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To count over some oriented graphs a class of combinatorral numbers is 
introduced. Their explicit form is obtained by the modern classical umbra1 calculus 
using a suitable Sheffer sequence of polynomials. Some properties of this class of 
polynomials are derived. Very useful methods of divisibility can be generated by the 
numbers studied here. Some ideas could be applicable in the theory of cellular 
automata. 0 1990 Academx Press, Inc 
1. INTRODUCTION 
We introduce in the Euclidean plane an origin 0 and choose axes OX and 
OY at angle n/3, as in Fig. 1. Let i and j be the unit vectors along the x and 
y axes, respectively. The ends of the vectors v = ii +jj, where i and j are 
non-negative integers, form an infinite, regular array of points in the plane. 
This set of points will be denoted by S. Each member of the set S is charac- 
terized by the ordered pair (i j) of non-negative integers. We shall easily 
say that the elements of the set S are ordered pairs (i, j). The origin of the 
set S is the pair (0,O). 
In this paper the author continues some ideas given in [2]. The origin 
of our research is the linear connected graphs with vertices in the set S and 
with edges oriented parallel to the vectors i, j and i-j. The start-point of 
all graphs studied here is the origin (0,O). Figure 1 shows one of the 
possible graphs which connect the point (4, 3) with the origin. The class of 
such graphs will be in the sequel denoted by G(S). 
Problem. Denote by N(i, j, L) the number of all different graphs of the 
class G(S) with the length L, connecting the point (i, j) with the origin. 
Find an explicit formula for N(i, j, L). 
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FIG. 1. An example of graph in G(S). 
For a given length L, 0 <L, we form an array of numbers N(i, j, L): 
L=3 0 L=4 1 
1 0 0 4 
0 3 0 0 3 6 
0 2 3 0 0 0 8 4 
0 0 3 1 0 0 0 2 6 1 
We have here on the line i+j= L the binomial coefficients (t) and the lines 
i+j= k, k> L, contain zeros. We shall see that the arrays of numbers 
N(i, j, L) admit a structure of remarkable design. It is clear that 
N(0, j, L) = S,,. An easy combinatorial argument gives 
PROPOSITION 1. The numbers N(i, j, L) satisfy the difference equation 
N(i,j,L)=N(i,j-l,L-l)+N(i-l,j,L-l)+N(i-l,j+l,L-l) (1) 
for i& 1, j> 1, L> 1 by the condition N(0, j, L)=6,,. 
The explicit form for N(i, j, L) will be obtained by the modern umbra1 
calculus. Following Niven and Roman (see e.g. [l, 31) we introduce the 
algebra F of formal power series 
f(t)= f aktk 
k=O 
in the variable t, where the coefficients ak are the members of a fixed field 
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@ of complex numbers. The equality, addition, and multiplication are 
defined in a usual manner. If 
f(t)= f,$ aktk, g(t)= f bktk, h(t)= f cktk 
k=O k=O k=O 
thenf(t)= g(t) if and only if ak= bk for all k>O, h(t)=f(t)+g(t) if and 
Only if Ck=Uk+bk for all k>O, and h(t)=f(t) g(t) if and Only if 
ck = ct= o a,b, -, for all k > 0. The formal power series f(t) is invertible if 
a, # 0; the formal inverse will be denoted by f(t)- ‘. If a0 = 0 and a, # 0 
then the series f(t) will be called a delta series. If f( t) is a delta series then 
its compositional inverse j’(t) exists such that j(fcf( t)) =f(f( t)) = t. If f( t) is 
a delta series and g(t) any other series then the composition g(f(t)) is well 
defined as a new formal power series. 
Each formal power series f(t) in the exponential form 
f(t) = ,z, $ tk 
represents a linear functional on algebra of polynomials P in the single 
variable x over the field @. We write the action of the series (2) on the 
basic elements X” in P by 
(f(t) lx”> = a, 
for all n B 0. The same series (2) also defines on P a linear operator. Its 
action on the basic elements x” in P is given by the formula 
f(t)x”= i (2) akxnmk 
k=O 
for all n 2 0. The formal derivative of any power series f( t) will be denoted 
byf'tt). 
The most important formulas needed here are: 
<tk I P(X)) =P’k’(o), k 3 0, (3) 
(f(t)IxP(x)> = <f'(t)ll4xl> (4) 
(f(t) g(t)1 P(X)> = (s(t)lf(t) P(X)> (5) 
for every p(x) in P and f(t), g(t) E F. 
Sheffer sequences. For each delta series f(t) and each invertible series 
g(t) there exists a unique sequence of polynomials s,(x) such that 
(g(t) f(t)k ( s,,(x)) = n ! dnk. The degree of polynomial s,(x) is n. We say 
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that the sequence s,(x) is Sheffer for the pair (g(t), f(t)). The sequence of 
polynomials p,(x) is associated with the delta seriesf(t) if p,(x) is a Sheffer 
sequence for the pair (l,f(t)). From (5) it follows that the sequence s,(x) 
is Sheffer for the pair (g(t), f(t)) if and only if the sequence g(t) s,(x) is 
associated with f(t). 
Characterizations of Sheffer sequences. The sequence s,(x) is Sheffer for 
(g(t), f(t)) if and only if for all y in C 
g(f(r)) - 1 erf(r) = k-fo I!$ tk. (6) 
A sequence s,(x) is Sheffer for (g(t), f(t)), for some invertible g(t), if and 
only if 
f(~)~,(x)=w-l(x~ (7) 
for all n 2 0, or equivalently if and only if 
Pkb) sn - ktX) (8) 
for all y in C, where p,(x) is associated to f(t). The relation (8) is the 
Sheffer identity. 
The sequence p,(x) is associated to f(t) if and only if 
<1IPn(x)~=4%0 and f(f) P,(X) = w- 1(x). 
We need also the transfer formula 
( > 
n 
P,z(x)=x +) -x+-l, nb 1, 
and the recurrence formula 
Pn+ l(X) = XqwX”? n 2 0, 
where $ denotes the umbra1 operator: $x” =p,(x). 
(9) 
(10) 
We can now return to the numbers N(i, j, L) introduced above. It is 
clear that N(i, j, L) = 0 if i +j > L. We define the generating polynomial in 
the complex variable z for the number array N(i, j, k) by the relation 
f(i, j, z) = C N(i, j, k)zk. (lla) 
kSrf/ 
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Using the relation (1) we get the difference equation 
f(i,j,z)=z(f(i,j-l,z)+f(i-l,j,z)+f(i-l,j+l,z)) (llb) 
for i > 1, j >, 1 by the condition f(0, j, z) = zJ, j >, 0. 
Recall that f(i, j, 1) = r(i, j) for all i, j > 0, where r(i, j) are the numbers 
introduced in [2]. We repeat: r(i, j) is the number of all graphs of the class 
G(S), connecting the point (i, j) with the origin (0,O). 
2. MAIN RESULTS 
Here are some results which are not contained in [2]. For ZE C, z#O, 
and z # -1 we define the formal power series with parameter z by 
f(t,z)=z-‘t(z+t)-‘(z+l+t)-1. (12) 
It is clear that f(t, z) is a delta series. Let g(t, z) be an invertible series in 
respect to t. Denote by s,(x, z) the Sheffer sequence of polynomials with a 
parameter z for the pair (g(t, z), f(t, z)) and denote by pn(x, z) the 
sequence of polynomials associated to f(t, z). We know that pn(x, z) = 
g(t, z) &Ax, z). 
THEOREM 1. The array of functions f (i, j, z) is given by the relation 
f(i,~,Z)=~((Z+f)JlS,(X,z)) (13) 
for i>,O, ja0. 
Proof: Using ( 13), (7), and (12) we have: 
f(i, j,z)-zf(i, j-l,z)-zf(i-1, j,z)-zf(i-1, j+l,z) 
=; (1(2+1)‘-l/s,(x,z))-~ ((Z+z2+Zt)(Z+t)JlS,-~(X,Z)) 
=~((z+t)J-l(~-z(Z+f)(Z+l+z)f(f,Z))IS,(X,Z))=O. 
Since sO(x, z) = 1 we get 
f(0, j, z) = ((z + ?)‘I sO(x, z)) = ( 1 I (z +x)‘> = zj 
for all j > 0. We have used here a simple fact: if f(t) and p(x) are 
polynomials in t and x, respectively, then (f(t) I p(x)) = (p(t) 1 f(x)). The 
proof is complete. 
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In [2] the numbers r(i, j) are extended also for j < 0, separately we put 
r(i, - 1) = BrO according to the recurrent formula 
r(i,j)=r(i,j-l)+r(i-l,j)+r(i-l,j+l). (14) 
In the same way we set f(i, - 1, z) = z-‘8,,, for a complete accordance. 
THEOREM 2. The functions f(i, j, z) by the additional condition 
f(i, - 1, z) = z-l&,, are given by the formula 
f(i,j,z)=~((~+t)‘+‘lp,(x,~)) (15) 
for i 2 0 and j 2 - 1, where p, (x, z) are polynomials associated with f (t, z). 
ProoJ: From (13) we have 
where the series g(t, z) is invertible. Since 
f(i, -1,z)=~~16,0=z~1(1~p,(x,z)) 
we conclude that (z+ t)-‘g(t, z)-’ =z-l. We have the result: 
g(t, z)=z(z+ t)-’ and so s,(x, s)=z-‘(z+ t)p,(x, z). Formula (15) is an 
easy consequence of (13). The proof is finished. 
Since pO(x, z) = 1 and ~“(0, z) = 6,, we find by the formula 
f(t, z) P&, z) = v- I(x, z): 
Pl(X, z) = z2(z + 1)x, 
p*(x, z) = z3(z + 1)((4z + 2)x + (22 + z)xQ . . . . 
An explicit formula for the functionsf(i, j, z) can now be derived from the 
transfer formula (9). 
THEOREM 3. For all i 2 0 and j > 0 the formula 
(16) 
holds. 
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Proof. The transfer formulas (9) and (15) imply for i > 1 
f(i,j,z)=~((z+1)‘+‘Iz’x(z+t)‘(z+l+t)’x’-l) 
21: 
z’-‘(j+ 1) 
i! 
((Z+t)l+‘(l +z+t)‘)x’ -1 > 
z’+‘(j+ 1) ’ . = 
4 
; ((z+ty+‘+k 
-j+ ly$, (;jiiT!: “) Zl+j+k 
r-1 
lx > 
We have used here the simple fact that 
((Z+tyIX’- )=(t’-‘I(~+x)~)=(i-l)! 
For i = 0 we see that f(0, j, z) = z’. We get the same result from (16). 
THEOREM 4. The numbers N(i, j, L) are given by the formula 
N(i, j, L) = Li_:: 1 (t)(LLi-j) 
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(17) 
for all i, j, L with the condition i + j < L 6 2i + j and N(i, j, L) = 0 in other 
cases. 
ProojI Relations (11) and (16) imply that 
Formula (17) follows by an easy argument. 
COROLLARY. The functions f (i, j, z) are polynomials of degree 2i + j and 
z = 0 is in the case i + j > 0 their zero-point with the order i + j. 
COROLLARY. The numbers N(i, j, L) on the line i + j= L can be 
expressed as the binomial coefficients: 
N(i, L - i, L) = 
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The recurrence relation (12) gives a possibility to compute an arbitrary 
large array of functions f(i, j, 2): 
. . . . 
z* 3z3 + 3z4 . . . . 
z 2z2 + 2z3 3z3+8z4+5z5 . . . . 
1 z+z2 z2+3z3+2z4 . . . . 
The coefficient at zL of the polynomial f(i, j, z) is the number N(i, j, Lk 
the number of all graphs in class G(S) with the prescribed length L. 
The row f(0, 0, z), f(l, 0, z), f(2,0, z), . . . admits a generating function 
and a simple three-term recurrence relation. The compositional inverse 
f(t, z) of the formal power series (12) is the formal power series 
f(f, z)= 
1 -z(2z+ l)t-Jl-22(2z+ l)f+zV 
2zt 
=z(z+?)t+ .'-. (18) 
THEOREM 5. The generating function of the row f( ., 0, z) is the formal 
power series 
z+f(t,z) 1 -zzt- 
= 
J1-222(2z+1)1+t*t~ 
2z2t 
= 1 +(z+z2)t+ .f.. (19) 
Z 
Proof: The associated polynomials p,,(x, z) for the delta series f(t, z) 
given by (12) allow a generating function of the exponential form by (6): 
eYf(r.=) = ___ zc PAY, =) tk 
,;, k! ’ yE@- 
Differentiating this relation with respect to y and setting y = 0 we obtain 
Since f(k 0, z) = $ ((z + t) t pdx, z)) = $(dko +p;(O, z)) we have the 
expansion 
.f(f(t,z)=z f f(kO,dtk 
k=l 
and from f(0, 0, z) = 1 we get 
z+f(t,z)=z f f(k,O,z)P. 
k=O 
(20) 
Formula (18) and the above relation imply the desired result. 
POLYNOMIALS WITH APPLICATIONS 93 
We derive in the same manner the generating functions for the n th row 
of the functions: 
(z+f(z, z)y+l Ix) 
Z 
= k;. f(k 4 z) tk. 
We omit the proof. 
3. RECURRENCE AND OTHER RELATIONS 
With the help of the generating function (19) we get some recurrence 
relations for the set of functions f(n, 0, z). 
THEOREM 6. The functions f(n, 0, z) admit a three-term recurrent for- 
mula 
(n+ 1) f(n,O,z)=z(2z+ 1)(2n-1) f(n- l,O,z)-z’(n-2)f(n-2,0,z) 
with the initial conditions f (0, 0, z) = 1 and f (1, 0, z) = z + z2. 
Proof. We start with the relation 
l-zt-Jl-2z(2z+l)t+z2t2=2z2 f f(n,O,z)t”+‘. (21) 
II=0 
After formal derivation with respect to t we get 
z2-z(2z+ 1) 
-Z- 
J1-2z(2z+l)t+zzt* 
=22* f f(n,O,z)(n+ l)tn. 
ll=O 
Multiply this relation by 1 - 2z(2z + 1) t + z2t2 and use again the starting 
relation. The equality principle of formal power series gives the recurrence 
formula in our theorem. 
For n = 0, 1, 2, 3,4 we obtain: 
f(0, 0, z) = 1 
f (2,0, z) = z* + 323 + 2z4 = z’( 1 + z)( 1 + 22) 
f(3,0, z) = z3 + 6z4 + 10z5 + 5z6 = z3( 1 + z)( 1 + 5z + Sz*) 
f(4,0, z) = z4 + 10z5 + 3oz6 + 352’ + 14zs = 24( 1 + z)( 1 + 2z)( 1 + 72 + 722). 
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Apply Theorem 3. We get an explicit formula: 
Functions f(n, 0, z) are polynomials of degree 2n, z = 0 is for n > 0 the zero- 
point of order n, and z = -1 seems to be simple zero-point. 
We can find a connection with the Legendre polynomials P,(x). We need 
their generating function 
(22) 
THEOREM 7. For every n 2 1 the polynomials f(n, 0, z) can be written in 
the forms 
(a) fh 0, z) = -(z “-‘/2)(P,- ,(2z + 1) - 2(2z + 1) P,(2z + 1) + 
P,+,(2z+l)) 
(b) fh 0, z) = (z np1/2(2n+ l))(P,+r(2z+ l)-P,-,(2z+ 1)) 
(c) f(n, 0, z) = (z+’ /2(n+1))((2z+l)P,(2z+l)-P,~,(2z+l)). 
Proof The generating function (22) implies the expansion 
1 
J&22(22+ l)t+z2t2 
= .to P,(2z + 1) z”t”. (23) 
Relation (21) and the above give 
1 - zt - (1 - 2z(2z + 1) t + z2t2) f P,(2z + 1)z”t” = 2z2 f f(n, 0, z) t” + I. 
n=O n=O 
By a standard procedure we obtain (a) in our theorem. Relations (b) and 
(c) follow by using the well-known recurrence relation for the Legendre 
polynomials: 
(2n+l)xP,(x)-(n+l)P,+,(x)-nP,-,(x)=0. 
The sequence of functions P,(2z + 1) is orthogonal in the segment [ - 1, 0] 
of the real axis. 
Functions gn+ r(z) = z’-“f(n, 0, z) f or n 2 0 are polynomials of degree 
n + 1. From the explicit formula for f(n, 0, z) we get 
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Since g, + i(z) has a zero for z = 0 we have a short formula 
g,, l(Z) =i (z”(1 +z),)(“-i). (24) 
This relation follows also from the identity (b) of Theorem 7 by using the 
relation Pk+ i(x) - PL- 1(x) = (2n + 1) P,(x) and the Rodrigues formula 
P,(x) = 1/(2”n!)( (x’ - 1)“)‘“‘. 
THEOREM 8. The polynomial g,(z) has exactly n simple zeros included in 
the segment [ - 1, 0] of the real line. 
Proof: This theorem is a simple consequence of the Rolle theorem for 
the function z’-‘( 1 + z)“- ’ in the segment [ - 1, 01. We omit the details. 
It is clear that g,(-l)=g,(O)=O for na 1. Since r(i, j)=f(i, j, 1) we 
have r(n, O)=g,+,(l) f or n b 1. We see that the coefficients of the polyno- 
mials g,,(z) are integers. Thus the numbers r(n, 0) for n > 1 are even. The 
recurrence formula of Theorem 6 shows that the polynomialsf(2n, 0, z) for 
n > 1 are divisible by 22 + 1. It follows that the numbers r(2n, 0) are 
divisible by the prime 3 for every integer n $1. We have the result: The 
numbers r(2n, 0) are divisible by 6 for n > 1. 
We derive some recurrence relations for the Sheffer sequence s,(x, z) and 
for the associated sequence p,,(x, z). Recall that originally parameter z was 
not 0 or -1. We use here the notation (n),=n(n-l)...(n--k+l), k#O, 
and (n). = 1. 
THEOREM 9. For polynomials s,(x, z) and pn(x, z) the following relations 
hold : 
(4 s,(x, z) = f b)kf(k 0, z) pn-Ax, z) 
k=O 
(b) 2 txT z)=z i b)kf& 0, z) pn-k(& z), n>l 
k=l 
(cl Pn+~b,Z)=xz i (k+l)(n)kf(k+l,O,z)p,-k(x,z). 
k=O 
Proof. It is easy to verify the above relations for z = 0 and z = - 1. In 
all other cases we can use the properties of Sheffer and associated polyno- 
mials given in the introduction. 
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(a) Using the Sheffer identity (8) and setting y = 0 we have 
Sk(O, z) Pn mk(X, --). 
Since (13) implies s,(O, z) = (I) sk(x, z)) =f(k, 0, z) we obtain (a). 
(b) Since ap,&(O, Z) = (t/p&, z)) = (Z + t)p&, z)) - 
z( 1 ( pk(x, z)) = zk! f(k, 0, z) for k 2 1 and the Sheffer identity 
Pkb:, z, Pn- ktX, z, 
holds, we obtain after derivation with respect to y and by setting y = 0 the 
relation (b). 
(c) Relation (c) will be proved by using the relation (10) in the 
introduction. We need the derivative f’(t, z), The required form we get 
from the relation (20): 
J’(t, z)=z ,f f(k+ 1, 0, z)(k+ l)tk. 
k=O 
Since 
f’(t, z)xn=z i f(k+ l,O, z)(k+ l)@~)~x”-~ 
k-0 
we obtain the result immediately. 
Particularly, for z = 1 we have f(t) =f( 1, 1) = t( 1 + t) - ‘( 2 + t) - ‘, g(t) = 
g(t, 1) = (1 + t)-‘. Denote by s,(x) = s,(x, 1) and p,(x) =pJx, 1). Polyno- 
mials s,(x) are Sheffer for (g(t), f(t)) and p,(x) are associated toy(t). Since 
r(i, j) =f(i, j, 1) we add the following to the results in [2]. 
THEOREM 10. Polynomials s,(x) and p,(x) possess the properties 
(a) S,(X) = i b’),r(k 0) Pn-k(X) 
k=O 
(b) P;(X) = 2 (n)kr(‘k 0) Pn-k(X), iZ>l 
k=l 
Cc) Pn+,b)=X i (k+l)(n)kr(k+1,O)p,-k(x), 
k=O 
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where n = 0, 1,2, 3,4. Recall that r(0, 0) = 1, r(1, 0) = 2, r(2,O) = 6, 
r(3,O) = 22, r(4,O) = 90. We get, using the above theorem (or formula (7) 
and the rekztion s,(x) =p,(x) +ph(x)): 
PO(l)= 1 
Pi(X) =2x 
/72(x)=4x2 + 12x 
p3(x) = 8x3 f 72x2 + 132x 
p4(x) = 16x4 + 288x3 + 1488x’ + 2160x 
so(x) = 1 
s,(x)=2x+2 
Q(X) = 4x2 + 20x + 12 
s3(x) = 8.~~ + 96x2 + 276x + 132 
Q(X) = 16x4 + 352x3 + 2352x* + 5136x + 2160. 
The relation (12) connects four functions f(i, j, z). We now prove that 
there exists a three-term recurrence relation connecting such functions. 
THEOREM 11. For i > 1 and j > 0 the following relation holds: 
Proof: Since f(0, j, z) =zJ we obtain for i= 1 from (25) f(1, j, z) = 
(j+ l)z’+’ (z + 1). This formula is true because of (16). 
Suppose that i >, 2. The identity 
((z + t)‘+‘( 1 $ z + t)i) 
= (i +j)(z + t)‘+j-’ (1 -t-z+ t)‘-‘+ (2i+j)(z+ t)‘+l(l +z+ t)l--l 
implies 
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((z+r)l+‘(l +z+t)‘lx’-I)= (((z+z)‘+‘(l +Z+t)‘)‘lX’-2) 
=(i+j)((z+t) 1+,-y, +z++)‘p’Jx’-2) 
+(2i+j)((z+t)i+J(1+z++)‘-1\x’-2). 
The relation (25) now follows from (9) and (15). 
COROLLARY. For i 3 1 and j3 0 the combinatorial numbers r(i, j) are 
connected by the recurrence relation 
i i+j 
-r(i, j)=- 
2i+j 
j+l j+l 
r(i- 1, j)+- 
j+2 
r(i- l,j+ 1). 
4. DIVISIBILITY OF r(i,j) 
The numbers r(i, j) are even for i 2 1 and j 2 0. Suppose that p is an odd 
prime. We can very quickly calculate the number array r(i, j) modulo p by 
the relation (14). Let the array preserve the form of a sextant. If r(i, j) = 0 
(mod p) then the position (i, j) is marked by a black rhombus while in the 
other case the position is white. Using a computer we find the structure 
illustrated in Fig. 2. 
In the same manner also, the numbers N(i, j, L) can be studied. In Fig. 3 
the positions (i, j) are marked black if N(i, j, 47) is not divisible by p = 5. 
Such structures are studied by numerous authors (e.g., S. Wolfram [S], 
M. Sved, [4]). 
p=s 
FIG. 2. The pattern of divisibility of r(i, j) by 5. 
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X 
FIG. 3. The pattern of nondivisibility of N(j, j, 47) by 5. 
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