Nile is a multi-disciplinary project building a distributed computing environment for HEP. Nile will provide fault-tolerant, integrated access to processing and data resources for collaborators of the CLEO experiment, though the goals and principles are applicable to many domains. Nile currently has three main objectives: a realistic distributed system architecture design, the design of a robust data model, and a Fast-Track implementation providing a prototype design environment to be used by CLEO physicists. In this paper, we describe the Data Model, its design issues, and its interactions with the Nile System Architecture.
Nile is designing the Data Model. In the case of CLEO II, we have 10 TB of data on disk and tape today. With the CLEO III upgrade 3], we expect to have 100 TB by the end of the decade. The CPU time to analyze a \typical" CLEO event is milliseconds. While there is wide variation in this number, it sets the scale for data access requirements.
The structure of current HEP analysis can be thought of as putting all the intelligence of a database at the client, rather than in the database itself. Clearly all the computation cannot be shifted to the data server; in fact, the point of distributing resources in Nile is to share that load. Therefore, a goal is to perform the simple level of pre-selection at the data server, move the selected data across a network, and perform the computationally complicated \analysis" at a remote client. In the full Nile system, there is a coupling between the Data Model, the architecture 4], and the application environment.
The rst Nile implementation 5] will not initially support the Data Model, but is being designed to support and be a testbed for it. The present CLEO Data Model gives us base comparison numbers for overall performance and event size. Since we are already I/O-limited for data access and budget-limited for total disk storage, we cannot allow either of these to worsen signi cantly. In CLEO, the raw data of a hadronic event occupies 8 kB. d After reconstruction, the event grows to 20 kB, and is stored in ZEBRA format. For a number of ZEBRA-related reasons, CLEO only writes a part of each event (400 attributes) to the DST. ROAR, an in-house compression scheme and I/O format, reduces each written event to 2.5 kB.
Design Issues for a Scalable Data Model
We can represent the data as a matrix, where the rows represent events, and the columns the events' attributes. For example, the set of all DST's is a projection of certain columns and all rows. We generalize the functions of the Data Model as shown in Figure 1 . As the diagram illustrates, the higher layers can either be connected directly to lower layers, or go through intermediate layers. The functions of each of the layers are:
Physical Storage: the actual physical storage medium, whether RAM disk, magnetic disk, tape, optical, or any combination. If a Hierarchical Storage Manager (HSM) is used, an attractive option, the HSM software ts between this layer and the one above.
Physical Data Layer: how data are partitioned among media, transported across networks, and so forth. The organization of the Physical Data Layer severely a ects the performance of the system, but should generally be transparent to the user. This is not the case today, as a user must be aware of the medium (disk or tape) and its location. Part of the function of this layer could be absorbed by an HSM, so any implementation (e.g. as part of a Persistent Object Manager) must integrate naturally with an HSM.
Logical Data Layer: the mapping between entities (events, attributes, objects) and les. We assume the Physical Data Layer works with les, but this is not essential. This implies that an application is concerned with abstract quantities, for example the store of (4S) events, but not actual les.
Application Management: the hooks for job submission and control. To schedule a job, the Site or Global Manager 4] uses the location of the requested data and their current storage medium as part of the scheduling metric. Application Management is not concerned with les, but is concerned with the location(s) of, for example (4S) events in runs ri to rj with attributes ak and al. If there are several copies available, the Application Manager decides which is the \best" to use. When data migrate or are copied, the Application Manager must get the new meta-data.
Application: how the data appear to the application. In principle, this is the only part of the Data Model the user sees. From the user's perspective, the schema (arrangement of the data) is the most important part of the data model; within the Data Model itself, the appearance is almost a detail, albeit an extremely important one. Two examples of the appearance of the data might be:
1. As a query language. The user submits a query of the form:
select tau and (Ntrks==4).
2. Via C++ (or other OO) code, by de-referencing pointers:
if (GetNextEvent("tau")->Ntrks==4).
Persistent Object Managers
There are several possible approaches to the layers between the physical storage and the application. A relational model processes a query at a data server and returns the data (whole events, or attributes) to a client. A Persistent Object Manager (POM) extends the concept of a transient (i.e. memory-resident) object by implementing pointers into persistent storage (disk or tape). Persistent pointers allow the entire data space to be accessed as a normal object, or assembly of objects. A POM is a very appealing way to satisfy many of the requirements of some, or even all, of the intermediate layers, especially because it is well-matched to OO programming models. We have been working with two POMs, among the many available. The work described below has been done in collaboration with the Cornell Theory Center, and the Laboratory for Advanced Computing, University of Illinois at Chicago. e To use a POM, one must de ne a schema to represent the connections between the attributes { i.e. class de nitions for the objects and attributes representing an event. In fact, a substantial part of the e ort and di culty lies in de ning the \right" schema. We have used several schema to gain an understanding of the issues. We can choose which attributes to put into which classes, as well as which objects to put into which stores. There are also several possibilities for implementing the data structure of objects of the same type. Starting from all the attributes in a CLEO DST event, we have used the following schema: e I am grateful to R. Grossman and his colleagues at UIC, and J. Gerner at CTC for their help.
1. Every attribute becomes an object, using linked lists or arrays. This schema incurs signi cant overhead maintaining persistent pointers. 2. Attributes become objects, but the objects are split over multiple stores and di erent media based on expected use. For instance, event header words (such as event number and beam energy) are accessed almost every time an event is touched; this store should be highly accessible and possibly even replicated. Much of the current DST information could be on another store, while raw data, which are rarely used, can be placed on a separate (tape) store. 3. Finally, the stores can be distributed around a network, which will be essential for Nile. Again, the optimum placement is non-trivial. For these tests we were only trying to establish the operational principles.
Experience with PTool
PTool 6] is a lightweight POM developed at the University of Illinois at Chicago. Most of the work described here was performed at the Cornell Theory Center. PTool implements persistent objects through the use of persistent pointers, which are functionally equivalent (but syntactically di erent) from standard C++ pointers. Once an object has been created and associated with a store (via the overloaded new operator) it is automatically persistent { the user does not have to save or retrieve the object explicitly from storage.
In these tests, we only used a single store on a single SP/2 node accessing the data from the same node. We used a run of 932 uncompressed hadronic events, f which occupied 8 MB. These events were then duplicated 100 times to produce a physically uninteresting, but computationally extremely interesting store of close to 1 GB.
In the case of all schemas, we were I/O-limited, i.e. the data throughput was essentially the same as for the uncompressed ROAR data. This did not always translate to the same event rate, because the overhead of the extra persistent pointers in the rst schema described doubled the event size. g More realistic schemas had only a small e ect on event size. The results we are obtaining look su ciently encouraging, and we expect to extend the tests to 100 GB before the end of 1995, using even more sophisticated schema.
Work is also in progress at the University of Chicago at Illinois with AIMnet 7], a follow-on of PTool. AIMnet supports multiple stores, client-server operation, and data striping across several servers. We expect to have largescale tests working on 100 GB of CLEO data before the end of 1995.
Other Persistent Object Managers
There are other POMs available, both commercially and in the public domain. We are not yet attempting to evalutate fully competing products, or to select an optimum product. Rather, we are seeking to gain an understanding of the potential of POMs and to integrate them in Nile's Data Model. We believe it is extremely important for a POM to conform to a standard interface (probably that speci ed by ODMG-93) 8]. This will allow \Plug and Play" f As we have not yet attempted compression schemes in this work, we modi ed ROAR to write uncompressed (8 kB/event) data.
g As noted earlier, this schema is an unrealistic extreme.
among di erent POMs; as well, commercial POMs will likely develop rapidly over the next few years, and we should be in a position to exploit this.
Other Storage Managers
There may be other, and perhaps better, ways of accessing the data. We are therefore working on a prototype storage manager that handles sub-matrices or chunks of data. This will allow projection of attributes and selection of events by operating on keyed values. It would be the bottom layer of a query engine, and will allow us to make better comparisons with other models.
