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ABSTRAKT
Nárast používateľov mobilných “inteligentných” telefónov neustále narastá a spolu s tým
aj dopyt po automatizácií a využití čo najviac ponúkaných aspektov telefónu či už v ob-
lasti medicíny (zdravotná starostlivosť a dohľad) alebo v oblasti používateľských aplikácií
(automatické rozpoznávanie pozície a pod.), V rámci tejto práce boli vytvorené návrhy
a implementácia systému pre rozpoznávanie ľudskej činnosti na základe spracovania dát
zo senzorov z “inteligentných” telefónov, spolu so stanovením optimálnych paramet-
rov, zhodnotenia úspešnosti a porovnanie jednotlivých vyhodnotení. Medzi ďalšie prínosy
patrí návrh formátu a vytvorenie početnej trénovacej množiny skladajúcej sa z reálnych
príspevkov a ich manuálne ohodnotenie. Popri hlavnom prínose vznikol aj softwarový
nástroj, ktorý umožňuje hodnotenie prvkov trénovacej množiny a získavanie príznakov
z tejto množiny a sofware, ktorý je schopný za pomoci hlbokého učenia trénovať modely
a následne ich testovať.
KĽÚČOVÉ SLOVÁ
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ABSTRACT
The increase of mobile smartphones continues to grow and with it the demand for au-
tomation and use of the most offered aspects of the phone, whether in medicine (health
care and surveillance) or in user applications (automatic recognition of position, etc.). As
part of this work has been created the designs and implementation of the system for the
recognition of human activity on the basis of data processing from sensors of smartpho-
nes, along with the determination of the optimal parameters, recovery success rate and
comparison of individual evaluation. Other benefits include a draft format and displaying
numerous training set consisting of real contributions and their manual evaluation. In
addition to the main benefits, the software tool was created to allow the validation of
the elements of the training set and acquisition of features from this set and software,
that is able with the help of deep learning to train models and then test them.
KEYWORDS
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ÚVOD
Rozpoznávanie ľudskej činnosti je dôležitá, no zároveň veľmi náročná oblasť vý-
skumu, ktorej potenciál je možné využiť v zdravotníctve, v “inteligentných prostre-
diach” či v oblasti bezpečnosti [1]. Ide teda o multidisciplinárny priestor, ktorý zdieľa
prepojenie medzi strojovým učením (umelá inteligencia), strojovým vnímaním, vý-
počtovou technikou, interakciu človeka s počítačom, častokrát s využitím psycho-
lógie a sociológie. Počítačové techniky na báze vízie boli, a sú, široko zaužívané
pri monitorovaní ľudskej činnosti, ale väčšinou vyžadujú podporu infraštruktúry,
napríklad montáž systémov video kamier v monitorovanej oblasti [2]. Alternatívny
a rozhodne účinnejší prístup je spracovávať dáta z inerciálnej meracej jednotky -
senzoru, ktorý bude umiestnený na tele testovacieho subjektu (napríklad [3] a [4]),
alebo vbudovaný do “inteligentného” telefónu (napríklad [5] a [6]), z ktorého sa ná-
sledne, podobne ako zo senzorov umiestnených na tele, získajú údaje pre testovania.
Zo všetkých technológií snímania ľudskej činnosti, nositeľné snímacie systémy majú
tú výhodu, že sú s ľudmi po celý deň, čo umožňuje kontinuálny zber informácií o ich
činnosti. Táto jedinečná vlatnosť je ideálnou platformou pre poskytovanie dlhodo-
bej personálnej zdravotnej starostlivosti kdekoľvek a kedykoľvek, umožňujúca širokú
škálu zdravotnej aplikovateľnosti, vrátane osobného fitnes monitorovania alebo ako
preventívna a chronická zdravotná starostlivosť a podpora starších ľudí [7]. Nie je
teda žiadnym prekvapením, že o túto oblasť je veľký záujem, ktorý neustále narastá.
“Inteligentné” telefóny prinášajú nové možnosti pre aplikácie zamerané na ľudskú
činnosť, kde človek-užívateľ je v centrum kontextových informácií a samotný telefón
je zdroj prvotných informácií. Táto skutočnosť je dôležitou súčasťou dnešnej poli-
tiky v oblasti rôznych aplikácií (ako aj práve pre “inteligentné” telefóny) fungujúcich
na báze automatizovaného zberu dát, ktoré sa ďalej využívajú či už ako štatistické
údaje, alebo sú cieľom konkrétnych experimentov.
Niektoré stávajúce práce zaoberajúce sa rozpoznávaním ľudskej činnosti sa sú-
stredia na používanie viacrerých akcelerometrov s prípadným použitím ďalších senzo-
rov. V práci [8] vyvynuli automatický systém rozpoznávania aktivít v kontrolovanom
prostredí za použitia akcelerometrov a mikrofónov. Rozpoznávanie aktivít na báze
Waveletovej metódy za použitia jedného alebo viac akcelerometrov bola navrhnuté
v práci [9], v ktorej je komponent dynamickej-pohybovej zložky oddelený od kom-
ponentov gravitačných, čo viedlo k presnosti 98,4% rozpoznania správnej činnosti.
Použitím piatich akcelerometrov a 31 testovacích subjektov boli v práci [10] nazbie-
rané dáta a následne bol vybudovaný hierarchický klasifikačný model s cieľom zistiť
a správne identifikovať rôzne telesné postoje a pohyby. Stávajúce práce sa taktiež
zaoberali nositeľnými zariadeniami. Napríklad v [3] použili nositeľné zariadenia pre
kolekciu dát akcelerometra pre rozpoznanie ľudskej činnosti, kde dosiahli presnosť
11
94%. V práci [11] bolo umiestnených päť biaxiálnych akcelerometrov na používate-
ľovom pravom boku, na dominantnom zápästí, hornej časti paže menej dominantnej
ruky, na dominantnom členku a na stehne menej dominantnej nohy aby zmonito-
rovali 20 typov aktivít, ktoré boli trénované s dvadsiatimi užívateľmi za použitia
tabuľky rozhodnosti, učenia pravdepodobnosti, C4.5 a Naivným Bayesovým klasi-
fikátorom. Výsledky tejto práce naznačujú, že akcelerometre umiestnené práve na
stehne boli najpoužiteľnejšie pri rozhodovaní medzi jednotlivými činnosťami. V diele
[4] nazbierali dáta z desiatich subjektov za použitia troch nositeľných akcelerometrov
s ktorými zisťovali a detekovali pohyby spodnej časti tela. Vcelku rozsiahla práca
[12] zbierala a vyhodnocovala dáta v rozpätí dokonca niekoľko dní. Jeden trojosový
akcelerometer bol nosený v blízkosti panvovej oblasti aby rozpoznal osem aktivít:
stánie, chôdza, beh, pohyb hore schodmi, pohyb dole schodmi, sadanie, vysávanie
a umývanie zubov. Boli uvažované štyri rôzne prostredia, a to dáta zozbierané od
jedného subjektu počas viacerých dní, dáta zozbierané z viacerých subjektov po-
čas viacerých dní, dáta zozbierané od jedného subjektu v jeden deň ako trénovacie
dáta a iný deň znova zozbierané dáta od rovnakého subjektu ako testovacie dáta
a trénovacie dáta zozbierané od jedného subjektu za jeden deň a následne iný deň
zozbierané testovacie dáta od iného subjektu. Výsledky experimentov napomohli
zisteniu, že Plurality Voting klasifikátor mal najlepšie výsledky pre prvé tri pro-
stredia. Taktiež sa zistilo, že bolo náročné rozlíšiť pohyb hore schodmi od pohybu
dole schodmi alebo behu, a skoro nemožné rozlíšiť umývanie zubov od pohybu dole
schodmi. Ich presnosť klasifikátoru pre štvrté prostredie dosahovalo 73,33%. Pou-
žitie dát z akcelerometrov “inteligentných” telefónov je skúmané v [5] a [6]. Dáta
boli zozbierané od 29 užívateľov, každý z nich nosil telefón s operačným systémom
Android vo vrecku počas vykonávania šiestich aktivít: chôdza, poklus, pohyb hore
schodmi, pohyb dole schodmi, sadanie a stánie. Boli zhodnotené tri algoritmy strojo-
vého učenia: logistická regresia, J48 a Viacvrstvový Perceptron. Podľa ich výsledkov
je celková presnosť vyššia ako 90%, s výnimkou prípadu pri pohybe schodmi nahor
oproti pohybe schodmi nadol, ktorý už predstavoval väčšiu náročnosť. Tiež zistili, že
klasifikácia neurónovej siete môže najlepšie rozpoznať poklus a pohyb hore schodmi
zatiaľ čo J48 môže efektívnejšie detekovať ostatné aktivity.
Hlavným prínosom tejto práce je návrh a implementácia systému pre rozpozná-
vanie ľudskej činnosti na základe spracovania dát zo senzorov z “inteligentných” tele-
fónov, spolu so stanovením optimálnych parametrov, zhodnotenia úspešnosti a po-
rovnanie jednotlivých vyhodnotení. Dosiahnutá úspešnosť presností bola: 96,05%
pre činnosť chôdze algoritmom ANN, 96,05% pre činosť pohybu hore schodmi algo-
ritmom k-NN, 96,86% pre činnosť pohybu dole schodmi algoritmom ANN, 94,33%
pre činnosť sedenia algoritmom SVM, 90,78% pre činnosť státia algoritmom SVM
a 100% úspešnosť pre činnosť ľah algoritmami SVM a ANN. Medzi ďalšie prínosy
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patrí návrh formátu a vytvorenie početnej trénovacej množiny skladajúcej sa z re-
álnych príspevkov a ich manuálne ohodnotenie. Popri hlavnom prínose vznikol aj
softwarový nástroj, ktorý umožňuje hodnotenie prvkov trénovacej množiny a získa-
vanie príznakov z tejto množiny.
V rámci experimentácie je taktiež súčasťou tejto práce aplikácia, ktorá je schopná
za pomoci hlbokého učenia trénovať modely trénovacími množinami a následne ich
testovať.
Práca má následujúcu štruktúru. Cieľom prvej časti je naštudovať kľučové cha-
rakteristiky pre rozpoznávanie ľudskej aktivity, ktoré sú dôležité pre pochopenie
problematiky a následnú implementáciu. Zahrňuje obecné znalosti časových radov,
ich spracovanie a možné využitia pri extrakcií príznakov. Taktiež obsahuje úvod
do problematiky hlbokého učenia. Praktická časť spočíva v implementácii jednodu-
chého a zároveň presného systému, ktorý na základe dát zo senzorov dokáže získať
potrebné príznaky. Tieto príznaky budú ďalej spracovávané a rozdelené na tréno-
vacie a testovacie množiny. Následne budú vyhodnocované umelou inteligenciou za
použitia rôznych algoritmov za cieľom navrhnúť a odôvodniť najlepšie možné rie-
šenia predikcie činnosti. Aplikácia bude navrhovaná v jazyku Java (kvôli možnej
aplikovateľnosti pre “inteligentné” telefóny do budúcnosti), bude automaticky spra-
covávať časové rady z textových súborov a následne z nich vyhodnocovať príznaky
slúžiace na ďalšie spracovania. Experimentálna časť praktického riešenia bude tak-
tiež prezentovať naprogramovanú aplikáciu v jazyku Python za použitia knižnice
TensorFlow, ktorá bude schopná trénovať a testovať modely vytvorené pomocou
hlbokého učenia.
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1 TEORETICKÉ VÝCHODISKÁ
1.1 Časové rady
Potrebné dáta, resp. časové rady, z ktorých bude aplikácia vyhodnocovať príznaky,
sme získali z [13]. Jedná sa o pokusy, ktoré boli prevádzkované so skupinou dob-
rovoľníkov v rámci vekovej skupiny 19-48 rokov. Dobrovoľníci počas experimentov
vykonávali 6 základných činností, z toho 3 statické (státie, sedenie, ľah), a 3 dy-
namické (chôdza, chôdza dole schodmi, chôdza hore schodmi). Experimenty ďalej
zahŕňali aj aktivitu medzi týmito základnými šiestimi činnosťami, a to: postavenie
zo sedu, posadenie zo státia, ľah zo sedu, postavenie z ľahu, ľahnutie zo státia, po-
stavenie z ľahu. Všetci účastníci mali behom uskutočňovania experimentov pri sebe
“inteligentný” telefón (Samsung Galaxy S 2) pripevnený na páse. Zachytené boli 3
lineárne zrýchlenia pre každú z osí, tak isto 3 uhlové rýchlosti pre každú z osí pri
konštantnej rýchlosti 50 Hz pomocou vstavaného akcelerometra a gyroskopu (vý-
skumy dokázali, že gyroskop môže napomôcť rozpoznávaniu ľudskej činnosti, aj keď
jeho prínos nie je ani zďaleka tak podstatný ako prínos akcelerometra [14], [15]). Vo
výsledku to znamená, že máme k dispozícii časové rady z daných experimentov ulo-
žené v textových súboroch, v ktorých sú zoradené čísla tak, že v každom riadku sú
v danom čase namerané 3 hodnoty, pre každú os práve jedna hodnota. Prvý stĺpec
odkazuje na vektor X, druhý na Y a tretí na vektor Z. K dispozícii máme dokopy 61
nameraných experimentov s akcelerometrom a tak isto 61 nameraných experimentov
s gyroskopom (vykonaných tridsiatimi účastníkmi).
Každý jeden zachytený experiment bol získaný “inteligentným” telefónom pri-
pevneným na pás. Signál zo senzorov bol spracovaný pomocou filtrov na odstránenie
šumu a následne bol vzorkovaný v posuvných oknách s pevnou šírkou 2,56 sekundy
a 50% presahom (128 meraní/okno). Signál akceleračného senzoru, ktorý má gravi-
tačné a pohybové komponenty bol oddelený za použitia Butterworthovho filtra dol-
nej priepusti. Predpokladá sa, že gravitačná sila má mať iba nízkofrekvenčné zložky,
a preto bol použitý filter s 0,3 Hz hraničnou frekvenciou. Na druhej strane, nízko-
frekvenčná zložka akcelerometra (jednosmerná zložka) je viazaná najmä na vplyv
gravitácie [16]. Pomyselné osi môžeme vidieť vyznačené na obrázku 1.2. V praxi
to znamená, že pohyb dopredu, prípadne dozadu je vyjadrený osou Z, pohyb do-
ľava a pohyb doprava je vyjadrený osou X a pohyb smerom nahor alebo nadol je
vyjadrený osou Y.
Celkový systém je opísaný na obrázku 1.3. Signály zo senzorov mobilného tele-
fónu boli zozbierané zo zariadenia, budú vložené do extrakcie príznakov, aby sme
boli schopní získať hlavné rysy. Budú vypočítané viaceré charakteristiky, resp. prí-
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Obr. 1.1: Zachytená časová rada prvého experimentu od riadku číslo 250.
Obr. 1.2: Smer osí X, Y a Z.
znaky, ako napríklad minimálna a maximálna hodnota, priemerná hodnota, medián,
štandardná výchylka, koeficient špicatosti, nesúmernosť. Tieto príznaky budú neskôr
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klasifikované viacerými algoritmami za pomoci strojového učenia. Treba opomenúť,
že vhodným spôsobom bude treba zvoliť trénovacie dáta, ktoré budú slúžiť ako vzor
pre strojové učenie.
Obr. 1.3: Celkový proces systému rozpoznávania ľudskej aktivity.
1.1.1 Numerické spracovanie časových radov
Ako je vidieť na obrázku 1.1, jednotlivé experimenty sú vo forme surových dát (z an-
gličtiny “RawData”). Algoritmus štandardnej klasifikácie nemôže byť priamo apli-
kovaný na surové časové rady získané z akcelerometra. Miesto toho musíme najprv
transformovať surové časové rady na príklady [17].
Keďže vyznačovanie v textovom súbore nám neumožňuje označiť len jednu radu
bez toho, aby sme popri tom označili aj ostatné rady v riadku, použil som prí-
kaz $ xargs -n1 < file | sed ’3~3!d’ a jeho ekvivalencie (nakoľko prvé číslo 3
označuje od ktorého čísla typu double sa začína, a druhé číslo 3 znamená skoky, po
ktorých vyberá čísla typu double) v operačnom systéme Linux. Tak som získal rady
každej jednej osi oddelene.
Jeden experiment neobsahuje iba jednu činnosť, ale práve viac činností, ktoré po
sebe nasledujú. Pre ľahšie pochopenie sú na obrázku 1.4 tieto jednotlivé činnosti zvý-
raznené (aby bolo jednoduchšie porovnať jednotlivé osi medzi sebou, zachoval som
spoločnú os času, no os akcelerácie som vzájomne oddelil a vyznačil iba orientačne,
nakoľko bližšie údaje nie sú v tomto prípade dôležité). Treba opomenúť, že medzi
jednotlivými oblasťami činností prebiehajú činnosti, ktoré nastávajú pri prechode
medzi nimi. Napríklad, ak uvažujeme, že na začiatku experimentu testovaný objekt
stojí, pri prechode do činnosti sedenia vykonal činnosť sadnutia zo stoja. To isté platí
aj pre ostatné činnosti a pre ich prechody. Tieto prechody budú musieť byť taktiež
zohľadnené pri predikciách, nakoľko niektoré veľmi podobné činnosti, ako napríklad
sedenie a státie, môžu vykazovať celkom podobné hodnoty a strojové učenie nebude
môcť presne rozlíšiť v akej fáze sa testovací subjekt práve vtedy nachádzal, resp.
určiť predošlú vykonávanú akciu.
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Pre trénovaciu fázu (obr. 1.3) je nutné získať z každej jednej činnosti, ktorú
budeme chcieť vyhodnocovať na základe extrakcie príznakov, jej vzorové dáta. Tieto
dáta budú slúžiť ako trénovacie dáta pri klasifikácii každej jednej činnosti. Bude ich
pomerne dosť, väčšina dát bude použitá práve na fázu trénovania, pretože niektoré
Obr. 1.4: Zvýraznené činnosti experimentu číslo 1 pre každú jednu os.
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rovnaké činnosti môžu v praxi vyzerať rozdielne, a naopak, niektoré rozdielne čin-
nosti sa môžu pomerne podobať. Na obrázku 1.5 sú dve rozdielne činnosti, a to
chôdza a pohyb hore schodmi. Každá činnosť bola vykonávaná iným testovacím
subjektom. Vybral som tieto činnosti a tieto testovacie subjekty práve preto, aby
som poukázal na podobnosti, resp. rozdielnosti, ktoré môžu nastať v priebehoch
jednotlivých, navzájom rozdielnych, experimentov.
Obr. 1.5: Časové priebehy rozdielnych experimentov vykonané rozdielnymi testova-
cími subjektami: a)chôdza, b)pohyb hore schodmi.
Ako sa dá na prvý pohľad všimnúť, podoba osí X na všetkých priebehoch je
zjavná. Zároveň sa však osa X posledného priebehu chôdze značne líši od ostatných
osí X priebehu chôdzí, dokonca je náročné určiť, či skôr zapadá do vzoru chôdze,
pohybu hore schodmi či dokonca inej činnosti. Ďalšie zjavné rozdielnosti môžeme
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vidieť medzi osami Z v priebehoch chôdzí, hlavne medzi prvou a treťou, a taktiež na
osiach Z v priebehoch pohybu hore schodmi, kde sa prvá a druhá podobajú, no tre-
tia už do vzoru nezapadá. Všetky tieto rozdielnosti sú spôsobené tým, že rozdielne
subjekty majú značné odlišnosti v pohyboch. Chôdza môže byť pomalšia, resp. rých-
lejšia, energickejšia a pod. Pri pohybe schodmi môže jeden subjekt silnejšie narážať
na prednú nohu, ktorá dostupuje, zatiaľ čo druhý subjekt môže dopadať na ďalší
schod s menšou silou, čím spôsobí menšiu zotrvačnosť senzora a tým priamoúmerne
menšiu výslednú hodnotu akcelerometra. Aj toto je dôvod, prečo bude väčšia časť
dát použitá pre trénovaciu fázu, aby sme strojovému učeniu poskytli značné infor-
mácie a vzory pre každú jednu činnosť, a tým navýšili pravdepodobnosť toho, že
strojové učenie určí z testovacích dát práve tú správnu činnosť. Predmetom tejto
problematiky sa bude zaoberať hlavne testovacia fáza (praktická časť semestrálneho
projektu).
1.1.2 Extrakcia príznakov z časových radov
Tvorba príznakov je kritickým krokom pri vývoji akéhokoľvek klasifikátora. Systém
rozpoznávania aktivít nerieši úlohu klasifikácie priamo. Všeobecne platí, že klasifi-
kácia sa vykonáva po získaní informatívnej reprezentácii dát. V prípade použitia
pohybových senzorov sa jedná o vektory.
Extrakcia príznakov bude prebiehať krokovo, a to nasledovne:
1. Zvolí sa vhodná pevná šírka posuvného okna.
2. Zvolí sa najefektívnejšie prekrývanie okna pri posúvaní.
3. Zvolia sa vhodné metódy použité pri extrakciách.
4. Zvolí sa najvhodnejší spôsob ukladania týchto príznakov.
Voľba veľkosti pevného okna je činnosť, ktorá sa značne odrazí pri vyhodnoco-
vaní jednotlivých činností v praktickej časti. Je vhodné voliť veľkosť okna tak, aby
zahŕňalo dosť dlhý časový úsek na rozpoznanie aktivity, ktorá sa v ňom vykonáva.
Zároveň by veľkosť okna nemala byť prílíš dlhá, aby sa v ňom nemiešali jednotlivé
činnosti. V konečnom dôsledku by tak nebolo jasné, ktorá činnosť sa v daný okamih
vykonáva. Touto problematikou sa zaoberá mnoho stávajúcich prác a projektov. Na-
príklad v práci [18] autori tvrdia, že pevné okno o šírke 128 vzoriek, ktoré odpovedá
1,28 sekundy časovému rozpätiu, bolo na extrakciu príznakov najvhodnejšie. V práci
[5] na rozdiel od pomerne krátkeho, 1,28 sekundy dlhého okna, použili dlhšie, 2 se-
kundové posuvné okno. Pomerne dlhé posuvné okno bolo zvolené v práci [19]. Autor
tvrdil, že voľba okna s pevnou dĺžkou 256 vzoriek, ktorá odpovedá časovému rozpä-
tiu až 5,12 sekundy, je najlepšia voľba, pretože číslo 256 je násobok čísla 2 a preto je
možné v preferovanej dĺžke aplikovať ešte rýchlu Fourierovú transformáciu. V práci
[13], ktorá je zdrojom našich dát, ktoré budú používané pri predikcii činností, pre-
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ferujú používanie iba 128 vzoriek ako jedno pevné okno, odpovedajúce časovému
rozpätiu 2,56 sekundy.
Predpokladajme, že si zvolíme v praktickej časti pevnú dĺžku posuvného okna 128
vzoriek. Znamená to, že sa pre prvých 128 vzoriek vypočítajú dané príznaky, a okno
sa bude posúvať ďalej po časovej osi. Tu sa nám naskytuje ďalšia problematika,
a síce, o koľko sa bude pevné okno posúvať. Vo všetkých prácach, ktoré uvádzam, sa
skoro jednotne zhodli, že posúvanie okna o 50% dĺžky celkovej veľkosti posuvného
pevného okna je najefektívnejšie. Bude to tým, že aj keď sa veľkosti posuvných
okien líšia, polovičný presah okien zaručí, že aj keď by sa jednalo o priebeh, ktorý
nie je ľahko určiteľný pre aplikáciu, značne sa tým navýši pravdepodobnosť správnej
predikcie, pretože programom prejde daná oblasť dvakrát, a to vždy z inej strany.
Voľba vhodných príznakov je ďalším dôležitým krokom. Týchto príznakov je cel-
kom dosť, a až hlbšia analýza a porovnávanie v praktickej časti strojovým učením
nám vlastne ukáže, ktoré z nich sú najefektívnejšie. Súčasťou [13] je aj zoznam mož-
ných použiteľných príznakov, z ktorých sú niektoré preferované, resp. odporúčané.
Autoregresívny koeficient
Najobvyklejší model používaný na odhad spektra náhodných signálov je model au-
toregresívneho koeficientu [20]. Tento model bol v obľube v mnohých aplikáciách,
pretože jeho intuitívna forma je závislá na hodnotách veličín z predchádzajúcich me-
raní. Vychádzajúce dáta z tohto modelu sú generované na základe minulosti podľa
následujúceho vzorca vstupu-výstupu:
𝑦𝑛 =
𝑝∑︁
𝑘=1
𝑎𝑘𝑦𝑛−𝑘 + 𝜀𝑛 (1.1)
kde 𝑦𝑛 je suma relačnej konštanty 𝑦𝑛−𝑘 predstavujúca predošlé hodnoty, 𝑎𝑘 sú au-
toregresívne koeficienty vracané o hodnotou 𝑘, 𝜀𝑛 predstavuje Gaussov biely šum
a 𝑝 je poradie aktuálneho systému.
Základné vlastnosti autoregresívneho modelu sa dajú prirovnať ku strednej hod-
note, rozptylu, autokorelácií či čiastočnej autokorelácií. Očakávané hodnoty a rozptyl
parametrov je možné odhadnúť z predošlých dát. Jedna z možností, ako vyriešiť túto
problematiku je použitie takzvanej Yule-Waker rovnice. Yule-Walker zaviedol me-
tódu pre odhad parametrov autoregresívneho modelu metódou momentov. Funkcia
čiastočnej autokorelácie je jedna z ďalších znázornení radov plynúcich v čase.
Yule-Walkerova rovnica pre globálny autoregresívny model je počítaná nasle-
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dovne:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑦1
𝑦2
...
𝑦𝑝−1
𝑦𝑝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑦0 𝑦−1 𝑦−2 . . . 𝑦−𝑝
𝑦1 𝑦−0 𝑦−1 . . . 𝑦−𝑝
... ... ... ... ...
𝑦𝑝−2 𝑦𝑝−3 𝑦𝑝−4 . . . 𝑦−1
𝑦𝑝−1 𝑦𝑝−2 𝑦𝑝−3 . . . 𝑦0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜑1
𝜑2
...
𝜑𝑝−1
𝜑𝑝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.2)
Doložením 𝑦0 = 1 do našej rovnice nám dá:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑦1
𝑦2
...
𝑦𝑝−1
𝑦𝑝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⏟  ⏞  
𝑌
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑦0 𝑦−1 𝑦−2 . . . 𝑦−𝑝
𝑦1 𝑦−0 𝑦−1 . . . 𝑦−𝑝
... ... ... ... ...
𝑦𝑝−2 𝑦𝑝−3 𝑦𝑝−4 . . . 𝑦−1
𝑦𝑝−1 𝑦𝑝−2 𝑦𝑝−3 . . . 𝑦0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⏟  ⏞  
𝑅
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜑1
𝜑2
...
𝜑𝑝−1
𝜑𝑝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⏟  ⏞  
𝜑
(1.3)
V konečnom dôsledku môžeme vyjadriť vyššie uvedenú rovnicu vo forme mati-
cového násobenia:
𝑌 = 𝑅𝜑 (1.4)
Aby bolo možné odhadnúť koeficient autoregresívneho modelu, ktorý predstavuje
matica 𝜑, je vhodné týmto spôsobom vykonať výpočet:
𝜑 = 𝑅𝑌 −1 (1.5)
Autoregresívne koeficienty sa odhadujú zväčša z každého parametra a spoločne
sa podieľajú na tvorbe charakteristických vektorov pre príznaky.
Stredná hodnota
Použitie strednej hodnoty je väčšinou v prípadoch merania stredového sklonu údajov,
ktoré majú iba jednu strednú hodnotu. V bežných prípadoch je za strednú hodnotu
považovaný aritmetický priemer. Aritmetický priemer 𝑥 je rovný sume všetkých
premenných 𝑥𝑛 vydelenej počtom premenných N, počítaný nasledovne:
𝑥 = 1
N
N∑︁
𝑛=0
𝑥𝑛 (1.6)
Stredná hodnota a štandardná odchýlka sú bežnými parametrami použitými pri
vyhľadávaní stredových a rozložených hodnôt. Hlavným dôvodom je, že normálové
rozloženie je počítané z hľadiska týchto dvoch parametrov. Správne použitie týchto
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dvoch parametrov hrá významnú úlohu aj v oblasti biologických a medicínskych
aplikácií.
Štandardná odchýlka
Aj keď v praxi môže nastať situácia, že dva časové rady môžu mať veľmi podobnú
strednú hodnotu, vždy budú rozdielne v prípade kolísavosti. Štandardná odchýlka
je meraním kolísavosti hodnotením rozsahu dát a vzťah strednej hodnoty ku zvyšku
týchto dát. Napríklad, hodnota štandardnej odchýlky bude malá, ak práve meraná
hodnota, resp. úsek budú blízko k strednej hodnote. Na druhej strane, ak viacero
hodnôt bude vzdialených od strednej hodnoty, poukáže sa na často meniace sa údaje,
a v tom prípade bude stredná hodnota veľká. Ak hodnota dát bude rovnaká po-
čas celého priebehu, hodnota štandardnej odchýlky bude rovná nule. Okrem toho,
štandardná odchýlka je používaná pri predikcii výkonu signálu a počítaná podľa
následujúceho priebehu:
𝜎 =
⎯⎸⎸⎷ 1
𝑁
𝑁∑︁
𝑖=1
(𝑥𝑖 − ?¯?)2 (1.7)
kde 𝑥 je stredná odchýlka dát a N je počet vzoriek.
Minimálna a maximálna hodnota
Pri vhodne zvolenom pevnom posuvnom okne sú aj zdanlivo menej podstatné ex-
trakcie, ako minimálna a maximálna hodnota, prospešné. Primárne pri činnostiach,
ktoré nevykazujú veľké štandardné odchýlky počas svojho priebehu, teda napríklad
sa môže jednať o činnosť státia. Predpokladá sa, že tieto hodnoty budú vykazovať
veľmi podobné hodnoty pri rozdielnych experimentoch, dokonca aj pri rozdielnych
testovacích subjektoch.
Medián
Medián je hodnota, ktorá delí radu zoradenú od najmenšej hodnoty po najväčšiu
na dve rovnaké polky s rovnakým počtom hodnôt. V štatistike patrí medzi miery
centrálnej tendencie. Platí, že najmenej 50% hodnôt je menších alebo rovných a naj-
menej 50% hodnôt je väčších alebo rovných mediánu. V jednej rade hodnôt môže
byť za medián označených viacero čísiel (ide hlavne o párny počet hodnôt v jednom
rade). Vždy však bude platiť, že polovica hodnôt je menšia alebo rovná a druhá
polovica je väčšia alebo rovná mediánu, nech sa zvolí akýkoľvek s potencionálnych
mediánov (ak má rada párny počet hodnôt, zväčša sa za medián označí aritmetický
priemer hodnôt na miestach 𝑛/2 a 𝑛/2 + 1 časového radu). Základnou výhodou
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mediánu ako štatistického ukazovateľa je fakt, že nie je ovplyvnený extrémnymi
hodnotami. Preto sa často používa v prípade šikmých rozdeleniach, u ktorých arit-
metický priemer dáva väčšinou nevhodné výsledky (napríklad median a modus sa
môžu zhodovať).
V prípade rozdelenia pravdepodobnosti je mediánom číslo𝑚, ktoré spĺňa rovnosť
𝑃 (𝑋 ≤ 𝑚) ≥ 0, 5 a 𝑃 (𝑋 ≥ 𝑚) ≥ 0, 5. V prípade spojitej reálnej náhodnej veličiny
s hustotou pravdepodobnosti 𝑓 pre medián platí:
∫︁ 𝑚
−∞
𝑓(𝑥)𝑑𝑥 = 0, 5 (1.8)
Koeficient špicatosti
Koeficient špicatosti je charakteristika rozdelenia náhodnej veličiny takým spôso-
bom, že porovnáva dané rozdelenie pravdepodobnosti náhodnej veličiny s normál-
nym rozdelením. Jeho obvyklé označenie je 𝛾2 [21]. Podobným spôsobom ako ne-
súmernosť, koeficient špicatosti je deskriptor tvaru pravdepodobnosti rozloženia
a, presne ako nesúmernosť, sú rôzne spôsoby ako kvantitatívne určiť odhad zo vzo-
riek. Štandardné meranie špicatosti, ktoré je zavedené podľa vzoru Karla Pearsona,
je založené na ohraničenej verzii štvrtého momentu meraných dát. Tieto hodnoty
merajú takzvané “ťažké chvosty” (chvost je myslený ako pomyselná nábežná, alebo
zostupná hrana priebehu), a nie špicatosť [22], a preto pojem špicatosť je niekedy
zavádzajúci. V praxi sa koeficient špicatosti správa tým spôsobom, že čím je vyššia
špicatosť meraného úseku, tým je väčší rozptyl a vo výsledku väčšia odchýlka.
Predpokladajme, že𝑋 je ľubovoľná náhodná premenná a 𝐸(𝑋) = 𝜇 je jej stredná
hodnota, a disperzia je 𝐷(𝑋) = 𝜎2, potom bude koeficient špicatosti definovaný
nasledovným podielom:
𝛾2 =
𝜇4(𝑋)
[𝐷(𝑋)]2 − 3 (1.9)
pričom 𝜇4 označuje štvrtý centrálny moment náhodnej premennej 𝑋.
V praxi, pri definícií pohybovej činnosti, sa bude uvažovať o troch možných
prípadoch, ktoré môžu pri hodnotení koeficientu špicatosti nastať, a to:
• 𝛾2 = 0, v tomto prípade sa jedná o normované normálne rozdelenie.
• 𝛾2 > 0, kladný koeficient špicatosti hovorí, že dané rozdelenie pravdepodob-
nosti je špicatejšie ako normálne rozdelenie.
• 𝛾2 < 0, v tomto prípade nastáva opačný prípad ako pri kladnej hodnote koefi-
cientu špicatosti, teda dané rozdelenie pravdepodobnosti je plochšie ako nor-
málne rozdelenie.
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Koeficient šikmosti
Koeficient šikmosti je charakteristika rozdelenia náhodnej veličiny. Popisuje asymet-
riu, teda šikmosť, rozdelenia pravdepodobnosti. V teórii pravdepodobnosti a štatis-
tiky, je považovaný za mieru asymetrie rozdelenia pravdepodobnosti reálnej hodnoty
premennej vôkol jej strednej hodnoty. Hodnota koeficientu šikmosti môže byť kladná,
záporná, a dokonca aj nedefinovaná. Koeficient šikmosti sa zvykne označovať 𝛾1 [21].
Kvalitne interpretovať koeficient šikmosti je ťažšia úloha. Pre lepšiu predstavu,
záporný koeficient šikmosti indikuje, že “chvost” na ľavej strane funkcie je dlhší,
resp. hrubší ako na pravej strane, no nerozoznáva priamo tvar tejto funkcie. Na-
opak, kladná hodnota indikuje, že “chvost” na pravej strane je dlhší, resp. hrubší
ako na strane ľavej. V prípadoch, keď jeden chvost je dlhší, ale druhý hrubší, na-
stáva problematika. Napríklad nulová hodnota koeficientu šikmosti poukazuje na
skutočnosť, že chvosty na obidvoch stranách priemeru sú v rovnováhe, čo je prípad
symetrického rozdelenia priebehu, ale tak isto sa môže stať, že rovnakú hodnotu
bude vykazovať priebeh, ktorý má jeden chvost dlhý, ale tenký, pričom druhý chvost
krátky, ale hrubý.
Šikmosť náhodnej premennej𝑋 je momentálny koeficient šikmosti, niekedy ozna-
čovaný za Pearsonov moment koeficientu šikmosti [23]. Je to tretí štandardizovaný
moment [24], definovaný ako:
𝛾1 = 𝐸
[︃(︂
𝑋 − 𝜇
𝜎
)︂3]︃
= 𝜇3
𝜎3
=
𝐸
[︁
(𝑋 − 𝜇)3
]︁
{︁
𝐸
[︁
(𝑋 − 𝜇)2
]︁}︁3/2 = 𝜅3
𝜅
3/2
2
(1.10)
kde 𝜇3 je tretí centrálny moment, 𝜇 je označenie pre strednú hodnotu, 𝜎 je štan-
dardná odchýlka a 𝐸 je očakávaný operátor. Posledná rovnosť predstavuje vyjadrenú
šikmosť vzhľadom na pomer tretieho kumulantu 𝜅3 a tri polovice druhého kumu-
lantu 𝜅2. Toto je obdobné definícii koeficientu šikmosti ako štvrtého kumulantu
normalizovaného druhou mocninou druhého kumulantu.
Hore zmienené príznaky sú základom pri predikcii ľudskej činnosti. Každá má
svoje výhody a nevýhody, no pri použití každej jednej a ich dopĺňaním vznikne
kvalitný koncept, ktorý by mal dosahovať veľmi presné hodnotenie ľudskej činnosti.
1.1.3 Klasifikácia príznakov
Zoznam aktivít vykonaných v experimentoch, s ktorými pracujeme, môžeme vidieť
v tabuľke 1.1.
Rozpoznávanie týchto aktivít je pre umelú inteligenciu náročná činnosť, pretože
je ťažké rozlišovať tieto činnosti nakoľko zdieľajú veľmi podobné polohové vzory
(ako napríklad sedenie a státie) a pohybové vzory (ako napríklad chôdza, chôdza
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hore schodmi a chôdza dole schodmi). Ďalšou skutočnosťou je, že podobnosť me-
dzi činnosťami nie je ani zďaleka jednotná v celej škále experimentov a vzoriek.
Inými slovami, podmnožiny aktivít zdieľajú vysokú podobnosť medzi sebou, ale sú
veľmi rozdielne od ostatných podmnožín. Napríklad, sedenie a státie sú si veľmi
podobné, avšak, sú veľmi rozdielne od chôdze (a tým aj ľahko rozpoznateľné). Ok-
rem dlho trvajúcich pohybových a polohových činností, kratšie trvajúce pohyby
(prechody medzi statickými a dynamickými činnosťami) sú taktiež prítomné, ktoré
trvajú veľmi krátky čas v porovnaní so statickými a dynamickými činnosťami. Roz-
poznanie týchto medziaktivít hrá dôležitú úlohu, ak sa uvažuje na báze získavania
a rozpoznávania činností v reálnom čase. Je to z toho dôvodu, že ak nie sú správne
Tab. 1.1: Zoznam jednotlivých aktivít a ich prechody.
Typ aktivít Aktivity
statické
státie
sedenie
ľah
dynamické
chôdza
pohyb dole schodmi
pohyb hore schodmi
prechody
postavenie zo sedu
posadenie zo státia
ľah zo sedu
postavenie z ľahu
ľahnutie zo státia
postavenie z ľahu
rozpoznané práve tieto aktivity, môže to viesť k vysokému počtu chybných klasifi-
kácií.
Po spracovaní časových radov a ich rozdelení na trénovacie a testovacie dáta,
dôjde ku klasifikácii trénovacích dát s pomocou strojového učenia. Na to budú vy-
užité algoritmy a modely k-NN (v angličtine “k-Nearest neighbor algorithm”), ANN
(v angličtine “Artificial neural algorithm”), lineárny SVM (v angličtine “linear Sup-
port vector machine algorithm”) a radiálny SVM (v angličtine “radial Support vector
machine algorithm”).
k-najbližších susedov (kNN)
V rozpoznávaní vzorov, kNN algoritmus je neparametrická metóda používaná pre
klasifikáciu a regresiu. V oboch prípadoch vstupné dáta pozostávajú z 𝑘 najbližších
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trénovacích príkladov v radoch údajov. Výstupné dáta sú závislé na skutočnosti, či
je algoritmus používaný ako klasifikačný, alebo ako regresný:
• k-NN klasifikácia má ako výstup príslušnú triedu. Jeden objekt je klasifiko-
vaný podľa hodnoty svojimi susedmi (obklopujúce body definované strojovým
učením), tým je priradený k najbežnejšej triede na základe polohy a hodnôt
medzi svojimi 𝑘 susedmi (𝑘 je kladné číslo, typicky malej hodnoty). Ak 𝑘 = 1,
tak objekt je jednoducho priradený triede rovnej blízkemu susedovi.
• Pri k-NN regresii, výstupné dáta predstavujú kvalitatívnu hodnotu objektu.
Táto hodnota je priemerom hodnôt 𝑘 najbližších susedov tohto objektu.
k-NN je založené na podnetnom učení, kde funkcia je zaokrúhlená iba lokálne
a všetky počty sú odkladané, dokým neprebehne klasifikácia. k-NN algoritmus je
považovaný za jeden z najjednoduchších algoritmov vôbec.
Ako pre klasifikáciu, tak aj pre regresiu, môže byť užitočné priraďovať početnú
váhu príspevkom od susedov. Najbližší susedia k susedovi 𝑘 takým spôsobom zapa-
dajú do priemeru spolu s týmto susedom 𝑘 omnoho viac ako ďalej vzdialení susedia.
Napríklad, klasická váhová schéma spočíva v tom, že priraďuje každému susedovi
váhu 1/𝑑, kde 𝑑 je vzdialenosť k tomuto susedovi. Zjednodušený príklad klasifikácie
v dvojrozmernom priestore ilustruje obrázok 1.6. V priestore sa nachádzajú prvky
trénovacej množiny zaradené do dvoch tried. Pri určovaní triedy neznámeho prvku
je vyhľadaných 𝑘 najbližších susedov. Trieda, ktorá je najviac zastúpená v týchto
prvkoch je potom priradená aj neznámemu prvku. Je vhodné voliť za 𝑘 nepárne číslo
a predchádzať tak nejednoznačnostiam pri klasifikácii.
Obr. 1.6: Ukážka klasifikácie pomocou algoritmu 𝑘-najbližších susedov.
Pri k-NN regresii je použitý algoritmus pre odhad dlhých radov premenných.
Takýmto spôsobom používa algoritmus vážený priemer susedov od konkrétneho su-
seda 𝑘, vážených obrátenou hodnotou ich vzdialenosti. Často používanou metrikou
pre určovanie vzdialeností je Euklidovská metrika, kde je vzdialenosť dvoch bodov
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𝑥1 a 𝑥2 v 𝑛 dimenzionálnom priestore určená podľa vzťahu [25]:
𝑑𝑖𝑠𝑡(𝑥1, 𝑥2) =
⎯⎸⎸⎷ 𝑛∑︁
𝑖=1
(𝑥1𝑖 − 𝑥2𝑖)2 (1.11)
Algoritmus pracuje nasledovne:
• Vypočítajú sa Euklidove a Mahalanobisove vzdialenosti z dotazovaných vzorov
po vyznačené vzory dát.
• Zoradenie vyznačených vzorov podľa zvyšovanej vzdialenosti.
• Hľadanie optimálneho čísla 𝑘 najbližších susedov, založené na technike RMSE
(v angličtine “Root-mean-square deviation”). Tento krok prebieha na základe
použitia krížovej validácie.
• Výpočet inverznej vzdialenosti váženej priemerom s 𝑘-najbližšími viacrozmer-
nými susedmi.
Umelá nervová sieť (ANN)
V oblastiach strojového učenia a kognitívnej vedy, Artifical neural network (v pre-
klade “umelá nervová sieť”) je skupina modelov inšpirovaná biologickou nervovou
sieťou (centrálny nervový systém zvierat, v zjednodušenej forme mozog) a je pou-
žívaná na odhad aproximujúcich funkcií, ktoré sú zväčša závislé od veľkého počtu
vstupných dát, a ktoré sú všeobecne neznáme. Umelá nervová sieť je zväčša prezen-
tovaná ako systém prepojených neurónov, ktoré si medzi sebou vymieňajú správy.
Každé prepojenie má svoju hodnotu, ktorá sa odvíja na základe predošlých skúse-
ností, čím sa neurónová sieť stáva adaptívnou podľa vstupných dát a je schopná
učenia sa.
Napríklad, neurónová sieť použitá pri rozpoznávaní písma je definovaná skupi-
nou vstupných neurónov, ktoré môžu byť aktivované určitými pixelmi vstupného
obrázku. Neuróny po pridaní váhy podstúpia krok transformácie funkciou (viacero
možností, volí projektant nervovej sieti). Aktivácie týchto neurónov sú potom odo-
vzdané iným neurónom. Tento proces prebieha dookola, dokým nie sú aktivované
výstupné neuróny. V tomto bode sa určí, o aký písomný znak sa jedná a činnosť
rozpoznávania písmena končí. Jednoduché prevedenie umelej nervovej siete je zo-
brazené na obrázku 1.7. Údaje označené ako 𝑥1 až 𝑥𝑝 predstavujú vstupné hodnoty.
Následne medzi nimi dochádza k interakcii, čo má za následok tvorbu neurónov tejto
neurónovej siete. Nasleduje prepojenie a ďalší krok interakcie (𝑧1 až 𝑧𝑛), a znova k ich
interakcii. Tieto neuróny sú privedené na výstup modelu (𝑦1 až 𝑦𝑞).
Umelá nervová sieť je typicky definovaná tromi typmi parametrov:
• Spojový vzor medzi rozdielnymi vrstvami neurónov.
• Proces učenia pre aktualizáciu váhy medzi spojeniami neurónov.
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Obr. 1.7: Dvojvrtstvové prevedenie umelej neurónovej siete.
• Aktivačná funkcia, ktorá konvertuje vstup vážených neurónov na ich aktiváciu
prebiehajúcu pri ich výstupe.
Skutočnosť, že neurónová sieť je schopná učiť sa, pritiahla najviac pozornosti. Pre
predstavu: pri zadaní konkrétnej úlohy a triedy funkcií 𝐹 , učenie znamená použitie
skupiny záznamov pre nájdenie 𝑓 * ∈ 𝐹 , ktoré bude čo najpresnejšie zapadať do
riešenia tohto problému ako optimálna varianta.
ANN má obrovský potenciál, ktorý sa neraz využíva aj v oblastiach medicíny
(detekcia rakoviny [26]) a iných dôležitých oblastiach. Každopádne, efektívne poži-
tie ANN nie je jednoduchou úlohou a rozhodne vyžaduje dobré porozumenie jeho
problematike.
Algoritmy podporných vektorov (SVM)
Algoritmus podporných vektorov SVM je veľmi rýchly, efektívny a často používaný
spôsob klasifikácie [27]. Algoritmus je schopný lineárne separovať aj dáta, ktoré pô-
vodne lineárne separovateľné neboli. Prostredníctvom nelineárneho mapovania pre-
vedie trénovacie dáta (vyjadrené pomocou vektorového modelu) do vyššej dimenzie,
kde hľadá optimálnu nadrovinu (rozhodovaciu hranicu), ktorá by ideálne oddeľovala
jednotlivé triedy. Ako zobrazuje obrázok 1.8, požiadavkom pri hľadaní nadroviny je
maximálna vzdialenosť medzi nadrovinou a najbližším prvkom jednotlivých tried.
Samotná rozhodovacia hranica je určená iba relatívne malým množstvom prvkov
z trénovacej množiny (podpornými vektormi). Ostatné prvky nemajú na vytváraní
modelu klasifikátora žiadny vplyv.
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Efektivita SVM modelu sa odvíja od správnej selekcie jadra a jeho paramet-
rov, a parametru “jemnej hranice” značenej 𝐶. Bežnou možnosťou je Gaussianove
jadro, ktoré má jediný parameter 𝜀. Najlepšia kombinácia parametru 𝐶 a parametru
𝜀 býva voľba takzvaného sieťového vyhľadávania s exponenciálne narastajúcou po-
stupnosťou 𝐶 a 𝜀, napríklad, 𝐶 ∈ {2−5, 2−3, . . . , 213, 215}; 𝜀 ∈ {2−15, 2−13, . . . , 21, 23}.
Typicky, každá kombinácia výberu parametrov je skontrolovaná použitím krížovej
validácie a parametre s najlepšou presnosťou krížovej validácie sú následne vybrané.
Eventuálne, stávajúca práca Bayesiánskej optimalizácie [28] tvrdí, že táto optimali-
zácia môže byť použitá pre výber parametrov 𝐶 a 𝜀, často vyžadujúca
Obr. 1.8: Ukážka separácie prvkov tried nadrovinou nájdenou pomocou SVM.
menej vyhodnocovaní kombinácií parametrov ako použitie “jemnej hranice”. Ko-
nečný model, ktorý je použiteľný pre testovanie a klasifikáciu dát, je trénovaný na
celej trénovacej skupine pri použitý vybratých parametrov [29].
V trénovacej fáze bude všetkým týmto modelom poskytnutá veľká množina vzo-
rových dát, aby sme určili klasifikáciu jednotlivých činností. Následne sa vykoná
porovnávanie úspešností týchto algoritmov pri predikcii ľudskej činnosti.
1.2 Hlboké učenie
V tejto sekcii práce sa budem venovať teoretickému rozboru hlbokého učenia, nakoľko
je to téma, ktorá svojou aktuálnosťou, ale hlavne svojím potenciálom v tejto oblasti
napreduje vysokou rýchlosťou a pri použití obrovského množstva dát by sa mala
“blížiť” inteligencii samotného človeka. Budem sa snažiť čo najviac zovšeobecniť
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túto tému, nakoľko spektrum jednej sekcii diplomovej práce je silno nedostačujúca
na obsiahnutie témy akou je hlboké učenie. Od roku 2006, hlboké štruktúrované
učenie, alebo skôr bežne nazývané hlboké učenie alebo hierarchické učenie, vytvo-
rilo novú oblasť výskumu strojového učenia [35, 36]. Silu hlbokého učenia objavili
najväčšie korporáty v oblasti počítačov a programovania a využívajú ju čoraz čas-
tejšie (napríklad Microsoft, Google, Facebook; predikcia slov, zobrazovanie reklám
a podobne).
Na problematiku umožňovania počítačom modelovať náš svet na takej úrovni,
aby sme prípadný model mohli porovnať s tým, čomu dnes hovoríme inteligencia člo-
veka, bola zameraná činnosť výskumu viac ako pol storočia. Na dosiahnutie tohto
cieľa je prirodzené, že veľké množstvo informácií o našom svete by malo byť nejakým
spôsobom uložené, či už explicitne alebo implicitne, v úložiskách. Manuálne formali-
zovanie všetkých týchto informácií do takej podoby, ktorú by počítač dokázal použiť
na zodpovedanie otázok a generalizáciu nových kontextov sa môže zdať veľmi skľu-
čujúce či zdĺhavé. Preto, skupiny vedcov začali hľadať riešenia v podobe algoritmov
učenia, ktoré sú schopné zachytiť širokú škálu týchto informácií. Pre porozumenie
a vylepšenie učiacich algoritmov boli uskutočnené veľké pokroky, no výzva ume-
lej inteligencie zostáva. Máme algoritmy, ktoré sú schopné dostatočne posudzovať
sémantické koncepty tak, aby boli neskôr schopné s čo najväčšou presnosťou vzá-
jomne pôsobiť s ľudskou inteligenciou? Skôr nie, ale aj práve v tejto chvíli sa na
takýchto algoritmoch pracuje vo veľkom. Napríklad, ak zoberieme do úvahy jednu
z najlepšie špecifikovaných úloh umelej inteligencie, a to analýzu obrázkov z hľa-
diska mnohých vizuálnych konceptov potrebných pre vhodnú interpretáciu týchto
obrázkov. Ešte stále nie sú algoritmy na takej úrovni, aby sme boli schopní využiť čo
najväčší potenciál umelej inteligencie. Podobná situácia platí aj pre ostatné úlohy
umelej inteligencie.
Pred započatím bližšieho popisu detailov hlbokého učenia si preberme niektoré
potrebné definície. Hlboké učenie má rôzne úzko súvisiace definície či popisy na
vysokej úrovni [37]:
• Definícia 1: Trieda techník strojového učenia, ktoré využívajú mnoho vrs-
tiev nelineárneho spracovania informácií pre riadené alebo neriadené extrakcie
príznakov a transformácií, a pre analýzu vzorov a klasifikácií.
• Definícia 2: Podoblasť strojového učenia, ktorá je založená na algoritmoch pre
učenie viacerých vrstiev modelu za účelom modelovania komplexných vzťahov
medzi dátami. Príznaky vyšších úrovní a konceptov sú teda definované prí-
znakmi nižšími, a tak je hierarchia príznakov nazývaná ako “hlboká”. Väčšina
týchto modelov je založená na nekontrolovanom učení.
• Definícia 3: Podoblasť strojového učenia založená na učení niekoľkých mode-
lov, ktorá zodpovedá hierarchii funkcií, faktorov alebo konceptov, kde sú kon-
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cepty vyšších vrstiev definované nižšími, a koncepty na rovnakej nižšej úrovni
môžu pomôcť definovať veľa konceptov vyšších urovní. Hlboké učenie je časťou
širšej rodiny metód strojového učenia založenej na modelovaní učením. Pozo-
rovanie môže byť reprezentované mnohými spôsobmi, ale len niektoré z nich
umožňujú naučenie danej úlohy a z daných príkladov jednoduchším spôsobom.
Výskum v tejto oblasti sa usiluje definovať čo je pre modelovanie najužitoč-
nejšie a najprínosnejšie a ako správne daný model učiť.
• Definícia 4: Hlboké učenie je skupina algoritmov strojového učenia, ktorá sa
usiluje učiť na viacerých úrovniach, zodpovedajúca sa rôznym úrovniam abs-
trakcie. Typicky používa umelé neurónové siete. Rôzne úrovne týchto modelov
štatistického učenia zodpovedajú presne určeným úrovniam modelov, kde sú
vyššie úrovne modelov definované nižšími úrovniami, a úrovne nižších vrstiev
modelov môžu napomôcť definovať vyššie úrovne modelov.
• Definícia 5: Hlboké učenie je nová oblasť výskumu strojového učenia, ktorá
bola predstavená so zámerom priblíženia strojového učenia bližšie k jednému
z počiatočných cieľov, a to umelej inteligencie. Hlboké učenie je o učení mno-
hopočetných úrovní modelov a abstrakcie, ktoré napomáhajú dávať zmysel
dátam ako sú obrázky, zvuky či text.
1.2.1 Triedy sietí hlbokého učenia
Ako som opísal vyššie, hlboké učenie odkazuje na pomerne široké triedy techník
strojového učenia a architektúr, pričom používa veľa vrstiev spracovania nelineár-
nych informácií, ktoré sú naturálne hierarchické. Podľa toho, akým spôsobom sú
architektúry a techniky navrhnuté pre použitie, napríklad syntéza/generácia alebo
rozpoznávanie/klasifikácia, možno všeobecne kategorizovať jednotlivé siete hlbokého
učenia na tri hlavné triedy [37]:
• Hlboké siete pre nekontrolované alebo generatívne učenie, ktoré je
určené pre zachytávanie rádovo vysokých korelácií pozorovaných alebo viditeľ-
ných dát pre analýzu vzorov alebo za účelom syntézy, ak nie sú k dispozícii
informácie o cieľovom označení triedy. Pri použití generatívneho módu môže
byť taktiež zamýšľané charakterizovať spoj statickej distribúcie viditeľných dát
a ich asociovaných tried, ak sú k dispozícii a sú považované ako súčasť týchto
viditeľných dát. V poslednom prípade môže použitie Bayesovho pravidla pre-
meniť tento typ generatívnych sietí na selektívne pre učenie.
• Hlboké siete kontrolovaného učenia, ktoré sú určené priamo poskytovať
diskriminačnú “silu” za účelom klasifikácie vzoru, často charakterizáciou ná-
sledujúcej distribúcie tried podmienených viditeľnými dátami. Pre takéto tré-
novanie je cieľové označenie dát vždy k dispozícii v priamej alebo nepriamej
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forme. Bývajú taktiež nazývané ako diskriminačné hlboké siete.
• Hybridné hlboké siete, kde cieľom je často významným spôsobom asisto-
vaná diskriminácia, s predošlými výsledkami generatívnych alebo nekontrolo-
vaných hlbkokých sietí. Toto môže byť docielené lepšou optimalizáciou a/a-
lebo regularizáciou hlbokých sietí kontrolovaného učenia (v predošlej kategó-
rii). Cieľ môže byť taktiež dosiahnutý, ak sú diskriminačné kritéria pre kon-
trolované učenie použité na určenie parametrov v ktoromkoľvek z hlbokých
generatívnych alebo nekontrolovaných sietí.
Podľa všeobecne prijatej tradície strojového učenia (napríklad Kapitola 28 v [38] a re-
ferencia [39]) by bolo prirodzené klasifikovať techniky hlbokého učenia ako hlboké
diskriminančné modely (napríklad hlboké neurónové siete, resp. DNN, návratové
neurónové siete, resp. RNN, konvolučné neurónové siete, resp. CNN, atď.) a gene-
ratívne/nekontrolovateľné modely (napríklad obmedzený Boltzmannov stroj, resp.
RBM, hlboko-vedomé siete, resp. DBN, hlboké Boltzmannove stroje, resp. DBM,
regularizované autoenkódery, atď.).
1.2.2 Trénovanie hlbokých architektúr
Metódy hlbokého učenia sú zamerané na učenie hierarchických funkcií formovanými
zostavou funkcií nižšími vrstvami. Funkcie automatického učenia na viacerých úrov-
niach abstrakcie umožňujú systému učiť sa komplexné príznaky mapovaním vstupu
vzhľadom na výstup priamo z dát a to bez akejkoľvek závislosti na príznakoch vy-
tvorených človekom ako takým. Táto skutočnosť je veľmi podstatná pre abstrakcie
vyšších úrovní, pri ktorých človek väčšinou nevie akým spôsobom správne špecifi-
kovať dáta, ako sú napríklad surové senzorové vstupy. Dôležitosť schopnosti auto-
maticky sa učiť najefektívnejšie príznaky narastá s počtom dát a rozsah aplikácií
počítajúcich pomocou strojového učenia rapídne narastá.
Hĺbka architektúry odpovedá počtu úrovní zostavenia nelineárnych operácií v na-
učenej funkcii. Zatiaľ čo väčšina učiacich algoritmov spadá do kategórie “plytkých”
architektúr (1, 2 alebo 3 úrovne), samotný prototyp “mozgu cicavca” je štruktura-
lizovaný v hlbokej architektúre [40] s daným vstupom vnemu reprezentujúcim na
viacerých úrovniach abstrakcie, kde každá úroveň odpovedá rozdielnej oblasti kôry
mozgu. Ľudia často opisujú takéto pojmy hierarchickým spôsobom s viacerými úrov-
ňami abstrakcie. Mozog tiež vyzerá, že spracováva informácie prostredníctvom viac-
násobnej etapy transormácie a reprezentácie. Toto je obzvlášť jasné vo vizuálnom
systéme primáta [40] s jeho sekvenciou spracovávania jednotlivých etáp: detekcia
hrán, primitívne tvary a pohyb nahor až postupne zložitejšie vizuálne tvary.
Pre lepšie pochopenie si ukážeme vplyv samotných nelineárnych operácií na kon-
krétnom príklade. Na obrázku 1.9 je vo vrchnej oblasti obrázku zobrazená neúronová
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sieť (x predstavuje vstupné dáta, napríklad surové časové rady alebo obrázok vyjad-
rený maticou pixelov, W a b predstavujú multiplikačné matice, váhu a bias). Táto
sieť nie je ovplyvnená žiadnou nelineárnou funckciou, a preto predstavuje klasický
koncept základnej neuŕonovej siete. Pod ňou je zobrazený jednoduchý koncept hl-
bokej siete, kde sme v podstate iba pridali nelineárny priebeh (kde x<0 je rovné 0,
a x>0 je rovné y). Vo výsledku to pre nás znamená, že miesto klasifikátora predstavu-
júceho jednu multiplikačnú maticu vložíme náš nelineárny riebeh priamo do stredu.
Tým získame dva sety matíc, na ľavo od nelineárneho priebehu, a napravo. Jeden
set vstupujúci do nelineráneho priebehu, a druhý set spájajúci nelineárny priebeh
a klasifikátor. Týmto sme “vyriešili” dva problémy. Naša funkcia je teraz nelineárna
(vďaka vloženiu nelineárneho priebehu do stredu) a taktiež sme získali nový uzol
predstavujúci číslo H (v angličtine ako “hidden layer”, teda skrytá vrstva), ktorý
predstavuje počet našich nelineárnych jednotiek ktoré máme v našom klasifikátore.
Obr. 1.9: Premena lineárneho strojového učenia na nelineárne.
Nielen ako v klasických neurónových sieťach, aj v hlbokých sieťach je problém
klasifikácia a členenie dát určených na trénovanie. Ako upozorňuje Google team
( na stránkach zaoberajúcich sa hlbokým učením: https://classroom.udacity.com),
členenie dát by sa nikdy nemalo členiť na nepravidelné bloky, ale naopak, štruktúra
týchto dát by mala byť čo najviac konštantná. Pre praktickú ukážku si zobrazme
veľmi jednoduchý príklad kódu kompilovaného v jazyku Python:
a = 1000000000
for i in xrange(1000000):
a = a + 0.000001
print a − 1000000000
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V našej jednoduchej ukážke predstavuje premenná a veľký blok dát, ktorý nie je
žiadnym spôsobom členený. Následne cyklicky prirátame k tomuto bloku veľmi malé
dáta (hlavne s porovnaním veľkosti bloku a) miliónkrát, kde prirátavaná hodnota
vynásobená miliónkrát je rovná jednej (0.000005*1000000). Takže logicky, po ná-
slednom odrátaní jednej miliardy od premennej a, ku ktorej sme cyklicky prirátali
jednotku, by sme mali dostať výsledok 1. No v skutočnosti nám program vypíše vý-
sledok presne 0.95367431640625. Odhliadnúc od toho, že dnešné programy pracujú
s 32 a 64 bitovými procesormi (vo výsledku sa modely a funkcie ajtak spracovávajú
týmito procesormi takže sa v tomto čase nedokážeme vyhnúť tejto problematike),
tento vzor platí aj pri matematických operáciách spracovávania dát pre strojové
hlboké učenie.
V praxi sa pri trénovaní modelov hlbokého učenia uvažuje, že lepšie výsledky pre-
dikcie sa dosiahnú vtedy, ak vstupu trénovania poskytneme surové, žiadnym spôso-
bom nemodifikované dáta namiesto určitým spôsobom formátovaných dát. Skutoč-
nosť, že model hlbokého učenia bol skúmaný už v sedemdesiatych rokoch minulého
storočia naznačuje, že by sa malo jednať o konceptuálne jednoduchší model ako sú
dnešné prístupy. Ale nie je to tak. Pravda je taká, že jediný problém, ktorý bránil
rozvoju hlbokého učenia, bol nedostatok dát, ktoré by boli relatívne dostačujúce
na natrénovanie modelov hlbokého učenia. Ale s odstupom času sa problematika
množstva dát zmenila. Dnes už oblasť získavania veľkého množstva dát a ich násled-
ného ukladania nepredstavuje ani zďaleka taký problém, ako vtedy, čo nám značne
uľahčuje vývoj a experimentovanie s hlkokým strojovým učením.
Možno na prvý problém pri trénovaní modelov pomocou hlbokého učenia by sme
narazili na konfigurovanie parametrov ovplyvňujúcich učenie. V prácach [41], [42]
a [43] môžeme naraziť na rozbor tejto problematiky. Taktiež sa z globálneho hľadiska
uvažuje, že v tejto chvíli je náročné určiť, ako sa bude model hlbokého učenia, ktorý
sa skladá z množstva vrstiev (veľakrát aj štrukturálne rozdielnych), “správať” počas
učenia. Preto si modelovanie pomocou hlbokého učenia vyžaduje značne viac času
ako klasické strojové učenie, ktoré je viac predikovateľné, nakoľko najefektívnejšie
vytrénovanie modelu hlbokého učenia je skôr o “hádaní” správnych parametrov a ich
kombinácií, ako použitia predošlých skúseností získaných pri modelovaní pomocou
strojového učenia.
V rámci praktického riešenia navrhnem iba z experimentálneho hľadiska model
hlbokého učenia využívajúci tenzory. Predpokladám, že výsledok nebude v porov-
naní s výsledkami ostatných klasických strojových učení v tejto práci významný.
Dôvodom bude asi malý obsah trénovacích dát a ťažká predikovateľnosť spávania
modelu.
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2 TVORBA VLASTNÉHO RIEŠENIA
Ako vhodné riešenie pre implementáciu systému pre rozpoznávanie ľudskej činnosti
bola zvolená metóda, ktorá využíva princípov strojového učenia, kedy je model kla-
sifikátora postupne odvodzovaný na základe predom ohodnotených príkladov z tré-
novacej množiny. Algoritmy pre klasifikáciu ľudskej činnosti sú postavené aj na al-
goritmoch podporných vektorov (SVM), ktoré umožňujú veľmi rýchle a efektívne
spôsoby klasifikácie ľudskej činnosti. Fáza spracovania časových radov, následná ex-
trakcia príznakov z týchto časových radov a vytvorenie novej reprezentácie činností
pre ďalšie spracovania bola implementovaná v jazyku Java. Pre účely optimalizácie,
klasifikácie a vyhodnotenia presnosti klasifikácie bolo použité prostredie RapidMiner
[30].
2.1 Bloková schéma systému
Tvorbu praktického riešenia je možné rozdeliť na štyri časti: spracovanie časových
radov a následná extrakcia príznakov, tvorba trénovacej množiny, trénovanie stro-
jového učenia a konečná validácia. Na obrázku 2.1 je zobrazená bloková schéma
a jeho jednotlivé kroky, ktoré boli počas implementácie použité s ich vzájomnou
náväznosťou.
Tvorba trénovacej množiny zahrňuje výber vhodných vektorov prezentujúcich
danú konkrétnu činnosť. Tvorbu extrakcie vektorov zabezpečím mnou navrhnutým
softwarovým nástrojom nasledujúc exportom príznakových vektorov v požadovanej
štruktúre do textových súborov rozdelených podľa činností. Trénovacia množina
bude z pochopiteľných dôvodov oveľa obsiahlejšia ako množina testovacia.
Takto vyhodnotená množina príznakov všetkých činností je základom pre tréno-
vaciu fázu. V rámci extrakcie príznakov je tvorený vektor, ktorý obsahuje iba čísla
typu double oddelené jednou medzerou. Takto vytvorený jeden riadok predstavuje
extrakciu činnosti pre jednu konkrétnu činnosť, a jeho vektor dosahuje dĺžku podľa
počtu extrakcií (napríklad, minimálne a maximálne hodnoty pre osi X, Y a Z pred-
stavujú v podstate 6 príznakov, teda v praxi 6 čísiel typu double idúcich za sebou
oddelené jednou medzerou). Ďalším krokom trénovacej fázy je aplikácia učiaceho
sa algoritmu, resp. strojového učenia podporných vektorov pre vytvorenie modelu
klasifikátora. Tým pádom, výstupom klasifikačnej časti systému bude optimálna
množina atribútov podieľajúcich sa na tvorbe klasifikátorov, nastavenie váhy pre
jednotlivé atribúty v rámci vektorového modelu a optimálny model klasifikátora.
Extrakcia príznakov pre testovaciu fázu je podrobená rovnakým operáciám ako
prvky počas trénovacej fázy. Rozdiel spočíva v skutočnosti, že testovacie dáta nie
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sú naďalej používané pre tvorbu klasifikačných modelov, ale práve tieto klasifikačné
modely sú na ne aplikované za účelom klasifikácie do predom definovaných tried,
resp. činností.
Obr. 2.1: Bloková schéma riešenia systému pre predikciu ľudskej činnosti.
Podľa vyššie zobrazenej schémy som navrhol aj praktickú časť tejto práce, teda
aplikáciu. Na obrázku 2.2 je vidieť vzťah medzi jednotlivými triedami mojej aplikácie
ktorá počíta príznaky z trénovacej a testovacej množiny.
2.2 Návrh a tvorba trénovacích dát
Trénovacia množina je veľmi dôležitá a hrá kľúčovú rolu v úspešnosti riešení za-
ložených na strojovom učení. Preto tomuto návrhu a manuálnej tvorbe množiny
(s pomocou mnou navrhnutou softwarovou aplikáciou) boli kladené následujúce po-
žiadavky:
• Snažiť sa vytvoriť taký systém, ktorý bude zaisťovať možnosť použitia nezá-
vislých dát na použitej technike, algoritmov či prostredí ich analýz aj v bu-
dúcnosti.
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Obr. 2.2: Vzťah medzi triedami aplikácie pre extrakciu príznakov.
• Umožniť hodnotenia a následnú analýzu dát na úrovni spracovania časových
radov.
• Tvorba prenositeľného formátu s možnosťou použitia na platforme “inteligent-
ných” telefónov.
• Poskytnúť obrovské množstvo trénovacích dát, ktoré máme k dispozícii a tak
čo najviac zvýšiť pravdepodobnosť správnej predikcie činností.
• Testovanie testovacej množiny s použitím viacerých modelov strojového učenia,
a zároveň následná verifikácia s použitím veľkej škály parametrov.
Výsledkom sú veľmi početné trénovacie množiny. Ich trénovanie spočívalo v tvorbe
modelov strojového učenia. Všetky vyššie uvedené ciele boli do návrhu úspešne za-
hrnuté. V praktickom riešení budem uvažovať, nakoľko boli tieto množiny presné,
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zvážim rôzne postupy a možnosti použitia strojových učení, porovnám ich medzi
sebou a budem sa snažiť nastaviť algoritmy čo najefektívnejšie, čo v praxi bude
znamenať, že ich odhad činnosti bude naozaj presný.
2.2.1 Triedy činností
Jednotlivé činnosti boli v rámci tvorby trénovacej množiny manuálne vytvárané
a kategorizované do jednotlivých tried vzhľadom k danej skupine činností, ktoré
ich zastrešujú. Hodnotenie týchto činností prebiehalo na úrovni extrakcie príznakov,
a to:
• min: minimálna hodnota.
• max: maximálna hodnota.
• mean: priemerná hodnota.
• std: štandardná odchýlka.
• median: stredná hodnota.
• skewness: koeficient šikmosti.
• variance: rozptyl.
• kurtosis: koeficient špicatosti.
Vybral som práve tieto príznaky, nakoľko zastrešujú najefektívnejšiu extrakciu
príznakov veľmi vhodnú pre strojové učenia. Ďalším dôležitým faktorom je, že iné
možné extrakcie príznakov, ktoré by bolo možné v budúcnosti implementovať, sú
častokrát kombináciou týchto príznakov.
Vo výsledku to znamená, že celkovo bude použitých 8 faktorov pre každú os, čo
vo výsledku robí 24 získaných extrakcií príznakov pripravených pre strojové učenie.
Zjednodušený vývojový diagram je zobrazený na obrázku 2.3, v ktorom zobrazujem
proces extrakcie príznakov zo vstupných časových radov. Po získaní extrakcie prízna-
kov som vykonal deľbu týchto príznakov, a to tak, že z celých 61 experimentov som
vynechal experimenty číslo 19, 20, 30, 40, 50 a 60, ktoré som ponechal na testovacie
účely, a zostávajúcich 55 som spracoval pre trénovaciu množinu. Treba opomenúť,
že ide o naozaj veľkú škálu obsiahlych informácií ku každej činnosti, pokrývajúc
rozdielne spôsoby vykonávania týchto činností za rozdielnych podmienok. Preto sa
predpokladá, že výsledná predikcia bude relatívne presná (bude dosahovať rádovo
nad 90%). Na obrázku 2.4 môžeme vidieť celkové spektrum rozloženia celej množiny
extrahovaných dát na trénovaciu a testovaciu množinu činností, ktoré som získal
posuvným oknom o dĺžke 128 vzoriek s 50% presahom. Pri uvažovanom použití
pevného posuvného okna o dĺžke 64 by som síce získal raz toľko trénovacích,
prípadne testovacích množín, no v ich obsahu by boli značne menej obsiahnuté
činnosti z hľadiska času a tak isto presah okien by bol menší (pri dĺžke 128 je to 64
presahových vzoriek, teda pri dĺžke okna 64 by to bolo 32). Na druhej strane, pri
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Obr. 2.3: Vývojový diagram extrakcie príznakov z časových radov.
uvažovanom pevnom okne o dĺžke 256 vzoriek je jeho obsiahlosť v porovnaní k oknám
o dĺžke 64 a 128 veľká. Uvažuje sa, že jeho obsiahlosť by bola kontraproduktívna,
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pretože niektoré metódy extrakcie príznakov by dosahovali veľmi priemerné hodnoty
a tým pádom by neboli efektívne využité. Tak isto presah okien by dosahoval veľkosti
128 vzoriek (čo je dokonca veľkosť našeho celého pevného okna).
Obr. 2.4: Zastúpenie okien činností pre trénovaciu a testovaciu fázu s použitím pev-
ného posuvného okna o dĺžke 128 vzoriek s 50% presahom.
Po získaní a rozdelení extrahovaných dát prichádza na radu trénovacia a testo-
vacia fáza príznakov.
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3 VÝSLEDKY
3.1 Spôsoby hodnotenia úspešností klasifikácie
Pre vyhodnotenie jednotlivých klasifikácií všetkých modelov boli použité nasledu-
júce metriky a princípy.
3.1.1 Presnosť (Accuracy)
Presnosť znamená relatívny počet správne klasifikovaných príkladov, inými slovami
presný percentil správnej predikcie zo všetkých príkladov. Je meraná následovne:
𝐴 = 𝑁𝑇𝑃 +𝑁𝑇𝑁
𝑁𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
(3.1)
kde 𝑁𝑇𝑃 vyjadruje počet správne zaradených príkladov do kategórie (true posi-
tive), 𝑁𝑇𝑁 počet správne nezaradených príkladov do kategórie (true negative), 𝐹𝑃
je označenie pre nesprávne určené príklady ako správne (false positive), 𝐹𝑁 stojí
pre nesprávne určené príklady ako nesprávne (false negatives) a 𝑇𝑁 je označenie pre
počet správne určených nesprávnych príkladov (true negatives).
3.1.2 Oblasť pod krivkou (Area Under the Curve)
Oblasť pod krivkou predstavuje kladnú hodnotu pre priebeh nad pomyselnou osou
X a zápornú hodnotu pre priebeh pod pomyselnou osou X [31]. Vyjadrená je integ-
rálom:
𝐴𝑈𝐶 =
∫︁ 𝑏
𝑎
𝑓(𝑥)𝑑𝑥 (3.2)
kde 𝑎 predstavuje začiatočný bod krivky a 𝑏 konečný bod krivky.
3.1.3 Precíznosť (Precision)
Precíznosť pri klasifikácii je pomer počte správne zaradených príkladov do danej
kategórie k počtu všetkých zaradených príkladov v danej kategórii [25]:
𝑃 = 𝑁𝑇𝑃
𝑁𝑇𝑃 +𝑁𝐹𝑃
(3.3)
kde 𝑁𝑇𝑃 vyjadruje počet správne zaradených príkladov do kategórie (true positive)
a 𝑁𝐹𝑃 počet chybne zaradených príkladov do danej kategórie (false positive).
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3.1.4 Metóda privolania späť (Recall)
Táto metóda je počítaná pri klasifikácii ako pomer počtu správne zaradených prí-
kladov do danej kategórie k počte všetkých relevantných dokumentov v rámci danej
kategórie [25]:
𝑅 = 𝑁𝑇𝑃
𝑁𝑇𝑃 +𝑁𝐹𝑁
(3.4)
kde 𝑁𝑇𝑃 vyjadruje počet správne zaradených príkladov do kategórie (true positive)
a 𝑁𝐹𝑁 vyjadruje počet chybne nezaradených príkladov do danej kategórie (false
negative).
3.1.5 F-meranie (F-measure)
Kompromisnou hodnotou medzi presnosťou a metódou privolania späť je F-meranie
vyjadrené vzťahom [25]:
𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2
𝑃𝑅
𝑃 +𝑅 (3.5)
kde 𝑃 vyjadruje precíznosť (vzťah 3.3) a 𝑅 metódu privolania späť (vzťah 3.4).
3.1.6 Youden
Hodnota Youdenu predstavuje jedinú štatistiku, ktorá zachytáva výkonnosť testo-
vanej oblasti. Pre lepšiu predstavu je táto hodnota zobrazená na obráku 3.1 a jej
vzťah počítaný vo vzorci 3.6.
Obr. 3.1: Youden.
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𝐽 = 𝑆𝑒𝑛𝑧𝑖𝑡𝑖𝑣𝑖𝑡𝑎+ Š𝑝𝑒𝑐𝑖𝑓𝑖𝑘á𝑐𝑖𝑎− 1 (3.6)
3.2 Hladanie optimálnych parametrov a úšpešnosť
klasifikácie
Vytvorený systém klasifikoval z trénovacích množín 6 činností: chôdza, pohyb hore
schodmi, pohyb dole schodmi, sedenie, státie a ľah. Pri tvorbe trénovacej množiny
som zachoval pomer všetkých činností, čo v praxi znamená že som zachoval pod-
mienky tak, aby sa čo najviac blížili reálnemu scenáru, ktorý môže nastať prakticky
pri pohybe akéhokoľvek subjektu pri vykonávaní týchto činností rôznymi spôsobmi.
Napríklad, keď som vyhodnocoval z trénovacej množiny chôdzu, ostatné činnosti
som označil rovnako, a chôdzu som vyčlenil ako samostatnú činnosť. Následne som
do takto vytvoreného modelu aplikoval testovacie dáta a zistil výslednú úspešnosť
klasifikácie. Táto úspešnosť sa líšila na základe použitého algoritmu a na základe
rôznorodosti jeho parametrov.
Tab. 3.1: Výsledky testovania chôdze.
Chôdza SVM LIN. k-NN 1 k-NN 5 ANN ANN*
presnosť 89,06% 92,30% 92,91% 94,02% 96,05%
AUC 0,968 - 0,967 0,983 0,997
precíznosť 88,74% 97,38% 97,40% 97,09% 99,88%
volanie n. 99,76% 93,43% 94,15% 95,82% 95,46%
f-meranie 93,93% 95,37% 95,75% 96,45% 97,62%
youden 0,291 0,794 0,801 0,798 0,948
Tab. 3.2: Výsledky testovania pohybu hore schodmi.
Hore schodmi SVM LIN. k-NN 1 k-NN 5 ANN ANN*
presnosť 95,14% 94,33% 96,05% 95,95% 91,39%
AUC 0,993 - 0,975 0,977 0,948
precíznosť 94,39% 82,71% 89,39% 100% 70,14%
volanie n. 70,63% 76,92% 82,52% 72,03% 70,63%
f-meranie 80,80% 79,71% 85,82% 83,74% 70,38%
youden 0,699 0,742 0,809 0,72 0,655
Tabuľky 3.1 až 3.6 zobrazujú jednotlivé výsledky pre každú činnosť, resp. na
koľko úspešné bolo aplikovanie testovanej množiny na model vytvorený trénovacou
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Tab. 3.3: Výsledky testovania pohybu dole schodmi.
Dole schodmi SVM LIN. k-NN 1 k-NN 5 ANN ANN*
presnosť 96,35% 96,45% 95,95% 96,25% 96,86%
AUC 0,982 - 0,943 0,978 0,997
precíznosť 100% 95,05% 94,79% 100% 100%
volanie n. 71,43% 76,19% 72,22% 70,63% 75,40%
f-meranie 83,33% 84,58% 81,98% 82,79% 85,97%
youden 0,714 0,756 0,716 0,706 0,754
Tab. 3.4: Výsledky testovania sedenia.
Sedenie SVM LIN. k-NN 1 k-NN 5 ANN ANN*
presnosť 94,33% 88,04% 87,94% 90,37% 90,27%
AUC 0,91 - 0,909 0,943 0,953
precíznosť 86,11% 67,17% 68,11% 71,56% 71,23%
volanie n. 83,33% 71,51% 67,74% 81,18% 81,18%
f-meranie 84,70% 69,27% 67,92% 76,07% 75,88%
youden 0,802 0,634 0,604 0,737 0,736
Tab. 3.5: Výsledky testovania státia.
Státie SVM LIN. k-NN 1 k-NN 5 ANN ANN*
presnosť 90,78% 87,23% 86,63% 90,58% 89,97%
AUC 0,922 - 0,921 0,942 0,928
precíznosť 70,32% 65,34% 62,37% 78,43% 75,16%
volanie n. 82,56% 63,89% 67,22% 66,67% 67,22%
f-meranie 77,19% 64,61% 64,71% 72,07% 70,97%
youden 0,775 0,563 0,582 0,626 0,623
množinou rôznych algoritmov (parameter AUC je bezrozmerný vo všetkých tabuľ-
kách pre k-NN s 𝑘 = 1, nakoľko je vždy rovný 0,5 - má len 𝑘 = 1 najbližšieho suseda;
algoritmus ANN* má oproti ANN zmenené parametre, a to: dvojnásobný trénovací
cyklus, intenzitu učenia zníženú o 0,1 a hybnosť taktiež zníženú o hodnotu 0,1).
Pre lepšiu predstavu som dané vzťahy vykreslil do grafov, kde je zreteľnejšie vidieť
vzťahy a rozdiely medzi týmito výsledkami.
Na obrázku 3.2 je vidieť priebeh každej činnosti vyhodnotenej algoritmom SVM
LINEAR. Ako je na prvý pohľad vidieť, je zrejmá určitá podobnosť medzi niektorými
parametrami. Zatiaľ čo chôdza, pohyb hore schodmi a ľah dosahujú celkom vysokých
presností, pohyb dole schodmi, sed a státie vykazujú horšie výsledky z hľadiska para-
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Tab. 3.6: Výsledky testu pre ľah.
Ľah SVM LIN. k-NN 1 k-NN 5 ANN ANN*
presnosť 100% 98,48% 97,57% 100% 100%
AUC 1 - 0,991 1 1
precíznosť 100% 97,95% 98,90% 100% 100%
volanie n. 100% 94,55% 89,11% 100% 100%
f-meranie 100% 96,22% 93,75% 100% 100%
youden 1 0,94 0,889 1 1
Obr. 3.2: Presnosť, precíznosť, volanie naspäť a f-meranie algoritmu SVM LINEAR
a vzťah medzi nimi.
metrov ako napríklad volanie naspäť alebo f-meranie. Čo sa týka presnoti, státie, sed
a chôdza vykazujú zo všetkých činností najhoršie výsledky presnosti. Je to z toho
dôvodu, že pre algoritmus je problémové určiť, hlavne ak sa jedná o dve statické
činnosti, ich rozdiely a vyhodnotiť s vysokou pravdepodobnosťou či ide o činnosť se-
denia alebo státia, chôdze alebo pohybu hore schodmi, ktorá nie je až taká energická
ako pohyb dole schodmi (preto je pohyb dole schodmi značne úspešnejší z hľadiska
predikcie u všetkých algoritmov ako pohyb hore schodmi, ktorý je skôr zamenený
za chôdzu). Pretože pri státí a aj pri sedení je testovací subjekt vzpriamený, všetky
osi sú v rovnakej polohe. Na druhej strane, ak si testovací subjekt ľahne, tieto osi sú
v úplne iných postaveniach, a preto, ako je vidieť na grafe, je činnosť ľahu bezkon-
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Obr. 3.3: AUC a Youden algoritmu SVM LINEAR a vzťah medzi nimi.
Obr. 3.4: Presnosť, precíznosť, volanie naspäť a f-meranie algoritmu k-NN, 𝑘 = 1
a vzťah medzi nimi.
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Obr. 3.5: AUC a Youden algoritmu k-NN, 𝑘 = 5 a vzťah medzi nimi.
Obr. 3.6: Presnosť, precíznosť, volanie naspäť a f-meranie algoritmu ANN a vzťah
medzi nimi.
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Obr. 3.7: AUC a Youden algoritmu ANN a vzťah medzi nimi.
kurenčne jednoznačne určená oproti ostatným činnostiam. Obrázok 3.2 zobrazuje
parametre AUC a Youden algoritmu SVM LINEAR. Tak, ako sa aj predpokladalo,
hodnoty týchto parametrov dosahujú podobných výsledkov aj pri ostatných algorit-
mov, nakoľko sa jedná o oblasť pod krivkou a hodnotu pod ňou. Túto skutočnosť
môžeme vidieť na vykreslených grafoch všetkých algoritmov pre parametre AUC
a Youden: 3.3, 3.5 a 3.7. Ako som už spomenul vyššie, sed a státie znova vykazujú
najnižšie hodnoty. Na obrázku 3.4 je zobrazené rozloženie úspešností parametrov
pre algoritmus k-NN s 𝑘 = 1. Znova je vidieť už na prvý pohľad stabilitu činnosti
ľahu a chôdze, zatiaľ čo stabilita určenia činností sedu a státia je značne nižšia. Aj
keď je úspešnosť tohto algoritmu, hlavne porovnaním presnosti a precíznosti, me-
nej úspešná ako algoritmus SVM LINEAR, je vidieť väčšiu stabilitu a podobnosť
medzi ostatnými parametrami. Táto skutočnosť ale ajtak nemení nič na veci, že
v konečnom dôsledku určil vo výsledku viac chybných predikcíí ako algoritmus SVM
LINEAR. Zobrazenie parametrov vyhodnotenia algoritmom ANN je zobrazené na
obrázku 3.6. Už na prvý pohľad je zrejmé, že presnosťou a precíznosťou značne
konkuruje algoritmu SVM LINEAR. Táto skutočnosť môže byť spôsobená tým, že
algoritmus SVM LINEAR nie je optimálne nastavený. Túto problematiku budem
riešiť v následujúcej časti tejto práce.
Zhrnutie úspešností klasifikácie je následovné: určenie činnosti pohybu ľahu do-
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Tab. 3.7: Priemer celkových úspešností každého algoritmu pre všetky činnosti.
algoritmus SVM LIN. k-NN k=1 k-NN k=5 ANN ANN*
chôdza 89,06% 92,30% 92,91% 94,02% 96,05%
pohyb hore sch. 95,14% 94,33% 96,05% 95,95% 91,39%
pohyb dole sch. 96,35% 96,45% 95,95% 96,25% 96,86%
sed 94,33% 88,04% 87,94% 90,37% 90,27%
státie 90,78% 87,23% 86,63% 90,58% 89,97%
ľah 100% 98,48% 97,57% 100% 100%
priemer 94,28% 92,81% 92,84% 94,53% 94,09%
sahuje najvyšších hodnôt, pretože, ako som vyššie spomenul, jedná sa o jedinečnú
činnosť kde je pozícia všetkých osí rozdielna od ostatných činností (osa Z nie je so
zemou horizontálna, ako to je u ostatných činností, ale vertikálna). Nasleduje čin-
nosť pohybu dole schodmi v tesnom závese činnosti pohybu dole schodmi. Jedná sa
o nárazové činnosti, z tohto hľadiska môžeme predpokladať úspešnosť klasifikácií.
Za nimi nasleduje činnosť chôdze (v niektorých okamihoch priebehu veľmi podobná
s činnosťami pohybov po schodoch). Na konci sú činnosti pohybu státie a sed. Tieto
výsledky neboli prekvapujúce, pretože sa jedná o podobné činnosti, počas ktorých
sú senzory v rovnakých pozíciách. Ale ajtak treba opomenúť, že priemerná úspeš-
nosť predikcie pre státie 89,04% a priemerná úspešnosť sedu 90,19% sú ajtak veľmi
uspokojivé.
Priemerné úspešnosti jednotlivých algoritmov pre všetky činnosti z hľadiska pa-
rametra presnosti klasifikovaných činností môžeme vidieť v tabuľke 3.7.
Najvyššiu úspešnosť dosiahol algoritmus ANN. Toto meranie sa uskutočnilo ešte
pred testovaním zmeny parametrov 𝐶 a 𝜀 u algoritmu SVM LINEAR, ktorým sa
zaobera následujúca časť tejto práce.
3.2.1 Hladanie optimálnych parametrov pre algoritmus SVM
LINEAR
Implementácia algoritmu SVM LINEAR má dva parametre: 𝐶 a 𝜀. Tieto parametre
ovplyvňujú tvorbu modelu klasifikátora a nie je možné predbežne určiť aké hod-
noty parametrov budú ideálne pre danú trénovaciu množinu a riešenie problematiky.
Z tohto dôvodu museli byť tieto parametre stanovené experimentálne. Optimálne
parametre boli hľadané pre činnosť státia, nakoľko práve táto vykazuje najhoršie
výsledky parametra f-meranie pre algoritmus SVM LINEAR. Pri nastavovaní para-
metra 𝜀 som sa inšpiroval prácou [32]. Ako vhodný nástroj pre validáciu jednotlivých
nastavení parametrov bola zvolená 10 násobná krížová validácia. Jej výstupom bola
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hodnota f-meranie (vzťah 3.5). Závislosť f-merania na hodnote 𝐶 a parametra 𝜀 je
uvedená v grafe 3.8.
Obr. 3.8: Závislosť f-merania na parametroch 𝐶 a 𝜀 pre činnosť státia.
Ako je zreteľne vidieť v grafe závislosti f-merania, najvyššie dosahujúce, a zároveň
najviac stabilné hodnoty f-merania sú pri voľbe parametra 𝜀 pri hodnotách blížiacich
sa k nule. Už pri voľbe hodnoty parametra 𝜀 = 0, 125 je vidieť jasný rozdiel priebehu
v porovnaní s predošlými dvoma. Treba opomenúť, že aj stabilita pre hodnoty 𝜀 =
0, 125, 𝜀 = 0, 5 a 𝜀 = 0, 9 bola veľmi nestála (strojové učenie zvolilo možný rozptyl
hodnôt niekedy dosahujúcu až rádovo desiatky percent od strednej hodnoty).
Najlepšie výsledky predstavujú parametre 𝜀 = 0 a 𝜀 = 0, 001953, ktoré majú
veľmi podobný priebeh, ktorý sa mierne líši až pri hodnotách parametra 𝐶 = 2
a vyššie. Najlepšie výsledky predstavuje nastavenie parametrov 𝜀 = 0 a 𝐶 = 12
s hodnotou 87,09%. Po aplikovaní týchto hodnôt parametrov pre algoritmus SVM
LINEAR pre činnosť státia boli získané hodnoty zobrazené v tabulke 3.8 a vykreslené
v grafe 3.9.
Optimalizáciou parametrov 𝐶 a 𝜀 boli získané presnejšie výsledky ako pred opti-
malizáciou. Je možné, že pre iné činnosti by boli hodnoty týchto optimalizačných
parametrov pre lepšiu optimalizáciu rozdielne ako pri činnosti státia. Z experimentál-
nych dôvodov som aplikoval optimalizačné parametre činnosti státia na inú činnosť,
a to na chôdzu, nakoľko práve chôdza vykazovala najhorší výsledok algoritmu SVM
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Tab. 3.8: Porovnanie výsledkov algortimu SVM LINEAR pre činnosť státia pred
a po optimalizácii parametrov.
SVM LIN. státia presnosť precíznosť f-meranie
bez optimalizácie 90,78% 70,32% 77,19%
s optimalizáciou 92,91% 81,89% 80,11%
Obr. 3.9: Porovnanie výsledkov algortimu SVM LINEAR pre činnosť státia pred
a po optimalizácii parametrov.
Tab. 3.9: Porovnanie výsledkov algoritmu SVM LINEAR pri použití optimalizácie
státia na činnosť chôdze.
SVM LIN. chôdze presnosť precíznosť volanie späť f-meranie
bez optimalizácie 89,06% 88,74% 99,76% 93,93%
s optimalizáciou 95.34% 98.89% 95.58% 97.21%
LINEAR v porovnaní napríklad s neurónovou sieťou. Výsledky sú až prekvapu-
júco pozitívne: presnosť bola navýšená o viac ako 6%, f-meranie bolo navýšené o viac
ako 3% a precíznosť dokonca o viac ako 10%. Na druhej strane, volanie späť kleslo
o viac ako 4%. Porovnanie týchto výsledkov môžeme vidieť v tabulke 3.9.
Dá sa teda jednoznačne tvrdiť, že algoritmus SVM je celkovo najúspešnejší s po-
medzi testovaných, ale musí mať optimalizované parametre 𝐶 a 𝜀.
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3.3 Tvorba modelu hlbokého učenia
Mimo hlavného zadania bude súčasťou práce aj pokus o implementáciu modelu,
ktorý využíva hlboké učenie. Pre toto zadanie využijem knižnicu TensorFlow pre
programovací jazyk Python a z časti aj pre programovací jazyk C++ od Google te-
amu (dostupné z URL: https://www.tensorflow.org/), ktorá, ako to už vyplýva z jej
názvu, využíva na predikciu tenzory. Treba podotknúť, že sa jedná o pomerne nový
projekt, a knižnica ešte nie je v tejto chvíli označená za dokončenú. Autory uvá-
dzajú, že knižnica je z časti implementovaná aj pre jazyk C++, no nezahŕňa všetky
funkcionality a v konečnom dôsledku je ajtak potrebné použiť knižnicu v jazyku
Python.
Pri experimentovaní s touto knižnicou som strávil veľa času hladaním čo najko-
rektnejšieho riešenia (hlavne z hľadiska použitia knižnice, nakoľko, ako som už spo-
mínal, knižnica ešte nie je dokončená, a aj keď možno na prvý pohľad sa môže zdať
že jej dokumentácia je relatívne dostačujúca, robilo mi celkom problém prakticky
používať jednotlivé funkcie knižnice podľa dokumentácie) a kombináciou učiacich pa-
rametrov. Aj keď bol prvotný predpoklad, že model bude lepšie reagovať na surové
vstupy dát, naprogramoval som ho v prvom kroku tak, aby reagoval na vypočítané
výstupy z mojej aplikácie v jazyku Java. Ako primárnu vrstvu hlbokého učenia som
si zvolil vrstvu softmax, ktorú aj autor používa ako predlohu pri práci s 1D a 2D
radami (pri použití viacdimenzionálnych vstupov efektivita tejto vrstvy klesá). Po
importovaní knižnice TensorFlow som si teda zadefinoval základné konštanty:
NUM_OF_COLS=24
OUTPUT_VARIATIONS=6
STEP_DESCENT=0.01
NET=’softmax’
kde 24 je v tomto prípade počet stĺpcov výstupných dát zo zadania tejto práce, 6
predstavuje počet možností, ktoré môžu nastať, čo je v našom prípade šesť činností
s ktorými pracujeme rovnako v hlavnom zadaní a 0.01 značí rýchlosť učenia v našom
modely hlbokého učenia.
Vytvoril som si samotnú triedu pre prácu s dátami (táto trieda vie pracovať aj
s dátami, ktoré sú očakávané pre iné modely), ktorá kontroluje a formátuje dáta
tak, aby s nimi mohla knižnica pracovať.
V hlavnej triede definujem samotné modely (a ich vrstvu či vrstvy). Pre prípad
softmax vyzerá definícia prípravnej fázy následovne:
W=tf.Variable(tf.zeros([NUM_OF_COLS , OUTPUT_VARIATIONS]))
b=tf.Variable(tf.zeros([OUTPUT_VARIATIONS]))
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#model
y=tf.nn.softmax(tf.matmul(x, W) + b)
crossEntropy=tf.reduce_mean(tf.square(tf.square(y_ − y)))
Jedná sa o prípravu váh, ktoré slúžia ako informačný materiál zobrazujúci na-
koľko jednotlivé váhy prispievajú k samotnej klasifikácii. Krížová entropia slúži na
optimalizáciu (pri testovaní nevykazovala až takú dôležitú úlohu).
Nasleduje inicializácia trénovacej fázy, pod ktorou definujem rýchlosť trénovania
(veľkosť krokovania pri trénovaní).
#training
init=tf.initialize_all_variables()
sess=tf.Session()
sess.run(init)
#step
trainStep=tf.train.GradientDescentOptimizer(STEP_DESCENT)
trainStep.minimize(crossEntropy)
#load data
trainData=Data(OUTPUT_VARIATIONS).loadData(’train’)
Volanie minimalizáce sa postará ako o výpočet gradientov, tak o aplikáciu týchto
gradientov na jednotlivé premenné. Po zadefinovaní štruktúry prebehne načítavanie
vstupných dát určených pre trénovanie modelu.
Samotné trénovanie prebieha následovne:
#values training
for line in trainData:
bys=[line[’expected’]]
bxs=[line[’data’]]
sess.run(trainStep , feed_dict={x:bxs, y_:bys})
#evaluating
correctPrediction=tf.equal(tf.argmax(y,1), tf.argmax(y_,1))
accuracy=tf.reduce_mean(tf.cast(correctPrediction , tf.float32))
Trénovacia fáza ide riadok po riadku, kde sa nastavuje príslušné označenie a po-
skytnú sa trénovacie dáta prislúchajúce tomuto označeniu. Inicializuje sa samotné
trénovanie a nastaví sa kontrola pre výpočet správnych predikcií a pre výpočet pres-
nosti natrénovaného modelu.
Nasleduje testovanie modelu pomocou testovacej množiny:
trainData=Data(OUTPUT_VARIATIONS).loadData(’test’)
correct=0
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total=0
for line in trainData:
total+=1
modelResult=sess.run(y, feed_dict={x : [line[’data’]]})
result=Data.toArray(modelResult , net)
expected=line[’expected’]
if result == expected:
correct+=1
Načíta sa trénovacia množina. Prebehne testovacia fáza, a po vyhodnotení pre-
dikcie sa porovná predikovaná hodnota s originálnym označením. Nasleduje celkové
vyhodnotenie presnosti.
Po dokončení aplikácie pre trénovanie modelov pomocou hlbokého učenia a jeho
následné testovanie som na vstup trénovacej fázy vložil dáta z hlavného zadania
tejto práce. Celkový priebeh je zobrazený na obrázku 3.10:
Obr. 3.10: Proces trénovania a testovania pomocou vrstvy softmax.
Ako je už z obrázku jasné, konečný výsledok nie je s porovnaním s výsledkami
hlavného zadania tejto práce uspokojivý. Ako som predpokladal, trénovanie modelov
pomocou hlbokého učenia si vyžaduje veľké množstvo dát určených pre trénovaciu
množinu, ktoré v rámci tejto práce nemám k dispozícii. Ako ďalšia možnosť níz-
kej úspešnosti ma napadla skutočnosť, že som použil nie surové, ale modifikované
časové rady, resp. okná týchto radov s vypočítanými príznakmi. Preto som ešte vy-
tvoril trénovaciu a testovaciu množinu za použitia surových dát, no úspešnosť bola
ešte menšia (aj tu je vidieť problematiku trénovania a testovania modelov hlbokého
učenia, kde je ťažké definovať dopredu, ako sa bude natrénovaný model správať).
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Môžem však konštatovať, že práca obsahuje pripravený program pre trénova-
nie a testovanie pomocou hlbokého učenia. Záleží už iba na tom, aké trénovacie
a testovacie množiny budú použité.
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4 MOŽNOSTI ROZŠÍRENIA SYSTÉMU
Jednotlivé časti vytvoreného systému môžu byť ďalej rozširované. Tu sú uvedené
niektoré návrhy, ktoré môžu potencionálne navýšiť úspešnosť klasifikácie:
• Vytvorenie trénovacej množiny z iných časových radov - Zapojenie iných testo-
vacích subjektov by mohlo k záveru priniesť iné výsledky, aké boli prezentované
v tejto práci. Na druhej strane by mohli podporiť tvrdenia a závery v rámci
tejto práce. Každopádne, čím viac subjektov pre získanie trénovacích dát, tým
viac dôležitých informácií pre strojové učenie, čo vedie k lepším finálnym vý-
sledkom pri klasifikáciách.
• Automatická optimalizácia časových radov - Všetky časové rady v tejto práci
sú v rozmedzí hodnôt od 1 do -1. V praxi ale hodnoty získané z akcelerometrov
rôznych telefónov vykazujú hodnoty aj z iných škál (napríklad rádovo desiatky,
či dokonca stovky). Tak isto pri rozdielnej frekvencii snímania pohybu zo sen-
zorov nám vznikne rozdielna časová os, čo v konečnom dôsledku taktiež vedie
k rozdielnym informáciám. Možné rozšírenie by bolo navrhnúť systém, ktorý
by rozdielne časové rady s rozdielnymi hodnotami na rozdielnych časových
osách zjednotil pod rovnaký systém hodnôt a tým bol schopný vyhodnocovať
tieto rady v rovnakom merítku.
• Použitie systému v reálnom čase - Ďalšou možnosťou rozšírenia je použiť sys-
tém v reálnom čase počas používania “inteligentného” telefónu. Jedná sa už
o zložitejší krok, kde by bolo treba veľa optimalizácie, nakoľko výpočetná sila
telefónov ani zďaleka nedosahuje potrebné parametre na výpočet strojového
učenia.
• Zakomponovanie hlbokého učenia - Použitie hlbokého učenia ako hlavný model
pri rozhodovaní o akú činnosť ide môže do budúcna značne ovplyvniť vývoj
aplikácií, ktoré ako svoje jadro využívajú strojové učenie. Tým, že dnes už nie
je problém získavanie, ukladanie a spracovanie dát (vo veľkom), spracovávanie
dát a následné vyhodnocovanie pomoocu nekontrolovaného učenia môže pri
správnej konfigurácii modelu priniesť po určitom čase trénovania prekvapujúce
výsleky. Momentálne však zakomponovanie takéhoto modelu nie je jednoduchá
úloha.
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5 POROVNANIE PRÁCE S INÝMI PRÁCAMI
Pre porovnanie navrhnutého a vytvoreného systému so systémami podobného druhu
bolo použiťých niekoľko prác, ktoré sa zaoberajú problematikou rozpoznávania ľud-
skej činnosti z akcelerometrov zabudovaných v “inteligentných” telefónoch.
V práci [18] skúmali detekciu ľudskej činnosti z akcelerometrov vbudovaných do
“inteligentných” telefónonov. Vytvorili dve množiny meraní, jednu pre pozíciu tele-
fónu počas merania v ruke, a druhú vo vrecku oblečenia. Meraných bolo 6 činností,
a to: tanec, pohyb dole schodmi, pohyb hore schodmi, pomalá chôdza, beh a rýchla
chôdza. Najvyššia presnosť v tejto práci dosahuje 91,15% pri kombinácii viacerých
klasifikátorov (MP - Multilayer Perceptron, LogitBoost a SVM). Bohužial, autori
neuvádzajú presnosti pre jednotlivé merania s jednotlivými klasifikátormi, a preto je
ťažké určiť, pre akú činnosť a akým spôsobom bola daná najvyššia presnosť získaná.
V porovnaní s našimi najúspešnejšími presnosťami pre každú činnosť -presnosť chô-
dze za použitia algoritmusu ANN dosahuje 96,05%, presnosť pohybu hore schodmi
dosahuje za použitia algoritmusu ANN 95,95%, presnosť pohybu dole schodmi do-
sahuje za použitia algoritmusu ANN 96,86%, presnosť sedenia dosahuje za použitia
algoritmusu SVM 94,33%, presnosť státia dosahuje za použitia optimalizovaného
algoritmusu SVM 92,91% a presnosť ľahu dosahuje za použitia algoritmusov SVM
a ANN až 100%. V porovnaní s najlepšou presnosťou danej práce 91,15% pri pou-
žití viacerých klasifikátorov pre neznámu činnosť dosiahnuté presnosti v mojej práci
dosahujú lepších výsledkov od 1,76% (státie) po 8,85% (ľah). Dôvodom týchto vý-
sledkov môže byť fakt, že autori v práci merali iný typ činností, ako napríklad tanec,
ktorý je naozaj veľmi individuálny u každého subjektu a vytvoriť vhodnú trénovaciu
množinu pe takúto činnosť je veľká výzva.
V rámci práce [19] autori použili pre extrakciu príznakov odlišné metódy, ako
som použil vo svojej práci. Popri metódach extrakcie z časovej oblasti použili aj
oblasť frekvenčnú, a síce príznaky energie, entropii, hodnoty stredovej frekvencie
a vrcholovej frekvencie. Návrh systému klasifikácie v tejto práci je podobný ako sys-
tém navrhnutý v mojej práci,a to za použitia klasifikátorov k-NN, SVM a ANN.
Autori použili ešte kvadratický klasifikátor, no ten vykazoval jednoznačne najnižšie
hodnoty presností z pomedzi ostatných. Najvyššiu presnosť dosiahli autori pri pou-
žití klasifikátoru SVM. Jej hodnota dosahovala 84,4%, čo je v porovnaní s najvyššou
hodnotou presnosti v mojej práci rozdiel 15,6%. Dôvodom nízkej presnosti môže byť
fakt, že autori použili relatívne málo vzoriek pre trénovacie množiny (1393 vzoriek
celkovo, 75% použitých na trénovanie, zvyšok na testovanie).
Vo veľmi rozsiahlej práci [33] autor skúmal 5 metód: pohyb dole schodmi, jazdu
v aute, sedenie, pokladanie telefónu na lavicu a pohyb hore schodmi. Autor použil
rovnaké klasifikátory, ako som použil v mojej práci. Výsledky pre algoritmus k-NN
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boli veľmi neuspokojivé, nakoľko napríklad predikcia činnosti pohybu dole schodmi
v autorovej práci bola klasifikovaná so 70% neúspešnosťou (čiže s 30% presnosťou).
Pri použití algoritmusu ANN sa hodnoty presnôt pohybovali od 49% (pohyb hore
schodmi)do 97% (sedenie). Pri použití algoritmusu SVM sa presnosť pohybuje od
86,3% po 100%. Podobne ako v mojej práci, činnosť pokladania telefónu na stôl
je z pomedzi ostatných činností jedinečná, nakoľko má, podobne ako činnosť ľah,
všetky osi v inom smere ako pri iných činnostiach. Autor však neposkytol trénovacím
množinám dôležité opozitne príklady (napríklad pohyb hore schodmi oproti pohybu
dole schodmi a pod.), nakoľko použil malú trénovaciu množinu oproti testovacej
množine, kde pomer trénovacích a testovacích vzoriek je neefektívny (trénovacia
množina obsahuje iba 120 vzoriek a trénovacia 80).
Práca [34] vychádza z rovnakých časových radov ako moja práca. Autori použili
pre predikciu klasifikátor SVM s rôznymi parametrami. Porovnanie presností čin-
ností v s presnosťami v mojej práci sú: presnosti chôdze 87,2% oproti 95,34% (opti-
malizované SVM), pohyb hore schodmi 87,2% oproti 95,95% (ANN), pohyb dole
schodmi 74% oproti 96,89% (ANN*), sedenie 95,6% oproti 94,33% (SVM), státie
97,8% oproti 92,91% (optimalizované SVM) a ľah 100% v oboch prípadoch (SVM
a ANN). Autori si poradili horšie s dynamickými činnosťami (napríklad presnosť
chôdze dosahuje rozdiel 8,14%), ale na druhej strane si lepšie poradili s činnosťami
statickými (sedenie dosahuje rozdiel presností 1,27% v prospech práce autorov).
Mojim názorom je, že autori dosiahli lepšie predikcie statických činností tak, že sa
zamerali na nastavenie parametrov takým spôsobom, aby všetky činnosti dosaho-
vali čo najpodobnejšie hodnoty, niekedy na úkor presností iných činností (preto sú
veľké rozdiely medzi činnosťami dynamickými v autorovej práci oproti mojej práci,
a menšie medzi činnosťami statickými).
Tu uvedené porovnanie berie do úvahy iba výsledky úspešností klasifikácie, teda
presnosť výsledných predikcií., prípadne základný prístup k návrhu a implementácii
systému. Nezahrňuje odlišnosti časových radov a spôsoby ich získania, takže sa jedná
iba o zjednodušené porovnania. Z vyššie uvedeného je jasné, že navrhnutý systém je
bezmála konkurencie schopný prácam zaoberajúcim sa danou problematikou. Dosa-
huje podobných alebo lepších výsledkov pri predikcii činností za použitia relatívne
málo metód extrakcie príznakov (s porovnaním niektorých iným prác).
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6 ZÁVER
V rámci tejto študentskej práce bola vykonaná analýza a prieskum súčasných metód
prístupu k rozpoznávaniu ľudskej činnnosti na základe získaných dát z “inteligent-
ných” telefónov spoločne s teoretickým rozborom základných techník používaných
pri vyhodnocovaní strojovým učením.
Hlavným prínosom tejto práce je návrh a implementácia systému pre rozpozná-
vanie ľudskej činnosti z dát získaných zo senzorov z “inteligentných” telefónov. Ako
vedlajší produkt vznikol software, v ktorom prebieha extrakcia príznakov z týchto
dát. Ďalším prínosom je manuálny návrh formátu a vytvorenie početnej trénovacej
a testovacej množiny, skladajúcich sa z reálnych príspevkov pre 6 rôznych činností
a následne strojové učenie ako vyhodnotenie týchto činností spolu so stanovením
optimálnych parametrov pre algoritmus SVM z pomedzi ostatných algoritmov, ktoré
sa podielali na vyhodnocovaní aplikovateľných modelov strojového učenia pre tes-
tovaciu množinu. Ďalším prínosom je prezentácia výsledkov klasifikovaných činností
spolu s rozborom a analýzou výsledných dát.
Dosiahnuté hodnoty celkových úspešností použitých algoritmov dosiahli v rámci
tejto práce veľmi uspokojivé výsledky (napríklad v porovnaní s niektorými stáva-
júcimi prácami, ktoré spomínam v úvode). Dosiahnutá úspešnosť presností bola:
96,05% pre činnosť chôdze algoritmom ANN, 96,05% pre činosť pohybu hore schodmi
algoritmom k-NN, 96,86% pre činnosť pohybu dole schodmi algoritmom ANN, 94,33%
pre činnosť sedenia algoritmom SVM, 90,78% pre činnosť státia algoritmom SVM
a 100% úspešnosť pre činnosť ľah algoritmami SVM a ANN. Najnižšie hodnoty vy-
kazovala činnosť státie, zatiaľ čo naopak, najlepšie hodnoty vykazovala činnosť ľah.
Dôvodom je veľká podobnosť vzoru státia a sedenia (čo je vidieť aj na výsledkoch
týchto činností) a jedinečnosť činnosti ľahu z pomedzi ostatných činností (poloha osí
v inom rozložení).
Bola vykonaná analýza výstupov klasifikačných modelov. Najhoršia dosiahnutá
presnosť pre konkrétny algoritmus bola 86,63% algoritmu k-NN s parametrom 𝑘 = 5
(a hneď zaním k-NN s parametrom 𝑘 = 1 87,23%) pre činnosť státia. Výsledok nie
je prekvapujúci, nakoľko algoritmus k-NN je z pomedzi všetkých algoritmov zahrnu-
tých v tejto práci najjednoduchší. Pred vykonanou optimalizáciou algoritmu SVM
vykazoval algoritmus ANN spolu s algoritmom SVM podobné výsledky. Ale po vyko-
nanej optimalizácií, ktorá bola zostavená na základe najhorších výsledkov f-merania
činnosti státia, výsledky optimalizovaného algoritmu SVM vykazovali jednoznačne
najlepšie výsledky (zmenu zobrazujú tabuľky 3.8 a 3.9). Preto sa dá konštatovať, že
optimalizovaný algoritmus SVM vykazuje najlepšie hodnoty pri aplikovaní modelu
vzniknutého trénovacou množinou na množinu testovaciu.
Ako posledná časť praktického riešenia bolo súčasťou experimentálne riešenie
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modelu hlbokého učenia pomocou knižnice TensorFlow v programovacom jazyku
Python. Aj keď výsledky predikcií neboli uspokojivé (dôvodom bol nedostatok dát
pre testovacie a trénovacie množiny a taktiež potencionálne nastavenia parametrov
trénovania), treba konštatovať že práca obsahuje aplikáciu, ktorá je schopná trénovať
a testovať dáta pomocou hlbokého učenia za využitia tenzorov a vrstvy softmax.
Na záver by som rád podotkol, že práca nebola len prínosom k danej problema-
tike, ale aj pre mňa, pretože ma daná téma zaujíma a veľa som sa pri nej naučil.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
kNN algoritmus k Nearest Neighbors - k najbližších susedov
ANN Artifical Neural Network - umelá nervová sieť
SVM Support Vector Machine - algoritmus podporných vektorov
UML Unified Modeling Language - jednotný modelovací jazyk
MP Multilayer Perceptron - mnohovrstvový vnem
DNN Deep neural networks - hlboké neurónové siete
RNN Recurrent neural network - návratové neurónové siete
CNN Convolutional neural networks - konvolučné neurónové siete
RBM Restricted Boltzmann machine - obmedzený Boltzmannov stroj
DBN Deep belief networks - hlboko-vedomé siete
DBM Deep Boltzmann machine - hlboký Boltzmannov stroj
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A OBSAH PRILOŽENÉHO MÉDIA
Priložené médium má nasledujúcu štruktúru:
• Elektronická verzia práce vo formáte PDF - Nachádza sa v koreňovom adresári.
• Adresár Java SRC - Obsahuje zdrojové súbory softwarovej aplikácie napísané
v programe Java, ktorá hodnotí a spracováva časové rady, extrahuje z nich
príznaky a vytvára trénovacie a testovacie množiny.
• Adresár Python SRC - Obsahuje zdrojové súbory softwarovej aplikácie na-
písané v programe Python, ktorá za použitia hlbokého učenia a trénovacej
a testovacej množiny vytvára trénované modely a následne kontroluje úspeš-
nosť týchto modelov.
• Adresár TrainTestSets - Obsahuje všetky trénovacie a testovacie množiny všet-
kých hodnotených činností.
• Adresár Latex - Obsahuje textové súbory, obrázky a súbory formátu PDF
ktoré boli použité na tvorbu tejto práce.
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B UKÁŽKA PROGRAMUPRE TVORBU TRÉ-
NOVACEJ MNOŽINY
Obr. B.1: Ukážka vytvárania trénovacej množiny v softwarovej aplikácii pre chôdzu.
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C UKÁŽKA ROZLOŽENIA OPERÁTOROV V
PROGRAME RAPIDMINER
C.1 Hlavná obrazovka s trénovacími a testovacími
množinami činností a algoritmami strojového
učenia
Obr. C.1: Ukážka trénovania modelov činností a následné testovanie modelov v prog-
rame RapidMiner.
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C.2 Krížová validácia pri optimalizovaní paramet-
rov algoritmusu SVM
Obr. C.2: Ukážka 10 násobnej krížovej validácie pri experimentoch testovania para-
metrov 𝐶 a 𝜀 alroritmu SVM v programe RapidMiner.
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