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A BERNSTEIN TYPE THEOREM FOR SELF-SIMILAR
SHRINKERS
LU WANG
Abstract. In this note, we prove that smooth self-shrinkers in Rn+1, that
are entire graphs, are hyperplanes. Previously Ecker and Huisken showed that
smooth self-shrinkers, that are entire graphs and have at most polynomial
growth, are hyperplanes. The point of this note is that no growth assumption
at infinity is needed.
1. Introduction
In this note, we show that smooth self-shrinkers in Rn+1, that are entire graphs,
are hyperplanes. A smooth one-parameter family of hypersurfaces, F : (0, T ) ×
Mn −→ Rn+1, is moving by mean curvature, if
(1.1)
dF
dt
= −Hn,
where n is the unit normal of Mt = F (t,M) and H = div(n). Self-shrinkers repre-
sent a special class of solutions of equation (1.1), which do not change shape under
mean curvature flow. Namely, for self-shrinkers, a later time slice is a scaled down
copy of an earlier slice. Self-shrinkers play a crucial role in studying the singular-
ities of mean curvature flow. For instance, in [11] and [12], Huisken discovered a
monotonicity formula for mean curvature flow and proved that, around the singular
point (x0, t0), if the blow-up rate of curvature is bounded above by a multiple of
1/
√
t0 − t, then the rescaled hypersurfaces moving by mean curvature converge to
a self-shrinker smoothly. In the recent work of Colding and Minicozzi, they showed
that the only smooth embedded entropy stable self-shrinkers with polynomial vol-
ume growth in Rn+1 are hyperplanes, n-spheres and cylinders Rk×Sn−k, 0 < k < n,
and classified the generic singularities of mean curvature flow; see [2]. On the other
hand, self-shrinkers are minimal hypersurfaces in Rn+1 under the conformal metric
gij = exp(−|−→x |2/2n)δij ; see [1], [2] and [3]. In minimal hypersurface theory, the
Bernstein Theorem is one of the most fundamental theorems, and has many im-
portant applications, such as uniqueness and regularity of minimal hypersurfaces.
Thus it is natural to ask whether there is a Bernstein type theorem for self-shrinkers.
Ecker and Huisken studied mean evolution of entire graphs in a series of papers be-
ginning with [7] in 1989. In particular, they proved in the appendix of [7] that
smooth self-shrinkers in Rn+1, that are entire graphs and have at most polynomial
growth, are hyperplanes. Later, in [8], they derived various interior estimates for
mean curvature flow and proved the existence of smooth mean envolution of graphs
with only locally Lipschitz initial data. Also, in [5], Colding and Minicozzi proved
sharp gradient and area estimates for graphs moving by mean curvature. In this
note, we study self-shrinkers using the L-stability operator, which was introduced
by Colding and Minicozzi in [2] and [3]. We give an elementary proof of a Berntein
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type theorem for self-shrinkers in Rn+1 without assumption of the growth at infin-
ity and without using gradient or curvature estimates for mean curvature flow.1 In
contrast to the Bernstein theorem for minimal hypersurfaces, which is true only for
n ≤ 6 (see [14], [9] and [10]), our Bernstein type theorem for self-shrinkers holds for
any n. The proof in section 2 is very simple in any dimension, while the proof of
the Bernstein theorem for minimal hypersurfaces is complicated even in relative low
dimension; see [13]. The reason behind this is that smooth self-shrinkers in Rn+1,
that are entire graphs, have polynomial volume growth as minimal hypersurfaces
(although the orders of volume growth are different), and a weighted stability in-
equality (2.2) with weight exp(−|−→x |2/4), which makes the right hand side of (2.2)
tending to zero in any dimension by choosing appropriate cut-off functions.
Throughout we use the subscripts x1, . . . , xn and t to denote derivatives of func-
tions with respect to x1, . . . , xn and t;
−→x is the position vector in Rn+1; ωn is half
of the volume of the unit n-sphere in Rn+1; we define
vi = (0, . . . , 0, 1, 0, . . . , 0),
ith
where i is an integer and i ∈ {1, . . . , n+ 1}. The main result of this note is that:
Theorem 1.1. Suppose that the smooth function u(x1, . . . , xn) : R
n −→ R satisfies
the self-shrinker equation:
(1.2) div
(
Du√
1 + |Du|2
)
=
x1ux1 + · · ·+ xnuxn − u
2
√
1 + |Du|2 ,
where Du = (ux1 , . . . , uxn) and |Du|2 = u2x1+ · · ·+u2xn. Then u = a1x1+ · · ·+anxn
for some constants a1, . . . , an ∈ R.
Remark 1.2. We say that the graph of u in Theorem 1.1 is an entire graphical self-
shrinker in Rn+1 and denote Graphu by Σ. Note that the left hand side of equation
(1.2) is minus the mean curvature H of Σ and the right hand side of equation (1.2)
is −〈−→x ,n〉/2, where n is the upward unit normal of Σ. Therefore equation (1.2) is
equivalent to
(1.3) H =
1
2
〈−→x ,n〉.
2. Proof of Theorem 1.1
First, we prove a weighted stability inequality for smooth self-shrinkers in Rn+1
that are entire graphs. In [2] and [3], Colding and Minicozzi introduced the operator
(2.1) L = ∆Σ − 1
2
〈−→x ,∇Σ〉+ |A|2 + 1
2
,
which is given by the linearization of the self-shrinker equation. The weighted
stability inequality in Lemma 2.1 below is equivalent to that −(L− 12 ) ≥ 0. On the
other hand, they showed that LH = H in Lemma 5.5 of [2]. Let η be a smooth and
compactly supported function on Rn+1. And suppose that η is identically one on
BR and cuts off linearly to zero on BR+1 \BR, where BR is the open ball in Rn+1
1It follows from Lemma 2.3 in the next section and the interior gradient estimate in [8] and
[5] that the gradient of entire graphical self-shrinkers is bounded. Thus the proposition in the
appendix of [7] applies. However, the point of this note is to give an elementary proof of a Bernstein
type theorem for self-shrinkers, which parallels the Bernstein theorem for minimal hypersurfaces.
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centered at the origin with radius R > 0. Thus, similar to the computation in the
appendix of [3], we get
−1
2
∫
Σ
η2H2e−
|−→x |2
4 ≤ −
∫
Σ
ηHL(ηH)e−
|−→x |2
4 ≤ −
∫
BR∩Σ
H2e−
|−→x |2
4 +
∫
Σ\BR
H2e−
|−→x |2
4 .
Hence, if self-shrinkers have polynomial volume growth and let R −→ ∞, then it
follows from the monotone convergence theorem that H = 0. And the only smooth
embedded minimal cones in Rn+1 are hyperplanes.
Lemma 2.1. Let η be a smooth compactly supported function on Rn+1. Then
(2.2)
∫
Σ
η2|A|2e− |
−→x |2
4 ≤
∫
Σ
|∇Ση|2e−
|−→x |2
4 ,
where A = (aij) is the second fundamental form of Σ in R
n+1 and ∇Σ is the
gradient of a function with respect to Σ.
Proof. Let f = 〈n, vn+1〉. Colding and Minicozzi showed that Lf = 12f in Lemma
5.5 of [2]. For self-containedness, we include the proof here. Indeed, at any
point −→x ∈ Σ, choose a local geodesic frame e1, . . . , en, that is, 〈ei, ej〉 = δij and
∇Σeiej(−→x ) = 0. Thus,
∇Σf =
n∑
i=1
〈∇ein, vn+1〉ei =
n∑
i,j=1
−aij〈ej , vn+1〉ei,
∆Σf =
n∑
i=1
〈∇ei∇ein, vn+1〉 =
n∑
i,j=1
−aij;i〈ej , vn+1〉 − aij〈∇eiej , vn+1〉
= 〈∇ΣH, vn+1〉 − |A|2〈n, vn+1〉,
where H = −∑ni=1 aii is the mean curvature of Σ. Since Σ is self-shrinker, i.e.
H = 12 〈−→x ,n〉, thus,
(2.3) ∇ΣH = 1
2
n∑
i=1
〈−→x ,∇ein〉ei = −
1
2
n∑
i,j=1
aij〈−→x , ej〉ei.
Hence,
(2.4) ∆Σf =
1
2
〈−→x ,∇Σf〉 − |A|2f.
Note that the upward unit normal of Σ is
(2.5) n =
(−Du, 1)√
1 + |Du|2 ,
and thus f = 〈n, vn+1〉 = 1/
√
1 + |Du|2 > 0. Hence, the function g = log f is well
defined and g satisfies the differential equation
(2.6) ∆Σg − 1
2
〈−→x ,∇Σg〉+ |∇Σg|2 + |A|2 = 0.
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Multiplying by η2e−
|−→x |2
4 on both sides of equation (2.6) and integrating over Σ,
gives
0 =
∫
Σ
η2divΣ
(
e−
|−→x |2
4 ∇Σg
)
+
∫
Σ
η2
(|∇Σg|2 + |A|2) e− |−→x |24
= −
∫
Σ
2η〈∇Ση,∇Σg〉e−
|−→x |2
4 +
∫
Σ
η2
(|∇Σg|2 + |A|2) e− |−→x |24
≥ −
∫
Σ
(
η2|∇Σg|2 + |∇Ση|2
)
e−
|−→x |2
4 +
∫
Σ
η2
(|∇Σg|2 + |A|2) e− |−→x |24
≥
∫
Σ
(−|∇Ση|2 + η2|A|2) e− |−→x |24 .

Second, we study the volume growth of entire graphical self-shrinkers. Let BR
be the open ball in Rn+1 centered at the origin with radius R, and BR be the open
ball in Rn centered at the origin with radius R. Also, we define MR = supBR |u|.
We show that
Lemma 2.2. There exists a constant C0 > 0, depending only on n, such that
(2.7) Vol(Σ ∩BR) ≤ C0Rn(1 +Rn +M2R),
where Vol stands for volume.
Proof. First, using the pull back of n induced by the projection pi : BR×R −→ BR,
we extend the vector field n on the cylinder BR × R. Let ω be the n-form on the
cylinder BR × R given by that for any X1 . . . , Xn ∈ Rn+1,
(2.8) ω(X1, . . . , Xn) = det(X1, . . . , Xn,n).
Then, in coordinates (x1, . . . , xn+1), we have
(2.9)
ω =
dx1 ∧ · · · ∧ dxn −
∑n
i=1(−1)inuxidxi+1 ∧ · · · ∧ dxn+1 ∧ dx1 ∧ · · · ∧ dxi−1√
1 + |Du|2 ,
and
(2.10) dω = (−1)n+1div
(
Du√
1 + |Du|2
)
dx1 ∧ · · · ∧ dxn+1
= (−1)n+1x1ux1 + · · ·+ xnuxn − u
2
√
1 + |Du|2 dx1 ∧ · · · ∧ dxn+1.
By the Ho¨lder inequality,
(2.11) |dω| ≤ 1
2
√
x21 + · · ·+ x2n + u2,
and by (2.8), given any orthogonal unit vectorsX1, . . . , Xn at a point (x1, . . . , xn+1),
(2.12) |ω(X1, . . . Xn)| ≤ 1,
where the equality holds if and only if
(2.13) X1, . . . , Xn ∈ T(x1,...,xn,u(x1,...,xn))Σ.
For minimal graphs, where dω = 0, such an ω is called a calibration; see page 3
in [4]. Note that ∂BR ∩ Σ divides ∂BR into two components and let ∂B1R be the
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component which has volume at most equal to ωnR
n. Let Ω be the region enclosed
by ∂B1R ∪ Σ. Hence, by Stokes’ Theorem,1
Vol(Σ ∩BR) ≤
∫
Σ∩∂Ω
ω =
∫
∂B1
R
ω +
∫
Ω
dω
≤ Vol(∂B1R) +
1
2
∫
Ω
√
x21 + · · ·+ x2n + u2.
Since Ω is contained in the cylinder Ω˜ = BR × [−max{R,MR},max{R,MR}], we
conclude that
(2.14) Vol(Σ ∩BR) ≤ ωnRn + 1
2
∫
Ω˜
(R+MR) ≤ ωnRn + ωnRn(R +MR)2.
Therefore,
(2.15) Vol(Σ ∩BR) ≤ 2ωnRn(1 +R2 +M2R),
and C0 = 2ωn. 
Third, we use the maximum principle for the mean curvature flow to bound the
L∞ norm of u on BR.
Lemma 2.3. Suppose that R > 1. Then there exists a constant C1 > 0, depending
on n and M2
√
n, such that MR ≤ C1R. In particular, entire graphical self-shrinkers
have polynomial volume growth.
Proof. Define
(2.16)
w(x1, . . . , xn, t) =
√
R2 + 1− t · u
(
x1/
√
R2 + 1− t, . . . , xn/
√
R2 + 1− t
)
,
where t ∈ [0, R2]. We derive the evolution equation of w:
(2.17)
dw
dt
=
√
1 + |Dw|2 · div
(
Dw√
1 + |Dw|2
)
.
Thus {Σt = Graphw(·,t)}t>0 is a smooth family of hypersurfaces in Rn+1 mov-
ing by mean curvature (after composing with appropriate tangential diffeomor-
phisms). Similar to the arguments of Lemma 3 in [5] and [6], we construct suit-
able open balls as barriers. Let ρ > 0 be some constant to be chosen later
and a+ = supBρR w(x1, . . . , xn, 0) + ρR + 1. Consider the open ball B
+
0 cen-
tered at (0, . . . , 0, a+) with radius ρR. It is easy to check that x21 + · · · + x2n +
(w(x1, . . . , xn, 0) − a+)2 > ρR, for any (x1, . . . , xn) ∈ Rn. Thus B+0 and Σ0 are
disjoint. Let B+t be the open ball in R
n+1 centered at (0, . . . , 0, a+) with radius
R+1 =
√
ρ2R2 − 2nt. Thus {∂B+t }t>0 is a smooth family of hypersurfaces mov-
ing by mean curvature and it shrinks to its center at T = ρ2R2/2n. We choose
ρ2 > 2n + 1 to guarantee that ∂B+t is not contained in the cylinder BR × R, for
t ∈ [0, R2]. By the maximum principle for the mean curvature flow, Σt and ∂B+t
are always disjoint for t ∈ [0, R2]. Indeed, assume that T0 is the first time that
ΣT0 and ∂B
+
T0
are not disjoint. Note that at every time t, the distance between Σt
and ∂B+t can be achieved by a straight line segment perpendicular to both Σt and
1we choose the orientation of Σ to be compatible with the upward unit normal and the orien-
tation of ∂BR to be compatible with the inward unit normal. Thus the orientation of Ω is chosen
such that the orientation of ∂Ω induced from Ω coincides with that we just defined above.
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∂B+t . And outside B2ρR ×R, the distance between Σt and ∂B+t is larger than ρR.
Thus at T0, ΣT0 touches ∂B
+
T0
at some point −→x0 ∈ Rn+1, and for t close to T0, Σt
and ∂B+t can be written as graphs over the tangent hyperplane of ΣT0 at
−→x0 in a
small neighborhood of −→x0. Thus for t close to T0, the evolution equations of the
corresponding graphs are locally uniformly parabolic. Hence, the assumption vio-
lates the maximum principle for uniformly parabolic partial differential equations.
This is a contradiction. Therefore, we get the upper bound for w at time t = R2:
sup
BR
w(x1, . . . , xn, R
2) ≤ a+ −
√
ρ2 − 2n− 1 · R
≤ sup
BρR
w(x1, . . . , xn, 0) + ρR+ 1−
√
ρ2 − 2n− 1 ·R
≤ sup
BρR
w(x1, . . . , xn, 0) +
√
2n+ 1R+ 1.
Similarly, define a− = infBρR w(x1, . . . , xn, 0)− ρR− 1 and compare Σt with ∂B−t ,
which is centered at (0, . . . , 0, a−) with radius R−1 =
√
ρ2R2 − 2nt. Therefore,
(2.18) inf
BR
w(x1, . . . , xn, R
2) ≥ inf
BρR
w(x1, . . . , xn, 0)−
√
2n+ 1R− 1.
In sum,
(2.19) sup
BR
|w|(x1, . . . , xn, R2) ≤ sup
BρR
|w|(x1, . . . , xn, 0) +
√
2n+ 1R+ 1.
Note that w(x1, . . . , xn, R
2) = u(x1, . . . , xn) and
(2.20) w(x1, . . . , xn, 0) =
√
R2 + 1 · u(x1/
√
R2 + 1, . . . , xn/
√
R2 + 1).
Thus, by inequality (2.19) and the assumption that R > 1, we conclude that
(2.21) sup
BR
|u| ≤ 2(sup
Bρ
|u|+√2n+ 1)R.
Hence, choosing ρ = 2
√
n and C1 = 2(supBρ |u|+
√
2n+ 1), gives MR ≤ C1R . 
Finally, we choose a sequence of Rj → ∞ and a sequence of smooth cut-off
functions ηj , which satisfies that 0 ≤ ηj ≤ 1, ηj is 1 inside BRj and vanishes
outside BRj+1, and |∇Σηj | ≤ |Dηj | ≤ 2. By the polynomial volume growth of Σ,
we get that as j −→∞,
(2.22)
∫
Σ
|∇Σηj |2e−
|−→x |2
4 ≤
∫
Σ∩(BRj+1\BRj )
2e−
|−→x |2
4 −→ 0.
Hence, by the weighted stability inequality for Σ and monotone convergence theo-
rem, we conclude that
(2.23)
∫
Σ
|A|2e− |
−→x |2
4 = 0.
Therefore, |A| = 0 and u = a1x1 + · · ·+ anxn for some constants a1, . . . , an ∈ R.
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