Through a large number of benchmark studies, the performance of different quantum chemical methods in calculating vertical excitation energies is today quite well established. Furthermore, these efforts have in recent years been complemented by a few benchmarks focusing instead on adiabatic excitation energies. However, it is much less well established how calculated differences between vertical, adiabatic and 0-0 excitation energies vary between methods, which may be due to the cost of evaluating zero-point vibrational energy corrections for excited states. To fill this gap, we have calculated vertical, adiabatic and 0-0 excitation energies for a benchmark set of molecules covering both organic and inorganic systems. Considering in total 96 excited states and using both TD-DFT with a variety of exchange-correlation functionals and the ab initio CIS and CC2 methods, it is found that while the vertical excitation energies obtained with the various methods show an average (over the 96 states) standard deviation of 0.39 eV, the corresponding standard deviations for the differences between vertical, adiabatic and 0-0 excitation energies are much smaller: 0.10 (difference between adiabatic and vertical) and 0.02 eV (difference between 0-0 and adiabatic). These results provide a quantitative measure showing that the calculation of such quantities in photochemical modeling is well amenable to low-level methods. In addition, we also report on how these energy differences vary between chemical systems and assess the performance of TD-DFT, CIS and CC2 in reproducing experimental 0-0 excitation energies.
ABSTRACT:
Through a large number of benchmark studies, the performance of different quantum chemical methods in calculating vertical excitation energies is today quite well established. Furthermore, these efforts have in recent years been complemented by a few benchmarks focusing instead on adiabatic excitation energies. However, it is much less well established how calculated differences between vertical, adiabatic and 0-0 excitation energies vary between methods, which may be due to the cost of evaluating zero-point vibrational energy corrections for excited states. To fill this gap, we have calculated vertical, adiabatic and 0-0 excitation energies for a benchmark set of molecules covering both organic and inorganic systems. Considering in total 96 excited states and using both TD-DFT with a variety of exchange-correlation functionals and the ab initio CIS and CC2 methods, it is found that while the vertical excitation energies obtained with the various methods show an average (over the 96 states) standard deviation of 0.39 eV, the corresponding standard deviations for the differences between vertical, adiabatic and 0-0 excitation energies are much smaller: 0.10 (difference between adiabatic and vertical) and 0.02 eV (difference between 0-0 and adiabatic). These results provide a quantitative measure showing that the calculation of such quantities in photochemical modeling is well amenable to low-level methods. In addition, we also report on how these energy differences vary between chemical systems and assess the performance of TD-DFT, CIS and CC2 in reproducing experimental 0-0 excitation energies.
KEYWORDS:
• Excited states • TD-DFT • Ab initio • Vibrational corrections • Benchmark
INTRODUCTION
Through a number of benchmark studies, it is today rather well established how different quantum chemical methods perform in calculating electronically excited states of molecular systems. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] Accordingly, there are high-level ab initio methods capable of accurately describing various types of excited states for a range of chemical systems, such as complete active space second-order perturbation theory (CASPT2) 16, 17 and methods based on coupled cluster theory, [18] [19] [20] but also methods rooted in time-dependent density functional theory (TD-DFT) [21] [22] [23] [24] [25] [26] [27] that exhibit a more favorable cost-performance ratio. Thus, it is not surprising that TD-DFT, which for certain problems performs similarly to advanced ab initio approaches, is currently the most widely used tool for modeling excited states of medium-sized and large molecules, although the methodology is less broadly applicable than, e.g., CASPT2. For example, conventional TD-DFT is best suited for states dominated by single excitations. 28 In most cases, benchmarks of excited-state methods focus on vertical excitation energies and use as reference data either experimental absorption maxima or vertical excitation energies obtained with high-level ab initio methods. While this procedure has been instrumental in forming a foundation for evaluating how well common methods in the field describe different types of excited states, it rests on three key assumptions. First, it is assumed that the electronic transition occurs without changes in the positions of the nuclei from their ground-state configuration (the Franck-Condon principle). Second, it is assumed that neither vibrational nor rotational effects influence the experimental absorption maxima. Third, when reference data are taken from high-level calculations, computational errors are thought to be small.
In the last few years, many different directions have been taken to go beyond the standard procedure for benchmarking quantum chemical methods for applications to excited states, or to investigate the potential pitfalls that this procedure entails. For example, rather than focusing on vertical excitation energies, Furche and co-workers 29 compiled a large set of adiabatic excitation energies from high-resolution gas-phase experiments, and tested how well these energies are reproduced by TD-DFT and two correlated ab initio approaches: the approximate coupled-cluster singles and doubles (CC2) 30 method and the second-order algebraic diagrammatic construction approximation (ADC(2)) 31,32 method. Accordingly, by accounting for excited-state relaxation by means of analytic gradient techniques, this study considered energy differences between ground and excited states at their respective equilibrium geometries. Although much more expensive than ground-state geometry optimizations, such calculations are today feasible for many excited-state methods, including TD-DFT. [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] Adding a further dimension to efforts along those lines and of relevance for determining which type of transition (vertical or adiabatic) best corresponds to experimental absorption maxima, are simulations of vibrationally resolved electronic absorption spectra reported by a number of research groups. [49] [50] [51] [52] [53] Second, with regard to the work by Jacquemin and co-workers, 57 who looked at a 40-member set of excited states of large conjugated dyes in solution and focused on the performance of TD-DFT, our 96-member set derives from smaller molecules, pertains to the gas phase and thereby enables testing the accuracy of the methods without introducing errors from the treatment of solvent effects, shows greater chemical variation among the constituting molecules, and, as noted above, is subjected also to CC2 calculations.
METHODOLOGY

Composition of benchmark set.
The 96-member set of excited states for which vertical and adiabatic excitation energies were calculated cover all of the singlet and triplet states in the 109-member set previously compiled from high-resolution gas-phase experiments. 29 While that set also includes a few doublet states of organic and inorganic radicals and higher spin-multiplicity states of transition-metal compounds, such states oftentimes require more elaborate methods than TD-DFT and CC2 that explicitly account for multi-reference correlation effects, 73 and were therefore not considered in this work.
With a few exceptions, the singlet and triplet states subjected to calculations are the lowest excited states (S 1 and T 1 ) of these spin multiplicities.
As detailed in Table 1 First, ground-state geometries were optimized using DFT and CC2, where the latter optimizations were carried out with Hättig's implementation of analytic CC2
gradients. 80 Based on the resulting geometries, vertical excitation energies were then obtained by performing TD-DFT and CC2 singlepoint calculations, where BP86 was used for BP86 geometries, CC2 for CC2 geometries, etc. In this way, rather than using a common set of (e.g., B3LYP) geometries for all singlepoint calculations, the observed differences between the estimates of the vertical excitation energies reflect also that the methods yield different equilibrium geometries. While it certainly would have been possible to use a larger basis set than cc-pVDZ for the singlepoint calculations, this option was not explored since we are here focusing more on differences between computational methods than on achieving the best possible agreement with experimental data. Furthermore, for most of the current excited states, expanding the basis set from double-ζ to triple-ζ quality, or including diffuse basis functions, has a marginal effect on the excitation energies obtained with TD-DFT. 29 Second, excited-state geometries were optimized using analytic TD-DFT [45] [46] [47] and CC2 43 excited-state gradients. Then, adiabatic excitation energies were obtained as electronic energy differences between ground and excited states at their respective equilibrium geometries, to which were subsequently added ZPVE corrections derived from ground and excited-state frequency calculations at optimized ground and excitedstate structures, respectively. The frequency calculations were throughout performed at the same level of theory as the preceding geometry optimizations, and identified all geometries as potential energy minima with real vibrational frequencies only. While all ground-state DFT frequencies were determined by analytic second-derivative methods, the CC2 and TD-DFT frequencies were obtained through numerical differentiation of analytic gradients using finite differences, which by far constitutes the most resourcedemanding part of this work. Recently, and for the benefit of future studies in the field, an analytic approach for computing TD-DFT frequencies has been reported by Liu and Liang. 81 In addition to using TD-DFT and CC2, vertical and adiabatic excitation energies were also calculated with the configuration interaction singles (CIS) method. 34 In line with the overall strategy that every estimate of an excitation energy at a particular level of theory should be based on calculations performed at that very level, the requisite groundstate geometries for these calculations were optimized with the HF method. Both groundstate HF and excited-state CIS frequencies were determined using analytic secondderivative methods.
All calculations were carried out with the GAUSSIAN 09 82 and TURBOMOLE 6.3 83, 84 (for CC2 calculations with the RICC2 module 85 ) suites of programs.
RESULTS AND DISCUSSION
In what follows, and as illustrated in Figure 1 , vertical excitation energies, purely electronic adiabatic excitation energies, and ZPVE-corrected adiabatic excitation energies (or 0-0 excitation energies) are denoted ΔE ve , ΔE ad , and ΔE 00 , respectively. Furthermore, ΔΔE ad = ΔE ad -ΔE ve (a non-positive quantity) and ΔΔE 00 = ΔE 00 -ΔE ad denote their differences. 
ΔE 00 Energies with Different Methods.
Although the primary aim of this work is not to assess the performance of excited-state methods in calculating experimentally available ΔE 00 energies, but rather to investigate how computational estimates of the differences between ΔE ve , ΔE ad and ΔE 00 energies vary with the choice of method, it is nonetheless of interest to include in the presentation also the former analysis, especially since we are here using other methods or are examining other chemical systems than previous benchmarks on this topic. 29, 57 To this end, Table 2 shows the complete set (96 excited states, nine methods) of calculated ΔE 00 energies. Furthermore, for each group of molecules as well as for data sets containing either all of the 96 excited states or all systems in groups I-III (inorganic molecules) and groups IV-IX (organic molecules), excitation energies compared with experimental absorption maxima, the full inclusion of geometric relaxation effects may render the present analysis oppositely inclined, despite that the comparison is here with experimental ΔE 00 energies.
Starting with the inorganic molecules of groups I-III, all density functionals show negative MSEs and thus tend to underestimate these ΔE 00 energies. In contrast, the ab As for the statistical analyses in Table 2 Third, the least accurate functional for the current benchmark set is M06-HF 15 In this regard, it is of course possible that the M06-HF results are negatively affected by the procedure that all calculations required to obtain ΔE 00 energies with a given method are carried out using that particular method, including not only the singlepoint calculations but also the geometry optimizations and frequency calculations. However, we believe that this procedure is the one that most fully reflects a method's appropriateness for calculating ΔE 00 energies. Table 2 . For two data sets X and Y with elements {x} and {y}, the correlation coefficient ρ( X,Y ) was computed as
where x and y are the arithmetic means of the data sets and the summations run over all elements. As can be seen, the ranking that this measure provides of how well the different methods perform matches the aforementioned ranking based on MAEs. Indeed, the largest ρ value is achieved by CC2 (0. 
Variation Between Methods in their Estimates of ΔΔE ad and ΔΔE 00 Energy
Differences. Having assessed how well different excited-state methods perform in calculating ΔE 00 energies, we now turn to analyzing the variation between methods in their estimates of ΔΔE ad = ΔE ad -ΔE ve and ΔΔE 00 = ΔE 00 -ΔE ad energy differences. To put the analysis in proper perspective, a comparison is made with how much the excitation energies themselves vary with the method. Specifically, we have used the variation in ΔE ve energies as reference, but could equally well have used the variation in ΔE ad or ΔE 00 energies (this choice is of no consequence for the conclusions drawn). In our opinion, it is natural to choose ΔE ve energies as reference as they constitute the starting point from which the ΔΔE ad excited-state relaxation energies are calculated.
Since the particular features of any given method to some extent will affect all three kinds of excitation energies in a similar way, the ΔΔE ad and ΔΔE 00 energy differences are of course expected to vary less between methods than the ΔE ve energies; however, an attempt to quantify this relationship is largely missing in the existing literature. Thus, the present analysis will help filling an important gap.
The results of the analysis, pertaining to calculations with the BP86, B3LYP, PBE0, M06-2X, M06-HF, CAM-B3LYP, ωB97X-D, CIS and CC2 methods, are summarized in Figures 2a-2c and 3a-3c, and in Table 4 . Figures 2a-2c compare standard deviations (SDs), obtained as
for calculated ΔΔE ad and ΔΔE 00 energy differences with the corresponding data for ΔE ve energies. Figures 3a-3c , in turn, present an analogous comparison of maximum absolute deviations (MaxADs). In both sets of figures, the SD and MaxAD descriptors are shown for all individual excited states included in the different groups of the benchmark set, whereas the ΔE ve , ΔΔE ad and ΔΔE 00 data underlying the analysis are given in Tables S1-S9 of the Supporting Information. Table 4 Table 1 . a Average standard deviation (ASD) and group maximum absolute deviation (GMaxAD) for calculations with the BP86, B3LYP, PBE0, M06-2X, M06-HF, CAM-B3LYP, ωB97X-D, CIS and CC2 methods.
From Table 4 , it can be seen that while the ASD for the full benchmark set is 0.39 eV for the calculation of ΔE ve energies, the estimation of ΔΔE ad and (particularly) ΔΔE 00 energy differences is much less sensitive to the choice of computational method, as evidenced by ASDs of a mere 0.10 and 0.02 eV, respectively. This trend is manifested for both the organic systems of groups IV-IX (somewhat more pronouncedly) and the inorganic systems of groups I-III (somewhat less pronouncedly), with ASDs of 0.41 (ΔE ve ), 0.08 (ΔΔE ad ) and 0.02 eV (ΔΔE 00 ) for the former molecules and of 0.34, 0.15 and 0.02 eV for the latter. This demonstrates that photochemical problems requiring accurate estimates of ΔΔE ad and ΔΔE 00 energy differences can be approached using methods that are less elaborate than those oftentimes needed for accurate calculation of excitation energies. At the same time, while the overall GMaxAD value of 0.36 eV shows that it is possible to calculate ΔΔE 00 for all excited states in the benchmark set using the cheapest and least accurate method (here CIS) without the results being very different from the results obtained with the most expensive and reliable method (here CC2), it is similarly clear that the calculation of ΔΔE ad relaxation energies can be sensitive to the choice of method. For example, for each of groups I-III, the corresponding GMaxAD is 1.11 eV or larger.
Out of the above results, it can be argued that it is not surprising (but nonetheless worth establishing) that ΔΔE 00 varies so little between methods, as this quantity is simply the difference in ZPVE corrections between the excited state and the ground state.
Furthermore, while there is an obvious positive implication of this result for the calculation and comparison of ground and excited-state potential energy surfaces in photochemical modeling, the implication for the simulation of vibrationally resolved optical spectra is minor. Indeed, even the small ASD of 0.02 eV here associated with ΔΔE 00 calculations corresponds to a spectroscopically significant ~160 cm -1 change in a given vibrational frequency in the excited state relative to the ground state. In these regards, it is more noteworthy that the ΔΔE ad relaxation energies vary little between methods.
Continuing with the statistics in Table 4 but focusing now on the individual groups of the benchmark set, such an analysis reinforces the above-drawn conclusions from the larger data sets. For example, for each group of organic molecules except group V (hydrocarbons), the ASDs for ΔΔE ad (0.04-0.08 eV) and ΔΔE 00 (0.02-0.03 eV) are markedly smaller than the ASD for ΔE ve (0.35-0.47 eV). For group V, the ASD for ΔΔE ad is 0.20 eV; however, from the raw data in Table S5 and the SDs for individual excited states shown in Figure 2b , it can be inferred that the relative sizableness of this number is mostly due to one single method (M06-HF) differing substantially from all other methods in the description of a single excited state in this group (the 2 1 A state of acetylene).
For each group of inorganic molecules, in turn, the calculation of ΔΔE 00 energy differences is associated with an ASD well below (0.01-0.04 eV) the 0.31-0.38 eV range into which the ASDs for ΔE ve fall. A similar observation can be made for the calculation of ΔΔE ad relaxation energies, although an ASD below 0.1 eV is achieved by group II only. From the raw data in Table S1 and the SDs for individual excited states in Figure   2a , it is found that it is largely because of the results for the 1 1 Δ u , 1 1 Π g and 1 3 Π g states of N 2 that the ASD for the homodiatomics of group I reaches 0.21 eV. Similarly, scrutiny of 
CONCLUSIONS
In summary, using seven different density functionals (BP86, B3LYP, PBE0, M06-2X, M06-HF, CAM-B3LYP and ωB97X-D) and two ab initio methods (CIS and CC2), we have calculated ΔE ve , ΔE ad and ΔE 00 energies for 96 excited states of 79 different organic and inorganic molecules contained in the benchmark set of ΔE 00 energies recently compiled from high-resolution gas-phase experiments by Furche and co-workers. 29 However, rather than primarily focusing on the accuracy with which the methods considered reproduce the experimental ΔE 00 energies of these states, the main motivation for the work is to investigate to what extent the calculation of differences between ΔE ve , ΔE ad and ΔE 00 energies is sensitive to the choice of quantum chemical method. Indeed, following a previous observation that -for the chromophores of the photoactive yellow protein and the green fluorescent protein -these differences vary by as little as ∼0.1 eV between methods, 59 we believe it is well worthwhile to explore whether a similar trend applies also to a large and variable benchmark set of excited states like the present one.
Through our calculations, a distinct difference in method sensitivity can indeed be inferred between on the one hand ΔE ve energies and on the other ΔΔE ad = ΔE ad -ΔE ve and ΔΔE 00 = ΔE 00 -ΔE ad energy differences. Specifically, while the ΔE ve energies obtained with the nine methods exhibit a standard deviation that amounts to 0.39 eV when averaged over all of the 96 excited states, the corresponding standard deviations for Finally, having demonstrated in a quantitative fashion that the task to accurately estimate ΔΔE ad and ΔΔE 00 energy differences by means of expensive excited-state geometry optimizations and frequency calculations is less demanding on the quantum chemical level of theory than the task to accurately calculate excitation energies, and also
shown that this holds true over a range of possible ΔΔE ad and ΔΔE 00 values, we note that a natural continuation of this work and a further contribution to the field of computational photochemistry and photobiology 91 would be to also consider chromophores in a solvent or protein environment. Such an investigation is a future goal of our research in this field.
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Chemical structures of the molecules in groups IV-IX of the benchmark set are shown in Figure S1 . 
