, alloys and compounds [1, 2, . The electric dipole moment of a molecule AB can be related to the difference (XA -XB) between the electronegativities of atoms A and B [3] . The ionic character of the bond can be quantified by the charge transfer Q, which is a function of the electronegativity difference. The simplest proposal for this function (in the small charge transfer limit) is a linear function,
1. Introduction. - The concepts of electronegativity [1] ] and electronic charge transfer [2] have proved very useful for an understanding of chemical trends in molecules [1, [3] [4] [5] [6] [7] [8] [9] , alloys and compounds [1, 2, . The electric dipole moment of a molecule AB can be related to the difference (XA -XB) between the electronegativities of atoms A and B [3] . The ionic character of the bond can be quantified by the charge transfer Q, which is a function of the electronegativity difference. The simplest proposal for this function (in the small charge transfer limit) is a linear function, that is, where y is a constant. Then the dipole moment D can be calculated as D = QR, where R is the internuclear distance. More sophisticated functional relationships between Q, XA and XB have also been proposed [10] . Equation (1) (and more refined versions) have been used for estimating chemical shifts in photoemission spectroscopy [5, 6] , quadrupole coupling constants and infrared vibrational intensities [7] . The effect of the charge transfer on dissociation energies [8] , force constants and bond lengths has also been studied [9] . The relation between Q and (X A -XB) has not been tested in a convincing way due to the difficulties in defining [2] and calculating the charge transfer. The density functional theory, initiated by Hohenberg and Kohn [34] , has helped to put the concept of electronegativity on sound grounds. Parr et al. [35] have identified the electronegativity with the negative of the chemical potential of the density functional theory.
The concepts of electronegativity and charge transfer have also been used in the study of [14] and surface segregation [15, 16] . The concept of charge transfer is crucial in the interpretation of Mossbauer isomer shifts [17, 18] . Photoemission threshold data are also related to electronegativities [4, 10] . Another [19] , has been applied recently by several authors with great success [20] [21] [22] [23] [24] [25] . Similar maps have also been constructed to establish a systematics of solid solubility in metallic alloys [26] [27] [28] [29] [30] and to predict the type of sites adopted by ions implanted in metals [30] [31] [32] [33] .
Although In a second step, the electron density is allowed to relax. After relaxation, the electron density becomes nAB(r) and the charge transfer, Q2, is defined
The situation is depicted in figure 1 . The electron density of the reference alloy is discontinuous across the surface between dissimilar cells, but the discontinuity is smaller than in model 1. Model 2 has been used by Hodges and Stott [38] in their theory of the heat of formation of simple alloys. where R' and RB are the atomic cell radii of the transformed metals (Ql = 4 ir(R P)3 i = A, B). QP and Qp are fixed by equation (6) figure 1 . This reference alloy was introduced by Alonso and Girifalco [37] in a study of the heat of formation of alloys.
From the density functional theory of alloy formation formulated by Hodges and Stott [38] , as well as from chemical intuition [ 1 ] computed by using a self-consistent density functional pseudopotential method [39] , applied previously by the authors to study the elastic properties of pure metals [40] [41] [42] . The pseudopotential used is Ashcroft's model potential [43] . The figure 2 (K-Cs and Rb-Cs) correspond to a situation in which the effect of Ano(RO) dominates.
In conclusion, the driving force for charge transfer in model 1 is not Ago, but the combined effect of 0Apo and An'(R'). This combined function can not be easily defined, and this model 1 is not a convenient one to study charge transfer effects. Models 2 and 3 are more successful. The sign of the charge transfer agrees with the expectations from the chemical potential difference in the reference alloy. Both models give rise to a linear relation between Q and Ap for the alloys with AZ = 0. AZ is the difference of valence between the two components of the alloy. The two alloys with AZ # 0 do not fit into this particular linear relation, but the results for AZ = 0 suggest that other linear relations will also be obtained for alloys with AZ = 1, AZ = 2, etc. In conclusion, figure 2 disfavours model 1. In this context, models 2 and 3 are both internally consistent. In model 2 the density is also discontinuous across the boundaries between unequal cells of the reference alloy. But since this discontinuity is much reduced, compared to model l, the problems of model 1 are not present in model 2.
These three models can be further compared in a plot of Q versus the empirical electronegativity difference, Ao. The scale of Miedema et al. [12, 13] has been used for this purpose. The results are given in figure 3 . Ao has been defined positive, that is where 0+ , is the largest and q -is the smallest of (4) A' qB)' q A and qB being the empirical electronegativities of metals A and B. Q is defined positive if the flow of electrons is in the direction predicted by A4&#x3E;, that is, from the metal of electronegativity to the metal of electronegativity §+. To make contact with equation (10) and figure 2 we must notice that chemical potential and electronegativity have opposite signs. In fact, Parr et al. [35] have defined the electronegativity of an atom as the negative of the electronic chemical potential obtained from the density functional theory. Figure 3 shows that model 1 fails again because Q 1 has, for all these alloys, the wrong sign. Model [11] [12] [13] 37] . These contributions are taken into account in model 3. Covalent contributions also exist which are crucially important in transition metal alloys [53] [54] [55] . A convincing theory of cohesion in transition metal alloys has been given by several authors [53] [54] [55] [56] . [44] by comparing the heat of formation calculated from the two steps of model 3 with the heat of formation obtained by direct subtraction of energies calculated using the density functional formalism.
