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Abstract-h this paper we shall offer comparison results as well as monotone iterative schemes 
for the construction of solutions to a very general class of discrete boundary value problems. The 
discrete system we consider includes in particular the nth order prototype systems, finite as well as 
infinite discrete delay equations, and discrete integral equations. Further, the boundary conditions 
we consider include the initial, terminal, periodic and transport type problems. Numerical examples 
illustrating the usefulness of the proposed schemes to a variety of boundary value problems are also 
included. 
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1. INTRODUCTION 
Let T = {to,tl,tz,. . ., TV} denote the set of increasing time instances, and x : T + !RZn with 
Xk = (&x2,... , P)(tk). In this paper, we shall study discrete boundary value problems of the 
following type: 
Zkfl = fk(xOr x1,%2,. . . ,xk), 0.1) 
Ax0 + BXN = c, P-2) 
where fk : %2n(k+1) --t s2”, with the dependence of fk at the time tl, annotated in the subscript, 
A, B, are n x n known matrices and c is a known n x 1 vector. 
The motivation to study the boundary value problem (l.l), (1.2) comes from the fact that it 
is of a very general nature, and in particular includes many problems of interest. For example, if 
fk is only a function of Xk, then (1.1) reduces to the first order difference system 
zk+l = fk(xk), 
which has been studied extensively in [1,2]. Further, since (1.1) depends on all the previous time 
instances, it includes the equations with finite as well as infinite delays. As an illustration, we 
consider the initial value problem: 
pk+l = spk + 1 ;;j;_, t (1.3) 
where S, r, w are parameters, 8 E 2+, and +k is a known function. The above problem in 
system form (l.l), (1.2) can be written as follows: 
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Pl = sfi + 1+ w$(_(j) = fo(Po), 
P* = SPg_1 + 
r4-1 
1+ Wr#Lr 
= fe(Po, .. *, P&l), 
Pk+l = SPk + 
r9-e 
1 + w%-0 
= fk(h . . * , h), k 1 0, 
PO = $0. 
Similarly, the difference equation: 
Pk+i = St& + S&rSe-2 *. . SoF(Pk-g)&-e, (1.5) 
where Si E (0,l) represent survival rates, and F is a fecundity function depending on population 
density, together with the initial condition (1.4) can be written in the form (l.l), (1.2). These 
models have been used by Fisher and Goh [3,4] to study whale populations. 
As a further example, the neutral equation: 
A [W&+‘(% - pkzk-t)] + b(?kf(%,) = 0, 
where A is the forward difference operator, e is a positive integer, 6 = fl, {ok}, {&}, {qk} are 
certain sequences of real numbers, and {ok} is a sequence of integers satisfying ok 5 k, has been 
studied for the oscillation properties of its bounded solutions [5]. This equation can be rewritten, 
in our notation, as: 
xk+l = 
xk-r - bk+lf(xo~+l). 
Equations with infinite as well as multiple delays such as 
P 
xk+l = xk - c Pikxk-mi 7 
i=l 
studied by Erbe and Zhang [6], can also be written in our system form (1.1). 
Our system (1.1) also contains the discrete integral equations of Volterra type: 
k-l 
xk+l = f k,xk,&@,txe) , 
e=o 
discussed in [7]. 
In (1.2), for the cases B = 0, and A = 0, we respectively have the initial and terminal value 
problems, and when A = -B = I, the identity matrix, and c = 0, we have the periodic boundary 
conditions [8]. It is easy to see that the boundary value problem describing transport phenomena 
[9,10]: 
is also included in (l.l), (1.2). 
A% = f(k, Xk, Yk), 
-&k = S(k, Xk, Yk), 
x0 = CY, YN = P, 
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The plan of this paper is as follows: In Section 2, we give the definitions of quasi-solutions, 
upper and lower solutions as well as coupled upper and lower quasi-solutions for the system (l.l), 
(1.2). We will also present some interesting comparison results, giving sufficient conditions for an 
upper and lower solution pair to form a sector (with upper solution greater than or equal to the 
lower solution). In Section 3, we develop two monotone iterative schemes for obtaining (quasi-) 
solutions of (l.l), (1.2) in a sector. Finally, in Section 4, we illustrate these monotone iterative 
schemes by two numerical examples. 
2. COMPARISON RESULTS 
We begin with the following: 
DEFINITION 2.1. A function u : T -+ !J? is called an upper solueion of (l.l), (1.2) if 
w+1 rfk(~o,w,.**,~k), 
Au0 + Bulv 2 c. 
It is called a lower solution if both the inequality signs in (2.1) are reversed. 
(2.1) 
DEFINITION 2.2. For each k, 0 5 k 5 N - 1, let k = p + q - 1 be a partition of k into two 
parts such that (0, 1,2,. . . , k} = {il, iz, . . . , ip} U {jl, jz, . . . , j,}. With respect to this partition, 
we denote &(x0,. . . , q) by fk( [zlP, [z]~). A function (5, y) : T -+ !P x !P is called a coupled 
quasi-solution of (l.l), (1.2) if 
x/c+1 = fk (b&r M,) 7 
!-A+1 = fk ([YIP? bl,) 7 
Ax0 f Bsjv = c, 
(2.2) 
Aye + Bylv = c. 
DEFINITION 2.3. Using the notation of Definition 2.2, a function (u, V) is called a coupled 
upper-lower quasi-solution of (1 .l), (1.2) if 
%+1 > fk (blp, blq) 7 
%+1 i fk(blp, b-4,)1 
AUO -I- BUN 2 C, (2.3) 
AVO + BUN 5 C. 
The following conditions on the functions fk will be used later: 
CONDITION C(p,q). For each k, 0 5 k < N - 1, fk = fk(sg, 21,. . . , zk) is monotone non- 
decreasing in (ziI, ziz, . . . , xi,) and monotone non-increasing in (xjl, xjz,. . . , xjq), where k = 
p + q - 1 is the partition as in Definition 2.2. If p = k + 1 and q = 0, we refer to this condition 
simply as condition C. 
In the following theorems, we establish some interesting comparison results for the upper and 
lower solutions or quasi-solutions of (l.l), (1.2). In particular, we give sufficient conditions for 
the upper solution to be greater than or equal to the lower solution. 
THEOREM 2.1. Let in problem (l.l), (1.2) each function fk satisfy the condition C, and whenever 
xi 2: xl%, 
f;(xi) - f;(xli) 5 $i(xi - xli), 
where L$i are nonnegative constants such that LL = oySyk ~~=, L2ns+i and Lk = l~jy. Li 
-- -- 
satisfy 
N-2 
L = LN-1 n (1 + Li) < i. 
i=o 
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Further, let A = I and B consist of nonpositive entries between -1 and 0. If u and u are upper 
and lower solutions, respectively, then u 2 u. 
PROOF. If the conclusion is not true then there exists an i such that 
Thus, by the definition of upper and lower solutions, we have, for each j, 
2 2 Lie {min (0, 21: - vi)}, 
2 L: (& _ V;) + 2 Lj,‘n+e { min (0, u’1 - G) > 7 
e=l 
2 L1(1 + Lo)(u6 - 7$). 
Inductively, we obtain 
u$ - ?I”N 2 LN-_1(1+ LN-z)(1+ LAr-3)*..(1+ Lo)(?& - &) = L(dj - 4i). 
Thus, we have 
which is a contradiction to the boundary conditions. This shows that ua 2 ve. Hence, as a 
consequence, the monotone nondecreasing property of fk implies that 
This completes the proof. 
REMARK 2.1. We note that the assumptions on the boundary conditions in Theorem 2.1 include 
the initial value and periodic boundary value problems. 
To facilitate our next result, we use the following notation: given matrices Ai,1 2 i 2 Ic, 
1 5 Ic 5 N, we write 
D1 = A;, 
Dz=A;+A;Dr, 
and in general, 
Dk = A: + A;Dl + ... + A;Dk-l. 
THEOREM 2.2. Consider the system (1.11, (1.2) and assume that there exist matrices A:, 1 5 
i 5 k, 1 5 k 5 N, consisting of nonnegative entries, such that the functions fk satisfy 
fk(xO, . . ,Xk) - fk(&-. ,x;) LA:(xo-xb)+...+A~(Xk--~), 
whenever x0 -x6, . . . , x,& -XL 2 0. Anther, assume that B = I and DN 2 -A. If u satisfies (2.1) 
with equality in the boundary condition, and v satisfies ?&+I 5 fk(ve, . . . , ?&) and ue 2 VIJ, then 
v is a lower solution and u 2 v. 
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PROOF. By our assumptions, if ‘1~0 >_ ~0, then uk - Vk 2 Dk(Ue - ve) >_ 0. And 2~~ - UN 2 
o,v(uo - 210) 2 -A( 2~0 - us) implies that v satisfies the boundary condition in the definition of 
the lower solution. 
REMARK 2.2. The above result is useful in constructing a lower solution v provided an upper 
solution ‘1~ satisfying the hypothesis is available. Also, a similar result holds for the upper solution 
when a lower solution satisfying the corresponding hypothesis is available. 
REMARK 2.3. Obviously, if A is the zero matrix, then the condition DN > -A is automatically 
satisfied. Thus, terminal boundary value problems are included in Theorem 2.2. For appropriate 
choices of A;, the result is also applicable to periodic boundary conditions. 
REMARK 2.4. Consider the equation (l.l), together with the terminal boundary condition, i.e., 
A = 0, B = I. Let u and v be upper and lower solutions, respectively, and suppose that there 
exists a positive constant p such that UN -UN 5 ~(uc -~a). Then, it is trivial to see that ‘LLO 2 ve. 
THEOREM 2.3. For the problem (1.1), (1.2), let the condition C(p, q) be satisfied. If (u,v) is a 
coupled quasi-solution and ue L VO, then u 2 v. 
PROOF. From the definitions, it follows easily that 
uk+l - vk+l 2 fk ([$I [VI,) - fk ([$ [$) 2 0. 
An inductive argument now yields the desired conclusion. 
3. MONOTONE ITERATIVE SCHEMES 
In this section, we develop two monotone iterative schemes which give quasi-solutions of (l.l), 
(1.2) in a sector defined by a coupled upper-lower quasi-solution. The corresponding procedures 
for obtaining solutions from an upper and lower solution pair are obviously contained in these 
schemes as special cases. We note that the first scheme proposed here is numerically more efficient 
than the usual schemes developed in [8,10-121. 
For the problem (l.l), (1.2), let each function fk satisfy the condition C(p, q) and let (u, v) 
be a coupled upper-lower quasi-solution with u 2 v. Define vectors @‘, @, j = 0, 1,2,. . . , 
0 <_ k 2 N, and [‘f”, Q$‘), j’ = 1,2,. . . , 0 5 k 5 N, iteratively as follows: 
(3.1) 
This iterative scheme is well-defined provided that (*) and ( ** are solvable, which is true if, for ) 
example, A is invertible. 
THEOREM 3.1. In the above set-up, let the iterative scheme be defined. And assume for the 
boundary conditions that -B is positive (negative) semi-definite and A has the property that if Au 
is nonnegative (nonpositive) (component-wise), then v is nonnegative. Then $) 5 Jt+l) 5 <f’ 
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and vk (j) 5 r], 
WI) 5 p, and (t(j),@)) converges to a quasi-solution (J,v) of (1.1), (1.2). 
firthermore, if (x, y) is another quasi-solution, then x 5 < and y > q. 
PROOF. For simplicity, as well as clarity of presentation, we will give the proof assuming the 
condition C. This can easily be modified to give the proof for the general case under the condition 
C(p, q). The first part of the proof proceeds by induction. Indeed, we have 
An inductive argument shows that 
Also, in view of the boundary conditions, we have A 
( 
Et’ - t$)) 5 -B ([$I - t$ . Thus, our 
> 
assumptions on A and B imply that <A” - @’ 5 0. Further, since 
an inductive argument shows that 
Similarly, by the boundary conditions, we have A 
( 
&’ - r&f’) > -B (cc’ - q:‘), and hence, 
our assumptions on A and B give [F’ - $) 1. 0. This establishes that q(O) 5 J(l) 5 c(O). 
For j = 1,2,. . . , we have, again by a simple inductive argument, 
Also, by the boundary conditions, A <ffl) - [f’) = -B (i$+l) - <g’), and hence, our as- 
sumptions on A and B imply that &+l) - @’ 5 0. Similarly, 
Again, by the boundary conditions, A 
( 
~$f+l) - #) = -B (&+l) - q$‘), and our assumptions 
on A and B give &+l) - $) 2 0. This proves that qf’ 5 cFsl) 5 if’. The claim that 
# 5 $fl) 5 @’ can be established similarly. Thus, we have a double sequence satisfying 
2, zz q(O) < q(l) < ?$2) 5 . . . _ - - < $A < ,$A < @-1) < p-2) 5 . . . 5 J(O) = u, _ _ 
and hence, the sequences {t(j)} and {v(j)} converge. It is clear that the limits are solutions of 
(l.l), (1.2). 
To see the last assertion of the theorem, let x be another solution in the sector [w,~]. Then, 
5k -ck =fk-l(ZO,xl,...,Zk-1) -fk-1(40,~1,...,Ek-l) 50. 
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Also, by the boundary conditions, A(zo - 50) = -B(ZJV - &). 
imply that ~0 - 50 I 0. Similarly, 
Our assumptions on A and B 
z/c - qk = fk-l(~O,~l,...,~k-1) - fk-l(vO,%, . . ,qk-1) 2 0. 
REMARK 3.1. If in the boundary conditions the matrix A is invertible, then the conditions on 
Also, by the boundary conditions, A(Q - ~0) = -B(xN - 71~). 
imply that 20 - ~0 L 0. 
Our assumptions on A and B 
A and B in Theorem 3.1 can be replaced by A-‘B being negative semi-definite. This is satisfied 
by the initial and periodic boundary conditions. 
In the following, we develop another iterative procedure for the problem (l.l), (1.2) with 
a different set of assumptions. For this, we introduce some notation. For a given matrix of 
nonnegative real numbers 
( > 
M,?’ , i 2 0, j 2 0, we define a sequence of numbers { &&} as follows: 
iG0 = 1, 
(3.2) 
j=O 
The following assumptions on the problem (l.l), (1.2) will be used so that our proposed iterative 
scheme will converge. 
ASSUMPTION 3.1. There exist nonnegative constants i@, . . . , Mk such that the functions fk 
satisfy 
fk(x0, . . . ,xk)-fk(&,... ,x6) < &M;(xi -x;), 
i=o 
whenever xj 2 ~5, 0 5 j 5 k. 
ASSUMPTION 3.2. The matrix A is positive semi-definite, B is negative definite, and ii$~ -EN < 
11 - B-lAII < A? N, where EN is defined to be the minimum of z(k)~, 1 < k 5 N - 1, E(k) is 
the sequence generated as in (3.2) from the matrix (L(k): = M$“), and M,?’ are the constants 
appearing in Assumption 3.1. 
ASSUMPTION 3.3. The functions U, TJ : T + W satisfy respectively the inequalities: 
Uk+l 5 fk(uO, . . . , uk), AUO + BUN I C, 
uk+l 2 fk(~O,.*.,~k), Avo + BVEJ 2 c. 
Furthermore, u 2 v. 
LEMMA 3.1. Let the function w : T + Rn be a solution of the inequality 
wk+l 5 Ii? 
Miwi, AwO + BWN 5 0, (3.3) 
i=O 
where Mi, . . . , Mi are nonnegative constants. Then, under Assumption 3.2, w 1 0. 
PROOF. It is clear that (3.3) implies the inequality 
WN 5 @NW& (3.4) 
Now we consider three cases: First, suppose 200 < 0. Then, it follows from the boundary 
condition that WN 2 -B-lAwo, which, combined with (3.4), gives tiNw0 1 -B-lAw0. The 
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last inequality is equivalent to liiry < ]I - B-lAII, w rc contradicts Assumption 3.2. Next, h’ h 
suppose there exists k, 1 I k < N - 1, with xk < 0. Then, it is easy to see that the system (3.3) 
implies the following inequality, which is sharper than (3.4): 
WN I [MN - E(k)N] 200. 
As above, this leads to a contradiction of Assumption 3.2. Finally, it is trivial to observe that 
the hypothesis WN < 0 contradicts the boundary condition. This completes the proof. 
THEOREM 3.2. Let the Assumptions 3.1, 3.2, and 3.3 hold. Then, there exist sequences {p(O) = 
u, p(l), . . . } and {a(‘) = V, o(l), . . . } converging monotonically to maximal and minimal solutions 
of (l.l), (1.2) in the sector [v, u]. 
PROOF. We define the following iterative process: 
/$J” = fk (&),&. . . ,,p> - $Mi (p!j) - pjj+y ,
af;l’ = fk (@&. . . ,@) - g M; (cy - o!j+l)), 
We shall prove the following: 
2, I a(l) I p(l) < 21, 
and 
,(A < ,cj+u < p+l) < p)* - - - 
&,(j+l) + B&+1) = c, 
0 
(3.5) 
Aa?+‘) + BCT $iw = c. 
(3.6) 
(3.7) 
To see (3.6), we note that 
ukfl - Pt!l < 6 Ml (W - ,i”) 7 
i=O 
A( (1) ‘110 - PO ) +B(uN-pi)) LO, 
-wk+l + ok+1 _ (l) < kM;- (-Q +@), 
i=o 
A -u. +c$) 
( ) ( 
+B -vN+C+ 
) 
SO. 
Also, by Assumption 3.1, we have 
[fk(UO,..vuk) - .fk(vO,... ,Zlk)]-_ML(ui-ai) +~M~(~~l’-,!l’), 
i=O i=o 
5 e&f; (pi’) - gj’)) 
i=o 
Combining the above with the boundary condition A p!’ - at) 
> ( 
+ B p:’ - CJ$‘) 5 0, and 
using Lemma 3.1, we obtain (3.6). The claim (3.7) follows similarly. 
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v = (JO) < g(l) < . . . < ,(d < p(j). . . < p) < p = u, 
- - - - - - 
and their convergence to solutions of (l.I), (1.2) is obvious. It remains to show that these limits 
are the maximal and minimal solutions. For this, suppose that z E [v, U] is a solution of (l.l), 
(1.2). Then, it suffices to prove that x E [o(j),@)] implies z E [&+l), p(j+l)]. To see this, we 
have 
- xk+l = fk &‘, . . . , &‘) - fk(x0, . . . , Xk) - $ Ml (plj) - p!j+y 
Sk ( M; ,$j, 2 
i=O 
-xi) _&M; (,!j) _ #+‘I) 
i=o 
=k ( j,,f; #+l) 2 
i=o 
Similarly, -gtT:) + xk+l 5 c;__, M; -,z!j+‘) + xi . 
( > 
Combining these with the boundary 
conditions and using Lemma 3.1, we get the desired result. 
REMARK 3.2. The above iterative scheme involves the solution of the linear boundary value 
problem 
Xf;;’ = fk (X$ . . . J;‘) - $ ML (,,) _ .tj+‘)), 
(3.3) 
Axbfl) + Bx$+‘) = c. 
0 
This problem can easily be solved. In fact, we have 
$;;) zz 2 M;fk_i (xv’, . . . , x,j’) _ M;++‘x& + M;+lxf+‘), 
i=O 
where Mk are determined by the constants Mi appearing in the Assumption 3.1 as follows: 
M;=l=M!,, 
Further, with respect to the boundary conditions, we assume that the matrix B is invertible. 
Then, xf+‘) is given by 
N-l 
(B-‘A + M;-I)-’ B-‘c - c M;fk-i (xf’, . . . ,x!j)) - M;+‘x& . 
i=o 
We note that the invertibility of B-lA + ME-’ occurs for generic choices of Mi, and does not 
impose any difficulty on our problem. 
REMARK 3.3. The above result can be generalized in an obvious way to give convergence to 
quasi-solutions. 
REMARK 3.4. To understand these iterative schemes better, consider the problem (l.l), (1.2). 
To obtain a pair of upper and lower solutions which define a sector, we may use the method 
of shooting [13,14], i.e., we start with appropriate values, say ~0 and TJO, for x0 and use (1.1) 
to construct two sequences {Uk} and {‘I&} which satisfy Uk 2 Vk. If the boundary conditions 
Au0 + BUN 2 c and Avo + BUN 5 c are satisfied, then the iterative scheme (3.1) can be used, 
provided the other assumptions on the functions fk hold. On the other hand, if the boundary 
conditions Au0 + BUN < c and Avo + BUN > c are satisfied, then the iterative scheme (3.5) can 
be used. Thus, in a certain sense, the two schemes proposed are complementary to each other. 
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4. EXAMPLES 
In this section, we illustrate the above iteration schemes by two examples. For simplicity, we 
have chosen two equations with single delay, although it is apparent that the schemes are just as 
easy to use in the case of multiple delays as well as other types of equations. 
EXAMPLE 4.1. Consider the following logistic problem 
1 
zk+l = xk + i&l + xk)xk-1, OSkS9, 
210 = 5x0, (4.1) 
2-r = 10. 
As suggested in Remark 3.4 for the problem (4.1) upper and lower solutions can be constructed 
and appear as: 
Table 4.1. 
k 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
uk vk 
0.1000000+2 o.ooooooo+o 
0.1110000+2 0.9999999-l 
0.1231000+2 0.9999999-l 
0.1378741+2 0.1011000+0 
0.1560774+2 0.1022011+0 
0.1789752+2 0.1033154+0 
0.2084700+2 0.1044430+0 
0.2475707+2 0.1055841+0 
0.3012664+2 0.1067388+0 
0.3783268+2 0.1079073+0 
0.4953166+2 0.1090899+0 
In the iterative scheme (3.1), we use these upper and lower solutions for the problem (4.1) 
compute the following numerical results: 
Table 4.2. 
0.9906332+1 
0.7204589+1 
0.1631870+0 
0.2890129-l 
0.2889946-l 
0.1218543+2 0.1541881+2 
0.1182926+2 0.1488220+2 
0.8675264+1 0.1035842+2 
0.2815937+0 0.2887949+0 
0.1321185+0 0.1351083+0 
0.1321165+0 0.1351062+0 
&i’ g’ SIjd 
0.2053436+2 0.2953956+2 0.4818865+2 
0.1965467+2 0.2791051+2 0.4454466+2 
0.1271975+2 0.1623280+2 0.2189212+2 
0.2962027+0 0.3038443+0 0.3117294+0 
0.1381606+0 0.1412902+0 0.1444995+0 
0.1381584+0 0.1412880+0 0.1444973+0 
Table 4.3 
j @) 7:’ @ @ @ vg 
1 0.2181798-l 0.1242450+0 0.1270376+0 0.1298872+0 0.1328080+0 0.1358032+0 
1 2 1 0.2716046-l 1 0.1301834+0 1 0.1331244+0 1 0.1361267+0 ) 0.1392047+0 1 0.1423609+0 1 
0.1349865+0 0.1380358+0 0.1411622+0 0.1443683+0 
0.1351058+0 0.1381580+0 0.1412876+0 0.1444968+0 
0.1351062+0 0.1381584+0 0.1412880+0 0.1444973+0 
to 
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A comparison of Tables 4.2 and 4.3 shows that the scheme (3.1) indeed converges monotonically 
to the unique solution of (4.1) within the sector. 
EXAMPLE 4.2. Consider the problem 
1 
xkfl = xk + -xkxk-1, 
2k 
OIk<5 
x,, = 326, (4.2) 
x-1 = -0.8. 
Once again, as suggested in Remark 3.4, we use the shooting method to construct the following 
functions u and v which satisfy the Assumption 3.3: 
Table 4.4. 
“k 
0.1000000+0 
0.2000000-1 
0.2100000-1 
0.2110500-l 
0.2116040-l 
0.2118832-l 
0.2120233-l 
1 , 
It can also be verified easily that the Assumptions 3.1 and 3.2 are satisfied with the constants: 
I@ = 0.2, Mf = 0.1, M; = 1.5, M; = 0.075, M; = 1.05, M; = 0.039375, M; = 1.0375, 
M2 = 0.02042578, M: = 1.019688, Mi = 0.01041396, Mz = 1.010213, with all other ML = 0. 
Using these, the following tables are obtained by the iterative scheme (3.5). Again, monotone 
convergence to the unique solution of (4.2) within the sector is achieved. 
j 
1 
2 r 4 8 11 @ 0.3115502+0 0.5145263+0 0.9166347+0 0.9789769+0 0.9789776+0 
0.3170695+0 
0.3170627+0 
0.3170624+0 
0.3170623+0 
Table 4.6. 
,p 
0.9267452-I 0.1008656+0 
0.1532068+0 0.1666119+0 
0.2730112+0 0.2968485+0 
0.2916350+0 0.3170621+0 
0.2916352+0 0.3170623+0 
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