The geographic distribution of species is of interest in making conservation plans, designating biosphere reserves, and in understanding the different range sizes of species. In this paper, an evolutionary algorithm is used to classify species of freshwater crustacean zooplankton as geographically informative or geographically non-informative. Geographically non-informative species tend to have a broad distribution, while geographically informative species exhibit a locality that suggests a greater degree of ecological vulnerability. The data under analysis were mined from the literature from 1930 to 1992 and are in the form of presence/absence data for each species. An evolutionary algorithm is used to maximize the correlation of the geographic distances between ponds with the Hamming distances between ponds computed from the species presence/absence data. Maximization is over the set of species selected for computation of the Hamming distance. The representation used is a binary-gene evolutionary algorithm that selects which species are used. The evolutionary algorithm has highly consistent results between runs. All the runs select the same large group (meaning those species are geographically informative) and fail to select from another large group (meaning those are geographically non-informative); a small number of species are ambiguous, sometimes selected and sometimes not. A second set of experiments in which a large number of short runs are made demonstrates that the fitness landscape of the optimization problem in this study is not a single multi-dimensional hill. Non-trivial interaction between different loci in the representation is found. This study demonstrates that the scheme presented for searching for a purely biologically-based distance that mimics geographic distance is both practical and a non-trivial evolutionary computation problem.
I. INTRODUCTION
While the problem is perhaps less acute than in fields like network security or molecular biology, the science of ecology is beginning to suffer from a wealth of data. There is a need to construct data analysis pipelines that can automatically reduce large data sets to useful pieces of information. Without the creation and standardization of such pipelines, ecology will suffer from ad hoc analysis of data with each study inventing its own data pipeline and choosing different subsets of the available computational tools. An excellent reference for many of the available tools for analysis of ecological data is [5] .
In this study a technique for taking species distribution data and automatically classifying the species as geographically informative or non-informative is introduced and tested on a set of data giving the species distribution of 82 species of crustacean zooplankton in 1604 Canadian ponds. A species is geographically informative if its presence or absence at a given location yields information about the geographic position of that location in a manner that will be made precise subsequently. This data set is based on unpublished data from K. Patalas from the Freshwater Institute (Winnipeg, Manitoba), although subsets have been incorporated in, for instance, the Atlas of Alberta Lakes. This data set was constructed based on his own sampling and literature data on Canadian ponds covering publications between 1930 and 1992. For each pond the data set includes the presence of a crustacean zooplankton species and the spatial coordinates of that pond. The data used in this study do not have abundance estimates; for each species and pond there is a Boolean variable indicating the species is present (1) or absent (0).
The goal of this study is to demonstrate a method for automatically classifying species as geographically informative or non-informative. Geographically informative species have a more local distribution than geographically non-informative species. The Hamming metric is used to derive distances from the available binary species distribution data, and the results are compared to the geographic distances between the ponds. Geographic distance is easily computed from the map coordinates of the ponds. The Hamming distance between two ponds is the number of species present in one but not both ponds. This could lead to a ludicrous comparison if there were ponds at substantial geographic distance both of which also possessed few species. The high final correlations between Hamming and geographic distance found in this study suggests that few such pairs of ponds appear in the data set.
As outlined thus far the Hamming distance cannot be optimized; it is what it is based on the binary data. The optimization is over the set of species used to compute the Hamming distance. The evolutionary algorithm operates on a simple binary representation that selects which species are to be used in computing the Hamming distance. The quality of a selected set of species is the correlation
where the sum is over all entries of the geographic (X) and Hamming (Y ) distance matrices on the ponds. The normalization factors ||X|| and ||Y || are the square root of the sum of the squares of all entries in the respective matrices. Equation 1 is the standard correlation coefficient save that the data sets to which it is applied are in the form of a matrix. This correlation between a Hamming distance induced by a subset of the species and the geographic distance serves as the evolutionary algorithm's fitness function (to be maximized). The remainder of the paper is structured as follows. Section II gives the experimental design. Section III gives the results and discusses them. Section IV suggests possible improvements to the system, and Section V discusses other possible applications.
II. EXPERIMENTAL DESIGN
The evolutionary algorithm used for species selection operates on a population of 60 binary chromosomes of length 82. Each of the 82 positions in a chromosome correspond to one of the species in the data set. A value of 1 in the chromosome means that the presence or absence of the species contributes to the Hamming distance between ponds, while a value of 0 indicates the species is to be ignored. Fitness is the correlation, given by Equation 1, between the Hamming distance matrix derived from the selected set of species for the 1604 ponds in the data set and the geographic distance matrix on the ponds.
The evolutionary algorithm is steady state [7] operating by mating events. The model of evolution used is single tournament selection with tournament size seven. In a mating event seven chromosomes are selected, and the two best are copied over the two worst. The copies undergo two-point crossover and single-point mutation 100% of the time. The mutation operator selects a single loci within the chromosome and inverts it, either adding or removing one species from the subset of species specified by the chromosome. A set of Fitness.
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95% CI Best fitness twenty initial runs were performed that lasted for 2400 mating events. A second set of 140 runs were performed in which the evolutionary algorithm was run for 240 mating events. These latter runs were performed to identify species that were geographically informative only when another species was absent. In any given run of the evolutionary algorithm the subset of the species yielding the highest correlation with the geographic distance is saved. Figure 1 shows the evolution of fitness for a typical 2400-mating-event run and a typical 240-mating-event run. As in the two runs shown, the final best fitness was invariably significantly better than the best initial fitness. The total increase in best correlation is typically 0.03, a modest increase, but the selection of species induced by this increase in correlation was highly consistent as will be demonstrated in the next section. The very flat character of the right hand side of the fitness plots in the 20 long runs suggests that running the algorithm longer would not increase the correlation between Hamming and geographic distance.
III. RESULTS AND DISCUSSION
For both the 20 runs with 2400 mating events and the 140 runs with 240 mating events, the frequency with which species are selected or rejected was computed. Table I Distribution of species usages, 2400 ME runs. frequencies for the 20 longer runs, and Table II shows them for the shorter runs. The sorted distributions of these frequencies are shown in Figures 2 (long runs) and 3 (short runs). The short runs were performed after the long ones and were motivated by questions about why nine out of 82 species in Table I were not uniformly accepted or rejected by the evolutionary algorithm. At 240 mating events most of the progress toward the final fitness has been made in most runs. Saving the best result at generation 240 thus yields a set of species that induces a high correlation of species-based Hamming distance with geographic distance.
The short runs yielded a far less stark selection of species than the long ones. Rather than 74 species being always or never selected by the evolutionary algorithm, only 15 were. Likewise the sorted plots of the percentage of evolutionary algorithm runs that selected a species, Figures 2 and 3 , have exceedingly different characters. Some of the species that were always selected in the long runs, e.g. Acdenti, were not always selected in the short runs. This suggests that some species are informative only if the right mix of other species are present.
The data from the short runs were used to check all pairs of species for independence of selection. A χ 2 test for independence was performed, and eighteen pairs of species were found for which the null hypothesis of independence was rejected. These species are given in Table III . Thirteen of the eighteen pairs of species that exhibit statistically significant lack of independent selection include the species Opgracie. Figure 4 shows the geographic distribution of Opgracie and the other species that exhibited a lack of independence in selection by the evolutionary algorithm. The distribution of each of the species in Table III is shown in Figure 5 .
The range of Opgracie is an angular shape with two northern locations, some in the central planes, and a collection of locations to the east. It is not clear why this shape of distribution would interact poorly with others. It is clear, however, that Opgracie is present in many (46.4%) of the best species choices in the short runs and none of those made in the Distribution of species usages, 240 ME runs. long runs. This strongly suggests that a choice that is good in the earlier part of evolution can be discarded later. This in turn suggests that the fitness landscape has an interesting shape.
The presence of fifteen species that exhibit a lack of independence in their selection demonstrates that the contribution of species to the Hamming-geographic correlation is not independent of which other species are present. The presence of 15 species that are selected part of the time in the long runs similarly suggests that the optimization problem of maximizing correlation does not neatly decompose, at least in the current representation. These observations suggest that an evolutionary algorithm is a good choice for this type of optimization. A simple greedy algorithm would make irreversible choices; if one of those choices was Opgracie, for example, the greedy algorithm would be stuck with it. The ability of an evolutionary algorithm to re-examine the worth of a given choice in light of other choices has positive utility for this problem.
Examination of the species in the middle of the frequencyof-selection distribution given in Table I shows Dibieth selected 60% of the time, Daloger, Daschoe, and Deiseni selected 50% of the time, and Chsphae selected 40% of the time. None of these are among the species that exhibited a lack of independent selection. Of the species appearing in Table III , four were always selected, eight were never selected, and the remaining three were selected 90% or 10% of the time. In the end, species that were members of a pair that exhibit a lack of independence were not selected anywhere close to half the time; most were always or never selected and only 10% of runs disagreed on the others.
Overall, the evolutionary algorithm in the long runs produces highly consistent results and appears to be dealing well with the interesting character of the fitness landscape. The long runs all agreed on their classification of 74/82=90.2% of the species as geographically informative, in spite of having only 15/82=18.3% agreement in the short runs.
In the 20 long runs, the best correlation coefficient 
IV. POSSIBLE IMPROVEMENTS
The greatest bottleneck in the use of the evolutionary algorithm is computing the correlation of the Hamming and geographic distance matrices. Obvious measures, such as working only on the upper triangle of the distance matrices, have already been taken. There is potential for merging ponds in the same area with the same species distribution to a virtual pond at their geographic mean position. A more extreme version of this strategy would be to cluster the ponds count species as present to the degree that they are present in the cluster. Either of these measures could be used during evolution with the quality of the species selection checked on the full set of ponds in a validation step to provide an accurate result. Such aggregation of data, if it yields highquality results, could substantially speed fitness evaluation by reducing the dimension of the matrices being correlated.
While parallelization of the matrix correlation computation would speed fitness evaluation, there is little benefit in doing so. Parallelizing a correlation computation is at least slightly more difficult than simply running a distinct population on each available processor. For some types of parallel machines it may be that available vectorized calculation will make parallelization of the correlation computations easier than the running of multiple populations. In either case, the use The data set used was drawn from literature spanning the period 1930-1992. It may be that in this time-span the distribution of species changed. The cost of verifying the presence of the species in 1604 ponds spread across all of Canada is prohibitive. It is possible to adopt the point of view that any pond where a species has lived is legitimately part of its range, barring massive climate change or similar upheavals, and so the study looks at the known potential range of the species rather than the current range. The application of this algorithm to other species distribution data sets is a goal of future work. If species abundance information is available, then it would be possible to replace the Hamming distance with a more general metric and so obtain sharper results. There are a number of possible ways to generalize the Hamming metric and, at this point, there seems little reason to prefer one to another. If such a data set becomes available, then a study could be made comparing different generalizations of the Hamming metric.
In the long runs performed in this study there was remarkably little disagreement between different runs on which species should be selected. In the short runs there was substantial disagreement. A simple extension of the techniques presented in [2] , [3] could be used to classify and visualize the different optima located by the short runs, permitting Table III . some degree of understanding of the fitness landscape. On conjectural data sets that do not yield the sort of agreement found by the long runs in this study, these techniques would be even more useful. This kind of investigation is also a first step toward understanding the fitness landscape for this class of evolutionary optimization problem. Something that is lacking in this study, due to a dearth of available run-time, is a study of the impact of varying the rate of variation operators and other parameters. The parameters chosen: population size 60, size seven tournament selection, two-point crossover applied 100% of the time, and single-point mutation applied 100% of the time are routine settings. It is well known that performance can often be increased by tuning these parameters [1] . Single-point mutation, in particular, is quite conservative and likely to induce a fitness landscape with many local optima. The relatively low selective pressure induced by the single tournament selection of size seven was chosen to compensate for the amount of mutation.
V. OTHER APPLICATIONS
The evolutionary algorithm in this study selected a set of species that have the property that the Hamming distance between ponds, based on the Hamming distance between species present/absent vectors for those ponds, is as close as possible to the geographic distance between the ponds. The technique is agnostic to the notions of "species" and "ponds." It could, for example, be used to classify cuisines as regional or not by replacing the species-pond matrix with a citycuisine matrix. The technique could be applied to almost any geographically distributed Boolean data. Using the analysis technique in this study on other data is a priority for future research.
There is also the potential to modify the optimization to obtain a tool for performing feature set selection. Let us suppose that we have a large set of features to be used in a classification problem. Feature selection [4] , [6] can be done in a number of ways: expert knowledge, correlation with class variables, computing mutual information content or entropy of the features, and many other techniques. In this case, if there is a metric or distance function on a set of training data, then the algorithm given in this study could be used to select a set of features in the following fashion. The features would need to be numericalized and normalized (possibly a bad idea for features that are categorical rather than numerical). Once the features are in a normalized, numerical form, there is a natural way to place a Euclidian metric on the space, simply treat the numericalized feature vector as a point in R n where n is the number of available features. A binary-gene evolutionary algorithm that selects features based on the ability of the induced Euclidian metric to mimic the metric on the training data would be a form of feature selection that incorporates many types of feature interactions into the search.
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