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En el campo de las ciencias de la computación y, en especial, en lo que respecta al desarrollo de 
sistemas de información, cada vez es más común la combinación de diversas tecnologías para 
llevar a cabo la construcción de software. La exibilidad que aportan los sistemas software 
basados en componentes permite modicarlos una vez que han sido desarrollados, tanto en 
tareas destinadas al mantenimiento y evolución del software, como en tareas de adaptación.
El trabajo de investigación desarrollado consiste en una infraestructura de servicios para el 
despliegue y gestión de aplicaciones mashup, un tipo particular de software basado en 
componentes. La infraestructura da soporte a aplicaciones mashup de distintos dominios y que 
se despliegan en plataformas diferentes. El modelo de infraestructura está constituido por tres 
capas: cliente, dependiente e independiente de la plataforma. Las dos últimas capas 
constituyen el núcleo de la propuesta y juntas reciben el nombre de COScore (COTSget-based 
architecture Operating Support core).
El núcleo de la infraestructura está desarrollado como un conjunto de servicios, cada uno de los 
cuales agrupa una serie de operaciones relacionadas entre sí. De esta manera, el COScore 
ofrece toda la funcionalidad necesaria para el despliegue de aplicaciones mashup y, además, 
permite realizar todas las acciones de gestión relacionadas con el uso de dichas aplicaciones. 
La propuesta ha sido evaluada y validada con ENIA, un sistema de información constituido por 
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Pro´logo
En el campo de las ciencias de la computacio´n y, en especial, en lo que respecta al desa-
rrollo de sistemas de informacio´n, cada vez es ma´s comu´n la combinacio´n de diversas
tecnolog´ıas, por ejemplo, utilizando diferentes lenguajes de programacio´n, haciendo uso
de mu´ltiples marcos de trabajo y librer´ıas, o conectando elementos que pertenecen a
distintos fabricantes. Este tipo de ensamblaje es un mecanismo asumido cuando se hace
referencia a la construccio´n de sistemas hardware (elementos f´ısicos de un sistema de
computacio´n), de manera que, cada una de las piezas que se utilizan esta´n descritas a
trave´s de algu´n tipo de especificacio´n que incluye, adema´s, la informacio´n necesaria para
poder conectar dicha pieza con el resto de elementos del sistema. Como consecuencia,
existe una amplia variedad de esta´ndares para la construccio´n de estos componentes, los
cuales son asumidos por la gran mayor´ıa de los fabricantes. Parte de estos esta´ndares
esta´n orientados a la descripcio´n de piezas que se utilizan para el montaje del producto
final (perspectiva interna), mientras que otra parte de ellos esta´n enfocados en la defini-
cio´n de co´mo dicha pieza puede ser conectada con otro dispositivo o de co´mo puede ser
utilizada (perspectiva externa o de interfaz). Como ejemplo, pensemos en los teclados de
ordenador disponibles actualmente en el mercado. Por un lado, cada dispositivo de este
tipo dispone de una ficha de especificacio´n te´cnica que describe co´mo ha sido construido
y por que´ piezas esta´ formado. Por otro lado, todos los teclados tienen un conector de
tipo USB o PS/2 (y no cualquier otro tipo de conector de los existentes en la industria),
permitiendo la interoperabilidad con otros dispositivos del sistema. De esta manera, to-
dos los ordenadores que deseen utilizar un teclado, deben ofrecer un conector del tipo
correspondiente.
En el caso de la construccio´n de sistemas software (elementos lo´gicos de un siste-
ma de computacio´n) ocurre algo parecido, pero con ciertas caracter´ısticas particulares
que deben ser tenidas en cuenta. Desde los comienzos de la Ingeniera del Software (SE,
Software Engineering), el disen˜o y construccio´n de arquitecturas basadas en componen-
tes reutilizables ha representado un principio esencial en el desarrollo de aplicaciones
software. En particular, el campo de la Ingenier´ıa del Software Basada en Componentes
(CBSE, Component-Based Software Engineering) tiene como objetivos principales (i)
el desarrollo de sistemas a partir de un conjunto de partes, (ii) el desarrollo de cada
una de las partes como entidades que pueden ser reutilizadas, y (iii) el mantenimiento
y actualizacio´n de los sistemas mediante la configuracio´n o reemplazo de dichas partes
[Crnkovic, 2001]. Dentro de esta disciplina, los componentes software constituyen las
piezas por las cuales esta´n formados los sistemas y, por tanto, deben ser descritos de
manera que cualquier desarrollador, fabricante o usuario que quiera utilizar dicho com-
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ponente, disponga de la informacio´n necesaria para su correcto funcionamiento. Para
ello, las especificaciones de los componentes deben incluir, al menos, una definicio´n de
co´mo se puede hacer uso del componente y de que´ acciones son necesarias en el caso
de que se quiera conectar dicho elemento software con otro componente del sistema
(perspectiva de “caja negra” de un componente). Adicionalmente, el componente puede
ofrecer una descripcio´n acerca de co´mo se implementa su lo´gica interna (perspectiva de
“caja blanca” de un componente).
Al contrario de lo que ocurre en el hardware, los componentes software pueden ser
actualizados sin la necesidad de volver a realizar un nuevo proceso de fabricacio´n adicio-
nal que cambie dicha pieza o parte del software. Del mismo modo, los sistemas software
pueden ser modificados y adaptados sin tener que ensamblar de nuevo cada una de
las partes que los constituyen. En el caso de los componentes, si se tiene acceso a la
implementacio´n, es posible realizar un proceso de actualizacio´n automa´tico de su lo´gica
interna, por ejemplo, modificando el co´digo. Por el contrario, si se trata de un componen-
te de “caja negra”, existen te´cnicas para la creacio´n de un co´digo envoltorio (wrapper)
que tambie´n pueden ser automatizadas para realizar dicha actualizacio´n. En el caso de
sistemas software basados en componentes, existen diferentes mecanismos para llevar a
cabo su adaptacio´n, como por ejemplo, actualizar alguno de sus componentes, reconec-
tar sus piezas de forma diferente a la original, insertar nuevos componentes, eliminar
partes que no son necesarias o reemplazar componentes por otros que cumplan mejor
con una funcionalidad requerida. Dichos mecanismos, por lo tanto, se encargan de rea-
lizar algu´n cambio en la arquitectura del sistema, la cual esta´ definida por medio de sus
componentes y las relaciones que existen entre ellos.
Esta flexibilidad que aportan los sistemas software basados en componentes permite
modificarlos una vez que han sido desarrollados, tanto en tareas destinadas al manteni-
miento y evolucio´n del software, como en tareas de adaptacio´n en tiempo de ejecucio´n.
Algunas de las estrategias de adaptacio´n en tiempo de ejecucio´n pueden ser disen˜adas
e implementadas durante el desarrollo del sistema, por ejemplo, como operaciones de
reconfiguracio´n que, bajo determinadas circunstancias (relativas al tipo de usuario que
interactu´a con el software, a los recursos disponibles, a la disponibilidad de nuevos com-
ponentes, etc.) cambien la arquitectura del sistema. Sin embargo, pueden existir otras
estrategias que, por no haber sido identificadas en fases previas del desarrollo o por no
disponer de la informacio´n necesaria, no hayan sido incluidas en la implementacio´n del
mecanismo encargado de adaptar el sistema. Por lo tanto, en el caso de que se quiera
conseguir un sistema software basado en componentes que se adapte de forma dina´mica
y flexible, tanto a situaciones contempladas previamente como a las nuevas circunstan-
cias que surjan, se pone de manifiesto la necesidad de poder aplicar nuevas opciones de
reconfiguracio´n que sean adicionales a la lo´gica de adaptacio´n implementada.
Un ejemplo de nuevas alternativas de adaptacio´n que deben ser incorporadas tras el
desarrollo de un sistema son aquellas que provienen de la interaccio´n que se realiza con
las aplicaciones software una vez que son desplegadas. A partir de dicha interaccio´n,
que puede haber sido realizada por los usuarios o como origen de una comunicacio´n
de un elemento software, es posible extraer, deducir o inferir nuevo conocimiento que
sirva para enriquecer y mejorar las opciones de cambio de las arquitecturas que defi-
nen dichas aplicaciones. La aplicacio´n de nuevas alternativas de reconfiguracio´n puede
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ser abordada desde distintas aproximaciones, como el reemplazamiento de una lo´gica
de adaptacio´n por otra, la modificacio´n de las reglas que definen el comportamiento
de dicha lo´gica, o la incorporacio´n de diferentes puntos de origen con la capacidad de
reconfigurar las arquitecturas software, entre otros posibles ejemplos. En cualquier ca-
so, la infraestructura que de soporte a cualquiera de estas alternativas (o a cualquier
otra propuesta de adaptacio´n de sistemas basados en componentes) debe proporcionar
las operaciones de reconfiguracio´n necesarias, as´ı como aquellas acciones que permitan
gestionar las arquitecturas de dichos sistemas.
Una infraestructura que proporcione un soporte a la adaptacio´n de software ba-
sado en componentes debe tener en cuenta aspectos de interoperabilidad e integracio´n
de las diferentes piezas que lo constituyen. De manera ligada a dichos aspectos y co-
mo parte de una nueva tendencia en la que los diferentes componentes que constituyen
un sistema software son considerados como servicios que deben ser conectados entre
s´ı, surge el concepto de aplicaciones mashup [Daniel and Matera, 2014]. En esta nueva
corriente, el te´rmino mashup no se refiere u´nicamente a servicios web ni su a´mbito de
aplicacio´n esta´ limitado al dominio Web sino que, por el contrario, pretende agrupar a
aquellas aplicaciones software desarrolladas y desplegadas como resultado de la compo-
sicio´n de elementos software heteroge´neos. La composicio´n de elementos heteroge´neos
es una te´cnica bien conocida en la Ingenier´ıa de Software Basada en Componentes, no
obstante, en las aplicaciones mashup se le otorga una perspectiva de integracio´n e inter-
operabilidad ma´s vinculada a las etapas de despliegue y ejecucio´n de una aplicacio´n que a
las etapas de disen˜o y construccio´n (en contraposicio´n a la perspectiva de los paradigmas
tradicionales). Como otros aspectos adicionales, el concepto de mashup esta´ relacionado
con desarrollo ra´pido de aplicaciones software gracias a la utilizacio´n de servicios y APIs
(Application Programming Interfaces) que pueden haber sido desarrollados por terce-
ros y que, adema´s, son abiertos y esta´n disponibles para que el nuevo software que se
construya pueda hacer uso de ellos de manera sencilla y desde cualquier ubicacio´n.
El uso de componentes y servicios que han sido desarrollados tanto por la organi-
zacio´n que construye nuevo software (propios) como por organizaciones externas (de
terceros) resulta en un amplio cata´logo de piezas que pueden ser utilizadas para generar
nuevas aplicaciones. Este hecho deriva en una gran variabilidad de opciones para cons-
truir sistemas software, lo cual puede suponer una ventaja (puesto que se dispone de
gran variedad de alternativas) pero tambie´n implica la necesidad de gestionar todos los
elementos disponibles y las operaciones de reconfiguracio´n.
En la actualidad, existen cada vez ma´s trabajos de investigacio´n enfocados en la com-
binacio´n, integracio´n e interoperabilidad de los servicios que constituyen las aplicaciones
mashup. Como casos pra´cticos de aplicacio´n, tambie´n existen propuestas de cata´logos
de servicios, APIs y repositorios de componentes cuyo objetivo es poder llevar a cabo la
construccio´n de mashups. A modo de ejemplo, aplicaciones mashup de interfaz de usua-
rio son ofrecidas en forma de tablero de mandos o panel de instrumentos (dashboard)
para que los usuarios de dichas aplicaciones puedan configurarse una interfaz con los
componentes que desean o que ma´s utilizan. Casos espec´ıficos de este tipo de aplicacio-
nes puede verse en productos actuales ofrecidos por Netvibes, Geckoboard o MyYahoo,
y tambie´n suponen la base de algunos proyectos que ya han finalizado, como es el caso
de las interfaces basadas en widgets de iGoogle. En cualquier caso, todav´ıa existe un
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vac´ıo en lo que respecta a propuestas de infraestructuras que ofrezcan un soporte glo-
bal a todas la funcionalidad relacionada con la gestio´n de aplicaciones mashup y con su
despliegue, incluyendo operaciones de alta/baja/modificacio´n de nuevos servicios, recon-
figuracio´n de las arquitecturas que definen las aplicaciones o gestio´n de la comunicacio´n
entre los servicios desplegados, como algunos posibles ejemplos de dicha funcionalidad.
Desde nuestro punto de vista, las metodolog´ıas y te´cnicas comentadas pueden uti-
lizarse de manera conjunta para el desarrollo de una infraestructura que de solucio´n a
toda la funcionalidad requerida por las aplicaciones mashup. Para ello, la combinacio´n
de la Ingenier´ıa de Software Basada en Componentes y la tecnolog´ıa mashup nos permi-
te (i) construir aplicaciones software complejas mediante el ensamblaje de piezas ma´s
simples, (ii) que dichas piezas puedan desarrollarse por terceras partes y ser utilizadas
posteriormente por cualquier aplicacio´n mashup, (iii) que los servicios y componentes
que constituyen estas piezas se encuentren disponibles y accesibles (i.e., en la red) pa-
ra su utilizacio´n e incorporacio´n a las aplicaciones, (iv) que la comunicacio´n entre los
componentes sea resuelto mediante te´cnicas de interoperabilidad de servicios, (v) que
los distintos componentes puedan integrarse en una misma aplicacio´n, y (vi) que las ar-
quitecturas software que constituyen las aplicaciones puedan reconfigurarse modificando
su estructura para adaptarse a lo largo del tiempo.
El trabajo de investigacio´n desarrollado en la presente tesis doctoral tiene como
objetivo principal el desarrollo de una infraestructura que de solucio´n al despliegue y
gestio´n de aplicaciones mashup, incluyendo la funcionalidad mencionada anteriormen-
te. Adema´s, la infraestructura debe dar soporte a aplicaciones mashup pertenecientes a
distintos dominios e, incluso, que se desplieguen en dispositivos de plataformas diferen-
tes. Con esta finalidad, la infraestructura se basa en un proceso de abstraccio´n que nos
permite definir las aplicaciones mashup como arquitecturas software en las que se repre-
sentan cada uno de los componentes que forman parte de ellas, as´ı como sus relaciones.
De esta manera, las distintas piezas de las aplicaciones se gestionan de forma similar,
independientemente del dominio y de la plataforma, y u´nicamente se ejecutan operacio-
nes espec´ıficas de una plataforma cuando hay que generar el co´digo necesario para el
despliegue de las aplicaciones. Cada una de estas piezas ha sido nombrada como com-
ponente COTSget, de la combinacio´n del concepto de componente COTS (Commercial
Off-The-Shelf ) para hacer referencia a componentes que pueden haber sido desarrolla-
dos por terceras partes, y del te´rmino gadget, que se refiere a un artefacto software que
encapsula cierta funcionalidad y que permite llevar a cabo una tarea.
El modelo de infraestructura propuesta esta´ constituida por tres capas. La capa que
se encuentra en el nivel inferior es la capa independiente de la plataforma y contiene toda
la funcionalidad que es comu´n a todos los dispositivos para los que se pueden construir
aplicaciones mashup. La capa superior esta´ formada por las propias aplicaciones mashup
y por los clientes que hacen uso de ellas, entre los que se encuentran, por ejemplo, los
navegadores (en el caso de que las aplicaciones de tipo web) o los contenedores de apli-
caciones (en el caso de las aplicaciones de tipo Java). Realizando el rol de intermediario,
existe una capa dependiente de la plataforma encargada de conectar la capa cliente con
la capa independiente de la plataforma. El objetivo de esta capa intermedia es permitir
la comunicacio´n entre ambas capas, de manera que las aplicaciones que se encuentran
desplegadas en la capa cliente puedan ser gestionadas por la lo´gica de las operaciones de
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la capa independiente (teniendo en cuenta la informacio´n que proporciona la primera)
y que las decisiones tomadas en la capa inferior puedan modificar las aplicaciones en
tiempo de ejecucio´n y de forma dina´mica. Esta flexibilidad se consigue, por ejemplo,
sin llevar a cabo una recarga de toda la aplicacio´n y actualizando u´nicamente aquellas
partes de la arquitectura que han sido modificadas.
La capa dependiente de la plataforma tambie´n contiene los distintos repositorios de
componentes que pueden formar parte de las aplicaciones mashup y, dependiendo del
tipo de plataforma utilizada en cada momento, se hara´ uso de una coleccio´n u otra.
Teniendo en cuenta que la capa cliente no es una aportacio´n propia del trabajo de
investigacio´n, sino que u´nicamente se utiliza como soporte para el despliegue de las
aplicaciones, las otras dos capas de la infraestructura (dependiente e independiente de la
plataforma) constituye el nu´cleo de la propuesta de esta tesis doctoral y juntas reciben
el nombre de COScore (COTSget-based architecture Operating Support core). Uno de los
aspectos que caracterizan este nu´cleo de la infraestructura es que esta´ desarrollado como
un conjunto de servicios. Cada servicio, a su vez, agrupa un conjunto de operaciones
relacionadas entre s´ı. Por ejemplo, existe un servicio que contiene todas las operaciones
relacionadas con la gestio´n de usuarios (creacio´n, eliminacio´n, modificacio´n, etc.). De
esta forma, el desarrollo de la infraestructura ha generado una API que ofrece toda la
funcionalidad necesaria para poder llevar a cabo el despliegue de aplicaciones mashup y
que, adema´s, permite realizar todas las acciones de gestio´n relacionadas con el uso de
dichas aplicaciones.
Objetivos y contribucio´n
El desarrollo de una infraestructura de servicios para poder llevar a cabo el despliegue y
la gestio´n de aplicaciones mashup tiene, como consecuencia, la necesidad de completar
los siguientes objetivos de cara´cter gene´rico:
1. En primer lugar, es necesario que exista un modelo de infraestructura que de
soporte a aplicaciones basadas en componentes, en particular, aplicaciones tipo
mashup. El soporte ofrecido debe permitir tanto el despliegue de las aplicaciones,
como la gestio´n posterior de las acciones necesarias para su correcto funcionamiento
y para poder realizar operaciones de reconfiguracio´n en tiempo de ejecucio´n.
2. En segundo lugar, la infraestructura creada debe permitir el despliegue y gestio´n
de aplicaciones mashup de distintos tipos y en distintas plataformas, siempre que
cumplan con unos determinados requisitos.
3. En tercer lugar, para que sea posible llevar a cabo este enfoque gene´rico de las
aplicaciones mashup, es necesario utilizar te´cnicas formales en forma de especifi-
caciones para la descripcio´n tanto de los componentes como de las arquitecturas
que constituye las aplicaciones.
4. En cuarto lugar, se establece que toda la funcionalidad ofrecida por la infraestruc-
tura debe estar proporcionada en forma de servicios. De esta manera, las aplica-
ciones mashup hara´n uso de dichos servicios para llevar a cabo su despliegue y
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gestio´n. Adicionalmente, este tipo de desarrollo en forma de servicios debe generar
como resultado un conjunto de operaciones que puede ser utilizada, tanto por los
desarrolladores de la infraestructura como por usuarios externos.
5. Por u´ltimo, es necesario realizar un proceso de pruebas, validacio´n y evaluacio´n
de la infraestructura propuesta. Para ello, se deben construir escenarios y casos
de estudio suficientes para poder determinar que el trabajo desarrollado es va´lido
para el despliegue de aplicaciones mashup y que los resultados obtenidos (en lo
que respecta a tiempos de respuesta) son adecuados.
La consecucio´n de los objetivos mencionados tiene como resultado el desarrollo de
una infraestructura que permite el despliegue de aplicaciones mashup. Dichas aplicacio-
nes deben estar descritas en forma de arquitecturas software en las que cada una de sus
piezas es un componente COTSget. Recordemos que el te´rmino que califica dichos com-
ponentes proviene de la combinacio´n del concepto de componente COTS (pieza de una
arquitectura que puede haber sido desarrollada por terceras partes) y el te´rmino gadget
(elemento software que encapsula la funcionalidad necesaria para llevar a cabo una ta-
rea). Por tanto, estos componentes son componentes de granularidad gruesa, es decir, no
se trata de componentes simples sino que tienen cierta complejidad. Adema´s del desplie-
gue de aplicaciones mashup, la infraestructura permite la gestio´n de dichas aplicaciones,
incluyendo operaciones de reconfiguracio´n para modificar la estructura y composicio´n
de las arquitecturas que las definen. La aportacio´n del trabajo de investigacio´n realizado
se puede dividir en las diferentes contribuciones que se listan a continuacio´n:
– Se ha construido una infraestructura estructurada en tres capas para dar soporte a
aplicaciones mashup de distintos dominios y plataformas. Dicha infraestructura ha
sido desarrollada en un proceso incremental que ha originado diferentes versiones. La
versio´n que describe en esta tesis es COScore 2.0.0. Las capas por las cuales esta´ cons-
truida la infraestructura son la capa cliente, la capa dependiente de la plataforma y la
capa independiente de la plataforma. En la capa cliente se encuentran las aplicaciones
mashup, en la capa dependiente de la plataforma se localiza un servidor JavaScript
encargado de hacer de mediador para gestionar los procesos de comunicacio´n entre la
capa cliente y la capa independiente de la plataforma. Adema´s, en la capa dependiente
se encuentran los repositorios de componentes que son utilizados para el despliegue en
las aplicaciones mashup. Por u´ltimo, la capa independiente de la plataforma contiene
el nu´cleo funcional de la infraestructura.
– Se han gestionado una serie de repositorios indispensables dentro de la infraestruc-
tura. Se trata de los repositorios de componentes, tanto propios como de terceras
partes. Con respecto a los repositorios de terceras partes, se han construido carcasas
en forma de co´digo de envoltorio (wrapper) para aquellos componentes localizados en
bases de datos que no pertenecen a nuestro desarrollo. A partir de estos componentes
adaptados, los componentes desarrollados por terceras partes pueden ser gestiona-
dos para ser integrados en las aplicaciones mashup. Por otro lado, los repositorios de
componentes propios contienen los componentes construidos ı´ntegramente siguiendo
la especificacio´n de componente aqu´ı desarrollada.
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– Se ha definido una especificacio´n de componente por medio del uso de te´cnicas de
metamodelado. Este metamodelo de componente se utiliza para poder construir las
arquitecturas de componentes que definen las aplicaciones mashup. Esta especificacio´n
contiene todos los elementos necesarios para que un componente pueda ser integra-
do en la arquitectura de componentes de una aplicacio´n. Adema´s, se ha construido
una especificacio´n para describir formalmente las aplicaciones mashup, en forma de
arquitecturas software constituidas por componentes y relaciones.
– Se ha definido un conjunto de tipos de relaciones que pueden existir entre los compo-
nentes. Para realizar este desglose de tipos, en primer lugar se ha creado una serie de
escenarios simples de ejemplo. De ese modo, se ha creado un escenario de domo´tica y
otro escenario relacionado con un sistema de informacio´n geogra´fica. A partir de estos
escenarios, se han creado dos grandes grupos de relaciones, las binarias y las n-arias.
Las relaciones binarias relacionan dos componentes de la arquitectura entre s´ı y las
n-arias relacionan tres o ma´s componentes entre s´ı.
– Con el objetivo de que la infraestructura pueda dar soporte a las aplicaciones mashup,
se ha creado un conjunto de servicios pu´blicos por medio de los cuales las aplicaciones
se conectan y acceden a la funcionalidad ofrecida. Dichos servicios pu´blicos han sido
nombrados como Register interaction (encargado de gestionar procesos de registro
de la interaccio´n producida en la aplicacio´n), Update architecture (el cual gestiona
la actualizacio´n de las arquitecturas de componentes que definen las aplicaciones),
Get link components (cuya finalidad es gestionar los procesos de comunicacio´n entre
los componentes) y Session (encargado de gestionar los procesos de inicio de sesio´n
para los usuarios de las aplicaciones). Cada servicio, a su vez, esta´ compuesto por un
conjunto de operaciones.
– Tambie´n se necesitan operaciones de cara´cter privado para gestionar la infraestructura
y poder dar as´ı funcionalidad a las aplicaciones mashup. Para ello, se ha definido un
conjunto de servicios privados: User (encargado de gestionar los usuarios que hacen uso
de aplicaciones mashup), Manage Architecture (que gestiona las especificaciones de las
arquitecturas utilizadas para describir las aplicaciones mashup) y Manage Component
(el cual gestiona las especificaciones de los componentes que pueden ser utilizados por
la infraestructura). De forma similar a los servicios pu´blicos, cada servicio privado
esta´ compuesto por un conjunto de operaciones.
– Se ofrecen detalles acerca de co´mo se han implementado los servicios pertenecientes a
la infraestructura. Para ello, se describe cada una de las operaciones que constituyen
los servicios y, adema´s se describen ejemplos para ilustrar de que´ manera se deben
consumir dichos servicios.
– Se han realizado distintas pruebas y experimentos con el objetivo de poder analizar los
tiempos de respuesta que tienen lugar dentro de la infraestructura. Para realizar estas
pruebas, se han tenido en cuenta diferentes escenarios de ejemplo en los cuales se ha
evaluado el impacto de diferentes factores que afectan a los resultados obtenidos, como
por ejemplo, el nu´mero de componentes que forman parte de la aplicacio´n mashup o
el nu´mero de usuarios que acceden en el mismo instante de tiempo a un recurso.
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– Finalmente, se ha analizado el principal caso de estudio que ha sido desarrollado para
la validacio´n del trabajo de investigacio´n realizado. Se trata de una aplicacio´n mashup
de tipo web para la explotacio´n de datos pertenecientes a un sistema de informacio´n
geogra´fica. Dicho sistema recibe el nombre de ENIA (ENvironmental Information
Agent) y se enmarca dentro de un proyecto de investigacio´n regional, cuyo objetivo
principal es la explotacio´n de informacio´n geogra´fica basada en mapas y obtenida
a partir de servicios OGC (Open Geospatial Consortium) ofrecidos por la REDIAM
(Red de Informacio´n Ambiental de Andaluc´ıa).
Marco y l´ıneas futuras
El desarrollo del presente trabajo de tesis se enmarca dentro de un proyecto de in-
vestigacio´n de excelencia de a´mbito regional financiado por la Junta de Andaluc´ıa y
cuya referencia es P10-TIC6114. Este proyecto se titula “ENIA: Desarrollo de un agente
Web inteligente de informacio´n medioambiental”. El objetivo principal de este proyecto
ha consistido en permitir la gestio´n de informacio´n medioambiental perteneciente a un
Sistema de Informacio´n Geogra´fica (SIG) a trave´s de interfaces gra´ficas de usuario que
pudieran adaptar su estructura dependiendo de las circunstancias. Dichas circunstancias
inclu´ıan, por ejemplo, el tipo de usuario que interactu´a con el sistema, las dependencias
que existen entre los componentes que forman parte de las interfaces, o los recursos dis-
ponibles. En este sentido, dicho proyecto de investigacio´n constituye el caso de estudio
ideal para la validacio´n de la infraestructura propuesta. Las interfaces gra´ficas de usuario
de este proyecto son un ejemplo de aplicaciones mashup (en este caso, de tipo web) que
pueden desplegarse y gestionarse gracias al uso de nuestra infraestructura.
Adicionalmente, el trabajo de investigacio´n realizado ha sido desarrollado gracias a
la concesio´n de una beca de Formacio´n de Personal Investigador (FPI) financiada por
la Junta de Andaluc´ıa. Durante esta beca predoctoral se han realizado tanto labores de
investigacio´n relacionadas con el proyecto mencionado anteriormente, como la elabora-
cio´n del trabajo de investigacio´n relacionado con esta tesis doctoral. Por otra parte, el
trabajo de tesis ha sido desarrollado dentro del Programa de Doctorado en Informa´tica
Ref. 8908 del RD99/11 de la Universidad de Almer´ıa.
Una vez desarrollado este trabajo de tesis y finalizado el proyecto de investigacio´n en
el que se enmarca, quedan au´n abiertas determinadas l´ıneas de investigacio´n que sera´n
acometidas en un futuro pro´ximo. Por ejemplo, ser´ıa interesante poder aplicar y validar
la infraestructura en otros dominios distintos a las aplicaciones mashup de tipo web o
de tipo Java. Adema´s, la interaccio´n capturada de las aplicaciones y que proviene de la
capa cliente puede ser utilizada por la infraestructura para inferir nuevas estrategias de
modificacio´n y de reconfiguracio´n. De esta manera, ser´ıa posible hacer uso de los com-
portamientos que los usuarios tienen con las aplicaciones para adaptar sus arquitecturas
de manera que se optimice su utilizacio´n. Tambie´n resulta interesante mejorar la infra-
estrutura para que la interaccio´n con las aplicaciones pueda realizarse desde distintos
medios y a partir de vistas diferentes, incluyendo adema´s una perspectiva que incorpore
algu´n tipo de interfaz natural de usuario (NUI, Natural User Interface). Algunas de
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estas l´ıneas forman parte de otros trabajos de investigacio´n que esta´n siendo llevados
a cabo por el grupo de investigacio´n de Informa´tica Aplicada de la Universidad de Al-
mer´ıa (TIC-211). Otras l´ıneas de investigacio´n se encuentran incluidas en el proyecto de
investigacio´n TIN2013-41576-R, financiado por el MINECO (Ministerio de Economı´a y
Competitividad). Dicho proyecto titulado “Evolucio´n de Sistemas Dina´micos en la Nu-
be: un escenario marco hacia las Interfaces de Usuario Inteligentes”, esta´ siendo llevado
a cabo actualmente por el grupo de investigacio´n TIC-211 de la Universidad de Almer´ıa.
Estructura de la tesis doctoral
El trabajo de tesis doctoral esta´ constituido por cuatro cap´ıtulos, adema´s de un anexo,
un listado de acro´nimos y el conjunto de referencias bibliogra´ficas que han sido utilizadas.
El Cap´ıtulo 1 contiene una revisio´n de las principales tecnolog´ıas y paradigmas que
han sido utilizados para poder llevar a cabo el desarrollo de la infraestructura propues-
ta para el despliegue de aplicaciones mashup. Dichas tecnolog´ıas incluyen: las propias
aplicaciones mashup, la ingenier´ıa de componentes software, la ingenier´ıa de modelos y
la ingenier´ıa de servicios. El Cap´ıtulo 2 detalla el modelo de infraestructura propuesto,
incluyendo la definicio´n de las tres capas (cliente, dependiente de la plataforma e inde-
pendiente de la plataforma) y la descripcio´n de las dependencias y relaciones que pueden
existir dentro de las arquitecturas de las aplicaciones mashup.
El Cap´ıtulo 3 describe el modelo de servicios y operaciones que se ha desarrollado
como solucio´n de implementacio´n de la infraestructura propuesta. Para ello, en primer
lugar se describe el soporte de los servicios proporcionados (bases de datos, controlado-
res y mo´dulos). Posteriormente, el cap´ıtulo detalla el conjunto de servicios (pu´blicos y
privados) que han sido implementados. De cada una de las operaciones de los servicios,
se detalla (i) la interfaz, (ii) los para´metros de entrada/salida, (iii) la descripcio´n, (iv)
el comportamiento, (v) la implementacio´n, (vi) un ejemplo de peticio´n/respuesta, y (vii)
los posibles mensajes de respuesta de su ejecucio´n. Por u´ltimo, el Cap´ıtulo 4 contiene
la parte del trabajo de investigacio´n realizado que esta´ relacionada con la validacio´n y
evaluacio´n de la infraestructura propuesta. En este sentido, el cap´ıtulo incluye la descrip-
cio´n del caso de estudio principal (aplicaciones mashup del proyecto ENIA), ejemplos
de ejecucio´n de las distintas operaciones disponibles y un ana´lisis acerca de los tiempos
de respuesta obtenidos en escenarios de prueba experimentales.
Los Cap´ıtulos del 1 al 4 de este documento se estructuran de la siguiente forma.
En cada uno de ellos se comienza con una primera seccio´n de Introduccio´n y conceptos
relacionados, se continu´a con la estructura de secciones propias para cada cap´ıtulo y
se finaliza con una seccio´n de Resumen y conclusiones. Para los Cap´ıtulos 1, 2 y 3, se
incluye una seccio´n de Trabajos relacionados. Este documento incluye un Anexo A con
pruebas realizadas como parte del desarrollo de la infraestructura y que no han podido
ser incluidas en los Cap´ıtulos 3 y 4 debido a su extensio´n. Tambie´n incluye un Anexo
B con la gu´ıa ra´pida de usuario de la interfaz ENIA. Adema´s, este trabajo contiene un
listado de Acro´nimos con el objetivo de definir los principales te´rminos y siglas que son
utilizadas en el presente documento. Por u´ltimo, las referencias bibliogra´ficas que han
sido usadas se encuentran en el apartado de Bibliograf´ıa.
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E l objetivo principal del trabajo de investigacio´n que aqu´ı se presenta es el desarrollo
de una infraestructura de servicios para dar soporte a aplicaciones de tipo mashup.
Cuando se habla de revisio´n de la tecnolog´ıa se hace referencia al conjunto de paradigmas
tecnolo´gicos que han hecho posible el desarrollo de dicha infraestructura de servicios.
A partir de este conjunto de te´cnicas, se puede llevar a cabo tanto la construccio´n
de las aplicaciones cliente como el desarrollo de la infraestructura que dara´ soporte a
dichas aplicaciones a trave´s de los servicios. Por lo tanto, a lo largo del cap´ıtulo se hace
un pequen˜o estudio de las diferentes a´reas que dan soporte al disen˜o, construccio´n y
despliegue de la infraestructura propuesta en el presente trabajo de investigacio´n.
Este cap´ıtulo esta´ estructurado en seis partes. Se comienza con la introduccio´n del
trabajo de investigacio´n y con la presentacio´n de cua´les son los bloques principales sobre
los que se sustenta. A continuacio´n, se revisa cada uno de estos bloques. En primer lugar,
se lleva a cabo una descripcio´n de las aplicaciones mashup realizando una definicio´n de las
mismas, describiendo los componentes por los cuales esta´n formadas las aplicaciones y los
procesos de comunicacio´n que tienen lugar entre los componentes. Despue´s, se justifica
el aporte que tiene para nuestra propuesta la utilizacio´n de te´cnicas de Ingenier´ıa de
Software Basada en Componentes. Posteriormente, se presentan algunas de las te´cnicas
relacionadas con la Ingenier´ıa de Modelos, poniendo de manifiesto su utilidad para dar
soporte a las arquitecturas por las cuales esta´n formadas las aplicaciones mashup y
los componentes que las constituyen. Por u´ltimo, se expone la Ingenier´ıa de Servicios,
paradigma utilizado para establecer un canal de comunicacio´n entre las aplicaciones
y la infraestructura de servicios. El cap´ıtulo finaliza con un resumen breve y con las
principales conclusiones extra´ıdas de la revisio´n tecnolo´gica.
1.1. Introduccio´n y conceptos relacionados
En una Sociedad de la Informacio´n tan cambiante como la que vivimos en la actualidad
se demanda cada vez ma´s entornos complejos capaces de resolver tareas muy dispares.
La resolucio´n de estas tareas debe poder realizarse desde cualquier sitio y en el menor
tiempo posible. Con esto, surge la idea de recopilar y reutilizar “trozos” de aplicaciones
diferentes, desarrollados por terceros, residentes en repositorios pu´blicos o privados, y de
integrarlas para dar soporte a la resolucio´n de un conjunto de tareas concretas. De esta
necesidad de aglutinar diversa funcionalidad, surge el concepto de “aplicacio´n mashup”.
Cuando se construye una aplicacio´n mashup se crea un entorno que tiene una estruc-
tura fija formada por ciertos componentes mashup. ¿Pero que´ ocurre si dichas aplicacio-
nes debieran ser modificadas en el tiempo? Podr´ıa suceder que los usuarios necesitaran
an˜adir o eliminar componentes del entorno para que e´ste cambie segu´n sus necesidades.
O desde una perspectiva ma´s auto´noma, podr´ıa darse el caso de que el entorno necesi-
tara realizar algu´n cambio porque se haya detectado la necesidad de una modificacio´n
en base a ciertas reglas establecidas. Esta cuestio´n lleva tambie´n a plantearse ¿que´ ocu-
rre si el usuario quisiera abandonar lo que esta´n haciendo en este momento? Podr´ıa
ser interesante que su entorno de trabajo y su estado fuera persistente. ¿Que´ ocurr´ıa
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adema´s si los componentes necesitaran intercambiar informacio´n entre s´ı independien-
temente de la tecnolog´ıa en la que fueron desarrollados? Quiza´s pudiera ser necesario
que un componente informara a otro en tiempo de ejecucio´n de que se debe realizar una
accio´n en concreto, o que la aplicacio´n mashup tenga que cambiar alguna caracter´ıstica
o propiedad de un componente del entorno, como podr´ıa ser el taman˜o del mismo.
Todas estas cuestiones hacen que se plantee la necesidad de usar unas tecnolog´ıas
y definir una infraestructura que permita y facilite el soporte de aplicaciones mashup
dina´micas en tiempo de ejecucio´n. Ser´ıa interesante que las aplicaciones pudieran es-
tar construidas por piezas pudiendo quitarlas o ponerlas en funcio´n de las necesidades
del momento. Adema´s, estas piezas tendr´ıan que cumplir algunas caracter´ısticas, como
poder enviar o recibir mensajes para dar la posibilidad de llevar a cabo procesos de
comunicacio´n entre ellas. Habr´ıa que tener en cuenta adema´s que estos elementos (o
piezas) de software pueden estar desarrollados por otras personas (o terceros) que no
son conscientes de do´nde y co´mo sera´n usadas ni quie´n se comunicara´ con ellas.
Por otro lado, el uso de te´cnicas de abstraccio´n puede facilitar la tarea de disen˜o
y desarrollo de las aplicaciones junto a los componentes que las forman, as´ı como los
cambios que se pueden producir en tiempo de ejecucio´n dentro de la aplicacio´n. Estos
procesos de abstraccio´n tambie´n pueden servir para almacenar la persistencia de las
aplicaciones, adema´s de permitir realizar una traza de la evolucio´n del entorno de trabajo.
Con todo ello, tambie´n puede ser interesante que las aplicaciones pudieran estar
conectadas a algu´n tipo de infraestructura que permitiera darles soporte. Por ese motivo,
el uso de servicios facilita que un determinado sistema, en este caso una aplicacio´n
mashup, pueda realizar o solicitar operaciones a otro sistema. De esta forma, adquiere
sentido que este soporte de las aplicaciones este´ ubicado de forma remota, al cual las
aplicaciones se conectara´n.
Por las causas mencionadas con anterioridad, la infraestructura para el despliegue
de las aplicaciones mashup que aqu´ı se propone se sustenta principalmente en tres a´reas
de la Ingenier´ıa del Software:
– Ingenier´ıa del Software Basada en Componentes: se utiliza para la construccio´n de
las aplicaciones con el objetivo de realizar un desarrollo basado en piezas. Concreta-
mente, se hace uso de componentes de granularidad gruesa para la construccio´n de
arquitecturas de componentes de mayor complejidad.
– Ingenier´ıa de Modelos: los modelos son utilizados para la descripcio´n de los compo-
nentes desarrollados, y para definir las arquitecturas de las aplicaciones formadas a
partir de los componentes. Las te´cnicas de modelado ayudan en la manipulacio´n de es-
tos modelos, por ejemplo, facilitando la construccio´n de las aplicaciones a partir de los
componentes y dando soporte a las aplicaciones con respecto a la persistencia, adema´s
de describir cua´les sera´n los caminos de la comunicacio´n entre los componentes.
– Ingenier´ıa de Servicios: los servicios software permiten la comunicacio´n entre software
desarrollado con diferentes tecnolog´ıas. La interoperabilidad que aportan los servicios
se consigue a trave´s de la adopcio´n de esta´ndares abiertos que definen co´mo debe
ser dicha comunicacio´n. En este caso, se han implementado servicios web debido a su
expansio´n y la facilidad de ser integrados en cualquier aplicacio´n desarrollada.
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En la Figura 1.1 se muestra la relacio´n entre las distintas a´reas que dara´n soporte al
despliegue de las aplicaciones mashup. La Ingenier´ıa del Software Basada en Componen-
tes se apoya en la Ingenier´ıa de Servicios para la gestio´n de los componentes dentro de la
aplicacio´n. Ambas se relacionan tambie´n con la Ingenier´ıa de Modelos que proporcionan
los mecanismos de representacio´n y las operaciones que permiten realizar cambios en las
aplicaciones. La Ingenier´ıa de Modelos tambie´n permitira´ llevar a cabo procesos de per-
sistencia e informar de cua´les son los caminos para realizar los procesos de comunicacio´n
entre los componentes. Estos tres elementos han sido estudiados desde una perspectiva
general para conocer que´ son capaces de aportar a la hora de desplegar aplicaciones
mashup. En su combinacio´n con el dominio de aplicacio´n, se constituye el paradigma
global en el cual se enmarca el trabajo de investigacio´n desarrollado. Cada uno de los










Figura 1.1: Tecnolog´ıas para el desarrollo de la infraestructura de servicios
1.2. Aplicaciones Mashup
Como se ha comentado, el presente trabajo de tesis doctoral tiene como objetivo la
definicio´n de un modelo de infraestructura que permita y facilite el soporte y despliegue
de aplicaciones mashup. ¿Pero en que´ consisten realmente las aplicaciones mashup? El
concepto mashup es relativamente reciente y todav´ıa este te´rmino genera ciertas dudas
sobre lo que es exactamente. En la literatura existen diversas definiciones sobre el te´rmino
mashup. Una de ellas aparece en [Florian and Maristella, 2014] la cual se apoya en los
trabajos de [Hoyer and Stanoevska-Slabeva, 2009] y [Jin et al., 2008]:
Definicio´n 1.1 (Mashup) Una aplicacio´n mashup (tambie´n denominada Web mas-
hup) es una aplicacio´n que integra dos o ma´s componentes mashup en cualquiera de las
capas de aplicacio´n, es decir, en la capa de datos, en la capa de negocio o en la capa de
presentacio´n; y en algunos casos, permitiendo la comunicacio´n entre ellas.
Segu´n esta definicio´n, se destaca que los recursos reutilizables (los componentes mas-
hup en este caso) son elementos ba´sicos para construir la aplicacio´n. El e´nfasis que pone
la definicio´n en las diferentes capas de la aplicacio´n refleja que son un aspecto importan-
te. Esto permite la heterogeneidad de las tecnolog´ıas, modelos y sema´ntica por las que
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son desarrollados los componentes que forman las aplicaciones. As´ı que, este alto grado
de heterogeneidad entre las tecnolog´ıas, modelos y sema´nticas de los componentes ha
sido una de las aportaciones del paradigma mashup. Concretamente, ha tenido un impor-
tante impacto en el desarrollo del software basado en componentes para la computacio´n
orientada a servicios o la integracio´n de datos, tendencias que se centran en integrar
componentes homoge´neos para potenciar algu´n tipo de recurso disponible o accesible en
la red [Benslimane et al., 2008]. Dada la amplia gama de tecnolog´ıas existentes hoy en
d´ıa para el desarrollo de componentes, se puede llegar a construir aplicaciones basadas
en componentes heteroge´neas (entendiendo por heteroge´nea que no se distinguen las ca-
pas de aplicacio´n por las que esta´ formada la aplicacio´n mashup). Pero el desarrollo de
la aplicacio´n mashup es ma´s compleja cuando se integran componentes que esta´n loca-
lizados en diferentes capas de aplicacio´n (Figura 1.2), por ejemplo, si se desarrolla una
aplicacio´n mashup que mezcla componentes pertenecientes a la capa de datos con com-
ponentes pertenecientes a la capa de presentacio´n. Integrar componentes que pertenecen
a diferentes capas de aplicacio´n es una de las ventajas de las aplicaciones mashup.
La definicio´n vista anteriormente entonces acota el te´rmino concretando que las apli-
caciones mashup realizan nuevas aportaciones a trave´s de un conjunto de recursos re-
utilizables que pueden trabajar de forma conjunta mediante procesos de computacio´n.
Aunque, al igual que ocurre en la combinacio´n de servicios web, no es suficiente con
poder invocar los servicios; es importante conectar de forma correcta la salida de un
servicio con la entrada de otro.
En la Figura 1.2 (inspirada en [Florian and Maristella, 2014]), se observan do´nde se
encuentran los tipos de aplicaciones que se consideran mashup con respecto a aplicacio-
nes de misio´n no cr´ıtica, aplicaciones transaccionales y aplicaciones de misio´n cr´ıtica.
Se conoce como aplicacio´n de misio´n cr´ıtica aquella aplicacio´n que en caso de fallar
tendr´ıa un impacto significativo en el funcionamiento de cualquier empresa, organiza-
cio´n o institucio´n que dependa de su informacio´n. Estos tres tipos de aplicaciones (no
cr´ıticas, transacciones o cr´ıticas) pueden ir desde el correo electro´nico, hasta sistemas
de administracio´n de una empresa, como ca´lculo de inventario, transacciones bancarias,
no´minas y flujos de efectivo, o bien la gestio´n de finanzas o del sistema de pensiones por
parte de un gobierno, por poner algunos ejemplos. Por tanto, las dos dimensiones por















Figura 1.2: Posicionamiento de mashups comparado con otras pra´cticas de integracio´n
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y la pila de la capa de aplicacio´n (eje de ordenadas). A trave´s de esta figura se puede
observar la contribucio´n del desarrollo mashup para integrar componentes en la capa de
presentacio´n [Daniel et al., 2007].
Respecto al desarrollo de aplicaciones de misio´n cr´ıtica, las aplicaciones mashup no
esta´n pensadas para este tipo de desarrollo. Las razones son mu´ltiples. Por un lado, hay
aplicaciones mashup que esta´n pensadas para ser desarrolladas a partir de un conjunto
de componentes de tipo web; obviamente, podr´ıa ser dif´ıcil encontrar en la web todos los
componentes que son necesarios para el desarrollo de aplicaciones de misio´n cr´ıtica. Por
otro lado, las aplicaciones mashup no nacieron con este objetivo. Su principal objetivo era
crear una aplicacio´n simple a partir de otras. Para ello, estas aplicaciones se ensamblar´ıan
durante el tiempo necesario para encontrar una respuesta a una peticio´n determinada
o consulta que, una vez encontrada, las aplicaciones podr´ıan ser eliminadas porque ya
no ser´ıan necesarias. Muchas herramientas mashup pretenden tambie´n que los usuarios
finales sin conocimiento de desarrollo de software, puedan crear sus propias aplicaciones.
Con lo cual, todo esto aleja a las aplicaciones mashup para ser de misio´n cr´ıtica.
El resto de esta seccio´n se divide de la siguiente forma. En primer lugar, se realiza un
resumen sobre las aplicaciones mashup. En este resumen se lleva a cabo una recopilacio´n
de los cuatro tipos de aplicaciones mashup con los que se puede encontrar (de datos, de
negocio, de presentacio´n, e h´ıbridas). Para cada tipo se habla de cua´l es el objetivo de
esa aplicacio´n mashup y se describen distintos ejemplos. Por otro lado, se dedica una
subseccio´n para explicar los componentes mashup, donde se dan ejemplos para este tipo
de componentes. Para finalizar la seccio´n, se tratan aspectos de la comunicacio´n y de
interaccio´n entre componentes mashup.
1.2.1. Tipos de aplicaciones Mashup
En la Figura 1.2 se puede observar la ubicacio´n de las aplicaciones mashup dentro de
una de las tres capas de aplicacio´n [Florian and Maristella, 2014]. Esta clasificacio´n de
las aplicaciones mashup es muy similar a la categorizacio´n de los tipos de componentes
mashup existentes. Sin embargo, los tipos de aplicaciones mashup no esta´n directamen-
te relacionadas con el tipo de componente que utiliza una aplicacio´n mashup. Segu´n
[Florian and Maristella, 2014], se distinguen cuatro tipos de aplicaciones mashup: de
capa de datos, de capa de negocio, de capa de presentacio´n, y aplicaciones h´ıbridas.
Aplicaciones Mashup de la capa de datos: operan dentro de la capa de datos. Estas
aplicaciones se encargan de recuperar datos de diferentes servicios de datos o recursos, los
procesan, y devuelven un conjunto de resultados integrados (la salida de datos mashup).
De esta forma, estas aplicaciones hacen posible realizar operaciones de mediacio´n de
datos, tales como la modificacio´n o integracio´n de datos. Tambie´n permiten realizar
transformaciones de datos y llevar a cabo integraciones heteroge´neas de estructuras de
datos. Todas estas tareas se realizan por medio de una vista unificada que contiene el
conjunto de datos a trave´s de componentes individuales. Las aplicaciones mashup de
datos esta´n normalmente publicados como recursos web de fa´cil acceso, por ejemplo,
archivos RSS [Board, 2009] o servicios web RESTful [Richardson and Ruby, 2008].
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Aplicaciones Mashup de la capa de negocio: estas aplicaciones proporcionan fun-
cionalidad que se publica por medio de algu´n componente de negocio o de datos. Por ese
motivo, debe existir heterogeneidad entre los diferentes tipos de componentes que for-
man la aplicacio´n. Tambie´n se debe controlar la coherencia de los datos que viajan desde
unos componentes a otros. Las mashup de negocio contienen componentes que gestio-
nan procesos y que son normalmente componentes de negocio, como objetos JavaScript
o servicios SOAP. Se usa el te´rmino de aplicacio´n mashup de negocio para distinguir
este tipo de aplicacio´n mashup de la composicio´n de servicios web tradicionales, aunque
se entiende que crear composicio´n de servicios es la principal tarea de las aplicaciones
mashup de negocio. Las mashup de negocio tambie´n hacen uso de componentes que no
son servicios web, como objetos JavaScript o formularios wrapper HTML.
Aplicaciones Mashup de la capa de presentacio´n: se localizan en la capa de presen-
tacio´n. Estas aplicaciones gestionan componentes de interfaz de usuario (IU). Combinan
los componentes de interfaces de usuario de aplicaciones nativas en una interfaz de usua-
rio integrada, donde los componentes que forman la IU posiblemente esta´n sincronizados
con otros componentes. Desarrollar aplicaciones de IU mashup conlleva realizar previa-
mente una recopilacio´n de componentes de IU procedentes de pa´ginas web, adema´s de
tener que an˜adir sincronizacio´n entre los componentes que las forman. Las aplicaciones
de IU mashup son normalmente publicadas como aplicaciones web donde los usuarios
pueden interactuar con los componentes que las forman.
Aplicaciones Mashup h´ıbridas: abarcan mu´ltiples capas de aplicacio´n. Contienen to-
dos los tipos de componentes dentro de una misma aplicacio´n mashup. La integracio´n de
los componentes mashup se lleva a cabo dentro de la mayor´ıa de las capas que forman la
aplicacio´n. El principal objetivo de las aplicaciones mashup h´ıbridas son la comunicacio´n
entre las tres capas, lo cual se consigue por medio de la integracio´n de dichas capas. Las
aplicaciones mashup h´ıbridas son las que aportan mayor riqueza computacional ya que
son las ma´s complejas por permitir desarrollar aplicaciones completas, como pueden ser
aplicaciones web interactivas.
Las aplicaciones mashup de negocio, en forma de servicios web, suelen estar integra-
das en aplicaciones mashup h´ıbridas (por ejemplo, en servicios de geocodificacio´n son
utilizadas para traducir direcciones en coordenadas geogra´ficas dentro de las aplicaciones
mashup basadas en mapas), pero las aplicaciones mashup de negocio se centran ma´s en
la computacio´n orientada a servicios y composicio´n de servicios web.
1.2.2. Componentes Mashup
Uno de los pilares de las aplicaciones mashup es construir aplicaciones a trave´s de trozos
(o piezas) ya existentes. Generalmente a estos elementos que permiten el desarrollo de
aplicaciones mashup se les denomina componentes mashup. En el a´mbito del desarrollo
basado en componentes es posible encontrar diferentes tipos de componentes. Pero un
componente mashup, tal y como se puede comprobar en [Florian and Maristella, 2014],
no puede ser cualquier tipo de componente, como se indica en la siguiente definicio´n de
componente mashup.
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Definicio´n 1.2 (Componente Mashup) Un componente mashup es una pieza de da-
tos, aplicacio´n lo´gica o interfaz de usuario que puede ser reutilizada y es accesible ya sea
de forma local o remota.
Como se puede comprobar, la definicio´n es muy amplia, en lo que a te´rminos tec-
nolo´gicos se refiere. Los mashup a nivel de composicio´n de aplicaciones no esta´n limitados
a ningu´n componente tecnolo´gico espec´ıfico, pudiendo darse los componentes mashup en
forma de servicios web SOAP [Bernstein and Haas, 2008] [Papazoglou, 2008], o widgets
de interfaz de usuario, entre otros. Esta gran variedad de tecnolog´ıa hace que las apli-
caciones mashup puedan llegar a ser muy complejas, aunque esta complejidad a nivel
de tecnolog´ıa hace que las aplicaciones mashup sean atractivas e interesantes tanto para
los usuarios que las utilizan como para aquellos que las desarrollan. Desarrollar compo-
nentes mashup de utilidad requiere dominar un gran nu´mero de tecnolog´ıas, de lo´gica
de componentes, o formatos de datos, entre otros elementos. El objetivo de este apar-
tado es realizar una pequen˜a recopilacio´n de los tipos de componentes en funcio´n de
las tecnolog´ıas que los definen y en funcio´n de cua´l sera´ su uso. Dicha recopilacio´n esta´
basada en la agrupacio´n de componentes propuesta en [Florian and Maristella, 2014]
(componentes de negocio, componentes de datos y componentes de interfaz de usuario).
1.2.2.1. Componentes de negocio
Estos componentes aportan lo´gica de negocio o funcionalidad. Por ejemplo, un compo-
nente de negocio puede proporcionar funcionalidad de pago (como un servicio PayPal)
o lo´gica computacional por medio de reutilizacio´n de algoritmos. Para poder hacer uso
de un componente de negocio hay que resolver co´mo interactuar con e´l, esto es, co´mo
proporcionarle la informacio´n de entrada y de que´ manera obtener la de salida. A conti-
nuacio´n, se tratan los componentes de negocio como son los servicios web, los servicios
web RESTful, librer´ıas y APIs JavaScript, APIs de dispositivos y extraccio´n de APIs:
(a) Los servicios web son probablemente la mejor forma estandarizada hoy d´ıa de
computacio´n distribuida, especialmente dentro de la Web. Hay muchas definicio-
nes sobre lo que es un servicio web. Te´cnicamente, se podr´ıa decir que un servicio
web es un objeto remoto con me´todos de entrada y salida de datos que se ejecuta
en la Web, el cual se identifica por medio de una URL y con el cual se puede inter-
actuar a trave´s de un mensaje basado en invocacio´n de me´todos. Esta invocacio´n
utiliza el esta´ndar Simple Object Access Protocol (SOAP) [W3C, 2007]. SOAP es un
protocolo de la capa de aplicacio´n basado en XML para el intercambio de mensajes
en servicios web. Los servicios web SOAP sera´n tratados en la subseccio´n 1.5.1.
(b) Los servicios web RESTful son muy similares a los servicios web con la u´nica diferen-
cia de que estos no esta´n basados en objetos SOAP. El concepto RESTful se aplica
a aquellos servicios que cumplen con una arquitectura REST (REst State Transfer).
Son servicios web que no guardan el estado del servicio tras una solicitud. Los ser-
vicios web RESTful so´lo contienen informacio´n de estado en la invocacio´n de sus
mensajes y en sus respuestas. Los mensajes de entrada y salida ya contienen la in-
formacio´n necesaria para gestionar los recursos. Los servicios RESTful son tratados
ma´s adelante con ma´s detalle en la Subseccio´n 1.5.2.
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(c) Las librer´ıas y las APIs JavaScript son otra forma de reutilizar lo´gica de negocio en
la Web. Se llama API (Application Programming Interface) a todas estas interfaces
de programacio´n proporcionadas a trave´s de los navegadores. Por ejemplo, el objeto
XMLHttpRequest habilita de forma as´ıncrona las llamadas HTTP en segundo plano
en el navegador del cliente, con el objetivo de almacenar datos en el servidor. Se
llaman librer´ıas a todos aquellos archivos JavaScript que se pueden descargar en el
cliente a trave´s de la Web. Estos archivos proporcionan el co´digo para ser usado en
el navegador del cliente, el cual aporta nueva funcionalidad.
(d) Las APIs de dispositivos relacionadas con los dispositivos mo´viles. Debido a la gran
potencia computacional de los dispositivos mo´viles se ha llegado a un nuevo tipo de
API conocidas como APIs de dispositivos. Las APIs de dispositivos son APIs JavaS-
cript que permiten a las aplicaciones web interactuar con otros servicios, como pue-
den ser calendarios, contactos, mensajer´ıa, ca´maras, geolocalizacio´n, acelero´metros,
etc. De esta manera, las APIs de dispositivos pretenden proporcionar funcionalidad
a las aplicaciones que se ejecutan de forma local. El te´rmino “API de dispositivo”
puede llevar a confusio´n, ya que puede parecer que so´lo esta´n disponibles para dis-
positivos smartphone, lo cual no es del todo cierto. Algunas APIs de dispositivos
tambie´n esta´n disponibles para equipos de escritorio, porta´tiles o tabletas, depen-
diendo de la funcionalidad que proporcione.
(e) La Extraccio´n de APIs. En una t´ıpica aplicacio´n web, se obtienen datos como en-
trada, que son procesados y producen nuevos datos de salida. Para encontrar un
componente en la Web se comprueba si existe un a´rea de desarrolladores y luego
se busca, a trave´s de la lista de APIs disponibles, algu´n componente lo´gico que se
adapte a nuestras necesidades. En ocasiones, es necesario construir un wrapper que
acepte datos por medio de algu´n mecanismo de entrada a la interfaz. Un ejemplo
de wrapper podr´ıa ser un objeto JavaScript auto´nomo localizado en la parte cliente
que se encarga de interactuar con una aplicacio´n remota para que la parte cliente y
servidor puedan comunicarse entre s´ı.
1.2.2.2. Componentes de datos
Estos componentes proporcionan datos por medio de sus interfaces. Los datos pueden ser
esta´ticos, como simples archivos RSS o Atom, o dina´micos, los cuales requieren de una
consulta de entrada, como pueden ser los servicios web. Ba´sicamente existen cuatro tipos
de componentes de datos: RSS (Really Simple Syndication), Atom (Atom Syndication
Format), extraccio´n de datos de la Web y fragmentos enriquecidos. A continuacio´n, se
describe cada uno de ellos:
(a) Really Simple Syndication (RSS) es una forma de sincronizar contenido web; es
un formato de datos usado para generar publicidad y contenido dentro de la Web.
El formato de datos, detallado en [Board, 2009], es un formato XML desarrollado
espec´ıficamente para todo tipo de sitios que se actualiza con frecuencia, por medio
del cual se puede compartir la informacio´n y usarla en otros sitios web o aplicaciones.
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(b) Atom Syndication Format (Atom) permite unificar contenido con un mismo formato
y es muy similar al RSS. Se creo´ con el objetivo de resolver algunas deficiencias del
RSS, tales como la limitacio´n de contenido, o no poder soportar modularidad den-
tro de la informacio´n. Otro objetivo del Atom era crear una especificacio´n esta´ndar,
para poco a poco ir reemplazando el RSS. Aunque todav´ıa a d´ıa de hoy no se ha con-
seguido reemplazar a RSS porque este llego´ antes al mercado, ganando consistencia
y soporte en muy poco tiempo.
(c) Extraccio´n de datos de la Web. Como en el caso de los componentes lo´gicos, no
siempre se puede encontrar el componente de datos que se esta´ buscando. Podr´ıa
ocurrir que la informacio´n que se necesita se encuentre de una aplicacio´n web. De
esta forma, se podr´ıan extraer los datos desde el sitio web, obteniendo aquellos
fragmentos en los que se esta´ interesado, y volviendo a publicar estos datos dentro
de algu´n componente. La extraccio´n de datos se puede hacer de forma espec´ıfica,
lo que significa que se necesita llevar a cabo un proceso de reprogramacio´n, lo que
adema´s implica conocer la estructura de las pa´ginas web construidas en HTML.
(d) Fragmentos enriquecidos contienen informacio´n que es publicada en formato HTML
[Allsopp, 2007]. Los fragmentos heredan la construccio´n de anotaciones del co´digo
HTML permitiendo crear estructuras de datos que puedan ser definidas por encima
de los datos publicados en formato HTML. De esta forma, se facilita la extraccio´n
de datos desde pa´ginas web. Por lo tanto, se podr´ıa decir que los fragmentos enri-
quecidos heredan co´digo HTML con el propo´sito de crear metadatos que pueden ser
utilizados. Existen tres te´cnicas de fragmentos enriquecidos. La primera son los lla-
mados Microformatos, que son porciones de co´digo HTML (o XHTML) que permiten
estructurar informacio´n aprovechando los atributos id o class. Por otro lado, esta´n
los Microdatos los cuales son un conjunto de notificaciones en etiquetas construidos
por la W3C. Como tercer tipo de te´cnica, las anotaciones RDF son fragmentos de
co´digo basados en un formato de anotacio´n RDF simple.
1.2.2.3. Componentes de interfaz de usuario
Estos componentes se incrustan en una interfaz de usuario (IU) y dan la posibilidad de
hacer uso de componentes lo´gicos que se pueden comunicar adema´s con componentes de
datos como, por ejemplo, Google Maps. Dentro de este tipo de componentes, se pueden
encontrar: fragmentos de co´digo y librer´ıas IU JavaScript, portlets, widgets y gadgets,
recortes web y extraccio´n de componentes de IU. Veamos a continuacio´n una pequen˜a
descripcio´n de cada uno de ellos:
(a) Fragmentos de co´digo y librer´ıas IU JavaScript. El tipo ma´s simple de interfaz de
usuario basada en componentes que se puede tener en la Web es una interfaz de
usuario monol´ıtica, como podr´ıa ser una imagen o una pa´gina web completa, que se
integra en otra pa´gina. Un ejemplo son los banners publicitarios de terceras partes en
una aplicacio´n web. La forma ma´s sencilla de usar este componente de IU era utilizar
un elemento imagen de HTML (img) y referenciarlo como una imagen externa.
Posteriormente esta forma de reutilizar componentes de tipo IU ha sido a trave´s del
elemento iframe.
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(b) Los portlets son tambie´n componentes IU basados en Java que pueden procesar
solicitudes procedentes de los usuarios y generar contenido de manera dina´mica1.
(c) Los widgets y gadgets son una estandarizacio´n reciente de componentes de IU ubica-
dos en el lado cliente. La estandarizacio´n ha sido realizada por W3C [Group, 2012].
Estos componentes son similares a los gadgets de OpenSocial [OpenSocial, 2011],
los gadgets de Google2 o los widgets de Yahoo!3. Los widgets W3C son aplicaciones
simples desplegadas en aplicaciones cliente similares a los portlets Java. Los widgets
se basan en JavaScript y se ejecutan por tanto en la aplicacio´n local.
(d) Recortes web y extraccio´n de componentes de IU. Se puede dar el caso de necesitar
extraer componentes de IU a partir de aplicaciones web ya existentes. En otros
casos, se puede necesitar obtener un trozo de una pa´gina HTML y reutilizarla en
otras pa´ginas. Esto fue una pra´ctica relativamente efectiva en los comienzos de la
Web, donde las pa´ginas web eran esta´ticas y no hab´ıa lo´gica de negocio que estaba
dina´micamente cambiando elementos en las aplicaciones cliente. Pero actualmente
realizar recortes de pa´ginas web ya no es una pra´ctica interesante, especialmente
porque la presencia de diferentes hojas de estilos (CSS) y lo´gica JavaScript hace
que dicha tarea sea ma´s compleja.
En la investigacio´n desarrollada en esta tesis doctoral, se ha optado por utilizar wid-
gets como tipo de componente de interfaz de usuario para la construccio´n de interfaces
de usuario mashup h´ıbridas. Este hecho nos ha permitido embeber co´digo de terceros,
como han sido las implementaciones de componentes geogra´ficos basados en servicios
OGC (Open Geospatial Consortium)4, componentes de redes sociales o componentes es-
pec´ıficos desarrollados por la REDIAM (Red de Informacio´n Ambiental de Andaluc´ıa)5,
como parte de un proyecto de investigacio´n para la explotacio´n de informacio´n ambiental
a trave´s de interfaces mashup.
1.2.3. Comunicacio´n entre componentes Mashup
Un aspecto importante en los componentes mashup es la comunicacio´n entre estos. Este
aspecto esta´ condicionado al tipo de acceso a dichos elementos (pudiendo ser local o
remoto). Acceder de forma local a un componente implica comunicarse con e´l en la
misma aplicacio´n donde se esta´ ejecutando. Por otro lado, el acceso a un componente
de forma remota implica la obtencio´n de un componente en s´ı o la ejecucio´n de alguna
de sus operaciones a partir de llamadas a un servidor externo. La comunicacio´n entre
componentes mashup se puede realizar de las dos formas tradicionales de comunicacio´n
entre objetos: s´ıncrona y as´ıncrona.
En una interaccio´n s´ıncrona, denominada tambie´n como interaccio´n bloqueante, un
componente permanece bloqueado hasta que recibe una respuesta de otro. Para que dicho
1JSR 286: Portlet Specification 2.0 – https://jcp.org/en/jsr/detail?id=286
2Google Gadgets – https://developers.google.com/gadgets/
3Yahoo! widgets – http://widgets.yahoo.com/
4OGC – http://www.opengeospatial.org/
5REDIAM – http://www.juntadeandalucia.es/medioambiente/site/rediam
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proceso pueda tener lugar, la llamada debe producirse mientras el servicio permanece
a la escucha, para que se le pueda dar soporte a la invocacio´n s´ıncrona. Ejemplos de
comunicaciones s´ıncronas son la invocacio´n de funciones de una librer´ıa JavaScript, o
una operacio´n de peticio´n/respuesta a trave´s de un servicio web.
En una interaccio´n as´ıncrona (o no bloqueante), el componente que inicia la comu-
nicacio´n no permanece bloqueado a la espera de una respuesta. Pueden existir diversas
respuestas de devolucio´n por parte del componente invocado, pero la lo´gica del com-
ponente continu´a funcionando igual. Una vez recibida la respuesta, puede ser que esta
informacio´n recibida sea an˜adida al funcionamiento del componente. Las interacciones
as´ıncronas no necesitan controlar que en el momento de la interaccio´n ambas partes in-
tegradas deban estar activas a la vez. Los eventos DOM JavaScript o las notificaciones
de servicios web son ejemplos de comunicaciones as´ıncronas.
En la infraestructura desarrollada en este trabajo de investigacio´n, los componen-
tes se ejecutan de forma local aunque se obtienen de forma remota de un servidor.
Adema´s, la comunicacio´n entre los componentes se realiza de forma as´ıncrona, de esta
forma, permitimos la definicio´n de componentes con interfaces que permitan invocar sus
operaciones segu´n las necesidades de estos.
1.3. Ingenier´ıa de Componentes Software
Como se ha comentado anteriormente, uno de los pilares de las aplicaciones mashup
es que esta´n construidas en base a componentes. Por este motivo, es necesario realizar
una revisio´n de los conceptos de componente y arquitectura de componentes, as´ı como
de las implicaciones que tiene la utilizacio´n de la Ingenier´ıa del Software Basada en
Componentes (ISBC), tambie´n conocida en la literatura por su denominacio´n en ingle´s
CBSE (Component-Based Software Engineering).
Concretamente, en el desarrollo de software basado en componentes se parte de una
descripcio´n de la aplicacio´n mediante una arquitectura de componentes software, la cual
contiene una visio´n abstracta de la aplicacio´n. A partir de una coleccio´n de componentes
reales, residentes en un repositorio de componentes, las te´cnicas de ISBC tratan de loca-
lizar las mejores soluciones que casan con las necesidades impuestas en la arquitectura
calculadas a partir de la combinacio´n de componentes que hay en dicho repositorios
de componentes. Por tanto, el desarrollo de software basado en componentes sigue una
serie de etapas, como las propuestas en [Dean and Vigder, 1997]: (a) una primera fase
de bu´squeda de componentes software en los repositorios de componentes para satisfacer
las necesidades de los usuarios o de una arquitectura de entrada, (b) una segunda fase
de evaluacio´n de los componentes a partir de unos criterios definidos, (c) una tercera
fase de adaptacio´n de los componentes que van a ser utilizados, y (d) una u´ltima fase
de ensamblaje de los componentes. Incluso en otras propuestas de investigacio´n, como
la de [Barnes et al., 2014] se establece otra etapa adicional basada en un mecanismo de
patrones para definir cua´l puede ser la mejor configuracio´n de componentes que cumpla
con los objetivos de negocio de la organizacio´n.
En el trabajo de tesis doctoral que aqu´ı se describe se sigue una propuesta ISBC
para el desarrollo de los componentes y el manejo de las arquitecturas de componentes
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de las aplicaciones mashup. En las siguientes subsecciones se definen los principales
elementos que intervienen en la propuesta. En primer lugar, se realiza una revisio´n de
los conceptos de componente y arquitectura de componentes. Posteriormente, se
describe co´mo se lleva a cabo la reutilizacio´n en los sistemas basados en componentes.
Para ello, se describen algunos de los mecanismos de especificacio´n de componentes
usados en operaciones de bu´squeda y seleccio´n. Por u´ltimo, la seccio´n presenta algunas
de las tecnolog´ıas existentes relacionadas con el uso de componentes.
1.3.1. Componentes
En el desarrollo de software se utiliza el te´rmino componente para hacer referencia a tres
elementos: mo´dulos por los que esta´ formado el sistema, clases por las que esta´ formado el
sistema, o las funciones o procedimientos del sistema. Al igual que ocurre con la definicio´n
de mashup, es dif´ıcil encontrar una definicio´n para componente software aceptada por
todos los autores. Veamos algunas de las ma´s extendidas a lo largo de la literatura.
Quiza´s, una de las ma´s conocidas y aceptadas haya sido la de [Szyperski, 2002].
Definicio´n 1.3 (Componente software [Szyperski, 2002]) Un componente es una
unidad de composicio´n con una interfaz especificada de manera contractual y dependen-
cias del contexto expl´ıcitas. Un componente software puede ser desplegado de forma
independiente y esta´ sujeto a la composicio´n de terceros.
De esta forma, la definicio´n se centra en la divisio´n entre la especificacio´n de su inter-
faz (o interfaces) y su implementacio´n. Esto quiere decir que, para usar un componente
dentro de una aplicacio´n, no se tiene en cuenta la forma en la cual fue implementado
el componente. Adema´s, la actualizacio´n del componente, o la modificacio´n en su lo´gica
de negocio, no tiene que afectar a la reconexio´n con la aplicacio´n de la que forma parte
[Crnkovic, 2001]. Existen otras definiciones de componente como la que proporciona el
SEI (Software Engineering Institute) [Brown, 1999]:
Definicio´n 1.4 (Componente software [Brown, 1999]) Un componente software es
un fragmento de un sistema software que puede ser ensamblado con otros fragmentos para
formar piezas ma´s grandes o aplicaciones completas.
Otra definicio´n de componente bien conocida es la de EDOC (Enterprise Distributed
Object Computing) [OMG, 2004] de OMG (Object Management Group).
Definicio´n 1.5 (Componente software [OMG, 2004]) Un componente es algo que
se puede componer junto con otras partes para formar una composicio´n o ensamblaje.
Otra definicio´n de componente quiza´s ma´s relacionada con las aplicaciones mashup
es la que se usa para identificar los componentes Web.
Definicio´n 1.6 (Componente software [Cooney, 2014]) Un componente Web es una
pieza de interfaz de usuario reutilizable que ha sido creada usando tecnolog´ıa Web de
co´digo “abierto”. Estos componentes se an˜aden en una aplicacio´n como trozos de inter-
faz de usuario, los cua´les no necesitan usar librer´ıas externas.
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La especificacio´n de este tipo de componentes tiene actualmente algunas propuestas
de implementacio´n6, entre las cuales se encuentra Polymer7, que es un conjunto de
librer´ıas desarrolladas por Google para construir componentes Web.
A partir de las definiciones vistas anteriormente se puede decir que un componente
software se puede combinar con otros elementos del mismo tipo para crear un sistema de
mayor complejidad. El nivel de abstraccio´n y complejidad de un componente determina
cua´l es su granularidad. En este sentido, un componente de granularidad gruesa es un
componente que esta´ compuesto por una agrupacio´n de componentes, o puede tratarse
de una pequen˜a aplicacio´n que encapsula cierta funcionalidad y que es utilizada para
construir otras aplicaciones o sistemas de taman˜o superior. Si la complejidad de un
componente es ma´s simple, se acerca ma´s a un componente de granularidad fina. La
combinacio´n de estos componentes, da lugar a una arquitectura de componentes software.
Pero cuando se trabaja en el a´mbito de la ingenier´ıa de componentes es indispensa-
ble contar con un tipo o definicio´n de componente esencial: los componentes comerciales
o componentes COTS (Commercial Off-The-Shelf). Estos se caracterizan por ser com-
ponentes desarrollados por terceros, que cuentan con una definicio´n (o especificacio´n)
conocida, accesible y localizada por el resto desde repositorios pu´blicos. Debido a que
este tipo de componente ha sido capital en el desarrollo de la propuesta de investiga-
cio´n realizada en esta tesis doctoral, nos vamos a centrar con algo ma´s de detalle en el
siguiente apartado.
1.3.2. Componentes COTS
Histo´ricamente hablando, el te´rmino COTS se remonta al primer lustro de los an˜os 90,
cuando en Junio de 1994 el Secretario de Defensa americano, William Perry, ordeno´ hacer
el ma´ximo uso posible de especificaciones y esta´ndares comerciales en la adquisicio´n de
productos (hardware y software) para el Ministerio de Defensa. En Noviembre de 1994,
el Vicesecretario de Defensa para la Adquisicio´n y Tecnolog´ıa, Paul Kaminski, ordeno´
utilizar esta´ndares y especificaciones de sistemas abiertos como una norma extendida
para la adquisicio´n de sistemas electro´nicos de defensa. A partir de entonces, los te´rminos
“comercial”, “sistemas abiertos”, “esta´ndar” y “especificacio´n” han estado muy ligados
entre s´ı (aunque un te´rmino no implica los otros), estando muy presentes en estos u´ltimos
an˜os en ISBC [Iribarne, 2003].
El te´rmino “componente comercial” puede ser referido de muy diversas formas, co-
mo por ejemplo, software Commercial Off-The-Shelf (COTS), o Non-Developmental Item
(NDI), o incluso Modifiable Off-The-Shelf (MOTS) [Carney, 2000]. En realidad existen
unas pequen˜as diferencias entre ellos. Por ejemplo, un componente COTS es un software
que (a) existe a priori, posiblemente en repositorios; (b) esta´ disponible al pu´blico en ge-
neral; y (c) puede ser comprado o alquilado. Un componente NDI se trata de un software
desarrollado (inicialmente sin un intere´s comercial) por unas organizaciones para cubrir
ciertas necesidades internas, y que puede ser requerido por otras organizaciones. Por
tanto es un software que (a) existe tambie´n a priori, aunque no necesariamente en repo-
sitorios conocidos; (b) esta´ disponible, aunque no necesariamente al pu´blico en general;
6WebComponents – http://webcomponents.org/
7Polymer – https://www.polymer-project.org/
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y (c) puede ser adquirido, aunque ma´s bien por contrato. Por u´ltimo, un componente
MOTS es un tipo de software Off-The-Shelf donde se permite tener acceso a una parte
del co´digo del componente, a diferencia del componente COTS, cuya naturaleza es de
caja negra, adquirido en formato binario, y sin posibilidad de acceder al co´digo fuente.
Como sucede para el caso de los componentes software, en la literatura existen diver-
sas definiciones para el te´rmino COTS. Una definicio´n del te´rmino la podemos encontrar
con la definicio´n de elemento “COTS” del SEI, que dice lo siguiente:
Definicio´n 1.7 (Elemento COTS del SEI, [Brown, 1999]) Un elemento COTS se
refiere a un tipo particular de componente software, probado y validado, caracterizado
por ser una entidad comercial, normalmente de grano grueso y que reside en repositorios
software, y que es adquirido mediante compra o alquiler con licencia, para ser probado,
validado e integrado por usuarios de sistemas.
Existen otros autores, como en [Meyers, 2001], que tambie´n consideran que un com-
ponente comercial no tiene necesariamente que ser adquirido mediante compra o licencia,
sino que tambie´n puede ser adquirido como software de dominio pu´blico o desarrollado
fuera de la organizacio´n.
En nuestro trabajo de investigacio´n, para el uso de componentes “mashup”, hemos
adoptado la definicio´n de componente COTS establecida por [Iribarne, 2003].
Definicio´n 1.8 (Componente COTS, [Iribarne, 2003]) Un componente COTS es
una unidad de elemento software en formato binario, utilizada para la composicio´n de
sistemas de software basados en componentes, que generalmente es de grano grueso, que
puede ser adquirido mediante compra, licencia, o ser un software de dominio pu´blico, y
con una especificacio´n bien definida que reside en repositorios conocidos.
Por regla general, existe una gran diversidad de para´metros que caracterizan a un
componente COTS, pero sin embargo, dos son los ma´s comunes en la literatura de
componentes COTS. En primer lugar, un componente COTS suele ser de grano grueso
y de naturaleza de “caja negra” sin posibilidad de ser modificado o tener acceso al
co´digo fuente. Una de las ventajas de un software comercial es precisamente que se
desarrolla con la idea de que va a ser aceptado como es, sin permitir modificaciones. Hay
algunos desarrolladores de componentes que permiten la posibilidad de soportar te´cnicas
de personalizacio´n que no requieren una modificacio´n del co´digo fuente, por ejemplo
mediante el uso de plug-ins y scripts. Y en segundo lugar, un componente COTS puede
ser instalado en distintos lugares y por distintas organizaciones, sin que ninguna de ellas
tenga el completo control sobre la evolucio´n del componente software.
Son muy numerosas las ventajas —aunque tambie´n lo son los inconvenientes— de
utilizar componentes COTS en lugar de componentes de “fabricacio´n propia”. Una de las
ventajas ma´s claras es el factor econo´mico, relacionado con el coste de desarrollo. Puede
ser mucho ma´s barato comprar un producto comercial, donde el coste de desarrollo ha
sido amortizado por muchos clientes, que intentar desarrollar una nueva “pieza” software.
Por otro lado, el hecho de que un componente COTS haya sido probado y validado por
el vendedor y por otros usuarios del componente en el mercado, suele hacer que sea
aceptado como un producto mejor disen˜ado y fiable que los componentes construidos
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por uno mismo. Otra ventaja es que el uso de un producto comercial permite integrar
nuevas tecnolog´ıas y nuevos esta´ndares ma´s fa´cilmente y ra´pidamente que si se construye
por la propia organizacio´n.
En cuanto a las desventajas, destacamos principalmente dos, aunque estas derivan
en otras ma´s. En primer lugar, los desarrolladores que han adquirido un componente
comercial no tienen posibilidad de acceso al co´digo fuente para modificar la funcionalidad
del componente. Esto significa que en las fases de ana´lisis, disen˜o, implementacio´n y
pruebas, el componente es tratado como un componente de caja negra, y esto puede
acarrear ciertos inconvenientes para el desarrollador, como por ejemplo no saber co´mo
detectar y proceder en caso de fallos; o que el sistema requiera un nivel de seguridad no
disponible en el componente, entre otros problemas. Adema´s, los productos comerciales
esta´n en continua evolucio´n, incorporando el fabricante nuevas mejoras al producto y
ofrecie´ndoselo a sus clientes (por contrato, licencia o libre distribucio´n). Sin embargo, de
cara al cliente desarrollador, reemplazar un componente por uno actualizado puede ser
una tarea laboriosa e intensiva: el componente y el sistema deben pasar de nuevo unas
pruebas (en el lado cliente).
Otra gran desventaja es que, por regla general, los componentes COTS no suelen
tener asociados ninguna especificacio´n de sus interfaces, ni de comportamiento, de los
protocolos de interaccio´n con otros componentes, de los atributos de calidad de servicio, y
otras caracter´ısticas que lo identifiquen. En algunos casos, las especificaciones que ofrece
el fabricante de componentes COTS puede que no sean siempre correctas, o que sean
incompletas, o que no sigan una forma esta´ndar para escribirlas (las especificaciones).
Otras veces, aunque el vendedor de componentes COTS proporcione una descripcio´n
funcional del componente, puede que e´sta no satisfaga las necesidades del integrador,
y que necesite conocer ma´s detalles de la especificacio´n del comportamiento y de los
requisitos del componente.
Para nuestros propo´sitos de investigacio´n hemos adoptado el modelo de documen-
tacio´n de componente COTS definido por [Iribarne, 2003]. El modelo de documenta-
cio´n recoge informacio´n funcional (interfaces, protocolos y comportamiento), informa-
cio´n extra-funcional, informacio´n de implementacio´n e implantacio´n, e informacio´n de
marketing. El modelo de documentacio´n de componentes COTS esta´ soportado por plan-
tillas en XML que esta´n basadas en el esquema COTS-XMLSchema desarrollado a partir
del lenguaje XMLSchema Language del W3C. Esta plantilla de definicio´n de componente
COTS sera´ detallada ma´s adelante en el Cap´ıtulo 2.
1.3.3. Arquitecturas de componentes
El propo´sito del desarrollo de software basado en componentes es poder construir sis-
temas ma´s complejos a partir de piezas ya existentes. Con este tipo de desarrollo, lo
que se pretende es realizar un s´ımil con el desarrollo de sistemas meca´nicos donde se
usan piezas meca´nicas (tales como engranajes o muelles) para construir una ma´quina
que realice alguna funcio´n. Basa´ndonos en esta idea, el objetivo de una arquitectura de
componentes es utilizar componentes software para desarrollar un sistema ma´s comple-
jo que cumpla con una determinada tarea. A continuacio´n se ofrece una definicio´n del
te´rmino arquitectura software.
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Definicio´n 1.9 (Arquitectura software [Bass et al., 2003]) La arquitectura soft-
ware de un programa o de un sistema de computacio´n es la estructura o las estructuras
de dicho sistema y consta de los siguientes elementos: a) los componentes software, b)
las propiedades de dichos componentes y que son visibles de forma externa, y c) las
relaciones entre ellos.
Se puede decir que una arquitectura software se encuentra entre el proceso de re-
quisitos e implementacio´n, ya que permite realizar una abstraccio´n del sistema para
exponer ciertas propiedades del mismo y ocultar otras. Las arquitecturas software son
importantes en al menos seis aspectos del desarrollo de software segu´n [Garlan, 2000]:
(a) Comprensio´n del sistema: una arquitectura facilita entender lo que hace el sistema,
pues permite expresarlo con un alto nivel de abstraccio´n en donde los aspectos de
disen˜o pueden ser fa´cilmente comprendidos.
(b) Reutilizacio´n: las descripciones arquitecto´nicas permiten que se puedan llevar a cabo
procesos de reutilizacio´n, generalmente de componentes y de marcos de trabajo
(frameworks).
(c) Construccio´n: un planteamiento arquitecto´nico permite tener una visio´n parcial del
sistema que se desea construir, describiendo los componentes y sus relaciones.
(d) Evolucio´n: permite crear un l´ımite de la parte funcional de un componente. Por
tanto, la divisio´n hace ma´s fa´cil que se puedan realizar cambios en la arquitectura
por motivos de interoperabilidad, prototipado y reutilizacio´n.
(e) Ana´lisis: con la arquitectura software se puede hacer un nuevo ana´lisis y refinar as´ı
los requisitos identificados.
(f) Decisio´n: permite desvelar ciertos detalles que permiten decidir que´ estrategia de
implementacio´n utilizar, modificar o incluir en los requisitos.
En una arquitectura software se definen los detalles de disen˜o del conjunto de com-
ponentes y sus relaciones, lo cual forma una vista abstracta del sistema modelado.
Existe una gran variedad de elementos arquitecto´nicos que simplifican las tareas de
disen˜o en la construccio´n de una arquitectura. Estos elementos que forman parte de
la arquitectura se conocen como estilos arquitecto´nicos. Un estilo arquitecto´nico esta´
compuesto por un conjunto de estilos de componentes a nivel arquitecto´nico y por unas
descripciones de patrones de interaccio´n entre ellos [Bass, 2007]. Estos componentes
son utilizados para modelar las interacciones que hay dentro de una infraestructura de
componentes. De la misma forma que los patrones de disen˜o de [Gamma et al., 1994]
ayudan a los desarrolladores a disen˜ar sus clases, los estilos arquitecto´nicos sirven de
ayuda en las tareas de disen˜o de componentes en una arquitectura software.
Tradicionalmente una arquitectura software se centra en describir y analizar estructu-
ras esta´ticas. Pero en entornos complejos donde intervienen componentes de grano grue-
so, el sistema puede necesitar patrones arquitecto´nicos complejos como en [Cuesta, 2002],
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donde se propone una arquitectura de software dina´mica que utiliza un enfoque reflexi-
vo para permitir la reconfiguracio´n automa´tica de la arquitectura como respuesta a la
evolucio´n del sistema.
Otro aspecto importante en la construccio´n de arquitecturas software es el proceso de
evaluacio´n que determina la validez de la estructura realizada. Esta tarea, aunque esta´
centrada en la resolucio´n de la estructura de los componentes de la arquitectura, conlleva
una serie de procesos asociados. El proceso central es la resolucio´n de la funcionalidad
requerida en la arquitectura. Adema´s, tambie´n es necesario abordar la resolucio´n de
otro tipo de requisitos no funcionales, relacionados con algu´n caso de restriccio´n o con
aspectos de calidad de servicio (QoS, Quality of Service) [Buschmann et al., 2012]. En
este sentido, surgen te´cnicas espec´ıficas para el ca´lculo de atributos de calidad vinculados
con las arquitecturas de componentes, en lo que se denomina calidad de servicio de la
arquitectura (QoSA, Quality of Software Architectures) [Buhnova et al., 2014].
1.3.4. Especificacio´n de componente software
Un componente software debe ser descrito por medio de una especificacio´n a trave´s de la
cual se puede identificar y localizar al componente. Una especificacio´n de componente de-
be contener la informacio´n suficiente para poder ser seleccionado dentro de un conjunto
de componentes, para ser luego evaluado y ensamblado junto con el resto de compo-
nentes. Por tanto, el objetivo principal de una especificacio´n es permitir que se pueda
determinar si un componente puede formar parte de una arquitectura de componentes,
y que pueda interactuar con el resto de componentes al contar con la funcionalidad que
se necesita dentro del sistema.
La especificacio´n de un componente debe ser descrita cumpliendo con un esta´ndar
existente, para que e´ste sea interpretable por todo tipo de usuarios del sistema, pero
en especial, por procesos automa´ticos de bu´squeda. Segu´n el trabajo de [Han, 1999], un
componente software puede ser definido a partir de una parte sinta´ctica y otra sema´nti-
ca. La parte sinta´ctica esta´ formada por sus atributos, operaciones (me´todos) y eventos.
Por otro lado, la parte sema´ntica (o dina´mica) describe el comportamiento de los ele-
mentos mencionados, como por ejemplo los protocolos de interaccio´n del componente.
Tambie´n debe existir una seccio´n de propiedades que es necesaria para describir el con-
junto de caracter´ısticas extra-funcionales, como puede ser el taman˜o del componente o
si su taman˜o puede ser modificado.
Un aspecto importante de un componente es la definicio´n de su interfaz, descrita en
su parte sinta´ctica. Definir una interfaz permite aislar la parte de implementacio´n de la
parte funcional del componente [Crnkovic, 2001]. Una interfaz es una abstraccio´n de un
servicio que define las operaciones proporcionadas por dicho servicio, pero no sus imple-
mentaciones. Por ejemplo, en CORBA (Common Object Request Broker Architecture)
[OMG, 2006] de OMG, las interfaces esta´n constituidas por un conjunto de operaciones
de entrada y de salida, y atributos. Las operaciones de entrada son operaciones que el
componente implementa. Las de salida son operaciones requeridas por el componente
para que e´ste funcione correctamente. Las primeras se describen dentro de un tipo de in-
terfaces denominadas interfaces proporcionadas (provided) por el componente, mientras
que las segundas se describen en las denominadas interfaces requeridas (required).
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En la Tabla 1.1 se puede observar una descripcio´n de un componente con dos in-
terfaces, una proporcionada (GestionarCuenta) y otra requerida (InfoCuenta). Se ha
hecho uso del lenguaje IDL (Interface Description Language) de CORBA para describir
dichas interfaces. La interfaz GestionarCuenta tiene dos operaciones comprarAccion y
venderAccion, las cuales reciben como entrada el identificador de la cuenta. La opera-
cio´n comprarAccion devuelve un entero que identifica el registro de la compra mientras
que la operacio´n venderAccion no devuelve nada. Este componente hace uso de la ope-
racio´n validarCuenta de otro componente para llevar a cabo la validacio´n de la cuenta
de un usuario. Para ello se env´ıa el identificador de la cuenta y su contrasen˜a.
Interfaz proporcionada Interfaz requerida
interface GestionarCuenta {
int comprarAccion (in int id);







Tabla 1.1: Ejemplo de definicio´n de interfaces con IDL
Otro lenguaje para realizar descripciones de interfaces es WSDL (Web Services Des-
cription Language) para definir componentes como servicios web. Segu´n la Tabla 1.2,
una definicio´n WSDL se compone principalmente de dos partes, una parte abstracta y
otra parte concreta. La parte abstracta sirve para definir la estructura de sus operacio-
nes, mientras que la parte concreta permite describir do´nde esta´ ubicado un servicio y de
que´ manera puede ser invocado. De esta forma, el esta´ndar WSDL (un esta´ndar basado
en XML) se puede utilizar para describir las interfaces de componentes software.












Tabla 1.2: Estructura de una definicio´n WSDL
Como se ha comentado, la descripcio´n de un componente queda establecido por medio
de la especificacio´n de las interfaces. Pero no siempre esta informacio´n es suficiente para
definir un componente por completo. Es necesario tambie´n una definicio´n de su compor-
tamiento. La definicio´n del comportamiento de un componente se usa para an˜adir infor-
macio´n sema´ntica que describa el funcionamiento de los me´todos [Vallecillo et al., 1999].
Para realizar descripciones sobre el comportamiento de los componentes existen lengua-
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jes tales como Larch [Dhara and Leavens, 1996], OCL (Object Constraint Language)
[Warmer and Kleppe, 1998] o JML (Java Modeling Language) [Kilov et al., 1999]. Es
decisio´n del desarrollador del componente usar un lenguaje u otro para definir la parte
sema´ntica o de comportamiento.
En una descripcio´n de componente tambie´n esta´n las propiedades extra-funcionales,
como por ejemplo, caracter´ısticas de calidad de servicio (Quality of Service, QoS). La
informacio´n extra-funcional se puede clasificar de diferentes formas. Algunos ejemplos
de este tipo de propiedades son la usabilidad, la portabilidad, la facilidad de prueba o la
facilidad de instalacio´n. Tambie´n hay otra informacio´n que puede resultar valiosa (y que
puede considerarse como extra-funcional), como la referencia a datos relacionados con la
implementacio´n, informacio´n de empaquetamiento u otra informacio´n necesaria para el
mercado o la industria de componentes. Algunos ejemplos espec´ıficos de estos tipos de
propiedades son el precio de uso de un componente, el lenguaje en el que esta´ implemen-
tado, o la localizacio´n donde se encuentra, entre otros elementos [Iribarne et al., 2004].
En resumen, una especificacio´n de un componente queda establecida por un docu-
mento que contiene la descripcio´n de las siguiente cuatro partes:
(a) informacio´n sinta´ctica de los atributos, las operaciones (o me´todos) y los eventos
de las interfaces de un componente;
(b) informacio´n sema´ntica acerca del comportamiento de estos operadores;
(c) informacio´n de protocolos, que determina la interoperabilidad del componente con
otros componentes;
(d) y un conjunto de propiedades extra-funcionales del componente, como propiedades
de seguridad, fiabilidad o rendimiento, entre otras.
Para nuestros propo´sitos de investigacio´n, hemos adoptado y extendido el modelo
de documentacio´n de componentes COTS denominado COTScomponent establecido en
[Iribarne, 2003]. Dicho modelo de documentacio´n esta´ soportado por un lenguaje que
permite definir documentos COTS. El lenguaje esta´ descrito con un esquema gramatical
en XML, utilizando la notacio´n XML-Schema del W3C8. El esquema gramatical deter-
mina co´mo se debe escribir un documento COTS del modelo en una plantilla (template)
XML para recoger la especificacio´n de un componente comercial.
A modo de ejemplo, en la Tabla 1.3 se muestra la definicio´n de esquema de un
documento COTS, y en la Tabla 1.4 se muestra el esqueleto de una instancia de plantilla
de un documento COTS.
Como se puede comprobar, una plantilla de documento COTS comienza por el ele-
mento COTScomponent, y dentro de e´ste se definen sus cuatro partes. Adema´s, el elemento
principal COTScomponent tambie´n puede contener uno o ma´s atributos, siendo name el
u´nico atributo obligatorio utilizado para recoger el nombre del componente que se esta´
documentando. Los dos atributos xmlns son dos espacios de nombres, el primero de ellos
se utiliza para establecer el lugar donde reside la grama´tica del lenguaje de un docu-
mento COTS (COTS-XMLSchema.xsd) y el segundo permite utilizar los tipos de datos
definidos en la grama´tica base XMLSchema del W3C.
8XMLSchema – http://www.w3.org/2000/10/XMLSchema
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<xsd:element name="properties" type="propertiesType" minOccurs="0"/>
<xsd:element name="packaging" type="packagingType" minOccurs="0"/>
<xsd:element name="marketing" type="marketingType" minOccurs="0"/>
</xsd:sequence>
</xsd:complexType>




4: <functional> . . .</functional>
5: <properties> . . .</properties>
6: <packaging> . . .</packaging>
7: <marketing> . . .</marketing>
8: </COTScomponent>
Tabla 1.4: Una instancia ejemplo de un documento COTS
Como se ha comentado, en el presente trabajo de investigacio´n se ha adoptado y
extendido la definicio´n de componente COTScomponent para especificar los componentes
mashups usados por el modelo de infraestructura propuesto para el despliegue de aplica-
ciones mashup. En el siguiente cap´ıtulo se explicara´ el uso dado a esta plantilla y co´mo
ha sido adoptada a partir de la definicio´n de un metamodelo de componentes.
1.3.5. Tecnolog´ıas de comunicacio´n entre componentes
Desde sus inicios, en la Ingenier´ıa del Software Basada en Componentes se han propues-
to diferentes modelos de componentes, cada uno con sus propias peculiaridades. Como
caracter´ısticas comunes a todos ellos se encuentran (a) los tipos de componentes que se
pueden construir, (b) el tipo de arquitecturas que se pueden construir con ellos, (c) los
procesos de comunicacio´n que tienen lugar entre los componentes, y (d) las plataformas
o sistemas en los que se pueden aplicar [Crnkovic et al., 2011]. Algunos ejemplos de mo-
delos de componentes son: Entreprise JavaBeans (EJB) [DeMichiel and Keith, 2006],
Microsoft Component Object Model (COM) [Box, 1998], CORBA Component Model
(CCM) [OMG, 2006], Open Services Gateway (OSGi) [OSGi Alliance, 2007], o Fractal
[Bruneton et al., 2006], entre otros.
Los procesos de comunicacio´n entre componentes son importantes para que el con-
junto de componentes del sistema puedan realizar las tareas por las cuales se construyo´.
Para cada modelo de componente existe una manera de llevar a la pra´ctica los procesos
de comunicacio´n. Para el caso del modelo COM, los componentes permiten la comunica-
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cio´n de manera transparente, de tal forma que los clientes no son conscientes de do´nde
se esta´n ejecutando estos componentes, pudiendo estar ubicados en la misma ma´quina,
o en ma´quinas diferentes. A todos los componentes COM se accede a trave´s de sus pro-
pias interfaces. La interfaz del componente debe estar disponible para que cuando se
produzca una llamada a dicha interfaz, e´ste este´ listo para poder responder. En el caso
de que el componente no este´ disponible, se busca otro a trave´s de un proxy ubicado en
un servidor que pueda proporcionar dicha informacio´n [Box, 1998].
El modelo de componentes CORBA (Common Object Request Broker Architecture
de OMG responde a la siguiente forma de comunicacio´n [OMG, 2006]. La comunicacio´n
entre dos componentes se realiza a trave´s de un objeto ORB (Object Request Broker)
el cual actu´a como mediador para localizar la referencia de uno sobre el otro. Para
un componente que juega el papel de servidor (o productor), debe estar previamente
registrada una referencia del mismo en el ORB. Seguidamente otro componente que
juega el papel de cliente (o de consumidor), se conecta con el objeto ORB solicitando
una referencia del componente destino sobre el cual se desea conectar. El ORB localiza y
recupera la referencia del componente servidor, que se la ofrece al cliente para establecer
una comunicacio´n directa cliente/servidor entre ambos componentes. Tanto en el lado
cliente como en el del servidor, debe existir funcionando una instancia del objeto ORB, el
cual opera como una especie de bus virtual de comunicacio´n entre ambos componentes.
En el caso del modelo OSGi se hace uso de eventos para llevar a cabo los procesos de
comunicacio´n entre los componentes. En este modelo de componente existe un servicio
de administracio´n para manejar los eventos, en el cual se publican los componentes y
los eventos, describiendo que´ componente esta´ relacionado con cada evento. Para cada
evento publicado tambie´n se define su tipo, adema´s de las propiedades del evento que
sera´n tenidas en cuenta durante el proceso de comunicacio´n [OSGi Alliance, 2007].
Respecto al modelo Fractal, la comunicacio´n entre componentes so´lo es posible si sus
interfaces esta´n conectadas entre s´ı. En Fractal este tipo de conexio´n se llama binding.
En un binding, una interfaz cliente se conecta con una interfaz servidor. Puede darse el
caso de que para conectar una interfaz cliente con una interfaz servidor sea necesario
colocar un middleware construido a partir de un conjunto de componentes que hara´n de
intermediarios entre ambas interfaces. El concepto de binding es lo que en otros modelos
de componentes se conoce como connector [Bruneton et al., 2006].
Por otro lado esta´ la tecnolog´ıa para la comunicacio´n de componentes web, como
la utilizada en Portlets. Un Porlet es un componente web incrustado en una pa´gina
web cuyo objetivo es darle una funcionalidad extra a la aplicacio´n. Para este tipo de
componente existe una especificacio´n donde se define co´mo deben ser construidos los
componentes Portlet y co´mo deben ser sus procesos de comunicacio´n [Hepper, 2008].
En OMELETTE [Chudnovskyy et al., 2013], se expone co´mo extender el contenedor
de componentes Apache Wookie y Shinding para establecer procesos de comunicacio´n
entre las interfaces de los componentes widgets. El objetivo de esta extensio´n es an˜adir
automa´ticamente un co´digo fuente a las instancias de los widgets para que este´n a la
escucha de eventos de tipo DOM y de esta forma los componentes puedan intercambiar
informacio´n. En [Sire et al., 2009], se construye una API con el propo´sito de comunicar
widgets entre s´ı mediante eventos de mensajes. El widget origen gestiona su env´ıo de
eventos a trave´s del me´todo addWidgetEventListener y el me´todo removeEventListener.
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1.4. Ingenier´ıa de Modelos
Otro de los pilares fundamentales en este trabajo de tesis doctoral es la Ingenier´ıa de
Modelos, ya que en dicha propuesta se utilizan modelos y metamodelos para la definicio´n
de los elementos principales que intervienen en la infraestructura para el despliegue de
aplicaciones mashup.
Cuando se habla de Ingenier´ıa de Modelos, es interesante aclarar diferentes conceptos
que son utilizados dentro de este a´mbito, como son los conceptos de Arquitectura Diri-
gida por Modelos o Model-Driven Architecture (MDA), Desarrollo Dirigido por Modelos
o Model-Driven Development (MDD), Ingenier´ıa Dirigida por Modelos o Model-Driven
Engineering (MDE) e Ingenier´ıa Basada en Modelos o Model-Based Engineering (MBE).
En determinadas ocasiones, el uso de los conceptos MDA y MDD genera incertidumbre
por su similitud. MDD es un paradigma de desarrollo donde los modelos son el pilar
fundamental, al contrario de otros paradigmas de desarrollo donde el elemento funda-
mental son los programas. De forma general, MDD se utiliza para crear co´digo a partir
del uso de modelos. Dentro de MDD las principales operaciones para la manipulacio´n
de los modelos son las transformaciones.
En cambio, MDA es la iniciativa de Object Management Group (OMG) para llevar
a la pra´ctica la estandarizacio´n de MDD. Nace en el an˜o 2001 para establecer un con-
junto de tecnolog´ıas que fueran interoperables entre s´ı para aplicar de forma efectiva el
desarrollo dirigido por modelos. MDA establece una serie de esta´ndares para gestionar
modelos, como por ejemplo, Unified Modeling Language (UML) para el modelado, Meta-
Object Facility (MOF) para el metamodelado, o XML Metadata Interchange (XMI) para
el intercambio de modelos. Adema´s, MDA propone utilizar los modelos en tres niveles
de abstraccio´n: Computation Independent Model (CIM), Platform Independent Model
(PIM) y Platform Specific Model (PSM) (ver Figura 1.3). Los modelos CIM describen
los requisitos del sistema, sin tener en cuenta detalles de la estructura ni de la funciona-
lidad. Los modelos PIM detallan la funcionalidad sin entrar en la plataforma donde se
ejecuta el software. Para finalizar, los modelos PSM an˜aden informacio´n sobre la imple-
mentacio´n del software para ser ejecutado en una plataforma concreta. De esta forma,
MDA se encuentra dentro de MDD.
Código 
Transformación de modelos 
CIM PIM PSM 
Figura 1.3: Niveles de modelado en MDA
El concepto MDE engloba a MDD, ya que las actividades que contiene esta ingenier´ıa
va ma´s alla´ de las enfocadas u´nicamente al desarrollo del software, como por ejemplo,
hacer uso de modelos en tiempo de ejecucio´n, o para ayudarse de los modelos en alguna
tarea relacionada con el mantenimiento del software. Para el caso de MBE, este se utiliza
cuando se quiere dar una connotacio´n a grandes rasgos de los modelos. O sea, los modelos
esta´n presentes y son un elemento importante e incluso clave, pero las actividades no
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esta´n “dirigidas” por los modelos. En ciertas ocasiones, estos elementos se podr´ıan haber
cambiado por otras alternativas de representacio´n; en estos casos, las acciones que se
encargan de manipularlos no esta´n enfocadas en los modelos. La Figura 1.4 muestra la
relacio´n entre los cuatro conceptos. Vemos que MDA esta´ dentro de MDD, el cual se
considera dentro del subconjunto de MDE. MBE, como se observa, es el superconjunto
que engloba al resto de conceptos. La clasificacio´n que se ve en esta subseccio´n es un
tema abierto au´n en la comunidad9 y analizada en algunos trabajos existentes en la





Figura 1.4: MBE, MDE, MDD y MDA
El presente trabajo de investigacio´n hace uso del concepto MBE para mantener los
modelos de las aplicaciones mashup y los modelos a trave´s de los cuales se representan
los componentes que forman dichas aplicaciones mashups. Para la definicio´n formal de
estos modelos, es necesario cumplir con sus correspondientes metamodelos, en los que
se describe co´mo deben ser construidos dichos elementos.
1.4.1. Metamodelado
Conforme a su significado, el prefijo “meta” se utiliza para definir algo que esta´ por
encima, o dicho de otra forma “que trasciende”. En la l´ınea de este significado, el uso de
este prefijo cobra un significado ma´s “reflexivo” en algunos a´mbitos de la ciencia y en
especial, en el campo de la informa´tica. De esta manera, se utiliza el concepto metadatos
para hacer referencia a datos acerca de los datos, al igual que se utiliza el concepto
metainte´rprete para describir un inte´rprete de un inte´rprete (o un programa).
El concepto metamodelado define el proceso mediante el cual se crean modelos para
representar modelos (i.e., metamodelos). Desde un punto de vista global, se utilizara´
el concepto de “metamodelado” para hacer referencia al ana´lisis, disen˜o y construccio´n
de los metamodelos que se usan para solucionar ciertos problemas. Estos metamodelos
representan los conceptos de un dominio en te´rminos de metaclases y de las relaciones
entre ellas (metareferencias o meta-asociaciones). De forma ana´loga a los diagramas
de clases de UML, los metamodelos permiten definir la sintaxis abstracta de un nuevo
lenguaje para representar la estructura de objetos que se pueden representar dentro de
un dominio, o sea, las entidades, los atributos, las cardinalidades y los roles.
9http://modeling-languages.com/clarifying-concepts-mbe-vs-mde-vs-mdd-vs-mda/
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Por ejemplo, en la Figura 1.5a se muestra una vista parcial del metamodelo de UML
para escribir diagramas de clases. Mediante este lenguaje, se pueden crear modelos en los
cuales intervienen tres tipos de elementos: clases, propiedades y asociaciones. La Figura
1.5b expone un modelo construido a partir del metamodelo anterior. Por ejemplo, la
clase Cliente tiene cuatro propiedades: dni, nombre, comercial y tarifa. Las propiedades
comercial y tarifa pertenecen a la asociacio´n que la clase Cliente mantiene con las clase
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(b) Modelo UML
Figura 1.5: Metamodelo ejemplo
Como se ha indicado, los metamodelos permiten definir lenguajes para construir
modelos. Dichos lenguajes pueden ser de propo´sito general, como UML, o pueden ser
creados con un propo´sito espec´ıfico, como son los lenguajes espec´ıficos del dominio o
DSL (Domain-Specific Language) [Whittle et al., 2014]. En los dos casos, tal y como
sucede para crear modelos, se necesita un metamodelo. Para la creacio´n de un metamo-
delo se necesita un lenguaje de metamodelado, el cual recibe el nombre de metamodelo
(ver Figura 1.6). Para que un lenguaje se pueda utilizar como metamodelo, debe po-
der crearse e´l mismo con su propio lenguaje. El esta´ndar MOF (Meta-Object Facility)
[ISO/IEC, 2014], propuesto por OMG, es el metamodelo ma´s usado por la comunidad
MDE para definir lenguajes de modelado. De esta forma, por ejemplo, el propio lenguaje
UML se define mediante el uso de MOF.
Hay diferentes herramientas para crear metamodelos, todas basadas en el esta´ndar
MOF. Algunas de las ma´s conocidas son [Steinberg et al., 2008] Eclipse Modeling Fra-
mework (EMF), MetaEdit+ [Tolvanen and Kelly, 2009], Oslo (Microsoft SQL Server
Modeling, SSM) [Brunelie`re et al., 2010] y Architecture of integrated Information Sys-
tems (ARIS) [Kern and Ku¨hne, 2007]. De todas estas, EMF es una de las herramientas
ma´s usadas por la comunidad por su grado de madurez, soporte y desarrollo de este
framework. EMF ofrece editores gra´ficos para crear lenguajes de modelado, mecanismos
para la validacio´n y depuracio´n, adema´s de la posibilidad de generar de forma automa´tica
APIs basadas en Java para manipular metamodelos y sus modelos asociados.
COScore: una infraestructura de servicios para el despliegue de aplicaciones Mashup











Metamodelo UML y el resto 
de metamodelos
Modelos UML y el resto 
de modelos
Figura 1.6: Niveles de modelado
1.4.2. Modelos
Una vez construido el metamodelo o los metamodelos que se usara´n para las diferentes
actividades de ingenier´ıa de software, a partir de ellos se definen los modelos que descri-
ben el sistema que esta´ tratando de modelar. Para MDE, “todo es un modelo”, ya que
cualquier elemento del mundo se puede representar por medio de este paradigma.
El uso de modelos simplifica el proceso de desarrollo del software, y mejora la inter-
operabilidad de los sistemas y la comunicacio´n entre los desarrolladores y otras personas
que forman parte del equipo. Esto es debido gracias al mecanismo de abstraccio´n que
proporcionan los modelos, permitiendo representar parte de la realidad de forma sim-
plificada, y de forma que sea sencillo para el usuario entender el software. Por ejemplo,
supongamos que se quiere representar la relacio´n que hay entre una persona y su orde-
nador mediante un modelo. La Figura 1.7 muestra tres posibles modelos que identifican
y describen los conceptos que forman parte de este dominio. Cada modelo define la in-
formacio´n relacionada con el lenguaje de modelado (metamodelo) con el que se creo´. La
Figura 1.7a es un modelo UML representado por un diagrama de clases, la Figura 1.7b
muestra un modelo entidad-relacio´n, y la Figura 1.7c muestra un modelo gra´fico que
describe la informacio´n a partir de formas y figuras. Aunque en la Figura 1.7 se mues-
tran tres modelos diferentes, existe otra alternativa en la cual el modelo que describe
la informacio´n es igual para los tres casos, y lo u´nico que cambia es el diagrama que lo
representa. Mientras que el te´rmino modelo se usa para definir la descripcio´n y abstrac-
cio´n de una parte del sistema utilizando un lenguaje de modelado, el te´rmino diagrama
hace referencia a la representacio´n gra´fica de un modelo o un conjunto de modelos.
En funcio´n del lenguaje que se use para construir modelos, la representacio´n del
modelo puede cambiar. Para usar UML con el objetivo de modelar, existen multitud
de herramientas para crear, visualizar y modificar diagramas asociados a los modelos.
Sin embargo, utilizar otros lenguajes de modelado de propo´sito general o de lenguajes
espec´ıficos de dominio, requiere el desarrollo de herramientas para dar soporte a su
creacio´n o visualizacio´n. Con respecto a la codificacio´n interna de los modelos, hay un
consenso para utilizar el esta´ndar XMI (XML Metadata Interchange) para representar
los modelos en los diagramas correspondientes.
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(b) Modelo entidad-relacio´n
Visual Paradigm Standard Edition(University of Almeria)
(c) Modelo gra´fico
Figura 1.7: Modelos de ejemplo
1.4.3. Modelos en tiempo de ejecucio´n
El paradigma de la ingenier´ıa dirigida por modelos utiliza los modelos y los procesos que
los gestionan para transformarlos en tiempo de disen˜o y en tiempo de desarrollo. Aunque
en los u´ltimos an˜os ha surgido una nueva corriente para la aplicacio´n de las te´cnicas y la
metodolog´ıa MDE al contexto en tiempo de ejecucio´n [Blair et al., 2009]. El propo´sito
de los modelos que se gestionan en tiempo de ejecucio´n es el mismo que el de los modelos
en tiempo de disen˜o o en tiempo de desarrollo, aunque hay diferentes consideraciones
que se deben tener en cuenta. Por ejemplo, las dimensiones de la utilizacio´n de recursos,
de la eficiencia y del rendimiento, suelen estar presentes en las estrategias que manipulan
los modelos. La informacio´n y dependencia respecto al contexto es otro elemento que
puede jugar un papel importante. De esta forma, las caracter´ısticas relacionadas con la
personalizacio´n o la adecuacio´n de los modelos a las preferencias de los usuarios o a su
tipo de perfil, tambie´n esta´n relacionadas con los modelos en tiempo de ejecucio´n.
Que un modelo tenga que ser manipulado en tiempo de ejecucio´n suele implicar que
la informacio´n que el modelo representa esta´ cambiando a lo largo del tiempo, y que por
tanto, su gestio´n debe ser asumida de manera automa´tica por el sistema software. Por
eso, el concepto de modelo en tiempo de ejecucio´n se relaciona con la adaptacio´n dina´mi-
ca de aquello que esta´ siendo representado por dichos modelos. Uno de los dominios de
aplicacio´n en la literatura es la adaptacio´n de sistemas en respuesta a cambios del contex-
to, del entorno o de los requisitos [Cheng et al., 2009]. De esta forma, se puede separar el
proceso de adaptacio´n, de aquellos elementos que se necesitan adaptar y que se pueden
representar por los modelos en tiempo de ejecucio´n [Salehie and Tahvildari, 2009].
Existen propuestas que utilizan los modelos en tiempo de ejecucio´n para llevar a
cabo procesos de adaptacio´n, como en [Garlan and Schmerl, 2004] [Morin et al., 2009]
[Blair et al., 2009] [Derakhshanmanesh et al., 2014]. Hay otras propuestas, como la des-
crita en [Yuan et al., 2014] que utilizan la informacio´n obtenida de la interaccio´n de los
componentes del sistema para crear un modelo probabilista que de´ la posibilidad de
crear nuevas operaciones de adaptacio´n; o la propuesta de [Heinrich et al., 2015], donde
se muestra un programa para adaptar y evolucionar (en tiempo de ejecucio´n) sistemas
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basados en la nube por medio de la observacio´n y el ana´lisis de caracter´ısticas relacio-
nadas con la calidad. En esa propuesta, las te´cnicas de Ingenier´ıa de Modelos se usan
para diferentes objetivos, entre los que esta´n la monitorizacio´n de la informacio´n y las
transformaciones de modelos. Utilizar modelos en tiempo de ejecucio´n favorece la apari-
cio´n de nuevas tendencias para manipular los modelos. De esta forma, tambie´n hay una
consecuencia en la mejora y actualizacio´n de algunas de las herramientas relacionadas
directamente con la ingenier´ıa de modelos, como puede ser EMF. Las versiones actuales
de estas librer´ıas permiten su uso en tiempo de ejecucio´n.
En el presente trabajo de tesis doctoral se utilizan los modelos en tiempo de ejecucio´n.
Los elementos principales que se definen a trave´s de modelos y que son manejados en
tiempo de ejecucio´n son las arquitecturas de componentes, que describen las aplicaciones
mashup. Adema´s, los componentes tambie´n esta´n representados mediante modelos, y
son almacenados en un repositorio que tambie´n se gestiona en tiempo de ejecucio´n.
Por u´ltimo, estos modelos tambie´n dan soporte para poder llevar a cabo procesos de
persistencia y comunicacio´n entre los componentes que forman parte de las aplicaciones,
todo ello, como veremos en los pro´ximos cap´ıtulos.
1.5. Ingenier´ıa de servicios
Por u´ltimo, otro de los pilares fundamentales que soporta la metodolog´ıa propuesta en
esta tesis doctoral es la Ingenier´ıa de Servicios. El uso de servicios consigue aportar
interoperabilidad entre las aplicaciones software, independientemente de las caracter´ısti-
cas de las plataformas sobre las que fueron desplegadas. Adema´s, facilitan el acceso a la
informacio´n, pues los servicios fomentan el uso de esta´ndares y protocolos de comunica-
cio´n. Por norma general, los servicios tratan de hacer uso de esta´ndares para lograr una
mayor integridad entre los elementos software que los componen.
En el trabajo de tesis se usan servicios web para ofrecer un conjunto de operaciones a
las aplicaciones mashup, y poder construir un entorno ma´s accesible desde cualquier lugar
y para cualquier dispositivo. En las siguientes subsecciones se definen los principales tipos
de servicios web. En primer lugar, se realiza una revisio´n de los servicios web tradicionales
basados en SOAP, que son los servicios desplegados por la infraestructura definida.
Posteriormente, se describen los servicios RESTful, que son una alternativa a los servicios
web SOAP tradicionales. Para finalizar la seccio´n, se introducen los microservicios, un
concepto de servicio que ha surgido recientemente en la literatura.
1.5.1. Servicios web SOAP
Un servicio web SOAP es una interfaz que describe un conjunto de operaciones a las
cua´les se tiene acceso mediante un mensaje XML [Kreger et al., 2001] [Papazoglou, 2008]
[Alonso et al., 2010]. Una descripcio´n de un servicio ofrece detalles sobre co´mo hay que
hacer uso del servicio, co´mo debe ser el formato de los mensajes que consumen las
operaciones, co´mo deben ser los protocolos de transporte y co´mo deben ser los proto-
colos de comunicacio´n con el servicio web. La interfaz consigue ocultar detalles sobre
co´mo ha sido implementado el servicio, permitiendo a los programadores usarlo, inde-
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pendientemente de la plataforma hardware y software en la cual se ha implementado, e
independientemente del lenguaje de programacio´n en el que se construyo´. Esta forma de
desplegar funcionalidad y recursos computacionales ha sido utilizada en este trabajo de
investigacio´n de tesis doctoral, ya que es ido´nea para realizar el despliegue de aplicacio-
nes construidas en base a componentes de terceros (componentes comerciales o COTS),
como lo son las arquitecturas de componentes que forman las aplicaciones mashup.
La arquitectura de servicios web se basa en la interaccio´n de tres tipos de roles (muy
parecido al modelo ORB de CORBA visto anteriormente): proveedores de servicios,
registro de servicios y consumidores de servicios, como se puede ver en la Figura 1.8
(inspirada en [Curbera, 2001]). Estos roles actu´an sobre los servicios web haciendo uso
del conjunto de operaciones. En un escenario t´ıpico de servicio web, un proveedor de
servicio alberga un conjunto de funcionalidades o de capacidades, que son accesibles
a trave´s de la red. El proveedor del servicio define una descripcio´n de servicio para
el servicio web, hacie´ndolo pu´blico para el resto de los consumidores y para el objeto
de Registro de servicios. Cuando un consumidor de servicios quiere hacer uso de una
operacio´n, obtiene la localizacio´n del servicio donde esta´ la operacio´n. Para obtener esta
localizacio´n, el consumidor de un servicio se comunica con el objeto que juega el papel de
“registro de servicios”, y a partir de la informacio´n que e´ste le devuelve, el consumidor
se conecta con el proveedor del servicio invocando las operaciones del servicio web que





















Figura 1.8: Roles de servicio web y operaciones
Los servicios web se estructuran mediante una arquitectura de capas. Para com-
prender cada uno de los elementos que forman la arquitectura y conocer su ubicacio´n
dentro de ella, se muestra una imagen con una pila conceptual (Figura 1.9 inspirada en
[Curbera, 2001]). Para comunicar cada una de las capas se hace uso de esta´ndares. Las
capas ma´s altas se sirven de las capas ma´s bajas. El texto de la izquierda de la figura,
representa la tecnolog´ıa esta´ndar que se aplica en cada capa de la pila.
La capa ma´s baja de la arquitectura es la capa de red. Los servicios web deben estar
en localizaciones que sean accesibles para poder ser invocados por los consumidores de
servicios. Los servicios web pu´blicos usan protocolos de red que son esta´ndares, como
por ejemplo, el protocolo HTTP, o los protocolos de Internet, como SMTP o FTP, entre
otros. La siguiente capa es la capa de mensajer´ıa, basada en XML. El protocolo que se
utiliza en esta capa es SOAP debido a que:
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Descripción del servicio 




publicación del servicio 





SMTP, MQ, etc. 
Figura 1.9: Pila conceptual de servicios web
(a) es el mecanismo envolvente esta´ndar para la comunicacio´n de llamadas a procedi-
mientos remotos y mensajes que contienen documentos de tipo XML;
(b) es simple, ba´sicamente un mensaje POST HTTP que contiene XML; y
(c) los mensajes SOAP dan soporte a la publicacio´n y localizacio´n de las operaciones
en la arquitectura de servicios web.
Por otro lado, la capa de descripcio´n del servicio hace uso del esta´ndar WSDL (Web
Services Description Language) para describir co´mo se debe consumir el servicio web. Por
medio de WSDL se define co´mo es la interfaz y co´mo son los mecanismos de interaccio´n
con el servicio. Para describir el servicio a este nivel, tambie´n se necesita una descripcio´n
adicional para dar detalles sobre el contexto de negocio y relaciones servicio a servicio.
Estas descripciones de servicios definidas en WSDL son almacenadas en un servicio de
registro que permite la publicacio´n y localizacio´n de servicios en la red. Este servicio
de registro se puede definir a trave´s de UDDI (Universal Description, Discovery and
Integration). Por u´ltimo, la composicio´n de servicios y el flujo de informacio´n se describen
a trave´s de un documento WSFL (Web Services Flow Language). En resumen, se puede
acceder a un servicio web que esta´ disponible en la red por medio del protocolo SOAP
y se representa por una descripcio´n de servicio.
A modo de ejemplo, supo´ngase el servicio web descrito por el documento WSDL
de la Tabla 1.5. El servicio web se denomina SessionWSImplService, cuyo nombre que-
da establecido en el elemento wsdl:service del documento WSDL. El servicio con-
tiene una operacio´n llamada login visible dentro del elemento wsdl:operation. Esta
operacio´n tiene como entrada el tipo complejo (complexType) login y como devolu-
cio´n el tipo complejo loginResponse. El tipo login contiene a su vez el tipo complejo
loginSessionParams el cual esta´ formado por un elemento llamado userName y user-
Password. Por otro lado, la operacio´n login devuelve loginSessionResult, el cual
contiene un elemento llamado validation, un elemento userID y otro elemento lla-
mado message. Para comunicarse con la operacio´n login del servicio web es necesario
enviarle un mensaje SOAP como el descrito en la Tabla 1.6. Como se puede observar,
los para´metros que contiene el mensaje son userName y userPassword. Para finalizar,
la operacio´n responde con otro mensaje SOAP visible en la Tabla 1.7. Este mensaje de
respuesta esta´ formado por un campo validation, userID y message.
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<wsdl:definitions xmlns:xsd="..." xmlns:wsdl name="SessionWSImplService" targetNamespace="...">
<wsdl:types>
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema" ... version="1.0">
<xsd:element name="login" type="tns:login"/>
<xsd:complexType name="login">

























<wsdl:output message="tns:loginResponse" name="loginResponse"> ... </wsdl:output>
</wsdl:operation>
</wsdl:portType>
<wsdl:binding name="SessionWSImplServiceSoapBinding" type="tns:SessionWS"> ... </wsdl:binding>
<wsdl:service name="SessionWSImplService">...</wsdl:service>
</wsdl:definitions>















<validation> "ejemplo true o false" </validation> <userID> "ejemplo ID o -1" </userID>





Tabla 1.7: Mensaje SOAP de respuesta de la operacio´n login
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1.5.2. Servicios web RESTful
Los servicios web RESTful se han disen˜ado siguiendo el estilo de disen˜o REpresentatio-
nal State Transfer (REST) [Belqasmi et al., 2011]. REST es un estilo de Arquitectura
Software Orientada a recursos (Resource-Oriented Architecture, ROA) para sistemas hi-
permedia distribuidos. Una arquitectura disen˜ada bajo el modelo REST proporciona
un conjunto de reglas y una serie de procedimientos paso a paso para desarrollar una
tarea. Los servicios web RESTful pueden ser descritos usando el lenguaje WADL (Web
Application Description Language) [W3C, 2009].
Los servicios RESTful se basan en tres caracter´ısticas principales: direccionamiento,
interfaces uniformes y la carencia de estados [Richardson and Ruby, 2008]. Para el di-
reccionamiento, REST modela el conjunto de datos que son ofrecidos como recursos, e
identifica cada recurso a trave´s de una referencia URI (Uniform Resource Identifier). Un
recurso es un tipo de informacio´n al que se puede tener acceso y hacer referencia, como
por ejemplo, un documento, un registro de una base de datos o un resultado de bu´sque-
da. Los recursos que son ofrecidos por medio de REST tienen la caracter´ıstica de que son
accesibles por medio de una interfaz uniforme y esta´ndar. Una interfaz uniforme ofrece
ciertas ventajas, como la facilidad de uso y la interoperabilidad. Los servicios RESTful
no guardan su estado ya que cada solicitud sobre el servicio contiene toda la informacio´n
necesaria para el servidor. Tampoco se guarda en el servidor los datos de sesio´n de los
clientes; es decir, el servidor nunca se basa en informacio´n previa para responder ante
una nueva solicitud. Todo esto facilita el desarrollo de aplicaciones simples y escalables
que permiten realizar de forma sencilla un balanceo de la carga computacional.
Tanto REST como ROA soportan diferentes formatos de comunicacio´n, incluyendo
texto plano, HTML, XML, y JSON (JavaScript Object Notation). ROA usa HTTP como
protocolo de comunicacio´n. As´ı, la interfaz uniforme ROA esta´ formada por operacio-
nes HTTP, y dentro del conjunto de operaciones HTTP se usan GET, PUT, POST y
DELETE. Se puede disen˜ar un servicio web RESTful a partir de ROA siguiendo los
siguientes pasos. En primer lugar hay que definir el conjunto de datos sobre el cual el
servicio debe funcionar, y despue´s llevar a cabo una divisio´n de los recursos. Tras ello,
para cada recurso se procede de la siguiente manera: (a) primero, se nombra el recurso
utilizando una URI; (b) a continuacio´n, se identifica el tipo de interfaz espec´ıfica que se
ofrece a trave´s del servicio; (c) seguidamente, se disen˜a co´mo se representara´ el recurso
que sera´ solicitado luego por los clientes, y co´mo se enviara´ dicho recurso al cliente; (d)
y finalmente, se define co´mo sera´ el comportamiento del servicio y que´ ocurre durante
una ejecucio´n satisfactoria del mismo.
En nuestro caso, para el trabajo de investigacio´n desarrollado en esta tesis docto-
ral, todos los servicios web de la infraestructura propuesta han sido desarrollados como
servicios web SOAP, tal y como se describira´ en los Cap´ıtulos 3 y 4. Se ha optado por
utilizar la perspectiva tradicional basada en esta´ndares para el desarrollo de los servi-
cios web de dicha infraestructura, motivo por el cual los servicios siguen los esta´ndares
SOAP. No obstante, nuestras aplicaciones mashup, y como consecuencia, cada uno de
sus componentes, utilizan servicios de terceras partes que pueden estar implementados
como servicios web RESTful, como es el caso de los servicios que permiten acceder al
repositorio de componentes tipo Web.
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1.5.3. Microservicios
En las aplicaciones actuales hay una tendencia al desarrollo orientado a servicios, ya que
estos aportan interoperabilidad, fomentan el uso de esta´ndares y de protocolos basados
en texto, adema´s de aportar un acceso fa´cil a la funcionalidad. Recientemente, ha surgido
una nueva tendencia en este a´mbito basada en el uso de “microservicios”.
Para comprender mejor el significado de un microservicio, veamos antes algunas
definiciones. En [Thones, 2015] se define un microservicio como una pequen˜a aplicacio´n
que se puede desplegar de forma independiente, que es escalable y que puede ser usada
de manera aislada. Cada microservicio contiene una funcionalidad simple y fa´cil de
comprender. Esto implica que un microservicio pueda ser modificado o reemplazado por
otro de manera sencilla. En otros trabajos como en [Namiot and Sneps-Sneppe, 2014] se
describe el concepto de “arquitectura de microservicios” como una infraestructura para
desarrollar aplicaciones software a trave´s de una serie de pequen˜os servicios totalmente
independientes. Dentro de esta arquitectura software, los microservicios no funcionan
aisladamente sino que pueden comunicarse entre s´ı para cumplir un objetivo comu´n,
funcionando como un sistema. En [Uckelmann et al., 2011] se usa el protocolo HTTP
como una de las formas principales de comunicacio´n entre microservicios.
Un microservicio debe gestionar un mı´nimo de funcionalidad que suele ser utilizada
por algu´n otro microservicio o una aplicacio´n cliente. Los microservicios que forman
parte de la arquitectura, pueden escribirse en lenguajes de programacio´n diferentes, ya
que los procesos de entrada y salida de informacio´n se realizan a trave´s de la interfaz
del propio microservicio. Por tanto, segu´n lo comentado hasta el momento, se puede
decir que un microservicio so´lo tiene las operaciones individuales que aparecen dentro
de un servicio web. De tal forma que estas operaciones son las que se ejecutan dentro del
microservicio y que se comunican entre ellas para llevar a cabo tareas de forma conjunta.
Si se examina la Figura 1.10 se observa un ejemplo de una arquitectura basada en

























Factura Gestión del 
pasajero 
Figura 1.10: Ejemplo de arquitectura de microservicios
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croservicio, y se encuentra representada por un recuadro en dicha figura. De esta forma,
cada aplicacio´n web se divide en un conjunto de aplicaciones web ma´s simples (como son
las IU del pasajero y del conductor). As´ı, es ma´s fa´cil desplegar distintas aplicaciones
para cada usuario espec´ıfico, teniendo tambie´n en cuenta cada dispositivo. En este caso,
para llevar a cabo la comunicacio´n con cada servicio se usan servicios REST. Como se
puede ver, para la “Gestio´n del conductor” se usan las notificaciones del servidor para
informar sobre conductores disponibles para un viaje potencial. Los servicios pueden ser
as´ıncronos, basando la comunicacio´n en mensajes. Las APIs REST tambie´n esta´n dis-
ponibles para la aplicacio´n mo´vil que usan los conductores y los pasajeros. Sin embargo,
la aplicacio´n no tiene acceso directo a lo que hay tras servicios. La comunicacio´n se lleva
a cabo a trave´s de la “API Gateway” que se encarga de tareas tales como el balanceo
de la carga, el control de acceso y la monitorizacio´n.
Respecto al hecho de usar microservicios frente a los servicios tradicionales en el
desarrollo de arquitecturas, existen ciertas ventajas [Thones, 2015]. En primer lugar, el
despliegue es ma´s sencillo si se compara con una solucio´n monol´ıtica. Al construir una
arquitectura por partes, es ma´s sencillo escalar el sistema, pudiendo an˜adir o quitar ele-
mentos en el futuro, si fuera necesario. Adema´s, se permite explotar ma´s au´n el balanceo
de carga computacional. Cuando se produce algu´n problema dentro de la arquitectura,
es ma´s simple localizar en que´ parte se produjo el problema, por el propio desglose de
la arquitectura. Otra ventaja de las arquitecturas basadas en microservicios es que son
ma´s sencillas de entender co´mo funcionan, por el hecho de estar construidas en base a
fragmentos funcionales (servicios sencillos). Tambie´n, esta forma de construccio´n basada
en trozos funcionales hace ma´s fa´cil la realizacio´n de modificaciones de la arquitectura,
ya que se llega a tener una comprensio´n ma´s ra´pida de la funcionalidad global del sis-
tema. Adema´s, un desarrollo basado en fragmentos facilita la incorporacio´n de nuevos
desarrolladores a un proyecto durante el proceso de desarrollo. Por estos motivos, la
tendencia es a construir aplicaciones a partir del desarrollo de colecciones de pequen˜os
servicios (pequen˜as funcionalidades) que pueden ser fa´cilmente ensamblados.
Por contra, una arquitectura basada en microservicios tambie´n tiene una serie de
inconvenientes. Por ejemplo, la divisio´n del sistema. En ocasiones es complicado saber
co´mo se realiza la divisio´n del sistema, en que´ partes se desglosa, y cua´les de ellas se pue-
den llevar a implementar como servicios independientes. Otro inconveniente es que en
una arquitectura de microservicios es complejo realizar cambios sobre un microservicio
usado por otros elementos de la arquitectura. Por ejemplo, cuando se requieren cambios
en los servicios A, B y C, donde A depende de B y B depende de C. En una arquitectura
monol´ıtica se puede cambiar de manera sencilla, integrar los cambios y desplegar el sis-
tema. Pero en un patro´n de arquitectura basada en microservicios, se necesita planificar
y coordinar los cambios en cada servicio. Es decir, en este caso se necesita actualizar el
servicio A, despue´s el servicio B y por u´ltimo el servicio C. Llevar a cabo tambie´n el
despliegue de una aplicacio´n basada en microservicios es ma´s compleja. En una arquitec-
tura monol´ıtica es muy fa´cil desplegar los servicios, estando todos en un mismo servidor,
donde se hace adema´s un balanceo de carga tradicional. En una arquitectura basada en
microservicios cada instancia tiene su propia ubicacio´n dentro de la infraestructura de
servicios, teniendo que controlar las bases de datos que maneja cada microservicio y la
gestio´n de mensajes entre los microservicios dentro de la arquitectura.
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1.6. Resumen y conclusiones
En este primer cap´ıtulo se han presentado cada uno de los pilares principales sobre los
cua´les se basa este trabajo de tesis doctoral: las aplicaciones mashup, la Ingenier´ıa del
Software Basada en Componentes, la Ingenier´ıa de Modelos y la Ingenier´ıa de Servicios.
La combinacio´n de estos bloques dan la posibilidad de desarrollar la infraestructura
basada en servicios propuesta en esta tesis para el despliegue de aplicaciones mashup, la
cual se presenta en los siguientes cap´ıtulos de esta memoria.
La primera parte de este cap´ıtulo describio´ las aplicaciones mashup a las cuales se
les da soporte a trave´s de la infraestructura. Un aspecto importante en esta descripcio´n
es la utilizacio´n de los componentes mashup como pieza unitaria, reutilizable y accesible
de forma local y remota, que permite llevar a cabo la construccio´n de estas aplicaciones.
En la segunda parte se presento´ la Ingenier´ıa del Software Basada en Componentes.
En este bloque se han revisado las bases y los conceptos de esta ingenier´ıa, con el objetivo
de poner de manifiesto las ventajas que aportan en el desarrollo de aplicaciones a trave´s
del ensamblaje de partes ma´s pequen˜as y de la reutilizacio´n de componentes. Adema´s,
se han visto diferentes opciones para describir (o especificar) los componentes.
Posteriormente, se han revisado los elementos y los mecanismos ma´s utilizados de
la Ingenier´ıa de Modelos y se ha justificado co´mo estas te´cnicas pueden ser utilizadas
para la representacio´n de las aplicaciones mashup y los componentes que las forman.
Un aspecto fundamental que se ha tenido en cuenta es que estos elementos pueden ser
tratados en tiempo de ejecucio´n.
Finalmente, se ha revisado la Ingenier´ıa de Servicios mostrando los distintos tipos de
servicios existentes y destacando los servicios web SOAP, por ser la opcio´n utilizada en
el desarrollo de este trabajo de investigacio´n, y los microservicios, puesto que suponen
una estructura similar a la infraestructura propuesta.
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E n la sociedad actual donde todo evoluciona a gran velocidad, las aplicaciones
software deben tambie´n adecuarse a estos continuos cambios, adaptando su estructura
y/o funcionamiento. Esto sucede, por ejemplo, en las aplicaciones mashup (dominio de
aplicacio´n de esta investigacio´n) que pueden cambiar en el tiempo por estar constituidas
y construidas en base a “piezas software” (i.e., componentes), permitiendo con ello crear
nuevos entornos de manera sencilla y ra´pida para adaptarse en tiempo de ejecucio´n a
las necesidades de los usuarios.
Con este propo´sito, en el trabajo de investigacio´n se ha desarrollado una infraestruc-
tura basada en servicios denominada COScore (COTSget-based architecture Operating
Support core) para permitir el despliegue de aplicaciones mashup. Dicha infraestructu-
ra ha sido implementada mediante una arquitectura de microservicios y siguiendo un
modelo a tres capas para facilitar con ello la propiedades de separacio´n, modularidad,
escalabilidad e interoperabilidad, como requiere toda aplicacio´n basada en servicios, co-
mo lo es la propuesta COScore presentada en esta tesis doctoral. Para permitir estas
propiedades, en la propuesta:
(a) se define una capa cliente donde se despliegan las aplicaciones mashup,
(b) una capa dependiente de la plataforma que contiene las operaciones espec´ıficas de
cada tipo de dispositivo, y por u´ltimo,
(c) una capa independiente de la plataforma donde se definen las operaciones comunes
a todo tipo de aplicacio´n mashup soportada por esta infraestructura.
El cap´ıtulo se estructura en nueve secciones. La Seccio´n 2.1 analiza las distintas par-
tes que forman parte de la infraestructura encargada de dar soporte a las aplicaciones
mashup. A continuacio´n, la Seccio´n 2.2 muestra la primera parte por la cual esta´ formada
la infraestructura propuesta (i.e., la capa cliente), describiendo co´mo se despliegan las
aplicaciones mashup en esta capa. En la Seccio´n 2.3 se detalla la capa dependiente de
la plataforma, la cual permite conectar cada aplicacio´n mashup con los servicios ofreci-
dos por la capa independiente de la plataforma. En esta seccio´n se incluye tambie´n una
descripcio´n de los repositorios de componentes que se utilizan para el despliegue de las
aplicaciones. En la Seccio´n 2.4 se expone la capa independiente de la plataforma, parte
central del trabajo de tesis doctoral. Como parte de la explicacio´n de este nivel de la
infraestructura, se describen las partes por las cuales esta´ formada esta capa, analizando
los repositorios y las especificaciones que alberga. Se continu´a con la Seccio´n 2.5, donde
se exponen dos escenarios ba´sicos de aplicacio´n de la infraestructura propuesta. Estos
escenarios se utilizara´n para definir los tipos de dependencias existentes entre los com-
ponentes. La Seccio´n 2.6 establece los principios para resolver las dependencias entre los
componentes que forman parte de las aplicaciones y, posteriormente, la Seccio´n 2.7 des-
cribe co´mo resolver dichas dependencias a trave´s de la definicio´n de relaciones entre los
componentes. Para finalizar, en la Seccio´n 2.8 se discuten algunos de los trabajos rela-
cionados con modelos de infraestructura similares como el que aqu´ı se trata. El cap´ıtulo
finaliza con un resumen y con las conclusiones extra´ıdas.
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2.1. Introduccio´n y conceptos relacionados
En primer lugar, para ayudar en la exposicio´n de la infraestructura desarrollada en
este trabajo de investigacio´n, se va a partir de la interfaz de usuario mostrada en la
Figura 2.1. En la parte izquierda de dicha figura, podemos ver una interfaz mashup
correspondiente a la plataforma Netvibes1 formada por varias “piezas”, cada una de las
cuales se utiliza con una finalidad distinta. En este caso, la interfaz esta´ formada por (a)
un componente de cabecera con el menu´, (b) un componente del tiempo que muestra
informacio´n meteoro´lo´gica, (c) un componente para realizar bu´squedas en la Web, (d)
un componente para la gestio´n de una red social de fotos, (e) un componente para
la gestio´n del correo electro´nico, etc. Estos son algunos ejemplos de componentes que
pueden ser incluidos en la interfaz, la cual puede ser reconfigurada (insertando nuevos
componentes, eliminando componentes innecesarios o modificando las propiedades de
componentes existentes) dependiendo del usuario que esta´ haciendo uso de ella o del
propo´sito para el cual ha sido “creada”.
Inspira´ndonos en esta idea de interfaz mashup que puede ser reconfigurada depen-
diendo de las preferencias de los usuarios, el trabajo de investigacio´n desarrollado en
esta tesis doctoral propone una infraestructura para el despliegue de interfaces mashup
que, adema´s, permite llevar a cabo la gestio´n de dichas interfaces y de las operaciones de
reconfiguracio´n en tiempo de ejecucio´n. No obstante, es necesario remarcar que esta in-
fraestructura no esta´ orientada al soporte de cualquier tipo de aplicaciones mashup, sino











Figura 2.1: Interfaz mashup de Netvibes de ejemplo
1Netvibes – https://www.netvibes.com/
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— Las aplicaciones deben poder ser descritas a trave´s de la construccio´n de arquitec-
turas de componentes.
— Puesto que son parte de un arquitectura, los componentes de las aplicaciones no son
independientes entre s´ı, sino que pueden presentar dependencias entre ellos.
— Las dependencias entre componentes deben poder resolverse mediante un proceso de
comunicacio´n basado en env´ıo de mensajes de forma as´ıncrona.
— Los componentes que conforman estas aplicaciones mashup son componentes de gra-
nularidad gruesa que encapsulan una funcionalidad de cierta complejidad. A modo
de ejemplo, en el dominio de interfaces de usuario, se trata de componentes tipo wid-
get que permiten llevar a cabo una tarea, y no se trata de simples botones, etiquetas
o campos de entrada de texto.
— Las arquitecturas que definen estas aplicaciones son diferentes dependiendo del
usuario que vaya a hacer uso de ellas y de la tarea que se este´ realizando.
— Las aplicaciones pueden ser modificadas en tiempo de ejecucio´n para ser adap-
tadas a las diferentes situaciones de uso y para que puedan adaptarse a las prefe-
rencias de los usuarios.
Un ejemplo de este tipo de aplicaciones mashup son las interfaces de usuario dina´mi-
cas de la propuesta presentada en [Criado, 2015], trabajo que ha servido de base para
esta tesis doctoral. De esta manera, el presente trabajo de investigacio´n ofrece una in-
fraestructura que da soporte a este tipo de interfaces de usuario mashup (construidas
a partir de componentes web de tipo widget) pero que, adema´s, tambie´n permite des-
plegar otros tipos de aplicaciones mashup que cumplan con los principios enumerados
anteriormente. Para ello, esta infraestructura ha sido tambie´n validada en el dominio de
la domo´tica, permitiendo desplegar aplicaciones mashup implementadas como arquitec-
turas de componentes Java que simulan instalaciones sencillas de hogar digital.
Tal y como se ha comentado, las aplicaciones mashup gestionadas por la infraestruc-
tura esta´n representadas por medio de una arquitectura de componentes. Para ello, es
necesario realizar un proceso de abstraccio´n que permita describir cada una de las piezas
de dicha arquitectura (i.e., componentes) y co´mo esta´n relacionadas entre s´ı, pero que
oculte el resto de detalles de implementacio´n que no son necesarios para la utilizacio´n de
los componentes, ni para la ejecucio´n o interpretacio´n de las arquitecturas. En nuestro
caso, se propone hacer uso de modelos para llevar a cabo dicho proceso de abstraccio´n,
de manera que sea posible trabajar con estas representaciones abstractas (resolviendo
los caminos de comunicacio´n, modificando su estructura, etc.) hasta el momento del
despliegue, en el que habra´ que hacer uso de los componentes “reales” para construir las
aplicaciones mashup que se ofrecen como resultado.
Adema´s, la infraestructura propuesta permite la construccio´n de aplicaciones mashup
a partir tanto de repositorios propios de componentes (almacenados y gestionados
de forma local), como de repositorios externos (desarrollados por terceras partes y
accesibles de forma remota), tal y como se muestra en la Figura 2.2. Para ello, todos
los componentes deben estar descritos por una especificacio´n que permita inspeccionar
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Figura 2.2: Uso de repositorios de componentes para la construccio´n de las interfaces
los repositorios disponibles para llevar a cabo una bu´squeda de los componentes que se
ajusten mejor a la arquitectura definida. Adema´s, estas especificaciones tambie´n aportan
informacio´n necesaria para el despliegue, lo cual se consigue a trave´s de la definicio´n de
sus interfaces funcionales y de parte de informacio´n extra-funcional que tambie´n debe
ser tenida en cuenta durante la ejecucio´n y que se encuentra descrita en sus propiedades
extra-funcionales (en forma de restricciones, calidades y otra informacio´n adicional). Los
componentes utilizados en la arquitectura, reciben el nombre de componentes COTSget,
te´rmino que procede de la combinacio´n componentes COTS (Commercial Off-The-Self )
y gadget, entendiendo como tal “un artefacto software que encapsula la funcionalidad
necesaria para llevar a cabo una tarea”.
Independientemente del dominio, las aplicaciones mashup deben ser gestionadas de
forma similar, puesto que la mayor´ıa de las operaciones (por ejemplo, an˜adir un nuevo
componente en la arquitectura, conectar dos componentes para que se comuniquen,
o crear una copia de una arquitectura por defecto para un nuevo usuario) van a ser
realizas sobre su representacio´n abstracta (modelo) sin tener en cuenta la plataforma en
la que se despliegan las aplicaciones. No obstante, aquellas operaciones que dependen
de la plataforma (como por ejemplo, crear una instancia de un componente, obtener
los objetos o el co´digo correspondiente para el despliegue de las aplicaciones, o dar de
alta un nuevo componente en el repositorio) son gestionadas de manera espec´ıfica. Para
ello, la infraestructura dispone del mismo tipo de operacio´n. Teniendo en cuenta estas
caracter´ısticas, la infraestructura propuesta se estructura en tres capas: capa cliente,
capa servidor dependiente de la plataforma y capa independiente de la plataforma. En
la capa cliente se realiza el despliegue de las aplicaciones mashup, mientras que las otras
dos capas que se encuentran en el servidor conforman el nu´cleo (COScore, COTSget-
based architecture Operating Support core) de la insfraestructura (ver Figura 2.3).
La capa cliente es la capa ma´s alta de la infraestructura definida. Desde el lado
cliente, se hace uso de los servicios que la infraestructura despliega a trave´s de solicitudes
que son gestionadas por la capa dependiente de la plataforma. Algunos ejemplos de la
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Figura 2.3: Capas de la infraestructura
funcionalidad que se resuelve a trave´s de estas solicitudes son los procesos de iniciali-
zacio´n, los procesos de comunicacio´n entre elementos de la capa cliente (i.e., entre los
componentes de la aplicacio´n), o dar soporte de persistencia a las aplicaciones.
La capa dependiente de la plataforma constituye la capa intermedia de la in-
fraestructura. Como se ha mencionado, esta capa se encargar de recibir la interaccio´n
llevada a cabo en el cliente y de procesar las solicitudes de aquellas operaciones a las que
se da soporte (Figura 2.3(a)). Para poder dar respuesta a dichas solicitudes e informar
al sistema de la interaccio´n realizada, esta capa intermedia se encarga de invocar los
servicios web correspondientes proporcionados por la capa independiente de la platafor-
ma (Figura 2.3(b)). La respuesta de los servicios web invocados es devuelta a la capa
dependiente de la plataforma (Figura 2.3(c)), la cual se encarga de propagar la respuesta
hacia el cliente (Figura 2.3(c)), envia´ndole la informacio´n necesaria para la actualizacio´n
de las aplicaciones mashup (en el caso de que fuera necesario).
La capa independiente de la plataforma es la capa ma´s baja de la infraestruc-
tura. Como se ha introducido previamente, esta capa contiene las operaciones comunes
para todos los tipos de aplicaciones mashup y aquellas operaciones espec´ıficas para cada
una de las plataformas a las que se da soporte. De esta manera, una aplicacio´n mashup
de tipo web requiere un soporte distinto al que requiere una aplicacio´n de tipo Java. Por
ejemplo, la construccio´n inicial de ambos tipos de aplicacio´n es distinta, debido a que las
operaciones de consulta de los repositorios e instanciacio´n los componentes son diferen-
tes. Sin embargo, a pesar de las diferencias en la implementacio´n de dichas operaciones,
el tipo de operacio´n que hay que realizar es el mismo, y por ello, todas las operaciones
se resuelven en la capa independiente de la plataforma.
El hecho de que la resolucio´n de toda la funcionalidad se lleve a cabo en la capa
independiente de la plataforma es un aspecto que ha sido tenido en cuenta para que no
suponga un cuello de botella en la infraestructura. En nuestro caso, se ha optado por
realizar un balanceo de carga entre distintos servidores que pertenecen a esta capa y que
ofrecen todos los servicios contemplados en la infraestructura. Adema´s, la capa inde-
pendiente de la plataforma ha sido desarrollada de forma modular y escalable, pudiendo
an˜adir gradualmente funcionalidad a cada nueva plataforma para la que se de soporte.
En las siguientes secciones del cap´ıtulo se describen cada una de las capas que forman
parte de la infraestructura propuesta.
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2.2. Capa cliente
La capa cliente de la insfraestructura es la encargada de alojar y ejecutar el software
correspondiente a las aplicaciones mashup. Aunque esta capa no constituye en s´ı una
aportacio´n del trabajo de investigacio´n realizado y, por tanto, no se incluye en el nu´cleo
(COScore) de la propuesta, es necesario describirla como parte de la infraestructura,
destacando el papel que juega dentro del despliegue de nuestras aplicaciones. Veamos a
continuacio´n dos tipos de capas cliente relacionadas con los dos escenarios de ejemplo
mencionados y que sirven para la validacio´n y evaluacio´n de la infraestructura. En el
caso de aplicaciones mashup de tipo web, la capa cliente consiste ba´sicamente en el
co´digo HTML (junto con los archivos CSS y JS) que se ejecuta en un navegador web.
Para el caso de aplicaciones mashup de tipo Java, la capa cliente esta´ formada por los
objetos Java que se ejecutan en un servidor de aplicaciones o servidor web que realiza
las funciones de cliente de la infraestructura.
Como parte de cada aplicacio´n mashup, la capa cliente contiene los componentes que
forman parte de su arquitectura. No obstante, cuando una aplicacio´n mashup inicia su
despliegue, no tiene informacio´n acerca de cua´les son los componentes que forman parte
de dicha arquitectura. Por el contrario, la aplicacio´n u´nicamente aporta informacio´n
sobre el usuario y la plataforma sobre la que se esta´ desplegando (Figura 2.4, paso
1). Una vez resuelta la operacio´n de inicializacio´n de la aplicacio´n mashup que se le
mostrara´ al usuario, la capa cliente recibe el conjunto de componentes que conforman
la arquitectura que define dicha aplicacio´n (Figura 2.4, paso 2). Por u´ltimo, en la capa
cliente se construye la aplicacio´n mashup, realizando un despliegue de los componentes
y configurando sus propiedades (Figura 2.4, paso 3). De forma ilustrativa, algunas de
las propiedades que se configuran para el caso de aplicaciones mashup tipo web son el
ancho, alto y posicio´n de cada componente.
Una vez que la aplicacio´n mashup ha sido inicializada, la capa cliente debe dar soporte
al resto de operaciones de comunicacio´n que se realizan. Estas operaciones incluyen: (i)
comunicacio´n entre componentes, (ii) env´ıo de mensajes a la capa dependiente de la
Capa dependiente de la plataforma
Aplicación mashup
antes de la inicialización
Aplicación mashup
después de la inicialización
(1) (2)
(3)
Figura 2.4: Inicializacio´n de las aplicaciones mashup en la capa cliente
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plataforma (para la invocacio´n de las operaciones de los servicios que ofrece el COScore),
y (iii) recepcio´n de mensajes de la capa dependiente de la plataforma (para recibir las
respuestas de los servicios del COScore o para recibir notificaciones en el caso de que
fuera necesario). El primer caso es el u´nico que se podr´ıa resolver directamente en la
capa cliente, sin utilizar el resto de capas de la infraestructura pero, sin embargo, esta
operacio´n tambie´n se resuelve en el COScore. Para ello, la resolucio´n de la comunicacio´n
entre componentes es un servicio ma´s que ofrece la infraestructura desarrollada. Por lo
tanto, resulta clave el mecanismo llevado a cabo para comunicar la capa cliente con la
capa dependiente de la plataforma. En nuestro caso, las aplicaciones mashup se conectan
a la capa dependiente (y viceversa) mediante el uso de sockets utilizando un servidor
JavaScript (ubicado en la capa dependiente) que hace de mediador entre la capa cliente
y la capa independiente.
Desde el momento de su inicializacio´n, las aplicaciones mashup son modificadas o
actualizadas mediante la gestio´n de las piezas que las conforman, i.e., a trave´s de la
gestio´n de sus arquitecturas. Puesto que, tal y como se ha mencionado, las dependencias
y comunicaciones entre componentes no se resuelven directamente en la capa cliente, el
software (ya sea en forma de co´digo, objetos, etc.) resultante del despliegue de las apli-
caciones mashup no contiene informacio´n acerca de estas relaciones. Por lo tanto, desde
el punto de vista de la capa cliente, las aplicaciones son un conjunto de “trozos” que no
esta´n conectados entre s´ı, sino que se conectan (para el env´ıo y recepcio´n de informa-
cio´n) a la capa dependiente a trave´s del servidor JavaScript mencionado anteriormente.
En la Figura 2.5 se muestran dos ejemplos de operaciones que se llevan a cabo en las
aplicaciones mashup y su comportamiento respecto a la capa cliente. En el caso de la
insercio´n de un nuevo componente (parte izquierda de la Figura 2.5), la aplicacio´n env´ıa
un mensaje a la capa dependiente para solicitar la incoporacio´n de un nuevo elemento.
Como resultado, la capa dependiente env´ıa un mensaje de respuesta con el componente
(en forma de co´digo, en forma de objeto, etc.) que debe ser insertado. En el caso de la
comunicacio´n entre componentes (parte derecha de la figura), la aplicacio´n env´ıa a la











Figura 2.5: Operaciones de insercio´n y comunicacio´n entre componentes (capa cliente)
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capa cliente tanto el identificador del componente origen como el contenido del mensaje
que quiere enviar a otro componente. Una vez resuelto el camino de comunicacio´n, la
capa dependiente env´ıa al componente (o componentes, en el caso de que existan varios
receptores) destino los datos enviados por parte del componente emisor.
Como ha sido mencionado previamente, para el trabajo de tesis doctoral se han uti-
lizado dos escenarios de ejemplo, uno que hace uso de aplicaciones mashup basadas en la
Web para el desarrollo de interfaces de usuario, y otro que utiliza aplicaciones mashup
implementadas en Java para el control de un sistema de hogar digital. Con el objetivo
de ilustrar al lector acerca del aspecto de este tipo de aplicaciones desde el punto de
vista de la capa cliente, la Figura 2.6 muestra una aplicacio´n sencilla perteneciente al
primero de los escenarios. En particular, la aplicacio´n mashup permite la interaccio´n con
componentes de un Sistema de Informacio´n Geogra´fica (SIG), entre los cuales se encuen-
tran mapas, visores, aplicaciones para el ana´lisis de datos geogra´ficos, componentes de
redes sociales, etc. En esta interfaz de usuario de ejemplo, se muestra una aplicacio´n con
cinco componentes: una cabecera para la gestio´n de la sesio´n del usuario, tres mapas con
informacio´n de capas geogra´ficas y un componente de Twitter. La parte derecha de la
Figura 2.6 muestra el co´digo de dicha interfaz. Como se puede ver, la aplicacio´n consiste
ba´sicamente en un archivo html que contiene tantos elementos de tipo iframe como
los componentes que la constituyen. Cada iframe hace referencia (a trave´s del atributo
src) a las instancias de los componentes, las cuales se encuentran alojadas en uno de
los repositorios de componentes gestionados por la infraestructura desarrollada.
2.3. Capa dependiente de la plataforma
Como ya se ha mencionado anteriormente, el objetivo de la infraestructura es poder
dar soporte a diferentes tipos de aplicaciones mashup que hayan sido desarrolladas por
Figura 2.6: Aplicacio´n mashup de ejemplo desde la perspectiva de la capa cliente
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medio de diferentes tecnolog´ıas. Consecuentemente, la infraestructura debe dar soporte
a los distintos tipos de componentes por los cuales esta´n formadas dichas aplicaciones.
Por este motivo, se propone utilizar una capa intermedia que tenga una vinculacio´n
con las plataformas espec´ıficas a las que se da soporte, y que sirva como intermediaria
entre la capa cliente (aplicaciones mashup) y los servicios ofrecidos por la infraestructura
desarrollada (que son utilizados por las aplicaciones).
Esta capa intermedia, nombrada como capa dependiente de la plataforma, esta´ forma-
da por bloques principales: un conjunto de repositorios de componentes (agrupados
a su vez por el tipo de plataforma) y un servidor (o varios servidores) basado en even-
tos. El objetivo de los repositorios de componentes es obvio: se encargan de almacenar
y ofrecer los elementos que formara´n parte las aplicaciones mashup. En lo que se refiere
al servidor (o servidores) basado en eventos, su finalidad es (i) recibir peticiones que
provienen de la capa cliente, (ii) resolver estas peticiones a trave´s de la invocacio´n de
servicios web proporcionados por la capa independiente de la plataforma, y (iii) enviar
los mensajes de respuesta, notificacio´n o actualizacio´n correspondientes a las aplicaciones
mashup. Dependiendo de la estrategia de implementacio´n, es posible utilizar un u´nico
servidor basado en eventos que atienda las peticiones de todas las plataformas a las que
la infraestructura da soporte (Figura 2.7a) o, por el contrario, desplegar un servidor por
cada plataforma (Figura 2.7b).
Para la implementacio´n de este tipo de servidores basados en eventos, se ha optado
por Node.js2, que esta´ implementado con JavaScript y que permite realizar la conexio´n
entre las capas de la infraestructura tanto de forma s´ıncrona como as´ıncrona. Para ello,
este tipo de servidor se conecta con la capa cliente a trave´s de sockets, haciendo uso
de Socket.io3. El uso de este tipo de servidor presenta una serie de ventajas. En primer
lugar, cuando se produce un evento en alguno de los componentes de la aplicacio´n mas-


























Plataforma 1 Plataforma N
capa cliente
(b)
Figura 2.7: Capa dependiente de la plataforma: (a) con un u´nico servidor basado en
eventos y (b) con un servidor por cada plataforma soportada por la infraestructura
2Node.js – https://nodejs.org/
3Socket.io – http://socket.io/
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hup, inmediatamente el servidor puede reaccionar comunica´ndose, si es necesario, con la
parte independiente e invocando los servicios web correspondientes. Adema´s, cuando se
producen procesos de comunicacio´n entre componentes que forman parte de la aplica-
cio´n, la interaccio´n entre componentes no impide que la aplicacio´n pueda ser actualizada
de forma paralela, ya que los componentes siguen a la escucha para poder recibir eventos
procedentes del servidor JavaScript. Por otro lado, la aplicacio´n puede ser actualizada
so´lo en aquellas partes que son modificadas, y no es necesario realizar una recarga de
la aplicacio´n mashup al completo. Este hecho permite que el estado actual del resto de
elementos que no cambian no se vea afectado. Adicionalmente, el uso de sockets para
la comunicacio´n permite conectar componentes de cualquier tipo y plataforma, siempre
que puedan hacer uso de esta tecnolog´ıa. Esto significa que dentro de la infraestructura
se pueden integrar componentes de tipo web, de tipo Java, o de cualquier otro tipo de
plataforma. Ese tipo de servidor JavaScript tambie´n ofrece la posibilidad de consumir
los servicios web y las operaciones que despliega la capa independiente.
Respecto a los repositorios de componentes, en la infraestructura se propone hacer
uso del modelo de datos que se muestra en la Figura 2.8. Aunque el modelo de datos
Figura 2.8: Modelo de datos de componentes
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mostrado se basa en aplicaciones mashup de tipo web, su estructura es ide´ntica para cual-
quier tipo de plataforma. El motivo de haber utilizado la plataforma web para ilustrar el
modelo de datos es que, de esta manera, es posible incluir un ejemplo de las tecnolog´ıas
espec´ıficas que se han utilizado para el desarrollo de la capa dependiente de la plata-
forma. En la Figura 2.8 se muestran las tres capas de la infraestructura: la capa cliente
(Client side), la capa dependiente de la plataforma (Platform dependent) y la capa inde-
pendiente de la plataforma (Platform independent). Los repositorios de los componentes
“reales” que se utilizan para construir las aplicaciones mashup se encuentran en la capa
dependiente. No obstante, existen otros repositorios de datos que son importantes para
el funcionamiento de la infraestructura: las especificaciones de componentes (component
specifications) y las arquitecturas de componentes (component architectures). Aunque
estos elementos son mencionados en esta seccio´n para la descripcio´n del modelo de datos
de la capa dependiente, se describen con ma´s detalle en la Seccio´n 2.4.
En la capa dependiente de la plataforma esta´n los repositorios de componentes pro-
pios (managed component repositories, MCR), que ofrecen los componentes (C ) que
son utilizados en la aplicaciones mashup desplegadas en la capa cliente (ver Figura
2.8). Adema´s, estos repositorios almacenan las instancias (CI ) de los componentes, que
permiten identificar y almacenar el estado de un componente que forma parte de una
aplicacio´n mashup y que pertenece a un usuario espec´ıfico. Para que los componen-
tes desarrollados por terceras partes que se encuentren en repositorios externos a la
infraestructura puedan ser utilizados por nuestras aplicaciones mashup, es necesario in-
corporar estos componentes como parte del conjunto de repositorios de componentes
propios (MCR). En la Figura 2.8 se muestran tres repositorios de componentes externos
(external component repositories, ECR) que son incorporados al modelo de datos. Para
poder realizar esta incorporacio´n, es necesario construir un co´digo envoltorio (wrapper)
que permita almacenar los componentes en los repositorios MCR y obtener instancias
de dichos componentes. Este co´digo envoltorio contendra´ adema´s al componente externo
y/o hara´ referencia a aquellos recursos externos necesarios para su ejecucio´n.
En las siguientes subsecciones se describen los distintos repositorios de componentes
mostrados en la Figura 2.8. Esta descripcio´n incluye informacio´n sobre la estructura
y composicio´n de los repositorios de componentes propios (MCR). Adema´s, se ofrecen
detalles acerca de co´mo los componentes ubicados en repositorios externos (ERC ) son
adaptados para poder ser utilizados dentro de la infraestructura propuesta.
2.3.1. Gestio´n de componentes propios
Los repositorios de componentes propios son aquellos repositorios de los cuales se nutren
las aplicaciones mashup que son construidas y desplegadas por la infraestructura desa-
rrollada. Tal y como se observa en el modelo de datos de la Figura 2.8, existen diferentes
repositorios de componentes que constituyen el conjunto de repositorios de componentes
propios, denotado como MCR = {MR1, ... ,MRn}. Cada uno de los repositorios de este
conjunto (MRi) esta´ formado por un conjunto de componentes (C ) y un conjunto de
instancias, de manera que MRi = {Ci ,CIi}. A su vez, es posible definir el conjunto de
componentes como Ci = {c1, ... , cj}. De igual forma, el conjunto de instancias se repre-
senta mediante la expresio´n CIi = {i1, ... , ik}. Por un lado, cada componente contiene
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el co´digo necesario para poder ser ejecutado dentro de una aplicacio´n mashup. Por otro
lado, una instancia de un componente se crea a partir de la informacio´n que identifica al
usuario al cual pertenece la aplicacio´n mashup en la que se encuentra dicho componente.
Cada instancia tiene asociada cierta informacio´n relativa al estado del componente y que
lo diferencia del resto de instancias del mismo componente, tal y como se puede observar
para las instancias B1 y B2 del componente B de la Figura 2.8.
Al igual que para el modelo de datos de la Figura 2.8, para describir la gestio´n de
los componentes propios de la infraestructura, tambie´n se va a hacer uso de la platafor-
ma web como escenario de ejemplo. En dicho dominio, el tipo de repositorio escogido
para alojar los componentes de tipo web es Apache Wookie4. Este tipo de repositorio
permite almacenar widgets que cumplen con la especificacio´n de W3C5. Este tipo de
componente cumple con los principios establecidos para los componentes COTSgets de
las aplicaciones mashup que forman parte de nuestra infraestructura.
Para comprender mejor co´mo esta´ estructurado un widget de este tipo, veamos un
componente de ejemplo que forma parte de uno de los repositorios de componentes pro-
pios. En este caso, se trata de un componente mapa del repositorio MR0 (repositorio
de componentes propios que no esta´ relacionado con un repositorio de componentes
externos). Este componente mapa permite visualizar una capa geogra´fica que contiene
informacio´n sobre los espacios naturales protegidos de la regio´n de Andaluc´ıa (Espan˜a).
Segu´n la definicio´n de W3C, este widget debe contener (como mı´nimo) en el directorio
ra´ız un archivo index.html y un archivo config.xml. Para el caso de este componen-
te, adema´s existe un archivo de imagen que se utiliza como icono para identificar el
componente en el repositorio Wookie. Por otro lado, el componente esta´ formado por
los directorios content e interface, que contienen la funcionalidad del componente
codificada en JavaScript (ver Figura 2.9). La estructura de carpetas que contienen la
implementacio´n de la funcionalidad de los componentes no viene determinada por la es-
pecificacio´n de widget de W3C, sino que ha sido propuesta para la definicio´n de nuestros











Figura 2.9: Estructura W3C de un widget mapa
4Apache Wookie – http://wookie.apache.org/
5Widgets de W3C – https://www.w3.org/TR/widgets/
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<?xml version="1.0" ?>
<widget xmlns="http://www.w3.org/ns/widgets" id="http://acg.ual.es/
wookie/widgets/Mapa" version="1.1.0" width="844" height="508">
<!-- Autor del Widget -->
<author>Jesu´s</author>
<!-- Pa´gina de arranque -->
<content src="index.html" />
<!-- Descripcio´n del widget -->
<description>...</description>
<!-- Nombre del widget -->
<name>OGC-RENPA-EENNPP</name>
<!-- Icono por defecto del widget -->
<icon src="icon.png" />
</widget>
Tabla 2.1: Archivo de configuracio´n de un widget W3C
La informacio´n del archivo config.xml se utiliza para gestionar los componentes que
han sido dados de alta en el repositorio de componentes de tipo web (Apache Wookie).
La Tabla 2.1 muestra un ejemplo de archivo config.xml perteneciente al componente
mapa comentado anteriormente. En dicha tabla se puede ver la estructura de un widget
compuesto por el espacio de nombres (xmlns), un identificador del componente (id), una
versio´n de componente (version), el ancho (width) y alto (height) por defecto, el autor
(author), la pa´gina base del componente (content), la descripcio´n (description), el
nombre (name) y el icono del componente (icon).
Una vez que los componentes han sido dados de alta en Wookie, dichos repositorios
tienen la capacidad de proporcionar instancias de los componentes. Para solicitar la
creacio´n de estas instancias de componentes, los repositorios ofrecen un servicio web
RESTful que se encarga de crearlas, o de devolver una direccio´n con su localizacio´n, en
el caso de que la instancia solicitada ya estuviera creada. Como resultado, el repositorio
de componentes devuelve una URL con la direccio´n de la instancia del componente, la
cual esta´ asociada a una aplicacio´n mashup de un usuario espec´ıfico. Un ejemplo de URL




En la URL anterior se encuentra el identificador de la instancia dentro del para´metro
idkey. En caso de querer situar este componente dentro de una pa´gina web HTML es
suficiente con hacer uso del elemento iframe y an˜adir dentro del atributo src la URL
de la instancia (<iframe src = “...”/>).
Adema´s de los repositorios de componentes propios utilizados para el caso de la pla-
taforma web, en el desarrollo de la infraestructura propuesta tambie´n se han construido
repositorios de componentes propios para la plataforma Java, la cual permite desplegar
aplicaciones mashup para el control de sistemas de hogar digital. Para dar soporte a
estos componentes, se ha creado un servidor de componentes Java. Adema´s, para la
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Figura 2.10: Estructura del componente Java
implementacio´n de este tipo de componentes, se ha seguido la estructura definida ante-
riormente para el caso de los componentes de tipo web. En la Figura 2.10 se muestra
la estructura de la implementacio´n de un componente de tipo bombilla perteneciente a
una instalacio´n domo´tica.
Para poder dar de alta este tipo de componentes en el repositorio de componentes
Java, se debe generar un archivo .jar y situarlo en un directorio espec´ıfico para que
el servidor lo pueda ofrecer y gestionar. Cuando un cliente pretende hacer uso de un
componente, se pone en contacto con este servidor. Al igual que en el caso de los repo-
sitorios de componentes web, el servidor genera una instancia a partir de la informacio´n
aportada por el usuario. La instancia que se devuelve al usuario (a la aplicacio´n mashup
que se le ofrece al usuario) es un archivo que contiene un objeto en formato binario.
El identificador de la instancia es el nombre del archivo en s´ı, por lo que para el caso
del componente visto en la Figura 2.10, el nombre de archivo de la instancia podr´ıa ser
2 app2 LightComponent Light.obj. El nu´mero “2” define el identificador del usuario,
“app2”describe la aplicacio´n a la cual pertenece el componente, “LightComponent” es
el identificador del componente y “Light” es el nombre del componente.
2.3.2. Gestio´n de componentes de repositorios externos
De manera adicional a los componentes desarrollados espec´ıficamente para nuestras apli-
caciones mashup, la infraestructura desarrollada permite que puedan utilizarse compo-
nentes desarrollados por terceros. Dichos componentes se encuentran almacenados en
repositorios externos. Es importante destacar que estos componentes no son extra´ıdos
de sus repositorios de origen para llevar a cabo su integracio´n, si no que se construye
un co´digo envoltorio (wrapper) que redirecciona el acceso hacia dicho componente para
poder ser integrado en la aplicacio´n mashup. Existen otros casos en los que no se realiza
una redireccio´n, sino que se replica una copia del componente en la cual se incrusta parte
de su comportamiento. Es cierto que esta te´cnica depende del funcionamiento correcto
y de la disponibilidad de los componentes externos, lo cual no puede ser controlado por
la infraestructura. No obstante, el trabajo de investigacio´n propuesto permite que la
aplicacio´n mashup siga funcionando a pesar de la “desconexio´n” de dichos componentes.
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Tabla 2.2: Elemento body de un componente web externo adaptado
En la Figura 2.8, podemos ver que el conjunto de repositorios de componentes ex-
ternos (External Component Repositories, ECR) se encuentra fuera del COScore. Estos
componentes se encuentran almacenados en su lugar de origen. El nivel ECR esta´ for-
mado por un conjunto de n repositorios, de manera que ECR = {ER1, ...,ERn}; es
decir, existe uno por cada plataforma que se quiera adaptar en el sistema. Para cada
uno de estos repositorios existira´ su correspondiente repositorio de componentes gestio-
nados (MRi) en la capa dependiente de la plataforma de la infraestructura para adoptar
y adaptar dichos componentes en el sistema. A modo de ejemplo, en la Figura 2.8 se
pueden ver tres repositorios de componentes de tipo web que pertenecen a organizacio-
nes externas (como REDIAM, Netvibes y Twitter) y que esta´n siendo integradas en el
sistema a trave´s de repositorios de tipo Apache Wookie.
Con el propo´sito de comprender co´mo funciona este proceso de integracio´n de los
componentes desarrollados por terceras partes en la infraestructura COScore, se apor-
ta un caso de integracio´n paso a paso. Para el caso de los componentes de tipo web
conside´rese, por ejemplo, la integracio´n de un componente de Twitter en una aplicacio´n
web. Al tratarse de un componente de tipo web, la carcasa (wrapper) se realiza mediante
la creacio´n de un componente widget que sigue la especificacio´n de W3C. Tal y como ha
sido mencionado anteriormente, la especificacio´n de este tipo de widget determina que
es necesario crear un archivo index.html, el cual constituye el elemento base del com-
ponente. En este caso de ejemplo, el elemento body del archivo HTML esta´ constituido
como se observa en la Tabla 2.2.
Para que este componente externo funcione correctamente en nuestras aplicaciones,
ha sido necesario an˜adir cierto co´digo con el objetivo de que el contenido del com-
ponente se ajuste a las dimensiones espec´ıficas establecidas para el componente en su
especificacio´n. Este co´digo ha sido incorporado como parte del elemento head del archivo
index.html, tal y como muestra la Tabla 2.3.
Una vez construido el index.html, se genera la estructura de directorios definida
segu´n la especificacio´n de W3C, donde sera´ guardado dicho archivo junto con el resto
de archivos JavaScript y CSS necesarios para su funcionamiento. Posteriormente, se
genera un archivo comprimido que contendra´ todos los elementos del componente widget.
Finalmente, ese componente se da de alta en el repositorio de componentes de Wookie.
En la Figura 2.8, dicho repositorio de componentes propios se corresponde con Wookie
Twitter (MR3), el cual contiene los componentes propios que han sido adaptados a partir
de los componentes externos que pertenecen a ER3.
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var divTwitter = document.getElementById(‘twitter-widget-0’).
contentWindow.document.body.firstChild;










Tabla 2.3: Elemento head de un componente web externo adaptado
2.4. Capa independiente de la plataforma
La capa independiente de la plataforma pretende, como su propio nombre indica, ofrecer
una serie de servicios a todas las aplicaciones mashup independientemente de la plata-
forma utilizada para ejecutar los componentes. Para conseguir esta independencia, el
sistema considera la aplicacio´n mashup como una abstraccio´n de la misma. Para ello, se
han desarrollado dos metamodelos que definen los elementos principales de dicho tipo
de aplicaciones: un metamodelo de arquitectura y un metamodelo de componentes. Por
tanto, para dar soporte a las aplicaciones mashup y puesto que han sido descritas hacien-
do uso de modelos, la capa independiente de la plataforma ofrece una serie de servicios
para la manipulacio´n de dichos modelos, permitiendo de esta manera la vinculacio´n con
la aplicacio´n desplegada en la capa cliente.
En la siguiente subseccio´n se muestra el metamodelo de las arquitecturas que repre-
sentan las aplicaciones mashup, describiendo cada una de las partes por las cuales esta´
formado, adema´s de las restricciones definidas para construir modelos a partir del mismo.
Posteriormente, se describe el metamodelo utilizado para definir los componentes que
forman parte de dichas arquitecturas, ofreciendo detalles acerca de su estructura y de las
propiedades que se incluyen en esta definicio´n. Con respecto a los servicios desplegados
en esta capa, en el Cap´ıtulo 3 se exponen cada una de las operaciones ofrecidas.
2.4.1. Arquitecturas de las aplicaciones mashup
Esta seccio´n describe el metamodelo utilizado para definir las aplicaciones mashup, las
cuales se basan en arquitecturas de componentes COTSget. Las instancias de este me-
tamodelo de arquitectura (i.e., los modelos de las arquitecturas) se guardan en un repo-
sitorio espec´ıfico dentro de la capa independiente de la plataforma de la infraestructura
propuesta (repositorio component architectures del modelo de datos de la Figura 2.8).
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Figura 2.11: Metamodelo de arquitectura basada en componentes
Para el modelado, se utilizan te´cnicas de disen˜o de MDE con el objetivo de construir un
metamodelo de arquitecturas, tal y como muestra la Figura 2.11. Esta representacio´n
ayuda a comprender las diferentes partes que forman la arquitectura.
El metamodelo de la Figura 2.11 permite definir las arquitecturas en dos niveles de
abstraccio´n, de manera que es posible crear dos tipos de elementos: modelos de arqui-
tecturas abstractas (AbstractArchitecturalModel) y modelos de arquitecturas concretas
(ConcreteArchitecturalModel). Los modelos de arquitecturas abstractas identifican la
forma y estructura de las aplicaciones mashup, adema´s de determinar los tipos de com-
ponentes que deben ser incluidos para que sea considerada correcta. Por otro lado, los
modelos de arquitecturas concretas identifican los componentes concretos (que se corres-
ponden con las definiciones de los componentes reales que pueden ser ejecutados en las
aplicaciones) que han sido seleccionados como solucio´n para los tipos de componentes
definidos en los modelos de arquitecturas abstractas. No obstante, el presente trabajo de
investigacio´n se centra u´nicamente en el nivel concreto de las arquitecturas, puesto que
se corresponde con el nivel de abstraccio´n necesario para la gestio´n y el despliegue de
las aplicaciones mashup. El hecho de tener en cuenta tambie´n el nivel abstracto de las
arquitecturas se debe a que la infraestructura propuesta en esta tesis doctoral se basa en
el trabajo presentado en [Criado, 2015], adema´s de que supone una solucio´n tecnolo´gica
de la metodolog´ıa descrita.
Segu´n el metamodelo de la Figura 2.11, cada modelo de arquitectura concreta esta´
formado por un conjunto de componentes concretos (ConcreteComponent) y un conjun-
to de relaciones (Relationship) que existen entre dichos componentes. Cada componente
tiene una propiedad que describe su tipo (ComponentType). El tipo de componente
contenedor (container) identifica un componente que se usa para contener otros com-
ponentes. Esto hace posible construir componentes ma´s complejos a partir de otros. El
tipo de componente funcional (functional) se usa para construir componentes funciona-
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les que no incluyen una interfaz para la interaccio´n con el usuario, permitiendo ejecutar
co´digo en segundo plano (background). El tipo de componente userInteraction se usa
para construir componentes que incluyen interaccio´n con el usuario o que, simplemente,
permiten visualizar cierta informacio´n. Finalmente, el tipo de componente normal es un
componente que une las caracter´ısticas de los tipos functional y userInteraction.
Los modelos de arquitecturas tambie´n incluyen las relaciones que existen entre sus
componentes. Cada relacio´n conecta dos o ma´s componentes simulta´neamente y esta´
formada por un conjunto de elementos de tipo conector (Connector). Los conectores
representan los enlaces que existen entre los puertos de salida de unos componentes
y los puertos de entrada de otros componentes, y constituyen la representacio´n de los
caminos de comunicacio´n que existen dentro de la arquitectura. Las relaciones pueden
ser de dos tipos: binarias (Binary) y n-arias (Nary). Las relaciones binarias son las
relaciones que existen entre dos componentes (por ejemplo, asociacio´n, composicio´n,
etc.). Las relaciones n-arias se componen al menos de dos relaciones binarias y, por lo
tanto, relacionan al menos tres componentes de la arquitectura (por ejemplo, herencia,
secuencia, etc.). Ma´s adelante se ofrecera´n detalles de las relaciones.
No todas las restricciones del modelo de arquitectura pueden ser expresadas en un
metamodelo. Por esta razo´n, se ha definido un conjunto de restricciones OCL (Object
Constraint Language), las cuales ayudan a formalizar las restricciones descritas y mejorar
el modelo, dando coherencia y confiabilidad. En una arquitectura so´lo se permite una
relacio´n simple entre componentes, es decir, una relacio´n binaria cuyo origen es un
componente A y un componente destino B. Esta restriccio´n se ve en la Tabla 2.4.
context ConcreteArchitecturalModel
inv: not(relationship -> exists(r1 : Binary, r2 : Binary | r1 <> r2
and r1.oclIsTypeOf(Binary) and r2.oclIsTypeOf(Binary)
and r1.source = r2.source and r1.target = r2.target));
Tabla 2.4: Restriccio´n de relacio´n binaria
Esta restriccio´n es ba´sica en el modelo de arquitectura y ayuda a restringir el nu´mero
de posibles relaciones entre componentes, haciendo el modelo ma´s manejable y u´til. La
siguiente restriccio´n indica que si la relacio´n entre dos componentes A y B es bidirec-
cional, entonces hay al menos dos conectores: uno cuyo origen es A y el destino es B, y
otro conector cuyo origen es B y destino A. As´ı, la restriccio´n en OCL se puede ver en
la Tabla 2.5.
context Binary
inv: isBidirectional = true implies (connector->exists(
c1, c2 | c1 <> c2 and
c1.source.component = c2.target.component));
Tabla 2.5: Restriccio´n bidireccional entre dos componentes
El co´digo de la restriccio´n indica que al menos un puerto de salida del primer com-
ponente debe ser conectado a un puerto de entrada del segundo, y viceversa. Asimismo,
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se ha establecido que un componente debe tener al menos un puerto de entrada. La
correspondiente restriccio´n OCL se puede observar en la Tabla 2.6.
context ConcreteComponent
inv: port->exists(p | p.oclIsTypeOf(InputPort));
Tabla 2.6: Restriccio´n para un puerto de entrada
De este modo, se comprueba que hay al menos un puerto de entrada (InputPort). A
lo largo de este cap´ıtulo se ofrecen ma´s detalles acerca de la estructura interna de los
componentes y de las relaciones que pueden ser establecidas entre ellos.
2.4.2. Especificacio´n de componentes
El propo´sito de hacer uso de un metamodelo para la definicio´n de los componentes
(COTSgets) que conforman las aplicaciones mashup es conseguir que el desarrollo de
componentes tenga una estructura definida formalmente. De esta manera, cuando un
desarrollador pretenda construir un componente para integrarlo dentro de la infraes-
tructura, sabra´ que´ elementos debe contener para funcionar correctamente. Dentro de la
capa independiente de la plataforma, las instancias de este metamodelo (i.e., los modelos
de componentes) se almacenan en un repositorio espec´ıfico (component specifications)
del modelo de datos de la Figura 2.8.
En la Figura 2.12 se puede ver parte del metamodelo propuesto (adaptado del mode-
lo de componente COTScomponent de [Iribarne et al., 2004]) que describe la estructura
interna de los componentes. Un componente esta´ formado por cuatro bloques princi-
Figura 2.12: Metamodelo de componente
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pales: parte funcional (Functional), parte extra-funcional (ExtraFunctional), parte de
empaquetado (Packaging) y parte de mercado (Marketing). La parte Marketing de un
componente identifica la informacio´n relacionada con las entidades que desarrollan el
componente, tales como el nombre de la organizacio´n, nombre de contacto, etc. La parte
Packaging proporciona informacio´n relacionada con el empaquetado del componente,
centra´ndose en identificar el repositorio donde el componente se localiza, el lenguaje de
programacio´n usado, etc. La parte ExtraFunctional identifica el conjunto de propieda-
des extra-funcionales que un componente puede tener. Estas propiedades proporcionan
informacio´n no funcional (incluyendo tanto aspectos de calidad de servicio como otros
atributos relevantes), por ejemplo, propiedades relacionadas con la apariencia del compo-
nente como la anchura o la altura. Adema´s, el bloque extra-funcional incluye el conjunto
de dependencias que un componente tiene con respecto a otros componentes. Finalmente,
la parte Functional describe con detalle la funcionalidad del componente.
La parte funcional es el bloque fundamental para comprender la estructura de un
componente COTSget. En un componente se diferencia la funcionalidad relacionada
con la interaccio´n del usuario (InteractionContent) y la propia interna del componente
(CoreContent). Por otro lado, la parte funcional esta´ compuesta por un conjunto de
interfaces que permiten comunicar el componente con el exterior. A trave´s de la interfaz
de interaccio´n (InteractionInterface) tienen lugar las acciones entre el usuario que hace
uso del componente y el propio componente. Por lo tanto, en esta interfaz se gestionan
los eventos que son soportados, los cuales esta´n condicionados por la plataforma en la
que se despliega la aplicacio´n. El desarrollador del componente debe tener en cuenta
cua´l es su entorno (entornos mo´viles, aplicaciones de escritorio, etc.) para implemen-
tar la funcionalidad acorde a los posibles eventos. Por otro lado, la interfaz controlador
(ControllerInterface) se utiliza para gestionar la comunicacio´n entre componentes (o la
invocacio´n de un componente desde la propia infraestructura) y es inaccesible para el
usuario. Esta interfaz permite la comunicacio´n de los componentes a trave´s de un con-
junto de interfaces proporcionadas (ProvidedInterfaces) y de un conjunto de interfaces
requeridas (RequiredInterfaces).
Las interfaces proporcionadas definen toda la funcionalidad que el componente esta-
blece como visible para el exterior, es decir, describen me´todos que pueden ser invocados
para hacer uso de algunas operaciones pertenecientes al componente. Las interfaces re-
queridas de un componente describen que´ operaciones pertenecen a otros componentes
pero que son invocados por este componente para funcionar de forma correcta. Cada
interfaz se describe a trave´s del elemento WSDLSpecification, que cumple con la estruc-
Figura 2.13: Especificacio´n de las interfaces funcionales
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tura de un descriptor WSDL (Web Service Description Language)6. Esta especificacio´n
usa el concepto portType como elemento ra´ız para describir cada una de las interfaces.
En la Figura 2.13 se puede ver el fragmento del metamodelo que se corresponde con
dicha especificacio´n. Cada interfaz tiene un nombre (para que las interfaces dentro del
mismo componente puedan ser referidas de manera u´nica) y un conjunto de operaciones
(Operation). La informacio´n que devuelven como respuesta estas operaciones esta´ refle-
jado en su definicio´n de salida (Output), mientras que la informacio´n que reciben como
para´metro, viene definido por su entrada (Input). Una operacio´n siempre define el tipo
de informacio´n de entrada y, opcionalmente, define el tipo de informacio´n de salida (si
no existe Output significa que la operacio´n no devuelve informacio´n como respuesta).
Dependiendo del tipo de implementacio´n realizada para un componente y, como
consecuencia, del nu´mero de elementos de la parte funcional que son definidos, existen
los distintos tipos de componentes que se describen a continuacio´n:
— Componente funcional : estos componentes so´lo implementan la funcionalidad inter-
na (CoreContent), sin implementar funcionalidad relacionada con la interaccio´n de
usuario (InteractionContent). Puede ser desarrollado para ejecutar tareas en back-
ground, como por ejemplo, acceder a una base de datos.
— Componente de interaccio´n de usuario: este componente so´lo incluye la funcionalidad
asociada con la interaccio´n de usuario (InteractionContent). Este tipo de componente
puede ser utilizado para visualizar alguna informacio´n de tipo gra´fica o para inter-
accionar con el usuario.
— Componente contenedor : este componente no tiene ni funcionalidad interna ni funcio-
nalidad relacionada con la interaccio´n del usuario. Un contenedor es un componente
que esta´ formado por varios componentes para, conjuntamente, desarrollar una tarea
o propuesta comu´n.
— Componente normal : este tipo de componente es un h´ıbrido entre el componente de
interaccio´n y el componente funcional. Permite gestionar la interaccio´n de usuario,
pero adema´s implementa funcionalidad interna.
En la Figura 2.14a se muestra un componente de tipo normal, puesto que implementa
tanto la funcionalidad asociada con la interaccio´n de usuario (InteractionContent) como
la funcionalidad interna (CoreContent). Adema´s, en dicha figura se puede observar una
representacio´n conceptual de co´mo esta´n estructurados el resto de bloques funcionales
de un componente. En esta representacio´n, el hecho de que un bloque sea adyacente a
otro significa que ambos bloques pueden comunicarse entre s´ı. Por ejemplo, la interfaz
de interaccio´n (InteractionInterface) es la frontera para establecer la interaccio´n con el
usuario, y puede comunicarse tanto con la implementacio´n de InteractionContent como
con la interfaz que gestiona la comunicacio´n con los componentes (ControllerInterface).
La Figura 2.14b muestra los puertos que el componente del ejemplo anterior debe
implementar para dar solucio´n a las interfaces descritas en la Figura 2.14a. Para el caso
de las interfaces proporcionadas, las operaciones que so´lo tienen entrada se representan
6Web Services Description Language – http://www.w3.org/TR/wsdl
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Figura 2.14: Estructura de un componente: (a) vista de interfaces y (b) vista de puertos
por un puerto de entrada (con el mismo nombre de la operacio´n). Las operaciones
que s´ı devuelven informacio´n como resultado se representan mediante un puerto de
entrada (con el mismo nombre de la operacio´n) y un puerto de salida (cuyo nombre
es la combinacio´n del nombre de la operacio´n y del te´rmino Response). En el caso
de las interfaces requeridas, la equivalencia entre operaciones y puertos se realiza al
contrario. En la figura se incluye tambie´n un ejemplo de conexio´n entre los puertos
de este componente con otro componente de la aplicacio´n mashup, lo que deriva en la
definicio´n de las relaciones que existen entre los componentes de una arquitectura.
2.5. Escenarios de ejemplo base
Con el objetivo de explicar los diferentes tipos de dependencias entre los componentes
de las aplicaciones mashup, as´ı como las distintas relaciones que surgen de dichas depen-
dencias, se van a utilizar dos escenarios de ejemplo. Por un lado, un escenario basado en
un Sistema de Informacio´n Geogra´fica (SIG), donde existe un componente mapa sobre
el cual se cargan capas geogra´ficas, adema´s de una leyenda sobre la que se observan las
capas cargadas sobre el mapa. Para cargar la informacio´n sobre el mapa y la leyenda
hay otro componente que contiene la lista de capas que se pueden cargar en el mapa. El
segundo escenario consistira´ en un sistema domo´tico que pretende controlar el encendido
y apagado de una bombilla de una instalacio´n domo´tica. El encendido o apagado de la
bombilla se puede realizar tanto de manera f´ısica, tocando el interruptor, como de forma
virtual interaccionando con un boto´n. A continuacio´n, se describen ambos escenarios.
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2.5.1. Escenario de mapas tema´ticos
Este primer escenario forma parte de un SIG y esta´ constituido por una aplicacio´n mas-
hup de tipo web cuya arquitectura esta´ formada por tres componentes (Figura 2.15). Por
un lado, en el componente Mapa se cargan y visualizan distintas capas con informacio´n
geogra´fica. Por otro lado, un componente Leyenda ofrece informacio´n acerca de las capas
que han sido cargadas en el mapa. Por u´ltimo, un componente Lista de capas se encarga
de visualizar el conjunto de capas que esta´n disponibles para ser visualizadas en el ma-
pa, permitiendo seleccionarlas y deseleccionarlas (para su incorporacio´n o eliminacio´n,
respectivamente). Para tener una idea de cua´l es el aspecto de dichos componentes, la
Figura 2.15a muestra el componente Mapa, la Figura 2.15b muestra el componente Le-
yenda y la Figura 2.15c muestra la Lista de capas. Existe un cuarto componente en este
escenario, el componente Contenedor que no es visible. Su objetivo es albergar a varios
componentes del entorno. Dependiendo de los componentes incluidos en el contenedor y
de las relaciones establecidas entre estos se pueden establecer diferentes configuraciones





Figura 2.15: Componentes del escenario base SIG
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2.5.2. Escenario de domo´tica
Para comprender con ma´s detalle una arquitectura de componentes y sus relaciones se
ha definido un segundo escenario de un sistema domo´tico sencillo. El problema que se
pretende resolver en este escenario es controlar el encendido y apagado de una bombilla
en un hogar. El encendido o apagado de la bombilla se puede realizar tanto de manera
f´ısica (tocando el interruptor) como de forma virtual (interaccionando con un boto´n). Por
lo tanto, la arquitectura que define la aplicacio´n mashup de este escenario se compone
del conjunto de componentes necesarios para resolver esta tarea (ver Figura 2.16).
Uno de estos componentes es el componente Bombilla, encargado de simular el estado
actual de la bombilla. Otro es el componente Interruptor virtual para encender o apagar
la bombilla dentro del entorno. Se dispone de un componente que controla el encendido
y apagado procedente del entorno real o virtual, llamado Controlador de luz. Adema´s,
hay un componente llamado RaspberryPi2GPIO que se encarga de conectar el entorno
real con el virtual. RaspberryPi2GPIO comunica los impulsos ele´ctricos de encendido y
apagado con la parte virtual y transforma la informacio´n virtual en impulsos ele´ctricos.
Por u´ltimo, la arquitectura esta´ compuesta por un componente Logger que registra la
ejecucio´n en un archivo de texto con el objetivo de seguir una traza de lo que sucede
en la aplicacio´n. Estos componentes no son visuales, sino que esta´n ejecuta´ndose en
background en una aplicacio´n mashup de tipo Java.
(a)
(b)
Figura 2.16: Escenario de domo´tica: (a) vista de interfaces y (b) vista de puertos
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En la Figura 2.16a se muestran las interfaces de cada componente y co´mo esta´n
relacionadas entre s´ı. En la Figura 2.16b se muestran los puertos de los componentes y
co´mo se conectan para permitir las comunicaciones entre componentes. Por ejemplo, se
puede ver co´mo la interfaz proporcionada gestionarLog del componente Logger tiene un
me´todo log que se resuelve mediante un puerto de entrada con el mismo nombre. El resto
de componentes que hacen uso de la operacio´n de dicha interfaz (a trave´s de la conexio´n
con una interfaz requerida) tienen un puerto de salida tambie´n nombrado como log y que
se conectan con el puerto de entrada anterior. De igual forma, la interfaz proporcionada
gestionarApagadoEncendido del componente Bombilla esta´ formada por dos me´todos
(de so´lo entrada) que se resuelven mediante dos puertos de entrada (turnOn y turnOff),
los cuales esta´n relacionados con dos puertos de salida (con el mismo nombre que los
anteriores) de la interfaz requerida del componente Controlador de luz.
2.6. Dependencias entre componentes mashup
En las secciones anteriores de este cap´ıtulo se ha descrito ampliamente la infraestructura
COScore construida para dar soporte a las aplicaciones mashup basadas en componen-
tes COTSgets. Estos componentes pueden ser vistos como “cajas negras” puesto que
se desconoce la funcionalidad interna que cada uno de ellos implementa. La u´nica in-
formacio´n disponible es el conjunto de interfaces (proporcionadas y/o requeridas) que
cada componente ha definido a trave´s de su correspondiente especificacio´n. Esta visio´n
de “caja negra” permite que un desarrollador tenga cierta libertad para organizar (o
estructurar) una aplicacio´n. Dependiendo de co´mo se realice esta organizacio´n, las de-
pendencias entre los componentes sera´n distintas e incluso, podra´ influir en la calidad
del producto final, afectando, por ejemplo, a aspectos relacionados con la usabilidad.
A lo largo de las pro´ximas subsecciones se va a analizar esta organizacio´n de los
componentes y su influencia en el resultado final de un producto. Para facilitar su com-
prensio´n, en todas las subsecciones se van a utilizar el escenario de mapas tema´ticos.
As´ı, se empezara´ describiendo el espacio de trabajo donde tiene lugar la ejecucio´n de
los componentes. A continuacio´n se describira´n diferentes implementaciones de los com-
ponentes utilizados en el escenario de ejemplo. Estas implementaciones nos permitira´n
analizar una serie de patrones de composicio´n de componentes que podr´ıan utilizarse en
el escenario. Por u´ltimo, se mostrara´ una matriz de regeneracio´n de dependencias que
mostrara´ posibles soluciones que se podr´ıan utilizar por parte de un desarrollador para
tomar una buena decisio´n de disen˜o.
2.6.1. Espacio de trabajo y componentes
El espacio de trabajo de una aplicacio´n (en adelante W ), esta´ formado por el entorno
donde se visualizan los componentes con interfaz de usuario. Este entorno se encuen-
tra en el sistema del cliente. En la seccio´n anterior, se mostro´ que el sistema de mapas
tema´ticos estaba formado por un conjunto de componentes interrelacionados, formados
ba´sicamente por los componentes Mapa, Leyenda y Lista de capas. Por supuesto, el
sistema descrito permite que existan diversos mapas con sus respectivas leyendas y lista
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de capas. En una situacio´n de este tipo (donde se muestren varios mapas con sus res-
pectivas leyendas y lista de capas) el usuario podr´ıa tener cierta dificultad en identificar
que´ componentes esta´n vinculados con otros. El COScore no puede detectar este tipo de
circunstancias. Eso hace que dependiendo de co´mo se establezcan las dependencias entre
los componentes, el desarrollador podra´ ofrecer diferentes soluciones para el usuario e
influir directamente en la calidad del producto realizado.
Un ejemplo de esta situacio´n aparece en la Figura 2.17. En dicha figura se muestra
un W compuesto por dos mapas y dos listas de capas. Como se puede apreciar, existe
una cierta dificultad en determinar que´ lista pertenece a cada mapa. Esta circunstancia
ocurre porque los cuatro componentes son independientes, desde el punto de vista visual,
y permite que cada componente pueda ser posicionado en cualquier lugar del W . En
la Figura 2.18 se muestra otro ejemplo de W donde aparecen los mismos componentes
que en el caso anterior. Sin embargo, en este caso existe una dependencia “visual” entre
cada lista de capas con su respectivo mapa. Esta dependencia provoca que en caso de
mover un mapa, e´ste “arrastre” a su correspondiente lista de capas. Esta solucio´n, en
principio, no debe producir confusio´n en el usuario.
Figura 2.17: Aplicacio´n mashup con dos mapas y dos listas de capas
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Figura 2.18: Aplicacio´n mashup con dos mapas que contienen su lista de capas
En la Tabla 2.7 se pueden observar diferentes implementaciones de los componen-
tes del escenario. Esta lista, no exahustiva, incluye 6 implementaciones del componente
Mapa, 2 de Lista de capas, 1 de Leyenda y 3 de Contenedor. En la primera columna de
la tabla se indica un co´digo para identificar la implementacio´n (e.g., M4 representara´ la
implementacio´n 4 del componente Mapa), en la segunda columna se muestra el diagra-
ma en UML del componente que se esta´ implementando y, en la tercera columna, las
interfaces que incluye dicho componente. A continuacio´n vamos a describir brevemente
cada una de las implementaciones.
La implementacio´n M1 identifica a un componente Mapa que, en principio, puede
funcionar aisladamente de otros componentes. Dicho componente incluye una interfaz
proporcionada (llamada gestionarCapas) por donde se puede an˜adir/borrar (utilizan-
do los me´todos addLayer/deleteLayer) la capas mostradas en el mapa. La segunda
implementacio´n de un mapa (M2) es una extensio´n de la anterior que incluye una in-
terfaz requerida (llamada gestionarLista) utilizada para indicar a un componente
Lista de capas las capas que esta´n visibles en el mapa. Esta interfaz utiliza los me´to-
dos addLayerList y deleteLayerList para dar dicha informacio´n. La implementacio´n
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M3 es similar a M2, sin embargo, en este caso la informacio´n que env´ıa el mapa (a
trave´s de los me´todos addLegend y deleteLegend de la interfaz gestionarLeyenda)
esta´ relacionada con la leyenda de cada capa. La implementacio´n M4 es la unio´n de M2
y M3, donde un componente Mapa podra´ pasar informacio´n a los componentes Lista
de capas y Leyenda. Las implementaciones M5 y M6 son muy similares a M4 en cuan-
to a funcionalidad. La diferencia aparece en que los mapas de M5 y M6 se comunican
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Sigue en la pa´gina siguiente.
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c○ 2016 Vallecillos, J.








addLayer(String url, String[] data): void














Tabla 2.7: Componentes gra´ficos SIG base y sus interfaces
El componente Lista de capas incluye 2 implementaciones. La implementacio´n C1
utiliza la interfaz proporcionada gestionarLista, para obtener la lista de capas a des-
plegar en la interfaz de usuario, y la interfaz requerida gestionarCapas, para comunicar
a un componente Mapa la lista de capas que puede visualizar. Con esta implementacio´n,
el componente Lista de capas sera´ el encargado de controlar al componente Mapa, al
contrario de lo que representa la implementacio´n M2 (donde el componente Mapa tiene
el control e informa al componente Lista de capas). La segunda implementacio´n (C2) es
similar a la anterior, pero en este caso, la interfaz requerida gestionarCapasContenedor
emite informacio´n a un contenedor.
La implementacio´n L describe un componente Leyenda con la interfaz proporcionada
gestionarLeyenda por donde se obtiene la informacio´n relacionada con cada capa. En
el escenario de ejemplo propuesto, un componente leyenda de este tipo siempre estara´
vinculado a otro componente que haga uso de su interfaz proporcionada para an˜adir y/o
eliminar informacio´n de leyenda, por ejemplo, de las capas que se esta´n visualizando.
La implementacio´n T1 describe un componente Contenedor formado por un compo-
nente Mapa. Su u´nica interfaz visible al exterior es la interfaz proporcionada gestionar-
CapasContenedor. Esta interfaz se utiliza para proporcionar al componente Mapa la
informacio´n necesaria para su actividad. Por supuesto, este contenedor puede agru-
par a otros componentes (distintos del mapa). Sin embargo, estos componentes so´lo
podra´n comunicarse internamente entre s´ı, o con el componente Mapa, pero no con el
exterior. La implementacio´n T2 describe un componente Contenedor formado por, al
menos, los componentes Mapa y Leyenda. Este contenedor obtiene informacio´n para la
leyenda a trave´s de la interfaz gestionarLeyenda (utilizando los me´todos addLegend
y deleteLegend) y ofrece informacio´n del componente Mapa a un componente Lis-
ta de capas externo al contenedor, a trave´s de la interfaz gestionarCapasContenedor
(utilizando los me´todos emitAddLayer y emitDeleteLayer). Por u´ltimo, tenemos la
implementacio´n T3. Esta implementacio´n es una extensio´n del componente T2, pero
incluyendo al componente Lista de capas como parte del contenedor. Para que este tipo
de componente pueda obtener informacio´n del exterior, el contenedor incluye la interfaz
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gestionarCapasListaContenedor (formado por los me´todos emitAddLayerFromList
y emitDeleteLayerFromList).
A partir de las implementaciones descritas anteriormente, un desarrollador podra´
crear un W con diferentes situaciones. Analicemos en la siguiente subseccio´n algunos de
los casos posibles y ver co´mo influye en el resultado final de un producto.
2.6.2. Patrones de composicio´n de componentes
A partir de los ejemplos de implementacio´n descritos anteriormente, podemos establecer
diferentes combinaciones entre los componentes. Un efecto inmediato de estas combina-
ciones es que la ubicacio´n de determinados componentes en la interfaz de usuario pueden
variar. As´ı, segu´n las combinaciones establecidas, un componente puede ser libremente
colocado en cualquier posicio´n de W . Por otro lado, su posicio´n puede depender de la
posicio´n relativa de otro componente. A estas combinaciones se las ha llamado patro-
nes de visualizacio´n. En la Tabla 2.8 podemos ver algunos de los posibles patrones que
pueden aparecer a partir del escenario de ejemplo.
Patro´n Nombre Estilo
#1 Unitario
#2 Binario independiente tipo A
#3 Binario independiente tipo B
#4 Ternario independiente
#5 Binario dependiente tipo A
#6 Binario dependiente tipo B
#7 Ternario parcialmente dependiente tipo A
Sigue en la pa´gina siguiente.
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Patro´n Nombre Estilo
#8 Ternario parcialmente dependiente tipo B
#9 Ternario dependiente
Tabla 2.8: Patrones de visualizacio´n
A continuacio´n se describe con detalle cada uno de los patrones de la Tabla 2.8. Para
cada uno de ellos se muestran dos figuras, describiendo los componentes implicados
tanto en la vista de puertos con sus correspondientes conectores, como en la vista de las
interfaces con sus correspondientes dependencias. En las figuras correspondientes a las
vistas de puertos se utilizan el s´ımbolo  para denotar un puerto de entrada,  para un
puerto de salida, y los s´ımbolos  y  para agrupar una entrada y una salida o una
salida y una entrada, respectivamente.
Patro´n de visualizacio´n #1: unitario
El patro´n de visualizacio´n unitario (Figura 2.19) es aquel que esta´ formado u´nicamente
por el mapa (utilizando la implementacio´n M1) y no tiene ma´s componentes conectados.
En este mapa se pueden cargar las capas geogra´ficas. En la Figura 2.19a se puede observar
los puertos de entrada removeLayer y loadLayer asociados con este componente, que se
correspondera´n con los me´todos addLayer y deleteLayer de la interfaz proporcionada
gestionarCapas de la implementacio´n M1.
(a) (b)
Figura 2.19: Patro´n de visualizacio´n #1: (a) vista de puertos y (b) vista de interfaces
Patro´n de visualizacio´n #2: binario independiente tipo A
Para el patro´n de visualizacio´n binario independiente de tipo A (Figura 2.20), el compo-
nente Lista de capas (implementacio´n C1 segu´n Tabla 2.8) se conecta con el componente
Mapa (M2). Estos componentes esta´n relacionados entre s´ı por medio de dos interfaces,
la interfaz gestionarLista y la interfaz gestionarCapas (Figura 2.20b). La interfaz
gestionarLista tiene los me´todos addLayerList y deleteLayerList, y la interfaz
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(a) (b)
Figura 2.20: Patro´n de visualizacio´n #2: (a) vista de puertos y (b) vista de interfaces
gestionarCapas esta´ formada por los me´todos addLayer y deleteLayer. Los puertos
asociados con estos me´todos se encuentran en la Figura 2.20a, junto con sus conectores.
En este patro´n, el componente Mapa tiene cuatro puertos. El puerto de salida add-
LayerList (correspondiente al me´todo addLayerList de la interfaz gestionarLista),
esta´ conectado con el puerto de entrada addLayerList del componente Lista de capas.
De igual forma, se conecta el puerto deleteLayerList del mapa con su homo´logo.
Por otro lado, el puerto de entrada addLayer (correspondiente al me´todo addLayer
de la interfaz gestionarCapa), esta´ conectado con el puerto de salida addLayer del
componente Lista de capas. De igual forma se conecta el puerto deleteLayer del mapa
con su homo´logo.
Patro´n de visualizacio´n #3: binario independiente tipo B
En el patro´n de visualizacio´n binario independiente de tipo B (Figura 2.21), el componen-
te Mapa (M3) esta´ relacionado con la Leyenda (L). Para ello, la interfaz proporcionada
gestionarLeyenda del componente Leyenda esta´ conectada con la interfaz requerida
∼gestionarLeyenda del componente Mapa. Para comprender mejor la relacio´n que
existe entre cada componente, se puede observar la Figura 2.21a, do´nde se pueden ver
los componentes Mapa y Leyenda conectados entre s´ı a trave´s de los puertos. El com-
ponente Mapa tiene cuatro puertos y el componente Leyenda tiene dos puertos. En el
componente Mapa el puerto de salida addLegend permite ejecutar la funcio´n addLegend
a trave´s de la interfaz ∼gestionarLegenda. El puerto de salida deleteLegend capa-
cita a la funcio´n deleteLegend para que pueda ser ejecutada por medio de la interfaz
(a) (b)
Figura 2.21: Patro´n de visualizacio´n #3: (a) vista de puertos y (b) vista de interfaces
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∼gestionarLegenda. En Leyenda, el puerto de entrada addLegend posibilita la entrada
de informacio´n al me´todo addLegend de la interfaz gestionarLeyenda. Por u´ltimo, el
puerto deleteLegend permite el paso de informacio´n al me´todo deleteLegend de la
interfaz gestionarLeyenda.
Patro´n de visualizacio´n #4: ternario independiente
En este patro´n (Figura 2.22) se observa que hay tres componentes: Mapa (M4), Leyenda
(L) y Lista de capas (C1). El componente Mapa esta´ relacionado con la Lista de capas a
trave´s de las interfaces gestionarLista y gestionarCapas y con la Leyenda por medio
de la interfaz gestionarLeyenda (Figura 2.22b). Estas relaciones han sido descritas en
los patrones #2 (Figura 2.20) y #3 (Figura 2.21). En dichos patrones se especificaron los
me´todos que forman cada interfaz y co´mo han sido conectados estos me´todos a trave´s
de los puertos.
(a) (b)
Figura 2.22: Patro´n de visualizacio´n #4: (a) vista de puertos y (b) vista de interfaces
Patro´n de visualizacio´n #5: binario dependiente tipo A
El patro´n de visualizacio´n binario dependiente de tipo A (Figura 2.23) se encuentra
relacionado con los componentes Mapa (M3) y Leyenda (L) y, como se puede observar,
la Leyenda y el mapa esta´n dentro de un componente Contenedor (T2). El componente
Contenedor tiene una interfaz proporcionada llamada gestionarCapasContenedor con
los me´todos emitAddLayer y emitDeleteLayer que gestiona las capas a cargar en el
componente Mapa (Figura 2.23b). Fija´ndonos en la Figura 2.23a, se establece una co-
nexio´n entre los puertos deleteLayer, addLayer (asociados a la interfaz proporcionada
gestionarCapas de un componente Mapa) con deleteLayer y addLayer (asociados a
la interfaz requerida ∼gestionarCapas del componente Contenedor). El puerto de en-
trada deleteLayer permite obtener informacio´n del puerto emitDeleteLayer (a trave´s
del puerto de salida deleteLayer del Contenedor) y el puerto de entrada addLayer
permite la obtencio´n de informacio´n del puerto emitAddLayer (a trave´s del puerto de
salida addLayer del Contenedor). La otra relacio´n que hay en este patro´n, es la relacio´n
del componente Mapa con el de Leyenda que se ha descrito en el patro´n #2.
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(a) (b)
Figura 2.23: Patro´n de visualizacio´n #5: (a) vista de puertos y (b) vista de interfaces
Patro´n de visualizacio´n #6: binario dependiente tipo B
En este patro´n (Figura 2.24) se observa que el componente Lista de capas (C1) esta´
junto al componente Mapa (M2) dentro de un componente Contenedor (T1). La interfaz
proporcionada gestionarCapasContenedor del componente Contenedor ha sido descrita
en el patro´n #5. Las interfaces gestionarCapas y gestionarLista que vinculan los
componentes Mapa y Lista de capas se describieron en el patro´n #2.
(a) (b)
Figura 2.24: Patro´n de visualizacio´n #6: (a) vista de puertos y (b) vista de interfaces
Patro´n de visualizacio´n #7: ternario parcialmente dependiente tipo A
En el patro´n de visualizacio´n ternario parcialmente dependiente de tipo A (Figura 2.25)
aparece el componente Lista de capas (C1) junto con el componente Mapa (M5) agru-
pados en un contenedor y la Leyenda (L) fuera de dicho contenedor (Figura 2.25b).
El componente Contenedor (T2) tiene una interfaz requerida llamada gestionarLe-
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yendaContenedor formada por los me´todos emitAddLegend y emitDeleteLegend. Esta
interfaz conecta el Mapa con la Leyenda usando como mediador el componente Conte-
nedor. Los puertos que hacen posible el funcionamiento de esta interfaz son el puerto
de entrada emitAddLegend (vinculado con el puerto de salida addLegend de la inter-
faz requerida gestionarLeyenda) y el puerto de entrada emitDeleteLegend (vinculado
con el puerto de salida deleteLegend de la interfaz requerida gestionarLeyenda), tal
y como muestra la Figura 2.25a. El resto de interfaces han sido descritas en los patrones
#5 y #6.
(a) (b)
Figura 2.25: Patro´n de visualizacio´n #7: (a) vista de puertos y (b) vista de interfaces
Patro´n de visualizacio´n #8: ternario parcialmente dependiente tipo B
En este patro´n (Figura 2.26) hay tres componentes: Mapa (M6), Leyenda (L) y Lista
de capas (C2). Las dos primeras se encuentran dentro de un contenedor (T3). Para que
se puedan comunicar entre s´ı los componentes Mapa y Lista de capas, el componente
Contenedor tiene una serie de interfaces (Figura 2.26b).
En este patro´n aparecen dos nuevas interfaces no tratadas anteriormente, la inter-
faz gestionarCapasListaContenedor y gestionarListaContenedor. La primera esta´
formada por el puerto de entrada emitAddLayerFromList (vinculado con el puerto
de salida addLayer de la interfaz requerida gestionarCapas) y el puerto de entrada
emitDeleteLayerFromList (vinculado con el puerto de salida deleteLayer de la inter-
faz requerida gestionarCapas). Por otro lado, la interfaz gestionarListaContenedor
COScore: una infraestructura de servicios para el despliegue de aplicaciones Mashup
CAPI´TULO 2. COSCORE: MODELO DE INFRAESTRUCTURA 75
(a) (b)
Figura 2.26: Patro´n de visualizacio´n #8: (a) vista de puertos y (b) vista de interfaces
esta´ formada por los puertos de salida addLayerList y deleteLayerList (vinculados
con los puertos de entrada emitAddLayerList y emitDeleteLayerList, respectivamen-
te). El resto de interfaces han sido descritas con anterioridad en los patrones #2 y #5.
Patro´n de visualizacio´n #9: ternario dependiente
En este patro´n (Figura 2.27) se utilizan los componentes Lista de capas (C1), Leyenda
(L) y Mapa (M4) en un componente Contenedor (T1). Las interfaces (Figura 2.27b)
gestionarCapas, gestionarLista y gestionarLeyenda han sido descritas en el patro´n
#4. Por otro lado la interfaz gestionarCapasContenedor se describio´ en el patro´n #5.
En la Figura 2.27a se pueden ver los puertos de los componentes.
2.6.3. Matriz de regeneracio´n de dependencias
En la subseccio´n anterior se han descrito una serie de patrones que identifican diferentes
“combinaciones” de relacio´n entre los componentes del escenario de ejemplo. Siguiendo
con dicho escenario, ¿que´ ocurre si creamos un W con varios patrones a la vez? ¿pueden
presentarse situaciones no deseadas? En esta subseccio´n se va a analizar esta situacio´n.
Para facilitar su comprensio´n se va a establecer una restriccio´n, que el W tenga un
ma´ximo de dos patrones a la vez. Teniendo en cuenta esta restriccio´n, se puede presentar
81 W distintos, como se muestra en la Tabla 2.9. El cruce entre el patro´n de la fila con el
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(a) (b)
Figura 2.27: Patro´n de visualizacio´n #9: (a) vista de puertos y (b) vista de interfaces
patro´n de la columna representa la propuesta de W que un desarrollador podr´ıa utilizar
en lugar de los patrones iniciales.
Esta propuesta se realiza para obtener un producto que no genere confusio´n en el
usuario. Como ya se indico´ anteriormente, esta confusio´n puede deberse a la existencia
de componentes que, por su posicio´n en W, no se tenga claro con que´ otros componentes
esta´n relacionados, como ocurr´ıa en el ejemplo mostrado en la Figura 2.17. Si se tiene
en cuenta la propuesta indicada en la tabla, el W a establecer puede no ser el que ini-
cialmente hab´ıa pensado el desarrollador, aunque el funcionamiento de los componentes
implicados no tiene porque´ cambiar.
Analicemos un caso concreto de la Tabla 2.9. Supongamos que inicialmente deseamos
formar un W con los patrones #4 y #5. La combinacio´n de estos patrones genera una
posible confusio´n dado que no queda claro con que´ Mapa esta´ vinculada la Lista de
capas. Segu´n la propuesta definida en la tabla, para esos patrones se propone 3 posibles
W : (1) un W formado por los patrones #5 y #7; (2) un W formado por los patrones
#5 y #9; y (3) un W formado por los patrones #3 y #9. Por ejemplo, el W formado
por los patrones #5 y #7 resuelve esta confusio´n incorporando la Lista de capas dentro
del espacio visual (con un Contenedor) de uno de los mapas.
2.7. Relaciones entre componentes mashup
En las secciones previas, se ha descrito la estructura interna de un componente, exa-
minando sus partes e identificando los diferentes tipos de componente. Como hemos
visto, entre componentes pueden existir diversos tipos de dependencias, las cuales han
dado lugar a un conjunto de patrones de dependencia. A partir de estas dependencias se
establecen las relaciones entre componentes, que sera´n descritas en la presente seccio´n.
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@
@@
P1 P2 P3 P4 P5 P6 P7 P8 P9
P1 {P1,P1} {P1,P6} {P1,P5} {P1,P9} {P1,P5} {P1,P6} {P1,P7} {P1,P8} {P1,P9}
P2 {P1,P6} {P2,P6} {P5,P6} {P5,P7} {P5,P6} {P2,P6} {P9,P2} {P9,P2} {P5,P6}
{P6,P6} {P5,P9} {P6,P6} {P9,P6} {P9,P6} {P9,P6}
{P2,P9} {P8,P6} {P8,P6} {P8,P6}
{P4,P6}
P3 {P1,P5} {P5,P6} {P3,P5} {P3,P9} {P5,P5} {P5,P6} {P9,P3} {P9,P3} {P9,P3}
{P5,P5} {P5,P9} {P5,P3} {P9,P5} {P9,P5} {P9,P5}
{P5,P7} {P7,P5} {P7,P5} {P7,P5}
P4 {P1,P9} {P9,P6} {P9,P5} {P9,P9} {P7,P5} {P8,P6} {P9,P9} {P9,P7} {P9,P9}
{P8,P6} {P7,P5} {P4,P9} {P5,P9} {P6,P9} {P7,P9} {P9,P4} {P9,P7}
{P9,P2} {P9,P3} {P8,P9} {P3,P9} {P2,P9} {P8,P9} {P8,P9} {P8,P9}
{P7,P9} {P4,P9} {P9,P9} {P4,P9}
P5 {P1,P5} {P5,P6} {P3,P5} {P5,P7} {P5,P5} {P5,P6} {P7,P5} {P5,P7} {P9,P5}
{P5,P5} {P5,P9} {P5,P3} {P9,P5} {P5,P9} {P9,P3}
{P3,P9} {P9,P3} {P3,P9} {P5,P7}
P6 {P1,P6} {P6,P6} {P6,P5} {P8,P6} {P5,P6} {P6,P6} {P9,P6} {P8,P6} {P9,P6}
{P9,P6} {P2,P6} {P8,P6} {P9,P6} {P9,P2}
{P9,P2} {P2,P9} {P9,P2} {P6,P8}
P7 {P1,P9} {P2,P9} {P3,P9} {P9,P8} {P5,P7} {P8,P6} {P9,P7} {P9,P9} {P9,P9}
{P6,P8} {P5,P9} {P9,P4} {P9,P5} {P9,P6} {P9,P4} {P9,P7} {P9,P7}
{P6,P9} {P5,P7} {P9,P7} {P9,P3} {P9,P2} {P9,P8} {P9,P8} {P9,P8}
{P9,P9} {P9,P9} {P9,P4} {P9,P4}
P8 {P1,P9} {P2,P9} {P3,P9} {P9,P8} {P5,P9} {P8,P6} {P9,P9} {P9,P9} {P9,P9}
{P6,P9} {P5,P9} {P9,P4} {P5,P7} {P9,P6} {P9,P7} {P9,P7} {P9,P7}
{P6,P8} {P5,P7} {P9,P7} {P9,P3} {P9,P2} {P9,P8} {P9,P8} {P9,P8}
{P9,P9} {P9,P4} {P9,P4} {P9,P4}
P9 {P1,P9} {P2,P9} {P3,P9} {P9,P9} {P5,P9} {P9,P6} {P9,P9} {P9,P9} {P9,P9}
{P6,P9} {P5,P9} {P9,P8} {P9,P3} {P8,P6} {P9,P7} {P9,P7} {P9,P7}
{P6,P8} {P5,P7} {P9,P7} {P5,P7} {P2,P9} {P9,P8} {P9,P8} {P9,P8}
{P9,P4} {P9,P4} {P9,P4} {P9,P4}
Tabla 2.9: Matriz de regeneracio´n de dependencias
Como se ha visto con anterioridad, una relacio´n establece un proceso de comunicacio´n
entre un conjunto de componentes. Cada relacio´n (concepto de Relationship en la Figura
2.11) conecta un componente con otro(s) a trave´s de la entrada y salida de puertos, es
decir, si hay una relacio´n entre dos componentes, al menos un conjunto de puertos de
salida de un componente debe ser conectado a un conjunto de puertos de entrada del
otro componente. Las relaciones entre los componentes pueden ser binarias o n-arias.
Para la descripcio´n de ambos de tipos de relaciones, se van a utilizar los dos escenarios
presentados anteriormente.
2.7.1. Relaciones binarias
Las relaciones binarias son las relaciones que hay entre dos componentes diferentes.
Estas relaciones tienen una propiedad booleana llamada isBidirectional, para indicar si
los componentes involucrados en la conexio´n se necesitan mutuamente (en cuyo caso,
la relacio´n se establece en ambos sentidos). Las relaciones binarias tambie´n incluyen el
concepto BinaryType para identificar la existencia de tipos de relaciones binarias y as´ı
diferenciar tipos de comunicacio´n entre componentes. En la Tabla 2.10 se pueden ver las
relaciones binarias y los s´ımbolos que las representan.
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Tabla 2.10: Principales relaciones binarias
Para ayudar a entender el significado de estas relaciones, en la Figura 2.28 se observan
co´mo esta´n relacionados entre s´ı los componentes de los escenarios descritos anterior-
mente. La relacio´n de Asociacio´n es el enlace menos restrictivo que existe cuando una
relacio´n se establece por defecto entre dos componentes A y B (Figura 2.28a). Esta
relacio´n se usa para representar el intercambio regular de informacio´n entre dos com-
ponentes, donde dicho intercambio no puede ser descrito con otra relacio´n. Un ejemplo
relacionado con el escenario de informacio´n geogra´fica podr´ıa ser cuando un componente
de Inicio de sesio´n se conecta con el componente Lista de capas, entonces la lista de
capas cargadas cambia su contenido. De esta forma, las capas que se ven esta´n relacio-
nadas con el usuario que inicio´ la sesio´n. En esta relacio´n, si el componente de inicio de
sesio´n no esta´ disponible o no se encuentra en la arquitectura, el componente de lista
de capas mostrara´ una lista de capas por defecto. Este comportamiento de dependencia
de´bil es lo que caracteriza este tipo de relacio´n.
La relacio´n de Composicio´n (Figura 2.28b) se presenta cuando todas las interfaces
de B esta´n en A. De tal manera que cuando algu´n componente desea acceder a B necesita
pasar a trave´s de A. Esta relacio´n se utiliza para crear un componente a partir de otros
componentes. De esta forma, un componente puede contener uno o ma´s componentes,
que juntos, desarrollara´n una tarea conjunta. Un ejemplo de relacio´n de composicio´n

















Figura 2.28: Relaciones binarias entre los componentes de los escenarios de ejemplo
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ponente Contenedor es de tipo contenedor y alberga otros dos componentes. As´ı, el
uso que se realice de las interfaces proporcionadas y requeridas (la invocacio´n de sus
me´todos) de los componentes Mapa y Leyenda se canaliza a trave´s del Contenedor.
La relacio´n de Subordinacio´n (Figura 2.28c) aparece cuando un componente A
no puede existir sin otro componente B. En nuestro escenario ejemplo, esta relacio´n
aparece entre el componente Mapa y los componentes Leyenda y Lista de capas. El
componente Leyenda y el componente Lista de capas esta´n subordinados al Mapa. Existe
subordinacio´n porque sin la informacio´n procedente del mapa es imposible visualizar
informacio´n relacionada con las capas dentro del componente Leyenda. De igual forma, el
componente Lista de capas no podr´ıa cargar las capas para ser visualizadas u ocultadas.
Este comportamiento de dependencia fuerte caracteriza una relacio´n de subordinacio´n.
La relacio´n de Herencia (Figura 2.28d) aparece cuando un componente A incluye to-
dos los puertos que han sido definidos en B, con el objetivo de extender su funcionalidad.
Un ejemplo, relacionado con el escenario de domo´tica, es cuando existe un Interruptor
regulable (dimmer) que hereda toda la funcionalidad de un Interruptor ba´sico. La fun-
cionalidad del Interruptor ba´sico es apagar y encender, mientras que un Interruptor
regulable permite, adema´s, encender la bombilla con un nivel de intensidad espec´ıfico.
La u´ltima relacio´n binaria que se describe es la relacio´n Productor-consumidor
(Figura 2.28e). Esta relacio´n se da cuando existe una relacio´n entre dos componentes
A y B, de tal forma que A produce informacio´n que es consumida por B. Volviendo a
nuestro escenario de domo´tica, esta relacio´n aparece entre los componentes Interruptor
y Controlador de luz. Cuando a trave´s del componente Interruptor un usuario realiza la
operacio´n de apagar/encender una bombilla, el componente Controlador de luz realizara´
la operacio´n correspondiente.
2.7.2. Relaciones n-arias
Todas las relaciones que han sido definidas entre dos componentes cubren un amplio
rango de posibles escenarios en la construccio´n de sistemas basados en componentes.
Sin embargo, en ocasiones se necesitan otras relaciones ma´s complejas, para lo cual
se han definido las relaciones n-arias. Una relacio´n n-aria se define como un conjunto
de relaciones binarias. La Tabla 2.11 muestra las principales relaciones n-arias entre
componentes junto a su notacio´n gra´fica.









Tabla 2.11: Principales relaciones n-arias
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La primera relacio´n que aparece en la tabla es la relacio´n Secuencia. Esta relacio´n
define que el conjunto de relaciones binarias que la componen llevan a cabo una secuen-
cia de informacio´n desde un componente hasta otro. En la Figura 2.29a, se puede ver
una representacio´n gra´fica de esta relacio´n. Un ejemplo puede ser visto entre los compo-
nentes Lista de capas, Mapa y Leyenda, y esta´ compuesta por dos relaciones binarias de
Subordinacio´n. En este caso, la informacio´n va desde la Lista de capas hasta la Leyenda
para decidir que se quiere visualizar u ocultar una capa en la Lista de capas.
Otra relacio´n n-aria es la Jerarqu´ıa que se da cuando un conjunto de componentes
tienen una relacio´n de herencia con sus componentes padres. Un ejemplo relacionado
con el escenario de domo´tica (ver Figura 2.29b) es cuando un interruptor que permite
encender una bombilla con nivel de intensidad adema´s hereda de un interruptor normal
para aportar la funcionalidad de apagar o encender. Adicionalmente, existe otro compo-
nente que hereda del interruptor con porcentaje y de otro interruptor central que apaga
la corriente de toda la casa.
La relacio´n de Trading tiene lugar cuando uno de los componentes realiza una tarea
de mediacio´n con respecto a otros, con el objetivo de trasmitir cierta informacio´n entre
ambos. Por ejemplo, supo´ngase que en el caso del sistema de informacio´n geogra´fico (ver
Figura 2.29c), hay un componente llamado Conexiones que se encarga de recibir la lista
de componentes con los que esta´ conectado, cuando un componente nuevo es an˜adido al
sistema. Por tanto, cuando el componente Lista de capas se an˜ade al sistema, se le env´ıa
una notificacio´n al componente Conexiones para indicarle con quie´n puede conectarse.
De esta forma, cuando un componente Mapa requiera de una lista, lo primero que hace
es consultar al componente de Conexiones con quie´n debe hacerlo, el cual le informa
que debe comunicarse con la Lista de capas previamente registrada que le enviara´ la
informacio´n con la lista que el mapa necesita para funcionar.
Las otras relaciones n-arias son las relaciones de Control, Sumidero y Observa-
cio´n. La relacio´n de Control (Figura 2.30b) implica que el componente central no so´lo
observa, sino que adema´s env´ıa o´rdenes de control a los otros componentes. Estamos ante
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Figura 2.29: Relaciones n-arias: (a) observacio´n, (b) jerarqu´ıa y (c) trading
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30Figura 2.3 : Relaciones n-arias: (a) secuencia, (b) control y (c) sumidero
ca, ocurre que el componente Controlador de luz se encarga del control de estado de la
bombilla, controlando la interaccio´n que se produce en la parte virtual y real. La relacio´n
de Sumidero describe una relacio´n en la cual el componente central es el que recibe la
informacio´n generada por los otros componentes involucrados en la relacio´n. Todas las
relaciones que forman la relacio´n Sumidero son relaciones de tipo producerconsumer, en
las cuales el consumidor es el componente central (Figura 41c). En el escenario ejemplo
de domo´tica, el componente Logger trabaja como consumidor de todos los procesos que
tienen lugar en el resto de componentes del entorno, el cual se encarga de registrar en un
archivo de texto todo lo ocurrido. Por u´ltimo, la relacio´n de Observacio´n implica que
el componente central lleva a cabo tareas de observacio´n en todos los componentes que
esta´n vinculados con e´l, pero sobre los que no influye. Supo´ngase un caso en el ejemplo
de domo´tica (Figura 2.29a), en el que el componente Logger esta´ constantemente obser-
vando que´ ocurre en el resto de componentes para llevar a cabo un registro de acciones.
En este caso, el componente Logger no esta´ a la espera de que los dema´s le informen,
sino que es e´l el que, de forma proactiva, se encarga de obtener las acciones ejecutadas
y de registrar lo sucedido.
2.8. Trabajo relacionado
Analicemos algunos trabajos relacionados con este cap´ıtulo. En [Abiteboul et al., 2009],
los autores muestran un sistema que soporta el desarrollo intuitivo y ra´pido durante
la construccio´n de aplicaciones mashup. Dicho sistema se basa en un mecanismo pa-
ra autocompletar interfaces de usuario gra´ficas a partir de caracter´ısticas comunes a
otros usuarios. Tambie´n se propone un me´todo para conectar unos componentes con
otros y de esta forma ayudar a los usuarios a construir su espacio de trabajo dentro de
la aplicacio´n web. De esta forma, los usuarios seleccionan los componentes que sera´n
cargados en la interfaz de usuario, cuando la aplicacio´n es desplegada. Dicho trabajo
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se centra so´lo en componentes de tipo RSS y no da soporte a otros tipos de compo-
nentes. En [Hassan et al., 2014] los autores desarrollan otra propuesta para llevar un
ranking de componentes de tipo RSS considerados como interesantes para los usuarios.
La aplicacio´n web mashup se genera a partir de estos componentes. En ambos trabajos
la configuracio´n de los componentes que se cargan inicialmente se realiza en tiempo de
disen˜o, y no puede variar en tiempo de ejecucio´n, tal y como se plantea en la propuesta
metodolo´gica del presente trabajo de investigacio´n.
En [Gmelch and Pernul, 2012] se presenta una propuesta para el despliegue de una
arquitectura basada en componentes que permite la integracio´n de sistemas basados
en web. Proponen una arquitectura a trave´s de capas para que la comunicacio´n entre
componentes no se realice de forma directa, sino que existe un sistema central que
gestiona dicha comunicacio´n. Dicho trabajo se centra en la integracio´n de aplicaciones
basadas en portlets. A diferencia de esta propuesta, nuestra infraestructura gestiona
aplicaciones construidas a partir de componentes terceros de granulidad gruesa que se
ejecutan en el lado cliente (aunque la gestio´n de las arquitecturas y de las comunicaciones
se realice en el lado servidor).
En la literatura, se pueden encontrar otros trabajos espec´ıficos relacionados con la
definicio´n de arquitecturas para la gestio´n de widgets. En [Fan et al., 2012], los autores
proponen un nuevo tipo de sistema para plataformas de televisio´n digital basados en
widgets. Se centran en componentes que se construyen con tecnolog´ıa web y widgets que
siguen el esta´ndar web de W3C. A diferencia de la investigacio´n, donde la comunicacio´n
se ha basado en el uso de un servidor JavaScript, los autores de dicho trabajo utilizan
una forma de comunicar los componentes a trave´s de AJAX, ejecutada en el lado cliente
para obtener la informacio´n almacenada en un servidor (un recurso en formato XML).
Otra plataforma donde se pueden usar arquitecturas basadas en widgets son las apli-
caciones mo´viles. En [Pierre et al., 2013] los autores definen una arquitectura espec´ıfica
para la plataforma mo´vil, construida con componentes que gestionan la interaccio´n y
una plataforma software que gestiona su ciclo de vida. En nuestra propuesta, tambie´n
gestionamos el ciclo de vida de los componentes en el lado servidor, aunque actualmente
no se permite el despliegue de aplicaciones en dispositivos mo´viles.
Existen otros trabajos como [Shirogane et al., 2008] que realizan adaptaciones del
co´digo de la interfaz de usuario dina´micamente segu´n las preferencias del usuario y
utilizando componentes widgets. En dicho trabajo, se definen siete tipos de roles para
mejorar la adaptacio´n y recarga de los componentes. Dependiendo del tipo de rol, hay
componentes considerados como preferentes para hacer su adaptacio´n. A diferencia de la
propuesta que se realiza en nuestra investigacio´n, donde se usa componentes de granula-
ridad gruesa, aqu´ı los autores implementan interfaces con componentes de granularidad
fina construidos con la librer´ıa Java Swing.
En [Wilson et al., 2012] se centran en otra funcionalidad abarcada en este trabajo de
tesis doctoral, la comunicacio´n entre componentes. Los autores discuten ciertas carac-
ter´ısticas para construir interfaces de usuario mashups usando widgets W3C y proponen
una extensio´n del modelo de widgets. El objetivo de extender este modelo es dar soporte
a una variedad de patrones de comunicacio´n entre componentes. En cambio, en nuestra
propuesta se ha desarrollado un mecanismo de comunicacio´n que no necesita de una
revisio´n del modelo de componente. Otro trabajo muy similar al tratado anteriormen-
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te es [Sire et al., 2009]. La comunicacio´n entre los widgets se basa en eventos a trave´s
de una API definida, basada en PHP y MySQL. En esta propuesta, se crea un widget
contenedor, utilizando JavaScript, encargado de gestionar el flujo de la informacio´n. En
cambio, en nuestra propuesta se usa un servidor JavaScript que gestiona la comunicacio´n
utilizando WebSockets.
2.9. Resumen y conclusiones
En este segundo cap´ıtulo se han presentado las diferentes capas por las cuales esta´
formada la infraestructura encargada de sustentar el despliegue de aplicaciones mashup.
De esta forma, se han descrito cada una de las capas que definen el entorno, destacando
por que´ es interesante llevar a cabo este desglose. Adema´s, para justificar la creacio´n de
relaciones entre los componentes que forman las aplicaciones se han tratado una serie
de escenarios.
En primer lugar, se ha llevado el foco sobre las aplicaciones mashup definidas dentro
de la capa cliente. Tambie´n se ha tratado la capa dependiente de la plataforma. Respecto
a esta capa, se han expuesto los servidores que se pueden localizar junto con los diferen-
tes repositorios de componentes que dan soporte a las aplicaciones mashup, definiendo
para ello un modelo de datos de componentes a dos niveles, uno para la gestio´n de re-
positorios internos propios al sistema, y otro para la gestio´n de repositorios externos.
Dentro de estos repositorios se ha realizado una distincio´n, localizando los repositorios
de componentes externos y los repositorios gestionados. Con respecto a los repositorios
de componentes externos, ha sido necesario implementar un wrapper para que puedan
ser empotrados en las aplicaciones mashup sobre las que se sustentan.
Para continuar, se ha mostrado la capa independiente de la plataforma, que es la
parte principal de la infraestructura y sobre la que se centra la mayor parte de la in-
vestigacio´n. En este nivel, se han mostrado los diferentes repositorios que aparecen,
definiendo las especificaciones de componentes y las especificaciones de las arquitecturas
de las aplicaciones mashup. Cada una de estas especificaciones se ha construido en base
a un metamodelo, lo cual permite dotar a la capa de un mayor nivel de abstraccio´n para
las diferentes aplicaciones a las que da soporte. Seguidamente, se dan detalles sobre dos
escenarios de aplicacio´n ba´sicos centrados en el a´mbito de los sistemas de informacio´n
geogra´ficos y las aplicaciones de domo´tica. Estos escenarios, adema´s de contextualizar
la aplicabilidad del sistema COScore, permiten crear posibles casos de dependencias y
relaciones entre componentes que forman las aplicaciones mashup. Dichos escenarios han
permitido, por una lado, realizar un estudio de dependencias entre componentes mas-
hup a partir de una lista de patrones de composicio´n de componentes y de una matriz
de regeneracio´n de dependencias; y por otro, explicar un conjunto de relaciones entre
componentes mashup formado por cinco relaciones binarias y seis relaciones n-arias.
c○ 2016 Vallecillos, J.
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E n el cap´ıtulo anterior se han descrito las partes principales de la infraestructura
propuesta, constituidas por la capa cliente, la capa dependiente y la capa independien-
te de la plataforma. En este cap´ıtulo se realiza un desglose de la infraestructura de
servicios desarrollada en la capa independiente. Este desglose consta de cinco niveles:
servicios pu´blicos, servicios privados, mo´dulos, controladores y bases de datos. En el
nivel de servicios pu´blicos se localizan las operaciones que son accesibles por las aplica-
ciones mashup. En el nivel de servicios privados se encuentran las operaciones que dan
soporte a la gestio´n interna de las aplicaciones. El tercer nivel se corresponde con los
mo´dulos que implementan la funcionalidad de los servicios, tanto de los pu´blicos como
de los privados. Muchos de estos mo´dulos hacen uso del nivel donde se encuentran los
controladores. Dicho nivel contiene la funcionalidad indispensable para poder acceder a
los datos localizados en las bases de datos, las cuales representan el u´ltimo nivel de la
infraestructura de servicios desarrollada.
El cap´ıtulo se desglosa en seis secciones. La Seccio´n 3.1 presenta la infraestructura
a nivel general, mostrando cua´les son las partes principales. Posteriormente, la Seccio´n
3.2 describe cada uno de los mo´dulos que dotan de funcionalidad a la infraestructura,
los controladores y las bases de datos que almacenan la informacio´n del entorno. En
la Seccio´n 3.3, se describen los servicios privados y cada una de sus operaciones. En
la Seccio´n 3.4, se encuentran descritos los servicios pu´blicos, donde se entra en detalles
acerca de las operaciones que contienen y su funcionamiento. La Seccio´n 3.5 revisa
algunos de los trabajos de la literatura relacionados con arquitecturas e infraestructuras
encargadas de dar soporte a las aplicaciones mashup. El cap´ıtulo finaliza con un breve
resumen de los contenidos presentados y con las conclusiones extra´ıdas.
3.1. Introduccio´n y conceptos relacionados
Para dar soporte a las aplicaciones mashup se ha creado una infraestructura llamada
COScore [Vallecillos et al., 2014], formada por servicios, mo´dulos, controladores y bases
de datos, que queda representada por la estructura mostrada en la Figura 3.1. En el
primer nivel de servicios (parte superior) se encuentran los Servicios pu´blicos (Public
service), y son utilizados para aportar funcionalidad, persistencia y soporte a las apli-
caciones mashup. La Tabla 3.1 muestra un resumen de las operaciones ofertadas en este
nivel, junto con una breve descripcio´n de las mismas. En el segundo nivel, se encuentran
los Servicios privados (Private service). Estos servicios se utilizan para realizar ciertas
tareas de gestio´n, como las relacionadas con los modelos de arquitectura de las aplicacio-
nes, los modelos de componentes concretos, los usuarios y los componentes disponibles
en el sistema. La Tabla 3.2 muestra un resumen de las operaciones disponibles en este
nivel, junto con una breve descripcio´n de las mismas.
Para implementar la funcionalidad de los dos niveles de servicios se encuentran los ni-
veles de Mo´dulos (Modules), Controladores (Controllers) y Bases de datos (Data bases).
El nivel de Mo´dulos es utilizado por los servicios e implementa toda la funcionalidad
ofrecida por la infraestructura. La capa Controlador realiza la gestio´n de las diferentes
c○ 2016 Vallecillos, J.





































































































































































































































































































































































































































































































































Figura 3.1: Estructura de servicios, mo´dulos, controladores y bases de datos
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Servicio Operacio´n Descripcio´n
Interaction Service Register interaction Servicio encargado de gestionar
la interaccio´n que se produce en las
aplicaciones mashup
Component Service Update architecture Servicio encargado de gestionar
las actualizaciones sobre los componentes
que forman la aplicacio´n mashup
Communication Service Get link components Servicio encargado de controlar los
procesos de comunicacio´n entre los
componentes de la aplicacio´n mashup
Session Service Login Servicio encargado de manejar la inicializacio´n
Logout de las aplicaciones mashup
Init user architecture
Default init
Tabla 3.1: Servicios pu´blicos del COScore
Servicio Operacio´n Descripcio´n
User Service Query user Servicio encargado de gestionar los




Manage Architecture Service Export AAM from String Servicio encargado de manejar los
Export CAM from String modelos de arquitectura de las
Withdraw CAM aplicaciones mashup
Manage Component Service Export CC from String Servicio encargado de manejar las
Export CC from params especificaciones de componentes que
Withdraw CC constituyen las aplicaciones mashup
Tabla 3.2: Servicios privados del COScore
bases de datos que maneja el entorno. Por u´ltimo, esta´ el nivel Base de datos, el cual
alberga las diferentes bases de datos utilizadas para almacenar los modelos de arqui-
tectura, los modelos de componentes concretos, los componentes de las aplicaciones de
usuario junto a las instancias de los componentes, la interaccio´n y los usuarios de las
aplicaciones. En la Tabla 3.3 se muestra el conjunto de mo´dulos, controladores y bases
de datos junto con una breve descripcio´n de cada uno de ellos.
La combinacio´n de todos estos elementos (bases de datos, mo´dulos, controladores
y servicios) constituyen la capa independiente de la plataforma de la infraestructura
propuesta. Como se ha comentado en cap´ıtulos anteriores, esta capa, junto con la ca-
pa dependiente de la plataforma, constituyen el nu´cleo de la propuesta desarrollada en
este trabajo de tesis doctoral, cuyo objetivo es permitir el despliegue y gestio´n de apli-
caciones mashup. Por este motivo, podemos determinar que la infraestructura para el
despliegue de interfaces mashup (en adelante “infraestructura mashup” para simplificar)
esta´ formada por un conjunto de elementos arquitecto´nicos, definida como sigue:
c○ 2016 Vallecillos, J.
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Bases de datos
Architectural Models Contiene los modelos de las aplicaciones
and Users DB mashup y los usuarios que hacen uso de dichos modelos
Interaction DB Contiene la interaccio´n generada en la aplicacio´n mashup
Widget Components DB Almacena los componentes de tipo widget
Widget Instances DB Almacena las instancias de los componentes de tipo widget
Java Components DB Almacena los componentes de tipo Java
Java Instances DB Almacena las instancias de los componentes de tipo Java
Concrete Component Almacena las especificaciones
Specifications DB de los componentes concretos
Controladores
Manage Users Gestiona la base de datos de usuarios
Manage Interaction Gestiona la base de datos de interaccio´n
Manage Architectures Gestiona la base de datos de modelos de
arquitecturas de las aplicaciones mashup
Manage Wookie Gestiona la base de datos de componentes
e instancias de tipo widget
Manage Java Gestiona la base de datos de componentes
e instancias de tipo Java
Manage Component Gestiona la base de datos de especificaciones
Specifications de componentes concretos
Mo´dulos
User Information Module (UIM ) Maneja la funcionalidad relacionada
con la gestio´n de los usuarios
Interaction Management Module (IMM ) Maneja la funcionalidad relacionada
con la interaccio´n que tiene lugar
Display Management Module (DMM ) Controla la funcionalidad relacionada
con la visualizacio´n de las aplicaciones mashup
Transaction Management Module (TMM ) Controla la funcionalidad vinculada con la
transaccio´n de informacio´n entre componentes
COScore Session Management Maneja la funcionalidad vinculada con la
Module (COSSessionMM ) inicializacio´n de las aplicaciones mashup
Tabla 3.3: Descripcio´n de los elementos de la infraestructura COScore
Definicio´n 3.1 (Infraestructura mashup) Una infraestructura mashup I se define
como una tupla de cuatro elementos base ℐ=(𝒮, ℳ, 𝒞, ℛ), siendo 𝒮 el conjunto de
servicios ofrecidos por el sistema; ℳ un conjunto de mo´dulos que implementan la fun-
cionalidad ba´sica de los servicios, y con los cuales se comunican las operaciones de dichos
servicios; 𝒞 un conjunto de controladores que median entre los mo´dulos y los repositorios
del sistema; y ℛ el conjunto de repositorios o bases de datos con la informacio´n que da
soporte a una infraestructura mashup ℐ, y siendo:
a) 𝒮: el par (S−, S+), donde S− es el conjunto de servicios privados S− = {S 1−, S 2−,
S 3−}, y S+ es el conjunto de servicios pu´blicos S+= {S 1+, S2+, S3+, S4+}, siendo estos los
servicios User Service, Manage Architecture Service, y Manage Component Service,
para el caso de los servicios privados, y Interaction Service, Component Service,
Communication Service, y Session Service, repectivamente.
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b) ℳ: el conjunto de mo´dulos ℳ = {UIM , IMM, DMM, TMM, COSSessionMM },
siendo estos los mo´dulos User Information Module, Interaction Management Module,
Display Management Module, Transaction Management Module, y COScore Session
Management Module, respectivamente.
c) 𝒞: el conjunto de controladores 𝒞 = {C1, C2, C3, C4, C5, C6}, siendo estos los contro-
ladores Manage User, Manage Interaction, Manage Architectures, Manage Wookie,
Manage Java, y Manage Component Specifications, respectivamente.
d) ℛ: el conjunto de bases de datos ℛ = {R1, R2, R3, R4, R5, R6, R7}, siendo es-
tas las bases de datos Architectural Models and User DB, Interaction DB, Widget
Components DB, Widget Instances DB, Java Components DB, Java Instances DB,
y Concrete Component Specifications DB, respectivamente.
Como ha sido mencionado, el objetivo de esta infraestructura mashup es permitir el
despliegue de un tipo de aplicaciones software que cumplen con una serie de caracter´ısti-
cas. Las aplicaciones deben poder construirse a partir de la combinacio´n de distintos
servicios (que pueden estar, adema´s, desarrollados por terceros) siempre que dichos ser-
vicios hayan sido encapsulados en forma de componentes para que sean gestionados en
un repositorio de la infraestructura. De esta manera, las aplicaciones se describen me-
diante arquitecturas en las que los componentes pueden presentar dependencias entre
s´ı y comunicarse (invocando operaciones entre ellos) para la realizacio´n de una tarea
determinada. Un ejemplo de este tipo de software, como veremos ma´s adelante en el
siguiente cap´ıtulo de pruebas y experimentacio´n, es el caso de una aplicacio´n mashup de
una interfaz gra´fica de usuario en la Web, como puede ser la de ENIA1.
En este tipo de interfaz gra´fica, un usuario que accede por primera vez a la aplicacio´n
mashup (acceso de forma ano´nima) tiene desplegados unos componentes por defecto
que puede utilizar (por ejemplo, un mapa para visualizar informacio´n geogra´fica y un
componente de noticias relacionadas con la REDIAM). Tambie´n tiene disponible un
cata´logo de servicios para poder an˜adir componentes a su espacio de trabajo (con otros
mapas tema´ticos, componentes de redes sociales, etc.). El espacio de trabajo consiste
en la zona de visualizacio´n de los componentes desplegados de la aplicacio´n mashup y
puede ser modificado y reconfigurado segu´n las necesidades del usuario, por ejemplo,
redimensionando, moviendo o eliminando componentes. Si el usuario realiza este tipo de
operaciones de reconfiguracio´n sobre su aplicacio´n mashup (una vez que ya ha iniciado
una sesio´n en el sistema) todos los cambios son gestionados por la infraestructura de
manera que, cuando el usuario se reconecta con la aplicacio´n, pueda disponer de espacio
de trabajo tal y como lo reconfiguro´ la u´ltima vez. Adema´s, con el objetivo adaptarse
a las necesidades y preferencias de utilizacio´n, la interaccio´n realizada por los usuarios
(tanto por los ano´nimos como por los registrados) es almacenada en la infraestructura
para permitir su posterior ana´lisis y la modificacio´n de la lo´gica de adaptacio´n.
1ENIA es un prototipo desarrollado para la REDIAM (RED de Informacio´n AMbiental de Anda-
luc´ıa) de una interfaz gra´fica de usuario que sigue el modelo de aplicacio´n mashup desarrollado en esta
tesis doctoral, prototipo que ha sido utilizado para realizar las pruebas de validacio´n del modelo de
infraestructura COScore, definido en el Cap´ıtulo 4 de este documento de tesis doctoral.
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En las siguientes secciones, se describe cada uno de los niveles de la infraestructura
mashup desarrollada, la cual permite realizar el despliegue de aplicaciones, incluyendo
el tipo de operaciones que han sido mencionadas para el ejemplo de aplicacio´n anterior.
Para facilitar su comprensio´n, los diferentes niveles se describira´n en el siguiente orden:
bases de datos con sus respectivos controladores, mo´dulos, servicios privados y pu´blicos.
3.2. Soporte de servicios
Para que los servicios puedan ofrecer un soporte funcional, se ha estructurado el desarro-
llo en tres niveles: bases de datos, controladores y mo´dulos. Tanto el conjunto de mo´dulos
como el conjunto de controladores se han implementado mediante componentes Enter-
prise Java Beans2 (EJB), ya que permiten un desarrollo modular del software, permiten
crear sesiones para cada aplicacio´n mashup, adema´s de poder ser desplegados en un ser-
vidor de aplicaciones capaz de gestionar grandes volu´menes de peticiones simulta´neas.
El resto de esta seccio´n describe estos tres niveles. Se comenzara´ describiendo las bases
de datos de la infraestructura junto con los controladores asociados a los mismos, ya
que son la base en la que se sustenta toda la infraestructura. Despue´s se describira´n los
mo´dulos de dicha infraestructura.
3.2.1. Bases de datos y controladores
En los dos niveles ma´s bajos de la infraestructura desarrollada se localizan las bases
de datos y sus respectivos controladores. En las bases de datos se almacenan toda la
informacio´n necesaria para el correcto funcionamiento de las aplicaciones mashup. Por
otro lado, los controladores se encargan de llevar la gestio´n de dichas bases de datos.
Para comprender mejor el funcionamiento de cada base de datos y de su respectivo
controlador, a continuacio´n se realizara´ una descripcio´n de cada uno de ellos.
Base de datos de usuarios y modelos de arquitectura
La Base de datos de usuarios y modelos de arquitectura (Architectural Models and Users
DB) se encarga de almacenar los modelos de arquitectura de las aplicaciones mashup
y los usuarios que esta´n dados de alta en el entorno. Cada usuario dado de alta en
el COScore tiene una aplicacio´n mashup, descrita mediante su correspondiente modelo
de arquitectura. Para gestionar los modelos de arquitectura de las aplicaciones se ha
usado la librer´ıa Hibernate3. Hibernate es una herramienta que permite la asociacio´n
objeto-relacional (ORM) en Java y facilita la vinculacio´n de atributos entre una base de
datos relacional tradicional y un modelo de objetos. Por ese motivo, la librer´ıa permite
gestionar los modelos como objetos dentro de la infraestructura, facilitando de esta forma
su manipulacio´n. La base de datos donde se guardan los modelos de arquitectura ha sido
implementada en PostgreSQL4.
2Enterprise Java Beans – http://www.oracle.com/technetwork/java/javaee/ejb/index.html
3Hibernate – http://hibernate.org/
4PostgreSQL – http://www.postgresql.org.es/
COScore: una infraestructura de servicios para el despliegue de aplicaciones Mashup
CAPI´TULO 3. COSCORE: MODELO DE SERVICIOS Y OPERACIONES 93
(a) (b)
Figura 3.2: (a) Tablas de la base de datos de modelos de arquitectura y usuarios, (b)
metamodelo de arquitectura de las aplicaciones mashup
En la Figura 3.2a se pueden observar las diferentes tablas que conforman parte de
esta base de datos. Para cada una de ellas existe un elemento en el metamodelo de
arquitectura de la aplicacio´n mostrada en la Figura 3.2b, puesto que dicha base de
datos almacenara´ los modelos de arquitectura generados a partir de este metamodelo.
El metamodelo de arquitectura de las aplicaciones mashup fue ampliamente descrito en
la Subseccio´n 2.4.1 del Cap´ıtulo 2.
La Base de datos de usuarios y modelos de arquitectura (Architectural Models and
Users DB) es gestionada por dos controladores: el controlador Manage Users, utilizado
para gestionar los usuarios, y el controlador Manage Architecture, utilizado para gestio-
nar los modelos de arquitectura.
El controlador Manage Users incluye el conjunto de operaciones encargadas de
realizar la gestio´n de los usuarios en la base de datos. A trave´s de este controlador se
pueden an˜adir, eliminar, modificar o consultar usuarios. En el siguiente listado se puede
observar la implementacio´n del controlador junto con los me´todos que lo componen.
// Implementacio´n del Controlador "Manage Users"
1 public class ManageUsers {
2 public void initialize();
3 public int queryUser(String userName, String userPassword);
4 public String queryCamUser(String userId);
5 public String queryCamProfile(String Profilename);
6 public List<String> queryProfile();
7 public boolean deleteUser(String userId);
8 public void createUser(String userName, String userPassword,
9 String userProfile, String camID);
10 public boolean updateUser(String userId, String userNameNew,
11 String userPassword, String userProfile);
12 }
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En la l´ınea 2 se muestra la interfaz del me´todo initialize, el cual se encarga de
inicializar las variables necesarias para que el resto de me´todos del controlador puedan
realizar operaciones sobre la BD. El me´todo queryUser (l´ınea 3) consulta los usuarios
de la infraestructura. Para ello, devuelve el identificador del usuario con el que fue dado
de alta. Para poder ejecutar este me´todo, se introduce como para´metros el nombre y
la contrasen˜a del usuario (para´metros userName y userPassword). En la l´ınea 4 se en-
cuentra el me´todo queryCamUser. Este me´todo devuelve el identificador del modelo de
arquitectura de la aplicacio´n mashup de un usuario. Para ello, necesita que se le introduz-
ca como para´metro el identificador del usuario (userId). El me´todo queryCamProfile
(l´ınea 5) devuelve una cadena de texto con el identificador del modelo, a partir del perfil
de usuario introducido como para´metro. El me´todo queryProfile (l´ınea 6), devuelve
una lista de perfiles a los que se asocian los diferentes usuarios de la infraestructura. El
me´todo deleteUser (l´ınea 7), elimina un usuario del entorno a partir del identificador
del usuario (userId). El me´todo createUser se utiliza para crear un nuevo usuario y
su correspondiente aplicacio´n mashup. Para ello, se le pasa como para´metro el nombre
(userName), password (userPassword), perfil de usuario (userProfile) e identificador
del modelo de arquitectura concreto (camID). Por u´ltimo aparece el me´todo updateUser,
utilizado para actualizar cualquier dato de un usuario concreto.
El controlador de gestio´n de arquitecturas Manage Architectures se encarga de
realizar la manipulacio´n de los modelos que describen la arquitectura de las aplicaciones
mashup de los usuarios. En esta gestio´n se manejan tanto los modelos de arquitectu-
ra abstracta como los modelos de arquitectura concreta, ya descritos en el Cap´ıtulo
2. Por medio de estos modelos se pueden llevar a cabo procesos de persistencia de las
aplicaciones mashup, de tal forma que cuando un usuario cierre su aplicacio´n y decida
retomar ma´s tarde su actividad, el estado de la aplicacio´n sea el mismo. De esta forma,
esta persistencia permite que cuando se an˜adan o eliminen componentes de la aplica-
cio´n, el modelo sea actualizado. Adema´s, los modelos de la aplicacio´n mashup sera´n
u´tiles para manejar los procesos de comunicacio´n que tienen lugar entre los componen-
tes que constituyen el entorno mashup. Cada usuario debe tener su propio modelo, el
cual se obtiene al crearse dicho usuario segu´n su perfil. La implementacio´n del contro-
lador se puede ver en el siguiente listado. En la l´ınea 2 de esta lista aparece el me´todo
initializeDataStore, el cual esta´ encargado de inicializar las variables que manejan
la base de datos Architectural Models and Users.
// Implementacio´n del Controlador "Manage Architectures"
1 public class ManageArchitectures {
2 private void initializeDataStore();
3 public String exportCAMFromString(String camFileString);
4 private static AbstractArchitecturalModel getAbstractArchitecturalModel(
5 String aamID, Session session);
6 public String exportAAMFromString(String aamFileString);
7 public String withdrawCAM(String camID);
8 public ConcreteArchitecturalModel readModel(String camID);
9 public void saveModel(ConcreteArchitecturalModel cam);
10 public String addComponent(String camID, ConcreteComponent concreteComponent,
11 Port inputPort, List<RuntimeProperty> runtimePropertyList);
12 public void saveComponentInstance(String componentName,
13 String componentAlias, String componentInstance);
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14 public void changeComponentRuntimeProperties(String componentInstance,
15 RuntimeProperty runtimeProperty);
16 public void changeComponentProperties(String componentInstance,
17 String componentNewInstance, String componentNewName,
18 String componentNewAlias);
19 public void changeComponentService(String componentInstance,
20 int numberService, List<RuntimeProperty> listServices);
21 public void deleteComponent(String camID, String componentInstance);
22 }
Por otro lado, en la l´ınea 3 se encuentra el me´todo exportCAMFromString, donde
se realiza la tarea de an˜adir un modelo de arquitectura concreto para una aplicacio´n
mashup. Este modelo de arquitectura concreto se an˜ade por medio de un XMI en forma
de cadena de texto (camFileString). En la l´ınea 4, esta´ el me´todo getAbstractArchi-
tecturalModel encargado de devolver el modelo de arquitectura abstracto a partir del
identificador del modelo (aamID) y de un objeto de tipo Session, para poder establecer
una sesio´n con la base de datos de modelos de arquitectura abstracta. En la l´ınea 6, el
me´todo exportAAMFromString permite an˜adir un modelo de arquitectura abstracta de
una aplicacio´n mashup. Para an˜adir dicho modelo se pasa por para´metro un XMI en
forma de cadena de texto (aamFileString). En la l´ınea 7, esta´ el me´todo withdrawCAM
para eliminar modelos de arquitectura concreta de la base de datos, a partir del identifi-
cador de dicho modelo (camID) que se desea eliminar. El me´todo readModel de la l´ınea 8
permite leer un modelo concreto de la base de datos pasa´ndole el identificador del mode-
lo que desea leer. En la l´ınea 9 se encuentra el me´todo saveModel encargado de guardar
un modelo de arquitectura concreto en la base de datos. A este me´todo se le pasa como
para´metro un objeto de tipo ConcreteArchitecturalModel. Por otro lado, hay un con-
junto de me´todos dedicados a trabajar con los componentes que forman los modelos y las
propiedades de dichos componentes. En la l´ınea 10 se encuentra el me´todo addComponent
encargado de an˜adir un nuevo componente en el modelo de arquitectura concreta. En
la l´ınea 12 se an˜ade por medio del me´todo saveComponentInstance, el cual permite
guardar las instancias de los componentes en los modelos de componentes concretos.
En la l´ınea 14 por medio del me´todo changeComponentRuntimeProperties, se permite
cambiar una propiedad Runtime de un componente. En la l´ınea 16 se modifica una pro-
piedad de un componente a trave´s del me´todo changeComponentRuntimeProperties.
El me´todo changeComponentService de la l´ınea 19 permite cambiar los servicios aso-
ciados a un componente. Por u´ltimo, en la l´ınea 21 el me´todo deleteComponent permite
eliminar un componente del modelo de componentes concretos.
Base de datos de interaccio´n
Esta base de datos almacena la interaccio´n que el usuario realiza con la aplicacio´n en
s´ı. Dado que la infraestructura desarrollada considera a los componentes como “cajas
negras”, en esta base de datos no se almacena la interaccio´n relacionada con el contenido
espec´ıfico de cada componente que forma parte de la aplicacio´n. Por ello, so´lo se guarda
informacio´n relacionada con la eliminacio´n y agregacio´n de componentes, cambios de
taman˜o y de posicio´n, as´ı como sobre los procesos de comunicacio´n. La base de datos
ha sido construida en PostgreSQL.
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La gestio´n de la BD de interaccio´n es realizada por el controlador de gestio´n de
interaccio´n Manage Interaction. Este controlador gestiona todas las funciones que se
pueden realizar sobre esta base de datos, y es manipulado por el mo´dulo IMM. En el
siguiente listado se muestra la implementacio´n del controlador. El me´todo initialize
(l´ınea 2) es utilizado para inicializar todas las variables necesarias en la gestio´n de la
base de datos. En la l´ınea 3 se encuentra el me´todo insertInteraction, que puede
ser utilizado para insertar los eventos de interaccio´n que tienen lugar en la aplicacio´n
mashup. Para poder registrar un evento, se puede ver que el me´todo define un conjunto
de para´metros, como el tipo de dispositivo utilizado (deviceType), tipo de interaccio´n
(interactionType), fecha y hora (dateTime), identificador de usuario (userId), entre
otros. En la l´ınea 8, se encuentra el me´todo manageRuntimeProperty, utilizado para
cambiar una propiedad del componente sobre el cual ha tenido lugar algu´n evento.
// Implementacio´n del Controlador "Manage Interaction"
1 public class ManageInteraction {
2 public void initialize();
3 public void insertInteraction(String newSession, String deviceType,
4 String interactionType, String dateTime, String userId,
5 String latitude, String longitude, String operationPerformed,
6 String InstaceId, List<String> groupComponent,
7 List<String> ungroupComponent, List<ComponentData> cotsget);
8 public void manageRuntimeProperty(String componentId, String property,
9 String value);
10 }
Base de datos de componentes e instancias widgets
Las bases de datos utilizadas para almacenar tanto los componentes widgets como las
instancias de dichos componentes, son la Base de datos de componentes widgets (Wid-
gets components DB) y la Base de datos de instancias widgets (Widgets instances DB).
La primera se utiliza para almacenar todos los componentes de tipo widget que pueden
ser utilizados por las aplicaciones mashup de tipo Web. La segunda BD se utiliza para
almacenar las instancias asociadas a cada componente. Ambas bases de datos son ges-
tionadas por un servidor Apache Wookie tal y como se puede ver en la Figura 3.1. Este
servidor gestiona componentes widgets que siguen el esta´ndar de W3C. Para dar de alta
un componente en este servidor se necesita acceder a uno de sus servicios REST y re-
gistrar el componente. Cuando se desea registrar un componente, el servidor comprueba
si dicho componente ha sido construido segu´n la especificacio´n de componente de W3C.
En ese proceso el servidor tiene en cuenta la estructura de archivos del componente,
adema´s de comprobar el contenido del archivo config.xml. El servidor Wookie genera
una instancia de un componente widget para cada componente que se utiliza en una
aplicacio´n mashup. Cada instancia de un componente esta´ asociada de forma u´nica a
una aplicacio´n. Por supuesto, la infraestructura permite que el mismo componente tenga
ma´s de una instancia en la misma o en diferentes aplicaciones. Al generarse distintas
instancias del mismo componente, la interaccio´n que se produzca en cada una de ellas,
no influye sobre las otras. La instancia es accesible en el servidor Wookie por medio
de una URL. Para generar una instancia de un componente concreto, el servidor Woo-
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kie recibe una solicitud de generacio´n de instancia por medio de un servicio REST. A
continuacio´n el servidor obtiene el componente de la BD de componentes y genera una
instancia espec´ıfica para la solicitud que se almacena en la BD de instancias.
El controlador asociado a las bases de datos de los componentes widgets es el contro-
lador de gestio´n de Wookie Manage Wookie. Este controlador permite realizar todo
el conjunto de operaciones vinculadas con la gestio´n de los componentes e instancias
de componentes de tipo widgets en las bases de datos. La interfaz del controlador se
encuentra en el siguiente listado. Como se puede observar, en la l´ınea 2 se identifica el
me´todo initManageWookie, el cual se encarga de inicializar el controlador. En la l´ınea
3 se encuentra el me´todo getOrCreateWidgetInstance, encargado de generar las ins-
tancias para un componente dado. Para ello, a este me´todo se le pasa por para´metros
el identificador del usuario (userID), el nombre del componente (componentName) y el
alias del componente (componentAlias). El resto de funcionalidad asociada a este con-
trolador (eliminacio´n, modificacio´n, etc.) no ha sido implementada debido a que dichas
operaciones se realizan directamente utilizando la API del repositorio de componentes
Wookie, aunque esta´ previsto incorporar la implementacio´n de dichos me´todos en una
pro´xima versio´n del COScore.
// Implementacio´n del Controlador "Manage Wookie"
1 public class ManageWookie {
2 public void initManageWookie();
3 public WidgetData getOrCreateWidgetInstance(String userID,
4 String componentName, String componentAlias);
5 }
Base de datos de componentes e instancias Java
Al igual que ocurre para los componentes de tipo widget, los componentes de tipo Java
son almacenados en dos bases de datos. Por un lado se encuentra la BD de componentes
Java (Java components DB), la cual almacena todos los componentes que pueden ser
incorporados en las aplicaciones mashup de tipo Java. Por otro lado se encuentra la BD
de instancias Java (Java instances DB), la cual se utiliza para almacenar las instancias
de los componentes Java. Ambos repositorios son directorios gestionados por el Servidor
de componentes Java (Figura 3.1), en el cual se almacenan los componentes e instancias
de componentes respectivamente. Para dar de alta un componente en el repositorio es
suficiente con almacenar el archivo .jar del componente en el directorio.
Al igual que ocurre con el repositorio de instancias de widgets, se necesita una ins-
tancia de un componente de tipo Java para cada usuario con el propo´sito de evitar que
la interaccio´n de un usuario sobre su componente afecte al componente de otro usua-
rio. El servidor de componentes Java es el encargado de generar estas instancias para
cada usuario. Este servidor gestiona tanto el repositorio de componentes como el de
sus instancias. La comunicacio´n con el servidor se realiza por medio de sockets. Cuando
se solicita una nueva instancia de un componente, el servidor genera dicha instancia a
partir del componente ubicado en el repositorio de componentes Java, a continuacio´n,
guarda la instancia en el repositorio de instancias y, por u´ltimo, devuelve la instancia
como un objeto Java a trave´s del socket.
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El controlador de gestio´n de Java Manage Java es el encargado de llevar a cabo las
tareas relacionadas con la gestio´n de componentes de tipo Java en ambas bases de datos.
Al igual que ocurre con el controlador Manage Wookie con respecto a las bases de datos
para los componentes de tipo widgets, este controlador permite generar instancias de
componentes Java. La implementacio´n del controlador se puede observar en el siguiente
listado. En la l´ınea 2 de este co´digo se describe el me´todo initManageJava, encargado
de manejar el inicio de las variables del controlador. El otro me´todo implementado es
getOrCreateJavaInstance (l´ınea 3), utilizado para crear las instancias de los compo-
nentes Java. Para ello, a este me´todo se le pasa el identificador del usuario (userID),
el identificador del componente Java (componentJavaID) y el nombre del componente
Java (componentJavaName).
// Implementacio´n del Controlador "Manage Java"
1 public class ManageJava {
2 public void initManageJava();
3 public JavaComponentResponse getOrCreateJavaInstance(String userID,
4 String componentJavaID, String componentJavaName);
5 }
Base de datos de especificaciones de componentes concretos
Por u´ltimo, tenemos la Base de datos de especificaciones de componentes concretos (Con-
crete Components Specification DB). Esta base de datos almacena las especificaciones
concretas de los componentes. Estas especificaciones son creadas mediante el metamo-
delo visto en la Seccio´n 2.4.2 y son almacenadas en esta base de datos PostgreSQL. Al
igual que ocurre con la base de datos de modelos de arquitecturas, la base de datos
de modelos de especificaciones de componentes esta´ formada por un conjunto de tablas
asociadas a las diferentes entidades que forman el metamodelo de componente (Figura
3.3a). Al igual que con la base de datos de modelos de arquitectura, tambie´n se ha
utilizado Hibernate para su gestio´n.
El controlador utilizado para esta base de datos es la gestio´n de especificaciones de
componentes Manage Component Specifications. Este controlador permite llevar
a cabo la gestio´n de los modelos de los componentes concretos que forman parte del
entorno. Para cada componente que exista en el sistema habra´ un modelo de dicho
componente. Cuando se realice un proceso de inicializacio´n de la aplicacio´n a partir
del modelo de arquitectura, se llevara´ a cabo una consulta del modelo del componente
concreto para recopilar cierta informacio´n de dicho componente y poder reconstruir la
aplicacio´n mashup al usuario. La implementacio´n del controlador se puede observar en
el listado que hay ma´s abajo.
En la l´ınea 2 se muestra la interfaz del me´todo initializateDataStore, encargado
de inicializar el conjunto de variables necesarias para manejar la base de datos. En la
l´ınea 3, el me´todo exportCCFromString se encarga de an˜adir un componente concreto
por medio de un XMI en forma de cadena de texto (para´metro ccFileString). En la
l´ınea 4, el me´todo exportCCFromParams se encarga de an˜adir un componente concreto a
trave´s de un conjunto de para´metros, como el nombre (para´metro componentName),
el alias (componentAlias), la descripcio´n (componentDescription), etc. El me´todo
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(a) (b)
Figura 3.3: (a) Tablas de la base de datos de especificaciones de componentes concretos
(b), junto al metamodelo de especificaciones de componentes concretos
withdrawCC (l´ınea 14), permite eliminar un componente concreto existente a partir
del nombre del componente (componentName). El me´todo queryComponentPlatform
(l´ınea 15) nos permite conocer la plataforma de un componente a partir de su nom-
bre, lo cual puede ser necesario saber en un proceso de inicializacio´n. Por u´ltimo, el
me´todo readComponentProperty (l´ınea 16) devuelve el conjunto de propiedades de tipo
RuntimeProperty asociadas a un componente, a partir del nombre de dicho componente.
// Implementacio´n del Controlador "Manage Component Specifications"
1 public class ManageComponentSpecifications {
2 public void initializateDataStores();
3 public String exportCCFromString(String ccFileString);
4 public String exportCCFromParams(String componentName, String componentAlias,
5 String componentDescription, String entityId, String entityName,
6 String entityDescription, String contactDescription, String personName,
7 String email, String phone, String address,
8 String versionId, String versionDate, String programmingLanguage,
9 String platformType, String repositoryId, String repositoryType,
10 String repositoryURI, String componentURI, String[] propertyId,
11 String[] propertyValue, boolean[] isEditable,
12 String dependencyInterfaceId, String[] requiredProvided,
13 String[] interfaceId, String[] interfaceDescription, String[] anyUri);
14 public String withdrawCC(String componentName);
15 public String queryComponentPlatform(String componentName);
16 public List<RuntimeProperty> readComponentProperty(String componentName);
17 }
3.2.2. Mo´dulos
En el tercer nivel de la infraestructura, por encima del nivel de controladores, se en-
cuentra el nivel de Mo´dulos (Modules), como se puede observar en la Figura 3.1. La
funcionalidad ofrecida a trave´s de los servicios, que las aplicaciones mashup utilizan, na-
cen de estos mo´dulos. A continuacio´n, se describe cada uno de los mo´dulos disponibles.
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Mo´dulo de informacio´n de usuarios
El Mo´dulo de informacio´n de usuarios (User Information Module, UIM), administra los
usuarios que forman parte del entorno. La funcionalidad de este mo´dulo esta´ relacionada
con el alta, baja y modificacio´n de usuarios en el COScore. Para ello, recibe la informa-
cio´n que procede del servicio y la env´ıa al controlador que guarda dicha informacio´n en
la base de datos de usuarios. Tambie´n gestiona la encriptacio´n de la contrasen˜a para el
usuario. La interfaz de este mo´dulo puede ser observada en el siguiente listado.
// Implementacio´n del Mo´dulo UIM
1 public class UIM {
2 public CreateUserResult createUser(CreateUserParams params);
3 public QueryUserResult queryUser(QueryUserParams params);
4 public QueryProfileResult queryProfile();
5 public InterModulesData queryCamUser(String userID);
6 public InterModulesData queryCamProfile(String profileName);
7 public DeleteUserResult deleteUser(String userID);
8 public UpdateUserResult updateUser(String userID, String userName,
9 String userPassword, String userProfile);
10 }
En la l´ınea 2 aparece el me´todo createUser, utilizado para crear un usuario en el
entorno. Para ello, se le pasa un objeto CreateUserParams que contiene un conjunto de
para´metros necesarios para dar de alta al usuario. En la l´ınea 3 se encuentra el me´to-
do queryUser, encargado de consultar un usuario del entorno. Este me´todo recibe por
para´metro un objeto de tipo QueryUserParams que contiene toda la informacio´n necesa-
ria para poder ser consultado dicho usuario. En la l´ınea 4 esta´ el me´todo queryProfile.
Este me´todo permite consultar el conjunto de tipos de perfiles de usuario. El me´todo
queryCamUser (l´ınea 5), permite obtener el modelo de arquitectura concreta de una apli-
cacio´n, a partir del identificador del usuario (userID) pasado por para´metro. El me´todo
deleteUser (l´ınea 7) permite eliminar un usuario de la base de datos Architectural mo-
dels and users. Por u´ltimo, en la l´ınea 8 aparece el me´todo updateUser, que puede se
utilizado para actualizar un usuario. Para ello, se le pasa por para´metros a dicho me´todo
el identificador de usuario (userID), el nombre del usuario (userName), el password del
usuario (userPassword) y el perfil del usuario (userProfile).
Mo´dulo de gestio´n de la interaccio´n
El Mo´dulo de gestio´n de la interaccio´n (Interaction Management Module, IMM) se en-
carga de dar soporte a la interaccio´n del usuario que se produce en la aplicacio´n mashup.
Los eventos de usuario generados dentro de los propios componentes son inaccesibles por
el mo´dulo IMM, como se ha indicado anteriormente. Sin embargo, los eventos producidos
en el entorno son guardados con el propo´sito de ayudar a deducir el comportamiento del
usuario y as´ı, poder adaptar la aplicacio´n mashup a sus necesidades. Estos eventos esta´n
relacionados con cambios de posicio´n, taman˜o de los componentes, eliminacio´n y agre-
gacio´n de componentes al entorno y mensajes intercambiados entre los componentes que
constituyen la aplicacio´n. En el siguiente listado se encuentra parte de la implementacio´n
del mo´dulo, formada por un u´nico me´todo llamado registerInteraction.
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// Implementacio´n del Mo´dulo IMM
1 public class IMM {
2 public InterModulesData registerInteraction(String newSession,
3 String deviceType, String interactionType, String dateTime,
4 String userId, String latitude, String longitude,
5 String operationPerformed, String componentId,
6 List<String> groupComponent, List<String> ungroupComponent,
7 List<ComponentData> cotsget);
8 }
Este me´todo almacena los eventos producidos en la aplicacio´n en la base de datos
Interaction. Para ello, a este me´todo se le pasa por para´metro la sesio´n (newSession)
en la cual se produjo la interaccio´n asociada a un usuario, el tipo de dispositivo desde
el que se produjo la interaccio´n (deviceType), el tipo de interaccio´n que se produjo
(interactionType), el momento en el que se produjo dicha interaccio´n (dateTime),
el identificador del usuario (userId), la latitud y la longitud (latitude y longitude)
asociada al usuario que realiza el proceso de interaccio´n, la operacio´n que produjo el
evento (operationPerformed), el identificador del componente (componentId), el con-
junto de componentes (groupComponent) que se agruparon como consecuencia de la
interaccio´n (so´lo para una aplicacio´n mashup de tipo web), el conjunto de componentes
(ungroupComponent) que pudieron ser desagrupados (al igual que el para´metro anterior
so´lo es introducido cuando se trata de una aplicacio´n mashup de tipo web) y por u´ltimo,
el para´metro cotsget indica la lista de componentes que forman la aplicacio´n.
Mo´dulo de visualizacio´n de componentes
El mo´dulo Display Management Module, DMM se encarga de gestionar los procesos de
agregacio´n y eliminacio´n de componentes en el entorno. Este mo´dulo decide la prime-
ra configuracio´n de componentes cuando la aplicacio´n se inicia. Para ello, se tiene en
cuenta el modelo de arquitectura inicial para el usuario en cuestio´n. Dependiendo de la
plataforma utilizada por el usuario, este mo´dulo generara´ un co´digo asociado a dicha
plataforma, en el cual se incrustara´n las instancias de los componentes de dicha aplica-
cio´n. Los componentes que sean visibles a los usuarios, se adaptara´n a la visualizacio´n
del dispositivo donde se esta´n ejecutando. En pro´ximas versiones, esta´ previsto que este
mo´dulo pueda re-dimensionar, cambiar el color, o posicio´n de los componentes segu´n las
necesidades del usuario. La implementacio´n del mo´dulo es como sigue:
// Implementacio´n del Mo´dulo DMM
1 public class DMM {
2 public InterModulesData getCurrentModelforUser(String userID, String camID);
3 public UpdateArchitectureResult updateArchitectureforUser(String userID,
4 String componentInstance, String actionDone,
5 List<ComponentData> newComponentData,
6 UserInteractionData interaction);
7 public InterModulesData readModelforcamId(String camID);
8 public InterModulesData saveModelforcamId(ConcreteArchitecturalModel cam);
9 public InterModulesData deleteModelforcamId(String camID);
12 }
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En la l´ınea 2 se encuentra el me´todo getCurrentModelforUser, utilizado por otros
mo´dulos para obtener el modelo de arquitectura concreta de la aplicacio´n mashup de un
usuario. Este me´todo acepta por para´metros el identificador del usuario (userID) y el
identificador del modelo de arquitectura concreta (camID). Por otro lado, en la l´ınea 3
esta´ el me´todo updateArchitectureforUser, encargado de realizar las actualizaciones
sobre el modelo de arquitectura de una aplicacio´n. Este me´todo se ejecuta cuando se han
producido cambios en los componentes de una aplicacio´n, como puede ser la eliminacio´n
de un componente, para reflejar dichos cambios en el modelo de la arquitectura.
Para ello, el me´todo acepta por para´metros el identificador del usuario (userID) aso-
ciado a la aplicacio´n mashup, la instancia del componente (componentInstance) sobre
el que se produjo el evento, la accio´n (actionDone) realizada, la lista de componentes
(newComponentData) por los cuales esta´ formada la aplicacio´n, as´ı como la informacio´n
asociada al usuario que genero´ la interaccio´n (UserInteractionData), como por ejem-
plo, el tipo de interaccio´n o la sesio´n. En la l´ınea 7 esta´ el me´todo readModelforcamId,
utilizado para devolver un modelo de arquitectura concreto a partir de un identificador
de dicho modelo (camID). En la l´ınea 8 se encuentra el me´todo saveModelforcamId,
utilizado para guardar en la base de datos Architectural models and users un objeto
de tipo ConcreteArchitecturalModel. En la l´ınea 9, el me´todo deleteModelforcamId
permite eliminar un modelo de arquitectura concreto de una aplicacio´n, pasa´ndole como
para´metro el identificador del modelo (camID).
Mo´dulo de gestio´n de la transaccio´n
El Mo´dulo de gestio´n de transacciones (Transaction Management Module, TMM) per-
mite controlar el intercambio de mensajes que se produce entre los componentes. Por
medio de este intercambio de mensajes se busca la coordinacio´n entre ellos para lograr
el correcto funcionamiento de la aplicacio´n. La comunicacio´n entre componentes se rea-
liza de forma as´ıncrona, es decir, cuando un componente decide emitir un mensaje no
espera un retorno del mismo, sino que continu´a funcionando independientemente de lo
que suceda. Todos los mensajes que se emitan por un puerto de salida son recibidos
por su correspondiente puerto de entrada en otro componente. Para poder realizar esta
gestio´n de comunicacio´n entre los componentes, se hace uso del modelo de arquitectura
de la aplicacio´n mashup (i.e., la arquitectura de componentes). Mediante este modelo se
puede conocer que´ componente(s) esta´ relacionado con otro para resolver el proceso de
comunicacio´n. La interfaz de este mo´dulo TMM es como aparece en el siguiente listado.
// Implementacio´n del Mo´dulo TMM
1 public class TMM {
2 public GetLinksResult createRoutingTable(String userID);
3 public GetLinksResult calculateConnectedPorts(String userID,
4 String componentInstance, String portID);
5 }
En la l´ınea 2 se encuentra el me´todo createRoutingTable, el cual se encarga de
construir una estructura de datos en memoria principal a partir del modelo de arquitec-
tura de la aplicacio´n. Esta estructura de datos contiene los componentes del modelo de
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arquitectura y las relaciones que existen entre dichos componentes. El me´todo necesita
que se le pase por para´metro el identificador del usuario (userID) para localizar el mode-
lo de arquitectura correspondiente y poder as´ı construir la estructura de datos. Por otro
lado, en la l´ınea 3 aparece el me´todo calculateConnectedPorts. Este me´todo se utiliza
para obtener una lista de puertos (con sus respectivos componentes) que recibira´n una
informacio´n desde un puerto de otro componente que desea emitir dicha informacio´n.
Para poder obtener esta lista, al me´todo se le pasa por para´metros el identificador del
usuario (userID), la instancia del componente (componentInstance) y el identificador
del puerto del componente que desea emitir la informacio´n (portID).
Mo´dulo de gestio´n de sesiones en el COScore
El Mo´dulo de gestio´n de sesiones en el COScore (COScore Session Management Module,
COSSessionMM) es un mo´dulo utilizado para el proceso de inicio de una aplicacio´n mas-
hup. Para ello, este mo´dulo crea una copia de los mo´dulos IMM, TMM y DMM para po-
der dar soporte de forma independiente a cada aplicacio´n. Estos mo´dulos permanecera´n
activos mientras la sesio´n del usuario este´ abierta o expire por inactividad. La interfaz
del mo´dulo COSSessionMM se muestra en el siguiente listado. El me´todo initContexts
(l´ınea 2), permite inicializar el conjunto de variables necesarias para el mo´dulo. En la
l´ınea 3 aparece el me´todo initializeModules, cuya funcio´n consiste en inicializar los
mo´dulos asociados a una aplicacio´n mashup perteneciente a un usuario. Para llevar a
cabo esta tarea, a dicho me´todo se le pasa por para´metro un nombre de usuario (user)
y su password (password). En la l´ınea 4 se encuentra el me´todo destroyModules, utili-
zado para eliminar el conjunto de mo´dulos que fueron creados en el inicio de una sesio´n.
El me´todo initAnonymous (l´ınea 5), es el encargado de inicializar los mo´dulos necesa-
rios para un usuario ano´nimo. Este usuario tendra´ predefinida la aplicacio´n mashup que
podra´ utilizar en el entorno. Por u´ltimo, el me´todo getUserEJB (l´ınea 6) se encarga de
devolver el conjunto de mo´dulos asociados a un usuario, a partir del identificador del
usuario (userID).
// Implementacio´n del Mo´dulo COSSessionMM
1 public class COSSessionMM {
2 public void initContexts();
3 public LoginSessionResult initializeModules(String user, String password);
4 public LogoutSessionResult destroyModules(String userID);
5 public DefaultInitSessionResult initAnonymous();
6 public UserEJBs getUserEJB(String userID);
7 }
Una vez descritos los mo´dulos que forman parte de la infraestructura desarrollada,
en la siguiente seccio´n se describira´n los servicios privados, los cua´les se encuentran
disponibles en el cuarto nivel de dicha infraestructura. Recordemos que hasta el momento
han sido descritos los niveles inferiores de la infraestructura propuesta, referentes a las
bases de datos, los controladores, y los mo´dulos. En las siguientes secciones se describira´n
los servicios, tanto pu´blicos como privamos. Siguiendo la descripcio´n que se ha venido
realizando, de abajo-arriba, de la Figura 3.1, es el turno de los servicios privados.
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3.3. Servicios privados
En esta seccio´n se describira´ el conjunto de los servicios privados S− definidos en el
modelo de infraestructura COScore para el despliegue de aplicaciones mashup propuesto
en esta tesis doctoral. Como se ha venido comentando hasta el momento, el conjunto de
servicios privados de COScore se compone de los servicios User Service, Manage Archi-
tecture Service y Manage Component Service. Para describir correctamente el funciona-
miento de dichos servicios, en esta seccio´n se utilizara´ una estructura de presentacio´n
similar para cada una de las operaciones que los componen. Dicha estructura constara´
de una introduccio´n breve de la operacio´n, una definicio´n de las signaturas de la interfaz
de la operacio´n, el listado de los para´metros de entrada y salida que admite la operacio´n,
la descripcio´n de la operacio´n, la lista de mensajes de error permitida, una explicacio´n
de su comportamiento usando un diagrama de flujo de informacio´n, una descripcio´n de
la implementacio´n junto con un fragmento del co´digo ma´s significativo, un ejemplo de
peticio´n de entrada en XML y otro ejemplo de devolucio´n, y para finalizar, un ejemplo
de error. Respecto a esto u´ltimo, hay que destacar que para la implementacio´n de los
servicios se ha seguido un desarrollo guiado por pruebas TDD (Test-Driven Develop-
ment) en donde para testar cada una de las operaciones de los servicios de COScore se
ha elaborado un juego de pruebas y una herramienta de pruebas en linea5.
3.3.1. Servicio User Service
El servicio User Service permite realizar la gestio´n de los usuarios y tiene como funciones
ba´sicas el alta y baja de usuarios, as´ı como la consulta y modificacio´n de informacio´n de
dichos usuarios. Este servicio queda constituido por el siguiente conjunto de operaciones,
y que se describira´n con detalle a continuacio´n:
— Query user: se emplea para comprobar que un usuario existe en el sistema.
— Update user: se emplea para actualizar la informacio´n del usuario en el sistema.
— Delete user: se emplea para eliminar un nuevo usuario del sistema.
— Create user: se emplea para crear un nuevo usuario en el sistema.
— Query Profile: se emplea para obtener la lista de perfiles del sistema.
3.3.1.1. Operacio´n Query User
La operacio´n Query User se engloba en el servicio User Service que da soporte a la
gestio´n de usuarios. Esta operacio´n se emplea con el objetivo de gestionar la existencia
de usuarios en el sistema. Este servicio es gestionando por el componente mo´dulo UIM
(Mo´dulo de Informacio´n de Usuarios) del COScore. La interfaz y los para´metros de
entrada y de salida de la operacio´n se muestran a continuacio´n. Las interfaces de las
operaciones de servicio esta´n descritas con etiquetas POJO (Plain Old Java Object).
Para definir una interfaz se utilizan tres tipos de etiquetas: (a) @WebMethod para definir
5COScore API – http://acg.ual.es/projects/enia/ui/webservices/
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el nombre de la operacio´n; (b) @WebResult permite definir el nombre del mensaje de
respuesta; y (c) @WebParam para declarar los para´metros de la operacio´n. En adelante, el
resto de las interfaces de las operaciones de servicio definidas en este documento siguen





4 public QueryUserResult queryUser(
5 @WebParam(name="params", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) QueryUserParams params,
7 @WebParam(name="privatekey", targetNamespace="http://ws.cos.acg.ual.es/")
8 @XmlElement(required=true) String privatekey);
Para´metros de Entrada/Salida:
Para´metros de entrada
params Un tipo structure QueryUserParams con los para´metros de entrada y el
orden a seguir.
string userName Nombre de usuario a consultar en el sistema.
Para´metro obligatorio no nulo.
string userPassword Password para ese usuario, se encripta y se com-
prueba con el de la base de datos. Para´metro obli-
gatorio no nulo
privatekey Una clave para poder acceder al servicio. Para´metro obligatorio no nulo.
Para´metros de salida
result Un tipo structure QueryUserResult con los valores de salida.
boolean validation Variable que muestra si tuvo e´xito la accio´n, y
toma un valor true si tiene e´xito la consulta en la
base de datos y la validacio´n del password; false
en caso contrario.
int iduser Identificador del usuario en la base de datos. De-
vuelve -1 si no encuentra o autentifica al usuario.
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: Como se observa en su interfaz, la operacio´n acepta en la entrada una
estructura que contiene los valores del nuevo nombre de usuario y el password, siendo
ambos valores obligatorios y no nulos. La operacio´n encripta el password y consulta en
la BD si el usuario y su clave existen. Como respuesta, devuelve una estructura, con
una variable que indica si el usuario y su password existen, otra con su identificador en
la BD y un mensaje correspondiente a la operacio´n realizada. Para cada usuario, se le
asigna un modelo de arquitectura asociado a su aplicacio´n mashup. Por ejemplo, para
el caso de una aplicacio´n mashup de usuario gra´fica basada en componentes widgets,
como la anunciada antes (ENIA) y que se describira´ en detalle en el siguiente cap´ıtulo,
un usuario registrado en el sistema tiene asociado un estado de la arquitectura de la
interfaz, que se corresponde con un modelo abstracto de los componentes COTSgets
(componentes widgets) de la interfaz de usuario. Como se puede observar en su interfaz,
esta operacio´n recibe por para´metro un objeto de tipo QueryUserParams y una cadena
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de texto (privatekey) como clave usada por los usuarios que conocen la operacio´n (de
forma similar a una API key, normalmente utilizada para este fin en la construccio´n de
servicios). La estructura QueryUserResult es devuelta como resultado de la consulta
del usuario del sistema. Esta estructura contiene un booleano que indica si el usuario
forma parte del sistema. Adema´s, contiene un identificador del usuario que se consulto´,
valor que sera´ “-1” si no se encuentra el usuario en el sistema. Por u´ltimo, guarda un
mensaje en forma de cadena de texto para informar acerca del resultado del proceso
de consulta del usuario. En la siguiente tabla se muestra un listado con los tipos de
mensajes devueltos por la operacio´n.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al aplicar algoritmos
de encriptacio´n o al buscar alguna clase necesaria para la
ejecucio´n.
Private key Error Se produce por clave privada incorrecta o se omite este
para´metro. El servicio es Privado y se necesita una clave
para acceder a e´l.
Not found or
Empty username Error
Se produce cuando se omite este para´metro en la llamada
al servicio o no se proporciona un valor.
Not found or
Empty userpassword Error
Se produce cuando se omite este para´metro en la llamada
al servicio o no se proporciona un valor
Validation Error user
password incorrect
Se produce cuando el usuario no existe en la BD o el pass-
word es incorrecto.
PSQLException Se produce por problemas en la conexio´n a la base de datos.
Comportamiento: En la Figura 3.4 se muestra un diagrama del flujo de informacio´n
de Query user. En esta figura se observa co´mo la operacio´n recibe una solicitud (en
forma de mensaje SOAP), la cual llega al mo´dulo UIM, que a su vez hace uso del
controlador Manage users, a trave´s de la tarea Process to query an user del mo´dulo
UIM. Este mo´dulo se pone en contacto con la base de datos Architectural models and
user para comprobar si el usuario se encuentra registrado en el sistema y su modelo
de arquitectura mashup asociado. Hay que recordar que el modelo de arquitectura de
una aplicacio´n mashup se refiere al estado de la configuracio´n de la arquitectura de
componentes que el usuario tiene asociado. Por ejemplo, para el caso de una aplicacio´n
mashup de una interfaz de usuario gra´fica, compuesta por una coleccio´n de componentes
que el usuario ve y controla en su perfil, el modelo de la arquitectura se referira´ al
estado de la configuracio´n de componentes en el que se encuentra la sesio´n del usuario.
En el caso de estar el usuario dado de alta, se obtiene su identificador. Por u´ltimo, el
controlador devuelve el “id” del usuario al mo´dulo, que se encarga de devolverlo a trave´s
del servicio.
Implementacio´n: Como se observa en el co´digo de la implementacio´n de la operacio´n
queryUser, mostrado en el listado siguiente, primero se comprueba que los para´me-
tros de entrada son los correctos. Se comprueba que tanto el valor privatekey, como
el nombre del usuario y el password del usuario son correctos. A continuacio´n, se ob-
tiene una instancia del mo´dulo UIM (l´ıneas 11-15). Dicha instancia del mo´dulo hace
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Figura 3.4: Operacio´n Query user de User Service
uso de la operacio´n queryUser al que le pasa los para´metros necesarios para realizar
la consulta: QueryUserParams y privatekey. El para´metro QueryUserParams es un
objeto que contiene un nombre de usuario y una contrasen˜a, necesarios para conocer
si dicho usuario tiene alguna aplicacio´n mashup gestionada por la infraestructura. El
para´metro privatekey permite hacer uso de esta operacio´n privada. Una vez pasados
los para´metros al me´todo, este me´todo se pone en contacto con la base de datos de usua-
rios utilizando el controlador User Manager para acceder a la base de datos y comprobar
que dicho usuario existe.
1 public QueryUserResult queryUser(QueryUserParams params, String privatekey){
2
3 QueryUserResult queryUserResult = new QueryUserResult();
4 //First: check the private key
5 if(privatekey!=null && this.privatekey.compareTo(privatekey) == 0) {
6 //Second: check the params.username
7 if(params.getUserName()!=null && params.getUserName().compareTo("") != 0){
8 //Third: check the params.userpassword
9 if(params.getUserPassword() != null && params.getUserPassword().
10 compareTo("") != 0){
11 Context initialContext;
12 try {
13 initialContext = new InitialContext();
14 UIM userInformation = (UIM)initialContext.
15 lookup("java:app/cos/UIM");
16 queryUserResult = userInformation.queryUser(params);
17 } catch (NamingException e) {
18 LOGGER.error(e);
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19 queryUserResult.setValidation(false);
20 queryUserResult.setIduser(-1);
21 queryUserResult.setMessage("> Internal Server Error");
22 }
23 } else {
24 queryUserResult.setValidation(false);
25 queryUserResult.setIduser(-1);
26 queryUserResult.setMessage("> Not found or Empty userpassword Error");
27 LOGGER.error("Not found or Empty userpassword Error");
28 }
29 } else {
30 queryUserResult.setValidation(false);
31 queryUserResult.setIduser(-1);
32 queryUserResult.setMessage("> Not found or Empty username Error");
33 LOGGER.error("Not found or Empty username Error");
34 }
35 } else {
36 queryUserResult.setValidation(false);
37 queryUserResult.setIduser(-1);
38 queryUserResult.setMessage("> Private key Error");











<userName> ejemplo nombre </userName>
<userPassword> ejemplo password </userPassword>
</params>









<validation> ejemplo true o false </validation>
<iduser> ejemplo nu´mero con el ID o -1 </iduser>
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3.3.1.2. Operacio´n Update User
La operacio´n Update User es una funcio´n perteneciente al servicio User Service que da
soporte a la gestio´n de usuarios. Esta operacio´n se emplea para actualizar la informacio´n
de usuario en el sistema. Este servicio es controlado por el componente UIM (Modulo
de Informacio´n de Usuarios) y hace uso del componente COSSessionMM (Modulo de
Gestio´n de Sesiones del COSCore) para poder obtener el modelo concreto de arquitectura
del perfil seleccionado, modificarlo y asignarlo al usuario actualizado. La interfaz y los





4 public UpdateUserResult updateUser(
5 @WebParam(name="params", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) UpdateUserParams params,
7 @WebParam(name="privatekey", targetNamespace = "http://ws.cos.acg.ual.es/")
8 @XmlElement(required=true) String privatekey);
Para´metros de Entrada/Salida:
Para´metros de entrada
params Un structure UpdateUserParams con los para´metros:
string userId Identificador del usuario, se requiere que exista en
el sistema. Para´metro obligatorio no nulo.
string newUserName Nuevo nombre del usuario. Para´metro obligatorio
no nulo.
string newUserPassword Nuevo Password para el usuario. Para´metro obli-
gatorio no nulo.
string newUserProfile Nuevo Perfil para el usuario. Para´metro obligato-
rio no nulo.
privatekey Un string con la clave de acceso al servicio. Para´metro obligatorio no nulo.
Para´metros de salida
result Un tipo structure UpdateUserResult con los valores de salida:
boolean updated Toma el valor true si tiene e´xito la actualizacio´n
en la BD, false si no.
string message Mensaje de e´xito o de error y su tipo.
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Descripcio´n: El me´todo acepta como entrada la estructura UpdateUserParams con los
valores identificador de usuario, nuevo nombre de usuario, nuevo password y nuevo perfil;
estos valores son obligatorios y adema´s no nulos. La operacio´n encripta la clave e intro-
duce los valores en la BD para el usuario al que pertenece el identificador. Devuelve como
respuesta una estructura con una variable que indica si la actualizacio´n ha tenido e´xito o
no, y su mensaje correspondiente. Como se puede ver en su interfaz, la operacio´n recibe
como para´metro la estructura UpdateUserParams y una cadena privatekey como clave
usada por los usuarios que conocen la operacio´n. La estructura UpdateUserResult es
devuelta como resultado del proceso de actualizar el usuario del sistema. Dicha estruc-
tura esta´ compuesta por un booleano para indicar si el usuario pudo ser actualizado, y
de un mensaje con una breve descripcio´n del resultado de la operacio´n. En la siguiente
tabla se resume la lista de los posibles mensajes devueltos por la operacio´n.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al aplicar al-
goritmos de encriptacio´n o al buscar alguna clase
necesaria para la ejecucio´n.
Private key Error Se produce por clave privada incorrecta o se omite
este para´metro. El servicio es Privado y se nece-
sita una clave para acceder a e´l.
Not found or
Empty userid Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty new username Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty new userpassword Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty new userprofile Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Error in Architectural Models BD Se produce por problemas en la consulta a la base
de datos de modelos de arquitectura.
Error in Wookie Se produce por problemas en la consulta al repo-
sitorio Wookie.
PSQLException Se produce por problemas en la conexio´n a la base
de datos. El error ma´s comu´n se produce por in-
tentar registrar un usuario nuevo con un nombre
ya existente en la BD, siendo este el mensaje de
error: >org.postgresql.util.PSQLException:
ERROR: llave duplicada viola restriccio´n
de unicidad ((unique username)).
Comportamiento: En la Figura 3.5 se muestra un diagrama del flujo de informacio´n
de Update user. En la figura se observa co´mo la operacio´n se encarga de actualizar un
usuario que fue registrado en la base de datos de usuarios. Esta operacio´n se comunica
con la tarea Process to update an user del mo´dulo UIM del COScore para pasarle la
informacio´n del usuario que debe ser actualizada. A su vez, el mo´dulo se comunica con
el controlador Manage users que se pone en contacto con la base de datos Architectural
models and users para guardar la nueva informacio´n del usuario.
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Figura 3.5: Operacio´n Update user de User Service
Implementacio´n: Como se observa en el co´digo de la operacio´n, la cual se muestra a
continuacio´n, primero se comprueban la validez de los para´metros de entrada, estos es, se
comprueba que el valor privatekey es correcto, que el identificador del usuario no este´
vac´ıo, y que el nombre del usuario y la clave esta´n bien escritas y son correctas. Despue´s,
se inicializa un contexto para obtener una instancia del mo´dulo UIM. Dicha instancia del
mo´dulo hace uso de la operacio´n updateUser pasa´ndole el para´metro UpdateUserParams
que contiene todos los valores nuevos para el usuario, como son el identificador del
usuario, nombre del usuario, la clave y el perfil. Cuando se introducen estos para´metros,
el me´todo actualiza todos los campos del usuario modifica´ndolos en la base de datos.
1 public UpdateUserResult updateUser(UpdateUserParams params, String privatekey){
2
3 UpdateUserResult updateUserResult = new UpdateUserResult();
4 //First: check the private key
5 if(privatekey != null && this.privatekey.compareTo(privatekey) == 0) {
6 //Second: check the params.userId
7 if(params.getUserId() != null && params.getUserId().compareTo("") != 0){
8 //Third: check the params.userName
9 if(params.getNewUserName() != null && ...){
10 if(params.getNewUserPassword() != null && ...){
11 if(params.getNewUserProfile() != null && ...){
12 Context initialContext;
13 try {
14 initialContext = new InitialContext();
15 UIM userInformation = (UIM)initialContext.
16 lookup("java:app/cos/UIM");
17 updateUserResult = userInformation.updateUser(...);
18 } catch (NamingException e) {
19 LOGGER.error(e);
20 updateUserResult.setUpdated(false);
21 updateUserResult.setMessage("> Internal Server Error");
22 }
23 } else {
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24 updateUserResult.setUpdated(false);
25 updateUserResult.setMessage("> Not found or Empty new userprofile");
26 LOGGER.error("Not found or Empty userprofile Error"); }
27 } else {
28 updateUserResult.setUpdated(false);
29 updateUserResult.setMessage("> Not found or Empty new userpassword");
30 LOGGER.error("Not found or Empty userpassword Error"); }
31 } else {
32 updateUserResult.setUpdated(false);
33 updateUserResult.setMessage("> Not found or Empty new username");
34 LOGGER.error("Not found or Empty username Error"); }
35 } else {
36 updateUserResult.setUpdated(false);
37 updateUserResult.setMessage("> Not found or Empty userid Error");
38 LOGGER.error("Not found or Empty username Error"); }
39 } else {
40 updateUserResult.setUpdated(false);
41 updateUserResult.setMessage("> Private key Error");











<userId> ejemplo identificador </userId>
<newUserName> ejemplo nombre </newUserName>
<newUserPassword> ejemplo password </newUserPassword>
<newUserProfile> ejemplo perfil </newUserProfile>
</params>









<updated> ejemplo true o false</updated>
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3.3.1.3. Operacio´n Delete User
La operacio´n Delete User se engloba en el servicio User Service que da soporte a la
gestio´n de usuarios. Esta operacio´n se emplea con el objetivo de borrar un usuario del
sistema que tiene acceso a una aplicacio´n mashup. Este servicio es controlado por el
componente UIM (Mo´dulo de Informacio´n de Usuarios). La interfaz y los para´metros de





4 public DeleteUserResult deleteUser(
5 @WebParam(name="params", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) DeleteUserParams params,
7 @WebParam(name="privatekey", targetNamespace="http://ws.cos.acg.ual.es/")
8 @XmlElement(required=true) String privatekey);
Para´metros de Entrada/Salida:
Para´metros de entrada
params Un valor structure DeleteUserParams con los para´metros:
string userId Identificador de usuario, se requiere que exista en el
sistema. Para´metro obligatorio no nulo.
privatekeystring Una clave para poder acceder al servicio. Para´metro
obligatorio no nulo.
Para´metros de salida
result Un valor structure DeleteUserResult con los valores de salida:
boolean deleted true si tiene e´xito el borrado en la BD, false si no.
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: Esta operacio´n elimina un usuario de la base de datos Architectural mo-
dels and users. El me´todo acepta como entrada la estructura DeleteUserParams con el
valor del ID de usuario, este valor es obligatorio y adema´s no nulo. La operacio´n rea-
liza el borrado del usuario en la BD. Devuelve como respuesta una estructura con una
variable que indica si el borrado ha tenido e´xito o no, y su mensaje correspondiente.
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Como se puede ver en la interfaz, esta operacio´n requiere por para´metro la estructura
DeleteUserParams y una cadena de texto privatekey como clave usada por los usuarios
que conocen la operacio´n. La estructura DeleteUserResult es devuelta por la opera-
cio´n como resultado del proceso de borrado del usuario en el sistema. Esta clase esta´
compuesta por un booleano que indica si el usuario pudo ser eliminado del sistema, y de
un mensaje en forma de cadena texto para informar del resultado de la operacio´n. En la
siguiente tabla se muestra un listado con los mensajes que puede devolver la operacio´n.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
Private key Error Se produce por clave privada incorrecta o se omite este
para´metro. El servicio es Privado y se necesita una clave
para acceder a e´l.
Not found or
Empty userid Error
Se produce cuando se omite este para´metro en la llamada al
servicio o no se proporciona un valor.
PSQLException Se produce por problemas en la conexio´n a la BD. El error
ma´s comu´n se produce por intentar registrar un usuario
nuevo con un nombre ya existente en la BD, siendo este el
mensaje de error: >org.postgresql.util.PSQLException:
ERROR: llave duplicada viola restriccio´n de
unicidad ((unique username)).
Comportamiento: Esta operacio´n tambie´n hace uso del mo´dulo User Information
Module (UIM) para su funcionamiento. En la Figura 3.6 se muestra un diagrama del
flujo de informacio´n de Delete user. Cuando se produce un proceso de eliminacio´n de
un usuario, se env´ıa una solicitud de eliminacio´n por medio de la operacio´n Delete user.
La operacio´n env´ıa la solicitud al mo´dulo UIM a trave´s de la tarea Process to delete an
user. Despue´s, el mo´dulo se pone en contacto con el controlador Manage users que se
comunica con la base de datos Architectural models and user para indicar que usuario
debe ser eliminado. Como se ha comentado para las otras operaciones, cada usuario
registrado en el sistema tiene asociado un estado del modelo de la arquitectura de la
aplicacio´n mashup que gestiona. Como ejemplo, en el caso de una aplicacio´n mashup de
una interfaz gra´fica basada en componentes widgets, como la de ENIA, la operacio´n de
eliminacio´n de un usuario en el sistema implica que el estado de la sesio´n, asociada a la
configuracio´n de los componentes de la interfaz, debe ser tambie´n borrado de la base de
datos, adema´s de la informacio´n del perfil de usuario.
Implementacio´n: Como se observa en el co´digo de la operacio´n (abajo), primero se
comprueba que los para´metros de entrada son los correctos. Para ello, se comprueba
que el valor privatekey es va´lido y el identificador del usuario no esta´ vac´ıo. Despue´s,
se inicializa un contexto para obtener una instancia del mo´dulo UIM, el cual gestiona
el funcionamiento del servicio. La operacio´n deleteUser es accesible desde el mo´dulo
pasa´ndole el para´metro DeleteUserParams que hace uso del identificador del usuario,
a partir del cual el controlador Manage Users accede a la base de datos de usuarios y
eliminar el usuario y su modelo de arquitectura mashup asociado.
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Figura 3.6: Operacio´n Delete user de User Service
1 public DeleteUserResult deleteUser(DeleteUserParams params, String privatekey){
2
3 DeleteUserResult deleteUserResult = new DeleteUserResult();
4 if(privatekey!=null && this.privatekey.compareTo(privatekey) == 0) {
5 if(params.getUserId()!=null && params.getUserId().compareTo("") != 0){
6 Context initialContext;
7 try { initialContext = new InitialContext();
8 UIM userInformation = (UIM)initialContext.lookup("java:app/cos/UIM");
9 deleteUserResult = userInformation.deleteUser(params.getUserId());
10 } catch (NamingException e) {
11 LOGGER.error(e); deleteUserResult.setDeleted(false);
12 deleteUserResult.setMessage("> Internal Server Error"); }
13 } else {
14 deleteUserResult.setDeleted(false);
15 deleteUserResult.setMessage("> Not found o Empty userid Error");
16 LOGGER.error("Not found o Empty userid Error"); }
17 } else { deleteUserResult.setDeleted(false);
18 deleteUserResult.setMessage("> Private key Error");










<userId> ejemplo identificador </userId >
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</params>









<deleted> ejemplo true o false </ deleted >










<deleted> false </ deleted >
<message> > org.postgresql.util.PSQLException: ERROR: llave duplicada





3.3.1.4. Operacio´n Create User
La operacio´n Create User es otro de los me´todos del servicio User Service que da soporte
a la gestio´n de usuarios. Esta operacio´n se emplea con el objetivo de crear un nuevo
usuario en el sistema. Este servicio es controlado por el componente UIM (Mo´dulo
de Informacio´n de Usuarios) y hace uso del componente COSSessionMM (Mo´dulo de
Gestio´n de Sesiones del COSCore) para poder obtener el modelo concreto de arquitectura
del perfil seleccionado, modificarlo y asignarlo a este nuevo usuario. La interfaz y los





4 public CreateUserResult createUser(
5 @WebParam(name="params", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) CreateUserParams params,
7 @WebParam(name="privatekey", targetNamespace="http://ws.cos.acg.ual.es/")
8 @XmlElement(required=true) String privatekey);
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Para´metros de Entrada/Salida:
Para´metros de entrada
params Un valor structure CreateUserParams con los para´metros:
string userName Nombre del nuevo usuario, se requiere que no exis-
ta en el sistema. Para´metro obligatorio no nulo.
string userPassword Password para ese nuevo usuario, se encriptara´ y
se guardara´ en la BD. Obligatorio no nulo.
string userProfile Perfil asignado a ese nuevo usuario. Para´metro
obligatorio no nulo.
privatekey Un string con la clave para acceder al servicio. Obligatorio no nulo.
Para´metros de salida
result Un valor structure CreateUserResult con los valores de salida:
boolean created true si e´xito la insercio´n en la BD, false si no.
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: El me´todo acepta en su entrada la estructura CreateUserParams con los
valores del nuevo nombre de usuario, su clave y perfil. Estos valores son obligatorios y
adema´s no nulos. La operacio´n encripta la clave e introduce los valores en la BD si el
usuario no existe. Devuelve como respuesta una estructura con una variable que indica si
la creacio´n ha tenido e´xito o no, y su mensaje correspondiente. Como se puede observar
por tanto en la interfaz de la operacio´n mostrada arriba, se recibe por para´metro un
objeto de tipo CreateUserParams y una cadena de texto privatekey como clave usada
por los usuarios que conocen la operacio´n. La estructura CreateUserResult es devuelta
como resultado del proceso de alta del usuario en el sistema. Esta clase contiene un valor
booleano que indica si el usuario se pudo crear. Adema´s, contiene un mensaje en forma
de cadena de texto para informar sobre el resultado del proceso de creacio´n del usuario.
En la siguiente tabla se muestra el listado de mensajes de la operacio´n.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al aplicar al-
goritmos de encriptacio´n o al buscar alguna clase
necesaria para la ejecucio´n.
Private key Error Se produce por clave privada incorrecta o se omite
este para´metro. El servicio es Privado y se necesita
una clave para acceder a e´l.
Not found or
Empty username Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty userpassword Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty userprofile Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Error in Architectural Models BD Se produce por problemas en la consulta a la base
de datos de modelos de arquitectura.
Error in Wookie Se produce por problemas en la consulta al repo-
sitorio Wookie.
PSQLException Se produce por problemas en la conexio´n a la base
de datos. Ve´ase tabla de mensajes de la operacio´n
anterior, para ma´s informacio´n.
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Comportamiento: En la Figura 3.7 se muestra un diagrama del flujo de informacio´n
de la operacio´n Create user. Cuando se crea un nuevo usuario en el sistema, se realiza
una solicitud con la operacio´n Create user. Esta operacio´n del servicio hace uso del
mo´dulo UIM desde donde se ejecuta la tarea Process to create a user para comunicarse
con el controlador Manage users que finalmente da de alta el usuario en la base de
datos Architectural models and users. Como se ha venido comentando para las otras
operaciones del servicio, el proceso de alta de usuario en el sistema implica tambie´n
el alta de una arquitectura de componentes mashup para el usuario, la cual sera´ una,
establecida previamente por omisio´n en el sistema para todos los usuarios del mismo
perfil. As´ı por ejemplo, para el caso de la interfaz de usuario mashup ENIA que se esta´
usando como caso de aplicacio´n mashup en esta tesis, un usuario nuevo que se da de
alta en el sistema con un perfil de “agricultor”, tendra´ una interfaz gra´fica de usuario
asignada de partida, con una configuracio´n de componentes widgets por omisio´n para
ese perfil, y que el usuario luego podra´ configurar. Para este caso, se almacena en la
base de datos la informacio´n del nuevo usuario, los datos del perfil, y un modelo con la
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Figura 3.7: Operacio´n Create user de User Service
Implementacio´n: Como se puede observar en el co´digo de la implementacio´n que se
muestra a continuacio´n, primero se comprueban que los para´metros de entrada son los
correctos. Para ello, se comprueba que el valor privatekey es correcto, que el nombre
del usuario no esta´ vac´ıo, y que el identificador del usuario introducido es el correcto y el
perfil de usuario no es nulo. Tras ello, se inicializa un contexto para crear una instancia
del mo´dulo UIM, el cual usa la operacio´n createUser pasa´ndole como para´metro el
objeto CreateUserParams. Dicho objeto contiene el nombre del usuario que se da de
alta, la contrasen˜a del usuario y el perfil de usuario. Finalmente, este usuario se guarda
en la base de datos de usuarios utilizando como mediador el controlador de gestio´n de
usuarios Manage Users.
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1 public CreateUserResult createUser(CreateUserParams params, String privatekey){
2
3 CreateUserResult createUserResult = new CreateUserResult();
4 if(privatekey!=null && this.privatekey.compareTo(privatekey) == 0) {
5 if(params.getUserName()!=null && params.getUserName().compareTo("") != 0){
6 if(params.getUserPassword()!=null &&
7 params.getUserPassword().compareTo("") != 0){
8 if(params.getUserProfile()!=null && params.getUserProfile().
9 compareTo("") != 0){
10 Context initialContext;
11 try {
12 initialContext = new InitialContext();
13 UIM userInformation = (UIM)initialContext.
14 lookup("java:app/cos/UIM");
15 createUserResult = userInformation.createUser(params);
16 } catch (NamingException e) {
17 LOGGER.error(e);
18 createUserResult.setCreated(false);
19 createUserResult.setMessage("> Internal Server Error"); }
20 } else {
21 createUserResult.setCreated(false);
22 createUserResult.setMessage("> Not found or Empty userprofile");
23 LOGGER.error("Not found or Empty userprofile Error"); }
24 } else {
25 createUserResult.setCreated(false);
26 createUserResult.setMessage("> Not found or Empty userpassword");
27 LOGGER.error("Not found or Empty userpassword Error"); }
28 } else {
29 createUserResult.setCreated(false);
30 createUserResult.setMessage("> Not found or Empty username");
31 LOGGER.error("Not found or Empty username"); }
32 } else {
33 createUserResult.setCreated(false);
34 createUserResult.setMessage("> Private key Error");










<userName> ejemplo nombre </userName>
<userPassword> ejemplo password </userPassword>
<userProfile> ejemplo perfil </userProfile>
</params>
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<created> ejemplo true o false </created>











<message> > org.postgresql.util.PSQLException: ERROR: llave duplicada





3.3.1.5. Operacio´n Query Profile
La operacio´n Query Profile es el u´ltimo me´todo del servicio User Service que da soporte
a la gestio´n de usuarios. Esta operacio´n se emplea con el objetivo de obtener la lista
de perfiles del sistema. Este servicio es controlado por el componente UIM (Mo´dulo de
Informacio´n de Usuarios). La interfaz y los para´metros de entrada y de salida de la





4 public QueryProfileResult queryProfile(
5 @WebParam(name="privatekey", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) String privatekey);
Para´metros de Entrada/Salida:
Para´metros de entrada
privatekey Un string de la clave para acceder al servicio. Obligatorio no nulo.
Para´metros de salida
result Un valor structure QueryProfileResult con los valores de salida:
boolean validation true si e´xito consulta en la BD, false si no.
list string profiles Lista de perfiles del sistema.
string message Mensaje de e´xito o de error y su tipo.
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Descripcio´n: Como se observa en la interfaz, la operacio´n acepta como entrada una
clave privada privatekey de acceso al servicio. Realiza una consulta en la BD para
obtener la lista completa de perfiles. Devuelve como respuesta una estructura con una
variable que indica si la consulta ha tenido e´xito o no, una lista de perfiles y un mensaje
correspondiente a la operacio´n realizada. La estructura QueryProfileResult es devuelta
como resultado del proceso de consulta del conjunto de perfiles que hay dados de alta en
el sistema. Dicha clase contiene un valor booleano que indica el e´xito o no de la consulta
en la base de datos; tambie´n contiene la lista de perfiles disponibles en el sistema, y
un mensaje en forma de cadena de texto para informar del e´xito de la consulta. En la
siguiente tabla se muestran los posibles mensajes de la operacio´n.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
Private key Error Se produce por clave privada incorrecta o se omite. El servicio
es Privado y se necesita una clave para acceder a e´l.
PSQLException Se produce por problemas en la conexio´n a la base de datos.
Comportamiento: En la Figura 3.8 se muestra un diagrama del flujo de informacio´n
de la operacio´n Query profile. El proceso se inicia con una peticio´n para la obtencio´n de
la lista de perfiles de usuario con una llamada a la operacio´n Query profile del servicio.
Dicho servicio hace uso del mo´dulo UIM el cual implementa la funcionalidad asociada
a la operacio´n. Para ello, el mo´dulo ejecuta la tarea Process to query an user profile
que se encarga de comunicar con el controlador Manage architectures de la base datos
para realizar la consulta pertinente. Dicho controlador consulta en la BD Architectural
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Figura 3.8: Operacio´n Query profile de User Service
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Implementacio´n: Como se observa en el co´digo de la implementacio´n de la operacio´n,
que se muestra seguidamente, primero se comprueba que la clave privatekey es correcta.
Tras ello, se inicializa un contexto para crear una instancia del mo´dulo UIM el cual se
encarga de la gestio´n ba´sica de la operacio´n, como se ha dicho. Una vez obtenido el
mo´dulo, hace uso de la operacio´n queryProfile la cual no necesita pasarle ningu´n
para´metro para que devuelva el conjunto de perfiles. Dentro de este me´todo, se accede a
la base de datos de usuarios por medio de una consulta a todos los perfiles almacenados
por medio del controlador Manage Users.
1 public QueryProfileResult queryProfile(String privatekey) {
2
3 QueryProfileResult queryProfileResult = new QueryProfileResult();
4 if(privatekey!=null && this.privatekey.compareTo(privatekey) == 0) {
5 Context initialContext;
6 try {
7 initialContext = new InitialContext();
8 UIM profileInformation = (UIM)initialContext.lookup("java:app/cos/UIM");
9 queryProfileResult = profileInformation.queryProfile();




14 queryProfileResult.setMessage("> Internal Server Error");}
15 } else {
16 queryProfileResult.setValidation(false);
17 queryProfileResult.setProfiles(null);
18 queryProfileResult.setMessage("> Private key Error");


















<validation> ejemplo true o false </validation>
<profiles> ejemplo perfil </profiles>
...
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<profiles> ejemplo perfil </profiles>
















3.3.2. Servicio Manage Architecture Service
El servicio Manage Architecture permite realizar la gestio´n de las arquitecturas de com-
ponentes que describen las aplicaciones mashup. Para la gestio´n de dichas arquitecturas,
el sistema utiliza dos modelos de arquitecturas distintos, los modelos de arquitectura abs-
tracta y los modelos de arquitectura concreta. Estos modelos se utilizan para definir las
aplicaciones mashup en distintos niveles de abstraccio´n, gracias al uso de te´cnicas MDA
(Model Driven Architecture). Los modelos de arquitectura abstracta permiten definir
una aplicacio´n de usuario independientemente de la plataforma donde sera´ desplegada.
Por tanto, dichas arquitecturas se describen en te´rminos de los tipos de componentes
existentes en la aplicacio´n as´ı como de las relaciones que existan entre dichos componen-
tes. Estos modelos se corresponden con el nivel de PIM (Platform Independent Model)
de MDA. Por otro lado, los modelos de arquitectura concreta permiten definir una
aplicacio´n en base a los componentes concretos (que tiene una correspondencia con un
componente real, implementado y disponible para ser desplegado por la infraestructura)
que se utilizan en una determinada plataforma. Por tanto, estos modelos de arquitectura
se corresponden con el nivel PSM (Platform Specification Model) de MDA. Este servicio
esta´ compuesto por el siguiente conjunto de operaciones:
— Export AAM from String: se utiliza para insertar una nueva definicio´n de arquitectura
abstracta en el repositorio de especificaciones del sistema.
— Export CAM from String: se emplea para insertar una nueva definicio´n de arquitec-
tura concreta en el repositorio de especificaciones del sistema.
— Withdraw CAM: se utiliza para eliminar especificaciones de arquitecturas concretas.
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3.3.2.1. Operacio´n Export AAM from String
La operacio´n Export AAM from String forma parte del servicio Manage Architecture,
el cual da soporte a la gestio´n de especificaciones de arquitecturas de las aplicaciones
mashup. Esta operacio´n se utiliza para insertar nuevas definiciones de arquitecturas
abstractas en el repositorio de especificaciones (recordemos que este repositorio, o base
de datos, como se ha nombrado en alguna ocasio´n anteriormente, contiene modelos de
arquitecturas). En esta operacio´n no intervienen mo´dulos, sino que se comunica directa-
mente con el controlador Manage Architectures. A continuacio´n, en el siguiente listado se
muestra la definicio´n de la interfaz de la operacio´n, as´ı como los para´metros de entrada
y salida. Ma´s adelante se realiza una descripcio´n.
Interfaz:
1 @WebMethod(operationName="exportAAMFromString", action="exportAAMFromString")





aamFileString Un valor string con el contenido del archivo que describe el modelo de
arquitectura abstracta. Para´metro obligatorio no nulo.
Valores de salida
result Un valor string con un mensaje informando del e´xito o del error
de la operacio´n de insercio´n.
Descripcio´n: Como se observa en la interfaz, la operacio´n acepta como entrada una
cadena de texto que contiene la descripcio´n del modelo de arquitectura abstracta en
formato XMI. Como resultado, esta operacio´n devuelve un mensaje en forma de cadena
de texto para informar del e´xito o fracaso de la actualizacio´n de la base de datos. So´lo
hay dos mensajes de salida posibles: un mensaje con el resultado de la ejecucio´n de la
operacio´n de insercio´n, o un mensaje de error informando de que el modelo no ha podido
ser insertado debido a un problema interno del servidor.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
Comportamiento: En la Figura 3.9 se muestra un diagrama del flujo de informa-
cio´n de la operacio´n Export AAM from String del servicio. No se utilizan llamadas a
ningu´n mo´dulo para la ejecucio´n de esta operacio´n sino que, directamente, se realiza
una comunicacio´n con el controlador Manage Architectures. Dicho controlador realiza
una actualizacio´n de la base de datos llevando a cabo una insercio´n del modelo de ar-
quitectura abstracta introducido como para´metro de la operacio´n. El resultado obtenido
por el controlador es enviado como respuesta de la operacio´n.
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Figura 3.9: Operacio´n Export AAM from String de Manage Architecture Service
Implementacio´n: Como se puede observar en el co´digo de la operacio´n que se muestra
a continuacio´n, la implementacio´n de esta operacio´n consiste, ba´sicamente, en obtener
el controlador Manage Architectures y ejecutar el me´todo exportAAMFromString, tal
y como se muestra en las l´ıneas 7–9. En este me´todo se accede a la base de datos
Architectural Models and Users para almacenar el modelo de arquitectura abstracta
(pasado como para´metro en forma de cadena de texto).
1 public String exportAAMFromString(String aamFileString){
2 String result = "No results obtained";
3
4 ManageArchitectures mngArch = null;
5 try {
6 Context initialContext = new InitialContext();
7 mngArch = (ManageArchitectures)initialContext.
8 lookup("java:app/cos/ManageArchitectures");
9 result = mngArch.exportAAMFromString(aamFileString);
10 } catch (NamingException e) {
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3.3.2.2. Operacio´n Export CAM from String
La operacio´n Export CAM from String tambie´n forma parte del servicio Manage Ar-
chitecture, y es necesaria para la gestio´n del nivel concreto de las especificaciones de
arquitecturas. Esta operacio´n se utiliza para insertar nuevas definiciones de arquitectu-
ras concretas. Al igual que para el resto de operaciones de este servicio, en su ejecucio´n no
se utiliza ningu´n mo´dulo de la infraestructura, sino que el servicio se comunica directa-
mente con el controlador Manage Architectures. A continuacio´n, se muestra la definicio´n
de su interfaz, incluyendo los para´metros de entrada y los datos obtenidos como salida.
Interfaz:
1 @WebMethod(operationName="exportCAMFromString", action="exportCAMFromString")





camFileString Un valor string con el contenido del archivo que describe el modelo de
arquitectura concreta. Para´metro obligatorio no nulo.
Valores de salida
result Un valor string con un mensaje informando del e´xito o del error
de la operacio´n de insercio´n.
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Descripcio´n: Como establece la interfaz, la operacio´n tiene un para´metro de entrada
que contiene la descripcio´n del modelo de arquitectura concreta en formato XMI (como
una cadena de texto). Como resultado, la operacio´n devuelve una cadena de texto para
informar del e´xito o fracaso de la actualizacio´n de la base de datos. Al igual que para la
operacio´n anterior, los mensajes de salida posibles son un mensaje con el resultado de la
ejecucio´n de la operacio´n de insercio´n, o un mensaje de error informando que el modelo
no ha podido ser insertado debido a un problema interno del servidor.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
Comportamiento: La Figura 3.10 muestra un diagrama que representa el compor-
tamiento de la operacio´n Export CAM from String. No se utilizan llamadas a ningu´n
mo´dulo para la ejecucio´n de esta operacio´n, sino que se realiza una invocacio´n de la ope-
racio´n correspondiente del controlador Manage Architectures. Dicho controlador realiza
una actualizacio´n de la base de datos, llevando a cabo una insercio´n del modelo de ar-
quitectura concreta, introducido como para´metro de la operacio´n. El resultado obtenido
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Figura 3.10: Operacio´n Export CAM from String de Manage Architecture Service
Implementacio´n: Como se observa en el co´digo de la operacio´n (abajo), se obtiene el
controlador Manage Architectures para poder ejecutar el me´todo exportCAMFromString
(ver l´ıneas 7–9). Este me´todo actualiza la base de datos Architectural Models and Users
insertando el modelo de arquitectura concreto que se introduce como para´metro.
1 public String exportCAMFromString(String camFileString){
2 String result = "No results obtained";
3
4 ManageArchitectures mngArch = null;
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5 try {
6 Context initialContext = new InitialContext();
7 mngArch = (ManageArchitectures)initialContext.
8 lookup("java:app/cos/ManageArchitectures");
9 result = mngArch.exportCAMFromString(camFileString);
10 } catch (NamingException e) {
11 LOGGER.error(e);
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3.3.2.3. Operacio´n Withdraw CAM
La operacio´n Withdraw CAM es la tercera operacio´n que forma parte del servicio Manage
Architecture. Esta operacio´n se emplea para eliminar especificaciones de arquitecturas
concretas que existen en el repositorio de la infraestructura. Para ello, esta operacio´n
se comunica con el controlador Manage Architectures. La interfaz de la operacio´n, y los
para´metros de entrada y salida se muestran a continuacio´n.
Interfaz:
1 @WebMethod(operationName="withdrawCAM", action="withdrawCAM")





camID Un valor string con el identificador del modelo de arquitectura concreta
que debe eliminarse. Para´metro obligatorio no nulo.
Valores de salida
result Un valor string con un mensaje informando del e´xito o del error de la
operacio´n de eliminacio´n.
Descripcio´n: La operacio´n tiene como entrada una cadena de texto con el identificador
del modelo de arquitectura concreta que debe ser eliminado del repositorio de especifi-
caciones que forma parte de la infraestructura. Como resultado, esta operacio´n devuelve
un mensaje en forma de texto para informar del e´xito o fracaso de la actualizacio´n de la
BD. Hay dos mensajes de salida que pueden ser obtenidos, un mensaje con el resultado
de la ejecucio´n de la operacio´n de eliminacio´n, o un mensaje de error informando de que
el modelo no ha podido ser eliminado debido a un problema interno del servidor.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
Comportamiento: En la Figura 3.11 se muestra un diagrama que representa el flujo de
informacio´n de la operacio´n Withdraw CAM. No se utilizan llamadas a ningu´n mo´dulo
para la ejecucio´n de esta operacio´n, sino que se realiza una comunicacio´n directamente
con el controlador Manage Architectures. Dicho controlador realiza una actualizacio´n de
la base de datos llevando a cabo una eliminacio´n del modelo de arquitectura concreta
introducido como para´metro de la operacio´n. El resultado obtenido por el controlador
es enviado como respuesta de la operacio´n.
Implementacio´n: Se obtiene el controlador Manage Architectures para ejecutar el
me´todo withdrawCAM (l´ıneas 7–9). Este me´todo actualiza la BD Architectural Models and
Users eliminando el modelo de arquitectura concreta que se introduce como para´metro.
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Figura 3.11: Operacio´n Withdraw CAM de Manage Architecture Service
1 public String withdrawCAM(String camID){
2 String result = "No results obtained";
3
4 ManageArchitectures mngArch = null;
5 try {
6 Context initialContext = new InitialContext();
7 mngArch = (ManageArchitectures)initialContext.
8 lookup("java:app/cos/ManageArchitectures");
9 result = mngArch.withdrawCAM(camID);
10 } catch (NamingException e) {
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3.3.3. Servicio Manage Component Service
El servicio privadoManage Component Service permite realizar la gestio´n de las especi-
ficaciones de componentes que intervienen en la descripcio´n de las aplicaciones mashup
que son manejadas por la infraestructura. Para ello, el servicio esta´ constituido por las
operaciones que se describen a continuacio´n:
— Export CC from String: se utiliza para insertar una nueva definicio´n de componente
concreto en el repositorio de especificaciones del sistema (a partir de una cadena de
texto).
— Export CC from params: se emplea para insertar una nueva definicio´n de componente
concreto en el repositorio de especificaciones del sistema (a partir de una serie de
para´metros).
— Withdraw CC: se utiliza para eliminar especificaciones de componentes concretas.
3.3.3.1. Operacio´n Export CC from String
La operacio´n Export CC from String forma parte del servicio Manage Component, que
da soporte a la gestio´n de las especificaciones de componentes. Esta operacio´n se utiliza
para an˜adir nuevas especificaciones de componentes, de manera que dichos componentes
sean tenidos en cuenta por la infraestructura en las operaciones de despliegue y recon-
figuracio´n de las aplicaciones mashup. La interfaz y los para´metros de entrada y salida
se muestran a continuacio´n.
Interfaz:
1 @WebMethod(operationName="exportCCFromString", action="exportCCFromString")





ccFileString Un valor string con el contenido del archivo que describe el modelo de
componente concreto. Para´metro obligatorio no nulo.
Valores de salida
result Un valor string con un mensaje informando del e´xito o del error de la
operacio´n de insercio´n.
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Descripcio´n: Como se puede ver en la definicio´n de la interfaz de la operacio´n (que
se muestra en el listado ma´s abajo), un para´metro de entrada contiene la descripcio´n
del modelo de componente concreto definido como una cadena de texto. Esta cadena
de texto esta´ constituida por el contenido del archivo XMI que describe dicho modelo.
La operacio´n devuelve una cadena de texto para informar del e´xito o fracaso de la
actualizacio´n de la base de datos. Hay dos tipos de mensajes de respuesta posibles: un
mensaje con el resultado de la ejecucio´n de la operacio´n de insercio´n de componente
concreto, o un mensaje de error informando de que el modelo no ha podido ser insertado
debido a un problema interno del servidor.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
Comportamiento: En la Figura 3.12 se muestra un diagrama con el flujo de la in-
formacio´n de tareas que sucede internamente en la operacio´n Export CC from String.
En esta operacio´n se realiza una llamada al me´todo correspondiente del controlador
Manage Component Specifications. Este controlador actualiza la base de datos Concre-
te Component Specifications mediante la insercio´n del modelo de componente concreto
introducido como para´metro. El resultado obtenido por el controlador es enviado como
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Figura 3.12: Operacio´n Export CC from Srting de Manage Component Service
Implementacio´n: Como se puede observar en el co´digo (que se muestra en el listado
de abajo), en primer lugar se obtiene el controlador Manage Architectures para poder
ejecutar el me´todo exportCAMFromString (ver l´ıneas 7–9). Este me´todo actualiza la base
de datos Architectural Models and Users insertando el modelo de arquitectura concreto
que se introduce como para´metro.
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1 public String exportCCFromString(String ccFileString){
2 String result = "No results obtained";
3
4 ManageComponentSpecifications mngComp = null;
5 try { Context initialContext = new InitialContext();
6 mngComp = (ManageComponentSpecifications)initialContext.
7 lookup("java:app/cos/ManageComponentSpecifications");
8 result = mngComp.exportCCFromString(ccFileString);
9 } catch (NamingException e) {



























<return>http://acg.ual.es/wookie/widgets/map01 ID does not exist
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3.3.3.2. Operacio´n Export CC from params
Esta operacio´n forma parte del servicio Manage Component, el cual da soporte a la
gestio´n de especificaciones de componentes. Se utiliza para insertar nuevas definiciones de
componentes concretos en el repositorio de especificaciones, a trave´s de la introduccio´n de
valores espec´ıficos para los atributos que constituyen una especificacio´n de componente
concreto. Esta operacio´n no hace uso de mo´dulos, sino que se comunica directamente
con el controlador Manage Component Specifications. A continuacio´n, se muestra la
definicio´n de la interfaz de la operacio´n, as´ı como los para´metros de entrada y salida.
Interfaz:
1 @WebMethod(operationName="exportCCFromParams", action="exportCCFromParams")















params Los valores en forma de cadena para cada uno de los atributos que forman parte
del metamodelo de componente, definido en el Cap´ıtulo 2. La obligatoriedad de
cada atributo queda establecida a trave´s de la cardinalidad de dicho metamodelo.
Valores de salida
result Un string informando del e´xito o error de la operacio´n de insercio´n.
Descripcio´n: Como se observa en la interfaz, la operacio´n acepta como entrada una se-
cuencia de valores que se corresponden con cada uno de los atributos de la especificacio´n
utilizada para describir los componentes concretos. Por tanto, estos atributos pertenecen
a las cuatros partes de la especificacio´n: funcional, extra-funcional, de empaquetamiento
y de mercado. Como resultado, esta operacio´n devuelve un mensaje en forma de cadena
de texto para informar del e´xito o fracaso de la actualizacio´n de la base de datos. So´lo
hay dos mensajes de salida posibles: un mensaje con el resultado de la ejecucio´n de la
operacio´n de insercio´n, o un mensaje de error informando de que el modelo no ha podido
ser insertado debido a un problema interno del servidor.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
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Comportamiento: La Figura 3.13 muestra un diagrama del flujo de tareas de la opera-
cio´n Export CC from params. No se utilizan llamadas a ningu´n mo´dulo para la ejecucio´n
de esta operacio´n, sino que se realiza una comunicacio´n directamente con el controlador
Manage Component Specifications. Dicho controlador realiza una actualizacio´n de la ba-
se de datos llevando a cabo una insercio´n de un modelo de componente concreto que se
construye a partir de los valores introducidos como para´metros. El resultado obtenido
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Figura 3.13: Operacio´n Export CC from params de Manage Component Service
Implementacio´n: Como se puede observar en el co´digo de la operacio´n que se muestra
a continuacio´n, la implementacio´n de esta operacio´n consiste, ba´sicamente, en obtener el
controlador Manage Component Specifications y ejecutar el me´todo exportCCFromParams,
tal y como se muestra en las l´ıneas 8–10. Este me´todo accede a la base de datos Con-
crete Component Specifications para almacenar el modelo de componente concreto que
se construye a partir de los para´metros introducidos en forma de cadena de texto.
1 public String exportCCFromParams(String componentName, ...
2 , componentURI){
3 String result = "No results obtained";
4
5 ManageComponentSpecifications mngComp = null;
6 try {
7 Context initialContext = new InitialContext();
8 mngComp = (ManageComponentSpecifications)initialContext.
9 lookup("java:app/cos/ManageComponentSpecifications");
10 result = mngComp.exportCCFromParams(componentName, ... , componentURI);
11 } catch (NamingException e) {
12 LOGGER.error(e);
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<ws:componentDescription> This component shows...</ws:componentDescription>
<ws:entityId> TIC211</ws:entityId>









<return>http://acg.ual.es/wookie/widgets/map65 ID does not exist












3.3.3.3. Operacio´n Withdraw CC
La operacio´n Withdraw CC forma parte del servicio Manage Component. Esta opera-
cio´n se utiliza para eliminar especificaciones de componentes concretos que existen en el
repositorio de la infraestructura. Para ello, esta operacio´n se comunica con el controla-
dor Manage Component Specifications. La interfaz de la operacio´n y los para´metros de
entrada y salida, se muestran a continuacio´n.
Interfaz:
1 @WebMethod(operationName="withdrawCC", action="withdrawCC")
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Para´metros de Entrada/Salida:
Para´metros de entrada
ccID Un valor string con el identificador del modelo de componente concreto que debe
eliminarse. Para´metro obligatorio no nulo.
Valores de salida
result Un string con un mensaje informando del e´xito o del error de la operacio´n de
eliminacio´n.
Descripcio´n: La operacio´n tiene como entrada una cadena de texto con el identificador
del modelo de componente concreto que debe ser eliminado del repositorio de especifi-
caciones. Como resultado, esta operacio´n devuelve un mensaje en forma de cadena de
texto para informar del e´xito o fracaso de la actualizacio´n de la base de datos. Hay dos
mensajes de salida que pueden ser obtenidos, un mensaje con el resultado de la ejecucio´n
de la operacio´n de eliminacio´n, o un mensaje de error informando de que el modelo no
ha podido ser eliminado debido a un problema interno del servidor.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
Comportamiento: En la Figura 3.14 se muestra un diagrama que representa flujo de
informacio´n de la operacio´n Withdraw CC. No se utilizan llamadas a ningu´n mo´dulo
para la ejecucio´n de esta operacio´n, sino que se realiza una comunicacio´n directamente
con el controlador Manage Component Specifications. Dicho controlador realiza una ac-
tualizacio´n de la base de datos llevando a cabo una eliminacio´n del componente concreto
cuyo identificador es igual al introducido como para´metro. El resultado obtenido por el
controlador es enviado como respuesta de la operacio´n.
Implementacio´n: Se obtiene el controlador Manage Component Specifications para
ejecutar el me´todo withdrawCC (ver l´ıneas 7–9). Este me´todo actualiza la base de datos
Concrete Component Specifications eliminando el modelo de componente concreto que
se introduce como para´metro.
1 public String withdrawCC(String ccID){
2 String result = "No results obtained";
3
4 ManageComponentSpecifications mngComp = null;
5 try {
6 Context initialContext = new InitialContext();
7 mngComp = (ManageComponentSpecifications)initialContext.
8 lookup("java:app/cos/ManageComponentSpecifications");
9 result = mngComp.withdrawCC(ccID);
10 } catch (NamingException e) {
11 LOGGER.error(e); return "> Internal Server Error"; }
12 return result;
13 }
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3.4. Servicios pu´blicos
En esta seccio´n se describe el conjunto de servicios pu´blicos S+ definidos en el modelo
de infraestructura COScore propuesto para el despliegue de aplicaciones mashup. Como
se ha comentando anteriormente, el conjunto de servicios pu´blicos de COScore consta
de los servicios Session Service, Communication Service, Component Service e Interac-
tion Service. Para describir correctamente el funcionamiento de dichos servicios, en esta
seccio´n se utilizara´ la misma estructura que la usada en la seccio´n anterior para los ser-
vicios privados. Igualmente, para la implementacio´n de estos servicios se ha seguido un
desarrollo guiado por pruebas TDD (Test-Driven Development) donde para testar cada
una de las operaciones de los servicios pu´blicos de COScore se ha elaborado un juego de
pruebas y una herramienta de pruebas en linea6. En el Anexo A de este documento de
tesis se incluye adema´s el juego de pruebas realizado para los servicios pu´blicos. Como se
ha mencionado, para el desarrollo de los servicios privados tambie´n se ha seguido TDD,
pero so´lo se ha dejado en el Anexo A el juego de pruebas de los servicios pu´blicos dado
que son aquellos servicios que pueden ser accesibles por terceros. Veamos a continuacio´n
cada una de las operaciones de los servicios pu´blicos de COScore.
3.4.1. Servicio Session Service
El servicio Session Service se encarga de dar soporte a la sesio´n de los usuarios del
sistema. Este servicio queda constituido por el siguiente conjunto de operaciones, que se
describira´n con detalle a continuacio´n:
— Login: operacio´n de acceso de un usuario en el sistema.
— Logout: se emplea con el objetivo de eliminar los mo´dulos de sesio´n inicializados por
el usuario.
— Init user architecture: se emplea con el objetivo de obtener la lista de componentes
de la arquitectura asociada a un usuario.
— Default Init: por defecto se emplea para dar un contexto inicial a los usuarios no
registrados, y por tanto asignarle un modelo de arquitectura por defecto.
3.4.1.1. Operacio´n Login
La operacio´n Login se engloba como parte de la funcionalidad que presta el servicio
Session Service que da soporte a la gestio´n de sesiones de los usuarios. Esta operacio´n
se emplea con el objetivo de validar el usuario en el sistema e inicializar los mo´dulos
de sesio´n de ese usuario COSSessionMM (Mo´dulo de Gestio´n de Sesiones del COSCore)
y UIM (Mo´dulo de Informacio´n de Usuarios), al igual que el servicio privado Query
User. La interfaz y los para´metros de entrada y de salida de la operacio´n se muestran a
continuacio´n en el siguiente listado.
6COScore API – http://acg.ual.es/projects/enia/ui/webservices/
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4 public LoginSessionResult login(
5 @WebParam(name="params", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) LoginSessionParams params);
Para´metros de Entrada/Salida:
Para´metros de entrada
params Un structure LoginSessionParams con los parametros de entrada y el
orden a seguir:
string userName Nombre de usuario a consultar en el sistema.
Para´metro obligatorio no nulo.
string userPassword Password para ese usuario, se encriptara´ y se com-
prueba con el de la BD. Para´metro obligatorio no
nulo.
Para´metros de salida
result Un structure LoginSessionResult con los valores de salida:
boolean validation Variable que muestra si tuvo e´xito la accio´n, true
si tiene e´xito en la consulta en la BD y la valida-
cio´n del password, false si no.
string userID Texto con el identificador de usuario en la BD,
devuelve la cadena -1 si no encuentra o autentifica
al usuario.
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: Como se observa en la definicio´n de la interfaz, la operacio´n acepta en
su entrada la estructura LoginSessionParams con los valores para el nuevo nombre de
usuario y la clave, necesarios para iniciar una sesio´n en el COScore; estos valores son
obligatorios y adema´s no nulos. La operacio´n solicita al sistema la validacio´n del usuario,
donde se comprueba si existe en la base de datos y si su clave es correcta. Si es va´lido,
se inician los mo´dulos asociados a la sesio´n de ese usuario. Devuelve como respuesta una
estructura con una variable que indica si el usuario y su clave han sido validados, otra
con una cadena de texto con su identificador en la BD y un mensaje correspondiente a la
operacio´n realizada. La estructura LoginSessionResult es devuelta por la operacio´n.
Dicha estructura devuelve tres valores, el resultado de la operacio´n, que sera´ true si se
ha podido realizar la operacio´n con e´xito, el identificador del usuario, que sera´ “-1” si
la operacio´n no se pudo realizar con e´xito, y un mensaje de texto indicando que´ ocurrio´
durante el proceso de inicio de sesio´n. En la siguiente tabla se muestra un listado con
los tipos de mensajes devueltos por la operacio´n.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al aplicar
algoritmos de encriptacio´n o al buscar alguna
clase necesaria para la ejecucio´n.
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Not found or
Empty username Error
Se produce cuando se omite este para´metro




Se produce cuando se omite este para´metro




Se produce cuando el usuario no existe en la
BD o el password es incorrecto.
Error Modules previously initialized Se produce cuando se realiza un login ha-
biendo realizado un login anteriormente y por
tanto encontra´ndose los mo´dulos ya iniciali-
zados. Este error no devuelve error de vali-
dacio´n ya que la validacio´n sigue siendo co-
rrecta, solamente informa que ya se inicializo´
el sistema.
PSQLException Se produce por problemas en la conexio´n a
la base de datos.
Comportamiento: En la Figura 3.15 se muestra un diagrama de flujo de procesos que
ocurren en la llamada de la operacio´n. Como se puede apreciar en la figura, la operacio´n
presenta dos puntos de acceso: Web application y Java application. Como se adelanto´ en
el anterior cap´ıtulo, el modelo de infraestructura COScore ha sido implementado para
dos tipos de arquitecturas mashup posibles: (a) componentes widgets, para permitir el
despliegue de interfaces gra´ficas Web de usuario basados en componentes COTSgets, y
(b) componentes Java, que permiten el despliegue de otros escenarios distintos como el de
arquitecturas domo´ticas, presentado en el cap´ıtulo anterior. Para el caso de aplicaciones
mashup de interfaz gra´fica Web de usuario, la operacio´n accede al servidor de aplicacio-
nes web Applicacion web server para obtener previamente la aplicacio´n. La aplicacio´n
obtenida no contiene ningu´n componente, sino que consiste en el co´digo necesario para
conectarse con el servidor JavaScript y para poder realizar la carga de los componentes
iniciales. Posteriormente, se accede al servidor JavaScript para iniciar la secuencia de
identificacio´n. En cambio, para aplicaciones basadas en componentes Java la operacio´n
directamente se comunica con el servidor de JavaScript. En ambos casos, a continuacio´n
se estable conexio´n con la operacio´n login de la capa independiente. Despue´s se env´ıa la
peticio´n al mo´dulo UIM donde se ejecuta la tarea Query user in data base. Este mo´dulo
comprueba si el usuario fue dado de alta en la base de datos. Para ello, el mo´dulo hace
uso del controlador Manage users para acceder a la base de datos Architecture models
and users y realizar la consulta. En caso de estar dado de alta, se inicializan los mo´du-
los para el usuario por medio de la tarea Initialize modules. Una vez inicializados los
mo´dulos, se responde a la aplicacio´n cliente con el identificador de usuario con el que
fue dado de alta el cliente en la base de datos.
Implementacio´n: En el siguiente listado se muestra el co´digo de la implementacio´n de
la operacio´n Login. Como se observa, en las l´ıneas 6 y 8 se comprueba la validez de los
valores de entrada para el usuario y la clave. En el caso de no haber ningu´n tipo de error
se responde con un mensaje de “Not found or Empty userpassword Error” o “Not found
or Empty username Error”, y se continu´a con el uso del mo´dulo COSSessionMM (l´ınea
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Figura 3.15: Operacio´n Login de Session Service
14). Por medio de dicho mo´dulo se inicializa el conjunto de mo´dulos necesarios para el
usuario en la l´ınea 16. La inicializacio´n del conjunto de mo´dulos permitira´ dar soporte a
la funcionalidad de la aplicacio´n mashup. Los mo´dulos que se inicializan para ese usuario
son Display Management Module (DMM), Transaction Management Module (TMM) e
Interaction Management Module (IMM). Este conjunto de mo´dulos esta´n dedicados a
dar soporte a aplicaciones mashup para un usuario en concreto, respondiendo a las
solicitudes de la aplicacio´n que e´sta vaya realizando a lo largo del tiempo. Como se
puede observar en el co´digo para implementar el mo´dulo COSSessionMM, se ha hecho
uso de Enterprise JavaBeans (EJB). Por ello, para consumir el componente EJB se ha
creado una variable de contexto en la l´ınea 13 donde se despliega el componente.
1 public LoginSessionResult login(LoginSessionParams params) {
2
3 LoginSessionResult result = new LoginSessionResult();
4
5 // First: check the params.username
6 if (params.getUserName() != null && params.getUserName().compareTo("") != 0) {
7 // Second: check the params.userpassword
8 if (params.getUserPassword() != null && params.getUserPassword().
9 compareTo("") != 0) {
10 COSSessionMM cossmng = null;
11 Context initialContext;
12 try {
13 initialContext = new InitialContext();
14 cossmng = (COSSessionMM) initialContext.
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15 lookup("java:app/cos/COSSessionMM");
16 result = cossmng.initializeModules(params.getUserName(),
17 params.getUserPassword());




22 result.setMessage("> Internal Server Error");
23 }
24 } else {
25 LOGGER.error("Not found or Empty userpassword Error");
26 result.setValidation(false);
27 result.setUserId("-1");
28 result.setMessage("> Not found or Empty userpassword Error");
29 }
30 } else {
31 LOGGER.error("Not found or Empty username Error");
32 result.setValidation(false);
33 result.setUserId("-1");











<userName> ejemplo nombre </userName>










<validation> ejemplo true o false </validation>
<userID> ejemplo ID o -1 </userID>
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Es una funcionalidad del servicio Session Service que da soporte a la gestio´n de sesio-
nes. Esta operacio´n se emplea con el objetivo de eliminar las variables de sesio´n y los
mo´dulos de sesio´n inicializados por el usuario. Este servicio es controlado por el compo-
nente COSSessionMM (Modulo de Gestio´n de Sesiones del COSCore). La interfaz y los











params Un structure LogoutSessionParams con los para´metros:
string userId Id de usuario con una sesio´n iniciada en el sistema.
Para´metro obligatorio no nulo.
Para´metros de salida
result Un valor structure LogoutSessionResult con los valores de salida:
boolean deleted true si tiene e´xito el borrado de los mo´dulos de
sesio´n, false si no.
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: El me´todo acepta de entrada una estructura con el identificador del usua-
rio que tiene la sesio´n iniciada, este valor es obligatorio y adema´s no nulo. La operacio´n
elimina los mo´dulos asociados a la sesio´n de ese usuario y devuelve como respuesta una
estructura LogoutSessionResult con una variable que indica si el borrado ha tenido
e´xito o no y un mensaje correspondiente a la operacio´n realizada. En la siguiente tabla
se muestran los posibles mensajes de error devueltos por la operacio´n logout.
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Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna clase
necesaria para la ejecucio´n.
Not found or
Empty userId Error
Se produce cuando se omite este para´metro en la llamada
al servicio o no se proporciona un valor.
Error Delete Modules Se produce cuando se intenta realizar un logout sobre una
sesio´n no inicializada, al no estar la sesio´n iniciada no se
encuentran los mo´dulos asociados a ese usuario.
Comportamiento: La operacio´n de logout se encarga de cerrar la sesio´n para una
aplicacio´n mashup de un usuario. Su comportamiento se observa en el diagrama de flujo
que se muestra en la Figura 3.16. Es una operacio´n simple; en primer lugar se recibe
la peticio´n por parte del usuario desde el lado cliente. Esta peticio´n esta´ programada
para comunicarse con el servidor JavaScript, el cual se encarga de reenviar la solicitud
llamando a la operacio´n logout del servicio Session Service. Una vez recibida la solicitud,
el servicio se comunica con el mo´dulo COSSessionMM para eliminar los mo´dulos del
usuario localizados en la infraestructura. Al eliminar estos mo´dulos (que existen a partir
del inicio de sesio´n de un usuario o de la inicializacio´n de un usuario ano´nimo) se eliminan
tambie´n las estructuras de datos auxiliares que fueron creadas para un usuario. Dichas
estructuras de datos tienen sentido mientras el usuario mantiene una sesio´n abierta en
la infraestructura, puesto que suponen una mejora del rendimiento en la ejecucio´n de
las operaciones, pero deben ser eliminadas una vez que el usuario finaliza su conexio´n
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Figura 3.16: Operacio´n Logout de Session Service
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Implementacio´n: En el co´digo mostrado a continuacio´n se detalla co´mo ha sido cons-
truida la operacio´n logout. En la l´ınea 4 se comprueba que no hay errores con res-
pecto al identificador del usuario. Si el identificador es correcto, se obtiene el mo´dulo
COSSessionMM en la l´ınea 9, para posteriormente en la l´ınea 10 utilizar el me´todo
destroyModules para eliminar los mo´dulos del COScore. Dentro de esta operacio´n se
eliminan todos los mo´dulos inicializados para la aplicacio´n mashup de un usuario que
inicio´ una sesio´n en la infraestructura. Eliminar los mo´dulos quiere decir que habra´ que
destruir los componentes EJB relacionados con los mo´dulos que fueron “activados” en
el sistema para dar soporte a la arquitectura de la aplicacio´n mashup asociada a ese
usuario. El proceso de eliminacio´n de mo´dulos del usuario (l´ınea 10) implica el borrado
de los mo´dulos Display Management Module (DMM), Transaction Management Module
(TMM) e Interaction Management Module (IMM) asociados al usuario. Por otro lado,
tambie´n puede ocurrir que exista un error con el identificador del usuario, para lo cual
la operacio´n avisa con un error indicando “Not found or Empty userId Error”. Se puede
presentar otro tipo de error dentro de esta operacio´n que sucede cuando se quieren eli-
minar los mo´dulos del COScore de forma indebida, mostrado en la l´ınea 14 con el tipo
de mensaje “Internal Server Error”.
1 public LogoutSessionResult logout(LogoutSessionParams params) {
2
3 LogoutSessionResult result = new LogoutSessionResult();
4 if(params.getUserId()!=null && params.getUserId().compareTo("") != 0){
5 COSSessionMM cossmng = null;
6 Context initialContext;
7 try {
8 initialContext = new InitialContext();
9 cossmng = (COSSessionMM)initialContext.lookup("java:app/cos/COSSessionMM");
10 result = cossmng.destroyModules(params.getUserId());
11 } catch (NamingException e) {
12 LOGGER.error(e);
13 result.setDeleted(false);
14 result.setMessage("> Internal Server Error"); }
15 } else {
16 LOGGER.error("Not found or Empty userId Error");
17 result.setDeleted(false);
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<deleted> ejemplo true o false </deleted >
















3.4.1.3. Operacio´n Init User Architecture
La operacio´n Init User Architecture se engloba en el servicio Session Service que da so-
porte a la gestio´n de sesiones de los usuarios. Esta operacio´n se emplea con el objetivo de
obtener la lista de componentes que forman parte de la arquitectura de componentes de
la aplicacio´n mashup asociada al usuario. Este servicio es controlado por el componen-
te COSSessionMM (Mo´dulo de Gestio´n de Sesiones del COSCore) y hace uso de otros
tres mo´dulos: (a) el mo´dulo UIM (Mo´dulo de Informacio´n de Usuarios) para obtener, a
partir del identificador de usuario, su identificador de modelo de arquitectura concreta,
(b) el mo´dulo DMM (Mo´dulo de Visualizacio´n de Componentes) para obtener el propio
modelo del usuario, y (c) el mo´dulo IMM (Mo´dulo de Gestio´n de la interaccio´n) para
registrar en la base de datos de interaccio´n el inicio de sesio´n del usuario. Como vere-
mos a continuacio´n, se trata de una operacio´n compleja, que afecta a varios mo´dulos,
procesos y tablas de las bases de datos. La operacio´n hace uso de diversas estructuras
de datos para el manejo de las arquitecturas de componentes de las aplicaciones mashup
asociadas a los usuarios. Concretamente, y como se podra´ observar en las siguientes ta-
blas, las estructuras contienen la implementacio´n de aplicaciones mashups para el caso
de interfaces gra´ficas Web de usuario cuyas arquitecturas de componentes esta´n relacio-
nadas con componentes COTSgets implementados como servicios OGC para el prototipo
mashup ENIA, anteriormente adelantado y que se vera´ con ma´s detalle en el cap´ıtulo
siguiente. La interfaz y los para´metros de entrada y de salida de la operacio´n se muestran
a continuacio´n en el siguiente listado. Ma´s adelante se realiza una explicacio´n para dicha
interfaz y sus estructuras de datos.
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4 public InitUserArchitectureSessionResult initUserArchitecture(
5 @WebParam(name="params", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) InitUserArchitectureSessionParams params);
Para´metros de Entrada/Salida:
Para´metros de entrada
params Un valor structure InitUserArchitectureSessionParams con los para´metros
de entrada y el orden a seguir. La estructura es la siguiente:
string userId Identificador de usuario con una sesio´n iniciada en
el sistema. Para´metro obligatorio no nulo.
structure interaction Un structure con los datos de interaccio´n que puede
proporcionar el usuario (ver estructura abajo).
Para´metros de salida
result Un valor structure InitUserArchitectureSessionResult con los valores de
salida. La estructura es la siguiente:
boolean init true si tiene e´xito la obtencio´n de la lista de compo-
nentes para ese usuario, false si no.
list structure componentData Lista de componentes del modelo concreto para ese
usuario (ver estructura abajo).
string message Mensaje de e´xito o de error y su tipo.
Estructura de datos adicionales
Interaction
string deviceType Tipo de dispositivo desde el que se accede (Browser,
Phone, Tablet, TV). Para´metro obligatorio.
string interactionType Tipo de interaction de entrada (MouseKeyboard,
Voice, Gestural, Touch). Para´metro obligatorio.
string latitude Latitud, informacio´n geogra´fica que pueda propor-
cionar el dispositivo. Para´metro obligatorio.
string longitude Longitud, informacio´n geogra´fica que pueda propor-
cionar el dispositivo. Para´metro obligatorio.
componentData
string platform Plataforma a la que esta´ sirviendo: web, java, ...
string componentname Nombre del componente.
string componentAlias Alias de la instancia componente.
string instanceId Instancia del componente.
string codeHTML Co´digo html que incluye el iframe.
string objectJava Objeto serializado.
string jarJava Nombre del archivo jar que contiene el objeto java.
string idHtml Identificador del elemento html en el DOM.
int posx Posicio´n del componente en la columna.
int posy Posicio´n del componente en la fila.
int tamanox Taman˜o que ocupa a lo ancho.
int tamanoy Taman˜o que ocupa a lo alto.
boolean servicio maximizable Si el componente puede verse a pantalla completa.
boolean servicio agrupable Si ese componente puede agrupar servicios.
int numero servicios Nu´mero de servicios en este componente.
list structure servicios Lista de servicios en este componente.
servicios
string componentname Nombre del componente. Si es el servicio base, coin-
cide con el componentData.componentname
string componentAlias Alias de la instancia componente. Si es el servicio ba-
se, coincide con el componentData.componentAlias
string instanceId Instancia del componente. Si es el servicio base, coin-
cide con el componentData.InstanceId
string mapaKML Mapa del servicio OGC cargado.
string capa Capa del servicio OGC cargado.
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Descripcio´n: Veamos algunas consideraciones del entorno, antes realizar una descrip-
cio´n de la operacio´n, y de su comportamiento. Como se ha indicado anteriormente, esta
operacio´n maneja estructuras de datos relacionadas con aplicaciones mashup de inter-
faces gra´ficas Web de usuario (en adelante, interfaz de usuario o IU, para simplificar).
En el lado cliente, la IU es manejada como una coleccio´n de componentes (modelo o
arquitectura de componentes para la infraestructura) llamados componentes COTSgets
que estara´n ubicados en un “espacio de trabajo” gestionado como una rejilla, donde los
componentes estara´n localizados, dentro de la misma, en una posicio´n o celda (x,y) que el
usuario luego podra´ manejar para redimensionar el taman˜o del componente, maximizar,
cerrar o agrupar/desagrupar uno o ma´s componentes.
En el lado servidor, la IU es gestionada como una coleccio´n de componentes imple-
mentados como Widgets W3C almacenados y disponibles en un repositorio Wookie. En
el caso del prototipo de aplicacio´n mashup como ENIA (que veremos con ma´s detalle en
el siguiente cap´ıtulo), por su naturaleza (i.e., dominio de informacio´n medioambiental),
muchos de los componentes gestionados por el sistema son servicios OGC7. Son compo-
nentes externos (desarrollados por terceros) que han sido incluidos en el sistema como
componentes con co´digo envoltorio. Internamente existe una u´nica instancia concreta
para cada componente, pero cada vez que un usuario decide consumir una instancia de
ese componente, internamente en la infraestructura se crea una instancia espec´ıfica del
componente, una para cada usuario que lo consuma. Por tanto, en el sistema existira´ una
referencia para el componente concreto, y una o varias referencias de sus instancias. Con
todas estas consideraciones de contexto, veamos algunas caracter´ısticas de la operacio´n
y de su comportamiento.
Como se puede apreciar en la interfaz de la operacio´n, e´sta acepta como entrada una
estructura InitUserArchitectureSessionParams con el identificador del usuario que
tiene la sesio´n iniciada, y cierta informacio´n de interaccio´n relacionada/proporcionada
con/por el dispositivo del usuario. Dicha informacio´n de dispositivo se refiere al tipo de
dispositivo desde el cual se esta´ accediendo al sistema (e.g., Browser, Phone, Tablet,
TV), el tipo de interaccio´n de entrada que se esta´ utilizando (MouseKeyboard, Voice,
Gestural, Touch), y la localizacio´n geogra´fica (en coordenadas) del dispositivo.
La operacio´n obtiene el identificador del modelo de arquitectura concreta asociada a
la aplicacio´n mashup del usuario (i.e., la interfaz gra´fica Web de usuario de componentes
COTSgets), y a partir de ese identificador la operacio´n obtiene el modelo concreto, el
cual representa la lista de componentes de la arquitectura mashup (i.e., componentes
COTSgets para el caso de las interfaces gra´ficas). La lista de componentes es gestionada
como una estructura componentData que almacena un conjunto de propiedades para
cada componente de la arquitectura mashup. Dichas propiedades se refieren: al nombre
del componente concreto; el alias de la instancia; el identificador de la instancia; un
co´digo en HTML que se incluye en el widget dentro del iframe cuando se despliega en
el lado cliente; un objeto Java serializado y el objeto JAR, para el caso de aplicaciones
mashup basada en JAVA, como por ejemplo el caso del escenario domo´tico, introducido
en el Cap´ıtulo 2, como un escenario de arquitectura de componentes alternativo al de las
IU; la posicio´n del componente en la rejilla; sus dimensiones; y propiedades de visibilidad
7Componentes que para su implementacio´n siguen el esta´ndar OGC (Open Geospatial Consortium,
http://www.opengeospatial.org).
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y de agrupacio´n del componente. La estructura tambie´n tiene una lista de los servicios
externos en OGC que encapsula. La operacio´n tambie´n devuelve un mensaje con el
resultado de la operacio´n. En la siguiente tabla se muestra el listado de posibles mensajes
devueltos por la operacio´n.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos al buscar alguna cla-
se necesaria para la ejecucio´n.
Not found or
Empty userId Error
Se produce cuando se omite este para´me-
tro en la llamada al servicio o no se pro-
porciona un valor.
Not found Interaction Information Error Se produce cuando se omite este para´me-
tro en la llamada al servicio.
PSQLException Se produce por problemas en la conexio´n
a la base de datos.
Error in Architectural Models BD Se produce por problemas en la consulta
a la base de datos de modelos de arqui-
tectura.
Error in Wookie Se produce por problemas en la consulta
al repositorio Wookie.
Comportamiento: Para analizar el comportamiento de la operacio´n Init User Archi-
tecture haremos uso de la Figura 3.17 que muestra el flujo de tareas que suceden a
partir de su llamada. La operacio´n se encarga de inicializar una aplicacio´n mashup para
un usuario, esto es, despliega y activa todos los mo´dulos y componentes necesarios que
dan soporte al modelo cliente/servidor de la aplicacio´n del usuario. Cuando se inicia
una peticio´n, en primer lugar la aplicacio´n cliente establece una comunicacio´n con el
servidor JavaScript solicitando la iniciacio´n. Posteriormente, la operacio´n InitUserAr-
chitecture emite la solicitud al mo´dulo UIM. Dentro de la plataforma independiente, la
primera tarea que tiene lugar es la de consultar el usuario en la base de datos (Query
User in Data Base). A continuacio´n, el mo´dulo COSSessionMM inicializa el modelo de
arquitectura de la aplicacio´n mashup por medio de la tarea Initialize user architecture.
Este proceso de inicio conlleva leer los componentes de la base de datos de componentes
tanto si son del tipo Java (i.e., aplicaciones mashup escenario tipo domo´tica) como si
son del tipo widget (i.e., una interfaz gra´fica Web como la de ENIA). Previamente, por
mediacio´n del controlador Manage component specifications, se obtienen las propiedades
de los componentes de la arquitectura de la aplicacio´n mashup, como el taman˜o inicial
que deban tener los componentes, su posicio´n inicial, y otras propiedades (vistas ante-
riormente), con el propo´sito de realizar el despliegue de dicha arquitectura en el lado
cliente. Cuando ya se conocen las propiedades de los componentes, se procede a leer los
componentes concretos de los respectivos repositorios. Para esta lectura, tanto el contro-
lador Manage Java como el controlador Manage Wookie obtienen los componentes de
los respectivos y si no existen instancias ya creadas para dichos componentes, las crean.
Estas instancias son las que se utilizara´n en la aplicacio´n mashup cuando se despliegue
en la capa cliente. Despue´s de obtener las instancias o de crearlas (en el caso de que
dichas instancias no estuvieran creadas previamente), el mo´dulo DMM (encargado de
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leer el modelo de arquitectura desde la base de datos, para posteriormente construir una
estructura de componentes) se comunica con el mo´dulo COSSessionMM para que e´ste
devuelva el conjunto de componentes de la aplicacio´n Java (para el caso de aplicaciones
Java como los escenarios de domo´tica) o el co´digo HTML widget de una arquitectura
Web (para el caso de las aplicaciones IU basadas en COTSgets como la de ENIA). Como
resultado de la operacio´n, se devuelve una lista con el co´digo necesario para llevar a cabo



















































Send to get widget
instances code





































Visual Paradigm Standard Edition(University of Almeria)
Figura 3.17: Operacio´n Init user architecture de Session Service
Implementacio´n: En el siguiente listado se muestra el co´digo de la implementacio´n
de la operacio´n Init user. En esta implementacio´n, se realizan dos comprobaciones an-
tes de comenzar con la inicializacio´n de la arquitectura de la aplicacio´n mashup. Como
para´metros, a esta operacio´n se le pasa un objeto InitUserArchitectureParams. Para
este objeto, en primer lugar se comprueba que el identificador del usuario es correcto. En
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el caso de que el identificador del usuario no sea correcto la operacio´n devuelve un men-
saje Not found or Empty UserId Error. En segundo lugar se comprueba que no ha
habido ningu´n problema con la estructura UserInteractionData que viene por para´me-
tros. En caso de error, se devuelve un mensaje Not found Interaction Information
Error. A continuacio´n, si todo esta´ correcto, se crea un mo´dulo COSSessionMM. A par-
tir de ese mo´dulo, y utilizando el identificador del usuario asociado, se accede al mo´dulo
DMM para inicializar la arquitectura de la aplicacio´n del usuario. Para ello, al me´todo
initModelforUsers (l´ınea 15) se le pasa el identificador del usuario y el conjunto de
para´metros necesarios para inicializar el modelo de arquitectura de la aplicacio´n mashup
por medio de la clase UserInteractionData. Este me´todo busca en la base de datos
de modelos de arquitectura el modelo de la aplicacio´n para el usuario que solicita la
inicializacio´n. Luego se localizan las instancias de los componentes de la aplicacio´n, y
si estas no estuvieran creadas con anterioridad, se crean en ese instante. Por u´ltimo, la
operacio´n devuelve el conjunto de componentes necesarios para iniciar y desplegar la
aplicacio´n en el lado cliente.
1 public InitUserArchitectureSessionResult initUserArchitecture(
2 InitUserArchitectureSessionParams params) {
3 InitUserArchitectureSessionResult result =
4 new InitUserArchitectureSessionResult();
5
6 if (params.getUserId() != null && params.getUserId().compareTo("") != 0) {
7 if (params.getInteraction().getDeviceType() != null &&
8 params.getInteraction().getInteractionType() != null &&
9 params.getInteraction().getLatitude() != null &&
10 params.getInteraction().getLongitude() != null) {
11 try {
12 Context initialContext = new InitialContext();
13 COSSessionMM cossmng = (COSSessionMM)initialContext.
14 lookup("java:app/cos/COSSessionMM");
15 result = cossmng.initModelforUsers(
16 params.getUserId(),params.getInteraction());




21 result.setMessage("> Internal Server Error");
22 }
23 } else {
24 LOGGER.error("Not found Interaction Information Error");
25 result.setInit(false);
26 result.setComponentData(null);
27 result.setMessage("> Not found Interaction Information Error");
28 }
29 } else {
30 LOGGER.error("Not found or Empty UserId Error");
31 result.setInit(false);
32 result.setComponentData(null);
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<userId> ejemplo Id </ userId >
<interaction>
<deviceType> ejemplo de dispositivo o vacı´o </deviceType>
<interactionType> ejemplo de tipo de interaccio´n o vacı´o </interactionType>
<latitude> ejemplo de latitud o vacı´o </latitude>











<init> ejemplo true o false </ init >
<componentData> ... </componentData> ...
<componentData> ... </componentData>

















3.4.1.4. Operacio´n Default Init
Esta operacio´n es la u´ltima dentro del servicio Session Service que da soporte a la gestio´n
de inicio de los usuarios en el sistema. Esta operacio´n se emplea con el objetivo dar un
contexto inicial a los usuarios que no esta´n registrados en el sistema para asignarles un
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modelo de arquitectura por defecto, es decir una configuracio´n para la arquitectura de
inicio. Este servicio es controlado por el componente COSSessionMM (Mo´dulo de Gestio´n
de Sesiones del COSCore) y hace uso de dos mo´dulos UIM (Mo´dulo de Informacio´n
de Usuarios), para crear un usuario ano´nimo y asignarles un modelo de arquitectura
concreto (CAM), y DMM (Mo´dulo de Visualizacio´n de Componentes) para obtener
el modelo CAM ano´nimo. La interfaz y los para´metros de entrada y de salida de la
operacio´n se muestran a continuacio´n. Ma´s adelante se realiza una explicacio´n para





4 public DefaultInitSessionResult defaultInit();
Para´metros de Entrada/Salida:
Para´metros de entrada
La operacio´n no tiene para´metros de entrada
Para´metros de salida
result Un valor structure DefaultInitSessionResult con los valores de salida:
boolean init Variable que muestra si tuvo e´xito la accio´n, true
si tiene e´xito la creacio´n del usuario ano´nimo y la
obtencio´n de su modelo por defecto.
string anonymousId Texto con el identificador de usuario ano´nimo
en la BD, devuelve la cadena -1 si hay algu´n
error. Este identificador es u´nico y esta´ formado
por una cadena de texto que contiene la cadena
anonymous, ma´s la fecha y hora del sistema con
una precisio´n de milisegundos.
list structure componentData Lista de componentes del modelo concreto para
ese usuario (ve´ase la estructura en la tabla de la
operacio´n Init user).
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: Esta operacio´n hace uso de las operaciones CreateUser (servicio privado
User service), Login e Init user architecture (ambas del servicio Session service). Por
tanto, la operacio´n Default Init crea una sesio´n de usuario ano´nimo, creando un tipo
de usuario especial ano´nimo, iniciando la sesio´n del usuario y asignando un modelo
de arquitectura mashup establecido por omisio´n para usuarios ano´nimos. Este usuario
ano´nimo sera´ identificado del resto por la fecha de conexio´n a la aplicacio´n, hora, mi-
nutos y segundos. Hay que tener en cuenta que en un momento dado ese usuario puede
solicitar darse de alta en el entorno, por lo que ser´ıa necesario almacenar el estado de su
modelo de arquitectura de componentes para la aplicacio´n, siempre y cuando no haya se-
leccionado un perfil de usuario determinado durante el proceso de registro en el sistema;
en caso contrario se le asignar´ıa el modelo de arquitectura de componente por omisio´n
establecido para el perfil elegido (hay que recordar que para cada perfil de usuario, en
el sistema existe un modelo de arquitectura de componentes por omisio´n). La operacio´n
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devuelve como respuesta la estructura DefaultInitSessionResult compuesta por una
variable lo´gica que indica el e´xito de la operacio´n, el identificador creado para ese usuario
ano´nimo, una la lista de componentes por defecto para el usuario ano´nimo y un mensaje
correspondiente a la operacio´n realizada.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar al-
guna clase necesaria para la ejecucio´n.
PSQLException Se produce por problemas en la conexio´n a la ba-
se de datos, al crear o consultar el usuario ano´ni-
mo.
Error in Architectural Models BD Se produce por problemas en la consulta a la base
de datos de modelos de arquitectura.
Error in Wookie Se produce por problemas en la consulta al repo-
sitorio Wookie.
Comportamiento: El flujo de tareas del comportamiento de la operacio´n mostrada
en la Figura 3.18 es muy parecido al de la operacio´n Init user architecture mostrado
anteriormente, salvo que en este caso, no se lee el usuario de la base de datos, sino que se
crea un usuario por defecto. Observando el flujo de tareas de comportamiento, en primer
lugar, cuando se accede directamente a la aplicacio´n mashup, desde el lado cliente se
solicita el establecimiento de la operacio´n InitUserArchitecture con el servidor JavaScript
que recibe la peticio´n y emite la solicitud de inicializacio´n al mo´dulo COSSessionMM.
Dicho mo´dulo, por medio de la tarea Initialize user architecture, inicializa el modelo
de arquitectura de la aplicacio´n mashup que hay por defecto en el sistema, preparado
para el usuario ano´nimo. Cuando ya se tiene el modelo de arquitectura de la aplicacio´n
mashup para el usuario ano´nimo, el modelo se carga en memoria. Este proceso de inicio
conlleva leer los componentes de la base de datos de componentes dependiendo del
tipo de aplicacio´n, esto es, si la aplicacio´n es de tipo Java o de tipo Web. Antes de
leer los componentes de sus respectivos repositorios, se consultan las propiedades de los
componentes por medio del controlador Manage component specifications. Tras ello, bien
el controlador Manage Java o el controlador Manage Wookie (dependiendo del tipo de
aplicacio´n) acceden al repositorio de componentes, y si no existen instancias asociadas
a dichos componentes, las crean. Estas instancias se usan por la aplicacio´n mashup del
lado cliente. De esta forma, se reciben las instancias en el mo´dulo DMM, que se pone
en contacto con el mo´dulo COSSessionMM para devolver la lista de componentes para
hacer el despliegue correcto de la aplicacio´n mashup ubicada en el lado cliente.
Implementacio´n: En el siguiente listado se muestra parte del co´digo de la implemen-
tacio´n de la operacio´n Default init. En primer lugar, se crea el mo´dulo COSSessionMM
(l´ınea 8) que se encarga de construir el conjunto de componentes pertenecientes a la
aplicacio´n mashup. Una vez obtenido dicho mo´dulo, se llama al me´todo initAnonymous.
Este me´todo es el nu´cleo de la operacio´n, encargado de crear un usuario ano´nimo en
la base de datos de usuarios, y al cual se le asigna un modelo de aplicacio´n por de-
fecto para este tipo de usuarios. A continuacio´n, se crean todos lo mo´dulos necesarios
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Figura 3.18: Operacio´n Default Init de Session Service
en la infraestructura para dar soporte a la aplicacio´n mashup. Despue´s se generan to-
das las instancias necesarias para la aplicacio´n mashup de dicho usuario. Este conjunto
de instancias son devueltas a trave´s de la variable result. Esta variable es de tipo
DefaultInitSessionResult. En caso de producirse algu´n error en el proceso de inicia-
lizacio´n de la aplicacio´n, ocurrira´ un error gestionado con el bloque catch, informando
con un mensaje de “Internal Server Error”.
1 public DefaultInitSessionResult defaultInit(){
2
3 DefaultInitSessionResult result = new DefaultInitSessionResult();
4 COSSessionMM cossmng = null;
5 Context initialContext;
6 try {
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7 initialContext = new InitialContext();
8 cossmng = (COSSessionMM) initialContext.lookup("java:app/cos/COSSessionMM");
9 result = cossmng.initAnonymous();
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3.4.2. Servicio Communication Service
El servicio Communication Service se encarga de dar soporte a la sesio´n de los usuarios en
el sistema, y esta´ constituido por una u´nica operacio´n denominada Get links components,
que se describe a continuacio´n.
3.4.2.1. Operacio´n Get Link Components
La operacio´n Get Link Components se emplea para que el servidor nodejs pueda obtener
las conexiones para un determinado puerto de un componente, y de esta forma saber
con que´ otros componentes se comunica y que´ puertos intervienen. Este servicio es
controlado por el componente TMM (Mo´dulo de Gestio´n de Transaccio´n). La interfaz y










params Un valor structure GetLinksParams con los para´metros:
string userId Identificador de usuario con una sesio´n iniciada en
el sistema. Obligatorio no nulo.
string componentInstance Instancia del componente. Obligatorio no nulo.
string PortId Puerto del componente. Obligatorio no nulo.
Para´metros de salida
result Un valor structure GetLinksResult con los valores de salida:
boolean gotten true si tiene e´xito la obtencio´n de la lista de com-
ponentes para ese usuario, false si no.
string portList Cadena con lista concatenada de puertos que co-
nectan con el puerto consultado.
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: El propo´sito de esta operacio´n es resolver caminos de comunicacio´n de
las dependencias entre componentes de la aplicacio´n mashup. Por ejemplo, para el caso
de una interfaz gra´fica mashup como la de ENIA pueden existir en el lado cliente dos
componentes mapa A y B relacionados entre s´ı, de forma que la interaccio´n del usuario
sobre uno de ellos afecte al otro. La comunicacio´n entre dichos componentes no sucede en
el lado cliente, sino que a trave´s de esta operacio´n, se establece un canal de comunicacio´n
hacia el lado servidor donde se produce el intercambio de informacio´n de A hacia B y que
finalmente se despliega en el cliente. La operacio´n acepta en su entrada una estructura
de datos GetLinksParams con el identificador del usuario que tiene la sesio´n iniciada,
el identificador de instancia del componente a consultar y el puerto en cuestio´n; estos
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valores son obligatorios y adema´s no nulos. La operacio´n calcula la tabla de enrutamiento
de los componentes y busca la ruta para el componente y puerto proporcionado. Como
resultado, la operacio´n devuelve la estructura GetLinksResult que contiene un valor
booleano para indicar si pudo o no realizar el proceso de encaminamiento de informacio´n
entre los componentes, una cadena con los puertos a los que se puede conectar y un
mensaje correspondiente a la operacio´n realizada. En la siguiente tabla se resume los
tipos de mensajes que la operacio´n puede devolver.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar
alguna clase necesaria para la ejecucio´n.
Not found or
Empty userId Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty Component Instance Error
Se produce cuando se omite este para´metro en
la llamada al servicio.
Not found or
Empty Port Error
Se produce cuando se omite este para´metro en la
llamada al servicio o sin valor. Tambie´n cuando
el puerto consultado no existe en la BD.
PSQLException Se produce por problemas en conexio´n en BD.
Error in Architectural Models BD Se produce por problemas en la consulta a la
base de datos de modelos de arquitectura.
Comportamiento: En la Figura 3.19 se muestra el flujo de tareas que sucede inter-
namente a la operacio´n. Como se ha adelantado, esta operacio´n establece un canal de
comunicacio´n para el paso de informacio´n entre dos componentes relacionados en la
aplicacio´n mashup desplegada en el lado cliente. Para comunicar componentes entre s´ı
la aplicacio´n cliente emite hacia el servidor JavaScript el identificador del componente
encargado de realizar la emisio´n y la informacio´n que quiere enviar de ese componen-
te. A continuacio´n, el servidor JavaScript reenv´ıa la solicitud a la operacio´n Get link
components. Esta operacio´n realiza un registro del proceso de comunicacio´n que esta´
teniendo lugar entre los componentes y para ello utiliza el mo´dulo Store interaction.
Almacenar esta interaccio´n implica tener que utilizar el controlador Manage interaction
para acceder a la base de datos Interaction. En paralelo, se resuelve el env´ıo de la infor-
macio´n al otro componente mediante la tarea Calculate routing del mo´dulo TMM. Esta
tarea utiliza una estructura de datos localizada en memoria que es dependiente para
cada aplicacio´n mashup de un usuario. Esta estructura de datos se construye cuando
se lee por primera vez el modelo de arquitectura de la aplicacio´n mashup del usuario y
contiene que´ componentes esta´n relacionados entre s´ı. A continuacio´n, el mo´dulo TMM
devuelve al servidor JavaScript el identificador de componente al cual se debe enviar
la informacio´n. Una vez llega la informacio´n al servidor JavaScript, e´ste decide si debe
comunicarse con la aplicacio´n Java o Web.
Implementacio´n: En el siguiente listado se muestra parte del co´digo de la implemen-
tacio´n realizada para la operacio´n Get link components. Observando el co´digo, primero
se comprueba si ha habido algu´n problema en la recepcio´n de los para´metros en la ope-
racio´n del servicio. Si todo ha llegado de forma correcta, se obtiene el mo´dulo TMM
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Figura 3.19: Operacio´n Get link components de Communication Service
perteneciente al usuario en la l´ınea 15. En la l´ınea 16 se localiza con que´ componente
se debe comunicar el primero, encargado de emitir la informacio´n a trave´s del me´todo
calculateConnectedPorts. En este me´todo se hace uso de una estructura de datos au-
xiliar y cargada en memoria. Esta estructura de datos se construye a partir del modelo
de la aplicacio´n mashup en el momento de inicializar la aplicacio´n. Esta estructura de
datos contiene la arquitectura de componentes y sus relaciones, donde se establece que´
componentes esta´n conectados entre s´ı, permitiendo resolver de forma ra´pida la consulta.
Una vez se conoce a que componente o componentes se debe informar, se construye un
objeto de tipo GetLinksResult.
1 public GetLinksResult getLinksComponents(GetLinksParams params) {
2
3 GetLinksResult result = new GetLinksResult();
4 result.setGotten(false);
5 result.setPortList(null);
6 if (params.getUserId() != null && params.getUserId().compareTo("") != 0) {
7 if (params.getComponentInstance() != null
8 && params.getComponentInstance().compareTo("") != 0) {
9 if (params.getPortId() != null
10 && params.getPortId().compareTo("") != 0) {
11 TMM tmm = null; Context initialContext;
13 try { initialContext = new InitialContext();
15 tmm = (TMM) initialContext.lookup("java:app/cos/TMM");
16 result = tmm.calculateConnectedPorts(params.getUserId(),
17 params.getComponentInstance(), params.getPortId());
18 } catch (Exception e) {
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19 LOGGER.error(e); result.setMessage("> Internal Server Error"); }
20 } else {
21 LOGGER.error("Not found o Empty Port Error");
22 result.setMessage("> Not found o Empty Port Error"); }
23 } else {
24 LOGGER.error("Not found o Empty Component Instance Error");
25 result.setMessage("> Not found o Empty Component Instance Error"); }
26 } else {
27 LOGGER.error("Not found o Empty userid Error");









<userId> ejemplo Id </userName>
<componentInstance> ejemplo de identificador de componente </componentInstance>










<gotten> ejemplo true o false </gotten>
<portList> ejemplo lista de puertos </portList>











<portList> No connected ports </portList>
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3.4.3. Servicio Component Service
El servicio Component Service se encarga de dar soporte a los cambios producidos sobre
los componentes de la aplicacio´n mashup. El servicio contiene una u´nica operacio´n,
denominada como Update Architecture y que se describe a continuacio´n.
3.4.3.1. Operacio´n Update Architecture
La operacio´n Update Architecture tiene una doble funcionalidad. Por un lado, se encarga
de gestionar las distintas acciones que se pueden producir sobre los componentes de la
aplicacio´n mashup. Como se ha venido comentando, el modelo de infraestructura COS-
core propuesto se ha llevado a cabo sobre la implementacio´n de una interfaz gra´fica Web
de usuario basada en componentes widgets, como escenario de aplicacio´n mashup. Dicha
interfaz esta´ compuesta por una coleccio´n de componentes con un taman˜o prestableci-
do, dispuestos y ordenados en una rejilla (no visible). Los usuarios pueden directamente
interaccionar sobre los componentes para realizar ciertas acciones sobre ellos. Para la
implementacio´n, se han desarrollado estas cinco acciones:
(a) add: an˜ade un nuevo componente al modelo de la aplicacio´n mashup (i.e., a la
rejilla, en el caso de interfaces gra´ficas mashup) previamente seleccionado por el
usuario desde un cata´logo de componentes.
(b) delete: elimina un componente del modelo de la aplicacio´n mashup, esto es, elimina
de la rejilla un componente seleccionado por el usuario.
(c) changeproperty: cambia alguna de las propiedades de algu´n componente pertene-
ciente al modelo de la aplicacio´n mashup.
(d) groupfromdesktop: agrupa algu´n componente del escritorio de componentes perte-
neciente al modelo de la aplicacio´n mashup. Esta accio´n tiene lugar so´lo para las
aplicaciones mashup de tipo web.
(e) ungroupfornew: desagrupa un conjunto de componentes que forman parte de la
aplicacio´n mashup. Esta accio´n so´lo tiene lugar para las aplicaciones mashup web.
Las acciones de agrupacio´n y desagrupacio´n de componentes son gestionadas me-
diante contenedores, de forma parecida a como han sido descritos previamente en el
Cap´ıtulo 2 en los patrones de dependencias. En el cap´ıtulo siguiente se describe un caso
estudio completo de aplicacio´n mashup de una interfaz gra´fica basada en componentes
widgets denominada ENIA, donde se describira´n en detalle las acciones permitidas sobre
los componentes de la interfaz, y sobre las cuales se ha realizado la implementacio´n de
la operacio´n Update Architecture.
Por otro lado, esta operacio´n tambie´n se encarga de almacenar todas estas acciones
de interaccio´n en una base de datos de interaccio´n, con el propo´sito de llevar un registro
“Log” de la interaccio´n8. Como veremos ma´s abajo, este servicio es controlado por el
8En la actualidad, esta informacio´n de registro de interaccio´n almacenada esta´ siendo usada por el
Grupo de Investigacio´n TIC-211 en otra tesis doctoral en curso para inferencia de informacio´n.
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componente DMM (Mo´dulo de Visualizacio´n de Componentes) y hace uso del mo´dulo
IMM (Mo´dulo de Gestio´n de la interaccio´n) para registrar en la base de datos de inter-
accio´n los cambios realizados. La interfaz y los para´metros de entrada y de salida de la





4 public UpdateArchitectureResult updateArchitecture(
5 @WebParam(name="params", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) UpdateArchitectureParams params);
Para´metros de Entrada/Salida:
Parametros de entrada
params Un valor structure UpdateArchitectureParams con los para´metros:
string userId Id de usuario con una sesio´n iniciada en el sis-
tema. Para´metro obligatorio no nulo.
string actionDone Tipo accio´n: add, delete, changeproperty,
groupfromdesktop, o ungroupfornew. Para´me-
tro obligatorio no nulo.
string componentInstance Vac´ıo para este caso.
liststructure newComponentData Lista de componentes del modelo concreto pa-
ra ese usuario. Ve´ase estructura ComponentData
definida en la operacio´n Init User Architecture.
structure interaction Un valor structure con los datos de interaccio´n
que puede proporcionar el usuario. Ve´ase es-
tructura Interaction definida en la operacio´n
Init User Architecture.
Para´metros de salida
result Un structure UpdateArchitectureResult con los valores de salida:
boolean allowed Variable que muestra si tuvo e´xito la accio´n,
true si tiene e´xito la obtencio´n de la lista de
componentes para ese usuario, false si no.
liststructure oldComponentData Lista antigua de componentes del modelo
concreto para ese usuario. Ve´ase estructura
ComponentData definida en la operacio´n Init
User Architecture.
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: La operacio´n Update architecture es la operacio´n ma´s compleja de todas
las operaciones pertenecientes a los servicios pu´blicos. Como se ha dicho, el objetivo de
esta operacio´n es hacer cambios sobre el modelo de arquitectura de componentes de las
aplicaciones mashup. Eso implica que debe gestionar todos los cambios de taman˜o de los
componentes, cambios de posicio´n de los componentes dentro del modelo de arquitectu-
ra de la aplicacio´n mashup, debe controlar la eliminacio´n y agregacio´n de componentes
dentro del modelo, adema´s de otros eventos relacionados con los escenarios de experi-
mentacio´n que aqu´ı se tratan. La operacio´n en primer lugar identifica la accio´n a realizar,
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acto seguido comprueba que la operacio´n sea posible y se permita para ese modelo, desa-
rrolla la accio´n haciendo los cambios necesarios en el modelo de componente concreto
y en las bases de datos y por u´ltimo se encarga de mandar registrar la interaccio´n rea-
lizada. Para ello, la operacio´n recibe un objeto de tipo UpdateArchitectureParams el
cual contiene una cadena de texto con el identificador de usuario con el que se identifica
la aplicacio´n mashup que sufrira´ algu´n cambio. Tambie´n, en caso de tratarse de una
operacio´n relacionada con un componente en concreto, se almacena en este objeto el
identificador del componente que se ve afectado. Adema´s, contiene una lista del resto de
componentes que el modelo de arquitectura de la aplicacio´n contiene. Por u´ltimo, guar-
da la accio´n que se realizara´ sobre el modelo para tenerla en cuenta cuando se actu´en
sobre los cambios. Esta operacio´n esta´ soportada por el mo´dulo Display Management
Module (DMM ). Este mo´dulo esta´ dedicado a gestionar todos los procesos de visua-
lizacio´n de la aplicacio´n mashup. Como respuesta, la operacio´n devuelve el objeto de
estructura UpdateArchitectureResult con una variable que indica si se ha permitido
la accio´n, un mensaje correspondiente a la operacio´n realizada, en caso de error, la lista





Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty ComponentsInstance Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty Action Done Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.Posx or Posy List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.idHtml List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.Alias List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.componentname List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.instanceID List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.Servicios.componentalias List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.Servicios.componentname List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.Servicios.instanceId List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found or
Empty News Components.Numero servicios List Error
Se produce cuando se omite este para´metro en la
llamada al servicio o no se proporciona un valor.
Not found Interaction Information Error Se produce cuando se omite este para´metro en la
llamada al servicio.
Not found Component Se produce cuando el componente proporcionado
que sufre la accio´n no se localiza en el sistema.
PSQLException Se produce por problemas en la conexio´n a la base
de datos.
Error in Architectural Models BD Se produce por problemas en la consulta a la base
de datos de modelos de arquitectura.
Error in Wookie Se produce por problemas en la consulta al reposi-
torio Wookie.
Error in Register Interaction Se produce por problemas en la consulta a la base
de datos de interaccio´n.
Error in Component specification BD Se produce por problemas en la consulta a la base
de datos de especificacio´n de componentes.
Internal Server Error Se produce por fallos en el servidor al buscar alguna
clase necesaria para la ejecucio´n.
COScore: una infraestructura de servicios para el despliegue de aplicaciones Mashup
CAPI´TULO 3. COSCORE: MODELO DE SERVICIOS Y OPERACIONES 165
Comportamiento: En la Figura 3.20 se muestra el flujo de informacio´n interno de
la operacio´n Update Architecture. Desde la aplicacio´n mashup se env´ıa a esta opera-
cio´n del servicio del COScore el componente sobre el que se realizo´ alguna accio´n de
cambio (i.e., add, delete, changeproperty, groupfromdesktop, ungroupfornew) jun-
to a la lista de componentes que conforman la arquitectura de la aplicacio´n mashup. El
servidor JavaScript, situado en la capa dependiente de la plataforma, reenv´ıa la interac-
cio´n a la operacio´n Update architecture del servicio Component Service. Una vez dentro
del servicio se lee el identificador del modelo de arquitectura asociada a la aplicacio´n
mashup del usuario, para posteriormente acceder a dicho modelo mediante el mo´dulo
DMM. A continuacio´n, el mo´dulo DMM decide que´ accio´n se lleva a cabo sobre el mo-
delo de la aplicacio´n mashup en funcio´n de la accio´n introducida por para´metros en la
operacio´n. Cuando se llega a este punto, se modifica el modelo de arquitectura de la
aplicacio´n mashup, cambiando alguna propiedad del componente, eliminando un com-
ponente o agrega´ndolo. La accio´n de an˜adir un componente implica previamente leer
las propiedades del componente pasando por el controlador Manage component specifi-
cations para poder interactuar con la base de datos Concrete component specifications.
A continuacio´n, se guarda el modelo de arquitectura de la aplicacio´n mashup y se re-
gistra la interaccio´n en la base de datos Interaction, invocando al controlador Manage
interaction. Para finalizar, se reconstruye la nueva lista de componentes que conforman
la aplicacio´n mashup. Esta lista se devuelve a trave´s del servicio, para que la aplicacio´n
mashup pueda reconstruirse (desplegarse en el lado cliente).
Implementacio´n: En el listado siguiente se muestra parte del co´digo de la operacio´n
Update architecture. Primero, se comprueban la validez de los para´metros de entrada
(l´ınea 9) y que el identificador del usuario sea el correcto. Tambie´n se comprueba que el
para´metro actionDone de la estructura UpdateArchitectureParams y la lista de compo-
nentes no sean nulos (l´ıneas 10 y 11 respectivamente). En caso de no haberse producido
ningu´n error, se comienzan a realizar los cambios necesarios sobre el modelo. Debido a
que la implementacio´n de esta operacio´n es demasiado extensa, en este documento se ha
incluido so´lo una pequen˜a parte del mismo. La implementacio´n completa esta´ disponible
en el portal web de COScore API elaborado para esta tesis doctoral9. Todas las acciones
de la operacio´n son manejadas por el mo´dulo DMM. Por u´ltimo, se lanza un mensaje de
error en caso de no poder realizarse ninguna de las acciones mencionadas.
1 public UpdateArchitectureResult updateArchitecture(UpdateArchitectureParams params){
2 UpdateArchitectureResult result = new UpdateArchitectureResult();
3 InterModulesData resultDMMforError = new InterModulesData();
4 try { Context initialContext = new InitialContext();
5 DMM dmm = (DMM)initialContext.lookup("java:app/cos/DMM");
6 resultDMMforError = dmm.getCurrentModelforUser(params.getUserId(),null);
7 result.setOldComponentData(resultDMMforError.getModel());
8 result.setAllowed(false);
9 if (params.getUserId() != null && params.getUserId().compareTo("") != 0) {
10 if (params.getActionDone() != null){
11 if (params.getNewsComponentData() != null){
12 if (...) {
13 switch (params.getActionDone()){
9COScore API — http://acg.ual.es/projects/enia/ui/webservices/
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14 case "add": ... result = dmm.updateArchitectureforUser(...); ... break;
15 case "delete": ... result = dmm.updateArchitectureforUser(...); ... break;
16 case "changeproperty": ... result = dmm.updateArchitectureforUser(...); ...
17 break;
18 case "groupfromdesktop": ... result = dmm.updateArchitectureforUser(...); ...
19 break;
20 case "ungroupfornew": ... result = dmm.updateArchitectureforUser(...); ...
21 break;
22 default:
23 LOGGER.error("Not found or Empty Action Done Error");
24 result.setMessage("> Not found or Empty Action Done Error");
25 break;
26 }
27 // Errors ...
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Figura 3.20: Operacio´n Update architecture de Component Service
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<userId> ejemplo de Id </userId>
<actionDone> add </actionDone>
<newComponentData>
<componentname> ejemplo de component Name </componentname>
<componentAlias> ejemplo de component Alias </componentAlias>
<instanceId> ejemplo de Instance Id o vacı´o si es el nuevo </instanceId>
<idHtml> ejemplo de IdHtml </idHtml>
<posx> ejemplo de posx </posx>





<deviceType> ejemplo de dispositivo o vacı´o </deviceType>
<interactionType> ejemplo de tipo de interaccio´n o vacı´o </interactionType>
<latitude> ejemplo de latitud o vacı´o </latitude>













<userId> ejemplo de Id </userId>
<actionDone> delete </actionDone>
<componentInstance> Id del componente borrado </componentInstance>
<newComponentData>
<instanceId> ejemplo de Instance Id </instanceId>
<posx> ejemplo de posx </posx>
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<userId> ejemplo de Id </userId>
<actionDone> changeproperty </actionDone>
<componentInstance> Id del componente </componentInstance>
<newComponentData>
<instanceId> ejemplo de Instance Id </instanceId>

















<userId> ejemplo de Id </userId>
<actionDone> groupfromdesktop </actionDone>
<componentInstance> Id del COTsget eliminado </componentInstance>
<newComponentData>
<instanceId> ejemplo de Instance Id </instanceId>
<posx> ejemplo de posx </posx>
<posy> ejemplo de posy </posy>










Ejemplo Peticio´n XML (ungroupfornew):
<soapenv:Envelope xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:ws="http://ws.cos.acg.ual.es/">
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<userId> ejemplo de Id </userId>
<actionDone> ungroupfornew </actionDone>
<componentInstance> Id del componente creado </componentInstance>
<newComponentData>
<instanceId> ejemplo de Instance Id </instanceId>
<idHtml> ejemplo de IdHtml, debe incluir el nuevo identificador
del nuevo COTSget que se ha creado </idHtml>
<posx> ejemplo de posx </posx>
<posy> ejemplo de posy </posy>
<numero_servicios> ejemplo de numero de servicios cargado






























<message> > org.postgresql.util.PSQLException: ERROR: no existe la relacio´n
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3.4.4. Servicio Interaction Service
El servicio Interaction Service representa el u´ltimo servicio pu´blico de COScore. Este
servicio se encarga de dar soporte al registro manual de la interaccio´n de usuarios. Al
igual que los otros dos servicios pu´blicos, e´ste tambie´n esta´ compuesto de una u´nica
operacio´n denominada Register Interaction la cual se describe a continuacio´n.
3.4.4.1. Operacio´n Register Interaction
La operacio´n Register Interaction esta´ preparada para almacenar otra interaccio´n del
usuario con la aplicacio´n mashup que pueda surgir, distinta a la tenida en cuenta en el
sistema (tal y como se ha descrito en la operacio´n Update Architecture). Esta operacio´n
se emplea con el objetivo de que el usuario pueda registrar informacio´n como crea con-
veniente en la BD, ma´s alla´ de la que se registra al interactuar con el sistema de forma
automa´tica. Por ejemplo, cuando se realiza un cierre de sesio´n, esta interaccio´n no se
captura a trave´s de la operacio´n Update Architecture puesto que no realiza ninguna mo-
dificacio´n de la aplicacio´n mashup. No obstante, el usuario y/o la aplicacio´n (actuando
como clientes de la infraestructura) pueden llevar a cabo el registro de dicha interaccio´n.
Esta operacio´n se realiza a trave´s del mo´dulo IMM (Mo´dulo de Gestio´n de Interaccio´n).





4 public RegisterInteractionResult registerInteraction(
5 @WebParam(name="params", targetNamespace="http://ws.cos.acg.ual.es/")
6 @XmlElement(required=true) RegisterInteractionParams params);
Para´metros de Entrada/Salida:
Para´metros de entrada
params Un valor structure RegisterInteractionParams con los para´metros:
string userId Id de usuario con una sesio´n iniciada en el
sistema. Obligatorio no nulo.
string newSession Nueva sesio´n iniciada en el sistema, “0” y
“1” cuando se registra la interaccio´n por el
sistema.
structure interaction Un structure con los datos de interac-
cio´n que proporciona el usuario. Estructura
Interaction, definida en la operacio´n Init
User Architecture.
string operationPerformed La operacio´n que se ha llevado a cabo y que
se va a registrar. Obligatorio no nulo.
string componentId Instancia del componente.
list string groupComponent Lista de servicios agrupados. Se utiliza para
expresar el conjunto de servicios de un com-
ponente que ha sufrido una agrupacio´n.
list string ungroupComponent Lista de servicios agrupados. Se utiliza para
expresar el conjunto de servicios de un com-
ponente que ha sufrido una desagrupacio´n.
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liststructure cotsget Lista de componentes del modelo concre-
to para ese usuario. Es una estructura
Interaction, definida en la operacio´n Init
User Architecture.
Para´metros de salida
result Un structure RegisterInteractionResult con los valores de salida:
boolean registered true si tiene e´xito la insercio´n en la BD de
interaccio´n, false si no.
string message Mensaje de e´xito o de error y su tipo.
Descripcio´n: Esta operacio´n no pretende guardar interaccio´n que tiene lugar dentro de
los componentes, sino almacenar interaccio´n que tiene lugar en la aplicacio´n en s´ı. Esta
interaccio´n puede estar relacionada con cambios de taman˜o de los componentes, cambios
de posicio´n, eliminacio´n o agregacio´n de componentes dentro de la aplicacio´n mashup,
as´ı como procesos de comunicacio´n entre los componentes que constituyen la aplicacio´n.
Como se puede comprobar en la interfaz, mostrada anteriormente, la operacio´n acepta
en su entrada una estructura RegisterInteractionParams que contiene el identificador
del usuario con la sesio´n iniciada y el tipo de accio´n de interaccio´n realizada sobre la
aplicacio´n mashup; estos valores son obligatorios y adema´s no nulos. Opcionalmente se
puede enviar el resto de informacio´n de interaccio´n y el estado del modelo (i.e., el estado
de la arquitectura de la aplicacio´n mashup). La operacio´n obtiene la hora de sistema e
inserta la interaccio´n en la base de datos de interaccio´n. Devuelve como respuesta una
estructura RegisterInteractionResult con una variable que indica el e´xito o no de la
operacio´n, y un mensaje correspondiente a la operacio´n realizada. En la siguiente tabla
se muestra el listado de tipos de mensaje que la operacio´n puede devolver.
Mensajes de error:
error descripcio´n
Internal Server Error Se produce por fallos en el servidor al buscar alguna
clase necesaria para la ejecucio´n.
Not found or
Empty userid Error
Se produce cuando se omite este para´metro en la lla-
mada al servicio o no se proporciona un valor.
Not found or
Empty Operation Performed
Se produce cuando se omite este para´metro en la lla-
mada al servicio.
Error in Register Interaction Se produce por problemas en la consulta a la base de
datos de interaccio´n.
PSQLException Se produce por problemas en la conexio´n a la base de
datos.
Comportamiento: En la Figura 3.21 se muestra un diagrama con el flujo de tareas que
suceden al llamar la operacio´n Register Interaction. Como se ha dicho, esta operacio´n
se utiliza cada vez que se pretende almacenar informacio´n sobre la interaccio´n que se
produce en la aplicacio´n mashup. Como se puede observar, esta comunicacio´n conlleva
realizar el env´ıo de interaccio´n a trave´s del servidor JavaScript. Dicho servidor se pone
en contacto con el servicio Register interaction para informar sobre el suceso. La ope-
racio´n del servicio informa al mo´dulo IMM (encargado de la gestio´n de la interaccio´n
procedente de las aplicaciones) sobre lo sucedido, envia´ndole la informacio´n necesaria
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para el registro de dicha interaccio´n. Por u´ltimo, el mo´dulo informa al controlador Ma-
nage Interaction para guardar la interaccio´n en la base de datos Interaction. Para los
procesos de almacenamiento de informacio´n no so´lo se registran tareas de comunicacio´n
entre componentes, si no tambie´n procesos de redimensio´n de componentes, cambios de
posicio´n de los componentes de la aplicacio´n mashup junto a procesos de eliminacio´n y
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Figura 3.21: Operacio´n Register interaction de Interaction Service
Implementacio´n: Respecto a la implementacio´n, en el siguiente listado se muestra par-
te del co´digo de la operacio´n Register Interaction. En primer lugar, se obtiene el mo´dulo
IMM perteneciente al usuario de la aplicacio´n (l´ıneas 6-7). Despue´s se comprueba que
los valores pertenecientes al para´metro de entrada son los correctos, primero verificando
que el identificador del usuario es correcto, y luego si el para´metro operationPerformed
del objeto RegisterInteractionsParams, reservado para definir el tipo de interaccio´n
que se desea almacenar, no es nulo o no esta´ vac´ıo. Si esta´ libre de errores, se proce-
de a almacenar la informacio´n de la interaccio´n (l´ınea 11). Aqu´ı, se llama al me´todo
registerinteraction del mo´dulo IMM al cual se le pasa la informacio´n necesaria para
ser almacenada en la base de datos de interaccio´n. Almacenar la informacio´n de la inter-
accio´n implica guardar en la base de datos de interaccio´n todas las variables existentes
de la clase RegisterInteractionParams. Estas variables son: el identificador del usuario
que produjo la interaccio´n, el tipo de interaccio´n que se produjo en la aplicacio´n, y los
identificadores del componente y del modelo (i.e., arquitectura de aplicacio´n mashup)
sobre los cuales se produjeron la interaccio´n. Si no se produce ningu´n error durante el
proceso de registro, se crea el objeto RegisterInteractionResult que sera´ devuelto a trave´s
del servicio.
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1 public RegisterInteractionResult registerInteraction(
2 RegisterInteractionParams params){
3 RegisterInteractionResult result = new RegisterInteractionResult();
4 InterModulesData resultIMMforError = new InterModulesData();
5 try{ Context initialContext = new InitialContext();
6 IMM imm = (es.ual.acg.cos.modules.IMM)initialContext.
7 lookup("java:app/cos/IMM");
8 if (params.getUserId() != null && params.getUserId().compareTo("") != 0) {
9 if (params.getOperationPerformed() != null &&
10 params.getOperationPerformed().compareTo("") != 0) {







18 } else {
19 LOGGER.error("Not found or Empty Operation Performed");
20 result.setMessage("> Not found or Empty Operation Performed");
21 result.setRegistered(false); }
22 } else {
23 LOGGER.error("Not found or Empty userId Error");
24 result.setMessage("> Not found or Empty userId Error");
25 result.setRegistered(false); }
26 } catch (Exception e) {
27 LOGGER.error(e);
28 result.setRegistered(false);









<userId> ejemplo de Id </userID>
<newSession> ejemplo de valor de sesio´n o vacı´o </newSession>
<interaction>
<deviceType> ejemplo de dispositivo o vacı´o </deviceType>
<interactionType> ejemplo de tipo de interaccio´n o vacı´o </interactionType>
<latitude> ejemplo de latitud o vacı´o </latitude>
<longitude> ejemplo de longitud o vacı´o </longitude>
</interaction>
<operationPerformed> ejemplo de operacio´n </operationPerformed>
<componentId> ejemplo de identificador de componente o vacı´o </componentId>
<groupComponent>




ejemplo de identificador de servicios en el componente desagrupado o vacı´o
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<registered> ejemplo true o false </registered>

















Este cap´ıtulo se centra en el modelo de servicios y operaciones que ha sido desarrollado
para la implementacio´n de la infraestructura propuesta en el presente trabajo de tesis
doctoral, que tiene el objetivo principal de permitir el despliegue y gestio´n de aplicaciones
mashup. Por esta razo´n, este apartado revisa otras infraestructuras parecidas construi-
das para gestionar este tipo de aplicaciones. Un ejemplo es el proyecto OMELETTE
[Chudnovskyy et al., 2012], que esta´ basado en las tecnolog´ıas de las aplicaciones mas-
hup para permitir a los usuarios crear sus propias plataformas de colaboracio´n. Esto
se consigue proporcionando un conjunto de herramientas y componentes (basados en
widgets de W3C) que soportan el desarrollo de mashup Telco [Gebhardt et al., 2012]
(aplicaciones mashup que permite la comunicacio´n a trave´s de diferentes canales). Tam-
bie´n hacen uso de modelos para gestionar los espacios de trabajo de los usuarios. Algunas
diferencias que se pueden encontrar con respecto al trabajo de tesis doctoral es que la
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infraestructura propuesta se centra en aplicaciones individuales y no se comparten es-
critorios para realizar tareas colaborativas, como ocurre en OMELETTE. Por otro lado,
en OMELETTE, las comunicaciones entre componentes se realizan a trave´s de Apache
Rave, lo cual limita que puedan existir procesos de comunicacio´n entre otros tipos de
componentes que no sean widgets. En la infraestructura desarrollada a lo largo de esta
tesis doctoral, se usa un servidor JavaScript para interconectar entre s´ı componentes de
diferentes tipos a trave´s de WebSockets. Otros proyectos similares a OMELETTE son
DashMash [Cappiello et al., 2011] y ServFace [Nestler et al., 2010].
En [Cappiello et al., 2015] se propone un framework para que los usuarios puedan
construir interfaces mashup basadas en componentes (de tipo widget) segu´n sus ne-
cesidades. Tambie´n hacen uso, como en nuestro caso, de MDE para la representacio´n
del entorno, aunque so´lo se centran en dar soporte a plataformas de tipo web. En este
trabajo de tesis doctoral en cambio se da soporte a mu´ltiples plataformas.
En [Aghaee et al., 2013] han creado un entorno, llamado NaturalMash, que permite
la construccio´n de interfaces de usuario mashup a trave´s de componentes de tipo widgets
seleccionados de una paleta de componentes. Estos componentes pueden ser arrastra-
dos y colocados en el espacio de trabajo para que el usuario pueda disen˜ar su propio
entorno. El sistema incluye una forma de seleccionar los componentes, implementada
mediante lenguaje natural. Pero su propuesta tiene algunas limitaciones como la posi-
bilidad de comunicar entre s´ı los componentes que forman el entorno, lo cual limita la
interoperatividad entre dichos componentes.
Con respecto al uso de servicios web para manejar interfaces de usuario mashup, hay
trabajos como [Ardito et al., 2014] donde se utilizan servicios web para proporcionar a
las aplicaciones la oportunidad de compartir espacios de trabajo construidos a partir
de interfaces de usuario mashup sobre diferentes dispositivos. Para realizar este proceso
de comparticio´n de espacios de trabajo se utilizan diferentes tipos de modelos. As´ı,
aparece un modelo para componer los patrones de la interfaz de usuario, definiendo los
componentes que deben de formar el espacio de trabajo, otro modelo para describir el
estado actual de la interfaz de usuario y un modelo de plantilla visual que integra datos
representativos sobre elementos gra´ficos. Estos modelos son proporcionados a trave´s de
servicios web que utilizan las aplicaciones mashup. A diferencia de la infraestructura
desarrollada en el trabajo de tesis doctoral, en este trabajo, los autores no dividen los
servicios como pu´blicos y privados para controlar el entorno, ni tampoco se permite que
dichos servicios puedan manejar otros elementos diferentes a los modelos, como son los
procesos de interaccio´n o gestio´n de usuarios.
Existen otros trabajos como [Hoyer et al., 2009] centrados en el uso de componentes
e interfaces de usuario mashup para la construccio´n de aplicaciones adecuadas a las
necesidades del usuario. Para ello, disponen de una coleccio´n de componentes a partir
de la cual los usuarios crean sus propios entornos. Asimismo, para realizar los procesos
de adaptacio´n del entorno de trabajo de los usuarios y manejar la comunicacio´n entre
los widgets, hacen uso de arquitecturas SOA. Por tanto, al igual que la infraestructura
construida en este trabajo de tesis doctoral, se hace uso de servicios para controlar los
procesos de gestio´n de las interfaces de usuario y la comunicacio´n entre los componentes.
Sin embargo, su propuesta no esta´ centrada en manejar otros entornos que no sean de
tipo web, lo que supone una limitacio´n para ampliar su utilidad a otras aplicaciones.
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3.6. Resumen y conclusiones
En este cap´ıtulo se ha descrito de forma detallada la capa independiente de la infraes-
tructura encargada de dar soporte a las aplicaciones mashup. Para ello, se ha realizado
un desglose de todos los elementos por los cuales esta´ constituido el modelo de servicios
y operaciones que da soporte a esta parte de la infraestructura.
En primer lugar se ha realizado una introduccio´n del cap´ıtulo centrada en la descrip-
cio´n de la estructura general del modelo de servicios y operaciones que forma parte de
la capa independiente del COScore de infraestructura. Posteriormente, se han detallado
todos los niveles por los que esta´ formada dicha capa. Para ello, se han descrito las par-
tes principales en las que se sustentan los servicios y operaciones desarrollados, i.e., las
bases de datos y los controladores. Existe una base de datos para los modelos de arqui-
tectura de las aplicaciones mashup (que tambie´n contiene la informacio´n relativa a los
usuarios), una base de datos para la interaccio´n que se produce en las aplicaciones, una
base de datos que maneja las especificaciones de los componentes concretos por los que
se forman las aplicaciones mashup, y cuatro bases de datos adicionales para gestionar
los componentes de tipo web (widgets) y los componentes de tipo Java.
Las bases de datos del modelo propuesto son manejadas por los controladores y, por
lo tanto, se ha descrito cua´l es la funcionalidad de cada uno de ellos. Por u´ltimo, en
el nivel ma´s pro´ximo a los servicios se encuentran los mo´dulos, que dotan de toda la
funcionalidad necesaria a las operaciones de los servicios web. Es decir, contienen y se
encargan de ejecutar la lo´gica de negocio de la capa independiente de la plataforma.
Adema´s, cada mo´dulo agrupa cierto tipo de funcionalidad de la infraestructura, como
por ejemplo, el mo´dulo de usuarios, que implementa toda la funcionalidad relacionada
con la gestio´n de los usuarios que interactu´an con las aplicaciones mashup desplegadas
por la infraestructura.
Como parte principal del cap´ıtulo, se ha descrito cada una de las operaciones que for-
man parte de los servicios de la infraestructura desarrollada. Se han establecido dos tipos
de acceso para dichos servicios, uno privado y otro pu´blico. Por un lado, los servicios
privados se utilizan de forma interna (por los desarrolladores y por la propia infraestruc-
tura) para la gestio´n de los datos principales que dan soporte a las aplicaciones mashup
(arquitecturas, componentes y usuarios). Por otro lado, los servicios pu´blicos son aque-
llos que son accesibles por las aplicaciones mashup y se utilizan para darles soporte,
incluyendo la gestio´n de las sesiones de los usuarios, la comunicacio´n entre componen-
tes, la actualizacio´n y reconfiguracio´n de la arquitectura y el registro de la interaccio´n.
Para cada servicio se ha mostrado cua´les son las operaciones por las cuales esta´ cons-
tituido y, para cada operacio´n se muestra la siguiente informacio´n: una introduccio´n
breve de la operacio´n, una definicio´n de las signaturas de su interfaz, el listado de los
para´metros de entrada y salida, una descripcio´n de la operacio´n, la lista de mensajes
de error permitida, una explicacio´n de su comportamiento usando un diagrama de flujo
de informacio´n, una descripcio´n de la implementacio´n junto con un fragmento del co´di-
go ma´s significativo, un ejemplo de invocacio´n de la operacio´n con su correspondiente
devolucio´n, y para finalizar, un ejemplo de error.
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U na vez presentado en los cap´ıtulos anteriores el modelo de infraestructura de COS-
core que da soporte a las aplicaciones mashup, en este cap´ıtulo describiremos algunas
pruebas de experimentacio´n realizadas, para la validacio´n de la propuesta desarrollada
en este trabajo de investigacio´n. Para ello, se ha implementado un prototipo de apli-
cacio´n mashup llamado ENIA, un tipo de interfaz gra´fica de usuario Web basada en
componentes widgets del W3C, desarrollado para la REDIAM (Red de Informacio´n Am-
biental de Andaluc´ıa) de la Junta de Andaluc´ıa. Dicho prototipo ha sido elaborado y
usado en este trabajo de tesis doctoral para justificar, por un lado, la validez de un mo-
delo mashup para interfaces gra´ficas de usuario Web, y por otro, la validez del modelo
de infraestructura COScore aqu´ı propuesto.
Como se ha visto en los anteriores cap´ıtulos, para la implementacio´n del modelo de
infraestructura COScore se ha seguido un paradigma de desarrollo basado en compo-
nentes y servicios, con una propuesta de arquitectura de despliegue en capas, donde
se ubican las bases de datos, controladores, mo´dulos y servicios (pu´blicos y privados).
Asimismo, la implementacio´n ha estado guiada por pruebas TDD (Test-Driven Devel-
opment) donde, para testar cada una de las operaciones de los servicios pu´blicos de
COScore, se ha elaborado un juego de pruebas y una herramienta de pruebas en l´ınea1.
En el Anexo A se incluye parte del juego de pruebas realizado para los servicios pu´blicos,
dado que son aquellos que pueden ser accesibles por terceros. Tambie´n se han llevado
a cabo unas pruebas de estre´s para medir el rendimiento de los servicios en tiempo de
ejecucio´n. Para ello, se ha desarrollado otro juego de pruebas diferente donde se miden
tasas de rendimiento principalmente en tres para´metros: (a) el taman˜o de la aplicacio´n
mashup que se despliega en el cliente, (b) el grado de acoplamiento de la arquitectura
de la aplicacio´n (i.e., nu´mero de conexiones entre los componentes) y (c) el nu´mero de
accesos concurrentes que se producen por parte de los usuarios.
El presente cap´ıtulo consta de cinco secciones principales, y queda estructurado de la
siguiente forma. La Seccio´n 4.1 contiene una breve descripcio´n del dominio de aplicacio´n
de la investigacio´n y una justificacio´n del prototipo desarrollado en el a´mbito de esta te-
sis doctoral. La Seccio´n 4.2 presenta una descripcio´n de la interfaz gra´fica mashup ENIA
(un sistema de informacio´n medioambiental basado en interfaces de componentes mas-
hup), que ha servido como marco experimental para realizar las pruebas de validacio´n y
evaluacio´n. Seguidamente, la Seccio´n 4.3 describe varios escenarios de prueba realizados
sobre ENIA, y donde se detallan la secuencia de tareas que suceden en la infraestruc-
tura COScore para llevar a cabo el despliegue de la aplicacio´n mashup ante diferentes
situaciones de partida. A continuacio´n, en la Seccio´n 4.4 se explican cua´les han sido los
juegos de prueba realizados para medir el rendimiento del sistema y se analizan algunas
consideraciones de los resultados obtenidos como consecuencia de la experimentacio´n.
El cap´ıtulo finaliza con un resumen y conclusiones generales en la Seccio´n 4.5.
1COScore API – http://acg.ual.es/projects/enia/ui/webservices/
Como aclaracio´n, el juego de herramientas de prueba disponibles en linea en el sitio web indicado
arriba, ha sido implementado de forma aislada para cada operacio´n de servicio pu´blico, con el propo´sito
de poder testar cada una de ellas por separado.
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4.1. Introduccio´n y conceptos relacionados
En el presente cap´ıtulo se describe el funcionamiento de la interfaz mashup ENIA. Como
se ha venido comentando hasta el momento, ENIA (cuyas siglas proceden de su te´rmino
en ingle´s ENvironmental Information Agent) es un prototipo de sistema de gestio´n me-
dioambiental que implementa el modelo de aplicacio´n mashup definido por el Grupo de
Investigacio´n de Informa´tica Aplicada (TIC-211) de la Universidad de Almer´ıa, en el
marco de un proyecto de excelencia de la Junta de Andaluc´ıa P10-TIC-61142 titulado
“Desarrollo de un agente web inteligente de informacio´n medioambiental” financiado por
la Consejer´ıa de Economı´a, Innovacio´n, Ciencia y Empleo.
Dicho modelo de aplicacio´n mashup permite y facilita que la arquitectura interna de
componentes que subyace detra´s de la misma (en este caso de la interfaz gra´fica de usua-
rio) pueda cambiar en el tiempo por s´ı misma. Esto se produce gracias a que las partes
que conforman la aplicacio´n se encuentran de´bilmente acopladas entre s´ı, permitiendo
con esto, por un lado, que los usuarios del sistema puedan configurar la apariencia de
sus interfaces, disen˜a´ndolas segu´n sus preferencias a partir de un cata´logo de componen-
tes, y pudiendo realizar un determinado conjunto de acciones sobre ellos, como an˜adir
nuevos componentes a la apariencia, quitar, mover, redimensionar, entre otras posibles
acciones que el sistema permita. Pero, por otro lado, las “bondades” o ventajas de una
aplicacio´n mashup van algo ma´s alla´ del mero hecho de que estas puedan ser modificadas
por los propios usuarios ad-hoc adapta´ndolas a su gusto en el mismo instante; Por la
propia naturaleza del modelo mashup (i.e., modular, escalable, interoperable, adaptable,
etc.), contar con aplicaciones basadas en mashup facilitan el desarrollo (y propician la
existencia) de infraestructuras dotadas y soportadas por mecanismos proactivos inteli-
gentes, que provoquen los cambios de la arquitectura subyacente a la aplicacio´n, para
adaptarla a las necesidades del usuario que la consume, sin la intervencio´n directa del
propio usuario en dichos cambios, o que el usuario sea consciente de ello. Por lo que el
sistema aprende de los comportamientos (del uso cotidiano de la aplicacio´n por parte
del usuario) o al menos, el sistema es capaz de reaccionar ante las acciones que e´ste
realiza sobre la aplicacio´n, siendo consideradas por el sistema como est´ımulos o eventos
que activan ciertas reglas que manejan la apariencia de la arquitectura, sobre la cual se
basa la aplicacio´n, y sobre la cual el usuario interactu´a.
Es por ello, que ha sido necesario estudiar y desarrollar un modelo de infraestruc-
tura que proporcione el soporte a toda la gestio´n que involucra el mantenimiento de
aplicaciones mashup en la red. Y como se ha venido comentando, en el presente trabajo
de investigacio´n de tesis doctoral que culmina una parte de la investigacio´n realizada
en el marco del citado proyecto de excelencia P10-TIC-6114, se ha implementado un
prototipo de interfaz gra´fica de usuario que respeta el modelo de aplicacio´n mashup de-
finido por el citado grupo de investigacio´n, y que se presenta como resultado y aporte
de la presente tesis doctoral. Como veremos en la siguiente seccio´n, la interfaz ENIA
consta de un repertorio de componentes tipo, denominados COTSgets que son una clase
de componente COTS implementada mediante widgets. Como se ha visto en el cap´ıtulo
anterior, estos componentes widgets son desplegados en el cliente mediante co´digo incrus-
2Portal web del Proyecto ENIA – http://acg.ual.es/enia/
COScore: una infraestructura de servicios para el despliegue de aplicaciones Mashup
CAPI´TULO 4. ESCENARIO Y EXPERIMENTACIO´N 181
tado en HTML con etiquetas <iframe>. En el lado servidor, la infraestructura mantiene
una implementacio´n real (concreta) de dichos componentes, alojados en un repositorio
o base de datos de componentes concretos. Tambie´n mantiene el estado actual de la
arquitectura de componentes asociada a la interfaz de usuario, esto es, el conjunto de
widgets mostrados en la interfaz del usuario.
Por otro lado, para poder ofrecer una infraestructura de servicios capaz de dar sopor-
te a las aplicaciones mashup como la de ENIA, ha sido necesario contar con un repertorio
de operaciones accesibles a trave´s de estos servicios, encargados de implementar la fun-
cionalidad espec´ıfica de cada servicio (tanto privado como pu´blico). Como se ha visto
en los cap´ıtulos anteriores, las operaciones de servicio se comunican directamente con
los mo´dulos, implementados como componentes que proporcionan la funcionalidad de
la infraestructura. Adema´s, en caso de que un mo´dulo necesite manejar alguna infor-
macio´n a la cual no tiene acceso, este se comunicara´ con el controlador encargado de
tratar las bases de datos del entorno. El hecho de haber realizado un desarrollo basado
en servicios implica que se puede hacer uso de la infraestructura desde cualquier punto
y en diferentes situaciones durante la ejecucio´n de la aplicacio´n mashup. Algunas de
estas operaciones pueden implicar acciones de complejidad media o alta, mientras que
otras pueden consistir en acciones sencillas, con una complejidad pequen˜a. Ejemplos de
operaciones del primer tipo son la invocacio´n de la operacio´n para generar una aplica-
cio´n mashup durante el proceso de inicio de una sesio´n de usuario, o la modificacio´n
de algu´n componente perteneciente a una aplicacio´n mashup, entre otros ejemplos, las
cuales involucran la participacio´n de varios mo´dulos y accesos a distintas bases de datos
de la infraestructura. Para el caso de operaciones que implican una complejidad ma´s
sencilla esta´ la operacio´n de dar de alta un modelo de arquitectura concreta, o eliminar
un componente concreto del repositorio de componentes concretos del entorno. En este
cap´ıtulo se describen cinco escenarios base que ponen de manifiesto, a partir del caso
estudio de la interfaz ENIA, el funcionamiento interno de algunas de las operaciones
de servicio ma´s relevantes, y la secuencia de tareas que sucede detra´s de la aplicacio´n
ENIA, desde el cliente hacia el servidor y en ambos sentidos.
Un tema relacionado con la propuesta del modelo de infraestructura para el desplie-
gue de aplicaciones mashup aqu´ı realizado, es su portabilidad a diferentes plataformas.
En este sentido, debido al tipo de solucio´n tecnolo´gica propuesto para el desarrollo de
la infraestructura (i.e., una solucio´n basada en el manejo de modelos y metamodelos
que mantienen una visio´n abstracta de las arquitecturas de componentes asociadas a
las aplicaciones mashup, y con un desacople funcional en su implementacio´n, centrada
en componentes y servicios web pu´blicos accesibles), el modelo de infraestructura pro-
puesto para mashups esta´ preparado para que, en el caso de las interfaces gra´ficas de
usuario, pueda ser adaptado con facilidad para poder funcionar en diferentes dispositivos
y plataformas. En este sentido, por ejemplo, son posibles adaptaciones del modelo para
entornos de interfaces para TDT (televisio´n digital) y dispositivos mo´viles. Asimismo, la
propuesta esta´ preparada para manejar otros entornos o sistemas que tengan claramen-
te una arquitectura de componentes subyacente, como por ejemplo, sistemas de hogar
digital, domo´tica inmersiva, o para escenarios Smart-Cities, donde los controladores,
actuadores o sensores (dependiendo del escenario) conforman una red de componentes
(arquitectura) que el modelo de infraestructura propuesto podr´ıa manejar.
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4.2. Interfaz mashup ENIA
En la presente seccio´n se describe la estructura y funcionalidad de la interfaz mashup
ENIA. Como se ha comentado anteriormente, ENIA es el resultado de la investigacio´n
que ha venido desarrollando el grupo de investigacio´n de Informa´tica Aplicada TIC-211
de la Universidad de Almer´ıa en el marco de un proyecto de excelencia de la Junta de
Andaluc´ıa referencia P10-TIC-6114.
En el transcurso de la investigacio´n se ha contado con la colaboracio´n de miembros de
la l´ınea de SIG y desarrollo de la REDIAM de la Subdireccio´n de Tecnolog´ıas de la Infor-
macio´n. La REDIAM3 (Red de Informacio´n Ambiental de Andaluc´ıa) es una estructura
organizativa dependiente de la Consejer´ıa de Medio Ambiente y Ordenacio´n del Terri-
torio, que tiene como propo´sito la integracio´n, normalizacio´n y difusio´n de informacio´n
medioambiental de Andaluc´ıa.
La colaboracio´n con el citado equipo de REDIAM ha consistido en su participacio´n en
el estudio, clasificacio´n y catalogacio´n de cierta informacio´n medioambiental disponible
en el cata´logo de servicios OGC4 de la REDIAM5. Como resultado, se ha seleccionado un
subconjunto de los servicios OGC ofrecidos por la REDIAM desde su cata´logo pu´blico
de servicios, y a partir de estos se han confeccionado los repositorios de componentes
OGC propios incluidos en la infraestructura COScore. Asimismo, el equipo de trabajo
de la REDIAM tambie´n ha colaborado en recomendaciones de disen˜o y de usabilidad
para algunas partes de la interfaz mashup de ENIA.
ENIA esta´ pensado como un caso estudio procedente de la investigacio´n desarrollada
en el marco del citado proyecto, siendo ENIA un prototipo constituido y construido
a partir del modelo de aplicaciones mashup propuesto, y aplicado en este caso para
interfaces gra´ficas de usuario que soportan componentes, cuya funcionalidad esta´ rela-
cionada con la gestio´n de informacio´n ambiental. Veamos a continuacio´n, en el siguiente
apartado, co´mo se estructura la interfaz de ENIA, y luego, algunas de las acciones ma´s
relevantes que se pueden hacer sobre ella, al final de esta seccio´n.
La interfaz de ENIA ba´sicamente consta de tres zonas visibles, sobre las cuales el
usuario puede interactuar. Como se puede ver en la Figura 4.1, que muestra una vista
Wireframe de una interfaz ENIA, estas zonas son: (a) una barra de Menu´ general:
ubicada en la parte superior de la vista; (b) un Escritorio: que ocupa la mayor parte de
la zona de trabajo, y donde se ubican los componentes (denominados en la propuesta
como COTSgets) sobre los que el usuario puede trabajar; y (c) un Panel de servicios:
situado en la parte izquierda de la vista, desde donde se ofrece al usuario una lista de
servicios OGC y Apps que este pueda consumir (manejar) en el Escritorio. Un poco ma´s
adelante veremos algunas caracter´ısticas para cada una de estas zonas principales de la
interfaz; pero antes veremos algunos de los aspectos de un componente COTSget.
3REDIAM – http://www.juntadeandalucia.es/medioambiente/site/rediam
4OGC (Open Geospatial Consortium) es una organizacio´n internacional creada en 1994 que trabaja
en la generacio´n de esta´ndares abiertos e interoperables para Sistemas de Informacio´n Geogra´fica y
en la Web (http://www.opengeospatial.org). La REDIAM desarrolla todos sus servicios en base a
esta´ndares de la OGC, y respeta los esta´ndares de datos abiertos en la red, dejando disponible de forma
pu´blica estos servicios, los cuales son accesibles en l´ınea a trave´s de un enlace.
5Cata´logo de servicios OGC en l´ınea de la REDIAM:
http://www.juntadeandalucia.es/medioambiente/geoinspire/servicios/srv/es/main.home
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Figura 4.1: Vista Wireframe de la interfaz mashup ENIA
4.2.1. Componente COTSget
El elemento principal en la propuesta es el COTSget6, el cual (desde el punto de vista vi-
sual) es como un visor que encapsula la funcionalidad de un componente externo, que en
nuestro caso (en el caso de ENIA) es un servicio OGC o una App. Como se observa en la
Figura 4.2a-(a) existen repositorios externos pertenecientes a desarrolladores de terceros
que dejan sus implementaciones particulares para esos componentes en sus repositorios,
normalmente accesibles de forma pu´blica. En el caso de ENIA, los componentes externos
son los servicios OGC implementados por el equipo de desarrollo de REDIAM. Estos
servicios OCG representan mapas tema´ticos de informacio´n medioambiental.
Cada servicio OCG externo es elaborado a partir de un mapa base de OpenStreetMap
sobre el cual se superpone una capa tema´tica relativa a informacio´n espacial. As´ı, para
el caso de ENIA, se han tenido en cuenta so´lo las capas tema´ticas OCG relacionadas
con “usos del suelo”. Para adoptar dichos servicios OGC en el sistema, se crea co´digo
envoltorio wrapper para cada servicio externo importado, creando as´ı un nuevo compo-
nente adaptado que se almacena en repositorios propios de la estructura. En nuestro
caso ENIA, dichos componentes wrapper han sido desarrollados en Wookie, como com-
ponentes Widgets. Cuando un componente widget (que embebe al servicio) es desplegado
en el cliente (en el Escritorio de la interfaz de usuario) pasa a denominarse componente
COTSget. Esta misma forma de adoptar servicios (i.e., integracio´n con Wookie/widgets)
6Como se ha comentado en ma´s de una ocasio´n a lo largo de este documento de tesis, el te´rmino
COTSget procede del acro´nimo de COTS (Commercial Off-The-Shelf, el cual se refiere a componentes
desarrollados por terceras partes) y Widget del W3C, dado que la implementacio´n realizada para el
modelo de aplicacio´n mashup de esta tesis doctoral esta´ basada en el manejo de componentes de caja
negra usando Widgets para ser incrustados en la interfaz.
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(a) (b)
Figura 4.2: Estructura de la organizacio´n de las fuentes de ENIA
tambie´n sucede para las Apps externas. En el caso de ENIA, se han incluido Apps embe-
bidas para algunas de las aplicaciones desarrolladas por la REDIAM (como veremos ma´s
adelante), todas ellas disponibles y accesibles por la red a trave´s de protocolo HTTP.
Por tanto, como se observa en la Figura 4.2b-(b), la cual muestra la estructura organi-
zativa de las fuentes de datos de ENIA, la interfaz se nutre de componentes procedentes
de repositorios externos de REDIAM que son importados a repositorios propios inter-
nos del sistema. Adema´s, como veremos, en ENIA tambie´n existen diferentes perfiles
de usuario para el acceso al sistema, como por ejemplo, perfiles de Agricultor, Turista,
o Te´cnico, entre otros. Un usuario se puede registrar en el sistema seleccionando uno
de estos perfiles, y una vez dentro, cada uno de ellos puede acceder a un conjunto de
componentes particular para cada perfil de usuario, accesible y ofrecido desde el panel
de ENIA (parte izquierda de la interfaz).
4.2.2. Escritorio de ENIA
En la Figura 4.3 se muestra una vista ejemplo concreta de la interfaz ENIA que usaremos
como gu´ıa para explicar algunas caracter´ısticas de la interfaz. La zona ma´s importante
de la interfaz de ENIA es el Escritorio7. En el caso de la interfaz de la figura ejemplo, en
el Escritorio se puede observar que hay seis componentes COTSgets, que alojan cuatro
servicios OGC y dos Apps. De la figura se desprende que el usuario esta´ visualizando una
misma vista geogra´fica sobre cuatro visores COTSgets. Concretamente se trata de un
mapa del sureste de Espan˜a (costa de Almer´ıa8) sobre el que el usuario esta´ observando
cuatro capas tema´ticas de usos de suelo, correspondientes (de izquierda a derecha, y
de arriba a abajo) a las capas de espacios naturales, l´ıneas base, montes pu´blicos, y
v´ıas pecuarias. Adema´s de estos cuatro visores de mapas, en el Escritorio hay otros dos
componentes COTSgets de tipo App situados a la derecha de la vista de la interfaz, que
se corresponden con una aplicacio´n de Twitter (conectado en el ejemplo a la cuenta de
la REDIAM) y una aplicacio´n del tiempo externa.
7En partes de este documento, al Escritorio se le ha denominado Espacio de Trabajo (W) o Rejilla
8En el mapa se observa la bah´ıa de Almer´ıa, con la ciudad de Almer´ıa en el centro; El Cabo de Gata
a la derecha; y a la izquierda se pueden ver los invernaderos de El Ejido.
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Figura 4.3: Una vista de la interfaz mashup ENIA
El Escritorio realmente representa lo que hemos venido llamando a lo largo de este
documento de tesis doctoral como “arquitectura de componentes” de una aplicacio´n
mashup. Por tanto, en nuestro caso, una aplicacio´n mashup, trasladado al caso de una
interfaz gra´fica Web como la de ENIA, ser´ıa el conjunto de componentes COTSgets,
residentes en el Escritorio y sobre los que el usuario puede interactuar. Por tanto, dicho
conjunto de componentes COTSgets del Escritorio es lo que se ha denominando como
“interfaz gra´fica de usuario mashup”, y que internamente representa una arquitectura de
componentes que el sistema gestiona, pudiendo existir relaciones (dependencias) entre
ellos, de tal forma que, para algunos casos, la interaccio´n del usuario sobre uno de ellos
podr´ıa tener consecuencias sobre otro u otros componentes del Escritorio (i.e., de la
arquitectura de componentes subyacente).
Adema´s, el Escritorio es manejado en el lado cliente como una rejilla (oculta) donde
se pueden situar los COTSgets, identificados por una posicio´n (x,y) dentro de esta. La
rejilla ayuda internamente al sistema a desplegar la arquitectura de componentes de
una interfaz ENIA de un usuario identificado cuando este inicia una nueva sesio´n en el
sistema, recuperando su estado desde la base de datos (i.e., la estructura de componentes,
y las dependencias entre ellos, si los hubiese), y regenerando y situando los componentes
COTSgets en la misma posicio´n de rejilla para cada uno de ellos dentro del Escritorio.
En la propuesta, en la mayor´ıa de los casos, no se almacena el estado interno de los
componentes externos (como los procedentes de los servicios OGC) ya que, como se ha
comentado, estos son componentes de terceros y de caja negra a los que no se tiene acceso
a su funcionalidad. So´lo en los casos en los que los desarrolladores de los componentes
hayan dejado formas expl´ıcitas de hacer introspeccio´n sobre sus componentes, entonces
se podra´ llevar control del estado interno de un componente en ENIA.
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4.2.3. Menu´ de ENIA
En el caso del Menu´ general, que (como hemos dicho) se encuentra situado en la parte
superior, en su versio´n actual, esta´ disen˜ado como una barra de herramientas con tres
opciones: (a) un boto´n para mostrar u ocultar el panel de componentes en la parte
izquierda; (b) un boto´n con la ayuda ra´pida para el manejo de la interfaz9; y (c) un
boto´n de perfil de usuario. En este u´ltimo caso, inicialmente, cuando se accede a la
aplicacio´n ENIA, se hace con un perfil de “Usuario Ano´nimo”. La operacio´n ligada a
este boto´n de perfil tiene una funcionalidad ligada parecida a como lo hace cualquier
sistema de identificacio´n en la Web, la cual permite el inicio de sesio´n en el sistema para
un usuario registrado, o bien su registro, en el caso de que el usuario no lo este´ au´n.
Se contempla tambie´n una operacio´n para el recordatorio de claves, con validacio´n por
e-mail. En la Figura 4.4a se muestra el panel de inicio y registro en el sistema. En la
Figura 4.4b se muestra los tipos de perfiles de usuario permitidos en ENIA. Para finalizar
con la descripcio´n de la zona del Menu´, hay que mencionar que, como hemos visto, so´lo
contiene tres operaciones ba´sicas, pero e´ste esta´ preparado para poder albergar nuevas
funciones en posibles ampliaciones del sistema.
(a) Principal (b) Perfiles de usuario
Figura 4.4: Panel de inicio/registro
9En el Anexo B del presente documento se ofrece la gu´ıa ra´pida de ENIA la cual se muestra desde la
opcio´n de ayuda del menu´.
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4.2.4. Panel de componentes de ENIA
Respecto a la tercera parte destacable de la interfaz ENIA, el Panel contiene la coleccio´n
de componentes que el usuario puede usar en el Escritorio. En la Figura 4.5 se muestra
un desglose de todos los paneles que hay en ENIA. El panel principal (que se muestra
en la parte superior de la figura) se ha organizado en tres cata´logos, para albergar
la lista de servicios OGC, la coleccio´n de Apps, y varios servicios aglutinados como
redes sociales. En cualquier caso, la estructura del panel no es dependiente de la capa
cliente, pudiendo ser reorganizada en un futuro con cierta facilidad. La estructura que
presenta actualmente dicho panel ha sido la consensuada con los miembros del equipo de
REDIAM. Por otro lado la apariencia (que tambie´n ha sido consensuada) esta´ basada
en el uso de paneles plegables, que permiten mostrar con cierta facilidad las colecciones
de componentes, siguiendo una estructura organizativa. Desde este panel, un usuario
puede buscar, seleccionar y arrastrar al Escritorio aquellos componentes con los que
desea trabajar. Veamos a continuacio´n las acciones ma´s relevantes que se pueden hacer
sobre los componentes de las zonas de Panel y Escritorio de la interfaz ENIA.
Figura 4.5: Paneles de menu´ de componentes de ENIA
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4.2.5. Acciones sobre la interfaz ENIA
Sobre la interfaz ENIA se pueden llevar a cabo diferentes acciones resumidas en la Tabla
4.1, la mayor´ıa de ellas realizadas sobre el Escritorio10. Las acciones relativas al menu´
principal ya se han comentado, y que se corresponden con las de inicio o registro de un
usuario en el sistema, y las acciones para mostrar y ocultar el panel de servicios (que se
ofrece a la izquierda) y mostrar ayuda, acciones #9, #12 y #5 respectivamente.
Nu´m. Accio´n Zona OGC App
#1 Agrupar componentes OGC desde Escritorio Escritorio Si No
#2 Agrupar componentes OGC desde Panel Panel Si No
#3 Agrupar componentes OGC desagrupando Escritorio Si No
#4 An˜adir componentes al escritorio Panel Si Si
#5 Ayuda Menu´ - -
#6 Borrar componente via papelera Escritorio Si Si
#7 Borrar componente via menu´ COTSget Si Si
#8 Desagrupar componentes OGC Escritorio Si No
#9 Iniciar sesio´n/registro Menu´ - -
#10 Maximizar componente Escritorio Si Si
#11 Restaurar componente Escritorio Si Si
#12 Mostrar/ocultar panel Menu´ - -
#13 Mostrar/ocultar menu´ COTSget Si Si
#14 Mover componente Escritorio Si Si
#15 Redimensionar componente Escritorio Si Si
Tabla 4.1: Acciones que se pueden realizar sobre ENIA
Como se ha visto, el Escritorio de la interfaz ENIA contiene el conjunto de compo-
nentes que conforma la arquitectura de la interfaz manejada internamente por el sistema.
Dichos componentes aparecen ubicados en el Escritorio, bien porque el propio sistema los
carga ah´ı, tras recuperar una sesio´n anterior del usuario al iniciarse en el sistema, o bien
porque el usuario los ha ido incluyendo (an˜adiendo) en el Escritorio, selecciona´ndolos
desde el Panel, accio´n #4. Los usuarios pueden mover componentes (ya sean App como
OGC) desde Panel al Escritorio, y con la ayuda de orientacio´n de la rejilla se busca la
mejor posicio´n donde dejar el componente que desea an˜adir.
Una vez que los componentes esta´n en el Escritorio11, sobre ellos se pueden realizar
diversas acciones. La accio´n ma´s comu´n es la de mostrar u ocultar su menu´ (accio´n
#13), situado en su parte superior de un COTSget. En la Figura 4.6, a la izquierda, se
observa un componente COTSget de tipo OGC con el menu´ cerrado, y a la derecha, el
mismo componente, con su menu´ abierto. Desde ese menu´ se puede eliminar (borrar)
el componente del Escritorio, usando el icono de aspa (accio´n #7) ubicado en la parte
superior derecha del menu´ de componente. Tambie´n se puede eliminar un componente
del Escritorio arrastra´ndolo hacia una papelera que aparece en la parte superior del
Escritorio en el momento de realizar la accio´n de borrado (accio´n #6).
10En el Anexo B del presente documento se muestra el resumen de todas las acciones, donde se ilustra
de forma gra´fica el estilo de interaccio´n que se puede realizar sobre la interfaz ENIA para llevar a cabo
cada una de las acciones permitidas.
11Los componentes que se encuentran sobre el Escritorio pasan a denominarse COTSgets.
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(a) Menu´ no visible (b) Menu´ visible
Figura 4.6: Componentes COTSgets OGC
Otras operaciones que se pueden realizar sobre un COTSget son las de redimensionar,
maximizar y restaurar el taman˜o de un componente. En el caso de la redimensio´n (accio´n
#15) esta accio´n se puede llevar a cabo sobre la esquina inferior derecha. Las acciones
para maximizar y restaurar (#10 y #11 respectivamente) se realizan sobre la barra de
menu´ del COTSgets, no estando disponibles para todas las App. La accio´n de maximizar
ampl´ıa el taman˜o del componente a las dimensiones ma´ximas posibles del navegador
Web sobre el cual se este´ manejando ENIA; y la accio´n para restaurar, devuelve un
componente maximizado a su taman˜o previo.
El usuario tambie´n puede mover un COTSget de sitio en el Escritorio (accio´n #14),
ayuda´ndose para ello de la barra de menu´, pinchando con el cursor del rato´n sobre
ella, y sin soltar, desplazarse a la nueva posicio´n donde se desea mover o reubicar el
componente. Esta accio´n de reubicacio´n, activa un comportamiento interno en el gestor
de la rejilla para desplazar COTSget entre s´ı, en el caso de que un usuario desee colocar
el COTSget sobre una posicio´n ya ocupada por otro.
Por u´ltimo, quedan unas de las acciones ma´s importantes que se pueden hacer sobre
los COTSgets de tipo OGC de ENIA, que son las acciones de agrupar y desagrupar capas
OGC en un mismo COTSget o en varios. Por ejemplo en la Figura 4.6b (aunque puede
que no se aprecie del todo bien) se muestra un COTSget OGC con siete capas tema´ti-
cas activas, indicadas como pequen˜as leyendas de color, situadas en la parte superior
izquierda de su barra de menu´. En una situacio´n de partida, se dispone de un COTSget
OGC base. El usuario luego puede seleccionar nuevas capas como servicios OGC desde
el Panel y arrastrarlas directamente sobre el Escritorio (accio´n #4, ya vista), creando
as´ı nuevos componentes COTSget OGC en el Escritorio, o bien dejarlas caer sobre un
COTSget base previamente existente en el Escritorio (accio´n #2), el cual puede ya tener
otras capas previamente agrupadas. Esto u´ltimo hace que el nuevo servicio OGC se su-
perponga sobre el que hab´ıa, pudiendo tener COTSget con varias capas a la vista (como
el ejemplo de la figura). Otra forma permitida de agrupar capas OGC es a trave´s de
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agrupacio´n de COTSgets OGC base ya existentes en el Escritorio. As´ı, el usuario puede
arrastrar un COTSget OGC base (esto es, con una solo capa, sin tener otras agrupadas)
sobre otro COTSget OGC que hara´ de contenedor de capas (accio´n #1). Existe una
tercera forma de agrupar capas OGC, y es a trave´s de la accio´n de desagrupacio´n. Para
llevar a cabo una accio´n de desagrupacio´n de capas, el usuario debe seleccionar una
de las capas sobre la barra de menu´ del COTSget que contiene las capas agrupadas, y
sacarla fuera, hacia el Escritorio (accio´n #8). El usuario tambie´n puede llevar esa capa
que esta´ desagrupando hacia otro componente COTSget que actu´a como contenedor de
capas (accio´n #3) el cual puede ser uno base o ya con otras capas agrupadas.
4.3. Escenarios de prueba
Una vez realizada la descripcio´n de la aplicacio´n ENIA y de co´mo se lleva a cabo la
gestio´n de este tipo de interfaz de usuario mashup construida a partir de widgets, es
necesario mostrar ejemplos de su comportamiento cuando se realiza una interaccio´n
real sobre ella. La finalidad es, por lo tanto, ofrecer al lector una serie situaciones que
justifican el uso de las aplicaciones mashup a las que la infraestructura propuesta da
soporte, y que, adema´s, suponen una parte importante del proceso de experimentacio´n
para validar y evaluar el trabajo de investigacio´n desarrollado.
Para conseguir ese objetivo, esta seccio´n presenta una serie de escenarios que podr´ıan
suceder (en un orden normal de ejecucio´n) de manera secuencial. El primer escenario
consiste en un usuario ano´nimo que accede a la aplicacio´n; el segundo escenario describe
la forma en la que un usuario ano´nimo pasa a formar parte del sistema, a partir de la
operacio´n de registro. En el tercer escenario, el usuario registrado accede al sistema y
obtiene una interfaz cuya estructura viene determinada por su perfil. El cuarto escenario
tiene como objetivo mostrar co´mo un usuario (tanto registrado como ano´nimo) puede
reconfigurar su interfaz. Por u´ltimo, en el quinto escenario se describen las acciones que
se llevan a cabo cuando un usuario registrado finaliza su sesio´n con la aplicacio´n.
4.3.1. Escenario 1: Usuario ano´nimo
De manera inicial, cuando un usuario se conecta a la aplicacio´n ENIA (accesible en
la direccio´n http://acg.ual.es/projects/enia/ui/), el sistema muestra una inter-
faz por defecto que esta´ asociada a los usuarios ano´nimos. Dicha interfaz contiene dos
componentes a modo de ejemplo, (1) un componente mapa que visualiza una capa de
informacio´n geogra´fica obtenida a partir de un servicio de la REDIAM que ofrece la
localizacio´n de las v´ıas pecuarias de Andaluc´ıa, y (2) un componente de redes socia-
les que permite ver los mensajes que existen en el muro del usuario de Twitter de la
REDIAM. Estos componentes no representan necesariamente los dos componentes que
podr´ıan resultar ma´s u´tiles para un primer acceso a la aplicacio´n o para la interaccio´n
de un usuario ano´nimo, sino que han sido escogidos como dos ejemplos de componen-
tes de entre todos los servicios disponibles y ofrecidos por la aplicacio´n (en el panel de
componentes que se encuentra en la parte izquierda de la interfaz). Adema´s, dichos com-
ponentes de ejemplo resumen la capacidad de la infraestructura, la cual permite ofrecer
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componentes de terceros sin ninguna modificacio´n (como en el caso del componente de
Twitter) o construyendo componentes que integran distintos servicios (como es el caso
del componente mapa que integra servicios de OpenLayers con un servicio OGC ofrecido
por la REDIAM). En la Figura 4.7 se muestra el aspecto de la interfaz gra´fica ofrecida
a un usuario ano´nimo cuando accede a la aplicacio´n. Tal y como se ha mencionado an-
teriormente, la parte superior derecha de la interfaz nos ofrece informacio´n sobre el tipo
de acceso, representado en nuestro caso con una imagen de usuario sin identificar.
En lo que respecta a la ejecucio´n espec´ıfica que se realiza en la infraestructura, cuando
un usuario ano´nimo accede a ENIA, suceden los pasos que se describen a continuacio´n.
En primer lugar, la aplicacio´n que se carga de inicio contiene u´nicamente dos compo-
nentes, un componente menu´ para gestionar la sesio´n de usuario y un componente panel
que contiene el cata´logo de servicios proporcionados por la aplicacio´n ENIA y que pue-
den ser visualizados en forma de componente en la interfaz gra´fica ofrecida. Adema´s, la
pa´gina inicial de la aplicacio´n tambie´n contiene el co´digo necesario para poder establecer
una conexio´n entre la capa cliente a la capa dependiente de la plataforma de la infra-
estructura. Esta conexio´n se mantiene durante la sesio´n del usuario ano´nimo. El co´digo
ejecutado consiste en (a) crear un WebSocket para poder recibir mensajes de la capa
dependiente y (b) informar al servidor JavaScript de la conexio´n de un nuevo usuario
ano´nimo. Para ello, en dicho servidor existe un WebSocket que se encuentra a la escucha
para poder establecer nuevas conexiones de usuario. Como resultado de esta conexio´n,
en el servidor se crea un nuevo canal de comunicacio´n para poder emitir mensajes al
WebSocket creado en la aplicacio´n mashup.
En segundo lugar, una vez creada la conexio´n entre la aplicacio´n y el servidor JavaS-
cript, desde el segundo se llama a la operacio´n Default init del servicio pu´blico Session
Figura 4.7: Interfaz mashup ENIA en el acceso de un usuario ano´nimo
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Service. La implementacio´n de dicha operacio´n traslada la invocacio´n al mo´dulo COSSes-
sionMM el cual, por medio de la tarea Initialize user architecture realiza la inicializacio´n
de un modelo de arquitectura que existe y que representa la interfaz gra´fica de usuario
que se muestra por defecto. Esta inicializacio´n consiste en crear un duplicado del modelo
por defecto, el cual sera´ vinculado con el nuevo usuario ano´nimo, asocia´ndole un identi-
ficador derivado de la sesio´n temporal de dicho usuario. Adema´s de la creacio´n de este
modelo, se inserta un nuevo usuario en la base de datos Architectural Models and Users
cuyo identificador es el mencionado anteriormente. Para ello, el mo´dulo COSSessionMM
se comunica con el mo´dulo UIM el cual, a su vez, se comunica con el controlador Manage
Users, que se encarga de realizar los cambios en la base de datos. Como u´ltimo paso, el
mo´dulo COSSessionMM hace uso del mo´dulo DMM para llevar a cabo la creacio´n de
las instancias de los componentes que forman parte de la arquitectura de la aplicacio´n.
En el caso del modelo por defecto de ENIA, se proporcionan de inicio los componentes
de mapa y de Twitter. Para la creacio´n de dichas instancias, se tiene en cuenta el tipo de
plataforma en el que se realiza el despliegue de la aplicacio´n, en este caso la plataforma
Web. Consecuentemente, las acciones relacionadas con la tarea de creacio´n de instancias
utilizan el controlador Manage Wookie de la infraestructura mashup. Dicho controla-
dor hace uso de las bases de datos de Widgets y de Widget instances para obtener las
definiciones de los dos componentes mencionados y crear las instancias correspondientes.
En tercer lugar, una vez que se han creado las instancias de los componentes, el
co´digo correspondiente es devuelto como resultado de la ejecucio´n de la tarea Initialize
user architecture del mo´dulo COSSessionMM. Adicionalmente, tambie´n se devuelve el
identificador del usuario ano´nimo y un mensaje con el e´xito o error de la ejecucio´n. El
co´digo de las instancias, el identificador y el mensaje son devueltos como resultado de
la operacio´n Default init. El resultado se obtiene en el servidor JavaScript de la capa
dependiente, que se encarga de enviar la informacio´n a la capa cliente (i.e., a la aplicacio´n
mashup desplegada de inicio). Si el mensaje obtenido es de error, se muestra en la interfaz
gra´fica una notificacio´n para informar al usuario de la inicializacio´n incorrecta. Si el
mensaje obtenido es de e´xito, la aplicacio´n almacena su identificador para posteriores
procesos de comunicacio´n con el COScore de la infraestructra, y realiza el despliegue del
co´digo obtenido de las instancias de los componentes. Para llevar a cabo dicho despliegue,
se inserta el co´digo HTML en la parte que identifica el escritorio (dentro del espacio de
trabajo) de la interfaz gra´fica de ENIA. Cuando el co´digo se despliega (recordemos que
consiste en elementos de tipo <iframe> que hacen referencia al componente alojado en
el repositorio de componentes Wookie), la capa cliente accede a los recursos que han
sido creados en la base de datos Widget instances y se construye la interfaz gra´fica.
4.3.2. Escenario 2: Registro de usuario
Una vez que se ha accedido a la aplicacio´n ENIA como usuario ano´nimo y que se ha
realizado la carga de la interfaz gra´fica por defecto, es posible realizar tres tipos de
operaciones. La primera opcio´n que tiene el usuario es interactuar con su escritorio,
utilizando los componentes que han sido cargados por defecto en su interfaz, an˜adien-
do nuevos componentes a partir del cata´logo de servicios (panel), redimensionando los
COTSgets, etc. Es necesario recordar que toda esta interaccio´n no se puede utilizar para
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guardar el estado de la interfaz del usuario (puesto que se trata de un usuario ano´ni-
mo), pero s´ı puede ser almacenada en la infraestructura para su posterior ana´lisis de los
comportamientos de los usuarios con la aplicacio´n. La segunda opcio´n es que el usuario
inicie sesio´n en la aplicacio´n. La tercera opcio´n de la que dispone el usuario es llevar
a cabo su registro en la aplicacio´n mediante la introduccio´n de una serie de datos de
identificacio´n. En esta subseccio´n se describe la tercera de las opciones.
Para poder realizar el registro en ENIA, es necesario utilizar el componente menu´
de la interfaz gra´fica, que es responsable, entre otras funcionalidades, de la gestio´n de la
sesio´n de los usuarios. En la Figura 4.8 se muestra el formulario de inicio/registro que
se visualiza como resultado de la interaccio´n con el icono que representa al usuario cuya
sesio´n se encuentra abierta y que se muestra en la parte superior derecha de la interfaz. En
la parte inferior del formulario se muestran los campos que se deben rellenar para poder
registrarse como nuevo usuario de la aplicacio´n: nombre, apellidos, fecha de nacimiento,
email, direccio´n, cuidad, pa´ıs, perfil y contrasen˜a. Cuando se rellenan dichos campos con
la informacio´n correspondiente, el usuario debe presionar el boto´n Registrarse, dando
as´ı inicio al proceso. En primer lugar, se realiza una validacio´n de los datos introducidos
en el formulario. Este tipo de validacio´n ocurre en la capa cliente de la infraestructura
y se lleva a cabo mediante la ejecucio´n de co´digo que existe en la interfaz mashup que
se carga inicialmente. Esta validacio´n incluye comprobaciones t´ıpicas de un formulario
de registro, como por ejemplo, que todos los campos este´n rellenos, que el formato de la
direccio´n de correo electro´nico sea correcto, o que la contrasen˜a se haya introducido (y
repetido) correctamente. Una vez que los datos han sido validados, se utiliza la conexio´n
existente con el servidor JavaScript de la capa dependiente para ejecutar el resto de la
funcionalidad asociada al proceso de registro. Dicha conexio´n fue creada previamente
cuando el usuario ano´nimo accede a la interfaz mashup de ENIA (ver Subseccio´n 4.3.1).
La interfaz mashup (desplegada en la capa cliente) env´ıa una peticio´n a la capa de-
pendiente para llevar a cabo el proceso de registro. En esta peticio´n, se incluye como
para´metro de entrada la informacio´n cumplimentada en el formulario. El servidor JavaS-
cript recibe dicha peticio´n e invoca la operacio´n Create user del servicio privado User
Figura 4.8: Interfaz mashup ENIA para el registro de nuevos usuarios
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Service que ofrece la capa independiente. El motivo de hacer uso de una operacio´n que
se encuentra en un servicio privado se debe a que este proceso de registro so´lo puede
ejecutarse si se conoce la clave privada del COScore que permite hacer uso de este tipo
de operaciones. De esta forma, no se permite que cualquier aplicacio´n que utilice la in-
fraestructura propuesta pueda an˜adir nuevos usuarios a la base de datos Architectural
Models and Users. Adema´s, el servicio User Service (que incluye tambie´n operaciones
de modificacio´n, eliminacio´n, etc.) se utiliza para la gestio´n de usuarios que se lleva a
cabo de forma interna en el COScore. Si llegado el caso fuera necesario disponer de un
registro de usuarios de cara´cter pu´blico, se podr´ıa an˜adir de manera sencilla una ope-
racio´n ana´loga en un servicio de tipo pu´blico para que cualquier aplicacio´n mashup que
interactu´e con la infraestructura pueda realizar dicho proceso.
En la invocacio´n que se realiza desde la capa dependiente a la operacio´n Create
user, se an˜ade el para´metro de la clave privada al resto de informacio´n del usuario. La
implementacio´n de la operacio´n comprueba si la clave privada introducida es correcta y
en caso de e´xito, se traslada la ejecucio´n al mo´dulo UIM. En este mo´dulo, la tarea Process
to create a user se comunica con el controlador Manage Users, el cual se encarga de dar el
alta al usuario en la base de datos Architectural Models and Users. De manera adicional
al alta de usuarios, en la base de datos tambie´n se realiza la insercio´n de un nuevo modelo
de arquitectura. Dicho modelo consiste en un duplicado del modelo por defecto que existe
para el perfil con el cual se crea al nuevo usuario. Por ejemplo, en el registro de usuario
mostrado en la Figura 4.8 el perfil escogido es Administrador-Te´cnico y su modelo
de arquitectura asociado esta´ constituido por seis componentes: cuatro componentes de
mapas tema´ticos, un componente de Twitter y un componente que muestra informacio´n
meteorolo´gica. El nuevo modelo de arquitectura creado se vincula al usuario para que
todos los cambios y reconfiguraciones que se realicen se apliquen en e´l. Cuando el usuario
acceda al sistema con sus credenciales, la interfaz gra´fica que se le muestre se construira´
a partir de los componentes definidos en dicho modelo.
4.3.3. Escenario 3: Usuario registrado
Un usuario que se ha registrado en la aplicacio´n ENIA puede acceder a un espacio de
trabajo particular en el cual tiene la capacidad de personalizar los componentes que se
muestran en su escritorio. Para ello, la interfaz gra´fica dispone de un menu´ que incluye
un boto´n de perfil de usuario (parte superior derecha de la interfaz). Cuando un usuario
ano´nimo interactu´a con este boto´n, se muestra el formulario de inicio/registro, tal y
como se puede observar en la Figura 4.9. En la parte superior de dicho formulario, se
muestran los dos campos que permiten acceder al sistema (identificador y contrasen˜a).
Cuando se presiona el boto´n Iniciar sesio´n de dicho formulario, se utiliza la conexio´n
existente con el servidor JavaScript de la capa dependiente (ver Subseccio´n 4.3.1) para
ejecutar el resto de la funcionalidad asociada al proceso de inicio de sesio´n.
La interfaz mashup env´ıa una peticio´n a la capa dependiente, incluyendo como
para´metro de entrada la informacio´n de acceso introducida en el formulario. El servidor
Node.js recibe la peticio´n y, como consecuencia, invoca la operacio´n Login del servicio
pu´blico Session Service proporcionado por la capa independiente. La implementacio´n
de esta operacio´n traslada la ejecucio´n al mo´dulo UIM que ejecuta la tarea Query user
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Figura 4.9: Interfaz mashup ENIA para la identificacio´n de usuarios
in database para comprobar si el usuario se encuentra dado de alta en la base de datos
Architectural Models and Users y si la contrasen˜a es correcta. Si la comprobacio´n de
los datos del usuario es correcta, el mo´dulo UIM se comunica con el mo´dulo COSSes-
sionMM para, a trave´s de la tarea Initialize modules, llevar a cabo la inicializacio´n del
resto de los mo´dulos (IMM, DMM y TMM ) asociados a un usuario. Esta accio´n tiene
como objetivo reducir el tiempo de respuesta en posteriores llamadas a las operaciones
proporcionadas por la infraestructura.
Una vez inicializados los mo´dulos, la operacio´n de Login devuelve como respuesta
el resultado obtenido en la tarea Query user in database. Dicho resultado consiste en
(a) un valor booleano que indica si la comprobacio´n del identificador y la contrasen˜a ha
sido correcta, (b) el ı´ndice de dicho usuario en la base de datos y (c) un mensaje con el
resultado de la operacio´n (de e´xito o de error y su tipo). La respuesta de la operacio´n es
enviada a la capa dependiente que, a su vez, reenv´ıa los datos a la capa cliente. Cuando
la interfaz mashup recibe el resultado obtenido, pueden ocurrir las dos alternativas que
se describen a continuacio´n. Si se ha producido un error en el inicio de sesio´n, se muestra
al usuario el mensaje correspondiente y se termina el proceso. Si, por el contrario, la
operacio´n de Login se realiza de forma correcta, desde la interfaz mashup se solicita la
ejecucio´n de la operacio´n Init user architecture con el objetivo de construir el escritorio
de la interfaz en base al u´ltimo estado del modelo de arquitectura asociado al usuario.
Para poder llevar a cabo dicha solicitud, la capa cliente no puede utilizar la conexio´n
previamente establecida con la capa dependiente, puesto que esta´ asociada al usuario
ano´nimo antes de iniciar la sesio´n en la aplicacio´n ENIA. Por este motivo, se crea una
nueva conexio´n con el servidor JavaScript en la cual se hace uso del identificador del
usuario registrado para la creacio´n de los WebSockets. Haciendo uso de dicha conexio´n,
la capa cliente env´ıa una solicitud a la capa dependiente para ejecutar la operacio´n Init
user architecture, que pertenece al servicio Session Service de la capa independiente. La
implementacio´n de dicha operacio´n es similar a la operacio´n Defualt init, descrita en la
Subseccio´n 4.3.1. En este caso, el mo´dulo COSSessionMM utiliza el mo´dulo UIM para
obtener el modelo de arquitectura asociado al usuario. Esta accio´n la realiza la tarea
Query user in database mediante el controlador Manage Users, el cual accede a la base de
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datos Architectural Models and Users. Cuando se obtiene dicho modelo de arquitectura,
el mo´dulo COSSessionMM inicializa los componentes. Como u´ltimo paso, el mo´dulo
COSSessionMM se comunica con el mo´dulo DMM para llevar a cabo la creacio´n de las
instancias de los componentes que forman parte de la arquitectura de la aplicacio´n.
El modelo de arquitectura asociado al perfil Administrador-Te´cnico esta´ formado
por cuatro componentes de mapas tema´ticos, un componente de Twitter y un compo-
nente con informacio´n meteorolo´gica asociada a la localizacio´n en la que se despliega la
interfaz mashup ENIA. Por lo tanto, cuando el usuario inicia sesio´n por primera vez y se
realiza la inicializacio´n de su arquitectura, son estos seis componentes los que se utilizan
para la construccio´n del escritorio de la interfaz gra´fica. En este sentido, el controlador
Manage Wookie hace uso de las bases de datos de Widgets y de Widget instances para
obtener las definiciones de los componentes y crear las instancias correspondientes.
Una vez que se han creado las instancias de los componentes, el co´digo se devuelve
como resultado de la operacio´n Init user architecture. De forma adicional, tambie´n se
devuelve un mensaje indicando el e´xito o error de la operacio´n. El resultado se obtiene en
el servidor JavaScript de la capa dependiente, que se encarga de enviar la informacio´n
a la capa cliente. Si el mensaje obtenido es de error, se muestra en la interfaz una
notificacio´n para informar de la inicializacio´n incorrecta. Si el mensaje obtenido es de
e´xito, la aplicacio´n realiza el despliegue del co´digo obtenido de las instancias de los
componentes. Para llevar a cabo dicho despliegue, se inserta el co´digo HTML en la parte
que identifica el escritorio de la interfaz gra´fica. Cuando el co´digo ha sido desplegado,
la capa cliente accede a los recursos creados en la base de datos Widget instances y se
construye la interfaz gra´fica. La Figura 4.10 muestra la interfaz mashup que se construye
para el usuario registrado que ha sido utilizado de ejemplo en este escenario.
Figura 4.10: Interfaz mashup ENIA de un usuario registrado
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4.3.4. Escenario 4: Reconfiguracio´n de la interfaz
Este escenario parte de una interfaz mashup de ENIA en la que los tres escenarios
anteriores ya han sido ejecutados previamente. Es decir, se ha realizado una carga inicial
de la interfaz por defecto para los usuarios ano´nimos y, adema´s, se ha iniciado con e´xito
la sesio´n de un usuario registrado. Por lo tanto, el objetivo de esta subseccio´n es ilustrar
co´mo se lleva a cabo la modificacio´n de una interfaz mashup asociada a un usuario, y
co´mo estas operaciones de reconfiguracio´n se ejecutan en la infraestructura propuesta.
Tal y como se ha mencionado previamente, la interfaz mashup del usuario registrado de
ejemplo se corresponde con la arquitectura inicial del perfil Administrador-Te´cnico, y
esta´ constituida por seis componentes: cuatro mapas con capas geogra´ficas, un Twitter
y un componente con informacio´n meteorolo´gica (Figura 4.10).
De entre todas las posibles interacciones que puede llevar a cabo el usuario, suponga-
mos que decide realizar las que se describen a continuacio´n. En primer lugar, elimina del
escritorio los dos mapas tema´ticos que se encuentran en la parte inferior. A continuacio´n,
modifica la posicio´n de los dos mapas restantes, pasando a ocupar el lugar de los dos
mapas eliminados. Seguidamente, an˜ade un componente visor de humedales al escritorio
(servicio que se encuentra en el panel de ENIA, dentro de la categor´ıa de aplicaciones de
la REDIAM). Para finalizar, el usuario redimensiona el visor de humedales para que su
taman˜o ocupe el hueco que surge en el escritorio como resultado de haber modificado la
localizacio´n de los dos mapas tema´ticos. Al ejecutar estas acciones, la interfaz mashup
que se origina como resultado es la mostrada en la Figura 4.11.
La ejecucio´n de cada de una estas interacciones tiene como consecuencia la invoca-
cio´n de la operacio´n Update architecture del servicio Component Service, cuya finalidad
Figura 4.11: Interfaz mashup ENIA del usuario una vez reconfigurado el escritorio
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es realizar las modificaciones correspondientes en el modelo de arquitectura. Los cambios
que dicha operacio´n produce en el modelo incluyen acciones tales como las de insercio´n
de nuevos componentes, eliminacio´n de aquellos que no sean necesarios, o modificacio´n
de alguna propiedad de los componentes existentes. Teniendo en cuenta que todas las
interacciones de ejemplo del escenario tienen un comportamiento similar en la infraes-
tructura, a continuacio´n se describen cua´les son los pasos que se llevan a cabo en la
ejecucio´n de uno de los procesos mencionados anteriormente, i.e., la incorporacio´n del
nuevo componente visor en el escritorio de la interfaz mashup.
Para an˜adir un nuevo componente desde el panel de ENIA, es necesario arrastrar
el icono que representa al componente hacia el escritorio de la interfaz, tal y como se
muestra en la Figura 4.12. En el momento en el que el usuario suelta el componente en
el escritorio, la interfaz mashup desplegada en el cliente hace uso de la comunicacio´n
establecida previamente con el servidor JavaScript (ver Subseccio´n 4.3.4) para solicitar
la ejecucio´n de la operacio´n encargada de an˜adir el componente. Cuando la capa cliente
recibe dicha peticio´n, realiza la invocacio´n de la operacio´n Update architecture propor-
cionada por la capa independiente. La implementacio´n de dicha operacio´n traslada la
ejecucio´n al mo´dulo DMM. El primer paso que se lleva a cabo es obtener el modelo de
arquitectura correspondiente al usuario que esta´ interactuando con la interfaz. Para ello,
el mo´dulo DMM se comunica con el mo´dulo UIM que, a su vez, hace uso del controlador
Manage Users para consultar la base de datos Architectural Models and Users.
Una vez obtenido el modelo, el mo´dulo DMM se encarga de determinar que´ tipo de
accio´n (insertar, eliminar, cambiar el valor de una propiedad, agrupar o desagrupar de
servicios) se debe ejecutar. En este caso, se trata de la insercio´n de un nuevo compo-
nente (accio´n add). Posteriormente, el mo´dulo DMM hace uso del controlador Manage
Component Specifications para obtener las caracter´ısticas del componente (a partir de
la especificacio´n almacenada en la base de datos Concrete Component Specifications)
que se va a incorporar en el modelo. Tras ejecutar dicha tarea, el mo´dulo DMM utili-
Figura 4.12: Insercio´n de un nuevo componente en el escritorio de la interfaz mashup
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za el controlador Manage Architectures para actualizar el modelo, insertando el nuevo
componente y conecta´ndolo con otros elementos de la arquitectura en el caso de que sea
necesario. Por u´ltimo, el mo´dulo DMM se comunica con el mo´dulo IMM para guardar
la interaccio´n realizada por el usuario. Para ello, IMM hace uso del controlador Manage
Interaction, que se encarga de an˜adir un nuevo registro en la base de datos Interation
incluyendo informacio´n acerca del usuario, del tipo de accio´n realizada, o de los compo-
nentes implicados, entre otros posibles ejemplos. Como resultado de la operacio´n Update
architecture, se reconstruye la nueva lista de componentes (y su co´digo correspondiente)
que conforman la interfaz. Dicho resultado es enviado desde la capa dependiente de la
plataforma a la capa cliente, que se encarga de reconfigurar la interfaz a partir de la
nueva lista de componentes obtenida. En este caso, el nuevo componente insertado en el
modelo de arquitectura debe ser tambie´n an˜adido en la interfaz (mediante la incorpo-
racio´n de un nuevo elemento <iframe> en la parte de la aplicacio´n web que describe el
escritorio de la interfaz mashup).
4.3.5. Escenario 5: Cierre de sesio´n
Cuando un usuario registrado finaliza su trabajo con la aplicacio´n ENIA tiene la opcio´n
de cerrar la sesio´n que fue establecida con el sistema. La ejecucio´n de este proceso es
recomendable, puesto que tiene como resultado la liberacio´n de recursos utilizados por
la infraestructura, debido a que se eliminan estructuras de datos auxiliares y se finaliza
la ejecucio´n de los mo´dulos que esta´n asociados a un usuario. No obstante, es posible que
el usuario se desconecte de la aplicacio´n sin realizar este cierre de sesio´n, por ejemplo,
cerrando el navegador web donde esta´ desplegada la interfaz mashup. Para estos casos,
cuando la inactividad de un usuario con la aplicacio´n es superior a treinta minutos, el
mo´dulo COSSessionMM de la infraestructura de servicios ejecuta esta operacio´n aunque
no se haya recibido una peticio´n desde el usuario.
En un escenario de ejecucio´n normal de cierre de sesio´n, el usuario debe utilizar el
boto´n de perfil de usuario del menu´ de ENIA que se encuentra en la parte superior
derecha de la interfaz. Presionando dicho boto´n, aparece una pequen˜a ventana para
finalizar la sesio´n del usuario, tal y como se muestra en la Figura 4.13. Cuando se pulsa
sobre la opcio´n Cerrar sesio´n, se llevan a cabo las siguientes acciones en el COScore. En
primer lugar, se utiliza la conexio´n que existe entre la capa cliente y la capa dependiente
de la plataforma (y que fue creada durante la ejecucio´n del escenario 3 de la Subseccio´n
4.3.3) para llevar a cabo de invocacio´n de la operacio´n Logout proporcionada por el
servicio Session Service de la capa independiente.
La implementacio´n de la operacio´n traslada la ejecucio´n al mo´dulo COSSessionMM,
el cual, haciendo uso de la tarea Delete modules, se encarga de eliminar cada uno de
los mo´dulos que han sido creados para el usuario registrado que solicita el cierre de
sesio´n (UIM, IMM, DMM y TMM ). Como consecuencia de la eliminacio´n de dichos
mo´dulos, tambie´n se eliminan las estructuras de datos auxiliares que fueron creadas en
sus respectivas inicializaciones para mejorar el rendimiento de las operaciones ofrecidas
por la infraestructura. Por ejemplo, al eliminar el mo´dulo TMM se elimina la tabla
que contiene todas las relaciones que existen entre los componentes de la arquitectura.
Dicha tabla se crea para reducir el tiempo de respuesta cuando se ejecuta la operacio´n
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Figura 4.13: Cierre de sesio´n en la interfaz mashup ENIA
encargada de resolver los caminos de comunicacio´n entre los componentes de la interfaz
mashup (es decir, la operacio´n Get link components del servicio Communication Service).
Como resultado de la operacio´n Logout, se devuelve a la capa dependiente si la ope-
racio´n ha sido ejecutada correctamente (es decir, si los mo´dulos han sido eliminados
de manera satisfactoria) y un mensaje indicando el e´xito o el error y, en este segundo
caso, su tipo. Tal y como se ha descrito, la operacio´n no se encarga de llevar a cabo
ningu´n tipo de accio´n relacionada con la persistencia o con la actualizacio´n del modelo
de arquitectura que define la interfaz mashup con la que interactu´a el usuario. En este
sentido, cada uno de los cambios que se llevan a cabo con la interaccio´n del usuario, y
que suponen una modificacio´n del modelo de arquitectura, se gestionan en el COScore
mediante la invocacio´n de la operacio´n Update architecture del servicio Component Ser-
vice (ver Subseccio´n 4.3.4). Como consecuencia, cuando un usuario registrado vuelve a
acceder de forma identificada a la aplicacio´n ENIA (4.3.3) tras su cierre de sesio´n, la
interfaz mashup que se muestra presenta exactamente la misma apariencia que la que
ten´ıa tras ejecutar las operaciones de reconfiguracio´n.
4.4. Experimentacio´n y pruebas
Se ha realizado un estudio para validar y evaluar los servicios en la gestio´n de las aplica-
ciones mashup [Vallecillos et al., 2015]. Hasta ahora se ha mostrado la infraestructura a
partir de la cual se da soporte a las aplicaciones mashup, detallando co´mo ha sido desple-
gada y aportando detalles de implementacio´n. Adema´s, es interesante aportar un estudio
de evaluacio´n para validar la infraestructura propuesta. Por eso, se miden tiempos pa-
ra los procesos de ejecucio´n y se controlan tiempos de respuesta para dos operaciones
de ejemplo de los servicios web pu´blicos, dado que han sido las de mayor complejidad.
Estas dos operaciones son: (1) inicializacio´n de la arquitectura del usuario (initUserAr-
chitecture) del Session Service, y (2) obtencio´n de las conexiones de los componentes
(getLinkComponents) del Communication Service.
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Para ello, se han desarrollado varias pruebas diferentes con el objetivo de analizar
el comportamiento de la infraestructura donde se obtienen tres para´metros que pueden
influir sobre el rendimiento. Estos para´metros son: (a) el taman˜o de la aplicacio´n mashup
construida en un proceso inicial y mostrada posteriormente a los usuarios, (b) el grado
de acoplamiento de la arquitectura de la aplicacio´n, es decir, el nu´mero de conexiones
entre los componentes, y (c) el nu´mero de accesos concurrentes que se producen por
parte de los usuarios. En este trabajo de investigacio´n desarrollado, somos conscientes
de que existen otros para´metros de entrada que afectan a los tiempos de respuesta, ta-
les como la latencia de red o el uso del navegador web en la parte cliente, entre otros.
Sin embargo, para asegurar que las pruebas realizadas fueran objetivas y funcionaran
correctamente, so´lo se ha experimentado con caracter´ısticas de la aplicacio´n que son
manejables y controlables. Para ejecutar estos experimentos y medir los tiempos de res-
puesta, se ha usado un ordenador con un Intel(R) Core(TM) i5 CPU 660 3.33 CHz,
con 4 GB de memoria principal que se ejecuta bajo el sistema operativo Windows 8.1
Profesional de 64 bits. Esta ma´quina incluye los servidores localizados en la capa de-
pendiente e independiente de la plataforma. Para las pruebas propuestas, se desarrollo´
una aplicacio´n web que realiza la funcio´n de cliente para la invocacio´n de los servicios
ofrecidos por la infraestructura. Cada tiempo de respuesta se calcula como la media de
100 repeticiones de la misma prueba unitaria.
Tal y como se muestra en la Figura 4.14, la infraestructura que da soporte a las aplica-
ciones mashup tiene tres capas (capa cliente o aplicacio´n mashup (C), capa dependiente
de la plataforma (B) y capa independiente de la plataforma (A)). El tiempo obtenido
en (A) es el tiempo de ejecucio´n de las funciones implementadas en el servidor de la
capa independiente (COScore). Como consecuencia, el tiempo en (B) contiene el tiempo
de (A) pero adema´s incluye el tiempo que tiene el comportamiento implementado en la
capa dependiente de la plataforma (servidor JavaScript). Finalmente, (C) representa el
tiempo transcurrido entre el momento de la llamada del cliente en la aplicacio´n mashup
y el momento de la respuesta que es recibida y mostrada al usuario en su aplicacio´n. La
Figura 4.15a muestra el tiempo de respuesta para el proceso de inicializacio´n (operacio´n
initUserArchitecture) cuando varia el nu´mero de componentes que forma la aplicacio´n.
Las diferencias entre los tiempos de medida en (A), (B) y (C) son muy pequen˜os. Por
eso, los siguientes tiempos que se muestran se centran en (C) ya que son los tiempos ma´s
grandes (de hecho, es igual al tiempo de procesado total) y corresponden a los tiempos




Figura 4.14: Puntos de medicio´n en el proceso de evaluacio´n
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Figura 4.15: (a) Tiempos de respuesta en las capas A, B y C; (b) Inicializacio´n de la
aplicacio´n mashup con taman˜os de modelos y acoplamientos diferentes
El primer conjunto de pruebas se creo´ para evaluar la inicializacio´n de la aplicacio´n
mashup. Se evaluaron los tiempos obtenidos para diferentes modelos de interfaz gra´fica
iniciales con 1, 2, 3, 5, 10 y 20 componentes. Este nu´mero de componentes seleccionado
es el que suele manejarse en las interfaces de usuario mashup gestionadas por la infraes-
tructura, donde suelen estar compuestas por menos de 20 componentes. Por ejemplo, en
el escenario de ejemplo seleccionado, una interfaz de usuario con un u´nico componente
es una interfaz gra´fica compuesta por un mapa que muestra informacio´n geoespacial.
Adema´s del mapa, la interfaz de usuario podr´ıa contener un componente de leyenda y/o
un componente con la lista de capas mostrada en el mapa, lo cual representa un ejemplo
t´ıpico de interfaz gra´fica con dos y tres componentes. Debido a las limitaciones visuales
y a las preferencias habituales del usuario, el escenario normal es manejar interfaces
gra´ficas con un ma´ximo de cuatro, cinco o seis componentes. Para mayor completitud
del experimento, se incluyeron pruebas con diez y veinte componentes para evaluar el
rendimiento bajo condiciones menos favorables.
Tambie´n se han tomado tiempos con un acoplamiento bajo (low), medio (medium)
y alto (high) en las aplicaciones. Si n es el nu´mero de componentes de una aplicacio´n
mashup, un acoplamiento bajo entre los componentes significa que habra´ n−1 comunica-
ciones entre los componentes. Un alto acoplamiento entre los componentes significa que
el nu´mero de comunicaciones entre los componentes es cercano al valor n *n(n−1)/2, y
el acoplamiento medio es un nu´mero intermedio. La Figura 4.15b muestra los resultados
de esta prueba. Es importante mencionar que los tiempos mostrados en la Figura 4.15a
esta´n muy relacionados con los tiempos mostrados en la Figura 4.15b.
A partir de las Figura 4.15a y 4.15b se pueden obtener tres conclusiones: (1) que los
tiempos de respuesta crecen en proporcio´n al nu´mero de componentes; (2) que el grado
de acoplamiento no afecta al funcionamiento (o tiene una influencia insignificante), y (3)
que el tiempo transcurrido para llevar a cabo el proceso de inicializacio´n de la aplicacio´n
mashup es adecuado, ya que el tiempo de respuesta es inferior a 600 ms, lo cual hace
que la experiencia del usuario al utilizar una aplicacio´n mashup sea la esperada.
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Tambie´n se ha desarrollado otro conjunto de pruebas para comprobar los tiempos
de inicializacio´n de la aplicacio´n mashup cuando varios usuarios pretenden iniciar sesio´n
de forma concurrente, con el objetivo de probar co´mo se comportar´ıa la infraestructura
en una situacio´n real. Un resumen de los resultados de estos experimentos se muestra
en la Tabla 4.2, donde cada fila (Ui) muestra el nu´mero de usuarios concurrentes que
pretenden acceder a la inicializacio´n. Por otro lado, cada columna (Ci) representa el
nu´mero de componentes que contiene el modelo de la aplicacio´n mashup. Tambie´n se
ve reflejado el grado de acoplamiento de los componentes quedando definido como bajo
(l, low), medio (m, medium) y alto (h, high). La unidad de tiempos que se observa en
la Tabla 4.2 son milisegundos. Cuando mu´ltiples usuarios pretenden acceder de manera
concurrente a la inicializacio´n de la aplicacio´n, el lado servidor no puede responder a
todos los usuarios al mismo tiempo. En la Tabla 4.2 dentro de la columna min se muestra
el tiempo invertido por el primer usuario que recibe la respuesta de la infraestructura y
lleva a cabo el proceso de inicializacio´n. La columna max representa el tiempo que tuvo
lugar hasta que el usuario recibio´ la u´ltima respuesta y completo´ el proceso. La Figura
4.16 muestra una representacio´n gra´fica de los resultados.
Tabla 4.2: Inicializacio´n de la aplicacio´n variando el nu´mero de usuarios concurrentes
A partir de los resultados mostrados en la Tabla 4.2 y los diferentes gra´ficos de la
Figura 4.16, es posible determinar las siguientes conclusiones: (1) el tiempo de respuesta
min crece de forma constante y no se ve afectado por el nu´mero de accesos concurrentes;
(2) el tiempo de respuesta max aumenta en proporcio´n al nu´mero de usuarios concu-
rrentes; (3) cuanto mayor sea el modelo de aplicacio´n, mayor sera´ el incremento en el
valor max para la inicializacio´n de la aplicacio´n; y (4) el acoplamiento de la arquitectura
no influye en el rendimiento cuando se incrementa el nu´mero de usuarios que pretenden
acceder de forma concurrente a la inicializacio´n de la aplicacio´n (como se menciono´ antes
para un usuario, ver Figura 4.15b). Los resultados en la Figura 4.16 son resumidos en
los gra´ficos mostrados en la Figura 4.17a y la Figura 4.17b, los cuales representan los
tiempos ma´s bajos y ma´s altos obtenidos, respectivamente.
El comportamiento observado en estos experimentos es relativamente bueno si se
compara con los tiempos de respuesta obtenidos en la inicializacio´n de la aplicacio´n,
cuando diferente nu´mero de usuarios acceden de forma concurrente. A pesar de eso, para
modelos con 10 componentes, los tiempos de respuesta obtenidos (3.5 segundos) por los
u´ltimos usuarios (valor max ) sobrepasan valores aceptables cuando en el entorno hay
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Figura 4.16: Inicializacio´n de la aplicacio´n variando el taman˜o y el acoplamiento
cuarenta solicitudes accediendo de forma concurrente. Para modelos con 20 componentes,
el tiempo de respuesta ma´s alto esta´ entorno a los 3.6 segundos, cuando se realizan
alrededor de veinticinco inicializaciones concurrentes, tiempo que es excesivo. La razo´n
por la cual el nu´mero de usuarios concurrentes influye en los tiempos de respuesta es
porque el servidor de aplicaciones (servidor independiente de la plataforma) comparte
el mismo punto de acceso para todos los usuarios (comparten EJBs) lo que implica un
cuello de botella de la aplicacio´n. El componente EJB encargado de gestionar las sesiones
de los usuarios (mo´dulo COSSessionMM ) es uno de los componentes que dan pie a este
cuello de botella. No obstante, con el propo´sito de mejorar el rendimiento, se realizaron
experimentos adicionales en los cuales se consiguieron mejores tiempos de respuesta. En
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Figura 4.17: (a) Tiempos ma´s bajos (primer usuario que recibe la respuesta);
(b) Tiempos ma´s altos (u´ltimo que recibe la respuesta); (c) Usando 1, 2 y 3 servidores;
(d) Evaluacio´n de la comunicacio´n con diferentes taman˜os de la interfaz mashup
estas pruebas, se establecen dos y tres servidores independientes de la plataforma y se
balanceo´ la carga de trabajo para distribuir las solicitudes entre ellos (Figura 4.17c).
Debido a los resultados de los experimentos se decidio´ finalmente desplegar la infra-
estructura de servicios con dos servidores independientes de la plataforma en lugar de
uno o tres. Esta decisio´n se baso´ en dos factores: (a) el uso de ma´s de un servidor es u´til
para evitar un cuello de botella en el sistema, y (b) usando ma´s de dos servidores se in-
vierte ma´s tiempo en elegir el servidor destino, lo cual afecta a los tiempos de respuesta.
La Figura 4.17c muestra que no hay mejora al usar tres servidores para el tiempo max
pero, en cambio, los resultados son peores para el tiempo min.
Se realizaron las mediciones con diferente nu´mero de componentes y acoplamientos.
Por razones pra´cticas, no se realizo´ la medicio´n de tiempos con niveles de acoplamiento
bajos, ya que hay muy pocas conexiones establecidas de comunicacio´n. Se han desarrolla-
do estas u´ltimas pruebas para aplicaciones que contienen de tres a veinte componentes,
puesto que este escenario proporciona suficientes conexiones para poder evaluar el proce-
so. La Figura 4.17d muestra los resultados de los experimentos. Los tiempos de respuesta
para la comunicacio´n permanecen por debajo de 100 ms para acoplamiento medio, y por
debajo de 140 ms para el caso de acoplamiento alto. Estos tiempos crecen en proporcio´n
al nu´mero de componentes. Por lo tanto, se puede afirmar que la comunicacio´n entre los
componentes de las aplicaciones mashup se realiza en un periodo de tiempo adecuado.
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4.5. Resumen y conclusiones
En este cap´ıtulo se ha llevado a cabo la descripcio´n del escenario principal que ha sido
utilizado en este trabajo de tesis doctoral para la validacio´n de la infraestructura de ser-
vicios propuesta. Se trata de un prototipo de aplicacio´n mashup que esta´ vinculado con
el proyecto de investigacio´n P10-TIC-6114 y que recibe el nombre de ENIA (ENviron-
mental Information Agent). Esta aplicacio´n mashup consiste en una interfaz gra´fica de
usuario de tipo web que se construye a partir de componentes widgets de granularidad
gruesa. El objetivo de esta aplicacio´n es permitir la consulta de datos relacionados con
el medioambiente (adema´s de otra informacio´n relevante) de la REDIAM (Red de Infor-
macio´n Ambiental de Andaluc´ıa). Para ello, el prototipo de interfaz gra´fica desarrollado
proporciona diferentes tipos de componentes, como son los mapas tema´ticos, los viso-
res de informacio´n ambiental, o los componentes de redes sociales, entre otros posibles
ejemplos. De esta manera, este prototipo permite validar y evaluar el correcto funcio-
namiento de los distintos servicios implementados, adema´s de justificar una aplicacio´n
pra´ctica del modelo de infraestructura propuesto.
La primera seccio´n del cap´ıtulo ha descrito el contexto en el que se enmarca el proto-
tipo de interfaz mashup ENIA, recordando las ventajas principales de utilizar este tipo
de aplicaciones. Uno de los beneficios ma´s importantes de hacer uso de aplicaciones mas-
hup es que permiten que el usuario pueda modificarlas y reconfigurarlas para adaptar su
estructura a sus preferencias. Adema´s, la naturaleza modular, escalable e interoperable
de estas aplicaciones facilita el desarrollo de componentes de terceros y la construccio´n
de interfaces complejas que permitan realizar tareas de cierta envergadura. Por otro la-
do, tambie´n es posible analizar las interacciones de los usuarios con la aplicacio´n para
poder construir procesos de adaptacio´n automa´ticos que reconfiguren la interfaz sin la
necesidad de que el usuario as´ı lo solicite de manera pro-activa.
Posteriormente se ha descrito detalladamente tanto la estructura de la interfaz mas-
hup desarrollada, como su funcionamiento. Para ello, la segunda seccio´n del cap´ıtulo ha
presentado las partes principales de la interfaz, entre las que se encuentra el panel de
componentes, el menu´ y el escritorio. Estas tres partes son constantes en todas las opcio-
nes de reconfiguracio´n de la interfaz y es el contenido del escritorio el u´nico que puede
ser modificado (an˜adiendo nuevos elementos, eliminando componentes, etc.). De esta
manera, la arquitectura de componentes propuesta (como parte del trabajo de investi-
gacio´n) se utiliza para representar el estado y la estructura de dicho escritorio. El panel
de ENIA contiene el conjunto de componentes que el usuario puede an˜adir al escritorio
y que incluye diferentes tipos de COTSgets. Algunos ejemplos de estos componentes son
los mapas tema´ticos que hacen uso de servicios OGC o las aplicaciones de la REDIAM,
entre las que se incluyen los visores de informacio´n ambiental o los comparadores de ca-
pas geogra´ficas. El menu´ de ENIA proporciona la funcionalidad necesaria para la gestio´n
de las sesiones de los usuarios. Adema´s, este menu´ tambie´n se utiliza para mostrar y
ocultar el panel de componentes, y para ofrecer una ayuda ra´pida en forma de gu´ıa para
el manejo de la interfaz. Una vez descritas las partes principales de la interfaz mashup,
se han resumido las distintas acciones que pueden llevarse a cabo sobre la interfaz ENIA.
A partir de la presentacio´n del prototipo de interfaz desarrollado, la tercera seccio´n
del cap´ıtulo ha presentado cinco escenarios que permiten analizar el comportamiento de
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ENIA y de la infraestructura propuesta cuando se realizan diferentes tipos de interaccio´n.
En el primer escenario, un usuario ano´nimo que accede a la aplicacio´n y se construye un
escritorio por defecto. El segundo escenario describe los pasos que se ejecutan cuando un
usuario ano´nimo se registra en el sistema. En el tercer escenario, un usuario registrado
accede a ENIA y construye la interfaz con la estructura asociada a su perfil. El cuarto
escenario describe la ejecucio´n cuando se realizan operaciones de reconfiguracio´n. Por
u´ltimo, en el quinto escenario se describen las acciones que se llevan a cabo cuando un
usuario registrado cierra su sesio´n en la aplicacio´n.
Como parte del proceso de validacio´n y evaluacio´n de la infraestructura desarrollada,
se han llevado a cabo distintas pruebas de estre´s cuya finalidad ha sido medir el rendi-
miento de los servicios proporcionados (en te´rminos de tiempos de respuesta). Con este
objetivo, se han realizado distintas mediciones en base a tres para´metros: el taman˜o de
la arquitectura que define la aplicacio´n mashup que se despliega en el cliente, el grado
de acoplamiento de dicha arquitectura y el nu´mero de accesos concurrentes que llevan
a cabo los usuarios de la infraestructura. El resultado obtenido nos permite validar que
los tiempos de respuesta son correctos para el despliegue de interfaces mashup y para
su posterior gestio´n en tiempo de ejecucio´n.
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E n este trabajo de investigacio´n se ha desarrollado una infraestructura para ofrecer
un conjunto de servicios a aplicaciones mashup construidas a partir de componentes
COTSgets. La funcionalidad actual de esta infraestructura se ha obtenido a partir de
diferentes versiones de este producto que se ha denominado COScore, permitiendo un
desarrollo incremental del mismo. En la Figura 5.1 se muestran las diferentes versiones
desarrolladas para esta solucio´n, hasta llegar a la versio´n actual (COScore 2.0.0 ), descrita














Smart COScore 1.0.0 
Figura 5.1: Versiones de COScore
Para poder diferenciar cada versio´n entre s´ı, se ha seguido una nomenclatura que
identifica de manera u´nica cada versio´n. La nomenclatura utilizada esta´ formada por
dos partes; por un lado el nombre del producto software (en este caso es COScore);
y por el otro, un conjunto de tres valores nume´ricos: el primer valor se utiliza para
identificar los cambios importantes desde el punto de vista funcional del software (un
ejemplo podr´ıa ser la incorporacio´n de una nueva capa dependiente de la infraestructura
para dar servicios a comp nentes construidos para la plataforma tecnolo´gica Android); el
segundo valor nume´rico es utilizado para describir pequen˜as modificaciones funcionales
(como puede ser an˜adir un nuevo me´todo a un servicio web pu´blico); y el tercer valor
nume´rico se utiliza para identificar una infraestructura para la cual se ha resuelto algu´n
error de programacio´n. En una versio´n donde so´lo se ha modificado el u´ltimo nu´mero,
no se incluye nueva funcionalidad. A continuacio´n se describe brevemente cada una de
las versiones implementadas en el COScore:
Versio´n COScore 1.0.0 : en esta primera versio´n se implemento´ la gestio´n del mo-
delo de arquitectura de las aplicaciones, an˜adir/eliminar componentes de la aplica-
cio´n, inicio/cierre de sesio´n, as´ı como la persistencia para los usuarios registrados.
Versio´n COScore 1.1.0 : en esta versio´n se implemento´ la capacidad de comunica-
cio´n entre los componentes de una aplicacio´n mashup, a partir de un conjunto de
relaciones binarias y n-arias.
Versio´n COScore 1.2.0 : esta versio´n incorporo´ la gestio´n de usuarios ano´nimos as´ı
como el cierre de sesio´n automa´tico cuando se registra un tiempo de inactividad
en el COScore por parte de una aplicacio´n.
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Versio´n COScore 1.3.0 : en esta versio´n se implemento´ el registro de la interaccio´n
que se produce en una aplicacio´n mashup. Este registro implica almacenar en la
base de datos de interaccio´n determinados eventos que se producen en la aplicacio´n.
Versio´n COScore 1.4.0 : esta es la versio´n actual e incorporo´, a partir de la versio´n
anterior, la integracio´n de dos plataformas. As´ı, la infraestructura esta´ preparada
para gestionar aplicaciones mashup construidas tanto con componentes widgets
(siguiendo las especificaciones de W3C), como componentes construidos en Java.
A partir de la versio´n 2.0.0 del COScore, se esta´ trabajando en tres l´ıneas de desarrollo
distintas, tal y como muestra la Figura 5.1. Cada una de estas versiones se asocia con
los diferentes modos de ejecucio´n que tendra´n las aplicaciones mashup. La versio´n actual
del COScore da soporte a aplicaciones construidas a partir de los componentes incluidos
en el modelo de arquitectura inicial de un usuario. Este modelo cambia so´lo cuando
el propio usuario an˜ade o elimina algu´n componente de su aplicacio´n. De esta forma,
el COScore nos ofrece un modo de funcionamiento “determinista” en su soporte a las
aplicaciones. La l´ınea discontinua de tiempo central identifica el conjunto de versiones
del COScore que permitira´ la extensio´n funcional de la infraestructura para dar soporte
a aplicaciones, bajo esta forma de funcionamiento “determinista”.
La l´ınea de tiempo superior (representada por Smart COScore 1.0.0 ), identifica el
conjunto de versiones ligado a una vertiente del producto COScore en la cual el Grupo de
Investigacio´n de Informa´tica Aplicada de la Universidad de Almer´ıa, esta´ investigando
un modo de funcionamiento “inteligente” de la infraestructura. En este modo, la infraes-
tructura detectara´ automa´ticamente la necesidad de realizar cambios sobre la aplicacio´n
a partir de un proceso de inferencia utilizando la informacio´n proporcionada de la inter-
accio´n obtenida del usuario, as´ı como de otra informacio´n obtenida del contexto (como
puede ser el ancho de banda de la red durante una sesio´n de un usuario).
Por u´ltimo, la l´ınea inferior de tiempo representa un modo de funcionamiento “h´ıbri-
do” de los dos anteriores. En este modo, la infraestructura permite una cierta evolucio´n
de las aplicaciones mashup. Para conseguir esta evolucio´n, la infraestructura incorpora
un proceso de transformacio´n dina´mico basado en modelos y mediacio´n que se encarga
de mediar en la creacio´n de nuevas versiones (nuevos modelos de arquitectura) de las
aplicaciones an˜adiendo o eliminando componentes de la aplicacio´n. Aqu´ı el servicio de
mediacio´n hace uso de repositorios de reglas que conducen el proceso de transformacio´n
de la aplicacio´n [Criado, 2015].
Teniendo en cuenta lo indicado anteriormente, en las siguientes secciones se detallan
los resultados y conclusiones finales de este trabajo de investigacio´n de tesis doctoral.
Para ello, el resto del cap´ıtulo se estructura en cuatro secciones. En primer lugar, la
Seccio´n 5.1 describe las principales aportaciones del trabajo de investigacio´n al a´mbito
de la comunidad cient´ıfica de Ingenier´ıa del Software, y en especial en el de la Ingenier´ıa
basada en componentes y servicios. La Seccio´n 5.2 identifica ciertas limitaciones que
presenta la propuesta que aqu´ı se realiza en esta tesis doctoral. La seccio´n 5.3 presenta
las l´ıneas de investigacio´n que quedan abiertas tras la finalizacio´n de la tesis. Para
finalizar, la Seccio´n 5.4 ofrece un listado de las publicaciones derivadas del trabajo de
investigacio´n realizado en el desarrollo de esta tesis doctoral.
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5.1. Aportaciones a la comunidad cient´ıfica
El trabajo de investigacio´n desarrollado en la presente tesis doctoral ten´ıa como objetivo
principal la elaboracio´n de un modelo de infraestructura como solucio´n para el desplie-
gue y gestio´n de aplicaciones mashup pertenecientes a distintos dominios e, incluso, en
dispositivos de plataformas diferentes. Con esta finalidad, el modelo de infraestructura
finalmente desarrollado se basa en un proceso de abstraccio´n que nos permite definir las
aplicaciones mashup como arquitecturas software, en las que se representan cada uno de
los componentes que forman parte de ellas, as´ı como sus relaciones. De esta manera, las
distintas piezas de las aplicaciones se gestionan de forma similar, independientemente
del dominio y de la plataforma, y u´nicamente se ejecutan operaciones espec´ıficas de una
plataforma cuando hay que generar el co´digo necesario para el despliegue de las aplica-
ciones. Cada una de estas piezas ha sido nombrada como componente COTSget, de la
combinacio´n del concepto de componente COTS (Commercial Off-The-Shelf ) para hacer
referencia a componentes que pueden haber sido desarrollados por terceras partes, y del
te´rmino gadget, que se refiere a un artefacto software que encapsula cierta funcionalidad
y que permite llevar a cabo una tarea.
El modelo de infraestructura construido esta´ constituido por tres capas, como ya
se ha visto. La capa que se encuentra en el nivel inferior es la capa independiente de
la plataforma, y contiene la funcionalidad comu´n a todos los dispositivos para los que
se pueden construir aplicaciones mashup. La capa superior esta´ formada por las propias
aplicaciones mashup y por los clientes que hacen uso de ellas, entre los que se encuen-
tran, por ejemplo, los navegadores (en el caso de que las aplicaciones de tipo web) o los
contenedores de aplicaciones (en el caso de las aplicaciones de tipo Java). Entre ambas
capas se encuentra la capa dependiente de la plataforma, encargada de conectar la capa
cliente con la capa independiente de la plataforma. El objetivo de esta capa intermedia
es permitir la comunicacio´n entre ambas capas, de manera que las aplicaciones que se
encuentran desplegadas en la capa cliente puedan ser gestionadas por la lo´gica de las
operaciones de la capa independiente (teniendo en cuenta la informacio´n que proporciona
la primera) y que las decisiones tomadas en la capa inferior puedan modificar las apli-
caciones en tiempo de ejecucio´n y de forma dina´mica. Esta flexibilidad se consigue, por
ejemplo, sin llevar a cabo una recarga de toda la aplicacio´n y actualizando u´nicamente
aquellas partes de la arquitectura de la aplicacio´n que hayan sido modificadas.
La capa dependiente de la plataforma tambie´n contiene los distintos repositorios de
componentes que pueden formar parte de las aplicaciones mashup y, dependiendo del tipo
de plataforma utilizada en cada momento, se hara´ uso de una coleccio´n u otra. Teniendo
en cuenta que la capa cliente no es una aportacio´n propia del trabajo de investigacio´n,
sino que u´nicamente se utiliza como soporte para el despliegue de las aplicaciones, las
otras dos capas de la infraestructura (dependiente e independiente de la plataforma)
constituye el nu´cleo de la propuesta de esta tesis doctoral, y juntas reciben el nombre de
COScore (COTSget-based architecture Operating Support core). Uno de los aspectos que
caracterizan este nu´cleo de la infraestructura es que esta´ desarrollado como un conjunto
de servicios. Cada servicio, a su vez, agrupa un conjunto de operaciones relacionadas
entre s´ı. Por ejemplo, existe un servicio que contiene todas las operaciones relacionadas
con la gestio´n de usuarios (creacio´n, eliminacio´n, modificacio´n, entre otras operaciones,
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como se ha visto). De esta forma, el desarrollo de la infraestructura ha generado una
API1 que ofrece toda la funcionalidad necesaria para poder llevar a cabo el despliegue
de aplicaciones mashup y que, adema´s, permite realizar todas las acciones de gestio´n
relacionadas con el uso de dichas aplicaciones.
La aportacio´n del trabajo de investigacio´n realizado se puede resumir en las contri-
buciones que se listan a continuacio´n:
— Se ha construido una infraestructura estructurada en tres capas para dar soporte a
aplicaciones mashup de distintos dominios y plataformas. Para que sea posible comu-
nicarse con la funcionalidad que implementa esta infraestructura, se ha desarrollado
un conjunto de servicios (pu´blicos y privados). Haciendo uso de estos servicios, las
aplicaciones pueden conectarse con la infraestructura para permitir su despliegue y
su posterior gestio´n. Las capas por las cuales esta´ construida la infraestructura son
la capa cliente, la capa dependiente de la plataforma y la capa independiente de
la plataforma. En la capa cliente se encuentran las aplicaciones mashup, en la capa
dependiente de la plataforma se localiza un servidor JavaScript encargado de hacer
de mediador para gestionar los procesos de comunicacio´n entre la capa cliente y la
capa independiente de la plataforma. Adema´s, en la capa dependiente se encuentran
los repositorios de componentes que son utilizados para el despliegue en las aplica-
ciones mashup. Por u´ltimo, la capa independiente de la plataforma contiene el nu´cleo
funcional de la infraestructura.
— Se ha gestionado una serie de repositorios indispensables dentro de la infraestructu-
ra. Se trata de repositorios de componentes, tanto propios como de terceras partes.
Con respecto a los repositorios de terceras partes, se ha implementado diverso co´digo
de envolvente (wrapper) para los componentes localizados en bases de datos que no
pertenecen a nuestro desarrollo. A partir de estos componentes adaptados, los com-
ponentes desarrollados por terceras partes pueden ser gestionados para ser integrados
en las aplicaciones mashup. Por otro lado, los repositorios de componentes propios
contienen los componentes construidos ı´ntegramente siguiendo la especificacio´n de
componente aqu´ı desarrollada.
— Se ha definido una especificacio´n de componente por medio del uso de te´cnicas de
metamodelado. Este metamodelo de componente se utiliza para poder construir las
arquitecturas de componentes que definen las aplicaciones mashup. Esta especifica-
cio´n contiene todos los elementos necesarios para que un componente pueda ser inte-
grado en la arquitectura de componentes de una aplicacio´n. Adema´s, se ha construido
una especificacio´n para describir formalmente las aplicaciones mashup, en forma de
arquitecturas software constituidas por componentes y relaciones.
— Se han definido conjuntos de relaciones que pueden existir entre los componentes de
una arquitectura. Para realizar este desglose de tipos, en primer lugar se ha creado
una serie de escenarios simples de ejemplo: un escenario de domo´tica y otro relacio-
nado con un sistema de informacio´n geogra´fica. A partir de estos escenarios, se han
descrito dos grupos de relaciones, las binarias y las n-arias. Las relaciones binarias
1COScore API – http://acg.ual.es/projects/enia/ui/webservices/
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relacionan dos componentes de la arquitectura entre s´ı y las n-arias relacionan tres
o ma´s componentes entre s´ı. Asimismo, se ha realizado un estudio de dependencias
entre componentes, definiendo un conjunto de patrones y una matriz de regenera-
cio´n de dependencias. Este estudio permite detectar situaciones alternativas en la
configuracio´n de una arquitectura. El estudio se ha realizado so´lo sobre la combina-
cio´n de tres componentes base, en el entorno de visor de mapas tema´ticos, con un
componente de mapa, un componente de leyenda y otro de lista de capas.
— Con el objetivo de que la infraestructura pueda dar soporte a las aplicaciones mashup,
se ha creado un conjunto de servicios pu´blicos por medio de los cuales las aplicaciones
se conectan y acceden a la funcionalidad ofrecida. Dichos servicios pu´blicos son:
Register interaction (encargado de gestionar procesos de registro de la interaccio´n
producida en la aplicacio´n), Update architecture (el cual gestiona la actualizacio´n
de las arquitecturas de componentes de las aplicaciones), Get link components (para
gestionar los procesos de comunicacio´n entre los componentes) y Session (encargado
de gestionar los procesos de inicio de sesio´n para los usuarios de las aplicaciones).
Cada servicio, a su vez, esta´ compuesto por un conjunto de operaciones.
— Tambie´n se necesitan operaciones de cara´cter privado para gestionar la infraestructu-
ra y poder dar as´ı funcionalidad a las aplicaciones mashup. Para ello, se ha definido
un conjunto de servicios privados: User (encargado de gestionar los usuarios que
hacen uso de aplicaciones mashup), Manage Architecture (que gestiona las especi-
ficaciones de las arquitecturas utilizadas para describir las aplicaciones mashup) y
Manage Component (el cual gestiona las especificaciones de los componentes que pue-
den ser utilizados por la infraestructura). De forma similar a los servicios pu´blicos,
cada servicio privado esta´ compuesto por un conjunto de operaciones.
— Se han ofrecido detalles acerca de co´mo se han implementado los servicios pertene-
cientes a la infraestructura. Para ello, se han descrito cada una de las operaciones
que constituyen los servicios y, adema´s se han mostrado ejemplos para ilustrar de
que´ manera se deben consumir dichos servicios.
— Se han realizado distintas pruebas y experimentos con el objetivo de poder anali-
zar los tiempos de respuesta de la infraestructura. Para realizar estas pruebas, se
han tenido en cuenta diferentes escenarios de ejemplo en los cuales se ha evaluado
el impacto de diferentes factores que afectan a los resultados obtenidos, como por
ejemplo, el nu´mero de componentes que forman parte de la aplicacio´n mashup o el
nu´mero de usuarios que acceden en el mismo instante de tiempo a un recurso.
— Finalmente, se ha analizado el principal caso de estudio que ha sido desarrollado
para la validacio´n del trabajo de investigacio´n realizado. Se trata de una aplicacio´n
mashup de tipo web para la explotacio´n de datos pertenecientes a un sistema de
informacio´n geogra´fica. Dicho sistema recibe el nombre de ENIA (ENvironmental
Information Agent) y se enmarca dentro de un proyecto de investigacio´n regional,
cuyo objetivo principal es la explotacio´n de informacio´n geogra´fica basada en mapas
y obtenida a partir de servicios OGC (Open Geospatial Consortium) ofrecidos por la
REDIAM (Red de Informacio´n Ambiental de Andaluc´ıa).
c○ 2016 Vallecillos, J.
216 5.2. LIMITACIONES DE LA INFRAESTRUCTURA DESARROLLADA
5.2. Limitaciones de la metodolog´ıa desarrollada
La infraestructura desarrollada tiene diversas limitaciones que afectan a las capacidades
de las aplicaciones mashup que pueden ser desplegadas en ella. A continuacio´n se indican
las ma´s importantes:
— Los componentes que forman parte de la infraestructura, que sera´n integrados en las
aplicaciones mashup, son componentes cerrados o de caja “negra”. Esto significa que
la infraestructura no tiene acceso a los eventos que tienen lugar en su interior. Esto
tiene varias implicaciones, por un lado cuando se produzca un error en su interior
la infraestructura no sera´ consciente de lo ocurrido. Adema´s la interaccio´n que se
produce dentro de los componentes no puede ser registrada por la infraestructura,
lo cua´l implica que esa interaccio´n no podra´ ser utilizada para realizar tomas de
decisiones futuras basadas en dicha interaccio´n.
— No es trivial realizar una nueva integracio´n de una tecnolog´ıa en la infraestructura.
Esto significa que cada vez que sea necesario an˜adir un nuevo tipo de aplicacio´n mas-
hup, por ejemplo una aplicacio´n mashup basada en tecnolog´ıa python, ser´ıa necesario
realizar numerosos cambios en la infraestructura. Por un lado, se necesita integrar
un nuevo tipo de repositorio de componentes a los que se accede para manejar com-
ponentes de este tipo. Pero tambie´n, hay que realizar modificaciones para distinguir
el nuevo tipo de aplicacio´n del resto de aplicaciones para que de este modo, se le
pueda dar soporte.
— Para an˜adir un nuevo tipo de aplicacio´n mashup a la infraestructura en primer lugar
deben de existir los repositorios de componentes correspondientes. Estos repositorios
deben dar soporte a componentes que han sido construidos bajo la especificacio´n de
componentes aqu´ı definida.
— En este momento la infraestructura so´lo da soporte a dos tipos de aplicaciones mas-
hup, aplicaciones de tipo web (basadas en Widgets) o aplicaciones de tipo Java. Esto
significa que la infraestructura se encuentra algo limitada al no poder abarcar otros
tipos de aplicaciones.
— Para poder gestionar una aplicacio´n mashup en primer lugar se debe dar de alta
el modelo de arquitectura de la aplicacio´n en la infraestructura. Eso significa que
se debe de crear el modelo de la aplicacio´n previamente. La construccio´n de los
modelos de la arquitectura de las aplicaciones se realiza de forma manual a trave´s
del editor reflexivo que EMF a partir del metamodelo del lenguaje propuesto. Sin
embargo, ser´ıa deseable disponer de un editor gra´fico que permita definir dichas
arquitecturas, facilitando as´ı las tareas de disen˜o y desarrollo de las arquitecturas de
las aplicaciones. Lo mismo ocurre para la construccio´n de las especificaciones de los
componentes concretos.
— Dentro de la infraestructura, para lograr comunicar los componentes entre s´ı se ne-
cesita que en el modelo de arquitectura de la aplicacio´n mashup se haya definido
una relacio´n entre los componentes. Sin embargo, para un componente nuevo, no se
podra´n comunicar los componentes entre s´ı, puesto que se desconoce su relacio´n.
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5.3. L´ıneas de investigacio´n abiertas
A lo largo del trabajo de investigacio´n desarrollado en esta tesis doctoral, y partiendo
tambie´n de las limitaciones descritas en la seccio´n anterior, han aparecido nuevas l´ıneas
de investigacio´n que quedan abiertas y que pueden ser abordadas como trabajos de
investigacio´n futuro. Estas l´ıneas han sido:
— Definir y desarrollar tipos de componentes para mashup que este´n preparados con
propiedades de reflexio´n, que puedan ser accesibles y consultar su estado u obtener
otra informacio´n de intere´s, como la vinculada con la interaccio´n del usuario con
dichos componentes.
— Modificar la infraestructura para facilitar la incorporacio´n de nuevos tipos de aplica-
ciones mashup. El estado actual de la implementacio´n realizada, so´lo ofrece soporte a
dos tipos de aplicaciones mashup, aplicaciones de tipo web (basadas en componentes
Widgets) y aplicaciones de tipo Java. La extensio´n a nuevos tipos de aplicaciones,
puede ayudar a potenciar la utilidad de la infraestructura COScore a otros tipos de
aplicaciones, con el requisito de que estas deben estar formadas por una arquitectura
de componentes subyacente.
— Desarrollar, como herramienta de disen˜o, un editor gra´fico que permita definir la
arquitectura de las aplicaciones mashup. Disponer de una herramienta como e´sta
puede facilitar el disen˜o y desarrollo de las arquitecturas de aplicaciones mashup.
Este editor gra´fico se podr´ıa utilizar tambie´n para construir las especificaciones de
los componentes concretos, que luego se integran como parte de una arquitectura
que conforma una aplicacio´n mashup.
— Desarrollar una nueva variante de los modos de ejecucio´n “Smart” e “Hybrid” pa-
ra permitir la evolucio´n de las aplicaciones mashup de forma automa´tica o semi-
automa´tica, basada en informacio´n del contexto e informacio´n de la interaccio´n del
usuario con la aplicacio´n.
— Desarrollar un mecanismo para la creacio´n de nuevos componentes complejos (en
tiempo de ejecucio´n) a partir de otros ma´s sencillos. Esto requiere que dichos com-
ponentes nuevos deban estar dados de alta en el repositorio de especificaciones de
componentes concretos como la combinacio´n de los componentes simples que los
constituyen (definidos tambie´n a nivel de especificacio´n).
En la actualidad, algunas de estas l´ıneas de investigacio´n abiertas esta´n ya siendo
abordadas como parte de otras tesis doctorales y proyectos de investigacio´n, en el seno
del grupo de investigacio´n de Informa´tica aplicada de la Universidad de Almer´ıa. Igual-
mente, la tecnolog´ıa desarrollada en este trabajo de investigacio´n esta´ siendo estudiada
para ser transferida e implantada de forma progresiva en el marco de un contrato I+D
establecido con el Ayuntamiento de Almer´ıa para el desarrollo de una aplicacio´n SIG de
uso corporativo, como actividad dentro de un convenio de colaboracio´n para el fomento
de las tecnolog´ıas en la administracio´n local entre el Ayuntamiento de Almer´ıa, el grupo
de investigacio´n de Informa´tica Aplicada y la Universidad de Almer´ıa.
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5.4. Publicaciones derivadas de la tesis doctoral
Para finalizar, en esta seccio´n se presentan los art´ıculos y aportaciones a actas de con-
gresos que han sido publicados como resultado del trabajo de investigacio´n llevado a
cabo durante el desarrollo de la presente tesis doctoral. La lista de publicaciones aparece
en orden cronolo´gico:
— Vallecillos, J., Ferna´ndez, A.J., Criado, J., Iribarne, L. (2012). TvCSL: An XML-
based language for the specification of TV-component applications. In Communica-
tions in Computer and Information Science, CCIS Vol. 278, pp. 574–580. Springer.
doi:10.1007/978-3-642-35879-1_73
— A.J. Fernandez-Garcia, L. Iribarne, J. Criado, J. Vallecillos (2012). An approach to
a pattern for business process management and deployment of software engineering
for small companies in a crossplatform era. IEEE CS, 252-256. In 2nd Int. Conf.
on Advances in Computational Tools for Engineering Applications (ACTEA), 12-
15 December 2012 in Zouk-Mosbeh, Lebanon. IEEE. doi:10.1109/ICTEA.2012.
6462877. doi:10.5220/0004257903970402
— Sobrino, J.F., Criado, J., Vallecillos, J., Padilla, N., Iribarne, L. (2013). An Inter-
face Agent for the Management of COTS-based User Interfaces. 5th International
Conference on Agents and Artificial Intelligence (ICAART’2013), pp. 397-402, Bar-
celona, Spain. INSTICC. doi:10.5220/0004257903970402
— Vallecillos, J., Criado, J., Padilla, N., Iribarne, L. (2014). A component-based user
interface approach for Smart TV. 9th Int. Conf. on Software Engineering and Ap-
plications (ICSOFT-EA), pp. 455–463. IEEE. doi:10.5220/0004999304550463
— Vallecillos, J., Criado, J., Iribarne, L., Padilla, N. (2014). Dynamic Mashup In-
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ningful Internet Systems: OTM 2014 Workshops, LNCS 8842, pp. 438–447. Springer.
doi:10.1007/978-3-662-45550-0_44
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Este anexo contiene las pruebas de error realizadas sobre las operaciones pertenecientes
a los servicios pu´blicos del COScore.
A.1. Pruebas de Session Service
Para el servicio pu´blico Session Service, a continuacio´n se observa cua´les son las pruebas
y errores obtenidos para cada operacio´n.
A.1.1. Operacio´n Login
Descripcio´n: Omisio´n el para´metro username Resultado ok







<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Omisio´n el para´metro userpassword Resultado ok







<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Para´metro username vac´ıo Resultado ok








<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Para´metro password vac´ıo Resultado ok








<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Para´metro username incorrecto Resultado ok








<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Para´metro userpassword incorrecto Resultado ok








<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Volver a hacer un Login sobre un usuario
que ya se ha hecho
Resultado ok








<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Fallo en la conexio´n a la Base de Datos, se
ha cambiado los para´metros de conexio´n
Resultado ok








<message>Not found or Empty userpassword Error</message>
</result>
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Descripcio´n Fallo interno de co´digo, se ha provocado
un error en la excepciones de encriptacio´n
del password
Resultado ok








<message>Not found or Empty userpassword Error</message>
</result>
A.1.2. Operacio´n Logout
Descripcio´n Omisio´n del para´metro userId Resultado ok





<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Para´metro userId vac´ıo Resultado ok






<message>Not found or Empty userpassword Error</message>
</result>
Descripcio´n Para´metro userId incorrecto no existe co-
mo sesio´n iniciada
Resultado ok








Descripcio´n Para´metro userId al cual ya se le ha hecho
un logout
Resultado ok








Descripcio´n Fallo interno de co´digo, se ha provocado
un error en el nombre del mo´dulo al cual
se llama
Resultado ok








A.1.3. Operacio´n Init user architecture
Descripcio´n Omisio´n del para´metro userId Resultado ok












<message>Not found or Empty userId Error</message>
</result>
Descripcio´n Para´metro userId vac´ıo Resultado ok













<message>Not found or Empty userId Error</message>
</result>
Descripcio´n Omisio´n del para´metro deviceType de in-
teration
Resultado ok
Para´metros de entrada Valores de salida
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<message>Not found or Empty userId Error</message>
</result>
Descripcio´n Para´metro userId incorrecto, no existe co-
mo sesio´n iniciada
Resultado ok















Descripcio´n Para´metro userId al cual no se le ha hecho
un login
Resultado ok















Descripcio´n Fallo interno de co´digo, se ha provocado
un error en el nombre del mo´dulo al cual
se llama
Resultado ok















Descripcio´n Fallo interno de co´digo, se ha provocado
un error en el nombre del mo´dulo al cual
se llama
Resultado ok















Descripcio´n Fallo en la conexio´n a la Base de Datos de
usuarios, se han cambiado los para´metros
de conexio´n
Resultado ok















rechazada. Verifique que el nombre del Host y el




Descripcio´n Fallo en la conexio´n a la Base de Datos de
modelos de arquitectura concretas
Resultado ok






<message>Error in Architectural Models BD
javax.ejb.EJBTransactionRolledbackException:
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Descripcio´n Fallo en la conexio´n Wookie Resultado ok












A.1.4. Operacio´n Default init
Descripcio´n Fallo interno de co´digo, se ha provocado
un error en el nombre del mo´dulo al cual
se llama
Resultado ok






Descripcio´n Fallo en la conexio´n a la Base de Datos de
usuarios, se ha cambiado los para´metros
de conexio´n
Resultado ok






rechazada. Verifique que el nombre del Host y el




Descripcio´n Fallo en la conexio´n a la Base de Datos de
modelos de arquitecturas concretas
Resultado ok




<message>Error in Architectural Models BD
javax.ejb.EJBTransactionRolledbackException:




Descripcio´n Fallo en la conexio´n Wookie Resultado ok










A.2. Pruebas de Communication Service
Para el servicio pu´blico Session Service, a continuacio´n se observa cua´les son las pruebas
y errores obtenidos para cada operacio´n.
A.2.1. Operacio´n Get link components
Descripcio´n Omisio´n del para´metro userId Resultado ok









<message>Not found or Empty username Error</message>
</result>
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Descripcio´n Para´metro userId vac´ıo Resultado ok










<message>Not found or Empty username Error</message>
</result>
Descripcio´n Para´metro userId incorrecto, no existe Resultado ok












Descripcio´n Para´metro userId al cual no se le ha hecho
un login
Resultado ok












Descripcio´n Omisio´n del para´metro componentInstan-
ce
Resultado ok







<message>Not found or Empty Component Instance
Error</message>
</result>
Descripcio´n Para´metro componentInstance vac´ıo Resultado ok








<message>Not found or Empty Component Instance
Error</message>
</result>
Descripcio´n Para´metro componentInstance incorrecto,
no existe
Resultado ok








<message>Not found or Empty Component Instance
Error</message>
</result>
Descripcio´n Omisio´n del para´metro portId Resultado ok








<message>Not found or Empty Component Instance
Error</message>
</result>
Descripcio´n Para´metro portId vac´ıo Resultado ok









<message>Not found or Empty Component Instance
Error</message>
</result>
Descripcio´n Para´metro portId incorrecto, no existe Resultado ok









<message>Not found or Empty Component Instance
Error</message>
</result>
Descripcio´n Fallo interno de co´digo, se ha provocado
un error en el nombre del mo´dulo al cual
se llama
Resultado ok
Para´metros de entrada Valores de salida
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<message>Not found or Empty Component Instance
Error</message>
</result>
Descripcio´n Fallo interno de co´digo, se ha provocado
un error en el nombre del mo´dulo al cual
se llama
Resultado ok









<message>Error in Architectural Models BD
org.hibernate.LazyInitializationException:
failed to lazily initialize a collection of role:




A.3. Pruebas de Component Service
Para el servicio pu´blico Session Service, a continuacio´n se observa cua´les son las pruebas
y errores obtenidos para cada operacio´n.
A.3.1. Operacio´n Update architecture
Descripcio´n Omisio´n del para´metro userId Resultado ok




































<message>Not found or Empty UserId Error</message>
</result>
Descripcio´n Para´metro userId vac´ıo Resultado ok





























<message>Not found or Empty UserId Error</message>
</result>
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Descripcio´n Para´metro userId incorrecto, no existe Resultado ok




































Descripcio´n Para´metro userId al cual no se le ha hecho
un login
Resultado ok




































Descripcio´n Omisio´n del para´metro componentInstan-
ce
Resultado ok















<message>Not found or Empty ComponentsInstance
Error</message>
</result>
c○ 2016 Vallecillos, J.





















Descripcio´n Para´metro componentInstance incorrecto Resultado ok





































<message>Error in Architectural Models DB
javax.ejb.EJBTransactionRolledbackException:
Index: 0, Size: 0
</message>
</result>
Descripcio´n Para´metro componentInstance vac´ıo para
una opcio´n obligatoria
Resultado ok




































<message>Not found or Empty ComponentsInstance Error
</message>
</result>
Descripcio´n Omisio´n del para´metro actionDone Resultado ok
Para´metros de entrada Valores de salida
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<message>Not found or Empty Action Done Error
</message>
</result>
Descripcio´n Para´metro actionDone vac´ıo Resultado ok





































<message>Not found or Empty Action Done Error
</message>
</result>
Descripcio´n Para´metro actionDone incorrecto Resultado ok





































<message>Not found or Empty Action Done Error
</message>
</result>
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Descripcio´n Omisio´n del para´metro newComponent-
Data
Resultado ok






















Descripcio´n Para´metro newComponentData incorrecto Resultado ok








































Descripcio´n Para´metro newComponentData vac´ıo Resultado ok





















<message>Not found or Empty News
Components.instanceID List Error</message>
</result>
Descripcio´n Lista de newComponentData incorrecta,
componente inexistente
Resultado ok

















<message>Error in Architectural Models DB
javax.ejb.EJBTransactionRolledbackException:
Index: 0, Size: 0
</message>
</result>
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Descripcio´n Omisio´n del para´metro newComponent-
Data.componentInstance
Resultado ok















































































<message>Error in Architectural Models DB
javax.ejb.EJBTransactionRolledbackException:
Index: 0, Size: 0
</message>
</result>
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Descripcio´n Omisio´n del para´metro newComponent-
Data.posx o posy
Resultado ok







































Descripcio´n Para´metro newComponentData.posx o
posy vac´ıo con la informacio´n de la
operacio´n incorrecta
Resultado ok
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Descripcio´n Omisio´n del para´metro newComponent-
Data.idHtml
Resultado ok
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Descripcio´n Omisio´n del para´metro newComponent-
Data.numero servicios
Resultado ok


































































<message>Not found or Empty News
Components.numero servicios List Error
</message>
</result>
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<message>Not found or Empty News
Components.numero servicios List Error
</message>
</result>
Descripcio´n Omisio´n del para´metro newComponent-
Data.servicios.instanceId
Resultado ok
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Descripcio´n Para´metro newComponentData. servi-
cios.instanceId vac´ıo
Resultado ok
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Descripcio´n Omisio´n del para´metro newComponent-
Data.servicios.componentName
Resultado ok
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Descripcio´n Omisio´n del para´metro newComponent-
Data.servicios.componentalias
Resultado ok
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Descripcio´n Omisio´n del para´metro deviceType Resultado ok









































Descripcio´n Fallo interno del co´digo, se ha provocado
un error en el nombre del mo´dulo al cual
se llama
Resultado ok
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Descripcio´n Fallo en la Base de Datos de modelos de
arquitecturas concretas
Resultado ok





































<message>Error in Architectural Models BD
</message>
</result>
Descripcio´n Fallo en la conexio´n en Wookie Resultado ok








































Descripcio´n Fallo en la conexio´n a la Base de Datos de
registro de interaccio´n
Resultado ok
Para´metros de entrada Valores de salida
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<message>Error in Register Interaction
</message>
</result>
Descripcio´n Fallo en la conexio´n a la Base de Datos de
especificacio´n de componentes
Resultado ok









































A.4. Pruebas de Interaction Service
Para el servicio pu´blico Session Service, a continuacio´n se observa cua´les son las pruebas
y errores obtenidos para cada operacio´n.
A.4.1. Operacio´n Register interaction
Descripcio´n Para´metro userId vac´ıo Resultado ok













<message>Not found or Empty
userId Error</message>
</result>
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Descripcio´n Omisio´n del para´metro userId Resultado ok










































<message>Not found or Empty userId Error</message>
</result>
Descripcio´n Omisio´n del para´metro operationPerfor-
med
Resultado ok













<message>Not found or Empty userId Error</message>
</result>
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Descripcio´n Para´metro operationPerformed vac´ıo Resultado ok











































<message>Not found or Empty
userId Error</message>
</result>
Descripcio´n Fallo en la conexio´n a la Base de Datos, se
ha cambiado los para´metros de conexio´n
Resultado ok

















FATAL: no existe la base de datos
</message>
</result>
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Descripcio´n Fallo interno de co´digo, se ha provocado
un error en las excepciones
Resultado ok














































Descripcio´n Fallo en la conexio´n a la Base de Datos de
registro de interaccio´n concretas
Resultado ok












<message>Error in Register Interaction
</message>
</result>
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Interfaz
Usuario Eniade
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En la interfaz de usuario Enia podemos encontrar los siguientes elementos:
COTSget:   Término que hace referencia a un contenedor gráfico en el escritorio de la 
    interfaz de usuario en el que se pueden mostrar uno o varios servicios.
Servicios:   Capacidades que dispone el portal ENIA, como servicios OGC, aplicaciones  
   independientes (apps), utilidades, redes sociales, etc.
Panel:    Zona que hay en la parte izquierda de la interfaz que ofrece el catálogo de  
   servicios. 
Escritorio:   Zona de visualización donde el usuario interactúa con los COTSget y/o   
   servicios contenidos en ellos .
Barra de Menú:  Zona superior de la interfaz de usuario, en la que podemos encontrar varios  
   botones para realizar acciones generales.
Menú COTSget:  Barra de menú COSTget que aparece y donde se muestran varios botones  





1. Elementos de la Interfaz
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Mover
Mover COTSget de un sitio a otro del Escritorio
Redimensionar
Cambiar el tamaño del COTSget






1. Situamos el puntero en el cuadro 
que despliega el Menú COTSget. 
Esperando a que se despliegue la 
barra completamente.
2. Hacemos click sobre cualquier 
parte de la barra y mantenemos 
pulsado mientras movemos el 
COTSget a la posición deseada.
3. Soltamos sobre la nueva posición y 
esperamos la reconfiguración del 
Escritorio.
1. Situamos el puntero en el  extremo 
inferior derecho del COTSget. 
Mantenemos pulsado sobre el 
icono de redimensión.
2. Arrastramos la esquina del COTSget 
hasta alcanzar el tamaño deseado.




1. Situamos el puntero en el cuadro 
que despliega el Menú COTSget, 
esperando a que se despliegue la 
barra completamente.
2. Sin salirnos de la barra, pulsamos 
sobre el botón de maximizar del 
Menú COTSget.
3. Para volver a al vista del Escritorio, 




Visualizar el COTSget a pantalla completa
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Añadir
Añadir nuevos COTSget al escritorio
Borrar
Borrar COTSget del Escritorio. Hay dos formas de realizar esta misma acción
soltar
pulsar + mover soltar
sobre papelera
pulsar + mover
1. Arrastrando a la papelera de la Barra de Menú.
encima
2. Pulsando botón borrar en el Menú COTSget
encima pulsar
botón borrar
1. Pulsamos sobre la miniatura del 
servicio deseado del Panel. Sin 
soltar, arrastramos hasta el 
Escritorio.
2. Soltamos sobre cualquier parte del 
Escritorio, excepto sobre el Menú 
COTSget.
3. Se creará un COTSget nuevo que 
contendrá el servicio seleccionado. 
El escritorio se reconfigura con este 
cambio.
1. Situamos el puntero en el cuadro 
que despliega el Menú COTSget, 
esperando a que se despliegue la 
barra completamente.
2. Hacemos click sobre cualquier 
parte de la barra y arrastramos el 
COTSget hacia el icono papelera, 
que ahora será visible en la Barra 
menú
3. Soltamos sobre el icono para 
borrarlo. El escritorio se reconfigura 
con este cambio.
1. Situamos el puntero en el cuadro 
que despliega el Menú COTSget, 
esperando a que se despliegue la 
barra completamente.
2. Sin salirnos de la barra, pulsamos 
sobre el botón de borrar del Menú 
COTSget.
3. El escritorio se reconfigura con este 
cambio.
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Desagrupar
Separar Servicios combinados de un COTSget
Agrupar










1. Arrastrando desde el Panel
pulsar + mover
2. Desde otro COTSget
encima
encima
1. Pulsamos sobre la miniatura  del 
Servicio deseado del Panel. Sin 
soltar, arrastramos hacia el 
Escritorio.
2. Soltaremos sobre el icono agrupar , 
que ahora será visible en el Menú 
COTSget, de aquellos COTSget en 
los que sea posible.
3. Se añadirá su correspondiente 
marcador de Servicio agrupado en 
el Menú COTSget.
1. Situamos el puntero en el cuadro 
que despliega el Menú COTSget, 
esperando a que se despliegue la 
barra completamente.
2. Pulsamos sobre el marcador de 
Servicio agrupado que queramos 
llevar a otro COTSget.
3. Soltamos sobre cualquier parte del 
Escritorio, excepto en los Menú 
COTSget. Se creará un nuevo 
COTSget con el Servicio correspon-
diente.
1. Situamos el puntero en el cuadro 
que despliega el Menú COTSget, 
esperando a que se despliegue la 
barra completamente.
2. Pulsamos sobre el marcador de 
Servicio agrupado que queramos 
llevar a otro COTSget.
3. Soltamos sobre el icono agrupar del 
COTSget destino. El Servicio 
desaparece del COTSget original y 
se agrupa en el destino.
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Desagrupar+Borrar
Separar Servicios combinados de un COTSget y borrarlo                      
soltar
sobre papelera
encima pulsar + mover
agrupado
1. Situamos el puntero en el cuadro 
que despliega el Menú COTSget, 
esperando a que se despliegue la 
barra completamente.
2. Pulsamos sobre el marcador de 
Servicio agrupado que queramos 
eliminar.
3. Para borrarlo, soltamos sobre el 
icono papelera que ahora es visible 
en la Barra menú. Si es el único 
Servicio del COTSget, éste será 
eliminado del Escritorio.
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ACRO´NIMOS I-1
Acro´nimos
AJAX Asynchronous JavaScript And XML
API Application Programming Interface
CBSE Component Based Software Engineering
CCM CORBA Component Model
CIM Computation Independent Model
COM Component Object Model
CORBA Common Object Request Broker Architecture
COSCORE Cotsget based architecture operating support core
COTS Commercial Off The Self
COTSGET COTS Gadget
DMM Display Management Module
DOM Document Object Model
DSBC Desarrollo de Software Basado en Componentes
DSL Domain Specific Language
ECR External Component Repositories
EDOC Enterprise Distributed Object Computing
EJB Enterprise JavaBeans
ENIA ENvironmental Information Agent
IDL Interface Description Lenguage
ISBC Ingenier´ıa del Software Basada en Componentes
IMM Interaction Management Module
IU Interfaz de Usuario
I-2 ACRO´NIMOS
JML Java Modeling Language
JSON JavaScript Object Notation
MCR Managed Component Repositories
MBE Model Based Engineering
MDA Model Driven Architecture
MDD Model driven development
MDE Model Driven Engineering
MOF Meta Object Facility
MR Managed Repository
OCL Object Constraints Language
OGC Open Geospatial Consortium
OMG Object Management Group
ORM Object Relational Mapping
OSGi Open Services Gateway
PIM Platform Independent Model
POJO Plain Old Java Object
PSM Platform Specific Model
QoS Quality of Service
QoSA Quality of Software Architecture
RDF Resource Description Framework
REDIAM Red de Informacio´n Medioambiental de Andaluc´ıa
REST Representation State Transfer
ROA Resource Oriented Architecture
RSS Really Simple Syndication
SIG Sistema de Informacio´n Geogra´fico
SOAP Simple Object Access Protocol
SMTP Simple Mail Transfer Protocol
TMM Transaction Management Module
UDDI Universal Description Discovery and Interaction
UIM User Information Module
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UML Unified Modeling Language
URI Uniform Resource Identifier
URL Uniform Resource Locator
W3C World Wide Web Consortium
WADL Web Application Description Language
WIS Web Based Information Systems
WSDL Web Service Description Language
WSFL Web Service Flow Language
XMI XML Metadata Interchange
XML Xtensible Markup Language
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En el campo de las ciencias de la computación y, en especial, en lo que respecta al desarrollo de 
sistemas de información, cada vez es más común la combinación de diversas tecnologías para 
llevar a cabo la construcción de software. La exibilidad que aportan los sistemas software 
basados en componentes permite modicarlos una vez que han sido desarrollados, tanto en 
tareas destinadas al mantenimiento y evolución del software, como en tareas de adaptación.
El trabajo de investigación desarrollado consiste en una infraestructura de servicios para el 
despliegue y gestión de aplicaciones mashup, un tipo particular de software basado en 
componentes. La infraestructura da soporte a aplicaciones mashup de distintos dominios y que 
se despliegan en plataformas diferentes. El modelo de infraestructura está constituido por tres 
capas: cliente, dependiente e independiente de la plataforma. Las dos últimas capas 
constituyen el núcleo de la propuesta y juntas reciben el nombre de COScore (COTSget-based 
architecture Operating Support core).
El núcleo de la infraestructura está desarrollado como un conjunto de servicios, cada uno de los 
cuales agrupa una serie de operaciones relacionadas entre sí. De esta manera, el COScore 
ofrece toda la funcionalidad necesaria para el despliegue de aplicaciones mashup y, además, 
permite realizar todas las acciones de gestión relacionadas con el uso de dichas aplicaciones. 
La propuesta ha sido evaluada y validada con ENIA, un sistema de información constituido por 
interfaces de usuario mashup que se despliegan en la Web.
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