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Abstract: It is well known that Feynman integrals in dimensional regularization often
evaluate to functions of hypergeometric type. Inspired by a recent proposal for a coaction
on one-loop Feynman integrals in dimensional regularization, we use intersection numbers
and twisted homology theory to define a coaction on certain hypergeometric functions.
The functions we consider admit an integral representation where both the integrand and
the contour of integration are associated with positive geometries. As in dimensionally-
regularized Feynman integrals, endpoint singularities are regularized by means of expo-
nents controlled by a small parameter . We show that the coaction defined on this class
of integral is consistent, upon expansion in , with the well-known coaction on multiple
polylogarithms. We illustrate the validity of our construction by explicitly determining the
coaction on various types of hypergeometric p+1Fp and Appell functions.
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1 Introduction
Feynman integrals are a cornerstone of perturbative quantum field theory and they
are ubiquitous when evaluating higher orders in the perturbative series. As such, having
efficient tools for their evaluation and a thorough understanding of their mathematical
properties is of great importance. For this reason, Feynman integrals and their mathemat-
ical structure are an active field of study both in mathematics and physics.
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It follows from unitarity that Feynman integrals must be transcendental functions, as
they must have nonvanishing discontinuities stemming from logarithmic branch cuts. In in-
teger dimensions, the class of transcendental functions that can arise is further constrained
to be periods [1, 2], which are integrals of algebraic functions over domains defined by in-
equalities between algebraic functions [3]. Periods are interesting objects in their own right
in mathematics, and it is known that they can be equipped with a lot of algebraic structure.
Of particular interest for this paper will be the so-called coaction, see for example ref. [4].
It was shown in ref. [5] that, quite generically, this algebraic structure and the coaction are
inherited by the Feynman integrals themselves. Understanding these structures in detail
may open the way to a novel understanding of perturbative quantum field theory. For first
applications in a physics context, see, e.g., refs. [6–8].
While the algebraic structures on Feynman integrals introduced in ref. [5] apply in a
broad range of cases, they ignore a key aspect of Feynman integrals arising in physically-
relevant perturbative quantum field theories, namely the unavoidable fact that these involve
divergent integrals in four space-time dimensions. In order to make sense of divergent inte-
grals one needs to introduce a suitable regulator. A consistent framework for regularizing
the divergences is provided by dimensional regularization, where the integral is computed
in D = 4− 2 dimensions. The Feynman integral is then a meromorphic function of , as
can be seen, for instance, from the so-called Feynman-parametric representation. Singu-
larities may occur at rational values of , and those at  = 0 encode the divergences of the
integrals in the four-dimensional limit. The route leading from divergent Feynman integrals
to finite physical quantities is rather involved: ultraviolet singularities are eliminated in
the process of renormalization, while infrared ones cancel in infrared-finite observables. As
a consequence, dimensionally-regularized Feynman integrals are an integral part of most
modern approaches to compute higher-order corrections in perturbation theory.
As functions of , Feynman integrals are not periods. Instead, it is the coefficients in
their Laurent expansion in  that are periods [2]. Algebraic structures, such as the coaction,
that have been defined for periods do not directly extend to dimensionally-regularized
integrals, and one can only apply the coaction order by order in . However, if one believes
that the coaction is an intrinsic property of the Feynman integrals themselves, one might
expect that there should be a way to extend it beyond the formalism developed for periods.
First steps in that direction were taken in [9, 10], where we conjectured a formula for a
coaction that maps integrals into pairs of integrals obtained from a basis of integrands {ωi}
and integration contours {γj} according to
∆
(∫
γ
ω
)
=
∑
ij
cij
∫
γ
ωi ⊗
∫
γj
ω . (1.1)
More precisely, the {ωi} are forms that generate the cohomology group associated with
the integral on the left-hand side, and the {γj} are cycles that generate the corresponding
homology group. In refs. [9, 10] the matrix cij was computed using an operation called
semi-simple projection. In the case of one-loop integrals, the first entry of the tensor in
the coaction was identified as the integral associated with a contraction of the original
Feynman graph, and the second entry as a cut of the Feynman integral [11, 12], leading
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to an elegant diagrammatic representation for the coaction. One-loop Feynman integrals
have the special property that the periods that appear in their Laurent expansion in  are
all multiple polylogarithms (MPLs), and, remarkably, the coaction obtained from eq. (1.1)
was shown to be consistent with the expansion in . More precisely, it was observed that
if both sides of the equality in eq. (1.1) are expanded in , then the coaction in eq. (1.1)
reproduces the coaction on MPLs.
It is well known that hypergeometric-type integrals (see, e.g., ref. [13]) appear when
evaluating Feynman integrals in dimensional regularization. These functions depend on a
set of parameters and a set of variables. For instance, the well-known Gauss hypergeo-
metric function 2F1(α, β; γ;x) depends on the parameters α, β, γ and the variable x; in the
Euler-type integral representation we will be using, given in eq. (2.12) below, the former
parametrize the exponents governing the powers of polynomial functions of the latter. In
the context of Feynman integrals, the parameters are linear in the dimensional regulator ,
and the variables depend on the kinematics of the Feynman diagram. The specific type
of hypergeometric function also depends on the diagram considered. Let us recall a few
examples from the literature: for one-loop integrals in general kinematics one finds the
2F1 function in two-point functions (see e.g. the appendix of ref. [10]), the so-called Appell
F1 function in three-point functions and the Lauricella-Saran FS or FN functions [14] in
four-point functions (see e.g. ref. [15, 16]). Higher-point integrals have not been computed
explicitly in general kinematics as a function of , but for example the massless pentagon
evaluates to Appell F3 functions [17]. Beyond one loop, one also finds that Feynman inte-
grals evaluate to similar classes of hypergeometric functions. For instance, two-loop sunrise
integrals evaluate to either 2F1, Appell F2 or Appell F4 functions, depending on the con-
figuration of the masses of the propagators, see e.g. ref. [18]. These examples illustrate
the fact that hypergeometric-type integrals are the functions we must understand when
studying Feynman integrals in dimensional regularization.
Building on the results of refs. [9, 10], where one-loop Feynman integrals were observed
to admit a diagrammatic coaction, valid to all orders in the dimensional regulator, it is
natural to expect that one could define a coaction that acts on the relevant functions,
independently of whether they appear in a Feynman integral. By imposing restrictions
on the form of the parameters, we will focus on cases where the hypergeometric functions
expand to MPLs, so that we can explicitly verify that the coaction we obtain from (1.1)
reduces to the coaction on MPLs upon expansion in . Constructing such a coaction is
the main goal of this paper. It is important both for the study of hypergeometric-type
integrals and in view of the possible extension of the diagrammatic coaction beyond one
loop.
The starting point for constructing the coaction in all cases of hypergeometric func-
tions we will address is their integral representation. We find the concept of positive
geometries [19] very useful to study these integrals, because it allows us to find convenient
bases of for the homology and cohomology groups of the corresponding integral represen-
tations. With these bases, we can directly use the general formula in eq. (1.1) to obtain a
coaction on the corresponding integrals.
In this paper, we also introduce a new feature in the construction of the coaction in
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eq. (1.1). The matrix cij is constructed by computing the matrix of intersection numbers
between the generators of the cohomology group ωi and a set of forms Ω(γi) which, under
certain conditions, can be constructed in a canonical way from the contours γi. This is al-
ways possible to do for integrals defined by positive geometries, which includes all examples
we will address in this paper and for which there is an explicit way of computing the forms
Ω(γi). Because we consider functions prior to expansion in , the integrands are themselves
multi-valued functions. This implies that we cannot use standard (co)homology theory to
construct our bases of forms and cycles. Instead, we must use the framework of ‘twisted
(co)homology’ [20] which is well known in the mathematics literature. Recently, these tools
have been applied in several areas of theoretical physics such as in string theory [21, 22]
or in the study of the integration-by-parts relations satisfied by Feynman integrals [23–25].
Compared with the construction of ref. [9, 10], where the normalization was based on a
semi-simple projection, the approach we present here has the advantage of treating the
generators of the homology and cohomology groups on the same footing, in the sense that
the matrix cij can be viewed as a change of basis of the generators of either group.
We would like to mention that, following discussions about the content of refs. [9, 10,
26–28] and parts of the content of the present paper, the authors of ref. [29] have initiated
a rigorous mathematical treatment of the concepts presented in this paper, specialized to
a class of one-dimensional integrals representing Lauricella FD functions.
The paper is organized as follows. In section 2 we summarize the coaction on MPLs
and give first examples of a coaction acting on an unexpanded function of , obtained by
resumming the Laurent series of the integrals. In section 3 we discuss positive geometries in
order to define the type of integrals that we will consider in this paper, and we very briefly
introduce the elements of twisted (co)homology theory that will be relevant for this paper.
Section 4 contains the main result of the paper, namely the formula for a coaction that acts
on unexpanded -dependent integrals, while being consistent with the Laurent expansion
in . The remaining sections contain examples in a variety of hypergeometric-type integrals.
We first discuss in detail Gauss’ hypergeometric function 2F1 in section 5. In section 6 we
discuss a larger class of one-dimensional integrals depending on several variables, namely
the Lauricella FD functions. In section 7 we discuss two-dimensional integrals, focusing
on the Appell functions F1, F2, F3 and F4. Finally, in section 8 we discuss generic p+1Fp
hypergeometric functions, which are given by a p-dimensional integral. In section 9 we
summarize and discuss our results.
2 The coaction on MPLs and resummation of the  expansion
In this section we give a brief review of MPLs and their coaction to establish our
notation. We then discuss some simple examples of Feynman integrals in dimensional reg-
ularization and hypergeometric functions where one can ‘resum’ the Laurent series around
 = 0 to obtain a coaction that is consistent with the Laurent expansion.
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2.1 The coaction on MPLs
When considered order-by-order in dimensional regularization, many multi-loop Feyn-
man integrals can be evaluated in terms of MPLs, defined by the iterated integrals [30]
G(a1, . . . , an; z) =
∫ z
0
dt
t− a1 G(a2, . . . , an; t) , (2.1)
where the ai and z are (algebraic) complex numbers. In the case where all ai = 0, the
integral in eq. (2.1) diverges, and instead we define
G(~0n; z) =
1
n!
logn z , ~0n = (0, . . . , 0︸ ︷︷ ︸
n times
) . (2.2)
MPLs are well studied in both the mathematics and physics literature (see, e.g., ref. [31]
and references therein). In particular, they can be endowed with a coaction [30, 32, 33],
which we denote here by ∆. Roughly speaking, the coaction associates to an MPL a
linear combination of tensor products of these functions. For example, the coactions of the
logarithm in eq. (2.2) or of the classical polylogarithm Lin(z) = −G(~0n−1, 1; z) are given
by
∆(logn z) =
n∑
k=0
(
n
k
)
logn−k z ⊗ logk z ,
∆(Lin(z)) = 1⊗ Lin(z) +
n−1∑
k=0
Lin−k(z)⊗ log
k z
k!
.
(2.3)
The formula for the coaction of a general MPL is more involved, and we refer to the
literature for a discussion of the general case [30, 32, 33].
An important feature of the coaction on MPLs is that the second factor of each tensor
is interpreted modulo its branch cuts. Since all discontinuities of MPLs are proportional
to powers of ipi, this is equivalent to setting to zero all factors of ipi in the second factor
of each tensor in the coaction. The coaction also operates nontrivially on transcendental
constants obtained by specialising the arguments of the MPLs to some special values. In
particular, at z = 1 the classical polylogarithms reduce to zeta values, ζn = Lin(1). For n
odd, the coaction of ζn is simply obtained by specialising eq. (2.3) to z = 1,
∆(ζn) = ζn ⊗ 1 + 1⊗ ζn , n odd . (2.4)
For n even, the situation is more subtle, and we have to define [33, 34]
∆(ζn) = ζn ⊗ 1 , n even , (2.5)
and more generally
∆(ipi) = ipi ⊗ 1 . (2.6)
These definitions are consistent with the fact that we have to work modulo factors of ipi in
the second factor.
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2.2 Resummation of the  expansion
When working in dimensional regularization, MPLs appear as the Laurent coefficients
in the  expansion, and we can only consider the coaction order by order in the expansion.
A natural question to ask is if one can ‘resum’ the Laurent series after acting with ∆ on its
coefficients. To illustrate this point, let us consider the simplest Feynman integral, namely
the tadpole integral with one massive propagator in D = 2− 2 dimensions,
T (m2, ) =
eγE
ipiD/2
∫
dDk
k −m2 =
eγE Γ(1 + )
(1− ) m
−2
=
1

+ 1− logm2 + 
(
1
2
log2m2 − logm2 + 1 + pi
2
12
)
+O(2) ,
(2.7)
where γE = −Γ′(1) denotes the Euler-Mascheroni constant. We can act with ∆ order by
order in the expansion, and it is straightforward to check that at each order the resulting
formula is consistent with a ‘resummed’ coaction,
∆(T (m2, )) =
1
(1− )
[
eγE Γ(1 + )m−2
]⊗ [eγE Γ(1 + )m−2] . (2.8)
In fact, it is easy to prove the previous formula by using the fact that ∆(a ·b) = ∆(a) ·∆(b)
as well as
∆
(
1
(1− )
)
=
1
(1− ) 1⊗ 1 ,
∆(m−2) = m−2 ⊗m−2 ,
∆ [eγE Γ(1 + )] = [eγE Γ(1 + )]⊗ [eγE Γ(1 + )] .
(2.9)
These formulas are obtained by expanding the argument of ∆ in  and using the linearity
of the coaction. For instance,
∆
(
1
(1− )
)
=
∞∑
k=0
k−1 ∆(1) =
∞∑
k=0
k−1 (1⊗ 1) = 1
(1− ) 1⊗ 1 ,
∆(m−2) =
∞∑
k=0
(−)k
k!
∆(logkm2) =
∞∑
k=0
k∑
l=0
(−)k
k!
(
k
l
)
logk−lm2 ⊗ loglm2
=
∞∑
k,l=0
(−)k+l
k! l!
logkm2 ⊗ loglm2 = m−2 ⊗m−2 ,
(2.10)
where we have used eq. (2.3) in the second line. The formula for the coaction of the gamma
function can be proven in the same way using the well-known formula
eγE Γ(1 + ) = exp
∑
k≥2
(−)k ζk
k
, (2.11)
together with eqs. (2.4) and (2.5).
This example shows that in the case of the tadpole integral, it is possible to ‘resum’
the -expansion of the coaction to obtain a version of the coaction valid to all orders in .
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We note that, for these simple functions, this procedure can in fact be given a rigorous
mathematical grounding in terms of the motivic coaction on multiple-zeta values and on the
logarithm [35]. In more general cases, however, the functional dependence of the integral on
the kinematic variables before expansion in  is much more complicated and often involves
functions of hypergeometric type.
The simplest nontrivial hypergeometric function is Gauss’ 2F1 function. This function
admits an Euler-type integral representation of the form
2F1(α, β; γ;x) =
Γ(γ)
Γ(α)Γ(γ − α)
∫ 1
0
duuα−1(1− u)γ−α−1(1− ux)−β (2.12)
provided that the integral converges. Here we focus on a subset of cases, namely those
where α, β, γ have the form m + a, where m ∈ Z. Under these restrictions, its Laurent
expansion in  involves MPLs as coefficients (which can be computed in an algorithmic way,
cf. ref. [36–40]), and we can act with ∆ on the coefficients order by order in the expansion.
It is tantalizing to speculate whether it is possible to ‘resum’ the Laurent expansion after
acting with the coaction. The central proposal of this paper is that, remarkably, this is
indeed possible. Before we dive into the mathematical formalism in the next section, let us
illustrate this result on a special case of a 2F1 function for which the Laurent coefficients
can be written in closed form [41],
2F1(−, 1; 1− ;x) = 1−
∞∑
n=1
n Lin(x) = 1− F (, x) . (2.13)
Using eq. (2.3) for the coaction of the polylogarithms, we easily obtain
∆ [F (, x)] = 1⊗ F (, x) + F (, x)⊗ x , (2.14)
where we the coaction ∆ acts order by order in the  expansion.
In the remainder of this paper we argue that formulas like eq. (2.9) and (2.14) are not
the exception but rather the rule, at least for very large classes of hypergeometric functions
whose Laurent expansion can be expressed in terms of MPLs. More precisely, we argue
that, for certain classes of functions, we can define a coaction ∆ valid to all orders in the 
expansion. In our examples, the form of this coaction is obtained by replacing ∆ by ∆
everywhere in eq. (2.9) and (2.14). The Laurent expansion around  = 0 then ‘intertwines’
the two coactions, i.e., if L denotes the operator which assigns to a function its Laurent
expansion, we have
(L ⊗ L)∆ = ∆L , (2.15)
where in the right-hand side ∆ acts order-by-order in the Laurent expansion.
3 Positive geometries and canonical forms
In this section we define the class of integrals that we will address in this paper,
introduce some of the mathematical background and establish our notation. We will use
the example of Euler’s beta function to illustrate the different objects we introduce.
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3.1 A class of integrals
Let us consider an integral obtained by integrating a differential form ω over some
domain γ. We start by characterizing the classes of integrands that will be of relevance in
this paper. Our integrand ω depends on n integration variables ui, i = 1, . . . , n as well as
external variables xj , j = 1, . . . ,m which we do not write explicitly. More precisely, ω is
an n-form
ω = du
∏
I
PI(u)
αI , (3.1)
with du = du1∧ . . .∧dun, where the PI are polynomials in the ui and xj , and with αI ∈ C.
We assume the PI(u) to be irreducible over rational functions of the xj . Furthermore, we
assume that the exponents take the form αI = nI +aI, with nI ∈ Z, aI ∈ C∗,
∑
I aI 6= 0,
and where  can be taken to be infinitesimally small. Finally, we define the decomposition
ω = Φϕ where
Φ =
∏
I
PI(u)
aI and ϕ = du
∏
I
PI(u)
nI . (3.2)
We will always further restrict the form of these polynomials such that the coefficients
in the Laurent expansion of the integrals
∫
γ ω in  only involve MPLs. We will be more
specific about the form of the polynomials in subsequent sections.
The integration contour γ is a n-dimensional cycle in
X(C) = Pn(C) \
⋃
I
{PI(u) = 0} , (3.3)
where Pn(C) is the n-dimensional complex projective space.1 In other words, γ is a domain
with boundary contained in the union of the varieties defined by PI(u) = 0. Since aI 6= 0,
then Φ vanishes on the boundary of γ, at least for some ranges of values of , and thus for
all values by analytic continuation. As a consequence, there are no boundary contributions
when performing integration by parts.
The natural mathematical framework to discuss such integrals is that of twisted ho-
mology and cohomology [20]—see also refs. [21, 23–25]. We define the twist d log Φ (we
will often call Φ the twist) and consider the covariant differential
∇Φ = d+ d log Φ ∧ . (3.4)
We then have d(Φξ) = Φ∇Φξ, where ξ can be any smooth differential form. Stokes’
theorem implies that for an arbitrary smooth (n− 1)-form ξ we have∫
γ
Φϕ =
∫
γ
Φ(ϕ+∇Φξ) . (3.5)
As a consequence, the integrand is only defined up to adding a total covariant derivative,
and we are therefore interested in the (twisted) cohomology groups
Hn(X,∇Φ) = {ϕ|∇Φϕ = 0}/{∇Φξ} . (3.6)
1Strictly speaking, {PI(u) = PI(u1, . . . , un) = 0} is an affine variety in Cn. We use the same notation
for the affine variety and its lift to projective space.
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Similarly, we can construct twisted homology groups by considering twisted cycles in
X(C) [20]. The precise definition of the twisted cycles is not important for the rest of
the paper. Here it suffices to say that they can be thought of as ordinary cycles γ, together
with information on the Riemann sheet (with respect to the multi-valued function Φ) on
which this cycle is considered.
The cohomology groups in eq. (3.6) will play a prominent role in this paper. We will be
particularly interested in determining explicit bases for the cohomology group associated
to the integral we want to consider, which is in general an extremely difficult problem to
solve. In some examples, however, it is easy to determine at least the dimension of these
groups. One can start by counting the critical points of the function Φ, i.e. the number of
independent solutions to the equation
d log Φ = 0 , (3.7)
which gives an upper bound for the dimensionality. This upper bound is saturated under
certain conditions outlined for example in ref. [20], see also refs. [24, 42, 43]. In particular,
the bound is saturated in each of the examples studied in this paper.
3.2 Integrals and positive geometries
As already mentioned, it can be very difficult to construct explicit bases for the co-
homology groups. Here, however, we are not interested in the most general case, but
we restrict our attention to those cases where they are generated by (wedge products
of) d log-forms, i.e., by differential forms with logarithmic singularities along the varieties
{PI(u) = 0}.
A particularly convenient such geometric setting is that of positive geometries [19],
whose definition we briefly recall in this section. Let Y (C) be an irreducible complex
projective variety of dimension n, corresponding to the solution in Pn(C) of homogeneous
polynomial equations with rational coefficients. We assume that Y (C) has no nonzero
holomorphic n-forms. We denote by Pn(R) the n-dimensional real projective space, and by
Y (R) the real part of Y (C), i.e., the solution of the same polynomial equations in Pn(R).
For concreteness, we will always be working in an affine chart of projective space, with affine
coordinates u = (u1, . . . , un). In this chart, the surfaces are described by the polynomial
equations PI(u) = 0, which carve out n-dimensional cells Γj in Y (R). In the following we
will always be interested in the case where Y (C) = Pn(C). A positive geometry is a pair
(Pn(C),Γj) together with a differential form Ω(Pn(C),Γj), called the canonical form, with
simple poles on the boundary of Γj . The form Ω(Pn(C),Γj) is unique (up to normalization)
because we assume that there are no nonzero holomorphic n-forms. We also require that
all boundary components are themselves positive geometries whose canonical form is given
by2
Ω(Pn−1(C), ∂IΓj) = Res
∂IΓj
Ω(Pn(C),Γj) . (3.8)
2To be more precise, recall that we have assumed the PI(u) to be irreducible polynomials. Then the
boundary component ∂IΓj of Γj is the part of the boundary of Γj that lies in the variety {PI(u) = 0}. The
∂IΓj are themselves positive geometries (Pn−1(C), ∂IΓj) with associated canonical forms.
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We refer the reader to ref. [19] for a more precise definition.
For n = 0, the Γj are points and Ω(P0(C),Γj) = ±1 for any j. For n > 0, we can
choose the forms Ω(Pn(C),Γj) to be d log-forms. In the following, we will refer to the cells
Γj themselves as positive geometries, and we will denote their canonical forms simply by
Ω(Γj). We note that the map Ω, which associates to a positive geometry Γj its canonical
form, is closely related to the map c0 that has appeared in ref. [44].
For the integrals considered in this paper, the Γj and the associated canonical forms
Ω(Γj) are natural candidates for the generators of the (co)homology groups associated
to the geometry underlying the integral under consideration. In other words, we will be
considering integrals of the form ∫
Γj′
Φ Ω(Γj) . (3.9)
Integrals of this type, where we integrate the canonical form of the positive geometry Γj
over some other positive geometry Γj′ were called canonical integrals in ref. [19]. Here we
slightly generalize this notion and consider canonical integrals with a twist d log Φ [21, 23].
For generic aI in Φ, the integral above is well-defined even if j = j
′, as long as it converges.
The result can then be analytically continued to any aI ∈ C (up to poles).
In general, not all canonical integrals are independent and it is convenient to find
bases ~γ ≡ (γ1, . . . , γk) of the associated homology group and ~ϕ ≡ (ϕ1, . . . , ϕk) of the
associated cohomology group. The elements of the cohomology group are equivalence
classes of differential forms, and since we restrict ourselves to canonical integrals, each
class contains a d log representative. Throughout this paper we simply represent each class
by this d log form, keeping in mind that the elements of the cohomology groups are actually
equivalence classes and not differential forms. Similarly, we will represent elements of the
homology groups simply by the cycles Γj .
As already stated at the end of the previous section, the dimension k of the homology
and cohomology groups can be determined by counting the critical points of Φ. Any cell
Γj can then be written as a linear combination of the basis elements γi, and similarly
for the associated canonical forms and the basis ϕi. It is known how to find such bases
in the case where the PI(u) are either all linear (an “arrangement of hyperplanes”) or
all linear but one, where the latter can have degree up to n [19, 23]. In practice, this
is sufficient for all the examples we will be interested in this paper. For instance, the
homology group of intersections of hyperplanes in general position3 is generated by bounded
chambers (the cells that do not extend to infinity) [20]. A cycle Γ defined by having its
boundaries on hyperplanes is a positive geometry whose canonical form can be written down
explicitly as follows. If the hyperplanes at the boundaries are defined by the linear equations
P1(u) = . . . = Pk(u) = 0, then the associated canonical form is uniquely determined up to
a sign to be
Ω(Γ) = d log
P2(u)
P1(u)
∧ . . . ∧ d log Pk(u)
Pk−1(u)
. (3.10)
3When the hyperplanes are not in general position there may be non-normal crossings, in which case we
need to perform a blow-up around the non-normal crossing surface or, using physicists’ nomenclature, use
sector decomposition to resolve the overlapping singularities.
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As an example, consider the case where n = 1, i.e., there is a single integration vari-
able u. The solutions to
∏
I PI(u) = 0 are points ui, which are a special case of hyperplanes
in P1(R). The bounded chambers are the intervals between consecutive finite solutions, but
any interval [ui, uj ] can be seen as a positive geometry with the canonical form
Ω([ui, uj ]) = d log
u− ui
u− uj . (3.11)
The boundary components of [ui, uj ] are the points ui and uj , which are 0-dimensional
positive geometries with the canonical forms
Res
u=ui
Ω([ui, uj ]) = Ω({ui}) = 1 , Res
u=uj
Ω([ui, uj ]) = Ω({uj}) = −1 ,
in agreement with the recursive construction of eq. (3.8). We can also consider cycles
extending to infinity, which are also positive geometries whose canonical forms are given
by
Ω([ui,∞)) = d log(u− ui) . (3.12)
Example: Euler’s beta function. Consider the integral∫
γ
ω =
∫
γ
uα1(1− u)α2du . (3.13)
This integral contains as a special case Euler’s integral representation of the beta function,
B(α, β) =
∫ 1
0
uα−1(1− u)β−1du , (3.14)
which converges for Re(α) > 0 and Re(β) > 0. The integrand ω has two linear factors,
P1(u) = u and P2(u) = 1 − u, raised to the exponents α1 = n1 + a1 and, α2 = n2 + a2.
The multivalued function Φ is Φ = ua1(1− u)a2.
There is a single bounded chamber, [0, 1], defined by the polynomials P1(u) and P2(u).
This is consistent with the fact that there is a single solution to d log Φ = 0, i.e, Φ has a
single critical point. The associated canonical form is
Ω([0, 1]) = d log
u
u− 1 . (3.15)
Note that there are other positive geometries we could have considered (another example
is [1,∞]), but since P1(u) and P2(u) are linear in u it is sufficient to consider the bounded
chamber. Furthermore, through integration-by-parts relations, the one-form in eq. (3.15)
gives a basis of the first cohomology group of eq. (3.13). In other words, any integral of
the type (3.13) is a multiple of∫ 1
0
duua1(1− u)a2
(
1
u
− 1
u− 1
)
. (3.16)
This is straightforward to check by explicit calculation, using well-known identities among
gamma functions.
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3.3 Pairings of cycles and forms
Having discussed how to construct the twisted homology and cohomology groups as-
sociated with a canonical integral, we now discuss how to pair elements of these groups
through complex-valued bilinear maps.
We denote by ~γ a basis of the homology group and by ~ϕ a basis of the cohomology
group. The most natural pairing is to associate cycles γk ∈ ~γ with forms ϕl ∈ ~ϕ to compute
the so-called period matrix
Pkl(~γ; ~ϕ; Φ) =
∫
γk
Φϕl , (3.17)
where each row corresponds to a cycle and each column corresponds to a form. The matrix
P is a square matrix whose dimension is given by the dimension of the (co)homology group,
which we recall can be determined by counting the critical points of Φ. For a given twist
Φ, cycle γ and integrand ω = Φϕ, and assuming that γ is in the associated homology group
and ϕ is in the associated cohomology group, any integral
∫
γ ω can be written as a linear
combination of the elements of the period matrix,∫
γ
ω =
∑
k,l
ckl Pkl(~γ; ~ϕ; Φ) . (3.18)
The algebraic properties of any integral of this type can then be studied from the entries
of the period matrix.
A less obvious pairing we can construct is between two differential forms. Let us assume
we have two bases ~ϕ and ~ψ, not necessarily distinct, of the same twisted cohomology group.
We can then compute intersection numbers 〈ϕi, ψj〉Φ between these forms. To be more
precise, we must first construct a dual twisted cohomology group, which is also generated
by ~ψ but for which the covariant differential is ∇Φ−1 . In our case, this corresponds to
taking  → − in Φ. We can then pair generators 〈ϕi| of the cohomology with elements
|ψj〉 of the dual cohomology [20] (see also ref. [21]),
〈ϕi, ψj〉Φ = 1
(2pii)2
∫
X(C)
ιΦ(ϕi) ∧ ψj , (3.19)
with X(C) as defined in eq. (3.3) and ιΦ the map that associates to a form ϕi a form
ιΦ(ϕi) in the same cohomology class but with compact support so that the integral is well
defined [21, 45]. Intersection numbers can then be arranged in the matrix
Ckl
(
~ϕ; ~ψ; Φ
)
= 〈ϕk, ψl〉Φ , (3.20)
which has the same dimensions as the period matrix P .
The matrix of intersection numbers C
(
~ϕ; ~ψ; Φ
)
in eq. (3.20) will play a very important
role in the construction of our coaction. Therefore we need efficient ways of computing
intersection numbers. The definition of the intersection numbers in eq. (3.19) is not the
most convenient for practical calculations, so we now discuss three alternative ways to
compute them in the cases we are interested in. In the case where n = 1 and the ϕi and
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ψj are d log-forms, which covers several of the examples of this paper, a more explicit way
to compute the intersection numbers is [21, 23]
〈ϕi, ψj〉Φ =
∑
up∈P(Φ)
Resu=up ϕi Resu=up ψj
Resu=up d log Φ
, (3.21)
where P(Φ) is the set of poles of d log Φ. This very explicit formula can be generalized to
the case where n > 1 [25].
Since the ϕi and ψj are not necessarily d log-forms, we can also use the alternative
formulas proposed in ref. [21]. For n = 1 and setting u1 = u,
〈ϕi, ψj〉Φ =
∑
u∗
(
∂2 log Φ
∂u2
)−1
ϕ̂i ψ̂j
∣∣∣
u=u∗
, (3.22)
where the sum is over the critical points, i.e., the points u∗ satisfying d log Φ(u∗) = 0, and
ϕi = ϕ̂i du and similarly for ψj . In the case n = 2, with (u1, u2) = (u, v),
〈ϕi, ψj〉Φ =
∑
(u∗,v∗)
det−1
(
∂2 log Φ
∂u2
∂2 log Φ
∂u ∂v
∂2 log Φ
∂u ∂v
∂2 log Φ
∂v2
)
ϕ̂i ψ̂j
∣∣∣
(u,v)=(u∗,v∗)
, (3.23)
where the sum extends over the critical points (u∗, v∗) satisfying
∂u log Φ(u
∗, v∗) = ∂v log Φ(u∗, v∗) = 0.
Finally, we can also use the period matrix to compute a certain matrix of intersection
numbers. Let P (~γ; ~ϕ; Φ) be the period matrix constructed from the contours ~γ and d log-
forms ~ϕ as defined above. Then, the matrix C(Ω(~γ); ~ϕ; Φ) is related to the period matrix
P (~γ; ~ϕ; Φ) through [23]
P (~γ; ~ϕ; Φ) = C(Ω(~γ); ~ϕ; Φ)
(
1 +O()
)
, (3.24)
where we defined Ω(~γ) ≡ (Ω(γ1), . . . ,Ω(γk)). We note that this relation is in agreement with
the fact that the entries of P (~γ; ~ϕ; Φ) are multivalued functions while those of C(Ω(~γ); ~ϕ; Φ)
are not. Indeed, given our choice of using a basis of d log forms, the leading order in the
Laurent expansion of P (~γ; ~ϕ; Φ) is single-valued.
Example: Euler’s beta function. We return to the example of eq. (3.13). In the
previous section we established that it is sufficient to study the beta function in eq. (3.14).
Building on the discussion on positive geometries, we choose the contour γ = [0, 1] as the
generator of the homology group, and the associated canonical form is
Ω(γ) =
(
1
u
+
1
1− u
)
du . (3.25)
In the terminology of this section, this means we have a one-dimensional period matrix
P (γ; Ω(γ); Φ) =
a1 + a2
a1a2
Γ(1 + a1)Γ(1 + a2)
Γ(1 + (a1 + a2))
=
a1 + a2
a1a2
+O(0) . (3.26)
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We will frequently choose bases of the cohomology group that are not the canonical forms
of our chosen generators of the homology group. Let us therefore expand this illustrative
example by considering a different generator of the cohomology group,
ϕ =
du
1− u , (3.27)
which happens to be the canonical form of a cycle extending from u = 1 to infinity.
Keeping the same generator of the homology group, we get
P (γ;ϕ; Φ) =
1
a2
Γ(1 + a1)Γ(1 + a2)
Γ(1 + (a1 + a2))
=
1
a2
+O(0) . (3.28)
Clearly, the two choices are dependent,
P (γ; Ω(γ); Φ) =
a1 + a2
a1
P (γ;ϕ; Φ) . (3.29)
Let us now compute the intersection of the two choices of forms. We can use eq. (3.21),
which requires the following residues:
Res
u=0
ϕ = 0 , Res
u=1
ϕ = −1 , Res
u=∞ϕ = 1 ,
Res
u=0
Ω(γ) = 1 , Res
u=1
Ω(γ) = −1 , Res
u=∞Ω(γ) = 0 ,
(3.30)
and, given that log Φ = a1 log(u) + a2 log(1− u),
Res
u=0
d log Φ = a1 , Res
u=1
d log Φ = a2 , Res
u=∞ d log Φ = −(a1 + a2) . (3.31)
Then we find that, for instance,
C(Ω(γ); Ω(γ); Φ) =
a1 + a2
a1a2
and C(Ω(γ);ϕ; Φ) =
1
a2
. (3.32)
We take this opportunity to observe that the poles in  of the period matrix arise from
logarithmic singularities at the boundary of the integration region, which are regulated by .
The matrix of intersection numbers captures the same information (see, e.g., ref. [21]). For
γ = [0, 1] and when using the form ϕ there is only a contribution from the boundary of
γ at u = 1, where ϕ also has a pole. When using the canonical form Ω(γ) there is also a
contribution from u = 0.
4 A coaction on integrals
Having established our notation in the previous sections, we now present the main
result of this paper, which is a coaction ∆ acting on canonical integrals with a twist as
defined in the previous section.
The coaction is given by
∆
∫
γ
ω =
∑
i,j
[
C−1(Ω(~γ); ~ϕ; Φ)
]
ij
∫
γ
Φϕi ⊗
∫
γj
ω , (4.1)
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where ω = Φϕ, ~ϕ ≡ {ϕ1, . . . , ϕk} is a set of differential forms that generate the cohomology
group for the geometry associated to our family of integrals, and ~γ ≡ {γ1, . . . , γk} is a set
of cycles that generate the corresponding homology group. The integrands ϕ and cycles
γ are elements of the cohomology and homology groups generated by ~ϕ and ~γ. We stress
that the twist Φ is common to all components in eq. (4.1). Furthermore, this coaction is
only valid in the case where the homology group is generated by cells γi, such that for
each cell there exists a differential form with logarithmic singularities on the boundary of
γi. For example, we may consider that each γi is a positive geometry with canonical form
Ω(γi).
We conjecture that eq. (4.1) satisfies a highly nontrivial relation already stated in
eq. (2.15), namely that it is related to the coaction on MPLs,
(L ⊗ L)∆ = ∆L , (4.2)
where L is the operator which assigns to a function its Laurent expansion around  = 0.
Before verifying this conjecture in a series of examples in the following sections, we first
make some comments on eq. (4.1).
First, as argued previously, several algebraic properties of a generic integral are de-
termined by its associated period matrix, as defined in eq. (3.17). It is thus particularly
interesting to study the coaction of the entries of the period matrix (the coaction of a
generic integral then follows from the relation in eq. (3.18)). Consider eq. (4.1) in the
special case where γ = γk and ϕ = ϕl. It then follows that the coaction on the period
matrix is simply obtained by matrix multiplication:
∆Pkl(~γ; ~ϕ; Φ) =
∑
i,j
[
C−1(Ω(~γ); ~ϕ; Φ)
]
ij
Pki(~γ; ~ϕ; Φ)⊗ Pjl(~γ; ~ϕ; Φ) . (4.3)
Second, one can choose generators of the (co)homology such that C(Ω(~γ); ~ϕ; Φ) = δij , in
which case the coaction takes a particularly simple form:
∆Pkl(~γ; ~ϕ; Φ) =
∑
i
Pki(~γ; ~ϕ; Φ)⊗ Pil(~γ; ~ϕ; Φ) . (4.4)
Finally, we comment on the relation between the coaction proposed here, eq. (4.1),
and the one proposed in ref. [9, 10]. The latter relies on diagonalizing the generators of the
(co)homology group using the semi-simple projection of the period matrix instead of the
matrix of intersection numbers. For all examples given in this paper the two procedures
give the same result because of eq. (3.24). In this paper we prefer the formulation of
eq. (4.1) because it is more manifestly symmetric in its treatment of the basis of contours
and differential forms. We also note that our conjecture in eq. (4.1) is very reminiscent of
the formula for the coaction of the tree-level string amplitudes [46–48], with the inverse
matrix of intersection numbers being identified with the KLT kernel [49] and  related to
the string tension α′.
Example: Euler’s beta function. We return a last time to the example of Euler’s beta
function as an illustration of the application of our coaction formula. We recall that∫ 1
0
duuα1(1− u)α2 = Γ(1 + α1)Γ(1 + α2)
Γ(2 + α1 + α2)
, (4.5)
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where in our case αi = ni + ai, with ni ∈ Z. We take the generator of the cohomology
group to be the canonical form constructed from the integration contour, see eq. (3.15).
Using eqs. (3.26) and (3.32) we find that:
∆
[
Γ(1 + α1)Γ(1 + α2)
Γ(2 + α1 + α2)
]
=
Γ(1 + a1)Γ(1 + a2)
Γ(1 + (a1 + a2))
⊗ Γ(1 + α1)Γ(1 + α2)
Γ(2 + α1 + α2)
. (4.6)
Exactly the same result is obtained using the alternative generator of the cohomology group
in eq. (3.27). It is straightforward to check that eq. (4.2) holds to an arbitrary order in the
Laurent expansion around  = 0.
We can write eq. (4.6) explicitly in terms of Euler’s beta function. If we let α = na+a,
β = nb + b in eq. (3.14), with na, nb ∈ Z, then
∆ (B(α, β)) =
(a)(b)
(a+ b)
B(a, b)⊗B(α, β) . (4.7)
Finally, we note that eq. (4.6) is consistent with the coaction given in eq. (2.9) for the
gamma function: upon using the fact that the coaction of a product of two functions is the
product of the coaction of the functions, ∆(f · g) = ∆(f) · ∆(g), and in particular, that
eq. (2.9) also implies
∆
[
e−γE
Γ(1 + )
]
=
[
e−γE
Γ(1 + )
]
⊗
[
e−γE
Γ(1 + )
]
, (4.8)
one may readily verify the coaction in (4.6).
5 Gauss’ hypergeometric function 2F1
In this section we discuss Gauss’ hypergeometric function 2F1 in detail. We start from
Euler’s integral representation given in eq. (2.12) and restrict ourselves to the class of
functions defined below it. Having already discussed the coaction on beta functions, it is
sufficient to study the parametric integral∫ 1
0
un0+a0(1− u)n1+a1(1− xu)n1/x+a1/xdu = Γ(α)Γ(γ − α)
Γ(γ)
2F1 (α, β; γ;x) (5.1)
where α = 1 + n0 + a0, β = −n1/x − a1/x, and γ = 2 + n0 + n1 + (a0 + a1) and, in
accordance with the framework established in section 3, a0, a1, a1/x ∈ C∗ and ni ∈ Z. It is
well known that for fixed and generic a0, a1 and a1/x, the space spanned by the parametric
integral above is two-dimensional (i.e., the cohomology group has dimension 2). The linear
relations between the functions in this space—relations between integrals with different
assignments of the integers ni—follow from Gauss’ contiguous relations (see, e.g., ref. [50]),
or equivalently from integration-by-parts identities of eq. (5.1).
5.1 The coaction in the basis of canonical forms
The integral in eq. (5.1) falls into the class of canonical integrals with a twist defined
in section 3.2. Following the notation introduced there, we write the integrand of eq. (5.1)
as
ω = Φϕ (5.2)
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where
Φ = ua0(1− u)a1(1− xu)a1/x ,
ϕ = un0(1− u)n1(1− xu)n1/x du . (5.3)
The three linear factors P0(u) = u, P1(u) = 1 − u and P1/x(u) = 1 − xu define the
0-dimensional hyperplanes
H0 = {u = 0}, H1 = {u = 1}, H1/x = {u = 1/x} ,
considered to be in general position (i.e., x 6= 0, 1,∞). The dimension of the (co)homology
group is given by the number of critical points of log Φ, i.e., the number of solutions to
d log Φ = 0 in C\{0, 1, 1/x}. It is straightforward to see that there are two solutions to this
equation, in agreement with the dimension of the cohomology group deduced from Gauss’
contiguous relations for the 2F1 function.
It is natural to consider the positive geometries defined by the straight-line segments
γ1 = [0, 1] and γ2 = [0, 1/x] , (5.4)
and the associated canonical forms
ψ1 ≡ Ω(γ1) = d log u
u− 1 , ψ2 ≡ Ω(γ2) = d log
u
u− 1/x , (5.5)
as generators of the (co)homology groups of eq. (5.1).
For a generic integrand ϕ as in eq. (5.3), we can write the integrals over γ1 or γ2 in
terms of Gauss hypergeometric functions:∫
γ1
Φϕ =
Γ(α)Γ(γ − α)
Γ(γ)
2F1 (α, β; γ;x) ,∫
γ2
Φϕ =x−α
Γ(α)Γ(1− β)
Γ(1 + α− β) 2F1
(
α, 1 + α− γ; 1 + α− β; 1
x
)
,
(5.6)
with α = 1+n0 +a0, β = −n1/x−a1/x, and γ = 2+n0 +n1 +(a0 +a1). For concreteness
we take 0 < x < 1, but all results can easily be analytically continued to any value of x.
We can then explicitly construct the period matrix
P
(
~γ; ~ψ; Φ
)
=

∫
γ1
Φψ1
∫
γ1
Φψ2∫
γ2
Φψ1
∫
γ2
Φψ2
 , (5.7)
with ~γ ≡ (γ1, γ2) and ~ψ = (ψ1, ψ2). We note that all the entries of the period matrix are
canonical integrals with a twist, as defined in section 3.2.
To compute the coaction from eq. (4.3) we need the intersection matrix C
(
Ω(~γ); ~ψ; Φ
)
which is easily computed from eq. (3.21):
C
(
Ω(~γ); ~ψ; Φ
)
= C
(
~ψ; ~ψ; Φ
)
=

1
a0
+
1
a1
1
a0
1
a0
1
a0
+
1
a1/x
 . (5.8)
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By comparing the leading order of the Laurent expansion of the period matrix with the
matrix above we can check that eq. (3.24) holds.
Having at our disposal the matrices P and C, we can simply compute the coaction
by inverting the matrix in eq. (5.8) and then using eq. (4.3). We have done this and
checked that it satisfies eq. (4.2) by computing explicitly the first few terms in the Laurent
expansion of all the entries of the period matrix in eq. (5.7), and then applying the coaction
on the Laurent coefficients expressed in terms of MPLs (the last step was done using the
Mathematica package PolyLogTools [51]).
5.2 Coaction in an orthonormal basis
The expression for the coaction obtained in the previous section is not particularly
elegant, mainly because the matrix in eq. (5.8) (or more precisely, its inverse) is not so
simple. Here, we show how to obtain a more elegant coaction by choosing a different basis
of the cohomology group.
We find it convenient to choose basis elements ϕi such that the matrix of intersection
numbers C(~ϕ; ~ψ; Φ) has a minimum number of nonvanishing off-diagonal elements. This
principle is not necessarily compatible with the choice of using the canonical forms asso-
ciated with positive geometries. Indeed, C will be diagonal if each ϕi is taken to be a
d log-form whose singularities overlap with the boundary components of γj if and only if
i = j. However, canonical forms have nonvanishing residues on all boundary components,
which implies that overlaps occur between different basis elements. In the following we
present a basis in which C is diagonal. We stress nevertheless that this choice is only a
matter of preference.
For the example at hand, we can choose a form ϕ˜1 to be singular only at H1, and a
form ϕ˜2 to be singular only at H1/x. For instance, keeping the original basis of cycles γ1
and γ2, we may consider the alternative basis of forms
ϕ˜1 = −d log(1− u) = du
1− u, ϕ˜2 = −d log(1− xu) = x
du
1− xu, (5.9)
which generate the same cohomology group as the ψ1 = Ω(γ1) and ψ2 = Ω(γ2) given in
eq. (5.5). With ϕ˜ = (ϕ˜1, ϕ˜2), we find
C
(
~ψ; ϕ˜; Φ
)
=

1
a1
0
0
1
a1/x
 . (5.10)
It is then clear that ~ϕ = (ϕ1, ϕ2) with
ϕ1 = a1
du
1− u, ϕ2 = a1/x x
du
1− xu, (5.11)
produces a matrix of intersection numbers that is unity, C
(
~ψ; ~ϕ; Φ
)
= 12. When we work
in the bases ~γ and ~ϕ for the (co)homology groups, eq. (4.4) implies the following very
compact formula for the coaction of every element of the associated period matrix,
∆
∫
γk
Φϕl =
∫
γk
Φϕ1 ⊗
∫
γ1
Φϕl +
∫
γk
Φϕ2 ⊗
∫
γ2
Φϕl . (5.12)
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We have checked that this coaction agrees with the condition (4.2) by computing the full
period matrix through order 4, and verifying that order by order in  we reproduce the
coaction ∆ on MPLs.
We finish by writing an explicit formula for the coaction on the Gauss hypergeometric
function 2F1, considering the parametric integral defined in eq. (5.1). Retaining the same
bases of cycles ~γ and forms ϕ in eqs. (5.4) and (5.11), respectively, where C
(
Ω(~γ); ~ϕ; Φ
)
is
the unit matrix, and using the general formula (4.1), the coaction takes the form
∆
(∫
γ1
Φϕ
)
=
∫
γ1
Φϕ1 ⊗
∫
γ1
Φϕ+
∫
γ1
Φϕ2 ⊗
∫
γ2
Φϕ , (5.13)
with Φ and ϕ as in eq. (5.3). To reproduce the right-hand side of eq. (5.1), we then
substitute α = 1 +n0 +a0, β = −n1/x−a1/x, γ = 2 +n0 +n1 + (a0 +a1). Finally, using
the coaction on Euler’s beta function in eq. (4.6) and the relation ∆(f · g) = ∆(f) ·∆(g),
we obtain the coaction on the Gauss hypergeometric function 2F1,
∆
(
2F1(α, β; γ;x)
)
= 2F1(1 + a, b; 1 + c;x)⊗ 2F1(α, β; γ;x)
− b
1 + c
2F1(1 + a, 1 + b; 2 + c;x) (5.14)
⊗ Γ(1− β)Γ(γ)
Γ(1− β + α)Γ(γ − α)x
1−α
2F1
(
α, 1 + α− γ; 1− β + α; 1
x
)
,
where α = nα + a, β = nβ + b and γ = nγ + c (in the notation of eq. (5.1), this means
that a = a0, b = −a1/x and c = a0 + a1).
5.3 Coaction of a degenerate 2F1
Our motivation for studying hypergeometric functions is that they appear when evalu-
ating Feynman integrals in dimensional regularization. In these practical applications, one
usually encounters non-generic hypergeometric functions, and it is thus important that
one is able to handle these degenerate cases. There are two types of degenerations that
can affect the general integrand of eq. (3.1). The first type occurs at special values of the
external variables xj , at which two or more of the polynomial factors coincide. The second
type occurs at special values of the exponents aI in the twist Φ, where any aI = 0 or where∑
I aI = 0, which we excluded in section 3 because these cases require special treatment in
the framework of twisted homology and cohomology. We expect that both types of degen-
erations can be handled by taking the corresponding limits of our general coaction formula.
In this section we illustrate this in the context of 2F1, and derive coactions of degenerate
cases by taking limits of eq. (5.14). We close this section by proposing that degeneracies
of more general hypergeometric functions can be taken systematically through a detailed
analysis of twisted cycles.
Special values of the variable. The first degeneration that we consider is when x takes
particular values. For 2F1(α, β; γ;x), the particular values are x = 0, and x = 1, when
the factor 1 − xu in the Euler integral representation eq. (5.1) combines with one of the
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others, reducing the number of branch points from four (including infinity) to three. We
first consider x→ 0, in which case
2F1(α, β; γ; 0) = 1 . (5.15)
Taking the same limit on the right-hand side of eq. (5.14) we find that the first term gives
1⊗ 1 and the second term vanishes, reproducing the expected result
∆
(
2F1(α, β; γ; 0)
)
= 1⊗ 1 . (5.16)
A more interesting limit is when we set x→ 1, in which case
2F1(α, β; γ; 1) =
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β) . (5.17)
In this limit, the two terms in eq. (5.14) can be shown to reduce to
∆
(
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)
)
=
Γ(1 + c)Γ(1 + (c− a− b))
Γ(1 + (c− a))Γ(1 + (c− b)) ⊗
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β) , (5.18)
where we recall that α = nα + a and similarly for β and γ. It is simple to verify that this
coaction satisfies eq. (4.2) and is consistent with the coaction on the gamma function given
in eq. (2.9).
Degenerate exponents. We consider the integrand in the Euler representation eq. (5.1)
of 2F1(α, β; γ;x) to be degenerate if any of the three exponents is an integer, or if their
sum is an integer. In terms of the function Φ given in eq. (5.3), these are the cases when
any of a0, a1, a1/x is 0, or when a0 + a1 + a1/x = 0. In these cases, Φ does not vanish nor
is it singular at the corresponding point (or the point at infinity, in the case of the sum of
the exponents being integer). Note also that it is precisely in these cases that the number
of critical points of log Φ is less than 2.4
Recall that in the notation of eq. (5.14),
a0 = a, a1 = c− a, a1/x = −b, a0 + a1 + a1/x = c− b. (5.19)
So, in terms of α, β, γ, the degenerations occur when any of α, β, γ−α or γ−β is an integer
(this can also be seen directly from the integral representation in (2.12) or its symmetric
version upon swapping α and β). While in principle we should check the coaction in each of
these four cases as well as in the cases where more than one of the exponents is an integer,
here we will simply discuss one such case as an example.
We consider the example of 2F1(−, 1; 1 − ;x), already introduced in eq. (2.13), for
which we obtained a coaction by ‘resumming’ the Laurent expansion to all orders in . In
the notation of eq. (5.14) we have a = −1, b = 0, c = −1. It is possible to apply eq. (5.14)
with b 6= 0 and then take the limit b→ 0 to recover the correct coaction. We then obtain5
∆
(
2F1(−, 1; 1− ;x)
)
= 1⊗ 2F1(−, 1; 1− ;x)− x 
1− 2F1(1− , 1; 2− ;x)⊗x
 . (5.20)
4However, it would be wrong to conclude that the dimension of (co)homology is less than 2, as the Morse
theory arguments require nondegeneracy.
5In taking the limit {β → 1, b → 0}, we note that bΓ(1 − β) = bΓ(−b) → −1. Furthermore,
2F1(m, 0, n;x) = 1 for any m,n.
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Noting that
x 
1−  2F1(1− , 1; 2− ;x) = F (, x) =
∞∑
n=1
nLin(x), (5.21)
with F (, x) given in eq. (2.13), we find that the expression we obtained for a generic 2F1,
eq. (5.14), reduces to eq. (2.14) in this degenerate limit.
While we have only discussed the consistency of our coaction with the degeneration
of the exponents on an example, we have checked it on several other cases and believe it
to be a general feature. Indeed, the degeneration of exponents can be dealt with through
a careful analysis of twisted cycles [20]. In this paper, we have considered integrals of the
form
∫
γ Φϕ, where Φ is the multi-valued function introducing the twist. Such integrals can
equivalently be written as
∫
C ϕ, where C is a twisted cycle, a variant of γ that contains a
choice of branch for the function Φ and includes windings around the boundaries of γ, such
that the boundary of C is zero. The windings are the key feature that makes it possible
to take limits of integer exponents of Φ. In such a limit, the twisted cycle reduces to a
contour encircling the corresponding boundary or boundaries. The integral can then be
evaluated simply by taking residues. We have confirmed that this procedure agrees with
the degenerate coaction formulas we have found for 2F1.
6 One-dimensional integrals: Lauricella functions F
(n)
D
In this section we study the class of integrals called the Lauricella F
(n)
D functions,
represented by the one-dimensional integral:∫ 1
0
uα−1(1− u)γ−α−1
n∏
i=1
(1− xiu)−βidu = Γ(α)Γ(γ − α)
Γ(γ)
F
(n)
D (α;β1, . . . , βn; γ;x1, . . . , xn) .
(6.1)
The cases n = 0 and n = 1 correspond to F
(0)
D (α; γ) = 1 and F
(1)
D (α;β; γ;x) = 2F1(α, β; γ;x).
Here, we first discuss the case n = 2, which corresponds to the Appell F1 function, and
then consider the case of general n. The construction is a simple generalization of what we
have seen in section 5 for 2F1. The twisted homology and cohomology groups associated
with the Lauricella F
(n)
D functions have been studied in ref. [52].
6.1 The Appell F1 function
The parametric representation of the Appell F1 function is obtained by setting n = 2
in eq. (6.1):∫ 1
0
uα−1(1− u)γ−α−1(1− xu)−β(1− yu)−β′du = Γ(α)Γ(γ − α)
Γ(γ)
F1(α;β, β
′; γ;x, y) , (6.2)
where we have set x1 = x and x2 = y, and β1 = β and β2 = β
′. To construct its coaction
we will follow the same steps as for the 2F1 function and start from the parametric integral∫
γ1
Φϕ =
∫ 1
0
un0+a0(1− u)n1+a1(1− xu)n1/x+a1/x(1− yu)n1/y+a1/ydu , (6.3)
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with γ1 = [0, 1] and ai ∈ C∗ and ni ∈ Z. In the notation of section 3, we have
Φ = ua0(1− u)a1(1− xu)a1/x(1− yu)a1/y
ϕ = un0(1− u)n1(1− xu)n1/x(1− yu)n1/ydu . (6.4)
The underlying geometry is determined by the equations
P0(u) = u , P1(u) = 1− u , P1/x(u) = 1− xu , P1/y(u) = 1− yu . (6.5)
The hyperplanes are points on the real line:
H0 = {u = 0} , H1 = {u = 1} , H1/x = {u = 1/x} , H1/y = {u = 1/y} . (6.6)
The index of the Pi and the Hi carries the information of which factor in Φ it is associated
with. The dimension of the (co)homology groups can be determined in different ways: we
can either count the solutions to d log Φ = 0, or, alternatively, count the bounded chambers
defined by the hyperplanes above. One may also consider the basis of integer-shift relations,
which can be derived using integration-by-parts identities. In any case we find that the
dimension is three. As a basis of of the homology group, we can choose the cycles
γ1 = [0, 1] , γ1/x = [0, 1/x] , γ1/y = [0, 1/y] . (6.7)
The index of the cycles carries the information of which hyperplanes make up its boundary.
The cycles γi are positive geometries with canonical forms Ω(γi) (see eq. (3.11)). The
forms Ω(γ1), Ω(γ1/x) and Ω(γ1/y) are a basis of the cohomology group. However, building
on the experience of the 2F1 function, we prefer to choose an orthonormal basis that
generalizes that of section 5.2. For the present example, we thus choose the forms
ϕ1 = a1
du
1− u , ϕ1/x = a1/xx
du
1− ux , ϕ1/y = a1/yy
du
1− uy . (6.8)
With this basis of d log-forms and the cycles ~γ of eq. (6.7), we find that the matrix of
intersection numbers C(Ω(~γ); ~ϕ; Φ) is the identity matrix 13.
Using eq. (4.1), we can then write the coaction for the parametric integral in eq. (6.3):
∆
∫
γ1
Φϕ =
∫
γ1
Φϕ1 ⊗
∫
γ1
Φϕ+
∫
γ1
Φϕ1/x ⊗
∫
γ1/x
Φϕ+
∫
γ1
Φϕ1/y ⊗
∫
γ1/y
Φϕ . (6.9)
Finally, to write the coaction on the Appell F1 functions, we simply need to rewrite the
above integrals in terms of the F1 functions and use the coaction on the beta function we
have established in eq. (4.6). Explicitly, we have
Φϕ = uα−1(1− u)γ−α−1(1− xu)−β(1− yu)−β′du , (6.10)
with ∫
γ1
Φϕ =
Γ(α)Γ(γ − α)
Γ(γ)
F1(α;β, β
′; γ;x, y) ,∫
γ1/x
Φϕ = x−α
Γ(α)Γ(1− β)
Γ(1 + α− β) F1
(
α; 1 + α− γ, β′; 1 + α− β; 1
x
,
y
x
)
,∫
γ1/y
Φϕ = y−α
Γ(α)Γ(1− β′)
Γ(1 + α− β′) F1
(
α;β, 1 + α− γ; 1 + α− β′; x
y
,
1
y
)
,
(6.11)
– 22 –
with the identification α = 1 + n0 + a0, γ = 2 + n0 + n1 + (a0 + a1), β = −n1/x − a1/x
and β′ = −n1/y − a1/y. The integrals with the forms ϕi in the integrand appearing in the
left entries of the coaction (6.9) are easily obtained as special cases of these expressions.
To check that the coaction in eq. (6.9) is consistent with eq. (4.2), we have computed
the full period matrix P (~γ; ~ϕ; Φ) with ~γ in (6.7) and ~ϕ in (6.8), and its Laurent expansion
through order 4, i.e., through weight 4 (given that we have chosen a basis of d log-forms, the
power of  and the transcendental weight are aligned). The computations were done using
the Mathematica package PolyLogTools [51]. We then checked that the coaction on
the period matrix in eq. (4.4) satisfies eq. (4.2) at each order in . Furthermore, it is easy
to check that the coaction we have constructed for the Appell F1 functions degenerates to
the appropriate coactions (that of the Gauss hypergeometric function or that of the beta
function) when x or y are set to 0 or 1.
6.2 Coaction for generic Lauricella F
(n)
D
It is straightforward to generalize the analysis of the Appell F1 function from its
representation as a one-dimensional integral to the generic Lauricella function F
(n)
D as
defined in eq. (6.1). The multivalued part of the integrand is given by
Φ = ua
n∏
i=0
(1− xiu)ci , (6.12)
where we define x0 = 1, and a, ci ∈ C∗. The single-valued 1-form is
ϕ = um
n∏
i=0
(1− xiu)nidu , (6.13)
with m,ni ∈ Z. It is easy to see that there are n + 1 solutions to d log Φ = 0 and the
dimension of the (co)homology groups is thus n+ 1.
A basis of the homology group is formed by the cycles γi ∈ ~γ with
γi = [0, 1/xi] , i = 0, . . . , n. (6.14)
As in the previous example, we choose a basis ~ϕ of the cohomology group such that
C(Ω(~γ); ~ϕ; Φ) is the unit matrix 1n+1. Such a basis is given by ϕi ∈ ~ϕ with
ϕi = cixi
du
1− xiu . (6.15)
It then follows from eq. (4.1) that
∆
∫
γ0
Φϕ =
n∑
i=0
∫
γ0
Φϕi ⊗
∫
γi
Φϕ . (6.16)
To obtain the coaction on the Lauricella functions in (6.1) from this expression, we use
Φϕ = uα−1(1− u)γ−α−1
n∏
i=1
(1− xiu)−βidu , (6.17)
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with∫
γ0
Φϕ =
Γ(α)Γ(γ − α)
Γ(γ)
F
(n)
D (α;β1, . . . , βn; γ;x1, . . . , xn) ,∫
γi
Φϕ =x−αi
Γ(α)Γ(1− βi)
Γ(1 + α− βi)
F
(n)
D (α;β1, . . . , βi−1, 1 + α− γ, βi+1, . . . βn; 1 + α− βi; y(i)1 , . . . , y(i)n ) , for i ≥ 1 ,
(6.18)
where y
(i)
j = xj/xi if j 6= i and y(i)i = 1/xi, together with the identifications α = 1+m+a,
γ = 2 +m+ n0 + (a+ c0), βi = −ni − ci. It is straightforward to check the consistency
of this result with the coactions obtained previously for the beta function, the Gauss
hypergeometric function and the Appell F1 function.
7 Two-dimensional integrals: Appell functions
In this section we study a family of functions, the so-called Appell functions F1, F2,
F3 and F4. We have already encountered the F1 function in the previous section, as it
also admits a one-dimensional integral representation. We now study it from a different
perspective. All Appell functions depend on two external variables (which we always denote
x and y) and admit a two-dimensional integral representation, see e.g. ref. [53]. The Appell
F1 is a special case of the Lauricella F
(n)
D function with n = 2, and it is known that these
functions have both one-dimensional and n-dimensional integral representations [54]. This
function therefore provides a natural and simple setting to illustrate the generalization of
our discussion of previous sections beyond one dimension.
In principle this generalization is straightforward, as our framework is in no way re-
stricted to one-dimensional integrals. The underlying geometry is now more involved,
because it is no longer defined by points on a line but rather by lines in P2(R). We can,
nevertheless, proceed in the same way as for one-dimensional integrals: we construct bases
of the associated homology and cohomology groups, and the coaction is immediately given
by eq. (4.1). However, there is an interesting aspect related to the choice of bases that we
wish to highlight: in the examples of the Gauss hypergeometric function and the Lauricella
F
(n)
D function, it was always straightforward to express all entries in the coaction in terms
of the same class of function. As we will see in subsequent sections, this remains true for all
Appell functions. Indeed—while not always straightforward to achieve in practice—with
a properly chosen basis we will be able to express all entries of the period matrix of each
Appell function in terms of the same type of function. That this should be possible in
the first place can be understood to be a consequence of the fact that each of the Appell
functions can be defined by a particular system of linear differential equations (see sec-
tion 7.3). A proof of this statement in twisted de Rham theory was given in [55] for the
Lauricella functions FA, FB, FC , FD, which include the Appell functions as special cases,
and for p+1Fp. A suitable choice of bases of forms and cycles will be discussed in each
example in turn.
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We begin by considering the Appell F1 function written as a two-dimensional integral,
which we can explicitly compare with the coaction derived in section 6.1 where we used
a one-dimensional representation. We proceed in section 7.2 with the Appell F3 function,
which has a more complex geometry. Next, we consider the Appell F2 function in sec-
tion 7.3, where expressing the right entries in the coaction in terms of Appell F2 functions
requires a somewhat intricate choice of basis; we use the basis of cycles introduced in
ref. [56]. We conclude this section by considering the Appell F4 function in section 7.4,
where we will use a basis of cycles introduced in ref. [57].
7.1 The Appell F1 function as a double integral
The Appell F1 function can be written as a two-dimensional integral as follows:∫ 1
0
dv
∫ 1−v
0
duuβ−1vβ
′−1(1− u− v)γ−β−β′−1(1− xu− yv)−α =
=
Γ(β)Γ(β′)Γ(γ − β − β′)
Γ(γ)
F1(α, β, β
′, γ;x, y) .
(7.1)
In the notation of section 3.1, the multivalued part of the integrand is given by
Φ = uc1vc2(1− u− v)c3(1− xu− yv)c4 , (7.2)
and the single-valued 2-form is
ϕ = un1vn2(1− u− v)n3(1− xu− yv)n4 du ∧ dv . (7.3)
The underlying geometry of the parametric integral in eq. (7.1) is determined by the hy-
perplanes
H1 = {u = 0}, H2 = {v = 0}, H3 = {1− u− v = 0}, H4 = {1− xu− yv = 0} , (7.4)
Figure 1: Geometry for the two-dimensional integral representation of the Appell F1
integral of eq. (7.1)
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which we have represented in fig. 1. It is clear from this picture that there are three inde-
pendent bounded chambers, which means that the dimension of the second (co)homology
groups is 3, as already established in section 6.1. We denote by γabc the cycle that is
bounded by Ha, Hb, and Hc. As a basis we take the following three triangular regions:
γ123 ={0 < u < 1− v, 0 < v < 1} ,
γ124 ={0 < u < (1− yv)/x, 0 < v < 1/y} ,
γ234 ={(1− yv)/x < u < 1− v, 0 < v < (x− 1)/(x− y)} ,
(7.5)
where the inequalities on the right-hand sides are written under the assumption that, as
in fig. 1, x > 1 > y > 0.6 The cycle γ123 is the integration contour that appears in the
representation of the F1 function as a double integral, see eq. (7.1).
The cycles γabc define positive geometries with associated canonical forms. For in-
stance,
Ω(γ123) = d log
u
1− u− v ∧ d log
1− u− v
v
= − du ∧ dv
uv(1− u− v) . (7.6)
As in the case of one-dimensional integrals, choosing Ω(γ123), Ω(γ124) and Ω(γ234) as a basis
of the cohomology would lead to a matrix C(Ω(~γ); Ω(~γ); Φ) with off-diagonal elements. We
thus prefer to work with the alternative basis
ϕ13 = c1c3
2d log (1− u− v) ∧ d log (u) = c1c3
2du ∧ dv
u(1− u− v) ,
ϕ14 = c1c4
2d log (1− xu− yv) ∧ d log (u) = c1c4
2y du ∧ dv
u(1− xu− yv) ,
ϕ34 = c3c4
2d log (1− u− v) ∧ d log (1− xu− yv) = c3c4
2(y − x)du ∧ dv
(1− u− v)(1− xu− yv) ,
(7.7)
where once again we use the indices of the hyperplanes Ha to label the differential forms,
i.e., the differential form ϕab has logarithmic singularities on the hyperplanes Ha and Hb.
The normalization of the d log-forms is such that the intersection matrix C(Ω(~γ); ~ϕ; Φ) is
the identity matrix 13. These normalizations can be easily determined from eq. (3.24) and
the observation that the leading poles of the period matrix correspond to the points where
both integration variables have an endpoint singularity. To be more concrete, consider the
contour γ123, which gives rise to potential double endpoint singularities at (u, v) = (0, 0),
(0, 1) and (1, 0) (corresponding to the intersections of H1 and H2, H1 and H3, and H2
and H3 respectively, see fig. 1). It is then easy to see that there is only a double endpoint
singularity for the form ϕ13 at (u, v) = (0, 1). The singularity is regulated by the factors
uc1 and (1 − u − v)c3 in Φ. The normalization factor c1c32 for ϕ13 in eq. (7.7) then
guarantees that ∫
γ123
Φϕ13 = 1 +O() . (7.8)
6 We chose this configuration so that the intersection of the hyperplanes H3 and H4 is inside the first
quadrant of the (u, v) plane. This leads to a pole associated with the factor 1−xu− yv inside the standard
integration region, γ123. Whenever such an issue arises, we assume that x and y have small positive
imaginary parts so that the pole is shifted into the complex plane and the integral is well defined.
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For the forms ϕ14 and ϕ34 no double endpoint singularity is generated, and hence, with
the normalization factors in eq. (7.7), we have:∫
γ123
Φϕ14 = 0 +O() and
∫
γ123
Φϕ34 = 0 +O() . (7.9)
A similar situation holds for γ124 and γ234: for the former a double pole is generated only
for the form ϕ14 in eq. (7.7), while for the latter only for the form ϕ34. Alternatively, we
can use eq. (3.23) to determine the matrix of intersection numbers (note, however, that this
formula requires the evaluation of the critical points, which are often nontrivial functions
of the ci).
The coaction on the F1 function can then be obtained using
∆
∫
γ123
Φϕ =
∫
γ123
Φϕ13⊗
∫
γ123
Φϕ+
∫
γ123
Φϕ14⊗
∫
γ124
Φϕ+
∫
γ123
Φϕ34⊗
∫
γ234
Φϕ , (7.10)
with
Φϕ = uβ−1vβ
′−1(1− u− v)γ−β−β′−1(1− xu− yv)−α (7.11)
and∫
γ123
Φϕ =
Γ(β)Γ(β′)Γ(γ − β − β′)
Γ(γ)
F1(α, β, β
′, γ;x, y) ,∫
γ124
Φϕ =x−βy−β
′ Γ(β)Γ(β′)Γ(1− α)
Γ(1− α+ β + β′) F1
(
1 + β + β′ − γ, β, β′, 1− α+ β + β′; 1
x
,
1
y
)
,∫
γ234
Φϕ =x1+β
′−γ(x− 1)γ−α−β(x− y)−β′eipiαΓ(1− α)Γ(β
′)Γ(γ − β − β′)
Γ(1− α− β + γ)
F1
(
1− β, 1− α, β′, 1− α− β + γ; 1− x, y(x− 1)
x− y
)
,
(7.12)
with the identifications n1 + c1 = β − 1, n2 + c2 = β′ − 1, n3 + c3 = γ − β − β′ − 1 and
n4 + c4 = −α. We note that for this example it was straightforward to write all integrals
in eq. (7.12) as members of the F1 family through simple changes of variables. We have
explicitly computed the period matrix P (~γ; ~ϕ; Φ) and checked that the relation in eq. (4.2)
is satisfied order by order in  through weight 4.
The coaction for the Appell F1 function constructed from the two-dimensional integral
representation in eq. (7.10) is equivalent to the one we constructed in section 6.1 from
the one-dimensional representation. To be more precise, the period matrix of section 6.1,
which we denote P6.1, is related to the one computed in this section, which we denote P7.1,
as follows:
P6.1 = M · P7.1 ·M−1 , (7.13)
with
M =
 1 0 01 0 −ab
b′−a
b′
a
b′
a
b′
 , (7.14)
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where a, b and b′ are the coefficients of  in α, β and β′ respectively, e.g., α = nα + a with
nα ∈ Z. The matrix M can be interpreted as encoding the relation between the bases of
integrands used in section 6.1 and in the present section. For a given contour, the relations
we obtain from eq. (7.13) are special cases of the well-known integer-shift relations (see
e.g. ref. [58]).
7.2 The Appell F3 function
The next example we consider is the Appell F3 function, which has the following
two-dimensional integral representation:∫ 1
0
dv
∫ 1−v
0
duuβ−1vβ
′−1(1− u− v)γ−β−β′−1(1− xu)−α(1− yv)−α′ =
=
Γ(β)Γ(β′)Γ(γ − β − β′)
Γ(γ)
F3(α, α
′, β, β′, γ;x, y) .
(7.15)
This example does not introduce any conceptually new features, but has a slightly more
complicated geometry when compared to the case of the F1 function, as it has five factors
in the integrand.
As usual, we define
Φ = uc1vc2(1− xu)c3(1− yv)c4(1− u− v)c5 ,
ϕ = un1vn2(1− xu)n3(1− yv)n4(1− u− v)n5du ∧ dv . (7.16)
The geometry underlying the Appell F3 function is then determined by the hyperplanes
H1 ={u = 0}, H2 = {v = 0}, H3 = {1− xu = 0},
H4 = {1− yv = 0}, H5 = {1− u− v = 0},
(7.17)
which we represent in fig. 2 for x > y > 1 (a similar comment as the one in footnote 6
applies). The dimension of the (co)homology groups can be determined by counting the
u
v
1
1
1
y
1
x
H1
H2
H5
H4
H3
Figure 2: Geometry for the Appell F3 integral representation in eq. (7.15).
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critical points of Φ or by counting the independent bounded chambers in fig. 2. Either
way, we find the dimension to be 4.
Similarly to the Appell F1 function case, we choose triangular cycles γabc defined by
the hyperplanes Ha, Hb and Hc as a basis of the homology group. In the present case, we
choose γ125, γ235, γ345 and γ145. The contour γ125 is the standard 2-simplex in the definition
of the F3 function given in eq. (7.15). These four cycles are all positive geometries and
their canonical forms provide a basis of the cohomology group. As in previous examples,
we use a different basis, in this case
ϕ12 = c1c2
2d log u ∧ d log v = c1c2
2du ∧ dv
uv
,
ϕ23 = c2c3
2d log(1− xu) ∧ d log v = −c2c3
2 x du ∧ dv
(1− xu)v ,
ϕ34 = c3c4
2d log(1− xu) ∧ d log(1− yv) = c3c4
2 xy du ∧ dv
(1− xu)(1− yv) ,
ϕ14 = c1c4
2d log(u) ∧ d log(1− yv) = −c1c4
2 y du ∧ dv
u(1− yv) ,
(7.18)
which gives C(Ω(~γ); ~ϕ; Φ) = 14. The normalization of the d log-forms is determined as
described in the F1 example in the discussion below eq. (7.7) above.
It is straightforward to write all the entries of the period matrix P (~γ; ~ϕ; Φ) entirely in
terms of F3 functions, since we can find changes of variables mapping the arrangement of
hyperplanes into itself while also mapping γ125 into any of the other basis cycles. We thus
obtain:∫
γ125
Φϕ =
Γ(β)Γ(β′)Γ(γ − β − β′)
Γ(γ)
F3(α, α
′, β, β′, γ;x, y)∫
γ235
Φϕ = (x− 1)γ−β−αx1−γeipiαΓ(1− α)Γ(β
′)Γ(γ − β − β′)
Γ(1− α− β + γ)
× F3
(
1− β, α′, 1− α, β′, 1− α− β + γ; 1− x, x− 1
x
y
)
∫
γ145
Φϕ = (y − 1)γ−β′−α′y1−γeipiα′ Γ(β)Γ(1− α
′)Γ(γ − β − β′)
Γ(1− α′ − β′ + γ)
× F3
(
α, 1− β′, β, 1− α′, 1− α′ − β′ + γ; y − 1
y
x, 1− y
)
∫
γ345
Φϕ = −x
α′+β′−γyα+β−γ′eipi(γ−β−β′)
(x+ y − xy)α+α′+β+β′−γ−1
Γ(1− α)Γ(1− α′)Γ(γ − β − β′)
Γ(2 + γ − α− α′ − β − β′)
× F3
(
1− β, 1− β′, 1− α, 1− α′, 2 + γ − α− α′ − β − β′; x+ y − xy
y
,
x+ y − xy
x
)
(7.19)
with the identifications n1 + c1 = β− 1, n2 + c2 = β′− 1, n3 + c3 = −α, n4 + c4 = −α′,
and n5 + c5 = γ − β − β′ − 1.
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The coaction on the F3 function then follows from eq. (4.1), which yields
∆
∫
γ125
Φϕ =
∫
γ125
Φϕ12 ⊗
∫
γ125
Φϕ+
∫
γ125
Φϕ23 ⊗
∫
γ235
Φϕ
+
∫
γ125
Φϕ34 ⊗
∫
γ345
Φϕ+
∫
γ125
Φϕ14 ⊗
∫
γ145
Φϕ .
(7.20)
We have explicitly checked that this coaction satisfies the relation in eq. (4.2) for all entries
of the period matrix P (~γ; ~ϕ; Φ) through weight 4.
The Appell F3 function is the special case with n = 2 of the Lauricella series F
(n)
B , and
this construction of the coaction generalizes straightforwardly to all n.
7.3 The Appell F2 function
The Appell F2 function can be written as a two-dimensional integral as follows:∫ 1
0
dv
∫ 1
0
duuβ−1vβ
′−1(1− u)γ−β−1(1− v)γ′−β′−1(1− xu− vy)−α =
=
Γ(β)Γ(β′)Γ(γ − β)Γ(γ′ − β′)
Γ(γ)Γ(γ′)
F2(α;β, β
′; γ, γ′;x, y) .
(7.21)
We follow the same steps as we did for the Appell F3 function, and define
Φ =uc1vc2(1− u)c3(1− v)c4(1− ux− vy)c5 ,
ϕ =un1vn2(1− u)n3(1− v)n4(1− ux− vy)n5du ∧ dv . (7.22)
The underlying geometry is the same as that of the Appell F3 case studied in the previous
section, as can be seen in fig. 3 where we have chosen values of x and y that make the
equivalence clear. The geometry is determined by the hyperplanes
H1 ={u = 0}, H2 = {v = 0}, H3 = {1− u = 0},
H4 = {1− v = 0}, H5 = {1− ux− vy = 0},
(7.23)
u
v
1
1
1
y
1
x
H1
H2
H5
H4
H3
Figure 3: Geometry for the Appell F2 integral representation of eq. (7.21)
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which we represent in fig. 3 for 0 < x, y < 1. It is clear that there are four bounded
chambers, which implies that the dimension of the (co)homology groups is 4. We choose
the cycles γ125, γ235, γ345 and γ145 as generators of the homology group, where we recall
that the indices correspond to the hypersurfaces Hi that delimit each cycle. This choice
does not include the unit square γ1234 that appears in the definition of the F2 in eq. (7.21),
but it can be easily obtained from
γ1234 = γ125 + γ345 − γ145 − γ235 . (7.24)
As a basis of the cohomology group, we choose the forms
ϕ12 = c1c2
2d log(u) ∧ d log(v) = c1c2
2du ∧ dv
uv
,
ϕ23 = c2c3
2d log(1− u) ∧ d log(v) = −c2c3
2du ∧ dv
(1− u)v ,
ϕ34 = c3c4
2d log(1− u) ∧ d log(1− v) = c3c4
2du ∧ dv
(1− u)(1− v) ,
ϕ14 = c1c4
2d log(u) ∧ d log(1− v) = −c1c4
2du ∧ dv
u(1− v) ,
(7.25)
which gives C(Ω(~γ); ~ϕ; Φ) = 14.
With these definitions, the coaction on the Appell F2 function can be written as
∆
∫
γ1234
Φϕ =
∫
γ1234
Φϕ12 ⊗
∫
γ125
Φϕ+
∫
γ1234
Φϕ23 ⊗
∫
γ235
Φϕ
+
∫
γ1234
Φϕ34 ⊗
∫
γ345
Φϕ+
∫
γ1234
Φϕ14 ⊗
∫
γ145
Φϕ .
(7.26)
We explicitly computed the 16 entries of the period matrix P (~γ; ~ϕ; Φ) and checked that
the coaction
∆PIJ(~γ; ~ϕ; Φ) =
∑
i
PIi(~γ; ~ϕ; Φ)⊗ PiJ(~γ; ~ϕ; Φ) . (7.27)
satisfies the relation in eq. (4.2) order by order in  through weight 4.
In all previous examples, we were always able to write all the entries in the coaction in
terms of the same class of function. For example, the coaction of Gauss’ hypergeometric
function 2F1 only involves 2F1 functions (and Gamma functions), cf. e.g., eq. (5.14). It is
therefore natural to ask if this can still be achieved for the entries in eq. (7.26), i.e., if all
integrals that appear in eq. (7.26) can be written in terms of Appell F2 functions. This is
true, as shown for example in [55]. We now present a brief argument for why this must be
the case.
Consider the period matrix for the Appell F2 functions. We recall that, in our conven-
tions (see eq. (3.17)), elements in each row have the same integration contour and elements
in each column have the same integrand (without loss of generality, we choose the forms
in eq. (7.25) as generators of the cohomology group). To simplify the argument we include
γ1234 in our basis of cycles. Then, all elements of the corresponding row are explicitly Ap-
pell F2 functions. Equivalently, in each column there is at least one entry that is explicitly
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an F2 function. We now recall that Appell F2 functions satisfy a given system of second-
order differential equations, see e.g. [53]. For each column (i.e., for each integrand), there is
a different set of differential operators that annihilate the corresponding F2 function. Since
the differential operator is independent of the contour, it in fact annihilates all elements
in the column. We conclude that all elements of each column are (linear combinations of)
F2 functions, since they all satisfy the Appell F2 differential equations. We note that the
four elements in each column span the space of solutions of the corresponding system of
differential equations.
Combined with eq. (7.27), the previous considerations imply that all entries in the
coaction can be written in terms of Appell F2 functions. It is, however, not obvious how to
achieve this in practice, and we were not able to find any change of variables that allows us
to express the integrals in eq. (7.26) in terms of F2 functions. At this point we recall that
the integrals depend on the cycles only through their homology classes, i.e., equivalence
classes of cycles that differ by boundaries, which integrate to zero. We are thus free to
replace the basis of cycles by any other basis for the homology group without changing
the space of integrals that they generate. An alternative basis for the homology group
associated to the Appell F2 function was constructed in ref. [56]. We denote this basis
in the following by ~Γ = (Γ∅,Γ1,Γ2,Γ12), where Γ∅ = γ1234 as defined in eq. (7.24).7 For
details of how the cycles are constructed, we refer to section 4 of ref. [56]. Here, we simply
quote the result of Theorem 4.4 of ref. [56], which makes it explicit that the integrals on
these cycles can be written in terms of F2. Let ω denote the generic integrand
ω = uβvβ
′
(1− u)γ−β−1(1− v)γ′−β′−1(1− xu− yv)−α d log u ∧ d log v . (7.28)
Then, ∫
Γ∅
ω =
Γ(β)Γ(γ − β)Γ (β′) Γ (γ′ − β′)
Γ(γ)Γ (γ′)
F2
(
α;β, β′; γ, γ′;x, y
)
,∫
Γ1
ω =− eipi(β−γ)x1−γ Γ(1− α)Γ(γ − 1)Γ (β
′) Γ (γ′ − β′)
Γ(γ − α)Γ (γ′)
× F2
(
α− γ + 1;β − γ + 1, β′; 2− γ, γ′;x, y) ,∫
Γ2
ω =− eipi(β′−γ′)y1−γ′ Γ(1− α)Γ(β)Γ(γ − β)Γ (γ
′ − 1)
Γ(γ)Γ (γ′ − α)
× F2
(
α− γ′ + 1;β, β′ − γ′ + 1; γ, 2− γ′;x, y) ,∫
Γ12
ω =eipi(β
′+β−γ′−γ)x1−γy1−γ
′ Γ(1− α)Γ(γ − 1)Γ (γ′ − 1)
Γ (γ + γ′ − α− 1)
× F2
(
α− γ′ − γ + 2;β − γ + 1, β′ − γ′ + 1; 2− γ, 2− γ′;x, y) .
(7.29)
Since the cycles in ~Γ are not constructed as linear combinations of bounded chambers,
it is not trivial to relate them to the cycles in ~γ. However, since they generate the same
(twisted) homology group, the period matrices P (~γ; ~ϕ; Φ) and P (~Γ; ~ϕ; Φ) must be related
7We have adapted the notation in ref. [56] and set Γ∅ = ∆ and ΓI = ∆I .
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by a linear transformation of the form P (~γ; ~ϕ; Φ) = K ·P (~Γ; ~ϕ; Φ). We find that the linear
transformation takes the form
K =

c3c4
(c1+c3)(c2+c4)
c4
c2+c4
c3
c1+c3
1
− c1c4(c1+c3)(c2+c4)
c4
c2+c4
− c1c1+c3 1
c1c2
(c1+c3)(c2+c4)
− c2c2+c4 − c1c1+c3 1
− c2c3(c1+c3)(c2+c4) −
c2
c2+c4
c3
c1+c3
1
 . (7.30)
Using the change-of-basis matrix K, it is straightforward to rewrite the second entry of
each tensor of the coaction (7.26) on the F2 function in terms of F2 functions, as we have
done for all other functions discussed above.
The Appell F2 function is the special case with n = 2 of the Lauricella series F
(n)
A , and
both versions of the construction of the coaction generalize straightforwardly to all n. The
twisted cycles of ref. [56] are constructed for arbitrary values of n.
7.4 The Appell F4 function
For completeness, in this section we discuss the Appell F4 function. Unlike our previous
examples of Appell functions, there is no known integral representation with a sufficiently
generic description in terms of hyperplanes. For example, there is an Euler-type represen-
tation with linear factors, given by
F4(α, β, γ, γ
′;x(1− y), y(1− x)) = Γ(γ)Γ(γ
′)
Γ(α)Γ(β)Γ(γ − α)Γ(γ′ − β)
×
∫ 1
0
du
∫ 1
0
dv uα−1vβ−1(1− u)γ−α−1(1− v)γ′−β−1
× (1− ux)α−γ−γ′+1(1− vy)β−γ−γ′+1(1− ux− vy)γ+γ′−α−β−1.
(7.31)
However, while the F4 function depends on four parameters α, β, γ and γ
′, the integrand
has singularities located on 7 hyperplanes, so the exponents of the different factors are
not independent. Moreover, although the seven factors appearing in this representation
represent hyperplanes, the arrangement is said to be degenerate, because there are points at
which three hyperplanes intersect simultaneously (the points (u, v) = (0, 1/y) and (1/x, 0),
also called non-normal crossings).
To discuss this example along the lines of the previous cases, we could consider a larger
class of functions where each of the seven factors in the integrand of eq. (7.31) is raised to
a different power, and then take the limit corresponding to the F4 function. This approach
indeed leads to a coaction on the F4 functions but, similarly to the case of the F2 family,
in this representation it is not obvious that all entries of the coaction are F4 functions.
Instead, we follow a more direct route and use the basis of cycles and integrands
proposed in ref. [57]. The starting point is the Kummer representation∫
γ1
tβ−γ1 t
β−γ′
2 L(t1, t2)
γ+γ′−α−2Q(t1, t2, x, y)−βdt1dt2 =
=
Γ(1− γ)Γ(1− γ′)Γ(γ + γ′ − α− 1)
Γ(1− α) F4(α, β, γ, γ
′;x(1− y), y(1− x)) ,
(7.32)
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where
L(t1, t2) = 1− t1 − t2, Q(t1, t2, x1, x2) = t1t2 − x(1− y)t2 − y(1− x)t1 (7.33)
and the integration region γ1 is a twisted version of the region bounded by L(t1, t2) and
Q(t1, t2, x1, x2). This representation features four hypersurfaces, matching the number
of exponents, but the polynomial Q(t1, t2, x1, x2) is quadratic in the ti. For a precise
description of γ1 and the remaining elements of the basis of twisted cycles, γ2, γ3, and γ4,
we refer to ref. [57].8 For a generic integrand
ω = tβ−γ1 t
β−γ′
2 L(t1, t2)
γ+γ′−α−2Q(t1, t2, x, y)−βdt1dt2 (7.34)
the integrals over the basis of twisted cycles are then given by [57]∫
γ1
ω =
Γ(1− γ)Γ(1− γ′)Γ(γ + γ′ − α− 1)
Γ(1− α) F4(α, β, γ, γ
′;x(1− y), y(1− x)) ,∫
γ2
ω =
Γ(α+ 1− γ)Γ(β + 1− γ)Γ(1− β)Γ(γ + γ′ − α− 1)
Γ(2− γ)Γ(γ′) e
ipi(α+β−γ−γ′)(x(1− y))1−γ
F4(α− γ + 1, β − γ + 1, 2− γ, γ′;x(1− y), y(1− x)) ,∫
γ3
ω =
Γ(α+ 1− γ′)Γ(β + 1− γ′)Γ(1− β)Γ(γ + γ′ − α− 1)
Γ(γ)Γ(2− γ′) e
ipi(α+β−γ−γ′)(y(1− x))1−γ′
F4(α− γ′ + 1, β − γ′ + 1, γ, 2− γ′;x(1− y), y(1− x)) ,∫
γ4
ω =
Γ(γ − 1)Γ(γ′ − 1)Γ(1− β)
Γ(γ + γ′ − β − 1) (x(1− y))
1−γ(y(1− x))1−γ′
F4(α− γ − γ′ + 2, β − γ − γ′ + 2, 2− γ, 2− γ′;x(1− y), y(1− x)) .
As a basis of integrands, we adapt the basis of ref. [57] so that it is explicitly given by
d log-forms:
φ1 = d log
t1
L(t1, t2)
∧ d log t2
L(t1, t2)
=
dt1 ∧ dt2
t1t2L(t1, t2)
,
φ2 = d log t2 ∧ d logL(t1, t2) = dt1 ∧ dt2
t2L(t1, t2)
,
φ3 = −d log t1 ∧ d logL(t1, t2) = dt1 ∧ dt2
t1L(t1, t2)
,
φ4 = d log
t1 − x
t1 − 1 + y ∧ d log
Q(t1, t2, x1, x2)
L(t1, t2)
= (1− x− y) dt1 ∧ dt2
L(t1, t2)Q(t1, t2, x, y)
.
(7.35)
Finally, we define the twist
Φ = t
(b−c)
1 t
(b−c′)
2 L(t1, t2)
(c+c′−a)Q(t1, t2, x, y)−b , (7.36)
8In that paper, the twisted cycles are denoted by ∆i rather than γi. We have changed the notation in
this section to fit with our own conventions.
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and compute the period matrix P (~γ; ~φ; Φ). Using eq. (3.24) we obtain9
C(Ω(~γ); ~φ; Φ)=
1
2

a
cc′(a−c−c′)
1
c′(a−c−c′)
1
c(a−c−c′)
a
cc′(a−c−c′)
1
(c−b)(c+c′−a) 0
c′
(c−a)(c−b)(a−c−c′)
1
b(a−c−c′)
1
(c′−b)(c+c′−a)
c
(c′−a)(c′−b)(a−c−c′) 0
1
b(a−c−c′)
1
cc′ 0 0
b−c−c′
bcc′
 . (7.37)
We can then construct a new basis of forms ~ϕ from ~ϕ = ~φT · C−1(Ω(~γ); ~φ; Φ), such that
P (~γ; ~ϕ; Φ) = 14 +O(). We do not write an explicit expression for the new basis of forms
~ϕ as it is lengthy and not illuminating.
For a generic integrand ω = Φϕ with ϕ in the cohomology group generated by the
forms in ~ϕ, we then find that
∆
∫
γ1
ω =
∫
γ1
Φϕ1 ⊗
∫
γ1
ω +
∫
γ1
Φϕ2 ⊗
∫
γ2
ω +
∫
γ1
Φϕ3 ⊗
∫
γ3
ω +
∫
γ1
Φϕ4 ⊗
∫
γ4
ω .
(7.38)
We have checked that eq. (4.2) is satisfied for all the entries of the period matrix P (~γ; ~ϕ; Φ)
through weight 4 by explicit calculation.
The Appell F4 function is the special case with n = 2 of the Lauricella series F
(n)
C , but
since this is a more complicated positive geometry, it is not so clear how to identify bases
suitable for generalizing the construction of the coaction to n > 2. The bases of ref. [57]
are given specifically for Appell F4.
8 The generalized hypergeometric function p+1Fp
The last example that we will explore is a class of integrals related to the hypergeo-
metric functions p+1Fp. This function has a recursive Euler-type integral representation,
p+1Fp(α1, . . . ,αp+1;β1, . . . , βp;x) =
Γ(βp)
Γ(αp+1)Γ(βp − αp+1)∫ 1
0
uαp+1−1(1− u)βp−αp+1−1pFp−1(α1, . . . , αp;β1, . . . , βp−1;xu)du,
(8.1)
beginning with the trivial case 1F0(α;x) = (1− x)−α.
To construct the coaction on the hypergeometric function p+1Fp we consider the dif-
ferential forms
ωp = du1 ∧ . . . ∧ dup
(
1− x
p∏
i=1
ui
)q+c p∏
i=1
uni+aii (1− ui)mi+bi . (8.2)
9 We note that the cycles in ~γ are not obviously positive geometries, and in principle we do not know how
to compute the associated canonical forms. Nevertheless, as was done explicitly in the previous section, we
can rewrite ~γ in terms of positive geometries and then compute Ω(~γ). Here we use a shortcut and directly
compute the matrix of intersection numbers from the period matrix, which is possible because we use d log
forms as generators of the cohomology group.
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with ni,mi, q ∈ R and generic ai, bi, c ∈ C∗. We define the twist Φ in the usual way,
Φ =
(
1− x
p∏
i=1
ui
)c p∏
i=1
uaii (1− ui)bi . (8.3)
In the following we assume that the range of all products is from 1 to p and do not
write it explicitly. Up to a normalization factor that only involves beta functions, the
hypergeometric function p+1Fp is given by the integral
fp(x) =
∫
γ1,...,p
ωp (8.4)
where γ1,...,p = {(u1, . . . , up) ∈ Rp | 0 < ui < 1}.
It is easy to determine that the dimensions of the (co)homology groups associated with
this class of integrals is p + 1. In direct analogy to what was done in the case of the 2F1
(see eq. (5.9)), as a basis of the cohomology group we choose the d log-forms
φ1,...,p = du1 ∧ . . . ∧ dup
∏
i
1
1− ui ,
φ1,...,jˆ,...p,c = du1 ∧ . . . ∧ dup
1
1− x∏i ui
∏
i 6=j
1
1− ui .
(8.5)
As a basis of the homology group we choose the cycles
γ1,...,p = {(u1, . . . , up) ∈ Rp | 0 < ui < 1} ,
γ1,...,jˆ,...,p,c =
(u1, . . . , up) ∈ Rp | 0 < ui < 1 , i 6= j; 0 < uj < x−1∏
i 6=j
u−1i
 . (8.6)
We can then compute the period matrix P (~γ; ~φ; Φ) to find that
P (~γ; ~φ; Φ) =
1
p
M+O(p−1) , (8.7)
where M = diag(dp0, . . . , dpp) with
dp0 =
∏
i
b−1i , d
p
j =
1
xc
∏
i 6=j
aj + bj − ai − bi
bi(aj + bj − ai) for j ≥ 1 . (8.8)
Relying on the relation given in eq. (3.24), this determines the matrix of intersection
numbers C(Ω(~γ); ~φ; Φ). It is then trivial to define a new basis ~ϕ of forms such that
C(Ω(~γ); ~ϕ; Φ) = 1p+1:
ϕ1,...,p =
p
dp0
φ1,...,p , ϕ1,...,jˆ,...,p,c =
p
dpj
φ1,...,jˆ,...,p,c . (8.9)
As a result, the coaction can be cast in the form
∆
∫
γ1,...,p
ωp =
∫
γ1,...,p
Φϕ1,...,p⊗
∫
γ1,...,p
ωp +
p∑
j=1
∫
γ1,...,p
ϕ1,...,jˆ,...,p,c⊗
∫
γ1,...,jˆ,...,p,c
ωp . (8.10)
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To obtain the coaction on a p+1Fp function we simply need to normalize the above ex-
pression by a product of beta functions. One can easily check that this expression reduces
to the coaction on the 2F1 we constructed in section 5 for p = 1. We have also checked
explicitly the case p = 2, corresponding to the 3F2 hypergeometric function.
We finish by noting that all integrals in the period matrix P (~γ; ~ϕ; Φ), and thus in the
coaction eq. (8.10), can be written in terms of p+1Fp functions [55]. For instance, for p = 2
this can be done with the relation∫ 1
0
du
∫ 1/xu
0
dv uα3−1(1− u)β2−α3−1vα2−1(1− v)β1−α2−1(1− xuv)−α1 =
Γ(α2)Γ(1− β1)Γ(α3)Γ(β2 − α3)
Γ(α2 − β1 + 1)Γ(β2) (−1)
α2
3F2(α1, α2, α3;β1, β2;x)
+
Γ(1− α1)Γ(β1 − 1)Γ(α3 − β1 + 1)Γ(β2 − α3)
Γ(β1 − α1)Γ(β2 − β1 + 1) (−1)
α2−β1+1x1−β1
× 3F2(α1 − β1 + 1, α2 − β1 + 1, α3 − β1 + 1; 2− β1, β2 − β1 + 1;x) ,
(8.11)
which can be generalized to an arbitrary p+1Fp.
9 Summary and discussion
In this paper we have introduced a coaction ∆ on large classes of hypergeometric
functions, for which the coefficients of the Laurent expansion in  involve only polyloga-
rithmic functions. In particular, we restrict ourselves to cases where we can find a basis of
the homology group associated to the integral such that for each homology generator there
is a unique d log-form with singularities on its boundaries. A convenient setting to realize
this condition is to consider positive geometries, and all the examples considered in this
paper fall into this class. Once an appropriate basis of the (co)homology groups has been
identified, we can easily write down the coaction by computing the entries of the period
matrix and the matrix of intersection numbers. The main property of our coaction is that
it is consistent with expanding the functions in , i.e., acting with ∆ and then expanding
each factor in  is equivalent to first expanding in  and then computing the coaction of
the MPLs in the Laurent coefficients.
We have illustrated our coaction on various hypergeometric functions, in particular on
p+1Fp and Appell functions, with generalizations to the Lauricella series FA, FB, and FD.
Application to other hypergeometric functions whose integral representations consist of a
product of linear factors raised to generic exponents expanded around integers (hyperplane
arrangements) is completely straightforward. This class includes many of the Lauricella-
Saran functions [14] such as FN and FS .
Since many Feynman integrals, at one-loop and beyond, can be expressed in terms of
these functions, it will be interesting to connect our results to the recently proposed coaction
on Feynman integrals [5, 9, 10]. The coaction on one-loop integrals is by now understood,
but the generalization of the results of ref. [10] beyond one loop is still an open problem.
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The results of this paper can be used to explore the extension of the coaction to two-loop
Feynman integrals and beyond, as seen for example in ref. [27].
It is important to note that the hypergeometric functions appearing in known Feynman
integrals actually violate a key assumption in the results related to twisted (co)homology
and intersection numbers, namely that the exponents in the integral representations (the
aI of (3.2)) are nonzero and independent. For this reason, we have emphasized that we
are able to derive valid coaction formulas in degenerate limits of the 2F1, and we have
argued that a detailed analysis of twisted cycles allows such limits to be taken in general.
Although it was not discussed in this paper, we have checked that we obtain consistent
coactions for degenerations of more complicated hypergeometric functions that appear in
one-loop integrals. These were all found to be in agreement with the diagrammatic coaction
of ref. [10]. We remark that a similar degenerate limit was taken in ref. [59] in the context
of computing intersection numbers in period integrals associated to K3 surfaces.
Our main formula for the coaction is a conjecture, and it would be interesting to prove
it rigorously. First steps in this direction have recently been taken in ref. [29], albeit in
the restricted case of one-dimensional integrals. Inspired by our preliminary results (see,
e.g., conference talks [26–28]), the authors of ref. [29] have studied in detail the family
of Lauricella functions F
(n)
D considered in section 6. In particular, they have defined a
motivic version of this family of Lauricella functions, and they were able to show that it is
possible to define a coaction on the Lauricella function F
(n)
D which is consistent with the
(motivic) coaction on MPLs after expansion in . The coaction obtained from the motivic
setup, however, is not directly comparable to the coaction defined here, as we now explain.
We have already argued that the second factor in the coaction should not change under
analytic continuation, and we therefore only consider MPLs modulo their discontinuities in
the second entry, i.e., only MPLs modulo 2pii. Alternatively, one can interpret the objects in
the second entry as single-valued versions of hypergeometric functions and MPLs [4]. This
is the approach taken in ref. [29], where all Lauricella functions and MPLs in the second
entry are the single-valued versions of these functions. It would be interesting to see how
this alternative choice of representing the second entries in the coaction compares to our
formula, and in particular what is the role played by the matrix of intersection numbers.
Here we only mention that the matrix of intersection numbers is closely connected to the
computation of single-valued functions, as was for example pointed out in the context of
string amplitudes [4, 22, 44, 49, 60]. It would be fascinating to explore this connection
further, and put our conjectured coaction on a rigorous mathematical ground, at least for
the case of the Lauricella functions considered in ref. [29].
Our coaction construction is quite general, but we have considered it explicitly on cer-
tain named hypergeometric functions with well-known integral representations. Because
the second entries of our coaction are constructed by integrating over each of the basis
elements of twisted homology, these integrals are not necessarily easy to recognize as be-
longing to the same class of function. We have argued that they must satisfy the same
differential equation, and the methods of refs. [56, 57, 61] may lead to expressions in which
this property is manifest, when desired. However, we do not know whether the twisted
cycles constructed in these methods have canonical forms of their own. We have discussed
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this issue in section 7.3 for the Appell F2 function, where we were able to deduce a relation
between the twisted cycles of ref. [56] and the homology classes constructed from bounded
chambers. It may also be desirable to consider when it is possible to select bases with
sparse matrices of intersection numbers, in order to minimize the number of terms in the
coaction formula, as we have done for example for 2F1. Diagonal matrices of intersection
numbers have been constructed for example in ref. [62].
Other interesting avenues for future research would be to see if the coaction defined here
can be extended to more general classes of hypergeometric integrals. In particular, here
we have restricted ourselves to the study of hypergeometric functions whose expansion in 
only involves MPLs. Since, in the motivic setting, the coaction on MPLs is a special case
of the coaction on motivic periods (see, e.g., ref. [4]), it would be interesting to understand
if it is likewise possible to extend our coaction to hypergeometric functions that involve
more general periods than MPLs as Laurent coefficients.
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