Abstract. System calibration, which usually involves complicated and time-consuming procedures, is crucial for any 3-D shape measurement system. In this work, a novel systematic method is proposed for accurate and quick calibration of a 3-D shape measurement system we developed based on a structured light technique. The key concept is to enable the projector to "capture" images like a camera, thus making the calibration of a projector the same as that of a camera. With this new concept, the calibration of structured light systems becomes essentially the same as the calibration of traditional stereovision systems, which is well established. The calibration method is fast, robust, and accurate. It significantly simplifies the calibration and recalibration procedures of structured light systems. This work describes the principle of the proposed method and presents some experimental results that demonstrate its performance.
Introduction
Accurate measurement of the 3-D shape of objects is a rapidly expanding field, with applications in entertainment, design, and manufacturing. Among the existing 3-D shape measurement techniques, structured-light-based techniques are increasingly used due to their fast speed and noncontact nature. A structured light system differs from a classic stereo vision system in that it avoids the fundamentally difficult problem of stereo matching by replacing one camera with a light pattern projector. The key to accurate reconstruction of the 3-D shape is the proper calibration of each element used in the structured light system. 1 Methods based on neural networks, 2, 3 bundle adjustment, [4] [5] [6] [7] [8] [9] or absolute phase 10 have been developed, in which the calibration process varies depending on the available system parameters information and the system setup. It usually involves complicated and time-consuming procedures.
In this research, a novel approach is proposed for accurate and quick calibration of the structured light system we developed. In particular, a new method is developed that enables a projector to "capture" images like a camera, thus making the calibration of a projector the same as that of a camera, which is well established. Project calibration is highly important because today, projectors are increasingly used in various measurement systems, yet so far no systematic way of calibrating them has been developed. With this new method, the projector and the camera can be calibrated independently, which avoids the problems related to the coupling of the errors of the camera and the projector. By treating the projector as a camera, we essentially unified the calibration procedures of a structured light system and a classic stereo vision system. For the system developed in this research, a linear model with a small look-up Table  ͑LUT͒ for error compensation is found to be sufficient.
The rest of the work is organized as follows. Section 2 introduces the principle of the proposed calibration method. Section 3 shows some experimental results. Section 4 evaluates the calibration results. Section 5 discusses the advantages and disadvantages of this calibration method. Finally, Sec. 6 concludes the work.
Principle 2.1 Camera Model
Camera calibration has been extensively studied over the years. A camera is often described by a pinhole model, with intrinsic parameters including focal length, principle point, pixel skew factor, and pixel size; and extrinsic parameters including rotation and translation from a world coordinate system to a camera coordinate system. Figure 1 The relationship between a point on the object and its projection on the image sensor can be described as follows based on a projective model:
where I = ͕u , v ,1͖ T is the homogeneous coordinate of the image point in the image coordinate system, X w = ͕x w , y w , z w ,1͖ T is the homogeneous coordinate of the point in the world coordinate system, and s is a scale factor. ͓R , t͔, called an extrinsic parameters matrix, represents rotation and translation between the world coordinate system and camera coordinate system. A is the camera intrinsic parameters matrix and can be expressed as
where ͑u 0 , v 0 ͒ is the coordinate of principle point, ␣ and ␤ are focal lengths along the u and v axes of the image plane, and ␥ is the parameter that describes the skewness of two image axes. Equation ͑1͒ represents the linear model of the camera. More elaborate nonlinear models are discussed in Refs. 11-14. In this research, a linear model is found to be sufficient to describe our system.
Camera Calibration
To obtain intrinsic parameters of the camera, a flat checkerboard is usually used. In this research, instead of a standard black-and-white ͑B/W͒ checkerboard, we use a red/ blue checkerboard with a checker size of 15ϫ 15 mm, as shown in Fig. 2 . The reason of using such a colored checkerboard is explained in detail in Sec. 2.3. The calibration procedures follow Zhang's method. 15 The flat checkerboards positioned with different poses are imaged by the camera. A total of ten images, as shown in Fig. 3 , are used to obtain intrinsic parameters of the camera using the Matlab toolbox provided by Bouguet. 16 The intrinsic parameters matrix based on the linear model is obtained as for our camera ͑Dalsa CA-D6-0512͒ with a 25-mm lens ͑Fujinon HF25HA-1B͒. The size of each charge-coupled device ͑CCD͒ pixel is 10ϫ 10-m square and the total number of pixels is 532ϫ 500. We found that the principle point deviated from the CCD center, which might have been caused by misalignment during the camera assembling process.
Projector Calibration
A projector can be regarded as the inverse of a camera, because it projects images instead of capturing them. In this research, we propose a method that enables a projector to "capture" images like a camera, thus making the calibration of a projector essentially the same as that of a camera, which is well established.
Digital micromirror device image generation
If a projector can capture images like a camera, its calibration will be as simple as the calibration of a camera. However, a projector obviously cannot capture images directly.
In this research, we propose a new concept of using a camera to capture images "for" the projector and then transforming the images into projector images, so that they are as if captured directly by the projection chip ͑digital micromirror device or DMD͒ in the projector. The key to realizing this concept is to establish the correspondence between camera pixels and projector pixels.
In this research, we use a phase-shifting method to accomplish this task. The phase-shifting method is also the method used in our structured light system for 3-D shape measurement. In this method, three sinusoidal phase-shifted fringe patterns are generated in a computer and projected to the object sequentially by a projector. These patterns are then captured by a camera. Based on a phase-shifting algorithm, the phase at each pixel can be calculated, which is between 0 and 2. If there is only one sinusoidal fringe in the fringe patterns, then the phase value at each camera pixel can be used to find a line of corresponding pixels on the DMD. If vertical fringe patterns are used, this line is a vertical line. If horizontal fringe patterns are used, then this line is a horizontal line. If both vertical and horizontal fringe patterns are used, then the pixel at the intersection of these two lines is the corresponding pixel of the camera pixel on the DMD. Since the use of a single fringe limits phase measurement accuracy, fringe patterns with multiple fringes are usually used. When multiple fringes are used, the phase-shifting algorithm provides only a relative phase value. To determine the correspondence, the absolute phase value is required. In this research, we use an additional centerline image to determine absolute phase at each pixel. The following paragraph explains the details of this method. Figure 4 illustrates how the correspondence between the CCD pixels and the DMD pixels is established. The red point shown in the upper left three fringe images is an arbitrary pixel whose absolute phase value needs to be determined. Here, absolute phase value means the phase value of the corresponding pixel on the DMD. The upper left three images are the horizontal fringe images captured by a camera. Their intensities are
where IЈ͑x , y͒ is the average intensity, IЉ͑x , y͒ is the intensity modulation, and ͑x , y͒ is the phase to be determined. Solving these three equations simultaneously, we obtain
͑5͒
This equation provides the so-called modulo 2 phase at each pixel, whose values range from 0 to 2. If there is only one fringe in the projected pattern, this phase is the absolute phase. However, if there are multiple fringes in the projected pattern, 2 discontinuity is generated, the removal of which requires the use of a so-called phase unwrapping algorithm. 17 The phase value so obtained is relative and does not represent the true phase value of the corresponding pixel on the DMD, or the absolute phase. To obtain the absolute phase value at each pixel, additional information is needed. In this research, we use an additional centerline image ͑see the fourth image on the upper row of Fig. 4͒ to convert the relative phase map to its corresponding absolute phase map. The bright line in this centerline image corresponds to the centerline on the DMD, where the absolute phase value is assumed to be zero. By identifying the pixels along this centerline, we can calculate the average phase of these pixels in the relative phase map as follows:
where N is the number of pixels on the centerline. Obviously at these pixels, the absolute phase value should be zero. Therefore, we can convert the relative phase map into its corresponding absolute phase map by simply shifting the relative phase map by 0 . That is,
After the absolute phase map is obtained, a unique pointto-line mapping between the CCD pixels and DMD pixels can be established. Once the absolute phase value at the pixel marked in red in the upper left three images is determined, a corresponding horizontal line in the DMD image, shown in red in the last image of the upper row in Fig. 4 , can be identified. This is a one-too-many mapping. If similar steps are applied to the fringe images with vertical fringes, as shown on the lower row of images in Fig. 3 , another one-too-many mapping can be established. The same point on the CCD images is mapped to a vertical line in the DMD image, which is shown in red in the last image of the lower row of images in Fig. 4 . The intersection point of the horizontal line and the vertical line is the corresponding point on the DMD of the arbitrary point on the CCD. Therefore, by using this method, we can establish a one-to-one mapping between a CCD image and a DMD image. In other words, a CCD image can be transformed to the DMD pixel by pixel to form an image, which is called the DMD image and is regarded as the image "captured" by the projector.
For camera calibration, a standard B/W checkerboard is usually used. However, in this research, a B/W checkerboard cannot be used, since the fringe images captured by the camera do not have enough contrast in the areas of the black squares. To avoid this problem, a red/blue checkerboard, illustrated in Fig. 2͑a͒ is utilized. Because the responses of the B/W camera to red and blue colors are similar, the B/W camera can only see a uniform board ͑in the ideal case͒ if the checkerboard is illuminated by white light, as illustrated in Fig. 2͑b͒ . When the checkerboard is illuminated by red or blue light, the B/W camera will see a regular checkerboard. Figure 2͑c͒ shows the image of the checkerboard with red light illumination. This checkerboard image can be mapped onto the DMD chip to form its corresponding DMD image for projector calibration.
In summary, the projector captures the checkerboard images through the following steps. Figure  5͑a͒ shows the checkerboard image captured by the camera with red light illumination, while Fig. 5͑b͒ shows the corresponding DMD image. One can verify the accuracy of the DMD image by projecting it onto the real checkerboard and checking its alignment. If the alignment is good, it means that the DMD image created is accurate.
Projector calibration
After a set of DMD images is generated, the calibration of intrinsic parameters of a projector can follow that of a camera. The following matrix, is the intrinsic parameter matrix obtained for our projector ͑Plus U2-1200͒. The DMD has a resolution of 1024ϫ 768 pixels. Its micromirror size is 13.6ϫ 13.6 m square. We notice that the principle point deviates from the nominal center significantly in one direction, even outside the DMD chip. This is due to the fact that the projector is designed to project images along an off-axis direction.
System Calibration
After intrinsic parameters of the camera and the projector are calibrated, the next task is to calibrate the extrinsic parameters of the system. For this purpose, a unique world coordinate system for the camera and projector has to be established. In this research, a world coordinate system is established based on one calibration image set with its xy axes on the plane, and z axis perpendicular to the plane and pointing toward the system. Figure 6 shows a checker square on the checkerboard and its corresponding CCD and DMD images. The four corners 1, 2, 3, 4 of this square are imaged onto the CCD and DMD, respectively. We chose corner 1 as the origin of the world coordinate system, the direction from 1 to 2 as the x positive direction, and the direction from 1 to 4 as the y positive direction. The z axis is defined based on the right-hand rule in Euclidean space. In this way, we can define the same world coordinate system based on CCD and DMD images. Figure 7 illustrates the origin and the directions of the x , y, and z axes on these images. The purpose of system calibration is to find the relation
Experiments
To verify the calibration procedures introduced in this research, we measured a planar board with a white surface using our system. 18 The measurement result is shown in Fig. 9͑a͒ . To determine the measurement error, we fit the measured coordinates with an ideal flat plane and calculate the distances between the measured points and the ideal plane. From the result, which is shown in Fig. 9͑b͒ , we found that the measurement error is less than rms 0.12 mm. In addition, we measured a sculpture Zeus, and the result is shown in Fig. 10 . The first image is the object with texture mapping, the second image is the 3-D model of the sculpture in shaded mode, and the last one is the zoom-in view of the 3-D model. The reconstructed 3-D model is very smooth with details.
Calibration Evaluation
For more rigorous evaluation of this calibration method, we measured the same planar white board at 12 different positions and orientations. The results are shown in Fig. 11 . The whole measurement volume is approximately 342͑H͒ ϫ 376͑V͒ ϫ 658͑D͒ mm. The normals, x , y , z ranges, and the corresponding errors of the plane for each pose are listed in Table 1 . We found that the error of the calibration method, which varies from rms 0.10 to 0.22 mm, did not depend on the orientation of the measured plane. We also found that the error was larger when the measured plane is far away from the system. We believe that this is primarily due to the fact that the images for our calibration were taken with the checkerboard located relatively close to the system. Therefore, for large volume measurement, calibration needs to be performed in the same volume to assure better accuracy.
To further verify that our calibration method is not significantly affected by the surface normal direction, we measured a cylindrical surface with a diameter of 200 mm. Figure 12 shows the measurement results. The error between the measured shape and the ideal one is less than rms 0.10 mm. These results demonstrate that the calibration is robust and accurate over a large volume.
Discussions
The calibration method proposed in this research for structured light systems has the following advantages over other methods
• Simple. The proposed calibration method separates the projector and camera calibration, which makes the calibration simple.
• Simultaneous. For each checkerboard calibration pose, the camera image and the projector image can be obtained simultaneously. Therefore, the camera and the projector can be calibrated simultaneously.
• Fast. The calibration of the projector and the camera follows the same procedures of camera calibration. A checkerboard can be utilized to calibrate the camera and the projector simultaneously. This is much faster than other calibration methods, in which complex optimization procedures often have to be involved to obtain the relationship between the camera and projector parameters.
• Accurate. Since the projector and camera calibrations are independent, there is no coupling issue involved, and thus more accurate parameters of the camera and projector can be obtained.
For the system we developed, we did not use the nonlinear model for the camera or the projector. Our experiments showed that the nonlinear model generated worse results. This is probably because the nonlinear distortion of the lenses used in our system is small, and the use of the nonlinear model might have caused numerical instability. 19, 20 To verify that the nonlinear distortions of the camera and the projector are indeed negligible, we compute the errors of the corner points of the checkerboard at the image planes of the camera and projector, assuming a linear model. Here the error is defined as the difference between the coordinates of a checker corner point as computed from the real captured image and from the back projected image based on a linear model. Figure 13 shows the results. The errors for both the camera and projector are within ±1 pixel. Therefore, the linear model is sufficient to describe the camera and the projector of our system.
Conclusions
We introduce a novel calibration method for structured light systems that use projectors. The key concept is to treat the projector as a camera, and calibrate the camera and the projector independently using the traditional calibration method for cameras. To allow the projector to be treated as a camera, we develop a new method that enables the projector to "capture" images like a camera. With this new concept, the calibration of structured light systems becomes essentially the same as that of traditional stereovision systems, which is well established. This calibration method is implemented and tested in our structured light system. The maximum calibration error is found to be rms 0.22 mm over a volume of 342͑H͒ ϫ 376͑V͒ ϫ 658͑D͒ mm. The calibration method is fast, robust, and accurate. It significantly simplifies the calibration and recalibration procedures of structured light systems. In addition to applications in calibration, the concept of enabling a projector to "capture" images may also have potential other applications in computer graphics, medical imaging, plastic surgery, etc.
