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Abstract
Factors that lead to the generation of currents in the nearshore area within the
Natal Bight were investigated. The investigation was carried out on data that
spans from the 6th June 2012 to the 16th January 2013. The data comprised
current measurements, wave measurements, water level measurements, as well
as wind measurements. The measurements were decomposed into different di-
rection components in order to study their impacts on corresponding current
measurements. Current measurements were resolved into tidal currents and
non-tidal currents through the use of harmonic analysis. Stokes drift was esti-
mated using a monochromatic spectrum to obtain the wave induced current.
The effect of the wind on the currents was analysed through the use of wind
roses and duration analysis. The study was completed with an exploration
of the contribution of the Agulhas current. It was found that the waters are
characterized by a semi-diurnal, micro-tidal system and tides have a limited
contribution to the generation of currents. The contribution of Stokes drift
to the overall currents is less than that of tides. Wind is the most significant
generator of the nearshore currents.
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Opsomming
Faktore wat lei tot die opwekking van strome in die kusgebied binne die Natal
Bog (Eng. Natal Bight) was ondersoek. Die ondersoek is uitgevoer op data wat
strek vanaf die 6de Junie 2012 tot die 16de Januarie 2013. Die data bestaan
uit stroom metings, golf metings, watervlak metings asook wind metings. Die
metings word ontbind in verskillende komponente ten einde die impak daarvan
op die ooreenstemmende stroom metings te bestudeer. Stroom metings was
onderskeidelik in gety strome en nie-gety strome verdeel deur gebruik te maak
van harmoniese analise. Stokes dryf was bereken deur van ’n monochromatiese
golfspektrum gebruik te maak. Die uitwerking van die wind op die strome is
analiseer deur die gebruik van wind rose en ’n analise van die duurte waaroor
winde uit spesifieke rigtings gewaai het. Die studie is voltooi met ’n ondersoek
na die bydrae van die Agulhas-stroom tot die gemete strome. Daar is gevind
dat die waters gekenmerk word deur ’n twaalf-uurlikse, mikro-gety stelsel en
dat getye ’n beperkte bydrae tot die opwekkinging van strome het. Die bydrae
van Stokes dryf tot die algehele strome is minder as die bydrae van getye.
Wind is die belangrikste stroomopwekker van die strome langs die kus.
iii
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Chapter 1
Introduction
1.1 The nearshore area
The coastal zone is the area where the land meets the ocean. The coastal zone
is under pressure from both the land side and the sea side. Climate change
with its accompanying sea level rise and increased storms, is a natural process
that puts pressure on the coastal zone. On the other hand, the coastal zone is
utilised as a residential area, used for tourism, serves as a location for harbours
and marine protected areas. The coastal zone is therefore a subject of interest
in many fields. Any information that aids in the understanding of the coast
may be of value to society.
When a person walks towards the ocean, advancing through the coastal zone,
the first area the person comes across is the surf zone. This is the zone where
waves are unstable and break, creating a bubbly surface. Farther seawards
past this zone, is a wave shoaling zone where conditions are stable relative to
the surf zone. This is the area that is of interest in this study. This zone is
referred to as the nearshore zone. Figure 1.1 illustrates the structure of the
nearshore area.
The nearshore area is the area that extends from the surf zone to the inner
shelf edge. The nearshore is characterised by shallow depths, typically less
than 30m as opposed to more than 4000m in the open ocean. It connects the
inner continental shelf and the coast. On coasts that have steep slopes the
nearshore zone may be less than 100m in width, while at coasts with a less
steep slope it may extend to 5 km offshore. On many coasts the width spans
0.5 to 2.5 km (Davidson-Arnott & Greenwood, 2003).
Ecologically, the nearshore is a complicated and dynamic environment. There
is adequate sunlight to support and maintain the growth of plants attached
to the seabed. The nearshore zone supports ecological communities, such as
1
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those related with sea grass and coral reefs (Davidson-Arnott & Greenwood,
2003).
The nearshore is also the area where waves undergo transformation due to the
geometry, depth, and man-made protective structures present at some coasts.
Figure 1.1: Diagram representing the nearshore area (Short, 2012).
The proximity of the nearshore to the land allows for inland water to seep or
flow into ocean water. With the inflow of water from inland, some nearshore
waters have reduced density and salinity (Bowden, 1983) relative to the deep-
est ocean sections. The dynamic nature of the nearshore makes it important to
understand the processes that take place here from a scientific, environmental
and engineering perspective.
1.2 Problem definition
To understand the different processes in the nearshore area it is important
to understand the movement of the waters in this area. The movement of
water from one position to the other produces a current. It is thus crucial to
understand how currents are generated in the nearshore area.
1.2.1 Research question
The main research topic addressed in this study, is to determine what the
driving forces that contribute to the generation of currents in the nearshore
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 3
area are.
Currents may be driven by various processes such as water density differences,
tides, winds, and waves. According to the Coastal Engineering Manual (CEM,
2001), the magnitude of currents generated by different processes can be ex-
pressed linearly as follows:
u = uw + ut + us + ub, (1.2.1)
where u is the total current magnitude, uw is the magnitude of the currents
driven by wind, ut is the magnitude of the current driven by tidal action, ua is
the magnitude of the currents driven by waves and ub is the magnitude of the
currents driven by background phenomena such as ocean currents, respectively.
The extent of the effect that each of the driving forces can have on the gen-
eration of currents depends on the geographical location. In this study the
location is on the East coast of South Africa, which, apart from the processes
mentioned in equation (1.2.1),is also affected by the Agulhas current. The
linear superposition of forcing mechanisms given in equation (1.2.1) is taken
as an assumption, and this study seeks to determine the forcing mechanisms
at a specific location.
This research addresses the driving forces of currents in the nearshore and to
what degree each one of them accounts for the generation of currents.
1.2.2 Motivation
The nearshore provides opportunities for recreational activities such as boat-
ing, fishing and surfing. This area is also a habitat to a variety of flora and
fauna. Coastal residential areas are increasing. There are also industries that
are built on the coast; these include nuclear power stations, desalination plants
and power station plants that could harness energy from waves for the gener-
ation of electricity. All of which are factors to highlight the importance of the
nearshore or coastal areas.
Water in the nearshore isprone to degradation and deterioration due to mal-
treated sewage disposal and the resulting release of nutrients. These nutrients
overfeed the fauna in the area, causing overpopulation which results in the
exhaustion of oxygen and the blocking of sunlight. Run-off of toxic metals,
leakage of oil from ships and tanksas well as dumping of waste by humans
pose a threat to nearshore areas.
To maintain nearshore areas as life supporting environments, an understanding
of the processes that take place in this zone is crucial. A methodology on how
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to approach the study of coastal zones and the processes that occur hereis
necessary. This research focuses on finding the driving forces of currents in
the nearshore area by using time series analysis techniques.
1.2.3 Aim and objectives
1.2.3.1 Aim
The aim of this study is to find the driving forces of currents in the study
location and to evaluate to what degree each one of them accounts for the
generation of currents by analysing time series of measured currents.
1.2.3.2 Objectives
The objectives of this study are divided into general objectives that include
the application of general research and oceanographic techniques;and specific
ones, more focused objectives that take location and climatological factors into
consideration.
General objectives
• Apply general data interrogation techniques.
• Apply general oceanographic data analysis techniques to nearshore data.
• Gather information about the processes in the nearshore area.
Specific objectives
• To use the collected data on water levels and currents to evaluate the
effect of tides on currents and remove such tidal effects with a tidal
analysis software.
• To use the collected wind speed and direction with current velocities to
evaluate how wind affects currents.
• To use the measured wave heights, mean direction and peak periods to
calculate the contribution of Stokes drift to the current.
• To identify the order of importance of each of the driving forces of cur-
rents.
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1.2.4 Approach
Data which include current speed and directions through the water column
from the bottom to the surface, water level measurements, wave mean direc-
tions, significant wave heights and peak periods as well as wind speed and
directions are used in this study. The water level and current data were mea-
sured by means of an Acoustic Doppler Current Profiler (ADCP), wave data
were measured by means of a SEACAT which was attached to the ADCP in
the nearshore and the wind data was measured at the Durban port. The data
has been provided by WSP Africa Coastal Engineers in Stellenbosch. The data
spans from the 6th of June 2012 at 09H00 to the 16th of January 2013 at 10H00.
The first step in this study is to construct data summary diagrams. These dia-
grams allow for the identification of erroneous values and missing values. The
data is checked and measuring units are adjusted to oceanographic and me-
teorologicalconvention. Wind and current data are resolved into north-south
and east-west components as well as cross-shore and longshore components.
Derived statistics, such as the means, variances and correlation coefficients are
estimated from the data. Such statistical estimates provide information on the
quality and variability of the data.
The data series is also examined for frequency content. Fast Fourier Trans-
forms and harmonic analysis are applied to the data for detection of dominant
periodicities and preprocessing before filtering.
The tidal effect is removed from the current data with the use of a tidal analysis
software developed by Pawlowicz et al. (2002). The de-tided (with the tide
removed) data is then used with wind data to evaluate the impact of wind
as a driving force. The de-tided data will also be studied with wave data to
identify the effect of the Stokes drift on the current. The investigation of the
effect of the Agulhas currentfollows. Finally, conclusions are drawn.
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1.3 Structure of thesis
The following chapters cover an analysis of measured currents and an expla-
nation of the driving forces of currents in the nearshore area. The order of
importance of the different driving forces in the generation of currents is also
highlighted.
• Chapter 2: Introduces currents, the different types and how they are
generated. Different techniques for measuring currents are also provided
with an elaborate introduction to the working of an ADCP.
• Chapter 3: Provides details about the measured data. The data is pre-
sented graphically. Progressive vector diagrams are provided and the
current magnitudes and directions are resolved into vector components.
Autocorrelation analysis is performed on the data as well as power spec-
tral analysis.
• Chapter 4: Provides information on tides and tidal analysis. The tided
signals present in the current and water level measurements are studied
and then removed from the current data.
• Chapter 5: Wave data is introduced and graphically presented. Wave
heights, peak periods and directions are used to compute and investigate
the effect of Strokes drift on currents.
• Chapter 6: Provides wind data and techniques to be used in the study
of the wind impact on the current. Wind roses and progressive vector
diagrams of the current and wind data are presented and compared to
each other. cross-correlation is also performed and applied on wind and
current data. in addition, power spectral analysis is performed on the
wind data.
• Chapter 7: Provides information on the Agulhas current. The presence
of the Agulhas current is investigated and discussed.
• Chapter 8: A summary and conclusions of the study are given here.
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Nearore processes and
measurement techniques
2.1 Introduction
In this chapter various processes that lead to the generation of currents are
presented. It starts with the discussion of these different processes, which is
followed by a discussion of different types of currents that are found in the
nearshore zone and the types of instruments that can be employed to measure
currents. A background review of studies on the KwaZulu-Natal coast of South
Africa concludes the chapter.
2.2 Nearshore processes
To understand any particular activity in the nearshore area it is crucial to un-
derstand the processes that are constantly at work in this area. This chapter
introduces some of the different processes that are active in the nearshore area.
The processes are responsible for the form and structure of the coast and also
generate coastal currents. In various coastal systems, the main source of en-
ergy comes from waves. On some coasts tidal processes and their variability
are significant, while on others ocean currents dominate.
Climatological conditions also play a role in the structure of a coastal system.
These processes are not isolated, but they may act in sequence or simultane-
ously. Under certain conditions one process enhances the other, for instance
a rising tide may generate a movement of water in a shoreward direction, set-
ting up a current. The rising tide may also increase the height and potency
of waves that arrive at the shore. Under other conditions, one process may
inhibit the other, for instance the flow of a tidal current in one direction may
diminish the velocity of waves moving in an opposite direction (nonetheless, it
7
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is advantageous to separate the processes for the purpose of discussion).
Firstly, tides are briefly discussed, followed by waves, climate, and then
ocean currents. Only a brief discussion is given here since an in depth study
will be mad in later chapters.
2.2.1 Tides
Tides are the motion of the ocean produced mainly by the gravitational forces
of the moon and the sun on the earth. Tides are important in the nearshore as
they cause a regular variation in sea level along the shore and generate tidal
currents. In the open sea, tides are long waves that become altered as they
move across continental shelves.Tides that occur during new moon, i.e., when
the moon and sun are in alignment and yielding compound gravitational ef-
fects, are large and are called spring tides. The tides that occur in the first or
third quarters of the moon, when the moon and sun are perpendicular to each
other, do not experience the amalgamated gravitational forces. These tides
are relatively small and are called neap tides (Bird, 1984; Woodroffe, 2002).
The tidal range in the open ocean is within the order of 0.5 m, but increases
as the tides enter coastal waters which are relatively shallow (Bird, 1984). Dif-
ferent coastal environments have difference tidal ranges. An environment with
a spring tidal range less than 2 m is called microtidal, one with a tidal range
from 2 to 4 m is called mesotidal, one with 4 to 6 m, macrotidal, and one
with up to 8 m, megatidal (Woodroffe, 2002). South African coastal waters
are characterised by a microtidal range (Harris, 1978b).
As the tides rise and fall, they generate currents. Tidal currents associated
with spring tides may have large velocities and are called spring currents. Tidal
currents associated with neap tides have lower velocities and are called neap
currents.
2.2.2 Waves
Waves are undulations on the surface and they move across the water sur-
face transmitting energy in the process with a relatively small movement of
net mass. There are different types of waves, such as trans-tidal waves, tides,
storm surges, tsunamis, infragravity waves, wind-generated waves and capil-
lary waves. The waves listed here are ordered in terms of frequency, from
lowest frequency to highest frequency and illustrated in Figure 2.1 (Holthui-
jsen, 2007). Waves that are likely to be encountered in the nearshore zone
include tide and wind generated waves with a period of at most 20 seconds.
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Some waves that break on the beach are caused by distant winds. Waves that
result from wind, increase in size depending on the speed of the wind. Their
maximum limit is set by gravity and surface tension. Some factors that influ-
ence the generation of wind waves include fetch (distance over which the wind
is blowing), duration of the wind and the depth of the water (Woodroffe, 2002).
Deep water waves can travel through the open ocean to the shore. These waves
that travel away from the area where they were generated until they are not
influenced by local winds any more, are called swell. In comparison with wind
waves, swell is produced by longer waves with gentler crests. After some time,
swell covers long distances and coincides with different waves brought on by
farther storms going in varying directions, until they reach coastlines.
As deep water waves move into shallow water they undergo transformation.
The waves interact with the ocean bed and wave speed decreases. Refraction is
likely to take place, where the wave crest becomes close to being parallel to the
shore. For refraction, the portion of the wave in shallow depth is slowed more
than the portion in deeper waters, thus the wave bends towards the shallow
water.
Another process of transformation is called diffraction, which occurs when
waves interact with obstructions in their path. The wave spreads and changes
direction as it reaches an obstruction that is comparable in size to its wave-
length. Wave energy is transferred to the area behind the obstruction. The
diffraction process is weak on open beaches (Bowden, 1983).
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Figure 2.1: Frequencies and periods of the undulations of the ocean surface
(Holthuijsen, 2007).
As waves enter shallow water, especially over a shoal bottom, their wavelengths
decrease and their heights increase until they break. At the break point, the
wave will either spill, collapse, plunge or surge (Bowden, 1983). Longshore
currents and some cross-shore currents result from the breakers. Cross-shore
currents comprise rip currents and undertow.
2.2.2.1 Longshore currents
When waves approach the shore at an angle and break they can drive longshore
currents. The flow of water that result after the breaking of waves, on the shore,
drives a longshore current which moves parallel to the shore in the direction
of the parallel component of the wave (Bowden, 1983). These currents may
also be driven by variation in wave height. Large waves may also cause large
setups (increase in mean water level) at the shoreline, which in turn cause
pressure gradients alongshore and the pressure gradient drives currents towards
areas with smaller wave heights (Cushanick, 2005). The strength of longshore
currents is only appreciable in the surf zone.
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2.2.2.2 Rip currents
When longshore currents converge from opposite directions they form a jet.
The jet shoots away from the shoreline in a seaward direction and is called
a rip current (Bowden, 1983). These currents are narrow, horizontally con-
stricted, and they have sporadic large velocities. They are usually created in
intermediate moderate wave energy coasts (Aagaard & Vinther, 2008). Mod-
erate wave energy coasts are defined by an annual significant wave height of
0.3 to 1 m and the coasts tend to have swamps and deltas, and are partially
cliffed (Bird, 1984).
2.2.2.3 Undertow
An undertow is a homogeneous current that flows seaward from the surf zone
close to the sea bed. The mean speed of an undertow is approximately 0.5 m/s.
An undertow occurs in high energy wave conditions and carries an extensive
volume of sediment offshore (Aagaard & Vinther, 2008).
2.2.3 Atmospheric conditions
Wind is one of the factors responsible for the generation of waves and currents
in coastal zones. Although some coasts are heavily affected by swell related
to storms coming from offshore locations, there are also significant waves and
currents generated by local winds. Some winds are particularly associated with
the coast, which include land breezes and sea breezes. A land breeze occurs
during the night when the sea remains warm and the land cools down, so that
the wind blows from the land towards the sea. Sea breezes occur during the
day when the land is warmer than the sea and then the wind blows from the
sea landwards (Woodroffe, 2002).
Wind affects the sea through stress on the sea surface, transferring momen-
tum from the wind to the water. This results in surface waters being driven
to move at a speed of approximately 3% (rule of thumb) that of the wind
speed at 10 m above the sea surface (Bowden, 1983). Eventually currents that
travel in the same direction as the wind are generated which are referred to as
wind driven currents. These currents rapidly decrease in speed with increasing
depth (Harris, 1978b). Owing to the Coriolis force, the drift induced by the
wind is deflected to the left of the wind direction in the southern hemisphere.
The deflection is minimized in shoaling waters. When the coast is at the left
of the wind, the result is a pile up of water on the shore and, when the coast
is to the right, upwelling occurs.
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Upwelling
Strong winds blowing over the sea surface push water far away from its origi-
nal position. At the position where the water is removed, water ascends from
underneath the surface to replace the surface water that is moving away. The
water that is brought up is rich in nutrients, colder and denser than the water
it is replacing (Meyer et al., 2002).
Upwelling can occur in coastal waters and also in the open sea. Coastal up-
welling contributes to the sustainment of fisheries. For instance, the upwelling
of nutrient rich water on the Agulhas bank, on the south coast of South Africa,
has made the coast popular for fishermen. Upwelling can be a seasonal process
in some areas while being a year-round process in other areas.
2.2.4 Ocean currents
Large scale movements of water that occur in the oceans are referred to as
ocean currents. This process carries water from the equator towards the poles,
redistributing heat around the globe. They make up the ocean circulation
which has developed over the course of the movement of plate tectonics as
the land masses embraced their present positions. Some parts of the ocean
circulation have changed in the quartenary as sea level has varied. Examples
include the re-opening of the Torres Strait and English Channel following the
flooding of land platforms by the risen Holocene sea level (Woodroffe, 2002).
Surface ocean currents are kept in motion by wind stresses (from prevailing
winds) on the surface of the open sea. These currents are also in part (es-
pecially deep currents) driven by density variation as a result of variations in
temperature and salinity. The variations in temperature and salinity are re-
ferred to as thermohaline. These currents are different to those associated with
tides and waves or those that are created in coastal waters during strong wind
conditions. These currents are slow in motion and can travel for thousands of
kilometers.
Atmospheric circulations and thermohaline patterns influenced by the rota-
tion of the earth and the arrangement of land masses maintain the circulation
of ocean currents observed today. The circulation is counter-clockwise in the
southern hemisphere and clockwise in the northern hemisphere. Ocean cur-
rents have a variety of impacts on coastal environments, including climato-
logical conditions and sea surface temperatures (Woodroffe, 2002). They also
bring warm or cold water to coastal environments influencing coastal ecologi-
cal systems (Bird, 1984).
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The Agulhas current is one of the ocean currents. It is a deep and progressive
current that travels southwards along the east coast of Africa. It drains water
accumulated from the Trade wind current and other waters towards the poles.
It causes cyclonic eddies in coastal waters, and in areas where it follows close
to the coast the waters also move in its direction. Contrary currents are
also created in its presence between the current and coast and the water it
transports sets up a pressure gradient in coastal waters (Harris, 1978b).
2.3 Instruments used to measure currents
The need to understand ocean processes has led to the development of in-
struments that can be used to measure the different processes that take place
in the ocean. These processes include water level variations, wave conditions
and currents. There are various instruments available to measure currents
and these instruments are constantly being improved. Most instruments are
equipped with a compass, a speed sensor, built-in data averaging algorithm
and a data storage device (Emery & Thomson, 2004). There are various types
of current meters and they use different types of sensors. The variety of sensors
includes:
• Savonious rotors,
• Propellers,
• Electronic sensors and
• Acoustic detectors.
All the current meters discussed in this section record speed and direction
measurements at a fixed position. These type of measurements at a specific
location are referred to as Eulerian measurements.
2.3.1 Rotor type current meter (RCM)
The rotor type current meter uses a Savonious rotor. The Savonious rotor
comprises six axis-symmetric curved blades in a casing that is aligned with the
flow direction. It records data on small magnetic tapes (Emery & Thomson,
2004). The RCM does not average internally and post processing has to follow
to obtain the averaged samples. Improvements in their operation has resulted
in a series of RCMs having been developed. Their popularity is owed to their
simplicity of use since operation and calibration can be performed with ease.
They are also reliable and of relatively low cost. It is easy to add other sensors
to the RCM for measuring conductivity, depth and temperature on the same
data logger.
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2.3.2 Vector averaging current meter (VACM)
This current meter also uses a Savonious rotor for speed measurement. It
employs burst sampling: It measures small samples of closely-packed data,
and these samples are separated with long periods of no data. The rapidly
collected direction and speed measurement samples are averaged and then
used for horizontal and vertical components of velocity computation. Each
component is then averaged separately and a single value of the velocity vector
is produced for each burst of data collection.
2.3.3 Vector measuring current meter (VMCM)
A vector measuring current meter has two orthogonal cosine response propeller
sensors to measure horizontal velocity components directly. Cosine response
means that the recorded speed is proportional to the cosine of the angle of
the current vector with respect to the horizontal. The instrument orientation
with respect to magnetic north is sensed with an electronic compass. North-
south and east-west velocity components are computed, averaged, and then
the averages are recorded on a storage device. In laboratory comparison tests,
the VMCM performed better than other current meters when measuring a
combination of small mean currents with oscillatory flows of high frequency
(Weller & Davis, 1980).
2.3.4 Electromagnetic current meters (ECM)
An electromagnetic current meter uses an electronic sensor which employs
Faraday’s law of electromagnetic induction. As a conductor (the ocean cur-
rent) moves through an electromagnetic field (produced by the instrument),
it generates a voltage that is measured by the sensor electrodes. This voltage
is directly proportional to the speed of the ocean current and it is orthogonal
to the direction of the electromagnetic field. An electromagnetic meter and
compass are employed to produce horizontal components in earth coordinates,
which are north, south, east and west.
2.3.5 Acoustic Doppler Current Profiler (ADCP)
An acoustic Doppler current profiler was used for the measurements of cur-
rent velocities used in this study. A detailed description of the workings of
an ADCP is therefore provided. The description of an ADCP is provided in
the section is mostly from RDI (1996). Specific information with regards to
the exact ADCP that collected data for this data is beyond the scope of this
study, since it was not made available.
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An ADCP is a hydroacoustic current meter, used to measure water current
velocities over a depth range using the Doppler effect of sound waves scattered
back from particles within the water. These particles are called acoustic scat-
terers (or scatterers for short) and include zoo-planktons and phyto-planktons.
An ADCP can be moored horizontally on seawalls or bridge pilings in rivers
and canals to measure the current profile from shore to shore. It can also be
moored to the bottom of ships to take current measurements as they move. In
deep areas, they can be lowered on a cable from the surface. The ADCP that
was used to collect the data that is used in this study was moored at the sea
bed and measured horizontal currents at different heights from the bottom to
the surface.
Based on the manner in which ADCPs transmit, receive and process signals,
they are classified into three types, namely, broadband, narrowband and pulse-
to-pulse coherent. Amongst the three types of ADCPs, the narrowband ADCP
has the lowest precision and resolution, and its profiling range and velocity
range are the lowest. The broadband ADCP technology was introduced in the
1990s. Its precision is about 3 to 4 times higher and its resolution is about
10 times higher than those of narrowband ADCPs (Huang et al., 2009). The
ADCP that was used to collect the data that is used for this study was a
broadband ADCP.
An ADCP transmits sound at a fixed frequency and then registers echoes from
the sound scatterers in the water which is then used to calculate velocity. This
is a direct application of the Doppler effect. The Doppler effect is the change
in the observed sound pitch that occurs as a result of relative motion. Sound
waves have characteristics similar to those of shallow water ocean waves. The
frequency of a sound wave is defined as:
C = fλ, (2.3.1)
where C is the speed of sound, f is the frequency and λ is the wavelength.
An example of the Doppler effect is the sound made by the siren of a car as it
passes. The siren has a higher pitch as the car approaches and a lower pitch
as it moves away from the observer. If the pitch and its change are measured,
the velocity of the car can be computed.
Figure 2.2 is a depiction of the Doppler effect. Here f is the frequency of the
transmitted pulse while fD is the frequency of the received signal. In the first
case the scatterer is moving towards the sound and the wave period of the
sound received by the scatterer is decreased. The wave period of the scattered
sound is further decreased by movement of the scatterer, as a secondary source
of sound, towards the co-located source and receiver. The combined effect is
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an increase in frequency, thus fD > f (since frequency is the inverse of the
wave period). In the second case the motion of the scatterer is away from
the source and the co-located receiver. It therefore has an effect of a decrease
in frequency, thus fD < f . In the third case, the motion of the scatterer is
perpendicular to the source or in a stationary state and has no effect on the
scatterer or receiver, thus fD = f .
Figure 2.2: Depiction of the Doppler effect (GoMA, 2013)
The Doppler shift is the difference between the frequency received by a sta-
tionary scatterer and that received by a moving one. The equation for the
Doppler shift is
fD − f = fs(V/C),
where fs is the frequency of sound when objects are stationary, V is the relative
velocity between a sound source and receiver. Setting Fd = fD − f yields
Fd = fs(V/C). (2.3.2)
However, an ADCP both receives and transmits sound, so the Doppler shift
has to be doubled, equation (2.3.2) then becomes
Fd = 2fs(V/C). (2.3.3)
In applications where ADCPs are fixed, both the receiving and transmitting
transducers are stationary. The Doppler effect only uses radial motion in line
with the transmitted ADCP signal. Angular motion results in no Doppler
shift. If a particle is moving both radially and in an angular direction a new
term cos(X) has to be included in equation (2.3.3) to restrain the Doppler
shift to the radial component and the equation becomes
Fd = 2fs(V/C) cos(X), (2.3.4)
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where X is the angle from the radial direction measured clockwise from the
horizontal beam (Boiten, 2003). The angle X is illustrated in Figure 2.3.
Figure 2.3: Vector of relative velocity. X is the angle between the water velocity
and acoustic beam.
ADCPs measure velocity using one of two method. They may either use the
Doppler shift or use the principle of Doppler time dilation. The latter makes
use of the fact that sound takes longer to travel back and forth when a receiver
is farther from a sound source. Sound waves that strike particles far from the
transducer take longer to come back than those that are reflected from close by.
When a particle is stationary the echoes coming from it will all look identical.
If the particle is moved slightly away from a transmitter, it will take slightly
longer for sound to travel back and forth. A further increase in the distance
between the two implies that it will take even longer for the sound to travel
back and forth. This increase in travelling time, owing to an increase in dis-
tance, is called propagation delay.
An ADCP may also use phase change to detect propagation delay: Since
echoes from the same stationary particle look identical, they also have the
same phase. An increase in distance between a transmitter and the particle
results in a delayed echo. This echo will have a phase delay relative to the first
echo. A further increase in distance causes an even further phase delay rela-
tive to the first. These phase delays are measured in degrees and are directly
proportional to particle displacements. If propagation delay is measured and
the speed of sound is known then the distance that the particle has moved can
be computed. Given the time lags between successive pulses, the velocity of
the particle can also be computed. The two methods of velocity measurement
are mathematically equivalent (RDI, 1996). The ADCP that was used in the
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collection of data for this study used time dilation.
An ADCP uses four beams to compute current velocities in three dimensions.
Each beam computes the velocity component parallel to it. Earth directions,
namely, north-south and east-west are used in the final processing of the mea-
surements. If the beams do not face these directions, trigonometric relations
are used to convert the current velocities. This conversion requires that cur-
rents be homogeneous in the horizontal layer and the homogeneity is verified
by using the third and fourth beam. The third and fourth beams both mea-
sure vertical velocity. Measurements from the fourth beam are used for error
calculations. The error here is the difference between two estimates of vertical
velocity. For example, if one beam points east and another points north, the
ADCP can measure the east-west and north-south current components. The
difference between the two vertical components produces an error velocity that
helps to determine whether the water currents are horizontally homogeneous
and whether all four beams are operating properly. Horizontal homogeneity is
an assumption that all four beams are sampling the same velocity at the same
depth. Recording current measurements in earth coordinates lessens the effort
and time needed for post-processing and assures that beam pointing angles
are properly corrected.
When an ADCP measures current profiles (at different depths), it divides
the current velocity profiles into uniform segments known as depth cells or
bins. These are uniformly spaced for ease of processing and interpretation of
results. As mentioned earlier, an ADCP sends out pulses and receives echoes
in return. Echoes from farther distances take longer to travel back than those
travelling from close by. When a signal is received, it is broken into successive
segments, which are processed separately. These segments are the bins and
the segmentation is called range gating. In this way successive range gates
correspond to echoes from increasing distances. The velocity in each gate
cell is then averaged over the whole range of the depth cell, thus reducing
measurement uncertainties.
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Figure 2.4: ADCP depth cells and range-gating RDI (1996)
Figure 2.4 illustrates range gating and how the ADCP averages velocities over
the range of each depth cell.
An ADCP sends out pings in a series or a single ping at a time. Single ping
velocity errors may be too large to meet most measurement requirements.
These velocity errors comprise bias and random error. Random errors are re-
ducible through ensemble averaging which reduces the standard deviation of
the random error by the square root of the number of pings. Bias depends on
several factors: temperature, mean current speed, signal/noise ratio and beam
geometry. An ensemble of measurements of the exact current is averaged until
the average error becomes smaller than the bias. It is preferable to have the
ADCP average data into ensembles before storing it, although this slows down
ping processing. All the measured data is stored in a memory card or disc on
the ADCP (RDI, 1996).
The intensity of the signals returning from the ADCP transmitted pulse vary
in strength. This signal strength or echo intensity depends on:
• Sound absorption: This causes exponential decay of echo intensity with
increasing range and increases in proportion to frequency.
• Beam spreading: It reduces echo intensity by a proportion of the range
squared.
• Transmitted power: Longer pulses put more energy into the water.
• Scatterers: More scatterers reflect more sound and vice versa.
• Bubbles: They are generated by breaking waves and may block signals
or reduce the profiling range.
The quality of the ADCP transducer also has an effect on data quality. A
transducer has to be both directional and efficient. Obstructions in front of
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. NEARORE PROCESSES AND MEASUREMENT TECHNIQUES20
transducers can interfere with acoustic beams and thus reduce data quality.
A region of a 15◦ cone must be kept free from obstructions to minimize the
interference. Echoes from the sea surface or the bottom are very strong and
can overwhelm transducers, thus they need to be rejected. The velocity at
the bottom or surface is on average zero. If it contaminates data, the data is
detectable by a bias towards zero and can thus be rejected.
Ringing can also compromise data quality. It occurs when energy from a
transmitted pulse lingers long after the transmitted pulse is finished (RDI,
1996). It becomes problematic when there are few scatters, as the ringing
energy stays above the weak echo signal for long, thus delaying travelling to
the transducer. ADCP measurements are unaffected by thermoclines.
2.4 Background review of study area
This section of the study reviews the location where measurements were col-
lected for use in this study. The physical nature of the area and the weather
system is summarised. Waves are also discussed and a review of tides concludes
the section.
2.4.1 Natal Bight and Agulhas current
The measurements were taken just north of Durban, in the Natal Bight on the
east coast of South Africa. The Natal Bight is a shallow region between Cape
St. Lucia and Durban and it is approximately 160 km long and up to 50 km
wide. This is very wide in comparison with the rather narrow continental shelf
of the rest of the east coast of South Africa (Lutjeharms et al., 2000).
An important feature of the east coast of South Africa is the Agulhas current.
The Agulhas current flows south-westwards from the north-east: from 27◦S to
40◦S (Gordon, 1985). It flows close to the shore along the narrow shelf until it
reaches the Natal Bight where it diverges from the shore. The configuration of
the Bight causes the Agulhas current to deviate offshore (Pearce, 1977). The
divergence and destabilization results in the formation of Natal pulses in the
Natal Bight (Lutjerharms & De Ruijter, 1994; Meyer et al., 2013). These are
large, irregular and desolate meanders that progress at 5 cm.s−1 in the Natal
Bight (Lutjerharms & Roberts, 1988).
Another feature that is found in the Natal Bight is the Natal gyre, which is an
extensive cyclonic circulation. The Natal gyre causes anticyclonic circulations
that are smaller in size relative to it (Van der Westhuysen, 2002). Nearshore
currents in the Natal Bight do not experience significant direct effects from
the Agulhas current, although the nearshore currents are influenced by the
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Natal gyre system and the counter-clockwise current formed in the Natal Bight
(Harris, 1978b).
2.4.2 Weather system
The KwaZulu-Natal coastal climate is classified as warm to hot with a humid
sub-tropical climate. The region is also characterised by a high annual rainfall
(Pearce, 1977; Schumann, 1988).
The shoreline lies approximately north-east and winds that blow along the
coast tend to be dominant. South-westerly and north-easterly winds occur
with equal frequencies, but, during summer, north-easterly winds tend to dom-
inate. The exact directions of the prevailing winds are north-north-east, north-
east, south-south-west and south-west (Schumann, 1988; DN & SDCEA, 2004;
Cooper, 1991). The average speed is estimated to be 11.1 m/s and the maxi-
mum speed is 16.6 m/s. These were made from measurements taken at Ballito
(Cooper, 1991). The period from May to July experiences calmer winds while
windy periods begin in August (DN & SDCEA, 2004).
Pearce (1977) described the weather system of the Natal coast as "regular
and well-defined", since the weather is controlled by motion of cyclonic de-
pressions approaching the coast from the south-west direction. This happens
every few days. The manner in which the cyclonic depressions affects the wind
is described by Pearce (1977) as follows: cyclonic depressions originates in the
south-west direction and approaches some location along the coast. As this
occurs the pressure system along the shore starts to fall and a north-easterly
wind results and blows along the shore. A passing of the depression results in a
rise in pressure which in turn causes the wind to swing to from the south-west.
The wind slowly returns to the north-east as the pressure system stabilizes.
The intensity of the wind depends on the propagation attributes and structure
of the pressure system.
The KwaZulu-Natal coast is furthermore characterized by a weak sea breeze
circulation. It is rare for a sea breeze front to develop with quick changes in
temperature and wind. In summer, sea breezes begin at 9h00 and blow until
20h00 while in winter they begin at 11h00 and continue until 17h00. The sea
breeze is stronger in the afternoon, and it is generally weak during winter pe-
riods.
Land breezes are also important on the Natal coast, especially in winter. Schu-
mann (1988) estimated that land breezes blow from 21h00 to 7h00 while DN &
SDCEA (2004) estimated it to commence at 19h00. Land breezes are believed
to be augmented by mountain plain winds, and these occur when atmospheric
conditions are calm and stable over the ocean (DN & SDCEA, 2004; Schu-
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mann, 1988).
Based on time series analysis results by Schumann (1988) made on data mea-
sured inshore, there is close correspondence between winds and currents. An
18 hour lag from the onset of the wind to the response from the currents was
also established. Harris (1978b) also concluded that direct wind stress is a
crucial factor in the Natal Bight region.
2.4.3 Waves
Waves tend to mainly approach the shore from the south-eastern direction
during summer and spring. Other wave approach directions include east and
east-north-eastern directions. This indicates that waves approach the coast at
a small angle or in a parallel direction (Cooper, 1991). Longshore currents
generated by surface gravity waves are significant features in the KwaZulu-
Natal coast. However their significance is restricted to the surf zone (Harris,
1978b).
2.4.4 Tides
Schumann & Perrins (1982) measured currents on the Natal coast off the Natal
Bight region. They concluded that the tidal circulation was made up of sig-
nificant diurnal (daily) and semi-diurnal tides. However, the tidal circulation
played an insignificant role in the dynamics and motion of currents. A similar
conclusion was reached by Harris (1978b).
2.5 Summary
This chapter presented processes that occur in the nearshore area, instruments
that can be used to measure currents and a review of the study area.
The processes include tides, waves and atmospheric conditions. These pro-
cesses may take place simultaneously, or in sequence. One process may en-
hance another or oppose it. These processes play a role in the generation of
nearshore currents.
Instruments that can be employed for the measurements of currents include
rotor type current meters, vector averaging current meters, electromagnetic
current meters, vector measuring current meters and acoustic Doppler current
profilers. The difference in these current meters is based on the type of speed
sensor each uses. An acoustic Doppler current profiler was used for the col-
lection of data that is used in this study. It was moored to the ocean bed
and measured current velocity components in three dimensions along a water
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column.
A background review of the study area where the ADCP was positioned high-
lighted factors that play a role in nearshore waters. The Agulhas current does
not have significant direct effects on nearshore currents. However, it has in-
direct effects in the form of the Natal gyre and the counter currents that are
formed from the interaction of the Agulhas current with the structure of the
Natal Bight that affect nearshore currents (Van der Westhuysen, 2002; Harris,
1978b)
The KwaZulu-Natal coast is characterized by a humid and hot climate with
high rainfall. Even though land breezes and sea breezes are weak, their diur-
nal periodicity cannot be ignored. Coast-wise winds are predominant and they
have been established to have impacts on currents in the Natal Bight region
(Schumann, 1988; Pearce, 1977; Harris, 1978b).
Waves tend to approach the coast at a near parallel direction, which is south-
east followed by east and east-north-eastern directions (Cooper, 1991). The
effect of the waves is mainly significant in the surf zone (Harris, 1978b). The
region is also characterized by a micro-tidal range. The tidal circulation plays
an insignificant role in the dynamics of currents (Schumann & Perrins, 1982;
Harris, 1978b).
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Chapter 3
Time series analysis of current
data
3.1 Introduction
This chapter introduces and presents current data. It also presents techniques
of univariate time series analysis. Current data is presented using graphs and
summary statistics. Missing records are identified and ways to treat data
gaps are explored. Current speed and direction measurements are resolved
into velocity components that are then analysed. Progressive vector diagrams
are constructed from the velocity components and explored. Autocorrelation
coefficients are computed from the velocity data and spectral analysis is also
performed on the data.
3.2 Definition of time series analysis
A time series is a collection of observations of well-defined data that is made
consecutively in time. Time series analysis encompasses techniques that can
be used to analyse time series data for the purpose of extracting important
statistics and other attributes. Time series analysis techniques can be cate-
gorized into time domain techniques and frequency domain techniques. The
former include, but are not limited to autocorrelation and cross-correlation,
and the latter include spectral analysis and cross-spectral analysis (Chatfield,
2004).
Time series analysis can furthermore be divided into descriptive, explanatory
and forecasting analysis. This study employs descriptive and explanatory anal-
ysis. The descriptive analysis comprises plotting and making visual diagrams
of the data. The plots reveal any trend, seasonal variation, possible outliers
and turning points. The explanatory part comes is used when observations
24
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are measured on more than one variable. The variation in one series is used
to explain the variation in another series (Chatfield, 1989).
3.2.1 Variation in time series
There are different types of variations that can occur in a time series. The
types of variation include seasonal variation, trend, cyclic variation and irreg-
ular fluctuations. Seasonal variations are fluctuations that are repeated on a
constant basis in a given period or annually. A trend is a long term pattern
of steady change in an average or a general tendency of a series of data points
to move in a certain direction. Cyclic variation encompasses variations that
are not seasonal, but occur at fixed periods. An example is the daily temper-
ature variation. Irregular fluctuations are what remains after the removal of
seasonal variations, cyclic variations and a trend, as noted by Chatfield (1989).
3.3 Current data
The main data set to be used comprises current speeds and directions. The
current data was measured by the use of an ADCP and the data was provided
to be used in this study by WSP Africa Engineers, Stellenbosh. The ADCP
was deployed with the aid of divers and moored 0.8 m off the bottom of the
sea bed. The data was collected every 20 minutes from the 8th of June 2012
at 9h00 to the 16th of January 2013 at 10h00. Directions are given in de-
grees, measured clockwise from True North and speed in mm.s−1, which are
converted to cm.s−1. The data was collected over 29 depths ranging from 2.42
m to 16.42 m, from the bottom upwards. A segment of the data is given in
Figure A.1 in Appendix A to show how the data looked from the original file
of measurements.
3.3.1 Data presentation
Data presentation gives a visual overview of data. There are various methods
that can be used to present data, such as graphs, scatter plots, and progressive
diagrams.
It would be cumbersome to display the data over all 29 depths or bins. To
avoid this, some depths are selected and used as representative of the 29 bins.
To make the selection, time series plots of current speeds across all depth
levels were constructed. The plots indicated that graphs of currents near
the surface tend to cluster around similar magnitudes. The same applies to
graphs of currents near the sea bed and those at mid-depth. The current
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speeds for the upper most bins for the majority of the measurement period
are shown in Figure 3.1 which illustrates how currents near surface (14.92 m,
15.42 m, 15.92 m and 16.42 m) tend to cluster around the same magnitudes.
The measurements at 14.92 m and 15.42 m do not cluster with 16.42 m and
15.92 m, indicating that only 15.92 m and 16.42 m qualify as surface currents.
The plots are representatives for the entire period. A graph of current speeds
at the smallest depth (14.92 m) from Figure 3.1 is included in Figure 3.2, as a
reference for visual comparison. Figure 3.2 shows how currents at mid-depth
levels cluster around the same magnitudes and Figure 3.3 demonstrates how
currents at the bottom cluster around the same magnitudes (a graph of current
speed measurements at 7.92 m from the ADCP is also included in Figure 3.3
as a reference). Three depths were chosen, one at the near surface (15.92 m
away from the ADCP), one at the mid-depth (8.92 m away from the ADCP)
and one at the bottom (2.42 m away from the ADCP), to be representative of
the 29 depths. The depth of 15.92 m was randomly selected instead of 16.42
m. The speed measurements at the selected depths are displayed in Figure 3.4.
The graphs in Figure 3.4 show an increase in speed with increasing distance
from the ocean bed. The speed measurements at 2.42 m are the slowest while
the speed measurements at 15.92 are the fastest. Also, included is a water
level graph which can be seen on the vertical right hand side axis in Figure
3.4.
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Figure 3.1: Four graphs of current speed measurements near the surface, namely,
16.42 m (black), 15.92 m (red), 15.42 m (blue) and 14.92 m (green). The distances
are away from ADCP.
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Figure 3.2: Graphs of three current speed measurements at middle depths, namely,
9.92 m (red), 8.92 m (blue) and 7.92 m (green) with 14.92 m (black) as reference.
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Figure 3.3: Graphs of current speed measurements at bottom depths, namely,
3.92 m (black), 2.92 m (blue) and 2.42 m (red) with 7.92 m (green) as reference.
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Figure 3.4: Three selected current speed measurements at three depths starting
5th July 2012 to 6th December 2012 are shown on the left axis, i.e. 15.92 m (black),
8.92 m (red) and 2.42 m (blue). On the right hand side axis, water level measure-
ments (green) are shown for the same period.
The time series plots show a presence of missing data. The first occurrence of
missing data is 14 days in June/July and 2 or 3 days in subsequent months.
The missing periods are given in Table 3.1.
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Table 3.1: Periods of missing records.
Period Start End Duration
1 2012/06/21 22:59:56 2012/07/06 10:20:00 14 days, 23 hours, 20
minutes & 4 seconds
2 2012/07/31 10:20:00 2012/08/03 08:00:00 2 days, 21 hours & 40
minutes
3 2012/08/28 11:20:00 2012/08/31 08:00:00 2 days, 20 hours & 40
minutes
4 2012/09/25 11:00:00 2012/09/28 09:40:00 2 days, 22 hours & 40
minutes
5 2012/11/06 11:00:00 2012/11/10 08:40:00 3 days, 21 hours & 40
minutes
6 2012/12/12 12:00:00 2012/12/15 07:20:00 2 days, 19 hours & 20
minutes
The missing records are discussed further in later sections with regards to
possible techniques that can be used to deal with them.
3.3.2 Summary statistics
Summary statistics provide a summary of a given set of observations, in order
to communicate the largest amount of information as compactly and simply as
possible. They include, but are not limited to the mean, standard deviation,
variance and range.
The mean is the average of observations. It is one of the measures of central
tendency and the most sensitive one. Measures of central tendency are mea-
sures of position in a distribution. They provide a summary using one value,
the one observation that best depicts the centrality of the data. It is calculated
by taking the sum of the observations and dividing it by the total number of
observations,
x¯ =
∑N
n=1 x
N
, (3.3.1)
where x¯ is the sample mean, n is the position of an observation, x is an obser-
vation and N is the total number of observations (Steinberg, 2011).
The variance and standard deviation are two measures of variability or spread.
They give an indication of how observations vary or spread out around the
mean. The variance is defined as the average of the squared deviations of
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observations around the sample mean. It is calculated using the equation,
s2 =
∑N−1
n=1 (x− x¯)2
N − 1 , (3.3.2)
where s2 is the variance and N − 1 is used in this case so that the sample
variance can provide a good estimate of the population variance. The standard
deviation is the square root of the variance. A useful property of the standard
deviation is that, unlike the variance, it is expressed in the same units as the
data (Ross, 2010).
Table 3.2: Summary statistics of current speed for the selected bins, namely,
2.42 m, 8.92 m and 15.92 m. Length refers to the number of observations.
Period Depth
(m)
Mean
(cm/s)
s2
(cm/s)2
s
(cm/s)
Min
(cm/s)
Max
(cm/s)
Length
(20 min)
0
2.42 7.54 18.87 4.34 0.2 26.7
9798.92 9.61 42.73 6.54 0.1 30.8
15.92 23.03 264.41 16.26 0.9 86.5
1
2.42 9.81 33.93 5.83 0.1 38.5
18018.92 8.80 31.79 5.64 0.0 27.8
15.92 21.89 165.92 12.88 0.6 87.6
2
2.42 6.68 20.86 4.57 0.1 28.6
18118.92 8.05 34.30 5.86 0.1 42.0
15.92 20.69 150.78 12.28 0.4 74.8
3
2.42 7.63 30.36 5.51 0.1 31.0
18108.92 10.93 54.88 7.41 0.0 37.8
15.92 36.67 299.98 17.32 1.3 92.9
4
2.42 5.85 19.77 4.45 0.1 35.5
28138.92 8.89 47.39 6.88 0.0 50.0
15.92 25.36 228.77 15.13 0.8 112.4
5
2.42 8.76 41.15 6.42 0.1 43.3
23158.92 12.26 66.78 8.17 0.2 50.6
15.92 27.71 241.45 15.54 0.4 89.8
6
2.42 8.20 30.41 5.51 0.3 34.6
23138.92 11.67 60.64 7.79 0.0 42.9
15.92 24.87 241.94 15.55 0.1 95.1
Summary statistics of current speeds are given in Table 3.2 for seven peri-
ods, the seven periods used are separated by the periods of missing records
listed in Table 3.1. In all the seven periods, the mean indicates that speed
increases with increasing distance from the sea bed, except for period 1 where
the mid-depth mean is less than the bottom mean. The slowest speed occurs
at the 8.92 m level and it is 0 cm/s in period 1, 3, 4 and 6, while the fastest
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speed is 112.4 cm/s at 15.92 m away from ADCP in period 4. The means for all
the twenty-nine levels and seven periods are given in Table A.1 in Appendix A.
The variances and standard deviations at shallower levels, i.e., at 2.42 m and
8.92 m are much smaller compared to those at the surface, 15.92 m. There
is thus, more variability at the surface compared to the bottom. However,
the variation at all levels is large. This is supported by the large differences
between the minimum and maximum values.
3.3.3 Dealing with missing data
There is more than 10% missing records in the time series according to the
missing records that were provided earlier in Table 3.1. This implies that the
missing data can affect the accuracy of the deductions that can be made from
the data (Croninger & Douglas, 2005; Dong & Peng, 2013). Whether the miss-
ing records are random or not determines the methods that can be used to
deal with the missing data.
Table 3.3 shows periods with continuous data records, the missing records
given in Table 3.1 occur in between the continuous data records. The mean
number of missing records is approximately 4days and the mode is 2 days
and a number of hours. The missing records occur once after approximately
13 days, once every month after approximately 25 days on three occasions,
then once after approximately 39 days and after approximately 32 days on
two occasions. It can be concluded that the records are missing completely at
random. Records missing completely at random means that the probability
that an observation Xi is missing is unrelated to the value of Xi or to the value
of any other variable, i.e. the "missingness" of a variable has no relationship
with the variable itself or any other variable in the record (Croninger & Dou-
glas, 2005). The periods of missing data can be explained as the times when
the ADCP was removed for cleaning and maintenance.
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Table 3.3: Periods with available data.
Period Start End Duration
0 2012/06/08 09:00:00 2012/06/21 23:00:00 13 days &14 hours
1 2012/07/06 10:20:00 2012/07/31 10:20:00 25 days
2 2012/08/03 08:00:00 2012/08/28 11:20:00 25 days, 3 hours & 20
minutes
3 2012/08/31 08:00:00 2012/09/25 11:00:00 25 days & 3 hours
4 2012/09/28 09:40:00 2012/11/06 11:00:00 39 days & 20 hours
5 2012/11/10 08:40:00 2012/12/12 12:00:00 32 days, 3 hours & 20
minutes
6 2012/12/15 07:20:00 2013/01/16 10:00:00 32 days, 2 hours & 40
minutes
List-wise deletion is a convenient method to handle the data in period 0,
shown in Table 3.3. The data in this period is too short to analyse and make
deductions from; and the missing records that follow are long. The data in
period 0 is thus deleted and not considered in the rest of this study. The rest
of the missing records are not interpolated but the individual periods 1 to 6
as given in Table 3.3 are analysed separately.
3.3.4 Velocity components
East-west and north-south velocity components were constructed from the
current speed and direction data. The components were constructed as follows,
vx = v sinα and (3.3.3)
vy = v cosα,
where vx is the east-west component, vy is the north-south component and α is
the direction angle measured clockwise from True North. Figures A.2, A.3 and
A.4 show north-south velocity components and east-west velocity components
at three different depths, namely, 2.42 m, 8.92 m and 15.92 m respectively.
The velocity components at 15.92 m have a large range compared to the ve-
locity components at 8.92 m and 2.42 m.
3.3.5 Cross-shore and longshore velocity components
In the nearshore area, the coast forms a solid boundary that may cause currents
to move parallel to the coast. Furthermore, the nearshore area has currents
that receive their energy from the breaking of waves at the shoreline. It is thus
customary to decompose currents into longshore and cross-shore components.
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Given the north-south and east-west velocity components, the axes were ro-
tated through a 52◦ angle to obtain longshore and cross-shore components. A
picture of the orientation of the coast is given in Figure A.5, from which the
52◦ angle was measured. The rotations were done using,
vl = vx cos 52◦ + vy sin 52◦ and (3.3.4)
vc = −vx sin 52◦ + vy cos 52◦,
where vl is the longshore component and vc is the cross-shore component.
Long-shore currents travel parallel to the shoreline while cross-shore currents
flow perpendicular to the shoreline. Figures A.6, A.7 and A.8 show time series
plots of longshore and cross-shore currents at the three corresponding depths
as in Figures A.2, A.3 and A.4. Cross-shore velocity components are slower
and less variable relative to longshore velocity components at all depths.
3.4 Progressive vector diagrams
A progressive vector diagram (PVD) gives the virtual displacement that a
water particle would travel from its initial position (x0, y0) if the current would
be invariant wherever the particle went. All the PVDs in this study begin at
(0, 0). To compose a PVD, time-integrated displacements along the orthogonal
directions (x, y) are calculated from corresponding velocity components using
the equation,
(x, y) = (x0, y0) +
∑
(ui, vi)4ti, (3.4.1)
where i = 1, 2, 3, ..., x0 is the original east-west velocity component, y0 is the
original north-south velocity component, ui is the east-west velocity compo-
nent at position i, vi is the north-south velocity component at position i and
4ti is the change in time corresponding to position i. The resulting vectors
are plotted to produce a PVD (Emery & Thomson, 2004).
PVDs are presented in Figures 3.5, 3.6 and 3.7 for the depths 2.42 m, 8.92 m
and 15.92 m away from the ADCP, respectively. The PVDs are constructed
from currents in period 5. The period was chosen randomly. In all three
figures, the current mainly moves in a north-east direction or in the opposite
direction, south-west. In Figure 3.5, the main direction is north-east, and north
with short reversals into the south-western direction. In Figure 3.6, the change
in direction of the current into north-east and south-west directions seem to be
rather quasi-periodic, although the dominant direction is still north-east. In
Figure 3.7, the change in direction is more frequent and random, the distance
covered is also much longer, relative to the changes at 2.42 m and 8.92 m
away from the ADCP. The PVDs for the remaining periods are included in
Appendix A, as Figures A.9 to A.23.
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Figure 3.5: PVD of the east-west and north-south velocity components at 2.42 m.
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Figure 3.6: PVD of the east-west and north-south velocity components at 8.92 m.
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Figure 3.7: PVD of the east-west and north-south velocity components at 15.92
m.
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3.5 Autocorrelation
Autocorrelation is a technique that measures the correlation between observa-
tions at different time steps within a time series. It tests for randomness and
reveals cyclic as well as seasonal behaviour (Chatfield, 1989). Autocorrelation
can also be described as indicating persistence in a signal, where persistence is
the tendency of the signal to remain the same from observation to observation.
For example, if the current speed recorded at 10:20 is large, the likelihood of
the next current speed measured at 10:40 being large, is greater than if the
current speed measured at 10:20 was small. Measurements of currents may
exhibit persistence due to inertia and tides.
Autocorrelation is analogous to the correlation coefficient which is given by,
r =
∑(xi − x)(yi − y)√
[∑(xi − x)2∑(yi − y)2] . (3.5.1)
In equation (3.5.1), xi is an observation from one data set and x is the mean
of the observations in the same data set. Similarly, yi is an observation from
another data set and y is the corresponding mean.
Given N observations x1,...,xN of a discrete time series, N − 1 pairs of obser-
vations can be generated, i.e. (x1, x2), (x2, x3),..., (xN−1, xN). By treating the
first observation in each pair as belonging to one series and the second one as
belonging to a second series, the correlation coefficient between xt and xt+1 at
lag 1 is given by:
r1 =
∑N−1
t=1 (xt − x(1))(xt+1 − x(2))√
[∑N−1t=1 (xt − x(1))2∑N−1t=1 (xt+1 − x(2))2] . (3.5.2)
In Equation (3.5.2), xt is an observation from one series and x(1) is the corre-
sponding mean of that series; xt+1 is from the same series at a lag 1 and x(2) is
the corresponding mean at this lag. Equation (3.5.2) gives an autocorrelation
coefficient at lag 1. The equation is rather involved, but x(1) ≈ x(2),
r1 =
∑N−1
t=1 (xt − x)(xt+1 − x)√
[∑N−1t=1 (xt − x)2∑Nt=2(xt − x)2] . (3.5.3)
Further, assuming that,
N−1∑
t=1
(xt − x) ≈
N∑
t=2
(xt − x),
then Equation (3.5.2) can be approximated by,
r1 =
∑N−1
t=1 (xt − x)(xt+1 − x)∑N
t=1(xt − x)2
. (3.5.4)
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The generalized equation for the autocorrelation between xt and xt+m is thus
given by:
rm =
∑N−m
t=1 (xt − x)(xt+m − x)∑N−1
t=1 (xt − x)2
, (3.5.5)
where m is the time lag (Chatfield, 1989). Autocorrelation coefficients can as-
sume any value between 1 and −1. An autocorrelation coefficient of 1 indicates
a perfect positive linear relationship between the two variables, 0 indicates the
non-existence of a linear relationship, while −1 indicates a perfect negative
linear relationship between the two variables.
For ease of computation, autocorrelation coefficients are computed from auto-
covariance coefficients cm. The auto-covariance coefficient measures the strength
of correlation between two variables in the same sample. The auto-covariance
is defined as,
cm =
1
N
N−m∑
t=1
(xt − x¯)(xt+m − x¯), (3.5.6)
where cm is the auto-covariance at lag m. To compute the autocorrelation
coefficient at lag m, the following equation is used:
rm =
cm
c0
, (3.5.7)
where m = 1, 2, ...,M andM < N . The autocorrelation is calculated for up to
N
4 lags. Any length longer than this is unreliable as the number of pairs used
in the estimation of rm decreases (Reddy, 1997).
Autocorrelation coefficients are presented in plots called correlograms, where
the autocorrelation coefficients are plotted at different lags. In the present
study, the lags correspond to 20 minutes. Also included in the correlograms
are 95% confidence bands. These bands are of the form 1
N
± 1.96√
N
, where N
is the length of the time series. The value 1.96 is the 95% standard normal
percentile. These limit bands are indicated by horizontal red lines in the
correlograms included in Figure F.29, F.30 and 3.10 in Appendix A. These
bands are principally included as is convention since none of the six time series
are stationary thus the autocorrelation coefficients cannot assume a normal
distribution. Equations (3.5.6) and (3.5.7) were used in MATLAB to calculate
the autocorrelations and plot the correlograms. The code written in MATLAB
is given in Appendix B.
3.5.1 Results
Coastal data tend to have periodic phenomena, so it is to be expected that
the correlograms exhibit periodic occurrences. Correlograms are provided in
Figure F.29, F.30 and 3.10 for six periods as indicated in Table 3.1.
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Figure 3.8: Correlograms of currents for period one (1) and period two (2). Each
of the figures depict correlograms at distance 2.42 m (blue), 8.92 m (green) and
15.92 m (black) from ADCP.
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Figure 3.9: Correlograms of currents for period three (3) and period four (4).
Each of the figures depict correlograms at distance 2.42 m (blue), 8.92 m (green)
and 15.92 m (black) from ADCP.
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Figure 3.10: Correlograms of currents for period five (5) and period six (6). Each
of the figures depict correlograms at distance 2.42 m (blue), 8.92 m (green) and
15.92 m (black) from ADCP.
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All the correlograms in the figures reveal a 12.3 hourly cycle near the surface
(15.92 m) especially in the east-west velocity components. The first one hourly
cycle occurs at 37×2060 = 12.3. The 12.3 hour cycles disappear with depth, being
undetectable in the correlograms at 8.92 m and 2.42 m. These 12.3 hour cycles
correspond to periods of semi-diurnal tides.
For period 4, in addition to the 12.3 hour cycle, there is another cycle of ap-
proximately 2 days. There are 2 days between one trough to the next and
between one crest to the next. The cycle is visible in both east-west and
north-south velocity components. Period 5 is also characterized by an addi-
tional cycle of approximately 4 days.
Since the corellograms are dominated by periodic patterns no extra information
can be deduced from them at this stage. However, the time scales that it takes
for autocorrelation coefficients to become insignificant have been computed to
provide a reference that can be used later in the study. The time scales are
provided in Table 3.4.
Table 3.4: Length of significant autocorrelation.
Period Component Lag (time offset)
15.92 m 8.92 m 2.42 m
1 E-W component 4 hours 28 hours 6.25 daysN-S component 21 hours 26 hours 28 hours
2 E-W component 14 hours 20 hours 40 hoursN-S component 18 hours 22 hours 24 hours
3 E-W component 15 hours 28 hours 28 hoursN-S component 28 hours 28 hours 25 hours
4 E-W component 19 hours 26 hours 19 hoursN-S component 26 hours 26 hours 18 hours
5 E-W component 7 hours 22 hours 24 hoursN-S component 20 hours 25 hours 28 hours
6 E-W component 21 hours 22 hours 26 hoursN-S component 32 hours 27 hours 28 hours
Autocorrelation coefficients become insignificant once they cross the positive
confidence band, 1
N
+ 1.96√
N
. The longest time scales occur at 2.42 m, followed
by 8.92 m with the shortest time scales observed at 15.92 m. The longest
significant time scale is 6.25 days at 2.42 m. The shortest significant time
scale is 4 hours at 15.92 m. Significant time scales for the 8.92 m level range
from 20 up to 28 hours.
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3.6 Spectral analysis
Spectral analysis is a mathematical technique that describes how the total
power of a signal is distributed over frequency. It involves the transformation
of a signal from a time domain to a frequency domain (Emery & Thomson,
2004; Kantz & Schreiber, 2003). Distribution of power over different frequency
constituents are measured by means of a power spectral density (PSD) func-
tion. There are two methods of performing spectral analysis, namely, para-
metric and non-parametric methods. The former is data-tailored and assign a
pre-defined model to a time series while non-parametric methods are based on
Fourier transforms and are not data-tailored (Emery & Thomson, 2004). This
study employs non-parametric techniques only.
The transformation of a signal from the time domain to the frequency domain
involves the application of Fourier transforms. A brief description of Fourier
transforms (discrete Fourier transform and fast Fourier transform) are thus
provided in the next subsections. How power spectral densities are computed
from discrete Fourier transforms then follows. A graph of frequency versus
power spectral densities is called a periodogram. The construction of a peri-
odogram is discussed along with its shortcomings and possible modifications.
This section is concluded with a discussion of the results of the power spectral
analysis as applied to the nearshore current data.
3.6.1 Fourier transforms
A time series can be assumed to be a combination of periodic and pseudo-
periodic parts that are superimposed on random noise and a long-term trend.
The objective of data analysis in the frequency domain is to separate peri-
odic oscillations from non-periodic and random fluctuations (Baher, 2012).
Non-periodic fluctuations may include a trend and random noise. A trend is
characterized by long term variability. A trend has not been found in the cur-
rent measurements used in this study. Random noise may include noise from
measuring instruments and any ranges of frequency that are not of interest.
This separation of periodic oscillations from non-periodic fluctuations is done
through Fourier transforms. Since the data in this study is discrete and of
finite length, discrete Fourier transform is applicable and it is discussed.
3.6.2 Discrete Fourier Transform
The data in this study has a finite duration, with total period T = N∆t,
where N is the length of the time series and ∆t is the measuring time interval,
which is 20 minutes. The data can be treated as a time series, yn = y(tn)
with tn = n∆t where n is an integer referring to the particular position of y
in the signal. The discrete Fourier transform converts a finite length sample
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of equally spaced observations into coefficients of a finite sum of sinusoids as
follows:
Ym = ∆t
N−1∑
n=0
yne−i2pifmn∆t
= ∆t
N−1∑
n=0
yne−i
2pimn
N ,
with inverse,
yn =
1
T
N−1∑
m=0
Ymei
2pimn
N ,
where fm = mN∆t and m = 0, 1, 2, ..., N . The frequencies fm only go up to the
Nyquist frequency. The Nyquist frequency refers to half the sampling rate of a
series. It is also the highest frequency that can be used to reconstruct a series
from the discrete Fourier transform.
fn =
1
2∆t (3.6.1)
The result of the discrete Fourier transform is used to construct a periodogram
of a times series. The construction is based on Parseval’s theorem. This
theorem relates the average power of a signal to the sum of the squares of the
amplitudes of the complex Fourier coefficients. For a finite duration, Parseval’s
theorem is expressed as follows:
N∑
n=1
|yn|2 = 1
N
N∑
n=1
|Ym|2. (3.6.2)
The squared amplitudes of the Fourier coefficients are called the power spec-
tral amplitudes and a plot of these divided by frequency versus frequency is
called the periodogram of the signal (Baher, 2012; Emery & Thomson, 2004).
In practise Fast Fourier transforms are used to compute the discrete Fourier
transforms in a timely manner. A description of Fast Fourier Transform is
provided in Appendix C.
3.6.3 The periodogram
To compute periodograms for each of the time series for the selected six pe-
riods, the mean is first removed, the means are provided in Table 3.2. Using
MATLAB, Fast Fourier transform was applied to the demeaned series to obtain
discrete Fourier transforms, and power spectral densities are obtained follow-
ing the description in Section 3.6.2. Each of the time series was padded with
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m < N zeros to reduce Gibb’s phenomenon and to make Fast Fourier trans-
form faster. A description of Gibb’s phenomenon is described in Appendix C.
As much as the periodogram can reveal distribution of power in a signal over
different frequencies it has disadvantages. It is biased, its variance does not
decrease with an increase in the size of the signal and lastly it has fast fluc-
tuations (Buttkus, 2012). The fast fluctuations of the periodogram make it
difficult to identify important periodicities. To counter these shortcomings, a
periodogram can be smoothed.
A periodogram is smoothed through the use of a window function. This func-
tion is applied to a finite series or its Fourier transform to reduce Gibb’s
phenomenon in spectral estimates. An ideal window allows the least amount
of energy to leak from the central lobe to the side lobes. In this way it pre-
vents distortion of spectral estimates. Window functions include the Hamming
window, Hanning window, Kaisser window, rectangular window, etc (Harris,
1978a).
In this study, the Hanning window is applied to the data prior to computing
discrete Fourier transforms. The smoothed result is obtained through
sm = wmym,
where sm is the windowed series, wm is the window function and ym is the time
series. The Hanning window is defined as,
wm = 0.5[1 + cos(
mpi
n
)]. (3.6.3)
The Hanning window was chosen because of its common usage and attractive
features. It causes minimal aliasing and has good frequency resolution. Terms
are also easy to generate and takes little computation time (Harris, 1978a).
3.6.4 Methodology
Power spectra for the six periods are computed using two methods, namely,
the periodogram and the modified periodogram. The modified periodogram
is a periodogram which is computed with some smoothing. Computation of
the periodogram is explained in Section 3.6.2. The computation of the mod-
ified periodogram involved demeaning the time series, padding it with zeroes
and then applying a Hanning window. After the application of the Hanning
window, discrete Fourier transforms are computed and the resulting power
spectral density estimates are band averaged to obtain an even smoother re-
sult. In both the periodogram and modified periodograms, the estimate of the
power spectral density corresponding to 0 Hz is not included as this is the
mean.
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3.6.5 Results of power spectral analysis
Power spectral density graphs are given in Figures A.24 to A.35 for the east-
west and north-south velocity components as well as for the longshore and
cross-shore velocity components. Modified periodograms exhibit good fre-
quency resolution with clear spectral peaks, while the unmodified periodograms
exhibit a lot of activity with fast fluctuations. From examining the peri-
odograms for all the periods and velocity components, there are four common
periods with high peaks . The periods are: approximately 24 hours, 12 hours,
8 hours and 6 hours which can be attributed to tidal variations. These periods
are easily identifiable in the east-west and cross-shore velocity components.
East-west and north-south currents
In addition to the periods already identified as high peaks in all the plots,
others are worth mentioning. Period 1 and 2 exhibit high peaks at 5.68 days
in both east-west and north-south velocity components. Period 3 exhibits
a high peak at 9.48 days and 4.74 days in both east-west and north-south
velocity components. Period 4 exhibits a high peak at 4.06 days in both
components. Period 5 and 6 exhibit high peaks at 4.37 days and 5.17 days in
both components respectively.
Longshore and cross-shore currents
Periodograms of longshore velocity components indicate less variation relative
to cross-shore components. Modified periodograms of longshore velocity com-
ponents are inspected first. For period 1, 2 and 3 a high peak is observed at
5.7 days, 3.6 days and 5.7 days, respectively. For period 4 and 5 the high peak
is observed at 4.1 days while for period 6 the high is at 5.2 days.
Cross-shore components show 12.2 hours to be a predominant period with the
highest power spectral density for period 1 to 5. For period 6 the predominant
period is 24 hours followed by 10 days and then 6.3 hours. A periodicity of
4.1 days is also observed in the cross-shore velocity components of period 5.
3.7 Summary
This chapter discussed and presented current data. Some elements of time
series analysis are presented and univariate time series analysis is applied to
the current data. Due to the cumbersome nature of the data, only three levels
of measurements were considered for analysis, namely, 2.42 m, 8.92 m and
15.92 m from ADCP. Missing records were identified in the data and list-wise
deletion was used for the fourteen day long time series starting on the 8th
of June 2012. Shorter missing records were overpassed and available records
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were analysed. The current data was divided into six sections that are indi-
vidually analysed. Summary statistics of the current data are computed and
studied. Current speeds increase with increasing distance from the sea bed
to the surface. Speed measurements at the surface are faster than those at
the bottom and middle. Variation of the speed measurements also follows the
same pattern.
Current speed and direction measurements are resolved into north-south and
east-west velocity components. These are further resolved into longshore and
cross-shore velocity components. Longshore velocity components are predom-
inant relative to cross-shore velocity components. Progressive vector diagrams
of the data are constructed. The currents tend to move in a north-eastern and
south-western direction, which are near parallel to the coast. Autocorrelation
is applied to the data and it reveals periodicities in the data. Approximately
12 hours is present in all the studied sections at 15.92 m. Spectral analysis
is also performed on the data. This analysis reveals more periodicities in the
data, including 12 hours, 24 hours, 4 days, 10 days and more.
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Chapter 4
Tidal Analysis
4.1 Introduction
This chapter seeks to explore the effects of tides on both water levels and
currents. The process of investigating the responses of water levels and currents
to the action of tidal forces is called tidal analysis. The chapter commences
with an introduction to tides, describing their generation and factors that
influence them. A methodology of analysis is then outlined. Water levels are
then analysed followed by currents in both east-west and north-south velocity
components as well as cross-shore and longshore velocity components. As a
tide causes a vertical motion of the water mass, a horizontal motion also takes
place, this horizontal movement of water caused by tidal action is called a tidal
current. The tidal current is indicated by ut in Equation (1.2.1).
4.1.1 The generation of tides
Tides are the variations in sea level as a result of the gravitational forces
induced mainly by the sun and the moon. The variation in sea levels are peri-
odic and this periodicity renders tides predictable with some level of accuracy
(Wright et al., 1999; Parker, 2007).
The manner in which gravitational forces generate tides can be explained using
the equilibrium theory of tides. On the side of the earth facing the moon (or
the sun), the moon (or the sun) pulls water on the surface of the earth towards
it. On the opposite side of this, centrifugal forces also pull water away from
the surface of the earth. These causes two "bulges" on the two opposite ends
with a depression between them (Thompson, 2015; Wright et al., 1999).
Since the moon is closer to the earth compared to the sun, it has a greater
impact on the generation of tides. As a result, tidal patterns follow the pattern
of revolution of the moon. Following the revolution of the moon around the
earth every 24 hours and 50 minutes, there are two high tides in a lunar day
48
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every 12 hour and 25 minutes and two low tides. These high tides occur as
a location on earth has to face the moon once in a lunar day experiencing a
"bulge" due its gravitational force. The location also faces away from the moon
in that day, hence it will experience another "bulge" due to centrifugal forces.
These tides that occur twice a day in a location twice a day as the earth rotates
under the moon experiencing bulges and depressions through a lunar day are
called semi-diurnal tides. A semi-diurnal tidal system comprises two high tides
and two low tides every 24 hours and 50 minutes. South African waters are
characterized by a small tidal range with semi-diurnal tides (SANHO, 2014).
The generation of tides by the sun and the moon does not occur in isolation,
but tides are influenced by other factors as well. These factors include (but
are not limited to) the depth of the ocean, latitude and the structure of land-
masses. Tides can be considered as shallow water waves, even in the open
ocean as their wavelengths are higher than the ocean depth. As a result, tides
are slowed down and move slower than the rotational velocity of the earth.
So when the moon is overhead some place on the earth, the place does not
experience a high tide immediately, but the high tide lags behind. In addition
to this, when tides propagate into shallow water, as in nearshore areas, they
are slowed down even further and their form gets distorted. This means that
tides behave differently in shallow water to the way they behave in the open
ocean (SANHO, 2014).
Tides behave differently at different latitudes as well. At high latitudes, tides
follow the rotational velocity of the earth and when the moon is overhead a
place the place experiences a high tide at that time. Tides are also affected
by landmasses, and these prevent the earth from experiencing tidal "bulges"
and depressions freely. For instance, large continents prevent free motion of
tides from east to west and this results in complex patterns getting formed
in various regions of the ocean. Many other factors influence tides but going
through all of them is beyond the scope of this study.
Other characteristics of tides are spring tide and neap tides. Spring tides oc-
cur when the moon and the sun are aligned and the tidal forces from the two
bodies add together. This occurs during new and full moon. They are char-
acterized by reinforced high waters and low waters. The occurrence of high
waters is during local noon and midnight. These above average tides occur
about two days after the beginning of the alignment of the sun and the moon
owing to the inertia of the water mass and repeats fortnightly (Hicks, 2006;
Pinet, 2011). Neap tides occur when the sun and the moon are orthogonal
to each other and the tidal forces from the two bodies counteract each other.
The results are lower than average tide levels. They occur during the first and
third quarter of the moon (Hicks, 2006; Pinet, 2011).
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4.2 Analysis
Spectral analysis or Fourier analysis considers frequencies that are equally
spaces, i.e., f1, f2, f2, ..., fNyquist. In case of tides that are periodic and as a
results have known frequencies, applying the entire band of frequencies as
in Fourier analysis is not favourable. Harmonic analysis becomes an appro-
priate route of analysis. Harmonic analysis can determine coefficients to pre-
determined frequencies where each frequency presents a tidal constituent. The
application of Harmonic analysis in tidal analysis is explained in detail in (Fore-
man, 1977; Godin, 1991)
To be able to determine M harmonic constituents, the time series, say z(tn),
can be be fitted with
z(tn) = z¯ +
M∑
m=1
Cm cos(2Πfmtn − φm) + zr(tn), (4.2.1)
where z¯ is the mean of the series, zr(tn) the residual series after the fitting and
fm is the frequency at the mth specific constituents. Equation (4.2.1) can be
represented as
z(tn) = z¯ +
M∑
m=1
[Am cos(2Πfmtn) +Bm sin(2Πfmtn)] + zr(tn). (4.2.2)
From which,
Cm =
√
(A2m +B2m)
φm = tan−1(Bm/Am)
 , (4.2.3)
where Cm represents amplitude and φm the phase lag. Least squares is used
to minimize the variance of the residual series, which is
s2 =
M∑
n=1
zr
2(tn) (4.2.4)
=
M∑
n=1
{
zn −
[
z0 +
R∑
m=1
[Am cos(2Πfmtn) +Bm sin(2Πfmtn)]
]}2
.
By taking the partial derivatives of s2 with respect to the unknown coefficients,
Am and Bm, 2M + 1 simultaneous equations for m = 1 : M constituents can
be obtained to derive all the coefficients.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. TIDAL ANALYSIS 51
Given many frequencies, the standard criterion used to decide on which of the
components with close frequencies to search for is the Rayleigh criterion. A
constituent is included in the analysis provided that
|fm − fR|T = | 4 f |T > R
where R is the Rayleigh constant and T is the record length. If this criterion
is not satisfied the largest frequency is pursued (Emery & Thomson, 2004;
Foreman, 1977).
4.3 Methodology
The objective of tidal analysis in this study is to separate tidal and non-tidal
effect in order to understand the importance of tides in a current time series.
In this study, T_Tide is utilized to carry out tidal analysis. T_Tide is a
Matlab toolbox that synthesizes tidal data and it was developed by Pawlow-
icz et al. (2002). It solves a number of shortcomings of classical harmonic
analysis. One of them being that, harmonic analysis ignores the modulation
of perihelion requiring a time series of approximately 18.6 years in order to
resolve all frequencies. In practice, however, record lengths are about 1 year
or shorter periods. T_Tide can resolve frequencies given a short time series.
T_Tide assumes the ocean responds in a similar manner at similar frequen-
cies and then applies nodal rectifications and inference to resolve frequencies
that may be unresolvable due to time series length restriction. One other
advantage of T_Tide is the availability of shallow water constituents. These
constituents are important as they account for the fact that in coastal regions,
tidal response is in the form of a wave propagating onshore and the different
topography in these regions affect the behaviour of the wave.
T_Tide first removes means from the records and then proceeds with harmonic
analysis. For the water level time series, T_Tide outputs encompasses tidal
constituents, amplitude and phase lags with 95% confidence estimates limits,
and a time series of the tidal elevation produced using the tidal constituents
with signal-to-noise ratio (snr) > 1. An output of T_Tide including the afore-
mentioned is provided in Figure D.1. For current velocity components the
output of T_Tide comprises ellipse parameters, i.e., major axis, minor axis
and inclination as well as GMT phase with 95 % confidence estimate limits.
An output of T_Tide including the aforementioned is provided in Figure D.2
and Figure D.3. A time series of the tidal currents produced using the tidal
constituents with signal-to-noise ratio (snr) > 1 is also produced.
T_Tide is applied to the whole time series with missing records and then the
missing records are filled with a new harmonic tidal signal in the predicted
tidal signal. The reason for computing tidal prediction from a series with
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missing records is because the tidal signal is more likely to be correct when
more constituents are used, the recommended number of constituents being 60
(Hoang, 2012). The six short periods used, results in only 18 constituents at
most, in exception of period 4 which is 39 days long and gives 35 constituents.
A long time series allows for the resolution of more constituents and a more
accurate tidal signal.
4.4 Discussion of results
4.4.1 Tidal analysis of water level series
Table 4.1 provides summary statistics for the water level series. For all the six
periods, the range (maximum value - minimum value) is approximately 2 m,
confirming the microtidal range mentioned in Chapter 2. The means across all
the periods is approximately 16m and the variances do not vary much from
0.20 m2. The rest of the summary statistics for all six periods also do not vary
much from each other. This indicates an absence of outliers or odd events in
the data.
Table 4.1: The mean, variance, minimum, maximum values and range of water
level measurements.
Period Length Mean (m) Variance (m2) Min (m) Max (m) Range (m)
1 1801 16.35 0.19 15.37 17.21 1.84
2 1811 16.28 0.22 15.29 17.34 2.05
3 1810 16.40 0.25 15.24 17.46 2.22
4 2813 16.43 0.24 15.36 17.53 2.17
5 2315 16.27 0.22 15.36 17.40 2.04
6 2313 16.42 0.22 15.34 17.52 2.18
The output of T_Tide which comprised a time series of predicted water level
elevations and residual water level elevations were divided into six time series
that are individually analysed. Table 4.2 lists the variances of the water
level measurements and the variances of the predicted tides, as well as the
percentage contribution of tides to the water level variance for the six periods.
Approximately 96% of the variance is due to tides during the first and third
period, about 97% during the second period, about 99% during the fourth and
fifth period and about 98% in the sixth period. From this table alone it can
be concluded that the variation in water level is primarily due to tides.
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Table 4.2: Comparison of variances of water level measurements with variances of
predicted tides.
Period Variance (m) Tidal variance (m) Tidal percentage (%)
1 0.192 0.184 96.1
2 0.225 0.217 96.7
3 0.252 0.242 96.3
4 0.242 0.240 98.8
5 0.216 0.214 98.8
6 0.218 0.214 97.9
Figure 4.1 shows predicted tidal signals computed using all the water level data
with gaps included. In addition to tidal predictions computed using T_Tide,
a second series of tidal predictions was computed using constituents given in
Rosenthal & Grant (1989). The tidal predictions were computed through the
use of a software called DElFT-3D and a graph of these tidal predictions is also
included in Figure 4.1. The DELFT-3D tidal predictions were compared to the
T_Tide tidal predictions to test the accuracy of T_Tide results. Apart from
slight difference in amplitudes, the computations are synchronized and similar.
The fortnightly variation, indicating spring and neap tides is clear in the el-
evations. The graphs indicate that the variation in water level is mainly due
to tidal action, the residual water levels have minimal variation relative to the
original water levels.
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Figure 4.1: Plots of predicted water levels by T_Tide and DELFT-3D as well as
the residual water levels
Figure E.1 shows the power spectral density of the original water level signals
and the residual signals for the whole periods. Inspection of the power spec-
tral density graphs indicate that the variation in the residual signal is less than
that in the original signal, approximately 43% of the power spectral density
remains in the residual signal at 12.4 hours. The peaks at 12.4 hours and 23.7
hours, which coincides with a semi-diurnal tide and diurnal tide respectively,
are noticeably reduced. The peak at 23.7 hours is about non-existent in the
residual graph. The reduction in the size of the 12.4 hour peak (and not com-
plete absence) in the residual signals indicate the presence of other periodic
events with the same period.
All in all, the variation in water level is from tidal action. The waters are
characterized by a semi-diurnal tidal system.
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4.4.2 Tidal analysis on current series
Tidal analysis is performed on current measurements in both north-south/east-
west and longshore/cross-shore directions. The discussion commences with the
tidal analysis of north-south and east-west velocity components, these compo-
nents were inserted into T_tide and treated as vectors. After this, the tidal
analysis of longshore and cross-shore components is discussed. The longshore
and cross-shore components are inserted into T_tide as scalars.
Tidal analysis of north-south and east-west velocity components
The analysis is performed on the whole time series including missing records
and then the results are divided into six time series which are then discussed.
Table 4.3 to 4.8 give variances of east-west and north-south velocity compo-
nents and combined (total) variances with fractions (in percentages) of each
variance due to tidal constituents.
Table 4.3: Variances of east-west (East) and north-south (North) current com-
ponents and combined (total) variance with the fraction (in percentage) of each
variance due to the tidal constituents presented for the three current records for the
first period. Variances are given in (cm/s)2.
Period 1
Depth East(%) North(%) Total (%)
2.42m 80.9(3.8%) 33.9 (5.6%) 114.8(4.3%)
8.92m 22.5(3.6%) 64.6(3.8%) 87.1(3.8%)
15.92m 267.6(24.2%) 326.6(8.0%) 594.2(15.3%)
Table 4.3 gives the contribution of tidal constituents to the variance of east-
west and north-south velocity components for period one. Tidal contribution
to variance decreases from 2.42m to 8.92m , but increases from 8.92m to 15.92
m. The tidal contribution is largest at 15.92m which is near the surface, the
largest contribution being in the east-west velocity components. For depths
2.42m and 8.92m, tidal contribution is larger in the north-south velocity com-
ponents, while it is larger in the east-west velocity components at the near
surface.
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Table 4.4: Variances of east-west and north-south current components and com-
bined (total) variance with the fraction (in percentage) of each variance due to
the tidal constituents presented for the three current records for the second period.
Variance given in (cm/s)2.
Period 2
Depth East(%) North(%) Total (%)
2.42m 27.0(8.5%) 29.5 (6.7 %) 56.5(7.5%)
8.92m 36.1(2.8 %) 51.7(6.1 %) 87.9(4.8%)
15.92m 300.0(25.6 %) 273.7(13.9 %) 573.7(20.0%)
Table 4.4 gives tidal contribution to variance for east-west and north-south
velocity components during period two. This period exhibit some similarities
to period one, in that the tidal contribution is larger at 8.92m than it is
2.42m, and the largest tidal contribution is observed at 15.92 m. For depths
2.42m and 15.92m the largest tidal contributions are observed in the east-
west velocity components, while for 8.92m the largest tidal contribution to
variance is observed in the north-south velocity components. The largest tidal
contribution to variance for the whole period is observed at 15.92m in the
east-west velocity components.
Table 4.5: Variances of east-west and north-south current components and com-
bined (total) variance with the fraction (in percentage) of each variance due to
the tidal constituents presented for the three current records for the third period.
Variances are given in (cm/s)2.
Period 3
Depth East(%) North(%) Total (%)
2.42m 22.3(7.7 %) 64.2 (3.8 %) 86.4(4.8%)
8.92m 32.8(4.0 %) 140.4(3.1 %) 173.2(3.2%)
15.92m 297.5(28.4 %) 591.2(7.2 %) 888.7(14.3%)
Table 4.5 gives tidal contribution to variance for east-west and north-south
velocity components for period three. The table gives the same pattern as
was observed in Table 4.3 and 4.4, the largest tidal contribution to variance
is observed at 15.92 m, followed by 2.42m and the lowest tidal contribution
occurs at 8.92m. The contribution of tides to variance are higher in east-west
velocity components than they are in the north-south velocity components for
all depths. Once again, the largest tidal contribution to variance for the whole
period is observed at 15.92m in the east-west velocity components.
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Table 4.6: Variances of east-west and north-south current components and com-
bined (total) variance with the fraction (in percentage) of each variance due to
the tidal constituents presented for the three current records for the fourth period.
Variances are given in (cm/s)2.
Period 4
Depth East(%) North(%) Total (%)
2.42m 23.1(9.4 %) 29.2 (11.7 %) 52.3(10.7%)
8.92m 39.1(3.6 %) 74.8(6.4 %) 113.8(5.4%)
15.92m 349.1(22.9 %) 476.0(8.1 %) 825.1(14.4 %)
Table 4.6 gives tidal contribution to variance for east-west and north-south
velocity components for period four. In this period, tidal contributions to
variance are larger at 2.42m than they are at 8.92m. The largest tidal con-
tribution to variance is observed at 15.92m in the east-west components. The
tidal contribution to variance is larger in the north-south components at 2.42m
and 8.92 than it is in the east-west components, the opposite is true at 15.92
m.
Table 4.7: Variances of east-west and north-south current components and com-
bined (total) variance with the fraction (in percentage) of each variance due to
the tidal constituents presented for the three current records for the fifth period.
Variances are given in (cm/s)2.
Period 5
Depth East(%) North(%) Total (%)
2.42m 21.4(13.6 %) 79.4 (3.8 %) 100.9(5.9%)
8.92m 27.9(3.9 %) 172.2(2.1 %) 200.1(2.3%)
15.92m 283(29.1 %) 714.6(3.0 %) 997.7(10.4%)
Table 4.7 gives tidal contributions to variance for east-west and north-south
velocity components during period five. Th highest tidal contribution is ob-
served at the near surface in the east-west velocity component. The tidal
contribution in both components are larger at 2.42m than they are at 8.92m.
The contribution to variance is larger in east-west velocity components than
it is in north-south velocity components for all the depths.
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Table 4.8: Variances of east-west and north-south current components and com-
bined (total) variance with the fraction (in percentage) of each variance due to the
tidal constituents presented for the three current records for sixth period. Variances
are given in (cm/s)2.
Period 6
Depth East(%) North(%) Total (%)
2.42m 38.1(7.9 %) 47.1 (5.2 %) 85.3(6.4%)
8.92m 55.2(1.4 %) 107.9(2.3 %) 163.0(2.0%)
15.92m 468.4(16.3 %) 354.4(5.4 %) 882.9(11.6%)
The results in Table 4.8 do not differ greatly from results in the previous
tables discussed earlier. The tidal contribution increases from 8.92m, then
2.42m and and then it is largest at 15.92m in both east-west and north-south
velocity components. The tidal contribution at 2.42 and 15.92 in the east-west
velocity components exceed those in the north-south components, while the
opposite is true at 8.92m. The largest tidal contribution occurs at 15.92m in
the east-west velocity components.
The results in Table 4.3 to 4.8 indicate an insignificant contribution to current
velocities by tidal action, in terms of east-west and north-south orientations.
The largest contributions of tides to variances are observed in the east-west
velocity components at 15.92m. The range of the fractions of contributions
are as follows, 24.2%, 25.6%, 28.4 %, 22.9 %, 29.1% and 16.3 % from period
one through to six. For the whole period of data collection, the maximum
tidal contribution to variance is 23.2%, taken from Table E.1.
Figure E.2 and Figure E.3 show the power spectral density graphs of the orig-
inal east-west and north-south velocity signals and the corresponding residual
signals for the whole period at 2.42m and 8.92m. The inspection of the power
spectral density graphs indicate that the variation in the residual signal is
similar to that in the original signal, except at around two frequencies which
correspond with 12.4 hours and 23.7 hours. At these two periods, the peaks
in the residual signals are smaller than those in the original signal.
Figure E.4 shows the power spectral density graphs of the original east-west
and north-south velocity signals and the corresponding residual signals for
the whole period at 15.92m. There seems to be much more tidal impact in
both velocity components 15.92m away from the ADCP. Many more tidal con-
stituents have a significant contribution to the currents, this is indicated by
many more visible tidal peaks and their reduction in the residual signals. The
additional periodicities include, 8.2, 6.2 as well as 4.1 hours. The tidal peaks
are predominant and thus much more reduced in the east-west velocity than
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in the north-south velocity components.
Figures 4.2 to 4.7 depict north-south and east-west velocity components of
currents, velocity due to tidal action and the residual velocities for the whole
time series with missing records included.
Figure 4.2: East-west velocity components of current at 2.42m. The graphs show
the original velocity, tidal velocity and the residual velocity.
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Figure 4.3: North-south velocity components of current at 2.42m. The graphs
show the original velocity, tidal velocity and the residual velocity.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. TIDAL ANALYSIS 61
Figure 4.4: East-west velocity components of current at 8.92m. The graphs show
the original velocity, tidal velocity and the residual velocity.
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Figure 4.5: North-South velocity components of current at 8.92m. The graphs
show the original velocity, tidal velocity and the residual velocity.
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Figure 4.6: East-west velocity components of current at 15.92 m. The graphs show
the original velocity, tidal velocity and the residual velocity.
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Figure 4.7: North-south velocity components of current at 15.92 m. The graph
shows the original velocity, tidal velocity and the residual velocity.
The graphs in Figure 4.2 to 4.7 supplement Tables 4.3 to 4.8. They indicate
that the effect of tides on current velocity is limited. The tide tend to have
a stronger effect at the surface in the east-west direction while the effect is
minimal everywhere else.
Tidal analysis of longshore and cross-shore velocity components
Tidal analysis is also performed on longshore and cross-shore currents as these
are the most appropriate orientations with respect to the coast. This analysis
follows the same pattern as was conducted for the north-south and east-west
velocity components.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. TIDAL ANALYSIS 65
Table 4.9 to 4.14 give variances of longshore and cross-shore velocity compo-
nents with fractions (in percentages) of each variance due to tidal constituents.
Table 4.9: Variances of longshore and cross-shore current components with the
fraction (in percentage) of each variance due to the tidal constituents presented for
the three current records for the first period. Variances are given in (cm/s)2.
Period 1
Depth Longshore(%) Cross-shore(%)
2.42m 52.8 (5.8 %) 62.2 (1.2 %)
8.92m 79.4 (3.4 %) 7.7 (3.8 %)
15.92 m 322.4 (3.5 %) 271.8 (24.5 %)
Table 4.9 gives the contribution of tides to the variance of longshore and cross-
shore currents for period one. The table presents tidal contribution to variance
to be increasing from the bottom (2.42m) towards the surface (15.92 m) in the
cross-shore velocity components. In the longshore components, the smallest
tidal contribution is observed at 8.92m and the highest contribution is observed
at 2.42m. The highest tidal contribution for the period occurs in the cross-
shore components at the near surface.
Table 4.10: Variances of longshore and cross-shore current components with the
fraction (in percentage) of each variance due to the tidal constituents presented for
the three current records for the second period. Variances are given in (cm/s)2.
Period 2
Depth Longshore(%) Cross-shore(%)
2.42m 42.1 (7.8 %) 14.3 (3.8 %)
8.92m 83.2 (4.3 %) 4.7 ( 5.6 %)
15.92 m 402.5 (2.2 %) 171.2 (56.7 %)
Table 4.10 gives tidal contribution to variance of longshore and cross-shore
components velocity during the second period. Tidal contribution to variance
decreases from 2.42m to 15.92m in the longshore velocity components. In the
cross-shore velocity components, the tidal contribution increases from 2.42m
to 15.92m. The largest tidal contribution occurs at the near surface, i.e,
15.92m in the cross-shore velocity components.
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Table 4.11: Variances of longshore and cross-shore current components with the
fraction (in percentage) of each variance due to the tidal constituents presented for
the three current records for the first period. Variances are given in (cm/s)2.
Period 3
Depth Longshore(%) Cross-shore(%)
2.42m 75.8 (5.1 %) 10.6 (5.3 %)
8.92m 159.8 (3.1 %) 13.4 (2.6 %)
15.92m 627.4 (1.3 %) 261.4 (43.3 %)
Table 4.11 gives tidal contribution to variance in longshore and cross-shore ve-
locity components for period three. Similar to period two, tidal contribution
to variance decreases from 2.42m through 8.92m to 15.92m in the longshore
velocity components. In the cross-shore velocity components, the tidal contri-
bution to variance is the smallest at 8.92m and highest at the near surface.
The highest tidal contribution is found at the near surface in the cross-shore
velocity components.
Table 4.12: Variances of longshore and cross-shore current components with the
fraction (in percentage) of each variance due to the tidal constituents presented for
the three current records for the first period. Variances are given in (cm/s)2.
Period 4
Depth Longshore(%) Cross-shore(%)
2.42m 43.1 (10.0 %) 9.2 (10.0 %)
8.92m 107.7 (5.1 %) 6.1 (8.6 %)
15.92m 620.4 (1.8 %) 204.6758 (46.0 %)
The tidal contribution to variance in longshore and cross-shore velocity com-
ponents are given in Table 4.12. The tidal contribution to variance at 2.42m
is the same in both longshore and cross-shore velocity components, being 10.0
%. In the longshore velocity components, tidal contribution to variance de-
creases from the bottom, i.e., 2.42m through 8.92m to the near surface, i.e.,
15.92m. In the cross-shore velocity components, the lowest tidal contribution
is in the middle, 8.92m, while the largest tidal contribution is at the near
surface, which is also the largest tidal contribution for the whole period.
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Table 4.13: Variances of longshore and cross-shore current components with the
fraction (in percentage) of each variance due to the tidal constituents presented for
the three current records for the first period. Variances are given in (cm/s)2.
Period 5
Depth Longshore(%) Cross-shore(%)
2.42m 76.3 (4.8 %) 24.6 (1.2 %)
8.92m 176.2 (2.3 %) 23.9 (1.3 %)
15.92m 727.6974 (2.1 %) 270.0 (26.6 %)
Table 4.13 gives tidal contribution to variance for longshore and cross-shore
velocity components. In the longshore velocity components, tidal contribution
to variance decreases from 2.42m to 15.92m. The decrease from 8.92m to
15.92m is slight being only 0.1 %. In the cross-shore velocity components ,
tidal contribution to variance increases from the bottom to the near surface.
The increase from 2.42m to 8.92m is also slight, also being 0.1 %. The highest
tidal contribution is at the near surface in the cross-shore velocity components.
Table 4.14: Variances of longshore and cross-shore current components with the
fraction (in percentage) of each variance due to the tidal constituents presented for
the three current records for the first period. Variances are given in (cm/s)2.
Period 6
Depth Longshore(%) Cross-shore(%)
2.42m 67.6 (4.9 %) 17.7 (3.9 %)
8.92m 155.6 (1.8 %) 7.5 (4.7 %)
15.92m 619.9 (2.2 %) 203.0 (34.0 %)
Table 4.14 gives tidal contribution to variance in the longshore and cross-shore
velocity components for period six. The highest tidal contribution to variance
in the longshore velocity components is at 2.42m , while the smallest contribu-
tion is at 8.92m. In the cross-shore components tidal contribution to variance
increases from the bottom to the near surface, the contribution at the near
surface is the highest for the whole period.
Inspection of the results presented in Table 4.9 to 4.14 indicate that for the six
periods, variance due to tidal action for levels 2.42m and 8.92m never exceed
10.0%. The difference in tidal contribution to variance at the bottom (2.42m),
middle (8.92m) and that of the near surface (15.92m) cross-shore components
can be quite large such as 3.8 % at 2.42m and 56.7 % at 15.92m.
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The largest tidal contribution in the longshore velocity components are found
near the bottom, i.e, at 2.42m, for the whole period. This is opposite to what
happens in the cross-shore velocity components, where the largest tidal con-
tribution to tides occurs at the near surface. For all the six periods, variances
due to tidal action are relatively higher towards the surface, at 15.92m, in the
cross-shore velocity components. Towards the surface, at 15.92m, in the cross-
shore velocity components, the lowest percentage of tidal contribution occurs
in the first period (24.5%), while the highest percentage occurs in the second
period (56.7%). From Table E.2 the largest contribution to tidal variance for
the whole period is 37.1 % which is somewhat significant.
Figure E.5 shows the power spectral density graphs of the original longshore
and cross-shore velocity signals and the corresponding residual signals for the
whole period at 2.42m. The inspection of the power spectral density graphs
indicate that the variation in the residual signal is similar to that in the origi-
nal signal, except at around two frequencies which correspond with 12.4 hours
and 23.7 hours. At these two periods, the peaks in the residual signals are
smaller than those in the original signal. The tidal peaks are much larger in
the longshore velocity components, more than they are in the cross-shore veloc-
ity components, especially at 12.4 hours. Figure E.6 shows the power spectral
density graphs of the original longshore and cross-shore velocity signals and
the corresponding residual signals for the whole period at 8.92m. The graphs
look similar to those in Figure E.5.
Figure E.7 shows the power spectral density graphs of the original longshore
and cross-shore velocity signals and the corresponding residual signals for the
whole period at 15.92m. Many more tidal constituents have a significant con-
tribution to the currents than at 2.42m and 8.92m, this is indicated by many
more visible tidal peaks and their reduction in the residual signals. The addi-
tional periodicities include, 16.1 days, 8.2, 6.2 as well as 4.1 hours. The tidal
peaks are predominant and thus much more reduced in the residual signals in
the cross-shore velocity components than in the longshore velocity components.
Figures 4.8 to 4.13 depict longshore and cross-shore velocity components of
currents, velocity due to tidal action and the residual velocities for the whole
time series with missing records included.
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Figure 4.8: Longshore velocity components of current measurements at 2.42m.
The graphs show the original velocity, tidal velocity and the residual velocity.
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Figure 4.9: Cross-shore velocity components of current measurements at 2.42m.
The graphs show the original velocity, tidal velocity and the residual velocity.
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Figure 4.10: Longshore velocity components of current measurements at 8.92m.
The graphs show the original velocity, tidal velocity and the residual velocity.
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Figure 4.11: Cross-shore velocity components of current measurements at 8.92m.
The graphs show the original velocity, tidal velocity and the residual velocity.
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Figure 4.12: Longshore velocity components of current measurements at 15.92m.
The graphs show the original velocity, tidal velocity and the residual velocity.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. TIDAL ANALYSIS 74
Figure 4.13: Cross-shore velocity components of current measurements at 15.92m.
The graphs show the original velocity, tidal velocity and the residual velocity.
Figures 4.8 to 4.13 show graphs of longshore and cross-shore velocity compo-
nents, predicted tidal velocity components and residual velocity components.
Figures 4.8 and 4.9 show the components at 2.42m, in the alongshore and
across-shore directions respectively. Figures 4.10 and 4.11 show the compo-
nents at 8.92m, in the alongshore and across-shore directions respectively.
Finally, Figures 4.12 and 4.13 show the components at 15.92m, in the along-
shore and across-shore directions respectively.
The figures substantiate what was previously discussed with regards to Table
4.9 to 4.14. The tidal velocity components are smaller towards the sea bed
(2.42m) and the middle waters (8.92m) in the cross-shore velocity compo-
nents than they are in the longshore ones. The highest predicted tidal velocity
components are observed in Figure 4.13, the residual velocity components are
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noticeably reduced in the figure. Cross-shore tidal velocity components are
higher relative to longshore tidal velocity components.
4.5 Summary
This chapter presented a brief introduction of tides and harmonic analysis as
a technique that can be used to analyse tides. Tides are the variations in sea
level as a result of the gravitational forces induced mainly by the sun and the
moon. The variations are periodic rendering tides predictable with some level
of accuracy. T_Tide was used to analyse tides in both water level and current
level measurements.
Water level measurements substantiate the micro-tidal range that was estab-
lished in Chapter 2. Tides are responsible for most of the variation in water
levels for the duration of data collection, tidal variation accounts for at least
96% of the variance of water level measurements.
Tidal analysis was performed on both north-south and east-west velocity com-
ponents as well as longshore and cross-shore velocity components. Tidal ve-
locity components are predominant in the east-west components relative to
north-south components. Tidal velocity components are highest near the sur-
face and lowest in the middle waters as well as near the bottom in the east-west
components. Tidal action also seem to have a predominant effect in the cross-
shore velocity components as opposed to longshore ones near the surface. All
in all, tidal velocity accounts for a limited portion of the current velocities.
The highest contribution to variance by tidal currents is at most 37.1%, which
occurs at the surface in the cross-shore direction.
Stellenbosch University  https://scholar.sun.ac.za
Chapter 5
Wave data and Stokes drift
analysis
5.1 Introduction
Ocean waves give rise to a variety of currents including longshore currents,
cross-shore currents and Stokes drift. This chapter focuses on Stokes drift.
Stokes drift is defined and estimated using measured wave data, and its con-
tribution to the overall current is evaluated.
5.1.1 Definition of Stokes drift
Stokes drift is one of the manifestations of surface gravity waves, and can be
intuitively visualised as the near surface current induced by wave action. This
current is indicated by us in (1.2.1). Academically, Stokes drift at a point
is defined as the net motion of a fluid particle, generally, in the direction of
wave propagation. This motion can be observed by tracing the motion of a
fluid particle over a wave period. The fluid particle would move in an open
orbital path, with a net forward flow in the direction of propagation of the
wave. This motion was first theoretically described by George Gabriel Stokes
in 1847, hence the drift bearing his name (Heath, 2011; Hoang, 2012; Moni-
smith & Fong, 2004).
Stokes drift is also defined as the difference between the mean Eulerian flow
velocity of a fluid particle at a fixed position and the mean Lagrangian flow
velocity of a fluid particle. It diminishes with depth from the surface to the
sea bed (Craik, 1988). Stokes drift is actually Stokes drift velocity, however it
is commonly referred to as Stokes drift.
76
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5.2 Estimation technique
The estimation of Stokes drift involves the use of a directional wave spec-
trum. There are various types of wave spectra, a commonly used one is the
monochromatic spectrum (Webb & Fox-Kemper, 2011; Hoang, 2012). This
spectrum is composed of one frequency and one wavenumber. For the com-
putation of Stokes drift, either the wave spectrum is used directly through
software or parameters from the wave spectrum are used. In this study the
parameters have been provided. Stokes drift for a monochromatic wave for
arbitrary depth can be computed using,
~Us =
a2ωk cosh[2k(z + h)]
sinh2(kh)
eˆw, (5.2.1)
where a is wave amplitude, ω is angular wave frequency, k is wavenumber,
eˆw is a unit vector in the direction of wave propagation, z is depth from the
surface and h is the average water level (Teixeira, 2012; Monismith & Fong,
2004). The angular wave frequency and the wavenumber are related through
the dispersion relationship,
ω2 = gk tanh(kh). (5.2.2)
5.3 Data
The wave data that was collected for this study was measured every 60 min-
utes. It comprises significant wave heights (Hs) in meters, peak wave period
(Tp) and mean period (Tmean) in seconds, mean wave directions (Dmean) and
peak wave direction (Dp) in degrees as well as water level measurements in
metres. The directions are given as incoming wave directions, these are the
directions in which waves are provided as the directions from which the waves
approach.
Figures 5.1 to 5.6 show the measured significant wave heights (Hs) and incom-
ing peak wave directions (Dp) for periods one to six.
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Figure 5.1: Significant wave height (top panel) and peak wave directions (bottom
panel) during period 1.
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Figure 5.2: Significant wave height (top panel) and peak wave directions (bottom
panel) during period 2.
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Figure 5.3: Significant wave height (top panel) and peak wave directions (bottom
panel) during period 3.
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Figure 5.4: Significant wave height (top panel) and peak wave directions (bottom
panel) during period 4.
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Figure 5.5: Significant wave height (top panel) and peak wave directions (bottom
panel) during period 5.
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Figure 5.6: Significant wave height (top panel) and peak wave directions (bottom
panel) during period 6.
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Period 1 has two events of high significant wave heights, one from 15 July to
18 July 2012, (< 4 m) and between 26th July to 28th July 2012 (< 3 m),
these can be seen in Figure 5.1. In this period waves mostly come from the
south-eastern direction followed by the eastern direction. The average signifi-
cant wave height is 1.53 m. Most of the measurements are between 1 m and 2
m (70.8%) with a maximum significant wave height of 3.88 m from the south-
eastern direction. These measurements were taken during the winter season.
Figure 5.2 shows significant wave heights and directions for period 2, which
is also a winter period. This period has one event of high significant wave
heights from the 8th August to 9th August 2012 (just above 3 m). Mostly,
waves come from the south-east, followed by the southern direction and then
from the east. Most of the measurements are between 1 m and 2 m (85.9%).
The average significant wave height is 1.34 m and the maximum one is 3.13 m
and comes from the southern direction.
Period 3, which is in the beginning of Spring, has one period of high significant
wave heights between 6th September to 9th September 2012 (just above 3 m).
This event can be seen in Figure 5.3. Most of the measurements are between
1 m and 2 m (70.5%). Waves equally came from the south eastern and eastern
direction and they seldom came from the southern direction. The average sig-
nificant wave height is 1.65 m and maximum significant wave height is 3.22 m,
which comes from the eastern direction.
During period 4 one event with the highest significant wave heights of all the
periods occurs. This event started on the 31st October and ends on the 2nd
November 2012, the highest significant wave height in this period exceeds 5 m
(5.22 m). The wave measurements for this period are give in Figure 5.4. Most
of the measurements are between 1 m and 2 m (73.0%) and the average sig-
nificant wave height is 1.50 m. Waves primarily come from the south-eastern
direction, followed by eastern direction and then seldom came from the south-
ern direction. This period is at the beginning of spring time.
Period 5 is characterised by low significant wave heights, shown in Figure 5.5.
Significant wave heights during this period do not exceed 3 m. The maximum
significant wave height is 2.05 and comes from the south-eastern direction and
the average significant wave height is 1.13 m. The majority of the measure-
ments lie between 1 m and 2 m (66.8%). The waves in this period mainly come
from the eastern direction, followed by south-east. Occasionally, waves come
from the southern direction.
Figure 5.6 show significant wave heights and incoming wave directions for pe-
riod 6. Significant wave heights measurements during period 6 are similar
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to those collected during period 5, the measurements in both periods do not
exceed 3 m. This period is in the beginning of the summer season. The max-
imum significant wave height is 2.64 m and comes from the eastern direction,
and the average is 1.21 m. Most of the significant wave height measurements
are between 1 m and 2 m (69.0%). Waves come from south-east, followed by
east and seldom come from the southern direction.
Table 5.1: Summary statistics of significant wave heights.
Period Min Hs (m) Max Hs (m) Mean Hs (m)
1 0.69 3.88 1.53
2 0.69 3.13 1.34
3 0.80 3.22 1.65
4 0.63 5.22 1.50
5 0.58 2.05 1.12
6 0.55 2.64 1.21
Table 5.1 presents some summary statistics of the wave data which have just
been discussed.
5.3.1 Adjustment and filtering of data
For computational purposes incoming peak wave directions are converted to
scientific notation through the relation,
β = 3pi2 − θ (5.3.1)
as shown in (Brown et al., 1996), where β is the direction towards which waves
are going and θ is the incoming wave direction.
Near surface current measurements (15.92 m away from ADCP) are converted
from centimetres per second to metres per second and also sub-sampled to
hourly values for comparison with wave data. The 20 minutes current records
were filtered using a Cosine-Lanczos filter with 37 weights and a half-power
point at 0.535 cycles per hour before sub-sampling to hourly values. The fil-
tering was done to avoid aliasing that may result from direct sub-sampling.
Aliasing occurs when high frequencies are masked as lower frequencies, dis-
torting a signal (Price, 1985).
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Figure 5.7: Graphs of original 20 minutes longshore current observations and sub-
sampled, hourly observations.
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Figure 5.8: Graphs of the original 20 minutes cross-shore current observations and
sub-sampled, hourly observations.
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Figures 5.7 and 5.8 show graphs of 20 minutes current observation and sub-
sampled, filtered hourly current observations, the sub-sampled series are no-
ticeably smoother. The figures exhibit current observations from period 4,
which was chosen for its extended length of 39 days.
5.4 Computation of Stokes drift
Stokes drift is computed using Equation 5.2.1 for the six periods in MATLAB
using the converted wave directions (β), significant wave heights (Hs), angular
wave frequency (ω), wavenumber k, and average sea level h = 16.42 m. The
wave amplitude, a, is substituted by measured significant wave height, where,
a = Hs2 .
The angular wave frequency, ω, is computed from
ω = 2pifp,
where,
fp =
1
Tp
.
The wavenumber k is computed using Equation 5.2.2, through the use of
Newton-Raphson method in MATLAB. In the end, equation 5.2.1 becomes,
~Us =
1
2
H2spifpk cosh[2k(z + h)]
sinh2(kh)
eˆw. (5.4.1)
The Stokes drift components ~Us computed here were computed as north-south
and east west velocity components using sin(β) and cos(β), respectively, for
eˆw. These components are resolved into longshore and cross-shore components
using Equation 3.3.5 in Chapter 3.
5.4.1 Analysis and results
The average significant wave height (Hs) for the whole data collection period
is 1.4 m, the average peak period (Tp) is 9.7 s, the average incoming peak wave
direction (Dpeak) is 127◦ which is south-east. These averages do not differ
much from those calculated by Corbella & Stretch (2012) using 18 year long
data. Those found by Corbella & Stretch (2012) are, Hs = 1.65 m, Tp = 10 s
and Dpeak = 130◦. The slight differences in the averages may be explained by
the short length of data used in this study.
Stokes drift estimations are computed at four depths, with z = 0 at the surface,
z = −0.5 as 0.5 m away from the surface, z = −7.5 as 7.5 m from the surface
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and z = −14.0 as 14 m from the surface. The Stokes drift estimations are
provided in Figure 5.9 to 5.14. The figures show both the longshore and cross-
shore components of Stokes drift for the six periods of data collection.
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Figure 5.9: Longshore (top panel) and cross-shore (bottom panel) Stokes drift
estimation for period 1.
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Figure 5.10: Longshore (top panel) and cross-shore (bottom panel) Stokes drift
estimation for period 2.
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Figure 5.11: Longshore (top panel) and cross-shore (bottom panel) Stokes drift
estimation for period 3.
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Figure 5.12: Longshore (top panel) and cross-shore (bottom panel) Stokes drift
estimation for period 4.
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Figure 5.13: Longshore (top panel) and cross-shore (bottom panel) Stokes drift
estimation for period 5.
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Figure 5.14: Longshore (top panel) and cross-shore (bottom panel) Stokes drift
estimation for period 6.
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Longshore components indicate movement in both directions along the coast.
On the other hand, cross-shore components are primarily unidirectional, go-
ing towards the coast. This is in the exception of period 2, which also has
motion away in an offshore direction. Stokes drift tends to be higher in the
cross-shore velocity components as opposed to the longshore components. The
highest Stokes drift velocities are observed during period 4, with maximum
cross-shore velocity component being 0.38 m/s shore-wards while maximum
longshore velocity component is -0.14 m/s. This is also the period with the
highest significant wave heights. The Stokes drift estimations at the surface
and 1/2 m from the surface, are noticeably higher compared to the estimations
at 712 m and 14 m away from ADCP.
For period 1, 2 and 3, maximum longshore velocity components are 0.07 m/s,
0.08 m/s and -0.12 m/s respectively while maximum cross-shore velocity com-
ponents are 0.21 m/s, 0.11 m/s and 0.15 m/s towards the shore, respectively.
Both period 5 and 6 have Stokes drift velocity components which hardly ex-
ceed 0.1 m/s in magnitude. The maximum longshore velocity component is
-0.06 m/s for both periods, the maximum cross-shore velocity components are
0.082 m/s and 0.11 m/s towards the shore. These make the cross-shore Stokes
drift components in these periods, the lowest of all six periods.
Figures 5.15 to 5.20 show de-tided near surface (15.92 m away from ADCP)
longshore and cross-shore velocity components compared with residual veloc-
ity components after the removal of surface Stokes drift. Surface Stokes drift
correspond to z = 0. The figures indicate that Stokes drift causes a small
change in the currents, especially in the longshore velocity components.
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Figure 5.15: Longshore (top panel) and cross-shore component (bottom panel) of
de-tided current and non-Stokes residual current during period 1.
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Figure 5.16: Longshore (top panel) and cross-shore component (bottom panel) of
de-tided current and non-Stokes residual current during period 2.
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Figure 5.17: Longshore (top panel) and cross-shore component (bottom panel) of
de-tided current and non-Stokes residual current during period 3.
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Figure 5.18: Longshore (top panel) and cross-shore component (bottom panel) of
de-tided current and non-Stokes residual current during period 4.
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Figure 5.19: Longshore (top panel) and cross-shore component (bottom panel) of
de-tided current and non-Stokes residual current during period 5.
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Figure 5.20: Longshore (top panel) and cross-shore component (bottom panel) of
de-tided current and non-Stokes residual current during period 6.
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These finding are confirmed by Table 5.2 which shows the variance in the
de-tided velocity components and those in residual components. The contri-
bution to variances by Stokes drift are higher in the cross-shore components
while lower in the longshore components. The maximum contribution of Stokes
drift to the variance is 6.70% in the cross-shore components and 1.04% in the
longshore components. The percentage contribution of Stokes drift towards
the near surface currents is less than that of tides discussed in Chapter 4.
Table 5.2: Variances of de-tided near surface currents and those of residual currents
after the removal of Stokes drift.
Variance
Longshore (m/s)2 Cross-shore (m/s)2
Original Non-Stokes Original Non-Stokes
0.0252(0.71%) 0.0251 0.0307(3.13%) 0.0287
0.0153(0.87%) 0.0156 0.0387(1.41%) 0.0361
0.0239(1.04%) 0.0255 0.0604(2.19%) 0.0546
0.0184(0.59%) 0.0207 0.0598(6.70%) 0.0569
0.0248(0.30%) 0.0248 0.0704 (0.58%) 0.0671
0.0184(0.38%) 0.0190 0.0598 (1.26%) 0.0567
Stokes drift is of minimal importance in this study as the period during which
data was collected is not characterised by large wave events. The season of
possible large wave events is autumn in the Durban area and the data being
studied was collected during late winter, spring and early summer (Corbella &
Stretch, 2012). The minimal contribution of Stokes drift to the overall current
is in line with the findings from a study that was conducted by Godin (1948)
in Canadian coastal waters, where he concluded that Stokes drift is of below
secondary importance in coastal waters, in the exception of coastal waters that
are characterised by high amplitude waves or fast currents.
5.5 Summary
This chapter investigated the effect of Stokes drift on near surface currents.
Stokes drift at a point is defined as the net motion of a fluid particle, gen-
erally, in the direction of wave propagation. The estimation of Stokes drift
included the use of significant wave heights, peak periods and incoming wave
directions. The average significant wave height for the whole data collection
period is 1.4 m, the average peak period is 9.7 s, the average incoming peak
wave direction is 127◦ which is south-east.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. WAVE DATA AND STOKES DRIFT ANALYSIS 94
Stokes drift velocities never exceed 0.38 m/s towards the shore in cross-shore
velocity components at the surface and 0.14 m/s in longshore components.
This maximum velocity is observed in period 4, during which Stokes drift does
contribute significantly. This is due to the fact that the mean surface current
recorded was 25.36 cm/s and the maximum surface current recorded was 112.4
cm/s for period 4. These velocities occurred in period 4. For period 1, 2 and 3,
longshore Stokes drift velocity components hardly exceed 0.1 m/s while cross-
shore components do not exceed 0.21 m/s. Period 4 has the highest Stokes
drift contribution and the highest significant wave heights. Period 5 and 6
have both Stokes drift velocity components hardly exceeding 0.1 m/s. These
are thus the periods with the lowest Stokes drift components.
The contribution of Stokes drift towards currents is minimal. Tidal contri-
bution towards variance never exceeds 6.70% and this value is for cross-shore
velocity components. In the longshore direction the contribution is much less,
the maximum tidal contribution to variance being 1.04%. Stokes drift has a
larger impact in the direction towards the shore as opposed to along the shore.
The contribution of Stokes drift towards the generation of surface currents is
less than that of tides.
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Chapter 6
The effect of wind on currents
6.1 Introduction
Surface currents and circulations of the ocean are to an extent determined by
the wind. The currents tend to move in the general direction of the wind.
Near-shore currents on the east coast of South Africa are known to be driven
by the wind and the Agulhas current. This chapter addresses the effect of
local wind speed, duration and direction on nearshore surface currents. The
analysis is done only for the surface current as currents below 2 to 3 meters
from the surface are not dependent on local wind conditions (Funke & Stretch,
2002). The current considered in this chapter is indicated by uw in Equation
(1.2.1).
This chapter will address questions which include:
• To what extent does the wind affect surface currents?
• How long does it take for currents to respond to the wind?
• What is the dominant direction of the wind, and what is its relationship
with the current?
6.1.1 Background on the effect of wind on nearshore
currents
Wind generates a continuous motion of the surface layer of water in the gen-
eral direction that it is blowing towards. This movement is communicated to
layers that are beneath the surface by internal shear stress. This stress acts
parallel to the plane along which the stress is being imposed. As the water
starts moving the Coriolis acceleration also starts influencing it. The Coriolis
acceleration is the seeming deflection of a body that is in a state of motion
relative to the earth, as perceived by an observer on the earth, due to the
Coriolis force. The force is brought on by the earth’s rotation. The deflection
95
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is to the left in the Southern hemisphere (Bowden, 1983).
Overall, wind results in a propagation of surface water elevations that that
are superimposed on currents and tides. The surface elevations that are set in
motion by the wind differ in speed, direction, depth and are also different from
one position to the next. The wind induced currents move in approximately
the same direction as the wind at an approximate speed of 3% of the wind
speed. This applies to wind speed that have been measured 10m above the
mean sea surface (Bowden, 1983; Schwartz, 2006).
6.2 Methodology
Wind data was obtained for the same period as the currents from the port
of Durban. The wind data includes wind speeds and directions at 20 minute
intervals. There are occurrences of missing records in the wind data. Table
6.1 provides a summary of the periods of continuous records.
Table 6.1: Periods of continuous wind records.
Order Start End Duration
1 2012/07/06 10:20:00 2012/07/29 19:40:00 23 days, 9 hours & 20minutes
2012/07/30 16:00:00 2012/07/31 08:40:00 16 hours & 40 minutes
2 2012/08/03 08:00:00 2012/08/28 11:00:00 25 days, 3 hours & 20
minutes
3 2012/08/31 08:00:00 2012/09/25 11:00:00 25 days & 3 hours
4
2012/09/28 09:40:00 2012/09/29 21:40:00 1 day & 12 hours
2012/10/01 00:00:00 2012/10/15 03:00:00 14 days & 3 hours
2012/10/24 11:40:00 2012/11/06 11:00:00 12 days, 23 hours & 20
minutes
5 2012/11/10 08:40:00 2012/12/12 12:00:00 32 days, 3 hours & 20
minutes
6 2012/12/15 07:20:00 2013/01/16 10:00:00 32 days, 2 hours & 40
minutes
The periods one to six correspond with the study periods of available current
records in Chapter 3. The wind speed is measured in m/s and the directions
are in degrees. North is at 0◦ and wind measurements follow a clock-wise di-
rection. By convention currents are provided with the direction, which they
are flowing towards, while winds are described using the direction they are
blowing from.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. THE EFFECT OF WIND ON CURRENTS 97
The length of period four for currents is approximately 39 days. There are
approximately 12 days missing in the wind records for the period and the 1,
14 and 12 days available with gaps in between them are too short for any de-
ductive analysis. Period four wind records are thus not included in the analysis.
Wind speed was measured at a height of 80 m above sea level. For correct
computations, the wind power law is used to adjust the wind measurement
from 80m to 10m above sea level. The wind power law is given by
u
ur
=
(
z
zr
)α
(6.2.1)
where ur is the given measured velocity at a given height, zr, and u is the
unknown velocity at the new reference height z (Emeis & Türk, 2007). Other
wind profile laws, such as the logarithmic wind law, are available for use.
However, the wind power law is chosen here for its mathematical simplicity
and the fact that it gives acceptably accurate adjustments (Hsua et al., 1994).
The standard power used in this calculation is
α = 17 ,
referred to as the 17th wind power law and is given by,
u
ur
=
(
z
zr
) 1
7
. (6.2.2)
Wind measurements are provided as N pairs of observations, (Vi, φi) where i =
1, 2, ..., N , and Vi is wind speed while φi is direction. The wind measurements
are resolved into north-south and east-west velocity components as follows:
ui = Vi sin(φi − 180) (6.2.3)
vi = Vi cos(φi − 180)
where ui is the east-west component and vi is the north-south component
(Longhurst & Brebbia, 2014). The components were resolved into longshore
and cross-shore velocity components using Equations (3.3.5) in Chapter 3.
This mathematical convention is only used in progressive vector diagrams,
lagged correlation analysis and power spectral analysis.
The methodology is hereby illustrated by a detailed analysis of wind and
current measurements during period five, the data in period five is chosen
because the wind data is the same length as the current data without any
missing records.
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6.2.1 Analysis of direction, speed and duration
Joint analysis of direction, speed and duration of the wind and current mea-
surements are carried out. Only the top-most layer of detided current mea-
surements is used (15.92m away from the ADCP). Stokes drift has not been
removed from the currents as it effects to the generation of currents is negli-
gible. The first part of the analysis is done by the use of current and wind
roses. The wind roses and current roses are produced using WRPLOT View,
a product of Thé et al. (2011).
Wind rose and current rose analysis
A wind rose provides a brief yet informative summary of the distribution of
wind speed and direction at a given location. It gives a circular presentation
of the frequencies of winds blowing from various directions. How long each
"spoke" is, gives the frequency that wind comes from a particular direction.
Every one of the concentric circles of the wind rose gives a representation of
a different frequency, the frequencies blow from the centre, zero, and increase
towards the outer circles. Every one of the spokes is split down into differ-
ent categoric frequencies showing duration percentages that winds come from
varying directions in particular speed ranges. The wind roses in this study
are constructed with 16 cardinal directions. A wind rose and current rose for
period five are provided in Figure 6.1
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(a) Wind rose (b) Current rose
Figure 6.1: Wind rose and current rose for period five.
The wind rose in Figure 6.1 shows that the wind predominantly blows from
a north-easterly direction followed by a south-westerly direction. The modal
wind speed is in the 4-8 m/s range. The current rose shows the predominant
direction of flow for the current to be south-west followed by north-east direc-
tion. The modal current speed is in the 0.2-0.4 m/s range. From these wind
rose and current rose, the due directions of the wind and flow directions of
the currents appear, suggesting a possible connection between the wind and
current.
Frequency distribution analysis
Frequency distribution analysis of both currents and winds are carried out
from wind rose results. This is to determine the average duration that the
wind blows from a particular direction as well as the average duration that
the current flows towards a particular direction. If the analysis brings out a
common tendency for the two variables (wind and current) this would imply
an interdependency of the two variables (Funke & Stretch, 2002).
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The daily average wind durations are computed from frequency distribution
tables by multiplying each of the frequency distribution percentages by 24
hours. Two tables, one for wind frequency distribution and another for cur-
rent frequency distribution that were produced by WRPLOT are presented in
Table 6.2 and 6.3. These tables were used to compute the daily average wind
durations in Table 6.4 and 6.5, by multiplying each of the values in the tables
with 24 hours. This technique of duration analysis does not take into account
the persistence of the wind or currents, i.e, whether the wind blows from one
direction continuously or changes direction frequently into the same direction
is not considered. However it does give an impression of the common direction.
Table 6.2: Wind frequency distribution for period five.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.01-4.0 0.043 0.065 0.019 0.022 0.065 0.091 0.056 0.027
4.0-8.0 0.038 0.165 0.016 0.021 0.086 0.117 0.004 0.001
8.0-12.0 0.008 0.108 0.005 0.007 0.009 0.016
≥ 12.0 0.001 0.010 0.001
Table 6.3: Current frequency distribution for period five.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.00-0.2 0.022 0.035 0.030 0.022 0.021 0.040 0.049 0.022
0.2-0.4 0.011 0.124 0.115 0.007 0.012 0.080 0.144 0.024
0.4-0.6 0.004 0.024 0.050 0.003 0.009 0.043 0.052 0.008
0.6-0.8 0.005 0.003 0.002 0.011 0.027
≥ 0.8 0.002
Table 6.4: Daily average wind duration for period five.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.5-4.0 1.04 1.56 0.46 0.52 1.57 2.19 1.35 0.64
4.0-8.0 0.92 3.96 0.38 0.50 2.07 2.81 0.10 0.02
8.0-12.0 0.20 2.58 0.11 0.17 0.21 0.37
≥ 12.0 0.02 0.24 0.02
Table 6.5: Daily average current duration for period five.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.00-0.2 0.53 0.85 0.71 0.53 0.50 0.96 1.18 0.52
0.2-0.4 0.27 2.97 2.76 0.16 0.28 1.93 3.45 0.57
0.4-0.6 0.09 0.58 1.19 0.06 0.22 1.03 1.24 0.19
0.6-0.8 0.12 0.07 0.01 0.04 0.26 0.65 0.01
≥ 0.8 0.01 0.04
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The longest average span for the wind was 4.0 hours in the ENE segment.
This was for wind speed in the 4-8 m/s range. For the surface current the
longest average duration is 3.5 hours in the WNW segment for speeds in the
0.2-0.4 m/s range. There is no direct link between the direction of flow of the
currents and that of the winds. The next long average period that the wind
blew was 2.8 hours from the WSW direction, this can also be assumed to be
due ENE. The currents flowed towards ENE for an average duration of 3.0
hours. The speed ranges from 0.2 to 0.4 m/s. The duration periods have a
0.2 hour difference, a slight difference which demonstrates that wind-driven
currents have reasonable response times to changes in wind conditions.
6.2.2 Progressive vector diagram analysis
The wind is also analysed using a progressive vector diagram (PVD). Each
PVD is built by progressively combining estimations of ui (east-west) velocity,
and vi (north-south) velocity components of currents or winds. The PVDs
begin at (0,0). The wind progressive vector diagrams describe wind in the
direction towards which it is going. A detailed description of a PVD is given
in Section 3.4 in Chapter 3. A PVD for wind is provided in Figure 6.2 and
one for current is provided in Figure 6.3.
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Figure 6.2: PVD of wind
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Figure 6.3: PVD of current
The wind follows a north-easterly direction. It changes direction in a pseudo-
periodic manner. It blows from the north-easterly direction for some period,
then it blows from the south-westerly direction for some period, and then it
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keep changing directions in this pattern. The current also follows north-east
and south-west directions, which are approximately parallel to the shoreline.
The current changes direction more often and randomly into these two direc-
tions until it eventually flows consistently in the north-east direction. The
direction of the current seem to be deflected towards the north relative to the
direction of the wind. There is detectable similitude in the overall directions
of current flow and the directions that the wind is blowing towards, except
that the wind is deflected to the north.
6.2.3 Lagged correlation analysis of wind and current
Autocorrelation analysis
This analytical method gives the value of interdependence between the wind
and current. The wind and current are independently analysed with the au-
tocorrelation coefficient of which a detailed definition is given in Section 3.5
in Chapter 3. The lag that it takes for the autocorrelation coefficient to drop
down to insignificance is taken as the characteristic time scale of the wind or
current. These time scales can be compared and similarity can be used to
deduce if the wind is the main driving force of the current (Funke & Stretch,
2002).
The autocorrelation coefficients are computed for longshore and cross-shore
velocity components. Figure 6.4 shows a cross-shore wind correlogram while
Figure 6.5 shows a cross-shore current one. On the other hand, Figure 6.6
shows a longshore wind correlogram while Figure 6.7 shows a longshore current
one.
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Figure 6.4: Longshore wind autocorrelation.
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Figure 6.5: Longshore current autocorrelation.
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Figure 6.6: Cross-shore wind autocorrelation.
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Figure 6.7: Cross-shore current autocorrelation.
The longshore wind time scale leads the current by an hour. The wind drops
down to insignificance at 18.3 hours (1098 minutes, where graph cuts signif-
icance line in Figure 6.4), while the current drops down at 19.3 hours (1158
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minutes, where graph cuts significance line in Figure 6.5) hours. On the other
hand, the cross-shore current time scale is 14 hours while for the cross-shore
wind, it is 7.7 hours. There is therefore similarity in the autocorrelation time
scales of the wind and surface current in the longshore direction, suggesting
further that the wind in the location may be a driving force for the surface
currents. The same cannot be said with regards to the cross-shore direction.
Lagged cross-correlation coefficients.
Cross-correlation is performed on the wind and current data. Given a pair of
N observations {(xi, yi) i = 1, ..., N} the cross-correlation coefficient is based
on the cross-covariance which is given by,
cxy(k) =
{ ∑N−k
t=1 (xt − x¯) (yt+k − y¯) k = 0, 1, ..., N − 1,∑N
t=1−k (xt − x¯) (yt+k − y¯) k = −1,−2, ...,−(N − 1), (6.2.4)
where k is the lag and t is the time step. The cross-correlation function is then
given by
rxy(k) =
cxy(k)√
cxx(0)cyy(0)
. (6.2.5)
In equation (6.2.5), cxx(0) is the variance of xt and cyy(0) is the variance of
yt. In this study xt refers to the wind and yt is used for the current. The
MATLAB function CROSSCORR is used for this analysis.
The current and wind, determined into longshore and cross-shore components
are analysed utilizing lagged cross-correlation.
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Figure 6.8: Lagged cross-correlation function of wind and currents for longshore
components.
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Figure 6.9: Lagged cross-correlation function of wind and currents for cross-shore
components.
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The cross-correlation functions for longshore wind and currents are depicted
in Figure 6.8 for period five. When the surface current and the wind were
analysed satisfactory cross-correlation coefficients were obtained, being 0.78
at a time lag of 2.7 hours. This confirms the dependence of surface currents
on local wind conditions. However, a different conclusion was reached with
regards to cross-shore wind and current components. The cross-correlation
functions for cross-shore wind and currents are depicted in Figure 6.9 for period
five.The maximum cross-correlation in the cross-shore direction is 0.35 at -20
minutes, indicating lack of possible dependence of the currents on the wind.
6.2.4 Power spectral analysis
Power spectral density plots are constructed following the description in Sec-
tion 3.6 in Chapter 3. The power spectral density computations are made on
the wind data resolved into longshore and cross-shore components.
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Figure 6.10: Modified periodogram and of currents and wind for period five.
The graphs depicting periods of common dominant periodicities in the wind
and currents are shown in Figure 6.10. The graphs have common periodicities
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between the wind currents indicated. The 24 hour period which corresponds to
land and sea breeze is highly emphasized in the cross-shore wind and current
power spectra. Many other periods are indicated in the longshore wind and
power spectra, indicating common oscillations between the wind and surface
current. These may indicate common driving factors for the wind and current,
but no more deductions can be made.
6.3 Results and discussions
6.3.1 Analysis of direction, speed and duration
Before any involved analysis, the 3% rule of thumb can be applied to deduce if
wind in the study location can have any significant impact on the generation of
currents. From Section 2.4 in Chapter 2, the average wind speed is estimated
to be 11m/s and the maximum speed is 16.6m/s. These equate to a potential
current of 33.3 to 49.8 cm/s. This is significant considering that the mean
surface (15.92m) current speed recorded was between 20.69 to 36.67 cm/s and
the maximum surface current recorded was between 74.8 to 112.4 cm/s.
Wind and current roses for periods one, two, three and six are shown in Figure
6.11 and Figure 6.12. A wind rose is shown on the right while a current rose
for the same period is shown on the left.
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(a) Wind rose for period one. (b) Current rose for period one.
(c) Wind rose for period two. (d) Current rose for period two.
Figure 6.11: Wind rose and current rose for periods one and two.
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(a) Wind rose for period three. (b) Current rose for period three.
(c) Wind rose for period six. (d) Current rose for period six.
Figure 6.12: Wind roses and current roses for periods three and six.
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Figure 6.11a and Figure 6.11b depict a wind rose and current rose, respectively,
for period one. Wind speeds in this period do not exceed 12 m/s. This is the
period with the weakest winds compared to all the other periods. The major-
ity of the wind records originated from south-west. A weak WSW component
dominates the wind rose. Winds from all other directions were recorded, with
the least records from the south-east direction. A current rose is also displayed
in Figure 6.11, it depicts a WSW current component being predominant. The
majority of the currents tend to flow towards south-west, although currents
flowing towards other directions are recorded. Currents with speeds up to 0.8
m/s are only recorded in the south-west and north-east directions, these di-
rections are alongshore.
Figure 6.11c and Figure 6.11d show a wind rose and current rose , respectively,
for period two. North-westerly winds are predominant during the period, with
wind speeds up to 16 cm/s recorded from this direction. The main wind origi-
nating direction is ENE. The next major winds are south-easterly. The current
rose shows the majority of the currents flowing towards south-west followed by
north-east. Currents flowing towards WSW are predominant. Current speeds
up to 0.8 m/s are recorded in the south-west and north-east directions. Cur-
rents flowing towards other directions are also recorded, however their speeds
do not exceed 0.6 m/s.
Figure 6.12a and Figure 6.12b depicts a wind rose and current rose, respec-
tively, for period three. The ENE wind component dominates the wind rose.
Wind speeds going up to 16 m/s are recorded from north-easterly and southerly
components only. The majority of winds are recorded in the south-west and
north-east components. The current rose is also dominated by an ENE compo-
nent. The majority of current speeds are recorded in north-east and south-west
directions. Current speeds do not exceed 0.8 m/s.
Figure 6.12c depicts a wind rose and Figure 6.12d depicts a current rose for
period six. The majority of wind speeds in this period are recorded from the
north-east direction, with the ENE component being predominant, with wind
speeds reaching up to 16 m/s. Wind records not exceeding 12 m/s are recorded
in the south-west direction. There are records in all directions of the wind rose.
The current rose show currents flowing towards the south-west to be predom-
inant. This direction is followed by north-east, with speeds up to 0.8 m/s.
Current speeds not exceeding 0.6 m/s are recorded in the north-west direction
and the least amount of records are found in the south-east directions.
The predominant direction from which the wind blew is from the south-
westerly and north-north-easterly directions. These are the directions of the
prevailing winds in the location (DN & SDCEA, 2004). There were no occur-
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rences of wind speeds exceeding 20 m/s in the studied wind records. Predom-
inant directions of flow for the currents is south-west and north-east which
are similar to due wind directions. An exception is seen in period one, which
is a rather calm period, the maximum wind speed is 11.32 m/s (the lowest
maximum of all the periods) and is predominantly from the south-westerly
direction. The current also flows in all directions except in the south-easterly
direction. Similarity in corresponding current roses and due directions in wind
roses proposes that the wind can be a driving mechanism of currents, further
analysis may confirm this.
6.3.2 Duration analysis
Average wind durations in a day in different directions are shown in Table 6.6
to Table 6.12. Discussions for the five periods are discussed one at a time.
Duration analysis for period one
Table 6.6 and Table 6.7 give the average wind and current durations in a day
in different directions for period one.
Table 6.6: Wind duration for period one.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.01-4.0 2.21 1.18 0.39 0.43 0.57 2.05 3.66 1.69
4.0-8.0 1.09 2.03 0.04 0.01 1.76 4.06 0.82 0.08
8.0-12.0 0.01 0.54 0.93 0.40 0.03
≥ 12.0 0.01
Table 6.7: Current duration for period one.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.00-0.2 0.92 1.36 0.76 0.88 1.09 1.60 1.83 0.89
0.2-0.4 0.43 1.20 0.63 0.68 1.15 4.28 3.72 0.32
0.4-0.6 0.13 0.29 0.19 0.32 0.25 0.43 0.36 0.03
≥0.6 0.07 0.03 0.01 0.01 0.01 0.12
The longest average span for the wind during period one was 4.06 hours in
the WSW (the corresponding due direction is ENE) segment (45◦ segments
are used). For the surface current, the longest average duration is 4.28 hours
in the WSW segment for speeds in the 0.2-0.4 m/s range. The maximum
duration of 4.28 hours for the surface current is not consistent with the 4.06
hours found for the wind.
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Duration analysis for period two
Average wind and current durations in a day in different directions for period
two are given in Table 6.8 and 6.9.
Table 6.8: Wind duration for period two.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.01-4.0 1.48 1.39 0.80 0.53 0.48 2.11 2.44 1.25
4.0-8.0 2.27 3.91 0.33 0.91 2.23 1.19 0.23
8.0-12.0 0.28 1.48 0.04 0.23 0.12 0.01
≥ 12.0 0.30
Table 6.9: Current duration for period two.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.00-0.2 1.25 1.95 1.42 0.83 0.98 1.98 1.20 0.65
0.2-0.4 1.22 2.57 0.82 0.28 0.77 3.88 1.36 0.27
0.4-0.6 0.13 0.70 0.05 0.01 0.23 0.98 0.15 0.07
0.6-0.8 0.01 0.15 0.01 0.07
≥ 0.8 0.01
The longest average span for the wind during period two was 3.91 hours in the
ENE segment, this was for wind speed in the 4-8 m/s range. For the surface
current the longest average duration is 3.88 hours in the WSW segment, the
speed is in the 0.2-0.4 m/s range. The current duration and wind duration are
similar. This demonstrates that wind generated currents in this period have
short, almost instantaneous response times to changes in wind conditions.
Duration analysis for period three
Average wind and current durations in a day in different directions for period
three are given in Table 6.10 and 6.11.
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Table 6.10: Wind duration for period three.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.01-4.0 1.84 1.15 0.23 0.32 0.64 1.54 1.39 0.88
4.0-8.0 2.08 3.24 0.30 0.32 1.50 2.56 0.16 0.07
8.0-12.0 0.42 2.89 0.11 0.01 1.06 0.64 0.03 0.01
≥ 12.0 0.50 0.08 0.04
Table 6.11: Current duration for period three.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.00-0.2 0.66 1.30 1.06 0.38 0.20 0.72 0.85 0.60
0.2-0.4 0.70 4.33 1.80 0.27 0.20 2.68 2.83 0.42
0.4-0.6 0.04 0.84 1.01 0.17 0.12 0.88 1.14 0.13
0.6-0.8 0.25 0.11 0.03 0.03 0.13 0.12
≥0.8 0.01
The longest average span for the wind during period three was 3.24 hours in the
ENE segment. This was for wind speed in the 4-8 m/s range. For the surface
current the longest average duration is 4.33 hours in the ENE segment for
speed in the 0.2-0.4 m/s range. There is also 2.68 hours in the due direction of
the wind in the 0.2-0.4 m/s speed range. It takes 0.56 hours for wind-induced
currents to respond to changes in wind conditions, which is a short reaction
time.
Duration analysis for period six
Average wind durations in a day in different directions for period six are given
in Table 6.12 and 6.12.
Table 6.12: Wind duration for period six.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.01-4.0 0.81 2.09 0.42 0.60 1.48 2.13 1.54 0.20
4.0-8.0 1.02 4.10 0.26 0.40 2.32 3.92 0.27 0.04
8.0-12.0 0.18 1.44 0.02 0.02 0.31 0.16
≥ 12.0 0.02 0.22 0.02 0.02
Table 6.13: Current duration for period six.
Speed
(m/s)
NNE
(h)
ENE
(h)
ESE
(h)
SSE
(h)
SSW
(h)
WSW
(h)
WNW
(h)
NNW
(h)
0.00-0.2 1.48 1.21 0.51 0.22 0.54 1.55 1.30 1.14
0.2-0.4 1.38 2.40 0.48 0.08 0.32 4.04 1.93 0.70
0.4-0.6 0.17 0.90 0.08 0.06 0.35 1.55 0.63 0.04
0.6-0.8 0.06 0.25 0.20 0.32 0.02
≥ 0.8 0.01 0.07
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The longest average span for the wind during period six was 4.1 hours in the
ENE segment, which was for wind speed in the 4-8 m/s range. For the surface
current the longest average duration was 4.04 hours in the WSW segment,
the speed is in the 0.2-0.4 m/s range. This is consistent with the span of 4.1
hours in the WSW direction found for the wind. This demonstrates that wind
generated currents have short reaction times to changes in wind conditions in
this period.
The durations of the five periods were short (ranging from 23 days to 32 days)
thus the variable response periods for the currents from the wind. The most
common wind speed in this location is in the ENE direction segment with speed
within a 4-8 m/s range. For the currents the common speed is in the WSW
direction, and speed is in a 0.2-0.4 m/s range. From this analysis alone, wind
seem to influence the direction of flow of the surface currents, they have short
response times to changes in wind conditions. This conclusion is in agreement
with that of Funke & Stretch (2002) who followed a similar technique.
Progressive vector diagram analysis
PVDs for the current and wind are shown in Figure 6.13 to Figure 6.20. The
PVDs are shown side by side for the six periods. A wind PVD is presented on
the left and a corresponding current PVD is given on the right.
Figure 6.13 shows a PVD for period one. During the first period, the wind
blows constantly from a south-westerly direction, changing direction to blow
from a north-easterly direction. A short displacement is covered in the PVD
indicating weak wind conditions. Figure 6.14 shows a current PVD for pe-
riod one, the current starts off towards south-west, then north-east, continues
changing direction and occasionally flows towards the south and north, ulti-
mately, flowing in a north-east direction.
For period two, the wind starts blowing from a south-westerly direction, then
blows from the east, and continues as a south-westerly wind. Ultimately the
wind blows from a south-westerly direction and occasionally blows from a
north-easterly and easterly direction. This is shown in Figure 6.15. The cur-
rent in this period, shown in Figure 6.16, primarily flows towards north-east,
it commences flowing in a south-western direction, then north-east for an ex-
tended period. Subsequently, the current changes direction regularly from
north-east and south-west.
PVDs of wind and currents for period three are shown in Figure 6.17 and Fig-
ure 6.18. For period three, the wind commences blowing from a north-easterly
direction. Subsequently, the wind blows from a south-westerly direction, oc-
casionally changing direction to blow from a north-easterly direction. The
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current on the other hand changes direction constantly. It commences in the
south-west direction, then north-east and subsequently it flows towards north-
west and changes into a number of other directions.
During the sixth period, the wind predominantly blows from a south-westerly
direction. A number of changes of direction occurs from the north-easterly
direction to the south-westerly directions as can be observed in the PVD in
Figure 6.19. The current flows predominantly towards the north-east, with a
number of changes towards south-west as can be observed in Figure 6.20.
The PVDs outline the behaviour of the prevailing winds during the period of
data collection. Looking at the PVDs for the wind and current flows, there
is a detectable similitude in the general due paths of the wind and the flow
directions of the currents. The wind commonly blows towards south-west
and north-east while the currents flow towards the same directions. This
substantiates a connection between the local wind and the currents.
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Figure 6.13: PVD of wind (1)
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Figure 6.14: PVD of current (1)
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Figure 6.15: PVD of wind (2)
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Figure 6.16: PVD of current (2)
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Figure 6.17: PVD of wind (3)
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Figure 6.18: PVD of current (3)
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Figure 6.19: PVD of wind (6)
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Figure 6.20: PVD of current (6)
Autocorrelation analysis
Correlograms of the wind and current data resolved into longshore and cross-
shore components are given in Appendix F, in Figure F.1 to Figure F.24 and
also in Figure 6.6 for period five. The times when the autocorrelation coeffi-
cient drops down to insignificance are given in Table 6.14 and Table 6.15.
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Table 6.14: Long-shore autocorrelation averages.
Period Longshore wind
(h)
Longshore cur-
rent (h)
1 18.3 20.3
2 19 27
3 24 25.7
5 18.3 18.7
6 18.7 21.3
Table 6.15: Cross-shore autocorrelation averages.
Period Cross shore wind
(h)
Cross shore cur-
rent (h)
1 6 3.5
2 6.3 4.7
3 10.6 20.7
5 7.7 19.3
6 7.3 4
The difference between the time it takes for the longshore wind to drop down
to insignificance and the longshore current to drop down for all the periods
is at most 2.6 hours. This is with the exception of the second period. In all
these periods, the current lags the wind. There is therefore a small difference
in the correlation time scales of the wind and the current. This affirms the
conclusion that the wind is one of the fundamental generating forces for the
current. For the cross-shore components, the difference between the time it
takes for the wind to drop down to insignificance and the current to drop down
for all the periods is at most 3.3 hours. This is with the exception of the third
and fifth period, where the the difference exceed 10 hours.
Lagged cross-correlation
Current and wind measurements, resolved into into longshore and cross-shore
components were analysed utilizing lagged cross-correlation. The maximum
cross-correlation results for the five periods are included in Table 6.16 for
longshore velocity components. Corresponding lagged cross-correlation graphs
are included in Figure F.25, Figure 6.8 and Figure F.26.
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Table 6.16: Maximum longshore wind-current cross-correlations and corresponding
lag times.
Period Cross-correlation coefficient Lag time
1 0.78 2.7 hours
2 0.60 26.3 hours
3 0.83 26.7 hours
5 0.78 2.7 hours
6 0.73 2.7 hours
When surface currents and wind measurements were analysed, maximum cross-
correlation coefficients which are significantly different from zero were ob-
tained. These were reasonable results. The maximum longshore wind and
current cross-correlation coefficients and corresponding lag times are provided
in Table 6.16. A lag time of 2.7 hours gave a maximum correlation coefficient
of 0.78. Period two and three indicates an even higher time lag for maximum
correlation coefficients, the time lags in both periods are above 26 hours. The
high correlation coefficients between the wind currents confirms the depen-
dence of surface currents on local wind conditions. It should be recalled that
the directions of prevailing winds are roughly along the shore.
From Table 6.16 it is evident that it takes a short time scale for strong winds
to have a significant effect on the currents, this is indicated for period one,
five and six. For periods two and three, longer time scales are identified. The
cross-correlation between the wind and the currents are significant, positive
and above 0.5 for all the periods indicating a strong correlation between the
wind and current at the specified lags. This indicates a direct interdependent
relationship between the wind and current in the alongshore direction.
Table 6.17: Maximum cross-shore wind-current cross-correlations and correspond-
ing lag times.
Period Cross-correlation coefficient Lag time
1 0.38 1.3 hours
2 0.26 26.3 hours
3 0.24 3.35 days
5 0.35 -20 minutess
6 0.27 1.3 hours
For cross-shore components the maximum lagged cross-correlations are signifi-
cant yet close to zero. For periods, one and six, the maximum cross-correlation
coefficient is identified at a short time lag of 1.3 hours. For period three, the
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time lag is longer than three days. This would mean that the wind has to
consistently blow in a particular direction at given speed ranges for three days
for it to be positively aligned with the current. Period five indicates a maxi-
mum cross-correlation coefficient at a negative lag. This indicates the absence
of a positive linear relationship between the currents and the wind in the pe-
riod. Figures F.27 and F.28 confirm that cross-shore winds and currents have
a weak positive relationship. The currents are driven by the wind to a minimal
extent in the cross-shore direction. These results are not surprising as from
the wind roses and current roses as well as progressive diagrams, the dominant
directions followed by winds and currents are south-west and north-east, which
are both along the shore. There has also been indications of dependence of
currents on winds in the alongshore direction in all previous analysis and not
in the cross-directions.
Power spectral analysis
Power spectral density graphs are included in Appendix F. Power spectral
density graphs for longshore and cross-shore wind and current velocity com-
ponents are included in Figure F.29, Figure 6.10 and Figure F.30. Winds are
strongly impacted by the diurnal cooling and warming of the land and ocean
so a diurnal peak of about 24 hours in the cross-shore components is expected.
This is confirmed by the 24 hour peak, present in both the detided current
power spectral graphs as well as the wind ones. The 24 hour peak occurs
in all the cross-shore power spectral graphs and sometimes in the longshore
power spectral graphs. This is to be expected as wind-generated current due
to land/sea breeze magnifies the diurnal tidal current (K1) for the same period.
This is identifiable in the amplitude which spans 23.93 hours (Yanagi, 1999).
6.4 Summary
This chapter investigated the relationship between the wind and currents. The
investigation was done through the use of wind and current roses, autocorrela-
tion and cross-correlation analysis, comparison of progressive vector diagrams
and power spectral analysis. The investigation was performed on the time se-
ries for all the periods except for period four as this period had many missing
wind records in it.
Wind roses revealed similitude in the due directions of the wind and flow direc-
tion of currents, which were for all the periods except for period one. Duration
analyses which were performed using results of current and wind roses sub-
stantiated this. The most common wind speed in the study is in the ENE (due
WSW) direction segment with speed within a 4-8 m/s range. For the currents
the common speed is in the WSW direction, and speed is in a 0.2-0.4 m/s
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range. From this analysis alone, there are indications that the wind influence
the direction of flow of surface currents.
Autocorrelation analysis substantiated the driving of currents by the wind
especially in the alongshore direction. Cross-correlation analyses substanti-
ated that currents are driven by the wind. In the longshore components,
for all the five periods the maximum cross-correlation coefficient was above
0.60. The cross-correlation coefficients were weak in the cross-shore compo-
nents. This may be due to the fact that land and sea breezes, although regular
across the shore, are weak, while prevailing winds are known to blow along the
shore around the ADCP mooring site (Schumann, 1988; DN & SDCEA, 2004;
Cooper, 1991). Progressive vector diagrams further substantiated that cur-
rents are driven by the wind in the north-east and south-west direction. These
directions are roughly alongshore.
A combination of all the techniques which were used in the wind and current
analyses played different roles in bringing out the conclusion that winds are
a driving mechanism of currents in the study location. Wind roses gave a
general impression of the wind currents and the duration analysis showed how
currents respond to changes in wind condition. Progressive vector diagram
gave a further visual impression of the wind and currents, separately, allowing
for comparison. Lagged correlation analysis quantified the dependence rela-
tionship of currents and winds, the agreement of this analysis with all other
previous analyses confirm the dependence of the currents on the wind. Power
spectral analysis explored common oscillations between currents and winds.
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Effect of the Agulhas current on
measured currents
7.1 Introduction
The Agulhas Current is the western boundary current of the South Indian
Ocean. It flows south-westwards along the East coast of South Africa from:
27◦S to 40◦S (Gordon, 1985). It is a fast flowing current reaching speeds up
to 200 cm/s and transports large volumes of water. Sources of the Agulhas
current include the Mozambique channel eddies, the East Madagascar Current
and the Indian Ocean sub-gyre. It flows close to the shore along the narrow
shelf of the East coast until it reaches the Natal Bight where it diverges from
the shore. The configuration of the Bight causes the Agulhas current to move
offshore (Pearce, 1977). The divergence and destabilization results in the for-
mation of Natal pulses in the Natal Bight (Lutjerharms & De Ruijter, 1994).
These are large, irregular and desolate meanders that progress at 5 cm/s in
the Natal Bight (Lutjerharms & Roberts, 1988).
The data used in this study was measured in the Natal Bight, which is a
shallow region of the KwaZulu-Natal coast with a width of 50 km. In this
region the Agulhas current is known to move away from the shore and flow
farther offshore, its mean axis is about 50 km offshore. A large cyclonic system
called the Natal gyre occurs in the Natal Bight. The Natal gyre is created by
the separation of the Agulhas current from the shoreline (Harris, 1978b).
7.2 Discussion
This chapter investigates the currents indicated by ub in Equation (1.2.1). The
data in this study was measured approximately 500 m from the shoreline. Since
the Agulhas current flows farther offshore at this location, it would be unlikely
for it to have any direct influence on the currents measurements. However, the
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Natal gyre and the anti-cyclonic systems that are caused in its presence can
influence currents in the region (Van der Westhuysen, 2002; Harris, 1978b).
The Natal pulse that also originates in the Natal bight with counter currents
can also affect nearshore currents (Lutjerharms & De Ruijter, 1994). Figure
7.1 shows the ADCP mooring site with respect to the shoreline.
Figure 7.1: ADCP mooring site.
Approximately 42.3% of the measured currents flow towards the south-west
and south-south-west for the whole duration of data collection. This directions
corresponds with the direction of flow of the Agulhas current. Based on the
findings by Harris (1978b) the region is influenced by the Natal gyre and the
flow of currents in a south-western direction could be due to an influence of a
counter current in the Natal bight.
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Figure 7.2: ADCP mooring site
Figure 7.2 shows the ADCP mooring site compared with a distance that ex-
tends 50 km offshore. That the Agulhas current does not have direct influence
on currents was also established by (Harris, 1978b).
Preliminary analyses in Chapter 3 and Chapter 6 revealed that some of the
largest energy in the ADCP current velocity spectra could be attributed to
lower frequency processes associated with periods of five days or greater. No
deductions were made with regards to the cause of this periodicities. The effect
of Natal pulses or counter currents associated with them could not be analysed
given the limited data. Satellite images could have made identification of the
Natal pulses possible.
Measurements of temperatures at the ADCP mooring site could not be used
to make any deduction about the Agulhas current or natal pulses either, as
the temperature measurements where collected at one fixed position only. The
temperature measurements change with seasonal changes and they are the only
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measurements available for the study. No other temperature measurements
from a proximate place were available for comparison. Given that the only
information available in this study consisted of Eulerian current measurements,
wave and water level measurements, not much can be deducted about the
Agulhas current.
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Conclusion
In this study the driving forces of currents in a nearshore area are investigated.
The study employs current data that was measured over approximately six
and a half months. Based on literature, some forces including tides, wind,
Stokes drift and the Agulhas current are considered as possible generating
forces. These forces are considered for possibility of driving currents and their
contribution in the generation of the currents is evaluated.
8.1 Brief summary of study
The coastal zone is an attractive area that is sought after for residence, sewage
disposal, building of power plants and many more interests. This area also
supports a variety of fauna and flora. Thus it is in need of protection and
preservation. Any information that aids in the understanding of this zone is
of value to society.
A general discussion of the nearshore area, including its location, the ecosys-
tems it supports as well as the dynamics that are particular to it were presented
in Chapter 1. Chapter 2 described the driving forces of currents in detail, as
well as consider previous studies of these driving forces in the areas in prox-
imity to the ADCP mooring site.
The measured current data were plotted and inspected, autocorrelation anal-
ysis followed by spectral analysis were performed on the current data. Three
levels of current measurements were used at a distance 2.42 m (bottom), 8.92
m (middle) and 15.92 m (near surface) away from the ADCP. The current
speeds and directions were resolved into north-south and east-west velocity
components as well as longshore and cross-shore velocity components. Vari-
ous methods of data presentation were used including summary statistics and
progressive vector diagrams. Autocorrelation and power spectral analysis re-
vealed the periodic nature of the data which led to tidal analysis and other
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analysis.
In Chapter 4, tidal analysis was performed on water levels and currents us-
ing T_Tide. Periodograms of water level measurements revealed that most
of the variation in the water level measurements is concentrated around 12
hours and a small amount at 24 hours. These substantiated previous studies
that revealed the semi-diurnal tidal nature of the study area (Schumann &
Perrins, 1982; Harris, 1978b). Tidal analysis confirmed that the variation in
water levels for the entire study period was due to tidal action. The analysis
on currents involved analysing currents as velocity vectors and evaluating the
variance of measured currents as well as the variance of predicted tidal ve-
locity components to assess the contribution of tides to the generation of the
currents. Tides did not contribute significantly to the generation of nearshore
currents.
Chapter 5 explores the effect of Stokes drift on the driving of the currents.
Stokes drift is computed from collected wave data which includes significant
wave heights, peak wave period and wave directions. The standard deviations
of the Stokes drift are compared with the standard deviations of the measured
current velocities and the importance of Stokes drift in current velocities is
evaluated. It was found that the Stokes drift has a negligible contribution to
the nearshore currents.
The effect of the wind on surface currents is analysed through the employment
of wind roses and the duration that the wind blows from a particular direc-
tion is compared with the duration that the current flow towards a particular
direction. Common tendencies may imply dependence of the current on the
wind. In addition, progressive vector diagrams of currents and winds are also
utilized to provide visual comparison. Correlograms of currents and winds are
also analysed, significant time scales of the wind and current are compared for
any similarity for further substantiation of whether the wind is a driving force
of the currents. Lagged cross-correlation between the two variables are also
computed to evaluate the response time of the current to changes in the wind,
and levels of correlation. Lastly periodograms of currents and winds are com-
pared to observe any similarity in variation. These analyses were performed
in Chapter 6, where wind was found to be a driving force of surface currents.
This study is concluded by a small section in Chapter 7 discussing the Agulhas
current. Given the limited data used in this study, no educated deductions
could be made with regards to the Agulhas current. The tendency of the
nearshore current to flow in the general direction of the Agulhas current and
results found in literature are used to make an assumption that the Agulhas
current may be indirectly influencing nearshore currents.
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8.2 Findings
The measurements at 2.42 m had an average speed of 7.73 cm/s and the cur-
rents mainly flowed towards the south-west more often followed by north-east.
At 8.92 m, the currents flow towards the south-west followed by north-east.
The flow in other directions was very minimal and the average speed was
10.15 cm/s. At 15.92 m, the currents also flowed towards the south and south-
south-west, followed by the north-east direction. The average speed is 24.71
cm/s. Standard deviations from the mean current velocities varied from 18.07
cm/s near the surface to 5.82 cm/s at the bottom. These high standard de-
viations from mean current velocities indicated the swift changing nature of
the water flow at the ADCP mooring site, such that the currents experienced
sudden and recurrent changes in both speed and direction.
The techniques used in the various chapters for analysis were not all equally
useful, so their effectiveness can be discussed. Progressive vector diagrams
were reliable for short periods of time and showed the intensity of currents and
their general directions. Autocorrelation was not very useful in the periodic
unfiltered time series of currents as it only revealed periodicities which were
properly brought out by power spectral analysis. Power spectral analysis is
also better carried out using a modified periodogram. T_Tide was useful and
gave satisfactory results in the analysis of tides. Stokes drift estimation tech-
nique was also efficient. In the analysis of wind and surface currents, wind and
current roses together with duration analysis provided a rough idea of how the
wind and currents related while progressive vector diagrams substantiated the
relation. Autocorrelation was slightly beneficial, and lagged cross-correlation
was very important in drawing conclusion on wind and currents. Power spec-
tral analysis was not useful with regards to wind and current analysis. Finally,
the conclusion that the Agulhas current is an indirect generator of nearshore
currents is based on previous studies as there was not enough information in
this study to draw any concrete conclusion.
Tides
Tidal analysis on water levels revealed recognizable variability at the 12 hour
period which coincides with semi-diurnal tides. Almost all the variability in
water levels were caused by tides. The waters are dominated by a semi-diurnal
and micro-tidal system as tidal amplitude hardly exceeds 2 m.
Tidal analysis on currents produced other results. Tidal velocities were small,
but increased from the sea bed towards the surface. Tidal action also seem to
have a predominant effect in the cross-shore velocity components as opposed
to longshore ones near the surface. All in all, tidal velocity accounts for a
limited portion of current velocities. The highest contribution to variance
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by tidal currents is at most 37.1%, which occurs at the surface in the cross-
shore direction. The findings in this study agrees with previous studies which
discovered the limited role of tides in the generation of currents (Schumann &
Perrins, 1982; Harris, 1978b).
Stokes drift
Stokes drift is of minimal importance in the generation of currents at the
ADCP mooring site. Estimates of Stokes drift are of very little magnitude
compared to the magnitude of the currents. Its effect to variability of nearshore
currents is negligible, contributing by at most 6.7% to the variance of currents
in the cross-shore direction. The findings are in agreement with the findings
by Godin (1948) that in areas that are not characterized by high tides and
high amplitude waves Stokes drift is of less than secondary importance.
Wind
There is a high correlation between the wind and currents. During the period of
data collection winds predominantly blew from east-north-east while currents
flowed towards west-south-west. That the wind is a driving force of currents is
established although the extent was not exactly quantified. The findings agree
with those established by Schumann (1988) and Harris (1978b) with regards
to winds being driving forces of currents at the ADCP mooring site.
Agulhas current
The modal direction of flow of the currents in this study was towards the south-
west (regardless of weather conditions), which is the same direction followed by
the offshore Agulhas current and counter currents opposite to the Natal gyre.
Based on previous studies, the Natal gyre and the counter-clockwise currents
formed in the Natal Bight do influence the nearshore currents (Harris, 1978b).
By reviewing the results of all the analysis in this study with regards to Equa-
tion (1.2.1), it is clear that the techniques chosen only resulted in the quantifi-
cation of tidal currents (ut) and the wave phenomenon called Stokes drift (us).
Wind currents (uw) could not be quantified and currents driven by the Agulhas
current (ub) could not be resolved. In order of importance, uw > ut > us, ub
cannot be quantified as there was not enough information in this study for an
in depth analysis.
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8.3 Future recommendations
• Investigate if the linear addition that was provided in Equation (1.2.1) is
appropriate. The reason for this is that currents are vectors and currents
resulting from different contributors move in different directions.
• Use sea surface temperature (SST) and altimetry to observe the presence
of natal pulses and any variability related to the Agulhas current.
• Use a longer data set to allow for the resolution of more tidal constituents
and the the ability to identify the effect of seasonal variations.
• Apply cross-spectral analysis to wind and currents data.
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Current data
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Figure A.1: A depiction of some of the current and water level measurements in original file.
Series Data
Broadband 614.4 kHz
Pings/Ens =
Time/Ping = 00:01.00
First Ensemble Date = 12/06/08
First Ensemble Time = 09:00:00.00
Ensemble Interval (s) =
1st Bin Range (m) =
Bin Size (m) =
2.42 2.92 3.42 3.92 4.42 4.92 5.42 5.92 6.42 6.92 7.42 7.92 8.42 8.92 9.42 9.92 10.42 10.92
Ens Tem Dep Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag Mag
deg m mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s mm/s
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 2012/06/08 09:00 21.56 16.516 4.9 3.7 3.3 5.7 3.5 3 2.8 4.3 2.2 3.3 3.7 3 4.1 4.4 2.3 1.9 1.3 1.4
2 2012/06/08 09:20 21.75 16.086 3.1 4.5 5.7 4.4 4.3 2.8 2.9 3.9 4.4 3.8 3.6 3.1 2.1 2.3 2.6 3.8 2.9 1.1
3 2012/06/08 09:40 21.82 15.97 4.7 3.2 4.7 6.6 7.7 6.1 6.4 1 3.3 4.4 5.2 2.8 3.1 2.5 2.8 4.7 2.2 2.4
4 2012/06/08 10:00 21.9 15.846 1.9 0.4 4.9 3.9 3.3 6 6.3 5.2 4.9 1.1 0.9 1.1 1.1 1.8 2.1 0.7 3 3.5
5 2012/06/08 10:20 21.96 15.726 2.2 2.4 2.4 3.7 4.8 4.3 3.4 2.7 2.6 2.7 1.4 1.4 2.8 3 1 2.2 3 3.5
6 2012/06/08 10:40 21.95 15.638 3.1 1.7 3.6 5.6 6.2 5.6 6.1 6.5 6.6 4.1 3.9 4.5 2.5 2.8 5.7 2.5 5.1 4.7
7 2012/06/08 11:00 21.96 15.546 3.9 3.2 4.8 4 5.4 4.2 6.7 5.8 6.4 3.3 3.7 7.9 4.7 6.6 5.1 4.9 6.9 4.1
8 2012/06/08 11:20 21.94 15.466 4.7 5.9 4.4 5.8 4.3 5.2 3.7 4.1 4.5 5.8 6.7 5.8 6.3 6.3 6.2 6.1 5.4 5.9
9 2012/06/08 11:40 21.96 15.403 7 4.6 5.1 3.8 7.5 7.4 8.3 5 4.7 7.2 2.1 4.4 6.3 5.6 7 8.2 6.8 5.1
10 2012/06/08 12:00 21.94 15.418 2.7 4.5 3.2 5.7 5.1 5.7 4.2 5.2 4.1 4.4 5.9 7.6 8.5 7 6.6 7.8 4.2 6.9
11 2012/06/08 12:20 21.89 15.368 5.3 8.4 8.8 11 10 8.5 9.3 10.7 8.7 8.7 6.1 7.2 6.3 8.5 5.2 6.2 4.5 8.1
12 2012/06/08 12:40 21.84 15.371 5 8.6 9.9 9.7 9.9 9.4 10.4 9.1 6.3 9.2 6.1 5.2 6.5 7.4 8 7.2 6.9 5.9
13 2012/06/08 13:00 21.85 15.398 10.1 7.9 7.6 8.4 8.9 8.5 7.4 9.9 7.2 7.4 7.6 7 5.5 6.6 8.2 5.5 5 5.8
14 2012/06/08 13:20 21.86 15.467 7.6 6.4 6.7 7.2 7.5 8 8.8 6.9 7.2 8 7 7.9 6.6 6.6 6.9 8.6 7.5 9.3
15 2012/06/08 13:40 21.89 15.572 4.7 4.2 8.1 9.9 9.7 7.7 7.3 8.6 5.3 6.2 8.9 6.6 6.3 8.3 7.5 5.4 8.5 5.4
16 2012/06/08 14:00 21.92 15.616 6.6 7 9.4 9.3 7.2 9.2 10.3 8.3 7.9 7.2 8.1 7.4 4.6 8.1 9.2 6.7 6.5 7.6
17 2012/06/08 14:20 21.96 15.735 5.8 6.4 6.2 6.8 5.8 6.1 5.4 5.3 6.4 7 5.9 5.1 7 5.6 2.9 5.8 6.1 8.3
18 2012/06/08 14:40 22.01 15.798 7.8 7.5 7.6 7.6 8.7 8.3 5.1 5.4 5.7 5.6 6 7.5 5.9 4.2 6.3 6.9 6.2 7.4
19 2012/06/08 15:00 22.03 15.947 8.2 4.9 7.9 9.6 6.9 7.5 6.9 6.1 5.7 6.8 6.4 4.1 6.3 3 5.3 7.6 4.9 3.9
20 2012/06/08 15:20 22.04 16.079 6.3 5 6 6.6 5.5 4.9 3.2 5.7 5.6 4.6 1.9 2.3 3.3 2.7 6.1 6.2 5.8 4
21 2012/06/08 15:40 22.07 16.165 4 5.7 5.3 7.9 5.9 5.2 8 6.7 5.4 3.5 5.6 4.9 6.1 5.9 5.6 3.6 3.2 4.4
22 2012/06/08 16:00 22.08 16.312 5.3 4.3 4.5 5 5.6 4.1 4.8 3.3 7.5 1.8 2.8 4.3 2.8 5.1 2.8 4 3.4 4.4
23 2012/06/08 16:20 22.09 16.43 4.9 4 6.1 5.8 4.7 5.2 6.6 3.9 2.1 5.8 4.1 1.5 2.1 3.8 2.7 3.5 1.4 3.2
24 2012/06/08 16:40 22.11 16.56 7.1 5.6 3.5 4.7 3.7 8.2 5.6 5.2 3.7 4.2 5.1 5.3 4.8 1 3.8 4.3 3 1.9
25 2012/06/08 17:00 22.13 16.618 3.5 2.5 4.3 5.4 5.2 5.3 4.3 6.6 3.4 2.1 2 5.7 2.7 3.2 5.2 3.3 2.5 3.4
26 2012/06/08 17:20 22.14 16.705 5.7 2.8 2.9 2.7 3 1.3 5.7 2.9 1.8 2.5 2.4 3 4.6 2.9 3 3.1 3.3 3.1
27 2012/06/08 17:40 22.16 16.793 6.5 5.4 3.7 5.7 3.8 1.9 4.4 3.8 1.5 5.9 1.8 2.6 2.8 3.3 1.2 0.5 2.2 4.3
28 2012/06/08 18:00 22.17 16.826 5.5 4.4 2.4 2 0.5 0.9 0.6 0.6 1.6 3.6 3.4 1.1 1.7 2.2 1.4 3.6 0.5 3.5
29 2012/06/08 18:20 22.17 16.834 7.2 3.7 0.8 1.9 3.7 0.8 5.4 2.7 1.8 1.7 3 0.7 1 2.2 0.9 0.1 1.4 1.9
30 2012/06/08 18:40 22.18 16.88 5.4 1.5 2.7 1.1 3.7 2.1 2.7 0.3 3.1 0.6 1.3 1.7 0.4 0.1 0.8 2.9 0.4 1.5
31 2012/06/08 19:00 22.2 16.859 6.7 1.8 3 3.9 4.1 3.4 4 1.4 1.3 1.1 3.8 3.8 2.2 2 1.5 3.6 2.8 2.6
32 2012/06/08 19:20 22.2 16.833 5.4 2.9 1.3 2.6 2.3 1.6 3 1.2 2.3 3.4 0.7 2 1.9 2.2 1.6 3.7 2.2 1.7
33 2012/06/08 19:40 22.2 16.808 5.2 3.2 2.3 3.7 1.9 2.6 0.5 3.6 3.8 4.7 2.5 3.9 3.3 2.5 4.5 2.6 3 2.8
34 2012/06/08 20:00 22.23 16.707 6.1 3.1 2.9 0.9 2.8 3.5 1.4 3 2.6 1.2 3.3 1.6 4.2 1.6 3.2 3.2 2.5 2.8
35 2012/06/08 20:20 22.22 16.634 7.3 5.6 1.1 4.7 2.7 3 3 1.3 2.1 2.6 1 4.7 2.2 2.8 2.1 3.4 4.1 2.5
36 2012/06/08 20:40 22.25 16.533 8.4 4.4 0.8 2.8 2.8 3.8 1.9 1.4 3.2 2.1 2.7 1.4 0.3 2.8 3.1 4 4.3 2.1
37 2012/06/08 21:00 22.26 16.454 5.1 2.4 2.5 1.8 1.2 0.2 1.5 3.2 1.9 1.8 0.7 1.5 1.2 3.6 3.2 3.5 1.8 3.1
38 2012/06/08 21:20 22.26 16.326 5.3 0.6 2 2.1 1.7 2.9 2.4 3 2.7 2.2 3.3 0.9 3.3 1.1 2.8 2.7 1.7 2.9
39 2012/06/08 21:40 22.26 16.215 4.8 1.7 0.6 1.6 1.7 1.4 2.1 1.1 2.1 2.7 1.2 3 0.9 2.8 1.7 1.6 1.6 2.4
40 2012/06/08 22:00 22.28 16.119 5.6 1.9 2.3 3 2.1 3.4 2 2.7 3.1 1.6 0.9 2.3 2.5 2.9 1.4 3.9 0.7 0.6
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Table A.1: The mean speeds for all seven periods at all twenty nine bins or dis-
tances measured from the ADCP.
Mean peed (cm/s)
Level Period 0 Period 1 Period 2 Period 3 Period 4 Period 5 Period 6
2.42 m 7.55 9.81 6.68 7.63 5.85 8.76 8.20
2.92 m 7.49 8.23 6.77 7.87 6.13 8.51 8.40
3.42 m 7.60 7.76 6.61 8.14 6.17 8.65 8.65
3.92 m 7.81 7.86 6.63 8.45 6.40 8.93 8.86
4.42 m 8.01 7.90 6.73 8.69 6.64 9.22 9.10
4.92 m 8.32 7.99 6.88 8.95 6.81 9.57 9.41
5.42 m 8.47 8.08 7.05 9.25 7.07 9.90 9.65
5.92 m 8.67 8.18 7.18 9.49 7.27 10.22 9.89
6.42 m 8.90 8.31 7.38 9.73 7.51 10.53 10.15
6.92 m 8.91 8.38 7.46 9.95 7.74 10.89 10.46
7.42 m 9.18 8.47 7.62 10.24 7.99 11.25 10.78
7.92 m 9.31 8.62 7.72 10.47 8.26 11.54 11.08
8.42 m 9.48 8.69 7.89 10.74 8.59 11.90 11.37
8.92 m 9.61 8.80 8.05 10.93 8.89 12.26 11.67
9.42 m 9.75 8.94 8.12 11.22 9.21 12.63 11.94
9.92 m 10.01 9.00 8.28 11.40 9.53 13.01 12.29
10.42 m 10.02 9.06 8.40 11.64 9.91 13.35 12.59
10.92 m 10.25 9.21 8.56 11.90 10.29 13.74 12.93
11.42 m 10.37 9.23 8.67 12.15 10.67 14.14 13.28
11.92 m 10.41 9.26 8.82 12.42 11.05 14.59 13.61
12.42 m 10.54 9.39 9.00 12.62 11.52 15.00 13.95
12.92 m 10.62 9.60 9.13 12.90 11.92 15.46 14.36
13.42 m 10.77 9.61 9.26 13.20 12.41 15.94 14.98
13.92 m 10.98 9.72 9.47 13.52 13.14 16.62 15.42
14.42 m 11.14 9.99 9.87 14.18 14.03 17.35 16.05
14.92 m 12.28 11.67 11.27 15.89 15.90 18.17 17.06
15.42 m 14.41 14.65 14.41 20.37 18.53 20.19 19.31
15.92 m 23.03 21.89 20.69 26.57 25.36 27.71 24.87
16.42 m 35.41 33.61 31.82 36.67 34.73 37.76 35.82
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX A. CURRENT DATA 136
08/06/12 02/08/12 27/09/12 22/11/12 16/01/13
−80
−60
−40
−20
0
20
40
60
80
100
v
el
o
ci
ty
co
m
p
o
n
en
t
(c
m
/
s)
Time (days)
2.42 m, E-W
2.42 m, N-S
Figure A.2: Time series of the east-west and north-south velocity components at
2.42 m.
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Figure A.3: Time series of the east-west and north-south velocity components at
8.92 m.
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Figure A.4: Time series of the east-west and north-south velocity components at
15.92 m.
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Figure A.5: Picture showing the orientation of the coast where data that is used in this study was collected.
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Figure A.6: Time series of the cross-shore and longshore velocity components at
2.42 m.
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Figure A.7: Time series of the cross-shore and longshore velocity components at
8.92 m.
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Figure A.8: Time series of the cross-shore and longshore velocity components at
15.92 m.
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Figure A.9: PVD of the east-west and north-south velocity components at 2.42 m
for period 1.
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Figure A.10: PVD of the east-west and north-south velocity components at 8.92 m
for period 1.
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Figure A.11: PVD of the east-west and north-south velocity components at
15.92 m for period 1.
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Figure A.12: PVD of the east-west and north-south velocity components at 2.42 m
for period 2.
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Figure A.13: PVD of the east-west and north-south velocity components at 8.92 m
for period 2.
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Figure A.14: PVD of the east-west and north-south velocity components at
15.92 m for period 2.
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Figure A.15: PVD of the east-west and north-south velocity components at 2.42 m
for period 3.
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Figure A.16: PVD of the east-west and north-south velocity components at 8.92 m
for period 3.
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Figure A.17: PVD of the east-west and north-south velocity components at
15.92 m for period 3.
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Figure A.18: PVD of the east-west and north-south velocity components at 2.42 m
for period 4.
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Figure A.19: PVD of the east-west and north-south velocity components at 8.92 m
for period 4.
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Figure A.20: PVD of the east-west and north-south velocity components at
15.92 m for period 4.
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Figure A.21: PVD of the east-west and north-south velocity components at 2.42 m
for period 6.
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Figure A.22: PVD of the east-west and north-south velocity components at 8.92 m
for period 6.
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Figure A.23: PVD of the east-west and north-south velocity components at
15.92 m for period 6.
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Figure A.24: Periodograms of currents for period one and two. In each figure, the
top panel is of east-west velocity components and the bottom panel is of north-south
velocity components.
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Figure A.25: Periodograms of currents for period three and four. In each figure,
the top panel is of east-west velocity components and the bottom panel is of north-
south velocity components.
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Figure A.26: Periodograms of currents for period five and six. In each figure, the
top panel is of east-west velocity components and the bottom panel is of north-south
velocity components.
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX A. CURRENT DATA 148
(1)
10−6 10−5 10−4
105
1010
Frequency (Hz)
P
S
D
((
cm
/
s)
2
/
H
z
)
2.42 m 8.92 m 15.92 m
10−6 10−5 10−4
105
1010
Frequency (Hz)
P
S
D
((
cm
/
s)
2
/
H
z
)
2.42 m 8.92 m 15.92 m
(2)
10−6 10−5 10−4
105
1010
Frequency (Hz)
P
S
D
((
cm
/
s)
2
/
H
z
)
2.42 m 8.92 m 15.92 m
10−6 10−5 10−4
105
1010
Frequency (Hz)
P
S
D
((
cm
/
s)
2
/
H
z
)
2.42 m 8.92 m 15.92 m
Figure A.27: Periodograms of currents for period one and two. In each figure, the
top panel is of east-west velocity components and the bottom panel is of north-south
velocity components. These were obtained through a modified periodogram.
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Figure A.28: Periodograms of currents for period three and four. In each figure,
the top panel is of east-west velocity components and the bottom panel is of north-
south velocity components. These were obtained through a modified periodogram.
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Figure A.29: Periodograms of currents for period five and six. In each figure, the
top panel is of east-west velocity components and the bottom panel is of north-south
velocity components. These were obtained through a modified periodogram.
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Figure A.30: Periodograms of currents for period one and two. In each figure, the
top panel is of longshore velocity components and the bottom panel is of cross-shore
velocity components.
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Figure A.31: Periodograms of currents for period three and four. In each figure,
the top panel is of longshore velocity components and the bottom panel is of cross-
shore velocity components.
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Figure A.32: Periodograms of currents for period five and six. In each figure, the
top panel is of longshore velocity components and the bottom panel is of cross-shore
velocity components.
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Figure A.33: Periodograms of currents for period one and two. In each figure, the
top panel is of longshore velocity components and the bottom panel is of cross-shore
velocity components. These were obtained through a modified periodogram.
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Figure A.34: Periodograms of currents for period three and four. In each figure,
the top panel is of longshore velocity components and the bottom panel is of cross-
shore velocity components. These were obtained through a modified periodogram.
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Figure A.35: Periodograms of currents for period five and six. In each figure, the
top panel is of longshore velocity components and the bottom panel is of cross-shore
velocity components. These were obtained through a modified periodogram.
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function t = auto_c_f(x,n)
% auto_c_f − Calculate autocorrelations for n lags
% >> the_auto_cf = auto_c_f(x,n)
%
% Inputs:
% x − the series to calculate autocorrelation coefficients for,
colum
% vector of size nx1
% n − length of lags, size 1x1 (integer)
%
% Output:
% THE_AUTO_CF − vector of size nx1 containing autocorrelation
coefficients
% (First lag used in calculations is lag 1, 0th lag not
used in calculations)
%
%
% Produces a bar graph of the autocorrelation coefficients.%
Bartlett for testing individual autocorrelation coefficients
= 0.
%
%
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Check Inputs
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
[p1, p2] = size(x) ;
if p2 ~=1
error('Input x must be a column vector of size nx1')
end
[a_1, a_2] = size(n) ;
if ~((a_1==1 & a_2==1) & (n<p1))
error('Input n is an integer, of size 1x1, and must be a
length less than that m of series x')
end
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Beginning of code
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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t = zeros(n,1) ;
global M
M = max(size(x)) ;
global xbar
xbar = mean(x);
% Collect autocorrelation coefficients at each ith lag
for i = 1:n
t(i) = auto_c_f_k(x,i) ;
end
% Plot correlogram
% Plot Bartlet lines
% H_0: rho(tau) = 0 at alpha=0.05
bar(t)
Bart([0 n+.5], (1.96)*(1/sqrt(M))*ones(1,2))
Bart([0 n+.5], (−1.96)*(1/sqrt(M))*ones(1,2))
% Some figure properties
Bart_hi = (1.96)*(1/sqrt(M))+0.05;
Bart_lo = −(1.96)*(1/sqrt(M))−0.05;
bar_hi = max(t)+0.05 ;
bar_lo = −max(t)−0.05 ;
if (abs(Bart_hi) > abs(bar_hi)) % if Bartlett lines may not
appear on graph
axis([0 n+.60 Bart_lo Bart_hi])
else
axis([0 n+.60 bar_lo bar_hi])
end
title('Autocorrelation coefficients')
xlabel('Lags ')
set(gca,'YTick',[−1:.20:1])
% set number of lag labels shown
if (n<28 & n>4)
set(gca,'XTick',floor(linspace(1,n,4)))
elseif (n>=28)
set(gca,'XTick',floor(linspace(1,n,8)))
end
set(gca,'TickLength',[0 0])
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% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% second function
% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
function t2 = auto_c_f_k(x,k)
% AUTO_C_F_K − Autocorrelation at the kth lag
% auto_c_f(x,k)
%
% Inputs:
% x − series to compute autocorrelation coefficients for
% k −the lag at which to compute autocorrelation coefficient
%
global xbar
global M
cross_sum = zeros(M−k,1) ;
% unscaled covariance as numerator,
for i = (k+1):M
cross_sum(i) = (x(i)−xbar)*(x(i−k)−xbar) ;
end
% unscaled variance as denominator,
xvar = (x−xbar)'*(x−xbar) ;
t2 = sum(cross_sum) / xvar ;
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Appendix C
Fast Fourier Transform and
Gibb’s phenomenon
C.1 Fast Fourier transform
Fast Fourier transform (FFT) refers to a fast algorithm that calculates
a discrete Fourier transform (DFT) or inverse DFT. For an even faster
computation, the sample size, N , must be a power of 2. The series can be
padded with zeroes to achieve this.
Given a series of N observations for which N = 2p (where p is a positive
integer), the DFT of this series requires N2 operations. On the other hand,
the FFT algorithm requires only Nlog2N operations (Baher, 2012). This
leads to a reduction in computational time, making FFT more efficient. This
efficiency is important for large values of N , as the DFT has computational
time of order O(N)2 while the FFT has computational time of order O(N)
(Emery & Thomson, 2004). Following is a presentation of how FFT works.
Consider a time series, xt where t = 1, 2, ..., N . To obtain the discrete Fourier
transform Xk = X(k/N∆t) where k = 0, 1, 2, ..., N , the series is divided into
2 halves, Yt and Zt, where Yt = x2t−1, Zt = x2t and t = 1, 2, ..., N/2.
The DFTs are as follows:
Y
N/2
k =
2
N
N/2∑
t=1
yt exp
[
(−i4pitk)
N
]
Z
N/2
k =
2
N
N/2∑
t=1
zt exp
[
(−i4pitk)
N
]
.
The superscripts indicate the number of terms in the expansion. Xt, Yt and Zt
are related since,
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XNk =
2
N
N/2∑
t=1
yt exp
[
(−i4pitk)
N
]
= 1
N
N/2∑
t=1
yt exp
{[
(−i4pitk)
N
(2t− 1)
]
+
[
(−i4pitk)
N
(2t)
]}
= 12exp
[
(i2pik)
N
]
Y
N/2
k +
1
2Z
N/2
k where 0 ≤ k ≤ (N/2)− 1,
and
Y Nk+N/2 = Y
N/2
k ; 0 ≤ k ≤ (N/2)− 1
ZNk+N/2 = Z
N/2
k ; 0 ≤ k ≤ (N/2)− 1.
This implies that:
XNk+N/2 =
1
2exp
[
i
(2pi
N
)(
k + N2
)]
Y
N/2
k +
1
2Z
N/2
k
= −12exp
[
i
(
2pik
N
)]
Y
N/2
k +
1
2Z
N/2
k , 0 ≤ k ≤ (N/2)− 1.
As a result,
XNk =
1
2exp
[
i
(
2pik
N
)]
Y
N/2
k +
1
2Z
N/2
k , 0 ≤ k ≤ (N/2)− 1
and
XNk−N/2 = −
1
2exp
[
i
(
2pik
N
)]
Y
N/2
k +
1
2Z
N/2
k , 0 ≤ k ≤ (N/2)− 1
This explains how a discrete Fourier transform is obtainable through the two
half series, Zt and Yt, and the advantage of DFT symmetry. Since the size
of each of the series is an even number, N/2, the process can be repeated
numerously, halving the computational cost each time, until the size of the
series is 0 or a prime number.
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C.2 Gibb’s phenomenon
A time series of real data y(tn) can be thought of as a time series of infinite
length with a rectangular window that spans a duration of length T = N∆t
of the data. The estimated discrete PSD is then the convolution of the true
power spectral density (PSD) with the Fourier transform of the rectangular
window. With this window, only a section of the time series is used, as a result
a distorted PSD is produced.
The distorted PSD has a wide central lobe which leaks into its side lobes. The
distortion described here is Gibb’s phenomenon (Emery & Thomson, 2004).
The rectangular window is defined in equation as
wR = 1 |k| ≤ N/2 (C.2.1)
= 0 |k| > N/2.
The windowed result is,
dk = wR(k)Yk,
and is graphically illustrated in Figure C.1.
Figure C.1: A rectangular window w(t). (a) shows the window w(t) in a time
domain, where w(t) = 1 for − T/2 ≤ t ≤ T/2 and 0 otherwise. (b) shows the
frequency response to the window in (a) (Emery & Thomson, 2004)
.
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file name: dbn_wl_02.txt
date: 03-Nov-2015
nobs = 13966, ngood = 12860, record length (days) = 193.97
start time: 06-Jul-2012 11:00:00
rayleigh criterion = 1.0
Greenwich phase computed with nodal corrections applied to
amplitude \n and phase relative to center time
x0= 4.02, x trend= 0
var(x)= 575.4326 var(xp)= 11.6826 var(xres)= 564.0556
percent var predicted/var original= 2.0 %
tidal amplitude and phase with 95% CI estimates
tide freq amp amp_err pha pha_err snr
SSA 0.0002282 1.7409 4.218 191.10 138.83 0.17
MM 0.0015122 1.4396 4.218 73.30 167.89 0.12
MSF 0.0028219 2.2553 4.218 40.69 107.17 0.29
MF 0.0030501 3.6837 4.218 162.33 65.61 0.76
*ALP1 0.0343966 1.1881 1.091 324.42 57.32 1.2
2Q1 0.0357064 0.1720 1.091 245.11 395.13 0.025
Q1 0.0372185 0.1748 1.091 37.75 388.82 0.026
O1 0.0387307 0.9938 1.091 242.56 68.25 0.83
TAU1 0.0389588 0.9334 1.091 331.03 59.83 0.73
*BET1 0.0400404 1.3771 1.091 216.52 50.42 1.6
NO1 0.0402686 0.6650 1.091 247.78 148.71 0.37
P1 0.0415526 0.6813 1.091 221.91 91.12 0.39
*K1 0.0417807 1.6955 1.091 12.78 38.85 2.4
*PHI1 0.0420089 1.4493 1.091 197.24 42.81 1.8
J1 0.0432929 0.1957 1.091 21.98 336.07 0.032
*SO1 0.0446027 1.2551 1.091 302.13 54.10 1.3
OO1 0.0448308 0.6663 1.091 297.33 150.49 0.37
UPS1 0.0463430 0.7801 1.091 342.76 117.28 0.51
EPS2 0.0761773 0.2249 1.069 177.38 255.33 0.044
MU2 0.0776895 0.4384 1.069 179.69 135.29 0.17
N2 0.0789992 0.2108 1.069 252.87 285.66 0.039
*M2 0.0805114 2.2345 1.069 291.58 26.85 4.4
*MKS2 0.0807396 1.1382 1.069 77.16 61.09 1.1
L2 0.0820236 0.5277 1.069 276.07 96.68 0.24
*S2 0.0833333 1.9516 1.069 336.59 31.41 3.3
K2 0.0835615 0.6564 1.069 66.33 107.96 0.38
MSN2 0.0848455 0.1592 1.069 64.28 371.07 0.022
ETA2 0.0850736 0.6164 1.069 151.39 110.00 0.33
MO3 0.1192421 0.1370 0.525 319.20 233.44 0.068
M3 0.1207671 0.3783 0.525 89.08 77.09 0.52
*SO3 0.1220640 0.5565 0.525 352.01 58.70 1.1
*MK3 0.1222921 1.1540 0.525 263.17 26.91 4.8
*SK3 0.1251141 0.5801 0.525 252.65 54.67 1.2
*MN4 0.1595106 0.6571 0.557 185.32 46.80 1.4
*M4 0.1610228 0.8668 0.557 178.63 35.36 2.4
SN4 0.1623326 0.3883 0.557 126.45 80.90 0.49
*MS4 0.1638447 0.9701 0.557 219.34 32.27 3
MK4 0.1640729 0.3310 0.557 5.07 109.36 0.35
S4 0.1666667 0.2701 0.557 238.48 118.40 0.24
SK4 0.1668948 0.5372 0.557 197.33 68.84 0.93
*2MK5 0.2028035 0.3417 0.301 167.27 51.14 1.3
2SK5 0.2084474 0.1038 0.301 93.03 175.57 0.12
2MN6 0.2400221 0.1204 0.282 346.26 126.83 0.18
M6 0.2415342 0.1620 0.282 263.97 93.95 0.33
*2MS6 0.2443561 0.3287 0.282 282.87 47.30 1.4
2MK6 0.2445843 0.1403 0.282 196.64 128.15 0.25
2SM6 0.2471781 0.0440 0.282 142.19 360.95 0.024
MSK6 0.2474062 0.2261 0.282 156.98 81.23 0.64
3MK7 0.2833149 0.1163 0.222 22.07 108.59 0.27
*M8 0.3220456 0.2197 0.177 167.34 42.51 1.5
Figure D.1: T_Tide output for water levels.
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file name: ux_uy_1592_fin01.txt
date: 26-Oct-2015
nobs = 13966, ngood = 12860, record length (days) = 193.97
start time: 06-Jul-2012 11:00:00
rayleigh criterion = 1.0
Greenwich phase computed with nodal corrections applied to
amplitude \n and phase relative to center time
x0= 1.13, x trend= 0
var(x)= 335.5076 var(xp)= 77.6791 var(xres)= 258.2277
percent var predicted/var original= 23.2 %
y0= 4.22, x trend= 0
var(y)= 469.0296 var(yp)= 30.4179 var(yres)= 439.5029
percent var predicted/var original= 6.5 %
ellipse parameters with 95%% CI estimates
tide freq major emaj minor emin inc einc pha epha snr
SSA 0.0002282 1.800 3.630 -0.454 2.52 67.27 91.22 187.17 125.23 0.25
MM 0.0015122 1.441 3.379 0.083 2.85 54.92 113.95 73.47 134.93 0.18
*MSF 0.0028219 4.233 2.241 -0.106 3.81 174.17 51.63 222.97 30.37 3.6
*MF 0.0030501 4.239 3.798 -0.216 2.26 81.69 30.78 160.67 51.49 1.2
*ALP1 0.0343966 1.188 0.885 0.311 0.87 52.41 50.91 324.53 51.54 1.8
2Q1 0.0357064 0.668 0.874 0.171 0.88 140.32 90.89 328.57 90.07 0.58
Q1 0.0372185 0.507 0.878 0.166 0.88 135.31 127.33 108.02 127.27 0.33
*O1 0.0387307 2.571 0.867 -0.948 0.89 149.20 26.47 133.65 25.95 8.8
*TAU1 0.0389588 1.948 0.895 0.296 0.86 114.63 23.49 347.40 24.32 4.7
*BET1 0.0400404 1.380 0.881 -0.521 0.88 47.96 50.42 218.05 50.64 2.5
NO1 0.0402686 0.784 0.902 -0.082 0.85 84.24 100.41 244.02 105.93 0.76
*P1 0.0415526 3.586 0.881 0.313 0.88 132.25 14.07 248.79 14.14 17
*K1 0.0417807 4.170 0.866 1.606 0.89 150.11 16.17 123.10 15.84 23
*PHI1 0.0420089 1.867 0.855 0.640 0.90 9.84 32.71 180.01 31.38 4.8
J1 0.0432929 0.196 0.883 0.065 0.87 49.90 318.89 21.29 321.33 0.049
*SO1 0.0446027 1.362 0.866 0.191 0.89 28.88 41.94 298.70 40.76 2.5
*OO1 0.0448308 1.237 0.855 0.236 0.90 172.88 70.68 99.67 67.21 2.1
UPS1 0.0463430 0.782 0.881 0.151 0.88 47.76 99.44 341.94 99.94 0.79
EPS2 0.0761773 0.444 0.758 -0.199 1.05 157.45 167.78 55.68 135.19 0.34
*MU2 0.0776895 1.462 0.915 0.408 0.92 135.39 39.35 247.13 39.14 2.6
*N2 0.0789992 1.165 0.791 -0.020 1.03 152.37 49.83 78.34 38.29 2.2
*M2 0.0805114 7.312 0.746 0.435 1.06 159.47 8.20 100.88 5.77 96
*MKS2 0.0807396 1.210 1.082 -0.578 0.72 74.73 61.63 65.85 79.12 1.2
*L2 0.0820236 0.847 0.680 -0.075 1.11 0.25 62.96 282.45 39.01 1.6
*S2 0.0833333 3.487 0.692 1.085 1.10 171.31 20.39 127.60 14.06 25
*K2 0.0835615 2.296 0.984 0.071 0.85 125.48 24.53 72.31 28.46 5.4
MSN2 0.0848455 0.219 0.683 -0.124 1.10 175.48 432.58 284.76 342.02 0.1
Figure D.2: Part 1 of T_Tide output for east-west and north-south velocity com-
ponents at 15.92 m.
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ETA2 0.0850736 0.616 0.973 -0.551 0.86 52.83 624.86 150.65 633.47 0.4
MO3 0.1192421 0.492 0.518 0.131 0.52 137.28 71.57 32.02 71.45 0.9
*M3 0.1207671 0.712 0.512 0.069 0.52 173.66 41.53 260.10 40.52 1.9
*SO3 0.1220640 2.416 0.514 -0.014 0.52 155.31 13.46 173.40 13.23 22
*MK3 0.1222921 3.075 0.513 0.521 0.52 161.87 10.51 58.07 10.31 36
*SK3 0.1251141 1.820 0.513 -0.042 0.52 160.54 17.39 76.60 17.04 13
*MN4 0.1595106 1.560 0.507 0.165 0.50 166.20 18.00 352.07 18.25 9.5
*M4 0.1610228 3.520 0.506 -0.322 0.50 155.27 7.93 19.84 8.01 48
SN4 0.1623326 0.442 0.500 -0.126 0.51 81.84 73.31 117.15 72.35 0.78
*MS4 0.1638447 3.494 0.507 -0.166 0.50 157.90 8.08 48.80 8.18 48
*MK4 0.1640729 1.508 0.503 -0.032 0.50 129.38 21.76 359.63 21.69 9
S4 0.1666667 0.350 0.500 -0.200 0.51 102.68 142.14 203.56 141.09 0.49
*SK4 0.1668948 0.664 0.507 0.230 0.50 13.15 60.15 181.76 60.83 1.7
*2MK5 0.2028035 0.678 0.319 0.192 0.29 167.76 28.10 316.80 30.62 4.5
2SK5 0.2084474 0.133 0.287 -0.062 0.32 97.21 201.56 67.78 188.20 0.22
*2MN6 0.2400221 0.461 0.328 0.044 0.29 156.14 33.97 145.69 38.95 2
*M6 0.2415342 0.651 0.324 -0.124 0.29 151.37 25.47 133.09 28.26 4
*2MS6 0.2443561 1.347 0.324 -0.247 0.29 151.42 12.52 150.73 13.90 17
*2MK6 0.2445843 0.372 0.292 -0.032 0.32 120.35 55.86 184.44 50.57 1.6
*2SM6 0.2471781 0.676 0.311 0.018 0.30 138.61 25.29 166.88 25.96 4.7
*MSK6 0.2474062 0.548 0.297 0.171 0.32 125.51 43.56 203.54 41.23 3.4
3MK7 0.2833149 0.229 0.246 0.038 0.20 171.14 53.05 185.35 63.41 0.87
*M8 0.3220456 0.550 0.189 -0.168 0.17 157.69 18.64 34.78 20.73 8.5
total var= 804.5372 pred var= 108.097
percent total var predicted/var original= 13.4 %
Figure D.3: Part 2 of T_Tide output for east-west and north-south velocity com-
ponents at 15.92 m.
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Figure E.1: Power spectral density graph of water level measurements and residual
water levels after de-tiding for the whole period.
Variances for the whole period
Depth East(%) North(%) Total (%)
2.42 m 35.0(7.9%) 50.4( 8.2%) 85.4(8.1%)
8.92 m 37.2(2.9%) 104.8(3.4%) 142.0(3.3%)
15.92 m 335.5(23.2%) 469.0(6.5%) 804.5(13.4%)
Table E.1: Variances of East and North current components and combined (to-
tal) variance with the fraction (in percentage) of each variance due to the tidal
constituents presented for the three current records for the whole period. Variance
given in (cm/s)2.
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Table E.1 shows the variances of east-west and north-south velocity compo-
nents, total variances and percentages of tidal contributions to the variances
for the whole study period. The table presents an increase in tidal contribution
to variance from the middle, through the bottom to the near surface in the
east-west velocity components. In the north-south velocity components, tidal
contribution to variance increases from the middle, through the near surface to
the near bottom. The total contribution to variance is smallest at the middle
and highest at the near surface.
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Figure E.2: Power spectral density plots of current measurements and residual
currents for the whole period at 2.42 m. The top panel represents east-west velocity
components and the bottom panel represents north-south velocity components.
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Figure E.3: Power spectral density plots of current measurements and residual
currents for the whole period at 8.92 m. The top panel represents east-west velocity
components and the bottom panel represents north-south velocity components.
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Figure E.4: Power spectral density plots of current measurements and residual
currents for the whole period at 15.92 m. The top panel represents east-west velocity
components and the bottom panel represents north-south velocity components.
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Variances for the whole period
Depth Longshore(%) Cross-shore(%)
2.42 m 60.6(6.0%) 24.7( 7.4%)
8.92 m 3130.5(3.1%) 11.5(7.7%)
15.92 m 575.4(2.1%) 229.1(37.1%)
Table E.2: Variances of longshore and cross-shore current components with a
fraction (in percentage) of each variance due to tidal constituents presented for the
whole period. Variance given in (cm/s)2.
Table E.2 shows the variances of cross-shore and longshore velocity compo-
nents, total variances and percentages of tidal contributions to the variances
for the whole study period. The table presents tidal contribution to variance
in the longshore velocity components to be largest at the bottom, followed by
the middle and then it is smallest near the surface. In the cross-shore com-
ponents the tidal contribution to variance is smallest at the bottom, followed
by the middle, and then it is largest near the surface The table also show the
effect of tides in the cross-shore velocity components to be larger than that in
the longshore velocity components.
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Figure E.5: Power spectral density plots of current measurements and residual cur-
rents for the whole period at 2.42 m. The top panel (1) represents longshore velocity
components and the bottom panel (2) represents cross-shore velocity components.
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Figure E.6: Power spectral density plots of current measurements and residual cur-
rents for the whole period at 8.92 m. The top panel (3) represents longshore velocity
components and the bottom panel (4) represents cross-shore velocity components.
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Figure E.7: Power spectral density plots of current measurements and residual
currents for the whole period at 15.92 m. The top panel (5) represents longshore
velocity components and the bottom panel (6) represents cross-shore velocity com-
ponents.
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Figure F.1: LS Wind autocor-
relation (1)
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Figure F.2: LS Current auto-
correlation (1)
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Figure F.3: LS Wind autocor-
relation (2)
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Figure F.4: LS Current auto-
correlation (2)
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Figure F.5: LS Wind autocor-
relation (3)
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Figure F.6: LS Current auto-
correlation (3)
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Figure F.7: LS Wind auto-
correlation (4)
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Figure F.8: LS Current au-
tocorrelation (4)
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Figure F.9: LS Wind auto-
correlation (5)
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Figure F.10: LS Current
autocorrelation (5)
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Figure F.11: LS Wind au-
tocorrelation (6)
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Figure F.12: LS Current
autocorrelation (6)
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Figure F.13: CS Wind autocor-
relation (1)
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Figure F.14: CS Current auto-
correlation (1)
0 100 200 300 400
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Time offset (minutes)
C
ro
ss
-s
h
o
re
w
in
d
a
u
to
co
co
rr
el
a
ti
o
n
Figure F.15: CS Wind autocor-
relation (2)
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Figure F.16: CS Current auto-
correlation (2)
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Figure F.17: CS Wind autocor-
relation (3)
0 100 200 300
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Time offset (minutes)
C
ro
ss
-s
h
o
re
cu
rr
en
t
a
u
to
co
co
rr
el
a
ti
o
n
Figure F.18: CS Current auto-
correlation (3)
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Figure F.19: CS Wind autocor-
relation (4)
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Figure F.20: CS Current auto-
correlation (4)
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Figure F.21: CS Wind autocor-
relation (5)
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Figure F.22: CS Current auto-
correlation (5)
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Figure F.23: CS Wind autocor-
relation (6)
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Figure F.24: CS Current auto-
correlation (6)
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Figure F.25: Lagged longshore cross-correlation function of wind and currents for
period one (1) and period two (2).
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Figure F.26: Lagged longshore cross-correlation function of wind and currents for
period three (3) and period six (4).
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Figure F.27: Lagged cross-shore cross-correlation function of wind and currents
for period one (1) and period two (2).
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Figure F.28: Lagged cross-shore cross-correlation function of wind and currents
for period three (3) and period six (4).
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Figure F.29: Modified periodogram of currents and wind for period one (1) and
period two (2).
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Figure F.30: Modified periodogram of currents and wind for period three (3) and
period six (4).
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