We introduce a method, based on the Poincaré-Hopf index theorem, to classify solutions to overdetermined problems for fully nonlinear elliptic equations in domains diffeomorphic to a closed disk. Applications to some well-known nonlinear elliptic PDEs are provided. Our result can be seen as the analogue of Hopf's uniqueness theorem for constant mean curvature spheres, but for the general analytic context of overdetermined elliptic problems.
Introduction
The following famous theorem by Serrin [25] is widely regarded as the archetypical result on overdetermined problems for elliptic PDEs: if u ∈ C 2 (Ω) solves where Ω ⊂ R n is a bounded smooth open domain, then Ω is a ball and u is radially symmetric; here c is constant and ν is the interior unit normal of ∂Ω. For the proof, Serrin introduced the method of moving planes, a boundary version for overdetermined elliptic problems of the geometric Alexandrov theorem [1] , according to which compact embedded constant mean curvature (CMC) hypersurfaces in R n+1 are round spheres.
Besides Alexandrov's theorem, the second classical result that models the geometry of compact CMC surfaces is Hopf's theorem [13, 14] : compact simply connected CMC surfaces in R 3 are round spheres. These two theorems are proved by totally different techniques, and complement each other. For instance, while Alexandrov's theorem works for arbitrary dimension and any topological type, Hopf's theorem is specific of dimension two (see Hsiang [15] for counterexamples in higher dimension) and needs the surface to be simply connected (Wente tori [30] are counterexamples for the multiply connected case). On the other hand, Hopf's theorem allows arbitrary self-intersections, and its proof provides important information on the local geometry of any CMC surface. Both results have been extremely influential in surface theory.
In this paper we prove what can be seen as a boundary version for overdetermined elliptic problems of Hopf's theorem. Our theorem somehow completes the general parallelism between compact constant mean curvature theory and overdetermined elliptic problems in bounded domains initiated by Serrin in [25] . For unbounded domains Ω and semilinear elliptic PDEs, this paralellism has been deeply investigated, see e.g. [12, 22, 23, 24, 27] .
The following particular case can be seen as a model situation for our main result (Theorem 2.4). Consider the overdetermined problem where F (D 2 u, Du) = 0 is a C 1,α fully nonlinear elliptic equation, Ω ⊂ R 2 is a bounded C 2 domain and g ∈ C 1 (S 1 ). We will assume that the pair (F, g) satisfies the following compatibility condition, which ensures that (1.2) has solutions, and that we call Property ( * ):
There is some solution u 0 ∈ C 2 (Ω * 0 ) to F (D 2 u, Du) = 0 whose gradient is an orientation preserving diffeomorphism from Ω * 0 onto R 2 , such that u 0 solves (1.2) when restricted to some C 2 bounded domain Ω 0 ⊂ Ω * 0 .
In this situation, and imposing a boundary regularity condition, we will prove: if Ω is simply connected and u ∈ C 2 (Ω) solves (1.2), then up to a translation u = u 0 and Ω = Ω 0 .
There are many well-studied elliptic equations F (D 2 u, Du) = 0 that satisfy Property ( * ), and for which a solution to (1.2) was not previously known, not even for planar simply connected domains; examples will be provided in Section 4. An analogous theorem holds for elliptic equations of the more general form F (D 2 u, Du, u) = 0, although in that case the corresponding Property ( * ) is more involved; see Definition 2.1.
As happens with the classical situation of Alexandrov and Hopf, our theorem complements the previous methods for solving overdetermined elliptic problems (see e.g. [25, 5, 29] ). Our method only works for the particular -but fundamental-case that Ω is a simply connected planar domain, since it depends on the Poincaré-Hopf index theorem. But on the other hand, it works for fully nonlinear elliptic equations without symmetries (the moving planes method is inapplicable in that situation), and for equations for which no P -function (in the sense of Weinberger's approach [29] ) is known. Also, our method does not need to ensure, or impose, that u > 0 or u < 0 in Ω, it works for self-intersecting domains (see Subsection 4.2) and it does not need the solution u to satisfy F (D 2 u, Du, u) = 0 everywhere on Ω (see Subsection 4.3).
We should also observe that the constant overdetermined boundary conditions
as in (1.1) are the natural ones in the case that the PDE F [u] = 0 is rotationally symmetric (and thus it admits radial solutions), but they lose all interest or prominent role when F [u] = 0 is not rotationally invariant. In our situation, the existence of the canonical solution u 0 in Property ( * ) indicates that the Neumann condition in (1.2) is the natural one; see the discussion in Example 2.3. Also, note that when u 0 is radially symmetric, this natural Neumann condition is the constant one in (1.3). There are many works on overdetermined elliptic problems with non-constant associated Neumann conditions, see e.g. [3, 4, 6, 8, 20, 25, 28] .
We have organized the paper as follows. In Section 2 we give some basic definitions about overdetermined elliptic problems and canonical families of solutions to elliptic PDEs of the form F (D 2 u, Du, u) = 0, and we state our main uniqueness result (Theorem 2.4).
In Section 3 we prove Theorem 2.4. The basic idea is to construct, associated to any noncanonical solution to (1.2), a line field on Ω with isolated singularities of negative index that is tangent to ∂Ω, and to derive from there a contradiction with the Poincaré-Hopf theorem using that Ω is simply connected. This type of index strategy originates from Cohn-Vossen's proof of the rigidity of ovaloids in R 3 , and has been previously used in several ways in surface theory. Our proof also uses ideas from our previous work [11] with Gálvez on uniqueness of immersed spheres modeled by elliptic PDEs in three-manifolds, but the proof that we present here is self-contained.
In Section 4 we discuss some direct specific applications of our method to well known fully nonlinear elliptic PDEs such as the equations of prescribed mean or Gaussian curvature. We will also indicate how Theorem 2.4 still holds under weaker conditions, like self-intersecting domains, or functions that do not satisfy the PDE at every point.
It is important to observe that these applications in Section 4 are just some of the most visible consequences of the general index method that we present here, which seems suitable to study in great generality elliptic problems in simply connected planar domains. For example, this index method can be used to classify solutions to fully nonlinear anisotropic problems, in the spirit of [6, 28] ; we will explain this briefly in Section 4. The method is also specially suitable to study nonlinear elliptic equations that might depend on the independent variables (x, y), but which are invariant with respect to some Lie group structure in R 3 different from its canonical abelian structure. However, for the sake of brevity, these lines of inquiry will not be pursued here.
The author is grateful to J.A. Gálvez, A. Enciso and D. Peralta-Salas for helpful discussions.
Statement of the theorem
Throughout this paper, we will let F ∈ C 1,α (U ), where U = R 3 × V ⊂ R 6 with V a convex open set, and so that F = F (z, p, q, r, s, t) satisfies on U the ellipticity condition 4F r F t − F 2 s > 0. We will denote by F [u] = 0 the fully nonlinear elliptic PDE in two variables
Definition 2.1. A canonical family of solutions to (2.1) is a family F = {u t : t ∈ R} of C 2 solutions to (2.1) with the following properties:
The family F is C 1 with respect to the parameter t.
(3) For every (z, p, q) ∈ R 3 there exist a unique t ∈ R such that u t (x, y) = z and
is an orientation preserving diffeomorphism, then the family {u t := u 0 + t : t ∈ R} is a canonical family of solutions to (2.1). For example, the family u t (x, y) := x 2 + y 2 + t is a canonical family of solutions for the Monge-Ampère equation
Let now u 0 = u t ∈ F be a canonical solution for which γ := (u 0 ) −1 (0) is a regular curve contained in Ω = Ω t . Then, γ is a strictly convex regular curve, and if ν denotes the inner unit normal vector along γ associated to the convex domain Ω ⊂ R 2 with ∂Ω = γ, then there exists g ∈ C 1 (S 1 ) such that u 0 solves the overdetermined problem
in Ω,
Note that if u 0 is radially symmetric with respect to some point p 0 ∈ R 2 , the associated function g is constant, and we recover the classical overdetermined conditions (1.3). Definition 2.2. We will call problem (2.2) the natural overdetermined problem associated to the canonical solution u 0 = u t ∈ F to F [u] = 0. Note that each family F gives rise to a oneparameter family of problems (2.2), one for each value t ∈ R where u −1
Example 2.3. The following discussion might be illustrative of why we call (2.2) a natural overdetermined problem. After a change (x, y) → (x, 2y), the linear equation ∆u + 1 = 0 in dimension two changes to (2.3) u xx + 4u yy + 1 = 0, which is no longer rotationally invariant. The radial solutions u(x, y) = a − x 2 +y 2 4
to ∆u + 1 = 0 are transformed into u a (x, y) = a −
16 , which are the simplest solutions to (2.3). These solutions intersect the z = 0 plane when a > 0 along an ellipse, but the intersection angle is not constant anymore, i.e. u a does not satisfy the boundary conditions (1.3). Moreover, these overdetermined constant conditions (1.3) for (2.3) lose all interesting meaning, and in general will not support a solution. Still, by the convexity of u a (x, y) and of the intersection ellipse Ω a , there is a certain function g a : S 1 → R, which can be explicitly calculated, such that
. Thus, we can formulate the natural overdetermined problem for (2.3) as
which will have u a as the solution for which uniqueness is aimed.
Our main theorem is a general uniqueness result for natural overdetermined problems in the case that Ω is diffeomorphic to a closed disk. Specifically, we will consider problem (2.2), where
There is a canonical family of solutions F = {u t : t ∈ R} to (2.1). (3) g ∈ C 1 (S 1 ) is a natural Neumann condition, i.e. it is given by ∂u 0 ∂ν = g(ν) for some u 0 ∈ F that intersects the z = 0 plane along a closed convex curve γ; here ν is the inner unit normal to γ.
In these conditions, we have:
(1) Ω is a translation of the domain Ω 0 bounded by γ, i.e. Ω is of canonical shape.
We should observe that we are making a strong boundary regularity assumption in Theorem 2.4, by requiring that u solves F [u] = 0 on an open domain Ω ε containing Ω. In the real analytic case, this assumption is not necessary. In the general case, Theorem 2.4 likely holds with far less restrictive boundary regularity assumptions, but it is not the purpose of this short note to discuss this aspect.
Proof of Theorem 2.4
Note that, by interior regularity [18] , any C 2 solution to (2.1) is of class C 3,β , 0 < β < 1. Consider the family
By the last two properties in Definition 2.1 it is clear that G depends C 1 smoothly on (a, b, t), and that for every α = (x, y, z, p, q) ∈ R 5 there exists a unique u α ∈ G such that
for some (x, y) ∈ dom(u α ). Thus, we can write G = {u α : α ∈ R 5 }, and this family is C 1 with respect to α. In particular,
defines a C 1 map from R 5 into the space of positive definite symmetric bilinear forms in R 2 .
Let now u ∈ C 2 (Ω ε ) be as in the statement, and consider the map
Clearly, Λ defines a C 1 Riemannian metric on Ω ε . This allows to define a C 1 tensor S on Ω ε given by
for every pair X, Y of tangent vector fields on Ω ε ; the existence of such S follows since D 2 u is symmetric and Λ is positive definite. As S is diagonalizable, at every p ∈ Ω ε where S p is not proportional to the identity there exist exactly two eigenlines for S p , both of them orthogonal with respect to the Riemannian metric Λ at p. Moreover, it is trivial to observe from (3.3) that, at an arbitrary point p ∈ Ω ε , S p (w) = λw for some w = 0 if and only if
for every Y ∈ R 2 , where ξ = (p, u(p), Du(p)).
Assume now that p ∈ Ω ε is a point where S p = λId for some λ ∈ R. By (3.4), this means that
where ξ = (p, u(p), D(p)). But as u ξ and u are both solutions to F [u] = 0, the ellipticity of F implies that (3.5) cannot happen unless λ = 1, i.e. unless S p = Id and D 2 (u − u ξ ) p = 0.
As a result, if O := {p ∈ Ω ε : S p = Id}, we can define on Ω ε \O a pair of C 1 line fields Z 1 , Z 2 , both of them orthogonal with respect to the Riemannian metric Λ, and given by the eigenlines of S. Our next aim is to analyze the behavior of these line fields Z 1 , Z 2 around their singularities, i.e. around points in O. φ(q) = h(q − p) + o(|q − p|) n for q sufficiently close to p, and so that h is harmonic with respect to some coordinates (x ′ , y ′ ) obtained from (x, y) after an affine change of variables. Observe that if φ is identically zero, then p ∈ int(O).
Consider next some p ∈ int(O). So, (3.6) holds. Define a C 1 symmetric bilinear form σ on Ω ε by σ = D 2 u − Λ. Note that for any q ∈ Ω ε we have
Using (3.6) and the definition of Λ, we obtain from (3.7)
which by the mean value theorem applied to Γ, reduces by (3.6) to
In particular, since h is a harmonic homogeneous polynomial of degree n ≥ 3 for the coordinates (x ′ , y ′ ), it follows that det(σ(q)) < 0 for any q ∈ Ω ε in a sufficiently small punctured neighborhood of the point p ∈ O. This implies, in particular, that p is isolated as an element of O, and so that p is an isolated singularity of the two line fields Z 1 , Z 2 .
This proves that O ⊂ Ω ε is composed only by interior points (they correspond to the case where φ vanishes identically around the point) or by isolated points. A simple topological argument ensures then that either O = Ω ε , or O ∩ Ω is a finite (posibly empty) set. Moreover, in the case O = Ω ε we clearly have from the previous argument that u = u ξ for any ξ ∈ R 5 of the form ξ = (p, u(p), Du(p)) for some p ∈ Ω ε .
Next, we will assume that O = Ω ε and obtain a contradiction.
To start, we will show that one of Z 1 , Z 2 is tangent to ∂Ω. First, let us prove that the tangent line to ∂Ω is an eigenline of S for every p ∈ ∂Ω. By previous arguments, this property is equivalent to showing that for each p ∈ ∂Ω there exists some λ = λ(p) so that (3.4) holds for every Y ∈ R 2 , where w is the positively oriented unit tangent vector to ∂Ω at p. Denote ν 0 := ν(0), where ν(s) is the inner unit normal along γ(s). Since the Neumann condition gives ν 0 , Du(p) = g(ν 0 ), we obtain from (3.10)
where κ(p) denotes the curvature of ∂Ω at p.
Let now consider the element u 0 of the canonical family F that solves (2.2). After a translation T : (x, y) → (x + a, y + b), u 0 • T coincides with the element u ξ ∈ G given by the choice ξ = (p, 0, Du(p)). Once here, the same computation applied to u ξ shows that
where κ ξ (p) is the curvature at p of the boundary ∂Ω ξ := (u ξ ) −1 (0) ⊂ R 2 , which by strict convexity of u ξ is always positive. Thus, we see that (3.4) holds at p for Y = w and
Next, if we differentiate the Neumann condition ν(s), Du(γ(s)) = g(ν(s)) and evaluate it at s = 0, a similar computation shows that
Putting together (3.13), (3.14) we see that (3.4) holds at p for Y = ν 0 and λ given by (3.13) . So, by linearity, (3.4) holds for this special value of λ and for all Y ∈ R 2 . Hence, the tangent line to ∂Ω is an eigenline of S at every p ∈ ∂Ω. But now let us recall that:
(1) The eigenlines Z 1 , Z 2 are well defined, unique and continuous at every p ∈ ∂Ω − O, and O ∩ ∂Ω is a finite set. (2) At every p ∈ ∂Ω − O, Z 1 and Z 2 are orthogonal with respect to the metric Λ.
Since ∂Ω is differentiable, this implies that one of the line fields Z 1 , Z 2 is everywhere tangent to ∂Ω, as we wished to show.
Let now p be any point in O; by the previous arguments, p is an isolated point of O and (3.9) holds. The fact that σ is indefinite in a punctured neighborhood of p allows to consider for each q in that punctured neighborhood the null lines (U, V ) of σ q := σ(q), given by σ q (U, U ) = σ q (V, V ) = 0. Similarly, we can consider for any such q the null lines (U h , V h ) of (D 2 h) q . In both cases, these null lines define two continuous line fields around p with an isolated singularity at p. Since h is a homogeneous harmonic polynomial of degree n ≥ 3 in the (x ′ , y ′ ) coordinates, a standard computation shows that the index around p of the null directions of the Hessian of h with respect to (x ′ , y ′ ), which are given by Re(h ζζ dζ 2 ) = 0 where ζ = x ′ + iy ′ , is equal to −(n − 2)/2 < 0. As (x ′ , y ′ ) differ from (x, y) by an affine transformation of R 2 , we conclude that the index of both U h and V h around p is negative. Finally, by (3.9), the index of the line fields U and V around p is also negative.
Let now {e 1 , e 2 } be a basis of eigenvectors of S q . As they are orthogonal with respect to Λ, a simple computation shows that if σ q (w 1 , w 1 ) = 0 for w 1 = x 1 e 1 + x 2 e 2 , then σ q (w 2 , w 2 ) = 0 for w 2 := x 1 e 2 − x 2 e 2 . That is, the eigenlines Z 1 , Z 2 of S bisect (with respect to Λ) the null line fields U, V at every point around p. Thus, Z 1 , Z 2 also have negative index around p.
In this way, we have created a continuous line field Z on Ω ε with only isolated singularities, all of them of negative index, and which is tangent to ∂Ω. Thus, the boundary index of Z as a line field on Ω at these isolated singularities that lie in ∂Ω is one half of their index as singularities of Z in Ω ε . Since Z is tangent along ∂Ω, after topologically identifying Ω with the closed upper hemisphere S + := S 2 + , we can extend Z| S + to a continuous line field on S 2 , by reflecting Z across ∂S + in a symmetric way. In this way, we obtain a continuous line field in S 2 with a finite number of singularities, all of them of negative index. Since the Poincaré-Hopf theorem implies that the sum of the indices of a continuous line field with isolated singularities in S 2 is equal to 2 and this extended line field does not satisfy this property, we reach a contradiction.
Consequently, O = Ω ε , and the function φ = u − u ξ vanishes identically on Ω ε for any ξ ∈ R 5 of the form ξ = (p, u(p), Du(p)) for some p ∈ Ω ε . But now, let us recall that the element u 0 ∈ F that solves (2.2) satisfies u 0 • T = u ξ for some translation T of R 2 and some ξ of the previous form. The statement of the theorem follows then trivially. There are many well-known nonlinear elliptic equations of the form F (Du, D 2 u) = 0 for which one can ensure the existence of a canonical solution u 0 as above, and for every such PDE we can solve its associated natural overdetermined problem on compact simply connected domains via Corollary 4.1. We discuss next some examples.
The Monge-Ampère equation of Minkowski
where W ∈ C 2 (R 2 ) is given by
for a function f > 0 in S 2 such that S 2 x/f (x) dx = 0; by classical works (cf. [17, 21] , see also [16] ), this integral condition ensures the existence of the canonical solution u 0 to (4.2).
2.
Similary, we can consider the prescribed mean curvature equation
where W is given by (4.3) for f ∈ C 2 (S 2 ) with f (−x) = f (x) > 0. In these conditions, seminal work by B. Guan and P. Guan [9] on existence of prescribed mean curvature ovaloids in R n+1 ensures that a canonical solution to (4.4) exists. A general uniqueness theorem for Guan-Guan spheres in R 3 can be found in [10] .
There are other curvature equations similar to (4.2) or (4.4) that also admit this discussion, e.g. the elliptic equation corresponding to Christoffel's problem. Furthermore, as mentioned in the introduction, some functions based on the Wulff shape associated to a smooth norm H = H(ξ 1 , ξ 2 ) in R 2 − {0} act as the canonical example u 0 of fully nonlinear anisotropic elliptic equations of the form
denote, respectively, the trace (anisotropic Laplacian) and determinant of the anisotropic functional
see e.g. [6, pg. 870 ]. Corollary 4.1 lets us solve then the natural overdetermined problem associated to these fully nonlinear anisotropic equations on compact simply connected planar domains Ω ⊂ R 2 , proving in particular that any such solution domain Ω is of Wulff shape. For the anisotropic version Q H [u] = −1 of Serrin's theorem, see [6, 28] . This extension is somehow related to a classical work by Nitsche [19] , who proved that any constant mean curvature disk immersed in R 3 that intersects a sphere along its boundary at a constant angle is a flat disk or a spherical cap. For that, he used that the Hopf differential of a CMC surface in R 3 is a holomorphic quadratic differential that, in suitable conformal parameters, is real along curvature lines of the surface.
The equation at F-umbilics.
Let F = {u t : t ∈ R} be a family of canonical solutions to (2.1), and consider the family G defined in (3.1). Define the set (4.5) W F = {(x, y, u α (x, y), Du α (x, y), λD 2 u α (x, y)) : u α ∈ G, (x, y) ∈ dom(u α ), λ ∈ R}, which is a 6-dimensional subset of R 8 . For a C 2 function u(x, y), we will say for short that With this definition in mind, and going through the proof of Theorem 2.4, it can be checked that the fact that u ∈ C 2 (Ω) satisfies (2.1) is only used around the F-umbilics of u. Thus, the following more general statement holds. We point out that Corollary 4.4 cannot be deduced by moving planes methods, even in the most symmetric cases like Serrin's ∆u + 1 = 0.
