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To quantify quantum optical coherence requires both the
particle- and wave-natures of light. For an ideal laser
beam [1, 2, 3], it can be thought of roughly as the number of
photons emitted consecutively into the beam with the same
phase. This number, C, can be much larger than µ, the num-
ber of photons in the laser itself. The limit on C for an ideal
laser was thought to be of order µ2 [4, 5]. Here, assuming
nothing about the laser operation, only that it produces a
beam with certain properties close to those of an ideal laser
beam, and that it does not have external sources of coher-
ence, we derive an upper bound: C = O(µ4). Moreover, us-
ing the matrix product states (MPSs) method [6, 7, 8, 9], we
find a model that achieves this scaling, and show that it could
in principle be realised using circuit quantum electrodynam-
ics (QED) [10]. Thus C = O(µ2) is only a standard quan-
tum limit (SQL); the ultimate quantum limit, or Heisenberg
limit, is quadratically better.
Quantum theory underpins much modern technological de-
velopment, and sets the ultimate limits to the performance of
devices — the best conceivable performance towards which sci-
entists and engineers can work under the constraint of a given
resource (such as energy or power). In this context, a quan-
tum enhancement exists when the ultimate limit, also known as
a Heisenberg limit, scales better in terms of the resource than
the SQL [11]. The latter is also derived employing quantum
theory, but using a set of ‘standard’ assumptions on how the
device must work. The quadratic quantum enhancement found
in static phase estimation [12, 13] is well known, and there are
many other metrological examples [11, 14]. Here, by contrast,
we prove that there can be a quadratic quantum enhancement
in the production of a physical property of great importance for
both classical and quantum technology: optical coherence.
A laser beam epitomizes optical coherence in all its aspects,
including a long coherence time. This time can be converted
to a dimensionless measure of coherence, C, by multiplying by
N , the number of photons emitted per unit time. This gives,
loosely speaking, the number of photons emitted consecutively
that are mutually coherent; for its relation to other measures of
coherence, see Supplementary Sec. 1F. The quantum limit to the
coherence time was famously studied by Schawlow and Townes
over 60 years ago [4]. However, even more rigorous subsequent
work [5] made assumptions not entailed by fundamental require-
ments such as local conservation of energy. In the 21st century,
our ability to engineer and control quantum systems [15, 16]
∗Centre for Quantum Dynamics, Griffith University, Brisbane, QLD 4111,
Australia
†These authors contributed equally to this work.
‡Department of Physics and Astronomy, Macquarie University, Sydney,
NSW 2109, Australia
§E-mail: h.wiseman@griffith.edu.au
has changed our conception of what is practical. At the same
time, our understanding of quantum processes has been deep-
ened through theoretical and numerical techniques such as oper-
ational super-selection rules (SSRs) [17, 18], and MPSs. Hence
it is plausible that the Schawlow–Townes limit to laser coher-
ence is only a SQL, and that a Heisenberg limit can be proven to
lie beyond it.
Lasers are extremely widely used in science and technology,
and improvement in coherence time is a perennial goal for na-
tional laboratories [19]. Essentially, a laser can be thought of as
a device that creates an optical output field with high coherence,
from inputs that have negligible coherence. Here our measure of
coherence, C, can be defined for general fields as the mean num-
ber of photons in the maximally populated spatial mode (within
some frequency band, if required). Despite its importance, the
fundamental physics of coherence creation receives surprisingly
little attention. For example, we know no textbook that directly
states the cardinal fact that, for a typical laser, C is far larger
than µ, the mean number of photons (or other optical-frequency
excitations) in the laser itself. The bound C ≤ µ does apply for
a Q-switched laser [1], or the “atom lasers” [20], which dump
a Bose condensate from a trap, as the best outcome is if all the
bosons inside the laser are in the same mode and stay in the same
mode as they are dumped. By contrast, for a laser that is pumped
as it is damped, giving rise to a time-stationary continuous beam,
there is no such simple argument.
For the continuous-output laser models developed in the
1960s and 70s [21, 22], the output beam is a one-parameter
(time) field, with annihilation operator bˆ(t), normalized so that
bˆ†(t)bˆ(t) is the photon flux operator. In the right parameter
regime and in the absence of technical noise [21, 22, 5], the
state of the beam is well described by an eigenstate of bˆ(t)
with eigenvalue β(t) =
√N eiφ(t), where φ(t) is a stochastic
phase, undergoing pure diffusion [3, 21]. As detailed in Sup-
plementary Sec. 1E, the coherence for such lasers evaluates to
be CidealSQL = Θ(µ
2). (This Θ-notation means that CidealSQL scales
as µ2.) Moreover, performance close to this ideal has been ob-
served experimentally [23]. One might therefore assume that the
ultimate limit to laser coherence, in terms of the resource µ, the
number of stored energy quanta, would be Θ(µ2).
The central result of this paper is that the true ultimate limit,
the Heisenberg limit, for a laser beam having properties akin to
those of the ideal models, is CidealHL = Θ(µ
4). This quadratic im-
provement implies vastly better performance in the limit µ 1
which characterizes most lasers. We prove the existence of a
quadratic quantum enhancement in laser coherence creation by
the following steps. First, we state our conditions on the laser
and its beam. Second, we show analytically from these the up-
per bound of C = O(µ4). Third, we introduce a µ-parameterized
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family of laser models and show numerically that C = Θ(µ4).
Fourth, we show that all conditions are satisfied in our model,
either exactly or numerically. In addition, we propose an imple-
mentation of the model in a system based on current architecture
used in the field of circuit QED, and we conclude with a discus-
sion of open questions.
First, we state our conditions on the laser and its beam. We
use the term “laser” and “laser cavity” interchangeably, but we
actually make no assumptions about the physical medium stor-
ing excitations in the laser. Similarly, we refer to the energy
quanta in the frequency band of interest as “photons”, regardless
of how they may be stored. The laser cavity need not comprise
a single harmonic oscillator; the laser cavity photon number op-
erator nˆc can be degenerate. The names (in bold) for the condi-
tions below are for shorthand reference and should not be taken
to capture everything important. For more details on each, see
Supplementary Sections 1A–1D, respectively.
1. One-dimensional beam. The beam propagates away from
the laser in a particular direction, at a constant speed, and
has a single transverse mode and a single polarization.
Mathematically, at any time T ∈ R, the beam can be described
as a scalar quantum field with a single argument t ∈ (−∞, T ),
which is the time at which that infinitesimal part of the beam,
bt, was created by the laser. Thus the quantum state of bt is
independent of T (as long as T > t). The annihilation operator
bˆ(t) for the field satisfies [bˆ(t), bˆ†(s)] = δ(t−s), so that bˆ†(t)bˆ(t)
is the operator for photon flux (photons per unit time).
2. Endogenous phase. The coherence of the beam proceeds
only from the laser. That is, a phase shift imposed on the
laser state at some time T will lead, in the future, to the
same phase shift on the beam emitted after time T , as well
as on the laser state.
The phase shift at time T on the laser (which may have been
prepared by measurement on the beam generated prior to T ) is
described by the unitary transformation Uˆζc = exp(iζnˆc). The
effect of this, at any time T ′ > T , on the state of the cavity plus
the beam segment generated in the interval (T, T ′], is described
by the unitary transformation Uˆζcb = exp(iζ(nˆc + nˆb)), where
nˆb =
∫ T ′
T
bˆ†(s)bˆ(s)ds is the photon number operator for the
generated beam segment.
3. Stationarity. The statistics of the laser and beam have
a long-time limit that is unique and invariant under time
translation. In particular, 〈nˆc〉 has a unique limit, µ.
Note that this Condition rules out a laser based on the “cat-
alytic coherence” model of Ref. [24], as its mean photon number
would grow linearly in time.
4. Ideal Glauber(1),(2)-coherence. The stationary beam is
close to the ideal laser beam as described in the introduction
— an eigenstate of bˆ(t) of eigenvalue β(t) =
√N ei
√
`W (t),
with W (t) a Wiener process [3] — in the sense that the
beam’s first- and second-order Glauber coherence func-
tions [2] well approximate those of the ideal beam.
The first- and second-order Glauber coherence functions are
defined as
G(1)(s, t) = 〈bˆ†(s)bˆ(t)〉,
G(2)(s, s′, t′, t) = 〈bˆ†(s)bˆ†(s′)bˆ(t′)bˆ(t)〉. (1)
G(1) yields the photon flux N = G(1)(t, t), and the coher-
ence C = maxω |
∫∞
−∞G
(1)(s, t)e−iωsds|. The latter relation
is derived in Supplementary Sec. 1A. The ideal beam coher-
ence functions are evaluated by letting bˆ(t)→ β(t), and what it
means to “well approximate” these is formulated quantitatively
below. The requirement on G(1) in this Condition is that the
laser power spectrum is Lorentzian (or close to it) with linewidth
` ≡ 4N/C, while the requirement on G(2) implies that the pho-
ton statistics are Poissonian (or close to it).
Second, we show analytically that C = O(µ4):
Theorem 1 (Informal; see Theorem 2.2 in Supplementary Sec.
2). For an ideal laser beam satisfying Conditions 1–4, the co-
herence Cideal in the asymptotic limit µ → ∞ is bounded from
above by
Cideal . 2.9748µ4, (2)
where µ is the mean number of stored excitations, as above.
The detailed proof of this theorem is given in Supplementary
Sec. 2; here we sketch it. We assume steady-state operation (af-
ter a time `−1) and C, µ  1. The proof involves consider-
ation of measurements of optical phase. Such measurements re-
quire an independent phase reference, and all phases mentioned
are relative to this “local oscillator” [3, 25]. It plays no role in
the dynamics of the laser and in reality would simply be another
laser with much greater coherence C.
Consider a heterodyne measurement [25] of the laser beam
in the interval [T − τ, T ), where τ = √3/(2N `) (this value
is chosen to give the tightest bound, below). From the result,
the observer can form an estimate, φF, of the phase of the laser
beam at time T . Consider two methods by which a second,
newly arrived, observer can estimate φF. The first method is
by heterodyne measurement of the laser beam in the interval
(T, T+τ ]. From Condition 4, we can show that the mean square
error (MSE) for this estimate can attain 4
√
2/(3C). The second
method is by direct phase measurement on the laser cavity at
time T , which is optimal, because Condition 2 ensures that φF
is encoded in the state at time T via the generator nˆc. Now the
MSE of any such estimate is bounded below by k/µ2, where
k ≈ 1.8936 [26], and µ = 〈nˆc〉 from Condition 3. Thus, the
MSE from the first method cannot be smaller than that of the
second, which cannot be smaller than k/µ2. Theorem 2 follows.
Third, we introduce a family of laser models, parameterized
by µ, satisfying Conditions 1–3, and show numerically that they
give C = Θ(µ4). We derived our model and results in the frame-
work of infinite MPSs (iMPSs) [7, 9]. MPS methods have been
applied previously in quantum optics [27, 28, 29, 30], but not
to coherence creation in lasers. The details, including physical
motivations, are given in Methods below (and further discussed
in Supplementary Sec. 3). Here we just present the final results,
in the continuous-time limit. We make no claim that the model
below is the most general one satisfying Conditions 1–4; we do
not require that to show achievability of the scaling in Eq. (2).
The laser model comprises a D-level ‘cavity’ with non-
degenerate number operator nˆc =
∑D−1
n=0 n|n〉〈n|. Working
in a phase-rotating frame at the cavity frequency ωc, we de-
scribe the laser cavity dynamics by the master equation ρ˙ = Lρ
where L = D[Gˆ] + D[Lˆ]. Here, in standard notation [25],
D[cˆ]• := cˆ • cˆ† − 12
{
cˆ†cˆ, •}, while Gˆ and Lˆ are one-photon
gain and loss operators. That is, their only nonzero elements are
Gn = 〈n|Gˆ|n − 1〉 and Ln = 〈n − 1|Lˆ|n〉, for 0 < n < D.
2
If all Gn and Ln are nonzero, then there is a unique stationary
state: Lρss = 0, with nonzero elements ρn = 〈n|ρss|n〉, for
0 < n < D − 1, determined by ρn = |Gn/Ln|2ρn−1. To
obtain the ultimate limit to coherence, we do not assume linear
damping (Lˆ ∝ aˆ =⇒ Ln ∝
√
n). Rather, guided by iMPS op-
timization of C, we define our family of models by the choices
ρn ∝ sin4
(
pi
n+ 1
D + 1
)
, Gn = 1 , Ln ∈ R+, (3)
for which µ (see Condition 3) equals (D − 1)/2, and N (see
Condition 4) equals 1 (which simply sets a convenient time unit).
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Fig. 1 | iMPS calculations (squares) of the beam coherence C for
our laser model as a function of dimensionD = 2µ+1. The line
is a fit C ∝ D4. Insert: iMPS calculations (discs) of first-order
Glauber coherence function G(1)(s, 0) for D = 300, which is
indistinguishable from the ideal exponential decay of a phase-
diffusing coherent state (solid line). All error-bars (estimated or
actual) are smaller than symbol sizes.
We can derive the properties of the beam from the above mas-
ter equation if the D[Lˆ] term arises from a quantum vacuum
white noise coupling [25]. This means that bt, the infinitesi-
mal segment of beam emitted in the interval [t, t + dt), as in-
troduced in Condition 1, can be described by a truncated Fock
space span {|0〉, |1〉}, with bˆ(t)√dt = |0〉〈1|. Moreover, the
state of bt is generated from (and thus remains correlated with)
the cavity state via
ρcbt(t+ dt) = (1 +D[Gˆ⊗ Iˆ]dt+D[Lˆ⊗ bˆ†(t)dt]
+ H¯[Lˆ⊗ bˆ†(t)dt])(ρc(t)⊗ |0〉〈0|), (4)
where H¯[cˆ]• := cˆ • + • cˆ† [25]. From this it follows that
G(1)(s, t) = Tr[Lˆ†eL(s−t)(Lˆρss)], with an analogous expres-
sion for G(2). For our model, G(1)(s, t) is real and positive,
so the coherence can be evaluated as C =
∫∞
−∞G
(1)(s, t)ds =
−2Tr[Lˆ†L−1+ (Lˆρss)], where L−1+ is the inverse of L on its row
space. We evaluate this for the above family of models, with
D up to 1000. The data fit a power law C ∼ 0.06196(1)µ4, as
shown in Fig. 1. That is, the ultimate bound on the scaling de-
rived earlier is achieved, albeit with a far smaller coefficient than
that in Eq. (2), which we do not expect to be achievable.
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Fig. 2 | iMPS calculations (discs) of the four-time Glauber co-
herence function for our model withD = 500, for representative
arguments of order the time scale of interest, τ = (3C/8)1/2. (a)
The deviation from unity, δG(2)model−1 := G
(2)
model − 1, is almost
indistinguishable from the ideal, δG(2)ideal−1 := G
(2)
ideal − 1, cor-
responding to a phase-diffusing coherent state (solid line). (b)
The deviation of the model from the ideal, δG(2)model−ideal :=
G
(2)
model −G(2)ideal, is about 10−2 times |δG(2)ideal−1|. Here,  is an
arbitrarily small positive number and all error-bars (estimated or
actual) are smaller than symbol sizes.
Fourth, we show that our model satisfies Conditions 1–4.
Conditions 1 and 3 have already been covered above. We show
in Supplementary Sec. 4A that Condition 2 follows from Eq. (4)
and the facts that, under the transformation Uˆζc , L is U(1)-
invariant [18] and Lˆ is U(1)-covariant (Uˆ−ζc LˆUˆ
ζ
c = e
iζLˆ) [18].
Condition 4 requires that G(1)(s, t) be close to the ideal value
of e−`|s−t|/2, and we show this exponential decay over two
decades in Fig. 1, where ` = 4/C. For Theorem 2 in fact
it is more critical that G(2)(s, s′, t′, t) ≈ G(2)ideal(s, s′, t′, t) ≡
e−`(|s−t|+|s
′−t′|+|s−t′|+|t−s′|−|s−s′|−|t−t′|)/2, for its arguments
in the range [−τ, τ ], where τ = √3C/8 as above. Fig. 2 shows
that this approximation is indeed very good for the (s, s′, t, t′)
that maximize the deviation δG(2)model−ideal := G
(2)
model −G(2)ideal.
Already with D = 500, δG(2)model−ideal is orders of magnitudes
smaller than δG(2)ideal−1 := G
(2)
ideal − 1. (It is δG(2)ideal−1 which
sets the scale of the result in Eq. (2).) The requirement that our
model well-approximate Glauber(2)-ideality is precisely formu-
lated in Methods below, and we show numerically, in Supple-
mentary Sec. 4B, that it is fulfilled.
Fifth, we show that the model introduced above could be re-
alised with physical couplings in circuit QED [10], yielding a
microwave output field with a pulsed (rather than flat) spatial
structure, with coherence scaling as the Heisenberg limit. We
consider a waveguide cavity, capacitively coupled weakly to two
superconducting qubits, as shown in Fig. 3. Making the rotating-
wave approximation, in a frame rotating at the maser cavity fre-
quency ωc, this coupling is described by the Hamiltonian
Hˆ(t) =
∑
s=l,r
~
[
gs
(
aˆ†σˆ−s + σˆ
+
s aˆ
)
+ ∆s(t)σˆ
z
s
]
, (5)
where the σ-operators for the left (l) and right (r) qubit have
their usual meanings. In Supplementary Sec. 5, we show using
3
Lie algebraic techniques that the ability to control the qubit fre-
quencies ωs(t) = ωc + ∆s(t), with |∆s|  ωc, is sufficient to
realise the discrete-time (see Methods) version of our model.
Pump/Sink
Vacuum/Beam
Readout for
preparation Coherent 
pulse train
Thermal
excitation
Cavity
Fig. 3 | Proposal for a circuit QED device to realise a
Heisenberg-limited maser. The left qubit is controllably cou-
pled to a thermal source and a non-demolition energy detector
to prepare it in the excited state. The qubit is then controllably
coupled to the cavity mode so that as it loses its excitation the
cavity energy is raised via the operator Gˆ. The right qubit is then
controllably coupled to the cavity so that as it gains an excitation
the cavity energy is lowered via the operator Lˆ. The qubit is then
controllably coupled to a microwave transmission line so as to
release its energy as a pulse, repreparing it in the ground state.
All controls are achieved by tuning the qubits’ frequencies.
In conclusion, the Schawlow–Townes limit to laser coher-
ence C (the number of mutually coherent photons emitted in the
beam) is only a standard quantum limit. Beyond it lies a Heisen-
berg limit which scales quadratically better in terms of µ (the
number of excitations in the laser itself). For µ large this rep-
resents a vast improvement in laser coherence properties. We
constructed a model that achieves this quantum enhancement in
scaling, while retaining the same first- and second-order coher-
ence properties as an ideal laser beam (a constant-intensity co-
herent state with a diffusing phase). It is the assumption of these
coherence properties that allowed us to prove the Heisenberg
limit CidealHL = O(µ
4). It is thus natural to ask whether relax-
ing this assumption would enable an even higher scaling to be
achieved. Preliminary results suggest that this is indeed the case.
However, this remains to be investigated, along with other fun-
damental issues, as well as the question of what technology is
most suitable to enable optical coherence beyond the SQL to be
observed experimentally.
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Methods
The iMPS description of a laser beam. The discretized (assuming a
time interval of δt) laser system we described in the main text is illus-
trated in Fig. 4. It contains five elements: the cavity, a pump, a vacuum
input, the beam output, and a sink. All of these are essential for laser
operation, and we use the simplest possible model for all. We can con-
sider the sink (s) and beam (b) as a joint four-level system in order to
maintain consistency with the requirements of an MPS sequential gen-
eration scheme [27, 28], possessing a single output at a time. In doing
so, we may consider the beam alone by simply tracing over the sink.
The time evolution of the cavity (c) and its outputs is governed by the
generative interaction
Vˆq =
∑
jq+1,m,n
A
[jq+1]
mn |m〉c〈n| ⊗ |jq+1〉o, (6)
which maps a D-dimensional vector space into a 4 × D-dimensional
one, and for the output space we have defined |jq+1〉o :=
|bj/2cq+1〉b⊗|(j mod 2)q+1〉s. This results in a completely-positive
trace-preserving map which evolves the laser cavity one time step. The
isometry Vˆ can be related to the generative unitary interaction, Uˆint,
according to Vˆ |ψ〉c ≡ Uˆint(|ψ〉c|1〉p|0〉v), where the subscripts p and
v correspond to pump and vacuum states. The isometry condition,
Vˆ †Vˆ = ID , where Im is the m × m identity matrix, translates to a
completeness/orthonormality relation
3∑
j=0
A[j]†A[j] = ID . (7)
Each A[j] here is treated as an operator whose elements in the cav-
ity photon number basis, |m〉c, are those of the A-matrices introduced
above. See Supplementary Sec. 3A. for details.
pump
vacuum
sink
beam
D-dim
cavity
pump
vacuum
sink
beam
D-dim
cavity
iMPS chain
Fig. 4 | Conceptual diagram of our laser model. From the upper figure
to the lower, one time step has passed, converting one pair of input
qubits (pump and vacuum) into a new pair of output qubits (beam and
sink), with position label q0 + 1. The indefinite length string of pairs of
output qubits is described by an iMPS of bond-dimension D, equal to
the Hilbert space dimension of the laser cavity.
We are interested in the one-site unit-cell iMPS that Vˆ eventually
creates (for arbitrary consecutive times q0 and q0 + 1). In terms of the
5
A-operators used above, the iMPS is given by
|ΨiMPS〉=
∑
...,jq0 ,jq0−1,jq0−2,...
〈Φ(q=+∞)|c · · ·A[jq0 ](q0)
A
[jq0−1]
(q0−1)A
[jq0−2]
(q0−2) · · · |Φ(q=−∞)〉c|..., jq0 , jq0−1, jq0−2, ...〉o , (8)
If we impose the condition that the largest-magnitude eigenvalue of its
transfer matrix [9, 8], T = ∑3j=0A[j]∗⊗A[j], be non-degenerate then
the iMPS is translationally invariant and independent of the boundary
states |Φ(q=+∞)〉c and |Φ(q=−∞)〉c.
The relationship between the iMPS model above and the laser model
in the main text is as follows. First we set A[2] = 0, A[0] =
√
δtB[0],
A[3] =
√
δtB[3], andA[1] = A[1]† determined by Eq. (S107). Then we
can identify B[0] = Gˆ and B[3] = Lˆ, if we consider the B-matrices as
operators acting on the Hilbert space of the cavity (see Supplementary
Sec. 3C for details).
Now we want to calculate C and Glauber(1),(2) correlators in the
iMPS formalism. In Supplementary Sec. 3B, we find that
C = −2(1| B[3]∗ ⊗ ID · inv(QLQ) · ID ⊗B[3] |1) , (9)
where we have reshaped anyD×D-size operator into flattenedD2×1-
dimensional vector forms as in Eˆm,n → (E|(m,n) and 1 × D2-
dimensional vector forms as in Fˆm,n → |F )(m,n) for collective (m,n)
indices. Using this notation, (1| ↔ IˆD , is the identity operator of the
Hilbert space of the cavity and left leading eigenvector of T ; it should
be clear from Eq. (S107) that (1|T = (1|λ1 = (1|, where eigenvalues
of T are arranged as 1 = |λ1| ≥ |λ2| ≥ · · · ≥ |λD2 |. In addition,
the familiar reduced density matrix, |1)↔ ρss, satisfies the fixed-point
(steady-state) equation
∑
j Aˆ
[j]ρssAˆ[j]† = ρss (in other words, it is the
right leading eigenvector as T |1) = |1)). Furthermore, in Eq. (S127),
we have set Q = ID2 − |1)(1| and T = ID2 + δtL (note L is the
flattened-space version of the same operator introduced in the main
text). Notice Eq. (S127) is equivalent to the coherence form expressed
above in the main text and is how we evaluated C in practice for Fig. 1.
In the iMPS language,G(1)model(s, 0) = (σ
+|Lexp(s)|σ−), where we
have defined Lexp(t) := exp(N tL) = exp(tL) and used the trans-
formation
√
δt bˆ → σˆ−b . This is how we produced the inset in Fig. 1.
We calculate maxs,s′,t′,t∈[−τ,τ ][δG
(2)
ideal(s, s
′, t′, t)] in a similar man-
ner. Taking the ordering s < s′ < t′ < t for example (again with
δt→ 0+), the flattened-space form is
G(2)(s, s′, t′, t) = (σ+|Lexp(s′ − s)(B[3]∗ ⊗ ID)×
Lexp(t′ − s′)(ID ⊗B[3])Lexp(t− t′)|σ−), (10)
where we again used the transformation
√
δt bˆ→ σˆ−b and commutator
relations [bˆ†(t), bˆ(t′ 6= t)] = [bˆ(t), bˆ(t′)] = 0 for t 6= t′. Other time
orders can be calculated similarly.
Efficient numerical calculations of Glauber(2) coherence functions.
The main numerical challenge for calculating such second-order (and
even first-order) Glauber coherence functions is to exponentiate the
D2 × D2 matrix L for large bond dimensions; this is equivalent to
precisely finding a large enough number of its eigenvalues. Direct scal-
ing and squaring algorithms (directly estimating a matrix exponential
based on Pade´ approximants) provide high precision, but are mem-
ory extensive with computational time scaling as O(D6). Luckily, the
L superoperator is highly sparse (in fact, we manipulate all the op-
erators in our codes as sparse inputs), and Krylov subspace projec-
tion techniques can be used to efficiently find the result of the action
of Lexp(t) on a vector. Here, we employed the ‘matrix-free’ Krylov
method introduced in [31]. As such, we constructed the iMPS forms
for all required permutations of arguments in δG(2)ideal(s, s
′, t′, t) =
G(2)(s, s′, t′, t) − G(2)ideal(s, s′, t′, t), which was used to produce the
results in Fig. 2. Furthermore, we employed the highly scalable interior-
point optimization method, discussed in Supplementary Sec. 3B, to find
the global maximum of all such functions for {s, s′, t′, t} ∈ [−τ, τ ] for
bond dimensions up to 250 to numerically prove that Condition 4 of the
main text is indeed satisfied for our laser model.
Well-approximating Glauber(2)-ideality. In Theorem 2, we proved
(see Supplementary Sec. 4B) that C = O(µ4) by taking G(2) to
equal G(2)ideal, where the latter is that for an ideal beam. The calcula-
tion involved four point correlations G(2)(s, s′, t′, t), with time argu-
ments spanning an interval of twice the filtering (retrofiltering) time:
s, s′, t′, t ∈ [−τ, τ ]. Crucially, the the upper bound (2) arises because,
for some such values of its arguments, δG(2)ideal−1 = Θ(C
−1/2).
Therefore, for Theorem 2 to be relevant for our laser model, it would
be sufficient to demand that differences betweenG(2) for the ideal laser
and our model, δG(2)model−ideal, for all its time arguments, over a time
interval of length 2τ =
√
3C/2, be dominated by C−1/2. That is,
max
s,s′,t′,t∈[−τ,τ ]
δG
(2)
model−ideal(s, s
′, t′, t) = o
(
C−1/2
)
(11)
is a precise and sufficient condition for the requirement that G(2)model
well approximates G(2)ideal in Condition 4.
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Supplementary Information for
The Heisenberg limit for laser coherence
In this Supplementary Information, we present further details of the analytic and numerical methods that have been employed to
derive the results presented in the main text, “The Heisenberg limit for laser coherence”. Following the systematic steps discussed
in the main text, this document is organized accordingly. First, in Sec. 1, we elaborate on the four conditions we have assumed to
derive the Heisenberg limit for coherence. This entails an evaluation of the coherence C—the maximal occupation number over all
field modes–for a laser. This section also contains a number of mathematical results which follow from the four conditions, and
will later allow us to rigorously derive the upper bound on C. Moreover, we discuss Glauber coherence functions and how these
relate to the standard ideal laser model, which gives the standard quantum limit to laser coherence. Second, we derive the upper
bound on the coherence in Sec. 2, making no assumptions on the laser besides the four conditions stated in the main text. Third,
we introduce a family of laser models in Sec. 3, described using tensor networks. The details of our tensor network simulations,
showing that a Heisenberg-limited scaling for C is achievable by our model, are also presented in that section. Fourth, we show
that our family of models satisfies Conditions 1–4 in Sec. 4. Fifth, we introduce a circuit QED system which can realise our model
in discrete time, producing a sequence of microwave pulses achieving the Heisenberg limit in Sec. 5.
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1 Lasers and Coherence
In this first section, we supplement the presentation of the four conditions we have placed on our laser model with an in-depth
discussion of each. One subsection below is dedicated to each condition. We derive a number of mathematical results which stem
from these conditions, which will be essential for proving the upper bound on C in the next section. In Sec. 1.5, a derivation of the
coherence for a conventional laser model is provided, which we have referred to as the standard quantum limit. To conclude, in
Sec. 1.6 we derive a quantitative relation between our measure of coherence and a standard measure of coherence used in quantum
information theory.
1.1 Description of a 1-D field
In the main text, we defined the coherence C of a bosonic field very generally to be the mean number of photons in a single spatial
mode, maximized over all modes u within some frequency band. This measure of coherence can be written as
C := max
u∈u 〈bˆ
†
ubˆu〉, (S1)
1
where bˆu is the annihilation operator for mode u, the maximization is over the set of modes u which are normalised,
∫ |u(r)|d3r =
1, and are such that the support of the Fourier transform u˜ is contained within a spherical shell in the space of wavevectors. The
thickness of the shell corresponds to the frequency band of interest. The consideration of the frequency band is important in order
to avoid the infrared divergence, whereby a thermal state with an arbitrarily low frequency has a diverging mean photon number
µ = (exp(~ω/kBT ) − 1)−1. By our measure of coherence, the radiation from such a thermal beam may have a large coherence,
but it is not at a useful frequency. Note that a field with high coherence need not have an absolute phase or mean field; it would be
nonsensical to impose such a requirement because all phases that we can observe are relative phases [1].
Here, we apply this definition to the case of a one-dimensional beam travelling at a fixed speed, with translationally invari-
ant statistics. Due to the fixed speed, we can describe this bosonic beam by the one-parameter field operator bˆ(t) satisfying
[bˆ(t), bˆ†(s)] = δ(t − s), and having statistics independent of translation in t as depicted in Fig. S1. Similarly, we can define the
mode over which we maximize the occupation by the complex waveform u(t). The annihilation operator for this mode is
bˆu =
1√
Iu
∫ ∞
−∞
dt u(t)bˆ(t) , (S2)
where Iu =
∫∞
−∞ dt |u(t)|2. The mean occupation number of this mode is 〈Nˆu〉 = 〈bˆ†ubˆu〉. Now, we are interested in the maximum
of this over all modes u,
C = max
u
[〈Nˆu〉] . (S3)
laser, µ
t = Tt = T − τ
beam, bˆ(t)
Fig. S1 | A laser cavity with stored energy µ which produces one-dimensional beam, described by the field operator bˆ(t).
Here we show that for a beam with translationally invariant statistics, the maximum is attained with a flat waveform, with
|u(t)|2 = const. (Precisely speaking, such waveforms are unnormalisable, but one can consider a regularized waveform such as
u(t) = const. e−|t|/l and eventually take the limit l → ∞.) Define a coherence correlation function as c(t′) := 〈bˆ†(t + t′)bˆ(t)〉,
which is independent of choice of t. The occupation number can now be written as
〈Nˆu〉 = 1
Iu
∫∫ ∞
t,t′=−∞
dt dt′ u∗(t′)u(t)c(t′ − t) , (S4)
The above can be rewritten as
〈Nˆu〉 = 1
Iu
∫∫∫ ∞
t,t′,t′′=−∞
dt dt′ dt′′ u∗(t′)u(t)c(t′′)δ(t′′ − (t′ − t))
=
1
2piIu
∫∫∫ ∞
t,t′,t′′=−∞
dt dt′ dt′′ u∗(t′)u(t)c(t′′)
∫ ∞
−∞
dω e−iω(t
′′−(t′−t))
=
1
2piIu
∫ ∞
−∞
dω |u˜(ω)|2c˜(ω), (S5)
where u˜ and c˜ are the Fourier transforms of the waveform and coherence correlation functions, respectively. This final form of 〈Nˆu〉,
Eq. (S5), clearly indicates that the choice of the waveform that leads to the maximum occupation number is |u˜(ω)|2 = δ(ω−ωmax),
where ωmax := argmaxω
(
c˜(ω)
)
.
Since the power spectrum is given by P (ω) := (1/2pi)c˜(ω) [2], the coherence can also be written as
C = 2pimax
ω
[
P (ω)
]
, (S6)
as claimed in the main text. In fact, by moving to a suitable rotating frame, it is always possible to define bˆ(t) such that the peak of
the power spectrum is at ω = 0 (leading to u(t) = const.) and so
C =
∫ ∞
−∞
dt′〈bˆ†(t+ t′)bˆ(t)〉. (S7)
As mentioned in the main text, the state of a laser beam for the models developed in the 1960s and 70s [3, 4] is equivalent
to a fixed-intensity coherent state that undergoes phase diffusion. For such a beam, the diffusion rate ` is the full-width at half-
maximum-height of the beam’s (Lorentzian) dimensionless power spectrum P (ω), and reciprocally related to its coherence time,
while the beam’s photon statistics are Poissonian with a flux rate N = ∫ dωP (ω), so that the peak of P (ω) is (2/pi)N/`. It is
notable that the coherence for such lasers evaluates to C = 4N/` — this is easy to interpret as the number of photons emitted in
an interval over which the phase stays roughly the same. In the ideal limit of standard laser models [3, 4, 5], C turns out to be
CidealSQL = Θ(µ
2). We take the above description to define an ideal laser beam.
2
1.2 Endogenous phase
Condition 2 states that the phase of the laser beam is endogenous to the laser cavity. In other words, all phase information imprinted
onto the output beam proceeds only from the cavity. This ensures there are no sources driving the laser cavity—if there were, such
sources would have to be considered as part of the laser cavity, and contribute to the mean photon number µ.
Since a laser is a device which transforms resources with a negligible amount of coherence into a beam with a high degree of
optical coherence, it is natural to consider the laser cavity to be coupled to an environment (in addition to the output beam). Denote
by B(H) the set of bounded linear operators on a Hilbert space H. At time T , the global state of the cavity plus environment is
given by ρce ∈ B(Hc ⊗He), where Hc and He are the Hilbert spaces associated with cavity and environment states, respectively.
At a later time T ′ > T , a new part of the beam will have been emitted in the interval t ∈ [T, T ′]. For this part of the beam,
we introduce a third Hilbert space, Hb. From time T to T ′, the evolution of the system must be unitary, which can be described
generally by defining the superoperator UT→T ′ce : B(Hc ⊗ He) → B(Hc ⊗ Hb ⊗ He′). The initial (unprimed) environment
contains the incoherent inputs into the laser cavity, and the primed environment contains everything not counted as part of the
cavity or beam—for example, cavity photons which are lost but do not end up in the beam. Note that the dimension ofHe′ will be
strictly less than that of He, for the evolution of the entire system to be unitary. In this description, the state of the cavity and its
beam is obtained by tracing over the environment. Throughout this Supplementary Information, we adopt the notational convention
U(•) := Uˆ • Uˆ†, relating unitary superoperators to their corresponding unitary operators.
To express the endogenous phase condition in a convenient manner, we define unitary superoperators for the laser cavity
Uθc (ρc) ≡ Uˆθc ρcUˆθ†c , where Uˆθc := eiθnˆc is the unitary that describes an optical phase shift of θ. That is, the generator of the
phase shift is the cavity photon number nˆc. A superoperator of this kind generalizes to those which may act on joint systems. We
do this by placing additional subscripts, such as Uθcb(ρcb) := eiθ(nˆc+nˆb)ρcbe−iθ(nˆc+nˆb), which shifts the phase of both the cavity
and beam by θ. We also adopt I to represent the identity superoperator. In terms of these superoperators, Condition 2 (endogenous
phase) requires that the equivalence
Tre′ [UT→T ′ce ((Uθc ⊗ Ie)ρce(T ))] ≡ Tre′ [(Uθcb ⊗ Ie′)(UT→T
′
ce (ρce(T )))] (S8)
holds, for all times T ′ > T , and all θ ∈ [0, 2pi).
The endogenous phase condition plays a crucial role in deriving the upper bound for coherence in Sec. 2. We conclude this
subsection by deriving a lemma showing that, in the long-time limit, a phase covariant measurement on the beam prepares the
cavity in a state which has the outcome encoded as an optical phase. This will allow us to treat the encoded phase as a parameter
which another observer can estimate (see [2], Chapter 2). The lemma involves the act of filtering, which is a method of measuring
the phase of the laser at time T ′, say, by performing a measurement on a portion of the beam emitted before T ′. Following sHolevo
[6], we use the term covariant measurement to refer to any positive operator valued measure (POVM) element Eˆφ, with φ being
its outcome, that obeys Uθ(Eˆφ) = Eˆφ+θ.
Lemma 1 (Cavity encoded phase from filtering). Suppose at time T the cavity is in a phase invariant state ρinvc , and the cavity,
beam and environment are evolved up to time T ′ by the unitary map UT→T ′ce : B(Hc ⊗ He) → B(Hc ⊗ Hb ⊗ He′). If a
covariant phase measurement is performed on the beam emitted over the interval [T, T ′), and outcome φF is obtained at time T ′,
the conditioned state of the cavity is equivalent to a fiducial state ρfidc with an optical phase φF encoded by the generator nˆc. That
is,
ρc|φF (T
′) = UφFc (ρfidc ), (S9)
where UφFc (ρc) := eiφF nˆcρce−iφF nˆc , and the fiducial state ρfidc is independent of φF .
Proof. At time T , the state of the cavity is in the state ρinvc (T ), which is invariant under optical phase shifts, ρ
inv
c (T ) =
Uθc (ρinvc (T )) ∀θ. Suppose the filtering measurement, represented by the phase covariant beam operator EˆφFb with outcome φF ,
is performed on the beam emitted over the interval [T, T ′). The unnormalised state of the cavity and environment at time T ′,
conditioned on performing covariant phase measurement with result φF on the beam, can be written as
ρc|φF ∝ Trbe′
[
UT→T ′ce ((Uθc ⊗ Ie)(ρinvce (T )))(Ic ⊗ EˆφFb ⊗ Ie′)
]
(S10)
= Trbe′
[
Uθcb(UT→T
′
ce (ρ
inv
ce (T )))(Ic ⊗ UφFb (Eˆ0b)⊗ Ie′)
]
(S11)
= Trbe′
[
(Uθc ⊗ Uθ−φFb ⊗ Ie′)UT→T
′
ce (ρ
inv
ce (T ))(Ic ⊗ Eˆ0b ⊗ Ie′)
]
, (S12)
where we have used Condition 2 (endogenous phase) from the first to the second line, and the fact that EˆφFb is phase covariant. The
norm of this state is the probability of its realization. Since the above expression must be true for all θ, we can choose θ = φF .
This means the cavity and environment are in the normalized state
ρc|φF =
Trbe′
[
(UφFc ⊗ Ib ⊗ Ie′)(ρcbe′(T ′))(Ic ⊗ Eˆ0b ⊗ Ie′)
]
Tr[ρbEˆ0b]
(S13)
= UφFc (ρfidc ), (S14)
3
where we have introduced a fiducial state ρfidc := Trbe′ [ρcbe′(I ⊗ Eˆ0b ⊗ Ie′)]/Tr[ρcb(I ⊗ Eˆ0b)], which does not depend on φF .
1.3 Stationarity
Condition 3 in the main text places the restriction of stationarity on the laser cavity and its beam. Restated, this condition requires
that the statistics of the laser and beam are invariant under time translation, in the long-time limit. When the laser cavity is in this
unique steady state, we denote it by ρssc , for which 〈nˆc〉 = µ. An important consequence of this condition is that the steady state of
the cavity must be invariant under optical phase shifts, which is shown by the following lemma.
Lemma 2 (Steady state phase shift invariance). If there is a unique steady state of the cavity, it is invariant under all optical phase
shifts,
Uθc (ρssc ) = ρssc ∀ θ. (S15)
Proof. Suppose at time T , the laser is in its steady state, which is assumed to be unique. From Condition 2 (endogenous phase),
applying an optical phase shift of θ at this time and waiting until time T ′ is equivalent to waiting until time T ′ and then shifting the
phase of both the cavity and newly created beam segment by θ,
Tre′ [UT→T ′ce ((Uθc ⊗ Ie)ρce(T ))] = Tre′ [(Uθcb ⊗ Ie′)(UT→T
′
ce (ρce(T )))]. (S16)
To prove the lemma, we take the limit T ′ − T →∞ and trace over the beam. The left-hand side becomes
lim
T ′−T→∞
Trbe′ [UT→T ′ce ((Uθc ⊗ Ie)ρce(T ))] = ρssc , (S17)
and the right-hand side is
lim
T ′−T→∞
Trbe′ [(Uθcb ⊗ Ie′)(UT→T
′
ce (ρce(T )))] = Uθc (ρssc ). (S18)
Since Eq. (S16) must hold ∀θ, the lemma follows.
From this lemma, it is straightforward to verify that ρssc must be diagonal when expressed in the photon number basis.
Using the stationarity assumption, we are now in a position to prove a lemma which arises from Conditions 2 and 3, that will
be crucial in proving the upper bound on C in the next section. It ensures that all states of the cavity which are conditioned upon
covariant phase measurements of the beam have the same mean photon number.
Lemma 3 (Phase encoding preserves photon number statistics). For arbitrary covariant phase measurements on the beam, the
fiducial state of the cavity ρfidc defined in Lemma 1, has the same photon number statistics as the phase-invariant steady state,
〈n|ρfidc |n〉 = 〈n|ρssc |n〉.
Proof. Begin with the laser cavity at time T in its steady state ρssc . At a later time T
′, the joint state of the cavity and the beam it
emitted since T will be ρcb(T ′) = Tre′ [UT→T ′ce (ρssce(T ))]. In the absence of measurements on the beam which may steer the state
of the cavity, the cavity remains invariant, Trb[ρcb(T ′)] = ρssc . To prove the lemma, we need to relate ρ
ss
c to the fiducial state ρ
fid
c .
To this end, for phase covariant POVM elements Eˆφb we use the identity
∫
dφ(2pi)−1Eˆφb = Ib. From the endogenous phase and
stationarity assumptions, the state of the cavity is given by
ρssc = Trbe′
[
UT→T ′ce (Uθc ⊗ Ie(ρssce(T )))
(
Ic ⊗
∫
dφ
2pi
Eˆφb ⊗ Ie′
)]
(S19)
=
∫
dφ
2pi
Trbe′
[
Uθcb ⊗ Ie′(ρcbe′(T ′))
(
Ic ⊗ Uφb (Eˆ0b)⊗ Ie′
)]
(S20)
=
∫
dφ
2pi
Trb
[
Uθc ⊗ Uθ−φb (ρcb(T ′))
(
Ic ⊗ Eˆ0b
)]
. (S21)
The second line follows from the covariance of Eˆφb . Choosing θ = φ here shows that
ρssc =
∫
dφ
2pi
Trb
[
(Uφc ⊗ Ib)ρcb(T ′)
(
Ic ⊗ Eˆ0b
)]
(S22)
=
∫
dφ
2pi
Uφc (ρfidc ). (S23)
Since ρfidc is independent of φ, the photon number probability distribution is
〈n|ρssc |n〉 =
∫
dφ
2pi
〈n|Uφc (ρfidc )|n〉 (S24)
= 〈n|ρfidc |n〉. (S25)
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1.4 Glauber-(1),(2) ideality
The fourth Condition we have placed on the laser involves the family of correlation functions used by Glauber [7] to describe the
optical coherence properties of a quantum field. This family of nth order correlation functions are defined most generally in terms
of 2n field operators being evaluated at different spatial coordinates si of a field,
G(n)(s1, ..., s2n) := 〈bˆ†(s1) · · · bˆ†(sn)bˆ(sn+1) · · · bˆ(s2n)〉. (S26)
The phrase nth order coherence was used to refer to a radiation field for which the normalized correlation function [7]
g(m) :=
G(m)(s1, ..., s2n)
Π2ni=1[G
(1)(si, si)]1/2
(S27)
is equal to unity, for all m ≤ n. A perfectly coherent beam was considered by Glauber to be one that is coherent to all orders; for
example, a classical plane wave which has a well defined intensity and phase. Note that for generic time arguments, g(1) cannot
be equal to unity due to finite linewidth of any realistic laser, but must decay over the timescale of `−1. This is true for generic
arguments of the higher-order normalized Glauber functions too.
In the context of deriving the Heisenberg limit for laser coherence, we are not concerned with arbitrarily high orders of the
Glauber coherence functions. Rather, we restrict the discussion to the first and second order functions, since they are sufficient for
proving the upper bound on the coherence. Condition 4 is the constraint that these two functions for a laser model,
g(1)(s, t) = N−1〈bˆ†(s)bˆ(t)〉, (S28)
g(2)(s, s′, t′, t) = N−2〈bˆ†(s)bˆ†(s′)bˆ(t′)bˆ(t)〉, (S29)
well approximate those of a stochastic coherent state. Note that these are the normalized versions of the Glauber functions defined
in Eq. (1) of the main text. As we saw in Sec. 1.1, the two-point correlations G(1)(s, t) directly connect to the coherence of the
beam, via C =
∫∞
−∞ ds G
(1)(s, t), and thus relates to the relative phase properties of the beam. The second order correlations
provide information about the beam’s intensity and phase correlations, and will play a crucial role in deriving the upper bound on
C in the next section.
Later, we will introduce a laser model that achieves the Heisenberg limit for laser coherence. In order to show this model satisfies
the condition of Glauber-(1),(2) ideality, we define two functions which quantify the difference between the functions g(1)(s, t) and
g(2)(s, s′, t′, t) from the ideal laser model. These are
δg
(1)
model−ideal(s, t) := g
(1)
model(s, t)− g(1)ideal(s, t) (S30)
δg
(2)
model−ideal(s, s
′, t′, t) := g(2)model(s, s
′, t′, t)− g(2)ideal(s, s′, t′, t). (S31)
Here, “ideal” refers to the standard laser model, in which the quantities of interest are derived from assuming the beam is in a
constant intensity coherent state with its phase undergoing pure diffusion. The label “model” refers to the model we introduced in
the main text, which is described in detail in Sec. 3. Note that in the main text, we adopted N = 1 for all our calculations, and
hence wrote δG(n)model−ideal in place of δg
(n)
model−ideal. These difference functions allow us to recast the phrase well approximate
from Condition 4 in terms of mathematical statements about their behaviour in the limit of large µ. The details of this analysis are
given in Sec. 4.
We now derive expressions for the first- and second-order coherence functions in the “ideal” case analytically, by assuming
the laser beam is described by a phase-diffusing coherent state. This stochastic coherent state satisfies the eigenvalue equation
bˆ(t)|β(t)〉 = β(t)|β(t)〉, where β(t) = √N ei
√
`W (t) and W (t) is a Wiener process [8]. From these relations, the first order
coherence function is given by
g
(1)
ideal(s, t) = 〈ei
√
`[W (t)−W (s)]〉. (S32)
Now, for a Gaussian distribution of a variable X with variance σ2 and mean zero, it can be shown that 〈eiX〉 = e−σ2/2. This gives
g
(1)
ideal(s, t) = exp
[
− `
2
〈[W (t)−W (s)]2〉
]
. (S33)
The variance term in the exponential above is 〈[W (t)−W (s)]2〉 = |t− s|. Hence, for a coherent beam with its phase undergoing
pure diffusion,
g
(1)
ideal(s, t) = exp
[
− `
2
|s− t|
]
. (S34)
The derivation of the second order correlation function is similar. The four-time correlation function in Eq. (S29) is
g
(2)
ideal(s, s
′, t′, t) = 〈ei
√
`[W (t)+W (t′)−W (s)−W (s′)]〉. (S35)
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It is not difficult to show that
〈[W (s) +W (s′)−W (t)−W (t′)]2〉 = |s− t|+ |s′ − t′|+ |s− t′|+ |t− s′| − |s− s′| − |t− t′|, (S36)
and so
g
(2)
ideal(s, s
′, t′, t) = exp
[
− `
2
(|s− t|+ |s′ − t′|+ |s− t′|+ |t− s′| − |s− s′| − |t− t′|)
]
. (S37)
In the main text, we introduced one additional function, δg(2)model−1 := g
(2)
model − 1, which quantifies the difference between the
normalized second-order correlation function in our laser model, and unity. In fact, this leads to a sufficient (as we shall later show)
quantitative condition, that ensures g(2)model well approximates g
(2)
ideal, given by
δg
(2)
model−ideal = o(δg
(2)
ideal−1). (S38)
For the first-order coherence function the analogous quantity can also be introduced, but a far weaker constraint,
δg
(1)
model−ideal = o(1), (S39)
which is implied by any reasonable interpretation of “well approximate”, will serve as a sufficient condition for this. These
conditions arise from demanding that the upper bound on C, derived in Sec. 2, applies for our laser model. We refer the reader to
Sec. 4.2 for further discussion and evaluation of the relevant quantities.
1.5 The ideal laser model and the standard quantum limit
For completeness, we will now present a derivation of the standard quantum limit to the scaling of C, which can be achieved using
an argument based on the uncertainty relation [5]. Consider an ideal single-mode laser which can be considered to be in a coherent
state |α〉with fixed amplitude |α| = √µ 1, and a phase which will vary randomly as we shall see. The phase/number uncertainty
relation V (φ)V (n) & 1/4 (which is rigorous in terms of the sHolevo phase variance [9]) is—to a good approximation—saturated
for large-amplitude coherent states, V (φ)V (n) ∼ 1/4. Since for coherent states V (n) = 〈nˆ〉 = µ, we have initially V (φ) = 1/4µ.
Let the cavity damping rate due to the output coupling creating the beam be κ, and assume a linear coupling between the laser
cavity and the beam. Consider the infinitesimal time dt. The effect of damping over this time will induce a change in the mean
photon number µ→ µ(1− κdt). Since linear damping takes coherent states to coherent states, the change in phase variance after
this short time is
V (φ) + dV (φ) =
1
4µ(1− κdt) =⇒ dV (φ) ∼
κdt
4µ
. (S40)
Now consider the process of gain into the laser cavity. If there is no coherent input to the laser, then dV (φ) cannot decrease from
the value in Eq. (S40). In the best case scenario where no phase noise is added, the amplitude of the coherent state is restored to its
original value of µ. Therefore, for a cavity which is pumped as it is damped, the phase variance must increase by at least κdt/(4µ).
Since each such time increment is independent, we can think of this as a coherent state |√µeiθ(t)〉 with an unknown phase θ(t)
undergoing a classical random walk with variance growing as κt/(4µ). Now the coherence for such a beam is given by
CidealSQL =
∞∫
−∞
ds G(1)(s, t) = κµ
∞∫
−∞
ds e−V [φ(s)−φ(t)]/2 (S41)
where we have used the result again that 〈eX〉 = e−V (X)/2 for any zero-mean Gaussian variable X . Using the arguments above to
replace the variance in the exponential by κ|s− t|/(4µ), we can compute the integral to find
CidealSQL ≤ κµ
∞∫
−∞
ds e−κ|s−t|/(8µ) = 16µ2. (S42)
This is the scaling for the standard quantum limit for laser coherence, CidealSQL = Θ(µ
2).
1.6 Relation to other coherence measures
Although we have been primarily concerned with describing optical coherence, there are many definitions of coherence in quantum
information theory (see [10] for a review). In this section, we discuss how our definition of optical coherence in Eq. (S6) relates
to one such coherence measure. In particular, we will derive an explicit relationship between our measure, and the measure of
coherence introduced in Ref. [11]. Given a group G, with unitary representation U(g) for g ∈ G, the G-asymmetry of a quantum
state ρ is defined as
AG(ρ) := S(GG[ρ])− S(ρ), (S43)
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where GG[ρ] =
∫
dg U(g)ρU†(g) is the group average with respect to the Haar measure dg, and S(ρ) := −Tr ρ ln ρ is the von-
Neumann entropy. States which are invariant under the action of U(g)∀g ∈ G are said to be symmetric with respect to G. We
adopt this quantity as an entropic measure of the asymmetry of the state ρ with respect to G.
Recall that all measurements of optical phase require an independent phase reference. This means that—in the context of ana-
lyzing the coherence (optical or otherwise) of any laser beam—one can only make meaningful statements about relative coherence.
In the absence of a phase reference, we can obtain a measure of a beam’s relative coherence by imposing it on a 50:50 beam
splitter, with a vacuum state incident in the other input port. To this end, we consider the four optical field modes shown in Fig. S2,
where aˆ, bˆ (aˆ′, bˆ′) are annihilation operators for the input (output) modes. In the Heisenberg picture, the action of the beamsplitter
transforms the input mode operators according to
aˆ =
1√
2
(
aˆ′ + bˆ′
)
, (S44)
bˆ =
1√
2
(
aˆ′ − bˆ′
)
. (S45)
aˆ aˆ′
bˆ′
bˆ
Fig. S2 | Beam splitter and its input/output modes, which we consider in order to measure the relative coherence of a beam.
Suppose the input state to the beamsplitter has N photons in mode a. Explicitly, |ψin〉 = |N〉a|0〉b = (N !)−1/2(aˆ†)N |0〉a|0〉b.
Using the Heisenberg picture operator transformation in Eq. (S44), it is straightforward to calculate the output state of the beam-
splitter as
|ψout〉 = 1√
2NN !
(
aˆ′† + bˆ′†
)N
|0〉a′ |0〉b′ (S46)
=
1√
2N
N∑
m=0
√(
N
m
)
|m〉a′ |N −m〉b′ . (S47)
This means that, for a fixed number of input photons, the probability distribution of finding na′ and nb′ photons in modes a′ and b′
respectively is binomial,
P (na′ , nb′ |N) = wn′a|N δnb′ ,N−na′ , for wi|j :=
1
2j
(
j
i
)
. (S48)
To connect the above result to the measure of coherence C used in the main text, we note that it was shown in the Appendix of
Ref. [12] that any monochromatic mode of any statistically stationary optical field that can be described by a stochastically varying
coherent state, is populated thermally. That is to say, if the mode has mean occupation n¯ then its state is
ρth(n¯) =
∞∑
j=0
℘j |j〉〈j| , for ℘j = 1
1 + n¯
(
n¯
1 + n¯
)j
. (S49)
Thus we can write the output state of the beamsplitter, defined over modes a′, b′, as
ρ′ =
∞∑
j=0
j∑
i,h=0
℘j
√
wi|jwh|j |i, j − i〉〈h, j − h|. (S50)
We now calculate the G-asymmetry of the state ρ′, defined by Eq. (S43),
AG(ρ
′) = S(GG[ρ′])− S(ρ′), (S51)
for which we take the group G to be that represented by the group of unitary phase shift operators, {U(θ) : θ ∈ [0, 2pi), U(θ) =
exp(iθnˆ)}, where nˆ is the number operator for one of the output modes (a′ or b′)—it does not matter which one. That is, AG(ρ′)
will measure the relative coherence of the two output modes, which is the only sort of coherence that is operationally meaningful.
The density operators which are symmetric with respect to this group are those diagonal in the photon number basis. This implies
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that taking the average of a state ρ with respect to this group is equivalent to applying the dephasing map, GG[ρ] ≡
∑
k(|k〉〈k| ⊗
I)ρ(|k〉〈k| ⊗ I). Using Eq. (S50), we obtain
GG[ρ′] =
∞∑
j=0
j∑
k=0
℘jwk|j |k, j − k〉〈k, j − k| . (S52)
Thus its von-Neumann entropy simplifies to the Shannon entropy H of the distribution defined by the diagonal elements of this
matrix,
S(GG[ρ′]) = H({℘jwk|j}j,k) (S53)
= H({℘j}j) +
∑
j
℘jH({wk|j}k), (S54)
where H({℘j}j) := −
∑
j ℘j ln℘j , and the second line follows from the strong additivity of the Shannon entropy. Now, since the
action of the beamsplitter is a unitary, the second term in Eq. (S51) is
S(ρ′) = S(ρth(n¯)⊗ |0〉〈0|) (S55)
= H({℘j}j). (S56)
From the above expressions, the G-asymmetry simplifies to
S(GG[ρ′]) =
∑
j
℘jH({wk|j}k). (S57)
We calculate an explicit expression for this quantity in the limit of a large number of photons in the input port of the beamsplitter,
n¯ → ∞. First, note that in this limit we can approximate n¯/(1 + n¯) as e−1/n¯, so that ℘j → n¯−1e−j/n¯. We can also use the
asymptotic formula for the entropy of a binomial distribution (see e.g. Ref. [13]),
−
j∑
k=0
1
2j
(
j
k
)
ln
[
1
2j
(
j
k
)]
∼ 1
2
ln
[
piej
2
]
(S58)
as j →∞, because the greatest contribution of the sum in (S57) will come from large j. Finally, we can convert this sum into the
integral
AG(ρ
′) ∼ 1
2n¯
∞∫
0
dj e−j/n¯ ln j, (S59)
where we have dropped additive factors of order unity. Using known integrals [14, p. 571], and again dropping additive factors of
order unity, this evaluates to
AG(ρ
′) =
1
2
ln(n¯). (S60)
Maximizing the coherence by choosing the maximally populated mode of the laser beam, so that n¯ = C, we get finally
AG(ρ
′) =
1
2
lnC. (S61)
Thus, we see a direct correspondence between our measure of laser coherence, and the relative G-asymmetry of coherence. This
means that the Heisenberg limit scaling for C has implications for the fundamental limits on other types of coherence used in
quantum information.
2 Analytical upper bound on C
In this section we prove the claim stated in the main text that C = O(µ4), for any laser model which satisfies our four conditions.
We begin with an illustration which outlines the proof, before presenting the full derivation.
2.1 Sketch of the proof
The proof involves consideration of two observers, and three methods by which the optical phase of the laser at a time T could
be estimated. The first method we refer to as filtering, wherein an observer performs heterodyne measurements over the beam
emitted before T in a finite interval [T − τ, T ) of length τ . The second method we call retrofiltering, which—like filtering—relies
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on measuring the phase of the beam proceeding from the cavity, with the difference that the finite segment of the measured beam
is emitted after T . That is, retrofiltering involves heterodyning the beam over the interval (T, T + τ ]. Finally, the most direct way
that the phase of the cavity could be estimated at T is by performing a direct measurement on the cavity at this time.
The methodology behind the proof requires considering the first observer, Effie, to undertake a filtering measurement which
encodes her result as an optical phase in the state of the cavity. This creates a phase estimation problem for a second observer, Rod,
who can perform either retrofiltering or a direct cavity measurement to infer Effie’s result. Since, as we show, Rod’s retrofiltering
cannot outperform his direct cavity measurement as an estimate of the encoded phase, we can use known bounds on covariant
phase estimation to prove the upper bound on the coherence. These ideas are illustrated in Fig. S3.
laser
t = T
time
T
ρφFc
time
T+
time
T++
t = T+ + τ
time
T+ + τ
time
T+ + τ+
t = T − τ
beam bˆ(t)
t = T+t = T − τ
t = T − τ
ρcb
ρφFcb′
EˆheterodyneφF
EˆcanonicalφD
EˆheterodyneφR
φR cannot be better than φD
as an estimate of
φF
or
Fig. S3 | Illustration of the method for deriving the upper bound C = Θ(µ4). Time increases from the top to the bottom but is
branched. Initially, we consider the cavity at time T in steady state, and the segment of the beam emitted since time T − τ . At an
immediately following time T+ > T , we suppose an observer, Effie, can perform heterodyne filtering over the beam emitted in the
interval [T − τ, T ), to obtain a phase estimate φF of the cavity at time T . The state of the cavity, conditioned on her measurement
is ρφFc . Now, there are two ways a second observer, Rod, could measure the phase of the cavity (green arrows). The first method
allowing the cavity to emit the beam up until time T+ + τ , upon which heterodyne retrofiltering could be performed over the
interval (T+, T+ + τ ], yielding an estimate φR at time T+ + τ+. The second would consist of a canonical phase measurement
performed directly on the cavity at time T++ immediately following T+, with outcome φD. Since the result φR cannot be better
than φD as a phase estimate of φF , the upper bound on C follows from known results on optimal covariant phase estimation.
2.2 Main theorem
To rigorously prove the upper bound, we first begin by defining unitary operators eiφˆF and eiφˆR which will allow us to describe
filtering (F ) and retrofiltering (R) of heterodyne measurements on the beam. These operators have unit-modulus complex eigen-
values, the arguments (phases) of which equal the results (phase estimates) φF and φR for filtering and retrofiltering, respectively.
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From the theory of heterodyne detection (see e.g. [2]), these exponentials can be written as
eiφˆF =
Fˆ
|Fˆ | (S62)
eiφˆR =
Rˆ
|Rˆ| (S63)
with |Aˆ| :=
√
Aˆ†Aˆ, and
Fˆ :=
∫ T
T−τ
dt uF (t)bˆ(t) + aˆ
†
F (S64)
Rˆ :=
∫ T+τ
T
dt uR(t)bˆ(t) + aˆ
†
R. (S65)
Here, bˆ(t) is the one-dimensional field operator satisfying [bˆ(t), bˆ†(s)] = δ(t−s) as in the main text, while aˆF (R) is the annihilation
operator for the ancillary vacuum mode which enters into heterodyne detection, satisfying [aˆF (R), aˆ
†
F (R)] = 1. Both uF (t) and
uR(t) are normalized (
∫∞
−∞ |u(t)|2dt = 1) filter functions which have support on the intervals [T−τ, T ) and (T, T+τ ], respectively.
From these properties, all commutators of Fˆ , Fˆ †, Rˆ, Rˆ† vanish.
We first prove these operators are phase covariant. This allows the observers to obtain a phase estimate of the laser at a given
time, while ensuring Lemmas 1 and 3 from the previous section are relevant. The lemma below is proved explicitly for the filtering
operator Fˆ , from which the proof for Rˆ follows trivially.
Lemma 4 (Phase covariance). The filtering observable eiφˆF changes covariantly when the beam undergoes an optical phase shift
by arbitrary angle θ. That is, the probability to obtain the result eiφF changes as
P (eiφF |Uθb(ρb)) = P (ei(φF−θ)|ρb) (S66)
Proof. For reasons that will become apparent, consider Uθb−a(•) = Uˆθb−a • Uˆθ†b−a := eiθ(nˆb−nˆa) • e−iθ(nˆb−nˆa), where nˆb and nˆa
are photon number operators for the beam and ancillary vacuum modes, respectively. Then we can show
Uθb−a(Fˆ ) = Uˆθb−a
(∫ T
T−τ
dt uF (t)bˆ(t) + aˆ
†
F
)
Uˆθ†b−a (S67)
= Uˆθb
[∫ T
T−τ
dt uF (t)bˆ(t)
]
Uˆθ†b + Uˆ
−θ
a aˆ
†
F Uˆ
−θ
a
† (S68)
= e−iθFˆ . (S69)
Note that Fˆ is a normal operator, since [Fˆ , Fˆ †] = 0. Therefore, by the spectral theorem [2], there exists an orthonormal basis in
the joint Hilbert space of the beam and vacuum mode span{|F 〉 : F ∈ C} such that Fˆ |F 〉 = F |F 〉. Thus,
Uˆθ†b−a|F 〉 = |Fe−iθ〉, (S70)
where |Fe−iθ〉 is an eigenstate of Fˆ , with eigenvalue Fe−iθ. This can be seen from observing that Fˆ Uˆθ†b−a|F 〉 = e−iθUˆθ†b−aFˆ |F 〉 =
Fe−iθUˆθ†b−a|F 〉.
Now, to prove the lemma, the probability of obtaining outcome F when measuring the beam in state ρb is
P (F |ρb) = 〈F |(ρb ⊗ |0〉a〈0|)|F 〉, (S71)
where the subscript a labels the vacuum state in the ancillary mode which enters into heterodyne detection. This means that, if the
state of the beam undergoes a rotation in phase by amount θ, the probability of obtaining outcome F becomes
P (F |Uθb(ρb)) = 〈F |Uθb(ρb)⊗ |0〉a〈0||F 〉 (S72)
≡ 〈F |(Uθb ⊗ U−θa )(ρb ⊗ |0〉a〈0|)|F 〉 (S73)
= (〈F |Uˆθb−a)ρb ⊗ |0〉a〈0|(Uˆθ†b−a|F 〉) (S74)
= 〈Fe−iθ|(ρb ⊗ |0〉a〈0|)|Fe−iθ〉 (S75)
= P (Fe−iθ|ρb). (S76)
The second line follows from the first due to the phase-shift invariance of the ancillary vacuum state |0〉a〈0|, and the fourth follows
from Eq. (S70). Thus, from Eq. (S62), the result of measuring eiφˆF on a state shifted by θ in phase, is equivalent to making the
same measurement on the original state and shifting the result by θ.
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We now proceed to the formal proof of Theorem 1 in the main text, namely that C = O(µ4) for any laser which satisfies our four
assumptions.
Theorem 2 (Upper bound on C). For an ideal laser beam satisfying Conditions 1–4 stated in the main text, the coherence C of the
beam is bounded from above by
C ≤ 2
3
∣∣∣∣ 3zA
∣∣∣∣6 µ4, (S77)
in the asymptotic limit µ → ∞, where µ is the mean number of excitations stored inside the laser cavity, and zA ≈ −2.338 is the
first zero of the Airy function.
In order to prove the theorem, we require one additional result proved by Bandilla, Paul and Ritze [15]. This involves consider-
ation a convenient measure of phase spread [16]
1− |〈eiθ〉|2, (S78)
we referred to as the mean-square error (MSE) in the main text, when θ is an error. This is justified by observing that, for small θ,
1− |〈eiθ〉|2 ≈ 〈θ2〉− 〈θ〉2, which is equivalent to the MSE for an unbiased estimate of θ. We will use this quantity to describe how
well Rod’s estimate of the phase agrees with the actual encoded phase in the cavity. The following lemma gives the required lower
bound on this quantity in terms of the cavity’s mean excitation number µ, when Rod performs a direct measurement on the cavity,
from Ref. [15].
Lemma 5 (Minimum MSE for a cavity measurement). An optical phase measurement on the state of a system with mean photon
number µ, and for which the U(1)-mean phase is φ¯, will give an estimate φˆ with MSE bounded from below by
1− |〈ei(φˆ−φ¯)〉|2 ≥ 4
∣∣∣zA
3
∣∣∣3 µ−2 (S79)
in the asymptotic limit µ 1.
Proof of Theorem 2. Consider the problem of measuring the phase of the cavity at time T , once the laser system is in its steady state.
Let one observer (Effie) obtain a phase estimate φF by performing heterodyne filtering of the beam segment emitted in the interval
t ∈ [T − τ, T ). Effie’s measurement is represented by the phase covariant operator Fˆ defined in Eq. (S64). By Lemma 4, we
know Lemma 1 applies for this measurement operator, and so the state of the cavity conditioned on Effie obtaining outcome φF is
a fiducial cavity state ρ with φF encoded by the generator nˆc. That is, the state of the cavity is steered to ρc|φF = e
iφF nˆcρ0e
−iφF nˆc
by Effie’s measurement, which by Lemma 3 will have mean photon number µ for all outcomes φF .
Now, the task of a second observer (Rod) is to estimate φF , which has been encoded into the cavity by Effie’s measurement.
Consider two ways Rod could choose to do this—either by allowing the cavity to emit a beam for a further τ time and performing
retrofiltering over the beam emitted in (T, T+τ ], or by performing a direct measurement on the cavity at time T . Rod’s retrofiltering
measurement is represented by the phase covariant operator Rˆ defined in Eq. (S65). We denote the two estimates he can obtain
by these methods by φR and φD, respectively. In order to compare how correlated φR(φD) is with φF , we consider the quantity
1− |〈ei(φˆR(D)−φˆF )〉|2.
For the finite filtering/retrofiltering intervals discussed above, the filter function uF (t), uR(t) must have support only for t ∈
[T−τ, T ). For simplicity we choose this filter function to be uniform over this interval, uR(t) = uF (−t) = τ−1/2[H(t)−H(t−τ)],
where H is the Heaviside step function. This symmetry, together with the fact that
〈
sin
(
φˆR − φˆF
)〉
= 0, allows us to calculate
the MSE in the first case where Rod retrofilters the beam as
1−
〈
cos
(
φˆR − φˆF
)〉2
= 1− 1
4
〈
Fˆ †Rˆ+ Rˆ†Fˆ
|Rˆ| |Fˆ |
〉2
(S80)
Defining the operator Sˆ := Rˆ†Fˆ allows this to be rewritten as
1−
〈
cos
(
φˆR − φˆF
)〉2
= 1−
〈
Sˆ√
Sˆ†Sˆ
〉2
, (S81)
where we have used the fact that 〈Sˆ†〉 = 〈Sˆ〉 =: S¯ due to symmetries between Rˆ and Fˆ . Let Sˆ := S¯ + δSˆ and Sˆ† := S¯ + δSˆ†. We
have
1−
〈
cos
(
φˆR − φˆF
)〉2
= 1−
〈
S¯ + δSˆ√
(S¯ + δSˆ†)(S¯ + δSˆ)
〉2
(S82)
= 1−
〈
1 + δSˆ/S¯√
(1 + δSˆ/S¯ + δSˆ†/S¯ + δSˆδSˆ†/S¯2)
〉2
. (S83)
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Since δSˆ†, δSˆ  S¯, we can expand the operators in the denominator by performing a Maclaurin series expansion for (1+x)−1/2 =
1− x/2 + 3x2/8 +O(x3). Thus, to leading order,
1−
〈
cos
(
φˆR − φˆF
)〉2
= 1−
〈(
1 +
δSˆ
S¯
)(
1− δSˆ
2S¯
− δSˆ
†
2S¯
− δSˆ
†δSˆ
2S¯2
+
3(δSˆ†)2
8S¯2
+
3(δSˆ)2
8S¯2
+
3δSˆ†δSˆ
4S¯2
)〉2
= 1−
〈
1 +
1
4
(
(δSˆ)2
S¯2
− δSˆ
†δSˆ
S¯2
)〉2
=
1
2
〈
δSˆ†δSˆ − (δSˆ)2
S¯2
〉
. (S84)
The large term on the denominator evaluates to S¯ = N τ +O(1) for `τ  1, and so, in terms of the original operators Sˆ and Sˆ†,
1−
〈
cos
(
φˆR − φˆF
)〉2
∼ 1
2
〈
Sˆ†Sˆ − Sˆ2
〉
N 2τ2 (S85)
The expectation value in the numerator requires careful calculation. We use the definitions of Fˆ and Rˆ from Eqs. (S64) and
(S65), together with the first- and second-order Glauber coherence functions for an ideal laser beam in Eqs. (S34) and (S37), to
evaluate these. The first term is
〈Sˆ†Sˆ〉 = 〈R†F †FR〉 (S86)
= 〈aRaFa†Fa†R〉+
1
τ
∫ T
T−τ
ds
∫ T
T−τ
dt 〈aRbˆ†(s)bˆ(t)a†R〉+
1
τ
∫ T+τ
T
dt
∫ T+τ
T
ds 〈b†(t)aFa†F b(s)〉
+
1
τ2
∫ T+τ
T
ds
∫ T
T−τ
ds′
∫ T+τ
T
dt′
∫ T
T−τ
dt 〈b†(s)b†(s′)b(t′)b(t)〉 (S87)
= 1 +
2N
τ
∫ τ
0
dt
∫ τ
0
ds g(1)(s, t) +
N 2
τ2
∫ τ
0
ds
∫ 0
−τ
ds′
∫ τ
0
dt′
∫ 0
−τ
dt g(2)(s, s′, t′, t) (S88)
= 1 +
2N
τ
∫ τ
0
dt
∫ τ
0
ds e−`|s−t|/2
+
N 2
τ2
∫ τ
0
ds
∫ 0
−τ
ds′
∫ τ
0
dt′
∫ 0
−τ
dt e−`(|s−t|+|s
′−t′|+|s−t′|+|t−s′|−|s−s′|−|t−t′|)/2 (S89)
= 1 +
8N
(
`τ + 2e−
`τ
2 − 2
)
`2τ
+
16N 2e−`τ
(
e
`τ
2 (`τ − 2) + 2
)2
`4τ2
. (S90)
Note that here (and below) we have used the stationarity of the process to change the limits of integration when we rewrite the
correlation in terms of Glauber functions. The other term is
〈Sˆ2〉 = 〈(R†)2F 2〉 (S91)
=
1
τ2
∫ T+τ
T
ds
∫ T+τ
T
ds′
∫ T
T−τ
dt′
∫ T
T−τ
dt 〈b†(s)b†(s′)b(t′)b(t)〉 (S92)
=
N 2
τ2
∫ τ
0
ds
∫ τ
0
ds′
∫ 0
−τ
dt′
∫ 0
−τ
dt g(2)(s, s′, t′, t) (S93)
=
N 2
τ2
∫ τ
0
ds
∫ τ
0
ds′
∫ 0
−τ
dt′
∫ 0
−τ
dt e−`(|s−t|+|s
′−t′|+|s−t′|+|t−s′|−|s−s′|−|t−t′|)/2 (S94)
=
4N 2e−4`τ
(
e
`τ
2 − 1
)4 (
2e
`τ
2 + 3e`τ + 1
)2
9`4τ2
. (S95)
This time there are no two-time correlations because the vacuum modes only have annihilation or creation operators, so give
expectation values of zero. For the purpose of proving the theorem, we only require Eq. (S85) to leading order in `/N . To this end,
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we introduce a real parameter σ and set τ := σ/
√N `, from which we find
1−
〈
cos
(
φˆR − φˆF
)〉2
∼ 1
2
〈
Sˆ†Sˆ − Sˆ2
〉
N 2τ2 (S96)
=
1
N τ +
2`τ
3
+O
(
`
N
)
(S97)
=
(
1
σ
+
2σ
3
)√
`
N +O
(
`
N
)
. (S98)
It is of interest (see Sec. 4) to know how this result relates to the Glauber coherence functions introduced in Sec. 1.4. Clearly from
Eqs. (S88) and (S93), the quantity we have just evaluated can be written as a constant plus linear functionals (integrals) of δg(1)ideal−1
and δg(2)ideal−1. It turns out that, the δg
(1)
ideal−1 terms do not contribute to the leading order expression in Eq. (S98). Specifically, we
can say
1−
〈
cos
(
φˆR − φˆF
)〉2
∼ 1N τ +
1
τ4
[
1
2
∫ τ
0
ds
∫ 0
−τ
ds′
∫ τ
0
dt′
∫ 0
−τ
dt δg
(2)
ideal−1(s, s
′, t′, t)
− 1
2
∫ τ
0
ds
∫ τ
0
ds′
∫ 0
−τ
dt′
∫ 0
−τ
dt δg
(2)
ideal−1(s, s
′, t′, t)
]
. (S99)
The first term comes from the shot noise in the phase estimate due to the finite number of photons, and decreases as the reciprocal
of the number of photons in the time interval τ . The second term is a sort of time-average, over that interval, of the deviation
from complete coherence. That is, it would vanish if the phase of the beam were constant in time and because of phase diffusion it
increases with τ as we see explicitly in the evaluated expression, Eq. (S98) (remembering that σ is just a scaled version of τ ). The
optimal time τ , which minimizes the MSE, balances those two competing contributions. This translates to the tightest (given the
method used) upper bound on C, as we shall see below. Taking the derivative of Eq. (S98) with respect to σ and setting it to zero
shows that the minimum MSE occurs when σ =
√
3/2, corresponding to retrofiltering/filtering intervals of duration
τ =
√
3
2N ` . (S100)
Substituting this filtering time in Eq. (S98) gives, asymptotically
1−
〈
cos
(
φˆR − φˆF
)〉2
∼ 2
√
2`
3N . (S101)
The second method available to Rod involves performing a direct optical phase measurement on the state of the cavity. In this
case, the lower bound on the MSE from Lemma 5 can be applied, since by Lemma 3 the state of the cavity maintains a constant
mean photon number µ after Effie has performed filtering. From Lemma 5, we can identify φˆ with φˆD and φ¯ with φF plus the
average phase value of the fiducial state. We thus know that 1− |〈ei(φˆD−φF )〉|2 & 4|zA/3|3µ−2. Clearly, the direct measurement
which achieves this lower bound on the MSE must outperform any other measurement of the phase at time T , since Lemma 1
shows that the phase information from Effie’s measurement is encoded in the fiducial state purely by the generator nˆc. It therefore
follows that φR cannot be better than φD as an estimate of φF , since the direct cavity measurement which achieves equality in
Lemma 5 is optimal. In terms of the MSEs between the phases, this means
1− |〈ei(φˆR−φˆF )〉|2 & 1− |〈ei(φˆD−φˆF )〉|2 (S102)
for µ 1. This immediately gives the inequality
2
√
2`
3N &
4|zA/3|3
µ2
, (S103)
and rewriting in terms of the coherence C = 4N/`, we have that
C . 2
3
∣∣∣∣ 3zA
∣∣∣∣6 µ4 (S104)
≈ 2.9748µ4,
as claimed.
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3 Details of our Tensor-Network Laser Model
The discretized version of the laser process that was described in the main text is illustrated in Fig. S4. For any finite-size portion
of the beam, this process corresponds to a matrix product state (MPS) sequential quantum factory, or sequential generation scheme,
previously introduced in [17, 18]. For such processes, Schon et al. [17] proved that the generative interaction corresponds to an
isometry, and the output can be expressed as an MPS with left-handed orthogonality (see [19, 20, 7, 22] for details of orthogonality
conditions on MPSs).
MPS methods are widely used in condensed matter physics and quantum information theory [23, 19, 24], and have had some
applications in quantum optics [17, 18, 25, 26], but have been never used to describe the creation of laser coherence, to the best
of our knowledge. In particular, while Ref. [17] also pointed out that a cavity quantum-electrodynamics (QED) system can be
generally emulated using such a sequential process, the authors were not concerned with describing coherence generation (in the
sense defined above) by a laser. Rather, they assumed external sources of coherence, i.e. lasers, driving their cavity QED system.
3.1 The iMPS description of a laser beam
The descretized laser system we described in the main text (and is visualised in Fig. S4) contains five elements: the cavity, a pump,
a vacuum input, the beam output, and a sink. All of these are essential for laser operation, and we use the simplest possible model
for all. We can consider the sink (s) and beam (b) as a joint four-level system in order to maintain consistency with the requirements
of an MPS sequential generation scheme, possessing a single output at a time. In doing so, we may consider the beam alone by
simply tracing over the sink. From Eq. (6) in the main text, the time evolution of the cavity (c) and its outputs is governed by the
generative interaction
Vˆq =
∑
jq+1,m,n
A[jq+1]mn |m〉c〈n| ⊗ |jq+1〉o, (S105)
which maps a D-dimensional vector space into a 4 ×D-dimensional one. The ket specifying the outputs (labelled o) acts on the
composite beam and sink spaceHb⊗Hs, and is defined as |jq+1〉o := |bj/2cq+1〉b⊗|(j mod 2)q+1〉s. The action of the isometry
Vˆ corresponds to a completely-positive trace-preserving map which evolves the laser cavity one time step. It can be related to the
generative unitary interaction, Uˆint, according to
Vˆ |ψ〉c ≡ Uˆint(|ψ〉c|1〉p|0〉v) (S106)
where the subscripts p and v correspond to pump and vacuum states. The isometry condition, Vˆ †Vˆ = ID, where Im is the m×m
identity matrix, translates to a completeness/orthonormality relation
3∑
j=0
A[j]†A[j] = ID . (S107)
Each A[j] here is treated as an operator whose elements in the cavity photon number basis, |m〉c, are those of the A-matrices
introduced above.
Fig. S4 | Conceptual diagram of our laser model. From the upper figure to the lower, one time step has passed, converting one pair
of input qubits (pump and vacuum) into a new pair of output qubits (beam and sink), with position label q0 + 1. The indefinite
length string of pairs of output qubits is described by an iMPS of bond-dimension D, equal to the Hilbert space dimension of the
laser cavity.
We are interested in the one-site unit-cell infinite MPS (iMPS) that Vˆ eventually creates, pictured in Fig. S4 for arbitrary
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consecutive times q0 and q0 + 1. In terms of the A-operators used above, the iMPS is given by
|ΨiMPS〉=
∑
...,jq0 ,jq0−1,jq0−2,...
〈Φ(q=+∞)|c · · ·A[jq0 ](q0) A
[jq0−1]
(q0−1)A
[jq0−2]
(q0−2) · · · |Φ(q=−∞)〉c
|..., jq0 , jq0−1, jq0−2, ...〉o , (S108)
where |Φ(q)〉c denotes the state of the cavity at integer time q. We suppose in the last step, q = +∞, the cavity decouples from
the output. Since there exists translational invariance in the outputs, we now drop the (q)-subscripts. Later on, we shall impose an
important condition on the iMPS (i.e. the largest-magnitude eigenvalue of its transfer matrix being non-degenerate) that makes the
boundary states |Φ(q = +∞)〉s and |Φ(q = −∞)〉s irrelevant—they would not appear in any expectation value calculations below
(see also [19, 24, 22]). Therefore, the iMPS in Eq. (S108) is equivalent to the infinite-size/uniform tensor network state described
in Refs. [7, 27] when it reaches its fixed-point.
We wish to deal with the above description of the laser dynamics, under the conditions discussed in the main text. As per
requirements of Condition 1, we are approximating continuum-limit description of the output beam by a discrete model, with an
arbitrarily short section of beam of length δt having at most one photon occupation so being representable by a qubit. This is
achieved by performing the following transformation:
√
δt bˆ → σˆ−b , where σˆ−b = |0〉b〈1|. (In fact, δt translates to MPS lattice
spacing in physical units – more details below.) Note that σˆ{x,y,z,+,−}s are always operators on the sink (where σˆzs ≡ 2nˆs − 1).
Taking c˜(ω) to have a maximum at ω=0 as above, the coherence finds the following form:
C =
∞∑
q′=−∞
〈σ+b (q + q′)σ−b (q)〉 , (S109)
which is how we calculate the coherence numerically (see also below).
Let us now use a prime to denote the operators after the application of the unitary, Uˆint, forwarding one time step for a pair of
input qubits and the cavity. Condition 2 follows naturally in this MPS model by imposing conservation of energy. That is, we
impose the constraint nˆc + nˆv + nˆp = nˆ′c + (nˆ
′
v + nˆ
′
p) on the unitary Uˆint. But, as illustrated in Fig. S4, the term (nˆ
′
v + nˆ
′
p)
here can be equated with nˆb + nˆs, while the pump and vacuum are prepared in photon number eigenstates 0 and 1. Thus, we can
equally well consider the isometry Vˆ with the constraint 1 + 〈nˆc〉 = 〈nˆ′c + nˆb + nˆs〉. Importantly, this means the D×D dimension
A-matrices are highly sparse:
A[0] =

0 · · · · · · · · · 0
• . . . ...
0 • . . . ...
...
. . . . . . . . .
...
0 · · · 0 • 0

, A[1], A[2] =

• 0 · · · · · · 0
0 • . . . ...
...
. . . . . . . . .
...
...
. . . • 0
0 · · · · · · 0 •

, A[3] =

0 • 0 · · · 0
...
. . . • . . . ...
...
. . . . . . 0
...
. . . •
0 · · · · · · · · · 0

, (S110)
where bullets indicate the only elements allowed to be non-zero 1. In other words, each A-matrix has at most a single non-zero
diagonal, with Θ(D) free parameters. We will take those parameters to be real (and nonnegative), which is consistent with a
spectral peak at ω = 0. It follows that the left-handed orthogonality (isometry) condition, Eq. (S107), reduces to
(A
[0]
m+1,m)
2 + (A
[1]
mm)2 + (A
[2]
mm)2 = 1 for m = 0,
(A
[0]
m+1,m)
2 + (A
[1]
mm)2 + (A
[2]
mm)2 + (A
[3]
m−1,m)
2 = 1 for 0 < m < D − 1,
(A
[1]
mm)2 + (A
[2]
mm)2 + (A
[3]
m−1,m)
2 = 1 for m = D − 1 ,
(S111)
which additionally implies that the absolute value of the A-matrices’ elements are bounded by unity, |A[j]mn| ≤ 1.
We proved that in the model of Fig. S4 the output is equivalent to an iMPS; naturally, our preferred method to evaluate the
steady-state quantities of interest is the well-established approach of manipulating MPS transfer operators [22, 29, 19, 7, 24, 27],
also known as transfer matrices. Using a standard MPS diagram, we present the definition for the general transfer operator, TXˆ ,
equipped with the local physical operator Xˆ in Fig. S5(a). Note that T matrices are superoperators acting on D × D-size MPS
operators. The most interesting superoperator in this class is the identity transfer operator, TIˆ ≡ T , which is equipped with the
physical identity operator, Iˆ4 ≡ Iˆ . We present the actions of T on two left- and right-hand-side MPS operators in Fig. S5(b) and
(c). Accordingly, the equation forms of these can be written as
T (Eˆ)left =
∑
j
A[j]†EˆA[j]
T (Fˆ )right =
∑
j
A[j]FˆA[j]† . (S112)
1 We note Eq. (S110) tells us that MPS matrices of a steady-state laser are, indeed, analogous to those describing an eigenstate of an explicitly U(1)-symmetric
physical Hamiltonian – see also [28].
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ID σ
+
b (q) σ
−
b (q-r-1)b - - ρ
ss
T r
C ≈ 2Σr
(d)
XˆTXˆ ≡
(a)
A†
A
EˆTIˆ(Eˆ)left ≡
(b)
TIˆ(Fˆ )right ≡
A
A†
Fˆ
(c)
Fig. S5 | MPS diagrams for the definitions of the transfer operators, Eq. (S113), and C. Here, circles display A-matrices or their
conjugates, diamonds represent physical local operators, black lines denote D-dimensional virtual bonds, and red lines show four-
dimensional physical bonds in the laser system. Displayed sub-figures demonstrate the followings: (a) the diagrammatic definition
of TXˆ , the transfer operator of a local operator Xˆ (for the identity transfer operator, T , one only needs to set Xˆ = Iˆ). (b) The
action of an operator Eˆ on TIˆ from the left, (c) the action of an operator Fˆ on TIˆ from the right, and (d) the diagrammatic definition
of the discretized coherence, Eq. (S109), excluding the one-site 〈σ+b (q)σ−b (q)〉-term.
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Equivalently, one can reshape any D × D-size operator into a flattened D2 × 1-dimensional vector form as Eˆm,n → (E|(m,n)
or a 1 × D2-dimensional vector form as Fˆm,n → |F )(m,n), where (m,n) stands for a collective index. We refer to this space
as the flattened space, where the transfer-type operators become large D2 × D2 matrices and MPS operators are represented by
D2-size vectors. Furthermore, we use a bra- and ket-like notation to write the left-hand-side and right-hand-side acting vectors in
the flattened space language, where Eq. (S112) can be rewritten as(
(E|T )
ll′ =
∑
j,m,n
(E|(m,n)(A[j]†)lmA[j]nl′(T |F ))
ll′ =
∑
j,m,n
A
[j]
lm(A
[j]†)nl′ |F )(m,n) . (S113)
In some cases, transfer operator approaches involve the calculations of leading eigenvalues of T—in particular, the second largest
eigenvalue, λ2, which specifies the principal correlation length of the wave function; see [22] for some examples. However, unlike
such approaches, for reasons that become clearer shortly, we formulate an analogous, but subtly different, transfer operator method
— more efficient for the laser system in Fig. S4 — that does not require the direct calculation of the spectrum of T . The numerical
formalism below is partly equivalent to the more general transfer-matrix-based variational MPS optimizer introduced in Ref. [27],
though independently developed. Note that, however, those authors were not concerned with the iMPS description of a laser beam,
and, naturally, the essential connections between the steady state andA-matrices, and expressions for expectation values of infinite-
range operators, are unique to our formalism. Refer to [28] for more detailed description and comparisons regarding the presented
transfer matrix method.
In its matrix form (in the flattened space) the transfer operator can be constructed as T = ∑j A[j]∗ ⊗ A[j]. The matrix T ,
in this particular form, possesses a set of interesting properties: it has a spectral radius of 1 and is generally non-Hermitian (a
necessary feature of the map, since we can show that the symmetric transfer operators lead to trivial laser output states – see also
below). Moreover, its left leading eigenvector (or eigenmatrix), (1| ↔ IˆD, is the identity operator of the Hilbert space Hc, which
is clear from Eq. (S107); in other words, (1|T = (1|λ1 = (1|. We further suppose that the eigenvalues of T are arranged as
1 = |λ1| ≥ |λ2| ≥ · · · ≥ |λD2 |. The corresponding right eigenmatrix is then the familiar (right) reduced density matrix, ρss,
which, by construction, satisfies the following fixed-point (steady-state) equation∑
j
Aˆ[j]ρssAˆ[j]† = ρss , (S114)
or equivalently T |1) = |1) in the flattened space language. (As mentioned, ρss is always diagonal in the |m〉c-basis.) Importantly,
it is not guaranteed for the map T to be injective (meaning that the dimension of the null space of T − ID2 is exactly 1). For
an MPS transfer matrix, the injectiveness assumption, alongside the quantum version of the Perron-Frobenius theorem [30, 31],
guarantees that λ1 = 1 is unique with a pair of nonnegative left and right eigenvectors, i.e. having a single fixed-point – we iterate
that a non-degenerate λ1 also guarantees that the boundary states are irrelevant. For the laser model in Fig. S4, where no pulse or
oscillatory lasing behaviors exist, injectivity holds, so we shall assume it in what follows.
It is worthwhile to look at the explicit matrix form of the transfer operator,
T =

• 0 · · · 0 • 0 · · · · · · · · · · · · 0
0
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . . . .
...
0
. . . . . . . . . . . . . . . . . .
...
• . . . . . . . . . . . . . . . . . . . . . ...
0
. . . . . . . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . . . . . . . . •
...
. . . . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . 0
0 · · · · · · · · · · · · 0 • 0 · · · 0 •

. (S115)
Here, bullets once again represent matrix elements which are allowed to be non-zero. These three diagonals are non-sparse, but both
the upper and lower bands have strictly D − 2 evenly distributed zero elements due to the sparsity of A-matrices Eq. (S110). This
explicit form clearly indicates that T is a sparse, banded matrix with three non-zero diagonals. To the best of our knowledge, there
are no known connections between eigenvalue gaps and the sizes of such matrices in the literature of linear algebra. Conventional
linear algebra tools are, of course, capable of finding bounds on the eigenvalue gaps of square matrices having a higher degree
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of structure simplicity such as: being Hermitian, explicitly nonnegative and irreducible, or having Toeplitz forms. Importantly, T
does not generally and should not be restricted to satisfy any such special criterion. We reiterate that T is never irreducible, due
to possessing some strictly zero elements in off diagonals, and it is pointless for it to be set as symmetric; our thorough numerical
investigations, similar to the ones presented in Fig. 1 of the main text, found that a symmetric T , having a flat photon number
distribution, ρss = ID/D, simply recovers close to the SQL scaling, CidealSQL = Θ(D
2). Furthermore, the strict zeros in off diagonals
of T also forbid it to be approximated by any constant-diagonal matrices that possess simple and exact relations for the spectrum,
as in Toeplitz matrices.
3.2 iMPS numerical optimizations
Due to the lack of analytical results on the spectral properties of T -type matrices represented in Eq. (S115), we devise a cost-
efficient numerical approach to calculate C based on a projected inverse-form (see also [28]). This allowed us to estimate the
magnitude of the coherence still very precisely both numerically and semi-analytically. Using the definition in Fig. S5(a), one can
write Eq. (S109) in terms of T -operators, as we clarified in Fig. S5(d):
C = (1|Tσ+b σ−b |1) + 2
∞∑
r=0
(1|Tσ+b T
rTσ−b |1) . (S116)
It is easy to verify that every term in the sum is positive if the A-matrices have all nonnegative elements. We reiterate that this
is the choice we make below, consistent with the numerics, and corresponds to the spectral peak being at ω = 0 as discussed in
Sec. 1.1. Additionally, we note that the leftover (1|Tσ+b σ−b |1) single-site term is equivalent to the photon flux of the beam. This
term can be excluded from the above expression—another simplification that we do. This is because the magnitude of this term
is non-increasing with D and, in fact, bounded from above by unity, contributing only a negligible amount to the final coherence
value.
Since the vector space of λ1 = 1 has no contribution to the coherence (and also because we are interested in using a geometric-
series-type relation to simplify the above equation), we project out its space from the set of eigenvectors, as prescribed in Ref. [27],
by defining the following projector:
Q = ID2 − |1)(1| , (S117)
which implies T = QT Q+ |1)(1|. Replacing T with this expression in Eq. (S116) leads to
C = 2
∞∑
r=0
[
(1|Tσ+b (QT Q)
rTσ−b |1) + (1|Tσ+b |1)(1|Tσ−b |1)
]
. (S118)
Now, both expectation values in the second term of Eq. (S118) are strictly zero. More importantly, the superoperator QT Q in the
first term has no unity eigenvalue. Therefore, the inverse of the object ID2−QT Q is now well-defined. Using geometric-series-type
identities for the infinite sum appearing in the first term of Eq. (S118), we find
C = 2(1|Tσ+b · inv(ID2 −QT Q) · Tσ−b |1)
= 2(σ+b |inv(T¯ )|σ−b ) , (S119)
where inv denotes the matrix inverse, and we have we defined T¯ := ID2 −QT Q, (σ+b | := (1|Tσ+b , and |σ
−
b ) := Tσ−b |1). We note
that T¯ (-type) matrices are often ill-conditioned (almost singular); however, even if the inverse is practically nonexistent, one can
estimate the above expression using the Moore-Penrose inverse. In practice, we calculate Eq. (S119) by regularizing T¯ through
the addition of a very small term as ID2 and then proceeding by a standard inversion, or by approximating Krylov-based iterative
methods calculating the action of T¯ −1 on the vector in front of it. This is why we used the notation inv(X ), and not X−1, to point
to a generalized approach of matrix inversion. Equation (S119) is our main recipe to calculate C numerically.
In practice, accurately finding the optimum A-matrices and ρss (the |1)-vector) that maximizes C in Eq. (S119) for a given
non-small D is yet a relatively challenging task, even using numerical iteration. This would be due to the accumulated costs of
required computational steps and instabilities caused by using a relatively large number of control quantities such as tolerances,
maximum iteration numbers, and number of Krylov vectors contributed by such steps (see below). In particular, we soon realised
that working with an approximately found vector |1), ensuring that T is injective, and then estimating the inverse of T¯ make the
whole numerics unstable to changes in the set of tolerances and starting vectors for the free parameters. Fortunately, this problem
can be avoided; considering that we require T to be injective, the exact unique structure of ρss is analytically solvable. From
Eq. (S107) and Eq. (S114), we derived the recursive exact solution for the reduced density matrix as stated in the main text (for the
laser’s loss and gain operators – see the connections below):
ρssm =
(
A
[0]
m,m−1
A
[3]
m−1,m
)2
ρssm−1 , 0 < m < D. (S120)
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Fig. S6 | Interior-point optimization results for the profile of non-zero diagonals of iMPS matrices, Eq. (S110), when the limit of a
maximum C is achieved. We show the results forD = 50 (left) andD = 100 (right), when the ansa¨tzeA[2]mn = 0 andA
[0]
mn = const.
(for their allowed non-zero elements) are placed as constraints. The solid lines display an ansatz for the steady-state presented in
the main text, ρansatzm ∝ sin4(pim+1D+1 ).
This means that if the A-matrices are known, this equation will fully determine ρss (or equivalently |1)). The first diagonal
element of the reduced density matrix can be found using the fact that the diagonal elements of ρss form a normalized probability
distribution. Since a further D−1 free parameters are fixed by specifying ρss (which ties A[0] and A[3] via the recurrence relation),
the optimum A-matrices can be now found in quite an efficient manner.
Let us first detail the settings employed in optimization calculations, which were used to find the ansa¨tze appearing in Eq. (3)
in the main text. We employed a constrained nonlinear optimizer, namely the highly-scalable interior-point method described in
Refs. ([32, 33, 34]), to find the maximum of the function given in Eq. (S119). In practice, the run-time complexity of this part
scales at worst as O(NiterN3param), where Nparam denotes the number of free parameters to optimize for and Niter is the number
of iterations required to reach a certain accuracy. In practice, our stopping criteria was set simply for the step tolerance of the
interior-point to reach a desired, very small, fixed value while satisfying all the constraints – see below. Furthermore, we found
the inverse in Eq. (S119) (or in similar expressions) using the conventional memory-efficient method of banded LU-decomposition
for T¯—an approach particularly optimized for sparse matrices—to form a linear system of equations at each iteration, which has
the complexity of O(N2param). Considering that Nparam = O(D) for our generic no-ansatz calculations, the total computational
cost scaled as O(NiterD3), which was quite practical (at least for Niter ∼ D and dimensions up to D = 100—more details in
[28]). Finally, the memory cost of our optimization calculations remained highly manageable, since we always exploited efficient
methods to save and manipulate matrices as sparse-type inputs.
In the first series of our numerical calculations—the interior-point optimization part—we constrained the optimizations by
Eqs. (S111) and (S120), and forced the A-matrices to be of the forms prescribed in Eq. (S110). Moreover, we set A[2] = 0
and all non-zero elements of A[0] equal to some unique constant. The justification behind setting A[2] = 0 will be alluded to in
Sec. 3.3 below. Specifically, the A[2] = 0 operator corresponds physically to transporting the uncorrelated pump qubit straight
into the beam, and so should not play an important role in the creation of a coherent laser beam. The reason behind setting the
non-zero elements ofA[0] to a constant was to ensure our model satisfied Condition 4 of the main text (see Sec. 4 below for details).
We explored a number of possible models in our numerical optimizations, many of which attained Heisenberg limit scaling for C.
Importantly, the most general optimizations where no constraint was placed on A[0], did not result in a laser beam which was
Glauber(2)-ideal. Setting the non-zero elements of A[0] to be equal to a constant rectified this problem.
Under these conditions, we found through numerous careful interior-point optimizations of theA-matrices for a number of states
up to D= 100, that when the maximum of C is achieved, these always possess the forms displayed in Fig. S6. There, we present
exemplary cases D = 50 (left) and D = 100 (right). We find that the ansatz
ρansatzm ∝ sin4
(
pi
m+ 1
D + 1
)
, (S121)
which was introduced in Eq. (3) of the main text, works increasingly well in matching the numerically optimized ρss-results as D
increases. For example, the fidelity, which for these diagonal states equals
(∑
m
√
ρssm
√
ρansatzm
)2
, evaluates to 90.76% and 99.20%
for D = 50 and D = 100, respectively.
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The reader may wonder about the significance of the relatively small size of the matrices A[0] and A[3] in Fig. S6. While it is
important that they are small (of the order of 10−1), there is no physical significance in the particular value found by numerical
optimization. We have shown that the same Heisenberg scaling for C—to within numerical uncertainty—arises if the optimizedA[0]
andA[3] matrices are manually scaled to be ever smaller, andA[1] increased even closer to the identity according to Eq. (S111). The
state ρss also remains unchanged, as per Eq. (S120). The particular value obtained numerically was simply because the algorithm
ceases to decrease the size of A[0,3]-elements as soon as the interior-point optimization problem achieves the assigned tolerances
explained above. This assured us that when A-matrices are optimized, we can introduce a small parameter γ > 0 corresponding
to the order of magnitude of the elements of A[0] and A[3]. Specifically, we will take γ2 to be the number of photons emitted into
the beam in a single time step. Since this number is small, we can regard the time step as infinitesimal, δt, so that we can fix its
relation to the flux N by γ2 = N δt. With this definition of δt, the physical and discrete time have the correspondence t = qδt.
Now, assuming the form of the steady state in Eq. (S121), a constant gain operator A[0]m+1,m = γ, ∀m 6= D − 1, and A[3] and
A[1] determined by ρss and the completeness relation, Eq. (S107), we were able to perform numerical calculations of C for larger
values of D. Thus, in the second series of our calculations, the set of A-matrices are defined as follows:
(1) All the forms prescribed in Eq. (S110) ,
(2) A[2] = 0 ,
(3) A
[0]
m+1,m = γ, m < D − 1 ,
(4) A
[3]
m−1,m = γsin
2(pi mD+1 )/sin
2(pim+1D+1 ), m > 0 ,
(5) A[1] =
√
ID −A[0]†A[0] −A[3]†A[3] .
(S122)
Note that the expression for A[3] follows from the recurrence relation for ρss, which for the above choice of A[0] becomes very
simple, ρm = (γ/A
[3]
m−1,m)
2ρm−1, ∀m 6= 0. We remind readers that γ =
√N δt is an arbitrarily small, but strictly nonzero,
parameter. All physical observables of interest can be expressed independent of γ (as expected from the final form of a discretized
description of a continuum model), meaning that D is the only relevant parameter.
Based on Eq. (S122), we are now ready to derive virtually exact results for the coherence scaling in the limit of γ → 0+ and
D  1, by fitting a power law to numerically calculated values of C for D-values as large as 1000. To obtain results independent
of γ, we define B[i] := A[i]/γ for i = 0 and 3; note that the elements of B-matrices are independent of γ. Then the transfer matrix
T = ∑j A[j]∗ ⊗A[j] can be rewritten as
T = ID2 + γ2L. (S123)
Taking the limit γ → 0+, the following expression becomes exact
L = B[0]∗ ⊗B[0] +B[3]∗ ⊗B[3] − 1
2
(ID ⊗ L0 + L0 ⊗ ID) , (S124)
where we have defined a new diagonal MPS matrix as
L0 := B
[0]†B[0] +B[3]†B[3]. (S125)
For our model, this matrix has elements
(L0)mm := 1− δm,D−1 +
sin4(pi mD+1 )
sin4(pim+1D+1 )
. (S126)
Substituting the expressions for the B-matrices from Eq. (S122) and the transfer matrix from Eq. (S123) into Eq. (S119), we find
C = −2(1| B[3]∗ ⊗ ID · inv(QLQ) · ID ⊗B[3] |1) . (S127)
The above result is how we evaluated C for the second series of our calculations, i.e. for the results presented in Fig. 1 of the main
text. Note although there is no parameter optimization in this calculation, due to the inclusion of D2 ×D2 matrices and an inverse
operation, in practice, precisely evaluating coherences from Eq. (S127) is still a nontrivial numerical task for large D.
3.3 Physical interpretation and connections to the master equation
In the main text, we presented the dynamics of our laser model in terms of the master equation ρ˙ = Lρ. There, the superoperator
L was defined in terms of gain and loss operators = and Lˆ as L = D[Gˆ] +D[Lˆ]. In fact, Gˆ and Lˆ correspond directly to B[0] and
B[3] respectively, in taking the length of discrete time intervals to be infinitesimal, δt→ 0+.
This correspondence becomes clear if we physically interpret the A-matrices for our iMPS model in terms of the processes
involved in producing a beam from a laser cavity. The operator A[0] relates to the amplitude of the process by which the cavity
receives one uncorrelated photon from the input pump and no photon is emitted from the cavity. The laser cavity is therefore
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excited by one level, meaning that A[0] can be interpreted as the operator describing the laser gain. This gain process relates
most obviously to that of a micromaser [35], with |1〉p being a single excited-state atom entering the cavity and the sink being the
(possibly de-excited) atom leaving the cavity. In a more typical laser [3, 4, 8], with a gain medium comprising many atoms, the
event analogous to the arrival of |1〉p is the incoherent excitation of an individual atom to the upper level of the transition resonant
with the cavity mode. In addition, the input |0〉v can be thought of as the vacuum incident on the cavity output mirror, which
becomes the output beam upon reflection [8].
The operator A[1] relates to the amplitude of the process by which the cavity receives an uncorrelated photon from the pump
and sends it directly to the sink, and the operator A[2] relates to the amplitude of the process by which the cavity receives one
uncorrelated photon and sends it directly to the beam. Since such photons are uncorrelated with any other photons in the beam,
they will add noise rather than contributing to the coherence of the beam. It is thus intuitive that a good choice would be to set
A[2] = 0, which is a choice we made in the simulations presented above. Finally, A[3] relates to the amplitude of the process
by which the cavity receives one uncorrelated photon, and emits two photons, one to the sink and one to the beam, so that it is
de-excited by one level. Thus, A[3] can be thought of as describing the laser loss which creates the output beam.
In a time step δt, the state of the cavity evolves in our iMPS description according to
ρ(t+ δt) =
∑
j
A[j]ρ(t)A[j]†. (S128)
This is related to the master equation presented in the main text as follows. Expanding the right hand side of the above equation in
terms of the small parameter γ =
√N δt = √δt (where we chose N = 1 as in the main text), we have
ρ˙(t) = lim
δt→0+
ρ(t+ δt)− ρ(t)
δt
(S129)
= B[0]ρ(t)B[0]† +B[3]ρ(t)B[3]† − 1
2
(L0ρ(t) + ρ(t)L0) (S130)
= D[B[0]]ρ(t) +D[B[3]]ρ(t), (S131)
where D[cˆ]• := cˆ • cˆ†− 12
{
cˆ†cˆ, •}, and {•, •} denotes the anti-commutator. This is the master equation presented in the main text,
with the gain and loss operators Gˆ and Lˆ replaced by the iMPS operators B[0] and B[3]; in other words, Gˆ ≡ Bˆ[0] and Lˆ ≡ Bˆ[3], if
we consider B-matrices as operators belonging to B(Hc).
4 Proving our Laser Model satisfies Conditions 1–4
The laser model we have constructed above was derived in the framework of tensor networks in order to achieve C = Θ(µ4).
However, it is necessary that this Heisenberg limit for the coherence is saturated for the model while satisfying Conditions 1–4. In
this final section of the SM, we demonstrate this claim.
Condition 1 (one-dimensional beam) follows simply from taking the continuum limit of the laser model, i.e. δt → 0+ as in
Sec. 3.3. In this limit, the lowering operator at site q for the beam in the iMPS description σˆ−b (q), satisfying [σˆ
−
b (q), σˆ
+
b (r)] =
−δqrσˆzb(q), becomes the field operator bˆ(t) satisfying [bˆ(t), bˆ†(s)] = δ(t − s), where t is the time at which the infinitesimal part
of the beam was created. Note that the operator σˆzb(q), in this commutator, can, in this limit, be replaced by −1 because the local
beam state is only infinitesimally different from the vacuum state, |0q〉b, satisfying σˆzb(q)|0q〉b = −|0q〉b. Moreover, the relevant
properties of the iMPS model which ensure Condition 3 (stationarity) is satisfied were alluded to in the main text. The existence
of a unique steady state for the cavity is ensured provided that all matrix elements B[0]m,m−1 and B
[3]
m−1,m for m = 1, ..., D − 1 are
nonzero. This is true for our laser model detailed in Eq. (S122).
The demonstrations that Conditions 2 and 4 hold for our laser model, presented below, are slightly more involved.
4.1 Condition 2: endogenous phase
Condition 2 (endogenous phase) can be shown to hold in the continuum limit for our laser model, as a consequence of the following
theorem. The theorem requires considering the continuum laser field generated by the cavity in discrete time intervals [2], where
the state of the segment of the beam created in [t, t+ dt) belongs to a truncated Fock space span {|0〉, |1〉}. In this space, the beam
operators are
√
δtbˆ(t) = |0〉〈1| and the photon number operator over this small beam segment becomes dt bˆ†bˆ = |1〉〈1|.
Theorem 3 (Sufficient conditions for endogenous phase). Suppose a laser model in which the evolution over small time δt of the
cavity, beam, and environment is governed by the unitary superoperator U t→t+δtce : B(Hc ⊗He) → B(Hc ⊗Hb ⊗He′), defined
through the relation
Tre′
[U t→t+δtce (ρc ⊗ ρe)] = ρc ⊗ |0〉〈0|+√δt(Lˆρc ⊗ |1〉〈0|+ ρcLˆ† ⊗ |0〉〈1|)
+ δt
(
LˆρcLˆ
† ⊗ |1〉〈1| − 1
2
{
Lˆ†Lˆ, ρc
}
⊗ |0〉〈0|+D[Gˆ](ρc)⊗ |0〉〈0|
)
+ o(δt). (S132)
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In such a model, if the two identities
Uθc (D[Gˆ](•)) = D[Gˆ](Uθc (•)) (S133)
Uθc (Lˆ) = e−iθLˆ (S134)
hold, for generic phase shift superoperators Uθc (•) := eiθnˆc • e−iθnˆc , then the endogenous phase condition holds.
Proof. The theorem follows from a straightforward calculation which shows that the endogenous phase condition holds, if
Eqs. (S132) through (S134) hold. We have
Tre′
[Uθcb(U t→t+δtce (ρc ⊗ ρe))] = Uθc (ρc)⊗ Uθb(|0〉〈0|) +√δt(Uθc (Lˆρc)⊗ Uθb(|1〉〈0|) + Uθc (ρcLˆ†)⊗ Uθb(|0〉〈1|))
+ δt
(
Uθc (LˆρcLˆ†)⊗ Uθb(|1〉〈1|)−
1
2
Uθc
(
{Lˆ†Lˆ, ρc}
)
⊗ Uθb(|0〉〈0|)
+Uθc (D[Gˆ](ρc))⊗ Uθb(|0〉〈0|)
)
+ o(δt) (S135)
= Uθc (ρc)⊗ |0〉〈0|+
√
δt
(
e−iθLˆUθc (ρc)⊗ eiθ |1〉〈0|+ Uθc (ρc)Lˆ†eiθ ⊗ e−iθ |0〉〈1|
)
+ δt
(
LˆUθc (ρc)Lˆ† ⊗ |1〉〈1| −
1
2
{Lˆ†Lˆ,Uθc (ρc)} ⊗ |0〉〈0|
+D[Gˆ]Uθc (ρc)⊗ |0〉〈0|
)
+ o(δt) (S136)
≡ Tre′
[U t→t+δtce (Uθc (ρc))] . (S137)
Since there is no evolution of the system bt beyond t+ δt, the above result generalizes for a finite evolution U t→t+τce . To prove
our laser model satisfies Condition 2 (endogenous phase) in the continuum limit, it remains to show that it meets all conditions
stated in Theorem 3, Eqs. (S132) through (S134). Recall the unitary interaction operator which describes time evolution in our
tensor network model, defined below Eq. (S105). It maps the system of the D-dimensional cavity, pump and vacuum qubits into
the cavity plus beam and sink qubits in a single time step. Thus, the environment state space He in Theorem 3 corresponds to the
two-qubit Hilbert space H2p ⊗H2v, which become the beam and sink output spaces H2b ⊗H2s in the proceeding time step. In other
words, ρe ≡ |1〉p〈1| ⊗ |0〉v〈0| for our laser model. This means that the unitary superoperator U t→t+δtce (•) in Eq. (S132) which acts
at time t, is equivalent to the isometry acting at time q as Vˆq(•)Vˆ †q defined in Eq. (S105). Recall from Eq. (S105) each discrete time
step in our laser model, the cavity and beam evolves as
Trs
[
Vˆ ρcVˆ
†
]
= Trs
∑
j
A[j]ρcA
[j]† ⊗ |j〉o〈j|
 (S138)
= ρc ⊗ |0〉〈0|+ γ
(
Bˆ[3]ρc ⊗ |1〉〈0|+ ρcBˆ[3]† ⊗ |0〉〈1|
)
+ γ2
(
Bˆ[3]ρcBˆ
[3]† ⊗ |1〉〈1| − 1
2
{
Bˆ[3]†Bˆ[3], ρc
}
⊗ |0〉〈0|+D[Bˆ[0]](ρc)⊗ |0〉〈0|
)
+ o(γ2). (S139)
Now, in Sec. 3.3 we saw that in the limit γ2 = δt → 0+, we can consider B-matrices as operators belonging to B(Hc), and thus
can make the association Gˆ ≡ Bˆ[0] and Lˆ ≡ Bˆ[3] in that limit. From these arguments, Eq. (S139) is equivalent to Eq. (S132) in the
continuum limit.
It remains to check that Eqs. (S133) and (S134) are also satisfied in our laser model. This follows directly from the forms of
the A-matrices in the cavity number basis (see Eq. (S110)), and exchanging B[0] and B[3] with Gˆ and Lˆ, respectively. Hence, all
conditions of Theorem 3 are satisfied by our laser model, and therefore taking
√
δtbˆ(t) = σ−b (q) as the beam operator of beam bˆ(t)
produced at time t to recast our model in the continuum limit, Condition 2 (endogenous phase) is satisfied.
4.2 Condition 4: ideal Glauber-(1),(2) coherence
Condition 4 in the main text requires that the first- and second-order Glauber coherence functions for our laser model “well
approximate” those for the standard model of a single mode laser beam. In Sec. 1.4 we quantified these requirements by (S38) and
(S39). In this section, we show how these inequalities arise, as the sufficient conditions of the Glauber coherence functions to allow
Theorem 2 to be derived. We then provide simpler conditions on g(1) and g(2), and show numerically that they are indeed satisfied
by our model.
In order for our model to sufficiently accurately approximate the ideal laser beam, the asymptotic bound on the MSE for mea-
suring the phase in Eq. (S101) should still hold, which implies that the upper bound on the coherence of approximately 3µ4 still
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holds. To estimate the difference between the MSE for the model and the MSE for the ideal laser, note that in Eq. (S97) the first
term comes from g(1) and the second term comes from g(2). If the model does not have ideal coherence, then using Eq. (S88) and
(S93), the difference in the MSE from that for ideal coherence is∣∣∣∣ 1N τ3
∫ τ
0
dt
∫ τ
0
ds δg
(1)
model−ideal(s, t) +
1
τ4
[
1
2
∫ τ
0
ds
∫ 0
−τ
ds′
∫ τ
0
dt′
∫ 0
−τ
dt δg
(2)
model−ideal(s, s
′, t′, t)
−1
2
∫ τ
0
ds
∫ τ
0
ds′
∫ 0
−τ
dt′
∫ 0
−τ
dt δg
(2)
model−ideal(s, s
′, t′, t)
]∣∣∣∣ . (S140)
From this we can see that the relative difference in the MSE from that for ideal coherence, Eq. (S101), ignoring multiplicative
constants, is bounded above by
max
s,t∈[0,τ ]
∣∣∣δg(1)model−ideal(s, t)∣∣∣+N τ max
s,s′,t′,t∈[−τ,τ ]
∣∣∣δg(2)model−ideal(s, s′, t′, t)∣∣∣ . (S141)
First, consider the first term in (S141). This will be negligible if
max
s,t∈[0,τ ]
|δg(1)model−ideal(s, t)| = o(1), (S142)
as stated in (S39), without the constraints on the arguments. We now show numerically that the magnitude of δg(1)model−ideal is
indeed small, for a range of times far larger than needed for (S142). Since the beam is translationally invariant, we take t = 0 and
plot |δg(1)model−ideal(s, 0)| against s (in units of `−1) in Fig. S7. For these calculations we have used N = 1 (as in the main text)
so that g(1)model(s, 0) = (σ
+|Lexp(s)|σ−), where we have defined Lexp(t) := exp(N tL) = exp(tL) and used the transformation√
δt bˆ → σˆ−b . The time interval in this plot, up to 10`−1, corresponds to that in the inset in Fig. 1 in the main text, and is much
longer than τ = `−1
√
6/C, since we are interested in the limit C  1. Moreover, from the values for different D, we see that the
value of |δg(1)model−ideal(s, t)| decreases inversely with C = Θ(D4).
Next consider the second term, arising from g(2). By comparing Eq. (S140) to Eq. (S99) we see that a sufficient condition is that
|δg(2)model−ideal(s, s′, t′, t)|  |δg(2)ideal−1(s, s′, t′, t)|, as given in (S38). Alternatively, from Eq. (S141) a simpler sufficient condition
is that |δg(2)model−ideal(s, s′, t′, t)|  1/(N τ). With the choice of τ in Eq. (S100), this is equivalent to
max
s,s′,t′,t∈[−τ,τ ]
∣∣∣δg(2)model−ideal(s, s′, t′, t)∣∣∣ = o(C−1/2) . (S143)
This statement is the one given as Eq. (11) in the Methods of the main text. (Recall that we use there N = 1, which means
G(n) ≡ g(n).) We now demonstrate that this condition holds for our model.
To begin, we can take the first time argument in the g(2) function to be −τ without loss of generality. This is because of the
symmetries of g(2). Because the annihilation operators commute, g(2)(s, s′, t′, t) = g(2)(s, s′, t, t′), and because the creation
operators commute, g(2)(s, s′, t′, t) = g(2)(s′, s, t′, t). We can also take the complex conjugate and find [g(2)(s, s′, t′, t)]∗ =
g(2)(t, t′, s′, s). For the ideal case g(2) is real, so g(2)ideal−1(s, s
′, t′, t) = g(2)ideal−1(t, t
′, s′, s), and |g(2)model−ideal(s, s′, t′, t)| =
|g(2)model−ideal(t, t′, s′, s)|. Therefore, for the purpose of finding the maximum deviation of the model from the ideal case,
for any set of times we can change the ordering so s is earliest, without changing the deviation from the ideal coherence.
Then we can use time invariance to shift the times so that s = −τ and s′, t′, t ∈ [−τ, τ ]. Thus, we need only calculate
maxs′,t′,t∈[−τ,τ ][δg
(2)
ideal(−τ, s′, t′, t)].
Next, we display the flattened-space iMPS form for a representative example of time ordering, −τ < s′ < t′ < t:
g(2)(−τ , s′, t′, t)|−τ<s′<t′<t = (σ+|Lexp(s′ + τ)(B[3]∗ ⊗ ID)Lexp(t′ − s′)(ID ⊗B[3])Lexp(t− t′)|σ−). (S144)
Here we again take δt→ 0+ and use the transformation√δt bˆ→ σˆ−b and commutator relations [bˆ(t), bˆ(t′)] ≡ 0 and [bˆ†(t), bˆ(t′)] =
0 for t 6= t′. While Eq. (S144) is for the specific ordering −τ < s′ < t′ < t, for the numerical calculations below we consider all
nontrivial permutations of the bosonic operators, for which the correlators can be computed from similar expressions.
The main numerical challenge for calculating such second-order (and even first-order) Glauber coherence functions is to ex-
ponentiate D2 × D2 matrix L for large bond dimension D; this is equivalent to precisely finding a large enough number of its
eigenvalues. Direct scaling and squaring algorithms (directly estimating matrix exponential based on Pade´ approximants) pro-
vide high precision, but are memory extensive with computational time scaling as O(D6). Luckily, the L superoperator is highly
sparse (in fact, as mentioned, we manipulate all the operators in our codes as sparse inputs), and Krylov subspace projection
techniques can be used to efficiently find the result of the action of Lexp(t) on a vector. Here, we employed the ‘matrix-free’
Krylov method introduced in [36]. As such, we constructed the iMPS forms for all necessary permutations of arguments in
δg
(2)
ideal(−τ , s′, t′, t) = g(2)(−τ , s′, t′, t) − g(2)ideal(−τ , s′, t′, t) as above. Then, we employed the highly-scalable optimization
method of interior-point, discussed in Sec. 3, to find the global maximum of all such functions for {s′, t′, t} ∈ [−τ, τ ] for bond
dimensions up to 250.
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Fig. S7 | Deviations from the ideal laser model (a coherent state with its phase undergoing pure diffusion) of the first-order Glauber
coherence function for our laser model. For N = 1, the magnitude of the quantity δg(1)model−ideal(s, t) (with t = 0 without loss of
generality) is shown over ten coherence times. For increasing D, we see this difference is converging toward zero like a power law,
which implies G(1)-ideality is satisfied for our laser model.
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Fig. S8 | The global maxima of δg(2)ideal(−τ, s′, t′, t) versus the coherence (black diamonds) calculated for {s′, t′, t} ∈ [−τ, τ ]
employing interior-point optimizations of the iMPS forms for bond dimensions up to 250. Some examples for δg(2)ideal are also
presented for comparison for bond dimensions up to 1000, where the iMPS forms of Glauber coherence functions can be found in
Eq. (S144). Error bars are smaller than the symbol size for for the black diamonds. Coloured lines are power-law fits to large-D
points of these examples and the black line is C−1/2 for comparison purposes.
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Fig. S9 | Proposal for a controllable physical system to produce a coherent field attaining the Heisenberg limit. The setup imple-
ments the cavity, input, and output qubits as a system of two superconducting qubits capacitively coupled to a large resonator cavity
with dynamically controllable detunings. Also required are a thermal source for creating an excitation in the pump/sink qubit, an
amplifier for detecting the presence (or absence) of such an excitation, an output transmission line for the vacuum/beam qubit, and
secondary cavities for mediating the couplings of these elements. See the text for details.
In Fig. S8, we present the results of these interior-point optimizations and additionally some representative sub-maximal δg(2)ideal
deviations. As the plot shows, for D up to 250, maxs′,t′,t∈[−τ,τ ][δg
(2)
ideal(−τ , s′, t′, t)] almost exactly coincides with easier-to-
calculate δg(2)ideal(−τ,−(1− )τ, (1− )τ, τ), where  is an arbitrarily small but strictly positive number. We calculate the latter for
far larger D, from which we extract a power-law fit of Θ(C−0.7346(3)), a scaling certainly strictly smaller than C−1/2. Eq. (S143)
therefore holds, which implies that Condition 4 of the main text is indeed satisfied for our laser model.
5 Engineering a beam performing at the Heisenberg Limit
Thus far, we have proven theoretically that the Heisenberg limit for the coherence of a close-to-ideal laser beam is C = Θ(µ4).
Part of this was our numerical proof, using the MPS framework in Sec. 3 that a model exists which achieves this scaling. However,
it is a different matter to ask whether our model, which involves couplings very different from those of a standard laser, can be
realised with current, or foreseeable, technology. In this section we answer that question in the affirmative, by introducing an
engineered and controlled system that could, in principle, demonstrate the required dynamics. The system we propose operates in
the microwave domain, but the fundamental physics is independent of the frequency band. Historically, the production of coherent
optical fields at microwave frequencies (masers) [37] preceded the production of such fields at optical frequencies (lasers) [38, 39],
and we expect this will be repeated for the development of devices surpassing the standard quantum limit.
Motivated by the current technologies available from the field of circuit quantum electrodynamics (CirQED), we consider the
superconducting system illustrated in Fig. S9. The cavity (blue) is a superconducting coplanar waveguide resonator, which stores
a mean number µ of excitations at microwave frequency ωc. This resonator is capacitively coupled to two superconducting qubits
(SQs), both with the ground-to-excited frequency separations which can be tuned by relatively small amounts away from ωc [40].
Each of these plays two roles in terms of the laser model in Fig. S4: as the pump/sink and vacuum/beam respectively, with the
solidus separating the role at the beginning of a control cycle from that at its end. We denote the Hilbert spaces of the left and
right qubits, and the cavity, as Hl, Hr and Hc, respectively. In the description below, the labels for the non-cavity components are
omitted, and the interaction unitary of our model corresponds to a superoperator which maps bounded operators onto their original
Hilbert spaces, U t→t+δtclr : B(Hc ⊗Hl ⊗Hr)→ B(Hc ⊗Hl ⊗Hr). The laser (or, if one prefers, maser) operates by repeating the
following gain and loss processes.
Gain is achieved using the left SQ in Fig. S9. It is driven by a thermal reservoir (bottom rail), which pumps the SQ with incoherent
excitations. This is mediated by a secondary resonator, enabling the coupling to the reservoir to be dynamically controlled by
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detuning. The SQ is monitored (represented by an amplifier) via another off-resonant resonator, which permits dispersive readout
(i.e. by measuring a shift in phase of the coupled resonator) of the excitation, σˆz [41, 42]. Such monitoring allows, via multiple
trials, deterministic preparation of the SQ in the excited state. When this excitation is prepared, the detuning of this SQ is changed
again to bring it closer to resonance with the main resonator (the cavity), and the detuning is dynamically controlled to transfer the
excitation into the cavity mode, with some probability, in the desired way, as will be explained below. The right SQ then becomes
a ’sink’—the information it contains is discarded when it is allowed to thermalize again. During this step the right SQ is kept
decoupled from the cavity.
Loss, generating the output beam, is achieved by the right SQ in Fig. S9. This SQ, initially in the ground state (vacuum), is
brought close to resonance with the cavity, and its detuning is dynamically controlled to extract an excitation from the cavity mode,
with some probability, in the desired way, as will be explained below. The SQ is then coupled to the secondary resonator on the
right, which itself is coupled to a transmission line, so that the excitation in the SQ leaves a well-defined pulse in the transmission
line. This leaves the SQ in the ground state as required for repeating the cycle. Repeating this loss sequence, intercalated with gain,
generates the beam as a coherent train of pulses. While not being precisely a continuous-wave (CW) beam, the statistical properties
of the beam on a time scale large compared to the pulse separation are identical to that of a CW beam.
The remainder of this section is to show that the required gain and loss unitaries can be engineered via the usual dipole coupling
(in the rotating-wave approximation) between a fixed harmonic mode (the cavity) and a SQ of approximately the same frequency,
with the only control parameter being the detuning for the SQ [43]. Importantly, we do not assume the ability to coherently drive
the cavity or qubit at the microwave frequency of the output beam, as this would require a coherent source at that frequency, which
would violate the fundamental idea (see main text) of the laser as a device which creates a coherent output from inputs that have
negligible coherence.
5.1 Controllability
Our proposed setup for achieving the Heisenberg limit relies on the ability to faithfully implement the dynamics of the family of
laser models presented in the main text. That is, it hinges on the question of sufficient controllability: is the desired interaction
unitary contained within the set of evolutions obtainable from the allowed fixed and controllable couplings. We begin by reviewing
some fundamental results from the theory of quantum control, which we introduce along with some useful notations from Ref. [44].
Consider a system governed by a Hamiltonian written in terms of non-controlled and controlled parts,
Hˆ(u(t)) = Hˆ0 +
S∑
s=1
us(t)Hˆs, (S145)
where u(t) is the vector of S independent control functions (u1(t), u2(t), . . . , uS(t)), each of which can be taken to be a bounded,
piece-wise constant function of time. The evolution of the system governed by this Hamiltonian is described by the unitary operator
X(t) which is a solution to
X˙(t) = −iH(u(t))X(t), X(0) = I. (S146)
If the set of operators which are obtainable solutions to Eq. (S146) is the entire set of unitary operators, the system is said to be
completely controllable. However, for most systems—including the maser system we propose—this is not the case. For a system
governed by Eq. (S145), the set of allowable unitaries are precisely those contained in the Lie group associated with the Lie algebra
over the field of real numbers, generated by the set H := {iHˆj}Sj=0. That is, all achievable unitaries belong to eL, where L is the
Lie algebra generated byH (see e.g. [44, Theorem 3.2.1]). This means the span, over the real numbers, of the repeated Lie brackets
(here, commutators) of the operators in H, of all depths from 0 to∞. Here, a repeated Lie bracket of depth p − 1 is the set of all
operators of the form [Oˆ1, [Oˆ2, [. . . [Oˆp−1, Oˆp]]]], with Oˆ1, . . . , Oˆp ∈ H. The repeated Lie brackets of depth 0 are, by convention,
just the elements of H. The Lie algebra L is often referred to as the dynamical Lie algebra of the system.
A method for generating a basis for the dynamical Lie algebra is as follows [44]. First, one starts withH, the set of operators with
depth 0. By definition, L is completely determined by all possible repeated Lie brackets generated from elements of this set. This
means that, in order to find a basis for L, one can first calculate the operators of depth 1, and discard any which can be written as a
linear combination of those in H. Those which are linearly independent are appended to this set, as new elements of the basis. One
then repeats this computation of repeated Lie brackets, increasing the depth by one each time, and keeping only those which are
linearly independent with respect to the elements generated at lower depth. This procedure is repeated until no new basis elements
are generated, or until sufficient basis elements are generated for the Lie group to contain the desired unitary.
5.2 Heisenberg Limit dynamics can be implemented
We now return to Eq. (5) of the main text,
Hˆ(t) =
∑
s=l,r
[
gs
(
aˆ†σˆ−s + aˆσˆ
+
s
)
+ ∆s(t)σˆ
z
s
]
, (S147)
where ωs(t) = ωc + ∆s(t), and we have set ~ = 1. Here we are working in a frame rotating at the cavity frequency ωc,
and Hˆ0 =
∑
s=l,r gs
(
aˆ†σˆ−s + aˆσˆ
+
s
)
describes, in the rotating-wave approximation, the exchange of excitations between each
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of the left (l) and right (r) qubits with the cavity, where gs is the coupling strength. The two controllable terms Hˆs = σˆzs with
corresponding controls ∆s(t) (where s = l, r) describe relatively small changes in the qubit frequency, i.e. detuning. Note that
Hˆ(t) is excitation preserving, since it commutes with the total number operator, aˆ†aˆ +
∑
s=l,r σ
+
s σ
−
s . We show that the unitary
dynamics required by the laser model presented in the main text can be implemented, by showing it is contained within the set of
allowable evolutions permitted by the setup in Fig. S9.
The dynamics of this setup are governed by a unitary superoperator Uclr acting on the spaces of the cavity and the left and right
qubits, which are prepared in the states |1〉l〈1| and |0〉r〈0| respectively. That is, the left (right) qubit here corresponds to the pump
(vacuum) qubit for the model discussed in Sec. 3.1, and Uclr is simply the superoperator version of the interaction unitary Uˆint
defined in Eq. (S106). Moreover, in terms of the notation used in Eq. (S132) describing endogenous phase, the left and right qubits
play the role of the relevant state of the environment, ρe ≡ |1〉l〈1| ⊗ |0〉r〈0|. Formally,
Trl [Uclr(ρc ⊗ |1〉l〈1| ⊗ |0〉r〈0|)] ≡ Tre′
[U t→t+δtce (ρc ⊗ ρe)] , (S148)
and the right qubit following the action of Uclr on the system is precisely the segment of the beam generated at that time, bt.
Now, recall that, in the description of the maser operation above, the processes of gain and loss occur while only one of the
qubits is coupled to the cavity. This works because the interaction unitary can be written as a composition of consecutive gain and
loss unitaries acting on the cavity and one of the qubits:
Uˆclr := (Uˆcr ⊗ Iˆl)(Uˆcl ⊗ Iˆr), (S149)
where
Ucl := exp
(√
δt(Gˆσˆ−l − Gˆ†σˆ+l )
)
, (S150)
Ucr := exp
(√
δt(Lˆσˆ+r − Lˆ†σˆ−r )
)
. (S151)
It is straightforward to check that this does indeed generate Eq. (S132), via the relation (S148).
Now, in order for these two unitaries Uˆcl and Uˆcr to be permissible evolutions for the system, we require that Gˆσˆ−l − Gˆ†σˆ+l
and Lˆσˆ+r − Lˆ†σˆ−r are contained within the dynamical Lie algebra of the system. We remind the reader that the only non-zero
elements of Gˆ and Lˆ are Gn = 〈n|Gˆ|n − 1〉 and Ln = 〈n − 1|Lˆ|n〉, for 0 < n < D. Now both Uˆcl and Uˆcr individually act on
only one of the qubits (l and r, respectively) and the cavity in a given time interval. The other qubit (r and l, respectively) can be
decoupled from the evolution by shifting its frequency far off-resonance (∆ large compared to the other inverse time-scales), or by
some more sophisticated dynamical decoupling [45] if needed. Thus, for the purpose of generating each unitary, the Lie algebra
we are interested in is that of the cavity and one qubit. Dropping the label for the qubit, this is the Lie algebra Lcq generated by
Hcq := {iHˆcq0 , iHˆcq1 }, where Hˆcq0 := g(aˆ†σˆ− + aˆσˆ+) and Hˆcq1 := σˆz .
Generating a basis for Lcq first requires computation of the repeated Lie brackets of the form
[iHˆcq0 , [iHˆ
cq
0 , [. . . [iHˆ
cq
0 , iHˆ
cq
1 ]]]], (S152)
From these, using the identities [σˆ±, σˆz] = ±2σ± and [σˆ±σˆ∓, σˆz] = 0, one can then calculate the repeated Lie brackets
[iHˆcq1 , [iHˆ
cq
0 , [iHˆ
cq
0 , [. . . [iHˆ
cq
0 , iHˆ
cq
1 ]]]]] (S153)
to arbitrary depths. It can be shown by induction that the above two types of Lie brackets give the full Lie algebra. Explicitly, the
Lie algebra is
Lcq = span
 3⋃
ξ=1
Sξ
 , (S154)
where we have defined the following sets of skew-Hermitian operators,
S1 :=
{
i(a†a)mσ−σ+ − i(aa†)mσ+σ−}∞
m=0
, (S155)
S2 :=
{
(a†a)ma†σ− − a(a†a)mσ+}∞
m=0
, (S156)
S3 :=
{
i(a†a)ma†σ− + ia(a†a)mσ+
}∞
m=0
. (S157)
The sets S1 and S2 arise from the nested commutators in Eq. (S152), while S3 comes from those in Eq. (S153).
First, we show that the term Gˆσˆ−l −Gˆ†σˆ+l from Eq. (S150) is contained in this dynamical Lie algebra, by expanding it as a linear
combination of the operators in S2. We are required to show the existence of a real vector vG = (vG1 , . . . , vGD−1), the elements of
which provide a valid solution to the equation
Gˆσˆ−l − Gˆ†σˆ+l =
D−1∑
m=1
vGm
(
(a†a)ma†σ−l − a(a†a)mσ+l
)
. (S158)
28
This matrix equation can be converted into systems of equations linear in the components of vG by considering matrix elements.
Introducing indices n, n′ = 1, . . . , D − 1, we arrive at the system of equations
〈n|Gˆ|n′〉 = 〈n|
D−1∑
m=1
vGm(a
†a)ma†|n′〉. (S159)
For n′ 6= n − 1 we have that 〈n|Gˆ|n′〉 = 0, which is consistent with the requirement that the only non-zero elements of Gˆ are
Gn = 〈n|Gˆ|n− 1〉. For n′ = n− 1, one finds the system of D − 1 linear equations
Gn =
D−1∑
m=1
Fnmv
G
m, (S160)
where the (D − 1) × (D − 1) square matrix F has elements defined by Fnm := nm+1/2 for n,m = 1, . . . , D − 1. For this
system of equations to be solvable, we require F to be invertible. This can be seen from the following result on the determinants
of generalized Vandermonde matrices; see [46, Theorem and Remark], and also [47, Theorem 1].
Lemma 6 (Generalized Vandermonde determinant). Given N ≥ 1 and real vectors c := (c1, c2, c3 . . . , cN ), x :=
(x1, x2, x3 . . . , xN )
T, define the N ×N matrix
W (c,x) :=

xc11 x
c2
1 x
c3
1 · · · xcN1
xc12 x
c2
2 x
c3
2 · · · xcN2
xc13 x
c2
3 x
c3
3 · · · xcN3
...
...
...
. . .
...
xc1N x
c2
N x
c3
N · · · xcNN

. (S161)
If cN > cN−1 > · · · > c2 > c1, and xN > xN−1 > · · · > x2 > x1 > 0, then the determinant ofW is positive, det(W (c,x)) > 0.
It is straightforward to verify that F is equivalent to the matrix in Eq. (S161), if one takes N = D− 1, cj = j + 1/2 and xj = j
for j = 1, . . . , D − 1. Lemma 6 therefore shows that F has non-zero determinant for any D, which implies that it is invertible. In
turn, this means that the system of linear equations in Eq. (S160) can be solved by matrix inversion, with the vector of coefficients
given by vG = F−1Gˆ. Thus, vG exists.
The calculation showing the loss term belongs to the Lie algebra is similar. We are required to show the existence a real vector
vL = (vL1 , . . . , v
L
D−1) for which
Lˆσˆ+r − Lˆ†σˆ−r =
D−1∑
m=1
vLm
(
(a†a)ma†σ−r − a(a†a)mσ+r
)
. (S162)
The matrix elements of this equation give the system
〈n|Lˆ|n′〉 = 〈n|
D−1∑
m=1
vLma(a
†a)m|n′〉. (S163)
For n 6= n′ − 1 we find 〈n|Lˆ|n′〉 = 0, which is consistent with the only non-zero elements of Lˆ being Ln = 〈n − 1|Lˆ|n〉. The
other D − 1 equations for n = n′ − 1 reduces to solving the system of linear equations
Ln =
D−1∑
m=1
Fnmv
L
m, (S164)
where F is the matrix defined below Eq. (S160). Therefore, vL exists, and is given by vL = F−1Lˆ.
In summary, the proposed system can be controlled, without any external microwave drive (thus ensuring it has an endogenous
phase), so as to produce, in stationary operation, a one-dimensional beam, which, allowing for its spatial modulation (pulses),
has ideal Glauber coherence, and which attains the Heisenberg limit for C.
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