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Abstract 
We consider a general long memory time series, assumed stationary and linear, but not 
necessarily Gaussian or generated by a finite-parameter model. For such a process, we derive 
the asymptotic joint distribution of the normalized periodogram at a fixed, finite collection of 
Fourier frequencies. The limiting distribution is represented in terms of Wiener-In? integrals, 
and, for a single periodogram ordinate, it is an unequally weighted linear combination of 
independent x: random variables. This result was previously known only in the Gaussian case. 
Our theorem may be useful for generalizing, beyond the Gaussian case, the applicability of 
a semiparametric method of estimating the long memory parameter based on log-periodogram 
regression. 
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1. Introduction 
The usual methods of analysis for stationary time series {X,} assume exponential 
decay of the covariance function, which yields a spectrum that is continuous at the 
origin. There has been considerable evidence, however, that many types of time series 
have spectra that are peaked at the origin. For example, Granger (1966) argues that 
the estimated power spectrum for a typical economic time series has extremely high 
values at low frequencies, suggesting that the true spectrum has a singularity at the 
origin. This feature has also been observed in hydrology (Hurst, 1951), meteorology 
(Haslett and Raftery, 1989), linguistics (Damerau and Mandelbrot, 1973) and many 
other fields. 
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Two parametric models for the spectrum of {X,> which allow for a singularity at 
the origin are fractional Gaussian noise (Mandelbrot and Van Ness, 1968) and the 
fractional autoregressive integrated moving average (Granger and Joyeux, 1980; 
Hosking, 1981). In both cases the spectra1 density f(ib) is regularly varying at zero. 
That is, 
(1.1) 
where - l/2 < d < l/2, and L is slowly varying at a (i.e. L(ta)/L(t) + 1 as t + cc for 
any a > 0). The semiparametric model (1.1) has great flexibility, because L can take 
any form outside a neighborhood of the origin, with the constraint that f be 
integrable on [ - 7c, rr]. The parameter d determines the degree of dependence in the 
data, with d near l/2 signifying the strongest dependence. The spectral density is 
unbounded at the origin when 0 < d < l/2, and in this case the time series is said to 
exhibit long memory. Short memory occurs when d = 0. The case - l/2 < d < 0, 
sometimes called the intermediate memory case, is also interesting, since it can occur 
as a result of over-differencing a series whose nonstationarity is weaker than that of 
a unit root process. If d < 0, there is a spectra1 zero at zero frequency, and the rate of 
decay of the covariance function is slower than exponential, but not as slow as in the 
long memory case. The parameter d has a strong effect on the long-range behavior of 
the optimal linear forecast (Ray, 1993), and consequently the estimation of d from the 
data is an important problem. The function L( -) controls the short-memory proper- 
ties of the series {X,}. If L( a) is assumed to have a known parametric form of known 
dimension, then consistent estimators of d exist, at least in the Gaussian case. See, for 
example, Fox and Taqqu (1986) and Dahlhaus (1989). In practice, however, it seems 
more plausible that the form of L( -) will be unknown, so that, from the point of view 
of estimating d, L( -) acts as an infinite-dimensional nuisance parameter. In this case, 
Geweke and Porter-Hudak (1983) have suggested that d may be estimated from 
data X0, . . . , X,_ 1 by a least-squares regression of log Z,(Wj) on log Oj (j = 1, . . . , M), 
where (tij = 2rtj/n is the jth Fourier frequency, and Z”(Oj) is the periodogram, 
given by 
z,(wj) = & nil X, exP@jt) ’ 
1-O 
(1.2) 
The proof originally provided by Geweke and Porter-Hudak for the consistency 
and asymptotic normality of the regression estimator was based on the claim that the 
normalized periodogram ordinates {Zn(Oj)/f(Oj)}iM= 1 are asymptotically iid exponen- 
tial random variables with mean 1. As shown by Hurvich and Beltrao (1993), however, 
the claim is not true for d # 0 when ii4 is a fixed positive integer and n -+ co. Hurvich 
and Beltrao obtain the asymptotic mean of Zn(Oj)/f(Wj) (as was done previously for 
d > 0 by Kiinsch, 1986) and for {X,} Gaussian, they show that the limiting distribu- 
tion of the normalized periodogram is that of an unequally weighted sum of chi- 
square random variables. Similar results in the Gaussian case have recently been 
obtained by Robinson (1992). 
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In this paper we extend these results by eliminating the Gaussian assumption and 
deriving the joint limiting distribution of 
( IntWj, ) InCwjk) f Cwj,) ‘““m > 
for fixed positive integers j, , . . . , j,. Although the proofs in this paper remain valid for 
any fixed nonzero real values j i, . . . , jk, positive integer values are assumed through- 
out, because, in most statistical analyses of long-memory time series, the periodogram 
is evaluated only at Fourier frequencies. The limit distribution, which is actually the 
same as in the Gaussian case, is of interest in its own right, and may also prove useful 
in determining the asymptotic properties of the regression estimator of d. Robinson 
(1992), for example, has proposed a generalization of the regression estimator of d, and 
derived its asymptotic consistency and normality assuming the process is Gaussian. 
The results of the present paper may allow the Gaussian restriction in Robinson’s 
results to be removed. 
2. Main result 
Let {5,},“=-, b e a sequence of mean-zero iid random variables with variance 0’ 
and finite fourth moment. Define a moving average 
k=-m 
t=o, +1,..., (2.1) 
where 
b(k) = & s 1 eik"B(i) dl n 
for some complex valued function B(A) satisfying B(A) = B( -A), JY’,B(A)dA = 27c, 
and I”_ x 1 B(A)12 d;i < co. We will be assuming that the spectral density of {X,}, 
f(A) = g , B(A)12, (2.2) 
is of the form (1.1). 
Remarks. 
(i) The constants {b(k)} are real valued, since B(A) = B( - A). 
(ii) The model is identifiable, since b(0) = 1. 
(iii) The moving average {X,} may be causal. That is, b(k) = 0, k < 0, is possible. 
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Set 
Y(j ) - (2;izd [ 1” d(Al + 27cj)d(A, - 27cj)lA,Jd (A2JdW(d&)W(dA2) 
W’ 
A(;l $ - 2nj)lIIIed W(di.)lL, 
+ JA(i+ 2zj s w 
where 
-1 
A(x)=~= 
1x ’ 
W( .) is the complex valued, Gaussian random measure satisfying 
(2.3) 
W(dA) = W( - d/l), E W(d).) = 0, E W(dA) W(dp) = 
0 if i # p, 
dA_ if 3” = p 
(2.4) 
and j” indicates that the diagonals A1 = f A2 are excluded. Y (j ) can be viewed as the 
sum of a double Wiener-It6 integral and E( Y (j )) or as the squared modulus of 
a Wiener-It6 integral of a single variable. 
Our main result is the following theorem. 
Theorem 1. Let {X,} he dejned by (2.1) and suppose that its spectral density (2.2) is of 
the form (1.1) with - 112 < d < l/2. Let I,(wj), the periodogram at the jth Fourier 
frequency, he defined by (1.2), and let j,, . . . . j, he fixed positive integers. 
Then 
( Intwjl) Intcojk ) ~ f COj,) ’ “’ 'f(COj,) ) -“(Y(j,), . . . . Y(h)). 
Remark. It follows from (2.4) that for each j, the limit Y(j) is the squared modulus of 
a complex valued Gaussian random variable with independent real and imaginary 
parts. Hence Y(j) is a sum of squares of independent Gaussian random variables. 
More precisely, 
Y(j) = C1t.j PZ + Wi PZ 3 
where Z1 and Z2 are independent standard normal random variables, and 
]A(,? + 2nj) + A(T? - 2nj)12 (1til-2dd;l, 
[A(2 + 27tj) - A(/z - 2nj)12 IAI-2ddA. 
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Thus the dependence among the components of the limiting vector can be described in 
terms of C,(j,) and C,(j,), p = 1, . . . . k. Furthermore, the limit is the same limit that 
Hurvich and Beltrao (1993) obtain when {X,} is Gaussian. 
3. Preliminary results 
The proof of Theorem 1 uses a result of Terrin and Taqqu (1991) which we restate 
here in a modified form as Proposition 1. 
Proposition 1 involves the Wick power :&,, . . . . &,,:, which is essentially a nor- 
malized product. We will apply Proposition 1 with m = 2, and in that case 
:&,<s2: = t,,<,, - E<,,&,. For a more general definition of Wick powers, see, for 
example, Giraitis and Surgailis (1986). 
Let G be the measure on [- rc, rc] defined by G(dA) = IB(A)12 dJ, for B as in 
Section 2. Let G, be the renormalized measure on [ - nx, n7c] given by 
G,(di) = [n-2dlB(+)12/L(n)] dA and G,,(dA) = lAl-2d dl, --co < A < a. 
Proposition 1. Let . . , < _ 1, to, tl, . . . be independent and identically distributed with 
E&, = 0, Ec$ = u2 and E1[0)2m < CC for some integer m 2 2. Let h,, n = 1,2, . . ..be 
a complex valued function on [ - K, 7~1”’ and suppose the following three conditions hold: 
(i) &(A,, . . . . A,,,) = n~H+m(2d~1)‘2h,(~l/n, . . . . &Jn)-+ K,(iI, . . . . A,,,) 
uniformly on [ - A, A]“’ for any A > 0, for some constant H and some function K0 that 
is continuous except on a set of Gt measure zero, 
1 
(ii) lim - 
dn2 s 
Ih,12 d”G = 
n-a) I-x.nl” s 
IK012d”‘Go < co, 
R” 
where d ” = nHLm/2(n) and 
(iii) lim 
s 
IK,12dmG, = 0 
A-r, R”:[-A,A]” 
uniformly for n = 0, 1, . . . 
Then the sequence 
(3.1) 
converges in distribution as n + cc to 
s 
I, 
(27to2)“‘2 K&I, . . . ,&,)J&-d~..l&,,-d W(dAr)... W(dA,), 
R” 
where C(s), = cs, ... 1,; 
Remark. Proposition 1 differs from Proposition 3.1 of Terrin and Taqqu (1991) 
mainly in the use of B(A) in place of ( 1 I -d L”‘( I A I - ‘). The proof of Proposition 1 is 
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substantively the same as the proof of Proposition 3.1 of Terrin and Taqqu (1991) and 
is therefore omitted. 
Before proceeding to the proof of Theorem 1, we present some preliminary results 
in Lemma 1 and Proposition 2. 
Lemma 1. For any integers j and 1 and - l/2 < d < l/2, 
A(2 + 2nj)A(A + 2d)lA1-2ddA < co 
-cc 
as n --t co, where 
n-l 
S,(x) = C eikx 
k=O 
(3.3) 
and A is as in (2.3). 
Proof. When 121 2 nn and n > 4j we have I(1 + 27cj)/n I < 3x/2. For any 0 < 7 < 7c, 
for some c, > 0 when Ix/21 < t. Letting r = 3~~14, we see that 
for some constant c > 0 when 1111 I nx and n > 4j. Furthermore, n- ’ 1 &(A + 2rcj))/n)l 
is always bounded by 1. Let J = max { j, I). Then 
1 
E 
if IAl < 47cJ, 
cl(A + 2rrj)(A + 27cl)l-’ if 47rJ < /1. < cc 
for some constant c > 0 and every n. 
Furthermore, ~?,g(A))~l~2d <cc and n-l S,(x) -+ A(x). Observe also that 
IB(+)l’ = n2* Ill-2dL(n(~l-‘). Hence if L is constant then Lemma 1 follows by the 
dominated convergence theorem. By slightly modifying d and using properties of 
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slowly varying functions, it can also be shown that the result holds if 15. is slowly 
varying. III 
Proposition 2. If -l/2 K d K l/2, cr, . . . . ck ore constants, and j,, :.., j, are fixed 
positive inreps, then 
(3.4) 
converges in distribution to 
2d 2 c,(2zjJz* A(& -t 2~j,,)d(R, - 2njp)lAl [-d]d,l-d W(dAI) W(d&) 
p-1 
ProoE. AppIy Proposition 1 with 
h,(hl,h2) = $ c,(2nj,)2dS 2 + 
p=1 
( 1 ?)S”( -A,+y), 
m = 2, and H = 1 + 2d. We must verify conditions (i)-(iii). Note that 
K,(&, &) = n-” +Zd)+2(2d-1)/2 
(3.6) 
which converges pointwise to 
i Cp(2nj,)2dd(Al f 2njp)d(Az - 2xj,). 
p=l 
To verify condition (i), we must demonstrate that the convergence is uniform on 
closed rectangles. To see that n- ’ S,l(J.i f 2zj)/127 -+ d(R, f kj) uniformly on 
[-A, A], apply Lemma 8 of Terrin and Taqqu (1990) with t = 1. If nlr > 3A and 
14 -C A then there exists a positive constants c, not depending on n, 1 or j such that 
In-‘&[{2 + 2ttj)/n] - d(A t- 2rcj)l S 
i 
cn-“‘{R -t- 27rjj-“’ (2nj( < nrc, 
cn-’ 12njj <2A. 
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If 12rcj I < 2A, then clearly uniform convergence follows. If I2nj 1 > 2A, then 
IAl < A < nj, so that l/1 + 27cj I > 7cj. It follows that n-‘S,,[(1 + 2rrj)/n] + 
A (2 + 2rtj) uniformly for 2 E [ - A, A]. Consequently, K,,(Ar , &) also converges uni- 
formly on closed rectangles. 
Since 
1 
-s dn2 
Ih,12d2G 
C-n,n12 
1 kl k2 
= n2(1 +2djL2@) pzl qzl cp(2njp)2dcq(2njq)2d 
condition (ii) follows from Lemma 1. 
We now verify condition (iii) with m = 2, K,, as in (3.9, and K, as in (3.6) for 
?I=12 9 >... It follows from Lemma 1 that 
as A + 00. Hence (3.1) holds when n = 0. Condition (iii) will follow if 
converges to zero uniformly for n = 1,2, . . . , as A + co. (We have dropped the slowly 
varying function, since it can be handled as mentioned earlier.) For every n, (3.7) is 
bounded by 
s d41W2dd~, A<111 <cc 
whichgoestoOasA+co. 0 
4. Proof of the main result 
We now proceed with the proof of Theorem 1. 
Proof of Theorem 1. It suffices to show that for any constants cl, . . . . ck 
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We have 
In(Wj) 2X 1 
fo = 2 B 2 2 2nn ,=. Xte’(2nJ’n’t 
I ( )I 
L Y 2 
n 
and 
n-1 
1 xtei(2nj/n)f = 
1=0 
lgl ,f , & [s: R eiC’-S)AB(i)di] {Sei(2”ji”)* 
1 m 
=- 1 [sl~e-is~S.(i+~)B(l)d)lF,, 
2x,=-, 
where S, is defined in (3.3). The normalization 
I( )I B3 2 n n - n1 + 2dL(n)(2nj )- 2d 
as n -+ co. Hence 
has the same asymptotic distribution as 
(4.1) 
Furthermore, by a change of variable and the symmetry B(A) = B( - A), (4.1) can be 
written 
(4.2) 
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Observe that the expression in (4.2) minus its expectation is (27~~~ times the 
expression in (3.4). The expectation of (4.2) is 
which, by Lemma 1, converges to 
& $ C,(27C&J2d 
s 
Oc Id(A + 2q,)121/-2ddA. 
P-1 -00 
Hence, by Proposition 2, (4.2) converges in distribution to 
& pil cp(2~jp)2d [ j”LI(A~ + 2nj,)d(%, - 2nj,)lE., I-dlA21-d fJ’(db) WdA2) 
R’ 
+ s a 1/1(/l + 2njp)121~l-2dd~~ -02 1 
= i cpY(jp). 0 
p=l 
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