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1. Introduction
The program of categorification via category O was introduced by J. Bernstein, I. Frenkel, and M. Kho-
vanov in [BFK] where tensor powers of the standard two dimensional representation of sl2 were recognized as
Grothendieck groups of certain subcategories of O for various gln. They had two different constructions. One
was based on studying certain blocks with singular generalized central characters. The other was based on
examining the trivial regular block but by considering various parabolic subcategories. In the first case the
action of sl2 was categorified by projective functors acting on these singular categories. The intertwiners were
categorified by derived Zuckerman functors acting on the derived category O. In the latter case, the action
of the Lie algebra was lifted to Zuckerman functors and the intertwiners became projective functors. These
two constructions are related by Koszul duality where the projective functors get exchanged for Zuckerman
functors and visa-versa [Rh], [MOS].
Several conjectures posed in [BFK] were solved in [Str2]. The most important result of that work was
that the Jones polynomial was lifted to a functorial invariant of tangles. Natural transformations between
these functors became invariants of 2-tangles acting as cobordisms between two different tangles [Str4]. One
of the principle goals of categorification is to obtain invariants for n+ 1 dimensional topological objects by
homological realizations of classical n dimensional invariants.
There is a parallel approach to categorification of link invariants due to Khovanov. In [Khov], a bi-graded
homology theory was constructed whose graded Euler characteristic is the Jones polynomial. M. Khovanov
and L. Rozansky extended this work to a homology theory categorifying the HOMFLYPT polynomial [KR].
The theory of matrix factorization is their primary tool. H. Murakami, T. Ohtsuki, and S. Yamada have an
intepretation of the HOMFLYPT polynomial through a polynomial assigned to certain planar graphs [MOY].
Khovanov and Rozansky categorified these polynomials which is a crucial step in the categorification of the
HOMFLYPT polynomial.
The goal of this paper is to categorify the slk tangle invariant via categoryO. It is important to understand
all of the planar graphs representation theoretically. The planar graphs give a graphical interpretation of
intertwiners between various tensor products Λi1Vk−1 ⊗ · · · ⊗ Λ
irVk−1 of fundamental slk representations.
The first step is to categorify tensor powers of the standard k− dimensional representation of slk. In order to
accomplish this, we look at more general singular blocks of category ⊕dOd(gln). Here, d denotes a k− tuple
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(dk−1, . . . , d0). Then Od(gln) is a block corresponding to an integral dominant weight whose stabalizer under
the dot action of the Weyl group is Sdk−1 × · · · × Sd0 . Parabolic subcategories of these blocks, O
p
d
(gln) will
provide a categorification of tensor products of fundamental representations. The action of the Lie algebra
slk will be lifted to projective functors. These are functors given by tensoring with a finite dimensional
representation and then projecting onto a certain block. Morphisms between various Λi1Vk−1⊗· · ·⊗Λ
irVk−1
will become inclusion and derived Zuckerman functors between various parabolic subcategories of these
blocks. Relations between the intertwiners become functorial isomorphisms between various compositions of
inclusion and derived Zuckerman functors. It should be possible to do this construction in the Koszul dual
situation as well. In this case projective functors categorify the intertwiners and derived Zuckerman functors
categorify the action of the Lie algebra.
This construction only gives rise to a categorification of slk− modules. In order to get a categorification
of the quantum group, we consider the above categories to be a category of graded modules. Then in the
Grothendieck group the shift functor will descend to the action of multiplication by the quantum parameter q.
The theory of graded category O is due to W. Soergel and has been studied extensively by C. Stroppel [Str1].
Projective functors have graded lifts. This allows us to give a categorification of the quantum Serre relations.
Zuckerman functors and inclusion functors also have graded lifts. Graded functors may now be assigned to all
flat tangles. In order to extend this construction to tangle with crossings, we consider adjunction morphisms
between shifted compositions of inclusion and Zuckerman functors for a minimal parabolic and the identity
functor. Cones of these morphisms are assigned to the crossings. In this graded setup it is easy to see that
these cones satisfy the slk skein relation. A cobordism between two tangles should give rise to a natural
transformation between the functors assigned to the tangles. This natural transformation should become an
invariant of 2-tangles as in [Str4], [Khov3], [Jac].
In section 2 we review the necessary finite dimensional representation theory of slk. A categorification
of the fundamental representations will be given in section 3. An equivalence of categories between certain
parabolic subcategories which generalizes corollary 5 in [BFK] is also given in this section. This equivalence is
used in the definition of the functors assigned to the flat tangles. In section 4 we provide functorial analogues
of the graphic relations presented in section 2. Each of the graphical relations will give rise to a functorial
isomorphism. Natural transformations are constructed and shown that when restricted to generalized Verma
modules, they are isomorphisms. Most of the section is devoted to calculations of the relevant functors on
generalized Verma modules. In section 5 graded category O will be discussed and all of the results in the
previous sections will be lifted to the graded case. We define in section 6 our functor valued tangle invariant
F and prove that it satisfies the Reidemeister relations.
Suppose that tangles T and T ′ are morphisms from r points to r′ points labeled from the set {1, k − 1}.
Denote by n and n′ the sum of the labels for the r and r′ points respectively. These compositions of n and
n′ naturally give rise to parabolic subalgebras p and p′ of gln and gln′ . Theorem 7 is the main result of this
work.
Theorem. If tangles T and T ′ are ambient isotopic tangles, then F(T ) and F(T ′) are isomorphic as derived
functors from Db(⊕dO
p
d
(gln)) to D
b(⊕d′O
p′
d′
(gln′)).
The functorial isomorphisms of section 4 play a crucial role in proving this theorem. When restricted
to (0, 0)− tangles, the invariant is a complex of graded vector spaces and thus homology groups may be
assigned to links.
It follows immediately from the definition of F that on the Grothendieck group, the following equality
holds:
Theorem. Let Ωi and Πi be the functors assigned to the crossings. Then q
k[Ωi]− q
−k[Πi] = (−1)
k−1(q1 −
q−1)[Id]
An explicit relationship between the functorial tangle invariant introduced by Khovanov in [Khov5] and
the category O invariant of [Str2] was given in [Str5]. Stroppel considered the subcategory of the trivial block
ofO(sl2n) of modules locally finite with respect to a parabolic subalgebra whose reductive part is gln⊕gln and
whose projective presentation only consists of projective-injective modules. This subcategory categorifies the
space of invariants in tensor products of the standard two dimensional of sl2. This subcategory is equivalent
to a category of modules over an associative algebra which is isomorphic to the algebra constructed in
2
[Khov5]. A natural question is to find a connection between the functorial slk invariant in this work and the
invariant constructed via matrix factorization in [KR] or Soergel bimodules in [Khov4]. One should probably
look for a subcategory of O that categorifies the space of invariants in tensor products of the standard k−
dimensional representation of slk and then study the associative algebra governing that subcategory.
Acknowledgements: The author is grateful to his advisor, Igor Frenkel for his encouragement and support
throughout the development of this project. In addition, the author is very thankful to Mikhail Khovanov,
Raphael Rouquier, Catharina Stroppel, and Gregg Zuckerman for helpful conversations and comments on
preliminary versions of this work.
2. Representation Theory of slk
2.1. Basic Definitions. We begin by reviewing the finite dimensional representation theory of slk. Recall
that slk is the Lie algebra of k × k matrices with entries in C. Denote the matrix with only 1 in the (i, j)
entry by ei,j . There is the triangular decomposition slk = n
− + h+ n+ where n− is the subalgebra of lower
triangular matrices, n+ is the subalgebra of upper triangular matrices and h is the Cartan subalgebra of
diagonal matrices.
The dual h∗ of the Cartan subalgebra has a basis α1 = e
∗
1,1 − e
∗
2,2, . . . , αi = e
∗
i,i − e
∗
i+1,i+1, . . . , αk−1 =
e∗k−1,k−1 − e
∗
k,k where e
∗
i,j(er,s) = δi,rδj,s. These αi are called the positive simple roots for slk.
A linear map λ : h→ C may be written in coordinates λ = λ1e
∗
1,1 + · · ·+ λke
∗
k,k.
The finite dimensional irreducible representations of slk are indexed by these weights λ. There exists a
unique irreducible representation of highest weight λ = λ1e
∗
1,1 + · · ·+ λke
∗
k,k when λ1 ≥ λ2 ≥ · · · ≥ λk. For
our purposes, one of the most important representations is the standard k− dimensional vector space Ck
where slk acts on it naturally as matrices. Call this space Vk−1. The basis for this vector space is given by
e1, . . . , ek and eij(em) = δj,mei. Notice that the highest weight of this representation is e
∗
1,1. We denote the
ith exterior power of a module V by ΛiV.
Proposition 1. Let Vk−1 be the module defined above. Then Λ
iVk−1 is an irreducible module of highest
weight e∗1,1 + · · ·+ e
∗
i,i.
Proof. See [FH] page 221. 
Now we define the algebra Uq(slk) and its fundamental representations.
Definition 1. The quantum group Uq(slk) is the associative algebra overC(q) with generatorsEi, Fi,Ki,K
−1
i
for i = 1, . . . , k − 1 satisfying the following conditions:
(1) KiK
−1
i = K
−1
i Ki = 1
(2) KiKj = KjKi
(3) KiEj = q
ci,jEjKi
(4) KiFj = q
−ci,jFjKi
(5) EiFj − FjEi = δi,j
Ki−K
−1
i
q−q−1
(6) EiEj = EjEi if |i− j| > 1
(7) FiFj = FjFi if |i− j| > 1
(8) E2i Ei±1 − (q + q
−1)EiEi±1Ei + Ei±1E
2
i = 0
(9) F 2i Fi±1 − (q + q
−1)FiFi±1Fi + Fi±1F
2
i = 0
where
ci,j = 2 if j = i
−1 if j = i± 1
0 if |i− j| > 1.
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The most basic representation of U(slk) is Vk−1. It is the k-dimensional vector space with basis v0, . . . , vk−1.
The algebra acts on this space as follows:
Eivj = 0 if j 6= i− 1
Eivj = vi if j = i− 1
Fivj = 0 if j 6= i
Fivj = vi−1 if j = i
K±1i vj = q
±1vi if j = i
K±1i vj = q
∓1vi−1 if j = i− 1
K±1i vj = vj if j 6= i− 1, i.
There are several intertwiners between various representations that will be important for later. There is the
map ΛkVk−1 → Vk−1 ⊗ Λ
k−1Vk−1 given by
vk−1 ∧ · · · ∧ v0 →
k−1∑
j=0
(−1)jqk−j−1vj ⊗ (vk−1 ∧ · · · ∧ vˆj ∧ · · · ∧ v0),
where vˆj means that the term is omitted from the expression.
There is the map ΛkVk−1 → Λ
k−1Vk−1 ⊗ Vk−1 given by
vk−1 ∧ · · · ∧ v0 →
k−1∑
j=0
(−1)k−1−jqj(vk−1 ∧ · · · ∧ vˆj ∧ · · · ∧ v0 ⊗ vj).
There is a map in the other direction: Vk−1 ⊗ Λ
k−1Vk−1 → Λ
kVk−1 given by
vj ⊗ (vk−1 ∧ · · · vˆj ∧ · · · ∧ v0)→ (−1)
k−j−1q−jvk−1 ∧ · · · ∧ v0.
There is also the map Λk−1Vk−1 ⊗ Vk−1 → Λ
kVk−1 given by
(vk−1 ∧ · · · vˆj ∧ · · · ∧ v0)⊗ vj → (−1)
jqj−k+1vk−1 ∧ · · · ∧ v0.
The inclusion map Λ2Vk−1 → Vk−1 ⊗ Vk−1 is determined by
vi ∧ vj → vi ⊗ vj − q
1vj ⊗ vi
where i > j.
The projection map Vk−1 ⊗ Vk−1 → Λ
2Vk−1 is given by
vi ⊗ vj → q
−1vi ∧ vj if i > j
−vi ∧ vj if i < j.
More generally, let
πr1 ⊗ · · · ⊗ πrt : V
⊗(r1+···+rt)
k−1 → Λ
r1Vk−1 ⊗ · · · ⊗ Λ
rtVk−1
be the canonical projection map and
ir1 ⊗ · · · ⊗ irt : Λ
r1Vk−1 ⊗ · · · ⊗ Λ
rtVk−1 → V
⊗(r1+···+rt)
k−1
be the canonical inclusion map. Since we will not need these more general intertwiners, we will omit the
precise formulas.
2.2. Graphical Calculus. There is a graphical description of the intertwiners between tensor products of
fundamental representations via colored trivalent graphs. A line segment labeled by an integer i where 1 ≤
i ≤ k, will depict the representation ΛiVk−1. Note that an edge labeled by k depicts the trivial representation
and thus such an edge may be added or removed at will. The figure below depicts the canonical projection
map ΛiVk−1 ⊗ Λ
jVk−1 → Λ
i+jVk−1.
The inclusion Λi+jVk−1 → Λ
iVk−1 ⊗ Λ
jVk−1 is given by the diagram below.
There are relations between these maps. Graphically, the relations are depicted by the following five
diagrams.
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Figure 1.
Figure 2.
Figure 3. Diagram Relation 1
Figure 4. Diagram Relation 2
If the trivalent graph has external edges labeled only by k, then it represents a composition of intertwiners
from the the trivial representation to itself so a Laurent polynomial may be assigned to it. We will say that
such a graph is closed.
Theorem 1. There is a Laurent polynomial 〈D〉k in Z[q, q
−1] which may be assigned to closed, colored
trivalent graphs D which satisfy the five relations above. It is invariant under ambient isotopy of R2.
Proof. See sections 1 and 2 of [MOY]. 
The Laurent polynomial in the theorem above coincides with the representation-theoretic polynomial.
A version of the HOMFLYPT for links may then be defined. Each crossing may be resolved in the
following two ways:
Let D+, D−, D0 be identical link diagrams except near a crossing as given by the figure below.
Definition 2. Let D be a planar projection of a link. Let
(1) 〈D+〉k = q
1〈D0〉k − 〈D∗〉k,
(2) 〈D−〉k = q
−1〈D0〉k − 〈D∗〉k,
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Figure 5. Diagram Relation 3
Figure 6. Diagram Relation 4
Figure 7. Diagram Relation 5
Figure 8.
(3) Pk(D) = q
(k)(−w(D))〈D〉k where w(D) is the difference between the number of positive and negative
crossings.
Theorem 2. (1) Pk(D) satisfies the Reidemeister moves and thus is an invariant of a link L which has
planar projection D.
(2) The invariant above satisfies the skein relation for the one variable slk specialization of the HOM-
FLYPT polynomial:
qkPk(D+)− q
−kPk(D−) = (q
1 − q−1)Pk(D0).
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Figure 9.
Proof. This is theorem 3.2 of [MOY]. 
3. Categorification of slk Modules
The most important representations to categorify are the tensor powers V ⊗nk−1. When k = 2, the categori-
fications were constructed in [BFK]. The authors worked on the most singular blocks of category O which
correspond to maximal subgroups of the symmetric group. They also suggested what to do for the slk case:
consider other blocks of category O.
3.1. Categorification of Λi1Vk−1 ⊗ · · · ⊗ Λ
irVk−1.
Definition 3. (1) Denote the Grothendieck group of an abelian or triangulated category C by [C]. It is
the free abelian group generated by the symbols [M ] where M is an object of C. The only relations
in this group are of the form [N ] = [M ] + [P ] when there is a short exact sequence or distinguished
triangle of the form
0→M → N → P → 0.
(2) The image of an objectM or an exact functor F in the Grothendieck group will be indicated by [M ]
and [F ] respectively.
(3) Given an abelian category C, let Db(C) denote the corresponding bounded derived category.
(4) Denote by Hj : Db(C)→ C, the jth cohomology functor. If F is a left exact functor, the jth derived
functor RjF is defined to be Hj ◦RF. If F is right exact, the jth derived functor LjF is defined to
be H−j ◦ LF.
The truncation functors τ≤n and τ≥n are well defined on the derived category.
Proposition 2. Let X be an object in Db(C). The following triangles exist in the derived category:
τ≤nX → X → τ≥n+1X
τ≤n−1X → τ≤nX → Hn(X)[−n]
Proof. See proposition 4.1.8 of [Sch]. 
Definition 4. Let O(gln) be the category of gln modules which satisfy the following properties:
(1) Finitely generated as U(gln)− modules.
(2) Diagonalizable under the action of the Cartan subalgebra h.
(3) Locally finite under the action of the Borel subalgebra b = h+ n+.
This category decomposes into a direct sum of subcategories corresponding to the generalized central
characters.
Definition 5. (1) Let O(dk−1,dk−2,...,d0) = Od be the block of O(gln) for the central character corre-
sponding to the weight
∑k−1
i=0
∑di
j=1 ie
∗
d0+···+di−1+j
− ρ, where
ρ =
n− 1
2
e1 +
n− 3
2
e2 + · · ·+
1− n
2
en
is half the sum of the positive roots.
(2) Let M(a1, . . . , an) be the Verma module with highest weight a1e1 + · · ·+ anen − ρ.
(3) Let L(a1, . . . , an) be the Verma module with highest weight a1e1 + · · ·+ anen − ρ.
There are di terms in the weight from the definition above with coefficient i. Note that
∑k−1
j=0 dj = n.
Proposition 3. Assume that the following direct sum is over all d such that the entries are non-negative
integers and the sum of the entries is n. Then C⊗Z [⊕dOd] ∼= V
⊗n
k−1.
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Proof. The image of the Verma module [M(a, . . . , an)] gets mapped to va1 ⊗ · · · ⊗ van . 
This proposition is the first step towards categorification of slk−modules. Next we would like to categorify
the action of the Lie algebra. The desired functors come directly from [BFK]. It is essentially the projective
functor of tensoring with the n− dimensional representation Vn−1.One only has to be careful about projecting
onto the various blocks. This is done next.
Definition 6. (1) Let Ei : O(dk−1,dk−2,...,d0) → O(dk−1,...,di+1,di−1−1,...,d0) be the functor defined by
EiM = proj(dk−1,...,di+1,di−1−1,...,d0)(Vn−1 ⊗M).
(2) Let Fi : O(dk−1,dk−2,...,d0) → O(dk−1,...,di−1,di−1+1,...,d0) by
FiM = proj(dk−1,...,di−1,di−1+1,...,d0)(V
∗
n−1 ⊗M).
(3) Let Hi : O(dk−1,dk−2,...,d0) → O(dk−1,dk−2,...,d0) be Id
⊕(di−di−1) .
Theorem 3. Functorial Serre relations are satisfied on ⊕dO(gln).
(1) HiHj ∼= HjHi.
(2) If di > di−1 then EiFi ∼= FiEi ⊕Hi.
(3) If di = di−1 then EiFi ∼= FiEi.
(4) If di < di−1 then FiEi ∼= EiFi ⊕Hi.
(5) If i 6= j, then EiFj ∼= FjEi.
(6) If di − di−1 ≥ 0, then HiEi ∼= EiHi ⊕ E
⊕2
i .
(7) If di − di−1 ≤ −2, then EiHi ∼= HiEi ⊕ E
⊕2
i .
(8) If di − di−1 = −1, then HiEi ∼= EiHi.
(9) If di − di−1 ≥ 2, then FiHi ∼= HiFi ⊕F
⊕2
i .
(10) If di − di−1 ≤ 0, then HiFi ∼= FiHi ⊕F
⊕2
i .
(11) If di − di−1 = 1, then HiFi ∼= FiHi.
(12) If |i− j| > 1, then HiEj ∼= EjHi.
(13) If |i− j| > 1, then HiFj ∼= FjHi.
(14) If |i− j| > 1, then EiEj ∼= EjEi.
(15) If |i− j| > 1, then FiFj ∼= FjFi.
(16) If j = i+ 1, then EiEiEj ⊕ EjEiEi ∼= EiEjEi ⊕ EiEjEi.
(17) If j = i+ 1, then FiFiFj ⊕FjFiFi ∼= FiFjFi ⊕FiFjFi.
(18) If di − di−1 − 1 ≥ 0, then HiEi+1 ⊕ Ei+1 ∼= Ei+1Hi.
(19) If di − di−1 ≤ 0, then Ei+1Hi ⊕ Ei+1 ∼= HiEi+1.
(20) If di − di−1 − 1 ≥ 0, then HiEi−1 ⊕ Ei−1 ∼= Ei−1Hi.
(21) If di − di−1 ≤ 0, then Ei−1Hi ⊕ Ei−1 ∼= HiEi−1.
(22) If di − di−1 ≥ 0, then Fi+1Hi ⊕Fi+1 ∼= HiFi+1.
(23) If di − di−1 + 1 ≥ 0, then HiFi+1 ⊕Fi+1 ∼= Fi+1Hi.
(24) If di − di−1 ≥ 0, then Fi−1Hi ⊕Fi−1 ∼= HiFi−1.
(25) If di − di−1 + 1 ≥ 0, then HiFi−1 ⊕Fi−1 ∼= Fi−1Hi.
One only has to compute in the Grothendieck group to check these relations [BG]. Details will be provided
later when a functorial version of the quantum Serre relations is proved.
Our next goal is to categorify tensor products of exterior powers of Vk−1. The case k = 2 was addressed
in [BFK]. When k = 2, Λ2Vk−1 is just a one dimensional vector space. The main ingredient in the categori-
fication of V ⊗n1 → V
⊗(n−2)
1 is the Zuckerman functor and parabolic subcategories. Thus for general k, we
expect a locally finite subcategory to categorify a tensor product of fundamental representations. We now
give a definition of various parabolic subalgebras of slk and the corresponding locally finite subcategories
first introduced by A. Rocha-Caridi in [Ro].
Definition 7. (1) The subalgebra p(r1,...,rt) is the parabolic subalgebra whose reductive subalgebra is
glr1 ⊕ · · · ⊕ glrt , where r1 + · · ·+ rt = n.
(2) Denote by Op
d
the full subcategory of Od of modules locally finite with respect to the subalgebra p.
By abuse of notation, let O
(r1,...,rt)
d
be the category O
p(r1,...,rt)
d
.
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It is important to know some objects which are in these locally finite categories.
Definition 8. (1) Let S denote the subset of simple roots defining the parabolic subalgebra p.
(2) Let P+p = {λ ∈ h
∗|〈λ, α〉 ∈ N, ∀α ∈ S}.
Given such a λ ∈ P+p , we may define the generalized Verma module M
p(λ) = U(g) ⊗U(p) E(λ), where
E(λ) is the simple p− module with highest weight λ.
Now it is easy to give conditions for which modules in these singular blocks are locally finite. Let
λ = a1e
∗
1 + · · · + ane
∗
n. We need to give a condition for λ to be in this set. Since 〈ρ, hi〉 = 1, the condition
that 〈λ − ρ, hi〉 ≥ 0 simply becomes ai > ai+1. We now could state which simple modules and generalized
Verma modules are in the locally finite subcategories.
Lemma 1. (1) L(a1, . . . , an) is a simple module in O
p
d
if ai > ai+1 whenever αi is a simple root of p.
(2) Mp(a1, . . . , an) is a generalized Verma module in O
p
d
if ai > ai+1 whenever αi is a simple root of p.
Proof. This follows directly from above by evaluating at all simple roots αi which define the parabolic
subalgebra p. 
We will often group coefficients in the highest weight of a generalized module such as
Mp(a1, . . . , ai−1, ai, . . . , ar︸ ︷︷ ︸, . . . , an)
to stress that ai > · · · > ar so that it is locally finite with respect to a certain subalgebra p.
Proposition 4. C⊗Z [⊕dO
(r1,...,rt)
d
] ∼= Λr1Vk−1 ⊗ · · · ⊗ Λ
rtVk−1.
Proof. It suffices to show that this is an isomorphism on the basis of generalized Verma modules. Let p be
the subalgebra given above. The isomorphism sends [Mp(a1, . . . , an)] to
(va1 ∧ · · · ∧ vr1)⊗ · · · ⊗ (var1+···+rt−1+1 ∧ · · · ∧ var1+···+rt ).
This is clearly a bijection. 
Remark 1. If any of the ri above is larger than k, then the category contains no non-trivial objects.
The Zuckerman functor plays an obvious role in this setup. It categorifies projection maps of these
modules.
Definition 9. (1) Let the Zuckerman functor Γ(r1,...,rt) : Od → O
(r1,...,rt)
d
be the functor of taking the
maximal locally p(r1,...,rt) finite submodule.
(2) Let the dual Zuckerman Z(r1,...,rt) : Od → O
(r1,...,rt)
d
be the functor of taking the maximal locally
p(r1,...,rt) finite quotient.
(3) Let ǫ(r1,...,rt) : O
(r1,...,rt)
d
→ Od be the natural inclusion functor.
Remark 2. The dual Zuckerman functor is also known as the Bernstein functor. See [KV].
If there is an inclusion of parabolic subalgebras q ⊂ p, there is an obvious generalization of these definitions
for categories locally finite with respect to these algebras. For example, one may take a module locally finite
with respect to p and apply the Zuckerman functor Γpq.
The Zuckerman functor is left exact. One usually studies its right derived functor and its cohomology
functors. Taking the derived functor is important in categorification so that it becomes exact as a functor
on the derived category. We denote its right derived functor shifted by j by RΓ[j]. The dual Zuckerman
functor is right exact and similarly, one should consider its left derived functor. On the Grothendieck group,
LZ and RΓ descend to the canonical map from V ⊗nk−1 to Λ
r1Vk−1 ⊗ · · · ⊗ Λ
rtVk−1.
Proposition 5. (1) [LZ(r1,...,rt)] = πr1 ⊗ · · · ⊗ πrt .
(2) [ǫ(r1,...,rt)[−Σ
t
r=1
ir(ir−1)
2 ]] = ir1 ⊗ · · · ⊗ irt .
Proof. By proposition 5.5 of [ES], one may easily prove the first part by computing on the basis of Verma
modules. The second part follows from the generalized BGG resolution. 
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Let d be the codimension of q in p.
Lemma 2. The derived Zuckerman functor RΓpq and the inclusion functor ǫ
p
q satisfy the following adjointness
properties in the derived category:
(1) Hom(ǫqpX,Y ) ∼= Hom(X,RΓ
p
qY )
(2) Hom(X, ǫqp[2d]Y ) ∼= Hom(RΓ
p
qX,Y ).
Proof. See the proof of theorem 5 in [BFK]. 
Lemma 3. The derived dual Zuckerman functor LZpq and the inclusion functor ǫ
p
q satisfy the following
adjointness properties in the derived category:
(1) Hom(ǫqp[−2d]X,Y ) ∼= Hom(X,LZ
p
qY )
(2) Hom(X, ǫqpY ) ∼= Hom(LZ
p
qX,Y ).
Corollary 1. The derived Zuckerman and dual Zuckerman functors are related by RΓpq[2d] ∼= LZ
p
q .
Proof. By the previous two lemmas these functors are adjoints of the same functor so they are the same up
to isomorphism. 
3.2. Equivalences of Categories. We look to generalize section 3.2.2 of [BFK] to the subcategories with
generalized central character considered here. In order to make the notation more compact, we will have the
following notation for several important subalgebras.
Definition 10. Let
(1) pi to be the parabolic subalgebra corresponding to (1, . . . , 1,︸ ︷︷ ︸
i−1
k, 1, . . . , 1).
(2) qi to be the parabolic subalgebra corresponding to (1, . . . , 1,︸ ︷︷ ︸
i
k − 1, 1, . . . , 1).
(3) ri be the parabolic subalgebra corresponding to (1, . . . , 1︸ ︷︷ ︸
i−1
, k − 2, 1, . . .1).
(4) si be the parabolic subalgebra corresponding to (1, . . . , 1︸ ︷︷ ︸
i−1
, 2, 1, . . .1).
(5) ti be the parabolic subalgebra corresponding to (1, . . . , 1︸ ︷︷ ︸
i−1
, 3, 1, . . .1).
Clearly pj ⊃ qj and pj ⊃ qj−1. Recall from earlier the definitions of the functors ǫ
qj
pj , ǫ
qj−1
pj , LZ
pj
qj , and
LZ
pj
qj−1 . Note that the derived Zuckerman functors in this setup could have non-zero cohomology functors
only in degrees 0 through 2(k-1). As in [BFK], the middle cohomology functor plays a significant role. Given
a generalized Verma moduleMpj(α), we would like to compute its image under the functor L(k−1)Z
pj+1
qj ◦ǫ
qj
pj .
The main result of this subsection is there are equivalences of categories:
O
pj
(dk−1,...,d0)
∼= O
pj+1
(dk−1,...,d0)
.
The equivalences are compositions of inclusions into larger categories and the middle cohomology of the
derived Zuckerman functor. The plan of the proof is exactly that from [BFK]. First the action of these
functors on generalized Verma modules is computed. Then after some exactness and adjointness statements
are proved, the equivalence will follow from lemma 2 of [BFK].
First we recall the generalized BGG resolution. Let S be a subset of simple roots defining a parabolic
subalgebra p and Wp the corresponding Weyl group. Denote by W
p the set of shortest coset representatives
in W/Wp and ρS half the sum of the positive roots of the subalgebra p.
Theorem 4. Let µ be dominant integral. For all j = 0, . . . , dimu, define
CSj = ⊕w∈Wp,l(w)=jM
p(w(µ + ρ)− ρS).
Then there is an exact sequence
0→ CSdimu → · · · → C
S
0 → L(µ+ ρ)→ 0
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with all maps nontrivial.
Let α = (a1, . . . , an). In order for the generalized Verma module M
pj(α) to be locally U(pj)− finite,
aj = k − 1, aj+1 = k − 2, . . . , aj+k−1 = 0.
From the previous theorem, it follows that there is a resolution of this generalized Verma module in terms
of generalized Verma modules in larger parabolic categories.
Corollary 2. There is an exact sequence in O
qj
d
of the form:
0→Mqj (σ1 · · ·σk−1.α)→M
qj (σ1 · · ·σk−2.α)→ · · · →M
qj (α)→Mpj (α)→ 0,
where σi permutes the elements aj+i−1 and aj+i of (aj , . . . , aj+k−1).
Proof. This follows from the theorem and parabolic induction. 
The cohomology functors on the modules Mqj (σ1 · · ·σl.α) play a critical role.
Lemma 4. Suppose ak+j = k − l − 1. Then, LiZ
pj+1
qj M
qj (σ1 · · ·σl.α) ∼=
Mpj+1(a1, . . . , aj−1, k − l − 1, k − 1, . . . , 0, ak+j−1, . . . , an) if i = k − l − 1
0 if i 6= k − l − 1.
Proof. It is easily seen that
Mqj (σ1 · · ·σl.α) =M
qj (a1, . . . , aj−1, k − l − 1, k − 1, k − 2, . . . , k − l, k − l− 2, . . . , 0, ak+j, . . . , an).
Thus LiZ
pj+1
qj M
qj (σ1 · · ·σl.α) = 0 if ak+j 6= k − l− 1.
Now suppose Sk permutes the elements (k − 1, k − 2, . . . , k − l, k − l− 2, . . . , 0, ak+j), by
σl+1 · · ·σk−1.(k − 1, k − 2, . . . , k − l, k − l− 2, . . . , 0, ak+j) =
(k − 1, k − 2, . . . , k − l, ak+j , k − l − 2, . . . , 0).
The length of this element in the symmetric group is k − l − 1. Thus from [ES] proposition 5.5,
LiZ
pj+1
qj M
qj (σ1 · · ·σl.α) ∼=M
pj+1(a1, . . . , aj−1, k − l − 1, k − 1, . . . , 0, ak+j−1, . . . , an),
if i = (k − l − 1). 
Now we are in position to compute LiZ
pj+1
qj ◦ ǫ
qj
pjM
pj(α). Let
β = (a1, . . . , aj−1, aj+k, aj, . . . , aj+k−1, aj+k+1, . . . , an).
Lemma 5. There are isomorphisms: L(k−1)Z
pj+1
qj ◦ ǫ
qj
pjM
pj (α) ∼=
Mpj+1(β) if i = k − 1
0 if i 6= k − 1
Proof. Consider the generalized BGG resolution. This gives rise to short exact sequences:
0→ K0 →M
qj (α)→Mpj(α)→ 0
0→ K1 →M
qj (σ1.α)→ K0 → 0
0→ K2 →M
qj (σ1σ2.α)→ K1 → 0
· · ·
0→ Kk−2 →M
qj (σ1 · · ·σk−2.α)→ Kk−3 → 0
0→ Kk−1 →M
qj (σ1 · · ·σk−2σk−1.α)→ Kk−2 → 0.
Assume ak+j = k − l − 1. By the previous lemma, for all s
LsZ
pj+1
qj M
qj (e) ∼= LsZ
pj+1
qj M
qj(σ1.α) ∼= · · · ∼= LsZ
pj+1
qj M
qj (σ1 . . . σl−1.α) = 0.
Therefore
LsZ
pj+1
qj M
pj (α) ∼= Ls−1Z
pj+1
qj K0
∼= · · · ∼= Ls−lZ
pj+1
qj Kl−1.
Also by the previous lemma, for all s,
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LsZ
pj+1
qj M
qj(σl+1.α) ∼= · · · ∼= LsZ
pj+1
qj M
qj (σ1 . . . σk−1.α) ∼= 0.
Therefore for all s,
LsZ
pj+1
qj Kk−2
∼= · · · ∼= Ls+lZ
pj+1
qj Kl
∼= 0.
Now consider the short exact sequence
0→ Kl →M
qj (σ1 . . . σl.α)→ Kl−1 → 0.
Due to the above
LsZ
pj+1
qj M
qj (σ1 . . . σl.α) ∼= LsZ
pj+1
qj Kl−1
∼= Ls+lZ
pj+1
qj ǫ
qj
pjM
pj (α).
By the previous lemma
LsZ
pj+1
qj M
qj (σ1 . . . σl.α) ∼=M
pj+1(β)
for s = k − l − 1, and it is zero otherwise.
Thus LsZ
pj+1
qj M
pj (α) ∼=Mpj+1(β) if s = k − 1 and is zero otherwise. 
Lemma 6. Suppose i 6= k − 1. Then for any module M in O
pj
(dk−1,dk−2,...,d0)
, there is an isomorphism
LiZ
pj+1
qj ◦ ǫ
qj
pjM = 0.
Proof. We know this is true by the previous lemma for generalized Verma modules. It is then true for
projective modules by induction on the length of their Verma flag. Now consider a simple module S. It has
a projective resolution which gives rise to several short exact sequences:
0→ K1 → P1 → S → 0
0→ K2 → P2 → K1 → 0
· · ·
0→ Kr → Pr → Kr−1 → 0.
The first short exact sequence implies LiZ
pj+1
qj ◦ ǫ
qj
pjS
∼= L(i−1)Z
pj+1
qj ◦ ǫ
qj
pjK1 for i < (k − 1). Continuing in
this way we get LiZ
pj+1
qj ◦ ǫ
qj
pjS
∼= Li−rZ
pj+1
qj ◦ ǫ
qj
pjPr for i < (k − 1). Since Kr
∼= 0, LiZ
pj+1
qj ◦ ǫ
qj
pjS
∼= 0, for
i < (k− 1). By the duality theorem for Zuckerman functors, this isomorphism is true for all i 6= (k− 1). Now
the lemma follows for any M by induction on the length of its composition series. 
Proposition 6. There is an equivalence of categories
Lk−1Z
pj+1
qj ◦ ǫ
qj
pj : O
pj
d
∼=
→ O
pj+1
d
.
The inverse equivalence is given by Lk−1Z
pj
qj ◦ ǫ
qj
pj+1 .
Proof. These functors send generalized Verma modules to generalized Verma modules. By examining the
long exact sequence for the functor and using that the cohomology functors vanish in all but one degree, it
is clear that this functor is exact exact. It suffices by lemma 2 of [BFK] to show that they are adjoint. In
the derived category LZ
pj+1
qj is left adjoint to ǫ
qj
pj+1 by lemma 3. Furthermore, LZ
pj+1
qj [−2(k − 1)] is right
adjoint to ǫ
qj
pj+1 . Thus we have
HomO(Lk−1Z
pj+1
qj ◦ ǫ
qj
pjM,N)
∼= HomDb(O)(LZ
pj+1
qj ◦ ǫ
qj
pj [−(k − 1)]M,N)
∼= HomDb(O)(ǫ
qj
pjM, ǫ
qj
pj+1 [k − 1]N)
∼= HomDb(O)(M,LZ
pj
qj ǫ
qj
pj+1 [−(k − 1)]N)
∼= HomO(M,Lk−1Z
pj
qj ǫ
qj
pj+1N).

Remark 3. The functor LZ
pj+1
qj ◦ ǫ
qj
pj gives an equivalence of the corresponding derived categories.
Next assume that all of the ai are 1 or k-1.
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Proposition 7. There is an equivalence of categories
O
(a1,...ai,k,ai+1,...an)
d
(gln)
∼= O
(a1,...ai+1,k,ai+2,...an)
d
(gln)
given by the functor
L(k−1)Z
(a1,...ai+1,k,...an)
(a1,...ai,ai+1,k−ai+1,ai+1...an)
ǫ
(a1,...ai,ai+1,k−ai+1,ai+1...an)
(a1,...ai,k,ai+1,...an)
.
Proof. The proof is exactly the same as the previous proposition. 
Composing the equivalences given by the proposition above, we get the following equivalence.
∆
(a1,...aj ,k,...ar)
(a1,...ai,k,...ar)
: O
(a1,ai,k,...ar)
d
→ O
(a1,...aj ,k,...ar)
d
.
Next we define functors between parabolic categories for Lie algebras of different ranks.
Definition 11. (1) Let Y be the one dimensional glk ⊕ gln− module with weight
−
n
2
(e1 + · · ·+ ek) +
k
2
(ek+1 + · · ·+ ek+n).
(2) Let Y ′ be the one dimensional gln− module with weight −
k
2 (e1 + · · ·+ en).
(3) LetW be the finite dimensional irreducible glk−module with highest weight (k−1)e1+· · ·+(0)ek−ρk.
(4) The functor ζ : O
(a1,...,ar)
d
(gln)→ O
(k,a1,...ar)
d′
(glk+n) is given by
ζ(M) = Ind
U(glk+n)
U(glk+gln)
(Y ⊗W ⊗M)
where d′ = (dk−1 + 1, . . . , d0 + 1).
(5) The functor ν : O
(k,a1,...ar)
d′
(glk+n)→ O
(a1,...ar)
d
(gln) is given by taking the sum of the weight spaces
of a module M for the weights of the form
(k − 1)e1 + (k − 2)e2 + · · ·+ (0)ek + xk+1ek+1 + · · ·xk+nek+n − ρ,
tensor with Y ′, where the xi ∈ Z.
The next lemma is a direct generalization of proposition 17 of [BFK].
Lemma 7. The functors ζ and ν are inverse equivalences of categories.
Next we assign functors to various oriented tangles. If an edge is labeled by k− 1, then we give it a down
arrow. If an edge is labeled by 1, then it is given an up arrow.
Figure 10.
To the tangle in Figure 10 we assign the functor ∪i,+,r : D
b(O
(a1,...,ar)
d
) → Db(O
(a1,...,ai−1,1,k−1,ai,...,ar)
d′
).
It is given by
∪i,+,r(M) = ǫ
(a1,...,ai−1,1,k−1,...,ar)
(a1,...,ai−1,k,...,ar
[−(k − 1)]∆
(a1,...,ai−1,k,ar)
(k,a1,...,ar)
ζ(M).
Figure 11.
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To the tangle in Figure 11 we assign the functor ∪i,−,r : D
b(O
(a1,...,ar)
d
) → Db(O
(a1,...,ai−1,k−1,1,ai,...,ar)
d′
).
It is given by
∪i,−,r(M) = ǫ
(a1,...,ai−1,k−1,1,...,ar)
(a1,...,ai−1,k,...,ar
[−(k − 1)]∆
(a1,...,ai−1,k,ar)
(k,a1,...,ar)
ζ(M).
Figure 12.
To the tangle in Figure 12 we assign the functor ∩i,+,r : D
b(O
(a1,...,ar)
d′
)→ Db(O
(a1,...,ai−1,ai+2,...,ar)
d
). It is
given by
∩i,+,r(M) = ν∆
(k,a1,...,ai−1,ai+2,...,ar)
(a1,...,ai−1,k,ai+2,...,ar)
LZ
(a1,...,ai−1,k,ai+2,...,ar)
(a1,...,ar)
.
Figure 13.
To the tangle in Figure 13 we assign the functor ∩i,−,r : D
b(O
(a1,...,ar)
d′
)→ Db(O
(a1,...,ai−1,ai+2,...,ar)
d
). It is
given by
∩i,+,r(M) = ν∆
(k,a1,...,ai−1,ai+2,...,ar)
(a1,...,ai−1,k,ai+2,...,ar)
LZ
(a1,...,ai−1,k,ai+2,...,ar)
(a1,...,ar)
.
4. Diagram Relations
In this section we verify that the relations between various intertwiners which have a graphical inter-
pretation given in figures 3, 4, 5, 6, and 7 gives rise to relations between various inclusion and Zuckerman
functors.
4.1. Diagram 1. Our goal is to prove that LZ
pj
qj ǫ
qj
pj is a direct sum of shifted identity functors. First we
compute the cohomology functors on the generalized Verma module Mpj (α) where α = (a1, . . . aj−1, k −
1, . . . 0, aj+k, . . . an).
Lemma 8. LiZ
pj
qj ǫ
qj
pjM
pj(α) ∼=Mpj (α) if i is even and 0 ≤ i ≤ 2(k − 1). Otherwise it is 0.
Proof. First we note that LsZM
qj (σ1 · · ·σt.α) ∼=
Mpj (α) if s = t
0 if s 6= t.
Suppose i = 2r. Then the above fact and the short exact sequences from the previous section imply
LiZ
pj
qj ǫ
qj
pjM
pj (α) ∼= Li−1Z
pj
qjK0
Li−1Z
pj
qjK0
∼= Li−2Z
pj
qjK1
· · ·
Li−r+1Z
pj
qjKr−2
∼= Li−rZ
pj
qjKr−1.
Now consider 0→ Kr →M
qj (σ1 · · ·σr.α)→ Kr−1 → 0. This gives a long exact sequence
0→Li−r+1Z
pj
qj Kr−1 → Li−rZ
pj
qjKr → Li−rZ
pj
qjM
qj (σ1 . . . σr.α) ∼=M
pj(α)→
Li−r−1Z
pj
qjKr−1 → Li−r−1Z
pj
qjKr → Li−r−1Z
pj
qjM
qj (σ1 · · ·σr .α) ∼= 0.
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Thus it suffices to show Li−rZ
pj
qjKr
∼= Li−r−1Z
pj
qjKr
∼= 0. Using the first fact of the proof we easily see
Li−rZ
pj
qjKr
∼= Li−r−1Z
pj
qjKr+1
Li−r−1Z
pj
qjKr+1
∼= Li−r−2Z
pj
qjKr+2
· · ·
Li−k+2Z
pj
qjKk−2
∼= Li−k+1Z
pj
qjKk−1
∼= 0.
Thus Li−rZ
pj
qjKr
∼= 0. Again using the first fact we easily see that
Li−r−1Z
pj
qjKr
∼= Li−r−2Z
pj
qjKr+1
Li−r−2Z
pj
qjKr+1
∼= Li−r−3Z
pj
qjKr+2
· · ·
Li−k+1Z
pj
qjKk−2
∼= Li−kZ
pj
qjKk−1
∼= 0.
Thus Li−r−1Z
pj
qjKr
∼= 0.
Now we proceed for odd i. Let i = 2r + 1. Then we get
LiZ
pj
qj ǫ
qj
pjM
pj(α) ∼= Li−1Z
pj
qjK0
Li−1Z
pj
qjK0
∼= Li−2Z
pj
qjK1
· · ·
Li−r+1Z
pj
qjKr−2
∼= Li−rZ
pj
qjKr−1.
Now consider 0→ Kr →M
qj (σ1 · · ·σr.α)→ Kr−1 → 0. This gives a long exact sequence
→ Li−rZ
pj
qjM
qj (σ1 · · ·σr.α) ∼= 0→ Li−rZ
pj
qjKr−1 → Li−r−1Z
pj
qjKr → Li−r−1Z
pj
qjM
qj (σ1 · · ·σr .α)→ .
Thus it suffices to prove Li−r−1Z
pj
qjKr
∼= 0. Again using the first fact, it is easy to see that
Li−r−1Z
pj
qjKr
∼= Li−r−2Z
pj
qjKr+1
Li−r−2Z
pj
qjKr+1
∼= Li−r−3Z
pj
qjKr+2
· · ·
Li−k+1Z
pj
qjKk−2
∼= Li−kZ
pj
qjKk−1
∼= 0.
Thus Li−r−1Z
pj
qjKr
∼= 0. 
Lemma 9. Let X
f
→ Y
g
→ Z
h
→ T (X) be a distinguished triangle in a triangulated category. If h = 0, then
this triangle is isomorphic to X → X ⊕ Z → Z → T (X).
Proof. Since h is zero, using the axioms of a triangulated category one could construct a morphism from the
triangle X
f
→ Y
g
→ Z
h
→ T (X) to the triangle X → X ⊕ Z → Z → T (X). The map from Y to X ⊕ Z is an
isomorphism because the other two maps in the morphism of triangles are isomorphisms. 
Proposition 8. LZ
pj
qj ǫ
qj
pj
∼= ⊕k−1r=0 Id[2r].
Proof. We claim that for 0 ≤ n ≤ k − 1,
τ≤−2nLZ
pj
qj ǫ
qj
pjM
pj (α) ∼= ⊕
(k−1)−n
r=0 M
pj(α)[2(k − 1)− 2r].
We proceed by induction. The base case is n = k − 1. Assume by induction
τ≤−2nLZ
pj
qj ǫ
qj
pjM
pj (α) ∼= ⊕
(k−1)−n
r=0 M
pj [2(k − 1)− 2r].
Consider the distinguished triangle
τ≤(−2n+1)LZ
pj
qj ǫ
qj
pjM
pj (α)→ τ≤(−2n+2)LZ
pj
qj ǫ
qj
pjM
pj(α)→ H−2n+2LZ
pj
qj ǫ
qj
pjM
pj (α)[2n− 2].
This triangle is isomorphic to
τ≤(−2n)LZ
pj
qj ǫ
qj
pjM
pj(α)→ τ≤(−2n+2)LZ
pj
qj ǫ
qj
pjM
pj (α)→Mpj(α)[2n− 2].
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We would like to compute
Hom(Mpj (α)[2n− 2], τ≤−2nLZ
pj
qj ǫ
qj
pjM
pj [1]).
By the induction hypothesis this is equal to
Hom(Mpj (α)[2n− 2],⊕
2(k−1)−n
r=0 M
pj (α)[2(k − 1)− 2r + 1]).
Since there are no non-trivial morphism between a generalized Verma module and itself in different degrees,
the above must be zero. Thus by the previous lemma
τ≤−2n+2LZ
pj
qj ǫ
qj
pjM
pj(α) ∼= τ≤−2nLZ
pj
qj ǫ
qj
pjM
pj(α) ⊕Mpj(α)[2n− 2] ∼= ⊕
2(k−1)−(n−1)
r=0 M
pj(α)[2(k − 1)− 2r]
which completes the induction.
In the Koszul dual situation, the inclusion functor and derived Zuckerman functor become graded trans-
lation off an intersection of walls and graded translation back respectively. For this fact see [MOS] or [Rh].
Then by theorem 4.12 of [J], the composition of these functors is a direct sum of identity functors with var-
ious shifts in the grading. By Koszul duality these become identity functors with shifts in the grading and
homological shifts. The computation above for the generalized module indicate exactly what the homological
shifts are. 
Corollary 3. LZ
pj
qj ǫ
qj
pj [−(k − 1)]
∼= ⊕k−1r=0 Id[2r − (k − 1)].
Remark 4. Lemma 3.5.4 of [BGS] is a geometric version of this result.
4.2. Diagram 2. This subsection is a restatement of proposition 16 of [BFK]. It could also be proven using
the techniques for diagram 1, but here we just refer to [BFK]. The following is a functorial version of the
second relation in the graphical calculus of [MOY].
Proposition 9. There is an isomorphism of functors LZsiǫsi
∼= Id⊕ Id[2].
Proof. See [BFK] proposition 16. 
Corollary 4. ǫsi [−1]LZ
siǫsi [−1]LZ
si ∼= ǫsi [−1]LZ
si[1]⊕ ǫsi [−1]LZ
si[−1].
Proof. This is a direct consequence of the previous proposition. 
4.3. Diagram 3. We would like to have a functorial isomorphism corresponding to the third graphical
relation.
Recall the definitions of the algebras, pi, qi, and si. There are obvious inclusions of subalgebras: qi ⊂ pi,
qi+1 ⊂ si + qi+1, qi−1 ⊂ pi.
We begin by studying the generalized Verma module with highest weight α, Mpi+1(α) =
Mpi+1(a1 . . . ai, k − 1 . . . , 0, ai+k+1 . . . , an).
For notational purposes, we will omit the components a1, . . . , ai−1, ai+k+1, . . . , an from the weights in the
generalized Verma modules in this subsection. Denote by Mqi+1(σ1 · · ·σt.α) the module
Mqi+1(ai, k − 1− t, k − 1, . . . , ̂k − 1− t, . . . , 0).
(The term k − 1− t is omitted.)
The generalized BGG resolution gives rise to the following long exact sequence
0→Mqi+1(σ1 · · ·σk−1.α)→M
qi+1(σ1 · · ·σk−2.α)→ · · · →M
qi+1(e.α)→Mpi+1(ai, k − 1, . . . , 0)→ 0.
Then the above sequence gives rise to the following set of short exact sequences:
0→ K0 →M
qi+1(e.α)→Mpi+1(ai, k − 1, . . . , 0)→ 0
0→ K1 →M
qi+1(σ1.α)→ K0 → 0
· · ·
0→ Kk−2 →M
qi+1(σ1 · · ·σk−2.α)→ Kk−3 → 0
0→Mqi+1(σ1 · · ·σk−1.α)→ Kk−2 → 0.
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Our first goal is to compute LZ
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(ai, k − 1, . . . , 0).
Lemma 10. Let ai = l.
(1) Suppose s = 0 or s = 2. Then
LsZ
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(ai, k − 1, . . . , 0) = 0
(2) Otherwise we have isomorphisms:
L1Z
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(ai, k − 1, . . . , 0) ∼= L1Z
si+qi+1
qi+1 M
qi+1(e.α)/L1Z
si+qi+1
qi+1 K0
L1Z
si+qi+1
qi+1 K0
∼= L1Z
si+qi+1
qi+1 M
qi+1(σ1.α)/L1Z
si+qi+1
qi+1 K1
· · ·
L1Z
si+qi+1
qi+1 Kk−l−3
∼= L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α)/L1Z
si+qi+1
qi+1 Kk−l−2
LsZ
si+qi+1
qi+1 Kk−l−2
∼= Ls−1Z
si+qi+1
qi+1 Kk−l−1
L0Z
si+qi+1
qi+1 Kk−l−1
∼= L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l.α)/L0Z
si+qi+1
qi+1 Kk−l
L0Z
si+qi+1
qi+1 Kk−l
∼= L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l+1.α)/L0Z
si+qi+1
qi+1 Kk−l+1
· · ·
L0Z
si+qi+1
qi+1 Kk−4
∼= L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−3.α)/L0Z
si+qi+1
qi+1 Kk−3
L0Z
si+qi+1
qi+1 Kk−3
∼= L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α)/L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−1.α).
Proof. By proposition 5.5 of [ES], LsZ
si+qi+1
qi+1 M
qi+1(σ1 · · ·σt.α) ∼=
M si+qi+1(ai, k − 1− t, k − 1, . . . , ˆk − 1− t, . . . , 0) if s = 0, l > k − 1− t
M si+qi+1(k − 1− t, ai, k − 1, . . . , ˆk − 1− t, . . . , 0) if s = 1, l < k − 1− t
0 if otherwise
Now the functor LZ
si+qi+1
qi+1 induces long exact sequences for all the short exact sequences stated before
the lemma.
0→L2Z
si+qi+1
qi+1 K0 → L2Z
si+qi+1
qi+1 M
qi+1(e.α)→ L2Z
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(α)→
L1Z
si+qi+1
qi+1 K0 → L1Z
si+qi+1
qi+1 M
qi+1(e)→ L1Z
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(α)→
L0Z
si+qi+1
qi+1 K0 → L0Z
si+qi+1
qi+1 M
qi+1(e)→ L0Z
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(α)→ 0
0→L2Z
si+qi+1
qi+1 K1 → L2Z
si+qi+1
qi+1 M
qi+1(σ1.α)→ L2Z
si+qi+1
qi+1 K0 →
L1Z
si+qi+1
qi+1 K1 → L1Z
si+qi+1
qi+1 M
qi+1(σ1.α)→ L1Z
si+qi+1
qi+1 K0 →
L0Z
si+qi+1
qi+1 K1 → L0Z
si+qi+1
qi+1 M
qi+1(σ1.α)→ L0Z
si+qi+1
qi+1 K0 → 0
0→L2Z
si+qi+1
qi+1 K2 → L2Z
si+qi+1
qi+1 M
qi+1(σ1σ2.α)→ L2Z
si+qi+1
qi+1 K1 →
L1Z
si+qi+1
qi+1 K2 → L1Z
si+qi+1
qi+1 M
qi+1(σ1σ2.α)→ L1Z
si+qi+1
qi+1 K1 →
L0Z
si+qi+1
qi+1 K2 → L0Z
si+qi+1
qi+1 M
qi+1(σ1σ2.α)→ L0Z
si+qi+1
qi+1 K1 → 0
· · ·
0→L2Z
si+qi+1
qi+1 Kk−l−2 → L2Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α)→ L2Z
si+qi+1
qi+1 Kk−l−3 →
L1Z
si+qi+1
qi+1 Kk−l−2 → L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α)→ L1Z
si+qi+1
qi+1 Kk−l−3 →
L0Z
si+qi+1
qi+1 Kk−l−2 → L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α)→ L0Z
si+qi+1
qi+1 Kk−l−3 → 0.
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This concludes the first set of exact sequences. Then we have the following isomorphisms.
L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−1.α) ∼= L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−1.α)
∼= L2Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−1.α)
∼= 0.
Now we have this second set of exact sequences:
0→L2Z
si+qi+1
qi+1 Kk−l → L2Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l.α)→ L2Z
si+qi+1
qi+1 Kk−l−1 →
L1Z
si+qi+1
qi+1 Kk−l → L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l.α)→ L1Z
si+qi+1
qi+1 Kk−l−1 →
L0Z
si+qi+1
qi+1 Kk−l → L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l.α)→ L0Z
si+qi+1
qi+1 Kk−l−1 → 0
0→L2Z
si+qi+1
qi+1 Kk−l+1 → L2Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l+1.α)→ L2Z
si+qi+1
qi+1 Kk−l →
L1Z
si+qi+1
qi+1 Kk−l+1 → L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l+1.α)→ L1Z
si+qi+1
qi+1 Kk−l →
L0Z
si+qi+1
qi+1 Kk−l+1 → L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l+1.α)→ L0Z
si+qI+1
qi+1 Kk−l → 0
0→L2Z
si+qi+1
qi+1 Kk−l+2 → L2Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l+2.α)→ L2Z
si+qi+1
qi+1 Kk−l+1 →
L1Z
si+qi+1
qi+1 Kk−l+2 → L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l+2.α)→ L1Z
si+qi+1
qi+1 Kk−l+1 →
L0Z
si+qi+1
qi+1 Kk−l+2 → L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l+2.α)→ L0Z
si+qi+1
qi+1 Kk−l+1 → 0
· · ·
0→L2Z
si+qi+1
qi+1 Kk−2 → L2Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α)→ L2Z
si+qi+1
qi+1 Kk−3 →
L1Z
si+qi+1
qi+1 Kk−2 → L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α)→ L1Z
si+qi+1
qi+1 Kk−3 →
L0Z
si+qi+1
qi+1 Kk−2 → L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α)→ L0Z
si+qi+1
qi+1 Kk−3 → 0.
Now we know
L2Z
si+qi+1
qi+1 Kk−2
∼= L1Z
si+qi+1
qi+1 Kk−2
∼= 0,
and that
L0Z
si+qi+1
qi+1 Kk−2
∼=M si+qi+1(ai, 0, k − 1, . . . , 1).
In the first set of sequences, L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σt.α) = 0. Thus L0Z
si+qi+1
qi+1 Kt−1
∼= 0 and L0Z
si+qi+1
qi+1 M
pi+1(α) ∼=
0. Also L2Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σt.α) ∼= 0 so L2Z
si+qi+1
qi+1 Kt
∼= 0. Therefore each sequence in the first set pro-
duces a short exact sequence
0→ L1Z
si+qi+1
qi+1 Kt → L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σt.α)→ L1Z
si+qi+1
qi+1 Kt−1 → 0.
Thus we have part of the lemma:
L1Z
si+qi+1
qi+1 M
pi+1(α) ∼= L1Z
si+qi+1
qi+1 M
qi+1(e.α)/L1Z
si+qi+1
qi+1 K0
L1Z
si+qi+1
qi+1 K0
∼= L1Z
si+qi+1
qi+1 M
qi+1(σ1.α)/L1Z
si+qi+1
qi+1 K1
· · ·
L1Z
si+qi+1
qi+1 Kk−l−3
∼= L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α)/L1Z
si+qi+1
qi+1 Kk−l−2.
In the second set of exact sequences
L2Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σt.α) ∼= L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σt.α)
∼= 0.
Thus
L2Z
si+qi+1
qi+1 Kt
∼= L1Z
si+qi+1
qi+1 Kt+1
∼= 0.
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Therefore each sequence in the second set produces a short exact sequence
0→ L0Z
si+qi+1
qi+1 Kt → L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σt.α)→ L0Z
si+qi+1
qi+1 Kt−1 → 0.
These short exact sequences give the rest of the lemma. 
Next we would like to include this object back into Oqi+1 and then apply LZ
pi+1
qi+1 . That is, we would like
to compute
LZ
pi+1
qi+1 ǫ
qi+1
si+qi+1LZ
si+qi+1
qi+1 M
pi+1(ai, k − 1, . . . , 0).
Therefore we want to compute
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
pi+1(ai, k − 1, . . . , 0).
We begin with something simpler.
Lemma 11. There is an isomorphism:
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1(L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α)/L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−1.α)) ∼=
Mpi+1(ai, k − 1, . . . , 0) if s = k − 2, k
0 if s 6= k − 2, k.
Proof. Consider the short exact sequence
0→ ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−1.α)→ ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α)→ ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−3 → 0.
Once we understand the first two terms, we will be able to understand the functor applied to Kk−3.
So first we compute LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−1.α). This is isomorphic to
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1M
si+qi+1(ai, 0, k − 1, . . . , 1).
For this, consider the short exact sequence
0→Mqi+1(0, ai, k − 1, . . . , 1)→M
qi+1(ai, 0, k − 1, . . . , 1)→M
si+qi+1(ai, 0, k − 1, . . . , 1)→ 0.
Now LsZ
pi+1
qi+1M
qi+1(0, ai, k − 1, . . . , 1) ∼= 0 for all s. Also,
LsZ
pi+1
qi+1M
qi+1(ai, 0, k − 1, . . . , 1) ∼=
Mpi+1(ai, k − 1, . . . , 0) if s = k − 1
0 if s 6= k − 1.
Thus LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−1.α) ∼=
Mpi+1(ai, k − 1, . . . , 0) if s = k − 1
0 if s 6= k − 1.
Next we compute LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α). This is isomorphic to
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1M
si+qi+1(ai, 1, k − 1, . . . , 2, 0).
For this, consider the short exact sequence
0→Mqi+1(1, ai, k − 1, . . . , 2, 0)→M
qi+1(ai, 1, k − 1, . . . , 2, 0)→M
si+qi+1(ai, 1, k − 1, . . . , 2, 0)→ 0.
Now LsZ
pi+1
qi+1M
qi+1(1, ai, k − 1, . . . , 2, 0) ∼= 0 for all s. Also,
LsZ
pi+1
qi+1M
qi+1(ai, 1, k − 1, . . . , 2, 0) ∼=
Mpi+1(ai, k − 1, . . . , 0) if s = k − 2
0 if s 6= k − 2.
Thus
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α) ∼=
Mpi+1(ai, k − 1, . . . , 0) if s = k − 2
0 if s 6= k − 2.
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Finally, we consider the long exact sequence for the functor LZ
pi+1
qi+1 for the short exact sequence considered
in the beginning of the proof. It is
· · · →LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−1.α)→ LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α)→
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1ǫ
qi+1
si+qi+1(L0Z
si+qi+1
qi+1 Kk−3 → Ls−1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−1.α)→
Ls−1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−2.α)→ · · · .
If s = k − 2 a portion of this long exact sequence reduces to
0→Mpi+1(ai, k − 1, . . . , 0)→ Lk−2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1(L0Z
si+qi+1
qi+1 Kk−3)→ 0.
Thus
Lk−2Z
pi+1
qi+1 ǫ
qi+1
ri Kk−3
∼=Mpi+1(ai, k − 1, . . . , 0).
If s− 1 = k − 1, then s = k and the sequence reduces to
0→ LkZ
pi+1
qi+1 ǫ
qi+1
si+qi+1(L0Z
si+qi+1
qi+1 Kk−3)→M
pi+1(ai, k − 1, . . . , 0)→ 0.
Thus
LkZ
pi+1
qi+1 ǫ
qi+1
si+qi+1Kk−3
∼=Mpi+1(ai, k − 1, . . . , 0).
For all other values it is 0. 
Lemma 12. Suppose 3 ≤ t ≤ l + 1 and ai = l. If s = k − t+ 1, k − t+ 3, . . . , k + t− 3, then
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1(L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α)/L0Z
si+qi+1
qi+1 Kk−t+1)
∼=Mpi+1(ai, k − 1, . . . , 0).
Otherwise it is zero.
Proof. We proceed by induction on t . The base case is the previous lemma.
As in the proof of the previous lemma, we find that
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼=
Mpi+1(ai, k − 1, . . . , 0) if s = k − t+ 1
0 if s 6= k − t+ 1.
We also have analogously a long exact sequence
· · · →LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−t+1 → LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α)→
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−t → Ls−1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−t+1 →
Ls−1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α)→ · · · .
Now note that by the induction hypothesis LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−t+1
∼= 0 unless s = k− (t−1)+
1, . . . , k + (t− 1)− 3.
Suppose s ≤ k − t. Then
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼= Ls−1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼= 0.
Now just apply the induction hypothesis.
Suppose s ≥ k − t+ 3. Then
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼= Ls−1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼= 0.
Now just apply the induction hypothesis.
Suppose s = k − t+ 1. Then the long exact sequence and the induction hypothesis gives
0→Mpi+1(ai, k−1, . . . , 0)→ Lk−t+1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−t → Lk−tZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−t+1
∼= 0.
Suppose s = k − t+ 2. Then the long exact sequence and the induction hypothesis gives
0→ Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−t → Lk−t+1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−t+1
∼= 0.
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Corollary 5. If s = k − l, k − l+ 2, . . . , k + l − 2,
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−l−1
∼=Mpi+1(ai, k − 1, . . . , 0)
Otherwise it is zero.
Lemma 13. If s = k − l − 1, k − l + 1, . . . , k + l − 1 then
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1(L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α)/L1Z
si+qi+1
qi+1 Kk−l−2)
∼=Mpi+1(ai, k − 1, . . . , 0).
Otherwise it is zero.
Proof. From the previous corollary we know that
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L0Z
si+qi+1
qi+1 Kk−l−1
∼=
Mpi+1(ai, k − 1, . . . 0) if s = k − l, k − l + 2, . . . , k + l − 2
0 if s 6= k − l, k − l + 2, . . . , k + l − 2.
By lemma 10, L1Z
si+qi+1
qi+1 Kk−l−2
∼= L0Z
si+qi+1
qi+1 Kk−l−1. Thus
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−l−2
∼=
Mpi+1(ai, k − 1, . . . 0) if s = k − l, k − l + 2, . . . , k + l − 2
0 if s 6= k − l, k − l + 2, . . . , k + l − 2.
Next we compute LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α). It is isomorphic to
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1M
si+qi+1(l + 1, ai, k − 1, . . . l + 2, l, . . . , 0).
In order to handle this, consider the short exact sequence
Mqi+1(l+1, k−1, . . . , l+2, l, . . . , 0) →֒Mqi+1(l+1, ai, k−1, . . . , l+2, l, . . . , 0)։M
si+qi+1(l+1, ai, k−1, . . . , l+2, l, . . . , 0).
The long exact sequence for the functor LZ
pi+1
qi+1 gives
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α) ∼=
Mpi+1(ai, k − 1, . . . , 0) if s = k − l − 1
0 if s 6= k − l − 1.
Now consider the short exact sequence
0→ ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−l−2 → ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−l−2.α)→ ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−l−3 → 0.
This gives rise to a long exact sequence for LZ
pi+1
qi+1 . The long exact sequence together with the first two
paragraphs of the proof easily give for s ≥ k − l + 1
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−l−3
∼=Mpi+1(ai, k − 1, . . . , 0)
if s = k − l + 1, . . . , k + l − 1 and zero otherwise.
If s = k − l the long exact sequence gives
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−l−3
∼= 0.
If s = k − l− 1, the long exact sequence gives
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−l−3
∼=Mpi+1(ai, k − 1, . . . , 0).
If s < k − l− 1, then LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−l−3
∼= 0. 
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Lemma 14. Suppose l + 3 ≤ t ≤ k + 1. If s = k − t+ 2, k − t+ 4, . . . , k + t− 4 then
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1(L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α)/L1Z
si+qi+1
qi+1 Kk−t+1)
∼=Mpi+1(ai, k − 1, . . . , 0).
Otherwise it is zero.
Proof. We proceed by induction. The base case is lemma 13.
As in lemma 13, we compute
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼=
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(a1, . . . , ai, t− 2, k − 1, . . . , t− 1, t− 3, . . . , 0, . . . , an) ∼=
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1M
si+qi+1(t− 2, ai, k − 1, . . . , t− 1, t− 3, . . . 0).
Now consider the short exact sequence
0→Mqi+1(ai, t− 2, k − 1, . . . , t− 1, t− 3, . . . , 0)→
Mqi+1(t− 2, ai, k − 1, . . . t− 1, t− 3, . . . , 0)→
M si+qi+1(t− 2, ai, k − 1, . . . , t− 1, t− 3, . . . , 0)→ 0.
The long exact sequence for LZ
pi+1
qi+1 gives
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼=M
pi+1(a1, . . . , ai, k − 1, . . . , 0, . . . , an)
if s = k − t+ 2 and zero otherwise.
Now consider the short exact sequence
0→ ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t+1 → ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α)→ ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t → 0.
This gives rise to a long exact sequence for LZ
pi+1
qi+1 .
Now by the induction hypothesis, the long exact sequence and the first paragraph, the lemma is true for
s ≥ k − t+ 4.
Suppose s = k − t+ 3. Then the long exact sequence becomes
0→ Lk−t+3Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t → Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t+1 → · · · .
By the induction hypothesis
Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t+1
∼= 0,
so
Lk−t+3Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t
∼= 0.
Suppose s = k − t+ 2. Then the long exact sequence becomes
0→Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t+1 → Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α)→
Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t → Lk−t+1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t+1 → · · · .
By the induction hypothesis
Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t+1
∼= Lk−t+1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t+1
∼= 0.
Thus
Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 Kk−t
∼= Lk−t+2Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α)
∼=Mpi+1(ai, k − 1, . . . , 0).
Thus the claim is verified for s = k − t+ 2.
Finally suppose s ≤ k − t+ 1. Then
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼=
Ls−1Z
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 M
qi+1(σ1 · · ·σk−t+1.α) ∼= 0.
This case is then true by the induction hypothesis. 
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Corollary 6. If s = 1, 3, . . . , 2(k − 1)− 1 then
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1L1Z
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(ai, k − 1, . . . , 0) ∼=M
pi+1(ai, k − 1, . . . , 0)
and zero otherwise.
Proof. This is a direct consequence of the previous lemma. 
Corollary 7. For s = 0, 2, . . . , 2(k − 1)− 2
LsZ
pi+1
qi+1 ǫ
qi+1
si+qi+1LZ
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(ai, k − 1, . . . , 0) ∼=M
pi+1(ai, k − 1, . . . 0).
It is zero otherwise.
Proof. This follows from the previous corollary and noting that
LZ
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(ai, k − 1, . . . , 0) ∼= L1Z
si+qi+1
qi+1 ǫ
qi+1
pi+1M
pi+1(ai, k − 1, . . . , 0)[1].

By adjointness, there is an isomorphism
Hom(LZ
si+qi+1
qi+1 ǫ
qi+1
pi+1 , LZ
si+qi+1
qi+1 ǫ
qi+1
pi+1)
∼= Hom(ǫ
qi+1
pi+1 , ǫ
qi+1
si+qi+1LZ
si+qi+1
qi+1 ǫ
qi+1
pi+1).
Call the image of the identity morphism under this isomorphism φ. Then
LZ
pi+1
qi+1φ : LZ
pi+1
qi+1 ǫ
qi+1
pi+1 → LZ
pi+1
qi+1 ǫ
qi+1
si+qi+1LZ
si+qi+1
qi+1 ǫ
qi+1
pi+1 .
By proposition 8, we know LZ
pi+1
qi+1 ǫ
qi+1
pi+1
∼= ⊕k−1r=0 Id[2r].
Finally we have an isomorphism of functors lifting the third graphical relation.
Proposition 10. There is an isomorphism
τ≤k−2LZ
pi+1
qi+1 [−k]φ : ⊕
k−1
r=1 Id[2r − k]→ LZ
pi+1
qi+1 ǫ
qi+1
si+qi+1 [−1]LZ
si+qi+1
qi+1 ǫ
qi+1
pi+1 [−(k − 1)].
Proof. We need to show that the cohomology functors of τ≤k−2LZ
pi+1
qi+1φ when applied to the generalized
Verma module are isomorphisms. In the previous lemmas we needed to compute
LZ
pi+1
qi+1 ǫ
qi+1
si+qi+1M
si+qi+1(ai, ai+1,︸ ︷︷ ︸ ai+2, . . . , ai+k︸ ︷︷ ︸).
The calculation was made by considering the short exact sequence
0→Mqi+1(ai+1, ai, ai+2, . . . , ai+k︸ ︷︷ ︸)→Mqi+1(ai, ai+1, ai+2, . . . , ai+k︸ ︷︷ ︸)→M si+qi+1(ai, ai+1,︸ ︷︷ ︸ ai+2, . . . , ai+k︸ ︷︷ ︸)→ 0.
It is clear that if {ai+1, . . . , ai+k} = {k − 1, . . . , 0}, then the isomorphism
LZ
pi+1
qi+1 ǫ
qi+1
si+qi+1M
si+qi+1(ai, ai+1,︸ ︷︷ ︸ ai+2, . . . , ai+k︸ ︷︷ ︸) ∼=Mpi+1(ai, k − 1, . . . , 0︸ ︷︷ ︸)[k − 1− ai+1]
comes from the natural transformation Id→ ǫ
qi+1
si+qi+1LZ
si+qi+1
qi+1 . If instead it is the case that {ai, ai+2, . . . , ai+k} =
{k − 1, . . . , 0}, we need to demonstrate the isomorphism in a different way so that it is natural.
Consider the short exact sequence in the category O(glk+1)
0→Mq2(ai+1, ai, ai+2, . . . , ai+k,︸ ︷︷ ︸)→Mq2(ai, ai+1, ai+2, . . . , ai+k,︸ ︷︷ ︸)→M s1+q2(ai, ai+1,︸ ︷︷ ︸ ai+2, . . . , ai+k,︸ ︷︷ ︸)→ 0.
In this category, the objects at the beginning and end of the sequence are self dual with respect to the duality
functor d because they are simple. Thus there is an exact sequence
M s1+q2(ai, ai+1,︸ ︷︷ ︸ ai+2, . . . , ai+k,︸ ︷︷ ︸) →֒ dMq2(ai, ai+1, ai+2, . . . , ai+k,︸ ︷︷ ︸)։Mq2(ai+1, ai, ai+2, . . . , ai+k,︸ ︷︷ ︸).
Now we take an external tensor product on the left with the Verma module M(a1, . . . , ai−1) and on the
right with M(ai+k+1, . . . , an). This will give an exact sequence in O(gli−1 ⊕ glk+1 ⊕ gln−k−i). Then we may
induce it to the following exact sequence in O(gln) :
M si+qi+1(a1, . . . , ai−1, ai, ai+1,︸ ︷︷ ︸ ai+2, . . . , ai+k,︸ ︷︷ ︸ . . . , an) →֒ X ։Mqi+1(a1, . . . , ai−1, ai+1, ai, ai+2, . . . , ai+k,︸ ︷︷ ︸ . . . , an).
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The object X is obtained by taking an external tensor product of Verma modules with a dual generalized
Verma module followed by parabolic induction. Since LZ
pi+1
qi+1 naturally commutes with this composition of
functors, it suffice to compute
LZp1q2 dM
q2(ai, ai+1, ai+2, . . . , ai+k,︸ ︷︷ ︸).
This is easily seen to be zero. Thus the isomorphism
LZ
pi+1
qi+1 ǫ
qi+1
si+qi+1M
si+qi+1(ai, ai+1,︸ ︷︷ ︸ ai+2, . . . , ai+k︸ ︷︷ ︸) ∼=Mpi+1(ai, k − 1, . . . , 0︸ ︷︷ ︸)[k − 1− ai]
also comes from the natural transformation Id→ ǫ
qi+1
si+qi+1LZ
si+qi+1
qi+1 .
Therefore the natural transformation stated in the proposition is an isomorphism for generalized Verma
modules. Then it must be true for any projective object by induction on the length of its generalized Verma
flag. The theorem is then true for an arbitrary objects by considering a projective resolution of it. 
4.4. Diagram 4. For ease of notation, we abbreviate the algebras defined before for this subsection as
follows.
Definition 12. Let
(1) α = pi + qi+k
(2) β = qi−1 + qi+k
(3) γ = qi−1 + si+k−1 + qi+k
(4) δ = qi−1 + pi+k.
We begin with a generalized Verma module
Mα(a1, . . . ai−1, k − 1, . . . 0︸ ︷︷ ︸, ai+k, ai+k+1, . . . ai+2k−1︸ ︷︷ ︸, ai+2k, . . . an).
Since the coordinates a1, . . . , ai−1, ai+2k, . . . , an play no role in the computation, we omit them when labeling
generalized Verma modules. Suppose ai+k = l. Let us denote the module above by M
α(l).
There are short exact sequences arising from the generalized BGG resolution:
0→ K0 →M
β(k − 1, . . . , 0ˆ︸ ︷︷ ︸, 0, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→Mα(l)→ 0
0→ K1 →M
β(k − 1, . . . , 1ˆ, 0︸ ︷︷ ︸, 1, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ K0 → 0
· · ·
0→ Kl−1 →M
β(k − 1, . . . , l̂ − 1, 0︸ ︷︷ ︸, l− 1, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ Kl−2 → 0
0→ Kl →M
β(k − 1, . . . , lˆ, 0︸ ︷︷ ︸, l, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ Kl−1 → 0
0→ Kl+1 →M
β(k − 1, . . . , l̂ + 1, 0︸ ︷︷ ︸, l+ 1, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ Kl → 0
· · ·
0→ Kk−1 →M
β(k̂ − 1, . . . , 0︸ ︷︷ ︸, k − 1, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ Kk−2 → 0.
Lemma 15. There are exact sequences:
0→ L1Z
γ
βK0 →M
γ(k − 1, . . . , 0ˆ︸ ︷︷ ︸, ai+k, 0︸ ︷︷ ︸, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ L1Zαβ ǫβαMα(l)→ 0
0→ L1Z
γ
βK1 →M
γ(k − 1, . . . , 1ˆ, 0︸ ︷︷ ︸, ai+k, 1︸ ︷︷ ︸, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ L1Z
γ
βK0 → 0
· · ·
0→ L1Z
γ
βKl−1 →M
γ(k − 1, . . . , ̂l − 1, 0︸ ︷︷ ︸, ai+k, l− 1︸ ︷︷ ︸, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ L1Z
γ
βKl−2 → 0
LiZ
γ
βKl = Li+1Z
γ
βKl−1, ∀i
0→ L0Z
γ
βKl+1 →M
γ(k − 1, . . . , ̂l + 1, 0︸ ︷︷ ︸, l+ 1, ai+k︸ ︷︷ ︸, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ L0Z
γ
βKl → 0
· · ·
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0→ L0Z
γ
βKk−1 →M
γ(k̂ − 1, . . . , 0︸ ︷︷ ︸, k − 1, ai+k︸ ︷︷ ︸, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ L0Z
γ
βKk−2 → 0
Proof. In the first set of sequences, L0Z
γ
β must be zero. Also, L1Z
γ
βKl = L2Z
γ
βKl−1 = 0. Then L1Z
γ
βKl+1 =
L2Z
γ
βKl = L3Z
γ
βKl−1 = 0. We also have L1Z
γ
βKl+2 = L2Z
γ
βKl+1 = 0 and so on. This gives the second set
of exact sequences. 
Corollary 8. There are exact sequences:
0→ ǫβγL1Z
γ
βK0 → ǫ
β
γM
γ(k − 1, . . . , 0ˆ︸ ︷︷ ︸, ai+k, 0︸ ︷︷ ︸ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ ǫβγL1Zαβ ǫβαMα(l)→ 0
0→ ǫβγL1Z
γ
βK1 → ǫ
β
γM
γ(k − 1, . . . , 1ˆ, 0︸ ︷︷ ︸, ai+k, 1︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ ǫβγL1Z
γ
βK0 → 0
· · ·
0→ ǫβγL1Z
γ
βKl−1 → ǫ
β
γM
γ(k − 1, . . . , ̂l− 1, 0︸ ︷︷ ︸, ai+k, l − 1︸ ︷︷ ︸ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ ǫβγL1Z
γ
βKl−2 → 0
ǫβγLiZ
γ
βKl = ǫ
β
γLi+1Z
γ
βKl−1, ∀i
0→ ǫβγL0Z
γ
βKl+1 → ǫ
β
γM
γ(k − 1, . . . , ̂l+ 1, 0︸ ︷︷ ︸, l + 1, ai+k︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ ǫβγL0Z
γ
βKl → 0
· · ·
0→ ǫβγL0Z
γ
βKk−1 → ǫ
β
γM
γ(k̂ − 1, . . . , 0︸ ︷︷ ︸, k − 1, ai+k︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)→ ǫβγL0Z
γ
βKk−2 → 0
Lemma 16. Let {ai+k+1, . . . , ai+2k−1} = {k − 1, . . . , mˆ, . . . 0}. Let m 6= l. If s = k − 1, then
LsZ
δ
βǫ
β
γL1Z
γ
β ǫ
β
αM
α =M δ(k − 1, . . . , mˆ, . . . , 0,︸ ︷︷ ︸ ai+k, k − 1, . . . , 0︸ ︷︷ ︸).
Otherwise it is zero.
Proof. This follows easily from the previous corollary. 
Now consider
M δ =M δ(ai, . . . , ai+k−2︸ ︷︷ ︸, ai+k−1, k − 1, . . . , 0︸ ︷︷ ︸)
and let ai+k−1 = l. There are short exact sequences
0→ J0 →M
β(ai, . . . , ai+k−2︸ ︷︷ ︸, ai+k−1, k − 1, k̂ − 1, . . . , 0︸ ︷︷ ︸)→M δ(l)→ 0
0→ J1 →M
β(ai, . . . , ai+k−2︸ ︷︷ ︸, ai+k−1, k − 2, k − 1, k̂ − 2, . . . , 0︸ ︷︷ ︸)→ J0 → 0
· · ·
0→ Jk−1 →M
β(ai, . . . , ai+k−2︸ ︷︷ ︸, ai+k−1, 0, k − 1, . . . , 0ˆ︸ ︷︷ ︸)→ Jk−2 → 0.
Corollary 9. There are exact sequences:
0→ ǫβγL1Z
γ
βJ0 → ǫ
β
γM
γ(ai, . . . , ai+k−2︸ ︷︷ ︸, k − 1, ai+k−1︸ ︷︷ ︸, k̂ − 1, . . . , 0︸ ︷︷ ︸)→ ǫβγL1Z
γ
βM
δ(l)→ 0
0→ ǫβγL1Z
γ
βJ1 → ǫ
β
γM
γ(ai, . . . , ai+k−2︸ ︷︷ ︸, k − 2, ai+k−1︸ ︷︷ ︸, k − 1, k̂ − 2, . . . , 0︸ ︷︷ ︸)→ ǫβγL1Z
γ
βJ0 → 0
· · ·
0→ ǫβγL1Z
γ
βJk−l−2 → ǫ
β
γM
γ(ai, . . . , ai+k−2︸ ︷︷ ︸, l + 1, ai+k−1︸ ︷︷ ︸, k − 1, ̂l + 1, . . . , 0︸ ︷︷ ︸)→ ǫβγL1Z
γ
βJk−l−3 → 0
ǫβγLiZ
γ
βJk−l−1
∼= ǫβγLi+1Z
γ
βLk−l−2, ∀i
0→ ǫβγL0Z
γ
βJk−l → ǫ
β
γM
γ(ai, . . . , ai+k−2︸ ︷︷ ︸, ai+k−1, l − 1︸ ︷︷ ︸, k − 1, ̂l− 1, . . . , 0︸ ︷︷ ︸)→ ǫβγL0Z
γ
βJk−l−1 → 0
· · ·
0→ ǫβγL0Z
γ
βJk−1 → ǫ
β
γM
γ(ai, . . . , ai+k−2︸ ︷︷ ︸, ai+k−1, 0︸ ︷︷ ︸, k − 1, . . . , 0ˆ︸ ︷︷ ︸)→ ǫβγL0Z
γ
βJk−2 → 0
Proof. This is similar to corollary 8. 
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Lemma 17. Let {ai, . . . , ai+k−2} = {k − 1, . . . , mˆ, . . . , 0}. Let m 6= l. If s = k − 1, then
LsZ
α
β ǫ
β
γL1Z
γ
β ǫ
β
δM
δ(l) =Mα(k − 1, . . . , 0,︸ ︷︷ ︸ ai+k−1, k − 1, . . . , mˆ . . . , 0︸ ︷︷ ︸).
Otherwise it is zero.
Proof. This follows from corollary 9. 
We must now study the case when l = m.
Lemma 18. Let m = l. Then LsZ
δ
βǫ
β
γL1Z
γ
β ǫ
β
αM
α(l) ∼=
M δ(0)/ . . . /M δ(k − 1) if s = k − l
Lk−l+1Z
γ
β ǫ
β
γL1Z
γ
βKl−3 if s = k − 1
and there is an exact sequence
0→M δ(l)/ . . . /M δ(k − 1)→ Lk−l+1Z
γ
β ǫ
β
γL1Z
γ
βKl−3 →M
δ(l + 1)/ . . . /M δ(k − 1)→ 0.
Proof. From corollary 8 we get LsZ
δ
βǫ
β
γL0Z
γ
βKk−2
∼=
M δ(k − 1) if s = k − l − 1
0 if s 6= k − l − 1.
Continuing in this way and using the corollary we get LsZ
δ
βǫ
β
γL0Z
γ
βKl
∼=
M δ(l + 1)/ . . . /M δ(k − 1) if s = k − l − 1
0 if s 6= k − l − 1
and then LsZ
δ
βǫ
β
γL1Z
γ
βKl−1
∼=
M δ(l + 1)/ . . . /M δ(k − 1) if s = k − l − 1
0 if s 6= k − l − 1.
Corollary 8 then gives an exact sequence
0→M δ(l − 1)→ Lk−lZ
δ
βǫ
β
γL1Z
γ
βKl−2 →M
δ(l + 1)/ . . . /M δ(k − 1)→ 0.
Next the corollary gives the following diagram:
0

Mδ(l− 1)

0 // Lk−l+1ZδβǫβγL1ZγβKl−3 // Lk−lZδβǫβγL1Z
γ
β
Kl−2 //

Mδ(l− 2) // Lk−lZδβǫβγL1ZγβKl−3 // 0
Mδ(l + 1)/ . . . /Mδ(k − 1)

0
Since that the mapM δ(l−1)→M δ(l−2) is standard, the above diagram can be extended to the following
commutative diagram.
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0
0

0

Mδ(l)/ . . . /Mδ(k − 1) //

Mδ(l− 1)

// Mδ(l− 2)

0 // Lk−l+1ZδβǫβγL1ZγβKl−3 //

Lk−lZ
δ
βǫ
β
γL1Z
γ
β
Kl−2 //

Mδ(l− 2) //

Lk−lZ
δ
βǫ
β
γL1Z
γ
β
Kl−3 // 0
0 // Mδ(l + 1)/ . . . /Mδ(k − 1) //

Mδ(l + 1)/ . . . /Mδ(k − 1)

// 0
0 0
The surjection in the first column arises from the snake lemma and formulas for dimensions of spaces of ho-
momorphisms between generalized Verma modules given in [Sh]. It also implies that Lk−lZ
δ
βǫ
β
γL1Z
γ
βKl−3
∼=
M δ(l − 2)/ . . . /M δ(k − 1) and there is an exact sequence
0→M δ(l)/ . . . /M δ(k − 1)→ Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3 →M
δ(l + 1)/ . . . /M δ(k − 1)→ 0.
Continuing in this manner and using corollary 8 gives us the lemma. 
Lemma 19. Let m = l. Then LsZ
α
β ǫ
β
γL1Z
γ
β ǫ
β
δM
δ(l) ∼=
Mα(k − 1)/ . . . /Mα(0) if s = l + 1
Ll+2Z
α
β ǫ
β
γL1Z
γ
βJk−l−4 if s = k − 1
and there is an exact sequence
0→Mα(l)/ . . . /Mα(0)→ Ll+2Z
α
β ǫ
β
γL1Z
γ
βJk−l−4 →M
α(l − 1)/ . . . /Mα(0)→ 0.
Proof. We use the exact sequences of corollary 9.
If s = l, LsZ
α
β ǫ
β
γL0Z
γ
βJk−2
∼=Mα(0) and is zero otherwise.
If s = l, LsZ
α
β ǫ
β
γL0Z
γ
βJk−3
∼=Mα(1)/Mα(0) and is zero otherwise.
Continuing in this way,
If s = l, LsZ
α
β ǫ
β
γL0Z
γ
βJk−l−1
∼=Mα(l − 1)/ . . . /Mα(0) and is zero otherwise.
Next we get an exact sequence
0→Mα(l + 1)→ Ll+1Z
α
β ǫ
β
γL1Z
γ
βJk−l−3 →M
α(l − 1)/ . . . /Mα(0)→ 0.
Corollary 9 then produces the following diagram:
0

Mα(l + 1)

0 // Ll+2Zαβ ǫβγL1ZγβJk−l−4 // Ll+1Zαβ ǫβγL1Z
γ
β
Jk−l−3 //

Mα(l + 2) // Ll+1Zαβ ǫβγL1ZγβJk−l−4 // 0
Mα(l− 1)/ . . . /Mα(0)

0
Thus Ll+1Z
α
β ǫ
β
γL1Z
γ
βJk−l−4
∼=Mα(l + 2)/ . . . /Mα(0) and there is an exact sequence
0→Mα(l)/ . . . /Mα(0)→ Ll+2Z
α
β ǫ
β
γL1Z
γ
βJk−l−4 →M
α(l − 1)/ . . . /Mα(0)→ 0.
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Using the rest of the exact sequences of corollary 9, we easily obtain this lemma. (The details are the
same as lemma 18.) 
For the rest of this subsection, let F = LZαβ ǫ
β
γL1Z
γ
β ǫ
β
δ . Let G = LZ
δ
βǫ
β
γL1Z
γ
β ǫ
β
α.
Lemma 20. Let l < k − 1.
(1) H−sFM δ(l)/ . . . /M δ(k − 1) ∼=
Mα(k − 1)/ . . . /Mα(0) if s = l + 1, l+ 3, . . . , 2(k − 1)− l − 1
Mα(l − 1)/ . . . /Mα(0) if s = k − 1.
(2) H−sGMα(l)/ . . . /Mα(0) ∼=
M δ(0)/ . . . /M δ(k − 1) if s = k − l, k − l + 2, . . . , k + l − 2
M δ(l + 1)/ . . . /M δ(k − 1) if s = k − 1.
Proof. (1) Consider the exact sequence
0→M δ(k − 1)→ · · · →M δ(l + 1)→M δ(l)→M δ(l)/ . . . /M δ(k − 1)→ 0.
By lemma 19, applying F gives the following complex with vertical short exact sequences:
0

0

0

Mα(k − 1)/ . . . /Mα(0)

Mα(l + 1)/ . . . /Mα(0)

Mα(l)/ . . . /Mα(0)

Lk−1FM
δ(k − 1)

 //

· · · // Lk−1FMδ(l + 1) //

Lk−1FM
δ(l) // //

Lk−1FM
δ(l)/ . . . /Mδ(k − 1)
Mα(k − 2)/ . . . /Mα(0)

Mα(l)/ . . . /Mα(0)

Mα(l− 1)/ . . . /Mα(0)

0 0 0
It suffices to show that the map Lk−1FM
δ(l+1)→ Lk−1FM
δ(l) factors throughMα(l)/ . . . /Mα(0).
Suppose that the generalized BGG resolutions for M δ(l + 1) and M δ(l) give rise to short exact se-
quences involving modulesB
′
i andBi respectively. LetM
β(r, s) =Mβ(ai, . . . , ai+k−2,︸ ︷︷ ︸ r, s, k − 1, . . . sˆ, . . . , 0︸ ︷︷ ︸).
There is a commutative diagram:
0 // B
′
k−l−3
//

Mβ(l + 1, l+ 2) //

B
′
k−l−4
//

0
0 // Bk−l−3 // Mβ(l, l+ 2) // Bk−l−4 // 0
Now apply F to get the following commutative diagram:
Ll+2FB
′
k−l−4
//
f

Ll+1FB
′
k−l−3
∼=Mα(l)/ . . . /Mα(0) //
i

0

Ll+2FBk−l−4
h // Ll+1FBk−l−3
j // Mα(l + 2)
Thus im(i) ⊂ ker(j) = im(h) = Ll+2FBk−l−4. Thus the map Lk−1FM
δ(l + 1) → Lk−1FM
δ(l)
factors through Mα(l)/ · · · /Mα(0) as desired.
Now the long exact sequence for F gives H−sFM δ(l)/ · · · /M δ(k − 1) ∼=
Mα(k − 1)/ . . . /M δ(0) if s = l + 1, l + 3, . . . , 2(k − 1)− l − 1
Mα(l − 1)/ . . .Mα(0) if s = k − 1.
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(2) This follows exactly as the first part.

Lemma 21. H−sFLZδβǫ
β
γL1Z
γ
β ǫ
β
αM
α(l) ∼=
Mα(k − 1)/ . . . /M δ(0) if s = k − l+ 1, k − l + 3, . . . k − l + 2(k − 1)− 3
Mα(l) if s = 2(k − 1).
Proof. By lemma 18, there is a distinguished triangle
Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k − 1]→ LZ
δ
βǫ
β
γL1Z
γ
β ǫ
β
αM
α(l)→M δ(0)/ . . . /M δ(k − 1)[k − l].
By proposition 10, H−sFM δ(0)/ . . . /M δ(k − 1)[k − l] ∼= Mα(k − 1)/ . . . /Mα(0) for s = k − l + 1, k − l +
3, . . . , k − l + 2(k − 1)− 1.
From the commutative diagram of lemma 18, we have the short exact sequences:
0→ Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3 → Lk−lZ
δ
βǫ
β
γL1Z
γ
βKl−2 →M
δ(l − 1)/ . . . /M δ(k − 1)→ 0
0→M δ(l − 1)/ . . . /M δ(k − 1)→M δ(l − 2)→M δ(l − 2)/ . . . /M δ(k − 1)→ 0.
Therefore we get the following morphisms:
M δ(0)/ . . . /M δ(k − 1)→M δ(l − 1)/ . . . /M δ(k − 1)[l − 1]→ Lk−l+1Z
γ
β ǫ
β
γL1Z
γ
βKl−3[l].
This is the morphism M δ(0)/ . . . /M δ(k − 1)[k − l] → Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k − 1] in the distinguished
triangle. Assume s ≤ k − l + 2(k − 1)− 3. Suppose
H−sF (M δ(l − 1)/ . . . /M δ(k − 1)[k − 1])→ H−s+1F (Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k − 1])
is an isomorphism. Then the long exact sequence for the triangle above and F gives a map:
H−sFM δ(0)/ . . . /M δ(k − 1)[k − l]→ H−s+1F (Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k − 1])
which is an isomorphism. Then we also have
H−sF (Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k − 1])
∼=Mα(k − 1)/ . . . /Mα(0).
If the map is zero, then
H−sF (Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k − 1])
∼= H−s+1F (Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k − 1]) = 0.
Therefore in either case,
H−sFLZδβǫ
β
γL1Z
γ
β ǫ
β
αM
α(l) ∼=Mα(k − 1)/ . . . /M δ(0)
for s = k − l + 1, k − l+ 3, . . . , k − l + 2(k − 1)− 3.
For s = 2(k − 1)− l− 1, consider again the short exact sequence
0→ Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3 → Lk−lZ
δ
βǫ
β
γL1Z
γ
βKl−2 →M
δ(l − 1)/ . . . /M δ(k − 1)→ 0.
It is easy to calculate
H−(2(k−1)−l−1)FLk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3
∼=Mα(k − 1)/ . . . /Mα(0)
and
H−(2(k−1)−l−1)FLk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−2
∼= H−(2(k−1)−l)FLk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−2 = 0.
Thus
H−(2(k−1)−l)FM δ(l − 1)/ . . . /M δ(k − 1)→ H−(2(k−1)−l−1)FLk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3
is an isomorphism. Therefore
H−(k−l+2(k−1))FM δ(0)/ . . . /M δ(k − 1)[k − l]→ H−(k−l+2(k−1)−1)FLk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k − 1]
is an isomorphism so
H−(k−l+2(k−1)−1)FLZδβǫ
β
γL1Z
γ
β ǫ
β
αM
α(l) = 0.
In order to compute H−sF (Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3[k−1]) for s = 2(k−1), we use the short exact sequence
from lemma 18:
0→M δ(l)/ . . . /M δ(k − 1)→ Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3 →M
δ(l + 1)/ . . . /M δ(k − 1)→ 0.
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The first goal is to prove that this sequence is non-split. Let F¯ = LZαβ ǫ
β
γ [−1]LZ
γ
βǫ
β
δ [−(k − 1)]. Let the
adjoint of F¯ be G¯ = LZδβǫ
β
γ [−1]LZ
γ
βǫ
β
α[−(k − 1)]. Then the exact sequence becomes
0→M δ(l)/ . . . /M δ(k − 1)→ H0G¯Mα(l)→M δ(l + 1)/ . . . /M δ(k − 1)→ 0.
In order to show that it is non-split, it suffices to show that Hom(M δ(l+1)/ . . . /M δ(k−1), H0G¯Mα(l)) = 0.
Consider the distinguished triangle
H0G¯Mα(l)→ G¯Mα(l)→M δ(0)/ . . . /M δ(k − 1)[−l+ 1].
It then suffices to prove
Hom(M δ(l + 1)/ . . . /M δ(k − 1), G¯Mα(l)) ∼= Hom(F¯M δ(l + 1)/ . . . /M δ(k − 1),Mα(l)) = 0.
For this consider the distinguished triangle
τ≤0F¯M δ(l + 1)/ . . . /M δ(k − 1)→ F¯M δ(l + 1)/ . . . /M δ(k − 1)→ τ≥1F¯M δ(l + 1)/ . . . /M δ(k − 1).
We will show that this triangle splits. Note thatMα(k−1)/ . . . /Mα(0) ∼= ǫαα+δM
α+δ(k − 1, . . . , 0,︸ ︷︷ ︸ k − 1, . . . , 0︸ ︷︷ ︸).
Denote it simply by Mα+δ. Assume l− k is even. The other case follows in the same way as below. Clearly,
τ≥1F¯M δ(l + 1)/ . . . /M δ(k − 1) ∼=Mα+δ[−k + l+ 3]⊕Mα+δ[−k + l+ 5]⊕ · · · ⊕Mα+δ[−1].
Next consider τ≤0F¯M δ(l + 1)/ . . . /M δ(k − 1). There is a distinguished triangle:
τ≤−1F¯M δ(l + 1)/ . . . /M δ(k − 1)→ τ≤0F¯M δ(l + 1)/ . . . /M δ(k − 1)→
H0F¯M δ(l + 1)/ . . . /M δ(k − 1) ∼=Mα(l)/ . . . /Mα(0).
By lemma 20,
τ≤−1F¯M δ(l + 1)/ . . . /M δ(k − 1) ∼=Mα+δ[1]⊕Mα+δ[3]⊕ · · · ⊕Mα+δ[k − l − 3].
We easily compute
Hom(Mα(l)/ . . . /Mα(0), τ≤−1F¯M δ(l + 1)/ . . . /M δ(k − 1)[1]) = 0.
Thus
τ≤0F¯M δ(l + 1)/ . . . /M δ(k − 1) ∼=Mα+δ[1]⊕ · · · ⊕Mα+δ[k − l − 3]⊕Mα(l)/ . . . /Mα(0).
Next we check that
Hom(τ≥1F¯M δ(l + 1)/ . . . /M δ(k − 1), τ≤0F¯M δ(l + 1)/ . . . /M δ(k − 1)[1]) = 0.
This reduces to showing
Hom(Mα+δ[−k + l + 3]⊕Mα+δ[−k + l + 5]⊕ · · · ⊕Mα+δ[−1],Mα(l)/ . . . /Mα(0)[1]) = 0.
Then the above space of homomorphisms becomes by adjointness:
Hom(Mα+δ[−k + l + 3]⊕ · · · ⊕Mα+δ[−1], LZα+δα M
α(l)/ · · · /Mα(0)[−2k + 3]).
It is easy to calculate
LZα+δα M
α(l)/ . . . /Mα(0) ∼=Mα+δ[k − l − 1]⊕ · · · ⊕Mα+δ[3k − l − 3].
Therefore the space of homomorphisms is zero so
F¯M δ(l + 1)/ . . . /M δ(k − 1) ∼=Mα(l)/ . . . /Mα(0)⊕Mα+δ[−k + l + 3]⊕ · · · ⊕Mα+δ[k − l − 3].
It is now easy to see that
Hom(F¯M δ(l + 1)/ . . . /M δ(k − 1),Mα(l)) = 0.
Therefore
0→M δ(l)/ . . . /M δ(k − 1)→ Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3 →M
δ(l + 1)/ . . . /M δ(k − 1)→ 0
is non-split.
We want to show that when F¯ is applied to the above sequence, it remains non-split. Since F¯ and G¯ are
biadjoint, the composition G¯→ G¯F¯ G¯→ G¯ is the identity. This gives that the adjunction morphism induces
an isomorphism on cohomology:
M δ(l + 1)/ . . . /M δ(k − 1)→ H0G¯F¯M δ(l + 1)/ . . . /M δ(k − 1).
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Therefore, by the five lemma, the adjunction morphism induces an isomorphism:
Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3 → H
0G¯F¯Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3.
This implies that
0→ H0F¯M δ(l)/ . . . /M δ(k − 1)→ H0F¯Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3 → H
0F¯M δ(l + 1)/ . . . /M δ(k − 1)→ 0
is non-split. This is the exact sequence
0→Mα(l − 1)/ . . . /Mα(0)→ H0F¯Lk−l+1Z
δ
βǫ
β
γL1Z
γ
βKl−3 →M
α(l)/ . . . /Mα(0)→ 0.
If the extension is unique up to isomorphism, the middle term is isomorphic to Mα(l). This would complete
the lemma.
Consider the truncated full subcategory whereMα(l) is a projective object. Apply the functor Hom(Mα(l), •)
to the short exact sequence
0→Mα(l − 1)/ . . . /Mα(0)→Mα(l)→Mα(l)/ . . . /Mα(0)→ 0
in the truncated subcategory to get the exact sequence
0→ Hom(Mα(l),Mα(l − 1)/ . . . /Mα(0))→ Hom(Mα(l),Mα(l))→ Hom(Mα(l),Mα(l)/ . . . /Mα(0))→ 0.
Thus Hom(Mα(l),Mα(l)/ . . . /Mα(0)) ∼= C and Ext1(Mα(l),Mα(l − 1)/ . . . /Mα(0)) = 0. If we apply the
functor Hom(•,Mα(l)/ . . . /Mα(0)) to the short exact sequence
0→Mα(l − 1)/ . . . /Mα(0)→Mα(l)→Mα(l)/ . . . /Mα(0)→ 0,
we get the exact sequence
0→ End(Mα(l)/ . . . /Mα(0))→ Hom(Mα(l),Mα(l)/ . . . /Mα(0))→ · · · .
This implies
End(Mα(l)/ . . . /Mα(0)) ∼= C.
Now apply the functor Hom(•,Mα(l − 1)/ . . . /Mα(0)) to the short exact sequence
0→Mα(l − 1)/ . . . /Mα(0)→Mα(l)→Mα(l)/ . . . /Mα(0)→ 0.
This gives a long exact sequence
0→ C→ Ext1(Mα(l)/ . . . /Mα(0),Mα(l − 1)/ . . . /Mα(0))→ Ext1(Mα(l),Mα(l − 1)/ . . . /Mα(0)) = 0.
Therefore Ext1(Mα(l)/ . . . /Mα(0),Mα(l − 1)/ . . . /Mα(0)) ∼= C and we have shown that the extension is
unique.

For the rest of this subsection we make the following definition.
Definition 13. Let S = LZαβ ǫ
β
γ [−1]LZ
γ
βǫ
β
δ [−(k − 1)]LZ
δ
βǫ
β
γ [−1]LZ
γ
βǫ
β
α[−(k − 1)].
The identity morphism in End(LZδβǫ
β
γ [−1]LZ
γ
βǫ
β
α[−(k − 1)]) gives rise to a morphism S → Id . There is
an adjunction morphism ǫβγ [−1]LZ
γ
β → Id[1] that gives rise to a morphism
θ : S → LZαβ ǫ
β
δ [−(k − 1)]LZ
δ
βǫ
β
γ [−1]LZ
γ
βǫ
β
α[−(k − 1)][1].
By proposition 10, this is a map
θ : S → ⊕k−1r=1ǫ
α
α+δ[−(k − 1)]LZ
α+δ
α [1][2r − k].
Composing this map with projection gives a map:
µ2 : S → ⊕
k−2
r=1ǫ
α
α+δ[−(k − 1)]LZ
α+δ
α [2r − (k − 1)].
Proposition 11. The map µ1 ⊕ µ2 : S → Id⊕⊕
k−2
r=1 ǫ
α+β
α+δ [−(k− 1)]LZ
α+δ
α+β[2r− (k − 1)] is an isomorphism.
Proof. This morphism is an isomorphism for generalized Verma modules as in the proof of proposition 10.
By considering a generalized Verma flag for a projective object, we see that µ1 ⊕ µ2 is an isomorphism
for projectives as well. Since any bounded complex is quasi-isomorphic to a complex of projective objects,
µ1 ⊕ µ2 must be an isomorphism. 
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4.5. Diagram 5. Recall the definitions of the subalgebras si and ti.We would like to understand the functor
LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]. In [BFK] this functor turned out to be the identity. When working on maximally
singular categories, LZsi+1ǫsi [−1] was an equivalence of categories. On these less singular blocks this will
turn out not to be the case. It will be the identity plus some correction term which will depend on the
two minimal parabolics involved. The plan is to compute this functor on generalized Verma modules and
then to construct some natural transformations which are isomorphisms on the generalized Verma modules.
These objects are parametrized by highest weights which satisfy the conditions of lying in the block and
locally finite with respect to the appropriate subalgebra. Since in these computations only si, si+1, and ti
are involved, for convenience of notation we will omit all the coordinates of the highest weight except the
components in positions i, i+ 1, and i+ 2.
Lemma 22. Let ai > ai+1 = ai+2. Then
LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼=M si(ai, ai+1︸ ︷︷ ︸, ai+2).
Proof. There is a short exact sequence
0→M(ai+1, ai, ai+2)→M(ai, ai+1, ai+2)→M
si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
Thus LsZ
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼= 0 if s = 0, 2 and is isomorphic to M si+1(ai+1, ai, ai+2︸ ︷︷ ︸) if s = 1.
Now consider the short exact sequence
0→M(ai+1, ai+2, ai)→M(ai+1, ai, ai+2)→M
si+1(ai+1, ai, ai+2︸ ︷︷ ︸)→ 0.
This gives LsZ
siǫsi+1M
si+1(ai+1, ai, ai+2︸ ︷︷ ︸) ∼= 0 if s = 0, 2 and is isomorphic to M si(ai, ai+1︸ ︷︷ ︸, ai+2) if s = 1.
The lemma now follows. 
Lemma 23. Let ai+2 = ai > ai+1. Then
LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼=M si(ai, ai+1︸ ︷︷ ︸, ai+2).
Proof. Consider the short exact sequence
0→M(ai+1, ai, ai+2)→M(ai, ai+1, ai+2)→M
si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
Thus LsZ
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼= 0 if s = 0, 2 and is isomorphic to M si+1(ai, ai+2, ai+1︸ ︷︷ ︸) if s = 1.
Now consider the short exact sequence
0→M(ai, ai+1, ai+2)→M(ai, ai+2, ai+1)→M
si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ 0.
This gives LsZ
siǫsi+1M
si+1(ai, ai+2, ai+1︸ ︷︷ ︸) ∼= 0 if s = 0, 2 and is isomorphic to M si(ai, ai+1︸ ︷︷ ︸, ai+2) if s = 1.
The lemma now follows. 
These were the two easiest cases and the computations were made in [BFK]. Now we come to the three
new cases.
Lemma 24. Suppose ai+2 > ai > ai+1. Then
LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼=M si(ai, ai+1︸ ︷︷ ︸, ai+2)⊕ ǫ
si
ti
M ti(ai+2, ai, ai+1︸ ︷︷ ︸).
Proof. Consider the short exact sequence
0→M(ai+1, ai, ai+2)→M(ai, ai+1, ai+2)→M
si(ai, ai+1︸ ︷︷ ︸, ai+2).
The long exact sequence for LZsi+1 reduces to the short exact sequence
0→M si+1(ai+1, ai+2, ai︸ ︷︷ ︸)→M si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ L1Zsi+1ǫsiM si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
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Thus if s = 1
LsZ
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼=M si+1(ai, ai+2, ai+1︸ ︷︷ ︸)/M si+1(ai+1, ai+2, ai︸ ︷︷ ︸)
and is 0 otherwise.
Now consider
0→M(ai+1, ai, ai+2)→M(ai+1, ai+2, ai)→M
si+1(ai+1, ai+2, ai︸ ︷︷ ︸)→ 0.
This gives a long exact sequence for LZsiǫsi+1 reducing to
0→M si(ai, ai+1︸ ︷︷ ︸, ai+2)→M si(ai+2, ai+1︸ ︷︷ ︸, ai)→ L1Zsiǫsi+1M si+1(ai+1, ai+2, ai︸ ︷︷ ︸)→ 0.
Thus if s = 1,
LsZ
siǫsi+1M
si+1(ai+1, ai+2, ai︸ ︷︷ ︸) ∼=M si(ai+2, ai+1︸ ︷︷ ︸, ai)/M si(ai, ai+1︸ ︷︷ ︸, ai+2)
and it is zero otherwise.
Now consider
0→M(ai, ai+1, ai+2)→M(ai, ai+2, ai+1)→M
si+1(ai, ai+2, ai+1︸ ︷︷ ︸, )→ 0.
This gives a long exact sequence for LZsiǫsi+1 reducing to
0→M si(ai+2, ai︸ ︷︷ ︸, ai+1)→ L1Zsiǫsi+1M si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→M si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
Thus the long exact sequence for
0→M si+1(ai+1, ai+2, ai︸ ︷︷ ︸)→M si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ L1Zsi+1ǫsiM si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0
becomes
M si(ai+2, ai+1︸ ︷︷ ︸, ai)/M si(ai, ai+1︸ ︷︷ ︸, ai+2) →֒ L1Zsiǫsi+1M si+1(ai, ai+2, ai+1︸ ︷︷ ︸)։ L1Zsiǫsi+1L1Zsi+1ǫsiM si(ai, ai+1︸ ︷︷ ︸, ai+2).
Thus we get the following diagram:
0

Msi (ai, ai+1
| {z }
, ai+2)
f

0
h

Msi (ai+2, ai+1
| {z }
, ai)
g

Msi (ai+2, ai
| {z }
, ai+1)
i

Msi (ai+2, ai+1
| {z }
, ai)/M
si (ai, ai+1
| {z }
, ai+2) 
 j // L1Zsi ǫsi+1M
si+1 (ai, ai+2, ai+1
| {z }
) k// //
l

L1Z
si ǫsi+1L1Z
si+1ǫsiM
si (ai, ai+1
| {z }
, ai+2)
Msi (ai, ai+1
| {z }
, ai+2)

0
Assume that l ◦ j 6= 0. Then the following composition of maps is non-zero:
M si(ai+2, ai+1︸ ︷︷ ︸, ai)→M si(ai+2, ai+1︸ ︷︷ ︸, ai)/M si(ai, ai+1︸ ︷︷ ︸, ai+2)→M si(ai, ai+1︸ ︷︷ ︸, ai+2)→M si(ai+2, ai+1︸ ︷︷ ︸, ai).
A non-zero endomorphism of a generalized Verma module must be an isomorphism so the first map above
must be injective as well. This is impossible so l ◦ j = 0. Thus
M si(ai+2, ai+1︸ ︷︷ ︸, ai)/M si(ai, ai+1︸ ︷︷ ︸, ai+2) →֒M si(ai+2, ai︸ ︷︷ ︸, ai+1).
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We claim that there is a well defined map from L1Z
siǫsi+1L1Z
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2) toM si(ai, ai+1︸ ︷︷ ︸, ai+2).
Via k, pull an element back and then apply l. Suppose k(x) = k(y). Then k(x − y) = 0 so x − y = j(z)
for some z ∈ M si(ai+2, ai+1︸ ︷︷ ︸, ai)/M si(ai, ai+1︸ ︷︷ ︸, ai+2). Then l(x − y) = lj(z). This is zero by the observation
above. Thus the map is well defined and call it φ. It is easy to see that ki is a surjection ofM si(ai+2, ai︸ ︷︷ ︸, ai+1)
onto kerφ. The kernel of this surjection is obviously M si(ai+2, ai+1︸ ︷︷ ︸, ai)/M si(ai, ai+1︸ ︷︷ ︸, ai+2). Thus the kernel
of φ is
M si(ai+2, ai︸ ︷︷ ︸, ai+1)/(M si(ai+2, ai+1︸ ︷︷ ︸, ai)/M si(ai, ai+1︸ ︷︷ ︸, ai+2)).
Since this module is isomorphic to ǫsitiM
ti(ai+2, ai, ai+1︸ ︷︷ ︸), there is a short exact sequence
0→ ǫsitiM
ti(ai+2, ai, ai+1︸ ︷︷ ︸)→ L1Zsiǫsi+1L1Zsi+1ǫsiM si(ai, ai+1︸ ︷︷ ︸, ai+2)→M si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
Finally we must show that this exact sequence splits.
Hom(M si(ai, ai+1︸ ︷︷ ︸, ai+2), ǫ
si
ti
M ti(ai+2, ai, ai+1︸ ︷︷ ︸)[1]) ∼= Hom(LZtisiM si(ai, ai+1︸ ︷︷ ︸, ai+2),M ti(ai+2, ai, ai+1︸ ︷︷ ︸)[1])
∼= Hom(M ti(ai+2, ai, ai+1︸ ︷︷ ︸)[2],M ti(ai+2, ai, ai+1︸ ︷︷ ︸)[1]).
This last space is zero so the sequence must split. 
Lemma 25. Suppose ai > ai+2 > ai+1. Then
LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼=M si(ai, ai+1︸ ︷︷ ︸, ai+2)⊕ ǫ
si
ti
M ti(ai, ai+2, ai+1︸ ︷︷ ︸)[−1].
Proof. Consider the short exact sequence
0→M(ai+1, ai, ai+2)→M(ai, ai+1, ai+2)→ M
si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
The long exact sequence for LZsi+1 reduces to the short exact sequence
0→M si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ L1Zsi+1ǫsiM si(ai, ai+1︸ ︷︷ ︸, ai+2)→M si+1(ai+1, ai, ai+2︸ ︷︷ ︸)→ 0.
We compute LZsiǫsi+1 on the first and third terms of this short exact sequence.
Consider
0→M(ai+1, ai+2, ai)→M(ai+1, ai, ai+2)→M
si+1(ai+1, ai, ai+2︸ ︷︷ ︸)→ 0.
The long exact sequence gives
LsZ
siǫsi+1M
si+1(ai+1, ai, ai+2︸ ︷︷ ︸) ∼= M si(ai, ai+1︸ ︷︷ ︸, ai+2)/M si(ai+2, ai+1︸ ︷︷ ︸, ai)
if s = 1 and is zero otherwise.
Next consider
0→M(ai, ai+1, ai+2)→M(ai, ai+2, ai+1)→M
si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ 0.
The long exact sequence for LZsi becomes
0→ L1Z
siǫsi+1M
si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→M si(ai, ai+1︸ ︷︷ ︸, ai+2)→M si(ai, ai+2︸ ︷︷ ︸, ai+1)→ L0Zsiǫsi+1M si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ 0.
The middle map is clearly the standard map. Therefore
L0Z
siǫsi+1M
si+1(ai, ai+2, ai+1︸ ︷︷ ︸) ∼= ǫ
si
ti
M ti(ai, ai+2, ai+1︸ ︷︷ ︸)
and
L1Z
siǫsi+1M
si+1(ai, ai+2, ai+1︸ ︷︷ ︸) ∼=M si(ai+2, ai+1︸ ︷︷ ︸, ai).
Now the long exact sequence for the functor LZsi and
0→M si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ L1Zsi+1ǫsiM si(ai, ai+1,︸ ︷︷ ︸ ai+2)→M si+1(ai+1, ai, ai+2︸ ︷︷ ︸)→ 0.
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is
0→M si(ai+2, ai+1︸ ︷︷ ︸, ai)→ L1Zsiǫsi+1L1Zsi+1M si(ai, ai+1︸ ︷︷ ︸, ai+2)→
M si(ai, ai+1︸ ︷︷ ︸, ai+2)/M si(ai+2, ai+1︸ ︷︷ ︸, ai)→ ǫ
si
ti
M ti(ai, ai+2, ai+1︸ ︷︷ ︸)→ L0Zsiǫsi+1L1Zsi+1M si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
Suppose that
Hom(M si(ai, ai+1︸ ︷︷ ︸, ai+2)/M si(ai+2, ai+1︸ ︷︷ ︸, ai), ǫ
si
ti
M ti(ai, ai+2, ai+1︸ ︷︷ ︸)) 6= 0.
Then
0 6= Hom(M si(ai, ai+1︸ ︷︷ ︸, ai+2), ǫ
si
ti
M ti(ai, ai+2, ai+1︸ ︷︷ ︸))
∼= Hom(LZtisiM
si(ai, ai+1︸ ︷︷ ︸, ai+2),M ti(ai, ai+2, ai+1︸ ︷︷ ︸))
∼= Hom(M ti(ai, ai+2, ai+1︸ ︷︷ ︸)[1],M ti(ai, ai+2, ai+1︸ ︷︷ ︸))
= 0.
Thus L0Z
siǫsi+1L1Z
si+1M si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼= ǫ
si
ti
M ti(ai, ai+2, ai+1︸ ︷︷ ︸) and there is the short exact sequence
0→M si(ai+2, ai+1︸ ︷︷ ︸, ai)→ L1Zsiǫsi+1L1Zsi+1M si(ai, ai+1︸ ︷︷ ︸, ai+2)→M si(ai, ai+1︸ ︷︷ ︸, ai+2)/M si(ai+2, ai+1︸ ︷︷ ︸, ai)→ 0.
Next we show that
Hom(L1Z
siǫsi+1L1Z
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2),M si(ai+2, ai+1︸ ︷︷ ︸, ai)) ∼= 0
so that the sequence does not split. The distinguished triangle
H0LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2)→ τ≥0LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai, ai+1︸ ︷︷ ︸, ai+2)→
τ≥1LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2)
is isomorphic to
L1Z
siǫsi+1L1Z
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2)→ LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai, ai+1︸ ︷︷ ︸, ai+2)→ ǫ
si
tiM
ti(ai, ai+2, ai+1︸ ︷︷ ︸)[−1].
Now apply the functor Hom(•,M si(ai+2, ai+1︸ ︷︷ ︸, ai)) to get a long exact sequence
· · · →Hom(LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2),M si(ai+2, ai+1︸ ︷︷ ︸, ai))→
Hom(L1Z
siǫsi+1L1Z
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2),M si(ai+2, ai+1︸ ︷︷ ︸, ai))→ 0.
We calculate
Hom(LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2),M si(ai+2, ai+1︸ ︷︷ ︸, ai)) ∼=
Hom(M si(ai, ai+1︸ ︷︷ ︸, ai+2), LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai+2, ai+1︸ ︷︷ ︸, ai)) ∼=
Hom(M si(ai, ai+1︸ ︷︷ ︸, ai+2),M si(ai+2, ai+1︸ ︷︷ ︸, ai)⊕ ǫ
si
tiM
ti(ai, ai+2, ai+1︸ ︷︷ ︸)) ∼=
Hom(M si(ai, ai+1︸ ︷︷ ︸, ai+2), ǫ
si
tiM
ti(ai, ai+2, ai+1︸ ︷︷ ︸)) ∼=
Hom(LZtisiM
si(ai, ai+1︸ ︷︷ ︸, ai+2),M ti(ai, ai+2, ai+1︸ ︷︷ ︸)) ∼=
Hom(M ti(ai, ai+2, ai+1︸ ︷︷ ︸)[1],M ti(ai, ai+2, ai+1︸ ︷︷ ︸)) ∼= 0.
The second isomorphism is due to the previous lemma. Therefore the sequence cannot split.
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It remains to be shown that the extension is unique up to isomorphism. Consider the full subcategory of
objects which have composition factors factors with weights less than or equal to (ai, ai+1︸ ︷︷ ︸, ai+2). In this full
subcategory the generalized Verma module M si(ai, ai+1︸ ︷︷ ︸, ai+2) is projective. Thus for any exact sequence
0→M si(ai+2, ai+1︸ ︷︷ ︸, ai)→ X →M si(ai, ai+1︸ ︷︷ ︸, ai+2)/M si(ai+2, ai+1︸ ︷︷ ︸, ai)→ 0
there is a nontrivial map g : M si(ai, ai+1︸ ︷︷ ︸, ai+2)→ X. Note that all of the objects in the above sequence are
in this subcategory. Now we can set up the following diagram.
0 −−−−−−→ Msi (ai+2, ai+1
| {z }
, ai)
j
−−−−−−→ Msi (ai, ai+1
| {z }
, ai+2)
f
−−−−−−→ Msi (ai, ai+1
| {z }
, ai+2)/M
si (ai+2, ai+1
| {z }
, ai) −−−−−−→ 0
??yId
??yg
??yId
0 −−−−−−→ Msi (ai+2, ai+1
| {z }
, ai)
i
−−−−−−→ X
h
−−−−−−→ Msi (ai, ai+1
| {z }
, ai+2)/M
si (ai+2, ai+1
| {z }
, ai) −−−−−−→ 0
The square on the right commutes by construction. Take an element in the top left. Applying the map
hgj must give zero. Therefore im(gj) ⊂ ker(h) ∼= M si(ai+2, ai+1︸ ︷︷ ︸, ai). But then i must be the same as gj
up to a scalar since scalar multiplication are the only endomorphisms of M si(ai+2, ai+1︸ ︷︷ ︸, ai). If the scalar is
zero then there is a map fromM si(ai, ai+1︸ ︷︷ ︸, ai+2)/M si(ai+2, ai+1︸ ︷︷ ︸, ai) to X giving a splitting, contrary to the
above where it was shown that the extension must be non-split. Thus the scalar must be non-zero and so
the middle map is an isomorphism by the five lemma.
Therefore,
L1Z
siǫsi+1L1Z
si+1M si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼=M si(ai, ai+1︸ ︷︷ ︸, ai+2).

Lemma 26. Suppose ai > ai+1 > ai+2. Then
LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼=M si(ai, ai+1︸ ︷︷ ︸, ai+2)⊕ ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−2].
Proof. Let X = LZsi+1ǫsi [−1]M
si(ai, ai+1︸ ︷︷ ︸, ai+2).
Consider the short exact sequence
0→M(ai+1, ai, ai+2)→M(ai, ai+1, ai+2)→M
si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
This induces a long exact sequence for LZsi+1
L1Z
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2) →֒M si+1(ai+1, ai, ai+2︸ ︷︷ ︸)→M si+1(ai, ai+1, ai+2︸ ︷︷ ︸)։ L0Zsi+1ǫsiM si(ai, ai+1︸ ︷︷ ︸, ai+2).
The middle map is clearly the standard map so
L1Z
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼=M si+1(ai+2, ai, ai+1︸ ︷︷ ︸)
and
L0Z
si+1ǫsiM
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼= ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸).
Thus
H0(X) ∼=M si+1(ai+2, ai, ai+1︸ ︷︷ ︸)
H1(X) ∼= ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸)
Hs(X) ∼= 0, ∀s 6= 0, 1.
Therefore we get the distinguished triangle
H0(X)[0]→ τ≥0X → τ≥1X
36
which is
(1) M si+1(ai+2, ai, ai+1︸ ︷︷ ︸)→ X → ǫ
si+1
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−1].
Next we compute LsZ
siǫsi+1M
si+1(ai+2, ai, ai+1︸ ︷︷ ︸). Consider the short exact sequence
0→M(ai+2, ai+1, ai)→M(ai+2, ai, ai+1)→M
si+1(ai+2, ai, ai+1︸ ︷︷ ︸)→ 0.
This gives a long exact sequence for LZsi :
0→M si(ai+1, ai+2︸ ︷︷ ︸, ai)→M si(ai, ai+2︸ ︷︷ ︸, ai+1)→ L1Zsiǫsi+1M si+1(ai+2, ai, ai+1︸ ︷︷ ︸)→ 0.
Thus if s = 1
LsZ
siǫsi+1M
si+1(ai+2, ai, ai+1︸ ︷︷ ︸, . . . an) ∼=M si(ai, ai+2︸ ︷︷ ︸, ai+1)/M si(ai+1, ai+2︸ ︷︷ ︸)
and it is zero otherwise.
Next to compute LsZ
siǫsi+1ǫ
si+1
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸) :
LZsiǫsi+1ǫ
si+1
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸) ∼= LZsiǫsiǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)
∼= ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸)⊕ ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[2].
The last isomorphism follows from a previous section.
Consider (1) again. It gives rise to a distinguished triangle
LZsiǫsi+1 [−1]M
si+1(ai+2, ai, ai+1︸ ︷︷ ︸)→ LZsiǫsi+1 [−1]X → LZsiǫsi+1 [−1]ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−1].
This gives rise to a long exact sequence
→Hs(LZsiǫsi+1 [−1]M
si+1(ai+2, ai, ai+1︸ ︷︷ ︸))→ Hs(LZsiǫsi+1 [−1]X)→
Hs(LZsiǫsi+1 [−1]ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−1])→
This becomes
0→M si(ai, ai+2︸ ︷︷ ︸, ai+1)/M si(ai+1, ai+2︸ ︷︷ ︸, ai)→ H0(LZsiǫsi+1 [−1]X)→ ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)→ 0→
H1(LZsiǫsi+1 [−1]X)→ L1Z
siǫsi+1ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)→ 0→
H2(LZsiǫsi+1 [−1]X)→ ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)→ 0.
Thus
H2(LZsiǫsi+1 [−1]X)
∼= ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸)
and
H1LZsiǫsi+1 [−1]X
∼= 0.
We must prove H0(LZsiǫsi+1 [−1]X)
∼=M si(ai, ai+1︸ ︷︷ ︸, ai+2). This reduces to showing that
0→M si(ai, ai+2︸ ︷︷ ︸, ai+1)/M si(ai+1, ai+2︸ ︷︷ ︸, ai)→ H0(LZsiǫsi+1 [−1]X)→ ǫ
si
ti
M ti(ai, ai+1, ai+2︸ ︷︷ ︸)→ 0
is the unique non-trivial extension up to isomorphism.
The distinguished triangle
H0(LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1,︸ ︷︷ ︸ ai+2))→ τ≥0(LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai, ai+1,︸ ︷︷ ︸ ai+2))→
τ≥1(LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1,︸ ︷︷ ︸ ai+2))
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is isomorphic to
H0(LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]M
si(ai, ai+1,︸ ︷︷ ︸ ai+2))→ LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai, ai+1,︸ ︷︷ ︸ ai+2)→
ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−2].
Apply the functor Hom(ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸), •) to get a long exact sequence
0→Hom(ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸), H0LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai, ai+1,︸ ︷︷ ︸ ai+2))→
Hom(ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸), LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai, ai+1,︸ ︷︷ ︸ ai+2))→ · · · .
We calculate
Hom(ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸), LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai, ai+1,︸ ︷︷ ︸ ai+2)) ∼=
Hom(M ti(ai, ai+1, ai+2︸ ︷︷ ︸), LZtisi [−4]LZsiǫsi+1 [−1]LZsi+1ǫsi [−1]M si(ai, ai+1,︸ ︷︷ ︸ ai+2)) ∼=
Hom(M ti(ai, ai+1, ai+2︸ ︷︷ ︸),M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−6]⊕ (M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−4])⊕2 ⊕M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−2])
= 0.
The second to last isomorphism comes from using proposition 8 twice. This shows that the extension is
non-trivial. Now we show that it is unique.
Consider the short exact sequence
0→M si(ai+1, ai+2︸ ︷︷ ︸, ai)→M si(ai, ai+2︸ ︷︷ ︸, ai+1)→M si(ai, ai+2︸ ︷︷ ︸, ai+1)/M si(ai+1, ai+2︸ ︷︷ ︸, ai)→ 0.
Applying LZtisi to get a long exact sequence we easily see that
LsZ
ti
si
(M si(ai, ai+2︸ ︷︷ ︸, ai+1)/M si(ai+1, ai+2︸ ︷︷ ︸, ai)) ∼=M ti(ai, ai+1, ai+2︸ ︷︷ ︸)
if s = 1, 3 and 0 otherwise.
Now,
Ext1(ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸),M si(ai, ai+2︸ ︷︷ ︸, ai+1)/M si(ai+1, ai+2︸ ︷︷ ︸, ai)) ∼=
Hom(ǫsitiM
ti(ai, ai+1, ai+2︸ ︷︷ ︸),M si(ai, ai+2︸ ︷︷ ︸, ai+1)/M si(ai+1, ai+2︸ ︷︷ ︸, ai)[1]) ∼=
Hom(M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[0],M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[0]⊕M ti(ai, ai+1, ai+2︸ ︷︷ ︸)[−2]) ∼= C.

We would like to construct a natural transformation from LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1] to Id⊕ǫ
si
ti
[−2]LZtisi.
The identity map gives the adjunction map α under the isomorphism Hom(LZsi+1ǫsi , LZ
si+1ǫsi)
∼=
Hom(LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1], Id).
The identity map in Hom(ǫsi , ǫsi) gives an adjunction map in Hom(LZ
siǫsi , Id). Apply LZ
ti
si
to get a map
in
Hom(LZtisiLZ
siǫsi , LZ
ti
si
) ∼= Hom(LZtiǫsi , LZ
ti
si
)
∼= Hom(LZtisi+1LZ
si+1ǫsi , LZ
ti
si
)
∼= Hom(LZsi+1ǫsi , ǫ
si+1
ti
LZtisi).
Now apply the functor ǫsi+1 to get an element of
Hom(ǫsi+1LZ
si+1ǫsi , ǫsi+1ǫ
si+1
ti
LZtisi)
∼= Hom(ǫsi+1LZ
si+1ǫsi , ǫtiLZ
ti
si
)
∼= Hom(ǫsi+1LZ
si+1ǫsi , ǫsiǫ
si
ti
LZtisi)
∼= Hom(LZsiǫsi+1LZ
si+1ǫsi , ǫ
si
ti
LZtisi).
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Now apply the shift functor [−2] to get a morphism β in
Hom(LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1], ǫ
si
ti
[−2]LZtisi).
Therefore α⊕ β : LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]→ Id⊕ǫ
si
ti
[−2]LZtisi.
Now we come to the main result of the section.
Proposition 12. The map
α⊕ β : LZsiǫsi+1 [−1]LZ
si+1ǫsi [−1]→ Id⊕ǫ
si
ti
[−2]LZtisi
is an isomorphism.
Proof. Lemmas 23-27 show that the cohomology functors of these morphisms are isomorphisms when applied
to generalized Verma modules. Thus the morphisms are isomorphisms when applied to projective modules by
induction on the length of the generalized Verma flag. Finally, they are isomorphisms on arbitrary modules
by considering projective resolutions. 
The above theorem is the Koszul dual to lemma 4 of [BFK]. The correction term there vanishes when
restricted to the appropriate parabolic subcategory just as in the case here where the correction terms
vanishes when restricted to the appropriate singular block. This result is not a surprise in light of [Rh] or
[MOS] where it was shown that projective functors and Zuckerman functors are Koszul dual. We end this
section with an immediate corollary which is the functorial version of diagram 5.
Corollary 10. ǫsi [−1]LZ
siǫsi+1 [−1]LZ
si+1ǫsi [−1]LZ
si ⊕ ǫsi+1 [−1]LZ
si+1 ∼=
ǫsi+1 [−1]LZ
si+1ǫsi [−1]LZ
siǫsi+1 [−1]LZ
si+1 ⊕ ǫsi [−1]LZ
si.
5. Graded Category O
In the previous sections, various aspects of the representation theory of slk were categorified. Topological
invariants arise from the representation theory of Uq(slk). The categorification of quantum groups is accom-
plished through graded representation theory. We will treat category O as a category of graded modules.
Then a shift in this grading descends to multiplication by q in the Grothendieck group. The idea of graded
category O originates from [Soe2]. It was continued in [Str1] where among other things, it was shown how
to construct graded lifts of translation functors.
Definition 14. Let Pd = ⊕x∈Sn/SdP (x.ωd) where d = (dk−1, . . . , d0), x is a minimal coset representative,
and ωd = (k − 1, . . . , k − 1︸ ︷︷ ︸
dk−1
, . . . , 0, . . . , 0︸ ︷︷ ︸
d0
).
Then Pd is a minimal projective generator of Od(gln). There is an equivalence of categories Od(gln)
∼=
mod − Ad where Ad = Endg(Pd) and mod − Ad is the category of finitely generated right Ad− modules.
We will interpret Ad as a graded algebra.
Lemma 27. Let R and S be any rings. There is an equivalence of categories:
{right exact functors compatible with direct sums : (mod-R→ mod-S)} → R-mod-S.
Under this equivalence a functor F gets mapped to F (R). In the other direction, a bimodule X gets mapped
to • ⊗R X.
Proof. This is in [Bass] as well as lemma 3.4 of [Str1]. 
Let α and β be parabolic subalgebras of gln such that β ⊂ α. Let P (x) ∈ Od(gln) be an indecomposable
projective object. Then ZαP (x) is either 0 or an indecomposable projective object in Oα
d
(gln).
Denote by Pα
d
a minimal projective generator of Oα
d
(gln). Let A
α
d
= End(Pα
d
) be its endomorphism
algebra. Then there is an equivalence of categories Oα
d
(sln) ∼= mod − A
α
d
. Let S = S(h) be the symmetric
algebra associated to the Cartan subalgebra. Let C = S/SW+ be the associated coinvariant algebra. Let C
λ be
the subalgebra invariant under Wλ. Let w
λ
0 be the longest element in the set of shortest coset representatives
of W/Wλ. There is the is a well known isomorphism due to Soergel [Soe] between the endomorphism algebra
of the indecomposable projective-injective module and this subalgebra of invariants: End(P (wλ0 .λ))
∼= Cλ.
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Definition 15. Let Vλ : Oλ → mod− C
λ be the Soergel functor defined by M 7→ Homg(P (w
λ
0 .λ),M).
Soergel showed that the functor Vλ is fully faithful on projective objects [Soe]. Let I and J be compositions
of n. If I = i1 + · · · + ir = n, associate to I the Young subgroup of Sn, Si1 × · · · × Sir . Let µI and µJ be
integral dominant weights stabalized by the subgroups associated to I and J. Suppose J ⊂ I, (there is a
containment of the associated subgroups.) Then we can define the translation functor θJI from OµI (gln)
to OµJ (gln). It is the projective functor given be tensoring with the finite dimensional, irreducible module
with highest weight µJ − µI and then projecting onto the block OµJ (gln). Translation functors and Soergel
functors are related by the following lemma.
Lemma 28. Let ResIJ : mod− C
J → mod− CI denote the restriction functor. Then
(1) VJθ
J
I
∼= CJ ⊗CI VI .
(2) VIθ
I
J
∼= ResIJVJ .
Proof. This is proposition 3.3 of [FKS]. 
This lemma together with the fact that Vλ is a faithful functor on projective objects allows us to consider
the endomorphism ring of a minimal projective generator of O as a graded ring [Str1]. A projective object
is a direct summand of a sequence of projective functors applied to a dominant Verma module. Thus by the
previous lemma, a projective object P, VλP becomes a graded C
λ− module. Then End(VλP ) becomes a
graded ring so there is a grading on Ad.
In [Str] it was actually shown that it is a graded quotient of Ad. Now we can consider Od(gln) and O
α
d
(gln)
as graded categories by considering gmod−Ad and gmod−A
α
d
respectively.
By lemma 27, the dual Zuckerman functor becomes
Zαβ : mod− A
β
d
→ mod−Aα
d
given by
• ⊗Aβ
d
Aαd.
Definition 16. The graded functor Z˜αβ : gmod − A
β
d
→ gmod − Aα
d
is given by • ⊗Aβ
d
Aα
d
〈−(dim(α) −
dim(β))/2〉.
We may now also consider
LZ˜αβ : D
b(gmod−Aβ
d
)→ Db(gmod−Aα
d
).
We fix a graded lift of a generalized Verma module M˜p(x.λ) so that its head is concentrated in degree zero.
The proof of proposition 5.2 of [FKS] gives a graded inclusion M˜(x.λ)〈l(x)〉 → M˜(λ) of Verma modules.
This implies that the standard maps in a generalized BGG resolution are homogeneous of degree 1. A Koszul
module is an object that admits a projective resolution such that the object in degree i is generated by its
degree i subspace. We will need the following result later.
Proposition 13. Generalized Verma modules are Koszul.
Proof. This is theorem 3.11.4 of [BGS]. 
Proposition 14. Let β ⊂ α be two parabolic subalgebras. Assume dim(α)− dim(β) = 2d. Then
(1) The right adjoint of ǫ˜βα is LZ˜αβ [−2d]〈−d〉.
(2) The right adjoint of LZ˜αβ is ǫ˜
β
α〈d〉.
Proof. (1) In the ungraded case the right adjoint of ǫβα is LZ
α
β [−2d]. Therefore if the right adjoint of ǫ˜
α
β
exists, it must be a graded lift of LZαβ [−2d]. Note that ǫ˜
β
αM becomes a right A
β− module via the
quotient map Aβ → Aα. Therefore
Homgmod−Aβ (ǫ˜
β
αM,N) ∼= Homgmod−Aα(M,Homgmod−Aβ (A
α, N)).
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Now Homgmod−Aβ (A
α, •) is clearly a functor from gmod − Aβ to gmod − Aα. The right adjoint is
a direct sum of graded functors ⊕iFi which in the ungraded category is simply L2dZ
α
β . Let ▽(x)
denote a dual Verma module. We have an isomorphism:
Homgmod−Aβ (ǫ˜
β
α▽˜
α
(x), ▽˜
β
(x)) ∼= Homgmod−Aα(▽˜
α
(x),⊕iFi▽˜
β
(x)).
If Fi▽˜
β
(x) 6= 0, then Fi▽˜
β
(x) ∼= L2dZ˜
α
β ▽˜
β
(x)〈ki〉. By the definition of Z˜
α
β and the fact that
generalized Verma modules are Koszul, we get that the above is isomorphic to ▽˜
α
(x)〈d+ ki〉. Since
the space of morphisms is one dimensional, ki = −d.
(2) There is a degree zero homogenous map of Aβ− modules ψ : M →M ⊗Aβ A
α where ψ(m) = m⊗ 1.
Now suppose φ : M ⊗Aβ A
α → N is a degree zero homogeneous Aβ− module morphism. Then
φ ◦ ψ : M → N is a degree zero homogeneous Aβ− module morphism. Therefore we have a map
f : Homgmod−Aα(M ⊗Aβ A
α, N) → Homgmod−Aβ (M,N). It is clear that f is injective. We must
verify that it is an isomorphism. Consider a two step free resolution of M, M2 → M1 → M → 0.
Then we get the following commutative diagram with exact rows:
Homgmod−Aα (M2 ⊗Aβ
Aα, N)

Homgmod−Aα (M1 ⊗Aβ
Aα, N)oo

Homgmod−Aα (M ⊗Aβ
Aα, N)oo

0oo
Hom
gmod−Aβ
(M2, N) Homgmod−Aβ (M1, N)
oo Hom
gmod−Aβ
(M,N)oo 0oo
Therefore it suffices to show that f is surjective for free modules M. It is clear for free modules
that both spaces of morphisms have the same dimension so it must be a surjection.

5.1. Graded Projective Functors and Quantum Serre Relations. Define the k-tuple d+ t0ǫ0+ · · ·+
tk−1ǫk−1 to be (dk−1 + tk−1, . . . , d0 + t0) where the ti are integers. Assume t > 0. Define (d;d+ tǫi − tǫi−1)
to be the (k+1)-tuple (dk−1, . . . , di, t, di−1− t, di−2, . . . , d0). Define (d;d− tǫi+ tǫi−1) to be the (k+1)-tuple
(dk−1, . . . , di − t, t, di−1, di−2, . . . , d0).
Lemma 29. E
(t)
i : Od → Od+tǫi−tǫi−1 is isomorphic to θ
d+tǫi−tǫi−1
d;d+tǫi−tǫi−1
θ
d;d+tǫi−tǫi−1
d
.
Proof. See proposition 3.2b of [FKS]. 
Lemma 30. F
(t)
i : Od → Od−tǫi+tǫi−1 is isomorphic to θ
d−tǫi+tǫi−1
d;d−tǫi+tǫi−1
θ
d;d−tǫi+tǫi−1
d
.
Proof. Same as the previous lemma. 
Now we are prepared to introduce the graded lifts E˜
(t)
i , F˜
(t)
i , H˜, and H˜
−1. By lemma 27, E
(t)
i : mod−Ad →
mod−Ad+tǫi−tǫi−1 is given by
• ⊗mod−Ad Homg(Pd+tǫi−tǫi−1 , E
(t)
i Pd).
By lemma 29 this is
• ⊗mod−Ad Homg(Pd+tǫi−tǫi−1 , θ
d+tǫi−tǫi−1
d;d+tǫi−tǫi−1
θ
d;d+tǫi−tǫi−1
d
Pd).
Then by lemma 28 this is isomorphic to
• ⊗gmod−Ad HomCd+tǫi−tǫi−1 (Vd+tǫi−tǫi−1Pd+tǫi−tǫi−1 ,Res
d+tǫi−tǫi−1
d;d+tǫi−tǫi−1
Cd;d+tǫi−tǫi−1 ⊗Cd VdPd).
Definition 17. (1) Let ri,t =
∑t
r=1 di−1 − r. Then we let E˜
(t)
i =
•⊗gmod−AdHomCd+tǫi−tǫi−1 (Vd+tǫi−tǫi−1Pd+tǫi−tǫi−1 ,Res
d+tǫi−tǫi−1
d;d+tǫi−tǫi−1
Cd;d+tǫi−tǫi−1⊗CdVdPd〈−ri,t+(t−1)〉).
(2) Let si,t =
∑t
s=1 di − s. Then we let F˜
(t)
i =
•⊗gmod−AdHomCd−tǫi+tǫi−1 (Vd−tǫi+tǫi−1Pd−tǫi+tǫi−1 ,Res
d−tǫi+tǫi−1
d;d−tǫi+tǫi−1
Cd;d−tǫi+tǫi−1⊗CdVdPd〈−si,t+(t−1)〉).
(3) H˜ = Id〈di − di−1〉.
(4) H˜−1 = Id〈−(di − di−1)〉.
Lemma 31. E˜iE˜i ∼= E˜
(2)
i 〈1〉 ⊕ E˜
(2)
i 〈−1〉.
41
Proof. First we consider the ungraded case and compute in the Grothendieck group.
[Ei][Ei][M(k − 1, . . . , k − 1, . . . , i+ 1, . . . , i+ 1, i, . . . , i, i− 1, . . . , i− 1, . . . , 0, . . . , 0)] =
2[P (k − 1, . . . , k − 1, . . . , i, . . . , i, i− 1, . . . , i− 1, i, i,︸ ︷︷ ︸
di−1
. . . , 0, . . . , 0)].
The indecomposable projective functor that takes the dominant Verma module to this projective object is
E
(2)
i . Thus there is an isomorphism of functors EiEi
∼= E
(2)
i ⊕E
(2)
i . So there must be an isomorphism of graded
functors E˜iE˜i ∼= E˜
(2)
i 〈r〉 ⊕ E˜
(2)
i 〈s〉, for some integers r and s.
E˜
(2)
i is given by tensoring with the graded bimodule
HomCd+2ǫi−2ǫi−1 (Vd+2ǫi−2ǫi−1Pd+2ǫi−2ǫi−1 , C
d;d+2ǫi−2ǫi−1 ⊗Cd VdPd〈−2di−1 + 4〉).
As a Cd+2ǫi−2ǫi−1− module, Cd;d+2ǫi−2ǫi−1 is free of rank |Wd+2ǫi−2ǫi−1/Wd;d+2ǫi−2ǫi−1 |. A basis can be
chosen homogeneous in the degrees twice the length of minimal coset representatives of
|Wd+2ǫi−2ǫi−1/Wd;d+2ǫi−2ǫi−1 | =
Sdk−1 × · · · × Sdi+1 × Sdi+2 × Sdi−1−2 × · · · × Sd0/Sdk−1 × · · · × Sdi × S2 × Sdi−1−2 × · · · × Sd0 .
So now we want to consider minimal coset representatives in Sdi+2/(Sdi × S2). Proposition A-2 in [Str]
tells us the the length of these coset representatives. It gives
Cd;d+2ǫi−2ǫi−1 ∼= ⊕di+1≥r>s≥0C
d+2ǫi−2ǫi−1〈2r + 2s− 2〉.
Now E˜iE˜i is given by tensoring with the bimodule
HomCd+ǫi−ǫi−1 (Vd+ǫi−ǫi−1Pd+ǫi−ǫi−1 , C
d;d+ǫi−ǫi−1 ⊗Cd VdPd〈−di−1 + 1〉)⊗Cd+ǫi−ǫi−1
HomCd+2ǫi−2ǫi−1 (Vd+2ǫi−2ǫi−1Pd+2ǫi−2ǫi−1 , C
d+ǫi−ǫi−1;d+2ǫi−2ǫi−1 ⊗Cd+ǫi−ǫi−1 VPd+ǫi−ǫi−1〈−di−1 + 2〉).
Thus we need to compute Cd+ǫi−ǫi−1;d+2ǫi−2ǫi−1 ⊗Cd+ǫi−ǫi−1 C
d;d+ǫi−ǫi−1 as a Cd+2ǫi−2ǫi−1− module.
As above, Cd;d+ǫi−ǫi−1 is a free Cd+ǫi−ǫi−1− module of rank |Wd+ǫi−ǫi−1/Wd;d+ǫi−ǫi−1 | and a basis can
be chosen homogeneous in degrees twice the length of minimal coset representatives. There is a similar
description for Cd+ǫi−ǫi−1;d+2ǫi−2ǫi−1 as a Cd+2ǫi−2ǫi−1− module. Thus
Cd+ǫi−ǫi−1;d+2ǫi−2ǫi−1 ⊗Cd+ǫi−ǫi−1 C
d;d+ǫi−ǫi−1 ∼= ⊕
di+1
s=0 ⊕
di
r=0 C
d+2ǫi−2ǫi−1〈2r + 2s〉.
Therefore the grading of E˜iE˜i is encoded by
Cd+ǫi−ǫi−1;d+2ǫi−2ǫi−1 ⊗Cd+ǫi−ǫi−1 C
d;d+ǫi−ǫi−1 ∼= ⊕
di+1
s=0 ⊕
di
r=0 C
d+2ǫi−2ǫi−1〈2r + 2s− 2di−3 + 3〉.
The grading of E˜
(2)
i is encoded by
Cd;d+2ǫi−2ǫi−1 ∼= ⊕di+1≥r>s≥0C
d+2ǫi−2ǫi−1〈2r + 2s− 2− 2di−1 + 4〉.
By examining the highest and lowest degrees, E˜iE˜i ∼= E˜
(2)
i 〈1〉 ⊕ E˜
(2)
i 〈−1〉. 
Lemma 32. F˜iF˜i ∼= F˜
(2)
i 〈1〉 ⊕ F˜
(2)
i 〈−1〉.
Proof. First we consider the ungraded case and compute in the Grothendieck group.
[Fi][Fi][M(k − 1, . . . , k − 1, . . . i+ 1, . . . , i+ 1, i, . . . , i, i− 1, . . . , i− 1, . . . , 0, . . . , 0)] =
2[P (k − 1, . . . , k − 1, . . . , i+ 1, . . . , i+ 1, i− 1, i− 1, i . . . , i, i,︸ ︷︷ ︸
di
. . . , 0, . . . , 0)].
The indecomposable projective functor that takes the dominant Verma module to this projective object is
F
(2)
i . Thus there is an isomorphism of functors FiFi
∼= F
(2)
i ⊕ F
(2)
i . So there must be an isomorphism of
graded functors F˜iF˜i ∼= F˜
(2)
i 〈r〉 ⊕ F˜
(2)
i 〈s〉, for some integers r and s.
F˜
(2)
i is given by tensoring with the graded bimodule
HomCd−2ǫi+2ǫi−1 (Vd−2ǫi+2ǫi−1Pd−2ǫi+2ǫi−1 ,Res
d−2ǫi+2ǫi−1
d;d−2ǫi+2ǫi−1
Cd;d−2ǫi+2ǫi−1 ⊗Cd VdPd〈−2di + 4〉).
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As a Cd−2ǫi+2ǫi−1− module, Cd;d−2ǫi+2ǫi−1 is free of rank |Wd−2ǫi+2ǫi−1/Wd;d−2ǫi+2ǫi−1 |. A basis can be
chosen homogenous in the degrees twice the length of minimal coset representatives of
|Wd−2ǫi+2ǫi−1/Wd;d−2ǫi+2ǫi−1 | =
Sdk−1 × · · · × Sdi+1 × Sdi−2 × Sdi−1+2 × · · · × Sd0/Sdk−1 × · · · × Sdi−2 × S2 × Sdi−1 × · · · × Sd0 .
So now we want to consider minimal coset representatives in Sdi−1+2/(S2 × Sdi−1). Proposition A-2 in
[Str] tells us the the length of these coset representatives. It gives
Cd;d−2ǫi+2ǫi−1 ∼= ⊕di−1+1≥r>s≥0C
d−2ǫi+2ǫi−1〈2r + 2s− 2〉.
Now F˜iF˜i is given by tensoring with the bimodule
HomCd−ǫi+ǫi−1 (Vd−ǫi+ǫi−1Pd−ǫi+ǫi−1 , C
d;d−ǫi+ǫi−1 ⊗Cd VdPd〈−di + 1〉)⊗Cd−ǫi+ǫi−1
HomCd−2ǫi+2ǫi−1 (Vd−2ǫi+2ǫi−1Pd−2ǫi+2ǫi−1 , C
d−ǫi+ǫi−1;d−2ǫi+2ǫi−1 ⊗Cd−ǫi+ǫi−1 VPd−ǫi+ǫi−1〈−di + 2〉).
Thus we need to compute Cd−ǫi+ǫi−1;d−2ǫi+2ǫi−1 ⊗Cd−ǫi+ǫi−1 C
d;d−ǫi+ǫi−1 as a Cd−2ǫi+2ǫi−1− module.
As above, Cd;d−ǫi+ǫi−1 is a free Cd−ǫi+ǫi−1− module of rank |Wd−ǫi+ǫi−1/Wd;d−ǫi+ǫi−1 | and a basis can
be chosen homogeneous in degrees twice the length of minimal coset representatives. There is a similar
description for Cd−ǫi+ǫi−1;d−2ǫi+2ǫi−1 as a Cd−2ǫi+2ǫi−1− module.
Thus
Cd−ǫi+ǫi−1;d−2ǫi+2ǫi−1 ⊗Cd−ǫi+ǫi−1 C
d;d−ǫi+ǫi−1 ∼= ⊕
di−1
s=0 ⊕
di−1+1
r=0 C
d−2ǫi+2ǫi−1〈2r + 2s〉.
Therefore the grading of F˜iF˜i is encoded by
Cd−ǫi+ǫi−1;d−2ǫi+2ǫi−1 ⊗Cd−ǫi+ǫi−1 C
d;d−ǫi+ǫi−1 ∼= ⊕
di−1
s=0 ⊕
di−1+1
r=0 C
d+2ǫi−2ǫi−1〈2r + 2s− 2di + 3〉.
The grading of F˜
(2)
i is encoded by
Cd;d−2ǫi+2ǫi−1 ∼= ⊕di−1+1≥r>s≥0C
d−2ǫi+2ǫi−1〈2r + 2s− 2di + 2〉.
Thus F˜iF˜i ∼= F˜
(2)
i 〈1〉 ⊕ F˜
(2)
i 〈−1〉. 
Lemma 33. For some indecomposable projective functor G1, there are isomorphisms of graded functors:
(1) E˜iE˜i+1E˜i ∼= E˜
(2)
i E˜i+1 ⊕ E˜
(2)
i E˜i+1 ⊕ G˜1.
(2) E˜i+1E˜
(2)
i
∼= E˜
(2)
i E˜i+1 ⊕ G˜1.
(3) E˜iE˜i+1E˜i ∼= E˜
(2)
i E˜i+1 ⊕ E˜i+1E˜
(2)
i .
Proof. First we consider the ungraded case and compute in the Grothendieck group.
[Ei][Ei+1][Ei][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
2[P (k − 1, . . . , k − 1, . . . , i+ 1, . . . , i+ 1, i, . . . , i, i+ 1,︸ ︷︷ ︸
di
i − 1, . . . , i− 1, i, i,︸ ︷︷ ︸
di−1
0, . . . , 0)]+
[P (k − 1, . . . , k − 1, . . . , i, . . . , i, i− 1, . . . , i− 1, i, i+ 1,︸ ︷︷ ︸
di−1
. . . , 0, . . . , 0)].
We also have
[E
(2)
i ][Ei+1][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
[P (k − 1, . . . , k − 1, . . . , i, . . . , i, i+ 1,︸ ︷︷ ︸
di
i− 1, . . . , i− 1, i, i,︸ ︷︷ ︸
di−1
. . . , 0, . . . , 0)]
and
[Ei+1][E
(2)
i ][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
[P (k − 1, . . . , k − 1, . . . , i, . . . , i, i− 1, . . . , i− 1, i, i+ 1, . . . , 0, . . . , 0)]+
[P (k − 1, . . . , k − 1, . . . , i+ 1, . . . , i+ 1, i, . . . , i, i+ 1, i− 1, . . . , i− 1, i, i, . . . , 0, . . . , 0)].
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Therefore we get the desired isomorphism of functors if we ignore the grading. There is an isomorphism
E˜i+1E˜
(2)
i
∼= E˜
(2)
i E˜i+1〈a〉 ⊕ G˜1
for some graded lift of the indecomposable projective functor G1 and for some shift a.
The functor E˜i+1E˜
(2)
i is given by tensoring with the graded (Ad, Ad+ǫi+1+ǫi−2ǫi−1)− bimodule
HomCd+2ǫi−2ǫi−1 (VPd+2ǫi−2ǫi−1 , C
d;d+2ǫi−2ǫi−1 ⊗Cd VPd〈−2di−1 + 4〉)⊗Ad+2ǫi−2ǫi−1
HomCd+ǫi+1+ǫi−2ǫi−1 (VPd+ǫi+1+ǫi−2ǫi−1 , C
d+2ǫi−2ǫi−1;d+ǫi+1+ǫi−2ǫi−1 ⊗Cd+2ǫi−2ǫi−1 VPd+2ǫi−2ǫi−1〈−di − 1〉).
Therefore we must consider
X = Cd+2ǫi−2ǫi−1;d+ǫi+1+ǫi−2ǫi−1 ⊗Cd+2ǫi−2ǫi−1 C
d;d+2ǫi−2ǫi−1〈−2di−1 − di + 3〉
as a Cd+ǫi+1+ǫi−2ǫi−1− module.
As a Cd+2ǫi−2ǫi−1− module, Cd,d+2ǫi−2ǫi−1 is free of rank |Wd+2ǫi−2ǫi−1/Wd;d+2ǫi−2ǫi−1 | and a basis can
be chosen in degrees twice the length of minimal coset representatives. Therefore we would like to consider
minimal coset representatives in Sdi+2/Sdi × S2. Proposition A-2 of [Str] tells us the length of these coset
representatives. We get Cd;d+2ǫi−2ǫi−1 ∼= ⊕di+1≥r>s≥0C
d+2ǫi−2ǫi−1〈2r + 2s− 2〉.
Similarly, as a Cd+ǫi+1+ǫi−2ǫi−1− module, Cd+2ǫi−2ǫi−1;d+ǫi+1+ǫi−2ǫi−1 is free and a basis can be chosen
in degrees twice the length of minimal coset representatives of
Sdk × · · · × Sdi+1+1 × Sdi+1 × Sdi−1−2 × · · · × Sd0/Sdk × · · · × Sdi+1 × S1 × Sdi+1 × Sdi−1−2 × · · · × Sd0 .
Therefore,
X ∼= ⊕
di+1
t=0 ⊕di+1≥r>s≥0 C
d+ǫi+1+ǫi−2ǫi−1〈2r + 2s+ 2t− 2di−1 − di + 1〉.
Next, E˜
(2)
i E˜i+1 is given by tensoring with the graded (Ad, Ad+ǫi+1+ǫi−2ǫi−1)− bimodule
HomCd+ǫi+1−ǫi (VPd+ǫi+1−ǫi , C
d;d+ǫi+1−ǫi ⊗Cd VPd〈−di + 1〉)⊗Ad+ǫi+1−ǫi−1
HomCd+ǫi+1+ǫi−2ǫi−1 (VPd+ǫi+1+ǫi−2ǫi−1 , C
d+ǫi+1−ǫi;d+ǫi+1+ǫi−2ǫi−1 ⊗Cd+ǫi+1−ǫi VPd+ǫi+1−ǫi〈−2di−1 + 4〉).
Thus we must consider
Y = Cd+ǫi+1−ǫi;d+ǫi+1+ǫi−2ǫi−1 ⊗Cd+ǫi+1−ǫi C
d;d+ǫi+1−ǫi〈−2di−1 − di + 5〉
as a Cd+ǫi+1+ǫi−2ǫi−1− module. As a Cd+ǫi+1−ǫi− module, Cd;d+ǫi+1−ǫi is free and a basis can be chosen
in degrees twice the length of minimal coset representatives from
Sdk−1 × · · · × Sdi+1+1 × Sdi−1 × · · · × Sd0/Sdk−1 × · · · × Sdi+1 × S1 × Sdi−1 × · · · × Sd0 .
So now we want to consider minimal coset representatives in Sdi+1+1/Sdi+1 × S1. Proposition A-2 of [Str]
gives
Cd;d+ǫi+1−ǫi ∼= ⊕
di+1
t=0 C
d+ǫi+1−ǫi〈2t〉.
Similarly, as a Cd+ǫi+1+ǫi−2ǫi−1− module, Cd+ǫi+1−ǫi;d+ǫi+1+ǫi−2ǫi−1 is free and a basis can be chosen in
degrees twice the length of minimal coset representatives of
Sdk−1 × · · · × Sdi+1+1× Sdi+1×Sdi−1−2× · · · ×Sd0/Sdk−1 × · · · ×Sdi+1+1×Sdi−1× S2×Sdi−1−2× · · · × Sd0 .
Therefore,
Y ∼= ⊕
di+1
t=0 ⊕di≥r>s≥0 C
d+ǫi+1+ǫi−2ǫi−1〈2r + 2s+ 2t− 2di−1 − di + 3〉.
Finally, E˜iE˜i+1E˜i is given by tensoring with the graded (Ad, Ad+ǫi+1+ǫi−2ǫi−1)− bimodule
HomCd+ǫi−ǫi−1 (VPd+ǫi−ǫi−1 , C
d;d+ǫi−ǫi−1 ⊗Cd VPd〈−di−1 + 1〉)⊗Ad+ǫi−ǫi−1
HomCd+ǫi+1−ǫi−1 (VPd+ǫi+1−ǫi−1 , C
d;d+ǫi−ǫi−1 ⊗Cd+ǫi−ǫi−1 VPd+ǫi−ǫi−1〈−di〉)⊗Ad+ǫi+1−ǫi−1
HomCd+ǫi+1+ǫi−2ǫi−1 (VPd+ǫi+1+ǫi−2ǫi−1 , C
d+ǫi+1−ǫi−1;d+ǫi+1−ǫi−2ǫi−1 ⊗Cd+ǫi+1−ǫi−1 VPd+ǫi+1−ǫi−1〈−di−1 + 2〉).
Thus we must consider
W =Cd+ǫi+1−ǫi−1;d+ǫi+1−ǫi−2ǫi−1 ⊗Cd+ǫi+1−ǫi−1 C
d+ǫi−ǫi−1;d+ǫi+1−ǫi−1⊗Cd+ǫi−ǫi−1
Cd+ǫi−ǫi−1;d+ǫi−ǫi−1〈−2di−1 − di + 3〉.
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As in all the other computations,
W ∼= ⊕
di+1
t=0 ⊕
di
r=0 ⊕
di
s=0C
d+ǫi+1+ǫi−2ǫi−1〈2r + 2s+ 2t− 2di−1 − di + 3〉.
The grading for E˜iE˜i+1E˜i is given by the summation
di+1∑
t=0
di∑
r=0
di∑
s=0
q2r+2s+2t−2di−1−di+3 =
2
di+1∑
t=0
∑
di≥r>s≥0
q2r+2s+2t−2di−1−di+3 +
di+1∑
t=0
di∑
r=0
q4r+2t−2di−1−di+3.
The grading for E˜i+1E˜
(2)
i is given by
di+1∑
t=0
∑
di+1≥r>s≥0
q2(r−1)+2s+2t−2di−1−di+3.
Letting u = r − 1, we get
di+1∑
t=0
∑
di≥u≥s≥0
q2u+2s+2t−2di−1−di+3 =
di+1∑
t=0
∑
di≥u>s≥0
q2u+2s+2t−2di−1−di+3 +
di+1∑
t=0
di∑
u=0
q4u+2t−2di−1−di+3.
The grading for E˜
(2)
i E˜i+1 is given by
di+1∑
t=0
∑
di≥u>s≥0
q2u+2s+2t−2di−1−di+3.
Therefore we get the desired isomorphisms of graded functors. 
Lemma 34. For some indecomposable projective functor G2, there are isomorphisms of graded functors:
(1) E˜iE˜i−1E˜i ∼= E˜i−1E˜
(2)
i ⊕ E˜i−1E˜
(2)
i ⊕ G˜2.
(2) E˜
(2)
i E˜i−1
∼= E˜i−1E˜
(2)
i ⊕ G˜2.
(3) E˜iE˜i−1E˜i ∼= E˜
(2)
i E˜i−1 ⊕ E˜i−1E˜
(2)
i .
Proof. First we consider the ungraded case and compute in the Grothendieck group.
[Ei][Ei−1][Ei][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
2[P (k − 1, . . . , k − 1, . . . , i, . . . , i, i− 1, . . . , i− 1, i, i,︸ ︷︷ ︸
di−1
i− 2, . . . , i− 2, i− 1,︸ ︷︷ ︸
di−2
0, . . . , 0)]+
[P (k − 1, . . . , k − 1, . . . , i, . . . , i, i− 1, . . . , i− 1, i, i,︸ ︷︷ ︸
di−1
i − 2, . . . , i− 2, i,︸ ︷︷ ︸
di−2
. . . , 0, . . . , 0)].
We also have
[Ei−1][E
(2)
i ][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
[P (k − 1, . . . , k − 1, . . . , i− 1, . . . , i− 1, i,︸ ︷︷ ︸
di−1
i− 2, . . . , i− 2, i,︸ ︷︷ ︸
di−2
. . . , 0, . . . , 0)]
45
and
[E
(2)
i ][Ei−1][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
[P (k − 1, . . . , k − 1, i− 1, . . . , i− 1, i, i,︸ ︷︷ ︸
di−1
i− 2, . . . , i− 2, i− 1,︸ ︷︷ ︸
di−2
. . . , 0, . . . , 0)]+
[P (k − 1, . . . , k − 1, i− 1, . . . , i− 1, i,︸ ︷︷ ︸
di−1
i− 2, . . . , i− 2, i,︸ ︷︷ ︸
di−2
. . . , 0, . . . , 0)].
Therefore we get the desired isomorphism of functors if we ignore the grading. The functor E˜
(2)
i E˜i−1 is
given by tensoring with the graded (Ad, Ad−ǫi−2−ǫi−1+2ǫi)− bimodule
HomCd+ǫi−1−2ǫi−2 (VPd+ǫi−1−ǫi−2 , C
d;d+ǫi−1−ǫi−2 ⊗Cd VPd〈−di−2 + 1〉)⊗Ad+ǫi−1−ǫi−2
HomCd+2ǫi−ǫi−1−ǫi−2 (VPd+2ǫi−ǫi−1−ǫi−2 , C
d+ǫi−1−ǫi−2;d+2ǫi−ǫi−1−ǫi−2 ⊗Cd+ǫi−1−ǫi−2 VPd+ǫi−1−ǫi−2〈−2di−1 + 2〉).
Therefore we must consider
X = Cd+ǫi−1−ǫi−2;d+2ǫi−ǫi−1−ǫi−2 ⊗Cd+ǫi−1−ǫi−2 C
d;d+ǫi−1−ǫi−2〈−2di−1 − di−2 + 3〉
as a Cd+2ǫi−ǫi−1−ǫi−2− module.
As a Cd+ǫi−1−ǫi−2− module, Cd;d+ǫi−1−ǫi−2 is free of rank |Wd+ǫi−1−ǫi−2/Wd;d+ǫi−1−ǫi−2 | and a basis can
be chosen in degrees twice the length of minimal coset representatives. Therefore we would like to consider
minimal coset representatives in Sdi−1+1/Sdi−1×S1. Proposition A-2 of [Str] tells us the length of these coset
representatives. We get Cd;d+ǫi−1−ǫi−2 ∼= ⊕
di−1
t=0 C
d+ǫi−1−ǫi−2〈2t〉.
Similarly, as a Cd+2ǫi−ǫi−1−ǫi−2− module, Cd+ǫi−1−ǫi−2;d+2ǫi−ǫi−1−ǫi−2 is free and a basis can be chosen
in degrees twice the length of minimal coset representatives of
Sdk−1 × · · · × Sdi+2 × Sdi−1−1 × Sdi−2−1 × · · · × Sd0/Sdk−1 × · · · × Sdi × S2 × Sdi−1−1 × Sdi−2−1 × · · · × Sd0 .
Therefore,
X ∼= ⊕
di−1
t=0 ⊕di+1≥r>s≥0 C
d+2ǫi−ǫi−1−ǫi−2〈2r + 2s+ 2t− 2di−1 − di−2 + 1〉.
Next, E˜i−1E˜
(2)
i is given by tensoring with the graded (Ad, Ad+2ǫi−ǫi−1−ǫi−2)− bimodule
HomCd+2ǫi−2ǫi−1 (VPd+2ǫi−2ǫi−1 , C
d;d+2ǫi−2ǫi−1 ⊗Cd VPd〈−2di−1 + 4〉)⊗Ad+2ǫi−2ǫi−1
HomCd+2ǫi−ǫi−1−ǫi−2 (VPd+2ǫi−ǫi−1−ǫi−2 , C
d+2ǫi−2ǫi−1;d+2ǫi−ǫi−1−ǫi−2 ⊗Cd+2ǫi−2ǫi−1 VPd+2ǫi−2ǫi−1〈−di−2 + 1〉).
Thus we must consider
Y = Cd+2ǫi−2ǫi−1;d+2ǫi−ǫi−1−ǫi−2 ⊗Cd+2ǫi−2ǫi−1 C
d;d+2ǫi−2ǫi−1〈−2di−1 − di−2 + 5〉.
As a Cd+2ǫi−2ǫi−1− module, Cd;d+2ǫi−2ǫi−1 is free and a basis can be chosen in degrees twice the length of
minimal coset representatives from
Sdk−1 × · · · × Sdi+2 × Sdi−1−2 × · · · × Sd0/Sdk−1 × · · · × Sdi × S2 × Sdi−1−2 × · · · × Sd0 .
So now we want to consider minimal coset representatives in Sdi+2/Sdi × S2. Proposition A-2 of [Str] gives
Cd;d+2ǫi−2ǫi−1 ∼= ⊕di+1≥r>s≥0C
d+2ǫi−2ǫi−1〈2r + 2s− 2〉.
Similarly, as a Cd+2ǫi−ǫi−1−ǫi−2− module, Cd+2ǫi−2ǫi−1;d+2ǫi−ǫi−1−ǫi−2 is free and a basis can be chosen in
degrees twice the length of minimal coset representatives of
Sdk−1 × · · · ×Sdi+2×Sdi−1−1×Sdi−2−1× · · · × Sd0/Sdk−1 × · · · ×Sdi+2×Sdi−1−2×S1×Sdi−2−1× · · · ×Sd0 .
Therefore,
Y ∼= ⊕
di−1−2
t=0 ⊕di+1≥r>s≥0 C
d+2ǫi−ǫi−1−ǫi−2〈2r + 2s+ 2t− 2di−1 − di−2 + 3〉.
Finally, E˜iE˜i−1E˜i is given by tensoring with the graded (Ad, Ad+2ǫi−ǫi−1−ǫi−2)− bimodule
HomCd+ǫi−ǫi−1 (VPd+ǫi−ǫi−1 , C
d;d+ǫi−ǫi−1 ⊗Cd VPd〈−di−1 + 1〉)⊗Ad+ǫi−ǫi−1
HomCd+ǫi−ǫi−2 (VPd+ǫi−ǫi−2 , C
d+ǫi−ǫi−1;d+ǫi−ǫi−2 ⊗Cd+ǫi−ǫi−1 VPd+ǫi−ǫi−1〈−di−2 + 1〉)⊗Ad+ǫi−ǫi−2
HomCd+2ǫi−ǫi−1−ǫi−2 (VPd+2ǫi+ǫi−1−ǫi−2 , C
d+ǫi−ǫi−2;d+2ǫi−ǫi−1−2ǫi−2 ⊗Cd+ǫi−ǫi−2 VPd+ǫi−ǫi−2〈−di−1 + 1〉).
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Thus we must consider
W = Cd+ǫi−ǫi−2;d+2ǫi−ǫi−1−ǫi−2⊗Cd+ǫi−ǫi−2C
d+ǫi−ǫi−1;d+ǫi−ǫi−2⊗Cd+ǫi−ǫi−1C
d;d+ǫi−ǫi−1〈−2di−1−di−2+3〉.
As in all the other computations,
W ∼= ⊕
di−1−1
t=0 ⊕
di
r=0 ⊕
di+1
s=0 C
d+2ǫi−ǫi−1−ǫi−2〈2r + 2s+ 2t− 2di−1 − di−1 + 3〉.
The grading for E˜
(2)
i E˜i−1 ⊕ E˜i−1E˜
(2)
i is given by
di−1∑
t=0
∑
di+1≥r>s≥0
q2r+2s+2t−2di−1−di−2+1 +
di−1−2∑
t=0
∑
di+1≥r>s≥0
q2r+2s+2t−2di−1−di−2+3 =
di−1−1∑
t=0
∑
di+1≥r>s≥0
q2r+2s+2t−2di−1−di−2+1 +
di−1−1∑
t=0
∑
di+1≥r>s≥0
q2r+2s+2t−2di−1−di−2+3 =
(1 + q−2)
di−1−1∑
t=0
∑
di+1≥r>s≥0
q2r+2s+2t−2di−1−di−2+3 =
di−1−1∑
t=0
di+1∑
r=0
di∑
s=0
q2r+2s+2t−2di−1−di−2+3.
This is the grading for E˜iE˜i−1E˜i so we have the desired isomorphism of graded functors. 
Lemma 35. For some indecomposable projective functor G3, there are isomorphisms of graded functors:
(1) F˜iF˜i+1F˜i ∼= F˜i+1F˜
(2)
i ⊕ F˜i+1F˜
(2)
i ⊕ G˜3.
(2) F˜
(2)
i F˜i+1
∼= F˜i+1F˜
(2)
i ⊕ G˜3.
(3) F˜iF˜i+1F˜i ∼= F˜
(2)
i F˜i+1 ⊕ F˜i+1F˜
(2)
i .
Proof. First we consider the ungraded case and compute in the Grothendieck group.
[Fi][Fi+1][Fi][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
2[P (k − 1, . . . , k − 1, . . . , i, i+ 1, i+ 1, . . . , i+ 1,︸ ︷︷ ︸
di+1
i− 1, i− 1, i, . . . , i− 1,︸ ︷︷ ︸
di
0, . . . , 0)]+
[P (k − 1, . . . , k − 1, . . . , i− 1, i+ 1, i+ 1, . . . , i+ 1,︸ ︷︷ ︸
di
. . . , 0, . . . , 0)].
We also have
[Fi+1][F
(2)
i ][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
[P (k − 1, . . . , k − 1, . . . , i, i+ 1, i+ 1, . . . , i+ 1,︸ ︷︷ ︸
di+1
i− 1, i− 1, i, . . . , i,︸ ︷︷ ︸
di
. . . , 0, . . . , 0)]
and
[F
(2)
i ][Fi+1][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
[P (k − 1, . . . , k − 1, . . . , i− 1, i+ 1, i+ 1, . . . , i+ 1,︸ ︷︷ ︸
di+1
i− 1, i, . . . , i︸ ︷︷ ︸
di
, . . . , 0, . . . , 0)]+
[P (k − 1, . . . , k − 1, . . . , i, i+ 1, i+ 1, . . . , i+ 1,︸ ︷︷ ︸
di
i− 1, i− 1, i, . . . , i,︸ ︷︷ ︸
di
. . . , 0, . . . , 0)].
Therefore we get the desired isomorphism of functors if we ignore the grading.
The functor F˜
(2)
i F˜i+1 is given by tensoring with the graded (Ad, Ad+2ǫi−1−ǫi−ǫi+1)− bimodule
HomCd+ǫi−2ǫi+1 (VPd+ǫi−ǫi+1 , C
d;d+ǫi−ǫi+1 ⊗Cd VPd〈−di+1 + 1〉)⊗Ad+ǫi−ǫi+1
HomCd+2ǫi−1−ǫi−ǫi+1 (VPd+2ǫi−1−ǫi−ǫi+1 , C
d+ǫi−ǫi+1;d+2ǫi−1−ǫi−ǫi+1 ⊗Cd+ǫi−ǫi+1 VPd+ǫi−ǫi+1〈−2di + 2〉).
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Therefore we must consider
X = Cd+ǫi−ǫi+1;d+2ǫi−1−ǫi−ǫi+1 ⊗Cd+ǫi−ǫi+1 C
d;d+ǫi−ǫi+1〈−2di − di+1 + 3〉
as a Cd+2ǫi−1−ǫi−ǫi+1− module.
As a Cd+ǫi−ǫi+1−module, Cd;d+ǫi−ǫi+1 is free and a basis can be chosen in degrees twice the length of min-
imal coset representatives. Therefore we would like to consider minimal coset representatives in Sdi+1/S1×
Sdi . Proposition A-2 of [Str] tells us the length of these coset representatives. We get C
d;d+ǫi−ǫi+1 ∼=
⊕dit=0C
d+ǫi−ǫi+1〈2t〉.
Similarly, as a Cd+2ǫi−1−ǫi−ǫi+1− module, Cd+ǫi−ǫi+1;d+2ǫi−1−ǫi−ǫi+1 is free and a basis can be chosen in
degrees twice the length of minimal coset representatives of
Sdk−1 × · · · × Sdi+1−1 × Sdi−1 × Sdi−1+2 × · · · × Sd0/Sdk−1 × · · · × Sdi+1−1 × Sdi−1 × S2 × Sdi−1 × · · · × Sd0 .
Therefore,
X ∼= ⊕dit=0 ⊕di−1+1≥r>s≥0 C
d+2ǫi−1−ǫi−ǫi+1〈2r + 2s+ 2t− 2di − di+1 + 3〉.
Next, F˜i+1F˜
(2)
i is given by tensoring with the graded (Ad, Ad+2ǫi−1−ǫi−ǫi+1)− bimodule
HomCd−2ǫi+2ǫi−1 (VPd−2ǫi+2ǫi−1 , C
d;d−2ǫi+2ǫi−1 ⊗Cd VPd〈−2di + 4〉)⊗Ad−2ǫi+2ǫi−1
HomCd+2ǫi−1−ǫi−ǫi+1 (VPd+2ǫi−1−ǫi−ǫi+1 , C
d−2ǫi+2ǫi−1;d+2ǫi−2−ǫi−ǫi+1 ⊗Cd−2ǫi+2ǫi−1 VPd−2ǫi+2ǫi−1〈−di+1 + 1〉).
Thus we must consider
Y = Cd−2ǫi+2ǫi−1;d+2ǫi−2−ǫi−1−ǫi+1 ⊗Cd−2ǫi+2ǫi−1 C
d;d−2ǫi+2ǫi−1〈−2di − di+1 + 5〉.
As a Cd−2ǫi+2ǫi−1− module, Cd;d−2ǫi+2ǫi−1 is free and a basis can be chosen in degrees twice the length of
minimal coset representatives of
Sdk−1 × · · · × Sdi−2 × Sdi−1+2 × · · · × Sd0/Sdk−1 × · · · × Sdi−2 × S2 × Sdi−1 × · · · × Sd0 .
So now we want to consider minimal coset representatives in Sdi−1+2/S2 × Sdi−1 . Proposition A-2 of [Str]
gives
Cd;d−2ǫi+2ǫi−1 ∼= ⊕di−1+1≥r>s≥0C
d−2ǫi+2ǫi−1〈2r + 2s− 2〉.
Similarly, as a Cd+2ǫi−1−ǫi−ǫi+1− module, Cd−2ǫi+2ǫi−1;d+2ǫi−1−ǫi−ǫi+1 is free and a basis can be chosen in
degrees twice the length of minimal coset representatives of
Sdk−1 × · · · × Sdi+1−1× Sdi−1× Sdi−1+2× · · · ×Sd0/Sdk−1 × · · · × Sdi+1−1× S1×Sdi−2×Sdi−1+2× · · · × Sd0 .
Therefore,
Y ∼= ⊕di−2t=0 ⊕di−1+1≥r>s≥0 C
d+2ǫi−1−ǫi−ǫi+1〈2r + 2s+ 2t− 2di − di+1 + 3〉.
Finally, F˜iF˜i+1F˜i is given by tensoring with the graded (Ad, Ad+2ǫi−1−ǫi−ǫi+1)− bimodule
HomCd−ǫi+ǫi−1 (VPd−ǫi+ǫi−1 , C
d;d−ǫi+ǫi−1 ⊗Cd VPd〈−di + 1〉)⊗Ad−ǫi+ǫi−1
HomCd−ǫi+1+ǫi−1 (VPd−ǫi+1+ǫi−1 , C
d−ǫi+ǫi−1;d−ǫi+1+ǫi−1 ⊗Cd−ǫi+ǫi−1 VPd−ǫi+ǫi−1〈−di+1 + 1〉)⊗Ad−ǫi+1+ǫi−1
HomCd+2ǫi−1−ǫi−ǫi+1 (VPd+2ǫi−1−ǫi−ǫi+1 , C
d−ǫi+1+ǫi−1;d+2ǫi−1−ǫi−ǫi+1 ⊗Cd−ǫi+1+ǫi−1 VPd−ǫi+1+ǫi−1〈−di + 1〉).
Thus we must consider
W = Cd−ǫi+1+ǫi−1;d+2ǫi−1−ǫi−ǫi+1⊗Cd−ǫi+1+ǫi−1C
d−ǫi+ǫi−1;d−ǫi+1+ǫi−1⊗Cd−ǫi+ǫi−1C
d;d−ǫi+ǫi−1〈−2di−di+1+3〉.
As in all the other computations,
W ∼= ⊕
di−1+1
t=0 ⊕
di−1
r=0 ⊕
di−1
s=0 C
d+ǫi−2+ǫi−1−2ǫi〈2r + 2s+ 2t− 2di − di+1 + 3〉.
The grading for F˜
(2)
i F˜i+1 ⊕ F˜i+1F˜
(2)
i is given by the summation
di∑
t=0
∑
di−1+1≥r>s≥0
q2r+2s+2t−2di−di+1+1 +
di−2∑
t=0
∑
di−1+1≥r>s≥0
q2r+2s+2t−2di−di+1+3 =
di−1∑
t=0
∑
di−1+1≥r>s≥0
q2r+2s+2t−2di−di+1+1 +
di−1∑
t=0
∑
di−1+1≥r>s≥0
q2r+2s+2t−2di−di+1+3 =
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(q−2 + 1)
di−1∑
t=0
∑
di−1+1≥r>s≥0
q2r+2s+2t−2di−di+1+3.
This is the grading for F˜iF˜i+1F˜i so we have the desired isomorphism of graded functors. 
Lemma 36. For some indecomposable projective functor G4, there are isomorphisms of graded functors:
(1) F˜iF˜i−1F˜i ∼= F˜
(2)
i F˜i−1 ⊕ F˜
(2)
i F˜i−1 ⊕ G˜4.
(2) F˜i−1F˜
(2)
i
∼= F˜
(2)
i F˜i−1 ⊕ G˜4.
(3) F˜iF˜i−1F˜i ∼= F˜
(2)
i F˜i−1 ⊕ F˜i−1F˜
(2)
i .
Proof. First we consider the ungraded case and compute in the Grothendieck group.
[Fi][Fi−1][Fi][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
2[P (k − 1, . . . , k − 1, . . . , i− 1, i− 1, i, . . . , i,︸ ︷︷ ︸
di
i− 2, i− 1, . . . , i− 1,︸ ︷︷ ︸
di−1
0, . . . , 0)]+
[P (k − 1, . . . , k − 1, . . . , i− 2, i− 1, i, . . . , i,︸ ︷︷ ︸
di−1
. . . , 0, . . . , 0)].
We also have
[F
(2)
i ][Fi−1][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
[P (k − 1, . . . , k − 1, . . . , i− 2, i− 1, i, . . . , i,︸ ︷︷ ︸
di
i− 2, i− 1, . . . , i− 1,︸ ︷︷ ︸
di−1
. . . , 0, . . . , 0)]
and
[Fi−1][F
(2)
i ][M(k − 1, . . . , k − 1, . . . , 0, . . . , 0)] =
[P (k − 1, . . . , k − 1, . . . , i− 1, i− 1, i, . . . , i,︸ ︷︷ ︸
di
i− 2, i− 1, . . . , i− 1︸ ︷︷ ︸
di−1
, . . . , 0, . . . , 0)]+
[P (k − 1, . . . , k − 1, . . . , i− 2, i− 1, i, . . . , i,︸ ︷︷ ︸
di
i− 1, . . . , i− 1,︸ ︷︷ ︸
di−1
. . . , 0, . . . , 0)].
Therefore we get the desired isomorphism of functors if we ignore the grading.
The functor F˜i−1F˜
(2)
i is given by tensoring with the graded (Ad, Ad+ǫi−2+ǫi−1−2ǫi)− bimodule
HomCd−2ǫi+2ǫi−1 (VPd−2ǫi+2ǫi−1 , C
d;d−2ǫi+2ǫi−1 ⊗Cd VPd〈−2di + 4〉)⊗Ad−2ǫi+2ǫi−1
HomCd+ǫi−2+ǫi−1−2ǫi (VPd+ǫi−2+ǫi−1−2ǫi , C
d+2ǫi−1−2ǫi;d+ǫi−2+ǫi−1−2ǫi ⊗Cd−2ǫi+2ǫi−1 VPd−2ǫi+2ǫi−1〈−di−1 − 1〉).
Therefore we must consider
X = Cd+2ǫi−1−2ǫi;d+ǫi−2+ǫi−1−2ǫi ⊗Cd−2ǫi+2ǫi−1 C
d;d−2ǫi+2ǫi−1〈−2di − di−1 + 3〉
as a Cd+ǫi−2+ǫi−1−2ǫi− module.
As a Cd−2ǫi+2ǫi−1− module, Cd,d−2ǫi+2ǫi−1 is free of rank |Wd−2ǫi+2ǫi−1/Wd,d−2ǫi+2ǫi−1 | and a basis can
be chosen in degrees twice the length of minimal coset representatives. Therefore we would like to consider
minimal coset representatives in Sdi−1+2/S2×Sdi−1 . Proposition A-2 of [Str] tells us the length of these coset
representatives. We get Cd,d−2ǫi+2ǫi−1 ∼= ⊕di−1+1≥r>s≥0C
d−2ǫi+2ǫi−1〈2r + 2s− 2〉.
Similarly, as a Cd+ǫi−2+ǫi−1−2ǫi− module, Cd−2ǫi+2ǫi−1,d+ǫi−2+ǫi−1−2ǫi is free and a basis can be chosen
in degrees twice the length of minimal coset representatives of
Sdk × · · ·Sdi−2 × Sdi−1+1 × Sdi−2+1 × · · · × Sd0/Sdk × · · · × Sdi−2 × Sdi−1+1S1 × Sdi−2 × · · · × Sd0 .
Therefore,
X ∼= ⊕
di−2
t=0 ⊕di−1+1≥r>s≥0 C
d+ǫi−2+ǫi−1−2ǫi〈2r + 2s+ 2t− 2di − di−1 + 1〉.
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Next, F˜
(2)
i F˜i−1 is given by tensoring with the graded (Ad, Ad+ǫi−2+ǫi−1−2ǫi)− bimodule
HomCd−ǫi−1+ǫi−2 (VPd−ǫi−1+ǫi−2 , C
d;d−ǫi−1+ǫi−2 ⊗Cd VPd〈−di−1 + 1〉)⊗Ad−ǫi−1+ǫi−2
HomCd+ǫi−2+ǫi−1−2ǫi (VPd+ǫi−2+ǫi−1−2ǫi , C
d+ǫi−2−ǫi−1;d+ǫi−2+ǫi−1−2ǫi ⊗Cd+ǫi−2−ǫi−1 VPd−ǫi−2−ǫi−1〈−2di + 4〉).
Thus we must consider
Y = Cd+ǫi−2−ǫi−1;d+ǫi−2+ǫi−1+2ǫi ⊗Cd+ǫi−2−ǫi−1 C
d;d+ǫi−2−ǫi−1〈−2di − di−1 + 5〉
as a Cd+ǫi−2+ǫi−1−2ǫi− module. As a Cd+ǫi−2−ǫi−1− module, Cd;d+ǫi−2−ǫi−1 is free and a basis can be
chosen in degrees twice the length of minimal coset representatives of
Sdk−1 × · · · × Sdi−1−1 × Sdi−2+1 × · · · × Sd0/Sdk−1 × · · · × Sdi−1−1 × S1 × Sdi−2 × · · · × Sd0 .
So now we want to consider minimal coset representatives in Sdi−2+1/S1 × Sdi−2 . Proposition A-2 of [Str]
gives
Cd,d+ǫi−2−ǫi−1 ∼= ⊕
di−2
t=0 C
d+ǫi−2−ǫi−1〈2t〉.
Similarly, as a Cd+ǫi−2+ǫi−1−2ǫi− module, Cd+ǫi−2−ǫi−1;d+ǫi−2+ǫi−1−2ǫi is free and a basis can be chosen in
degrees twice the length of minimal coset representatives of
Sdk−1 × · · · ×Sdi−2×Sdi−1+1×Sdi−2+1× · · · ×Sd0/Sdk−1 × · · · × Sdi−2× S2× Sdi−1−1×Sdi−2+1× · · · ×Sd0 .
Therefore,
Y ∼= ⊕
di−2
t=0 ⊕di−1≥r>s≥0 C
d+ǫi−2+ǫi−1−2ǫi〈2r + 2s+ 2t− 2di − di−1 + 3〉.
Finally, F˜iF˜i−1F˜i is given by tensoring with the graded (Ad, Ad+ǫi−2+ǫi−1−2ǫi)− bimodule
HomCd−ǫi+ǫi−1 (VPd−ǫi+ǫi−1 , C
d;d−ǫi+ǫi−1 ⊗Cd VPd〈−di + 1〉)⊗Ad−ǫi+ǫi−1
HomCd+ǫi−2−ǫi (VPd+ǫi−2−ǫi , C
d−ǫi+ǫi−1;d−ǫi+ǫi−2 ⊗Cd−ǫi+ǫi−1 VPd−ǫi+ǫi−1〈−di−1〉)⊗Ad+ǫi−2−ǫi
HomCd+ǫi−2+ǫi−1−2ǫi (VPd+ǫi−2+ǫi−1−2ǫi , C
d+ǫi−2−ǫi;d+ǫi−2+ǫi−1−2ǫi ⊗Cd+ǫi−2−ǫi VPd+ǫi−2−ǫi〈−di + 2〉).
Thus we must consider
W = Cd+ǫi−2−ǫi;d+ǫi−2+ǫi−1−2ǫi ⊗Cd+ǫi−2−ǫi C
d+ǫi−1−ǫi;d+ǫi−2−ǫi ⊗Cd+ǫi−1−ǫi C
d;d+ǫi−1−ǫi〈−2di− di−1+3〉.
As in all the other computations,
W ∼= ⊕
di−2
t=0 ⊕
di−1
r=0 ⊕
di−1
s=0 C
d+ǫi−2+ǫi−1−2ǫi〈2r + 2s+ 2t− 2di − di−1 + 3〉.
The grading for F˜iF˜i−1F˜i is given by
di−2∑
t=0
di−1∑
r=0
di−1∑
s=0
q2r+2s+2t−2di−di−1+3 =
2
di−2∑
t=0
∑
di−1≥r>s≥0
q2r+2s+2t−2di−di−1+3 +
di−2∑
t=0
di−1∑
r=0
q4r+2t−2di−di−1+3.
The grading for F˜i−1F˜
(2)
i is given by
di−2∑
t=0
∑
di−1+1≥r>s≥0
q2(r−1)+2s+2t−2di−di−1+3.
Letting u = r − 1, this is equal to
di−2∑
t=0
∑
di−1≥u≥s≥0
q2u+2s+2t−2di−di−1+3 =
di−2∑
t=0
∑
di−1≥u>s≥0
q2u+2s+2t−2di−di−1+3 +
di−2∑
t=0
di−1∑
u=0
q4u+2t−2di−di−1+3.
Since the grading for F˜
(2)
i is given by
∑di−2
t=0
∑
di−1≥r>s≥0
q2r+2s+2t−2di−di−1+3, we get the desired iso-
morphism of graded functors. 
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Now we may state a categorification of the quantum Serre relations.
Theorem 5. There are isomorphisms of graded projective functors:
(1) H˜iH˜
−1
i
∼= Id ∼= H˜−1i H˜i.
(2) H˜iH˜j ∼= H˜jH˜i.
(3) If |i− j| > 1, H˜iE˜j ∼= E˜jH˜i.
(4) H˜iE˜i ∼= E˜iH˜i〈2〉.
(5) If |i− j| = 1, H˜iE˜j ∼= E˜jH˜i〈−1〉.
(6) If |i− j| > 1, H˜iF˜j ∼= F˜jH˜i.
(7) H˜iF˜i ∼= F˜iH˜i〈−2〉.
(8) If |i− j| = 1, H˜iF˜j ∼= F˜jH˜i〈1〉.
(9) If i 6= j, E˜iF˜j ∼= F˜j E˜i.
(10) If |i− j| > 1, E˜iE˜j ∼= E˜j E˜i.
(11) If |i− j| > 1, F˜iF˜j ∼= F˜jF˜i.
(12) E˜iE˜iE˜i+1 ⊕ E˜i+1E˜iE˜i ∼= E˜iE˜i+1E˜i〈1〉 ⊕ E˜iE˜i+1E˜i〈−1〉.
(13) E˜iE˜iE˜i−1 ⊕ E˜i−1E˜iE˜i ∼= E˜iE˜i−1E˜i〈1〉 ⊕ E˜iE˜i−1E˜i〈−1〉.
(14) F˜iF˜iF˜i+1 ⊕ F˜i+1F˜iF˜i ∼= F˜iF˜i+1F˜i〈1〉 ⊕ F˜iF˜i+1F˜i〈−1〉.
(15) F˜iF˜iF˜i−1 ⊕ F˜i−1F˜iF˜i ∼= F˜iF˜i−1F˜i〈1〉 ⊕ F˜iF˜i−1F˜i〈−1〉.
(16) If di−1 > di then
F˜iE˜i ∼= E˜iF˜i ⊕
di−1−di−1
r=0 Id〈di−1 − di − 1− 2r〉.
If di > di−1 then
E˜iF˜i ∼= F˜iE˜i ⊕
di−di−1−1
r=0 Id〈di − di−1 − 1− 2r〉.
If di = di−1, then F˜iE˜i ∼= E˜iF˜i.
Proof. (1) This is obvious.
(2) This is obvious.
(3) If |i− j| > 1, then the value of |di − di−1| remains unchanged after applying E˜j.
(4) After applying E˜i, di increases by 1 and di−1 decreases by 1 so there is a shift of 2.
(5) If j = i+1, then di decreases by 1 and di−1 remains unchanged. If j = i− 1, then di−1 increases by
1 and di remains unchanged so there is a shift of -1.
(6) This is the same as the proof of 3.
(7) After applying F˜i, di decreases by 1 and di−1 increases by 1 so there is a shift of -2.
(8) If j = i+1, then di increases by 1 and di−1 remains unchanged. If j = i− 1, then di−1 decreases by
1 and di remains unchanged.
(9) We would like to prove that EiFj and FjEi are indecomposable projective functors if i 6= j. We show
this by computing [EiFj ] and [FjEi] on [M(k− 1, . . . , k− 1, . . . , 0, . . . , 0)]. If i− j > 1, both are equal
to
[P (k − 1, . . . , k − 1, . . . , i, . . . , i, i− 1, . . . , i− 1, i,︸ ︷︷ ︸
di−1
. . . , j − 1, j, j, . . . , j,︸ ︷︷ ︸
dj
, . . . , 0, . . . , 0)].
The case of i− j < 1 is similar. If i− j = 1, then both are equal to
[P (k − 1, . . . , k − 1, . . . , i, . . . , i, i− 2, i− 1, i− 1, . . . , i− 1, i,︸ ︷︷ ︸
di−1
, i− 2, . . . , i− 2, . . . , 0, . . . , 0)].
The case of i− j = −1 is similar. Thus EiFj and FjEi are indecomposable projective functors that
are equal on the Grothendieck group so they are isomorphic. Since their lowest and highest gradings
obviously coincide, their graded lifts are also isomorphic to each other with no shift.
(10) Again, we first compute the ungraded functors on the dominant generalized Verma module in the
Grothendieck group to get
[P (k − 1, . . . , k − 1, . . . , j − 1, . . . , j − 1, j︸ ︷︷ ︸
dj−1
, . . . , i− 1, i− 1, . . . , i− 1, i,︸ ︷︷ ︸
di−1
. . . , 0, . . . , 0)].
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Thus EiEj and EjEi are indecomposable isomorphic projective functors. Since their lowest and highest
gradings coincide, their graded lifts are isomorphic with no shift.
(11) The proof of this is the same as the previous one. Applying these functors to the dominant generalized
Verma module in the Grothendieck group gives
[P (k − 1, . . . , k − 1, . . . , j − 1, j, . . . , j︸ ︷︷ ︸
dj
, . . . , i− 1, i, . . . , i︸ ︷︷ ︸
di
, . . . , 0, . . . , 0)].
The rest of the proof is the same.
(12) Lemma 31 implies both
E˜i+1E˜iE˜i ∼= E˜i+1E˜
(2)
i 〈1〉 ⊕ E˜i+1E˜
(2)
i 〈−1〉
E˜iE˜iE˜i+1 ∼= E˜
(2)
i 〈1〉E˜i+1 ⊕ E˜
(2)
i 〈−1〉E˜i+1.
Then lemma 33 gives
E˜iE˜i+1E˜i ∼= E˜
(2)
i E˜i+1 ⊕ E˜i+1E˜
(2)
i .
These facts now easily prove the claim.
(13) This is similar to the proof of 12 using lemmas 31 and 34.
(14) This is similar to the proof of 12 using lemmas 32 and 35.
(15) This is similar to the proof of 12 using lemmas 32 and 36.
(16) We compute [Ei][Fi]([M(k − 1, . . . , k − 1, . . . , 0, . . . , 0]). In general,
[Ei][Fi]([M(a1, . . . , an)] =
n∑
r=1;ar=i
n∑
s=1;as=i−1
[M(a1, . . . , a
′
r, . . . , a
′′
s , . . . , an)] +
n∑
r=1;ar=i
[M(a1, . . . , an)]
where a′r = i− 1 and a
′′
s = i. Applied to the dominant Verma module it is equal to
[P (k − 1, . . . , k − 1, . . . , i− 1, i, . . . , i,︸ ︷︷ ︸
di
i− 1, i− 1, . . . , i− 1, i,︸ ︷︷ ︸
di−1
0, . . . , 0)] +
n∑
r=1;ar=i
[M(k − 1, . . . , 0)].
On the other hand,
[Fi][Ei]([M(a1, . . . , an)] =
n∑
r=1;ar=i
n∑
s=1;as=i−1
[M(a1, . . . , a
′
r . . . , a
′′
s , . . . , an)] +
n∑
s=1;as=i−1
[M(a1, . . . , an)].
So for the dominant Verma module it is equal to
[P (k − 1, . . . , k − 1, . . . , i− 1, i, . . . , i,︸ ︷︷ ︸
di
i− 1, i− 1, . . . , i− 1, i,︸ ︷︷ ︸
di−1
0, . . . , 0)] +
n∑
s=1;as=i−1
[M(k − 1, . . . , 0)].
Thus
EiFi ∼= G⊕⊕
di−1
r=0 Id
and
FiEi ∼= G⊕⊕
di−1−1
s=0 Id
where G is an indecomposable projective functor.
As in lemma 3.4 of [FKS], as a Cd− module, Cd;d+ǫi−ǫi−1 ∼= ⊕
di−1−1
r=0 C
d〈2r〉 and Cd;d−ǫi+ǫi−1 ∼=
⊕di−1r=0 C
d〈2r〉. Thus
(2) Cd;d+ǫi−ǫi−1 ⊗Cd+ǫi−ǫi−1 C
d;d+ǫi−ǫi−1 ⊗Cd C ∼= ⊕
di
l=0 ⊕
di−1−1
k=0 C〈2k + 2l〉
(3) Cd;d−ǫi+ǫi−1 ⊗Cd−ǫi+ǫi−1 C
d;d−ǫi+ǫi−1 ⊗Cd C ∼= ⊕
di−1
l=0 ⊕
di−1
k=0 C〈2k + 2l〉.
Since their lowest degrees coincide and G is indecomposable, there is an isomorphism of graded
functors
E˜iF˜i ∼= G˜⊕⊕
di−1
r=0 Id〈mr〉
and
F˜iE˜i ∼= G˜⊕⊕
di−1−1
s=0 Id〈nr〉
Now F˜iE˜i is given by equation 2 but shifted by 〈−(di−1)〉〈−(di−1)〉 and E˜iF˜i is given by equation 3
but shifted by 〈−(di−1)〉〈−(di − 1)〉.
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Hence [F˜i][E˜i]− [E˜i][F˜i] =
di∑
l=0
di−1−1∑
k=0
[C〈−2k − 2l + di + di−1 − 1〉]−
di−1∑
k=0
di−1∑
l=0
[C〈−2k − 2l + di + di−1 − 1〉].
Suppose di < di−1. Then the above is equal to
di−1∑
l=0
di−1−1∑
k=0
[C〈−2k − 2l+ di + di−1 − 1〉] +
di−1−1∑
k=0
[C〈−2k − 2di + di + di−1 − 1〉]−
di−1−1∑
k=0
di−1∑
l=0
[C〈−2k − 2l+ di + di−1 − 1〉]−
di−1∑
l=0
[C〈−2l− 2di−1 + di + di−1 − 1〉] =
di−1−1∑
k=0
[C〈−2k − 2di + di + di−1 − 1〉]−
di−1∑
l=0
[C〈−2l− 2di−1 + di + di−1 − 1〉] =
di−1−1∑
k=0
[C〈−2k − di + di−1 − 1〉]−
di−1∑
l=0
[C〈−2l− di−1 + di − 1〉].
Let m = l − di + di−1. Then the above is equal to
di−1−1∑
k=0
[C〈−2k − di + di−1 − 1〉]−
di−1−1∑
m=di−1−di
[C〈−2m− 2di + 2di−1 + di − di−1 − 1〉] =
di−1−1∑
k=0
[C〈−2k − di + di−1 − 1〉]−
di−1−1∑
m=di−1−di
[C〈−2m+ di−1 − di − 1〉] =
di−1−di−1∑
k=0
[C〈−2k + di−1 − di − 1〉] = [di−1 − di].
Thus
F˜iE˜i ∼= E˜iF˜i ⊕
di−1−di−1
r=0 Id〈di−1 − di − 1− 2r〉.
Suppose di = di−1. Then clearly F˜iE˜i ∼= E˜iF˜i.
Finally suppose di > di−1. As in the case di−1 > di,
[E˜iF˜i]− [F˜iE˜i] = [di − di−1].
Thus
E˜iF˜i ∼= F˜iE˜i ⊕
di−di−1−1
r=0 Id〈di − di−1 − 1− 2r〉.

5.2. Graded Equivalence of Categories. We would like to prove a graded version of the equivalence
given in section 3. In the ungraded case there is an isomorphism of functors
LZ
pj
qj ǫ
qj
pj+1 [−(k − 1)]LZ
pj+1
qj ǫ
qj
pj [−(k − 1)]
∼= Id .
Thus in the graded case there is an isomorphism for some shift a:
LZ˜
pj
qj ǫ˜
qj
pj+1 [−(k − 1)]LZ˜
pj+1
qj ǫ˜
qj
pj [−(k − 1)]
∼= Id〈a〉.
To determine the shift, we compute on a generalized Verma module.
Lemma 37. In the notation of section 3.2, LsZ˜
pj+1
qj ǫ˜
qj
pjM˜
pj(α) ∼= M˜pj+1(β) if s = k − 1 and 0 otherwise.
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Proof. We know that it is zero for s 6= k − 1 so we only need to concentrate on the case that s = k − 1.
Consider the graded sequences from lemma 5:
0→ K˜0 → M˜
qj (α)→ M˜pj (α)→ 0.
0→ K˜1 → M˜
qj (σ1.α)〈1〉 → K˜0 → 0.
0→ K˜2 → M˜
qj (σ1σ2.α)〈2〉 → K˜1 → 0.
· · ·
0→ K˜k−2 → M˜
qj (σ1 · · ·σk−2.α)〈k − 2〉 → K˜k−3 → 0.
0→ K˜k−1 → M˜
qj (σ1 · · ·σk−2σk−1.α)〈k − 1〉 → K˜k−2 → 0.
As in the ungraded we get
LsZ˜
pj
qj ǫ˜
qj
pj+1M˜
qj (σ1 · · ·σl.α)〈l〉 ∼= LsZ˜
pj
qj ǫ˜
qj
pj+1K˜l−1
∼= Ls+1Z˜
pj
qj ǫ˜
qj
pj+1K˜l−2
∼= · · · ∼= Ls+l−1Z˜
pj
qj ǫ˜
qj
pj+1K˜0
∼= Ls+lZ˜
pj
qj ǫ˜
qj
pj+1M˜
pj(α).
We know LsZ˜
pj
qj ǫ˜
qj
pj+1M˜
qj (σ1 · · ·σl.α)〈l〉 ∼= 0 if s 6= k − l− 1. If s = k − l − 1, it is isomorphic to
M˜pj+1(β)〈l〉〈k − l − 1〉〈−(k − 1)〉 ∼= M˜pj+1(β).
The second shift comes from the fact the M˜pj+1(β) is a Koszul module. The third shift comes from the
grading convention for the lift of the dual Zuckerman functor. Thus there is no shift overall. 
We let ∆˜ denote a composition of graded equivalences.
5.3. Graded Diagram Relation 1. It suffices to repeat the calculation of lemma 8 with the grading.
Lemma 38. If i = 2r,
LiZ˜
pj
qj ǫ˜
qj
pj+1M˜
pj (α) ∼= M˜pj (α)〈2r + 1− k〉.
Proof. From the graded exact sequences of the previous subsection we easily see that
LiZ˜
pj
qj ǫ˜
qj
pj+1M˜
pj(α) ∼= · · · ∼= Li−rZ˜
pj
qj M˜
qj (σ1 · · ·σr.α)〈r〉.
Now, M˜qj(σ1 · · ·σr.α) is a Koszul module and has a projective resolution whose rth component is generated
in degree r. Thus
Li−rZ˜
pj
qj ǫ˜
qj
pj+1M˜
qj (σ1 · · ·σr.α)〈r〉 ∼= M˜
pj (α)〈r〉〈r〉〈−(k − 1)〉 ∼= M˜pj(α)〈2r + 1− k〉.
The second shift comes from the fact that the module is Koszul, and the third shift comes from the definition
of the functor. 
Corollary 11. There is an isomorphism of graded functors:
LZ˜
pj
qj ǫ˜
qj
pj [−(k − 1)]
∼= ⊕k−1r=0 Id[2r − (k − 1)]〈2r − (k − 1)〉.
5.4. Graded Diagram Relation 2. In this subsection we include only the i and (i + 1)st entries of the
weights for the Verma modules.
Lemma 39. There is an isomorphism, of graded objects
LZ˜si ǫ˜siM˜
si(ai, ai+1︸ ︷︷ ︸) ∼= M˜ si(ai, ai+1︸ ︷︷ ︸)〈−1〉 ⊕ M˜ si(ai, ai+1︸ ︷︷ ︸)[2]〈1〉.
Proof. Consider the object M˜ si(ai, ai+1︸ ︷︷ ︸). There is an exact sequence
0→ M˜(ai+1, ai)〈1〉 → M˜(ai, ai+1)→ ǫ˜siM˜
si(ai, ai+1︸ ︷︷ ︸)→ 0.
Now apply the functor LZ˜si to get a long exact sequence. It follows that
L0Z˜
si ǫ˜siM˜
si(ai, ai+1︸ ︷︷ ︸) ∼= M˜ si(ai, ai+1︸ ︷︷ ︸)〈−1〉.
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The shift comes from the convention taken for the functor. Thus,
L2Z˜
si ǫ˜siM˜
si(ai, ai+1︸ ︷︷ ︸) ∼= M˜ si(ai, ai+1︸ ︷︷ ︸)〈−1〉〈1〉〈1〉.
The second shift comes from the exact sequence and the third shift comes from that the module is Koszul..
Therefore
LZ˜si ǫ˜siM˜
si(ai, ai+1︸ ︷︷ ︸) ∼= M˜ si(ai, ai+1︸ ︷︷ ︸)〈−1〉 ⊕ M˜ si(ai, ai+1︸ ︷︷ ︸)[2]〈1〉.

Corollary 12. There is an isomorphism of graded functors: LZ˜si ǫ˜si [−1]
∼= Id[−1]〈−1〉 ⊕ Id[1]〈1〉.
5.5. Graded Diagram Relation 3. As in section 4.3, we study the graded generalized Verma module of
highest weight α, M˜pi+1(a1, . . . , ai, k − 1, . . . , 0, ai+k, . . . , an).
Lemma 40. Let ai = l. Suppose s = 0 or s = 2. Then
LsZ˜
si+qi+1
qi+1 ǫ˜
qi+1
pi+1M˜
pi+1(ai, k − 1, . . . , 0) = 0.
L1Z˜
si+qi+1
qi+1 ǫ˜
qi+1
pi+1M˜
pi+1(ai, k − 1, . . . , 0, ai+k) ∼= L1Z˜
si+qi+1
qi+1 M˜
qi+1(e.α)/L1Z˜
si+qi+1
qi+1 K˜0
L1Z˜
si+qi+1
qi+1 K˜0
∼= L1Z˜
si+qi+1
qi+1 M˜
qi+1(σ1.α)〈1〉/L1Z˜
si+qi+1
qi+1 K˜1
· · ·
L1Z˜
si+qi+1
qi+1 K˜k−l−3
∼= L1Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−l−2.α)〈k − l − 2〉/L1Z˜
si+qi+1
qi+1 K˜k−l−2
LsZ˜
si+qi+1
qi+1 K˜k−l−2
∼= Ls−1Z˜
si+qi+1
qi+1 K˜k−l−1
L0Z˜
si+qi+1
qi+1 K˜k−l−1
∼= L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−l.α)〈k − l〉/L0Z˜
si+qi+1
qi+1 K˜k−l
L0Z˜
si+qi+1
qi+1 K˜k−l
∼= L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−l+1.α)〈k − l + 1〉/L0Z˜
si+qi+1
qi+1 K˜k−l+1
· · ·
L0Z˜
si+qi+1
qi+1 K˜k−4
∼= L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−3.α)〈k − 3〉/L0Z˜
si+qi+1
qi+1 K˜k−3
L0Z˜
si+qi+1
qi+1 K˜k−3
∼= L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−2.α)〈k − 2〉/L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−1.α)〈k − 1〉.
Proof. This easily follows from the proof of lemma 10. 
Lemma 41. Suppose s 6= k − 2, k. Then
LsZ˜
pi+1
qi+1 ǫ˜
qi+1
si+qi+1(L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−2.α)〈k − 2〉/L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−1.α)〈k − 1〉) ∼= 0.
For s = k− 2, it is isomorphic to M˜pi+1(ai, k− 1, . . . , 0)〈k− 4〉. For s = k, it is isomorphic to M˜
pi+1(ai, k−
1, . . . , 0)〈k − 2〉.
Proof. Note that if s = k − 2,
LsZ˜
pi+1
qi+1 ǫ˜
qi+1
si+qi+1L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−2.α))〈k − 2〉 ∼=
M˜pi+1(ai, k − 1, . . . , 0)〈(k − 2)〉〈−1〉〈(k − 2)〉〈−(k − 1)〉.
The second shift comes from the innermost functor. The third shift comes from Koszulness of the module.
The fourth shift comes from the outermost functor. For all other s it is zero.
Also if s = k − 1,
LsZ˜
pi+1
qi+1 ǫ˜
qi+1
si+qi+1L0Z˜
si+qi+1
qi+1 M˜
qi+1(σ1 · · ·σk−1.α))〈k − 1〉 ∼=
M˜pi+1(ai, k − 1, . . . , 0)〈(k − 1)〉〈−1〉〈(k − 1)〉〈−(k − 1)〉.
For all other s it is zero. Then the lemma follows from the of lemma 11. 
Lemma 42. If s = 1, 3, . . . , 2(k − 1)− 1, then
LsZ˜
pi+1
qi+1 ǫ˜
qi+1
si+qi+1L1Z˜
si+qi+1
qi+1 M˜
pi+1(ai, k − 1, . . . , 0) ∼= M˜
pi+1(ai, k − 1, . . . , 0)〈−k + 1 + s〉.
Otherwise it is zero.
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Proof. This follows from the previous lemma and following the exact sequences of lemmas 12, 13, 14 and
corollaries 5 and 6. 
The graded version of proposition 10 now holds.
Proposition 15. There is an isomorphism of graded functors
LZ˜
pi+1
qi+1 ǫ˜
qi+1
si+qi+1 [−1]LZ˜
si+qi+1
qi+1 ǫ˜
qi+1
pi+1 [−(k − 1)]
∼= ⊕k−1r=1 Id[2r − k]〈2r − k〉.
5.6. Graded Diagram Relation 4. We begin with a generalized Verma module
M˜α(k − 1, . . . , 0︸ ︷︷ ︸, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸).
Suppose ai+k = l. Let us denote the module above by M˜
α(l).
There are short exact sequences coming from the generalized BGG resolution:
0→ K˜0 → M˜
β(k − 1, . . . , 0ˆ︸ ︷︷ ︸, 0, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈0〉 → M˜α(l)→ 0
0→ K˜1 → M˜
β(k − 1, . . . , 1ˆ, 0︸ ︷︷ ︸, 1, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈1〉 → K˜0 → 0
· · ·
0→ K˜l−1 → M˜
β(k − 1, . . . , l̂ − 1, 0︸ ︷︷ ︸, l− 1, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈l − 1〉 → K˜l−2 → 0
0→ K˜l → M˜
β(k − 1, . . . , lˆ, 0︸ ︷︷ ︸, l, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈l〉 → K˜l−1 → 0
0→ K˜l+1 → M˜
β(k − 1, . . . , l̂ + 1, 0︸ ︷︷ ︸, l+ 1, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈l + 1〉 → K˜l → 0
· · ·
0→ K˜k−1 → M˜
β(k̂ − 1, . . . , 0︸ ︷︷ ︸, k − 1, ai+k, ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈k − 1〉 → K˜k−2 → 0.
As in the ungraded case, the following lemma follows immediately.
Lemma 43. There are exact sequences:
0→ L1Z˜
γ
βK˜0 → M˜
γ(k − 1, . . . , 0ˆ︸ ︷︷ ︸, ai+k, 0,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈0〉 → L1Z˜αβ ǫ˜βαM˜α(l)→ 0
0→ L1Z˜
γ
βK˜1 → M˜
γ(k − 1, . . . , 1ˆ, 0︸ ︷︷ ︸, ai+k, 1,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈1〉 → L1Z˜
γ
βK˜0 → 0
· · ·
0→ L1Z˜
γ
βK˜l−1 → M˜
γ(k − 1, . . . , ̂l − 1, 0︸ ︷︷ ︸, ai+k, l− 1,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈l − 1〉 → L1Z˜
γ
βK˜l−2 → 0
LiZ˜
γ
βK˜l = Li+1Z˜
γ
βK˜l−1, ∀i
0→ L0Z˜
γ
βK˜l+1 → M˜
γ(k − 1, . . . , ̂l + 1, 0︸ ︷︷ ︸, l + 1, ai+k,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈l〉 → L0Z˜
γ
β K˜l → 0
· · ·
0→ L0Z˜
γ
βK˜k−1 → M˜
γ(k̂ − 1, . . . , 0︸ ︷︷ ︸, k − 1, ai+k,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈k − 2〉 → L0Z˜
γ
βK˜k−2 → 0
Proof. The shifts in the grading come from the definition of the functors and Koszulness of the modules. 
Corollary 13. There are exact sequences:
0→ ǫ˜βγL1Z˜
γ
βK˜0 → ǫ˜
β
γM˜
γ(k − 1, . . . , 0ˆ︸ ︷︷ ︸, ai+k, 0,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈0〉 → ǫ˜βγL1Z˜αβ ǫ˜βαM˜α(l)→ 0
0→ ǫ˜βγL1Z˜
γ
β K˜1 → ǫ˜
β
γM˜
γ(k − 1, . . . , 1ˆ, 0︸ ︷︷ ︸, ai+k, 1,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈1〉 → ǫ˜βγL1Z˜
γ
βK˜0 → 0
· · ·
0→ ǫ˜βγL1Z˜
γ
β K˜l−1 → ǫ˜
β
γM˜
γ(k − 1, . . . , ̂l − 1, 0︸ ︷︷ ︸, ai+k, l − 1,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈l − 1〉 → ǫ˜βγL1Z˜
γ
βK˜l−2 → 0
ǫ˜βγLiZ˜
γ
βK˜l
∼= ǫ˜βγLi+1Z˜
γ
βK˜l−1, ∀i
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0→ ǫ˜βγL0Z˜
γ
βK˜l+1 → ǫ˜
β
γM˜
γ(k − 1, . . . , ̂l+ 1, 0︸ ︷︷ ︸, l + 1, ai+k,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈l〉 → ǫ˜βγL0Z˜
γ
βK˜l → 0
· · ·
0→ ǫ˜βγL0Z˜
γ
βK˜k−1 → ǫ˜
β
γM˜
γ(k̂ − 1, . . . , 0︸ ︷︷ ︸, k − 1, ai+k,︸ ︷︷ ︸ ai+k+1, . . . , ai+2k−1︸ ︷︷ ︸)〈k − 2〉 → ǫ˜βγL0Z˜
γ
βK˜k−2 → 0
Lemma 44. Let {ai+k+1, . . . , ai+2k−1} = {k − 1, . . . , mˆ, . . . , 0}. Let m 6= l. If s = k − 1, then
LsZ˜
δ
β ǫ˜
β
γL1Z˜
γ
β ǫ˜
β
αM˜
α(l) = M˜ δ(k − 1, . . . , mˆ, . . . , 0,︸ ︷︷ ︸ ai+k, k − 1, . . . , 0︸ ︷︷ ︸)〈0〉.
Otherwise it is zero.
Proof. This follows easily from the previous corollary and the Koszul property of the modules. 
Now consider M˜ δ(ai, . . . , ai+k−2︸ ︷︷ ︸, l, k − 1, . . . , 0︸ ︷︷ ︸) = M˜ δ(l). There is a graded resolution for this module as
there was for M˜α(l). Similarly we get the following lemma.
Lemma 45. There are exact sequences:
0→ ǫ˜βγL1Z˜
γ
β J˜0 → ǫ˜
β
γM˜
γ(ai, . . . , ai+k−2,︸ ︷︷ ︸ k − 1, ai+k−1︸ ︷︷ ︸, k̂ − 1, . . . , 0︸ ︷︷ ︸)〈0〉 → ǫ˜βγL1Z˜
γ
βM˜
δ(l)→ 0
0→ ǫ˜βγL1Z˜
γ
β J˜1 → ǫ˜
β
γM˜
γ(ai, . . . , ai+k−2,︸ ︷︷ ︸ k − 2, ai+k−1︸ ︷︷ ︸, k − 1, k̂ − 2, . . . , 0︸ ︷︷ ︸)〈1〉 → ǫ˜βγL1Z˜
γ
β J˜0 → 0
· · ·
0→ ǫ˜βγL1Z˜
γ
β J˜k−l−2 → ǫ˜
β
γM˜
γ(ai, . . . , ai+k−2,︸ ︷︷ ︸ l + 1, ai+k−1︸ ︷︷ ︸, k − 1, ̂l+ 1, . . . , 0︸ ︷︷ ︸)〈k− l−2〉 → ǫ˜βγL1Z˜
γ
β J˜k−l−3 → 0
ǫ˜βγLiZ˜
γ
β J˜k−l−1
∼= ǫ˜βγLi+1Z˜
γ
β J˜k−l−2, ∀i
0→ ǫ˜βγL0Z˜
γ
β J˜k−l → ǫ˜
β
γM˜
γ(ai, . . . , ai+k−2,︸ ︷︷ ︸ ai+k−1, l− 1︸ ︷︷ ︸, k − 1, ̂l− 1, . . . , 0︸ ︷︷ ︸)〈k − l − 1〉 → ǫ˜βγL1Z˜
γ
β J˜k−l−1 → 0
· · ·
0→ ǫ˜βγL0Z˜
γ
β J˜k−1 → ǫ˜
β
γM˜
γ(ai, . . . , ai+k−2,︸ ︷︷ ︸ ai+k−1, 0︸ ︷︷ ︸, k − 1, . . . , 0ˆ︸ ︷︷ ︸)〈k − 2〉 → ǫ˜βγL0Z˜
γ
β J˜k−2 → 0
Lemma 46. Let {ai, . . . , ai+k−2} = {k − 1, . . . , mˆ, . . . , 0}. Let m 6= l. If s = k − 1, then
LsZ˜
α
β ǫ˜
β
γL1Z˜
γ
β ǫ˜
β
δ M˜
δ(l) = M˜α(k − 1, . . . , 0,︸ ︷︷ ︸ ai+k−1, k − 1, . . . , mˆ, . . . , 0︸ ︷︷ ︸)〈0〉.
Otherwise it is zero.
Proof. This follows from the previous lemma. 
We must now study the case when l = m.
Lemma 47. Let m = l. Then LsZ˜
δ
β ǫ˜
β
γL1Z˜
γ
β ǫ˜
β
αM˜
α(l) ∼=
M˜ δ(0)〈−l+ 1〉/ . . . /M˜ δ(k − 1)〈k − l〉 if s = k − l
Lk−l+1Z˜
γ
β ǫ˜
β
γL1Z˜
γ
β K˜l−3 if s = k − 1
and there is an exact sequence
0→ M˜ δ(l)〈1〉/ . . . /M˜ δ(k−1)〈k− l〉 → Lk−l+1Z˜
γ
β ǫ˜
β
γL1Z˜
γ
βK˜l−3 → M˜
δ(l+1)〈0〉/ . . . /M˜ δ(k−1)〈k− l−2〉 → 0.
Proof. By corollary 13, we get LsZ˜
δ
β ǫ˜
β
γL0Z˜
γ
βK˜k−2
∼=
M˜ δ(k − 1)〈k − 2− l〉 if s = k − l − 1
0 if s 6= k − l − 1.
Continuing in this way and using corollary 13 we get LsZ˜
δ
β ǫ˜
β
γL0Z˜
γ
βK˜l
∼=
M˜ δ(l + 1)〈0〉/ . . . /M˜ δ(k − 1)〈k − 2− l〉 if s = k − l − 1
0 if s 6= k − l − 1
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and then LsZ˜
δ
β ǫ˜
β
γL1Z˜
γ
βK˜l−1
∼=
M˜ δ(l + 1)〈0〉/ . . . /M˜ δ(k − 1)〈k − l − 2〉 if s = k − l − 1
0 if s 6= k − l − 1.
Corollary 13 then gives an exact sequence
0→ M˜ δ(l − 1)〈0〉 → Lk−lZ˜
δ
β ǫ˜
β
γL1Z˜
γ
β K˜l−2 → M˜
δ(l + 1)〈0〉/ . . . /M˜ δ(k − 1)〈k − l − 2〉 → 0.
Next, corollary 13 gives the following diagram:
0

fMδ(l− 1)〈0〉

Lk−l+1
eZδβeǫ
β
γL1
eZγ
β
eKl−3

 // Lk−l eZδβeǫβγL1 eZγβ eKl−2 //

fMδ(l− 2)〈−1〉 // // Lk−l eZδβeǫβγL1 eZγβ eKl−3
fMδ(l + 1)〈0〉/ . . . /fMδ(k − 1)〈k − l− 2〉

0
Thus Lk−lZ˜
γ
β ǫ˜
β
γL1Z˜
γ
βK˜l−3
∼= M˜ δ(l − 2)〈−1〉/ . . . /M˜ δ(k − 1)〈k − l〉 and there is an exact sequence
0→ M˜ δ(l)〈1〉/ . . . /M˜ δ(k−1)〈k− l〉 → Lk−l+1Z˜
γ
β ǫ˜
β
γL1Z˜
γ
βK˜l−3 → M˜
δ(l+1)〈0〉/ . . . /M˜ δ(k−1)〈k− l−2〉 → 0.
Continuing in this manner and using the corollary gives us the lemma. 
Lemma 48. Let m = l. Then LsZ˜
α
β ǫ˜
β
γL1Z˜
γ
β ǫ˜
β
δ M˜
δ(l) ∼=
M˜α(k − 1)〈l − k + 2〉/ . . . /M˜α(0)〈l + 1〉 if s = l+ 1
Ll+2Z˜
α
β ǫ˜
β
γL1Z˜
γ
β J˜k−l−4 if s = k − 1
and there is an exact sequence
0→ M˜α(l)〈1〉/ . . . M˜α(0)〈l + 1〉 → Ll+2Z˜
α
β ǫ˜
β
γL1Z˜
γ
β J˜k−l−4 → M˜
α(l − 1)〈0〉/ . . . /M˜α(0)〈l − 1〉 → 0.
Proof. We use the exact sequences of lemma 45.
If s = l, LsZ˜
α
β ǫ˜
β
γL0Z˜
γ
β J˜k−2
∼= M˜α(0)〈l − 1〉 and is zero otherwise.
If s = l, LsZ˜
α
β ǫ˜
β
γL0Z˜
γ
β J˜k−3
∼= M˜α(1)〈l − 2〉/M˜α(0)〈l − 1〉 and is zero otherwise.
Continuing in this way,
If s = l, LsZ˜
α
β ǫ˜
β
γL0Z˜
γ
β J˜k−l−1
∼= M˜α(l − 1)〈0〉/ . . . /M˜α(0)〈l − 1〉 and is zero otherwise.
Next we get an exact sequence
0→ M˜α(l + 1)〈0〉 → Ll+1Z˜
α
β ǫ˜
β
γL1Z˜
γ
β J˜k−l−3 → M˜
α(l − 1)〈0〉/ . . . /M˜α(0)〈l − 1〉 → 0.
Lemma 45 then produces the following diagram:
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0
fMα(l + 1)〈0〉

Ll+2
eZαβ eǫ
β
γL1
eZγ
β
eJk−l−4

 // Ll+1 eZαβ eǫβγL1 eZγβ eJk−l−3 //

fMα(l + 2)〈−1〉 // Ll+1 eZαβ eǫβγL1 eZγβ eJk−l−4 // 0
fMα(l− 1)〈0〉/ . . . /fMα(0)〈l − 1〉

0
Thus Ll+1Z˜
α
β ǫ˜
β
γL1Z˜
γ
β J˜k−l−4
∼= M˜α(l + 2)〈−1〉/ . . . /M˜α(0)〈l + 1〉 and there is an exact sequence
0→ M˜α(l)〈1〉/ . . . /M˜α(0)〈l + 1〉 → Ll+2Z˜
α
β ǫ˜
β
γL1Z˜
γ
β J˜k−l−4 → M˜
α(l − 1)〈0〉/ . . . /M˜α(0)〈l − 1〉 → 0.
Using the rest of the exact sequences of lemma 45, we easily obtain this lemma. (The details are the same
as lemma 47.) 
Let F = LZ˜αβ ǫ˜
α
βL1Z˜
γ
β ǫ˜
β
δ .
Lemma 49. For s = 0, 1, . . . , k − l − 2, H−rFM˜ δ(l)〈l〉/ . . . /M˜ δ(k − 1)〈k − 1〉 ∼=
(M˜α(k − 1)〈0〉/ . . . /M˜ δ(0)〈k − 1〉)〈k − (2s+ 1)− l − 1〉 if r = 2(k − 1)− l − (2s+ 1)
M˜α(l − 1)〈l〉/ . . . M˜α(0)〈2l − 1〉 if r = k − 1.
Proof. We will verify this by induction on l. By proposition 15,
FM˜ δ(0)〈0〉/ . . . /M˜ δ(k − 1)〈k − 1〉 ∼= ⊕k−2r=0M˜
α(k − 1)〈0〉/ . . . /M˜α(0)〈k − 1〉[2r + 1]〈2r − k + 2〉.
This is the base case.
Consider the short exact sequence
0→ M˜ δ(l)〈l〉/ . . . /M˜ δ(k − 1)〈k − 1〉 → M˜ δ(l − 1)〈l − 1〉 → M˜ δ(l − 1)〈l− 1〉/ . . . M˜ δ(k − 1)〈k − 1〉 → 0.
By the induction hypothesis, for s = 0, 1, . . . , k − l − 1, H−rFM˜ δ(l − 1)〈l − 1〉/ . . . M˜ δ(k − 1)〈k − 1〉 ∼=
(M˜α(k − 1)〈0〉/ . . . /M˜ δ(0)〈k − 1〉)〈k − (2s+ 1)− l〉 if r = 2(k − 1)− l + 1− (2s+ 1)
M˜α(l − 2)〈1〉/ . . . /M˜α(0)〈l − 1〉 if r = k − 1.
By lemma 48, H−sFM˜ δ(l − 1) ∼=
M˜α(k − 1)〈l − k + 1〉/ . . . /M˜ δ(0)〈l〉 if s = l
Xl−1 if s = k − 1,
such that Xl−1 fits into the following diagram:
0 // fMα(l− 1)〈l〉/ . . . /fMα(0)〈2l − 1〉
f // Xl−1
g //
h

fMα(l− 2)〈l − 1〉/ . . . /fMα(0)〈2l − 3〉 // 0
fMα(l− 2)〈l − 1〉/ . . . /fMα(0)〈2l − 3〉.
The fact that the maps g and h are the same follows from the proof of the ungraded case. This finishes
the lemma as in the ungraded case as well. 
Lemma 50. H−sFLZ˜δβ ǫ˜
β
γL1Z˜
γ
β ǫ˜
β
αM˜
α(l) ∼=
(M˜α(k − 1)〈0〉/ . . . /M˜ δ(0)〈k − 1)〈s− 2k + l + 1〉 if s = k − l + 1, k − l + 3, . . . , k − l+ 2(k − 1)− 3
M˜α(l) if s = 2(k − 1).
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Proof. By lemma 47, there is a distinguished triangle
Lk−l+1Z˜
δ
β ǫ˜
β
γL1Z˜
γ
βK˜l−3[k − 1]→ LZ˜
δ
β ǫ˜
β
γL1Z˜
γ
β ǫ˜
β
αM˜
α(l)→ M˜ δ(0)〈−l+ 1〉/ . . . /M˜ δ(k − 1)〈k − l〉[k − l].
By proposition 15, we know thatH−sFM˜ δ(0)〈0〉/ . . . /M˜ δ(k−1)〈k−1〉[k−l] ∼= (M˜α(k−1)〈0〉/ . . . /M˜α(0)〈k−
1〉)〈s− 2k + l+ 1〉 for s = k − l + 1, k − l+ 3, . . . , k − l + 2(k − 1)− 1.
We easily compute that for s = 2(k − 1),
H−sFLk−l+1Z˜
δ
β ǫ˜
β
γL1Z˜
γ
βK˜l−3[k − 1]
∼= M˜α(l)〈0〉.
Therefore the long exact sequence for the distinguished triangle and F gives H−sFLZ˜δβ ǫ˜
β
γL1Z˜
γ
β ǫ˜
β
αM˜
α(l) ∼=
(M˜α(k − 1)〈0〉/ . . . /M˜ δ(0)〈k − 1〉)〈s− 2k + 2〉 if s = k − l + 1, k − l + 3, . . . , k − l+ 2(k − 1)− 3
M˜α(l) if s = 2(k − 1).

This computation along with proposition 11 gives the following corollary.
Corollary 14. There is an isomorphism of graded functors:
LZ˜αβ ǫ˜
β
γ [−1]LZ˜
γ
β ǫ˜
β
δ [−(k−1)]LZ˜
δ
β ǫ˜
β
γ [−1]LZ˜
γ
β ǫ˜
β
α[−(k−1)]
∼= Id⊕⊕k−2r=1 ǫ˜
α
α+δ[−(k−1)]LZ˜
α+δ
α [2r−(k−1)]〈2r−(k−1)〉.
5.7. Graded Diagram Relation 5. We need only compute in the graded case on a convenient generalized
Verma module. We choose M˜ si(ai, ai+1︸ ︷︷ ︸, ai+2) with ai > ai+2 > ai+1. Now we just repeat most of the
arguments of lemma 25.
Proposition 16. There is an isomorphism of graded functors
LZ˜si ǫ˜si+1 [−1]LZ˜
si+1 ǫ˜si [−1]
∼= Id⊕ ǫ˜siti [−2]LZ˜
ti
si
.
Proof. Consider the short exact sequence
0→ M˜(ai+1, ai, ai+2)〈1〉 → M˜(ai, ai+1, ai+2)→ M˜
si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
This gives rise to the short exact sequence
(4) 0→ M˜ si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ L1Z˜si+1 ǫ˜siM˜ si(ai, ai+1︸ ︷︷ ︸, ai+2)→ M˜ si+1(ai+1, ai, ai+2︸ ︷︷ ︸)→ 0.
There are two shifts in the first module of this sequence. One comes from the Koszul property of the module.
The other is due to the definition of the functor, but they cancel each other out.
Now consider the exact sequence
0→ M˜(ai+1, ai+2, ai)〈1〉 → M˜(ai+1, ai, ai+2)→ M˜
si+1(ai+1, ai, ai+2︸ ︷︷ ︸)→ 0.
Applying the functor LZ˜si gives
L1Z˜
si+1 ǫ˜si+1M˜
si+1(ai+1, ai, ai+2) ∼= M˜
si(ai, ai+1︸ ︷︷ ︸, ai+2)/M˜ si(ai+1, ai+2︸ ︷︷ ︸, ai)〈1〉
L0Z˜
si+1 ǫ˜si+1M˜
si+1(ai+1, ai, ai+2) ∼= L2Z˜
si+1 ǫ˜si+1M˜
si+1(ai+1, ai, ai+2) ∼= 0.
Next we look at
0→ M˜(ai, ai+1, ai+2)〈1〉 → M˜(ai, ai+2, ai+1)→ M˜
si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ 0.
This leads to the exact sequence
0→L1Z˜
si ǫ˜si+1M˜
si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ M˜ si(ai, ai+1︸ ︷︷ ︸, ai+2)→ M˜ si(ai, ai+1︸ ︷︷ ︸, ai+2)〈−1〉 →
L0Z˜
si ǫ˜si+1M˜
si+1(ai, ai+2, ai+1︸ ︷︷ ︸)→ 0.
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As in the ungraded case, the middle map is the standard map so
L0Z˜
si ǫ˜si+1M˜
si+1(ai, ai+2, ai+1) ∼= ǫ˜
si
ti
M˜ ti(ai, ai+2, ai+1︸ ︷︷ ︸)〈−1〉
L1Z˜
si ǫ˜si+1M˜
si+1(ai, ai+2, ai+1) ∼= M˜
si(ai+2, ai+1︸ ︷︷ ︸, ai)〈1〉.
There is a long exact sequence coming from equation 4. Substituting in the above into this exact sequence,
we get
0→M˜ si(ai+2, ai+1︸ ︷︷ ︸, ai)〈1〉 → L1Z˜si ǫ˜si+1L1Z˜si+1 ǫ˜siM˜ si(ai, ai+1︸ ︷︷ ︸, ai+2)→
M˜ si(ai, ai+1︸ ︷︷ ︸, ai+2)/M˜ si(ai+1, ai+2︸ ︷︷ ︸, ai)〈1〉 → ǫ˜
si
ti
M˜ ti(ai, ai+2, ai+1︸ ︷︷ ︸)〈−1〉 →
L0Z˜
si ǫ˜si+1L1Z˜
si+1 ǫ˜siM˜
si(ai, ai+1︸ ︷︷ ︸, ai+2)→ 0.
Thus as in the ungraded case,
L0Z˜
si ǫ˜si+1L1Z˜
si+1 ǫ˜siM˜
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼= ǫ˜
si
ti
M˜ ti(ai, ai+2, ai+1︸ ︷︷ ︸)〈−1〉
and
L1Z˜
si ǫ˜si+1L1Z˜
si+1 ǫ˜siM˜
si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼= M˜ si(ai, ai+1︸ ︷︷ ︸, ai+2).
Now,
ǫ˜siti [−2]LZ˜
ti
si
M˜ si(ai, ai+1︸ ︷︷ ︸, ai+2) ∼= M˜ ti(ai, ai+2, ai+1︸ ︷︷ ︸)〈−2〉〈1〉.
The first shift comes from the definition of the functor. The second shift comes from the fact that module
is Koszul. Thus
LZ˜si ǫ˜si+1 [−1]LZ˜
si+1 ǫ˜si [−1]
∼= Id⊕ǫ˜siti [−2]LZ˜
ti
si
.

6. Crossings
The category T of oriented tangles has finite sequences of +,− signs for objects and isotopy classes of
oriented tangles as morphisms. This is a strict tensor category. Oriented caps and cups are clearly morphisms
in this category. All eight different types of oriented crossings are morphisms as well. It is shown in [Ka],
theorem XII.2.2 that the morphisms are generated by oriented cups and caps and only two oriented crossings.
That theorem also gives a complete list of the relations that are satisfied, (along with planar isotopies for
tangles without crossings.) The goal of this section is to assign functors to the two crossings which serve as
generators and show that the defining relations are satisfied on a functorial level. That is the main result of
this paper.
First we state the functorial relations guaranteeing invariance under isotopy for tangles without crossings.
This follows from theorem 6.2 of [Str2] except for the base case in the induction hypothesis of proposition
6.4. This follows from lemma 11.80 of [KV].
Theorem 6. Let j ≥ i. Then there are isomorphisms of functors
(1)
∩i+1,±,r+2 ◦ ∪i,∓,r ∼= Id
(2)
∩i,±,r+2 ◦ ∪i+1,∓,r ∼= Id
(3)
∩j,±,r−2 ◦ ∩i,±,r ∼= ∩i,±,r−2 ◦ ∩j+2,±,r
(4)
∪j,±,r−2 ◦ ∩i,±,r ∼= ∩i,±,r+2 ◦ ∪j+2,±,r
(5)
∪i,±,r−2 ◦ ∩j,±,r ∼= ∩j+2,±,r+2 ◦ ∪i,±,r
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(6)
∪i,±,r+2 ◦ ∪j,±,r ∼= ∪j+2,±,r+2 ◦ ∪i,±,r
(7)
∩i,±,r+2 ◦ ∪i,±,r ∼= Id⊕ Id .
Now to the crossing
__
??
?
??
?
??




we assign the functor
Ωi = Cone(ǫ˜si [−1]LZ˜si → Id[1]〈1〉)[−k]〈−k〉.
To the opposite crossing
__
??
??
??
? ??




we assign the functor
Πi = Cone(Id〈−1〉 → ǫ˜siLZ˜si)[k − 2]〈k〉.
For ease of notation, we will assume that all arcs not shown in the diagrams are straight arrows oriented
up. Now we must check the following eight relations.
Theorem 7. The functors assigned to the generators of the set of morphisms for the category T satisfy the
following relations:
(1)
∩i+1,+,r+2 ◦ ∪i,−,r ∼= Id ∼= ∩i,−,r+2 ◦ ∪i+1,+,r.
Figure 14. Relation 1
(2)
∩i+1,−,r+2 ◦ ∪i,+,r ∼= Id ∼= ∩i,+,r+2 ◦ ∪i+1,−,r.
Figure 15. Relation 2
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(3)
∩i−2,−,r+2 ◦ ∩i−1,−,r+4 ◦Ωi+2k−4 ◦ ∪i+1,+,r+2 ◦ ∪i,+,r ∼=
∩i,+,r+2 ◦ ∩i+1,+,r+4 ◦Ωi+2k−4 ◦ ∪i−1,−,r+2 ◦ ∪i−2,−,r
∩i−2,−,r+2 ◦ ∩i−1,−,r+4 ◦Ωi+2k−4 ◦ ∪i+1,+,r+2 ◦ ∪i,+,r ∼=
∩i,+,r+2 ◦ ∩i+1,+,r+4 ◦Ωi+2k−4 ◦ ∪i−1,−,r+2 ◦ ∪i−2,−,r
Figure 16. Relation 3
(4)
Ωi ◦Πi ∼= Id ∼= Πi ◦ Ωi
Figure 17. Relation 4
(5)
Ωi ◦ Ωi+1 ◦ Ωi ∼= Ωi+1 ◦ Ωi ◦ Ωi+1
(6)
∩i+1,+,r+2 ◦ Ωi ◦ ∪i+1,+,r ∼= Id ∼= ∩i+1,+,r+2 ◦Πi+k−2 ◦ ∪i+1,+,r
(7)
∩i,−,r+2 ◦Ωi+k−1 ◦ ∪i+2,+,r ◦ ∩i+2,+,r+2 ◦Πi+k−1 ◦ ∪i,−,r ∼= Id ∼=
∩i,−,r+2 ◦Πi+k−1 ◦ ∪i+2,+,r ◦ ∩i+2,+,r+2 ◦ Ωi+k−1 ◦ ∪i,−,r
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Figure 18. Relation 5
Figure 19. Relation 6
Figure 20. Relation 7
(8)
∩i,+,r+2 ◦Ωi+k−3 ◦ ∪i−2,−,r ◦ ∩i−2,−,r+2 ◦Πi+k−3 ◦ ∪i,+,r ∼= Id ∼=
∩i,+,r+2 ◦Ωi+k−3 ◦ ∪i−2,−,r ◦ ∩i−2,−,r+2 ◦Πi+k−3 ◦ ∪i,+,r
6.1. Relation 1. The goal of this section is to prove that the functors assigned to the tangles in diagram 14
are isomorphic. We interpret the integers ai and −ai, mod k.
Lemma 51. ∩i+1,−ai,r+2 ◦ ∪i,ai,r
∼= Id .
Proof. The left hand side is isomorphic to
ν ◦ ∆˜
(k,a1,...,ar)
(a1,...,ai,k,...,ar)
◦LZ˜
(a1,...,ai,k,...,ar)
(a1,...,ai−1,ai,−ai,ai,...,ar)
◦ ǫ˜
(a1,...,ai−1,ai,−ai,ai,...,ar)
(a1,...,ai−1,k,ai,...,ar)
[−(k− 1)]◦ ∆˜
(a1,...,ai−1,k,ai,...,ar)
(k,a1,...,ar)
◦ ζ.
This is easily seen to be isomorphic to
∼= ν ◦ ∆˜
(k,a1,...,ar)
(a1,...,ai,k,...,ar)
◦ ∆˜
(a1,...,ai,k,ai+1,...,ar)
(k,a1,...,ar)
◦ ζ ∼= Id .
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Figure 21. Relation 8

Lemma 52. ∩i,ai,r+2 ◦ ∪i+1,−ai,r
∼= Id .
Proof. The left hand side is isomorphic to
ν ◦ ∆˜
(k,a1,...,ar)
(a1,...,ai−1,k,...,ar)
◦ LZ˜
(a1,...,ai−1,k,...,ar)
(a1,...,ai,−ai,ai,ai+1,...,ar)
◦ ǫ˜
(a1,...,ai,−ai,ai,ai+1,...,ar)
(a1,...,ai,k,...,ar)
[−(k − 1)] ◦ ∆˜
(a1,...,ai,k,...,ar)
(k,a1,...,ar)
◦ ζ.
This is easily seen to be isomorphic to
∼= ν ◦ ∆˜
(k,a1,...,ar)
(a1,...,ai−1,k,...,ar)
◦ ∆˜
(a1,...,ai−1,k,ai,...,ar)
(k,a1,...,ar)
◦ ζ ∼= Id .

Now we easily get relation 1.
Corollary 15. ∩i+1,+,r+2 ◦ ∪i,−,r ∼= Id ∼= ∩i,−,r+2 ◦ ∪i+1,+,r.
Proof. Take ai = −1 and apply the two lemmas. 
6.2. Relation 2. There is the tangle relation for diagram 39. As in the previous subsection there is an
analogous isomorphism of functors.
Corollary 16. ∩i+1,−,r+2 ◦ ∪i,+,r ∼= Id ∼= ∩i,+,r+2 ◦ ∪i+1,−,r.
Proof. Take ai = 1 from the two lemmas in the previous subsection. 
6.3. Relation 3. In this section we define functors for crossings with both arrows pointing down. It will
be shown that these functors are consistent in a certain way with the functors defined for the other types of
crossings. First we must define functors categorifying intertwiners Λk−1Vk−1 ⊗Λ
k−1Vk−1 → Λ
k−2 ⊗ΛkVk−1
and Λk−2 ⊗ ΛkVk−1 → Λ
k−1Vk−1 ⊗ Λ
k−1Vk−1. Let F1 and F2 be the functors for the diagrams on the left
and right respectively of figure 22.
Figure 22.
Explicitly,
F1 = LZ˜
pi+pi+k
qi+pi+kLZ˜
qi+pi+k
ri+2+pi+k
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F2 = LZ˜
pi+pi+k
pi+qi+k
LZ˜
pi+qi+k
qi+qi+k
ǫ˜
qi+qi+k
pi+1+qi+k
[−(k − 1)]LZ˜
pi+1+qi+k
qi+1+qi+k
LZ˜
qi+1+qi+k
ri+2+qi+k
ǫ˜
ri+2+qi+k
ri+2+pi+k
[−(k − 1)].
If φ : R → S is a natural transformation, then there is a natural transformation φ∗ : S∗ → R∗ of adjoint
functors. There is a map constructed by taking the adjoint of an adjunction morphism:
α1 : F1 → LZ˜
pi+pi+k
ri+2+qi+k
ǫ˜
ri+2+qi+k
pi+1+qi+k
[−(2k − 3)]LZ˜
pi+1+qi+k
ri+2+qi+k
ǫ˜
ri+2+qi+k
ri+2+pi+k
[−(k − 1)][k − 2]〈k − 2〉.
We may rewrite the above line as
α1 : F1 → LZ˜
pi+pi+k
qi+qi+kLZ˜
qi+qi+k
ri+2+qi+k ǫ˜
ri+2+qi+k
qi+qi+k [−(k−2)]ǫ˜
qi+qi+k
pi+1+qi+k [−(k−1)]LZ˜
pi+1+qi+k
ri+2+qi+k ǫ˜
ri+2+qi+k
ri+2+pi+k [−(k−1)][k−2]〈k−2〉 = F3.
Since
LZ˜
qi+qi+k
ri+2+qi+k
ǫ˜
ri+2+qi+k
qi+qi+k
∼= ⊕k−2j=0 Id[2j]〈−(k − 2) + 2j〉,
there is a projection α2 : F3 → F2.
Lemma 53. The composite α2 ◦ α1 : F1 → F2 is an isomorphism.
Proof. The map coming from adjunction is clearly non-zero. Since α2 is just projection, α2 ◦α1 is non-zero.
An easily calculation shows that F1 an F2 applied to a generalized Verma module
M ri+2+pi+k(a1, . . . , ai−1, ai, ai+1, ai+2, . . . , ai+k−1︸ ︷︷ ︸ k − 1, . . . , 0,︸ ︷︷ ︸ai+2k, . . . , an),
gives a generalized Verma module
Mpi+pi+k(a1, . . . , ai−1, k − 1, . . . , 0,︸ ︷︷ ︸ k − 1, . . . , 0,︸ ︷︷ ︸ ai+2, . . . , an)
or zero. Therefore α2 ◦α1 is a non-zero endomorphism of a generalized Verma module (when it is non-trivial)
so it is an isomorphism. This composition of maps is then an isomorphism when the functors are applied
to a projective object by considering a filtration with subquotients of generalized Verma modules. Then it
it an isomorphism of functors because a bounded complex is quasi-isomorphic to a complex of projective
objects. 
Let G1 and G2 be functors for the diagrams on the left and right respectively of figure 23.
Figure 23.
Explicity,
G1 = LZ˜
pi+pi+k
pi+qi+k
LZ˜
pi+qi+k
qi+qi+k
ǫ˜
qi+qi+k
pi+1+qi+k
[−(k − 1)]LZ˜
pi+1+qi+k
qi+1+qi+k
ǫ˜
qi+1+qi+k
si+qi+1+qi+k
[−1]
G2 = LZ˜
pi+pi+k
pi+qi+kLZ˜
pi+qi+k
si+ri+2+qi+k ǫ˜
si+ri+2+qi+k
si+qi+1+qi+k [−(k − 2)].
There is a morphism constructed similarly to α1 above:
β1 : G2 →LZ˜
pi+pi+k
qi+qi+k
LZ˜
qi+qi+k
ri+2+qi+k
ǫ˜
ri+2+qi+k
qi+qi+k
[−(k − 2)]ǫ˜
qi+qi+k
pi+1+qi+k
[−(k − 1)]◦
LZ˜
pi+1+qi+k
qi+1+qi+kLZ˜
qi+1+qi+k
ri+2+qi+k ǫ˜
ri+2+qi+k
qi+1+qi+k [−(k − 2)]ǫ˜
qi+1+qi+k
si+qi+1+qi+k [−1][2k − 4]〈−2k + 4〉.
Then there is an obvious projection β2 from the latter functor to G1.
Lemma 54. The composite β2 ◦ β1 : G2 → G1 is an isomorphism.
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Proof. The map β1 is non-zero for an object when the functors applied to the object do not vanish because
it comes from adjunction. Since β2 is projection, it too is non-zero when the functors are non-zero. An easy
calculation shows that G1 and G2 applied to the generalized Verma module
M siqi+1+qi+k(a1, . . . , ai, ai+1,︸ ︷︷ ︸ ai+2, . . . , ai+k,︸ ︷︷ ︸ ai+k−1, . . . , ai+2k−1,︸ ︷︷ ︸ ai+2k, . . . , an)
is isomorphic to a shifted generalized Verma module
Mpi+pi+k(a1, . . . , ai−1, k − 1, . . . , 0,︸ ︷︷ ︸k − 1, . . . , 0,︸ ︷︷ ︸ ai+2k, . . . , an)
or zero. Therefore for generalized Verma modules β2 ◦ β1 is an isomorphism. It is then an isomorphism for
projective objects by considering a Verma flag. It is then an isomorphism for all bounded complexed because
there exists a complex of projective quasi-isomorphic to it. 
Figure 24.
Corollary 17. There is an isomorphism of functors for the two diagrams in figure 24.
G1 ◦ LZ˜
si+qi+1+qi+k
qi+1+qi+k
∼= F2 ◦ LZ˜
ri+2+pi+k
ri+2+qi+k
ǫ˜
ri+2+qi+k
qi+1+qi+k
[−(k − 2)].
Proof. By lemma 54, the left hand side is isomorphic to
LZ˜
pi+pi+k
pi+qi+kLZ˜
pi+qi+k
si+ri+2+qi+k ǫ˜
si+ri+2+qi+k
si+qi+1+qi+k [−(k − 2)]LZ˜
si+qi+1+qi+k
qi+1+qi+k .
Commuting the last two functors in the expression above, we get that it is isomorphic to
LZ˜
pi+pi+k
pi+qi+kLZ˜
pi+qi+k
si+ri+2+qi+kLZ˜
si+ri+2+qi+k
ri+2+qi+k ǫ˜
ri+2+qi+k
qi+1+qi+k [−(k − 2)].
Lemma 53 implies that this is isomorphic to the right hand side of the desired isomorphism. 
The next corollary gives an isomorphism between the two diagrams in figure 25.
Figure 25.
Corollary 18. Let G∗1 and F
∗
2 denote the adjoint functors. Then
ǫ˜
qi+1+qi+k
si+qi+1+qi+k [−1] ◦G
∗
1
∼= LZ˜
qi+1+qi+k
ri+2+qi+k ◦ ǫ˜
ri+2+qi+k
ri+2+pi+k [−(k − 1)] ◦ F
∗
2 .
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Proof. This follows from the previous corollary by taking adjoints. 
Let H1 be the functor for the diagram on the left and H2 be the functor for the diagram on the right of
figure 26.
Figure 26.
Let H3 be the functor for the diagram on the left and H4 be the functor for the diagram on the right of
figure 27.
Figure 27.
Let G = LZ˜
qi−1+qi+k−2
ri+qi+k−2
ǫ˜
ri+qi+k−2
ri+pi+k−1
[−(k − 1)]LZ˜
ri+pi+k−1
ri+qi+k−2
ǫ˜
ri+qi+k−2
qi−1+qi+k−2
[−(k − 2)]. It is the functor for the
diagram in figure 28.
Figure 28.
Corollary 19. H1 ∼= H2 ∼= G.
Proof. The two corollaries, imply that H1 ∼= H3 and H2 ∼= H4. Then, using the first relation, both of these
functors are seen to be isomorphic to G. 
Now we are prepared to prove the main relations of this section. Let A and B denote the functors assigned
to the diagrams on the left and right respectively of figure 29.
Let C and D denote the functors assigned to the diagrams on the left and right respectively of figure 30.
Proposition 17. (1) The functors A and B are isomorphic.
(2) The functors C and D are isomorphic.
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Figure 29.
Figure 30.
Proof. The first pair of functors are cones of morphismsG→ Id[1]〈1〉. The second pair are cones of morphisms
Id[−1]〈−1〉 → G. Clearly,
Hom(G, Id[1]〈1〉) ∼= Hom(Id[−1]〈−1〉, G) ∼= End(LZ˜
(k−2,k)
(k−2,1,k−1)ǫ˜
(k−2,1,k−1)
(k−1,k−1) ).
By theorem 34 of [MOS], this space is isomorphic to a space of endomorphisms of a projective functor:
End(θ˜
(k−2,k)
(k−2,1,k−1)θ˜
(k−2,1,k−1)
(k−1,k−1) ).
By proposition 8.7 of [Str2], this is isomorphic to
EndC(k−2,k)−gmod−C(k−1,k−1)(C
(k−2,1,k−1) ⊗C(k−1,k−1) C
(k−1,k−1)).
As a graded (C(k−2,k), C(k−1,k−1))− bimodule, C(k−2,1,k−1) ⊗C(k−1,k−1) C
(k−1,k−1) is generated by 1 ⊗ 1.
Thus the degree zero component of this space of endomorphisms is one dimensional. Since there is a unique
homogenous morphism up to scalar of degree 0 between the functors, the cones must be isomorphic. 
6.4. Relation 4. We will show that the functors assigned to the crossings, Πi and Ωi are auto-equivalences
of the derived category.
Let α : ǫ˜siLZ˜si → Id[2]〈1〉 and β : Id→ ǫ˜siLZ˜si〈1〉.
Proposition 18. Πi ◦ Ωi ∼= Id .
Proof. We would like to show that Cone(β)Cone(α) ∼= Id[r]〈s〉 for some r and s. Consider the following
commutative diagram.
Cone(β)eǫsiL
eZsi
g // Cone(β) Id[2]〈1〉 // Cone(β)Cone(α)
eǫsiL
eZsi 〈1〉eǫsiL
eZsi //
f
OO
eǫsiL
eZi〈1〉 Id[2]〈1〉 //
OO
eǫsiL
eZsi 〈1〉Cone(α)
OO
Id ◦eǫsiL
eZsi //
h
OO
Id ◦ Id[2]〈1〉
OO
// Id ◦Cone(α)
OO
By properties of adjoint functors, h is split inclusion so f is surjection onto ǫ˜siLZ˜
si [2]〈2〉 By commutativity,
g is the map fitting into the distinguished triangle
Id[2]〈1〉
β[2]〈1〉// ǫ˜siLZ˜
si [2]〈2〉
g // Cone(β)[2]〈1〉.
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Therefore Cone(β)Cone(α) ∼= Id[3]〈1〉. Then with the shifts built into the definition of Πi and Ωi, we have
Πi ◦ Ωi ∼= Id . 
Proposition 19. Ωi ◦Π ∼= Id .
Proof. As in the previous proposition we would like to show that Cone(α)Cone(β) ∼= Id[r]〈s〉 for some r and
s. Consider the following commutative diagram.
Cone(α) // Cone(α)eǫsiL eZsi 〈1〉 // Cone(α)Cone(β)
Id[2]〈1〉 //
OO
Id[2]〈1〉eǫsiL
eZi〈1〉 //
OO
Id[2]〈1〉Cone(β)
OO
eǫsiL
eZsi
f //
OO
eǫsiL
eZsieǫsiL
eZsi 〈1〉
OO
// eǫsiL eZsiCone(β)
h
OO
Note that f = ǫ˜siLZ˜
siadj and g : ǫ˜siLZ˜
si ǫ˜siLZ˜
si〈1〉 → ǫ˜siLZ˜
si is given by Id|eǫsi adj
′ Id|L eZsi 〈1〉, where
adj : Id→ ǫ˜siLZ˜
si is the obvious adjunction map and adj′ : LZ˜si ǫ˜si → Id is an adjunction map as well. By
properties of adjunction maps, g ◦ f = Id . Thus f is split injective so ǫ˜siLZ˜
siCone(β) ∼= ǫ˜siLZ˜
si [2]〈2〉. As
in the previous proposition, the map h fits into the distinguished triangle
Id[2]〈1〉
β[2]〈1〉// ǫ˜siLZ˜
si [2]〈2〉
h // Cone(β)[2]〈1〉.
Therefore Cone(α)Cone(β) ∼= Id and we have shown that Πi and Ωi are inverse auto-equivalences. 
6.5. Relation 5.
Lemma 55. Suppose we have the following morphism of distinguished triangles where f and h are split
inclusion maps.
X
α //
f

Y
β //
h

Z
j

X
′ α
′
//
Y
′
β
′
//
Z
′
.
Then j is also a split inclusion.
Proof. See exercise 7.2 of [Sch]. 
Proposition 20. There is a functorial braid relation Πi ◦Πi+1 ◦Πi ∼= Πi+1 ◦Πi ◦Πi+1.
Proof. First we will consider the commutative diagram expressing the functor Πi ◦Πi+1.
Cone(αi+1) // eǫsiL eZsi 〈1〉Cone(αi+1) // Cone(αi)Cone(αi+1)
eǫsi+1L
eZsi+1 〈1〉 //
OO
eǫsiL
eZsi 〈1〉eǫsi+1L
eZsi+1 〈1〉 //
OO
Cone(αi+1)eǫsi+1L
eZsi+1 〈1〉
OO
Id
αi //
αi+1
OO
eǫsiL
eZsi 〈1〉
OO
// Cone(αi)
OO
Apply ǫ˜si+1LZ˜
si+1 to Πi ◦Πi+1 and to the above diagram to get the following diagram.
eǫsi+1L
eZsi+1 〈1〉Cone(αi+1) // eǫsi+1L eZ
si+1 〈1〉eǫsiL
eZsi 〈1〉Cone(αi+1) // eǫsi+1L eZ
si+1 〈1〉Cone(αi)Cone(αi+1)
eǫsi+1L
eZsi+1 〈1〉eǫsi+1L
eZsi+1 〈1〉 //
OO
eǫsi+1L
eZsi+1 〈1〉eǫsiL
eZsi 〈1〉eǫsi+1L
eZsi+1 〈1〉 //
OO
eǫi+1L eZi+1〈1〉Cone(αi+1)eǫsi+1L
eZsi+1 〈1〉
OO
eǫsi+1L
eZsi+1 〈1〉 Id
eǫsi+1L
eZsi+1 〈1〉αi//
eǫsi+1L
eZsi+1 〈1〉αi+1
OO
eǫsi+1L
eZsi+1 〈1〉eǫsiL
eZsi 〈1〉
OO
// eǫsi+1L eZ
si+1 〈1〉Cone(αi)
OO
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There is an obvious morphism from the first diagram to the second one. All of the squares commute.
Now apply Cone(αi+1) to the first diagram to get the following commutative diagram.
Cone(αi+1)Cone(αi+1) // Cone(αi+1)eǫsiL eZsi 〈1〉Cone(αi+1) // Cone(αi+1)Cone(αi)Cone(αi+1)
Cone(αi+1)eǫsi+1L
eZsi+1 〈1〉 //
OO
Cone(αi+1)eǫsiL
eZsi 〈1〉eǫsi+1L
eZsi+1 〈1〉 //
OO
Cone(αi+1)Cone(αi+1)eǫsi+1L
eZsi+1 〈1〉
OO
Cone(αi+1) Id
Cone(αi+1)αi //
Cone(αi+1)αi+1
OO
Cone(αi+1)eǫiL eZi〈1〉
OO
// Cone(αi+1)Cone(αi)
OO
There is a morphism from the second diagram to this one coming from the distinguished triangle
Id→ ǫ˜si+1LZ˜
si+1〈1〉 → Cone(αi+1).
All of the resulting squares commute.
Let F = Cone((Cone(Id→ ǫ˜si+1LZ˜
si+1〈1〉))→ Cone(ǫ˜siLZ˜
si〈1〉 → ǫ˜siLZ˜
si〈1〉ǫ˜si+1LZ˜
si+1〈1〉)).
Then Πi+1 ◦Πi ◦Πi+1 = Cone(F → ǫ˜si+1LZ˜
si+1〈1〉F ). This is isomorphic to
Cone(F → Cone(ǫ˜si+1LZ˜
si+1 [2]〈3〉 → Cone(ǫ˜si+1LZ˜
si+1〈1〉ǫ˜siLZ˜
si〈1〉 → ǫ˜si+1LZ˜
si+1 [2]〈3〉⊕ ǫ˜tiLZ˜
ti [1]〈3〉))).
We claim that
Cone(ǫ˜si+1LZ˜
si+1 [2]〈3〉 → Cone(ǫ˜si+1LZ˜
si+1〈1〉ǫ˜siLZ˜
si〈1〉 → ǫ˜si+1LZ˜
si+1 [2]〈3〉 ⊕ ǫ˜tiLZ˜
ti [1]〈3〉))
is isomorphic to Cone(ǫ˜si+1LZ˜
si+1〈1〉ǫ˜siLZ˜
si〈1〉 → ǫ˜tiLZ˜
ti [1]〈3〉).
We have the following commutative diagram
eǫsi+1L
eZsi+1 〈1〉
ρ //

eǫsi+1L
eZsi+1 〈1〉eǫsi+1L
eZsi+1 〈1〉
π //
f

Cone(ρ)
ν

eǫsi+1L
eZsi+1 〈1〉eǫsiL
eZsi 〈1〉
µ// eǫsi+1L eZ
si+1 〈1〉eǫsiL
eZsi 〈1〉eǫsi+1L
eZsi+1 〈1〉
g // Cone(µ)
By properties of adjunction maps, π maps ǫ˜si+1LZ˜
si+1 [2]〈3〉 onto itself and ǫ˜si+1LZ˜
si+1〈1〉 to zero. Thus,
νπ(ǫ˜si+1LZ˜
si+1[2]〈3〉) ∼= ν(ǫ˜si+1LZ˜
si+1 [2]〈3〉) ∼= g ◦ f(ǫ˜si+1LZ˜
si+1[2]〈3〉).
Let us examine the map f. There is an adjunction map Id[2]〈1〉 → LZ˜si ǫ˜si . There is another map LZ˜
si ǫ˜si →
LZ˜si ǫ˜si+1LZ˜
si+1〈1〉ǫ˜si which also comes from adjunction. From general principles (see [Mac]), the composi-
ton of these two maps is adjunction Id[2]〈1〉 → LZ˜si ǫ˜si+1LZ˜
si+1〈1〉ǫ˜si .We know from proposition 12 that this
map is a split inclusion. This is how the map f is constructed. This then gives the following commutative
diagram of distinguished triangles.
0 //

eǫsi+1L
eZsi+1 [2]〈3〉 //

eǫsi+1L
eZsi+1 [2]〈3〉
δ

eǫsi+1L
eZsi+1 〈1〉eǫsiL
eZsi 〈1〉
µ//

eǫsi+1L
eZsi+1 〈1〉eǫsiL
eZsi 〈1〉eǫsi+1L
eZsi+1 〈1〉
g //

Cone(µ)

eǫsi+1L
eZsi+1 〈1〉eǫsiL
eZsi 〈1〉 // eǫtiL eZti [1]〈3〉 // Cone(δ)
This implies the claim.
The functor Πi◦Πi+1◦ǫ˜siLZ˜
si〈1〉 is expressed by the following commutative diagram. There is a morphism
from the first diagram to this one such that all the resulting squares commute.
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Cone(αi+1)eǫsiL
eZsi 〈1〉 // eǫsiL eZsi 〈1〉Cone(αi+1)eǫsiL eZsi 〈1〉 // Cone(αi)Cone(αi+1)eǫsiL eZsi 〈1〉
eǫsi+1L
eZsi+1 〈1〉eǫsiL
eZsi 〈1〉 //
OO
eǫsiL
eZsi 〈1〉eǫsi+1L
eZsi+1 〈1〉eǫsiL
eZsi 〈1〉 //
OO
Cone(αi)eǫsi+1L
eZsi+1 eǫsiL
eZsi 〈1〉
OO
Id eǫsiL
eZsi 〈1〉
αieǫsiL
eZsi 〈1〉
//
αi+1eǫsiL
eZsi 〈1〉
OO
eǫsiL
eZsi 〈1〉eǫsiL
eZsi 〈1〉
OO
// Cone(αi)eǫsiL eZsi 〈1〉
OO
The functor Πi ◦Πi+1 ◦Πi is expressed through the following diagram.
Cone(αi+1)Cone(αi) // eǫsiL eZsi 〈1〉Cone(αi+1)Cone(αi) // Cone(αi)Cone(αi+1)Cone(αi)
eǫsi+1L
eZsi+1 〈1〉Cone(αi) //
OO
eǫsiL
eZsi 〈1〉eǫsi+1L
eZsi+1 〈1〉Cone(αi) //
OO
Cone(αi)eǫsi+1L
eZsi+1 〈1〉Cone(αi)
OO
IdCone(αi)
αiCone(αi) //
αi+1Cone(αi)
OO
eǫsiL
eZsi 〈1〉Cone(αi)
OO
// Cone(αi)Cone(αi)
OO
By definition, Πi ◦Πi+1 ◦Πi = Cone(F → F ǫ˜siLZ˜
si〈1〉). We repeat the computation done for Πi+1 ◦Πi ◦
Πi+1, and find this is isomorphic to Cone(F → Cone(ǫ˜si+1LZ˜
si+1〈1〉ǫ˜siLZ˜
si〈1〉 → ǫ˜tiLZ˜
ti [1]〈3〉)).
Now we just have to verify that the maps in both cones are the same. Consider the commutative diagram
F //

F ǫ˜iLZ˜i〈1〉

ǫ˜i+1LZ˜i+1〈1〉F
// ǫ˜i+1LZ˜i+1〈1〉F ǫ˜iLZ˜i〈1〉
Since ǫ˜i+1LZ˜i+1〈1〉F → ǫ˜i+1LZ˜i+1〈1〉F ǫ˜iLZ˜i〈1〉 and F ǫ˜iLZ˜i〈1〉 → ǫ˜i+1LZ˜i+1〈1〉F ǫ˜iLZ˜i〈1〉 are split in-
clusions by lemma 55, both maps in the cone are the same.

Corollary 20. There is an isomorphism
ΩiΩi+1Ωi
∼= Ωi+1ΩiΩi+1.
Proof. This follows immediately from the proposition by taking the adjoint of both sides. 
6.6. Relation 6.
Proposition 21. There is an isomorphism ∩i+1,+,r+2 ◦ Ωi ◦ ∪i+1,+,r ∼= Id .
Proof. The left hand sides is
LZ˜
pi+1
qi+1Cone(ǫ˜si [−1]LZ˜
si → Id[1]〈1〉)ǫ˜
qi+1
pi+1 [−(k − 1)][−k]〈−k〉
∼=
Cone(LZ˜
pi+1
qi+1 ǫ˜si [−1]LZ˜
si ǫ˜
qi+1
pi+1 [−(k − 1)]→ LZ˜
pi+1
qi+1 ǫ˜
qi+1
pi+1[−(k − 1) + 1]〈1〉)[−k]〈−k〉.
Now apply proposition 4.19 to the left hand side and corollary 4.5 to the right to get
Cone(⊕k−2j=0 Id[k − 2− 2j]〈k − 2− 2j〉 → ⊕
k−1
j=0 Id[k − 2j]〈k − 2j〉)[−k]〈−k〉
∼= Id .

Proposition 22. There is an isomorphism ∩i+1,+,r+2 ◦Πi ◦ ∪i+1,+,r ∼= Id .
Proof. The left hand side is
LZ˜
pi+1
qi+1Cone(Id〈−1〉 → ǫ˜siLZ˜
si〈1〉)ǫ˜
qi+1
pi+1 [−(k − 1)][k − 2]〈k〉
∼=
Cone(LZ˜
pi+1
qi+1 ǫ˜
qi+1
pi+1 [−(k − 1)]〈−1〉 → LZ˜
pi+1
qi+1 ǫ˜siLZ˜
si ǫ˜
qi+1
pi+1 [−(k − 1)])[k − 2]〈k〉.
Now apply corollary 10 to the left side and proposition 12 to the right to get
Cone(⊕k−1j=0 Id[k − 1− 2j]〈k − 2− 2j〉 → ⊕
k−2
j=0 Id[k − 1− 2j]〈k − 2− 2j〉)[k − 2]〈k〉
∼= Id .
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6.7. Relation 7. For purposes of this subsection, we have the following abbreviations for the relevant
subalgebras.
Definition 18. (1) µ = pi + qi+k.
(2) ν = qi−1 + qi+k.
(3) γ = qi−1 + si+k−1 + qi+k.
(4) δ = qi−1 + pi+k.
We let α : ǫ˜νγLZ˜
γ
ν → Id[2]〈1〉 and β : Id→ ǫ˜
ν
γLZ˜
γ
ν 〈1〉.
Proposition 23. There are functorial isomorphisms:
(1)
∩i,−,r+2 ◦ Ωi+k−1 ◦ ∪i+2,+,r ◦ ∩i+2,+,r+2 ◦Πi+k−1 ◦ ∪i,−,r ∼= Id
(2)
∩i,−,r+2 ◦Πi+k−1 ◦ ∪i+2,+,r ◦ ∩i+2,+,r+2 ◦ Ωi+k−1 ◦ ∪i,−,r ∼= Id .
Proof. (1) The left hand side is the functor given below shifted by [−3]〈−1〉.
LZ˜µνCone(Id
β
→ ǫ˜νγLZ˜
γ
ν 〈1〉)ǫ˜
ν
δ [−(k − 1)]LZ˜
δ
νCone(ǫ˜
ν
γLZ˜
γ
ν
α
→ Id[2]〈1〉)ǫ˜νµ[−(k − 1)].
This expression gives rise to the following commutative diagram.
L eZµν Cone(β)eǫ
ν
δL
eZδνeǫ
ν
γL
eZγν eǫ
ν
µ[−2(k − 1)]
// L eZµνCone(β)eǫνδL eZδνeǫνµ[−2k + 4]〈1〉 // L eZµνCone(β)eǫνδL eZδνCone(α)eǫνµ[−2(k − 1)]
L eZµν eǫ
ν
γL
eZγν eǫ
ν
δL
eZδνeǫ
ν
γL
eZγν eǫ
ν
µ[−2(k − 1)]〈1〉
OO
// L eZµν eǫνγL eZγν eǫνδL eZδνeǫνµ[−2k + 4]〈2〉
OO
// L eZµν eǫνγL eZγν eǫνδL eZδνCone(α)eǫνµ[−2(k − 1)]〈1〉
OO
L eZµν eǫ
ν
δL
eZδνeǫ
ν
γL
eZγν eǫ
ν
µ[−2(k − 1)]
OO
// L eZµν eǫνδL eZδνeǫνµ[−2k + 4]〈1〉
OO
// L eZµν eǫνδL eZδνCone(α)eǫνµ[−2(k − 1)]
OO
Using the isomorphisms constructed earlier, the above diagram is the same as
eǫqipiL
eZpiqi [−2k + 4]〈−k + 2〉 ⊕ Id[2]〈1〉
// eǫqipiL eZ
pi
qi
[−2k + 5]〈−k + 2〉 // X
⊕k−3
j=0 eǫ
qi
pi
L eZpiqi [−2j]〈k − 2 − 2j〉 ⊕ Id[2]〈1〉
OO
// ⊕k−2
j=0 eǫ
qi
pi
L eZpiqi [2− 2j]〈k − 2j〉
//
OO
eǫqipiL
eZpiqi [2]〈k〉 ⊕ Id
OO
⊕k−2
j=0 eǫ
qi
pi
L eZpiqi [−2j]〈k − 2 − 2j〉
//
OO
⊕k−1
j=0 eǫ
qi
pi
L eZpiqi [2− 2j]〈k − 2j〉
//
OO
eǫqipiL
eZpiqi [2]〈k〉
OO
Therefore X ∼= Id[3]〈1〉 and so the composition of the functors with the its built in shifts is the
identity.
(2) The proof is the same. One just has to reflect the commutative diagrams in the diagonal going from
the bottom left to the top right.

6.8. Relation 8.
Proposition 24. There are the following functorial isomorphisms:
(1)
∩i,+,r+2 ◦ Ωi+k−3 ◦ ∪i−2,−,r ◦ ∩i−2,−,r+2 ◦Πi+k−3 ◦ ∪i,+,r ∼= Id
(2)
∩i,+,r+2 ◦ Ωi+k−3 ◦ ∪i−2,−,r ◦ ∩i−2,−,r+2 ◦Πi+k−3 ◦ ∪i,+,r ∼= Id .
Proof. One verifies these isomorphisms as in the proofs of relation seven. The only differences are the
subscripts of the parabolic subalgebras. 
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6.9. Skein Relations. The images of the functors assigned to the crossings in the Grothendieck group
satisfy the skein relations for the HOMFLYPT polynomial. The following propositions follows directly from
the definitions of the functors involved.
Theorem 8. The following relations are satisfied in the Grothendieck group:
(1) [Πi] = (−1)
kqk([ǫ˜siLZ˜
si]− q−1[Id]).
(2) [Ωi] = (−1)
kq−k(−q[Id] + [ǫ˜siLZ˜
si ])
(3) qk[Ωi]− q
−k[Πi] = (−1)
k−1(q1 − q−1)[Id]
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