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ABSTRACT
Uncooperative iris identification systems at a distance suf-
fer from poor resolution of the captured iris images, which
significantly degrades iris recognition performance. Super-
resolution techniques have been employed to enhance the
resolution of iris images and improve the recognition per-
formance. However, all existing super-resolution approaches
proposed for the iris biometric super-resolve pixel intensity
values. This paper considers transferring super-resolution
of iris images from the intensity domain to the feature do-
main. By directly super-resolving only the features essential
for recognition, and by incorporating domain specific infor-
mation from iris models, improved recognition performance
compared to pixel domain super-resolution can be achieved.
This is the first paper to investigate the possibility of feature-
domain super-resolution for iris recognition, and experiments
confirm the validity of the proposed approach.
Index Terms— iris recognition, iris recognition at a dis-
tance, super-resolution, feature-domain super-resolution
1. INTRODUCTION
Biometrics are reliable methods for automatic identification
of individuals based on their physiological and behavioural
characteristics. Among the biometrics, iris has been shown
to be one of the most accurate traits for human identifica-
tion due to its stability and high degree of freedom in texture
[1]. Because of existing close-distance constraints between
an iris and a capturing camera, the research community is in-
terested in enabling iris recognition to be conducted in less
constrained environments, such as at a distance. The most
challenging problem with uncooperative iris identification at
a distance is the lack of pixel resolution. In [2], a significant
recognition performance degradation has been demonstrated
when the iris image resolution decreases.
Super-resolution techniques have previously been em-
ployed to address the low resolution problems for a number
of applications [3]. These techniques reconstruct or learn lost
high-frequency information to enhance the resolution of an
imaging system. Recently, these techniques have been effec-
tively exploited to enhance resolution, and mainly to improve
recognition performance of biometric systems, including face
[4] and iris [5–7].
Traditional super-resolution approaches use the intensity
values of pixels to perform pixel-domain super-resolution.
However, these pixel-domain approaches pose two ques-
tions:
• The aim of applying super-resolution to biometrics is not
for visual enhancement, but to improve recognition per-
formance. Most existing super-resolution approaches are
designed to produce a visual enhancement. If recognition
improvement is desired, why do we not focus on super-
resolving only items essential for recognition?
• Each biometric modality has its own characteristics. Most
existing super-resolution approaches for biometrics are
general-scene super-resolution approaches. Can any spe-
cific information from biometric models be exploited to
improve super-resolution performance?
Recently, Gunturk et al. [8] proposed a feature-domain
super-resolution approach, which super-resolves face images
in the eigenface domain, rather than the pixel domain. The
difference between a feature-domain super-resolution and a
pixel-domain super-resolution approach for biometric recog-
nition is illustrated in Figure 1. This super-resolution ap-
proach in the face feature domain has been shown to: (1)
no longer try to obtain a visually improved high-resolusion
image, but to improve recognition performance instead, (2)
reconstruct only essential features required by the recogni-
tion system directly in feature domain, (3) exhibit robustness
to registration errors and noise with the addition of model-
based constraints, (4) outperform other pixel-domain super-
resolution approaches for faces.
To further improve the performance of iris recognition
systems at a distance, we seek to investigate the possibility
of performing feature-based super-resolution for iris recog-
nition. Principal Component Analysis (or Eigeniris) features
of multiple low-resolution normalised iris images are ex-
tracted, then super-resolved to produce a high-resolution
feature vector. The estimation problem is resolved using
Bayesian statistics. Specific information relating to iris mod-
els is incorporated to constrain the estimation. The proposed
feature-domain super-resolution approach is shown to outper-
Fig. 1. Feature-domain SR vs. Pixel-domain SR.
form other pixel-domain super-resolution approaches.
The remainder of this paper is organized as follows:
eigeniris recognition is briefly summarised in Section 2; Sec-
tion 3 describes a feature-domain super-resolution approach
for iris images; Section 4 explains our experiments and re-
sults; and the paper is concluded in Section 5.
2. EIGENIRIS RECOGNITION
Here we briefly introduce Principal Components Analysis
(PCA), or eigeniris recognition (more details can be found in
[9]). PCA is a mathematical procedure that applies an orthog-
onal transformation to convert a set of observations of pos-
sibly correlated variables into a set of values of uncorrelated
variables called principal components. Each observation (iris
image) is represented as a linear combination of orthonormal
vectors, called eigenvectors (eigenirises). Let I1, I2, ..., IK
be the normalised and preprocessed training iris images in-
dexed in accordance with iris class. The eigenirises are the
eigenvectors of the covariance matrix C =
∑K
i=1 IiI
T
i .
During the training phase, eigeniris space is estimated
from gallery images. In practice, the smallest eigenvalues of
C are disregarded, and an eigeniris space matrix, φ, which
contains the eigenirises as its column is formed. Thus the new
transformed space has smaller dimensionality than the origi-
nal space. Depending on the compromise between represen-
tation accuracy and compactness, the number of eigenirises
employed can be varied.
In the testing/recognition phase, a normalised iris image,
x, can be projected onto the eigeniris space as follows: x =
φa + ex, where φ is the eigeniris space matrix, ex is the rep-
resentation error, a is the eigenvalue which serves as a feature
vector for representing the normalised iris image. The iden-
tity of the probe image will be estimated as the identity of
the class whose feature vector has the smallest distance to the
probe feature vector. The distance between two feature vec-
tors can be determined using either Euclidean or Hamming
distance.
3. FEATURE-DOMAIN SUPER-RESOLUTION FOR
IRIS RECOGNITION
Inspired by the eigenface-domain super-resolution for face
recognition by Gunturk et al. [8], we propose a five-stage
feature-domain super-resolution approach for iris recognition.
The first stage involves determining the relationship between
low-resolution (LR) and high-resolution (HR) images in the
spatial domain as is conventional [3]. Since we only focus
on super-resolving features essential for recognition perfor-
mance, this relationship is transformed to the relationship be-
tween LR and HR features, as shown in Stage 2. The HR
features can be estimated using Bayes maximum a posteri-
ori probability estimation (Stage 3). To solve this estimation,
specific iris model constraints are incorporated into the prob-
lem (Stage 4). With the added information, the estimation
problem is paraphrased and the HR features are estimated by
iterative steepest decent (Stage 5). The remainder of this sec-
tion explains these steps in more detail.
Stage 1: Observation model in the spatial domain
Let x be the original HR iris image, and y(i) be the ith
observed LR iris image after being degraded by downsam-
pling, D(i); blurring, B(i); and warping, W (i). The relation
between x, y(i) is described as follows,
y(i) = H(i)x+ n(i) = D(i)B(i)W (i)x+ n(i), (1)
where n(i) is the observation noise.
Stage 2: Observation model in the feature domain
We seek to transform the observation model from the spa-
tial domain to the feature domain. In eigeniris recognition,
HR irises, x, and observed LR irises, y(i), are represented as
a superposition of eigenirises as follows,
x = Φa+ ex, (2)
y(i) = Ψâ(i) + ey, (3)
where Φ,Ψ are eigeniris matrixes, a, â(i) are feature vectors
of HR and LR iris images, ex, ey are representation errors.
Replacing HR and LR feature representation (2),(3) into
the spatial observation model (1), we have,
â(i) = ΨTH(i)Φa+ ΨTH(i)ex + Ψ
Tn(i). (4)
Equation (4) shows the relationship between HR and ob-
served LR iris features. The next sections will discuss a
solution to estimate the HR iris features from this equation.
Stage 3: Estimating HR feature problem
In Bayes statistics, a maximum a posteriori probability
estimate can be used to estimate an unobserved quatity on the
basis of empirical data. Using Bayes maximum a posteriori
probability estimator, a HR feature can be estimated as,
a˜ = argmaxap(â
(1), . . . , â(M)|a)p(a).
The estimated HR feature, a˜, is the value that maximises the
product of the conditional probability p(â(1), . . . , â(M)|a)
and the priori probability p(a).
Stage 4: Incorporating iris model information
To solve the above estimation problem, specific informa-
tion relating to iris models can be incorporated in the form of
two assumptions:
1. Prior probability is jointly Gaussian,
p(a) =
1
Z
exp(−(a− µa)TΛ−1(a− µa)).
2. Total observation noise and representation error
is Independent Identically Distributed (IID) Gaussian
with a diagonal covariance matrix,
v(i) = H(i)ex + n
(i)
â(i) = ΨTH(i)Φa+ ΨT v(i) (5)
p(v(i)) =
1
Z
exp(−(v(i) − µ(i)v )TK−1(v(i) − µ(i)v )).
With these two assumptions, the conditional probability
p(â(1), . . . , â(M)|a) can be re-calculated as follows. Accord-
ing to multivariate random variable theory, ΨT v(i) is also
a Gaussian distribution, p(ΨT v(i)) =
1
Z
exp(−(ΨT v(i) −
ΨTµ(i)v )
TQ−1(ΨT v(i) − ΨTµ(i)v )), where Q = ΨTKΨ.
Since â(i) − ΨTH(i)Φa = ΨT v(i), so the individual condi-
tional probability can be shown as,
p(a(i)|a) = 1
Z
exp(−(â(i)−ΨTH(i)Φa−ΨTµ(i)v )TQ−1(â(i)−
ΨTH(i)Φa−ΨTµ(i)v )).
From (5), â(i) − ΨTH(i)Φa is IID as a consequence of
the fact that ΨT v(i) is IID, thus,
p(â(1), . . . , â(M)|a) =
∏
i
p(â(i)|a) =
1
Z
exp(−
M∑
i=1
(â(i)−ΨTH(i)Φa−η)TQ−1(â(i)−ΨTH(i)Φa−
η)).
The estimation problem can then be rewritten as,
a˜ = argmaxap(â
(1), . . . , â(M)|a)p(a)
= argmaxa
1
Z
exp(−
M∑
i=1
(â(i)−ΨTH(i)Φa−η)TQ−1(â(i)−
ΨTH(i)Φa− η))× 1
Z
exp(−(a− µa)TΛ−1(a− µa))
= argmina(
M∑
i=1
(â(i)−ΨTH(i)Φa−η)TQ−1(â(i)−ΨTH(i)Φa−
η) + (a− µa)TΛ−1(a− µa)).
Stage 5: Estimating solution by iterative steepest decent
The estimation problem in Stage 4 can be solved by iterative
steepest descent,
an = an−1 + α∇E(an−1), (6)
where E(a) is the cost function, defined as,
E(a) =
1− λ
2
M∑
i=1
(â(i) −ΨTH(i)Φa− η)TQ−1(â(i) −
ΨTH(i)Φa− η) + λ
2
(a− µa)TΛ−1(a− µa).
By calculating the derivative ofE(a), and substituting the
result back into Equation (6), the iterative solution for esti-
mating a HR feature can be represented as,
an = an−1 − α
[− (1− λ) M∑
i=1
ΨTH(i)
T
ΦQ−1(â(i) −
ΨTH(i)Φa− η) + λΛ−1(an−1 − µa)
]
.
4. EXPERIMENTS
The Multiple Biometric Grand Challenge dataset [10] is orga-
nized by the National Institute of Standards and Technology
to promote face and iris recognition technology on both still
and video imagery. A subset of subjects with high quality
still iris images has been selected from the dataset. Two high
quality iris images are selected for each subject. One iris im-
age serves as the gallery image, while the other is degraded
by Gaussian blurring, radom warping and downsampling by
a factor of four to create a series of 16 low resolution images.
In pixel-domain super-resolution approaches such as the
one described in [7], a HR image is created from one LR iris
sequence. This HR image is then encoded to extract the HR
features for recognition. In contrast, the proposed feature-
domain super-resolution approach extracts features from all
LR iris images in the LR sequence, and then super-resolves
these features directly to create a HR feature for recogni-
tion. The true HR feature for use as ground-truth is calcu-
lated by encoding the original high-resolution probe image.
To demonstrate the effectiveness of the proposed approach,
we compare the average distance of the reconstructed features
to the true features and show recognition performance.
4.1. Average Distance to true feature vectors
The distance between a reconstructed feature vector, a˜, and
the true HR feature vector, a, is calculated for each subject as
follows,
D(a, a˜) =
‖a− a˜‖
‖a‖ ×
1
Length(a)
Fig. 2. Average distance to true feature vector.
where ‖.‖ is Eucledean distance, Length(a) - the length of
vector a, is used for normalisation. The distance between a
reconstructed HR feature vector using the proposed feature-
domain super-resolution approach and the true HR feature
vector is compared with the distance between a reconstructed
HR feature vector using the pixel-domain super-resolution ap-
proach and the true HR feature vector, and the distance be-
tween the LR feature and the true HR feature. Figure 2 shows
that the proposed feature-domain super-resolution approach
achieves closer features to the true features.
4.2. Recognition performance
Figure 3 illustrates recognition performance of feature-
domain super-resolution against pixel-domain super-resolution.
The proposed feature-domain approach achieves superior per-
formance by directly super-resolving only information essen-
tial for recognition and incorporating iris model constraints.
5. CONCLUSION
The use of feature-based super-resolution to improve the
performance of iris recognition has hitherto remained unex-
plored. In this paper we have investigated feature-domain
super-resolution for iris recognition using eigeniris as the
features. We have shown how these features can be super-
resolved directly in the feature domain. In addition, by
incorporating specific iris model constraints, recognition per-
formance has been improved when compared to a pixel-based
super-resolution system.
It should however be noted that 2D Gabor wavelets are
more discriminant features for iris recognition than eigeniris
features [1]. Based on the positive initial results outlined in
this work, we expect that a feature-domain super-resolution
approach using 2D Gabor features will improve iris recogni-
Fig. 3. Recognition performance.
tion performance over other pixel-based super-resolution ap-
proaches. Our current research is targeted in this direction.
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