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Abstract
Wireless communications is nowadays seen as one of the main foundations of technological
advancements in, e.g., healthcare, education, agriculture, transportation, computing,
personal communications, media, and entertainment. This requires major technological
developments and advances at different levels of the wireless communication systems
and networks. In particular, it is required to utilize the currently available frequency
spectrum in a more and more efficient way, while also adopting new spectral bands.
Moreover, it is required that cheaper and smaller electronic components are used to build
future wireless communication systems to facilitate increasingly cost-effective solutions.
Meanwhile, energy efficiency becomes extremely important in wide scale deployments of
the networks both from a running cost point of view, and from an environmental impact
point of view. This is the big picture, or the so called ‘bird’s eye view’ of the challenges
that are yet to be met in this very interesting and fast developing field of science.
The power amplifier (PA) is the most power-hungry component in most RF trans-
mitters. Consequently, its energy efficiency significantly contributes to the overall energy
efficiency of the transmitter, and in fact the whole wireless network. Unfortunately,
energy efficiency enhancement implies operating the PA closer to its saturation region,
which typically results in severe nonlinear distortion that can deteriorate the signal
quality and cause interference to neighboring users, both of which negatively impact the
system spectral efficiency. Moreover, in flexible spectrum access scenarios, which are
essential for improving the spectral efficiency, particular in the form of non-contiguous
radio spectrum access, the nonlinear distortion due to the PA becomes even more se-
vere and can significantly impact the overall network performance. For example, in
noncontiguous carrier aggregation (CA) in LTE-Advanced, it has been demonstrated
that in addition to the classical in-band distortion and regrowth around the main carri-
ers, harmful spurious emission components are generated which can easily violate the
spurious emission limits even in the case of user equipment (UE) transmitters.
Technological advances in the digital electronics domain have enabled us to approach
this problem from a digital signal processing point of view in the form of widely-adopted
and researched digital predistortion (DPD) technology. However, when the signal
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bandwidth gets larger, and flexible or non-contiguous spectrum access is introduced,
the complexity of the DPD increases and the power consumed in the digital domain
by the DPD itself becomes higher and higher, to the extent that it might be close
to, or even surpass, the energy savings achieved from using a more efficient PA. The
problem becomes even more challenging at the UE side which has relatively limited
computational capabilities and lower transmit power. This dilemma can be resolved by
developing novel reduced-complexity DPD solutions in such flexible spectrum access
and/or wide bandwidth scenarios while not sacrificing the DPD performance, which is
the main topic area that this thesis work contributes to.
The first contribution of this thesis is the development of a spur-injection based
sub-band DPD structure for spurious emission mitigation in noncontiguous transmission
scenarios. A novel and effective learning algorithm is also introduced, for the proposed
sub-band DPD, based on the decorrelation principle. Mathematical models of the
unwanted emissions are formulated based on realistic PA models with memory, followed
by developing an efficient DPD structure for mitigating these emissions with reduced-
complexity in both the DPD main processing and learning paths while providing excellent
spurious emission suppression. In the special case when the spurious emissions overlap
with the own RX band in frequency division duplexing (FDD) transceivers, a novel sub-
band DPD solution is also developed that uses the main RX for DPD learning without
requiring any additional observation RX, thus further reducing the DPD complexity.
The second contribution is the development of a novel reduced-complexity concurrent
DPD, with a single-feedback receiver path, for carrier aggregation-like scenarios. The
proposed solution is based on a simple and flexible DPD structure with decorrelation-
based parameter learning. Practical simulations and RF measurements demonstrate that
the proposed concurrent DPD provides excellent linearization performance, in terms of
in-band error vector magnitude (EVM) and adjacent channel leakage ratio (ACLR), when
compared to state-of-the-art concurrent DPD solutions, despite its reduced computational
complexity in both the DPD main path processing and parameter learning.
The third contribution is the development of a new and novel frequency-optimized
DPD solution which can tailor its linearization capabilities to any particular regions of the
spectrum. Detailed mathematical expressions of the power spectrum at the PA output
as a function of the DPD coefficients are formulated. A Newton-Raphson optimization
routine is then utilized to optimize the suppression of unwanted emissions at arbitrary
pre-specified frequencies at the PA output. From a complexity reduction perspective,
this means that for a given linearization performance at a particular frequency range,
an optimized and reduced-complexity DPD can be used.
Detailed quantitative complexity analysis, of all the proposed DPD solutions, is
performed in this thesis. The complexity and linearization performance are also compared
ii
to state-of-the-art DPD solutions in the literature to validate and demonstrate the
complexity reduction aspect without sacrificing the linearization performance. Moreover,
all the DPD solutions developed in this thesis are tested in practical RF environments
using real cellular power amplifiers that are commercially used in the latest wireless
communication systems, both at the base station side and at the mobile terminal side.
These experiments, along with the strong theoretical foundation of the developed DPD
solutions prove that they can be commercially used as such to enhance the performance,
energy efficiency, and cost effectiveness of next generation wireless transmitters.
iii
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CHAPTER 1
Introduction
1.1 Thesis Motivation and Scope
The exponentially increasing demand for new applications, higher peak data rates,and new devices in wireless communication systems necessitates major techno-
logical breakthroughs that allow for a more efficient utilization of the available radio
spectrum and energy resources. Consequently, spectral efficiency and energy efficiency
enhancements are two of the most important objectives in the ongoing development
in wireless communications, in particular 5G, [16, 38, 51, 63, 66, 138]. Moreover, from
an economical perspective, spectral efficiency enhancement leads to better usage of the
available spectrum, and thus more potential revenue. On the other hand, enhancing
the energy efficiency can significantly reduce the operational expenditure (OPEX) of
the wireless network as well as the carbon footprint, and thus benefit our environment.
Additionally, reducing the capital expenditure (CAPEX) by using fewer, smaller, and
cheaper components, e.g., in the RF transmitter, is also very important and economi-
cally relevant for both telecommunications operators and semiconductor manufacturers.
The wider objective of this thesis is to develop novel solutions that can contribute to
achieving a good compromise among the above requirements, in particular from the RF
transmitter perspective, whether on the base station (BS) side, or on the user equipment
(UE) side.
Flexible spectrum access through carrier aggregation (CA) in the transmitter is
an effective means for improving peak data rates and spectral efficiency in wireless
communication systems [26,42,103,115]. This is achieved by combining multiple com-
ponent carriers (CCs) from different frequencies/bands in order to increase the utilized
bandwidth, which is practically not available as a contiguous portion of spectrum [129].
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On the other hand, in order to enhance the energy efficiency of such flexible transmitters,
the component carriers should be combined before the power amplifier (PA), whenever
it is technologically feasible, to avoid the combiner loss after the PA [23]. This also has
the advantage of reducing the bill of materials (BOM) by using a single dual-band PA
instead of two PAs while aggregating two CCs, for example. However, this leads to
three kinds of unwanted emissions. The first are emitted in-band, right on top of each
CC, thus degrading the in-band error vector magnitude (EVM). The second kind of
emissions are out-of-band (OOB) emissions which are emitted in the adjacent channels,
thus degrading the adjacent channel leakage ratio (ACLR). The third kind of unwanted
emissions are those emitted in the spurious domain, beyond the adjacent channel region.
Moreover, multicarrier transmissions, with high spectral efficiency, exhibit very large
peak-to-average power ratios (PAPRs) which can further increase the level of these
unwanted spectral emissions.
The levels of these unwanted emissions are mandated and enforced by international
and national regulators, such as the US Federal Communications Commission (FCC;
see, e.g., [2]). On the base station (BS) transmitter side, mitigating these unwanted
emissions in flexible spectrum access scenarios has received a lot of attention in both
academia and industry, especially in the past decade [24, 34, 86, 106, 110]. Most of
these works focus on the EVM and ACLR aspects, while some fewer works also focus
on mitigating the spurious emissions. Recently, it has also been demonstrated in the
context of LTE-Advanced UE with non-contiguous intraband CA or multicluster type
transmissions, that spurious emissions due to the PA nonlinearity can violate the given
spectrum emission limits [8, 99, 100, 103], or lead to own receiver desensitization in
frequency-division duplexing (FDD) systems [47, 72, 103, 125]. This implies the need
for solutions for these problems at the UE side as well, which is limited in terms of its
computational capacity when compared to the BS, and thus makes the problem more
challenging.
One straight forward solution to decrease the levels of unwanted emissions is to back
off the transmit power from the PA saturation region. However, this is not an attractive
solution since it requires using larger PAs operating in the linear region. As a result,
the cost and size of the transmitter PA will increase, i.e., CAPEX will increase, and the
energy efficiency will decrease, which directly translates to an increased running cost in
terms of power supply and cooling, i.e., higher OPEX. This is known in the literature
as the linearity efficiency tradeoff of power amplifiers [81]. A better solution is to use
a smaller and more efficient PA in combination with a low complexity linearization
method to mitigate the PA nonlinear distortion.
Digital predistortion (DPD) is considered one of the most widely used and effective
linearization techniques, in terms of performance and flexibility [58, 76]. However,
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developing low complexity DPD solutions in such flexible spectrum access scenarios
is not an easy task. This is mainly because of the wide aggregated bandwidth of CA
signals, which naturally increases the cost and complexity of classical DPD solutions,
thus possibly becoming not suitable for smaller devices such as mobile terminals and
small cell base stations.
In summary, we want to achieve higher spectral efficiency through flexible spectrum
access, while achieving higher energy efficiency and lower CAPEX and OPEX through
using inexpensive nonlinear PAs in the transmitter. This challenging combination
causes severe unwanted emissions that can degrade the transmit signal quality, violate
emission limits, and potentially desensitize the own receiver in FDD systems. Classical
DPD solutions require high complexity to mitigate these unwanted emissions. Thus,
the challenge lies in developing novel DPD solutions with reduced-complexity for such
flexible spectrum access scenarios, which is the main scope of this thesis.
1.2 Thesis Objectives
The ultimate objective of this thesis is to facilitate the implementation of more energy
efficient transmitters, with lower cost and size, particularly for modern multi-band
and spectrally-agile flexible radio networks. This requires the usage of small, energy
efficient, and therefore highly nonlinear power amplifiers in the transmitters. Towards
this end, the goal is to develop novel reduced-complexity DPD techniques, structures,
and algorithms in flexible spectrum access scenarios in order to mitigate the PA nonlinear
distortion in such challenging scenarios. The DPD complexity reduction is achieved on
different fronts, starting from reduced-complexity DPD main path processing structures,
to reduced-complexity in the feedback observation receiver hardware, and ending with
novel digital signal processing (DSP) and optimization techniques to reduce the DPD
parameter estimation and real-time running complexity. Finally, the performance of the
developed DPD algorithms is tested, verified, and compared to state-of-the-art DPD
methods using realistic simulations as well as comprehensive RF measurements.
1.3 Thesis Contributions and Structure
The main contributions of this thesis are: developing a novel spur-injection based sub-
band DPD solution for spurious emission mitigation incorporating decorrelation type
of closed-loop parameter learning [P1], [P2], [P5], and [P6] (reviewed in Chapter 4
of this thesis); developing a novel sub-band DPD algorithm for protecting the own
receiver from transmitter induced emissions without requiring an extra observation
receiver [P7] (reviewed in Chapter 4); developing a novel concurrent DPD algorithm for
3
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linearizing the main carrier(s) in carrier aggregation scenarios incorporating a simple and
novel decorrelation-based learning concept [P3] (reviewed in Chapter 5); developing a
novel frequency-optimized DPD algorithm that can tune its linearization to a particular
frequency or band of interest [P4] (reviewed in Chapter 6). These DPD solutions have
the capability to significantly reduce the complexity of the DPD while providing excellent
linearization performance, in terms of EVM, ACLR, and spurious emission suppression,
when compared to other state-of-the-art DPD methods. Three main strategies have been
used to accomplish this objective. The first is based on developing reduced-complexity
DPD structures that aim at partitioning the wide band spectrum into a set of so called
sub-bands. Each sub-band uses a smaller, cheaper, and significantly more energy efficient
DPD unit operating at a much lower sample rate. The second strategy is built on
developing simple yet effective adaptive DPD learning solutions that do not require
computationally demanding operations and can thus significantly cut the cost of the
DPD in terms of the amount of digital processing required. The third strategy is based
on optimizing the DPD parameter estimation such that the most critical emissions are
given highest priority. From a complexity reduction perspective, this means that for
a given linearization performance at a particular frequency range, an optimized and
reduced-complexity DPD can be used.
The DPD solutions developed in this thesis are all adaptive, and therefore can
adapt to changes in the transmitter operating conditions. These solutions are also
waveform independent and can thus be applied to any of the current 3G and 4G mobile
communication standards, or future networks, primarily 5G mobile communication
systems. They can, in principle, also be applied to any wireless transmitter, e.g.,
fronthaul/backhaul, satellites, etc. Additionally, the proposed DPD algorithms can be
applied on the transmitter side of the mobile terminal, or the base station. They can
also be extended and applied to multiple input multiple output (MIMO) transmitter
architectures whether in the sub-6 GHz range or in the millimeter wave range.
Several supplementary articles related to the thesis scope have also been published
by the author together with his supervisors and colleagues. A conference paper [116]
introduced some further developments to the sub-band DPD in [P2] that can both
enhance its performance and further reduce its complexity. Another conference paper [12]
applied the filtered basis functions concept to the decorrelation-based closed loop DPD for
the main carrier, and also extended the DPD learning and processing to mitigate the I/Q
modulator impairments in addition to the PA nonlinearity. Four additional conference
papers, related to hardware implementation of the developed reduced-complexity DPD
solutions on different platforms, have also been published [13,14,54,83]. Three further
conference papers and one book chapter are related to DPD for spectrally-contained 5G
waveforms, e.g., FBMC, filtered-OFDM, etc., [10, 11,33,43].
4
1.4 Author’s Contribution to the Publications
The thesis is organized as follows: Chapter 2 describes and reviews the transmit-
ter linearity challenges in flexible spectrum access. Chapter 3 introduces the digital
predistortion fundamentals including nonlinear models, DPD main path processing
architectures, and DPD learning architectures. A summary of reduced-complexity DPD
state-of-the-art is also presented in Chapter 3. The main contributions of the thesis
are presented in Chapters 4, 5, and 6. Chapter 4 summarizes the sub-band DPD for
spurious emission mitigation in [P1], [P2], [P5] - [P7]. Chapter 5 then summarizes the
concurrent DPD in [P3]. Chapter 6 summarizes the frequency-optimized DPD in [P4].
Finally, Chapter 7 presents the conclusions of the thesis and prospective future work.
1.4 Author’s Contribution to the Publications
The research topic of developing reduced-complexity digital predistortion solutions for
spurious emission mitigation in carrier aggregation transmitters was proposed by Prof.
Mikko Valkama. The impact of such spurious emissions, and the associated linearity
requirements in LTE-A mobile transmitters, were quantified in the M.Sc. thesis of M.Sc.
Toni Lähteensuo [78], under Prof. Mikko Valkama’s supervision. The study in [78]
set the motivation for the development of the sub-band DPD for spurious emission
mitigation in [P1], [P2], [P5], [P6], as solutions to relax the linearity requirements in
LTE-A CA transmitters with reduced-complexity processing. The DPD algorithms
in [P1], [P2], [P5], [P6] were all developed by the author. The modeling, derivations,
complexity analysis, simulations, and RF measurements in these publications were all
done by the author. The writing of the publications was mostly done by the author,
however, Dr. Lauri Anttila and Prof. Mikko Valkama both significantly contributed to
the final appearance and structure of these publications, especially the earlier ones.
The idea of developing a sub-band DPD solution specifically for mitigating transmitter
induced receiver desensitization in CA FDD transceivers was proposed by Prof. Mikko
Valkama, and lead to the development of the work in [P7]. The actual algorithm
development, modeling, analysis, and simulations in [P7] were all done by the author.
The writing of [P7] was done mainly by the author, while Prof. Mikko Valkama and Dr.
Lauri Anttila both contributed to the final appearance of the publication.
The idea of developing a reduced-complexity concurrent DPD for the main carriers
in CA transmitters was initially proposed by the author and lead to the development of
the work in [P3]. The modeling, derivations, complexity analysis, simulations, and RF
measurements in [P3] were all done by the author. The writing of [P3] was done mainly
by the author, while Prof. Mikko Valkama and Dr. Lauri Anttila both contributed to
the final appearance and structure of the publication.
5
INTRODUCTION
The idea of developing the frequency-optimized DPD in [P4] was initially proposed
by Dr. Lauri Anttila. The initial version of the modeling, analysis and derivations
were done by Dr. Zhu Fu as a part of a research collaboration project with Worcester
Polytechnic Institute (WPI), USA. The modeling, analysis, and derivations were then
extensively revised jointly by the author and Dr. Lauri Anttila, which then lead to the
final algorithm development of [P4]. The simulations, RF measurements, and complexity
analysis in [P4] were all done by the author. The writing of [P4] was a joint effort
between the author, Prof. Mikko Valkama, Dr. Lauri Anttila, Dr. Zhu Fu, and Prof.
Alex Wyglinski.
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CHAPTER 2
Transmitter Linearity
Challenges in Flexible
Spectrum Access
Wireless communications is facilitating new applications in almost every aspect of
our lives, from healthcare, to education, entertainment, transportation, etc. These
applications require wider spectral bandwidths, up to hundreds of MHz in both the
downlink (DL) and the uplink (UL). Such wide bandwidths are practically unavailable as
a contiguous portion of the spectrum, particularly in the sub-6 GHz range of frequencies.
Many wireless communication standards have evolved in a way that satisfies such new
requirements by adding features that support flexible spectrum access. An example
of such standard developments is the carrier aggregation (CA) feature in 3GPP LTE-
Advanced (LTE-A), also known as LTE-Advanced Pro since its recent Release 13
[6, 8, 64, 82, 84]. Other examples include the noncontiguous transmission feature in
the IEEE 802.11ac WiFi standard [3], and the channel bonding feature in the IEEE
802.22 standard [4], also known as the cognitive radio standard. This flexibility in
spectrum access comes at the expense of increased linearity challenges in the transmitter,
particularly due to the transmitter power amplifier (PA).
In this Chapter, we mostly focus on the challenges in LTE-A CA, as a practical
example for flexible spectrum access. We start the Chapter by shortly reviewing the
evolution of CA in LTE-A in Section 2.1, followed by a discussion regarding possible CA
transmitter architectures in Section 2.2. The challenges associated with noncontiguous
CA transmission with respect to the PA nonlinearity are then introduced in Section
2.3. Section 2.4 then mentions the different methods for PA linearization. Finally,
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reduced-complexity DPD concepts are shortly discussed in Section 2.5 as an efficient
solution for the problem at hand.
2.1 Carrier Aggregation in 3GPP Cellular Network
Evolution
3GPP began introducing carrier aggregation from Release 10 onwards, which is also the
first release where the technology is called LTE-Advanced. In general, CA allows for
combining several component carriers (CCs) in a contiguous or noncontiguous manner
whether in the DL, or in the UL. Each CC may possess a bandwidth of any single-carrier
bandwidth defined within the LTE specifications [6,8]. These CCs can be within the same
RF band, i.e., intraband CA, or in different RF bands, i.e., interband CA. Currently,
the RF specifications allow the aggregation of two CCs in intraband CA, and up to four
CCs in interband CA [5,6, 8, 9].
On the DL side, Release 10 introduced intraband contiguous CA and interband
noncontiguous CA, followed by Release 11 which introduced intraband noncontiguous
CA. A new set of frequency bands and band combinations were then added in Release
12, along with the possibility of aggregating FDD and TDD carriers. Release 13, which
is also the first release where the technology is called LTE-Advanced Pro, introduced a
new feature to further boost the DL network capacity namely licensed-assisted access
(LAA) [97]. In LAA, CA can occur between licensed and unlicensed bands where the
carrier in the licensed band coordinates the link, thus providing a reliable connection
between the terminal and the base station, while more bandwidth can be opportunistically
obtained from an unlicensed band [5,6].
On the UL side, Release 10 introduced contiguous CA. Release 11 then introduced
so-called multicluster transmission, which means that non-contiguous resource allocation
can be performed within a single UL carrier. Release 12 yielded two additional major
updates, as non-contiguous intraband CA and interband CA were introduced, where the
LTE-A UE can be allocated UL resources across aggregated spectrum consisting of two
or more component carriers [8, 9].
2.2 Carrier Aggregation Transmitter Architectures
The complexity and challenges of the CA transmitter architecture depend on where
the CCs are combined in the transmitter. Considering the dual-carrier scenario, as a
practical example, there are three possible options to combine the first CC, namely CC1,
and the second CC, namely CC2, as shown in Fig. 2.1.
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Figure 2.1: Three possible TX architectures for CA in LTE-A in the dual-carrier case. The
I/Q upconversion based architecture is assumed per TX chain.
• Combining CC1 and CC2 already at digital front-end. This is suitable for intraband
contiguous CA. In principle, it is possible also in intraband noncontiguous CA,
but will require higher sample rates.
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• Combining CC1 and CC2 at RF, before the transmitter PA. This is suitable for
non-contiguous intraband CA. It can also be used in interband CA when the bands
are not very far from each other, and hence using a single dual-band PA is feasible.
• Combining CC1 and CC2 at RF, after the per-CC PA stages. This is suitable for
non-contiguous intraband or interband CA.
In the case of aggregating more than two CCs, a combination of these options can be
used, depending on the frequency spacing between the aggregated bands, and also the
computing and cost constraints of the considered TX.
Due to the excessively high complexity of TX architecture 1 in noncontiguous CA
scenarios, it will most likely not be feasible, especially for computing-limited devices
such as mobile terminals and small cell basestations. TX architecture 2 then has two
advantages over TX architecture 3 in noncontiguous CA scenarios, whenever feasible.
The first is that power efficiency of the overall transmitter is typically better with a
single multi-band PA when compared to the multiple PA-based architecture, due to the
combining loss at the PA output in TX architecture 3 [23]. The second advantage is
that the bill of materials (BOM) in TX architecture 2 is lower than in TX architecture
3 due to fewer number of RF components. However, the nonlinearity of the multi-band
PA in architecture 2 may result in severe intermodulation distortion (IMD) at the PA
output with drastic effects, as will be shown in more details in the next section.
2.3 PA Nonlinear Distortion Quantification and Chal-
lenges in CA Transmitters
When a noncontiguous CA signal is applied at the input of a single nonlinear PA, three
kinds of unwanted emissions result that affect three different regions of the spectrum.
The first is emitted in-band, right on top of each CC, thus degrading the transmit signal
quality, or in other words degrading the in-band error vector magnitude (EVM). The
second kind of emissions are out-of-band (OOB) emissions which are emitted in the
adjacent channels, thus possibly causing interference to neighboring users, or in other
words degrading the adjacent channel leakage ratio (ACLR). The third kind of unwanted
emissions are those emitted in the spurious domain, beyond the adjacent channel region,
as demonstrated in Fig. 2.2. These spurious emissions can violate emission limits and/or
desensitize the own RX in FDD transceivers. More details regarding the quantification
of the PA nonlinear distortion in these three regions will be provided next.
Here and in the continuation, we refer to the frequency location of the different
distortion terms as sub-bands. For example, in the dual carrier scenario shown in Fig. 2.2,
8 sub-bands are present. The first two sub-bands at ±4 f/2 from the carrier frequency
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Figure 2.2: Illustration of the distortion components created by a nonlinear PA when excited
with a non-contiguous CA signal with two component carriers. In this LTE-A interband CA
UL example, the CCs are at bands 1 and 3 respectively. The spur at IM3+ sub-band overlaps
with the own RX band of CC1.
contain the main carriers, where 4f is defined as the frequency separation between the
aggregated carriers. The sub-bands at 4f from the center of the appropriate component
carrier are denoted by the IM3± sub-bands. Similarly, sub-bands at 24f from the center
of the appropriate component carrier are denoted by the IM5± sub-bands, and so on,
as also illustrated in Fig. 2.2.
2.3.1 In-band Distortion Quantification
The in-band transmit waveform purity is typically measured through the EVM metric,
which is defined as
EVM% =
√
Perror
Pref
× 100%, (2.1)
where Perror is the power of the error signal, defined as the difference between the ideal
symbol values and the corresponding symbol rate complex samples at the PA output,
both normalized to the same average power, while Pref is the reference power of the ideal
symbol constellation. Typically in EVM evaluations, linear distortion of the transmit
chain is equalized prior to calculating the error signal [42]. In the dual-carrier example
shown in Fig. 2.2, EVM is calculated separately for the two CCs.
2.3.2 Out-of-band Distortion Quantification
The OOB emissions are usually quantified as the unwanted emissions at the immediate
adjacent channels, and are measured with the ACLR metric. The ACLR is defined
as the ratio of the transmitted powers within the wanted channel (Pwanted) and the
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adjacent channel (Padjacent), respectively [7], namely
ACLRdB = 10 log10
Pwanted
Padjacent
, (2.2)
and it can be calculated separately for left and right adjacent channels. Notice also
that in general, depending on the system specifications, the evaluation or measurement
bandwidth of the adjacent channel power can be different than that of the wanted
signal power [6,8]. In the dual-carrier example shown in Fig. 2.2, ACLR is calculated
separately for the two CCs.
2.3.3 Spurious Emissions Quantification and Challenges
Following the ITU-R recommendations [2] for frequencies between 1 - 12.75 GHz, we
quantify the spurious emissions as the integrated power over a 1 MHz measurement
bandwidth/window, at frequencies beyond the OOB range. While this gives an absolute
power measure for the spurious emissions within the measurement bandwidth, we also
define the relative spurious emission rejection as the ratio of the in-band wanted channel
power and the spurious emission power (over the 1 MHz measurement bandwidth) at
the considered frequency/sub-band. For example, at the IM3, IM5, and IM7 sub-bands,
these spurious emission rejection ratios read
IM3RdB = 10 log10
Pwanted,CC
PIM3
, (2.3)
IM5RdB = 10 log10
Pwanted,CC
PIM5
, (2.4)
IM7RdB = 10 log10
Pwanted,CC
PIM7
. (2.5)
These emissions can seriously violate the given spurious emission limits [8, 99,100,103].
Furthermore, in FDD devices, the generated spurious components can also overlap with
the device’s own receive band, causing receiver desensitization [47, 71, 72, 103, 125], as
will be explained in more details in the following.
Spurious Emission Limit Violation
The levels of different unwanted emissions are, in general, regulated by the standard-
ization bodies and ITU-R [2]. It has been recently demonstrated that in the context
of LTE-Advanced with noncontiguous CA or multicluster type transmission, the PA
nonlinearities lead to spurious emissions that can seriously violate the given spectrum
and spurious emission limits if not properly controlled [8, 78, 99, 100, 103]. The most
significant emissions are those emitted at the IM3± sub-bands, but in general, the
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emissions at the other IM sub-bands can be harmful as well. One obvious solution
to decrease the levels of unwanted emissions is to back off the transmit power from
its saturation region. In 3GPP UE terminology, this is known as Maximum Power
Reduction (MPR), and MPR values up to 18 dB are allowed in some use cases for mobile
terminals [8]. Several numerical examples demonstrating that high MPR values are
required in certain CA scenarios are shown in [13,73,78], [P1], and [P2]. This comes at
the expense of lower UL coverage, and energy efficiency, as well as more expensive and
less compact RF transmitters with larger PAs.
TX Induced Leakage at own RX
In FDD devices, in addition to violating the general spurious emission limits, the
generated spurious components can also overlap with the device’s own receive band,
causing own receiver desensitization [47, 72, 103, 125]. Considering an LTE-A inter-band
CA UL example, shown in Fig. 2.2, in which the two CCs are at bands 1 and 3
respectively, and are applied into a single dual band PA, the spur at the IM3+ sub-band
falls on the own RX band of CC1, and therefore potentially desensitizing its own receiver.
Two straight forward solutions to this problem are: increasing the duplexer isolation,
and reducing the TX power. However, increasing the duplexer isolation, significantly
increases the cost, complexity, and size of the duplexer filters, which becomes impractical,
especially for mobile devices. Reducing the TX power, on the other hand, will end up
yielding a significantly lower PA efficiency, as well as a substantial reduction in the
network coverage.
Thus, there is a clear need for other solutions to these problems that do not have
such drawbacks. That is why one of the main objectives of this thesis is to develop
reduced-complexity PA linearization solutions that can mitigate particular spurious IMD
components, as well as in-band and out-of-band distortion components resulting from
the PA nonlinearity.
2.4 PA Linearization Techniques
PA linearization techniques include feedback linearization, feedforward linearization,
RF predistortion, and baseband digital predistortion (DPD) [67,70]. Analog feedback
linearization techniques rely on a closed-loop feedback from the PA output to its input in
order to reduce the emissions, and are limited in terms of bandwidth [67]. Feedforward
linearization is an inherently wideband technique, but requires considerable additional
RF hardware. The accuracy, flexibility, as well as practical bandwidth of feedforward
linearization are all limited by the analog components [67]. RF predistortion is a
wideband linearization technique, but its fidelity is rather limited due to the analog
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implementation. Digital predistortion, on the other hand, is probably the most effective
and cost efficient among all linearization techniques. It has the greatest flexibility,
reconfigurability, and also performance in most cases. Its bandwidth is mostly limited
by the digital hardware, and will therefore benefit from the scaling of CMOS technology.
For the above reasons, DPD is the PA linearization method of choice in this thesis
where the focus is to develop reduced-complexity DPD methods that can be used for
wideband and CA scenarios in 4G and 5G wireless communication systems. Particularly,
the DPD solutions where complexity reduction is sought are likely to be important in
5G systems where the envisioned carrier bandwidths can be even in the order of 1-2
GHz, especially at mmWave bands.
2.5 Reduced-complexity DPD Concepts
There have been substantial research efforts in the past 20 years in developing ever more
efficient and elaborate DPD techniques, mostly for high-end macro base-station type of
devices. The conventional DPD approaches seek to linearize the full composite transmit
signal, and we thus refer to such solutions as full-band DPD. However, the reason why
such classical DPD techniques might be considered highly complex for wideband and
CA scenarios is primarily due to the large additional complexity in terms of the required
baseband processing and sample rates in the transmitter main path, as well as the
feedback receiver used for DPD parameter estimation. Three main philosophies are thus
used in this thesis in order to reduce the complexity of the DPD.
1. Dividing the overall wide transmit band into sub-bands, and using a lower com-
plexity DPD structure for each sub-band, as explained in more details in Chapters
4 and 5. In Chapter 4, this idea is used to mitigate spurious emissions. While in
Chapter 5, the main focus is on mitigating in-band and out-of-band emissions.
2. Tuning the DPD to particular frequencies/bands where linearization is more nec-
essary, using optimization techniques. Thus, for a given linearization performance
at such frequencies/bands, a reduced-complexity DPD, in terms of the DPD main
processing path, can be used. These aspects are explained in more details in
Chapter 6.
3. Developing novel DSP algorithms for DPD parameter estimation with reduced
complexity in the DPD main path processing and in the feedback path. These
aspects are explained in more details in Chapters 4, 5, and 6.
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CHAPTER 3
Digital Predistortion
Fundamentals and
State-of-the-art
In general, any DPD system can be divided into two main paths as illustrated also in
Fig. 3.1: the DPD main processing path and the DPD learning path which updates the
DPD coefficients in the main path. Since the PA is nonlinear by nature, therefore the
behavioral models which describe either the PA or the DPD are also nonlinear models.
Section 3.1 summarizes some of the most common nonlinear models used in the literature
for PA modeling and/or DPD processing. Section 3.2 then introduces the DPD main
path processing approaches, followed by Section 3.3 which introduces the four basic
DPD learning architectures available in the literature as per the author’s knowledge to
date. Finally, Section 3.4 presents a summary of state-of-the-art reduced-complexity
DPD techniques available in the literature.
3.1 Nonlinear Models
PA nonlinear models can be divided into physical models and behavioral models [53, 65,
104]. Physical models use the equivalent circuit of the PA which relates the voltages
and currents at the PA input and output using nonlinear equations. On the other hand,
behavioral models consider the PA as a black box whose input-output relation is specified
by a certain mathematical function that models its behavior, and are generally less
accurate than physical models. However, in this thesis behavioral models are considered
for two reasons: the first is that they are simpler to use, and the second is because the
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Figure 3.1: Generic DPD block diagram illustrating the DPD main path processing and the
DPD learning path.
main focus is on DPD more than PA modeling, and in fact DPD is digital by nature
and its nonlinear models are usually obtained by inverting the baseband equivalent PA
model, as will be shown in Sections 3.2 and 3.3. Thus, behavioral models are considered
a good fit for DPD.
Polynomial based models and artificial neural networks (ANN) are two of the most
widely used behavioral models for nonlinear system identification [104]. However, ANN
are nonlinear in their parameters and thus require more sophisticated nonlinear parameter
extraction algorithms when compared to polynomial based models that can be described
in a linear-in-parameters format. That is why polynomial based models are more widely
used in PA modeling and DPD since they are both easy to use and at the same time
have good approximation capabilities for various nonlinear functions [53,79], and thus
we will limit our discussion to such models. We start with the memoryless polynomial
models, and then move to the more general and also widely used polynomial-based
models with memory.
3.1.1 Memoryless Polynomial Models
Assuming a memoryless P th-order polynomial model, the RF PA output signal reads
yRF (t) =
P∑
p=1
f¯p x
p
RF (t), (3.1)
where xRF (t) and yRF (t) are the RF bandpass PA input and output signals, respectively,
and f¯p is the RF PA pth-order polynomial coefficient. The discrete time baseband
equivalent PA output then reads [133]
y(n) =
P∑
p=1
p odd
fp |x(n)|p−1x(n), (3.2)
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where x(n) and y(n) are the discrete time baseband equivalent (lowpass) PA input and
output signals, respectively, and fp is the pth-order polynomial coefficient. Only the odd
order intermodulation terms are included in the baseband equivalent model in (3.2).
The harmonics and even order intermodulations are generally far away from the carrier
frequency and can thus be easily filtered out by the TX RF filter(s), unless the signal
bandwidth is very large with respect to the carrier frequency, which is usually not the
case in most commercial wireless communication systems.
3.1.2 Polynomial-based Models with Memory
The Volterra model is the most general polynomial-based model with memory [91].
Assuming a Volterra model with P th-order nonlinearity and memory order N , the
discrete time baseband equivalent PA input output relation reads [117]
y(n) =
P∑
p=1
p odd
N∑
m1=0
N∑
m2=m1
· · ·
N∑
m(p+1)/2=m(p−1)/2
· · ·
N∑
m(p+3)/2=0
· · ·
N∑
mp=mp−1
fp,m1,m2,...,mp
×
(p+1)/2∏
i=1
x(n−mi)
p∏
k=(p+3)/2
x∗(n−mk), (3.3)
where fp,m1,m2,...,mp are the Volterra kernels, where only the odd nonlinearity orders
are considered since even order nonlinear products are generally far away from the
fundamental zone [70,133].
However, a major drawback of the full Volterra model in (3.3) is that the number of
kernels grows exponentially with the nonlinearity order and memory depth. Therefore,
several pruning techniques have been proposed in the literature [41, 46, 74, 96, 137] to
reduce the complexity of the full Volterra model. The pruning techniques aim to extract
only the most relevant kernels or basis functions, for example based on physical insights
of the PA circuits [137]. More details regarding reduced-complexity nonlinear models
and associated DPD structures are provided in Section 3.4.
A popular pruned version of the Volterra model is the memory polynomial (MP)
or parallel Hammerstein (PH) model, which is widely used for PA modeling and DPD
[46, 65, 74, 77, 104, 114, 117]. The discrete time baseband equivalent PH PA output is
defined as
y(n) =
P∑
p=1
p odd
fp,n ? |x(n)|p−1x(n), (3.4)
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where fp,n denotes the PH branch filter impulse responses of different orders p. The
convolution operator (?) in (3.4) is defined as: fp,n ? x(n) =
∑N
m=0 fp,mx(n−m), where
N is the memory order of the filter. This notation will be used throughout the thesis.
The greatest benefit of the basis function representation in all the previously men-
tioned nonlinear models with memory is that it provides linear-in-parameters models,
and therefore the parameter identification can be performed with simple well-known
algorithms, such as linear least-squares (LS) fitting, or least-mean-square (LMS) type
of adaptive algorithms [21]. The drawback, as the Volterra series model exemplifies, is
that a large number of parameters may be required for an accurate fit.
Another popular class of nonlinear models with memory are cascaded or modular
structures, which involve different combinations of linear time-invariant filters and
(typically) static nonlinearities. The most elementary two-box models are the Wiener
model and the Hammerstein model, which are formed by cascading a linear filter and
a memoryless nonlinearity, or vice versa, respectively [53,112]. More elaborate two or
three-box models have been proposed for example in [60,94]. The benefit of such models
is, that the constituent blocks can be quite simple, and therefore the overall number of
model parameters stays reasonable. The downside is, that the parameter identification
procedure inevitably becomes more complex.
3.2 DPD Main Path Processing
In this Section, we shortly describe the two main approaches for DPD main path
processing which are the classical behavioral model inversion-based approach, and the
injection-based approach, respectively.
3.2.1 PA Behavioral Model Inversion-based Approach
This approach is the most widely used and popular approach for DPD. The fundamental
idea is based on applying a nonlinear function at the PA input which approximates the
inverse of the PA nonlinear response, such that the combined effect of the two nonlinear
subsystems is approximately linear, as shown in Fig. 3.2(a) [53]. Digital predistortion
operates in the digital domain, i.e., before the digital-to-analog converter (DAC) in the
TX chain, which facilitates the usage of powerful DSP tools for estimating and adapting
the DPD coefficients, as will be shown in the next section and in the upcoming chapters.
In general, any nonlinear model can be used for DPD, however, in this thesis we mostly
focus on the polynomial-based models described shortly in the previous section.
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Figure 3.2: DPD main path processing approaches
3.2.2 Injection-based Approach
Another way of looking at DPD, or even predistortion in general, is to consider it as a
nonlinear injection operation where a properly filtered version of the nonlinear distortion
is injected, at the PA input with opposite phase, such that the nonlinear distortion
cancels out at the PA output, as shown in Fig. 3.2(b) [35, 92, 120]. In the classical
single carrier and contiguous carrier aggregation scenarios, the difference between the
PA inversion-based approach, in Section 3.2.1, and the injection-based approach is
almost merely philosophical. However, in noncontiguous carrier aggregation scenarios
the difference becomes more obvious. That is because the injection-based approach
allows for injecting particular nonlinear distortion components at the most critical sub-
band(s) in order to cancel the distortion at the PA output at these sub-band(s) only,
with a significantly reduced complexity [34,75,109], [P2], [P3]. This kind of flexibility is
not directly available when considering the classical inversion-based DPD approach.
The idea of injection-based linearization was initially introduced for RF predistor-
tion in [17, 93]. A combined RF and baseband injection-based linearization was then
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introduced in [50]. These techniques required extra RF hardware and required tuning
the amplitudes and phases of the injected components in the analog domain, which is
not essentially accurate enough. Moreover, including memory effects in the linearization
processing becomes quite complicated. Baseband injection-based DPD was thus pre-
sented in [35,92,120] as an effective DPD technique, which has the flexibility of applying
DSP estimation techniques at baseband. Further discussion regarding injection-based
DPD techniques in the more challenging carrier aggregation scenarios will be discussed
in Section 3.4.2, and in Chapters 4 and 5.
3.3 DPD Learning Architectures
3.3.1 Direct Learning
The direct learning architecture (DLA) is divided into two steps; first the PA direct model
is extracted, then it is used to estimate the DPD coefficients [44,74,80,87,102,131,132],
[P4], as shown in Fig. 3.3(a). It can provide very good linearization performance but
the DPD parameter or coefficient calculation from the direct model parameters is not
always a trivial process since it is, in general, a nonlinear optimization problem [132].
One way of calculating the DPD parameters using the DLA is the P th-order inverse
approach [91,111,112]. Closed form solutions can be used to obtain the DPD parameters
from the direct PA model parameters, in memoryless direct model and DPD cases,
which are usually estimated via linear estimation techniques, e.g., least squares. This
procedure becomes more complicated when considering memory effects in the DPD [98].
3.3.2 Indirect Learning
The indirect learning architecture (ILA) is one of the most widely used DPD learning
architectures due to its simplicity and good performance [19, 20, 32, 45, 46, 49, 135]. In
the ILA approach, a postdistorter is first estimated by minimizing the error between the
postdistorter output and the PA input signal as shown in Fig. 3.3(b). This postdistorter
is then used as a predistorter assuming that they are equal. This is indeed true in case of
the pth-order inverse of Volterra nonlinearities [91, 111,112], which is an approximation
of the exact inverse. This theory, however, is not always true when considering the
exact inverse of a nonlinear system where the pre-inverse and post-inverse are not
necessarily equal, provided that they exist [91]. That is one of the reasons why the ILA
learning operation is usually iterated a couple of times until a satisfactory performance
is obtained. Also, despite its simplicity, ILA-based learning suffers from a well-known
bias problem in the DPD parameter estimation due to the noise in the feedback RX [18].
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This to some extent limits the capability of using low cost components in the feedback
RX when high performance linearization is desired.
3.3.3 Iterative Learning Control
Iterative learning control (ILC) is an iterative technique used in control theory to invert
the dynamics of linear and nonlinear dynamical systems [90, 95, 121]. ILC has been
introduced in [36] as a novel method for DPD learning. Instead of focusing on identifying
the DPD coefficients right away, ILC uses an iterative learning algorithm to find the
optimal PA input signal that produces the desired linear output response. Once the
optimal PA input signal is found, the DPD coefficients can be estimated using standard
modeling approaches, e.g., linear least squares (LS), as shown in Fig. 3.3(c).
3.3.4 Closed Loop Learning
The closed loop learning DPD architecture is based on directly updating the DPD
coefficients based on the error signal extracted between the PA distorted output and the
input signal without distortion [28–31,68, 69], [P2], [P3], as shown in Fig. 3.3(d). First,
the observation at the PA output is divided by the linear gain of the PA which can easily
be estimated using linear estimation techniques. Then, the nonlinear distortion at the
PA output (error signal) is extracted by subtracting the input signal without distortion
from the scaled PA observation signal. This error signal is then used to update the DPD
parameters adaptively until the distortion at the PA output is minimized. In the special
case when the DPD mitigates the spurious emissions, at the IM sub-bands, in carrier
aggregation scenarios, the error signal is directly equal to the observation at the PA
output, at the corresponding IM sub-band [P2].
3.4 Reduced-complexity DPD: State-of-the-art
The state-of-the-art of reduced-complexity DPD is shortly summarized in this Section
as per the author’s knowledge to date. We start with general reduced-complexity
techniques that are applicable to any transmit spectrum scenario. Then we move to
more specific techniques for reducing the complexity of DPD in the more challenging
carrier aggregation scenarios with relatively wide carrier spacing.
3.4.1 General Techniques for Reducing DPD Complexity
In this Section, we shortly summarize some of the main techniques available in the
existing literature for DPD complexity reduction which can, in principle, be used in any
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carrier allocation scenario. These techniques can also be applied to any of the DPD main
path processing architectures explained in Section 3.2, or in any of the DPD learning
architectures explained in Section 3.3. Complexity reduction in the DPD processing
can, in general, be achieved by two methods: the first is based on reduced-complexity
DPD structures using nonlinear models with fewer parameters while not essentially
sacrificing the linearization performance. The second method is based on reducing the
required sample rates for DPD by filtering the observation at the PA output and the
DPD basis functions. Both strategies contribute to complexity reduction in the DPD
main path processing and learning. We start with a summary of reduced complexity
nonlinear models, then move to shortly discuss reduced-complexity DPD which is based
on reducing the required sample rate for DPD processing and learning.
Reduced-complexity Nonlinear Models
Nonlinear models representing the power amplifier nonlinear distortion products are
the cornerstone of any DPD system, and various models are used in the literature as
explained in Section 3.1. The Volterra model is the most general model which can,
in principle, represent any dynamic nonlinear distortion with high accuracy. However,
the number of Volterra kernels increases exponentially with the nonlinear order P and
memory order N as shown in (3.3), which increases the DPD processing and learning
computational complexity. Moreover, a large number of parameters commonly implies a
high condition number of the associated data matrix which can introduce stability and
numerical problems in the DPD parameter estimation procedure. That is why there
has a been a lot of efforts in the literature to reduce the number of these kernels (basis
functions) through an operation known as pruning.
The simplest pruning method lead to the well-known MP or PH model in (3.4) in
which all the off-diagonal elements of the Volterra series are set to zero. In [134,136],
some of the off-diagonal terms were included to improve the modeling accuracy with
reasonable number of coefficients, while in [137] the physical behavior of the PA circuit
was considered to select the most relevant Volterra kernels. In [39], the modeling
accuracy represented by the normalized mean square error (NMSE) was used as a metric
to rank the nonlinear basis functions and consequently choose the most relevant. Various
effective pruning methods have also been introduced in [39,122,123,130] to reduce the
DPD structural complexity in different transmit spectrum scenarios.
More sophisticated signal processing algorithms were used in [15,55,57,119,128] to
reduce the number of basis functions used for PA dynamic nonlinear modeling and/or
DPD. In [15,119], the least absolute shrinkage and selection operator (LASSO) approach
was used. LASSO is a well known signal processing algorithm in which a reduced set of
basis functions can be obtained by putting a constraint on the L1-norm of the parameter
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vector [118]. Ridge regression can also be used to reduce the number of model parameters
and resolve ill-conditioning problems [62], and it was applied in [57] in the context of
reduced-complexity DPD. In [128], basis functions were adaptively added or removed
from the basis function set based on their correlation with the residual distortion at
the PA output, and thus only the most important/relevant basis functions were used.
Finally, a comparison between some of the above mentioned model order reduction
techniques was provided in [55].
Reduced DPD sample rates
The computational complexity, cost, and power consumption of any DPD system are
directly related to the required sample rates for DPD processing and learning. That
is why there has been some recent research efforts that aim at reducing the required
sampling rate of the digital-to-analog converter (DAC) in the DPD main path, and
the analog-to-digital converter (ADC) in the feedback receiver path. This can be
achieved by filtering the observation at the PA output and/or the basis functions used
for predistortion with a filter whose bandwidth is less than Q times the bandwidth of the
baseband signal, where Q is the nonlinearity order of the DPD processing [28,88,126].
These works assume that the spectral regrowth lying outside the filter bandwidth can
be filtered out using the TX analog filter(s) [126], or that it can be extrapolated using
some extra signal processing in the DPD learning phase [88].
3.4.2 Reduced-complexity DPD in CA Scenarios
As a rule of thumb, classical DPD requires five to seven times the sample rate of
the original baseband signal, which becomes increasingly high and complex when the
aggregated bandwidth increases beyond a certain limit, e.g., in LTE-A noncontiguous
CA scenarios. There has thus been a lot of active research particularly in the area of
developing reduced-complexity DPD in flexible spectrum access scenarios [24,25, 34, 75,
85,86,89,106,109,110,124,127]. These developments mainly focus on finding ways to
reduce the required sample rates in the DPD main path and feedback path.
Concurrent DPD
There have recently been many works on efficient digital predistortion structures and
techniques for CA transmitters that employ only a single PA [24,34,86,106,110]. When
the primary focus of the DPD is to linearize the main CCs, these techniques are called in
the literature concurrent DPD. In such cases, the main CCs are assumed to be separated
by a large distance and the spurious emissions are assumed to be properly filtered
out by the transmit RF filter. The advantage of such concurrent DPD techniques is
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the reduced sampling rates of both the DAC and ADC in the DPD system compared
to conventional full-band DPD which linearizes the whole aggregated spectrum at a
significantly higher sampling rate. However, when the number of CCs increases, the
concurrent DPD structural complexity also increases thus increasing the number of
DPD parameters. Consequently, pruning and other model order reduction techniques
explained in Section 3.4.1 become even more relevant and important in such concurrent
DPD structures [122,123,130]. Moreover, classical concurrent DPD architectures require
a number of feedback observation receivers equal to the number of CCs. There have
thus been some recent research efforts to reduce the complexity of such concurrent DPD
solutions and use only a single feedback receiver for parameter estimation [85,89,127],
[P3]. Additionally, some works have added more flexibility to such concurrent DPD
techniques by allowing the linearization of, for example, only one of the CCs if needed
to further reduce the DPD complexity in certain scenarios [124], [P3].
DPD for Spurious Emission Mitigation
Complementary to the DPD methods that seek to linearize the main carriers, there has
been some efforts to develop DPD techniques that can suppress the spurious emissions
in non-contiguous transmission cases, while not concentrating specifically on the lin-
earization of the main component carriers. This is motivated by fact that in many CA
scenarios, the spurious emissions can easily violate the emission limits in the spurious
region, and/or desensitize the own RX in FDD transceivers, as explained in more details
in Chapter 2.
These spur suppression DPD techniques use the injection-based DPD approach in
which a suitable signal is injected at the sub-band(s) where the spurious emissions
need to be mitigated. The injected signal is properly filtered such that the level of
the emissions at the PA output is reduced. In [75, 109] the estimation of the DPD
coefficients was based on the direct learning architecture with P th-order inverse, and
memoryless DPD processing. While in [25] a memoryless least-squares fit between
the observed intermodulation distortion at the considered sub-band and certain basis
functions was performed. The basis functions were generated using a wideband composite
carrier baseband equivalent signal, followed by sub-band filtering. The estimated and
regenerated IMD was then applied at the PA input, oppositely phased, such that it
is canceled at the PA output. Meanwhile in [P2], the estimation was based on the
closed loop DPD architecture with decorrelation-based learning, and memory effects
were included.
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CHAPTER 4
Sub-band DPD for Spurious
Emission Mitigation
In this Chapter, the contributions to DPD for spurious emission mitigation in [P1],
[P2], [P5] - [P7], and partly in [14, 116] are reviewed. The elementary third-order
sub-band DPD for spurious emission mitigation was proposed in [P5] using a novel
decorrelation-based closed loop learning algorithm, which was then extended in [P6]
to include memory-based processing. A more implementation friendly version of the
algorithm was then presented in [14] along with an FPGA implementation of the DPD
solution. Higher-order nonlinearity processing with memory was then introduced in [P2]
along with comprehensive RF measurements. The sub-band DPD solution was then
extended in [116] to enhance its performance when linearizing multiple sub-bands and
further reduce the complexity, especially for hardware implementation. In the special
case when the spurious emissions overlap with the own RX band in FDD transceivers, the
sub-band DPD proposed in [P7] used the main RX for DPD learning without requiring
any additional observation RX. Finally, the overview article [P1] highlighted the main
principles and advantages of such low complexity sub-band DPD solutions.
This Chapter is organized as follows. Section 4.1 presents the mathematical modeling
of the different considered spurious components at different sub-bands, produced by
a nonlinear PA with memory. Stemming from this modeling, also the corresponding
main path processing of the proposed DPD is formulated. Then, Section 4.2 presents
the proposed DPD parameter learning solutions, covering both sample-adaptive and
block-adaptive decorrelation-based solutions at different sub-bands. Section 4.3 shortly
presents a lower complexity sub-band DPD in the special case when the spurious
emissions overlap with the own RX band in FDD transceivers. Section 4.4 then analyzes
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Figure 4.1: Illustration of different distortion components created by a nonlinear PA when
excited with a non-contiguous CA signal with two component carriers. Here, nonlinear distortion
components up to order 7 are shown.
the computing complexity of the sub-band DPD in terms of the number of floating point
operations. Finally, Sections 4.5 and 4.6 report some simulations and RF measurements
evidencing excellent spurious emission suppression in different realistic scenarios.
4.1 Nonlinear Distortion Modeling and DPD Main
Path Processing
4.1.1 Nonlinear Distortion Modeling
When a noncontiguous dual-carrier signal is applied at the PA input, the PA nonlinearity
leads to intermodulation (IM) distortion at different IM sub-bands (i.e., IM3, IM5, etc.),
as shown in Fig. 4.1, and as also explained in Section 2.3. In general, each IM sub-band
includes nonlinear distortion components of different orders, as shown in Fig. 4.1. For
example, in the case of seventh-order PA nonlinearity, the IM3 sub-band contains third,
fifth and seventh-order nonlinear components, while the IM5 sub-band contains fifth
and seventh-order components, and so on.
In this dual-carrier scenario, the composite baseband equivalent input and out-
put signals of the P th-order Parallel Hammerstein (PH) PA model, with monomial
nonlinearities and FIR branch filters, respectively, read
x(n) = x1(n)ej2pi
fIF
fs
n + x2(n)e−j2pi
fIF
fs
n, (4.1)
y(n) =
P∑
p=1
p odd
fp,n ? |x(n)|p−1x(n), (4.2)
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where x1(n) and x2(n) are the baseband component carrier signals, fIF refers to half the
carrier spacing between the CCs, fp,n denotes the PH branch filter impulse responses of
order p, and ? is the convolution operator.
Direct substitution of (4.1) in (4.2) allows extracting the baseband equivalent distor-
tion terms at the IM sub-bands (e.g., IM3, IM5, and IM7 sub-bands), which, through
straight-forward manipulations, yield
yIM3±(n) =
P∑
p=3
p odd
f3±,p,n ? u3±,p(n), (4.3)
yIM5±(n) =
P∑
p=5
p odd
f5±,p,n ? u5±,p(n), (4.4)
yIM7±(n) =
P∑
p=7
p odd
f7±,p,n ? u7±,p(n), (4.5)
where f3±,p,n, f5±,p,n, and f7±,p,n denote the baseband equivalent impulse responses
corresponding to the wideband PH PA model filters fp,n, evaluated at the IM3±, IM5±,
and IM7± sub-bands, respectively.
Assuming then a 7th order PA model (i.e., P = 7), as a concrete high-order example,
the static nonlinear (SNL) basis functions u3±,p(n), u5±,p(n), and u7±,p(n) read
u3+,3(n) = x∗2(n)x21(n), (4.6)
u3+,5(n) = u3+,3(n)(2|x1(n)|2 + 3|x2(n)|2), (4.7)
u3+,7(n) = u3+,3(n)(3|x1(n)|4 + 6|x2(n)|4 + 12|x1(n)|2|x2(n)|2), (4.8)
u5+,5(n) = (x2(n)∗)2x1(n)3, (4.9)
u5+,7(n) = u5+,5(n)(4|x2(n)|2 + 3|x1(n)|2), (4.10)
u7+,7(n) = (x2(n)∗)3x1(n)4. (4.11)
The corresponding basis functions for the negative IM sub-bands can be obtained by
simply interchanging x1(n) and x2(n) in the above expressions. Next, these behavioral
modeling results are utilized to formulate the sub-band DPD concept which was used in
[P2], [P5] - [P7] and [14].
4.1.2 Sub-band DPD Main Path Processing
The key idea of the sub-band DPD concept is to inject a proper additional low-power
cancellation signal, with structural similarity to (4.3), (4.4), and (4.5) into the PA input
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Figure 4.2: The proposed sub-band DPD processing principle focusing on the IM3+ sub-band.
Thick lines are used to indicate complex I/Q processing. For presentation simplicity, TX
filtering between the feedback coupler and the antenna is not shown.
at the corresponding frequencies, such that the level of the IM distortion at the PA
output is reduced. An appropriate digital injection signal can be obtained by adopting
the basis functions in (4.6)-(4.11), combined with proper filtering, as shown in Fig. 4.2
for the IM3+ sub-band DPD as an example. The advantage of this injection-based DPD
structure is that it allows linearizing each sub-band separately with a lower rate DPD
and thus reducing the overall DPD complexity as shown in [P2] and in Section 4.4. On
the other hand, the classical DPD philosophy based on inverting the PA model does not
provide such flexibility, in general.
4.2 Decorrelation-based DPD Learning
Decorrelation-based learning is a signal processing concept used for separating a particu-
lar useful signal from an unwanted interference by decorrelating it from this interference,
i.e, minimizing the correlation between the useful signal and the interference. This
concept has has been used in the literature in the context of interference cancellation
and signal separation, mostly in linear systems [40,52,59]. However, in this work, this is
the first time that this concept is used in the context of sub-band DPD, while utilizing
the injection-based main path processing approach. The unwanted interference here is
the nonlinear distortion due to the PA per sub-band. The decorrelation-based DPD
learning algorithm is applied in this Chapter, along with the injection-based main path
DPD processing, for spurious emission mitigation at the IM sub-bands. It is also applied
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Figure 4.3: Detailed block diagram of the sample-adaptive decorrelation-based IM3+ sub-band
DPD with higher-order nonlinearities and memory.
in Chapter 5 in the context of linearization of the main carriers for mitigating in-band
and out-of-band distortion due to the PA.
4.2.1 Sample-adaptive Learning
The sample-adaptive decorrelation-based DPD learning algorithm in [P2] is now shortly
reviewed, and the reader is referred to the original article for full details. Based on the
nonlinear distortion modeling and the sub-band DPD concept explained in the previous
section, a computationally feasible and highly efficient closed-loop DPD estimation algo-
rithm with adaptive filtering was developed in [P2]. The DPD parameter optimization
task was formulated as minimizing the correlation between the nonlinear distortion at
the considered sub-band at the PA output, and the basis functions representing this
nonlinear distortion. Those basis functions were orthogonalized for better numerical
properties and stability when used in the adaptive filtering and parameter estimation
context [105,107,108].
For simplicity of presentation, the IM3 sub-band DPD is considered here which
can then easily be generalized to include other sub-bands, as shown also in [P2]. The
orthogonal version of the IM3 sub-band basis functions u3±,q(n) in (4.6)-(4.11) are
denoted by s3±,q(n). The DPD filter per sub-band has nonlinearity order Q and memory
depth N per nonlinearity order (i.e., N + 1 memory taps). And since the proposed DPD
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solution is adaptive, we adopt the adaptive filtering notations. The lth memory tap of
the DPD filter applied to the qth order IM3± basis functions, s3±,q(n), is denoted by
α3±,q,l(n), where n is the time index. The DPD adaptive filter coefficients in a vector
format can thus be defined as follows:
α3±,q(n) = [α3±,q,0(n) α3±,q,1(n) ... α3±,q,N (n)]T , (4.12)
α¯3±(n) = [α3±,3(n)T α3±,5(n)T ...α3±,Q(n)T ]T . (4.13)
Similarly, the basis function samples representing the nonlinear distortion at the IM3±
sub-bands can also be grouped into a vector form as follows.
s3±,q(n) = [s3±,q(n) s3±,q(n− 1) ... s3±,q(n−N)]T , (4.14)
s¯3±(n) = [s3±,3(n)T s3±,5(n)T ... s3±,Q(n)T ]T . (4.15)
The instantaneous sample of the composite baseband equivalent PA input signal x˜(n)
with the IM3± sub-band DPD now reads
x˜(n) = x(n) + [α¯3+(n)H s¯3+(n)]ej2pi
3fIF
fs
n + [α¯3−(n)H s¯3−(n)]e−j2pi
3fIF
fs
n (4.16)
Then, in order to adaptively update the filter coefficients α¯3±(n), the IM3± sub-bands
are observed at the PA output with a feedback receiver, in a sequential manner, as
illustrated in Fig. 4.3. The DPD coefficients are updated as follows:
α¯3±(n+ 1) = α¯3±(n)− µ||s¯3±(n)||2 + C s¯3±(n)e
∗
3±(n), (4.17)
where e3±(n) denotes the baseband equivalent of the residual IM3 spurious emissions
at the PA output with the current DPD coefficients. The scaling factor ||s¯3±(n)||2 +
C normalizing the learning step-size µ in (4.17) is philosophically similar to that of
the Normalized Least Mean Square (NLMS) algorithm, in effect making the learning
characteristics more robust against the input data dynamics [61]. The overall processing
flow is graphically illustrated in Fig. 4.3.
4.2.2 Block-adaptive Learning
A block-adaptive version of the decorrelation-based learning rule was proposed in [14]
and [P2]. In principle, the algorithm is similar to the block-adaptive LMS solution
in [61]. Two distinct blocks were defined in the processing, as illustrated in Fig. 4.4. A
single update cycle of the learning algorithm will utilize M samples whereas the DPD
parameter update interval is L samples, with M ≤ L. Thus, by proper choice of M and
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Figure 4.4: Block-adaptive DPD learning concept. The DPD parameters estimated in the
current estimation block m are applied in the sub-band DPD main path processing during the
next block m+ 1.
L, arbitrarily long loop delays can in principle be tolerated, facilitating stable operation
under various hardware and software processing latency constraints.
The block-adaptive IM3+ sub-band DPD coefficient update, for example, reads
α¯3+(m+ 1) = α¯3+(m)− µ S3+(m)e∗3+(m), (4.18)
where e∗3+(m) refers to the element-wise conjugated error signal block of M samples,
and S3+(m) denotes the convolution matrix of the orthogonal basis function samples, all
within the processing block m, as defined in [P2]. The obtained new DPD coefficients
are then applied on the next block of L samples as illustrated in Fig. 4.4. The reader
is referred to [14] and [P2] for more details regarding the algorithm development and
performance. An FPGA implementation of this algorithm was also presented in [14].
4.2.3 Further Enhancements
In [116] an iterative version of the block-adaptive sub-band DPD learning was proposed
that takes into consideration the mutual effect of, for example, the IM3+ sub-band
DPD on the IM3- sub-band, and so on. A mathematical analysis was performed to
show the impact of the positive IM3 sub-band DPD on the negative IM3 sub-band
when a dual carrier signal is applied to a nonlinear PA, and thus providing a theoretical
foundation and motivation for this work. This solution iterated between the different
spurious components until a satisfactory performance was achieved for each of them.
The iterations have proved to be useful in [116], particularly when operating in a very
nonlinear region of the PA. Though even in those cases, usually only one additional
iteration has been needed.
Furthermore, in order to add more flexibility and complexity reduction to the
proposed DPD, the learning of the higher order nonlinearities in each sub-band was
done sequentially one order at a time in [116]. This has the advantage of reducing the
hardware complexity by essentially using one learning module for all the nonlinearity
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Figure 4.5: Block diagram of the proposed sub-band DPD solution which uses the main RX
for learning the DPD coefficients.
orders. An additional flexibility advantage is that we can stop adding higher orders
in the learning phase once a sufficient spurious emission suppression is achieved, thus
further reducing the DPD complexity. A drawback of this solution is that it takes a
longer time to converge. To alleviate this problem, two additional modifications were
proposed in [116] in order to enhance the convergence speed of the proposed DPD
parameter learning solution. The first used a variable learning rate µ during the DPD
parameter learning in order to have a faster convergence at the initial phase of the
learning while not sacrificing the steady state error. The second modification was that
the DPD coefficients can be stored once they are converged, and act as a starting point
for learning once the same carrier configuration is used again. The algorithm descriptions
and theoretical foundation as well as supporting simulations and WARPLab results are
provided in [116], and the reader is referred to the original article for more details.
4.3 Using the main RX for DPD Learning
In FDD devices, in addition to violating the general spurious emission limits, the
generated spurious components can also overlap with the device’s own receive band,
causing own receiver desensitization [47, 71, 72, 103, 125]. This becomes particularly
problematic in CA scenarios, due to limited duplexing distance, as well as finite TX-RX
duplexer isolation, which is in the order of 50-60 dB in most commercial UE’s. A novel
spur-injection sub-band DPD solution was presented in [P7] which aimed at suppressing
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these particular emissions at the own RX band. The DPD solution used directly the
device’s own RX for learning, and thus does not require any extra observation RX,
as shown in Fig. 4.5. However, this implies that the DPD processing and parameter
learning have to consider the RF duplex filters’ frequency responses for proper parameter
estimation and predistortion. The DPD learning solution is based on the decorrelation
principle used earlier in this Chapter. The reader is referred to [P7] for more details
regarding the algorithm development and performance.
4.4 Complexity Perspectives
In many CA transmission scenarios, particularly in mobile terminals, spurious emissions
at the IM sub-bands impose strict linearity constraints on the PA which can be relaxed
through DPD, as explained in Chapter 2. In such scenarios, the proposed sub-band
DPD in this Chapter has a major advantage over the classical full-band DPD in terms
of the required computational complexity. This complexity reduction aspect is even
more emphasized when the carrier spacing between the CCs is relatively wide, and thus
very high speed ADCs and DACs are required in the classical DPD solutions. In many
other CA scenarios, the in-band and out-of-band distortion products are critical as well
due to their negative impact on the transmit signal quality (EVM) and co-existence
with other users (ACLR), respectively. Such aspects are considered in Chapter 5 in
which a reduced-complexity concurrent DPD is developed particularly for mitigating
the in-band and out-of-band distortion products in CA scenarios. A more complete
reduced-complexity DPD solution is also presented in Chapter 5 which can handle all
different distortion products, i.e., spurious emissions, in-band emissions, and out-of-band
emissions.
In this Section, we provide a comparison between the complexity of the full-band DPD
and that of the proposed IM sub-band DPD. The complexity comparison is conducted
under the assumption that the spurious emissions are the main limiting factor restricting
the PA from operating at higher power efficiency levels. This is indeed a valid assumption
in many scenarios, especially for mobile devices, as demonstrated in [8,73,78,99,100,103],
and as explained in more details in Chapter 2. In general, the computational complexity
of any DPD can be classified into two main parts: the learning complexity and the
main path processing complexity. The learning complexity involves the DPD parameter
estimation and adaptation, while the real-time main path processing complexity involves
the number of computations done per second while the DPD is operating. In this
Section, we will focus on the DPD real-time main path processing complexity which
is the most critical especially for mobile-type devices. This is due to the fact that the
main path processing has to operate in real-time as opposed to the parameter estimation
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Table 4.1: Comparison of main path processing complexities of ninth order sub-band and
full-band DPDs. Two 1 MHz CCs with 20 MHz carrier spacing is assumed. DPD sample rate
is 189 MSPS for the full-band and 9 MSPS for the sub-band DPD.
Sub-band DPD Full-band DPD
IM3 +/- IM5 +/- IM7 +/- IM9 +/- Full-band
Sub-band Sub-band Sub-band Sub-band
BF Generation 37 40 45 48 11
FLOP
DPD Filtering 32(N1+1) 24(N1+1) 16(N1+1) 8(N1+1) 40(N2+1) - 2
FLOP - 2 - 2 - 2 - 2
Total Number 32(N1+1) 24(N1+1) 16(N1+1) 8(N1+1) 40(N2+1) + 9
of FLOP + 35 + 38 + 43 + 46
GFLOP/s 0.891 0.774 0.675 0.558 31.941
(N1 = 1, N2 = 3)
and adaptation processing which can operate on a much slower rate. For a quantitative
comparison, we shall use the number of floating point operations per second (FLOP/s)
as the main quantitative metric.
Basis function generation followed by the actual predistortion filtering using the basis
functions are the two main operations performed in the DPD main path processing [117].
The number of floating point operations required to perform these two operations is
shown in Table 4.1 for ninth-order sub-band and full-band DPDs, respectively, where N1
and N2 are the corresponding memory depths per adopted basis function. The full-band
DPD architecture that we use also in our comparative performance simulations in Section
4.5.2, and which is also widely applied otherwise, is based on the PH architecture with
ninth order nonlinearity. Another important factor to be considered when comparing
the two DPD architectures is frequency selectivity of the nonlinear PA. This implies that
when memory effects of the PA are considered, substantially longer filters are needed for
the full-band DPD compared to the sub-band DPD for a given linearization performance.
We thus assume a memory depth of 1 (i.e., two memory taps) per basis function for
the sub-band DPD, while a memory depth of 3 per basis function is assumed for the
full-band DPD.
Considering an LTE-A UL scenario of two 1 MHz CCs with 20 MHz carrier spacing as
a concrete example, the required sample rate by the full-band DPD is 9× (20 + 1) = 189
MSPS, while the sub-band DPD sample rate is only 9 × 1 = 9 MSPS. Consequently,
as shown in Table 4.1, a huge reduction in the number of floating point operations
per second (FLOP/s) can be achieved using the sub-band DPD. Moreover, this CA
scenario is particularly challenging from the PA nonlinearity perspective due to the
narrow allocated bandwidth per CC, which means that the power of the IM spurious
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emissions becomes concentrated in a very narrow portion of the spectrum and can thus
more easily violate the -30 dBm/1MHz spurious emission limit [2, 7, 78].
4.5 Simulation Results
In this Section, we quantify the IM sub-band DPD performance using Matlab simulations
with practical models for mobile-like PAs designed for low-cost devices. The linearization
performance and complexity is also quantitatively compared against the classical full-
band DPD. The PA model used in the simulations is a ninth-order parallel Hammerstein
model, with four memory taps per branch, and the parameters have been identified
using measurements with a true mobile PA.
4.5.1 Sub-band DPD Performance
Two simulation examples are presented in this subsection. The first demonstrates the
linearization performance at a particular sub-band, e.g., IM3+ sub-band, when adding
higher-order basis functions to the DPD processing. The second example demonstrates
the effectiveness of the proposed sub-band DPD when linearizing different sub-bands,
e.g., IM3, IM5, IM7, etc., while fixing the nonlinearity order of the DPD processing. The
sub-band DPD structure used in these simulations contains two taps per basis function
(i.e., N = 1). The block-adaptive learning principle is adopted, with 200 blocks each
containing 1000 samples, at the sub-band DPD sample rate. The transmit waveform is
composed of two 1 MHz LTE-A UL SC-FDMA component carriers with QPSK data
modulation, and the CC spacing is 12 MHz.
Fig. 4.6 compares the linearization performance of the IM3+ sub-band DPD when
using third-order and higher nonlinear processing. The IM3 spurious emissions are
suppressed by up to 40 dB when adopting ninth-order processing. Furthermore, to
demonstrate the capability of the sub-band DPD to suppress the spurious emissions
below the -30 dBm/MHz spurious emission limit, Fig. 4.7 shows how the IM3 spurious
emission level changes while varying the TX power and using different sub-band DPD
nonlinearity orders. When using a seventh-order, or higher, sub-band DPD, the spurious
emissions are clearly below the general spurious emission limit even at high UE TX
powers up to +23 dBm.
Fig. 4.8 then demonstrates the linearization performance of the negative IM3, IM5,
and IM7 sub-band DPDs with ninth-order nonlinear processing. The achieved spurious
emission suppression is 40 dB, 35 dB, and 18 dB at IM3-, IM5-, and IM7- sub-bands,
respectively.
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Figure 4.6: Baseband equivalent PA output spectrum at +24 dBm with two 1 MHz LTE-A
UL carriers and 12 MHz CC separation using a ninth-order PA with memory. Different orders
of the IM3+ sub-band DPD are compared, with memory depth equal to 1 per DPD SNL basis
function.
Table 4.2: Comparison of main path processing complexity and linearization performance of
full-band versus sub-band DPD. Two 1 MHz LTE-A UL carriers with QPSK data modulation
and 20 MHz carrier spacing are used.
DPD Running Complexity Transmitter Performance
Coeffs Fs GFLOP/s EVM Positive Positive TX Power
(MSPS) (%) IM3R (dBc) IM5R (dBc) (dBm)
No DPD N/A N/A N/A 1.2527 35.5744 56.4272 +20
Full-Band 20 189 31.941 0.1058 61.9428 63.9842 +19
ILA DPD
IM3+ Sub- 8 9 0.891 1.2489 68.3291 N/A +20
Band DPD
IM5+ Sub- 6 9 0.774 1.2529 N/A 71.9823 +20
Band DPD
4.5.2 Full-band versus Sub-band DPD Complexity and Perfor-
mance Comparison
The linearization performance and complexity of the sub-band DPD is compared against
the full-band DPD in this subsection. The assumption made in this particular example
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Figure 4.7: IM3 spurious emissions vs. TX power using different orders of the IM3+ sub-band
DPD processing, with memory depth equal to 1 per DPD SNL basis function. A ninth-order
PA with memory is used, and 2 dB TX filter insertion loss is assumed.
is that the IM3 and IM5 spurious emissions can violate the emission limits, while
other emissions, including the in-band and out-of-band emissions, are already below
the emission limits. The proposed sub-band DPD thus has the capability to tune its
linearization to only the problematic sub-bands, while the full-band DPD does not
have this flexibility, thus inevitably becoming much more complex. The sub-band DPD
structure has ninth-order nonlinearity and two memory taps per SNL basis function.
The sub-band DPD block-adaptive decorrelation-based learning uses 200 blocks with
block size M = 1000 each. The full-band DPD, in turn, adopts the PH structure with
ninth-order nonlinearity and four memory taps per PH branch. The full-band DPD
learning is based on the ILA approach with two 2 ILA iterations utilizing 100k samples
each.
Table 4.2 shows that the sub-band DPD achieves better linearization performance,
in terms of suppression of spurious IM emissions at the IM3 and IM5 sub-bands, despite
its significantly lower complexity measured by the number of GFLOP/s. Moreover,
the full-band DPD, which is based on the ILA structure, requires an additional 1-2 dB
back off to guarantee stable operation, which is not required in the sub-band DPD.
Consequently, the transmitter becomes more power efficient when using the sub-band
DPD.
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Figure 4.8: Baseband equivalent of two 1 MHz LTE-A UL carriers with 12 MHz separation
using a ninth order PH PA extracted from a real mobile PA at +24 dBm. Ninth order negative
IM3, IM5, and IM7 sub-band DPD solutions are shown, with memory depth equal to 1 per
DPD SNL basis function.
On the other hand, the full-band DPD outperforms the sub-band DPD in terms
of the in-band distortion mitigation (i.e., EVM). This is expected, since the full-band
DPD linearizes the whole transmit band, including the main CCs and the spurious IM
emissions. In this context, it is worth mentioning that a reduced-complexity concurrent
DPD, developed particularly for linearizing the main carriers is also developed in this
thesis with significantly lower complexity than the full-band DPD. The developed
concurrent DPD is highly compatible with the decorrelation-based sub-band DPD in
this Chapter since its learning is also based on the simple decorrelation principle. It can
thus be easily complemented with the sub-band DPD for IM spurious emissions in order
to enhance the EVM and ACLR as well, as will be shown in Chapter 5.
4.6 RF Measurement Results
In this Section, RF measurements are presented to demonstrate the effectiveness of the
sub-band DPD solution in real RF environments. Two different intra-band LTE-A CA
RF measurement examples are demonstrated. The first experiment demonstrates the
violation of the spurious emission limit due to the emission of the IM3+ spur inside
40
4.6 RF Measurement Results
(a) Photo of the RF measurement setup
Mobile PA
NI Vector Signal Transceiver
Attenuator
VST RF Out
VST RF In
Host-processor based processing:
 Generate baseband I/Q samples.
 Transfer block of samples to VST for I/Q 
modulation and RF upconversion.
 Extract received block of samples from VST after 
RF downconversion and I/Q demodulation.
 Estimate sub-band DPD parameters using block-
adaptive estimation processing and transmit 
predistorted signal to VST.
(b) Block diagram of the RF measurement setup
Figure 4.9: Hardware setup used in the RF measurements for testing and evaluating the
proposed sub-band DPD.
the TX band, thus not being attenuated by the TX filter. The second experiment
demonstrates an own RX desensitization example, in FDD transceiver context, where
the IM3+ spur is located at the own RX band and is not sufficiently attenuated by the
duplexer TX filter.
4.6.1 RF Measurement Setup
The National Instruments (NI) PXIe-5645R VST used in the RF measurements includes
both a vector signal generator (VSG), and a vector signal analyzer (VSA) with 80
MHz instantaneous bandwidth. The I/Q samples are first generated locally on the
host processor, and then transferred to the VSG to perform RF I/Q modulation at the
desired power level at the PA input. The VST RF output is then connected to the input
port of the external PA, whose output port is connected to the VST RF input through
a 40 dB attenuator, implementing the observation receiver, as illustrated in Fig. 4.9.
The VSA performs RF I/Q demodulation to bring the signal back to baseband. The
baseband I/Q observation block is then filtered to select the IM3 sub-band which is used
for block-based adaptive sub-band DPD learning, after proper alignment with the locally
generated basis functions. The number of blocks used by the sub-band DPD is 20 with
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Figure 4.10: An LTE-A band 25 RF measurement example at the UE PA output showing the
gain from using an IM3+ sub-band DPD. IM3 spur reduction with third, fifth, seventh, and
ninth-order sub-band DPDs are demonstrated, using a real commercial mobile PA operating at
+25 dBm. An LTE-A UL CA signal with two 3 MHz CCs and 20 MHz carrier spacing is used.
block size M = 10k each, and the DPD memory depth N = 1. The ACPM-5002-TR1
mobile terminal power amplifier used in these measurements is designed for LTE-A UL
band 25 (1850-1915 MHz), with 29 dB gain and +31 dBm 1-dB compression point..
4.6.2 Spurious Emission Limit Violation Example
In this intraband CA example, two 3 MHz CCs are transmitted with 20 MHz carrier
spacing at +25 dBm TX power, as shown in Fig. 4.10. The intermodulation distortion
at the IM3+ sub-band is emitted inside the TX band (1850-1915 MHz), and is clearly
violating the spurious emission limit (-30 dBm/MHz) when no DPD is used. When
using the sub-band DPD, the spurious emission level is well below the emission limit,
given that at least fifth-order processing is deployed. In general, more than 20 dB of
measured spurious emission suppression is achieved with the ninth order IM3 sub-band
DPD, thus giving more than 10 dB additional gain compared to the basic third-order
sub-band DPD as shown in Fig. 4.10. Notice that there is no need for predistorting the
negative IM3 sub-band in this example, since those emissions will be filtered out by the
TX filter.
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Figure 4.11: An LTE-A band 25 RF measurement example at the UE PA output showing
the gain from using a ninth-order IM3+ sub-band DPD when the IM3+ is falling at own RX
band. An LTE-A UL CA signal with two 5 MHz CCs and 40 MHz carrier spacing is used with
a real commercial mobile PA operating at +25 dBm.
4.6.3 Own Receiver Desensitization Example
In this intraband CA example, two 5 MHz CCs are transmitted with 40 MHz carrier
spacing at +25 dBm TX power, as shown in Fig. 4.11. The spurious emission at the
IM3+ sub-band falls on top of the own RX band, and therefore potentially desensitizing
the own receiver when no DPD is used. More than 20 dB of spurious emission suppres-
sion is achieved when adopting the IM3+ sub-band DPD with ninth-order nonlinear
processing. Fig. 4.12 shows the real-time convergence of the block-adaptive sub-band
DPD coefficients demonstrating stable operation in a real RF environment.
To further demonstrate the problem, a UE duplexer TX filter with 65 dB attenuation
at the own RX band is assumed [1] in this example. The integrated power of the IM3+
spur at the RX band without DPD will then be approximately -73 dBm/5MHz, which
is 25 dB above the effective RX noise floor when assuming 9 dB UE RX noise figure
(NF) [7]. On the other hand, when the proposed IM3+ sub-band DPD is deployed,
the integrated power of the IM3+ spur at the RX band will be approximately -95
dBm/5MHz, which is only 3 dB above the effective RX noise floor.While the residual
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Figure 4.12: Convergence of the ninth-order sub-band DPD coefficients, with memory depth
N = 1 per basis function, when the positive IM3 sub-band is considered and block-adaptive
learning is deployed. An RF measurement example with two 5 MHz LTE-A UL CCs and 40
MHz carrier spacing is used with a real commercial mobile PA operating at +25 dBm.
spur is still slightly above the effective RX noise floor, the sensitivity degradation is
substantially smaller despite operating at a maximum PA output power of +25 dBm.
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CHAPTER 5
Reduced-complexity
Concurrent DPD
In this Chapter, the contributions to concurrent DPD in [P3] are reviewed. The term
concurrent DPD is used in the literature when concurrently linearizing two or more of
the main CCs with the sub-band DPD concept. The term sub-band, in this thesis, refers
to any main CC or spurious IM band, as explained in Chapter 2. Consequently, the
term sub-band DPD refers to the general structure where the DPD can linearize any of
the sub-bands whether being the main carriers or the spurious IM components. Thus,
the concurrent DPD is considered a subset of the sub-band DPD. On the other hand,
the term full-band DPD refers to the classical DPD concept where the overall aggregated
signal is treated as one wideband signal using a single DPD.
The proposed reduced-complexity concurrent DPD solution is compared against state-
of-the-art concurrent DPD solutions and shown to have significantly lower complexity
despite its excellent linearization performance. It can also be complemented with the
IM sub-band DPD in Chapter 4 to provide a more complete DPD solution that can
flexibly linearize any sub-band of choice, based on the targeted linearization performance,
with reduced-complexity DPD main path processing and learning when compared to
state-of-the-art DPD solutions.
This Chapter is organized as follows. Section 5.1 presents the mathematical modeling
of the nonlinear distortion produced by a nonlinear PA with memory at and around
the main carriers in a dual-carrier CA scenario. Stemming from this modeling, the
corresponding main path processing of the proposed concurrent DPD is formulated.
Then, Section 5.2 presents the DPD parameter learning solution. Section 5.3 integrates
the concurrent DPD in this Chapter with the IM sub-band DPD in Chapter 4 to provide
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a more complete DPD solution. A full-band DPD version of the proposed concurrent
DPD is then introduced in Section 5.4. Section 5.5 then analyzes the complexity of the
concurrent DPD in terms of the number of floating point operations and compares it
against state-of-the-art concurrent DPD solutions. Finally, Sections 5.6 and 5.7 report
some simulations and RF measurements, evidencing excellent linearization performance
in different realistic scenarios.
5.1 Nonlinear Distortion Modeling and Concurrent
DPD Main Path Processing
In this Section, the mathematical modeling of the nonlinear distortion produced by
a nonlinear PA with memory, at and around the main carriers in a dual-carrier CA
scenario, is presented. Stemming from this modeling, the corresponding main path
processing of the proposed concurrent DPD is formulated.
5.1.1 Nonlinear Distortion Modeling
For convenience we reintroduce in this Chapter the composite baseband equivalent
input and output signals of the P th order Parallel Hammerstein (PH) PA model, with
monomial nonlinearities and FIR branch filters, respectively, which read
x(n) = x1(n)ej2pi
fIF
fs
n + x2(n)e−j2pi
fIF
fs
n, (5.1)
y(n) =
P∑
p=1
p odd
fp,n ? |x(n)|p−1x(n), (5.2)
where x1(n) and x2(n) are the baseband component carrier signals, fIF refers to half the
carrier spacing between the CCs, fp,n denotes the PH branch filter impulse responses of
order p, and ? is the convolution operator.
Direct substitution of (5.1) in (5.2) allows extracting the baseband equivalent distor-
tion terms at and around the main CCs, which, through straight-forward manipulations,
yield
y±(n) =
P∑
p=1
p odd
f±,p,n ? u±,p(n), (5.3)
where f±,p,n denote the baseband equivalent impulse responses corresponding to the
wideband PH PA model filters fp,n, evaluated around x1(n) and x2(n) respectively.
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Assuming then a 7th order PA model (i.e., P = 7), as a concrete high-order example,
the basis functions representing the nonlinear distortion around the first CC x1(n), for
example, read
u+,1(n) =x1(n), (5.4)
u+,3(n) =x1(n)|x1(n)|2 + 2x1(n)|x2(n)|2, (5.5)
u+,5(n) =x1(n)|x1(n)|4 + 3x1(n)|x2(n)|4 + 6x1(n)|x1(n)|2|x2(n)|2, (5.6)
u+,7(n) =x1(n)|x1(n)|6 + 4x1(n)|x2(n)|6 + 12x1(n)|x1(n)|4|x2(n)|2
+18x1(n)|x1(n)|2|x2(n)|4. (5.7)
Similarly, the corresponding basis functions for the second CC x2(n) (i.e., u−,p(n))
can be obtained by interchanging x1(n) and x2(n) in the above expressions. Next, the
behavioral model in (5.3)-(5.7) is utilized to formulate the proposed injection based
concurrent DPD concept, specifically tailored to suppress the distortion at and around
the main carriers.
5.1.2 Concurrent DPD Main Path Processing
Since we are mostly concerned about the nonlinear distortion at and around the main
carriers, we first rewrite equation (5.3) to separate the linear part from the nonlinear
terms as
y±(n) = f±,1,n ? u±,1(n) +
P∑
p=3
p odd
f±,p,n ? u±,p(n). (5.8)
The key idea of the proposed concurrent DPD concept is to inject a proper additional
low-power cancellation signal, with structural similarity to the nonlinear terms in (5.8),
into the PA input, such that the level of these nonlinearities at the PA output is reduced.
Therefore, an appropriate digital injection signal, to mitigate the nonlinear distortion
terms around x1(n), can be obtained by adopting the SNL basis functions u+,p(n) in
(5.5)-(5.7), combined with proper filtering. Similarly, an additional digital injection
signal can be applied at the PA input to mitigate the nonlinear distortion around x2(n)
by applying another bank of DPD filters onto the SNL basis functions u−,p(n). This
flexibility in operation is an advantage of the proposed DPD principle, since it might not
be required in all scenarios to mitigate the distortion around both CCs. For example,
the EVM and/or ACLR requirements can be, in general, different between the two CCs,
and thus only one of the two CCs might need predistortion.
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Figure 5.1: Block diagram of the adaptive decorrelation-based concurrent DPD adopting
closed-loop learning with a single feedback observation receiver. The PA distortion is observed
in a per-CC manner and the DPD coefficients of a given CC are adaptively estimated using the
decorrelation-based learning rule.
5.2 Decorrelation-based Concurrent DPD
The decorrelation-based concurrent DPD learning algorithm in [P3] is now shortly re-
viewed, and the reader is referred to the original article for more details. Based on the
nonlinear distortion modeling and the concurrent DPD concept explained in the previous
section, a computationally feasible and highly efficient closed-loop DPD estimation algo-
rithm with adaptive filtering was developed in [P3]. The DPD parameter optimization
task was formulated as minimizing the correlation between the nonlinear distortion
at and around the considered main carrier at the PA output, and the basis functions
representing this nonlinear distortion. Those basis functions were also orthogonalized
for better numerical properties and stability when used in the adaptive filtering and
parameter estimation context [105,107,108].
The baseband equivalent nonlinear distortion terms, denoted by e±(n) at the PA
output around x1(n) and x2(n) respectively, can then be calculated as follows
e+(n) = hLPFQ,n ? {y(n)e−j2pi
fIF
fs
n}/G1 − x1(n) (5.9)
e−(n) = hLPFQ,n ? {y(n)ej2pi
fIF
fs
n}/G2 − x2(n), (5.10)
where hLPFQ,n denotes an ideal low pass filter with passband width Q times the bandwidth
of the wider component carrier, G1 and G2 are the estimated complex linear gains of
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the PA at x1(n) and x2(n) respectively. Adopting the adaptive filtering notations in a
similar manner to Chapter 4, the adaptive filter coefficients in vector form read
α±,q(n) = [α±,q,0(n) α±,q,1(n) ... α±,q,N (n)]T , (5.11)
α¯±(n) = [α±,3(n)T α±,5(n)T ...α±,Q(n)T ]T . (5.12)
Similarly, the orthogonalized basis function samples in vector form read
s±,q(n) = [s±,q(n) s±,q(n− 1) ... s±,q(n−N)]T , (5.13)
s¯±(n) = [s±,3(n)T s±,5(n)T ... s±,Q(n)T ]T . (5.14)
The instantaneous sample of the composite baseband equivalent PA input signal
x˜(n) with the concurrent DPD for both CCs now reads
x˜(n) = x(n) + [α¯+(n)H s¯+(n)]ej2pi
fIF
fs
n + [α¯−(n)H s¯−(n)]e−j2pi
fIF
fs
n (5.15)
Then, in order to adaptively update the filter coefficients α¯±(n), the main carriers’
sub-bands are observed at the PA output with a single feedback receiver, in a sequential
manner, and the coefficients are then updated as
α¯±(n+ 1) = α¯±(n)− µ||s¯±(n)||2 + C s¯±(n)e
∗
±(n). (5.16)
The overall processing flow is graphically illustrated in Fig. 5.1. Similar to the DPD
for spurious emissions mitigation, a block-adaptive version of this decorrelation-based
sample-adaptive algorithm was also derived and adopted. The reader is referred to [P3]
for more details.
It is worth mentioning that the fact that the learning of the DPD coefficients for
the two CCs is done sequentially, can in principle cause, in particular if the PA is very
deep in saturation, some inter-dependence between the optimal coefficients of the DPD
stages of CC1 and CC2. Specifically, in very deep saturation, and assuming that the
DPD coefficients of CC1 are learned first, then activating the DPD unit of CC2 may
cause slight degradation of the linearization of CC1. We hypothesize that then iterating
shortly the learning between the CCs can reduce this mutual effect while reaching an
improved linearization performance for the CCs. On the other hand, this may require
somewhat more learning samples in the overall learning procedure. It is also possible to
perform the learning for the two CCs in parallel, instead of sequentially, while still using
only a single narrowband observation receiver. However, this will require storing the
PA observation samples and basis function samples of one of the two CCs in memory
in order to allow learning the DPD coefficients for CC1 and CC2 simultaneously. Such
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methods can be an interesting topic for future work. Another interesting point for future
work is extending the proposed concurrent DPD to support transmitting more than two
component carriers. The decorrelation-based learning, as such, can support any number
of bands or CCs, but the basis functions for scenarios with more than two CCs will be
different [123].
5.3 Complete Sub-band DPD Solution
An extended decorrelation-based sub-band DPD solution was presented in [P3] which
complements the DPD for spurious emissions mitigation in [P2] with the concurrent
DPD discussed earlier in this Chapter. This sub-band DPD has the capability to tune
its linearization to whichever sub-band needs linearization, using the decorrelation-based
learning rule and a single feedback receiver operating at the lower sample rate. The idea,
as also explained earlier, is to minimize the correlation between the nonlinear distortion
at the main CCs, and/or at the IM3, IM5, etc., sub-bands, and specific low-rate baseband
basis functions representing the nonlinearity at each corresponding sub-band, defined
earlier in (5.5)-(5.7) and in (4.6)-(4.11).
The instantaneous sample of the composite baseband equivalent PA input signal
x˜(n) with the complete sub-band DPD adopted now reads
x˜(n) = x(n) + [α¯+(n)H s¯+(n)]ej2pi
fIF
fs
n + [α¯−(n)H s¯−(n)]e−j2pi
fIF
fs
n
+
B∑
b=3
b odd
[
[α¯b+(n)H s¯b+(n)]ej2pi
bfIF
fs
n + [α¯b−(n)H s¯b−(n)]e−j2pi
bfIF
fs
n
]
, (5.17)
where b = 3, 5, ..., B is the sub-band index (i.e., b = 3 for the IM3 sub-bands, b = 5 for
the IM5 sub-bands, etc.), and α¯b±(n) and s¯b±(n) are defined as in (4.13) and (4.15)
using the orthogonalized basis function samples corresponding to the bth sub-band.
Adopting the block-adaptive DPD learning notations as in [P3], the orthogonalized
basis function blocks of M samples, used for DPD learning, in matrix form then read
sb±,q(nm) = [sb±,q(nm) sb±,q(nm − 1) ... sb±,q(nm −N)], (5.18)
Sb±,q(m) = [sb±,q(nm)T sb±,q(nm + 1)T ... sb±,q(nm +M − 1)T ]T , (5.19)
Sb±(m) = [Sb±,b(m) Sb±,b+2(m) ... Sb±,Q(m)]T , (5.20)
where nm denotes the index of the first sample of block m, and Q ≥ B. For the main
carriers’ sub-bands, i.e., b = 1, the linear basis functions are not included in the DPD
learning or filtering, only the nonlinear basis functions are used.
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The block-adaptive decorrelation-based DPD coefficient update for the bth sub-band
then reads
α¯b±(m+ 1) = α¯b±(m)− µ Sb±(m)e∗b±(m), (5.21)
where e∗b±(m) refers to the element-wise conjugated error signal block of M samples at
the bth sub-band. For b = 1, e±(n) are defined in (5.9) and (5.10), while for the IM
sub-bands b = 3, 5, ..., B, eb±(n) denotes the baseband equivalents of the PA output
at the bth sub-bands, with the corresponding sub-band DPDs included adopting the
current coefficients, α¯b±(n).
Thus, as we can see from (5.21), the DPD learning for all the sub-bands including
the main carriers is using the simple decorrelation principle. Since the learning is done
one sub-band at a time, one and the same computing engine or correlator can be reused
in the actual hardware implementation for the different sub-bands, thus providing a
very simple, cost-effective, and high performance solution, which was also demonstrated
through comprehensive simulations and RF measurements in [P2] and [P3].
5.4 Decorrelation-based Full-band DPD
The decorrelation-based DPD learning algorithm described earlier can be used in the
more classical single carrier/band transmission scenarios as well. In these scenarios, x1(n)
becomes the main/only carrier of interest while x2(n) can simply be set to zero in (5.5)-
(5.7). The decorrelation-based learning can then minimize the correlation between these
single carrier -based basis functions and the nonlinear distortion around the main carrier
x1(n) using the same learning rule as explained earlier, while setting fIF = 0. This
single carrier mode of operation can also be used when the carrier spacing between the
two CCs gets narrower, by interpreting the composite baseband signal as one arbitrary
baseband waveform centered at zero frequency. This approach naturally assumes that
the sample rate for processing the composite signal as a whole is still feasible, implying
then also that all sub-bands are processed and linearized simultaneously.
5.5 Complexity Analysis and Comparison against State-
of-the-art
In this Section, a quantitative comparison between the complexities of the single feedback
concurrent DPD in this work, and the existing state-of-the-art single feedback concurrent
DPDs in [85,89,127] is presented. The complexities of the classical full-band DPD and
the dual feedback concurrent DPD, as in [24], are also presented for reference. The
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Table 5.1: DPD main path processing computational complexity comparison. The oversam-
pling factor R = Q without filtered basis functions, and R < Q with filtered basis functions.
BF generation BF extra filtering DPD main path Minimum processing
(FLOP/sample) if R < Q processing sample rate (MSPS)
(FLOP/sample) (FLOP/sample)
1-Full-band Q+ 2
∑Q
q=3[4Nb + 2]R/q (Q+ 1)(4N + 3) R(W1 +W2 +∆f)
ILA DPD
2-Concurrent 6 + 4
∑Q
q=3 q 2
∑Q
q=3[4Nb + 2]R/q 2(Q+ 1)(4N + 3) R×max(W1,W2)
DPD 1 in [24]
3-Concurrent 6 + 4
∑Q
q=3 q 2
∑Q
q=3[4Nb + 2]R/q 2(Q+ 1)(4N + 3) R×max(W1,W2)
DPD 2 in [85,89]
4-Concurrent Q+ 2 2
∑Q
q=3[4Nb + 2]R/q (Q+ 1)(4N + 3) R(W1 +W2)
DPD 3 in [127] +2(5Ns + 6)
5-Concurrent 6 + 4
∑Q
q=3 q 2
∑Q
q=3[4Nb + 2]R/q 2(Q− 1)(4N + 3) R×max(W1,W2)
DPD in this work
Table 5.2: DPD learning complexity comparison.
PA estimation BF generation DPD estimation
(FLOP/M samples) (FLOP/KM samples) (FLOP/KM samples)
1-Full-band 0 KM [Q+ 2] 4K[(M + (Q+ 1)(N + 1)/6)
ILA DPD ×(Q+ 1)2(N + 1)2/4]
2-Concurrent 0 KM [6 + 4
∑Q
q=3 q] 4K[(M + (Q+ 1)(N + 1)/3)
DPD 1 in [24] ×(Q+ 1)2(N + 1)2]
3-Concurrent 4[(M + (Q+ 1)(N + 1)/3) KM [6 + 4
∑Q
q=3 q] 4K[(M + (Q+ 1)(N + 1)/3)
DPD 2 in [85,89] ×(Q+ 1)2(N + 1)2]+ ×(Q+ 1)2(N + 1)2]
8M(Q+ 1)(N + 1)− 2M
4-Concurrent 4[(M + (Q+ 1)(N + 1)/6) KM [Q+ 2] 4K[(M + (Q+ 1)(N + 1)/6)
DPD 3 in [127] ×(Q+ 1)2(N + 1)2/4]+ ×(Q+ 1)2(N + 1)2/4]
4M(Q+ 1)(N + 1)− 2M
5-Concurrent 16M − 4 0 4K[(2M + 1)(Q− 1)(N + 1)
DPD in this work −M ]
number of FLOP is the main quantification metric used in this analysis. Both the
DPD main path processing complexity and the learning complexity are included in the
complexity comparisons, as shown in Tables 5.1 and 5.2, respectively. Moreover, in order
to ensure a fair comparison among the considered DPD methods, a set of practical and
reasonable assumptions were made, and the reader is referred to [P3] for more details
regarding these assumptions.
The notations used in the complexity analysis are consistent with the notations
throughout the thesis, along with some additional symbols that are all summarized
here: Q denotes the DPD nonlinearity order; N denotes the DPD filter memory order,
where it is assumed that each qth order DPD filter α±,q,l has N + 1 memory taps, for
simplicity; M denotes the estimation block size in both the block-adaptive filtering used
in this work, as well as the block LS estimation; K denotes the number of block-adaptive
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iterations in this work, as well as the number of ILA iterations in ILA-based DPD
learning; W1, W2, denote the bandwidths of the first and second CCs respectively, while
the carrier spacing is denoted with ∆f ; Finally, Ns denotes the memory depth of the
filters used in [127] for carrier separation and relocation before transmitting each CC
on separate TX chains. These filters are assumed to be FIR filters with symmetrical
coefficients.
In case of applying additional filtering to the basis functions (BFs) to reduce the
DPD processing sample rate, the symbol R denotes the amount of oversampling applied
in the basis functions generation compared to the original CC bandwidths W1 and W2.
In the normal scenario without filtered BFs, this oversampling factor R = Q, otherwise
R < Q. Nb denotes the memory depth of the BF band-limitation filter used for filtering
the basis functions, which is assumed to be a computationally efficient polyphase FIR
decimation filter [101].
The main findings of the complexity comparison in Tables 5.1 and 5.2 can be
summarized as follows. Regarding the DPD main path processing, the concurrent DPD
developed in this work has lower complexity than any of the other considered techniques
because it does not require processing the linear basis function, as opposed to the other
methods. The reason for not including the linear term is that the primary objective of
the DPD is to mitigate the nonlinear distortion only, while the linear distortion can be
considered part of the overall communications channel, which is always equalized at the
receiver side. Meanwhile, the concurrent DPD solutions in [24,85,89,127] utilize the ILA-
based learning concept, which requires using the linear term for a correct post-inverse
estimation. Moreover, when comparing to the single feedback concurrent DPD in [127],
the concurrent DPD in this work has significantly lower main path complexity, despite
having greater basis function generation complexity. This is because in [127], a single
DPD is used for both CCs, resulting in a higher DPD sample rate. Additionally, two
carrier separation and relocation filters are required in [127] to transmit the aggregated
carriers on separate TX chains, thus adding to the overall DPD running complexity.
Regarding the DPD learning complexity, a direct PA model estimation is required
in [85,89,127] which significantly adds to the DPD learning complexity. On the other
hand, in this work only the linear gain of the PA is required, implying substantially
lower complexity. Moreover, in this work, the same basis function samples used in the
DPD main path processing can be reused in the decorrelation-based DPD learning, as
illustrated in Fig. 5.1. This is not possible in the other DPD solutions due to the nature
of the ILA-based learning which requires a post-inverse estimation whose basis functions
are generated from the PA output samples.
Concrete numerical examples of the overall main path processing complexity, in
terms of FLOP per second, as well as the learning complexity in terms of FLOP per
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Figure 5.2: Normalized PA output spectra of a concurrent noncontiguous intraband CA
transmitter with two 10 MHz OFDM carriers with 100 MHz spacing, and 16-QAM subcarrier
modulation. The peak-to-average power ratio (PAPR) is 12.5 dB. A ninth-order PH model is
used. The PA parameters have been identified using RF measurements with a true mobile PA
transmitting at +22 dBm.
learning procedure, will be provided in Section 5.6, together with the corresponding
linearization performance results.
5.6 Simulation Results
In this Section, the linearization performance and complexity of the concurrent DPD in
this work is compared against state-of-the-art concurrent DPD methods using practical
carrier aggregation-based simulation studies. The PA model used in the simulations is a
ninth-order parallel Hammerstein model, with four memory taps per branch, and the
parameters have been identified using measurements with a true mobile PA. Both the
in-band waveform purity and the adjacent channel leakage due to spectral regrowth are
quantified using the well-known EVM and ACLR metrics [8, 42].
In the considered CA example, two 10 MHz OFDM CCs are transmitted with 100
MHz CC spacing, as shown in Fig. 5.2. The PA model used is a ninth-order PH model
whose parameters have been identified using RF measurements with a true mobile
PA transmitting at +22 dBm. This mobile PA has 29 dB gain, and +31 dBm 1-dB
54
5.7 RF Measurement Results
Table 5.3: Complexity and performance comparison with state-of-the-art concurrent DPD
methods
DPD main path processing DPD performance
and learning complexities of CC1
Main path Overall DPD Number of EVM ACLR L / R
processing learning sample estimation (%) (dBc)
(GFLOP/s) (MFLOP) rate (MSPS) samples
Without DPD 0 0 N/A N/A 4.0063 35.5208 / 36.1878
1-Full-band 238.59 108.6 990 30k 0.5162 53.9113 / 51.8576
ILA DPD
2-Concurrent 28.98 114 90 30k 0.5315 53.4451 / 51.5275
DPD 1 in [24] (per CC)
3-Concurrent 28.98 152.4 90 40k 0.5311 53.4453 / 51.5273
DPD 2 in [85,89] (per CC)
4-Concurrent 113.94 146.4 180 40k 0.5163 53.0010 / 51.5543
DPD 3 in [127] (per CC)
5-Concurrent 25.02 18.96 90 100k 0.5250 53.8733 / 51.6361
DPD in this work (per CC)
compression point. The adopted parametrizations of the different DPD solutions are as
follows: The estimation block size M = 10k samples, and the DPD nonlinearity order
Q = 9 in all the considered DPD methods. The number of block-adaptive iterations
K = 10 in the concurrent DPD in this work, while the number of ILA iterations K = 3
in all the other considered DPD methods. In [24, 85, 89] and in this work, the DPD
memory order N = 2 per CC. Meanwhile, in [127] and in the full-band DPD the two
CCs are predistorted with a single DPD, and thus a higher DPD memory order N = 5
is used. No filtering of the basis functions is performed in this comparison (i.e., Nb = 0).
Additionally, in [127], Ns = 50.
The linearization performance is more or less the same in all the considered DPD
methods, as demonstrated in Fig. 5.2 and in Table 5.3. However, the complexity is
clearly in favor of the concurrent DPD solution in this work, showing a notable advantage
in both the DPD main path processing complexity and learning complexity. The main
path complexity is measured in GFLOP per second (GFLOP/s), while the learning
complexity is measured in terms of the overall number of FLOP used in the learning
process.
5.7 RF Measurement Results
In this Section, RF measurements using three commercially available power amplifiers
are presented to demonstrate the effectiveness of the proposed concurrent DPD solution
in real RF environments. The first PA is an LTE-A band 1 base station (BS) PA, and
the second is a general purpose wideband PA, suitable for interband CA. The third PA is
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(a) Photo of the RF measurement setup
Host-processor based processing:
 Generate baseband I/Q samples for both CCs. 
 Transfer block of samples for I/Q modulation 
and RF upconversion.
 Extract received block of samples after RF 
downconversion and I/Q demodulation.
 Estimate DPD parameters using block-
adaptive estimation processing.
 Final evaluation of signal PSD with/without 
DPD using the NI VST.

Combiner
Out
TX1
RF Out
TX2
RF Out
Obs RX
RF In
Analog Devices Dual RF Transmitter 
with Observation Receiver
Power
Amplifier
Pout – 28 dB
Variable 
Attenuator
(b) Block diagram of the RF measurement setup
Figure 5.3: Hardware setup used in the RF measurements for testing and evaluating the
proposed decorrelation-based concurrent DPD.
an LTE-A band 25 user equipment (UE) PA. In addition to quantifying the performance
of the proposed decorrelation-based DPD solution, other state-of-the-art DPD methods,
which are based on the ILA principle for learning, are also implemented for reference. A
photo of the RF measurement setup is shown in Fig. 5.3(a).
5.7.1 RF Measurement Setup
The Analog Devices AD9368-2 evaluation board used in the RF measurements has
two RF transmitters, each with 250 MHz instantaneous bandwidth, that are used for
implementing CA transmission scenarios. The board is also equipped with an observation
receiver, with 200 MHz instantaneous bandwidth, which is used as the DPD feedback
receiver, as shown in Fig 5.3(b). The I/Q samples are first generated locally on the host
processor, and then transferred to the evaluation board to perform RF I/Q modulation
at the desired power level at the PA input. In the noncontiguous CA scenarios, the RF
outputs of the two TX chains are combined using an RF combiner, and then connected
to the input port of the external power amplifier. The PA output is then attenuated
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and fed into the observation receiver input. The observation receiver performs RF I/Q
demodulation to bring the signal back to baseband, which is then used for the DPD
learning.
In the RF measurements, the following DPD parameters are used: the estimation
block size M = 10k samples, and the DPD nonlinearity order Q = 9 in all the considered
DPD methods. The number of block-adaptive iterations K = 10 in the proposed DPD
solution, while the number of ILA iterations is K = 3 in all the other considered
ILA-based reference DPD methods. In [24,85,89] and in the proposed DPD, the DPD
memory order N = 1 per CC. In case a full-band DPD is used to linearize the two
aggregated CCs, the DPD memory order N = 3.
5.7.2 Base Station Measurement Examples
In this subsection, three different LTE-A RF measurement scenarios are demonstrated:
a contiguous intraband CA scenario, a noncontiguous intraband CA scenario, and a
noncontiguous interband CA scenario. A commercial LTE-A Band 1 (2110-2170 MHz)
BS PA is used in the first two scenarios. The freescale BS PA (model no. MD7IC2250GN)
is a Doherty PA with 31 dB gain, and +47 dBm 1-dB compression point. A driver
amplifier is used before the Doherty PA with 14 dB gain and +25 dBm 1-dB compression
point. In the third interband CA scenario, a general-purpose wideband PA (model no.
ZHL-4240) with 40 dB gain, and +28 dBm 1-dB compression point is used.
Contiguous Intraband CA Scenario
In this LTE-A Band 1 contiguous intraband CA scenario, two adjacent 20 MHz CCs are
transmitted. The two CCs are interpreted as one CC (i.e, CC1), which is transmitted
via one RF transmit chain of the evaluation board. The classical ILA-based DPD is
also implemented for reference, and compared to the decorrelation-based DPD in this
work in Fig. 5.4. Table 5.4 shows the corresponding ACLR and EVM results. The
proposed DPD solution and the existing ILA-based DPD are shown to provide very
similar performance, despite the complexity reduction achieved from using the proposed
solution.
Noncontiguous Intraband CA Scenario
In this LTE-A Band 1 noncontiguous intraband CA scenario, two 10 MHz CCs are
transmitted with 30 MHz CC spacing. An RF combiner combines the RF signals of
the two CCs which are transmitted via separate RF TX chains of the evaluation board,
as also illustrated in Fig. 5.3. The DPD learning is done sequentially where 30 MHz
observation BW is used per CC. Iterative clipping and filtering -based PAPR reduction
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Figure 5.4: An RF measurement example at LTE DL Band 1 (2110-2170 MHz) showing the
normalized PA output spectra of a contiguous intraband CA transmitter with two 20 MHz
OFDM carriers. 16-QAM subcarrier modulation is used per CC. Spectral regrowth and EVM
are reduced when using the proposed decorrelation-based DPD with a real commercial base
station PA operating at +36 dBm output power.
Table 5.4: BS RF Measurement Scenarios and Obtained Results
Scenario DPD Type EVM ACLR L / R ACLR L / R TX Power PAPR
[%] of CC1 (dBc) of CC2 (dBc) (dBm) (dB)
Cont. Intraband CA
No DPD 5.65 30.89 / 31.56 N/A +36 8.8
ILA DPD 1.97 46.87 / 49.66 N/A +36 8.8
This work 2.04 46.95 / 50.12 N/A +36 8.8
Noncont. Intraband CA
No DPD 5.54 36.60 / 36.63 36.41 / 36.36 +34 9.87
ILA DPD 1.85 49.85 / 48.72 49.99 / 49.85 +34 9.87
This work 1.93 49.89 / 49.33 49.98 / 49.87 +34 9.87
Noncont. Interband CA
No DPD 3.92 35.47 / 36.08 36.36 / 35.95 +23 9.94
Conc. DPD 1 1.24 48.05 / 48.10 48.16 / 48.12 +22 9.94
Conc. DPD 2 1.25 48.05 / 48.09 48.15 / 48.12 +22 9.94
This work 1.28 50.07 / 49.95 49.13 / 49.08 +23 9.94
is applied to each CC separately in this scenario. The classical full-band ILA-based
DPD is also implemented for reference, with block LS based parameter learning per ILA
iteration, and compared to the proposed concurrent DPD in Fig. 5.5. Table 5.4 shows
the corresponding ACLR and EVM results. The linearization performance numbers are
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Figure 5.5: An RF measurement example at LTE DL Band 1 (2110-2170 MHz) showing the
normalized PA output spectra of a concurrent noncontiguous intraband CA transmitter with
two 10 MHz OFDM carriers. The CC spacing is 30 MHz, and 16-QAM subcarrier modulation
is used. Spectral regrowth and EVM are reduced when using the proposed decorrelation-based
concurrent DPD with a real commercial base station PA operating at +34 dBm output power.
again very similar despite the proposed concurrent DPD being significantly less complex
than the full-band ILA-based DPD.
Noncontiguous Interband CA Scenario
In this LTE-A noncontiguous interband CA scenario, the two aggregated CCs are
located at Band 2 (1930-1990 MHz), and Band 4 (2110-2155 MHz) respectively, which is
a practical DL LTE-A interband CA scenario [6]. Iterative clipping and filtering -based
PAPR reduction is again applied to each CC separately. The performance of the single
feedback concurrent DPD in this work is compared against two different concurrent DPD
techniques: the classical concurrent DPD reported in [24] with two feedback receivers,
and the single feedback concurrent DPD developed in [85,89].
The normalized PA output spectra without DPD and with the three considered
concurrent DPD techniques are shown in Fig. 5.6. An extra 1 dB backoff is applied in
the concurrent DPDs in [24,85,89] for proper operation, however, this is not required
for the concurrent DPD in this work because it does not use the ILA principle for
learning. The results in Fig. 5.6 and Table 5.4 again demonstrate very good linearization
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Figure 5.6: A practical LTE-A DL interband CA RF measurement example showing the
normalized PA output spectra with and without DPD using a real commercial wideband PA
operating at +23 dBm output power. The OFDM CCs are 10 MHz each and transmitted
at LTE-A DL bands 2 (1930-1990 MHz) and 4 (2110-2155 MHz) respectively, with 160 MHz
CC spacing. 16-QAM subcarrier modulation is used per CC. Spectral regrowth and EVM
are reduced when using the proposed decorrelation-based concurrent DPD, which slightly
outperforms the concurrent DPDs in [24,85,89].
performance of the concurrent DPD in this work, which is even slightly better than the
other concurrent DPDs despite its reduced complexity, as explained in Section 5.5.
5.7.3 UE Measurement Example
An LTE-A UE RF measurement scenario demonstrating the flexibility of the proposed
DPD is presented next. The LTE-A UL Band 25 (1850-1915 MHz) power amplifier
adopted in this measurement example has 29 dB gain, and +31 dBm 1-dB compression
point. In this scenario, the spur at the negative IM3 sub-band is emitted within the
TX band and is thus not suppressed by the TX/antenna filter. On the other hand, the
spur at the positive IM3 sub-band is emitted outside the TX band and can thus be
filtered out by the TX filter. The two SC-FDMA component carriers in this example
have 10 MHz and 5 MHz bandwidths, respectively. The 10 MHz CC uses QPSK data
modulation, while the 5 MHz CC uses 64QAM data modulation, and is thus much more
sensitive to EVM degradation. The DPD is therefore deliberately configured, in this
example, to linearize only the 5 MHz component carrier (i.e., CC2) and the negative
IM3 sub-band to demonstrate the great processing and linearization flexibility, as shown
in Fig. 5.7. The DPD learning is done sequentially for CC2 and for the negative IM3
sub-band, where 25 MHz observation BW is used per sub-band. Table 5.5 shows the
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Figure 5.7: An RF measurement example at LTE UL band 25 showing the normalized PA
output spectra of a concurrent noncontiguous intraband CA transmitter with 10 MHz and 5
MHz SC-FDMA CCs, using QPSK and 64-QAM data modulation, respectively. Nonlinear
distortion at and around the 5 MHz CC as well as at the IM3- sub-band are reduced when
using the proposed DPD with a commercial mobile PA operating at +24 dBm output power.
Table 5.5: UE RF Measurement Scenario and Obtained Results
TX Power = +24 dBm DPD Type CC2 EVM CC2 ACLR L / R Negative PAPR
(%) (dBc) IM3R (dBc) (dB)
Noncontiguous Intraband No DPD 3.68 33.43 / 33.95 32.04 8.18
CA Scenario This work 0.73 50.26 / 50.47 53.21 8.18
ACLR, EVM and IM3 spur suppression results in this scenario, evidencing again very
high-performance linearization. Notice that the IM spur at the negative IM3 sub-band
is suppressed by more than 20 dB through the DPD processing.
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CHAPTER 6
Frequency-optimized DPD
In this Chapter, the contributions to frequency-optimized DPD in [P4] are reviewed. A
novel approach for reducing the full-band DPD complexity was introduced in [P4] which
is different from the sub-band DPD approach in Chapters 4 and 5. Conventional full-band
DPDmethods typically seek to linearize the entire transmit spectrum, without specifically
tailoring the linearization capabilities to any particular regions of the spectrum. On
the other hand, the frequency-optimized DPD method optimizes the suppression of
unwanted emissions around arbitrary pre-specified frequencies at the PA output. Thus,
the DPD is capable of providing better performance at the more critical spectral regions
(e.g., own RX band) while using the same running complexity as the classical DPD, or
in other words, achieving the same performance at those critical regions with a lower
complexity DPD (i.e., lower nonlinearity order and/or memory depth).
This Chapter is organized as follows. Section 6.1 summarizes the mathematical
formulation of the problem along with the corresponding main path processing of the
proposed frequency-optimized DPD. Then, Section 6.2 presents the actual DPD param-
eter learning and optimization utilizing the Newton-Raphson algorithm. Section 6.3
then analyzes the complexity of the DPD solution in terms of the number of floating
point operations (FLOP), including both the DPD main path processing complexity
and the DPD parameter estimation and optimization complexity. Finally, Sections 6.4
and 6.5 report some simulations and RF measurements, evidencing excellent lineariza-
tion performance when using the proposed frequency-optimized DPD solution in both
contiguous and noncontiguous carrier allocation scenarios.
63
FREQUENCY-OPTIMIZED DPD
PA
x x
DPD
y
3rd 5th 7th 9th Frequency
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Classical Full-band DPD
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Figure 6.1: DPD and PA input and output signals along with a high level description of the
frequency-optimized DPD concept.
6.1 Mathematical Formulation and DPD Main Path
Processing
Assuming a P th-order PH PA model, and a Qth-order memoryless polynomial DPD, the
composite baseband equivalent input and output signals of the two cascaded modules
shown in Fig. 6.1 read
x˜(n) =
Q∑
q=1
q odd
αq|x(n)|q−1x(n), (6.1)
y(n) =
P∑
p=1
p odd
fp,n ? |x˜(n)|p−1x˜(n), (6.2)
where x(n), x˜(n), and y(n) are the baseband equivalents of the DPD input, DPD output
and PA output respectively, αq is the memoryless polynomial DPD coefficient of order q,
fp,n denotes the PH branch filter impulse response of order p, and ? is the convolution
operator. In [P4] it was shown that the cascaded response of the DPD and PA can be
written as
y(n) =
R∑
r=1
r odd
cr,n ? |x(n)|r−1x(n), (6.3)
where R = (P + 1)(Q + 1) − 1, and the filters (impulse responses) cr,n consist of the
PA model filters fp,n and the DPD coefficients αq. A truncated version of y(n), namely
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Figure 6.2: The proposed overall block-diagram of the predistortion processing including
direct PA modeling/learning, evaluation of PSD derivatives and carrying out iterative DPD
parameter optimization.
ytr(n), was used in [P4] in order to reduce the complexity. The effective nonlinear basis
functions of ytr(n) were selected from the original ones (|x(n)|r−1x(n)) based on which
particular band of frequencies was optimized, and based on the most relevant terms
(e.g., ignoring the significantly higher order terms).
Invoking the Wiener-Khinchin theorem [37], which states that the autocorrelation
function, R(τ), and the PSD, S(f), form a Fourier transform pair, the PSD of the
PA output signal y(n) in (6.3) can be evaluated as shown in [P4]. The suppression
of the unwanted emission power at a certain frequency, say f = f0 , can be achieved
by properly manipulating and optimizing the coefficients cr,n to minimize the PSD
evaluated at f = f0 . Assuming a known or already estimated PA model coefficients fp,n,
as well as knowledge of the spectral characteristics of the DPD input signal x(n), this
is equivalent to optimizing the DPD coefficients αq accordingly, and hence the name
frequency-optimized DPD. This will be elaborated further in the next section, where
the frequency-optimized DPD learning algorithm is shortly reviewed, and the reader is
referred to [P4] for more details.
6.2 DPD Learning and Parameter Optimization
The aim of the DPD learning and parameter optimization in [P4], as explained earlier,
was to minimize the PSD of the PA output signal around the pre-specified frequency
f0 . The first stage in this process is the PA direct modeling in which a memoryless or
PH direct-model is extracted from the PA. This model is used, along with the signal
statistics of the DPD input signal x(n), to evaluate the PSD at the target frequency
as a function of the DPD coefficients, namely Str(f = f0 ,α) or simply Str(α), where
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α = [α1 α3 ... αQ]T . The subscript in the PSD Str(α) refers to using the truncated
version of the PA output signal y(n) in (6.3), as shown in [P4]. The estimated PA
model is also used to extract an initial estimate of the DPD coefficients α, after which
additional iterative processing at digital baseband is applied to optimize those coefficients
for unwanted emission suppression at the target frequency f0 . A block-diagram of the
overall processing stages is illustrated in Fig. 6.2. For presentation purposes, the actual
DAC and ADC as well as up- and down-conversion stages are not shown in order to
focus on the fundamental elements of the transceiver system from a DPD processing
perspective.
The final step is to optimize the parameter vector α of the predistorter in order to
find min(Str(α)). This is a general optimization problem that aims to seek values for
certain design or control variables in order to minimize an objective function. In [P4],
the Newton-Raphson method was employed due to its fast and reliable performance
compared to the gradient decent algorithms [27]. The Newton-Raphson algorithm seeks
the minimum of a function F (α) using both first and second derivatives [22,27].
In its simplest form, with a single variable α to be optimized, and assuming F (α)
holomorphic, it can be described as
α(n+ 1) = α(n)− F
′(α(n))
F ′′(α(n)) , (6.4)
where α(0) is an initial estimate of the minimum point of F (α), and (6.4) is executed in
a loop until |F ′(α(n))| is sufficiently small [22]. In our problem, a parameter vector α is
optimized instead of a scalar. Furthermore, since the objective function in our application
is real-valued which is a function of complex valued coefficients αq (and therefore strictly-
speaking non-holomorphic), the differentiation rules of Wirtinger calculus [113] were
used. Thus, the DPD coefficients are updated as follows
α(n+ 1) = α(n) +
(
Hαα −Hα∗αH−1α∗α∗Hαα∗
)−1
× [Hα∗αH−1α∗α∗∇α∗(Str(α(n)))H −∇α(Str(α(n)))H] (6.5)
where the gradients are defined as
∇α(Str(α)) = ∂ Str(α)∂α ∇α∗(Str(α)) = ∂ Str(α)∂α∗ (6.6)
and the Hessian matrices as
Hαα = ∂∂α
(
∂ Str(α)
∂α
)H
Hα∗α = ∂∂α∗
(
∂ Str(α)
∂α
)H
Hαα∗ = ∂∂α
(
∂ Str(α)
∂α∗
)H
Hα∗α∗ = ∂∂α∗
(
∂ Str(α)
∂α∗
)H (6.7)
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Table 6.1: Approximate number of FLOP required for DPD parameter estimation and
optimization assuming 5th order non-linearity and 3 memory taps for the power amplifier, and
7th order non-linearity for the DPD
Number of FLOP per M samples
Initial Parameter Estimation (81×M + 243)
DPD Parameter Optimization
Basis Functions Generation (4×M)
PSD Evaluation (40×M + 178)
Newton-Raphson Update 1.4k
Total Number of FLOP (44×M + 1.6k)
Notice that for any given DPD order and PA model type (memoryless or PH), the
needed derivatives can be pre-calculated analytically, and then simply evaluated with
the PA model parameters at hand and the current DPD coefficient values [P4].
6.3 Complexity Perspectives
In this Section, a quantitative computational complexity analysis of the frequency-
optimized DPD solution is presented. The primary metric used to quantify the complexity
is the number of floating point operations (FLOP) [117]. The overall DPD processing
can be divided into three computational stages: the initial parameter estimation stage,
the parameter optimization and adaptation stage, and the real-time DPD main path
processing stage. In the following analysis, the non-linearity orders of the power amplifier
and the DPD are assumed to be five and seven, respectively.
The initial DPD parameters are computed using the direct learning approach. A
direct least-squares memoryless polynomial identification of the PA is computed, followed
by calculating the Pth-order inverse DPD coefficients. A parallel Hammerstein (PH)
model of the PA is also identified in order to be used in the DPD parameter optimization
stage. Assuming fifth order non-linearity with three memory taps per non-linearity order,
as a practical example, the number of FLOP required by this stage is approximately
(81×M + 243), where M is the estimation block size [56], as shown in Table 6.1.
The computations associated with the parameter optimization and adaptation stage
can be divided into three main parts. The first part is the Basis Functions Generation,
which is then used for the PSD Evaluation part. Finally, the last part is the Newton-
Raphson Update, where the Newton optimization coefficient update is performed. Table
6.1 summarizes the number of FLOP required by each of these parts for a block of M
samples, and more details are provided in [P4].
The DPD real-time running stage is the most critical from the point of view of
timing, hardware resources, and power consumption, especially in mobile devices, and
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it is identical to classical DPD solutions. The total number of FLOP required for this
stage is 28 FLOP per processed sample [P4]. Taking into consideration the performance
gain when using the optimized coefficients, this yields a performance advantage over
existing methods for any given run-time complexity, or alternatively, run-time complexity
reduction for a given linearization performance.
UsingM = 100k as an example block size, the approximate number of FLOP required
in the parameter estimation stage is 8.1 MFLOP, and in the parameter optimization
the corresponding number is 4.5 MFLOP. These FLOP are not computed on a frequent
basis (only in the order of msecs) compared to the system sampling time which is in the
order of µsecs. On the other hand, the main path processing of the DPD requires 28
FLOP per sample. With an example real-time DPD processing rate of 100 MHz, this is
equivalent to 2.8 GFLOP/s. While this is already a substantial amount of processing, it
is still clearly within the processing power of state-of-the-art computing platforms even
in mobile devices [48].
6.4 Simulation Results
In this Section, two kinds of communication waveforms are used to test and demonstrate
the frequency-optimized DPD concept through simulations. The first example uses a
16-QAM single-carrier signal with root-raised cosine pulse, 22% roll-off. The second
example is an LTE-Advanced UL non-contiguous multi-cluster scenario with two 2 MHz
clusters at the edge of a 10 MHz LTE carrier. The PA model used is a 5th-order
Parallel Hammerstein memory-based PA model, and a 7th-order memoryless DPD is
deployed. A conventional 7th-order inverse solution is used as the starting point for the
optimization algorithm in which initial values of the DPD coefficients α3, α5, and α7 are
obtained, while the linear coefficient α1 is set to one. In these simulations, the proposed
frequency-optimized method is deployed to reduce the emissions that fall within either
the 3rd- or 5th-order regrowth or intermodulation regions.
6.4.1 Contiguous Carrier Allocation Example
In the first optimization scenario, the DPD target frequency f0 is set to the center of
the right adjacent channel (AC), and then in the second optimization scenario to the
center of the second right adjacent channel which is at the spurious region. In both
scenarios, the 5th-order and 7th-order DPD coefficients α5 and α7 are jointly optimized,
while α3 is fixed. Fig. 6.3 shows example PA output spectra, of a 10 MHz 16-QAM
single-carrier waveform, with different optimization target frequencies. It can be clearly
seen that the proposed DPD approach indeed tunes most of the available unwanted
emission suppression to the defined target frequency, in different scenarios. For a more
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Figure 6.3: Baseband equivalent power spectra of 10 MHz 16-QAM single-carrier signals with
root-raised cosine pulse and 22% roll-off, with different DPD solutions and PH PA model. Four
cases are shown: Without DPD, using a conventional 7-th order inverse DPD, right adjacent
channel (AC) optimized DPD and second right adjacent channel (Spur) optimized DPD.
Table 6.2: Values of ACLR, SRR, and EVM using parallel Hammerstein PA Model and
Quasi-memoryless DPD Model in the contiguous carrier allocation scenario.
ACLR L / R (dBc) SRR L / R (dBc) EVM (%)
Without DPD 43.8566 / 44.5309 63.8390 / 63.9644 6.4619
Conventional DPD 56.0416 / 55.0876 67.7376 / 67.9649 2.3556
AC Optimized DPD 58.1250 / 60.9337 69.6208 / 70.2154 2.3484
Spur Optimized DPD 48.8356 / 50.5666 69.7659 / 71.0010 2.3783
quantitative analysis and elaboration, Table 6.2 shows the obtained ACLR and spurious
emission rejection ratio (SRR) values in different predistortion scenarios. The ACLR
is evaluated over the adjacent channel(s) as defined in Section 2.3, while the SRR is
evaluated over the second adjacent channel(s) in a similar fashion, and is defined as the
ratio between the wanted signal power and the power in the spurious domain (Pspur),
which reads
SRRdB = 10 log10
Pwanted
Pspur
(6.8)
The measurement bandwidths are equal to the wanted channel bandwidth in both the
ACLR and SRR calculations.
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Figure 6.4: Baseband equivalent power spectra of LTE-A UL signals with different DPD
solutions, using multi-cluster SC-FDMA transmission, QPSK data modulation, and PH PA
model. Four cases are compared: Without DPD, using a conventional DPD, and proposed IM3
and IM5 optimized DPDs.
Table 6.3: Values of IM3R, IM5R, and EVM using parallel Hammerstein PA Model and
Quasi-memoryless DPD Model in the noncontiguous carrier allocation scenario.
IM3R L / R (dBc) IM5R L / R (dBc) EVM (%)
Without DPD 40.4529 / 41.1885 55.0491 / 54.9336 3.3245
Conventional DPD 51.1442 / 49.8385 58.6405 / 58.3671 1.0450
IM3 Optimized DPD 56.0137 / 56.7854 62.1339 / 61.6174 1.0054
IM5 Optimized DPD 50.5793 / 54.7730 62.2519 / 62.2458 1.0284
6.4.2 Noncontiguous Carrier Allocation Example
In this example, we seek to optimize the DPD coefficients to minimize the emissions
either at the third-order or fifth-order intermodulation frequencies, i.e., IM3 and IM5
sub-bands. The emission reduction is quantified using the IM3R and IM5R reduction
ratios as explained in Section 2.3. To be exact, the optimization/target frequency is set
to the center of the right-hand-side IM3 or IM5 sub-band (i.e., IM3+ or IM5+ sub-band).
Fig. 6.4 shows the power spectra of the considered noncontiguous carrier allocation
scenario which resembles an LTE-A UL multi-cluster scenario with two 2 MHz clusters
at the edge of a 10 MHz carrier. Table 6.3 shows the corresponding EVM, IM3R,
and IM5R values. It can clearly be seen that the reduction in the unwanted emissions
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Figure 6.5: Measurement Setup used in the Lab to test the frequency-optimized DPD solution
against the conventional 7th-order inverse DPD solution. Digital signal processing is done in
Matlab, while the vector signal generator (VSG) and the vector signal analyzer (VSA) perform
the RF processing to and from the PA.
at the IM3+ sub-band is better in case of the IM3 optimized DPD compared to the
conventional DPD, and the same applies for the IM5+ sub-band. The extra gains from
the optimization are in the order of 4-7 dB.
6.5 RF Measurement Results
In order to further elaborate and demonstrate the operation of the frequency-optimized
DPD solution, actual RF measurements have been performed using a commercial LTE-A
UE power amplifier. The overall measurement setup is shown in Fig. 6.5. The I/Q
samples are first generated locally on the computer, then transferred to the vector signal
generator (VSG) to perform I/Q modulation. The RF center-frequency used in these
measurements is 1.89 GHz corresponding to LTE band 25. The VSG output is then
connected to the input port of the PA whose output port is thereon connected to the
vector signal analyzer (VSA) via an attenuator. The VSA implements the observation
receiver for direct model identification as well as for measuring the actual PA output
spectrum, with and without DPD processing.
In the following two measurement examples, the 7th-order inverse DPD solution
is used as the starting point for the DPD optimization routine. A direct PA model is
thus first extracted for this purpose using 100k I/Q samples and least squares model
fitting. Next, the necessary PSD derivatives are evaluated, using a memoryless or a PH
memory-based identified PA model as well as the original baseband data samples. The
iterative Newton-Raphson DPD optimization is then performed as explained in [P4].
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Figure 6.6: RF power spectra of a 16-QAM single-carrier signal with root-raised cosine pulse,
22% roll-off at the output of a commercial mobile PA in the Lab. Four cases are compared;
without any DPD, using a conventional 7-th order inverse DPD, and ACLR-optimized proposed
DPD with both memoryless PA identification and PH-memory based PA identification in the
optimization. TX power is 16.5 dBm.
The first example uses a 16-QAM single-carrier signal with 3 MHz BW, and the opti-
mization frequency is set to the center of the right adjacent channel (AC). The resulting
spectra are shown in Fig. 6.6, including DPD optimization both with memoryless and
with memory-based identified direct PA models. Clearly the proposed optimization
solution can provide around 5 dB gain at the target frequency, already with purely
memoryless optimization, while then incorporating the identified PA model with memory
brings in this example an additional 1-2 dB gain.
In the second example, we deploy a multi-cluster SC-FDMA signal with QPSK data
modulation, 0.5 MHz cluster bandwidth allocation and 3 MHz separation between the
clusters. The target optimization frequency is set to the center of the IM3+ sub-band,
and the resulting spectra are shown in Fig. 6.7, including DPD optimization both
with memoryless and with memory-based identified direct PA models. The proposed
optimization solution provides around 8 dB gain at the target frequency with purely
memoryless optimization. An additional 3-4 dB gain is achieved when incorporating the
identified PA model with memory.
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Figure 6.7: RF power spectra of measured LTE-A UL signals with multi-cluster SC-FDMA
transmission and QPSK data modulation at the output of a commercial mobile PA in the lab.
Four cases are compared; without any DPD, using a conventional 7-th order inverse DPD, and
IM3-optimized proposed DPD with both memoryless and PH-memory based PA identification
in the optimization. TX power is 15.5 dBm.
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CHAPTER 7
Thesis Summary and Future
Work
7.1 Thesis Summary
The target of this thesis was to develop advanced, low-complexity, DPD techniques
for mitigating nonlinear distortion due to the power amplifier of the RF transmitter.
The main focus was on the more challenging flexible spectrum access scenarios, while
acknowledging the applicability of some of the developed algorithms in the classical
transmission scenarios as well. Detailed modeling of the PA nonlinear distortion in carrier
aggregation-like scenarios was performed, and mathematical expressions of the distortion
components at different sub-bands were derived, which acted as the starting point of the
DPD developments in this work. Since PA memory effects are almost unavoidable in
the considered wideband and flexible scenarios, practical nonlinear models with memory
were assumed in all the modeling and developments. Moreover, all the developed DPD
solutions have been extensively tested using realistic simulations and practical RF
measurements with commercial off-the-shelf power amplifiers and state-of-the-art RF
measurement equipment.
The main findings and results of this thesis are summarized in the following. In [P5],
a novel spur-injection based sub-band DPD structure, for spurious emission mitigation in
noncontiguous transmission scenarios, was introduced. An efficient decorrelation-based
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closed-loop learning algorithm was also developed for this sub-band DPD, particularly for
mitigating the spurious emissions at the third-order IM sub-bands. Memory effects and
higher-order nonlinear processing were then included in [P6] and [P2], respectively. A
detailed complexity analysis of the proposed sub-band DPD was performed in [P2] along
with extensive RF measurement examples evidencing excellent linearization performance.
In the special case when the spurious emissions overlap with the own RX band in FDD
transceivers, the work in [P7] proposed a novel sub-band DPD solution that used the
main RX for DPD learning without requiring any additional observation RX, thus
further reducing the DPD complexity. The main principles and advantages of such
low complexity sub-band DPD solutions were highlighted in [P1] to spark discussions
and further developments in this important research topic. These findings were all
summarized in Chapter 4 of this thesis.
In [P3], a novel concurrent DPD utilizing the decorrelation-based learning concept and
a single-feedback receiver path was developed. The developed DPD focused on linearizing
the main carriers. Its complexity was analyzed in a detailed and quantitative manner
against state-of-the-art concurrent DPD solutions evidencing a significantly reduced
complexity in both the DPD main path processing and parameter learning computational
requirements, despite having even slightly better linearization performance. Moreover,
the proposed concurrent DPD was complemented with the sub-band DPD for IM
spurious emission mitigation in [P2] in order to flexibly linearize any sub-band of choice
based on the targeted linearization performance, while still using fewer and simpler
hardware components when compared to all state-of-the-art DPD techniques in the
literature. Extensive RF measurements were performed evidencing excellent linearization
performance in various challenging scenarios while using commercial off-the-shelf RF
power amplifiers used in advanced base station equipment and mobile terminals. These
findings were all summarized in Chapter 5 of this thesis.
In [P4], a novel frequency-optimized DPD was developed which can tailor its lin-
earization capabilities to any particular regions of the spectrum. Starting from a detailed
mathematical modeling of the power spectrum at the PA output as a function of the DPD
coefficients, a Newton-Raphson optimization routine was utilized to optimize the sup-
pression of unwanted emissions at arbitrary pre-specified frequencies at the PA output.
A complexity analysis was performed showing the number of floating point operations
required in both the DPD main processing and the parameter optimization routine.
The proposed DPD was shown, through practical simulations and RF measurements, to
provide better performance at the more critical spectral regions (e.g., adjacent channels
or own RX band) while using the same running complexity as the classical DPD, or in
other words, it can achieve the same performance at those critical regions with a lower
complexity DPD. These findings were all summarized in Chapter 6 of this thesis.
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7.2 Future Work
There are some interesting research points that can act as a continuation to the work
done in this thesis, which are hereby summarized. The developed decorrelation-based
DPD learning algorithm along with the proposed DPD structures in this thesis can be
modified and extended to consider scenarios with multiple antennas at the transmitter.
In the even more challenging case of massive MIMO, 10’s or 100’s of antennas can
be used, and thus the complexity per RF chain becomes particularly more critical.
Consequently, low cost, size, and highly nonlinear power amplifiers are expected to be
adopted. This is an area where reduced-complexity DPD solutions can fit very well.
Moreover, combining such DPD solutions with novel PAPR reduction techniques for
further energy efficiency enhancement in MIMO transmitters is an interesting point for
future research.
Further reduction in the DPD complexity can be achieved through limiting the
linearization to a specified bandwidth even when considering higher-order basis functions.
This can be achieved by filtering the basis functions used for DPD in the main path
as well the observation at the PA output in the feedback receiver path. Although the
idea has already been developed in other works, a detailed complexity analysis has not
been performed yet. Additionally, the band-limiting filter design opens some research
questions, like for example, how much aliasing can be allowed from the higher-order
nonlinear basis functions, and to what extent is the linearization performance impacted
when simpler filter structures are used. Such research questions have not been answered
in the literature yet.
There is room for future developments in the frequency-optimized DPD as well. So
far, despite considering memory effects in the PA, only memoryless DPD structures
were assumed. Adding memory to the DPD is certainly an interesting and natural
continuation of the study in [P4]. However, this implies more DPD parameters, and thus
the optimization routine and PSD evaluation procedure will become more challenging
which opens the door for new ideas. Moreover, extending the frequency-optimized DPD
to include more than one optimization frequency is also an interesting point for future
study.
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Abstract
Spectrally non-contiguous transmissions pose serious transceiver design challenges due to the nonlin-
ear power amplifier (PA). When two or more non-contiguous carriers with close proximity are amplified
by the same PA, spurious emissions inside or in the vicinity of the transmitter RF band are created. These
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Lowering the transmit power is a straightforward remedy, but it will reduce throughput, coverage, and
power efficiency of the device. To improve linearity without sacrificing performance, several digital
predistortion (DPD) techniques have recently been proposed to target the spurious emissions explicitly.
These techniques are designed to minimize the computational and hardware complexity of DPD, thus
making them better suited for mobile terminals and other low cost devices. In this article, these recent
advances in DPD for non-contiguous transmission scenarios are discussed, with a focus on mitigating
the spurious emissions in the concrete example case of non-contiguous dual-carrier transmission. The
techniques are compared with more traditional DPD approaches in terms of their computational and
hardware complexities, as well as linearization performance.
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2I. INTRODUCTION
3GPP LTE-Advanced (LTE-A) and cognitive radio (CR) type developments are recent examples of
wireless communication systems that seek to utilize spectrally non-contiguous carriers in order to increase
data rates and spectral flexibility. In LTE-A, carrier aggregation (CA) enables bandwidth expansion up to
100 MHz by aggregating five 20 MHz LTE carriers [1]. In the TV white space (TVWS) standard IEEE
802.22, known as the first cognitive radio standard, the aggregation of several carriers is called channel
bonding [2]. In this article, we refer to all such transmission schemes simply as carrier aggregation or
CA, and use the attributes contiguous and non-contiguous to separate spectrally contiguous and non-
contiguous allocations.
One of the most challenging engineering concerns in the RF part of a transmitter is the power amplifier
(PA), particularly due to its nonlinearity. Multicarrier transmissions exhibit very large peak-to-average
power ratios (PAPRs), and when they are combined with the nonlinear behavior of the PA, can generate
severe unwanted spectral emissions in the adjacent channels or in more distant portions of the spectrum.
The levels of these emissions are mandated and enforced by federal regulators, such as the US Federal
Communications Commission (FCC; see, e.g., [4]). Recently, it has been demonstrated in LTE-Advanced
mobile transmitters with non-contiguous CA or multicluster type transmissions, that PA nonlinearities
lead to spurious emissions that can violate the given spectrum emission limits [1], [3], or lead to own
receiver desensitization in frequency-division duplexing (FDD) systems [3]. Within the CR context, the
spurious emissions can also interfere with primary user (PU) transmissions or other secondary users
(SU).
One obvious solution to decrease nonlinear distortion is to back off the transmit power. In 3GPP
terminology, this is known as Maximum Power Reduction (MPR), and MPR values up to 16 dB are
allowed in some CA use cases for mobile terminals [1]. However, this approach yields a significantly
lower PA efficiency as well as a substantial reduction in the uplink coverage and throughput. For example,
if we assume the well-known COST Hata propagation model for urban areas1, along with a base station
antenna height of 50 m, a 10 dB reduction in transmit power will result in halving of the coverage2.
Thus, there is a clear need for alternative linearization solutions that do not possess such drastic adverse
effects. This article focuses on one linearization solution in particular: digital predistortion (DPD).
Most of the current DPD literature is focused on base stations and other infrastructure nodes where
DPD is the de facto solution for linearization. However, only few published works consider DPD
for mobile terminals and other low cost devices. One of the main reasons is that usually the cost
of implementing a DPD solution, in terms of hardware and needed computations, is relatively high.
Furthermore, with traditional contiguous transmit spectrum, linearization of mobile transmitters is usually
not needed since transmit power levels are generally smaller and emission limits looser relative to base
1Digital Mobile Radio Towards Future Generation Systems, COST 231 Final Report. Available at http://146.193.65.101/cost231/
2Coverage is defined here as the distance over which a certain received signal-to-noise ratio is obtained.
3stations or infrastructure nodes. However, this is about to change as non-contiguous CA waveforms are
being deployed across a variety of systems.
This article addresses the nonlinearities of terminals that transmit non-contiguous CA waveforms, the
resulting spurious emissions, as well as their suppression with DPD. The primary focus is on LTE-
Advanced mobile terminals while we also acknowledge that another potential application area is in
TVWS devices. The objectives of this article are generally three-fold: (i) To highlight the problem
of PA-induced spurious emissions with non-contiguous transmissions, and the potential problems it
may create in different systems; (ii) To demonstrate that back-off is not the only feasible solution to
decreasing the unwanted emissions, but DPD is a potential solution that does not sacrifice the power
efficiency, coverage, or throughput of the mobile user; (iii) To increase the awareness of the readership
of this magazine with respect to recent advances in DPD for non-contiguous transmission schemes. We
consider this to be one key element in enhancing the flexibility of radio spectrum usage in emerging
radio communication systems.
The rest of this article is organized as follows. Section II gives an overview of the linearity challenges
with spectrally non-contiguous transmissions, and presents the relevant emission regulations of 3GPP
LTE-Advanced. Recent advances of DPD techniques for spurious emission suppression are discussed in
Section III. Section IV discusses the implementation complexity of the methods presented in Section III.
Simulation and RF measurement results are provided in Section V. Finally, several concluding remarks
are made in Section VI.
II. LINEARITY CHALLENGES IN EMPLOYING NON-CONTIGUOUS TRANSMISSIONS
A. 3GPP LTE-Advanced and Unwanted Emissions
In order to meet the requirements of the International Mobile Telecommunications-Advanced (IMT-A)
specifications, 3GPP began introducing carrier aggregation (CA) from Release 10 onwards. Release 10
is also the first release where the technology is called LTE-Advanced (LTE-A). For the uplink, Release
10 introduced contiguous CA, allowing only contiguous UE resource allocation per individual carrier.
Uplink specifications were again updated with Release 11, which introduced the so-called multicluster
transmission, which means that non-contiguous resource allocation can be performed within a single
uplink carrier. Release 12 yielded two additional major updates, as non-contiguous intraband CA and
interband CA were introduced, where the LTE-A UE can be allocated UL resources across aggregated
spectrum consisting of two or more component carriers (CCs). The CCs may possess a bandwidth of
any single carrier bandwidth defined within the LTE specifications and a maximum of five component
carriers can be aggregated, with a theoretical maximum aggregated bandwidth equal to 100 MHz.
In general, the transmitter unwanted emissions can be divided into three parts: (i) The emissions within
the carrier bandwidth, (ii) the out-of-band (OOB) emissions, and (iii) the spurious emissions. The OOB
emissions are unwanted emissions immediately outside the assigned channel bandwidth resulting from
the modulated waveform characteristics and nonlinearity of the transmitter, but excluding the spurious
4emissions, and are specified in terms of the spectrum emission mask and adjacent channel leakage ratio
(ACLR). Spurious emissions, in turn, are unwanted emissions that are caused by the transmitter nonlinear
effects such as harmonic and intermodulation products, parasitic emissions, and frequency conversion
products, with the OOB emissions excluded. The exact requirements for spectral emissions are specified
in [1]. In this article, we are mainly interested in the spurious emission limits. For carrier frequencies
above 1 GHz, where most LTE-A bands are located, the spurious emission limit is -30 dBm over a 1
MHz measurement bandwidth. This is a general guideline defined by ITU-R [4], which means that it
applies to all land mobile services, not just LTE-A.
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Fig. 1. Example transmit spectrum with non-contiguous carrier aggregation under a nonlinear PA. In this illustration, nonlinear
distortion products up to order five are shown, including nonlinear distortion around the main carriers as well as at the IM3 and
IM5 sub-bands.
B. Linearity Challenges with Non-contiguous Dual-carrier Transmissions
When a non-contiguous dual-carrier signal is applied to the PA input, the PA nonlinearity leads to
intermodulation and cross modulation products affecting many different frequencies, as shown in Fig.
1. Assuming a CC separation of ∆f , in addition to the spectral regrowth around the main carriers,
intermodulation distortion appears at integer multiples of ∆f away from the main CCs. The third-order
intermodulation (IM3) sub-bands are centered at ∆f from the main CCs, the fifth-order intermodulation
(IM5) sub-bands are located at 2∆f from the main CCs, and so on. These intermodulation distortion
(IMD) components may affect the system in two different ways, depending on the CC locations and
their separation, as well as on the bandwidth of the transmit filter.
First, the intermodulation spurs created by the nonlinear PA will likely be in the spurious domain,
and therefore should obey the more strict spurious emission limits, as opposed to the spectral emission
limits which are defined in the vicinity of the carriers [1], [4]. In the context of interband CA, where
the component carriers are located at different RF bands, the spurs will likely be filtered out by the
transmitter RF filter. However, in the case of intraband CA, where the component carriers are inside the
5same RF band, some of the spurious IM sub-bands may be located in-band, and therefore will not be
mitigated by the transmit RF filter. Narrower bandwidth allocations per CC are more problematic, since
the energy of the spurs is more concentrated, therefore more easily violating the spur limit [3]. To avoid
spur limit violations, the mobile device should therefore back off its output power to operate within the
linear range of the PA. However, this back off will lead to a reduction in the UL coverage range, as
well as to inefficient operation of the PA. In Section III, DPD processing is introduced as a solution to
allow a mobile device to meet the spurious emission limit while considerably reducing the amount of
required back off.
Secondly, in FDD terminals employing non-contiguous intraband transmissions, the spurious compo-
nents may potentially overlap with the receive band of the device, causing own receiver desensitization
[3]. Carrier aggregation reduces the duplexing distance between own TX and RX, and therefore reaching
sufficient isolation between own TX and RX using RF duplexers is increasingly difficult3. Own receiver
desensitization can also be alleviated with digital predistortion, as will be described in the following.
III. LOW-COMPLEXITY SUB-BAND DIGITAL PREDISTORTION FOR NON-CONTIGUOUS
TRANSMISSION SCHEMES
In order to meet linearity requirements without sacrificing performance, digital pre-distortion has
been proposed and recognized as a promising PA linearization technique due to its accuracy and cost-
effectiveness, particularly for high-power high-end base station devices. There have been substantial
research efforts over the past 20 years with respect to developing efficient and elaborate DPD techniques
for various single-band transmission schemes where linearization for the whole transmit band is essen-
tially pursued. These conventional DPD approaches take as their inputs the full composite transmit band,
and we thus refer to these DPD approaches as full-band DPD. The tutorial paper in [5] provides an
overview of these techniques, while this paper only addresses these techniques from the DPD complexity
perspective. There have also been a handful of recent works on efficient linearization techniques for multi-
band transmitters that employ only a single PA, where it has been assumed that the component carriers
are separated by enough distance such that the spurious emissions are filtered out by the transmit filter.
This approach, referred to as concurrent linearization, is treated in a recent overview paper [6]. Such
techniques are also out of the scope of this paper.
The scope of this paper is to introduce efficient low complexity DPD techniques for mitigating
the spurious emissions of non-contiguous transmissions, while not concentrating specifically on the
linearization of the component carriers. This approach is motivated by two main factors. First, the
emission limits in the spurious region are stricter than in the spectral regrowth region around the
component carriers, and are therefore more easily violated in the context of intraband non-contiguous
CA. Second, by concentrating linearization efforts to certain spurious emissions only, the processing and
3This problem has been acknowledged by 3GPP, e.g., in R4-123797, ”UE reference sensitivity requirements with two UL
carriers”, Ericsson and ST-Ericsson, available at http://www.3gpp.org
6hardware complexity of a device can be significantly reduced, thus facilitating the implementation of DPD
linearization in lower-cost devices and potentially even mobile terminals. The main target application for
these techniques is thus the mobile terminal transmitter, where computational and hardware complexity
are critical, although there are no technical limitations to applying these techniques in base stations or
infrastructure nodes as well.
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Fig. 2. Top: A detailed block diagram showing the spur injection based sub-band DPD operating principle for the positive IM3
sub-band. Bottom: Complete linearization architecture with multiple sub-band DPD stages, that can be flexibly activated based
on prevailing emission limits and spectrum access scenario. The architecture can also be complemented with the concurrent DPD
block, shown in gray, if main carrier linearization is pursued.
There have been some recent studies in the literature that consider the mitigation of the spurious
emissions explicitly. In [7], [8], such processing was added to complement a concurrent linearization
system, while assuming frequency-flat PA responses within the processed spurious sub-bands. In [7], the
DPD parameter estimation was done offline, based on extracting the quasi-memoryless PA parameters
using a large-signal network analyzer (LSNA). In [8], a memoryless least-squares fit between the
observed IMD at the considered sub-band and certain basis functions was performed. The estimated
7and regenerated IMD was then injected to the PA input, oppositely phased, such that it cancels the IMD
at the PA output. In [9], on the other hand, the IM3 spurious sub-bands were specifically targeted, and
component carrier linearization was not pursued. Furthermore, the DPD parameter identification was
based on closed-loop feedback with a decorrelation-based learning rule. A block-adaptive version of
this DPD solution was developed and tested in a real-time FPGA implementation in [10], demonstrating
a stable response with good linearization performance. All of the above works assume a special DPD
structure for the spurious emissions, which we here refer to as sub-band DPD. In such processing, the
spurious components that we wish to remove from the PA output are modeled explicitly at the digital
baseband, and injected into the PA input with proper amplitude and phase such that at the PA output the
spurs are suppressed. Such spur injection based sub-band DPD is depicted in Fig. 2, which illustrates
in more details the mitigation of the positive IM3 sub-band. The overall linearization architecture with
multiple sub-band DPD blocks is illustrated in the same figure. This architecture is also called frequency-
selective DPD in [7]. For more technical details, refer to [7]–[10].
In addition to the sub-band DPD concept, several full-band DPD solutions towards mobile terminals
are worth mentioning. These solutions have the capability to tune their linearization efforts to certain
sub-bands/frequencies, based on the current spectrum allocations and emission limits, to reduce the
complexity of the DPD, or both [11]–[13]. These solutions, however, entail a similar complexity disad-
vantage, compared to the sub-band DPD, as any full-band DPD technique. The complexity perspectives
are reviewed in more details in the next section.
IV. COMPUTATIONAL AND HARDWARE COMPLEXITY PERSPECTIVES
A. General Aspects
The relative computational requirements of the sub-band DPD approach when compared to traditional
full-band DPD processing are generally reduced, especially when the LTE-A CCs are significantly
separated. In this section, we provide a more thorough analysis of the computing and hardware complexity
in these two DPD architectures. As an illustrative example, a full-band DPD with fifth order nonlinearity
needs to run at a sample rate that is five times the composite dual-carrier signal bandwidth, which quickly
becomes impossible when the carrier separation increases. With the sub-band technique, on the other
hand, the minimum sample rate is less than or equal to five times the bandwidth of the wider component
carrier. To give a numerical example, let us assume a CA scenario with two 1 MHz carriers separated
by 30 MHz. The minimum sample rate with a traditional fifth order full-band DPD would be 155 MHz,
whereas with the sub-band DPD, it is only 5 MHz. In addition, the required filter lengths in the full-band
DPD are likely to be substantially longer than with sub-band DPD, since the former is predistorting a
signal band which is an order of magnitude larger. The overall complexity difference therefore grows
when the component carrier spacing is increased and/or higher order DPDs are considered.
8B. Full-band and Sub-band DPD Running Complexities
We shall focus here on the running complexity of the DPD (see [14]), which is most critical for
mobile-type devices. It involves the number of computations performed per second when the DPD is
operating and the device is transmitting. To quantify the computational complexity differences between
the full-band and sub-band DPD architectures, we shall use the number of floating point operations
(FLOPs) per sample and the required sample rate in the predistortion path. The running complexity is
further divided into two parts: basis function generation, and predistortion using the basis functions [14].
The full-band DPD architecture that we use as a reference is based on the parallel Hammerstein (PH)
nonlinear model. The overall running complexity for a seventh order PH model with memory order six,
used as the reference solution in Section V, is 201 FLOPs per output sample [14].
In the sub-band architecture, on the other hand, the third and fifth order basis functions read x∗2(n)x
2
1(n)
and 2|x1(n)|2x∗2(n)x21(n) + 3|x2(n)|2x∗2(n)x21(n), respectively, when the positive IM3 sub-band is
considered4. Consequently, the number of FLOPs required for basis function generation in the sub-
band DPD is 22 FLOPs per sample per sub-band. In the sub-band architecture, we can assume a smaller
filter length, due to the significantly smaller bandwidth of the predistorted signal. Additionally, the main
carriers are not predistorted. Altogether in the filtering stage, assuming filter length of 3, 48 FLOPs per
sample are required per sub-band. Thus, the total number of FLOPs required by the sub-band DPD in
our example is 70 FLOPs per sample per processed sub-band.
The required sample rates in the example scenario of two 1 MHz CCs with 30 MHz carrier spacing,
are 217 MHz and 5 MHz for the full-band and the sub-band DPD’s, respectively. Based on these numbers
and the above FLOP analysis, the number of FLOPs per second (FLOPS) becomes 43.617 GFLOPS
for the full-band DPD, and 0.35 GFLOPS per sub-band for the sub-band DPD. These numbers are also
summarized in Table I.
C. System Power Efficiency Perspectives
When a DPD is adopted, a less linear but more efficient PA, that can operate near its saturation region,
can generally be used. However, the overall power efficiency of the device is only improved if the extra
power consumed by the DPD stage is less than the power savings due to increased PA efficiency. Here,
we address this aspect from a mobile device perspective.
We consider a practical scenario where the transmit power at the output of the mobile PA is +26
dBm (i.e. 400 mW), stemming from 3GPP LTE-Advanced requirements [2], [5], and assume that the
TX duplexer filter and connector insertion losses are 3 dB. Then, practical example figures of PA power
efficiency, when operating in non-linear or linear modes, are around 30% and 20% (or even less),
respectively. This means that the power consumed by the nonlinear PA is roughly 1300 mW, while the
4This is based on an extension of the analysis done in [9], with higher order nonlinearities considered instead of only third
order nonlinearity. Here, x1(n) and x2(n) denote the digital baseband waveforms of the two CC’s.
9corresponding linear PA consumes roughly 2000 mW. In other words, adopting a more power-efficient
nonlinear PA saves 700 mW of power in this particular example.
On the other hand, in the CA scenario assumed in the previous subsection, the sub-band DPD requires
350 MFLOPS per sub-band. If we focus our linearization on the two IM3 sub-bands, 700 MFLOPS
are required for the sub-band DPD processing. As a practical example, the state-of-the-art 28nm DSP
implementation in [15] has a processing power consumption of 23.4 mW at 230 MHz. Assuming 4
FLOPs per clock cycle, this DSP can support 920 MFLOPS, which is clearly sufficient in this example
case. Thus, since the DPD already saves 700 mW of power in the PA interface, while consuming only
23.4 mW in the processing, the power budget is clearly in favor of using the sub-band DPD in this
example. If the DPD processing is implemented using hardware, an even more power efficient solution
can be realized.
D. Flexibility and Feedback Receiver Perspectives
Another clear advantage of the sub-band architecture is that each sub-band DPD block can be switched
on or off according to the induced emission levels at these sub-bands, as well as possible band or area
specific emission limitations. The overall DPD architecture in Fig. 2 has a configuration unit that can
activate/deactivate the sub-band DPD blocks according to the input coming from two different sources.
The first is the anticipated/measured spurious emissions relative to the emission limits. The second
source is the operating system parameters (power, bandwidth, carrier frequencies, etc.) that are used to
decide whether DPD is needed in the current system configuration. In TVWS applications, additional
information from spectrum sensing and/or TVWS database can also be employed. In general, this kind of
flexibility in the sub-band DPD architecture can lead to substantial power savings, as the linearization can
be tailored and directed only to those frequencies where intermodulation suppression is really needed.
Such flexibility is not available in the traditional full-band DPD solutions since, by design, the predistorter
tries to linearize the full composite transmit band.
In addition to the complexity reduction and flexibility of the DPD main path, the feedback path
complexity used for DPD parameter estimation is also greatly reduced. In order to estimate the parameters
of the positive IM3 DPD, as an example, we only need to observe the positive IM3 sub-band at the PA
output instead of observing the whole signal band (including the IM sub-bands), which is the case with
full-band DPD. This reduction in the observation bandwidth reduces the cost, complexity, and power
consumption in the feedback path, thus allowing the use of simpler instrumentation and making the
approach suitable for mobile-type devices.
V. SIMULATION AND RF MEASUREMENT EXAMPLES
In order to demonstrate and quantify the performance/complexity trade-offs between full-band and
sub-band DPD architectures, both MATLAB simulation and RF measurement results are presented in
this section. We quantify the linearization performance primarily through the obtained suppression of
the spurious energy at the considered sub-band, while also passband Error Vector Magnitude (EVM)
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values are reported. Measurement examples with a commercial LTE-A mobile PA and a small-cell base
station PA are also provided as a strong proof-of-concept of the sub-band DPD architecture.
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Fig. 3. Dual-carrier mobile transmitter baseband equivalent power spectra, required MPRs and UL coverage. The full-band and
sub-band DPDs are compared to not using DPD. Full-band DPD is 7th order Parallel Hammerstein, while the sub-band DPD builds
on 3rd and 5th order basis functions. In (a), two 1 MHz CCs are transmitted with Tx power of +18 dBm. In (b), the required
MPRs to meet the TX spurious emission limits are shown, without and with DPD, and with different allocated bandwidths per CC.
In (c), UL network coverages after applying the needed backoff (MPR) to meet the emission limits are shown, in percentage of
the full coverage at +23 dBm TX power and linear PA. COST Hata propagation model is assumed for radio propagation between
the mobile and the basestation, assuming basestation antenna height of 50m.
A. Simulation Scenarios and Results
Now we illustrate two possible applications of the proposed sub-band DPD solution. The first example
shows the suppression of spurious IMD components in order to meet the transmitter spurious emission
limits without applying a large backoff. In the second example, the sub-band DPD approach is used to
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suppress spurious IMD components falling onto the own RX band in an FDD transceiver, thus preventing
own RX desensitization.
1) Meeting Spurious Emission Limits: In this example, a carrier aggregated LTE-A uplink signal with
QPSK subcarrier modulation is applied to a wide-band parallel Hammerstein PA model of nonlinearity
order 5, which is based on measurements of a real mobile PA. The carrier separation between the two
CCs is 30 MHz. A transmit filter model based on a real measured mobile duplexer is also used in the
simulations. The response of the transmit filter is shown in Fig. 3(a). The occupied bandwidth within
each CC is 1 MHz and the carriers are allocated such that the positive IM3 sub-band lies inside the
transmit filter passband.
The sub-band DPD is tuned to predistort only the positive IM3 sub-band, since the negative one is
already filtered by the transmit filter, as shown in Fig. 3(a). The employed fifth-order sub-band DPD is
utilizing two basis functions based on an extended architecture of the one presented in [9], and each
basis function is filtered by a three-tap filter.
In the full-band DPD case, implemented for reference, a seventh order parallel Hammerstein DPD
based on the indirect learning architecture (ILA) in [5] is used. Altogether four filters, all with 6 taps,
are used in the full-band DPD. Three ILA iterations are used. In the full-band DPD, an inherent 1.5
dB backoff needs to be applied to the transmit path in order to account for the slight increase in the
PAPR due to the predistortion, something which is not needed in the sub-band DPD. Therefore, for a
fair comparison, the transmitter power levels are adjusted such that the output power after the PA is the
same for both DPDs.
In Fig. 3(a), the Tx power level is +18 dBm, and it can be seen that without applying any DPD
processing, the transmitter clearly violates the spurious emission limit of -30 dBm/MHz. After adopting
the DPD processing, the spur levels are below the limit with both DPD architectures.
Table I shows a quantitative comparison of the complexity and performance of the full-band and
sub-band DPDs. The complexity is clearly in favor of the sub-band DPD, where the required number
of FLOPs per second (FLOPS) is substantially lower than in the full-band DPD, as discussed already
in Section IV. As for the actual linearization performance, both DPDs give good suppression for the
IM3 distortion. We quantify the suppression of intermodulation power at the IM3 sub-bands through the
power ratios relative to the component carrier wanted signal power as shown in Fig. 1, and defined as
IM3RdB = 10 log10(Pwanted,cc/PIM3). The IM3R at the positive IM3 sub-band is shown in Table I for
the CC allocations in Fig. 3(a). The sub-band DPD provides better performance in terms of the positive
IM3R compared to the full-band DPD in this particular scenario. The inband distortion (i.e., EVM) is
also measured, where the full-band DPD outperforms the sub-band DPD. This is expected, since the
full-band DPD linearizes the whole transmit band, including the main component carriers. However, the
EVM with the sub-band DPD is only around 2.3% which is clearly enough for modulations at least
up to 64-QAM. Additionally, the EVM degradation due to the sub-band DPD, as compared to without
DPD, is only around 0.06%.
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TABLE I
QUANTITATIVE RUNNING COMPLEXITY AND LINEARIZATION PERFORMANCE COMPARISON OF FULL-BAND VERSUS
SUB-BAND DPD. TWO 1 MHZ COMPONENT CARRIERS SEPARATED BY 30 MHZ. SC-FDMA COMPONENT CARRIER
WAVEFORMS WITH QPSK DATA MODULATION.
Running Complexity Performance
Coeffs Fs [MSPS] GFLOPS EVM [%] Positive IM3R [dBc]
No DPD N/A N/A N/A 2.23 30.94
Full-Band DPD 24 217 43.6 0.25 46.65
Sub-Band DPD 6 5 0.35 2.29 59.30
Fig. 3(b) shows the required MPR for different transmission scenarios, relative to maximum transmit
power of +23 dBm, assuming duplexer and other connector losses of 3 dB. Both full-band and sub-band
DPDs are compared versus no DPD, and with the allocation bandwidth per CC varied. A reduction
of almost 8 dB in the required MPR can be achieved when the sub-band DPD is used. This directly
impacts the uplink coverage of the mobile network as shown in Fig. 3(c), where the percentage of the
UL coverage relative to the maximum coverage at +23 dBm is shown with and without DPD, assuming
the COST Hata propagation model. As can be seen, coverage extensions in the order of several tens of
percentages can be achieved by adopting the sub-band DPD processing.
2) Suppressing Spurious Components at Own RX Band: In FDD transceivers, the TX spurious
components may also overlap with the own RX band and thus desensitize the own RX [3]. The proposed
IM3 sub-band DPD solution can be effectively applied to relax this problem. In this example, the transmit
signal is again a carrier aggregated LTE-A uplink signal with QPSK subcarrier modulation. Each CC is
allocated 50 LTE resource blocks (RBs, 10 MHz CC bandwidth), and the CCs are separated in frequency
by 50 MHz. The PA is modeled with a fifth-order Wiener nonlinearity, i.e., a linear time-invariant (LTI)
filter followed by static nonlinearity. Following typical commercial duplexer stopband responses, the
duplexer filter is modeled to have frequency-selective stopband attenuation of around 50 dB at the RX
band. The desired RX signal is an LTE-A downlink OFDM(A) signal with 50 RBs and QPSK subcarrier
modulation. The spurious IMD at the positive IM3 sub-band due to PA nonlinearity now overlaps with
the RX band, thus interfering the desired RX signal. The reference thermal noise power level at RX
input is −104 dBm/10 MHz, RX noise figure is 9 dB, and the reference sensitivity level is −93.5 dBm
[1], [3].
Fig. 4(a) shows the spectra of different signal components at the RX band at +20 dBm TX power,
with and without using the proposed IM3 sub-band DPD. The spectra are normalized relative to the
thermal noise level. It can be observed that strong spurious IMD interference leaks through the duplexer
filter and appears at the RX band, hence corrupting the reception. The proposed sub-band DPD is able
to reduce the unwanted emissions and push the interference below the noise floor.
To further quantify the performance, the own receiver signal-to-interference plus noise ratio (SINR) is
evaluated against different TX power levels. The obtained SINR curves with different TX power levels
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Fig. 4. Using DPD to relieve own RX desensitization, in the case that own TX IM3 subband overlaps with the own RX band. A
fifth order Wiener PA model is used, with PA gain, IIP3, and 1-dB compression point equal to 20 dB, +17 dBm, and +27 dBm,
respectively. The transmit signal is a CA LTE-A uplink signal with QPSK subcarrier modulation, 10 MHz allocation per CC, and
50 MHz CC spacing. A duplexer filter model with frequency selective stop band attenuation of 50 dB at the RX band is assumed.
The desired RX signal is a 10 MHz LTE-A downlink OFDM(A) signal with QPSK subcarrier modulation. (a) Spectra of different
signal components at own RX band at +20 dBm TX power. (b) Illustration of own RX SINR for different TX powers, with and
without sub-band DPD.
are shown in Fig. 4(b). The impact of spurious IMD interference on the own receiver performance can
now be seen more clearly, indicating that when TX power level increases above +14 dBm, the spurious
IM3 starts to deteriorate the RX SINR. The sub-band DPD solution can enhance the SINR at the own
RX band by up to 15 dB, and thus substantially extend the usable TX power range.
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Fig. 5. Two RF measurement examples showing the gain from using a sub-band DPD focused on the positive IM3 and/or
IM5 sub-bands. In (a), IM3 spur reduction with both third-order and ninth-order sub-band DPDs are demonstrated, using a real
commercial mobile PA operating at +20 dBm. A multicluster TX scenario with 1 MHz allocated per cluster and 10 MHz cluster
spacing. In (b), both IM3 and IM5 spurs are predistorted separately as well as simultaneously using ninth-order sub-band DPDs.
The measured PA is a commercial off-the-shelf small-cell base station PA, operating at +25 dBm output power. A multicluster
TX scenario with 2 MHz allocated per cluster and 8 MHz cluster spacing.
B. RF Measurement Examples
The sub-band DPD solution is next tested through actual RF measurements using a commercial LTE-
Advanced mobile terminal power amplifier designed for LTE UL band 25 (1850 − 1915 MHz). The
RF transceiver used is a National Instruments (NI) PXIe-5645R vector signal transceiver (VST). The
digital baseband waveform is first generated locally on the computer, then transferred to the VST to
perform I/Q modulation at 1880 MHz. The VST output signal, with -10 dBm power, is then fed to the
15
mobile PA with output power of +20 dBm. The PA output at considered IM subband is observed with
the VST, through a 40 dB attenuator. The observed and filtered baseband I/Q samples, together with the
transmitted samples, are then used by the computer for DPD learning. The DPD learning is performed
with a sequence of 50k samples after which the resulting obtained parameters are applied for measuring
and quantifying the PA output. The DPD learning algorithm is based on an extension of [9], where
now also fifth, seventh and ninth-order nonlinearities are considered at IM3 sub-band in addition to
third-order nonlinearities. Fig. 5(a) shows the power spectral density at the PA output with and without
using the sub-band DPD. The signal used is a multicluster LTE-A signal with 1 MHz per cluster and 10
MHz cluster separation. The intermodulation distortion at the considered IM3 sub-band is suppressed
by 20 dB with the higher order sub-band DPD, and giving an additional 10 dB gain compared to the
basic third order sub-band DPD.
For further demonstration, another measurement example using an off-the-shelf small-cell base station
PA5 is presented in Fig. 5(b). In this example, the LTE-A cluster bandwidths are 2 MHz each, with
8 MHz cluster separation. Here, both IM3 and IM5 spurs are separately predistorted using ninth-order
sub-band DPDs. The distortion at the IM3 and IM5 sub-bands is successfully suppressed by 20 dB
and 12 dB, respectively. The power spectrum with simultaneous deployment of IM3 and IM5 sub-band
DPDs is also shown in Fig. 5(b), demonstrating sufficient spur suppression in this case as well.
VI. CONCLUSIONS
In this article, we considered the problem of transmitter power amplifier induced spurious emissions
with non-contiguous carrier aggregation, and discussed low-complexity digital predistortion for their
mitigation in the mobile terminal transmitter. For non-contiguous CA transmissions, a recently proposed
sub-band DPD structure was shown to yield linearization results beyond the conventional full-band DPD
solution, while also reducing the computational complexity in a substantial manner. The example results
indicate and demonstrate that with sub-band DPD, the spurious emission limits can be met with much
smaller power back-offs. Thus, by employing sub-band DPD, the uplink coverage, throughput and PA
efficiency need not be sacrificed in order to meet the emission limits. The sub-band DPD techniques can
also be employed in protecting the FDD terminal receiver from desensitization, as well as in protecting
the primary users in cognitive radio networks. This article is seeking to spark discussion, raise awareness
and catalyze further research in the field of reduced-complexity DPD for non-contiguous transmissions,
in particular for mobile devices.
5The measurement setup for the basestation PA example is provided by an online weblab sponsored by National Instruments
and Chalmers University of Technology, at http://dpdcompetition.com/access-weblab/
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Abstract—Noncontiguous transmission schemes combined with
high power-efficiency requirements pose big challenges for radio
transmitter and power amplifier (PA) design and implementation.
Due to the nonlinear nature of the PA, severe unwanted emissions
can occur, which can potentially interfere with neighboring
channel signals or even desensitize the own receiver in fre-
quency division duplexing (FDD) transceivers. In this article, to
suppress such unwanted emissions, a low-complexity sub-band
DPD solution, specifically tailored for spectrally noncontiguous
transmission schemes in low-cost devices, is proposed. The
proposed technique aims at mitigating only the selected spu-
rious intermodulation distortion components at the PA output,
hence allowing for substantially reduced processing complexity
compared to classical linearization solutions. Furthermore, novel
decorrelation based parameter learning solutions are also pro-
posed and formulated, which offer reduced computing complexity
in parameter estimation as well as the ability to track time-
varying features adaptively. Comprehensive simulation and RF
measurement results are provided, using a commercial LTE-
Advanced mobile PA, to evaluate and validate the effectiveness
of the proposed solution in real world scenarios. The obtained
results demonstrate that highly efficient spurious component
suppression can be obtained using the proposed solutions.
Index Terms—Adaptive filters, carrier aggregation, digital
predistortion, frequency division duplexing, nonlinear distortion,
power amplifier, software defined radio, spectrally agile radio,
spurious emission, 3GPP LTE-Advanced.
I. INTRODUCTION
Spectrum scarcity and ever-increasing data rate require-
ments are the two main motivating factors behind introducing
carrier aggregation (CA) in modern wireless communica-
tion systems, such as 3GPP LTE-Advanced [1], [2]. In CA
transmission, multiple component carriers (CCs) at different
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RF frequencies are adopted simultaneously, either within the
same RF band (intraband CA), or at different RF bands
(interband CA) [3]. While interband CA naturally leads to a
non-contiguous transmit spectrum, this can also happen in the
intraband CA case when the adopted component carriers are
located in a non-contiguous manner. Adopting non-contiguous
CA provides lots of flexibility in RF spectrum use, but
also poses substantial challenges in the transmitter design,
especially in lower-cost devices such as LTE-Advanced user
equipment (UE). Moreover, multicarrier type modulations with
very large peak-to-average power ratio (PAPR) are used in
most state-of-the-art wireless communication systems. When
combined with noncontiguous transmission schemes and high
power-efficiency requirements, controlling the transmitter un-
wanted emissions due to power amplifier (PA) nonlinearity
becomes a true challenge [4]–[6].
In [3], a comparison of different transmitter architectures
for CA based transmission schemes was presented, showing
that it is more power efficient to combine the CCs before
the PA, and thus use only a single PA, instead of having a
separate PA for each CC. This is also technically feasible,
especially in the intraband CA case. The power savings can
be quite significant since the overall transmitter efficiency is
dominated by the PA [3], and is particularly critical in mobile
terminals and other lower-cost devices, such as small-cell base-
stations, with limited computing and cooling capabilities [7],
[8]. However, the power efficiency gained from using a single
PA for all CCs comes at the expense of more severe unwanted
emissions, stemming from the PA nonlinear characteristics,
that can occur at adjacent channels or bands, or even at own
receiver band in FDD transceiver case [4]–[6], [9].
The levels of different unwanted emissions are, in general,
regulated by the standardization bodies and ITU-R [10].
It has been recently demonstrated that in the context of
LTE-Advanced mobile transmitter with noncontiguous CA or
multicluster type transmission, the PA nonlinearities lead to
spurious emissions that can seriously violate the given spec-
trum and spurious emission limits if not properly controlled
[2], [4]–[6]. Furthermore, in FDD devices, in addition to
violating the general spurious emission limits, the generated
spurious components can also overlap with the device’s own
receive band, causing own receiver desensitization [4], [9],
[11], [12]. One obvious solution to decrease the levels of
unwanted emissions is to back off the transmit power from
2its saturation region. In 3GPP UE terminology, this is known
as Maximum Power Reduction (MPR), and MPR values up to
16 dB are allowed in some use cases for mobile terminals [2].
However, this approach will end up yielding a significantly
lower PA efficiency as well as a substantial reduction in the
network coverage. There is thus a clear need for alternative PA
linearization solutions which do not have such drastic adverse
effects.
Digital predistortion (DPD) is, in general, one of the most
effective solutions for mitigating transmitter nonlinear distor-
tion. There have been substantial research efforts in the past
20 years in developing ever more efficient and elaborate DPD
techniques, mostly for high-end macro base-station type of
devices. The conventional DPD approaches seek to linearize
the full composite transmit signal, and we thus refer to such
solutions as full-band DPD in this article. There have also been
a handful of recent works on efficient concurrent linearization
techniques for multi-band transmitters that employ only a
single PA [13]–[15]. These works assume that the component
carriers are separated by a large distance such that the spurious
emissions are filtered out by the transmit RF filter, and hence
linearization of only the main carriers is pursued.
Complementary to such methods, the scope of this paper is
to introduce a low-complexity DPD solution for suppressing
the spurious emissions in non-contiguous transmission cases,
while not concentrating specifically on the linearization of the
main component carriers. Hereafter, we will refer to such
linearization solutions as sub-band DPD. This approach is
motivated by the following two factors. First, the emission
limits in the spurious region are generally stricter than in the
spectral regrowth region around the component carriers, and
are thus more easily violated. This has been recognized also
in 3GPP recently, in the context of intraband noncontiguous
carrier aggregation [2], [4]–[6]. Moreover, even in interband
carrier aggregation scenarios in FDD devices, some of the
spurious components can be hitting the own RX band causing
own receiver desensitization [11]. Second, by concentrating
the linearization efforts to the most critical spurious emissions
only, the processing and instrumentation requirements can
be significantly relaxed, thus potentially facilitating the DPD
processing also in mobile terminals and other lower-cost
devices. This applies not only to the DPD main path processing
complexity but also to the feedback receiver instrumentation
complexity which can also be substantially reduced.
There have been some recent studies in the literature that
consider the mitigation of the spurious emissions explicitly. In
[16]–[18], such processing was added to complement a concur-
rent linearization system while assuming a frequency-flat PA
response within the spurious sub-band. In [16], [17], the DPD
parameter estimation was done offline, based on extracting the
quasi-memoryless PA parameters using large-signal network
analyzer (LSNA) measurements, and covering up to fifth-order
processing. In [18], a memoryless least-squares fit between the
observed intermodulation distortion (IMD) at the considered
sub-band and certain basis functions was performed. The basis
functions were generated using a wideband composite carrier
baseband equivalent signal, followed by sub-band filtering,
implying a very high sample rate and processing complex-
ity, especially for widely spaced carriers. The estimated and
regenerated IMD was then applied at the PA input, oppositely
phased, such that it is canceled at the PA output. In [19],
[20], on the other hand, third-order nonlinearities at the IM3
sub-bands were specifically targeted, through explicit, low-
rate, behavioral modeling of the baseband equivalent IM3
sub-band emissions. Furthermore, the parameter estimation
of the DPD was based on a closed-loop feedback with a
decorrelation-based learning rule, which was shown to have
better linearization performance compared to the third-order
inverse solution in [16] in terms of the spurious emission
suppression. Moreover, an FPGA implementation of this third-
order decorrelation-based sub-band DPD was presented in
[21], demonstrating fast and reliable performance under real
time constraints. A recent overview article [22] highlighted the
main principles and advantages of such low complexity sub-
band DPD solutions, while not concentrating on the details of
the DPD processing or parameter estimation and adaptation
algorithms at technical level. In [23], on the other hand, a
flexible full-band DPD solution was also proposed by the
authors which can optimize the DPD coefficients to minimize
the nonlinear distortion at a particular frequency or sub-band in
the out-of-band or spurious regions. However, like other full-
band DPD techniques, it requires very high sampling rates in
the transmitter and feedback receiver when the carrier spacing
between the CCs increases.
In this article, we extend the elementary third-order IM3
sub-band DPD solution, proposed by the authors in [19],
[20], in two ways. First, the third-order IM3 sub-band DPD
is extended to incorporate higher-order processing based on
explicit modeling of the higher-order spurious components at
the IM3 sub-band. This will enhance the IM3 spurious emis-
sion suppression considerably. Furthermore, we also extend the
sub-band DPD solution to include higher-order sub-bands, i.e.,
IM5, IM7, etc., thus offering more flexibility and linearization
capabilities beyond the basic IM3 sub-band. All the proposed
solutions are derived for wideband nonlinear PAs with mem-
ory. Furthermore, we also formulate novel decorrelation-based
parameter estimation methods, covering both sample-adaptive
and block-adaptive learning rules, to efficiently identify the
needed DPD parameters with low complexity. The proposed
learning solutions are also shown to offer better performance
than the earlier proposed third-order or fifth-order inverse
based methods. We also provide comprehensive simulation and
RF measurement results, using a commercial LTE-Advanced
mobile PA, to evaluate and validate the effectiveness of the
proposed solutions in real world scenarios.
The rest of this article is organized as follows: Sec-
tion II presents the mathematical modeling of the different
considered spurious components at different sub-bands, pro-
duced by a nonlinear PA with memory. Stemming from this
modeling, also the corresponding core processing principles
of the proposed DPD solutions at different sub-bands are
formulated. Then, Section III presents the proposed DPD
parameter learning solutions, covering both sample-adaptive
and block-adaptive decorrelation solutions at different sub-
bands. Section IV addresses then different implementation
alternatives of the proposed sub-band DPD concept, and also
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Fig. 1. Illustration of different intermodulation distortion components created by a nonlinear PA when excited with a non-contiguous CA signal with two
component carriers. Here, nonlinear distortion components up to order 7 are shown.
analyzes the computing complexity of the sub-band DPD in
terms of the number of floating point operations together
with some hardware complexity aspects. Finally, Sections V
and VI report comprehensive simulation and RF measurement
results, evidencing excellent spurious emission suppression in
different realistic scenarios.
II. SPURIOUS COMPONENT MODELING AND PROPOSED
SUB-BAND DPD PROCESSING
In this manuscript, we assume a practical case of non-
contiguous carrier aggregation with two component carriers.
When such noncontiguous dual-carrier signal is applied at
the PA input, the PA nonlinearity leads to intermodulation
distortion at different sub-bands, as shown in Fig. 1. Assuming
a CC separation of ∆f , in addition to the spectral regrowth
around the main carriers, intermodulation between the two
CCs yields strong IMD at integer multiples of ∆f from the
main CCs. In this article, we refer to the intermodulation (IM)
sub-bands located at ±∆f from the main CCs as the IM3
sub-bands. Similarly, the IM5 sub-bands are located at ±2∆f
from the main CCs, and so on. In general, each IM sub-band
includes nonlinear distortion components of different orders as
shown in Fig. 1. For example, in the case of a seventh-order
PA nonlinearity, the IM3 sub-band contains third, fifth and
seventh-order nonlinearities, while the IM5 sub-band contains
fifth and seventh-order components.
In this section, we start with the fundamental modeling of
the nonlinear distortion at the IM3 sub-band as a concrete
example. Stemming from that modeling, we then formulate the
basic processing of the proposed IM3 sub-band DPD. After
that, the modeling is extended to cover the nonlinear distortion
components at the higher-order IM sub-bands, followed by
the corresponding higher-order sub-band DPD processing.
The actual parameter estimation and learning algorithms for
the proposed sub-band DPD structures are then presented in
details in Section III. In all the modeling and developments, we
adopt the widely-used wideband Parallel Hammerstein (PH)
PA model [24] to describe the fundamental nonlinear behavior
of the PA, as it has been shown to model accurately the
measured nonlinear behavior of different classes of true PAs.
A. Spurious Component Modeling at IM3 Sub-bands
The modeling is carried out at composite baseband equiva-
lent level, where the two component carriers are assumed to be
separated by 2fIF . The composite baseband equivalent input
and output signals of the P th order Parallel Hammerstein PA
model, with monomial nonlinearities and FIR branch filters,
respectively, read
x(n) = x1(n)e
j2pi
fIF
fs
n
+ x2(n)e
−j2pi fIF
fs
n
, (1)
y(n) =
P∑
p=1
p odd
fp,n ? |x(n)|p−1x(n), (2)
where x1(n) and x2(n) are the baseband component carrier
signals, fp,n denotes the PH branch filter impulse responses
of order p, and ? is the convolution operator. Intermodulation
between the two component carriers leads to the appearance
of IMD components at ±3fIF , ±5fIF , etc., as shown in Fig.
1 for the corresponding RF spectrum.
As a concrete example, let us analyze the IMD at ±3fIF .
Direct substitution of (1) in (2) allows extracting the baseband
equivalent distortion terms at the IM3 sub-bands, which,
through straight-forward manipulations, yields
yIM3±(n) =
P∑
p=3
p odd
f3±,p,n ? u3±,p(n). (3)
Here, f3±,p,n denote the baseband equivalent impulse re-
sponses corresponding to the wideband PH PA model filters
fp,n, evaluated at the IM3± sub-bands, formally defined as
f3±,p,n = LPF{e∓j2pi
3fIF
fs
n
fp,n}, (4)
with LPF{.} denoting an ideal low pass filtering operation
with a passband width P times the bandwidth of the wider
CC. Furthermore, u3+,p(n) and u3−,p(n) in (3) are the cor-
responding pth order static nonlinear (SNL) basis functions,
related to the nonlinear distortion at the IM3+ and IM3- sub-
bands, respectively. Assuming then an 11th order PA model
(i.e., P = 11), as a concrete high-order example, the IM3+
sub-band basis functions read
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Fig. 2. The proposed sub-band DPD processing principle focusing on the
IM3+ sub-band. Thick lines are used to indicate complex I/Q processing. For
presentation simplicity, TX filtering between the feedback coupler and the
antenna is not shown.
u3+,3(n) = x
∗
2(n)x
2
1(n) (5)
u3+,5(n) = u3+,3(n)× (2|x1(n)|2 + 3|x2(n)|2) (6)
u3+,7(n) = u3+,3(n)× (3|x1(n)|4 + 6|x2(n)|4
+ 12|x1(n)|2|x2(n)|2) (7)
u3+,9(n) = u3+,3(n)× (4|x1(n)|6 + 10|x2(n)|6
+ 30|x1(n)|4|x2(n)|2 + 40|x1(n)|2|x2(n)|4) (8)
u3+,11(n) = u3+,3(n)× (5|x1(n)|8 + 15|x2(n)|8
+ 60|x1(n)|6|x2(n)|2 + 100|x1(n)|2|x2(n)|6
+ 150|x1(n)|4|x2(n)|4). (9)
The corresponding basis functions for the IM3- sub-band, i.e.,
u3−,p(n), can be obtained by simply interchanging x1(n)
and x2(n) in the above expressions. Next, these behavioral
modeling results are utilized to formulate the proposed IM3
sub-band DPD concept, specifically tailored to suppress the
distortion at the IM3 sub-band.
B. Proposed IM3 Sub-band DPD Principle
For presentation purposes, we focus here on suppressing
the spurious emissions at the IM3+ sub-band, while the cor-
responding emissions at the IM3- sub-band can also be easily
mitigated using a very similar structure with minor changes
as will be elaborated later in Section II-C. The key idea of the
sub-band DPD concept is to inject a proper additional low-
power cancellation signal, with structural similarity to (3) and
located at +3fIF , into the PA input, such that the level of
the IM3+ term at the PA output is reduced. Now, stemming
from the IMD structure in (3), an appropriate digital injection
signal can be obtained by adopting the IM3+ basis functions
u3+,p(n) in (5)-(9), combined with proper filtering using a
bank of sub-band DPD filters α3+,p,n. Incorporating such sub-
band DPD processing with polynomial order Q, the composite
baseband equivalent PA input signal reads
x˜(n) = x(n) +
 Q∑
p=3
p odd
α3+,p,n ? u3+,p(n)
 ej2pi 3fIFfs n (10)
Here, and in the continuation, we use (˜.) variables to indicate
sub-band DPD processing and the corresponding predistorted
signals. This DPD processing principle is illustrated in Fig.
2 at a conceptual level, where the TX/RX duplexer filters
are omitted for simplicity of the presentation since they do
not directly impact the sub-band DPD processing or learning.
Similar convention is followed also in other figures. Different
implementation alternatives as well as the parameter learning
and feedback receiver aspects are addressed in more details in
Sections III and IV.
C. Generalization to Higher-Order IM Sub-bands
The direct substitution of (1) in (2) leads to the appearance
of spurious intermodulation terms also at higher-order IM sub-
bands, in addition to the previously considered IM3 sub-bands,
as illustrated already in Fig. 1. These higher-order sub-band
emissions can also be harmful, since they can violate the
emission limits, cause own receiver desensitization, or both.
Thus, developing a sub-band DPD solution that can tackle also
the distortion at these higher-order IM sub-bands with feasible
complexity is important. Similar to the above IM3+ sub-band
developments, we next extract the IMD terms at the higher-
order IM sub-bands. The baseband equivalent IMD terms at
the IM5+, IM7+, IM9+, and IM11+ sub-bands, as concrete
examples, can be extracted using (1) and (2), interpreted at
proper sub-bands, yielding
yIM5+(n) =
P∑
p=5
p odd
f5+,p,n ? u5+,p(n) (11)
yIM7+(n) =
P∑
p=7
p odd
f7+,p,n ? u7+,p(n) (12)
yIM9+(n) =
P∑
p=9
p odd
f9+,p,n ? u9+,p(n) (13)
yIM11+(n) =
P∑
p=11
p odd
f11+,p,n ? u11+,p(n). (14)
In the above models, f5+,p,n, f7+,p,n, f9+,p,n, and f11+,p,n
denote the baseband equivalent impulse responses correspond-
ing to the wideband PA model filters fp,n in (2), evaluated at
the IM5+, IM7+, IM9+, and IM11+ sub-bands, respectively.
These are formally obtained similar to (4) but replacing 3fIF
with either 5fIF , 7fIF , 9fIF , or 11fIF , respectively. The pth
order basis functions at the these higher-order IM sub-bands,
denoted by u5+,p(n), u7+,p(n), u9+,p(n), and u11+,p(n), and
assuming again an 11th order PH PA model, read
5u5+,5(n) = (x2(n)
∗)2x1(n)
3 (15)
u5+,7(n) = u5+,5(n)(4|x2(n)|2 + 3|x1(n)|2) (16)
u5+,9(n) = u5+,5(n)(10|x2(n)|4 + 6|x1(n)|4
+ 20|x1(n)|2|x2(n)|2) (17)
u5+,11(n) = u5+,5(n)(20|x2(n)|6 + 10|x1(n)|6
+ 75|x2(n)|4|x1(n)|2 + 60|x2(n)|2|x1(n)|4) (18)
u7+,7(n) = (x2(n)
∗)3x1(n)
4 (19)
u7+,9(n) = u7+,7(n)(5|x2(n)|2 + 4|x1(n)|2) (20)
u7+,11(n) = u7+,7(n)(15|x2(n)|4 + 10|x1(n)|4
+ 30|x2(n)|2|x1(n)|2) (21)
u9+,9(n) = (x2(n)
∗)4x1(n)
5 (22)
u9+,11(n) = u9+,9(n)(6|x2(n)|2 + 5|x1(n|2) (23)
u11+,11(n) = (x2(n)
∗)5x1(n)
6. (24)
The corresponding baseband equivalent IMD terms at the neg-
ative IM sub-bands can be obtained by simply interchanging
x1(n) and x2(n) in (15)-(24).
Then, stemming from the distortion structure in (11)-(14),
and adopting similar ideology as in the previous IM3 sub-
band DPD case, a natural injection signal for suppressing the
spur components at higher-order IM sub-bands can be obtained
by properly filtering and combining the above higher-order
sub-band basis functions. The sub-band specific filters for the
pth order basis functions are denoted with α5+,p,n, α7+,p,n,
α9+,p,n, and α11+,p,n. Incorporating such DPD processing
with DPD polynomial order Q, and aggregating at the same
time parallel sub-band DPDs simultaneously for the IM3+,
IM5+, and IM7+ sub-bands, as a concrete example, the
composite baseband equivalent PA input signal now reads
x˜(n) = x(n) +
 Q∑
p=3
p odd
α3+,p,n ? u3+,p(n)
 ej2pi 3fIFfs n
+
 Q∑
p=5
p odd
α5+,p,n ? u5+,p(n)
 ej2pi 5fIFfs n
+
 Q∑
p=7
p odd
α7+,p,n ? u7+,p(n)
 ej2pi 7fIFfs n (25)
In general, the achievable suppression of the distortion at
different IM sub-bands depends directly on the selection and
optimization of the different filters α3+,p,n, α5+,p,n, α7+,p,n,
and so on. This is addressed in detail in the next section.
III. SUB-BAND DPD PARAMETER LEARNING USING THE
DECORRELATION PRINCIPLE
In this section, based on the previous spurious component
modeling and the proposed sub-band DPD principle, we
formulate computing feasible and highly efficient estimation
algorithms for learning and optimizing the sub-band DPD filter
coefficients such that the spurious emissions are minimized
at the considered IM sub-bands. We start by deriving some
analytical reference solutions, taking the third-order IM3 sub-
band DPD as a simple and tractable example, in order to
demonstrate that minimizing the IM3 power is essentially
identical to decorrelating the IM3 observation against the
corresponding sub-band DPD basis functions. Then, both
sample-adaptive and block-adaptive decorrelation based learn-
ing rules are devised, covering the general cases of higher-
order processing with memory at IM3 and higher-order IM
sub-bands.
A. Analytical Reference Solutions
In this subsection, we derive three analytical reference
solutions for calculating the IM3 sub-band DPD coefficients.
The considered approaches are the third-order inverse so-
lution, also adopted in [16], the IM3 power minimization
solution, and the analytical IM3 decorrelation-based solution.
To keep the analytical developments simple and tractable,
we consider a simplified case with a third-order memoryless
IM3+ sub-band DPD and a third-order memoryless PA. The
actual sample-adaptive and block-adaptive decorrelation based
learning solutions, devised later in this section, are formulated
for the general cases of higher-order processing with memory.
Now, starting with the dual carrier signal in (1), and limiting
the study to the simplified case of a third-order memoryless
IM3+ sub-band DPD and a third-order memoryless PA, the
basic signal models are given by (26)-(30).
y(n) = f1x(n) + f3|x(n)|2x(n), (26)
u(n) = x∗2(n)x
2
1(n), (27)
yIM3+(n) = f3u(n), (28)
x˜(n) = x(n) + αu(n)e
j2pi
3fIF
fs
n
, (29)
y˜IM3+(n) = (f3 + f1α)u(n) + 2f3α(|x1(n)|2 + |x2(n)|2)u(n)
+ f3|α|2α|x1(n)|4|x2(n)|2u(n). (30)
Here, f1 and f3 are the memoryless PA model parameters, α
denotes the memoryless sub-band DPD parameter to be opti-
mized, while yIM3+(n) and y˜IM3+(n) refer to the baseband
equivalent PA output at the positive IM3 sub-band without and
with sub-band DPD, respectively.
Now, as (30) clearly shows, the IM3 sub-band distortion at
the PA output, with DPD adopted, depends directly on, and
can thus be controlled by, the DPD coefficient α. In the well-
known third-order inverse solution, the DPD parameter α is
selected such that the third-order term in (30) is canceled, i.e.,
f3 + f1α = 0. The corresponding solution, denoted by αinv ,
thus reads
αinv = −f3/f1. (31)
However, this will not remove all the distortion, because
higher-order terms will be created due to the predistortion,
as shown in (30).
A more elaborate method for selecting the DPD parameter
α is the one that minimizes the power of the total IM3
sub-band signal, y˜IM3+(n), referred to as the minimum IM3
power or minimum mean-squared error (MMSE) solution in
the continuation. For notational convenience, we define the
6so-called error signal as e(n) = y˜IM3+(n), as with ideal
predistortion the IM3 sub-band signal would be zero, and thus
the optimization means minimizing the power of this error
signal. The detailed derivation of the optimum DPD parameter
which minimizes the mean squared error IE[|e(n)|2] is given
in Appendix A, yielding
αMMSE =
− [f1f∗3 IE42 + 2|f3|2(IE62 + IE44)]∗
[|f1|2IE42 + 4R(f1f∗3 )(IE62 + IE44) + 4|f3|2(IE46 + 2IE64 + IE82)]∗
,
(32)
where IEij refers to the products of the CC signals’ higher-
order moments of the form IE[|x1|i]IE[|x2|j ], while IE[.] de-
notes the statistical expectation operator.
As will be shown with concrete examples in Section V,
this MMSE solution provides better linearization performance
compared to the third-order inverse solution. However, as
shown in (32), the analytical MMSE solution requires the
knowledge of various higher-order moments of the CC signals.
Furthermore, the above solution is valid only in the case
of a memoryless third-order nonlinear system, beyond which
obtaining an analytical expression for the DPD coefficients
becomes overly tedious. Thus, to relax these constraints, an
alternative solution, based on minimizing the correlation be-
tween the IM3 sub-band observation and the third-order basis
function u(n) = x∗2(n)x
2
1(n) was initially discussed in [19],
and will be extended to higher nonlinearity orders and higher-
order IM sub-bands in this paper. The analytical reference
solution for the decorrelation-based sub-band DPD structure
is obtained by setting the correlation between the error signal,
e(n), and the third-order basis function, u(n) = x∗2(n)x
2
1(n),
to zero, i.e., IE[e(n)u∗(n)] = 0. Then, through straight-
forward algebraic manipulations, the decorrelation-based DPD
coefficient, denoted by αo, can be shown to read
αo =
−f3
f1 + 2f3(
IE60
IE40
+ IE04
IE02
)
. (33)
Assuming then, for simplicity, that the CC baseband equiva-
lents are complex Gaussians, (33) simplifies to
αo =
−f3
f1 + 2f3(3σ2x,1 + 2σ
2
x,2)
, (34)
where σ2x,1 = IE[|x1|2] and σ2x,2 = IE[|x2|]2 are the variances
of the two CCs [19].
A clear advantage of the decorrelation-based approach
compared to the earlier MMSE solution lies in the simple
and straightforward adaptive filtering based practical com-
puting solutions, sketched initially in [19] for simple third-
order processing at IM3, which do not require any prior
knowledge about signal moments or any other parameters.
Furthermore, opposed to the MMSE solution, the decorrelation
based approach can be easily extended to include higher-order
nonlinearities and memory effects, at both the IM3 sub-band
as well as the other higher-order IM sub-bands, as will be
described in details in the next subsection.
B. Sample-Adaptive Decorrelation-based Learning
In this subsection, we provide the actual sample-adaptive
learning rules for both IM3 and higher-order IM sub-band
DPD structures with memory, whose basic operating principles
were described in Section II. To facilitate the learning, we
assume a feedback or observation receiver measuring the par-
ticular IM sub-band whose sub-band DPD filter coefficients are
currently under learning. Notice that opposed to classical wide-
band DPD principles, where a wideband observation receiver
is typically needed, a more narrowband receiver is sufficient
here since only the particular IM sub-band is observed. As both
the IM3 and the higher-order IM sub-band DPDs are based
on multiple strongly correlated basis functions, given in (5)-
(9) and (15)-(24), respectively, we start by introducing a basis
function orthogonalization procedure, after which the actual
proposed adaptive decorrelation algorithms are described.
1) Basis Function Orthogonalization: When a nonlinear-
ity order higher than the IM sub-band order is considered,
multiple basis functions are adopted in the sub-band DPD
processing, as described in Section II. Taking as an example
case the IM3+ sub-band, the SNL basis functions u3+,p(n),
p = 1, 3, ..., Q, given in (5)-(9), are highly correlated. This
can negatively impact the convergence and stability of the
adaptive decorrelation-based learning. Therefore, the SNL
basis functions are first orthogonalized [25], which yields a
new set of DPD basis functions s3+,p(n), p = 1, 3, ..., Q,
written formally at sample level as
s3+(n) = Wu3+(n), (35)
where
u3+(n) = [u3+,3(n) u3+,5(n) ... u3+,Q(n)]T , (36)
s3+(n) = [s3+,3(n) s3+,5(n) ... s3+,Q(n)]T , (37)
W =

1 0 0 0 0
w5,3 w5,5 0 0 0
w7,3 w7,5 w7,7 . . . 0
...
...
...
. . .
...
wQ,3 wQ,5 wQ,7 . . . wQ,Q
 . (38)
The lower triangular matrix W can be obtained, e.g., through
Gram-Schmidt orthogonalization, QR or singular value de-
composition, or using a lower complexity iterative orthogo-
nalization algorithm [26].
Similarly, the SNL basis functions in (15)-(24) correspond-
ing to the higher-order IM sub-bands are also orthogonalized,
to obtain new sets of orthogonal basis functions s5+(n),
s7+(n), etc.
2) Adaptive Learning for IM3+ Sub-band: We now present
the actual sample-adaptive decorrelation based learning algo-
rithm for the IM3+ sub-band DPD coefficients. For notational
convenience, we introduce the following vectors
α3+,l(n) = [α3+,3,l(n) α3+,5,l(n) ... α3+,Q,l(n)]
T , (39)
α¯3+(n) = [α3+,0(n)
T α3+,1(n)
T ... α3+,N (n)
T ]T , (40)
s¯3+(n) = [s3+(n)T s3+(n− 1)T ... s3+(n−N)T ]T , (41)
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Fig. 3. Detailed block diagram of the sample-adaptive decorrelation-based IM3+ sub-band DPD with higher-order nonlinearities and memory.
where now α3+,p,l(n) denotes the lth adaptive filter coefficient
of the pth order orthogonalized IM3+ basis function s3+,p(n)
at time index n, and N denotes the adaptive filter memory
depth. Furthermore, the vectors α¯3+(n) and s¯3+(n) incor-
porate all the coefficients and basis function samples up to
polynomial order Q. Adopting this notation, the instantaneous
sample of the composite baseband equivalent PA input signal
x˜(n) now reads
x˜(n) = x(n) + x˜3+(n)e
j2pi
3fIF
fs
n
, (42)
where the instantaneous sample of the baseband equivalent
IM3+ injection signal x˜3+(n) reads
x˜3+(n) = α¯3+(n)
H s¯3+(n). (43)
Then, in order to adaptively update the filter coefficients
α¯3+(n), the IM3+ sub-band is observed with the feedback
receiver, and the coefficient is updated as
α¯3+(n+ 1) = α¯3+(n)− µ||¯s3+(n)||2 + C s¯3+(n)e
∗
3+(n), (44)
where e3+(n) = y˜IM3+(n) denotes the baseband equivalent
observation of the PA output at the IM3+ sub-band with the
current DPD coefficients. The scaling factor ||¯s3+(n)||2 + C
normalizing the learning step-size µ in (44) is philosophically
similar to that of the Normalized Least Mean Square (NLMS)
algorithm, in effect making the learning characteristics more
robust against the input data dynamics.
The proposed coefficient update in (44) is seeking to decor-
relate the IM3+ observation and the adopted orthogonalized
basis functions. This type of learning algorithm can also
be interpreted as a stochastic Newton root search in the
objective function J(α¯3+) = IE[x˜3+(n)e∗3+(n)], where the
target is to search for the DPD coefficients α¯3+ that minimize
the ensemble correlation between e3+(n) and the baseband
equivalent of the IM3+ injection signal x˜3+(n) in (43). The
overall processing flow is graphically illustrated in Fig. 3.
3) Adaptive Learning for Higher-Order IM Sub-bands: We
now extend the decorrelation based learning to higher-order
IM sub-bands. First, adopting vector-based notations again,
we introduce the following vectors for notational convenience
α5+,l(n) = [α5+,5,l(n) α5+,7,l(n) ... α5+,Q,l(n)]
T , (45)
α7+,l(n) = [α7+,7,l(n) α7+,9,l(n) ... α7+,Q,l(n)]
T , (46)
α¯5+(n) = [α5+,0(n)
T α5+,1(n)
T ... α5+,N (n)
T ]T , (47)
α¯7+(n) = [α7+,0(n)
T α7+,1(n)
T ... α7+,N (n)
T ]T , (48)
s5+(n) = [s5+,5(n) s5+,7(n) ... s5+,Q(n)]T , (49)
s7+(n) = [s7+,7(n) s7+,9(n) ... s7+,Q(n)]T , (50)
s¯5+(n) = [s5+(n)T s5+(n− 1)T ... s5+(n−N)T ]T , (51)
s¯7+(n) = [s7+(n)T s7+(n− 1)T ... s7+(n−N)T ]T . (52)
Then, similar to x˜3+(n) in (43), the baseband equivalents of
the IM5+ and IM7+ sub-band DPD injection signals, denoted
by x˜5+(n) and x˜7+(n), respectively, read
x˜5+(n) = α¯5+(n)
H s¯5+(n), x˜7+(n) = α¯7+(n)H s¯7+(n). (53)
Thus, the composite baseband equivalent PA input signal when
the IM3+, IM5+, and IM7+ sub-band DPDs are all included,
reads
x˜(n) = x(n) + x˜3+(n)e
j2pi
3fIF
fs
n
+ x˜5+(n)e
j2pi
5fIF
fs
n
+ x˜7+(n)e
j2pi
7fIF
fs
n
. (54)
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Then, similar to the IM3+ coefficient update in (44), the
higher-order IM5+ and IM7+ coefficient updates read
α¯5+(n+ 1) = α¯5+(n)− µ||¯s5+(n)||2 + C s¯5+(n)e
∗
5+(n), (55)
α¯7+(n+ 1) = α¯7+(n)− µ||¯s7+(n)||2 + C s¯7+(n)e
∗
7+(n), (56)
where e5+(n) = y˜IM5+(n) and e7+(n) = y˜IM7+(n) denote
the baseband equivalents of the PA output at the IM5+ and
IM7+ sub-bands, with the corresponding sub-band DPDs in-
cluded adopting the current coefficients, α¯5+(n) and α¯7+(n),
respectively. From the learning perspective, observing a single
IM sub-band at a time is the most obvious alternative, which
means that the learning for multiple sub-band DPDs happens
one at a time. Furthermore, extending the decorrelation-based
learning for the negative IM sub-bands is straight-forward.
This can be obtained by interchanging x1(n) and x2(n) in
the SNL basis functions expressions, and observing the PA
output at the corresponding negative IM sub-bands.
C. Block-Adaptive Decorrelation-based Learning
As Fig. 3 illustrates, the previous sample-adaptive
decorrelation-based learning concept is in principle a closed-
loop feedback system with nonlinear adaptive processing
inside the loop. During the DPD learning phase, and under
the potential hardware processing and latency constraints,
the DPD parameter convergence and consequently the DPD
linearization performance can be affected, especially if the
learning loop delay becomes large. Stemming from this, an
alternative and new block-adaptive decorrelation-based learn-
ing solution is developed next.
The proposed block-adaptive learning rule implies defining
two distinct blocks in the processing, as illustrated in Fig. 4.
A single update cycle of the learning algorithm will utilize
M samples whereas the DPD parameter update interval is L
samples, with M ≤ L. Thus, by proper choice of M and
L, arbitrarily long loop delays can in principle be tolerated,
facilitating stable operation under various hardware and soft-
ware processing latency constraints. Notice that proper timing
synchronization between the observation receiver output and
the basis functions is, in general, needed, which can be
accomplished prior to executing the actual coefficient learning
procedure.
Now, assuming an estimation block size of M samples and
DPD filter memory depth of N per each of the IM3+ orthog-
onalized basis functions, the following vectors and matrices,
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(b) Sub-band DPD Architecture II: Analog IF injection
Fig. 5. Overall sub-band DPD architecture with multiple IM sub-bands
included. Thick lines indicate complex I/Q processing.
which stack all the samples and the corresponding DPD filter
coefficients within block m, can be defined:
s3+(nm) = [s3+,3(nm) s3+,5(nm) ... s3+,Q(nm)]T , (57)
s¯3+(nm) = [s3+(nm)T ... s3+(nm −N)T ]T , (58)
S3+(m) = [¯s3+(nm) ... s¯3+(nm +M − 1)], (59)
α3+,l(m) = [α3+,3,l(m) α3+,5,l(m) ... α3+,Q,l(m)]
T , (60)
α¯3+(m) = [α3+,0(m)
T α3+,1(m)
T ... α3+,N (m)
T ]T . (61)
Here, the index of the first sample of block m is denoted
by nm. The block-adaptive IM3+ sub-band DPD coefficient
update then reads
e3+(m) = [y˜IM3+(nm) ... y˜IM3+(nm +M − 1)]T , (62)
α¯3+(m+ 1) = α¯3+(m)− µ||S3+(m)||2 + C S3+(m)e
∗
3+(m),
(63)
where e∗3+(m) refers to the element-wise conjugated error
signal vector, while S3+(m) denotes the filter input data
matrix, all within the processing block m. The obtained new
9TABLE I
COMPARISON OF RUNNING COMPLEXITIES OF NINTH ORDER SUB-BAND AND FULL-BAND DPDS. TWO 1 MHZ CCS WITH 20 MHZ CARRIER SPACING IS
ASSUMED. DPD SAMPLE RATE IS 189 MSPS FOR THE FULL-BAND AND 9 MSPS FOR THE SUB-BAND DPD.
Sub-band DPD Full-band DPD
IM3+/- Sub-band IM5+/- Sub-band IM7+/- Sub-band IM9+/- Sub-band Full-band
Basis Function Generation FLOPs 37 40 45 48 11
DPD Filtering FLOPs 32(N1+1) - 2 24(N1+1) - 2 16(N1+1) - 2 8(N1+1) - 2 40(N2+1) - 2
Total Number of FLOPs 32(N1+1) + 35 24(N1+1) + 38 16(N1+1) + 43 8(N1+1) + 46 40(N2+1) + 9
GFLOPS (N1 = 1, N2 = 3) 0.891 0.774 0.675 0.558 31.941
DPD coefficients α¯3+(m + 1) are then applied on the next
block of L samples as illustrated in Fig. 4. While the above
presentation describes the block-adaptive learning only at the
IM3+ sub-band, extending the principle to higher-order IM
sub-bands is straightforward, and thus not explicitly shown.
IV. IMPLEMENTATION ASPECTS AND COMPLEXITY
ANALYSIS
One of the main advantages of the proposed decorrelation-
based sub-band DPD technique is its reduced complexity
compared to the classical full-band DPD processing, especially
in scenarios where the CCs are widely spaced and thus very
high speed ADCs and DACs are required in the classical
solutions. In this section, we first address some implemen-
tation aspects of the proposed sub-band DPD concept. We
then provide a thorough comparison of the computing and
hardware complexity perspectives between the full-band and
the proposed sub-band DPDs. Finally, some system power
efficiency considerations are also presented, with particular
focus on low-cost mobile devices.
A. Sub-band DPD Implementation Alternatives
Fig. 5 shows two alternative architectures of the overall
sub-band DPD processing with multiple IM sub-bands. The
first architecture shown in Fig. 5(a) adds an upsampling and
digital IF upconversion block after each sub-band DPD stage
in order to digitally place the generated injection signals at
proper intermediate frequencies. After adding the sub-band
DPD outputs in the digital domain, a single wideband DAC per
I and Q branch is used after which the signal is upconverted
to RF and amplified by the PA.
The second architecture in Fig. 5(b) adds the outputs of
the sub-band DPDs in the analog domain, implying that each
sub-band DPD is followed by a narrow-band DAC per I and
Q branch, together with an analog complex IF upconversion.
A common I/Q RF modulator is then used for all sub-bands
prior to the PA module.
Both of these two architectures have their own advantages
and disadvantages. In particular, if the carrier spacing between
the component carriers is not very large, architecture I is
likely to be more suitable. On the other hand, when the
carrier spacing starts to increase, using a single wideband
DAC may not be efficient from cost and power consumption
perspectives, so in this case architecture II is likely to be more
attractive. However, some extra processing may be required
in this architecture in order to achieve proper synchronization
between the DACs. This forms an interesting topic for future
research.
A common advantage of both architectures is that each sub-
band DPD block can be switched on or off according to the
prevailing emission levels and limits at the considered sub-
bands. Such flexibility is not available in the classical full-
band DPD solutions since, by design, a full-band predistorter
always tries to linearize the full composite transmit band. With
the sub-band DPD concept, the linearization can be flexibly
tailored and optimized to those frequencies which are the most
critical from the emission limits perspective.
B. Sub-band versus Full-band DPD Running Complexity
In general, the computational complexity of any DPD can
be classified into three main parts [24]: identification com-
plexity, adaptation complexity and running complexity. The
identification part is basically the estimation complexity of
the DPD parameters, while the adaptation complexity includes
the required processing in order to adapt to new operating
conditions or device aging. Finally, the running complexity,
which is the most critical especially for mobile-type devices,
involves the number of computations done per second while
the DPD is operating. In this subsection, we will focus on the
DPD running complexity in details, while the DPD parameter
identification and feedback receiver complexity perspectives
are shortly discussed in section IV-C. For a quantitative
comparison of the running complexities, we shall use the
number of floating point operations (FLOPs) per sample, the
number of DPD coefficients, and the required sample rate in
the predistortion path as the main quantitative metrics.
In general, the running complexity is divided into two
main parts: the first is the basis function generation, and
the second is the actual predistortion filtering using the basis
functions [24]. The number of FLOPs required to perform
these two operations is shown in Table I for ninth-order
sub-band and full-band DPDs, respectively, where N1 and
N2 are the corresponding memory depths per adopted basis
function. The full-band DPD architecture that we use also in
our comparative performance simulations in Section V, and
which is also widely applied otherwise, is based on the PH
architecture with ninth order nonlinearity, while the sub-band
DPD is based on architecture II shown in Fig. 5(b). Frequency
selectivity of the nonlinear PA is another important factor to be
considered when comparing the two DPD architectures. This
implies that when memory effects of the PA are considered,
substantially longer filters are needed for the full-band DPD
compared to the sub-band DPD for a certain performance
requirement. In the complexity analysis, in the sub-band DPD
case, we thus assume a memory depth of 1 per basis function,
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while a memory depth of 3 is assumed for the full-band PH
DPD per basis function.
A substantial reduction in the needed sample rates can be
achieved when adopting the sub-band DPD. As a concrete
example, if we consider a challenging LTE-A UL scenario of
two 1 MHz CCs with 20 MHz carrier spacing, the required
sample rate by the full-band DPD is 9×(20+1) = 189MSPS,
while for the sub-band DPD it becomes 9 × 1 = 9MSPS.
Consequently, as shown in Table I, a huge reduction in the
number of FLOPs per second (FLOPS) can be achieved using
the sub-band DPD. Furthermore, the processing complexity
of the sub-band DPD solution is clearly feasible for modern
mobile device processing platforms, in terms of the GFLOPS
count, while that of the classical fullband DPD is clearly
infeasible. However, in some scenarios, when the carrier spac-
ing between the CCs is decreased and/or the CC bandwidth
increases, the benefit from using the sub-band DPD approach
is reduced since the sample rates of the sub-band and full-
band DPD will become more comparable. Notice also that,
e.g., in interband CA cases, one can adopt a concurrent 2D-
DPD [13], [14] to linearize the main carriers, which can then
be easily complemented with the sub-band DPD processing
to protect the own receiver if TX filtering does not offer
sufficient isolation. Such a scenario could take place, e.g., in
uplink Band 1 (1920-1980 MHz) + Band 3 (1710-1785 MHz)
interband CA where it is technologically feasible to adopt a
single multiband/multimode PA module for amplification. In
such scenario, the IM3 sub-band is then directly at the own
RX frequencies of Band 1 (2110-2170 MHz).
C. Feedback Receiver and Parameter Estimation Complexity
In addition to the complexity reduction in the DPD main
processing path, the complexity of the feedback or observation
receiver, used for DPD parameter estimation and adaptation, is
also greatly reduced. In order to estimate, e.g., the parameters
of the IM3+ sub-band DPD, we only need to observe the
IM3+ sub-band at the PA output, instead of observing the full-
band (including all the IM sub-bands) which is the case in the
full-band DPD. This reduces the cost, complexity and power
consumption in the feedback path allowing use of simpler in-
strumentation, in particular the ADC. Moreover, only a single
observation receiver is required, even if linearizing multiple
sub-bands, since the parameter learning and corresponding
observation of the PA output can be done sequentially, in
a per sub-band manner. Finally, in terms of the parameter
estimation algorithmic complexity, the proposed decorrelation
based solutions are extremely simple, when compared to any
classical full-band DPD related method, such as least-squares
based parameter fitting and indirect learning architecture [8]
that are commonly adopted.
D. Overall Transmitter Power Efficiency Perspectives
When a DPD is adopted, a less linear but more efficient
PA, that can operate near its saturation region, can generally
be used. However, the overall power efficiency of the device is
only improved if the extra power consumed by the DPD stage
is less than the power savings due to increased PA efficiency.
Here, we address this aspect from a mobile device perspective.
We consider a practical scenario where the transmit power at
the output of the mobile PA is +26 dBm (i.e., 400 mW), stem-
ming from 3GPP LTE-Advanced requirements [2], [5], and
assuming that the Tx duplexer filter and connector insertion
losses are 3 dB. Then, good examples of practical PA power
efficiency figures when operating in highly nonlinear or linear
modes are around 35% and 20% (or even less), respectively.
This means that the power consumed by the highly nonlinear
PA is roughly 1150 mwatt, while the corresponding linear PA
consumes roughly 2000 mwatt. In other words, adopting a
highly power-efficient nonlinear PA saves 850 mwatt of power
in this particular example. Then, in order to suppress the
spurious emissions at the PA output, in the nonlinear PA case,
we adopt the sub-band DPD solution.
In [27], a state of the art 28 nm implementation of the
Qualcomm Hexagon DSP capable of supporting up to 4.8
GFLOPS at 1.2 GHz is reported, which is more than enough
for carrying out the needed sub-band DPD processing for
the IM3 and IM5 sub-bands in our example. In the full-
band DPD case, on the other hand, which requires 31.9
GFLOPS as shown in Table I, this is clearly insufficient. The
power consumption of the DSP platform in [27] is shown
to be approximately 100 mwatt, when running at 840 MHz
(i.e., 3.36 GFLOPS assuming 4 FLOPS per cycle), which is
again sufficient for linearizing the IM3 and IM5 sub-bands
in our example. Thus, adopting the nonlinear PA already
saves 850 milliwatt, when it comes to the PA interface, as
explained above, while when complemented with the sub-band
DPD processing for enhanced linearity, only 100 milliwatt of
additional power is consumed. Thus, the overall power budget
and power-efficiency are clearly in favor of using a highly non-
linear PA, complemented with the sub-band DPD structure,
even in a mobile device with non-contiguous uplink carrier
aggregation. Furthermore, if the sub-band DPD processing
is implemented using a dedicated hardware solution (e.g., a
digital ASIC), an even more power-efficient DPD stage can
most likely be realized.
V. SIMULATION RESULTS
In this section, a quantitative performance analysis of the
proposed sub-band DPD solution is presented using Mat-
lab simulations with practical models for mobile-like PAs
designed for low-cost devices. In general, we quantify the
suppression of intermodulation power at the IM3 and IM5
sub-bands through the power ratios relative to the component
carrier wanted signal power as shown in Fig. 1, which are
defined as
IM3R = 10 log10
Pwanted
PIM3
, IM5R = 10 log10
Pwanted
PIM5
.
(64)
The inband transmit waveform purity is measured through the
error vector magnitude (EVM), which is defined as
EVM% =
√
Perror
Pref
× 100%. (65)
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TABLE II
COMPARISON OF IM3+ SUPPRESSION AND EVM OF THIRD-ORDER
INVERSE, MMSE AND DECORRELATION-BASED ANALYTICAL SUB-BAND
DPD SOLUTIONS AT +23 DBM PA OUTPUT POWER
Positive IM3R [dBc] EVM [%]
No DPD 28.8342 1.9711
Third-order Inverse 41.9230 1.8912
Analytical Decorrelation-based 51.8248 1.8914
Analytical MMSE 51.8468 1.8917
Here, Perror is the power of the error signal, while Pref is the
reference power of the ideal symbol constellation. The error
signal is defined as the difference between the ideal symbol
values and the corresponding synchronized and equalized
samples at the PA output, both normalized to have identical
linear gains.
A. Comparison of Analytical IM3 Sub-band DPD Solutions
In Section III-A, analytical reference expressions for the
third-order inverse, minimum MSE, and decorrelation-based
sub-band DPD solutions were presented. In this subsection,
we shortly evaluate and compare the performance of these
analytical solutions, assuming a third-order memoryless PA
and known parameters, and focus only on the positive IM3
sub-band for simplicity. The memoryless PA model has been
identified using a true mobile PA, with transmit power of
+23dBm. The main objective is to compare the performance
of the three analytical solutions in terms of linearization
performance, and thereon to verify that the decorrelation based
solution is essentially identifcal to the minimum MSE solution.
The signal used in this performance evaluation is composed
of two 1MHz LTE-A UL SC-FDMA CCs with QPSK data
modulation, and the CC spacing is 10MHz. The obtained
results shown in Table II demonstrate that the decorrelation-
based solution is giving almost the same performance as
the minimum MSE solution, and also that both of them
are substantially better than the classical third-order inverse
solution [16] in terms of the IMD suppression at the considered
sub-band. It can also be seen from Table II that the EVM is
essentially not affected by the sub-band DPD processing.
B. P th-order Inverse vs. Decorrelation-based IM3 Sub-band
DPD Solutions
Next we evaluate and compare the performance of 5th-order
inverse and decorrelation-based IM3 sub-band DPD solutions.
The 5th-order inverse reference solution for IM3+ sub-band
is derived in Appendix B. In these simulations, the transmit
waveform is again composed of two 1 MHz LTE-A UL SC-
FDMA component carriers with QPSK data modulation, and
the CC spacing is 10 MHz. The PA model, in turn, is a
memoryless 5th-order model whose parameters have been
identified using a true mobile PA transmitting at +23 dBm.
The 5th-order inverse DPD is using known parameters, while
the decorrelation-based one is adopting the proposed sample-
adaptive learning described in detail in Section IV.
The PA output spectra with different solutions are illustrated
in Fig. 6. It can clearly be seen that the decorrelation-based
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Fig. 6. Baseband equivalent PA output spectrum at +23 dBm with two 1 MHz
LTE-A UL carriers and 10 MHz CC separation using a fifth-order memoryless
PA. P th-order inverse and decorrelation-based IM3+ sub-band DPD solutions
are compared, with both third-order and fifth-order nonlinear processing.
sub-band DPD substantially outperforms the P th-order inverse
based sub-band DPD, in both third and fifth-order cases,
despite the fact that the P th-order inverse solutions are using
known parameters. The reason is that the inverse solutions
cancel only the third and fifth order terms, as described in Ap-
pendix B, but do not suppress the other induced higher-order
terms, which have structural similarity and correlation with
the third and fifth-order basis functions. On the other hand, the
proposed decorrelation-based solution takes this explicitly into
account, and thus achieves clearly better spurious emission
suppression. The figure also illustrates that the performance
of the fifth-order decorrelation-based sub-band DPD is clearly
better than that of the third-order one.
In the remaining parts of this section, we shall focus
on more detailed performance evaluations of the proposed
decorrelation-based sub-band DPD solution, incorporating
memory both in the PA and in the predistortion processing.
From now on, we refer to the decorrelation-based sub-band
DPD simply as ’sub-band DPD’, to simplify the presentation.
C. Performance of Proposed Higher-Order Sub-band DPD at
IM3, IM5 and IM7
In this subsection, we evaluate the performance of the
proposed sub-band DPD in the more realistic case of having
memory in the PA. The PA model is a 9th-order parallel
Hammerstein model, with four memory taps per branch, and
the parameters have been identified using measurements with
a true mobile PA transmitting at +24 dBm. The sub-band
DPD structure contains now also memory, with two taps
(N = 1) per basis function. Block-adaptive learning principle
is adopted, with 200 blocks each containing 1000 samples.
The transmit waveform is otherwise identical to earlier cases,
but the CC separation is now 12 MHz.
Fig. 7 shows the effectiveness of the proposed higher-
order sub-band DPDs, here processing the IM3+ sub-band,
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TABLE III
COMPARISON OF QUANTITATIVE RUNNING COMPLEXITY AND LINEARIZATION PERFORMANCE OF FULL-BAND VERSUS SUB-BAND DPD. TWO 1 MHZ
LTE-A UL CARRIERS WITH QPSK DATA MODULATION AND 20 MHZ CARRIER SPACING ARE USED.
DPD Running Complexity Transmitter Performance
Coeffs Fs [MSPS] GFLOPS EVM [%] Positive IM3R [dBc] Positive IM5R [dBc] Output Power [dBm]
No DPD N/A N/A N/A 1.2527 35.5744 56.4272 +20
Full-Band ILA DPD 20 189 31.941 0.1058 61.9428 63.9842 +19
IM3+ Sub-Band DPD 8 9 0.891 1.2489 68.3291 N/A +20
IM5+ Sub-Band DPD 6 9 0.774 1.2529 N/A 71.9823 +20
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Fig. 7. Baseband equivalent PA output spectrum at +24 dBm with two 1
MHz LTE-A UL carriers and 12 MHz CC separation using a ninth-order PA
with memory. Different orders of the IM3+ sub-band DPD are compared, with
memory depth equal to 1 per DPD SNL basis function.
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Fig. 8. IM3 spurious emissions vs. TX power using different orders of the
IM3+ sub-band DPD processing, with memory depth equal to 1 per DPD
SNL basis function. A ninth-order PA with memory is used, and 2 dB Tx
filter insertion loss is assumed.
compared to the basic third-order solution presented earlier in
[20]. Up to 40 dB suppression for the IM3 spurious emissions
is shown when adopting ninth-order processing, something
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Fig. 9. Baseband equivalent of two 1 MHz LTE-A UL carriers with 12 MHz
separation using a ninth order PH PA extracted from a real mobile PA at +24
dBm. Ninth order negative IM3, IM5, and IM7 sub-band DPD solutions are
shown, with memory depth equal to 1 per DPD SNL basis function.
that has not been reported before in any prior works using
a practical PA model with memory effects. Fig. 8 shows then
how the IM3 spurious emission level changes with varying
the TX power and using different sub-band DPD orders. The
IM3 spurious emissions are clearly below the general spurious
emission limit (-30 dBm/MHz) even at very high TX powers
up to +23 dBm, when using a seventh-order, or higher, sub-
band DPD.
Another main contribution in this paper is the extension of
the IM3 sub-band DPD solution to include also higher-order
IM sub-bands. Fig. 9 shows the performance of the negative
IM5 and IM7 sub-band DPDs, in addition to the negative
IM3 sub-band DPD, when ninth-order nonlinear processing
is adopted in the sub-band DPDs. Up to 40 dB, 35 dB, and
18 dB of suppression is achieved at the negative IM3, IM5,
and IM7 sub-bands, respectively. This shows the effectiveness
of the proposed solutions in processing and suppressing also
the spurious emissions at higher IM sub-bands.
D. Full-Band versus Sub-band DPD Complexity and Perfor-
mance Analysis
In this subsection, we compare the performance of our
proposed sub-band DPD technique against that of a classical
full-band DPD adopting parallel Hammerstein based wideband
linearization and indirect learning architecture (ILA). The
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Mobile PA
NI Vector Signal Transceiver
Attenuator
VST RF Out
VST RF In
Host-processor based processing:
· Generate baseband I/Q samples.
· Transfer block of samples to VST for I/Q 
modulation and RF upconversion.
· Extract received block of samples from VST after 
RF downconversion and I/Q demodulation.
· Estimate sub-band DPD parameters using block-
adaptive estimation processing and transmit 
predistorted signal to VST.
(b)
Fig. 10. Hardware setup used in the RF measurements for testing and evaluating the proposed sub-band DPD.
evaluation considers the linearization performance, complex-
ity, and transmitter efficiency utilizing our earlier complexity
analysis results reported in Section IV. The ninth-order full-
band PH ILA DPD uses 100k samples for parameter learning,
per ILA iteration, with a total of 2 ILA iterations, and the
number of memory taps per PH branch is 4. The ninth-order
block-adpative sub-band DPD, in turn, uses also a total of 200k
samples with block size M = 1000, and adopts two memory
taps per DPD SNL basis function.
The results are collected in Table III, which shows that
in addition to the significantly lower complexity measured
by the number of GFLOPS, the sub-band DPD achieves
better linearization performance in terms of spurious IMD
suppression at the considered IM3 and IM5 sub-bands. On
the other hand, the full-band DPD outperforms the sub-band
DPD in terms of the inband distortion mitigation (i.e., EVM).
This is expected, since the full-band DPD linearizes the whole
transmit band, including the main CCs and the IMD spurious
emissions. However, the EVM with the sub-band DPD is only
around 1.25% which is by far sufficient for modulations at
least up to 64-QAM. Additionally, the full-band DPD based
on the ILA structure requires an additional 1 to 2 dB back
off to guarantee stable operation, which is not required in
the sub-band DPD. Thus the transmitter becomes more power
efficient when using the sub-band DPD as shown in Table III.
For fairness, it is to be acknowledged that a full-band DPD
can typically enhance the EVM and ACLR, while the sub-
band DPD concept is specifically targeting only the spurious
emissions.
VI. RF MEASUREMENT RESULTS
In order to further demonstrate the operation of the pro-
posed sub-band DPD solution, we next report results of
comprehensive RF measurements using a commercial LTE-
Advanced mobile terminal PA together with a vector signal
transceiver (VST), which is implementing the RF modulation
and demodulation. The actual sub-band DPD processing and
parameter learning algorithms are running on a host processor.
The ACPM-5002-TR1 mobile power amplifier used in our
measurements is designed for LTE-A UL band 25 (1850-
1915 MHz), with 29 dB gain. The National Instruments (NI)
PXIe-5645R VST includes both a vector signal generator
(VSG), and a vector signal analyzer (VSA) with 80 MHz
instantaneous bandwidth. In these experiments, the digital
baseband waveform is divided into 50 blocks of size M = 10k
samples which are first generated locally on the host processor,
and then transferred to the VSG to perform RF I/Q modulation
at the desired power level at the PA input. The VST RF output
is then connected to the input port of the external power
amplifier, whose output port is connected to the VST RF input
through a 40 dB attenuator, implementing the observation
receiver as illustrated also in Fig. 10. The VSA performs RF
I/Q demodulation to bring the signal back to baseband. The
baseband I/Q observation block is then filtered to select the
IM3 sub-band which is used for block-based sub-band DPD
learning, after proper alignment with the locally generated
basis functions, as explained in Section III-C. The sub-band
DPD block size M used in these experiments is 10k, and the
DPD memory depth N is 1.
In general, two different intra-band LTE-A CA RF measure-
ment examples are demonstrated in this subsection. The first
experiment demonstrates the violation of the spurious emission
limit due to the inband emission of the IM3+ spur, thus not
being attenuated by the TX filter. The second experiment
demonstrates an own RX desensitization example, in FDD
transceiver context, where the IM3+ spur is located at the own
RX band (1930-1995 MHz) and is not sufficiently attenuated
by the duplexer TX filter. Notice that in principle, when
tackling specifically the own RX desensitization problem with
the proposed sub-band DPD solution, the main receiver of
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Fig. 11. An LTE-A band 25 RF measurement example at the UE PA output
showing the gain from using an IM3+ sub-band DPD. IM3 spur reduction
with third, fifth, seventh, and ninth-order sub-band DPDs are demonstrated,
using a real commercial mobile PA operating at +25 dBm. An LTE-A UL
CA signal with two 3 MHz CCs and 20 MHz carrier spacing is used.
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Fig. 12. An LTE-A band 25 RF measurement example at the UE PA output
showing the gain from using a ninth-order IM3+ sub-band DPD when the
IM3+ is falling at own RX band. An LTE-A UL CA signal with two 5 MHz
CCs and 40 MHz carrier spacing is used with a real commercial mobile PA
operating at +25 dBm.
the FDD device could potentially be used as the observation
receiver (i.e., learning the sub-band DPD coefficients without
an extra auxiliary/observation receiver). However, such an
approach would indeed be applicable only in the own RX
desensitization case, while when mitigating other harmful
emissions, an auxiliary observation receiver would anyway
have to be adopted. Thus, in these RF measurements, we adopt
the auxiliary receiver based approach, while consider further
developments of the main receiver based parameter learning
as an important topic for our future work.
A. Spurious Emission Limit Violation
Fig. 11 shows the measured power spectral density at the
PA output using the IM3 sub-band DPD with different orders.
The adopted waveform is an intra-band CA LTE-A UL signal
with 3 MHz per CC and 20 MHz carrier spacing. The power
level at the PA output in this example is +25 dBm. The
intermodulation distortion at the IM3+ sub-band is emitted
inband, since the total TX band covers 1850-1915 MHz, and is
clearly violating the spurious emission limit (-30 dBm/MHz)
when no DPD is used. When using the sub-band DPD, the
spurious emission level is well below the emission limit, given
that at least 5th-order processing is deployed. In general, more
than 20 dB of measured spurious emission suppression is
achieved with the ninth order IM3 sub-band DPD, thus giving
more than 10 dB additional gain compared to the basic third-
order sub-band DPD as shown in Fig. 11. Notice that there is
no need for predistorting the IM3- sub-band in this example,
since those emissions will be filtered out by the TX filter.
B. Own Receiver Desensitization
Fig. 12 illustrates another LTE-A intra-band CA UL band
25 example, now with 5 MHz CC bandwidths and 40 MHz
carrier spacing. The duplexing distance at LTE-A band 25 is
only 80 MHz, thus the IM3+ spur at 1935 MHz in this example
is falling on the own RX band, and therefore potentially
desensitizing the own receiver. The power level at the PA
output in this example is +25 dBm.
Then, by adopting a ninth-order IM3+ sub-band DPD, more
than 20 dB of spurious emission suppression is achieved, as
can be seen in Fig. 12. Again, two taps (N = 1) per basis
function are used, and block-adaptive parameter learning is
deployed. Fig. 13 shows the real-time convergence of the
sub-band DPD coefficients for the third, fifth, seventh, and
ninth-order basis functions, respectively. It can be seen that
the coefficients converge in a stable manner in a real RF
environment due to the orthogonalization of the SNL basis
functions, as explained in Section III-B.
In general, assuming a UE duplexer TX filter with 65 dB
attenuation at the own RX band (e.g., ACMD-6125 Band
25 LTE-A UE Duplexer), the integrated power of the IM3+
spur at the RX band without DPD will be approximately -73
dBm/5MHz. This is 25 dB above the effective RX noise floor
when assuming 9 dB UE RX noise figure (NF) [28]. This
would thus cause significant own receiver desensitization that
could lead to a complete blocking of the desired RX signal.
On the other hand, when the proposed IM3+ sub-band DPD
is deployed, the integrated power of the IM3+ spur at the RX
band will be approximately -95 dBm/5MHz, which is only 3
dB above the effective RX noise floor, as shown also in Fig. 14.
Though the residual spur is still slightly above the effective RX
noise floor, the sensitivity degradation is substantially relaxed,
despite operating at a maximum PA output power of +25
dBm. We elaborate on this further in Fig. 14, showing the
integrated power of the IM3+ spur at the RX LNA input while
changing the PA output power level. With a ninth order sub-
band DPD, we can transmit up to +18 dBm PA output power
with an effectively perfectly linear TX, in terms of IM3+ spur
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Fig. 13. Convergence of the ninth-order sub-band DPD coefficients, with
memory depth N = 1 per basis function, when the positive IM3 sub-band
is considered and block-adaptive learning is deployed. An RF measurement
example with two 5 MHz LTE-A UL CCs and 40 MHz carrier spacing is
used with a real commercial mobile PA operating at +25 dBm.
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Fig. 14. Integrated IM3+ sub-band power at own RX LNA input over 5 MHz
vs. PA output power using ninth order IM3+ sub-band DPD processing, with
memory depth equal to 1 per DPD SNL basis function. A commercial mobile
PA operating at LTE band 25 is used in the RF measurements, and 65 dB
duplexer TX filter attenuation [?] is assumed at the RX band.
level, compared to +10 dBm PA output power without DPD.
Additionally, with DPD, the integrated IM3+ power is less
than the effective RX noise floor up to +23 dBm PA output
power, while without DPD it is already 20 dB above the noise
floor at the same power level.
VII. CONCLUSIONS
In this article, a novel low-complexity sub-band digital
predistortion (DPD) solution was proposed for suppressing
unwanted spurious emissions in non-contiguous spectrum ac-
cess. Novel decorrelation based adaptive parameter learning
methods were also formulated, allowing efficient estimation
and tracking with low computational complexity. All algorithm
derivations and modeling were carried out in the general case
of having memory in the PA as well as in the sub-band
DPD processing. Different nonlinear distortion and processing
orders, beyond classical third-order cases, were also reported.
The proposed technique can find application in suppressing
inband spurs which would violate the spurious emission limit,
suppressing out-of-band spurs falling, e.g., on the own receiver
band, or in protecting primary user transmissions in cogni-
tive radio systems. A quantitative complexity analysis was
presented, comparing the proposed solution to conventional
full-band DPD solutions available in the literature. The per-
formance was evaluated in a comprehensive manner, showing
excellent linearization performance despite the considerably
reduced complexity compared to classical full-band solutions.
Finally, extensive RF measurement results using a commer-
cial LTE-Advanced mobile power amplifier were reported,
evidencing up to 22 dB suppression of the most problematic
third-order spurious emissions.
APPENDIX A: ANALYTICAL MMSE SOLUTION FOR
THIRD-ORDER IM3 SUB-BAND DPD
Here, we derive the analytical minimum mean-square error
solution shown in (32), which is used as a reference solution
in simulations in Section V-A. We first define the so-called
error signal as e(n) = y˜IM3+(n), since with ideal predistor-
tion the IM3+ sub-band signal would be zero, and thus the
optimization means minimizing the power of this error signal.
From (30), the error signal reads
e(n) = (f3 + f1α)u(n) + 2f3α(|x1(n)|2 + |x2(n)|2)u(n)
+ f3|α|2α|x1(n)|4|x2(n)|2u(n), (66)
where f1 and f3 are the third-order memoryless PA model
parameters, α denotes the DPD coefficient to be optimized,
and x1(n) and x2(n) are the baseband equivalents of the two
component carriers. The statistical expectation IE[|e(n)|2] =
IE[e(n)e∗(n)], assuming that the component carrier signals
x1(n) and x2(n) are statistically independent, and ignoring
some high-order vanishingly small terms, then reads
IE[e(n)e∗(n)] = IE42
[|f3|2 + |f1|2|α|2 + αf1f∗3 + α∗f∗1 f3]
+ (2IE62 + 2IE44)
[|f3|2(α+ α∗) + |α|2(f1f∗3 + f∗1 f3)]
+ (4IE46 + 8IE64 + 4IE82)|f3|2|α|2, (67)
where IEij is used as a shorthand notation for IE[|x1|i]IE[|x2|j ].
Now, differentiating (67) with respect to α, yields
∂
∂α
IE[e(n)e∗(n)] = IE42
[
α∗|f1|2 + f1f∗3
]
+ (2IE62 + 2IE44)
[|f3|2 + α∗(f1f∗3 + f∗1 f3)]
+ (4IE46 + 8IE64 + 4IE82)|f3|2α∗. (68)
Then, setting (68) to zero and solving for α yields the optimal
MMSE DPD parameter, given by
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αMMSE =
− [f1f∗3 IE42 + 2|f3|2(IE62 + IE44)]∗
[|f1|2IE42 + 4R(f1f∗3 )(IE62 + IE44) + 4|f3|2(IE46 + 2IE64 + IE82)]∗
,
(69)
where R(.) denotes the real-part operator. This concludes the
proof.
APPENDIX B: ANALYTICAL FIFTH-ORDER INVERSE
BASED IM3 SUB-BAND DPD SOLUTION
Here, we derive the 5th order inverse solution for the IM3+
sub-band DPD, to be used as a reference solution in the
simulations in Section V-B. The output of a memoryless 5th
order polynomial PA model is
y(n) = f1x(n) + f3|x(n)|2x(n) + f5|x(n)|4x(n), (70)
where f1, f3 and f5 are the polynomial coefficients, and x(n)
is the composite baseband equivalent input signal, as given in
(1). Through direct substitution of (1) in (70), the baseband
equivalent IM3+ distortion term, located at three times the IF
frequency, can be extracted and reads
yIM3+(n) = f3(x
∗
2(n)x
2
1(n))
+ 2f5|x1(n)|2(x∗2(n)x21(n))
+ 3f5|x2(n)|2(x∗2(n)x21(n)). (71)
Stemming from the signal structure in (71), the sub-band
DPD injection signal is composed of three basis func-
tions of the form x∗2(n)x
2
1(n), |x1(n)|2x∗2(n)x21(n) and
|x2(n)|2x∗2(n)x21(n). In case of fifth-order inverse based sub-
band DPD, these basis functions are multiplied by proper
coefficients such that all the distortion terms at the IM3+ sub-
band at the PA output, up to order five, are cancelled. Thus,
incorporating such DPD processing, yet with arbitrary coef-
ficients, the composite baseband equivalent PA input signal
reads
x˜(n) = x1(n)e
j2pi
fIF
fs
n
+ x2(n)e
−j2pi fIF
fs
n
+ α3,inv(x
∗
2(n)x
2
1(n))e
j2pi
3fIF
fs
n
+ α51,inv|x1(n)|2(x∗2(n)x21(n))ej2pi
3fIF
fs
n
+ α52,inv|x2(n)|2(x∗2(n)x21(n))ej2pi
3fIF
fs
n
,
(72)
where the subscript inv in the coefficients is emphasizing the
P th-order inverse based solution. Substituting (72) in (70),
and extracting the third and fifth order IM3+ terms, yields
y˜IM3+(n) = (f1α3,inv + f3)x
∗
2(n)x
2
1(n)
+ (f1α51,inv + 2f3α3,inv + 2f5)|x1(n)|2(x∗2(n)x21(n))
+ (f1α52,inv + 2f3α3,inv + 3f5)|x2(n)|2(x∗2(n)x21(n)).
(73)
From (73), we now can easily obtain the fifth-order inverse
coefficients that null the third and fifth-order terms, yielding
α3,inv = −f3
f1
,
α51,inv = 2
f23
f21
− 2f5
f1
, α52,inv = 2
f23
f21
− 3f5
f1
.
This concludes the derivation.
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Abstract—In this article, a novel decorrelation-based concur-
rent digital predistortion (DPD) solution is proposed for dual-
band transmitters employing a single wideband power amplifier
(PA), and utilizing only a single feedback receiver path. The
proposed decorrelation-based parameter learning solution is both
flexible and simple, and operates in a closed-loop manner,
opposed to the widely-applied indirect learning architecture. The
proposed decorrelation-based learning and DPD processing can
also be effectively applied to more ordinary single carrier/band
transmissions, as well as generalized to more than two transmit
bands. Through a comprehensive analysis covering both the DPD
parameter learning and the main path processing, it is shown that
the complexity of the proposed concurrent DPD is substantially
lower compared to the other state-of-the-art concurrent DPD
methods. Extensive set of simulation and RF measurement
results are also presented, using base-station PAs as well as a
commercial LTE-Advanced mobile PA, to evaluate and validate
the effectiveness of the proposed DPD solution in various real
world scenarios, incorporating both single-band and dual-band
transmitter cases. The simulation and RF measurement results
demonstrate excellent linearization performance of the proposed
concurrent DPD, even outperforming current state-of-the-art
methods, despite the significantly lower complexity.
Index Terms—Adaptive filters, carrier aggregation, concurrent
linearization, digital predistortion, dual band power amplifiers,
frequency division duplexing, nonlinear distortion, spectrally
agile radio, 3GPP LTE-Advanced.
I. INTRODUCTION
SPECTRUM aggregation improves the achievable bit-ratesand the efficiency of the radio spectrum utilization, but
also poses substantial challenges in the transmitter design,
especially in low-cost devices such as mobile terminals and
small-cell base-stations [1]. In order to enhance the power and
cost efficiencies of such wideband transmitters, e.g., carrier
aggregation (CA) transmitters in 3GPP LTE-Advanced, the
component carriers (CCs) should be combined prior to the
power amplifier (PA) [2], in particular in cases where the
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Fig. 1. Illustration of different distortion components created by a nonlinear
PA when excited with a non-contiguous CA signal with two component
carriers. In this LTE-A UL interband CA example, the CCs are at LTE UL
bands 1 and 3. In addition to the EVM and ACLR degradation due to distortion
components at and around the main CCs, the IM3+ spur lies at the own RX
frequencies of Band 1, causing own RX desensitization.
CCs are still relatively close in frequency. However, this
leads to additional unwanted emissions due to inter-modulation
between the CCs, as a result of the PA nonlinearity [3], as
shown in Fig. 1.
Three kinds of unwanted emissions result from the nonlinear
behavior. The first is emitted in-band, right on top of each CC,
thus degrading the in-band error vector magnitude (EVM). The
second kind of emissions are out-of-band (OOB) emissions
which are emitted in the adjacent channels, thus degrading
the adjacent channel leakage ratio (ACLR). The third kind of
unwanted emissions are those emitted in the spurious domain,
beyond the adjacent channel region which can seriously violate
the given spurious emission limits [1], [4]–[6]. Furthermore,
in FDD devices, the generated spurious components can also
overlap with the device’s own receive band, causing receiver
desensitization [1], [7]–[9], as demonstrated in Fig. 1
In the recent literature, there have been some works on
efficient concurrent digital predistortion (DPD) techniques for
CA transmitters that employ only a single PA [3], [10]–[16].
These works assume that the CCs are separated by a relatively
large distance such that the spurious emissions are filtered out
by the transmit RF filter, and hence linearization of only the
main carriers is pursued. The advantage of such concurrent
DPD techniques is the reduced sampling rates of both the DAC
and ADC in the DPD system, compared to conventional full-
band DPD which linearizes the whole aggregated spectrum
at a significantly higher sampling rate. However, most of the
concurrent DPD techniques developed so far are based on the
indirect learning architecture (ILA) when it comes to the DPD
parameter estimation, which requires the observation of both
CCs at the same time in order to compute the post inverse
solution, thus calling for two feedback receivers for proper
DPD operation [3], [10]–[12].
2In this paper, a novel reduced-complexity concurrent DPD
solution with a single feedback receiver is proposed for dual-
band transmitters. The proposed DPD main path processing
is based on modeling and injecting the unwanted emissions
within and around the main CCs into the PA input with
opposite phase, such that the unwanted inband and adjacent
channel emissions are canceled at the PA output. The parame-
ter learning is based on a closed-loop feedback system, instead
of ILA, with a very simple decorrelation-based learning rule,
which aims to minimize the correlation between the nonlinear
distortion observed at the PA output (per CC) and specific
locally generated baseband nonlinear basis functions. This
enables learning the DPD parameters separately for each CC,
utilizing only a single feedback receiver.
There have been some recent research efforts in the existing
literature utilizing only a single feedback receiver for parame-
ter estimation in the concurrent DPD context [14]–[16]. In all
these solutions, however, the PA behavioral model has to be
extracted first and then used in the ILA-based learning. Such
extra step, which significantly adds to the learning complexity,
is not required in the proposed DPD solution. Overall, like will
be shown through detailed complexity comparison, the pro-
posed decorrelation-based DPD learning is substantially less
complex compared to the ILA-based learning, while offering
similar or even slightly enhanced linearization performance.
In general, the decorrelation-based DPD learning was orig-
inally introduced by the authors in [17], [18] for mitigating
the emissions at the spurious intermodulation (IM) sub-bands
only (i.e., IM3, IM5, etc., sub-bands), while not considering
the nonlinear distortion at and around the main carriers.
Consequently, the EVM and ACLR degradations due to PA
nonlinearity were not tackled at all in [17], [18]. The con-
current DPD solution proposed in this article is, in turn,
specifically developed and tailored to mitigate the distortion
at and around the main carriers.
Moreover, the proposed concurrent DPD can be comple-
mented with the spurious domain DPD developed in [17], [18]
to obtain a complete and highly flexible DPD structure which
can target the unwanted emissions at any sub-band, whether
at or around the main CCs or at any spurious domain IM sub-
band, while using only a single feedback observation receiver.
Such complete solution is very flexible in the sense that it
allows for linearizing any sub-bands of choice, based on the
target application and linearization requirements.
An alternative, flexible ILA-based concurrent DPD solution
was also introduced in [19]. However, this solution requires
significant extra processing in order to guide the DPD to
linearize only the targeted sub-band(s). In particular, direct
modeling at the sub-band(s) that we do not eventually seek to
linearize, is required in [19]. Such extra processing step is not
required in the solution proposed in this paper. Furthermore,
in [20], a flexible full-band DPD solution, which optimizes
the DPD coefficients to minimize the nonlinear distortion at
a particular frequency or sub-band, was proposed. However,
like other full-band DPD techniques, it requires very high
sampling rates in the transmitter and feedback receiver when
the carrier spacing between CCs increases. On the other
hand, the proposed solution in this paper does not have such
drawbacks.
The rest of this article is organized as follows: Section
II presents the mathematical modeling of the nonlinear dis-
tortion in a practical dual-band scenario. Stemming from
this nonlinear distortion model, the proposed concurrent DPD
main path processing is formulated. Then, Section III presents
the proposed concurrent DPD parameter learning solution,
building on the closed-loop decorrelation approach. Section
IV then presents an extended decorrelation-based DPD ar-
chitecture where the main component carriers as well as
any other harmful nonlinear distortion products at other sub-
bands are suppressed. A detailed complexity analysis and
comparison with state-of-the-art single feedback concurrent
DPD techniques are then presented in Section V. Sections
VI and VII report comprehensive simulation-based as well
as practical RF measurement results of the proposed DPD
solution, respectively, incorporating both LTE/LTE-Advanced
base-station and user equipment side PAs. Finally, Section VIII
summarizes the main findings of this article.
II. NONLINEARITY MODELING AND PROPOSED DPD
PROCESSING
In this section, the modeling of the nonlinear distortion at
and around the main carriers is performed in a practical case
of non-contiguous carrier aggregation with two component
carriers. The basic processing of the proposed concurrent DPD
is then formulated stemming from that model. In principle,
the proposed DPD can also be generalized to more than two
component carriers. However, we will limit the discussion
in this paper to the two-component carrier scenario for the
sake of presentation compactness. The Parallel Hammerstein
(PH) PA model, with odd-order nonlinearities, is adopted in
all the modeling and DPD developments, since it has been
shown to accurately model the nonlinear behavior of various
classes of real PAs [21]. However, we wish to emphasize that
the proposed concurrent DPD is compatible with other PA
behavioral models as well, e.g., the Volterra model [21].
A. Nonlinear Distortion Modeling around the Main Carriers
We perform the modeling at the composite baseband equiv-
alent level, in which the frequency spacing between the two
component carriers is assumed to be 2fIF . A separate direct
conversion TX chain is assumed per CC, and thus in the
considered TX architecture, there is no IF upconversion, while
the notation fIF simply refers in this manuscript to half the
carrier spacing between the two CCs at RF.
Assuming a P th order PH PA model, with monomial
nonlinearities and FIR branch filters, the composite baseband
equivalent signals at the PA input and output, respectively, read
x(n) = x1(n)e
j2pi
fIF
fs
n + x2(n)e
−j2pi fIFfs n, (1)
y(n) =
P∑
p=1
p, odd
fp,n ? |x(n)|p−1x(n), (2)
where x1(n) and x2(n) denote the baseband component carrier
signals, fp,n denotes the pth order PH branch filter impulse
response, and ? is the convolution operator.
3The baseband equivalent distortion terms at and around the
main CCs can be extracted by the direct substitution of (1) in
(2), which yields
y±(n) =
P∑
p=1
p, odd
f±,p,n ? u±,p(n), (3)
where f±,p,n denote the baseband equivalent impulse re-
sponses corresponding to the wideband PH PA model filters
fp,n, evaluated around x1(n) and x2(n) respectively, and
defined as
f±,p,n = hLPFP,n ? {e∓j2pi
fIF
fs
nfp,n}, (4)
with hLPFP,n denoting an ideal low pass filter with passband
width P times the bandwidth of the wider component carrier.
Meanwhile, u±,p(n) in (3) denote the corresponding pth order
static nonlinear (SNL) basis functions, related to the nonlinear
distortion around x1(n) and x2(n), respectively. Assuming a
ninth-order PA model (i.e., P = 9), the SNL basis functions
representing the nonlinear distortion around the first CC x1(n),
as a concrete example, read
u+,1(n) = x1 (5)
u+,3(n) = x1|x1|2 + 2x1|x2|2 (6)
u+,5(n) = x1|x1|4 + 3x1|x2|4 + 6x1|x1|2|x2|2 (7)
u+,7(n) = x1|x1|6 + 4x1|x2|6 + 12x1|x1|4|x2|2
+ 18x1|x1|2|x2|4 (8)
u+,9(n) = x1|x1|8 + 5x1|x2|8 + 20x1|x1|6|x2|2
+ 40x1|x1|2|x2|6 + 60x1|x1|4|x2|4 (9)
The time index (n) has been excluded from x1(n) and x2(n)
in (5)-(9) only to simplify the presentation. Similarly, the
corresponding basis functions for the second CC x2 (i.e.,
u−,p(n)) can be obtained by interchanging x1 and x2 in
the above expressions. It is worth mentioning that similar
basis function expressions have been developed in [22] but
up to seventh order nonlinearity only. Moreover, in [22] these
basis functions were presented as a simplification of the basis
functions in [10] without assuming a particular PA model with
memory. In this work, we thus show that (5)-(9) represent the
exact basis functions when a PH PA model is assumed. Next,
the behavioral model in (3)-(9) is utilized to formulate the
proposed injection based concurrent DPD concept, specifically
tailored to suppress the distortion at and around the main
carriers.
B. Proposed Concurrent DPD Processing
Since we are mostly concerned with the nonlinear distortion
at and around the main carriers, we first rewrite equation (3)
to separate the linear part from the nonlinear terms as
y±(n) = f±,1,n ? u±,1(n) +
P∑
p=3
p, odd
f±,p,n ? u±,p(n). (10)
The main idea of the proposed concurrent DPD processing is
then to inject an additional low-power cancellation signal, with
similar structure to the nonlinear terms in (10), into the PA
input, such that the nonlinear distortion at and around the main
carriers is mitigated at the PA output. Therefore, we can obtain
an appropriate digital injection signal, to mitigate the nonlinear
distortion terms around x1(n), by adopting the SNL basis
functions u+,p(n), p > 1, in (6)-(9), combined with a proper
bank of DPD filters α+,p,n. Similarly, an additional digital
injection signal can be applied at the PA input to mitigate the
nonlinear distortions around x2(n) by applying another bank
of DPD filters α−,p,n together with the SNL basis functions
u−,p(n). This flexibility in operation is one advantage of the
proposed DPD principle, since it is not necessarily required
in all scenarios to mitigate the distortions around both CCs.
For example, the EVM and/or ACLR requirements can be, in
general, different between the two CCs, and thus only one
of the two CCs might need predistortion. This flexibility can
reduce power consumption, which is especially important for
small devices.
In general, incorporating such concurrent DPD processing
for both main carriers x1(n) and x2(n) with polynomial order
Q, the composite baseband equivalent PA input signal reads
x˜(n) = x(n) +
 Q∑
q=3
q, odd
α∗+,q,n ? u+,q(n)
 ej2pi fIFfs n
+
 Q∑
q=3
q, odd
α∗−,q,n ? u−,q(n)
 e−j2pi fIFfs n (11)
We use (˜.) variables here, and in the continuation, to indicate
DPD processing and the corresponding predistorted signals.
Notice that while the polynomial order Q in (11) is assumed
identical for both CCs, mainly for notational simplicity, it
can easily be set also independently in practice for the two
CCs if, e.g., the linearization performance is to be tailored
in a per CC manner. Furthermore, the achievable mitigation
of the nonlinear distortion around the main carriers depends
directly on the estimation and optimization of the concurrent
DPD filter coefficients α±,q,n. This is addressed in detail
in the next section. It is also to be noted that the linear
basis function in (5) is not used in the proposed DPD, which
reduces the required number of DPD coefficients. Thus, both
the DPD learning and main path complexities are reduced.
The reason for not including (5) is that the primary objective
of the DPD is to mitigate the nonlinear distortions only, while
the linear distortions can be considered part of the overall
communications channel, which is always equalized at the
receiver side. Meanwhile, the concurrent DPD solutions in [3],
[10]–[16] utilize the ILA, which requires using the linear term
for a correct post-inverse estimation.
III. CLOSED-LOOP PARAMETER LEARNING USING THE
DECORRELATION PRINCIPLE
In this section, we build upon the previous nonlinear distor-
tion modeling and the proposed concurrent DPD processing
in order to formulate a highly efficient and computationally
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Fig. 2. Block diagram of the adaptive decorrelation-based concurrent DPD adopting closed-loop learning with a single feedback observation receiver. The
PA distortion is observed in a per-CC manner and the DPD coefficients αq(m) of a given CC are adaptively estimated using the decorrelation-based learning
rule. The orthogonalized basis functions sq representing the nonlinear distortion at the considered CC are filtered with the corresponding DPD coefficients
and then injected at the PA input. This process is iterated, per CC, until the coefficients converge to the desired value at which the correlation between the
PA observation and the basis function samples is minimized.
feasible closed-loop estimation algorithm for learning the
concurrent DPD filter coefficients, based on the decorrelation
principle. We formulate the DPD parameter optimization task
here as minimizing the correlation between the nonlinear
distortion at and around the considered main carrier, and the
basis functions representing the nonlinear distortion.
The DPD learning is performed one carrier at a time, while
utilizing only a single feedback receiver. On one hand, this
requires twice the learning time when compared to the dual
feedback approach. On the other hand, the PA characteristics
usually vary in the order of seconds or tens of seconds [23].
This is much slower than the DPD learning time which is
in the order of milliseconds, as demonstrated in Section VI,
which means that such per-CC learning is well justified.
In order to extract the nonlinear distortion around each
of the main carriers, the useful or linear signal components
have to be properly subtracted from the observations at the
PA output. This requires an estimate of the complex linear
gain of the PA, per CC, which can easily be obtained using
simple linear estimation techniques (e.g., least squares). The
baseband equivalent nonlinear distortion terms, denoted by
e±(n) at the PA output around x1(n) and x2(n), respectively,
can then be calculated as follows
e+(n) = h
LPF
Q,n ? {y(n)e−j2pi
fIF
fs
n}/G1 − x1(n) (12)
e−(n) = hLPFQ,n ? {y(n)ej2pi
fIF
fs
n}/G2 − x2(n), (13)
where G1 and G2 are the estimated complex linear gains of
the PA for x1(n) and x2(n), respectively, while hLPFQ,n denotes
the lowpass filtering impulse response of the feedback receiver
chain with a passband width of Q times the bandwidth of the
wider CC.
The next step is to locally generate the combined basis
functions in (6)-(9) and their delayed replicas, and apply the
decorrelation-based learning principle. As the name indicates,
the learning is based on finding the DPD filter coefficients
α±,q,n in (11) that minimize the correlation between the
extracted nonlinear distortion at the PA output, given in (12)
and (13), and the locally generated basis functions, as also
illustrated in Fig. 2.
In general, the basis functions in (5)-(9) are mutually corre-
lated and thus a basis function orthogonalization procedure is
required in order to have a faster and smoother convergence
of the DPD parameter estimates during the learning process,
as well as better numerical properties for hardware imple-
mentation [24]. In principle, any suitable orthogonalization
procedure can be adopted, e.g., Gram-Schmidt, QR or singular
value decomposition based, or using a lower complexity
iterative orthogonalization algorithm [25]. The orthogonalized
versions of the SNL basis functions u±,q(n) are denoted in
the following by s±,q(n).
Then, assuming a DPD filter memory order of Nq per
each of the new orthogonal basis functions s±,q(n), and an
estimation block size of M samples, we combine all the
samples and the corresponding DPD filter coefficients, within
5processing block m, into the following vectors and matrices:
s±,q(nm) = [s±,q(nm) ... s±,q(nm −Nq)], (14)
S±,q(m) = [s±,q(nm)T ... s±,q(nm +M − 1)T ]T , (15)
S±(m) = [S±,3(m) S±,5(m) ... S±,Q(m)], (16)
α±,q(m) = [α±,q,0(m) α±,q,1(m) ... α±,q,Nq (m)]
T , (17)
α¯±(m) = [α±,3(m)T α±,5(m)T ...α±,Q(m)T ]T , (18)
where nm denotes the index of the first sample within block
m. The block-adaptive decorrelation-based DPD coefficient
update, with learning rate µ, then reads
α¯±(m+ 1) = α¯±(m)− µ [e±(m)HS±(m)]T , (19)
where e±(m) = [e±(nm) ... e±(nm + M − 1)]T and
S±(m) denote the error signal vector and the filter input data
matrix, respectively, all within the processing block m. The
updated DPD coefficients α¯±(m + 1) are then used to filter
the next block of M samples, and the process is iterated
until convergence. The DPD parameter update interval can
be chosen to be L samples, with M ≤ L. This adds more
flexibility to the proposed solution, and allows for tolerating
arbitrarily long loop delays through the proper selection of
M and L. This, in turn, facilitates stable operation under
various hardware and software processing latency constraints,
as demonstrated in [26] in the context of DPD for spurious
emissions mitigation at the IM sub-bands. In general, this
computing-efficient coefficient learning approach has been
observed, in both simulations and RF measurements, to be
stable and to converge reliably assuming that the step-size µ
is chosen properly.
IV. EXTENDED DPD SOLUTION AND FEEDBACK
RECEIVER ASPECTS
A. Decorrelation-based DPD solution for all sub-bands
In this section, an extended decorrelation-based sub-band
DPD solution is presented. It combines the processing de-
veloped in the previous sections for concurrent linearization,
and the authors’ earlier work in [18] for spurious domain
linearization. Such complete sub-band DPD solution has the
capability to suppress nonlinear distortion in non-contiguous
CA/multi-band transmitters in a flexible and efficient manner,
at and around the main carriers as well as in the spurious
domain, using the decorrelation-based learning rule and a
single feedback receiver operating at a lower sample rate. The
leading principle in the parameter learning is to minimize the
correlation between the distortion at the main CCs, and/or
at any of the IM sub-bands, and specific low-rate baseband
SNL basis functions representing the nonlinear distortion at
the corresponding sub-bands. The SNL basis functions rep-
resenting the nonlinear distortion at the IM sub-bands were
already derived in [18], and are denoted by ub±,q(n), where
b = 3, 5, ..., B is the sub-band index (i.e., b = 3 for the IM3
sub-bands, b = 5 for the IM5 sub-bands, etc.).
Incorporating now the sub-band DPD processing with DPD
polynomial order Q, and aggregating at the same time the
linearization processing at all sub-bands simultaneously, the
composite baseband equivalent PA input signal, assuming that
Q ≥ B, reads then
x˜(n) = x(n)+
 Q∑
q=3
q, odd
α∗+,q,n ? s+,q(n)
 ej2pi fIFfs n
+
 Q∑
q=3
q, odd
α∗−,q,n ? s−,q(n)
 e−j2pi fIFfs n
+
B∑
b=3
b, odd
 Q∑
q=b
q, odd
α∗b+,q,n ? sb+,q(n)
 ej2pi b×fIFfs n
+
B∑
b=3
b, odd
 Q∑
q=b
q, odd
α∗b−,q,n ? sb−,q(n)
 e−j2pi b×fIFfs n
(20)
where sb±,q(n) are the qth order orthogonalized versions of
the SNL basis functions ub±,q(n) at the bth sub-band, and
αb±,q,n are the corresponding DPD filters to be estimated
using the block-adaptive learning solution which will be de-
scribed next. Notice that, in (20), for notational simplicity, the
DPD orders at different sub-bands are assumed to be identical,
while in reality they can easily be set independently based on
the corresponding linearization requirements.
The block-adaptive decorrelation-based DPD coefficient up-
date for the bth sub-band reads
α¯b±(m+ 1) = α¯b±(m)− µ [eb±(m)HSb±(m)]T , (21)
where Sb±(m) and α¯b±(m) are defined as in (16) and (18),
using the orthogonalized basis functions corresponding to
the bth sub-band. The error signal vector is denoted by
eb±(m) = [eb±(nm) ... eb±(nm + M − 1)]T . For b = 1,
e±(n) are defined in (12) and (13), while for the IM sub-
bands b = 3, 5, ..., B, eb±(n) = y˜IMb±(n), which denotes the
baseband equivalents of the PA output at the bth sub-bands,
with the corresponding sub-band DPD processing included
adopting the current coefficients, α¯b±(n). In other words, at
the actual IM sub-bands, the error signal in the learning is
directly the observed PA output since the ideal linear signal
term is, by definition, zero.
Thus, as we can see from (21), the DPD learning for all the
sub-bands including the main carriers is adopting the simple
decorrelation principle. And since the learning is done one
sub-band at a time, a single computing engine or correlator
can be reused in the actual hardware implementation for the
different sub-bands. This learning scheme thus provides a
very simple, cost-effective, and high performance solution,
as will also be demonstrated through the simulations and RF
measurement results in Sections VI and VII, respectively.
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DPD MAIN PATH PROCESSING COMPUTATIONAL COMPLEXITY COMPARISON. THE OVERSAMPLING FACTOR R = Q WITHOUT FILTERED BASIS
FUNCTIONS, AND R < Q WITH FILTERED BASIS FUNCTIONS.
BF generation BF extra filtering, if R < Q DPD main path processing Minimum processing
(FLOP/sample) (FLOP/sample) (FLOP/sample) sample rate (Msps)
1-Full-band DPD Q + 2
∑Q
q=3
[4Nb + 2]R/q (Q + 1)(4N + 3) R(W1 + W2 + ∆f)
2-[10] 6 + 4
∑Q
q=3
q 2
∑Q
q=3
[4Nb + 2]R/q 2(Q + 1)(4N + 3) R×max(W1,W2)
3-[14], [15] 6 + 4
∑Q
q=3
q 2
∑Q
q=3
[4Nb + 2]R/q 2(Q + 1)(4N + 3) R×max(W1,W2)
4-[16] Q + 2 2
∑Q
q=3
[4Nb + 2]R/q (Q + 1)(4N + 3) + 2(5Ns + 6) R(W1 + W2)
5-This work 6 + 4
∑Q
q=3
q 2
∑Q
q=3
[4Nb + 2]R/q 2(Q− 1)(4N + 3) R×max(W1,W2)
TABLE II
DPD LEARNING COMPLEXITY COMPARISON.
PA estimation BF generation DPD estimation Minimum learning
(FLOP/M samples) (FLOP/KM samples) (FLOP/KM samples) sample rate (Msps)
1-Full-band DPD 0 KM [Q + 2] 4K[(M + (Q + 1)(N + 1)/6) R(W1 + W2 + ∆f)
One feedback RX ×(Q + 1)2(N + 1)2/4]
2-[10] 0 KM [6 + 4
∑Q
q=3
q] 4K[(M + (Q + 1)(N + 1)/3) R×max(W1,W2)
Two feedback RXs ×(Q + 1)2(N + 1)2]
3-[14], [15] 4[(M + (Q + 1)(N + 1)/3) KM [6 + 4
∑Q
q=3
q] 4K[(M + (Q + 1)(N + 1)/3) R×max(W1,W2)
One feedback RX ×(Q + 1)2(N + 1)2]+ ×(Q + 1)2(N + 1)2]
8M(Q + 1)(N + 1) − 2M
4-[16] 4[(M + (Q + 1)(N + 1)/6) KM [Q + 2] 4K[(M + (Q + 1)(N + 1)/6) R(W1 + W2)
One feedback RX ×(Q + 1)2(N + 1)2/4]+ ×(Q + 1)2(N + 1)2/4]
4M(Q + 1)(N + 1) − 2M
5-This work 16M − 4 0 4K[(2M + 1)(Q− 1)(N + 1) −M ] R×max(W1,W2)
One feedback RX
B. Decorrelation-based DPD Solution for Single CC/Band
Scenarios
The same decorrelation-based DPD learning algorithm can
be used, not only in the earlier considered dual carrier/band
scenarios, but also in more classical single CC/band trans-
mitters. This can be achieved by simply setting x2(n) = 0
in (6)-(9), and thus x1(n) becomes the main/only carrier of
interest. The decorrelation-based learning can then minimize
the correlation between the single CC -based basis functions
and the nonlinear distortion around the main carrier x1(n)
using the same learning rule as explained earlier, while setting
fIF = 0. This single CC mode of operation can also be
used when the carrier spacing between the two CCs gets
narrower, by interpreting the composite baseband signal as one
arbitrary baseband waveform centered at zero frequency. This
approach naturally assumes that the sample rate for processing
the composite signal as a whole is still feasible, implying
then also that all sub-bands are processed and linearized
simultaneously. This further emphasizes the flexibility of the
proposed DPD solution for different transmission scenarios
and system aspects. In this context, it is also worth mentioning
that the work in [27] proposes a concurrent DPD for scenarios
in which the CCs are narrowly spaced. This approach uses
a multiple-input multiple-output Volterra DPD structure with
filtered basis functions, thus reducing the sample rates required
by the DAC and ADC in the DPD system.
C. DPD Feedback Receiver Aspects
In order to further reduce the complexity of the proposed
DPD with Qth order DPD processing, a narrower BW feed-
back receiver can be used even when higher-order nonlineari-
ties are included in the estimation and linearization processing.
In other words, the feedback receiver sample rate of a Qth
order DPD can be chosen to be R times the BW of the wider
linearized CC, where R < Q. As an example, in a dual carrier
scenario, if the BW of each CC is 20 MHz, and a ninth-order
(Q = 9) concurrent DPD is adopted, the observed PA output
can be filtered such that only, e.g., 60 MHz is captured per
CC (i.e., R = 3), instead of 9 × 20 = 180 MHz. This can
further reduce the complexity of the feedback receiver in the
proposed DPD architecture, in particular the feedback ADC,
while still providing very good linearization performance, as
will be shown in the RF measurement examples. Similarly, in
the DPD main path processing, the SNL basis functions can be
filtered to reduce the DPD sample rate and thus complexity, as
will be described in more details in Section V. A similar idea,
based on filtering the DPD basis functions, was also proposed
in [28] as a way of reducing the DPD complexity in ordinary
ILA-based DPD learning architectures.
V. COMPLEXITY ANALYSIS AND COMPARISON AGAINST
STATE-OF-THE-ART
This section presents a detailed quantitative comparison
between the complexities of the single feedback concurrent
DPD proposed in this article, and the existing state-of-the-art
single feedback concurrent DPDs in [14]–[16]. The complex-
ities of the dual feedback concurrent DPD, as in [10], and
the classical full-band DPD are also presented for reference.
The number of floating point operations (FLOP) is used to
7quantify the complexity of each DPD technique [21]. More-
over, both the DPD main path processing complexity and the
parameter learning complexity are considered in the analysis
and comparisons, as shown in Tables I and II, respectively. To
the best of the authors’ knowledge, this is the first time that
such a comprehensive complexity analysis of the state-of-the-
art single feedback concurrent DPD techniques is reported in
the literature.
The following assumptions are made in all of the considered
DPD techniques in order to ensure a fair comparison:
• A dual carrier scenario is considered, and the DPD is
linearizing both CCs. A separate analog TX chain for
each CC and a shared PA are assumed for generating the
dual-carrier RF signal.
• In principle, any suitable nonlinear model can be used.
However, for fairness of comparison, the basis functions
derived in this work stemming from the PH PA model,
in (5)-(9), are used in all the considered concurrent DPD
techniques.
• A suitable orthogonalization processing is applied to
the basis functions in all the considered techniques for
better numerical properties and stability in the DPD
parameter estimation [29], [30]. The complexity of the
orthogonalization process is identical in all cases and is
thus excluded in the analysis.
• Proper synchronization is required between the PA output
observation and the baseband basis function samples in
all methods, and thus the synchronization complexity
is also excluded from the comparison. However, it is
worth mentioning that some extra effort is required for
synchronization in the methods proposed in [14], [15]
when compared to the other considered methods, as
explained in [14].
The notations used in the complexity analysis are consistent
with the notations throughout the paper, along with some
additional symbols that are all summarized here: Q denotes
the DPD nonlinearity order. N denotes the DPD filter memory
order, where it is assumed that each qth order DPD filter
α±,q,n has N + 1 memory taps, for simplicity. M denotes the
estimation block size in both the block-adaptive filtering used
in this work, as well as the block LS estimation. K denotes
the number of block-adaptive iterations in this work, as well
as the number of ILA iterations in ILA-based DPD learning.
W1, W2, denote the bandwidths of the first and second CCs
respectively, while the carrier spacing is denoted with ∆f .
Finally, Ns denotes the memory depth of the filters used in
[16] for carrier separation and relocation before transmitting
each CC on separate TX chains. These filters are assumed to
be FIR filters with symmetrical coefficients.
In case of applying additional filtering to the basis functions
(BFs) to reduce the DPD processing sample rate, as explained
in Section IV-C, the symbol R denotes the amount of over-
sampling applied in the basis functions generation compared
to the original CC bandwidths W1 and W2. In the normal
scenario without filtered BFs, this oversampling factor R = Q,
otherwise R < Q. Nb denotes the memory depth of the
BF bandlimitation filter used for filtering the basis functions,
which is assumed to be a computationally efficient polyphase
FIR decimator structure [31].
The results of the complexity analysis are presented in
Tables I and II, with the main findings being the following:
• The DPD main path processing complexity of the solution
developed in this work is lower than in any of the other
techniques. This is because the proposed DPD solution
does not require processing of the linear basis function,
opposed to all other methods, as explained in Section II.
This is reflected on the third column of Table I.
• When compared to the single feedback concurrent DPD
in [16], the proposed DPD has significantly lower main
path complexity, despite having greater basis function
generation complexity. In [16], a single DPD is used
for both CCs, resulting in a higher DPD sample rate.
Moreover, two carrier separation and relocation filters
are required in [16] to transmit the aggregated carriers
on separate TX chains, thus adding to the overall DPD
running complexity. These aspects are reflected on the
first, third, and fourth columns of Table I.
• The single feedback concurrent DPDs in [14]–[16] re-
quire PA direct model extraction, which significantly adds
to the DPD learning complexity. On the other hand, in this
work only the linear gain of the PA is required, implying
substantially lower complexity. This is reflected on the
first column of Table II.
• The same basis function samples used in the DPD main
path processing can be reused in the decorrelation-based
DPD learning in this work, as illustrated in Fig. 2. This is
not possible in the other DPD solutions due to the nature
of the ILA-based learning which requires a post-inverse
estimation whose basis functions are generated from the
PA output samples. This is an important difference and
is reflected on the second column of Table II.
• DPD parameter estimation developed in this work is
significantly less complex than the other methods, which
are all ILA-based. This is reflected on the third column
of Table II.
Concrete numerical examples of the overall main path
processing complexity, in terms of FLOP per second, as well
as the learning complexity in terms of FLOP per learning
procedure, will be provided in the next section, together with
the corresponding linearization performance results.
VI. SIMULATION RESULTS
In this section, practical carrier aggregation based simu-
lation studies, using a real PA model, are reported in order
to quantitatively compare the complexity and performance of
the proposed decorrelation-based concurrent DPD and state-
of-the-art concurrent DPD methods mentioned in Section V.
Both the inband waveform purity and the adjacent channel
leakage due to spectral regrowth are quantified using the well-
known EVM and ACLR metrics. [4], [32].
The considered dual carrier example is shown in Fig. 3 with
two 10 MHz OFDM carriers and 100 MHz carrier spacing. A
ninth-order PH PA model is used whose parameters have been
identified using RF measurements with a true mobile PA trans-
mitting at +22 dBm. This mobile PA has 29 dB gain, and +31
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COMPLEXITY AND PERFORMANCE COMPARISON WITH STATE-OF-THE-ART CONCURRENT DPD METHODS
Overall DPD complexity DPD performance of CC1
Main path processing Overall learning DPD sample Num. of Num. of EVM ACLR
(GFLOP/s) complexity (MFLOP) rate (Msps) est. samples fb. RXs (%) L / R (dBc)
Without DPD 0 0 N/A N/A N/A 4.01 35.52 / 36.19
1-Full-band DPD 238.59 108.6 990 30k 1 0.52 53.91 / 51.86
2-[10] 28.98 114 90 30k (per CC) 2 0.53 53.45 / 51.53
3-[14], [15] 28.98 152.4 90 40k (per CC) 1 0.53 53.45 / 51.53
4-[16] 113.94 146.4 180 40k (per CC) 1 0.52 53.00 / 51.55
5-This work 25.02 18.96 90 100k (per CC) 1 0.53 53.87 / 51.64
-80 -60 -40 -20 0 20 40 60 80
-80
-70
-60
-50
-40
-30
-20
-10
0
Fig. 3. Normalized PA output spectra of a concurrent noncontiguous intraband
CA transmitter with two 10 MHz OFDM carriers with 100 MHz spacing,
and 16-QAM subcarrier modulation. The PAPR is 12.5 dB. A ninth-order
PH model is used. The PA parameters have been identified using RF
measurements with a true mobile PA transmitting at +22 dBm.
dBm 1 dB compression point. The adopted parameterizations
of the different DPD solutions are as follows: The estimation
block size M = 10k samples, and the DPD nonlinearity order
Q = 9 in all the considered DPD methods. The number of
block-adaptive iterations K = 10 in the proposed DPD, while
the number of ILA iterations K = 3 in all the other considered
DPD methods. In [10], [14], [15] and in the proposed DPD,
the DPD memory order N = 2 per CC. Meanwhile, in [16]
and in the full-band DPD the two CCs are predistorted with a
single DPD, and thus a higher DPD memory order N = 5 is
used. No filtering of the basis functions is performed in this
comparison (i.e., Nb = 0). Additionally, in [16], Ns = 50.
All the considered DPD methods have almost the same
linearization performance as shown in Fig. 3 and in Table III.
However, the complexity is clearly in favor of the proposed
concurrent DPD solution, showing a notable advantage in both
the DPD main path processing complexity and learning com-
plexity. The main path complexity is measured in GFLOP per
second (GFLOP/s), while the learning complexity is measured
in terms of the overall number of FLOP used in the learning
process. The main findings of the complexity comparison in
Table III can be summarized as follows: (i) The proposed DPD
has clearly the lowest main path complexity in GFLOP/s. (ii)
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Fig. 4. Example convergence of the first memory taps, per basis function,
of the ninth-order decorrelation-based CC1 DPD using a single realization of
two 10 MHz OFDM carriers with 100 MHz spacing, and 16-QAM subcarrier
modulation. A single learning block corresponds to 0.1 ms in real-time. The
ninth-order PA parameters have been identified using RF measurements with
a true mobile PA transmitting at +22 dBm.
The number of samples used for DPD coefficients estimation is
higher in the proposed DPD compared to the other considered
DPD methods, which implies longer learning time. However,
the time required for obtaining the correct DPD coefficients,
per CC, in the proposed DPD is roughly 0.5 ms which is still
very fast compared to the rate of change that can occur in the
PA behavior [23], as shown in Fig. 4 for CC1 DPD coeffi-
cients. (iii) The overall learning complexity of the proposed
DPD is significantly lower than all the other considered DPD
methods despite using somewhat more samples.
VII. RF MEASUREMENT RESULTS
In this section, we provide results of comprehensive RF
measurements using three commercially available power am-
plifiers, shown in Fig. 5. The first is an LTE-A band 1 base
station (BS) PA, and the second is a general purpose wideband
PA, suitable for interband CA. The third is an LTE-A band
25 user equipment (UE) PA. The RF measurement examples
quantify and demonstrate the performance of the proposed
decorrelation-based DPD solution, while other state-of-the-
art DPD methods, which are based on the ILA principle for
learning, are also implemented for reference.
9(a) Photo of the RF measurement setup
Host-processor based processing:
 Generate baseband I/Q samples for both CCs. 
 Transfer block of samples for I/Q modulation and RF upconversion.
 Extract received block of samples after RF downconversion and I/Q 
demodulation.
 Estimate DPD parameters using block-adaptive estimation processing.
 Final evaluation of signal PSD with/without DPD using the NI VST.

Combiner
Out
TX1
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TX2
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Obs RX
RF In
Analog Devices Dual RF Transmitter 
with Observation Receiver
Power
Amplifier
Pout – 28 dB
Variable 
Attenuator
(b) Block diagram of the RF measurement setup
(c) LTE-A DL Band 1 (2110 MHz - 2170
MHz) basestation microwave PA
(d) Wideband microwave PA (10 MHz - 4200
MHz) suitable for LTE-A interband CA
(e) LTE-A UL Band 25 (1850 MHz - 1915
MHz) UE microwave PA
Fig. 5. Hardware setup used in the RF measurements for testing and evaluating the proposed decorrelation-based concurrent DPD. The three RF power
amplifiers used in the measurements are also shown.
A. RF Measurement Setup
The RF measurement setup is shown in Fig. 5. The Analog
Devices evaluation board AD9368-2 has two RF transmitters,
each with 250 MHz instantaneous bandwidth, that are used
for implementing CA transmission scenarios. The board is
also equipped with an observation receiver with 200 MHz
instantaneous bandwidth, which is used as the DPD feedback
receiver. The board is then connected to a host processor,
which implements the baseband signal processing necessary
for DPD, as well as the basic baseband waveform processing
for the CCs. The digital baseband waveforms of the component
carriers are divided into blocks of size M = 10k samples
each, which are first generated locally on the host processor,
and then transferred to the evaluation board to perform RF
I/Q modulation at the desired power level at the PA input.
In the noncontiguous CA scenarios, the RF outputs of the
two TX chains are combined using an RF combiner, and then
connected to the input port of the external power amplifier. The
PA output is then extracted via a directional coupler with 28
dB attenuation, and fed to the input of the evaluation board
observation receiver, as illustrated also in Fig. 5. An extra
variable attenuator is used to adjust the signal power at the
directional coupler output to a level suitable for the observation
receiver input. The observation receiver performs RF I/Q
demodulation to bring the signal back to baseband, which
is then used for the DPD learning. In all our measurement
examples, the linear gain of the overall RF path, including the
external PA and the attenuator, is estimated using block LS in
order to be able to extract the nonlinear distortion at the PA
output.
The DPD parameters used in the RF measurements are
defined as follows: The estimation block size M = 10k
samples, and the DPD nonlinearity order Q = 9 in all
the considered DPD methods. The number of block-adaptive
iterations K = 10 in the proposed DPD solution, while the
number of ILA iterations is K = 3 in all the other considered
ILA-based reference DPD methods. In [10], [14], [15] and in
the proposed DPD, the DPD memory order N = 1 per CC
(i.e., two taps per basis function). In case a full-band DPD is
used to linearize the two aggregated CCs, the DPD memory
order N = 3 (i.e., four taps per basis function).
B. Base Station Measurements
Three different LTE-A RF measurement scenarios are pre-
sented in this section. The first, is a contiguous intraband CA
scenario, the second is a noncontiguous intraband CA scenario,
while the third is an interband CA scenario. In the first two
scenarios, a commercial LTE-A Band 1 (2110-2170 MHz) BS
PA is used, shown in Fig. 5(c). The freescale BS PA (model
no. MD7IC2250GN) is a Doherty PA with 31 dB gain, and
+47 dBm 1 dB compression point. A driver amplifier is used
before the Doherty PA with 14 dB gain and +25 dBm 1 dB
compression point. In the third scenario, a general-purpose
wideband PA with 40 dB gain, and +28 dBm 1 dB compression
point is used, as shown in Fig. 5(d). This PA (model no. ZHL-
10
2080 2100 2120 2140 2160 2180 2200
-50
-40
-30
-20
-10
0
Fig. 6. An RF measurement example at LTE DL Band 1 (2110-2170 MHz)
showing the normalized PA output spectra of a contiguous intraband CA
transmitter with two 20 MHz OFDM carriers. 16-QAM subcarrier modulation
is used per CC. Spectral regrowth and EVM are reduced when using the
proposed decorrelation-based DPD with a real commercial base station PA
operating at +36 dBm output power.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
(a) AM AM response
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
(b) AM PM response
Fig. 7. AM/AM and AM/PM responses of the LTE-A DL Doherty BS PA
with (black) and without (gray) the proposed DPD at +36 dBm output power.
4240) is suitable for interband CA, and can, in principle, be
adopted, e.g., in femto-cell access points.
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Fig. 8. An RF measurement example at LTE DL Band 1 (2110-2170 MHz)
showing the normalized PA output spectra of a concurrent noncontiguous
intraband CA transmitter with two 10 MHz OFDM carriers. The CC spacing
is 30 MHz, and 16-QAM subcarrier modulation is used. Spectral regrowth and
EVM are reduced when using the proposed decorrelation-based concurrent
DPD with a real commercial base station PA operating at +34 dBm TX power.
1) Contiguous Intraband CA Scenario: An LTE-A Band
1 contiguous intraband CA scenario with two 20 MHz CCs
is studied, in which the two aggregated CCs are interpreted
as one CC (i.e, CC1), as explained in Section IV-B. The
aggregated signal is transmitted via one RF transmitter (TX)
chain of the AD evaluation board, and thus no RF combiner
is used in this scenario. The block-adaptive DPD processing
is implemented on a host processor, using the full-band
baseband I/Q samples from the observation receiver, with 200
MHz observation BW. Iterative clipping and filtering -based
PAPR reduction is applied to the composite transmit signal
in this scenario [33]. The classical ILA-based DPD is also
implemented for reference, and compared to the proposed
DPD in Fig. 6, with Table IV showing the corresponding
ACLR and EVM results. As is obvious, the proposed DPD
solution and the existing ILA-based DPD are both providing
very similar performance, despite the substantial difference in
the computing complexity in favor of the proposed solution, as
already demonstrated in Section V. Fig. 7 shows the AM/AM
and AM/PM responses of the PA with the proposed DPD
(black), and without DPD (gray), in this scenario, measured
at +36 dBm average output power.
2) Noncontiguous Intraband CA Scenario: An LTE-A
Band 1 noncontiguous intraband CA scenario, with two 10
MHz CCs and 30 MHz carrier spacing, is studied next. Each
CC is transmitted via a separate RF chain in this scenario, and
an RF combiner is then used to combine the two CCs at the
PA input, as also illustrated in Fig. 5. 30 MHz observation
BW is used per CC in the proposed DPD learning, which is
done sequentially, one CC at a time in this example, unlike in
the previous contiguous scenario where the whole aggregated
signal was used for learning. The final DPD coefficients
after convergence are then applied on each CC before being
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TABLE IV
BS RF MEASUREMENT SCENARIOS AND OBTAINED RESULTS
Scenario DPD Type EVM ACLR L / R of CC1 ACLR L / R of CC2 TX Power PAPR
[%] (dBc) (dBc) (dBm) (dB)
Contiguous Intraband CA
No DPD 5.65 30.89 / 31.56 N/A +36 8.8
ILA DPD 1.97 46.87 / 49.66 N/A +36 8.8
This work 2.04 46.95 / 50.12 N/A +36 8.8
Noncontiguous Intraband CA
No DPD 5.54 36.60 / 36.63 36.41 / 36.36 +34 9.87
ILA DPD 1.85 49.85 / 48.72 49.99 / 49.85 +34 9.87
This work 1.93 49.89 / 49.33 49.98 / 49.87 +34 9.87
Noncontiguous Interband CA
No DPD 3.92 35.47 / 36.08 36.36 / 35.95 +23 9.94
[10] 1.24 48.05 / 48.10 48.16 / 48.12 +22 9.94
[14], [15] 1.25 48.05 / 48.09 48.15 / 48.12 +22 9.94
This work 1.28 50.07 / 49.95 49.13 / 49.08 +23 9.94
transmitted via the corresponding TX chains. Iterative clipping
and filtering -based PAPR reduction is applied to each CC
separately in this scenario. The classical full-band ILA-based
DPD is also implemented for reference, with block LS based
parameter learning per ILA iteration, and compared to the
proposed concurrent DPD in Fig. 8, with Table IV showing
the corresponding ACLR and EVM results. The linearization
performance numbers are again very similar despite the pro-
posed concurrent DPD being significantly less complex than
the full-band ILA-based DPD, as analyzed already in Section
V.
3) Interband CA Scenario: For further demonstration and
proof-of-concept of the proposed concurrent DPD, a true in-
terband CA scenario is addressed next. The setup is otherwise
similar to the previous setup related to the noncontiguous
intraband CA scenario, but, in this case, the two aggregated
CCs are located at Band 2 (1930-1990 MHz), and Band 4
(2110-2155 MHz), respectively, which is a practical LTE-A
interband CA scenario [34]. Furthermore, the general purpose
wideband PA is used. Iterative clipping and filtering -based
PAPR reduction is again applied to each CC separately. The
performance of the proposed single feedback concurrent DPD
is compared against two different concurrent DPD techniques:
the first is the classical concurrent DPD reported in [10] with
two feedback receivers, and the second is the single feedback
concurrent DPD developed in [14], [15].
Fig. 9 shows the normalized spectra at the PA output
without DPD and with the three considered concurrent DPD
techniques, at +23 dBm PA output power. An extra 1 dB
backoff is applied in the concurrent DPDs in [10], [14], [15]
for proper operation, however, such backoff is not required for
the proposed DPD which does not use the ILA principle for
learning. The results in Fig. 9 and Table IV again demonstrate
very good linearization performance of the proposed concur-
rent DPD solution, which is even slightly better than the other
concurrent DPDs, despite its reduced complexity, as explained
in Section V. The same assumptions that were made in Section
V are assumed here as well for a fair comparison among the
considered concurrent DPD techniques.
C. UE Measurements
Two different LTE-A UE RF measurement scenarios are
presented in this section. The first corresponds to 3GPP LTE-
A multicluster transmission scenario [4], while the second is
a noncontiguous intraband CA scenario where only one of
the CCs and one of the IM3 spurs are being linearized, thus
demonstrating the flexibility of the proposed DPD. The power
amplifier adopted in the UE RF measurements (model no.
ACPM-5002-TR1) is designed for LTE-A UL Band 25 (1850-
1915 MHz), with 29 dB gain, and +31 dBm 1 dB compression
point, as shown in Fig. 5(e).
1) Multicluster Scenario: Fig. 10 demonstrates an RF
measurement example corresponding to 3GPP LTE-Advanced
multicluster transmission scenario, where the mobile device is
accessing a single SC-FDMA based 20 MHz LTE UL carrier
with non-contiguous physical resource block (PRB) allocation
inside the carrier. The figure shows the normalized spectra at
the PA output, with and without the proposed DPD, operating
at +24 dBm TX power. A single full-band decorrelation-based
DPD is used, in this scenario, to linearize the overall signal
composed of the two clusters, with 5 MHz and 10 MHz
bandwidths and 5 MHz cluster separation. Iterative clipping
and filtering based PAPR reduction is applied to the composite
transmit signal. ILA based DPD is also implemented and
compared to the proposed DPD in Table V, in terms of the
ACLR and EVM, demonstrating similar performance between
them.
2) Noncontiguous Intraband CA Scenario: Fig. 11 repre-
sents a scenario where also the negative IM3 sub-band is
emitted inband (not suppressed by the TX/antenna filter), while
the positive IM3 sub-band is out-of-band and can thus be
easily filtered by the TX filter. The two SC-FDMA based UL
component carriers in this example have 10 MHz and 5 MHz
bandwidths, where the 10 MHz CC uses QPSK data modu-
lation, while the 5 MHz CC uses 64QAM data modulation,
and is thus much more sensitive to EVM degradation. In this
example, the DPD is therefore deliberately configured to lin-
earize only the 5 MHz component carrier and the negative IM3
sub-band, which is emitted inband, to demonstrate the great
processing and linearization flexibility. 25 MHz observation
BW is used in the proposed DPD learning, such that the DPD
coefficients to linearize CC2 and the negative IM3 sub-band
are learned sequentially. Iterative clipping and filtering based
PAPR reduction is applied to the ideal transmit signal. Table
V shows the ACLR, EVM and IM3 spur suppression results
in this scenario, evidencing again very high-performance lin-
earization. Notice that the IM spur at the negative IM3 sub-
band is also suppressed by around 20 dB through the DPD
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Fig. 9. A practical LTE-A DL interband CA RF measurement example showing the normalized PA output spectra with and without DPD using a real
commercial wideband PA operating at +23 dBm output power. The OFDM CCs are 10 MHz each and transmitted at LTE-A DL bands 2 (1930-1990 MHz)
and 4 (2110-2155 MHz) respectively, with 160 MHz CC spacing. 16-QAM subcarrier modulation is used per CC. Spectral regrowth and EVM are reduced
when using the proposed decorrelation-based concurrent DPD, which slightly outperforms the concurrent DPDs in [10], [14], [15].
TABLE V
UE RF MEASUREMENT SCENARIOS AND OBTAINED RESULTS
TX Power = +24 dBm DPD Type EVM ACLR L / R of CC1 ACLR L / R of CC2 IM3- spur PAPR
Scenario [%] (dBc) (dBc) supression (dB) (dB)
Multicluster
No DPD 4.39 32.04 / 34.23 N/A N/A 8.65
ILA DPD 0.71 45.98 / 47.31 N/A N/A 8.65
This work 0.79 46.28 / 47.28 N/A N/A 8.65
Noncontiguous Intraband No DPD 3.68 N/A 33.43 / 33.95 0 8.18
CA This work 0.73 N/A 50.26 / 50.47 20 8.18
processing, taking it below the general spurious emission limit
of -30 dBm/1MHz measurement bandwidth that all RF devices
must obey [35].
D. Discussion and Future Work
In this section, we shortly point towards some future work
items in the context of the proposed concurrent DPD solution.
Despite the fact that the proposed solution is already offering
excellent linearization performance at substantially reduced
complexity compared to other state-of-the-art concurrent DPD
methods, as demonstrated through extensive simulations and
RF measurements, there is potentially some room for further
improvements.
The fact that the learning of the DPD coefficients for the
two CCs is done sequentially can, in principle, cause some
inter-dependence between the optimal coefficients of the DPD
stages of CC1 and CC2, in particular if the PA is very deep in
saturation. Specifically, in very deep saturation, and assuming
that the DPD coefficients of CC1 are learned first, then
activating the DPD unit of CC2 may cause slight degradation
of the linearization of CC1. We hypothesize that then iterating
shortly the learning between the CCs can reduce this mutual
effect while reaching an improved linearization performance
for the CCs. On the other hand, this may require somewhat
more learning samples in the overall learning procedure. In
the context of the described learning rules, these iterations
between the CCs can basically be adopted at the level of the
learning block m or then between the K learning blocks of
individual CCs, assuming that the observation receiver center-
frequency can be adjusted accordingly.
We also wish to acknowledge that it is basically also possi-
ble to perform the learning for the two CCs in parallel, instead
of sequentially, while still using only a single narrowband
observation receiver. However, this will require storing the
PA observation samples and basis function samples of one
of the two CCs in memory in order to allow learning the
DPD coefficients for CC1 and CC2 simultaneously. With
such parallel learning, however, the actual parameter learning
algorithms are to be re-designed. This is one interesting topic
for our future work.
Another interesting point for future work is extending the
proposed concurrent DPD to support transmitting more than
two component carriers. The decorrelation-based learning, as
such, can support any number of bands or CCs, but the
basis functions for scenarios with more than two CCs will
be different. In this context, it is worth mentioning that a
concurrent DPD solution for tri-band CA scenarios has been
developed in [36]. The mathematical expressions representing
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Fig. 10. An RF measurement example at LTE UL band 25 (1850-1915 MHz)
showing the normalized spectra of a multicluster 20 MHz SC-FDMA signal
with 16-QAM data modulation at 1880 MHz. Spectral regrowth and EVM
are reduced when using the proposed decorrelation-based DPD with a real
commercial mobile PA operating at +24 dBm output power. ILA based DPD
is also implemented and shown for reference.
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Fig. 11. An RF measurement example at LTE UL band 25 (1850-1915 MHz)
showing the normalized PA output spectra of a concurrent noncontiguous
intraband CA transmitter with 10 MHz and 5 MHz SC-FDMA component
carriers, using QPSK and 64-QAM data modulation respectively. Nonlinear
distortion at and around the 5 MHz CC as well as at the IM3- sub-band
are reduced when using the proposed decorrelation-based DPD with a real
commercial mobile PA operating at +24 dBm output power.
the nonlinear distortion components are derived in [36] from a
pruned Volterra model, while the DPD learning is based on the
classical indirect learning architecture. Finally, extending the
developed concurrent DPD structure and parameter learning
principles to account also for I/Q modulators’ impairments,
e.g., through augmented sets of basis functions, like was done
in [37] in more ordinary single-band transmitter context, is
one interesting and important future study topic.
VIII. CONCLUSIONS
In this article, a novel decorrelation-based concurrent digital
predistortion (DPD) solution was proposed for suppressing
nonlinear distortion in dual carrier transmitters where a single
power amplifier (PA) is used to amplify both carriers. The
proposed solution adopts only a single narrowband feedback
path, opposed to many earlier concurrent DPD solutions which
commonly require a separate feedback path per carrier, such
that closed-loop decorrelation based parameter learning is car-
ried out in a per carrier or per band manner. The decorrelation-
based closed-loop learning and linearization were also shown
to be fully applicable in more classical single carrier or single
band transmitters. Furthermore, a flexible overall linearization
architecture was introduced where the concurrent linearization
at and around the main carriers was complemented with ad-
ditional predistortion branches to suppress spurious emissions
more far away from the main carriers. The combined solution
offers great flexibility in mitigating and suppressing nonlinear
distortion at any desired sub-band(s), while still using a
single feedback receiver. The linearization performance was
evaluated in a comprehensive manner using both simulations
and actual RF measurements, incorporating both UE side and
BS side LTE/LTE-Advanced power amplifiers and different
contiguous and non-contiguous transmission scenarios. All
experiments demonstrated excellent linearization performance,
despite the very simple processing and substantially lower
hardware and computing complexities compared to existing
solutions.
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Abstract—In this article, we present a novel digital predis-
tortion (DPD) solution based on a direct learning approach,
which is capable of reducing the unwanted emissions resulting
from the power amplifier (PA) at any pre-specified frequency
located in the transmitter’s out-of-band or spurious domain.
The proposed scheme is based on evaluating the power spectral
density (PSD) of the PA output signal, and optimizing the DPD
coefficients iteratively in order to minimize the output PSD
around the pre-specified frequency. To highlight the feasibility of
the proposed implementation, the predistortion processing is kept
as simple as possible, deploying quasi-memoryless polynomial
models. Efficient mitigation of unwanted emissions around the
target frequency is demonstrated via simulations and actual RF
measurements, in both single-carrier and dual-carrier waveform
scenarios, using memoryless and memory-based power ampli-
fiers. The proposed DPD solution could potentially be employed
in applications such as mobile devices utilizing non-contiguous
multi-carrier transmission, where the intermodulation spurs may
overlap with the device’s own receiver band, or could potentially
be violating the spurious emission limits. Another target appli-
cation is cognitive radio, where the PA may produce unwanted
emissions that are interfering with primary user transmissions.
To the best of the authors’ knowledge, there does not exist a
similar technique in the open literature, and thus the purpose of
this article is to encourage scientific discussions and technological
innovations towards the creation of relatively low-complexity
frequency-optimized predistortion techniques employed against
selected unwanted emissions produced by the transmitter.
Index Terms—Digital predistortion (DPD), power amplifier
(PA), nonlinearity, spurious emission, ACLR, NC-OFDM, car-
rier aggregation, LTE/LTE-Advanced uplink, frequency division
duplexing (FDD), receiver band.
I. INTRODUCTION
RADIO frequency (RF) front-ends of wireless transmittersserve as the interfaces between the antennas and the
baseband processing stages. However, these RF front-ends are
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typically prone to several types of impairments, resulting in
the degradation of the overall transceiver performance, such
as sensitivity, dynamic range, and unwanted emissions [1],
[2]. One important RF front-end component is the power
amplifier (PA), which is known to be nonlinear [2] and
can potentially generate spectral regrowth [3] when operating
near its saturation region. Meanwhile, with the increasing
demands for enhancing the performance of digital commu-
nication systems operating in challenging channel conditions,
as well as enhancing the overall efficiency and flexibility of
RF spectrum usage, multicarrier modulation (MCM) is often
employed as a physical layer transmission solution. Several
examples of commercial systems that use MCM include 3GPP
Long term Evolution (LTE) [4] mobile cellular radio and
wireless local area networks (WLAN/WiFi) based on the
family of IEEE 802.11 wireless standards [5], [6]. Despite
its advantages, multicarrier modulation exhibits high peak-
to-average power ratio (PAPR) [7] profile. Therefore, the
nonlinear behavior of the PA combined with a high PAPR
profile often associated with multicarrier transmissions, may
yield substantial unwanted emissions that can violate the
emission limits, and thus potentially interfere with other sig-
nals within the frequency vicinity. Furthermore, in frequency
division duplexing (FDD) systems [8], if the PA produces
unwanted emissions that happen to overlap with the intended
receiver band, it may cause severe receiver desensitization
[9], [10] and [11]. This becomes especially problematic when
carrier aggregation (CA) is performed, especially with non-
contiguous CA-based transmissions, since the duplexing gap
is smaller relative to more conventional transmission schemes
and the location of the dominant spurious components is more
sparse across frequency [9]. Furthermore, understanding and
controlling the unwanted emissions of the transmitter is also
very important with respect to the implementation of emerging
wireless technology such as cognitive radio (CR), where the
secondary user (SU) transmitters have strict limitations and
constraints designed to interfere with ongoing primary user
(PU) transmissions [12], [13]. Hence, minimizing and con-
trolling the unwanted emissions of the SU transmitter across
the PU bands is an important requirement.
Linearization is a systematic procedure for reducing an
amplifier’s distortion and unwanted emissions. While numer-
ous linearization methods have been proposed in the open
literature [14], [15] at large scale, digital predistortion (DPD)
is recognized as a promising approach due to its accuracy
and cost-effectiveness. There has been substantial research
into designing DPD techniques for the compensation of PA
2nonlinearities in both single-carrier and multi-carrier type
waveforms, as reported in [16–20]. Many recent DPD develop-
ments have focused on finding efficient variants of the Volterra
series in order to model memory effects more accurately [21–
25], which are essential as the bandwidth increases, as well as
finding efficient ways to decrease the processing sample rates
and computational complexity required for predistortion and
DPD learning [26], [27], [28].
In general, conventional full-band DPD methods, which
primarily aim at linearizing the whole transmission band,
require more complex predistortion processing based on the
amount of bandwidth being handled or if improved lineariza-
tion performance is required. The computational complexity of
the predistortion process may potentially become prohibitive,
especially for battery powered devices [26]. In some cases,
the linearization of the whole transmission band may not even
be necessary, but linearization of only some specific range of
frequencies within the overall transmission band might be of
interest. To the best of the authors’ knowledge, the current
literature on DPD does not address such scenarios explic-
itly, except for the special case of dual-carrier transmission
in [29], as well as adjacent channel leakage related optimiza-
tion in [27], [28]. To address these shortcomings, this paper
proposes a novel predistortion solution that aims to minimize
the unwanted emissions resulting from the PA located around
a single, pre-specified frequency within the transmission band.
The solution is based on analyzing the power spectral density
(PSD) of the PA output, and iteratively optimizing the DPD
coefficients in order to minimize the output PSD around the
target frequency. This proposed approach allows for very
simple memoryless predistortion processing, which is critical
especially in mobile devices due to computational complexity
constraints. Furthermore, to limit the deployment of receiver
feedback needed to actively observe or measure the PA output
during the DPD learning process, a simple one-shot observa-
tion coupled together with a direct learning principle are used
as the initial processing stage. This is then combined with an
iterative processing approach in order to optimize the DPD
coefficients in terms of output PSD minimization at the target
frequency. Both simulation-based evaluations as well as actual
RF measurements are provided to demonstrate the operation
of the proposed solution.
In general, it should be noted that many existing DPD
methods, e.g., [24], [30], [31], can certainly reduce the spec-
tral regrowth and unwanted emissions across all frequencies,
especially if the bandwidth of the feedback path and pro-
cessing complexity in the main DPD processing path are not
limited. However, conventional DPD solutions cannot readily
tailor their linearization capability to an arbitrary subset of
frequencies, especially if the processing complexity is limited,
but seek to push the unwanted emissions down throughout
the entire transmit spectrum. Thus, in this work we take
an alternative approach and focus the processing power of
the DPD stage, given limited complexity, to the pre-specified
frequency. This work can also be seen as a first step towards
this direction, as opposed to conventional full bandwidth
linearization approaches, and thus one purpose of this arti-
cle is to encourage scientific discussions and technological
innovations towards fairly low-complexity frequency-selective
predistortion techniques against selected unwanted emissions
of the transmitter.
The rest of this paper is organized as follows: Section II
defines the fundamental problem statement, and elaborates
further on the motivation of the proposed method. Further-
more, potential use cases are shortly discussed. Section III
presents the basic mathematical formulation of our proposed
DPD approach for both quasi-memoryless nonlinear PA model
and memory-based nonlinear PA model. Section IV describes
the proposed procedure for the DPD parameter estimation
and optimization, building upon one-shot direct learning and
additional iterative processing. Simulation and RF measure-
ment results and comparisons are presented in Section VI,
and several concluding remarks are made in Section VII.
II. PROBLEM STATEMENT AND MOTIVATION
A. Quantifying Unwanted Emissions
The unwanted emissions in the transmitter output spectrum
can be generally divided into three parts: The emissions
within the occupied channel bandwidth (also called inband
emissions), the out-of-band (OOB) emissions, and the spurious
emissions. Fig. 1 illustrates the principal output spectrum of
a transmitter, together with the different frequency regions
from the unwanted emissions perspective. In this situation,
we mostly define and use these concepts according to what
has been defined and specified by the International Telecom-
munication Union Radio Communication Sector (ITU-R), as
well as by the 3GPP standardization body within the context
of LTE/LTE-Advanced mobile cellular radio [32], [33], [34],
[35].
First, the occupied bandwidth is defined as the bandwidth
containing 99% of the total integrated mean power of the
transmitted spectrum within the assigned channel [35]. The
inband transmit waveform purity is typically measured through
the error vector magnitude (EVM), which is defined as
EVM% =
√
Perror
Pref
× 100%, (1)
where Perror is the power of the error signal, defined as
the difference between the ideal symbol values and the cor-
responding symbol rate complex samples at the PA output,
both normalized to same average power, while Pref is the
reference power of the ideal symbol constellation. Typically
in EVM evaluations, linear distortion of the transmit chain is
equalized prior to calculating the error signal [33]. In turn, the
OOB emissions are defined here as the unwanted emissions
immediately outside the assigned channel bandwidth resulting
from the non-linearity in the transmitter but excluding spu-
rious emissions. This OOB emission is usually quantified as
the spectrum emissions at the immediate adjacent channels,
denoted as 4fOOB, and is measured here with the adjacent
channel leakage power ratio (ACLR). The ACLR is defined as
the ratio of the transmitted powers within the wanted channel
(Pwanted) and the adjacent channel (Padjacent), respectively
3[34], namely
ACLRdB = 10 log10
Pwanted
Padjacent
, (2)
and it can be calculated separately for left and right adjacent
channels. Notice also that in general, depending on the system
specifications, the evaluation or measurement bandwidth of the
adjacent channel power can be different than that of the wanted
signal power [34]. On the other hand, spurious emissions are
located at more far-away frequencies, outside the OOB region
[4], [32]. Following the ITU-R recommendations [32], which
are applicable at all frequencies between 1 - 12.75 GHz,
we quantify the spurious emissions as the integrated power
over a 1 MHz measurement bandwidth/window, at frequencies
beyond the OOB range. While this gives an absolute power
measure for the spurious emissions within the measurement
bandwidth, we also define the relative spurious emission
rejection ratio (SRR) as the ratio of the inband wanted channel
power and the spurious emission power (over the 1 MHz
measurement bandwidth) at the considered frequency, namely
SRRdB = 10 log10
Pwanted
Pspur
. (3)
Finally, in the special case of non-contiguous carrier ag-
gregation transmission, the third-order and fifth-order cross-
modulation or intermodulation between the carriers, in addi-
tion to the classical regrowth around the individual carriers,
are of special interest [33], [35]. Depending on the frequency
separation between the aggregated carriers (also called com-
ponent carriers), say 4fCA, these IM3 and IM5 regions are
respectively located at the distance of4fCA and 24fCA, from
the center of the appropriate component carrier, as illustrated
in Fig. 2. We quantify the rejection of these specific IM3 and
IM5 terms through the power ratios relative to the component
carrier wanted signal power as
IM3RdB = 10 log10
Pwanted,cc
Pim3
, (4)
IM5RdB = 10 log10
Pwanted,cc
Pim5
. (5)
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Fig. 1. Transmitter RF spectrum. It is composed of the occupied channel
bandwidth, OOB emissions, and the spurious domain.
B. Predistortion Principle and Motivation for Frequency-
Selective Optimization
Conventional DPD methods typically seek to linearize the
entire transmit spectrum, without specifically tailoring the
f
IM3- IM3+ IM5+IM5- CC2 CC1
Spur Limit Spur Limit
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Carrier BW Carrier BW 
DfCA DfCADfCADfCA
Fig. 2. Illustration of transmitter RF spectrum with two non-contiguously
aggregated component carriers (CCs). In addition to classical regrowth around
the component carriers, also 3rd and 5th order intermodulation between the
carriers are shown.
linearization capabilities to any particular regions of the spec-
trum. In conventional applications, the target has been mainly
to enhance the ACLR and/or EVM but also other spectral
regions of the transmitter output are affected, especially when
deploying a full-bandwidth feedback receiver for DPD learn-
ing combined with full-bandwidth DPD processing in the
main transmit path. In general, while processing the signal in
a nonlinear manner, additional higher order intermodulation
products (IMPs) will occur at the PA output, which result
in increased bandwidth as shown in Fig. 3(b). This is due
to the nonlinear nature of the predistorter itself, which is in
cascade with the nonlinear PA. Hence, the two nonlinearities in
this cascade configuration, combined with proper optimization
for the DPD processing, will result in reduced power of
the original lower-order IMPs but also yield new higher-
order nonlinear terms. While these new higher-order terms
are often fairly weak, conventional predistortion solutions
do not contain explicit mechanisms to control the unwanted
emissions at particular subset of frequencies. In other words,
there are no easy solutions for performing this trade-off, such
as between the strength of the new higher-order products
and the orignal unwanted emissions. Thus, especially if the
computational complexity of the DPD processing is limited,
having the ability to tailor the linearization capability to given
subset of frequencies, such as own receiver band in FDD
transceivers, would be particularly useful. This is one of the
main motivations of this work.
To elaborate further on wireless systems deployed in FDD
mode [33], [36], implying simultaneous transmission and
reception per individual transceivers, the ability to protect the
sensitive receiver circuitry from a strong transmit signal is a
key issue [9], [10] and [11]. As the sensitivity requirements
of the receiver itself are typically in the range of -80 dBm
to -100 dBm [33], the power limits for transmitter-induced
emissions within the receiver band are typically even tighter
than the general spurious emission limits [9]. Although a
duplex filter is usually implemented to provide suppression of
transmitter unwanted emissions occurring at the receiver fre-
quencies, there are increasing challenges and difficulties to ob-
tain sufficient attenuation for these emissions as the duplexing
gaps, denoting the center-frequency separation of simultaneous
transmission and reception, are becoming increasingly smaller
[33], [9]. For instance, in band 20 of the Evolved Universal
Terrestrial Radio Access (E-UTRA) operating frequencies [4],
43rd 5thFrequency 7th
(a) No DPD.
3rd 5th 7th 9th11th13thFrequency
(b) With conventional DPD.
Power Limit
3rd 5th 7th 9th11th13thFrequency
Duplexer Tx Filter
Rx Signal
(c) Illustration of spurious emission at own RX.
3rd 5th 7th 9th11th13th
Power Limit
Frequency
Rx Signal
(d) Frequency-selective unwanted emission suppression with proposed
DPD solution.
Fig. 3. Example output spectrum of a transmitter (a) with no DPD, (b) with
conventional DPD, (c) with conventional DPD but potentially desensitizing
own RX in FDD mode, and (d) with proposed DPD optimizing the DPD
processing to own RX band in FDD mode.
the uplink frequencies, i.e., user equipment (UE) to base
station (BS), and the downlink frequencies, i.e., BS to UE,
are specified as 832 MHz - 862 MHz and 791 MHz - 821
MHz, respectively. Thus, the duplex gap for this configuration
is only 41 MHz. Then, if a fully allocated 20 MHz LTE uplink
carrier is transmitted, the 5th order spectral regrowth at the
spurious emission region of the uplink transmitter output will
directly fall on top of the receiver band, hence potentially
desensitizing the receiver. This is illustrated in Fig. 3(c), where
the green spectral component represents the received signal,
which coincides with the 5th order regrowth at the transmitter
output. Although a duplex filter will suppress the unwanted
emissions at the RX band, typically by some 50-60dB in
mobile transmitters, the residual power can still be substantial
[9].
Deploying classical wideband linearization solutions to pro-
vide very high suppression of unwanted emissions at specific
frequencies of the transmitter output, in cases such as those
described above, easily lead to excessively high computational
complexity as the performance cannot be tailored as a func-
tion of frequency. In contrast to conventional solutions, our
proposed DPD method aims to optimize the suppression of
unwanted emissions at arbitrary pre-specified frequencies at
the PA output. Ideally, the proposed method is able to generate
a ‘notch’ at any pre-specified frequency of the PA output
spectrum by manipulating the DPD coefficients such that the
unwanted emissions can be controlled at the target frequency.
By imposing additional optimization constraints, the unwanted
emissions at other frequencies can be also kept within specified
limits, which is based upon the overall degrees of freedom
stemming from the deployed processing order in the DPD
stage. As illustrated in Fig. 3(d), a notch can be generated
at the target frequency, so the power limit, e.g., at own RX
band is eventually not violated.
III. MATHEMATICAL PROBLEM FORMULATION AND
PRE-DISTORTION PROCESSING
In this section, we conduct the basic mathematical problem
formulation in terms of several PA models, available DPD
processing, and the resulting PA output spectral density (PSD).
The actual DPD coefficient learning and optimization aspects
are addressed then in the next section. For notational conve-
nience, we use continuous-time complex baseband equivalent
signal notations in the analysis and modeling.
A. Quasi-Memoryless PA model
Assuming a narrowband signal, both PA and DPD can be
modeled as truncated complex power series or polynomials.
Such models are widely used in the literature, see ( [2] and
the references therein). The coefficients of the power series are
complex such that they can represent both the AM-AM and
AM-PM conversion accurately. Thus, the overall ‘DPD + PA’
system is modeled by a cascade of two memoryless odd order
polynomials. The assumed DPD processing with x(t) denoting
the complex baseband input waveform and b2 l−1 denoting the
coefficient of the (2 l − 1)th order term is formulated here as
z (t) =
L∑
l=1
b2 l−1x (t) |x (t)|2 l−2 (6)
=
L∑
l=1
b2 l−1x (t)
l
x∗ (t)l−1 , (7)
where z (t) represents the DPD output signal. In general, the
form in (6) is used in many of the subsequent derivation steps.
Similarly, the PA can be modeled as
y (t) =
P∑
p=1
a2 p−1z (t) |z (t)|2 p−2 , (8)
5where y(t) denotes the PA output and a2 p−1 represents the
coefficient of the (2 p−1)th order term in the PA model. After
inserting (6) into (8), we obtain
y (t) =
Q∑
k=1
c2 k−1x (t) |x (t)|2 k−2 , (9)
where the effective coefficients c2k−1 of the overall cascade
model consists of PA and DPD coefficients a2p−1 and b2l−1,
and Q = (L + 1)(P + 1) − 1 is the polynomial order of the
overall ‘DPD+PA’ cascade.
In general, our aim is to suppress the PA induced emissions
at the N th spectral regrowth or intermodulation region (see
Fig. 3). Since the N th and higher than N th order nonlinear
terms in (9) generally contribute to the unwanted emissions
located at such frequencies, we can truncate y (t) as
ytr (t) =
Q∑
k=N+12
c2 k−1x (t) |x (t)|2 k−2 , (10)
and use this truncated signal model in the subsequent analysis.
Next, to analyze the power spectral density (PSD) of the PA
output signal, we invoke the Wiener-Khinchin theorem [37],
which states that the autocorrelation function, R(τ), and the
PSD, S(f), form a Fourier Transform pair. The autocorrelation
function of the truncated signal ytr(t) can then be shown to
be of the form
Rytr (τ) = E[ytr(t) y
∗
tr(t− τ)]
=
Q∑
k1=
N+1
2
Q∑
k2=
N+1
2
c2k1−1c
∗
2k2−1Rx2k1−1x2k2−1(τ),
(11)
where Rxpxq (τ) = E[φp(t)φ∗q(t − τ)], using the shorthand
notation φp(t) = x (t) |x (t)|p−1, and (·)∗ denotes complex
conjugation. As it can be observed, the autocorrelation func-
tion can be expressed as double summation of the cross-
correlation of odd order power terms of the DPD input signal
x(t) multiplied by the coefficients c2k−1 and c∗2k−1. The
corresponding PSD of the truncated signal can then be derived
through Fourier transform as:
Sytr (f ) =
Q∑
k1=
N+1
2
Q∑
k2=
N+1
2
c2 k1−1c
∗
2 k2−1Sx2k1−1x2k2−1(f ).
(12)
The above expression now shows that suppression of unwanted
emission power at certain frequency, say f = f0 , can be
achieved by properly manipulating and optimizing the coeffi-
cients c2k−1 to minimize the PSD in (12) evaluated at f = f0 .
Assuming a known or already estimated PA model coefficients
a2p−1, as well as knowledge of the spectral characteristics of
the DPD input signal x(t), this is equivalent to optimizing the
DPD coefficients b2l−1 accordingly. This will be elaborated
further in the next section.
B. PA Model with Memory
When dealing with a range of wideband waveforms and
transmission schemes, it is necessary to consider the memory
effects of the PA, which introduces extra complexity to our
investigations. In this study, we employ the Parallel Ham-
merstein (PH) model with polynomial nonlinearities and FIR
filters in order to model the PA with memory. Such models
have been shown to have excellent modeling capabilities and
accuracy for various types of power amplifiers [38–40]. To
keep the analysis tractable and to emphasize low-complexity
predistortion processing, we still keep the predistorter memo-
ryless.
In general, the Parallel-Hammerstein PA model is given as
y (t) =
P∑
p=1
a2 p−1(t) ? (z (t) |z (t)|2 p−2) (13)
where ap (t) are the model filters (impulse responses), ?
denotes convolution and z (t) denotes the PA input. Inserting
next the memoryless DPD output in (6) into (13), the output
of the PA can be written as
y (t) =
Q∑
k=1
c2 k−1(t) ? (x (t) |x (t)|2 k−2), (14)
where the filters (impulse responses) c2k−1(t) consist of PA
model filters a2p−1(t) and the DPD coefficients b2l−1. An
example case of the structure of these filters is given in the
next sub-section. Notice that a truncated signal model similar
to (10) can be directly obtained here as well.
Under the above Parallel-Hammerstein PA model, the auto-
correlation function of the truncated PA output signal can be
shown via fairly elementary manipulations, to be of the form
Rytr (τ) = E[ytr(t) y
∗
tr(t− τ)]
=
Q∑
k1=
N+1
2
Q∑
k2=
N+1
2
c2k1−1(τ) ? c
∗
2k2−1(−τ)
? Rx2k1−1x2k2−1(τ),
(15)
By the Fourier transform, the corresponding PSD of the trun-
cated signal with the Parallel-Hammerstein PA model yields:
Sytr (f ) =
Q∑
k1=
N+1
2
Q∑
k2=
N+1
2
C2 k1−1(f)
C∗2 k2−1(f)Sx2k1−1x2k2−1(f ),
(16)
where Ci(f ) denotes the Fourier transform of ci(τ). This
result shows that the suppression of unwanted emissions at
a certain frequency f = f0 can be achieved by manipulating
and optimizing c2k−1(t) to minimize the output of (16) at
the considered frequency. With a priori knowledge of the
PA coefficients a2p−1(t) and the spectral characteristics of
the input signal x(t), the optimal combination of the DPD
coefficients b2l−1 can be obtained. This will be elaborated in
detail in the next section.
6C. Example Study Cases
In this subsection, we apply the general expressions derived
in the previous section of this paper to several case studies: (i)
5th order memoryless PA model and a 7th order memoryless
DPD, and (ii) 5th order Parallel-Hammerstein PA model
and 7th order memoryless DPD. These example cases are
selected mostly for the illustration purposes and to keep the
presentation tractable and concise, and are also used in the
simulation and measurement experiments later on in this paper.
However, notice that the selected model and processing orders
are just examples, and higher-order solutions can also be easily
derived.
1) Quasi-Memoryless PA Case: Assuming a 5th order PA
model and a 7th order DPD, the PA output signal from (8)
yields
y (t) = c1 x (t) + c3 |x (t)|2 x (t) + c5 |x (t)|4 x (t)
+ · · ·+ c35 |x (t)|34 x (t) .
(17)
With the purpose of reducing the unwanted emissions at a
target frequency f0 , which is assumed to be located within a
third-order regrowth region, (17) is truncated such that
ytr (t) = c3 |x (t)|2 x (t) + c5 |x (t)|4 x (t)
+ c7 |x (t)|6 x (t) + c9 |x (t)|8 x (t)
+ c11 |x (t)|10 x (t) ,
(18)
In the above expression, we have also employed substantial
truncation of the higher order nonlinear terms, and kept
only those that will contribute the most to the PA output.
By performing this operation, the computation complexity is
reduced significantly. The cascaded parameters c3, c5, c7, c9
and c11 of the above model can now be expanded as
c3 = a1b3 + a3,
c5 = a1b5 + 2a3b3 + a5 + a3b
∗
3,
c7 = 2a3b3b
∗
3 + a3b
2
3 + 2a5b
∗
3 + a1b7 + 2a3b5
+ 3a5b3 + a3b
∗
5,
c9 = a3b
2
3b
∗
3 + a5(b
∗
3)
2 + 2a3b5b
∗
3 + 6a5b
∗
3b3 + 2a3b3b
∗
5
+ 2a3b3b5 + 3a5b
2
3 + 2a5b
∗
5 + 2a3b7 + 3a5b5 + a3b
∗
7,
c11 = 3a5(b
∗
3)
2b3 + 2a3b3b5b
∗
3 + 6a5b
∗
3b
2
3 + a3b
2
3b
∗
5
+ a5b
3
3 + 2a3b3b
∗
7 + 2a5b
∗
3b
∗
5 + 2a3b7b
∗
3 + 6a5b
∗
3b5
+ 2a3b5b
∗
5 + 6a5b
∗
5b3 + 2a3b3b7 + a3b
2
5 + 6a5b3b5
+ 2a5b
∗
7 + 3a5b7.
(19)
Notice also that if the target frequency f0 is is located
within a fifth-order regrowth region, as opposed to third-order
region, then the above expressions can be truncated further
by neglecting the third-order term relative to c3. Next, the
auto-correlation and PSD of the truncated signal ytr can be
calculated using (11) and (12), but taking into account also the
truncation of the higher-order terms. This yields the expression
of the PSD to be optimized given by
Sytr (f ) = c3c
∗
3Sx3x3(f ) + c3c
∗
5Sx3x5(f ) + c
∗
3c5Sx5x3(f )
+ c3c
∗
7Sx3x7(f ) + c
∗
3c7Sx7x3(f ) + c3c
∗
9Sx3x9(f )
+ c∗3c9Sx9x3(f ) + c3c
∗
11Sx3x11(f ) + c
∗
3c11Sx11x3(f )
+ c5c
∗
5Sx5x5(f ) + c5c
∗
7Sx5x7(f ) + c
∗
5c7Sx7x5(f )
+ c5c
∗
9Sx5x9(f ) + c
∗
5c9Sx9x5(f ) + c5c
∗
11Sx5x11(f )
+ c∗5c11Sx11x5(f ) + c7c
∗
7Sx7x7(f ) + c7c
∗
9Sx7x9(f )
+ c∗7c9Sx9x7(f ) + c7c
∗
11Sx7x11(f ) + c
∗
7c11Sx11x7(f )
+ c9c
∗
9Sx9x9(f ) + c9c
∗
11Sx9x11(f ) + c
∗
9c11Sx11x9(f )
+ c11c
∗
11Sx11x11(f ),
(20)
where the exact expressions for the cascaded parameters c3,
c5, c7, c9 and c11 are given in (19), showing their dependency
on the optimization variables, i.e., DPD coefficients b2l−1.
2) Parallel-Hammerstein PA Case: Starting with a 7th
order memoryless DPD and a 5th order PH PA model with
memory filters a1 (t), a3 (t) and a5 (t) for the main, third
order and fifth order branches, the PA output signal can be
expressed as
y (t) = c1 (t) ? x (t) + c3 (t) ? |x (t)|2 x (t)
+ c5 (t) ? |x (t)|4 x (t) + · · ·+ c35 (t) ? |x (t)|34 x (t) .
(21)
In this example, we will again focus on the third-order
regrowth region. Consequently, the truncated output of the PA
with only the most relevant terms included can be expressed
as
ytr (t) = c3 (t) ? |x (t)|2 x (t) + c5 (t) ? |x (t)|4 x (t)
+ c7 ? |x (t)|6 x (t) + c9 (t) ? |x (t)|8 x (t)
+ c11 (t) ? |x (t)|10 x (t) .
(22)
Notice that if the target frequency is located within the fifth-
order regrowth region, the above expression can be further
simplified by neglecting the third-order term. Then, after
taking the auto-correlation of ytr, the PSD can be evaluated
through Fourier transform of the obtained autocorrelation
function, yielding
Sytr (f ) = C3(f )C
∗
3 (f )Sx3x3(f ) + C3(f )C
∗
5 (f )Sx3x5(f )
+ C∗3 (f )C5(f )Sx5x3(f ) + C3(f )C
∗
7 (f )Sx3x7(f )
+ C∗3 (f )C7(f )Sx7x3(f ) + C3(f )C
∗
9 (f )Sx3x9(f )
+ C∗3 (f )C9(f )Sx9x3(f ) + C3(f )C
∗
11(f )Sx3x11(f )
+ C∗3 (f )C11(f )Sx11x3(f ) + C5(f )C
∗
5 (f )Sx5x5(f )
+ C5(f )C
∗
7 (f )Sx5x7(f ) + C
∗
5 (f )C7(f )Sx7x5(f )
+ C5(f )C
∗
9 (f )Sx5x9(f ) + C
∗
5 (f )C9(f )Sx9x5(f )
+ C5(f )C
∗
11(f )Sx5x11(f ) + C
∗
5 (f )C11(f )Sx11x5(f )
+ C7(f )C
∗
7 (f )Sx7x7(f ) + C7(f )C
∗
9 (f )Sx7x9(f )
+ C∗7 (f )C9(f )Sx9x7(f ) + C7(f )C
∗
11(f )Sx7x11(f )
+ C∗7 (f )C11(f )Sx11x7(f ) + C9(f )C
∗
9 (f )Sx9x9(f )
+ C9(f )C
∗
11(f )Sx9x11(f ) + C
∗
9 (f )C11(f )Sx11x9(f )
+ C11(f )C
∗
11(f )Sx11x11(f ),
(23)
7where Ci(f ) is the Fourier transform of ci(τ). These can be
expanded and written as
C3(f ) = A1(f )b3 +A3(f ),
C5(f ) = A1(f )b5 + 2A3(f )b3 +A5(f ) +A3(f )b
∗
3,
C7(f ) = 2A3(f )b3b
∗
3 +A3(f )b
2
3 + 2A5(f )b
∗
3 +A1(f )b7
+ 2A3(f )b5 + 3A5(f )b3 +A3(f )b
∗
5,
C9(f ) = A3(f )b
2
3b
∗
3 +A5(f )(b
∗
3)
2 + 2A3(f )b5b
∗
3
+ 6A5(f )b
∗
3b3 + 2A3(f )b3b
∗
5 + 2A3(f )b3b5
+ 3A5(f )b
2
3 + 2A5(f )b
∗
5 + 2A3(f )b7
+ 3A5(f )b5 +A3(f )b
∗
7,
C11(f ) = 3A5(f )(b
∗
3)
2b3 + 2A3(f )b3b5b
∗
3 + 6A5(f )b
∗
3b
2
3
+A3(f )b
2
3b
∗
5 +A5(f )b
3
3 + 2A3(f )b3b
∗
7
+ 2A5(f )b
∗
3b
∗
5 + 2A3(f )b7b
∗
3 + 6A5(f )b
∗
3b5
+ 2A3(f )b5b
∗
5 + 6A5(f )b
∗
5b3 + 2A3(f )b3b7
+A3(f )b
2
5 + 6A5(f )b3b5 + 2A5(f )b
∗
7 + 3A5(f )b7,
(24)
where Ai(f ) denotes the Fourier transform of ai(t), showing
again the PSD dependency on the optimization variables, i.e.,
DPD coefficients b2l−1.
IV. PARAMETER ESTIMATION AND COEFFICIENT
OPTIMIZATION
In this section, the actual coefficient optimization and asso-
ciated parameter estimation aspects in the context of the pro-
posed predistortion approach are addressed, with the purpose
of minimizing the derived PSD of the PA output signal around
the pre-specified frequency f0 . In general, as the previous
modeling section already indicates, a direct model for the PA is
needed in the proposed approach for the purpose of evaluating
the output PSD. Hence, we employ a direct modeling approach
as opposed to indirect modeling and learning, which is one
of the common techniques in DPD context. By deploying
direct learning, we can also save substantial energy in terms of
using the observation receiver from PA output back to digital
baseband. This is because the direct model can be estimated in
one stage, without indirect learning type of hardware-intensive
iterations. In general, after identifying the direct model for the
PA, additional iterative processing at digital baseband can be
applied, to finally optimize the DPD coefficients for unwanted
emission suppression at the target frequency.
A. Overall Processing Flow
A block-diagram of the overall processing stages is illus-
trated in Fig. 4. For presentation purposes, the actual digital-
analog (D/A), analog-digital (A/D) as well as up- and down-
conversion stages are not shown in order to focus on the
fundamental elements of the transceiver system from a DPD
processing perspective. The first stage around the PA is the di-
rect modeling/learning block, identifying either a memoryless
or Parallel-Hammerstein direct-model for the PA at hand. This
is done only once using block least-squares (LS) parameter
estimation, which is feasible since both the memoryless and
Parallel-Hammerstein PA models are linear in parameters [38],
[39] and [40], and the identified model parameters are then fed
on towards the PSD evaluation, the iterative optimizer, and
associated signal processing blocks.
DPD PA
Direct
Modeling
Iterative
Optimizer
x z y
f0
Evaluate PSD
& Derivatives
Fig. 4. The proposed overall block-diagram of the predistortion processing
including direct PA modeling/learning, evaluation of PSD derivatives and
carrying out iterative DPD parameter optimization.
B. PSD Evaluation
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Fig. 5. Block diagram showing the signal processing procedures for
evaluating the elementary PSD components at f = f0 between basis functions
of order 2k1 − 1 and 2k2 − 1, and the output PSD. The same elementary
PSD components can be also used to calculate the first and second derivatives
of the output PSD.
An efficient implementation for the proposed signal process-
ing procedure formulated in Section III for the PSD evaluation
of the truncated signal model is shown in Fig. 5 with a
block-based approach adopted. Here, the input x is an Nbl-
dimensional vector composed of Nbl samples of the original
complex baseband data. It is transformed into a collection of
DPD basis functions that are used in a memoryless (2K−1)th
order nonlinear model, and thus we obtain K pieces of Nbl-
dimensional vectors consisting of the basis function samples
x(n)|x(n)|2k−2. Based on the pre-specified frequency f0 ,
around which we aim to minimize the unwanted emissions,
only the basis functions associated with the truncated signal
are computed. Additionally, instead of calculating the cross-
correlations in (11) or (15) in the time domain, a more
practical and efficient structure is proposed here based on
the fast convolution method [41]. The basis functions are
first transformed to the frequency domain, but since we only
need to compute the PSD at one specific frequency (f0 ), a
single point Discrete Fourier Transform (DFT) suffices, which
significantly reduces the complexity. To reduce the variance
of this approach, the overall block size Nbl is divided into
equal length DFT sub-blocks over which the averaged single
8point DFT is computed. Finally, expression (20) or (23) is
evaluated in the last block, which takes as inputs all the
elementary PSD’s, the PA model coefficients ai (or Ai(f0) in
the case of the memory PA model), and the DPD parameters
bj . When carefully examining the PSDs in (20) or (23), we
can see that out of the 25 PSDs, 20 are complex conjugate
pairs and thus they need to be computed only once. The
PA model coefficients are already known through previous
direct model identification stage, which then leaves only the
DPD parameters to be determined. Hence, the output PSD
Str(f0 ) becomes a function of the DPD parameter vector
b = [b3 b5 . . . b2K−1]T , which we will here denote by
Str(b) for short.
C. Iterative Optimization
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Fig. 6. Implementation of proposed iterative DPD parameter optimization
through Newton-Raphson method.
The final step is to optimize the parameter vector b of the
predistorter in order to find min(Str(b)). This is a general op-
timization problem that aims to seek values for certain design
or control variables in order to minimize an objective function.
In this study, the Newton-Raphson method is employed, which
seeks the minimum of a function F (x) using both first and
second derivatives [42]. In its simplest form, with a single
variable x to be optimized, and assuming F (x) holomorphic,
it can be described as
xi+1 = xi − F
′(xi)
F ′′(xi)
, (25)
where x0 is an initial estimate of the minimum point of F (x),
and (25) is executed in a loop until |F ′(xi)| is sufficiently
small [42]. In the current problem, multiple parameters b2l−1
are optimized instead of a scalar. Furthermore, since the objec-
tive function in our application is real-valued (and therefore
strictly-speaking non-holomorphic), we must use the differ-
entiation rules of Wirtinger calculus [43], [44]. In this case,
defining the parameter vector b = [b3 b5 . . . b2K−1]T ,
the updated equation becomes [43]
bi+1 =bi +
(
Hbb −Hb∗bH−1b∗b∗Hbb∗
)︸ ︷︷ ︸
H˜bb
−1
[
Hb∗bH
−1
b∗b∗∇b∗(Str(bi))H −∇b(Str(bi))H
]︸ ︷︷ ︸
∇˜b(Str(bi))H
(26)
where the gradients are defined as
∇b(Str(b)) = ∂ Str(b)∂ b ∇b∗(Str(b)) = ∂ Str(b)∂ b∗
(27)
and the Hessian matrices as
Hbb =
∂
∂ b
(
∂ Str(b)
∂ b
)H
Hb∗b =
∂
∂ b∗
(
∂ Str(b)
∂ b
)H
Hbb∗ =
∂
∂ b
(
∂ Str(b)
∂ b∗
)H
Hb∗b∗ =
∂
∂ b∗
(
∂ Str(b)
∂ b∗
)H
(28)
The principal iterative processing is illustrated in Fig. 6.
Notice that for any given DPD order and PA model type
(memoryless or PH), the needed derivatives can be pre-
calculated analytically, and then simply evaluated with the PA
model parameters at hand and the current DPD coefficient
values. Several examples can be easily obtained through the
PSD expressions in (23) and (24) for which the first and second
derivatives applied to b3, b5 and b7 can be easily analytically
calculated, although not shown here due to space constraints.
Thus, the same elementary PSD components, whose com-
putations are illustrated in Fig. 5, can be directly deployed
to obtain the needed PSD derivatives, together with pre-
calculated analytical expressions for the coefficient derivatives
with respect to DPD parameters, being then simply evaluated
at the current parameter vector bi.
In general, if the initial estimate b0 is reasonably close to
the root, the Newton-Raphson Method converges very fast,
usually within 3-4 iterations. It should be noted that this is
only an indicative number. In this study, we naturally use the
direct-modeling inverse, or generally P -th order inverse, as
the starting point b0, as direct identification is anyway needed
for the PSD gradient evaluations.
In conclusion, the overall processing can be summarized as
follows:
• Initially switching the DPD processing off, transmit a
sequence of length Nbl samples through the PA and
through the observation/feedback receiver in order to
identify a direct model for the PA. Due to linear-in-
parameters nature of the considered PA models, ordinary
least-squares (LS) model fitting over the block of Nbl
samples can be used. The original transmit sequence
can simultaneously be also fed to the PSD evaluation
block in order to evaluate the needed correlations and
the corresponding elementary PSD components.
• Using the obtained direct PA model, calculate the P -th
order inverse DPD as the starting point b0.
• Using the identified PA parameters and current DPD
parameter vector bi, evaluate Str(b), the gradients and
Hessians and update the DPD parameter vector bi ac-
cording to the Newton-Rhapson iteration.
• Iterate until convergence.
• Plug in and deploy the converged DPD coefficients in the
actual data transmission.
Notice that if there are any additional constraints, such as EVM
or ACLR, they can be directly included into the optimization
steps by simply evaluating the output PSD at appropriate
frequencies with current updated coefficients and checking if
the constraints are still met. If yes, the iterations can continue,
while if not, then one falls back to the previous coefficients.
9V. COMPLEXITY ISSUES
In this section, a quantitative complexity analysis of the
proposed DPD solution is presented. The primary metric used
to quantify the complexity is the number of floating point
operations (FLOPs) [45]. The overall DPD processing can
be divided into three stages: The initial parameter estimation
stage, the real-time DPD processing stage, and the parameter
optimization and adaptation stage. In the following analysis,
the non-linearity orders of the power amplifier and the DPD
are assumed to be five and seven, respectively, in order to be
consistent with the results presented in the other sections.
In the initial parameter estimation stage, a direct least-
squares parallel Hammerstein (PH) identification of the PA is
computed, followed by calculating the Pth order inverse DPD
coefficients. Assuming a block size of Nbl samples and fifth
order non-linearity with three memory taps per non-linearity
order, as a practical example, the number of FLOPs required
by this stage is approximately (81× Nbl + 243) for the whole
block of Nbl samples as shown in Table I [46].
The DPD real-time running stage can be divided into two
parts: The first part is the basis function generation that
requires 9 FLOPs per sample [45], and the second part is
the application of the estimated DPD coefficients on the
generated basis functions resulting in 19 additional FLOPs
per sample. Thus the total number of FLOPs in this stage
is 28 FLOPs per sample. This stage is the most critical
from the point of view of timing, hardware resources, and
power consumption, especially in mobile devices, and it is
identical to classical DPD solutions. Taking into consideration
the performance gain when using our optimized coefficients,
this yields a performance advantage over existing methods
for any given run-time complexity, or alternatively, run-time
complexity reduction for a given linearization performance.
Finally, the computations associated with the parameter
optimization and adaptation stage can be divided into three
main parts. The first part is the Basis Functions Generation,
which is then used for the PSD Evaluation part. In the basis
functions generation part, the first three sets of basis func-
tions x(n)|x(n)|2, x(n)|x(n)|4 and x(n)|x(n)|6 are already
evaluated at every sample in the real-time DPD stage. Thus,
all we need to do is to buffer Nbl samples from those basis
functions whenever the DPD parameter optimization is needed
and reuse them, while only the ninth and eleventh order basis
functions need to be calculated. Finally, the last part is the
Newton Update, where the Newton optimization coefficient
update is performed. Table I summarizes the number of FLOPs
required by each of these parts for a block of Nbl samples
based on the implementation structure proposed in section IV.
To summarize the overall computational complexity re-
quired by the proposed DPD, we divide the computations
into block-based and sample-based computations. The block-
based computations required are in the initial acquisition and
the parameter optimization and adaptation DPD stages. Using
Nbl = 100k as an example block size, the approximate number
of FLOPs required in the parameter estimation stage is (81×
100k + 243) or roughly 8.1 MFLOPs, and in the parameter
optimization the corresponding number is (44× 100k+1.6k)
TABLE I
APPROXIMATE NUMBER OF FLOPS REQUIRED IN THE BLOCK
PROCESSING DPD STAGES ASSUMING 5th ORDER NON-LINEARITY AND 3
MEMORY TAPS FOR THE POWER AMPLIFIER, AND 7th ORDER
NON-LINEARITY FOR THE DPD
Block Processing Stage Number of FLOPs per Nbl samples
Initial Parameter Estimation (81×Nbl + 243)
DPD Parameter Optimization
Basis Functions Generation (4×Nbl)
PSD Evaluation (40×Nbl + 178)
Newton Update 1.4k
Total Number of FLOPs (44×Nbl + 1.6k)
or roughly 4.5 MFLOPs. These FLOPs are not computed on
a frequent basis (only in the order of msecs) compared to the
system sampling time which is in the order of µsecs. On the
other hand, the sample-based computations in the real-time
running DPD section require 28 FLOPs per sample. With an
example real-time DPD processing rate of 100 MHz, this is
equivalent to 2.8 GFLOPs per second. While this is already a
substantial amount of processing, it is still clearly within the
processing power of state-of-the-art computing platforms even
in mobile devices [26].
VI. SIMULATION AND MEASUREMENT RESULTS
In this section, comprehensive simulation results with both
memoryless and memory PA models, as well as measurements
with a real commercial LTE-A mobile terminal PA with 27 dB
gain and 1dB compression point of 28.5 dBm, are presented.
In both simulations as well as in the measurements, the direct
PA model (either memoryless or parallel Hammerstein) is
first estimated via Least-Squares, as described above, and
then used in the proposed DPD optimization processing.
The scheme is demonstrated with different communications
waveforms, including classical single-carrier 16-QAM and
dual-carrier DFT-spread OFDMA LTE-A uplink waveforms.
In general, the target optimization frequencies of the unwanted
emission minimization cover both third-order and fifth-order
regrowth or intermodulation regions, as elaborated in more
details below. In general, the results are quantified using
EVM, ACLR and SRR, as defined in Section II, or using
IM3R and IM5R when applicable (multi-cluster and carrier
aggregation transmission scenarios). Notice that the ACLR can
be calculated and reported separately for left (L) and right (R)
adjacent channels.
A. Simulation Results
In this sub-section, three kinds of communication wave-
forms are used to test and demonstrate the proposed DPD con-
cept through simulations. The first example uses a 16-QAM
single-carrier signal with root-raised cosine pulse, 22% roll-
off. The second example is a multi-cluster LTE-Advanced UL
transmission scenario with 1 MHz per cluster bandwidth allo-
cation and 6 MHz cluster separation. This kind of multi-cluster
uplink transmission is supported in 3GPP LTE-Advanced
starting from Release’11 [34], and implies non-contiguous use
of spectrum, from an individual mobile terminal perspective,
inside one LTE carrier. The third example uses LTE-Advanced
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UL non-contiguous intra-band carrier aggregation with asym-
metric resource block allocation per component carrier, and
with 15 MHz spacing between the component carriers. Non-
contiguous intra-band carrier aggregation is supported in LTE-
Advanced starting from Release’12 [34].
Following the presentation and developments in the pre-
vious sections, a 7th order memoryless pre-distorter is de-
ployed, while both memoryless and Parallel-Hammerstein type
memory-based PA models of 5th order are tested. A conven-
tional 7 th order inverse solution, obtained from initial direct
learning stage with 100k data samples, is always used as the
starting point for the Newton optimization algorithm. In these
simulations, the proposed method is deployed to reduce the
emissions that fall within either the 3rd or 5th order regrowth
or intermodulation region.
1) 5MHz 16-QAM Single-Carrier Example and memoryless
PA: The target in this example is to optimize the DPD
coefficients b3 , b5 and b7 such that the emission power at the
right adjacent channel is minimized. To reduce the processing
and optimization complexity, we keep here b3 unchanged
and only optimize b5 and b7 . Example illustration of the
convergence of the coefficients, over Newton iterations, is
shown in Fig. 7 where it can be seen that 3-4 iterations are
enough to reach convergence. Table II quantifies the results of
the optimization along with the conventional 7th order inverse
DPD by showing and comparing the ACLR, SRR and EVM
values for each case. The ACLR is evaluated over the adjacent
channel, with measurement bandwidth equal to the wanted
channel bandwidth, while the SRR is evaluated over the second
adjacent channel, with measurement bandwidth again equal to
the wanted channel bandwidth. As is evident from the results,
since the optimization frequency is at the center of the right
adjacent channel, the biggest gains compared to conventional
7th order inverse, in the order of 5 dB, are obtained for ACLR-
R.
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Fig. 7. Convergence of the adjacent channel optimized DPD coefficients b5
and b7 for a single carrier 16-QAM signal with memoryless DPD processing.
2) 10MHz 16-QAM Single-Carrier Example and Parallel-
Hammerstein PA: We move next to a more realistic scenario
TABLE II
VALUES OF ACLR AND SRR USING QUASI-MEMORYLESS MODELS AND 5
MHZ 16-QAM BASEBAND WAVEFORM.
No DPD Conventional AC Optimized
DPD DPD b5 , b7
ACLR-R [dBc] 46.3224 57.8110 62.1449
ACLR-L [dBc] 46.2949 57.6456 61.7537
SRR-R [dBc] 65.2404 68.2239 69.1738
SRR-L [dBc] 65.1427 68.0307 68.9642
EVM [%] 0.8853 0.1968 0.0388
where a 5th order parallel Hammerstein PA Model is deployed
and the signal is 10 MHz 16-QAM single-carrier waveform.
In this example, the DPD optimization target frequency is set
first to the center of the right adjacent channel, and then in the
second optimization scenario to the center of the second right
adjacent channel being thus already at the spurious region.
In both cases, b5 and b7 are again jointly optimized. Fig. 8
shows example PA output spectra with different optimization
target frequencies. It can again be clearly seen that the
proposed DPD approach indeed tunes most of the available
unwanted emission suppression to the defined target frequency,
in different scenarios. Also, due to the memory in the PA,
the difference between left and right adjacent and second
adjacent channels is even more clear, than in the previous
memoryless PA example. For a more quantitative analysis
and elaboration, Table III shows the obtained ACLR and
SRR values in different predistortion scenarios. Again, the
ACLR is evaluated over the adjacent channel(s), while the
SRR is evaluated over the second adjacent channel(s), and
the measurement bandwidths are again equal to the wanted
channel bandwidth. The increased EVM numbers, compared to
previous memoryless example case, are due to more nonlinear
PA deployment and increased linear distortion introduced by
the Parallel Hammerstein PA.
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Fig. 8. Baseband equivalent power spectra of 10 MHz 16-QAM single-carrier
signals with root-raised cosine pulse and 22% roll-off, with different DPD
solutions and parallel Hammerstein PA model. Four cases are shown; without
any DPD, using a conventional 7-th order inverse DPD, right adjacent channel
(AC) optimized DPD and second right adjacent channel (Spur) optimized
DPD.
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TABLE III
VALUES OF ACLR AND SRR USING PARALLEL HAMMERSTEIN PA
MODEL, QUASI-MEMORYLESS DPD MODEL, AND 10 MHZ 16-QAM
BASEBAND WAVEFORM.
AC Spur
Conventional Optimized Optimized
No DPD DPD DPD DPD
ACLR-R [dBc] 44.5309 55.0876 60.9337 50.5666
ACLR-L [dBc] 43.8566 56.0416 58.1250 48.8356
SRR-R [dBc] 63.9644 67.9649 70.2154 71.0010
SRR-L [dBc] 63.8390 67.7376 69.6208 69.7659
EVM [%] 6.4619 6.3556 6.3484 6.3783
3) Multi-cluster and Carrier Aggregation Examples: For
the multi-cluster and carrier aggregation uplink transmission
scenarios in LTE-Advanced, the most critical nonlinear dis-
tortion is the related to intermodulation between the non-
contiguous spectral allocations (i.e., the different clusters in
multicluster transmission and the different component carriers
in carrier aggregation) [33]. These inter-modulation products
can easily violate the general spurious emission limits, or
even desensitize the own receiver in FDD mode. Thus, in
these example scenarios, it becomes even more vital to be
able to optimize the DPD coefficients at the specific target
frequencies. In this example, we thus seek to optimize the
two DPD coefficients b5 and b7 to minimize the emissions
either at the third-order or fifth-order intermodulation frequen-
cies between the allocated non-contiguous spectral resources,
referred to as IM3 and IM5, and quantified using the IM3R
and IM5R reduction ratios defined in Section II. To be exact,
the optimization/target frequency is set to the middle of the
right-hand-side IM3 or IM5 region, respectively.
For the multi-cluster scenario, the obtained reduction in the
IM3 and IM5 powers in both the left (L) and right (R) sides
of the fundamental spectrum are shown in Table IV, along
with the EVM values, when using a parallel Hammerstein PA
Model. A corresponding example spectrum is shown in Fig. 9.
As for the carrier aggregation scenario, two component carriers
are used with 5 MHz and 2 MHz component carrier bandwidth
allocations, respectively, and a 15 MHz separation between the
component carriers. The resulting example spectra are shown
in Fig. 10. It can clearly be seen that the reduction in the right
IM3 band is substantially better in case of the IM3 optimized
DPD compared to the conventional DPD, and the same applies
for the right IM5 band, the extra gains from the optimization
being in the order of 4-7 dB.
TABLE IV
VALUES OF IM3R, IM5R AND EVM USING PARALLEL HAMMERSTEIN PA
MODEL, QUASI-MEMORYLESS DPD PROCESSING, AND MULTI-CLUSTER
SC-FDMA BASEBAND WAVEFORM WITH QPSK DATA MODULATION.
IM3 IM5
Conventional Optimized Optimized
No DPD DPD DPD DPD
IM3R-R [dBc] 41.1885 49.8385 56.7854 54.7730
IM3R-L [dBc] 40.4529 51.1442 56.0137 50.5793
IM5R-R [dBc] 54.9336 58.3671 61.6174 62.2458
IM5R-L [dBc] 55.0491 58.6405 62.1339 62.2519
EVM [%] 1.3245 1.0450 1.0054 1.0284
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Fig. 9. Baseband equivalent power spectra of LTE-A UL signals with differ-
ent DPD solutions, using multi-cluster SC-FDMA transmission, QPSK data
modulation, and Parallel Hammerstein PA model. Four cases are compared;
without any DPD, using a conventional DPD, and proposed IM3 and IM5
optimized DPDs.
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Fig. 10. Baseband equivalent power spectra of LTE-A UL carrier-aggregated
signals with SC-FDMA transmission and QPSK modulation at the output of a
parallel Hammerstein PA. Four cases are compared; without any DPD, using
a conventional DPD, and proposed IM3 and IM5 optimized DPDs.
B. RF Measurements
In order to further elaborate and demonstrate the operation
of the proposed DPD solution, it has been tested through
actual RF measurements using a commercial LTE-Advanced
mobile terminal power amplifier together with a vector signal
generator and analyzer, and computer based processing of
the measured radio signals. The overall measurement setup
is shown in Fig. 11 where the signal is first generated locally
on the computer, then transferred to the vector signal generator
to perform I/Q modulation. The RF center-frequency used
in these measurements is 1.89 GHz corresponding to LTE
band 25. The generator output is then connected to the input
port of the power amplifier whose output port is thereon
connected directly to the vector signal analyzer, implementing
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Fig. 11. Measurement Setup used in the Lab to test the proposed DPD
solution against the conventional 7th order inverse DPD solution. Digital
signal processing is done in Matlab, while the vector signal generator and
analyzer perform the RF processing to and from the PA.
the observation receiver for direct model identification as well
as measuring the true PA output spectrum, without and with
DPD processing.
As an initial step, both memoryless and Parallel Hammer-
stein based direct models are identified, using least squares
model fitting of the measured PA output (downconverted
and quantized by the vector signal analyzer) to the original
baseband data. Again, 100k samples are used in the initial
identification. Then, the identified memoryless PA model is
used to obtain a 7th order inverse DPD solution, to be used
again as a starting point for the Newton optimization. Next,
both the memoryless as well as PH memory-based identified
PA models as well as the original baseband data samples are
used in the digital processing, to evaluate the necessary PSD
derivatives in the iterative DPD optimization processing.
As a first example, we deploy multi-cluster SC-FDMA sig-
nal with QPSK data modulation, 0.5 MHz cluster bandwidth
allocation and 3 MHz separation between the clusters. The
target optimization frequency is set to right IM3 frequency,
and the resulting spectra are shown in Fig. 12, including DPD
optimization both with memoryless and with memory-based
identified direct PA models. Clearly the proposed optimization
solution can provide around 8 dB gain at right IM3 frequency,
already with purely memoryless optimization, while then
incorporating the identified PA model with memory brings in
this example an additional 3-4 dB gain. Another measured RF
spectrum is shown in Fig. 13 using a 16-QAM single-carrier
signal with 3 MHz BW, and the optimization frequency is
set to the center of the right adjacent channel. In both RF
measurement examples, it can clearly be seen that the proposed
DPD solutions clearly outperform the conventional reference
solution. While these first measurement studies give clear
indication of the applicability of the proposed DPD concept,
our future work will be directed to carrying out more extensive
measurement experimentations.
VII. CONCLUSIONS
This article proposed a novel digital predistortion (DPD)
approach, specifically designed and tailored to reduce power
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Fig. 12. RF power spectra of measured LTE-A UL signals with multi-
cluster SC-FDMA transmission and QPSK data modulation at the output of a
commercial mobile PA in the lab. Four cases are compared; without any DPD,
using a conventional 7-th order inverse DPD, and IM3-optimized proposed
DPD with both memoryless and PH-memory based PA identification in the
optimization. Tx power is 15.5 dBm.
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Fig. 13. RF power spectra of a 16-QAM single-carrier signal with root-
raised cosine pulse, 22% roll-off at the output of a commercial mobile PA in
the Lab. Four cases are compared; without any DPD, using a conventional
7-th order inverse DPD, and IM3/ACLR-optimized proposed DPD with both
memoryless PA identification and PH-memory based PA identification in the
optimization. Tx power is 16.5 dBm.
amplifier (PA) out-of-band or spurious emissions at any speci-
fied frequency in the PA output spectrum. The proposed solu-
tion relies on analyzing the power spectral density of the PA
output signal, while assuming very simple memoryless DPD
processing. The mathematical derivation procedures of the pro-
posed DPD solution were presented for quasi-memoryless and
parallel Hammerstein nonlinear PA models. Building on a one-
shot direct model identification, through ordinary least-squares
model fitting, as a starting point, the final optimized DPD
coefficients are obtained iteratively such that the unwanted
emission at the target frequency is minimized. Simulation
results related to examining the proposed processing with
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both single carrier and multicarrier/carrier aggregation type
transmit waveforms were reported and compared in terms of
different emissions and inband waveform quality. Furthermore,
example RF measurements with commercial LTE-Advanced
mobile terminal power amplifier were also reported. Both the
simulation and measurement results show that the proposed
method can effectively reduce the emissions at and around
the pre-specified frequency, with both single and dual-carrier
transmissions. The proposed DPD solution may find important
applications for example in non-contiguous multi-carrier or
multi-band transmitters, where the intermodulation spurs may
easily be overlapping with the device’s own receiver band,
or generally violating the spurious emission limits. Another
application is cognitive radio devices, in situations when the
PA emissions would otherwise interfere with primary user
transmissions. In general, the proposed approach and reported
results can be seen as a first initiative towards frequency-
optimized type of predistortion, opposed to classical full
bandwidth linearization.
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ABSTRACT
Spurious intermodulation components have recently been identified
as a major problem in carrier aggregation mobile transmitters with
multi-band power amplifiers (PAs). This article presents novel adap-
tive digital predistortion (DPD) solutions with reduced complexity
in both the predistortion processing and the feedback paths, to tackle
this problem. Compared with conventional DPDs which aim to lin-
earize the whole transmit bandwidth, the proposed technique aims at
mitigating only those intermodulation components which are most
problematic from the spurious emission limit perspective. The pro-
posed technique is verified with extensive simulations in various
3GPP LTE-A carrier aggregation scenarios, showing that the inter-
modulation spurs can be efficiently mitigated below the spurious
emission limit with relatively small back-offs.
Index Terms— Carrier aggregation, power amplifier, intermod-
ulation, digital predistortion, LTE-Advanced, mobile transmitter
1. INTRODUCTION
One of the major implementation concerns in radio transmitters is
the ability to control unwanted spectral emissions. In carrier ag-
gregation (CA) mobile transmitters with a single multi-band power
amplifier (PA) [1], some of the intermodulation distortion compo-
nents created by a nonlinear PA will fall on the spurious region, and
may seriously violate the spurious emission limits [2], [3]. To satisfy
the stringent emission requirements in such multi-band transmission
scenarios, devices may need to considerably back off their transmit
power from the nominal maximum value (e.g., +23 dBm in 3GPP
LTE uplink). This is called Maximum Power Reduction (MPR) in
3GPP LTE context. However, reducing the transmit power (increas-
ing MPR) in order to fulfill the emission mask will necessarily re-
duce the uplink coverage. This problem is illustrated e.g. in [3] by
showing a measured RF spectrum of an LTE-A Release 12 intraband
CA signal with two fully allocated 5 MHz carriers separated by 30
MHz, driving a multi-band PA. The PA nonlinearity creates strong
3rd order spurious intermodulation components at 45 MHz from the
center of the whole transmission bandwidth. In this example, more
than 11 dB of MPR was needed to keep these intermodulations be-
low the spurious emission limit.
An intriguing alternative solution to power back-off is to use
digital predistortion (DPD) linearization for reducing the unwanted
This work was funded by the Finnish Funding Agency for Technology
and Innovation (Tekes, under the CREAM project), the Academy of Finland
(under the project #251138) and the Austrian Competence Centre in Mecha-
tronics (ACCM).
spectral emissions [4–8]. In CA transmit scenarios in battery-
powered mobile devices, however, conventional DPDs which take
the composite dual-carrier digital signal as input (”full-band DPD”),
are not feasible for transmit signal bandwidths exceeding a few
tens of MHz, due to the high computational power and sample rate
required [5]. In LTE-A with interband CA, for example, the total
transmit signal bandwidth can be several hundreds of MHz, thus
exemplifying the need for alternative linearization approaches.
In [6], a DPD technique with separate processing for the funda-
mental bands and the third-order intermodulation (IM3) bands in a
dual-carrier transmitter was introduced. This work relied on quasi-
memoryless DPD for each subband, and the parameter estimation
was non-adaptive, carried out off-line with a large-signal network
analyzer (LSNA). In [7], this work was extended to predistort also
the fifth-order intermodulation bands with up to three component
carriers, still relying on the memoryless modeling and off-line esti-
mation with an LSNA. Memory polynomial based DPD linearization
of dual-band PAs, focusing on the spectral regrowth mitigation of the
component carriers only, was in turn proposed in [9]. This approach
was extended to include also the IM3 bands in [8] but including only
memoryless processing. This work represents the current state-of-
the-art in the field. The works [6–9] predistort each band separately,
thus having much lower sample rate requirements compared to con-
ventional full-band DPDs. In [8] and [9], the DPD parameter es-
timation is also simplified, since only the linearized bands need to
be sampled in the feedback loop. Furthermore, in [6], [7], and [8],
the IM3 band distortion compensation is based on injecting a signal
with equal magnitude but 180 degree phase shift compared to the
estimated IM3 terms, into the input of the transmitter. This approach
is here referred to as the 3rd order inverse approach.
In this article, we develop a fully adaptive reduced complexity
DPD scheme to specifically target the IM3 bands. In contrast to the
previous works in [6], [7], and [8] which utilize the 3rd order inverse
solution, we aim to tune the amplitude and phase of the injected
signal adaptively, by decorrelating the considered IM3 band signal
of the PA output with appropriate basis functions stemming from
our analysis and signal modeling. This approach is shown to yield
superior results compared to the previous works, while having very
low computational and instrumentation complexity. In general, we
consider the main objective of the predistorter to keep the spectral
emissions below the regulated spectral and spurious emission limits.
For the spurious emissions, at RF frequencies over 1 GHz, this limit
is -30dBm over a 1 MHz measurement bandwidth [10], [11].
2. REDUCED-COMPLEXITY DIGITAL PREDISTORTION
2.1. Spurious IM3 Component Modeling and Analysis
In this Section, we first analyze the output of a third-order memory-
less PA when excited with a dual-carrier LTE-A UL type signal. A
principal scenario illustration is given in Fig. 1. The analysis is car-
ried out at composite baseband equivalent level, and the two compo-
nent carriers (CC) are assumed to be separated by 2fIF . Thus, the
composite baseband equivalent PA input and output signals, x(n)
and y(n), read
x(n) = x1(n)e
j2pi
fIF
fs
n
+ x2(n)e
−j2pi fIF
fs
n (1)
y(n) = β1x(n) + β3|x(n)|2x(n) (2)
where β1 and β3 are unknown PA coefficients, and x1(n) and x2(n)
are the baseband equivalents of the input CCs. Through direct sub-
stitution of (1) in (2), the baseband equivalent positive and negative
IM3 terms, located in the composite BB equivalent at three times the
IF frequency, can be easily extracted and read
yIM3+(n) = β3(x
∗
2(n)x
2
1(n))
yIM3−(n) = β3(x
∗
1(n)x
2
2(n)) (3)
While the PA output contains also other signal and distortion terms,
our objective is to develop a low-complexity DPD solution that can
in particular reduce the above IM3 components and thus assist the
mobile transceiver to fulfill the spurious emission mask with smaller
MPR. This is formulated next at structural level in Section 2.2 while
the actual parameter optimization and estimation through decorrela-
tion principle are addressed then in Section 3.
2.2. Proposed IM3 Reduction DPD
To simplify the presentation, we focus below on canceling only the
IM3+ term in (3). In short, the idea is to inject a proper additional
low-power cancellation signal to (1), located at three times the IF,
such that IM3+ at PA output is reduced. Stemming from the sig-
nal structure in (3), natural injection is of the form x∗2(n)x21(n) but
should be scaled properly with a complex DPD coefficient, say α.
Thus, incorporating such DPD processing, the composite baseband
equivalent PA input signal reads now
x˜(n) =x1(n)e
j2pi
fIF
fs
n
+ x2(n)e
−j2pi fIF
fs
n
+ α(x∗2(n)x
2
1(n))e
j2pi
3fIF
fs
n (4)
Here, and in the continuation, we use (˜.) variables to indicate DPD-
based processing and corresponding signals. Substituting now x˜(n)
in (2), the fundamental CCs and IM3 components at PA output read
y˜+(n) =β1x1 + β3|x1|2x1 + 2β3|x2|2x1
+ 2β3α|x1|2|x2|2x1 + 2β3|α|2|x1|4|x2|2x1 (5)
y˜−(n) =β1x2 + β3|x2|2x2 + 2β3|x1|2x2
+ β3α
∗|x1|4x2 + 2β3|α|2|x1|2|x2|2x1x2 (6)
y˜IM3+(n) =(β3 + β1α)x
∗
2x
2
1 + 2β3α(|x1|2 + |x2|2)x∗2x21
+ β3|α|2α|x1|4|x2|2x∗2x21 (7)
y˜IM3−(n) =β3x
∗
1x
2
2 + 2β3α
∗|x1|2x∗1x22 (8)
Notice that in above, we have excluded the discrete-time arguments
(n) in the signal variables to simplify the presentation. This nota-
tional convention is deployed also in the continuation. In addition
to above components, the injection of the DPD signal at three times
the IF produces then also fifth- and seventh-order IM (IM5 and IM7)
terms at the PA output. These are given by
y˜IM5+(n) =β3α
2|x1|2x31x∗22
y˜IM5−(n) = β3α
∗x∗21 x
3
2, y˜IM7+(n) = β3α
2x41x
∗3
2 (9)
These are, however, typically much weaker than the third-order com-
ponents which tend to limit the spurious emission performance [10],
[11].
As (7) shows, the strength of the considered IM3 at the PA
output depends directly on, and can thus be controlled by, the
DPD coefficient α. Hence, the optimization and feedback-based
low-complexity estimation of α for efficient IM3 cancellation is
addressed next in Section 3.
3. DPD PARAMETER OPTIMIZATION AND ESTIMATION
Below we address the DPD parameter optimization and practical es-
timation. As in the previous Section, we focus mostly on the positive
IM3 spurious band to keep the notations compact. Similar process-
ing and optimization can be directly developed then also for the cor-
responding negative IM3 spurious band. This will also be illustrated
in the simulation results section.
3.1. Third-Order Inverse Reference Solution
We start our coefficient optimization by shortly investigating the so-
called third-order inverse solution for reference. From (7), it is clear
that choosing α such that β3 + β1α = 0 or
αinv = −β3/β1, (10)
the third-order distortion term at positive IM3 band is fully elimi-
nated. This is called here third-order inverse solution. This solution
is very intuitive, as injecting −(β3/β1)x∗2x21 at PA input will ap-
proximately yield−β3x∗2x21 at the output, thus suppressing the IM3,
since the injection is a very low power signal exiting only the PA lin-
ear gain. However, as the PA is anyway a fundamentally nonlinear
device, some intermodulation will remain at the positive IM3 band.
This can be analyzed more closely by substituting αinv = −β3/β1
in (7). This yields directly
y˜IM3+,inv (n) =− (β23/β1)x∗2x21[2(|x1|2 + |x2|2)
+ (|β3|2/|β1|2)|x1|4|x2|2)] (11)
Thus we can see that the remaining intermodulation at positive IM3
band contains higher-order terms with structural similarity and cor-
relation with x∗2x21. This will be deployed in Section 3.2 where the
proposed decorrelation-based DPD parameter optimization and es-
timation is formulated. More specifically, denoting the statistical
expectation operator by IE(.) and assuming that the CCs x1 and x2
are statistically independent, the correlation can be written explicitly
as
IE(y˜IM3+,inv (n)× (x∗2(n)x21(n))∗) =
− β
2
3
β1
[
2IE|x1|6IE|x2|2 + 2IE|x1|4IE|x2|4 + |β3|
2
|β1|2 IE|x1|
8IE|x2|4
]
(12)
thus implying non-zero correlation.
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Fig. 1. Principal adaptive DPD system architecture for third-order spurious intermodulation reduction in a dual-carrier transmitter. Also
essential composite baseband equivalent spectra are shown.
3.2. Decorrelation-based Parameter Optimization and Practical
Adaptive Estimation
As formulated above, the third-order inverse solution in (10) needs
explicit estimation of the PA parameters β1 and β3. Furthermore,
even with perfect estimation, the remaining distortion has correla-
tion with the essential distortion basis of the form x∗2x21, as was
shortly shown above. Hence, opposed to third-order (or more gener-
ally P th-order) inverse processing, we formulate the DPD parame-
ter optimization task here as minimizing the correlation between the
considered IM3 spurious band and the distortion basis x∗2x21. This
will then also imply very simple instrumentation complexity for the
feedback receiver, for parameter learning with unknown PA char-
acteristics, as only narrowband feedback capturing the considered
IM3 spurious band is needed. This is conceptually illustrated in Fig.
1. As formulated in more details below, this will then also enable
directly tracking, e.g., possible time-variations in the PA character-
istics due to temperature changes and other possible sources like de-
vice ageing. Furthermore, very low-complexity practical learning
algorithms can be deployed without, e.g., matrix inversion typically
encountered in Least-Squares (LS) based block-processing.
We start the mathematical formulation by deploying the error
signal notation, depicted also in Fig. 1. This error signal, e(n),
is defined as the baseband feedback signal from the PA output mea-
sured at the considered IM3 spurious band, here the positive one. We
also define the cancellation signal basis, also called filter input sig-
nal, here as u(n) = x∗2(n)x21(n) as the focus is on positive IM3 spu-
rious band. We emphasize that this can be generated directly from
the baseband signals of the individual component carriers, x1(n)
and x2(n), at baseband. Then, the idea is find α that minimizes the
correlation between e(n) and u(n) and thus orthogonalizes the er-
ror signal with the input signal, i.e. sets E(e(n)u∗(n) = 0). To
shortly derive this decorrelation solution, we first write the essential
instantaneous signal expressions as
e(n) = y˜IM3+(n)
= (β3 + β1α)x
∗
2x
2
1 + 2β3α(|x1|2 + |x2|2)x∗2x21
+ β3|α|2α|x1|4|x2|2x∗2x21 (13)
u(n) = x∗2(n)x
2
1(n) (14)
e(n)u∗(n) = β3|x1|4|x2|2 + β1α|x1|4|x2|2
+2β3α(|x1|6|x2|2 + |x1|4|x2|4) + α|α|2β3|x1|8|x2|4 (15)
Then, we can directly operate with the statistical expectation opera-
tor IE(.) to (15), yielding
IE(e(n)u∗(n)) = β3IE|x1|4IE|x2|2
+ α
[
β1IE|x1|4IE|x2|2 + 2β3(IE|x1|6IE|x2|2 + IE|x1|4IE|x2|4)
]
(16)
where it has been assumed that the component carrier signals x1 and
x2 are statistically independent and also the expectation of the last
term in (15) has been neglected as it is vanishingly small compared
to other terms. Now, setting this expression to zero yields the optimal
decorrelating DPD parameter, denoted with αo, as
αo =
−β3[
β1 + 2β3(
IE|x1(n)|6
IE|x1(n)|4 +
IE|x2(n)|4
IE|x2(n)|2 )
] (17)
Interestingly, the derived solution depends on the PA parameters and
higher-order statistics of the component carrier signals. As the PA
parameters β1 and β3 are assumed unknown, this solution cannot be
directly evaluated. However, it serves as the reference solution and
its derivation also forms directly the basis for developing the actual
sample-adaptive practical learning algorithm.
Next, as the PA parameters are assumed unknown, a sample-
adaptive or instantaneous decorrelation solution is pursued where
only the feedback observation is needed and DPD parameter α is
adapted continuously. This can be obtained directly using the instan-
taenous sample correlation u(n)e∗(n) to update the DPD parameter
α. We formulate this as
e(n) = y˜IM3+(n) (18)
u(n) = x∗2(n)x
2
1(n) (19)
α∗(n+ 1) = α∗(n)− µ|u(n)|2 u(n)e
∗(n) (20)
where learning step-size normalization is also deployed. This resem-
bles closely Normalized Least-Mean-Square (N-LMS) type adap-
tive filtering but with nonlinear transmitter inside the learning loop,
which from the learning perspective is the mapping from DPD in-
jection to IM3 band reference receiver output. In practical imple-
mentations, as already depicted in Fig. 1, the delay of the trans-
mitter and feedback receiver chains should also be incorporated in
Table 1. Required MPRs to meet the Spurious Emission Limit with
minimum of 95% success rate with different numbers of allocated
LTE-A RBs per CC
Number of RBs MPR, no DPD MPR, proposed DPD
1 6.4 dB 2.7 dB
10 6.2 dB 2.2 dB
50 4.8 dB 1.5 dB
the learning recursion. This type of learning algorithm can also
be interpreted as a stochastic Newton root search in the function
J(α) = IE[u(n)e∗(n)] (i.e., (16)), with the inverse of the gradi-
ent of J(α) approximated with the (positive) scalar µ/|u(n)|2. This
is plausible since the gradient of (16) is indeed positive when the PA
total output signal is still dominated by linear signal terms.
4. SIMULATION RESULTS AND ANALYSIS
A dual-carrier LTE-A UL SC-FDMA signal is deployed to test and
demonstrate the proposed DPD concept. The CCs are separated by
60 MHz and 25 resource blocks (RB) are allocated at each CC de-
ploying QPSK subcarrier modulation. The IIP3 of the 3rd-order PA
model is 17 dBm and the PA output power is +21dBm. As can be
seen in Fig. 2, the proposed decorrelation-based DPD provides bet-
ter results compared to the 3rd-order inverse solution, even when
the sample-adaptive practical learning is deployed. Fig. 3 shows the
corresponding convergence of the DPD coefficient, together with the
derived optimum value α0.
For more realistic performance assessment, a 5th-order PA
model is next deployed while still carrying out the linearization with
IM3 emphasis and sample-adaptive decorrelation-based learning.
Furthermore, both IM3+ and IM3- bands are linearized implying
parallel learning and processing with separate coefficients, say α+
and α−. The results in terms of transmitter output spectra are il-
lustrated in Fig. 4. Clearly, the existence of 5th-order terms have
certain impact on the linearization performance but the transmitter
emission requirements are still fulfilled with +22dBm output power.
To address shortly the impact of 5th-order distortion at IM3 band,
and assuming a polynomial PA model of the form y(n) = β1x(n)+
β3|x(n)|2x(n) + β5|x(n)|4x(n), one can easily show that without
DPD processing, the positive IM3 band baseband equivalent obser-
vation is equal to β3(x∗2x21) + 3β5|x2|2(x∗2x21) + 2β5|x1|2(x∗2x21).
Thus, the IM3 bands contain additional signal terms, due to 5th-
order distortion in the PA. Compared to the 3rd-order term, these
terms are clearly correlated and thus have an impact on the predis-
tortion coefficient learning. Extending the pre-distortion processing
to adaptively decorrelate the higher-order distortion terms at IM3
bands is thus an important topic for future work.
Finally, we elaborate on the ability of the developed DPD solu-
tion to relax the MPR requirements in different RB allocation sce-
narios, using the 5th-order PA model. Table 1 shows the required
MPRs, without and with DPD, in order to ensure meeting the spu-
rious emission mask defined in [10] and [11] in large number of
parallel realizations with at least 95% success rate. It is evident that
the proposed DPD allows using lower MPRs, by at least 3-4 dB, de-
pending on the number of allocated RBs. This directly reflects on
the UL network coverage.
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Fig. 2. Dual-carrier LTE-A mobile transmitter power spectra without
and with DPDs. PA with 17 dBm IIP3 and output power of +21 dBm.
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Fig. 4. Dual-carrier LTE-A mobile transmitter power spectra without
and with DPD. 5th-order PA model having 1-dB compression point
of 26 dBm and output power of +22 dBm.
5. CONCLUSIONS
In this paper, reduced-complexity adaptive digital pre-distortion so-
lution was developed to specifically suppress third-order intermod-
ulation in non-contiguous dual-carrier mobile transmitters. Sample-
adaptive parameter learning algorithm deploying only narrowband
feedback was formulated, and the whole DPD concept was shown to
outperform the existing third-order inverse solutions. This can help
dual-carrier mobile devices to reduce their power back-off while still
fulfilling the spurious emission requirements. Future work will in-
clude extending the DPD processing and parameter learning to high-
order PAs with memory.
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Abstract—Increasing the flexibility in spectrum access is a
key to enhanced efficiency in radio spectrum utilization. Non-
contiguous carrier aggregation (CA) is one enabling technology
towards more flexible spectrum access, but can also lead to
serious implementation challenges in terms of transmitter lin-
earity. Especially when a single power amplifier (PA) is deployed
for all carriers, serious intermodulation components will rise
which can easily limit the maximum transmit power. In this
paper, a low-complexity digital predistortion (DPD) solution is
developed to reduce the most critical spurious components at the
PA output, opposed to more classical full bandwidth linearization.
The developed concept and associated parameter learning and
optimization are particularly tailored towards mobile devices,
building on limited narrowband feedback receiver with reduced
instrumentation complexity and reduced-rate DPD processing.
The developed DPD solution can handle PAs with substantial
memory effects, and is verified with extensive simulation exam-
ples in various non-contiguous carrier aggregation scenarios and
practical PA models with memory.
Index Terms—Carrier aggregation, cognitive radio, digital
predistortion, flexible spectrum access, intermodulation, LTE-
Advanced, mobile transmitter, power amplifier
I. INTRODUCTION
Cognitive radio (CR) systems seek to increase the efficiency
of radio spectrum utilization by allowing secondary user (SU)
access to spatially and/or temporally unused spectral chunks
in limited geographical areas such that interference towards
primary users (PUs) is kept within the specified limits [1], [2].
At physical layer, this calls for frequency-agile flexible radio
transceivers which can transmit and receive spectrally well-
contained waveforms, including also non-contiguous trans-
This work was supported in part by the US National Science Foundation
under grants CNS-1265332 and CNS-1264486 as well as by the Finnish
Funding Agency for Technology and Innovation (Tekes) through the TRIAL
programme under the project ”Cross-Layer Modeling and Design of Energy-
Aware Cognitive Radio Networks (CREAM)”. The work was also funded by
the Academy of Finland under the project #251138 ”Digitally-Enhanced RF
for Cognitive Radio Devices” and the Linz Center of Mechatronics (LCM) in
the framework of the Austrian COMET-K2 programme.
mission with multiple simultaneous carriers. Similar non-
contiguous or scattered spectrum access scenarios are also
emerging in 3GPP mobile cellular radio, most notably in LTE-
Advanced in terms of non-contiguous intra-band and inter-
band carrier aggregation (CA) [3].
In above-kind flexible spectrum access scenarios, the lin-
earity of transceiver circuits, and especially transmit power
amplifier (PA), is one key challenge [4]. Especially with single
PA based transmitter architecture, non-contiguous transmission
can result in severe intermodulation components stemming
from the nonlinear characteristics of the PA. These spurious
components, if not properly controlled, can easily violate the
SU-PU interference constraints in cognitive radio systems
[5] or the spurious emission limits of commercial mobile
cellular radio such as 3GPP LTE-Advanced [6], [7]. One
alternative to reduce the spurious emissions is simply to back-
off the transmit power, called Maximum Power Reduction
(MPR) in 3GPP LTE uplink context. As shown through actual
RF measurements in [7] with an LTE-Advanced Release 12
intraband CA signal composed of two fully allocated 5 MHz
carriers and 30 MHz separation, the needed MPRs can be even
in the order 10-15 dB, which has then a very big impact on
the achievable transmission rate and coverage.
Instead of backing-off the power, a fascinating alternative
is to deploy digital predistortion (DPD) for suppressing the
unwanted spurious emissions [8]–[12]. In CA transmitters,
however, the total bandwidth of the digital signal is already
very high and running classical full-bandwidth DPD process-
ing may not be feasible, especially in mobile devices [9]. Thus,
alternative reduced-complexity DPD solutions are needed. In
the existing literature, some works towards sub-band specific
linearization have been reported in the recent years. In [10]
and [11], DPD solutions with separate processing for the
fundamental bands and the higher-order intermodulation (IM)
bands in CA transmitter context were developed. Quasi-
memoryless model for each subband was assumed and the
parameter estimation was based on off-line measurements with
a large-signal network analyzer (LSNA). Memory polynomial
type predistortion of dual-band PAs, focusing on the spectral
regrowth mitigation of the component carriers only, was in
turn proposed in [13], and then extended to cover also the
third-order IM bands in [12] but including only memoryless
processing. All these works allow lowering the sample rate
in the DPD processing, compared to classical full-bandwidth
solutions. In [12] and [13], also the feedback receiver in-
strumentation is simplified as only the linearized sub-bands
need to be measured. The reported solutions are, however,
limited either to simple memoryless processing or assume
offline measurements and parameter optimization.
In this article, opposed to offline measurements based pa-
rameter estimation, we develop an online reduced complexity
predistortion solution, specifically tailored to suppress third-
order spurious IM components in non-contiguous CA trans-
mitters. First, detailed modeling for the spurious components
is carried out assuming a general case of PA with memory ef-
fects. Then, stemming from this modeling, a specific cancella-
tion signal is injected into the transmit path such that the third-
order spurious IM component at PA output is suppressed. The
properties of this injected cancellation signal are adaptively
controlled, deploying a decorrelation-based adaptive learning
algorithm and narrowband observation receiver with reduced
instrumentation complexity. Compared to the previous works
in [10], [11], and [12], explicit knowledge of the PA properties
is then not needed. Comprehensive simulation experiments are
also reported, with practical wideband PA models, evidencing
efficient suppression of the selected spurious components. The
developed solution thus offers an efficient low-complexity
DPD solution for reducing PA-induced spurious emissions in
spectrally-agile flexible radio systems.
II. SPURIOUS COMPONENT MODELING AND DIGITAL
PREDISTORTION
A. Spurious IM3 Component Modeling for Power Amplifiers
with Memory
In [14], modeling of the spurious IM3 component of a
third order memoryless PA was performed. This analysis
established the basis for the memoryless decorrelating DPD
using the relevant third order basis functions, and it is shortly
reiterated next. The modeling is carried out at composite
baseband equivalent level, and the two component carriers
(CC) are assumed to be separated by 2fIF . Defining the
composite baseband equivalent input and output signals of the
PA respectively as
x(n) = x1(n)e
j2pi
fIF
fs
n + x2(n)e
−j2pi fIFfs n (1)
y(n) = β1x(n) + β3|x(n)|2x(n), (2)
the PA output signals at the spurious IM3 bands centered at
+/- 3fIF read
yIM3+(n) = β3(x
∗
2(n)x
2
1(n))
yIM3−(n) = β3(x
∗
1(n)x
2
2(n)). (3)
Here, β1 and β3 are the (unknown) memoryless PA coeffi-
cients, and x1(n) and x2(n) are the baseband equivalents of
the input CCs.
Now, in order to extend this analysis to power amplifiers
exhibiting memory effects, we shall assume a third order
Parallel Hammerstein (PH) PA model excited with the same
dual-carrier signal. The PA output signal in this case is
y(n) = f1(n) ? x(n) + f3(n) ? |x(n)|2x(n), (4)
where f1(n) and f3(n) are the filters in the main and third
order PH branches, respectively, and ? is the convolution
operator. Through direct substitution of (1) in (4), the baseband
equivalent positive and negative IM3 terms, located in the
composite BB equivalent at three times the IF frequency, can
be easily extracted and read
yIM3+(n) = f
+
3 (n) ? (x
∗
2(n)x
2
1(n))
yIM3−(n) = f
−
3 (n) ? (x
∗
1(n)x
2
2(n)). (5)
Here, f+3 (n) is the baseband equivalent response of f3(n) at
the positive IM3 band (+3fIF ), and similarly, f−3 (n) is the
baseband equivalent response of f3(n) at the negative IM3
band (−3fIF ). These are formally defined as
f+3 (n) = LPF{e−j2pi
3fIF
fs
nf3(n)} (6)
f−3 (n) = LPF{ej2pi
3fIF
fs
nf3(n)}, (7)
with LPF{.} denoting an ideal low pass filtering operation,
with a passband 3 times the bandwidth of the wider CC.
While the PA output signal contains also other signal and
distortion terms, our objective is to develop a low-complexity
DPD solution that aims at reducing only these particular IM3
components, and thus assist the mobile transceiver to fulfill
the spurious emission mask with a smaller MPR. This is
formulated next at structural level in Section II-B while the
actual parameter optimization and practical estimation through
the decorrelation principle are addressed in Section III.
B. Proposed DPD Structure for Dedicated Spur Reduction
To simplify the presentation, the following analysis will
focus on canceling only the IM3+ term in (5). In short, the
idea is to inject a proper additional low-power cancellation
signal to (1), located at +3fIF , such that the level of the
IM3+ term at PA output is reduced. Stemming from the
signal structure in (5), a natural injection signal is a filtered
version of x∗2(n)x
2
1(n) using a filter α(n) composed of a set of
N+1 taps α0, α1, ...αN . Incorporating such DPD processing,
the composite baseband equivalent PA input signal now reads
x˜(n) =x1(n)e
j2pi
fIF
fs
n + x2(n)e
−j2pi fIFfs n
+
[
α(n) ? (x∗2(n)x
2
1(n))
]
ej2pi
3fIF
fs
n. (8)
Here, and in the continuation, we use (˜.) variables to indi-
cate DPD processing and corresponding predistorted signals.
Substituting now x˜(n) in (4), the most dominant terms at the
positive IM3 band at the PA output read
y˜IM3+(n) = (f
+
3 (n) + f
+
1 (n) ? α(n)) ? x
∗
2(n)x
2
1(n)
+ 2f+3 (n) ?
[
(|x1(n)|2 + |x2(n)|2)(α(n) ? x∗2(n)x21(n))
]
.
(9)
From (9), it can be shown that the strength of the considered
IM3 band at the PA output depends directly on, and can thus be
controlled by, the DPD coefficients α0, α1, ...αN . In the next
section, we address practical feedback-based adaptive learning
of α(n) for efficient online IM3 mitigation.
III. ADAPTIVE DECORRELATION-BASED LEARNING OF
DPD PARAMETERS
Below we address the practical estimation of the DPD
parameters. As in the previous section, we focus mostly on
the positive IM3 spurious band to keep the notations compact.
Similar processing and estimation can be directly developed
then also for the corresponding negative IM3 spurious band.
A. 3rd Order Inverse Solution
Examining (9), it can be seen that the solution that nulls
the third order term is simply obtained by setting the first
line of the equation to zero, i.e., f+3 (n) + f
+
1 (n) ? αinv(n) =
0, ∀n. Unlike in the memoryless scenario, in order to solve
this equation for the DPD filter α(n), it is easier to transform
the expression to the frequency domain where convolutions
are turned into multiplications. Consequently, the 3rd order
inverse solution for α(n) in the frequency domain becomes
Ainv(e
j 2piffs ) = −F
+
3 (e
j 2piffs )
F+1 (e
j 2piffs )
, (10)
where F+1 (e
j 2piffs ) and F+3 (e
j 2piffs ) are the baseband equivalent
frequency responses of the PH filters f1(n) and f3(n) at the
positive IM3 band (i.e. +3fIF ). After that, an IDFT operation
can be performed on Ainv(ej
2pif
fs ) in order to obtain the
impulse response of the DPD filter αinv(n).
Clearly, the 3rd order inverse solution implies estimating
F+1 (e
j 2piffs ) and F+3 (e
j 2piffs ), which is not a simple task in
practice. Such estimation for a memoryless DPD was proposed
in [10], [12]. In this article, instead of explicitly trying to
estimate the 3rd order inverse solution, we propose multi-tap
adaptive decorrelation-based DPD as an effective solution. The
actual estimation procedure is addressed next.
B. Decorrelation-Based Adaptive Parameter Estimation
Examining the first line of (9), the dominant term in the pos-
itive IM3 expression is (f+3 (n)+f
+
1 (n)?α(n))?x
∗
2(n)x
2
1(n).
As shown in the previous subsection a suitable linear filter
αinv(n) can remove the dominant third-order term. However,
applying predistortion always creates higher-order IM products
on the IM3 bands, such as the fifth order term seen on the
second line of (9), that the 3rd order inverse solution cannot
suppress. This fifth order term can be seen to be strongly corre-
lated with the dominant third order basis function x∗2(n)x
2
1(n).
We therefore conjecture, that decorrelating the IM3 band
signal at the PA output with x∗2(n)x
2
1(n) and its delayed
replicas could give superior performance compared to the 3rd
order inverse solution. This approach was originally developed
in [14] for a memoryless DPD and PA. There, the adaptive
decorrelation algorithm was shown to clearly improve the IM3
band reduction compared to the 3rd order inverse solution, and
was also shown to work under 5th order PA nonlinearity. The
memoryless solution from [14] is here generalized to a multi-
tap solution, aiming for improved spur reduction with practical
wideband PAs exhibiting substantial memory effects.
As implicated by the analyses in Sections II-B and III-A, the
proposed multi-tap adaptive decorrelation DPD is formulated
as a multi-tap adaptive filter which filters the locally generated
Static Non-Linear (SNL) basis function x∗2(n)x
2
1(n), with the
objective of decorrelating it with the IM3 band signal at the
PA output. Consequently, the adaptive decorrelation coefficient
update reads as follows:
e(n) = y˜IM3+(n) (11)
u(n) = x∗2(n)x
2
1(n) (12)
u(n) = [u(n) u(n− 1) ... u(n−N)]T (13)
α(n) = [α0(n) α1(n) ... αN (n)]
T (14)
α∗(n+ 1) = α∗(n)− µ||u(n)||2 + C u(n)e
∗(n). (15)
Where N+1 denotes the filter length. The scaling factor
||u(n)||2+C of the adaptation constant µ in (15) corresponds
to the Normalized Least Mean Square (NLMS) scaling factor
and the constant C is added to avoid numerical problems when
the energy in the current set of samples is very small.
The proposed adaptive learning structure is shown in Fig. 1.
Notice that the learning and the actual main DPD path filtering
are separated, to be able to handle the delay of the predistortion
feedback loop. This delay is denoted by the block z−L in front
of the ’Adaptive Decorrelator’ block.
C. Computational and Hardware Complexity
Compared to conventional full-band DPD, the proposed
technique has many benefits. First, the computational require-
ments of the DPD processing are greatly reduced. Full-band
DPD with nonlinearity order 3 would need to run at a sample
rate 3 times the composite dual-carrier signal bandwidth,
which quickly becomes impossible when increasing carrier
separation. The minimum sample rate for the proposed tech-
nique is only 3 times the bandwidth of the wider component
carrier. To give an example, assume a CA scenario with
two 10 MHz carriers separated by 100 MHz. The minimum
sample rate with 3rd order full-band DPD would be 330 MHz,
whereas with the proposed technique, it is only 30 MHz.
Second, the proposed technique implies very simple in-
strumentation complexity for the feedback receiver, which is
needed for parameter learning with unknown PA characteris-
tics, as only narrowband feedback capturing the considered
IM3 spurious band is needed. Using the same numerical
example as above, and the feedback structure shown in Fig.
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Fig. 1. Principal adaptive DPD system architecture for third-order spurious intermodulation reduction in a dual-carrier transmitter. Also essential composite
baseband equivalent spectra are shown.
1, conventional full-band DPD would need an ADC with
a minimum sample rate of 660 MHz, while the proposed
technique needs only a 60 MHz ADC.
Third, the complexity of the proposed structure could be
further reduced, if the signal injection, which in Fig. 1 is
fully digital, would be implemented in the analog domain
using an extra DAC and I/Q modulator for each injected
signal. This would also enable using separate DAC’s for the
component carriers instead of a single wideband DAC. Sample
rate requirements at the digital side and DAC stage would
thus be reduced, which would otherwise inevitably become
a bottleneck if the carrier separation was increased beyond
couple of tens of MHz. This approach, however, implies
complex cost-related trade-offs between digital and analog
instrumentation, and requires careful study to find the carrier
separation after which analog injection becomes cheaper. Such
a discussion is out of the scope of this article and remains an
important topic for future work.
To shortly demonstrate the differences in hardware com-
plexity between the fully digital implementation shown in Fig.
1 and the analog injection technique, assume again a CA
scenario with two 10 MHz carriers separated by 100 MHz.
The fully digital injection would need a dual DAC running at a
minimum of 330 MHz, and on the digital side, three complex
upsamplers to bring the sample rate to 330 MHz, plus two
adders running at this frequency. Using analog injection, one
would need a dual DAC at 110 MHz for the combined main
carriers (or alternatively two 10 MHz dual DAC’s for the main
carriers separately), one dual DAC at 30 MHz for the injection
signal, plus one to three analog I/Q modulators and one or two
adders, depending on the main carriers’ DAC implementation.
IV. SIMULATION RESULTS AND ANALYSIS
A. Simulation Scenarios
So far, the theoretical foundation of the decorrelating DPD
algorithm has been established along with an implementation
proposal for linearizing power amplifiers exhibiting memory
effects as shown in Fig. 1. In this section, a non-contiguous
dual-carrier signal is used to test the proposed DPD concept.
As a concrete example, the two carriers are separated by 60
MHz and both are deploying QPSK carrier modulation with
flexible carrier bandwidth. This models an example flexible
spectrum access scenario, applicable already in 3GPP LTE-
Advanced Release 12.
The DPD analysis and derivations in section II were for-
mulated for a parallel Hammerstein power amplifier model.
However, for a more general and realistic testing scenario
in which there is a mismatch between the PA model in
the analysis and actual verification simulations, we will also
deploy a Wiener power amplifier model, in addition to parallel
Hammerstein, in our simulations. Furthermore, the channel
bandwidth assignment of the two carriers is varied in order to
test the performance of the proposed DPD algorithm in flexible
channel assignment scenarios where the bandwidth allocation
of the two CCs can be symmetrical or asymmetrical.
For simplicity, we focus in the forthcoming examples mostly
on the positive IM3 band, but like mentioned already in
the previous sections, the negative IM3 band can also be
considered and processed similarly by just changing the SNL
basis in Fig. 1 from x∗2(n)x
2
1(n) to x
∗
1(n)x
2
2(n) and then
upconverting the DPD injection signal to the negative IM3
band instead of the positive one. Finally, in the feedback
path, appropriate downconversion and filtering to observe the
negative IM3 signal from the PA output, instead of the positive
one, is then obviously also needed. An example of this is given
in subsection C below.
B. Simulation Results with 3rd Order PA
First, a third-order Wiener amplifier is tested with an
IIP3 of +17 dBm and transmission power of +22 dBm thus
implying only 1 dB back off (MPR) from the maximum 3GPP
LTE class 3 UE transmission power (+23 dBm). Asymmetric
spectrum access is considered, with 5 MHz and 10MHz carrier
bandwidths. Fig. 2 shows the PSD of the PA output signal
under three different conditions. First, without using any DPD,
then using the single-tap decorrelating DPD, and finally using
the proposed multi-tap decorrelating DPD with five taps. The
learning in the adaptive DPD solutions is iterated for approx-
imately 300 microseconds before freezing the coefficients. As
the figure demonstrates, there is a clear gain in the suppression
of the positive IM3 band when the multi-tap algorithm and
processing is deployed, compared to the single tap one. This is
mainly because the single-tap DPD cannot process frequency-
dependent IMD within the IM3 band, imposed by PA memory.
Another simulation scenario is next considered and demon-
strated where the PA model is a parallel Hammerstein one. In
this case, for demonstration purposes, very long memory is
imposed in the PA model corresponding to high frequency
selectivity within the IM3 band. In this scenario, both ac-
cess carriers have an identical bandwidth of 5 MHz. Again
the DPDs are adapted for approximately 300 microseconds,
and the corresponding output spectra are shown in Fig. 3.
Again the proposed multi-tap processing yields substantially
improved reduction of the considered spurious component,
compared to memoryless processing.
C. Simulation Results with 5th Order PA
Real-world practical PAs usually exhibit higher-order non-
linearities than just the third order. Using similar notation as
in the previous sections, the wideband output signal of a 5-th
order parallel Hammerstein PA model is of the form
y(n) = f1(n) ? x(n) + f3(n) ? |x(n)|2x(n)
+ f5(n) ? |x(n)|4x(n), (16)
where in addition to f1(n) and f3(n), f5(n) is now the filter
in the fifth order PH branch. One can then easily show that
without any DPD processing, the positive IM3 band baseband
equivalent reads
yIM3+(n) = f
+
3 (n) ? (x
∗
2(n)x
2
1(n))
+ 3f+5 (n) ? (|x2(n)|2(x∗2(n)x21(n)))
+ 2f+5 (n) ? (|x1(n)|2(x∗2(n)x21(n))). (17)
Here, f+5 (n) is the baseband equivalent response of f5(n) at
the positive IM3 band (+3fIF ). Thus, the IM3 band clearly
now contains other signal terms in addition to the third order
term x∗2(n)x
2
1(n) as a result of the fifth order distortion in
the PA. However, we can also see that the additional fifth
order terms in the IM3 band have a significant correlation
with delayed replicas of the SNL basis function x∗2(n)x
2
1(n),
thus justifying the application of the decorrelating solution
also with higher-order PA models. A more extensive study
for analyzing the output of a fifth order PA when the DPD
injection is inserted is left for future work and here below we
simply focus on experimental verification and demonstration.
Stemming from above, in order to shortly elaborate the
applicability of the proposed multi-tap decorrelating DPD, a
fifth-order Wiener PA model is now deployed in the simulator.
The used PA model has +17 dBm IIP3 and +26.5 dBm 1dB
compression point, and includes clear memory effects. As in
the third-order PA example, both the single and multi-tap
DPD solutions are tested. The resulting convergence curves
of the five-tap filter coefficients are shown in Fig. 4. Again,
after approximately 300 microseconds, the coefficients are
converged and can thus be frozen. The corresponding PA
output PSD results are shown in Fig. 5, where it is again
evident that the proposed multi-tap DPD solution outperforms
the single-tap counterpart also in this practical scenario with
higher-order PA model. In this example, both positive and
negative IM3 spurious components are suppressed. We also
show in the figure the general ITU spurious emission mask
[15], namely -30dBm over 1 MHz measurement bandwidth.
As the figure illustrates, the proposed five-tap DPD solution
clearly allows the device to meet the spurious emission limits
which in turn are violated not only without DPD but also with
memoryless DPD processing. Notice also that as the DPD
processing is optimized for third-order IMD reduction, the
fifth-order spurs at IM5 bands are somewhat increased but
still well within the spurious emission limits.
V. CONCLUSIONS AND DISCUSSION
A low complexity digital predistortion technique for wide-
band power amplifiers with memory was proposed, specifically
designed for spectrum-agile mobile devices deploying non-
contiguous carrier aggregation. The predistortion processing
mainly targets to suppress the third-order intermodulation
components which can fall into the critical spurious emission
region when the component carriers are, e.g., a few tens
of MHz apart. Novel parameter learning and optimization
based on a narrowband observation receiver and decorrelating
principle was devised, covering frequency-dependent multi-tap
processing against PA memory within the spur bandwidth. The
overall DPD concept was succesfully tested and demonstrated
with different power amplifier models exhibiting memory
effects. In addition, flexible bandwidth assignments for the
transmitted component carriers were tested and demonstrated,
which is an essential element in emerging flexible spectrum ac-
cess and cognitive radio scenarios. In cognitive radio context,
successful spur reduction, through DPD processing, allows for
improved coexistence with other higher priority primary users
while still meeting the interference limits imposed on the mo-
bile transmitter output at adjacent channels and other protected
parts of the spectrum. Without sufficient spectral containment
of the secondary user signals, due to e.g. spurious emissions
of the PA, SU-PU interference constraints may considerably
compromise the deployment possibilities of dynamic spectrum
access and in particular non-contiguous spectrum access. Thus,
embedding an adaptive low-complexity DPD into the devices
to improve the spectral containment of the signals is one of the
enabling elements of dynamic and flexible spectrum access in
the future. Our future work will focus on more comprehensive
testing and performance evaluations of the proposed DPD
concept, including both real-time hardware demonstrations and
practical RF measurements.
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ABSTRACT
In frequency division duplexing (FDD) transceivers, the intermodu-
lation distortion (IMD) created by a nonlinear transmit power ampli-
fier can easily interfere with the receiver (RX) band. This is a partic-
ular concern in various carrier aggregation scenarios, and can cause
severe own RX desensitization. In this paper, a spur-injection based
sub-band digital predistortion (DPD) solution is proposed to miti-
gate this problem. Compared to earlier works, the proposed DPD
parameter learning is performed using the main RX of the device,
and thus it does not require any auxiliary observation RX, which
implies reduced costs and size. The proposed DPD is tested using
computer simulations with practical models for the transmitter (TX)
power amplifier and the TX/RX duplexer filters. The TX-induced
IMD is suppressed by up to 25dB at the own RX band, demonstrat-
ing a significant improvement in the RX signal-to-interference-and-
noise-ratio (SINR).
Index Terms— 5G, carrier aggregation, digital predistortion
(DPD), frequency division duplexing (FDD), long term evolution
(LTE)-Advanced, receiver desensitization.
1. INTRODUCTION
Carrier aggregation (CA) in 3GPP long term evolution (LTE)-
Advanced combines multiple component carriers (CCs) at different
RF frequencies. The CCs are combined either within the same RF
band (intraband CA), or at different RF bands (interband CA) [1].
Power efficiency is improved when the CCs are combined at the
power amplifier (PA) input, whenever feasible, compared to com-
bining them after the PA [1]. However, this leads to additional
unwanted spurious emissions at the PA output, which may violate
the emission limits regulated by the standardization bodies, e.g.,
ITU-R [2]. These unwanted emissions can interfere with other users
in the same band or at different RF bands. In general, aggressive
adoption of CA and flexible duplexing technologies are expected to
be key ingredients in the emerging 5G radio networks, in particular
at lower center-frequencies below 6 GHz [3, 4].
In FDD devices, in addition to violating the general spurious
emission limits, the generated spurious components can also over-
lap with the device’s own receive band, causing own receiver de-
sensitization, in particular in mobile devices [5–9]. This becomes
particularly problematic in CA scenarios, due to limited duplexing
distance, as well as finite TX-RX duplexer isolation (50-60 dB).
Straightforward solutions for this problem are: increasing the du-
plexing distance, increasing the duplexer isolation, and reducing the
This work was supported by the Finnish Funding Agency for Technol-
ogy and Innovation (Tekes), by the Academy of Finland under the projects
251138 and 284694, and by the Linz Center of Mechatronics (LCM) in the
framework of the Austrian COMET-K2 programme.
TX power. However, increasing the duplexing distance reduces the
system spectral efficiency, and thus degrades the overall network ca-
pacity. Increasing the duplexer isolation, on the other hand, signifi-
cantly increases the cost, complexity, and size of the duplexer filters,
which becomes impractical, especially for mobile devices. Finally,
reducing the TX power will end up yielding a significantly lower PA
efficiency, as well as a substantial reduction in the network coverage.
Thus, there is a need for other solutions to this transmitter-induced
RX desensitization problem, that do not have such drawbacks.
Digital cancellation algorithms in the receiver have been pro-
posed in [7–9] for canceling the transmitter-induced spurious emis-
sions at the RX band in CA scenarios. On the other hand, digital
predistortion (DPD), on the transmitter side, is considered an ef-
fective method for mitigating these harmful emissions as well. Re-
cently, some DPD techniques have been developed for mitigating the
TX spurious emissions explicitly while not necessarily focusing on
the other emissions [10–13]. These spur-injection DPD techniques
are based on injecting dedicated cancellation spurs at the PA input,
properly phased, such that the selected unwanted emissions are sup-
pressed at the PA output. In general, DPD solutions have an extra
advantage compared to RX cancellation algorithms, since they do
not impose any additional dynamic range constraints on the RX, in
particular the ADC. However, DPDs typically require an extra auxil-
iary receiver in order to estimate the PA nonlinearity characteristics,
which then adds to the overall costs and size of the transceiver.
In this paper, a novel spur-injection sub-band DPD solution is
proposed which uses directly the device’s own RX for learning, and
thus does not require any extra auxiliary RX. At the same time, the
spurious emissions at the PA output, falling at the own RX band, are
suppressed and thus the RX dynamic range can be fully utilized for
the desired RX signal. This implies that the DPD processing and
parameter learning have to consider the RF duplex filters’ frequency
responses for proper parameter estimation and predistortion. The
proposed DPD learning solution is based on evaluating and mini-
mizing the correlation between the observed spurious emissions at
the RX band, and specific locally generated basis functions repre-
senting these emissions. The parameter learning approach is very
simple and does not require any computationally intensive opera-
tions, such as matrix inversions, typically encountered in most DPD
and digital cancellation methods. Thus, the proposed DPD concept
offers a novel, efficient, low cost, and simple solution for protect-
ing the own RX from the TX-induced spurious emissions in future
LTE-Advanced and 5G CA networks.
This paper is organized as follows. Section 2 presents the TX-
induced spurious component modeling at the RX band, along with
the proposed DPD processing principle. Section 3 describes the
proposed block-adaptive DPD parameter learning. Section 4 then
presents comprehensive simulation results of the proposed DPD us-
ing realistic PA and duplexer models. Finally, section 5 concludes
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Fig. 1. PSD at the PA output when excited with a dual carrier signal.
Spurious emissions at the IM3+ sub-band can easily overlap with the
RX band and desensitize own RX.
the paper.
2. TX-INDUCED SPURIOUS COMPONENT MODELING
AT RX BAND AND PROPOSED DPD PROCESSING
In this section, modeling of the spurious intermodulation distortion
(IMD) at the own RX band, due to TX power amplifier nonlinear-
ity, is carried out in case of a CA FDD transceiver. Fig. 1 shows
the PSD when a dual carrier signal is applied to a nonlinear PA.
The IMD at the IM3+ sub-band, for example, can lie at the own RX
band and lead to own receiver desensitization. This problem can
be shortly quantified, numerically, as follows. Assuming the IM3+
spur is at -30dBm/MHz at the PA output [14], and the duplexer iso-
lation is 60 dB [15], the unwanted spurious leakage at the RX band
can be around -90dBm/MHz. This is 15dB above the RX thermal
noise floor (assuming 9dB RX NF [14]), which is a significant self-
interference and can completely block the RX. The proposed DPD
structure and basic processing for mitigating this problem is also pre-
sented in this section, while the actual DPD parameter estimation is
explained in section 3 in more details. For notational simplicity, we
solely focus on dual-carrier transmission and assume that the IM3
sub-band is located at own receive band.
2.1. TX-induced spurious component modeling at RX band
The modeling is carried out at composite baseband equivalent level,
where the two component carriers are assumed to be separated by
normalized frequency 2fIF . A P th order Parallel Hammerstein
(PH) model is adopted for characterizing the PA nonlinearity. The
I/Q modulators at the TX and RX are assumed to be ideal. The
TX/RX duplexer filters then model the signal path towards the RX
frontend. Finally, the TX-induced leakage signal at the RX is ex-
tracted at the output of the digital channel selection filter (CSF), as
illustrated also in Fig. 2. The RX LNA is assumed to be linear since
the signal levels are close to the reference sensitivity level in our
problem. Furthermore, LNA gain is normalized to one, without loss
of generality.
The composite baseband equivalent input and output signals of
the PA, with monomial nonlinearities and FIR branch filters in the
assumed PH model, then read
x(n) = x1(n)e
j2pifIFn + x2(n)e
−j2pifIFn, (1)
y(n) =
P∑
p=1,p odd
fp,n ? |x(n)|p−1x(n), (2)
where x1(n) and x2(n) are the baseband component carrier signals,
fp,n denotes the PH branch filter impulse responses of order p, and
(?) is the convolution operator. Direct substitution of (1) in (2) al-
lows extracting the baseband equivalent distortion terms at the IM3+
sub-band, for example, which, through straight-forward manipula-
tions, yields
y3+(n) =
P∑
p=3,p odd
f3+p,n ? up(n). (3)
Here, f3+p,n denotes the baseband equivalent impulse response corre-
sponding to the wideband PH PA model filters fp,n, evaluated at the
IM3+ sub-band, formally defined as
f3+p,n = LPF{e−j2pi3fIFnfp,n}, (4)
with LPF{.} denoting an ideal low pass filtering operation with a
passband width P times the bandwidth of the wider CC. Further-
more, up(n) are the corresponding pth order static nonlinear (SNL)
basis functions, related to the nonlinear distortion at the IM3+ sub-
band. Assuming a 7th order PA model (i.e., P = 7), as a practical
example, the IM3+ sub-band basis functions read
u3(n) = x
∗
2(n)x
2
1(n), (5)
u5(n) = u3(n)(2|x1(n)|2 + 3|x2(n)|2), (6)
u7(n) = u3(n)(3|x1(n)|4 + 6|x2(n)|4 + 12|x1(n)|2|x2(n)|2).
(7)
In FDD transceivers, the PA output signal passes through the
duplexer filters before the receiver frontend. A duplexer is composed
of two band pass filters. In the transmitter path, the TX filter tries to
attenuate the unwanted emissions outside the transmit band. The
RX filter then attenuates the transmitter passband signal leaking into
the receiver chain. With finite attenuation of duplexing filters, TX-
induced spurious IMD is not completely suppressed and can cause
self-interference at the RX band. At the receiver input, the baseband
equivalent IM3+ component leaking into the RX band, after passing
through the cascade of TX and RX duplexer filters, then reads
yD3+(n) = h
D
n ? y3+(n). (8)
The cascaded duplexer filter response from TX-RX leakage perspec-
tive, denoted by hDn in the above equation, is defined as
hDn = h
RX
n ?
(
hTXn e
−j2pi3fIFn
)
, (9)
where hTXn and hRXn represent the baseband equivalent lowpass
models of the bandpass TX and RX duplexer filters, respectively. Fi-
nally the RX CSF stage filters the leakage signal after the duplexer,
which then reads
yL3+(n) = h
CSF
n ? y
D
3+(n). (10)
From (3), (8), and (10), the final leakage signal at the RX, de-
noted with yL3+(n), can be expressed as a filtered version of the SNL
basis functions up(n) as follows
yL3+(n) =
P∑
p=3,p odd
hLp,n ? up(n), (11)
where hLp,n = f3+p,n ? hDn ? hCSFn is the equivalent filter representing
the cascaded pth order PA PH filter, TX/RX duplexer filters, and
CSF respectively.
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Fig. 2. Block diagram of the proposed sub-band DPD solution which uses the main RX for learning the DPD coefficients.
2.2. Proposed Sub-band DPD Processing
The key idea of the proposed DPD is to inject a proper additional
low-power cancellation signal, with structural similarity to (11) and
located at +3fIF , into the PA input, such that the level of the IM3+
TX-induced leakage at the RX is reduced. Now, stemming from
the IMD structure in (11), an appropriate digital injection signal can
be obtained by adopting the IM3+ basis functions up(n) in (5)-(7),
combined with proper filtering using a bank of DPD filters αp,n.
Incorporating such DPD processing with polynomial order Q, the
composite baseband equivalent PA input signal reads
x˜(n) = x(n) +
[
Q∑
p=3,p odd
αp,n ? up(n)
]
ej2pi3fIFn (12)
Here, and in the continuation, we use (˜.) variables to indicate DPD
processing and the corresponding predistorted signals. This DPD
processing principle is illustrated in Fig. 2 at a conceptual level,
while the actual DPD parameter learning algorithm is described in
the next section.
3. DPD PARAMETER LEARNING FOR MITIGATING
TX-INDUCED SPURS AT RX BAND
The pth order DPD coefficients αp,n in (12) are obtained such that
the correlation is minimized between the TX-induced IMD observed
at the RX, and the nonlinear basis functions in (5)-(7). However,
those basis functions are highly mutually correlated, and thus they
are first orthogonalized to obtain a new set of basis functions sp(n)
for better convergence properties [16]. A block-adaptive DPD pa-
rameter learning solution can then be formulated, where the follow-
ing vector based notations are adopted:
αp(m) = [αp,0(m) αp,1(m) ... αp,N (m)]
T (13)
α¯(m) = [α3(m)
T α5(m)
T ... αQ(m)
T ]T (14)
sp(nm) = [sp(nm) sp(nm − 1) ... sp(nm −N)]T (15)
s¯(nm) = [s3(nm)T s5(nm)T ... sQ(nm)T ]T (16)
S¯(m) = [¯s(nm) ... s¯(nm +M − 1)] (17)
e(m) = [y˜L3+(nm) ... y˜
L
3+(nm +M − 1)]T (18)
Here, N denotes the DPD filter memory depth, nm denotes the first
sample of blockm, with block sizeM , and y˜L3+(n) denotes the base-
band equivalent TX-induced leakage at the RX band with the cur-
rent DPD coefficients. Consequently, the decorrelation-based DPD
block-adaptive parameter learning rule then reads
α¯(m+ 1) = α¯(m)− µ S¯(m)e∗(m), (19)
where e∗(m) is the element-wise conjugated error signal vector,
while S¯(m) denotes the filter input data matrix, all within the pro-
cessing block m. The obtained new DPD coefficients α¯(m+ 1) are
then applied on the next block of samples in a block-adaptive man-
ner, as illustrated also in [17] in the context of using an auxiliary RX
for sub-band DPD learning. The learning rate parameter µ provides
a natural tradeoff between the speed of convergence and the steady
state error of the proposed block-adaptive sub-band DPD.
4. SIMULATION RESULTS AND ANALYSIS
In order to demonstrate the effectiveness of the proposed DPD, prac-
tical simulations are presented in this section using realistic models
of power amplifiers and duplexer filters. In the simulations, the TX
waveform is composed of two 10MHz LTE-A UL SC-FDMA com-
ponent carriers with QPSK subcarrier modulation, and the CC spac-
ing is 50MHz. The PA model, in turn, is a PH fifth-order model
whose parameters have been identified using a true mobile PA trans-
mitting at +23dBm. The simulation framework is setup according
to Fig. 2, assuming ideal I/Q modulators and demodulators. A lin-
ear LNA with normalized unit gain is also assumed, with the signal
levels at the LNA input being close to the reference sensitivity (REF-
SENS) level. The desired RX signal at the RX antenna is assumed to
be a 10MHz OFDM LTE-A DL signal with QPSK subcarrier modu-
lation.
The block-adaptive decorrelation-based DPD uses the observed
IM3+ spur after the digital CSF stage at the RX for learning the DPD
parameters, as shown in Fig. 2. The fifth-order DPD has a memory
depth equal to four, and 130 sample blocks are used for estimation,
with block size M = 10k. The final obtained coefficients are then
applied in the actual performance evaluation phase, to quantify the
amount of obtained spur suppression at the own RX band.
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Fig. 3. PSD at the PA output with and without DPD. TX power is
+23dBm. Two 10MHz LTE UL signals, with 50MHz carrier spacing
are used.
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Fig. 4. PSD after the TX/RX duplexer filters at the RX LNA input,
with and without DPD. TX power is +23dBm. Two 10MHz LTE
UL signals, with 50MHz carrier spacing are used. The desired RX
signal PSD is also shown, which is 10dB above REFSENS level.
Fig. 3 shows the baseband equivalent PSD at the PA output with
and without using the proposed DPD, where the frequency axis is
normalized such that zero refers to the considered RX center fre-
quency. The TX and RX duplexer filter responses are also shown,
indicating the total TX and RX bands. Fig. 4 then shows the output
PSDs after the duplexer filters at the input of the LNA in the own
RX. The desired RX signal is also shown in this figure, where it is
assumed that the RX signal is 10dB above the reference sensitivity
level [14]. The RX noise floor is also shown in the same figure,
where 9dB RX noise figure (NF) is assumed [14]. Fig. 5 shows the
stable convergence of the DPD coefficients, while using the main
RX for learning. Finally, Fig. 6 demonstrates the gain in the sig-
nal to interference and noise ratio (SINR) at the own RX obtained
by using the proposed DPD. Up to 25dB gain in SINR is achieved
when operating at +23dBm, thus significantly improving the perfor-
mance, without sacrificing the TX power efficiency, cost, or size of
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Fig. 5. Convergence of the DPD coefficients with fifth order nonlin-
earity, and memory depth four.
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Fig. 6. Own RX SINR versus TX power with and without the pro-
posed DPD. Desired RX signal is assumed to be 10dB above the
reference sensitivity level.
the overall transceiver.
5. CONCLUSIONS
In this paper, a novel DPD solution was proposed to protect the own
RX from TX-induced unwanted emissions in future FDD CA net-
works. Instead of adopting an additional observation receiver, the
proposed solution uses directly the main RX observation for learn-
ing the DPD parameters, reducing the costs and size of the overall
transceiver. Moreover, the dynamic range at the RX input is relaxed
in presence of a TX-induced spurious leakage signal, compared to
existing RX cancellation-based solutions. The performance of the
proposed solution was evaluated using extensive simulations, show-
ing up to 25dB improvement in the own RX SINR compared to the
no DPD case. Efficient self-interference suppression methods, like
the one proposed in this paper, are some of the key ingredients to en-
hance the carrier aggregation and duplexing flexibility in the future
5G radio networks, particularly at frequencies below 6 GHz.
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