We nd nucleation solutions of N interfaces and K spikes to the one-dimensional FitzhHughNagumo system. Each spike sits asymptotically in the middle between two interfaces. We use the Lyapunov-Schmidt reduction method, in which the problem is split into a nite dimensional problem related to the translation of the K spikes and an in nite dimensional complement problem. However the complement problem remains near degenerate due to the translation of the N interfaces. To overcome this di culty we move the interfaces by a small distance and solve the complement problem with the help of a Newton iteration argument.
Introduction
We consider the stationary FitzHugh-Nagumo system Since a 2 (0; 1=2), on the graph of f the area of the region below the horizontal axis between 0 and a, is less than the area of the region above the axis between a and 1, Figure 1 (1). The nonlinearity f is therefore said to be unbalanced. For an unbalanced cubic nonlinearity, the concept of the Maxwell Conversely if u is a critical point of (1.4) then, setting v = ( ? ) ?1 u, (u; v) is a solution of (1.1-1.2).
For each positive integer N, (1.5 ) admits a solution of N sharp interfaces that is a local minimizer of (1.4), when is su ciently small. Figure 2 (1) shows a local minimizer of 4 internal interfaces. In general these interfaces are periodically positioned and the local minimizer has the internal mirror symmetry so that it may be obtained by extending a piece of the solution with one interface antiperiodically 17].
In this paper we are concerned with a type of saddle points of (1.4). They will be constructed by \adding" spikes on local minimizers of nite interfaces. The width of the spikes is of order . Existence of saddle points may be motivated by a mountain pass argument between two local minimizers of di erent numbers of interfaces. To construct saddle points of the particular type we use a rigorous singular perturbation approach. More detailed information on the saddle points will be revealed in the process. Figure 2 (2) shows an example of 4 interfaces and 2 spikes. Note that the interfaces are nearly periodically positioned and the spikes sit almost in the middle of two interfaces.
Such saddle points also help us understand the dynamic counterpart of (1.1-1.2). The negative gradient ow of I in the L 2 (0; 1) space is the fast inhibitor limit of the dynamic FitzHugh-Nagumo system u t = 2 u + f(u) + v; (1.6) 0 = v ? v ? u; (1.7) with the Neumann boundary condition. The attractor of this system is expected to be made of the solutions of (1.5) and their unstable manifolds. A saddle point of K spikes is unstable whose unstable manifold is at least of dimension K, Theorem 1.2. If in (1.6-1.7) the initial value of u is close to the saddle point but with a slightly smaller spike, the spike is likely to disappear in time. On the other hand if the spike is larger, it will probably grow to two interfaces. The latter phenomenon is known as nucleation. For this reason the saddle points studied in this paper are termed nucleation solutions of (1.5).
The main result is the following existence theorem. The proof of the theorem is a Lyapunov-Schmidt reduction argument. On a local minimizer of N interfaces, located at x 1 , x 2 , ..., x N , we \add" K spikes at y 1 , y 2 , ..., y K arbitrarily between K prescribed pairs of adjacent interfaces. When y = (y 1 ; y 2 ; :::; y K ) moves, we obtain a manifold of approximate solutions w y whose dimension is K. In the rst step for each y = (y 1 ; y 2 ; :::; y K ) we will solve (1.5) to nd g y in the space \orthogonal" to the manifold. Then in the second step by minimizing I on g y with respect to y we will nd a particular y so that g := g y also solves (1.5) in the direction of the manifold. This g turns out to be a solution of (1.5).
In the literature when the Lyapunov-Schmidt method was used in this context, the rst step, solving an equation in the space \orthogonal" to the manifold, is done by a xed point argument. Examples include 1, 2, 3, 4, 5, 10, 11, 12, 15, 19, 20, 23, 24] and the references therein. The minimization argument used in the second was used in papers like 3, 6, 7, 11, 12] . Solutions with only spikes were found in 14, 21] . 22] studied solutions with boundary and internal layers.
Here the situation is complex. Roughly speaking the problem is near degenerate even in the direction perpendicular to the manifold. The rst step can not be done just by a xed point argument near an approximate solution. Solving the problem in this direction requires some e ort. To see this di culty more clearly, let us speculate the critical eigenvalues of the linearized operator of (1.5) at a nucleation solution of N interfaces and K spikes. Here a critical eigenvalue refers to an eigenvalue that satis es ! 0 as ! 0. We expect that there are N + K critical eigenvalues, corresponding to the translation of the interfaces and the spikes. The presence of these critical eigenvalues means that the nucleation solution is near degenerate. In the Lyapunov-Schmidt reduction method alluded above, the critical eigenvalues related to the translation of the spikes no longer cause trouble in the rst step, for they are handled in the second step which is a nite dimensional problem. However there are still the critical eigenvalues associated with the translation of the interfaces. They make the rst step highly nontrivial.
The key idea in this paper is to \move" the interfaces x j to x 0 j by a proper distance of order .
From this new function we will launch the Newton iteration. After two iterations we will nd an improved function near which we can apply a xed point argument and solve the problem \orthogonal" to the manifold.
The nucleation solutions are saddle points of (1.4) in the following sense. Theorem 1.2 The Morse index of a nucleation solution of K spikes is at least K, i.e. the second variation of I at the nucleation solution has at least K, counting multiplicity, negative eigenvalues.
The proof of this theorem is relatively simple. Corresponding to each spike we nd a unstable direction of perturbation to I. With K spikes, and hence K directions, we construct a subspace on which I 00 at the nucleation solution is negative de nite. The theorem follows from the variational characterization of the eigenvalues of I 00 at the nucleation solution.
We organize the paper as follows. In Section 2 we summarize the properties of the nite interface local minimizers. In Sections 3 and 4 we do the rst step of the proof of Theorem 1.1. In Section 3 we construct a K dimensional manifold of approximate solutions w y , from which we launch the Newton iteration in Section 4 and solve (1.5) in the direction perpendicular to the manifold to obtain a new manifold of g y . Then in Section 4 we nd g in the new manifold, which solves (1.5), to complete the proof. Theorem 1.2 is also proved in this section. Several technical lemmas are included in the appendix. 2 The nite interface local minimizer u To make the proofs to the two theorems more readable, we assume, without the loss of generality, that = = 1: (2.1)
We always suppress the dependence on in notations. For instance we write I in (1.4) instead of I . However when a quantity is independent of , we always emphasize. In the case that a quantity independent of arises as a limit as ! 0 of an -dependent quantity, we denote the limit with a subscript 0 or a superscript 0. The L 1 norm is widely used so we simply write k k for it. Other norms are written with subscripts such as k k 2 Let v be the particular number so that f + v is balanced. Denote its three zeros by u l , u m , and u r , where u l < u m < u r , Figure 1 (1). Let = u r ? u l .
In this section we summarize some properties of the nite interface local minimizers of I. We will later \add" spikes on them and build nucleation solutions. To save space we take a formal style to describe the local minimizers in this section. More detailed and rigorous statements are found in .13) we also obtain c j , the eigenvector of (2.13). Then we can write down a uniform approximation for ':
(2.14)
It includes the 0-order inner expansion and -order outer expansion. The -order inner expansion 1 is not needed in this paper.
We end this section with the remark that u is not a global minimizer. The global minimizer must have an unbounded number of interfaces as ! 0. This phenomenon was studied for the Dirichlet boundary problem in 8].
3 Approximate solutions w y
We look for a nucleation solution by \placing" spikes between the interfaces of u. First we move each interface of u at x j by t j . Let be a C 1 cut-o function so that
d is a small xed number independent of . Let t = (t 1 ; t 2 ; :::; t N ) be an N vector and set
We have de ned u t by moving each interface of u at x j by t j . Let x 0 j = x j ? t j .
We then add spikes. Let y = (y 1 ; y 2 ; :::; y K ) be a K vector. Each y l is between two interfaces, i.e. y l 2 (x 0 j ; x 0 j+1 ). y l is arbitrary and independent of . We let U l be the homoclinic solution of U 00 + f(u(y l ) + U) ? f(u(y l )) = 0; U( 1) = 0; U 0 (0) = 0: We will choose t so that S(w t;y ) is not adversely a ected by the translation of the interfaces x 0 j (see (3.16) ). But rst we must estimate S(w t;y ). Since U l is exponentially small away from y l , The lemma follows from (3.11-3.14). Hence T y is a contraction if we take c 0 small. In conclusion we have found a function g y := w y + 1;y + 2;y + y so that y (S(g y )) = 0.
The reduced problem
In this section we will show that there exists a K vector y so that (3.23) becomes S(g ) = 0:
To nd such a y we consider I at g y and view it as a function of y. We will show that this function is minimized at some y at which (5.1) is satis ed. For this we recall that w y = u t + P K l=1 U l where t is determined from y by (3.16) . However the exact dependence of t on y is not needed in this proof. Then The two integrals on the right side satisfy The rst term on the left side of (5.6) is independent of y. We only need to show that the second term is minimized by some y = y . There are two cases of y l . In the rst case y l is between an upward interface and a downward interface. In the second case y l is between a downward interface and an upward interface. Without the loss of generality we consider the second case. u(y l ) is between u l and the smaller of the two critical points of f. Lemma Therefore the coe cient matrix is non-singular and c m = 0, i.e. S(g) = 0.
We have thus completed the proof of Theorem 1.1. 
