Abstract-A recent work (Kim et al. 2018 ) has reported a novel statistical modeling framework, the State-Space Multitaper (SSMT) method, to estimate time-varying spectral representation of non-stationary time series data. It combines the strengths of the multitaper spectral (MT) analysis paradigm with that of state-space (SS) models. In this current work, we explore a variant of the original SSMT framework by imposing a smoothness promoting SS model to generate smoother estimates of power spectral densities for non-stationary data. Specifically, we assume that the continuous processes giving rise to observations in the frequencies of interest follow multiple independent Integrated Wiener Processes (IWP). We use both synthetic data and electroencephalography (EEG) data collected from a human subject under anesthesia to compare the IWP-SSMT with the SSMT method and demonstrate the former's utility in yielding smoother descriptions of underlying processes. The original SSMT and IWP-SSMT can co-exist as a part of a model selection toolkit for nonstationary time series data.
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I. INTRODUCTION
Frequency domain analysis of time series data with cyclic signature is an informative approach extensively used across multiple disciplines encompassing science, engineering and medicine. Due to the noiseness of the time series in general, it is often modeled as a realization of a stochastic process. Consequently, accurate estimation of the unknown true spectrum from sequential observations becomes vital. When the time series data can be assumed to be realizations of a second order stationary (s.o.s.) stochastic process, one can define the Power Spectral Density (PSD) as the Fourier transform of the autocovariance of the s.o.s. process [1] . In practice, estimation based on the Fourier transform on finite data sequences results in a tradeoff between bias and variance of the PSD estimate [2] . In this regard, the multitaper spectral (MT) analysis method [3] provides PSD estimators with optimal bias-variance tradeoffs.
In practical applications, a stochastic process may demonstrate non-stationarity, such as the electroencephalogram (EEG) recording from a patient undergoing anesthesia [2] . Nevertheless, for short time windows, such as a few seconds a AHS and SC contributed equally to this work; *This work was partially supported by NIH Award P01-GM118629 and by funds from Massachusetts General Hospital (MGH) and the Picower Institute for Learning and Memory (PILM) (to ENB as in the anesthesia example, it is reasonable to assume s.o.s., allowing the MT to be applied to each window. To derive a dynamic description of the spectrum (spectrogram) it is a common practice to calculate the spectra for consecutive locally s.o.s. data segments which may or may not be overlapping. The choice of the overlap duration is somewhat arbitrary and, moreover, this approach does not allow for statistical inference on the entire time series. The State-Space Multitaper (SSMT) spectral analysis framework was recently introduced to address this gap [4] . The SSMT method is based on a state-space (SS) model formulation comprising: (1) the observations which are Fourier transforms of the multiple tapered versions of each locally s.o.s. segment, and (2) multiple mutually-independent 1-dimensional discrete time states (one for each Fourier coefficient) following a first-order random walk, thus imposing stochastic continuity across consecutive s.o.s. segments.
In this work, we assume that each state underlying the observations are discretely sampled version of an Integrated Wiener Process (IWP). Specifically, we choose a simple model where the time derivative of each state follows a Wiener Process. The imposition of a stochastic continuity on the first-order time derivatives in this framework (referred henceforth as IWP-SSMT) leads to smooth estimates. We augment each state from SSMT with its time-derivative and adapt the parameters in the SS framework accordingly. The rest of the paper is organized as follows: Section II provides an overview of the SSMT framework. Section III introduces the IWP-SSMT method. In sections IV and V , the results and conclusions are presented, respectively.
II. OVERVIEW OF THE SSMT PARADIGM
Consider a sequence of real-valued scalar data {y 1 , y 2 · · · , y T }, sampled at a rate F s (in Hz), from a non-stationary time series {x 1 , x 2 · · · , x T } such that, y t = x t +ε t where, ε t is a Gaussian white noise process with zero-mean and constant variance σ 2 ε and x t is assumed to be a zero-mean, locally s.o.s. Gaussian process. We assume that J observations within each non-overlapping window are s.o.s., but not necessarily across K windows (T = KJ). A vectorized representation of the time sequences is,
where the j-th member of the column vectors are:
Furthermore, X k can be decomposed into orthogonal sequences in the frequency domain by virtue of the Spectral Representation
where,
Using the principles of MT algorithm applied to data vector Y k , one can write the following equations
The MT estimator in Eq. (4) has an optimal narrow-band vs. broad-band bias tradeoff and has lower variance than the single tapered estimates ( [2] , [3] ). Note that
The SSMT assumes that the increments ∆Z 
2 ) 1 . SS formulation allows the user to estimate the states ∆Z
using M J independent Kalman filters. The SSMT spectral estimate from the k-th time window is,
where, x i|j refers to the estimate of the process at the i-th window, based on the observations up to the j-th window.
III. SSMT WITH ∆Z(t) MODELED AS AN IWP A. Motivation
As an extension to SSMT, we model ∆Z k as a discrete process sampled regularly from a continuous process, ∆Z(t), where ∆Z(t) is assumed to follow an IWP. This is a different modeling assumption from SSMT, where ∆Z k was assumed to obey a first order random walk (a discretized representation of the Wiener Process). The main motivation for IWP comes from a connection between the IWP and the smoothing spline [5] -if a continuous process is an IWP, then the maximum aposteriori estimate of the process conditioned on observations (perturbed by Gaussian noise) is asymptotically equivalent to discrete samples from a smoothing spline fitted to the same observations.
B. State-space formulation
We assume that the underlying continuous process for Re{∆Z [6] . In the ensuing discussion, we will use the following matrices, where τ = J/F s is a stationary interval length,
The state and observation equations, respectively, are
Similar to Eq. (7), we define the IWP-SSMT spectral estimate as,
where, ∆Z
k|k (w j ) is estimated using a Kalman filter based on the SS model per Eqs. (9) and (10). For notational convenience, we define a new random state vector g
T . We indicate the conditional
l, j ] and its associated error covariance by k,j|K ) estimates can be calculated using standard Kalman filtering and smoothing equations [1] . Here, the Kalman Gain (KG), C
We define a roughness metric, k,j ). Roughness metric quantifies the expected value of differences between the consecutive states conditioned on the entire data. The lower the metric, the smoother the spectral estimates across time. 
C. Parameter estimation
To estimate the parameters in the IWP-SSMT framework we apply an Expectation Maximization (EM) algorithm [7] on a short calibration dataset. In the E-step, we compute the expectation of the complete data log-likelihood based on the parameter estimates from the previous EM step and on the filtered/smoothed state estimates and error covariances. In the M-step, the expectation is maximized with respect to the parameters of interest (Eqs. (13) and (14) ). These steps are iterated until some convergence crtieria is reached.
where, 
IV. RESULTS
We compare spectrograms among MT, SSMT [4] and IWP-SSMT, applied to two cases. (1) A synthetic data (an autoregressive (AR) process) whose true and MT spectrograms are presented in Fig. 1(a, b) . (2) A brief snippet of EEG recording obtained via a frontal scalp electrode channel sampled at 250 Hz using a Sedline monitor (Masimo Corp.) during general anesthesia induced by propofol (MT spectrogram is presented in Fig. 2(a) ). The EEG recording is part of de-identified data collected from patients at Massachusetts General Hospital (MGH) as a part of a MGH Human Research Committee-approved protocol. Figures 1(c, d ) and 2(b, c), represent SSMT and IWP-SSMT filtered estimates from noisy observations. With the ground truth spectra available for the AR example, Fig. 1(a) , we infer that both SSMT (Fig. 1(c) ) and IWP-SSMT ( Fig. 1(d) ) are able to estimate the dynamics of the true spectrogram within the peak power frequencies. Furthermore, we perform a simple quantitative comparison as such: we consider the frequencies with PSD > 0 dB, in Figs. 1(e) and (f), which account for > 97% of the power.
For these frequencies, we find that the relative error 2 in the PSDs (MT, SSMT, IWP-SSMT) relative to the true PSD are given by (64%, 65%, 64%) and (68%, 70%, 70%) for Figs. 1(e) and (f), respectively. From these point estimates, we infer that the spectral estimates in Fig. 1(e, f) , indicate that both SSMT and IWP-SSMT approximate the spectrum with same level of accuracy as MT.
Relative to MT, the SSMT and IWP-SSMT spectrograms appear to have higher contrast (Figs. 1(b -d) and 2(a -c) ). This contrast-enhancing effect of SSMT and IWP-SSMT is a consequence of the KG (Fig. (3)(a) and Fig. 4(a) ). KG reflects the degree to which a given SS model believes that there is a smooth underlying process at specific frequencies. For a given model, if KG is close to 1 then it trusts the observations more than the underlying process and hence assigns more weight on the observations (Y (F ) k ). On the other hand, lower KG indicates that the model trusts the underlying process more. MT approach is blind to the underlying process and simply follows the observations (equivalent to KG=1 for SS models) across all frequencies.
For a given model, SSMT or IWP-SSMT, if KG is nearly 1 (estimates dominated by observations) then one can expect the same degree of smoothness (average separation between consecutive estimates) as the observations, Y (F ) k , themselves as seen in (Fig. (3)(c) and Fig 4(b) ). If KG is low (model trusts process more), the estimates will reflect the smoothness property of the underlying process (both models in Fig. (3)(b,  d) and Fig 4(c) and only IWP-SSMT in Fig 4(d) ). Thus low KG seems to be indicative of a smoother estimate from a given model. Nevertheless, one needs to be cautious when using just KG to compare smoothness at specific frequencies across different models. For instance, even if KG is nearly identical for values lower than 1 the degree of smoothness could be different as seen in Fig. 3(d) . Moreover, even if KG is quite different, the degree of smoothness could be similar as seen in Figs. 3(b) and 4(c) . Therefore, to compare smoothness across models, KG by itself is inadequate which necessitates the roughness metric R j,m defined earlier. This roughness metric is appropriate for smoothness comparison across models as it is agnostic to the model choice (SSMT vs. IWP-SSMT). The inference drawn from smoothness com- parison between the two models based on visual inspection is corroborated by the roughness metric reported in Table I .
V. CONCLUSION
In this work, we have explored a variant of the SSMT [4] with a more complex description of the process dynamics. In this variant, the Fourier increments in each local s.o.s. time segment are considered discrete samples of the IWP. Both models are able to provide spectrogram estimates that are denoised compared to the MT method for both AR and EEG data analyzed here. Through this work, we have shown that IWP-SSMT can generate smoother estimates of the Fourier coefficients. Since anesthesiologists use EEG to gauge the level of sedation [8] , IWP-SSMT and SSMT can potentially be used to track the gradual changes in EEG-based biomarkers (due to gradual changes in amount of drug in the system producing this response) and can thus aid EEG-based drug-effect modeling studies, e.g., [9] .
More work is required to analyze the full consequences of the IWP-assumption in the IWP-SSMT. We believe IWP-SSMT, SSMT [4] and variants of this general SS framework can coexist within a prospective model selection toolkit for analysing non-stationary time-series.
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