Quantitative Chevalley-Weil theorem for curves by Bilu, Yuri et al.
ar
X
iv
:0
90
8.
12
33
v4
  [
ma
th.
NT
]  
9 N
ov
 20
12
Quantitative Chevalley-Weil Theorem for Curves
Yuri Bilu1 (Bordeaux),
Marco Strambi (Livorno),
Andrea Surroca2 (Basel)
October 9, 2018
Abstract
The classical Chevalley-Weil theorem asserts that for an e´tale covering of projective va-
rieties over a number field K, the discriminant of the field of definition of the fiber over a
K-rational point is uniformly bounded. We obtain a fully explicit version of this theorem in
dimension 1.
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1 Introduction
The Chevalley-Weil theorem is one of the most basic principles of the Diophantine analysis. Al-
ready Diophantus of Alexandria routinely used reasoning of the kind “if a and b are ‘almost’
co-prime integers and ab is a square, then each of a and b is ‘almost’ a square”. The Chevalley-
Weil [5, 20] theorem provides a general set-up for this kind of arguments.
Theorem 1.1 (Chevalley-Weil) Let V˜
φ→ V be a finite e´tale covering of normal projective va-
rieties, defined over a number field K. Then there exists a non-zero integer T such that for any
P ∈ V (K) and P˜ ∈ V˜ (K¯) such that φ(P˜ ) = P , the relative discriminant of K(P˜ )/K divides T .
There is also a similar statement for coverings of affine varieties and integral points. See [13,
Section 2.8] or [18, Section 4.2] for more details.
The Chevalley-Weil theorem is indispensable in the Diophantine analysis, because it reduces
a Diophantine problem on the variety V to that on the covering variety V˜ , which can often be
simpler to deal. In particular, the Chevalley-Weil theorem is used, albeit implicitly, in the proofs
of the great finiteness theorems of Mordell-Weil, Siegel and Faltings.
In view of all this, a quantitative version of the Chevalley-Weil theorem, at least in dimension 1,
would be useful to have. One such version appears in Chapter 4 of [1], but it is not explicit in
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all parameters; neither is the version recently suggested by Draziotis and Poulakis [7, 8], who also
make some other restrictive assumptions (see Remark 1.4 below).
In the present article we present a version of the Chevalley-Weil theorem in dimension 1, which
is explicit in all parameters and considerably sharper than the previous versions. Our approach is
different from that of [7, 8] and goes back to [1, 2].
To state our principal results, we have to introduce some notation. Let K be a number field, C
an absolutely irreducible smooth projective curve C defined over K, and x ∈ K(C) a non-constant
K-rational function on C. We also fix a covering C˜ φ→ C of C by another smooth irreducible
projective curve C˜; we assume that both C˜ and the covering φ are defined over K. We consider
K(C) as a subfield of K(C˜); in particular, we identify the functions x ∈ K(C) and x ◦ φ ∈ K(C˜).
We also fix one more rational function y ∈ K(C) such that K(C) = K(x, y) (existence of such y
follows from the primitive element theorem). Let f(X,Y ) ∈ K[X,Y ] be the K-irreducible poly-
nomial such that f(x, y) = 0 (it is well-defined up to a constant factor). Since C is absolutely
irreducible, so is the polynomial f(X,Y ). We put m = degX f and n = degY f .
Similarly, we fix a function y˜ ∈ K(C˜) such that K(C˜) = K(x, y˜). We let f˜(X, Y˜ ) ∈ K[X, Y˜ ] be
an irreducible polynomial such that f˜(x, y˜) = 0. We put m˜ = degX f˜ and n˜ = degY f˜ . We denote
by ν the degree of the covering φ, so that n˜ = nν.
Remark 1.2 Equations f(X,Y ) = 0 and f˜(X, Y˜ ) = 0 define affine plane models of our curves C
and C˜; we do not assume these models non-singular.
In the sequel, hp(·) and ha(·) denote the projective and the affine absolute logarithmic heights,
respectively, see Section 2 for the definitions. We also define normalized logarithmic discriminant
∂L/K and the height h(S) of a finite set of places S as
∂L/K =
logNK/QDL/K
[L : Q]
, h(S) =
∑
v∈S logNK/Q(v)
[K : Q]
;
see Section 2 for the details.
Put
Ω = mn2
(
hp(f) + 2m+ 2n
)
, Ω˜ = m˜n˜2
(
hp(f˜) + 2m˜+ 2n˜
)
,
Υ = 2n˜
(
m˜hp(f) +mhp(f˜)
)
.
(1)
Theorem 1.3 (“projective” Chevalley-Weil theorem) In the above set-up, assume that the
covering C˜ φ→ C is unramified. Then for every P ∈ C(K¯) and P˜ ∈ C˜(K¯) such that φ(P˜ ) = P we
have
∂
K(P˜ )/K(P ) ≤ 400(Ω + Ω˜) + 2Υ + 6mn˜2.
Remark 1.4 Draziotis and Poulakis [8, Theorem 1.1], assume that C is a non-singular plane
curve (which is quite restrictive) and that P ∈ C(K). Their set-up is slightly different, and the
two estimates cannot be compared directly. But it would be safe to say that their estimate is not
sharper than
∂
K(P˜ )/K(P ) ≤ cN30N˜13
(
hp(f) + hp(f˜)
)
+ C,
where N = deg f , N˜ = deg f˜ , the constant c is absolute and C depends of N , N˜ and the degree
[K : Q].
Now let S be a finite set of places of K, including all the archimedean places. A point P ∈ C(K¯)
will be called S-integral if for any v ∈MK r S and any extension v¯ of v to K¯ we have |x(P )|v¯ ≤ 1.
Theorem 1.5 (“affine” Chevalley-Weil theorem) In the above set-up, assume that the cov-
ering C˜ φ→ C is unramified outside the poles of x. Then for every S-integral point P ∈ C(K¯) and
P˜ ∈ C˜(K¯) such that φ(P˜ ) = P we have
∂
K(P˜ )/K(P ) ≤ 300(Ω + Ω˜) + Υ + 3mn˜2 + h(S). (2)
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Again, Draziotis and Poulakis [7, Theorem 1.1] obtain a less sharp result under more restrictive
assumptions.
It might be also useful to have a statement free of the defining equations of the curves C and C˜.
Using the result of [4], we obtain versions of Theorems 1.3 and 1.5, which depend only on the
degrees and the ramification points of our curves over P1. For a finite set A ⊂ P1(K¯) we define
ha(A) as the affine height of the vector whose coordinates are the finite elements of A.
Theorem 1.6 Let A be a finite subset of P1(K¯) such that the covering C x→ P1 is unramified
outside A. Put
δ = [K(A) : K], g˜ = g(C˜), Λ = ((g˜+ 1)n˜)25(g˜+1)n˜ + 2(δ − 1).
1. Assume that the covering φ : C˜ → C is unramified. Then for every P ∈ C(K¯) and P˜ ∈ C˜(K¯)
such that φ(P˜ ) = P we have
∂
K(P˜ )/K(P ) ≤ Λ
(
ha(A) + 1
)
.
2. Assume that the covering φ : C˜ → C is unramified outside the poles of x, and let S be as
above. Then for every S-integral point P ∈ C(K¯) and P˜ ∈ C˜(K¯) such that φ(P˜ ) = P we have
∂
K(P˜ )/K(P ) ≤ h(S) + Λ
(
ha(A) + 1
)
.
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2 Preliminaries
Let K be any number field and let MK =M
0
K ∪M∞K be the set of its places, with M0K and M∞K
denoting the sets of finite and infinite places, respectively. For every place v ∈ MK we normalize
the corresponding valuation | · |v so that its restriction to Q is the standard infinite or p-adic
valuation. Also, we let Kv be the v-adic completion of K, (in particular, Kv is R or C when v is
infinite).
Heights For a vector α = (α1, . . . , αN ) ∈ Q¯N we define, as usual, the absolute logarithmic pro-
jective height and absolute logarithmic affine height (in the sequel simply projective and affine
heights) by3
hp(α) =
1
[K : Q]
∑
v∈MK
[Kv : Qv] log ‖α‖v, ha(α) = 1
[K : Q]
∑
v∈MK
[Kv : Qv] log
+ ‖α‖v, (3)
where K is any number field containing the coordinates of α,
‖α‖v = max{|α0|v, . . . , |αN |v}
and log+ = max{log, 0}. With our choice of normalizations, the right-hand sides in (3) are in-
dependent of the choice of the field K. For a polynomial f with algebraic coefficients we denote
by hp(f) and by ha(f) the projective height and the affine height of the vector of its coefficients
respectively, ordered somehow.
3In the definition of the projective height we assume that at least one coordinate of α is non-zero.
3
Logarithmic discriminant Given an extension L/K of number fields, we denote by ∂L/K the
normalized logarithmic relative discriminant:
∂L/K =
logNK/QDL/K
[L : Q]
,
where DL/K is the usual relative discriminant and NK/Q is the norm map. The properties of this
quantity are summarized in the following proposition.
Proposition 2.1 1. (additivity in towers) If K ⊂ L ⊂M is a tower of number fields, then
∂M/K = ∂L/K + ∂M/L.
2. (base extension) If K′ is a finite extension of K and L′ = LK′ then ∂L′/K′ ≤ ∂L/K.
3. (triangle inequality) If L1 and L2 are two extensions of K, then ∂L1L2/K ≤ ∂L1/K + ∂L2/K.
These properties will be used without special reference.
Height of a set of places Given a number field K and finite set of places S ⊂MK, we define
the absolute logarithmic height of this set as
h(S) =
∑
v∈S logNK/Q(v)
[K : Q]
,
where the norm NK/Q(v) of the place v is the norm of the corresponding prime ideal if v is finite,
and is set to be 1 when v is infinite. The properties of this height are summarized in the following
proposition.
Proposition 2.2 1. (field extension) Let L be an extension of K and SL the set of extensions
of the places from S to L. Assume that no place from S ramifies in L. Then h(S) = h(SL).
Without this assumption we have the inequalities h(SL) ≤ h(S) ≤ [L : K]h(SL).
2. (denominators and numerators) For α ∈ KN let the sets Den(α) and Num(α) consist of all
v ∈MK such that ‖α‖v > 1, respectively, ‖α‖v < 1. Then
h
(
DenK(α)
) ≤ ha(α),
h
(
NumK(α)
) ≤ (ha(α)− hp(α)) (α 6= 0).
In particular, for α ∈ K∗ we have h(NumK(α)) ≤ ha(α). 
This will also be used without special reference.
Sums over primes We shall systematically use the following estimates from [14]:∑
p≤x
1 ≤ 1.26 x
logx
, (4)
∑
p≤x
log p ≤ 1.02x. (5)
See [14], Corollary 1 of Theorem 2 for (4) and Theorem 9 for (5).
3 Auxiliary Material
In this section we collect miscellaneous facts, mostly elementary and/or well-known, to be used in
the article.
4
3.1 Integral Elements
In this subsection R is an integrally closed integral domain and K its quotient field.
Lemma 3.1 Let L be a finite separable extension of K of degree n and R¯ the integral closure
of R in L. Let ω1, . . . , ωn ∈ R¯ form a base of L over K. We denote by ∆ the discriminant of this
basis: ∆ =
(
det [σi(ωj)]ij
)2
, where σ1, . . . , σn : L →֒ K¯ are the distinct embeddings of L into K¯.
Then R¯ ⊂ ∆−1(Rω1 + · · ·+Rωn).
Proof This is standard. Write β ∈ R¯ as β = a1ω1 + · · ·+ anωn with ai ∈ K. Solving the system
of linear equations
σi(β) = a1σi(ω1) + · · ·+ anσi(ωn) (i = 1, . . . , n)
using the Kramer rule, we find that the numbers ∆ai are integral over R. Since R is integrally
closed, we have ∆ai ∈ R. 
Corollary 3.2 Let f(T ) = f0T
n + f1T
n−1 + · · ·+ fn ∈ R[T ] be a K-irreducible polynomial, and
α ∈ K¯ one of its roots. Let R¯ be the integral closure of R in K(α). Then R¯ ⊂ ∆(f)−1R[α]. where
∆(f) is the discriminant of f .
Proof It is well-known that the quantities
ω1 = 1, ω2 = f0α, ω3 = f0α
2 + f1α, . . . ωn = f0α
n−1 + f1α
n−2 + · · ·+ fn−2α
are integral over R; see, for example, [16, page 183]. Applying Lemma 3.1 to the basis ω1, . . . , ωn,
we complete the proof. 
3.2 Local Lemmas
In this subsection K is a field of characteristic 0 supplied with a discrete valuation v. We denote
by Ov the local ring of v.
The proof of the following lemma is a simple exercise left to the reader.
Lemma 3.3 Assume that K is complete, and let π be a primitive element of K.
1. Let α ∈ K×. For a positive integer e not divisible by the characteristic of the residue field
and any choice of the root α1/e the ramification index of K(α1/e)/K is e/ gcd(e, ordπα).
2. Let L1 and L2 be finite extensions of K (inside some algebraic closure of K) of ramification e1
and e2 respectively. Assume that none of e1, e2 is divisible by the characteristic of the residue
field. Then the ramification of L1L2/K is lcm(e1, e2). 
We say that a polynomial F (X) ∈ K[X ] is v-monic if its leading coefficient is a v-adic unit4.
Lemma 3.4 Let F (X) ∈ Ov[X ] be a v-monic polynomial, and let η ∈ K¯ be a root of F . (We
do not assume F to be the minimal polynomial of η over K, because we do not assume it K-
irreducible.) Then |F ′(η)|v < 1 for any extension of v to K(η) ramified over K.
4We say that α is a v-adic unit if |α|v = 1.
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Proof Fix an extension of v to K(η) ramified over K. Replacing K by Kv and K(η) by K(η)v,
we may assume that K is v-complete. Let d = dK(η)/K be the different of the extension K(η)/K.
Since v ramifies in K(η), the different is a non-trivial ideal of Ov.
Since η is a root of a v-monic polynomial, it is integral over Ov. Let G(X) ∈ Ov[X ] be the
minimal polynomial of η. Then the different d divides G′(η), which implies that |G′(η)|v < 1.
Write F (X) = G(X)H(X). By the Gauss lemma, H(X) ∈ Ov[X ]. Since F ′(η) = G′(η)H(η),
we obtain |F ′(η)|v ≤ |G′(η)|v < 1, as wanted. 
Given a polynomial F (X) over some field of characteristic 0, we define by F̂ (X) the radical
of F , that is, the separable polynomial, having the same roots and the same leading coefficient
as F :
F̂ (X) = f0
∏
F (α)=0
(X − α),
where f0 is the leading coefficient of F and the product runs over the distinct roots of F (in an
algebraic closure of the base field).
Lemma 3.5 Assume that F (X) ∈ Ov[X ]. Then the radical F̂ (X) is in Ov[X ] as well. Also, if
|F (ξ)|v < 1 for some ξ ∈ Ov, then we have |F̂ (ξ)|v < 1 as well.
Proof Let F (X) = P1(X)
α1 · · ·Pk(X)αk be the irreducible factorization of F in K[X ]. The
Gauss Lemma implies that we can choose Pi(X) ∈ Ov[X ] for i = 1, . . . , k. Since the characteristic
of K is 0, every Pi is separable. Obviously, the leading coefficient of the separable polynomial
P1(X) · · ·Pk(X) divides that of F (X) in the ring Ov. Hence F̂ (X) = γP1(X) · · ·Pk(X) with some
γ ∈ Ov, which proves the first part of the lemma. The second part is obvious: if |F (ξ)|v < 1 then
|Pi(ξ)|v < 1 for some i, which implies |F̂ (ξ)|v < 1. 
Lemma 3.6 Let F (X) ∈ Ov[X ] and ξ ∈ Ov satisfy |F (ξ)|v < 1 and |F ′(ξ)|v = 1. Let v¯ be an
extension of v to K¯. Then there exists exactly one root α ∈ K¯ of F such that |ξ − α|v¯ < 1.
Proof This is a consequence of Hensel’s lemma. Extending K, we may assume that it contains
all the roots of F . Hensel’s lemma implies that there is exactly one root α in the v-adic completion
of K with the required property. This root must belong to K. 
Lemma 3.7 Let F (X), G(X) ∈ Ov[X ] and α, ξ ∈ Ov satisfy
F (X) = (X − α)mG(X), G(α) 6= 0, |ξ − α|v < |G(α)|v
with some non-negative integer m. Expand the rational function F (X)−1 into the Laurent series
at α. Then this series converges at X = ξ.
Proof Substituting X 7→ α+X , we may assume α = 0, in which case the statement becomes
obvious. 
3.3 Heights
Recall that, for a polynomial f with algebraic coefficients, we denote by hp(f) and by ha(f), respec-
tively, the projective height and the affine height of the vector of its coefficients ordered somehow.
More generally, the height ha(f1, . . . , fs) of a finite system of polynomials is, by definition, the
affine height of the vector formed of all the non-zero coefficients of all these polynomials.
Lemma 3.8 Let f1, . . . , fs be polynomials in Q¯[X1, . . . , Xr] and put
N = max{deg f1, . . . , deg fs}, h = ha(f1, . . . , fs).
Let also g be a polynomial in Q¯[Y1, . . . , Ys]. Then
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1. ha (
∏s
i=1 fi) ≤
∑s
i=1 ha (fi) + log(r + 1)
∑s−1
i=1 deg fi,
2. hp (
∏s
i=1 fi) ≥
∑s
i=1 hp (fi)−
∑s
i=1 deg fi,
3. ha
(
g (f1, . . . , fs)
) ≤ ha(g) + (h+ log(s+ 1) +N log(r + 1)) deg g.
Notice that we use the projective height in item 2, and the affine height in the other items.
Proof Item 2 is the famous Gelfond inequality, see, for instance, Proposition B.7.3 in [11]. The
rest is an immediate consequence of Lemma 1.2 from [12]. 
Remark 3.9 If in item 3 we make substitution Yi = fi only for a part of the indeterminates Yi,
say, for t of them, where t ≤ s, then we may replace log(s+ 1) by log(t+ 1), and deg g by the
degree with respect to these indeterminates:
ha
(
g (f1, . . . , ft, Yt+1, . . . , Ys)
) ≤ ha(g) + (h+ log(t+ 1) +N log(r + 1))degY1,...,Yt g.
Remark 3.10 When all the fi are just linear polynomials in one variable, item 2 can be refined
as follows: let F (X) be a polynomial of degree ρ, and β1, . . . , βρ are its roots (counted with
multiplicities); then
ha(β1) + · · ·+ ha(βρ) ≤ hp(F ) + log(ρ+ 1).
This is a classical result of Mahler, see, for instance, [15, Lemma 3].
Corollary 3.11 Let f and g be polynomials with algebraic coefficients such that f divides g. Let
also a be a non-zero coefficient of f . Then
1. hp(f) ≤ hp(g) + deg g,
2. ha(f) ≤ hp(g) + ha(a) + deg g.
Proof Item 1 is a direct consequence of item 2 of Lemma 3.8. For item 2 remark that one of the
coefficients of f/a is 1, which implies that
ha(f/a) = hp(f/a) = hp(f) ≤ hp(g) + deg g.
Since ha(f) ≤ ha(a) + ha(f/a), the result follows. 
Corollary 3.12 Let α be an algebraic number and f ∈ Q¯[X,Y ] be a polynomial with algebraic
coefficients, let also f (α)(X,Y ) = f(X + α, Y ) then
ha(f
(α)) ≤ ha(f) +mha(α) + 2m log 2,
where m = degX f .
Proof This is a direct application of item 3 of Lemma 3.8, together with Remark 3.9. 
In one special case item 3 of Lemma 3.8 can be refined.
Lemma 3.13 Let
Fij(X) ∈ Q¯[X ] (i, j = 1, . . . , s)
be polynomials of degree bounded by µ and of affine height bounded by h; then
ha (det(Fij)) ≤ sh+ s(log s+ µ log 2).
For the proof see [12], end of Section 1.1.1.
We also need an estimate for both the affine and the projective height of the Y -resultant Rf (X)
of a polynomial f(X,Y ) ∈ Q¯[X,Y ] and its Y -derivative f ′Y , in terms of the affine (respectively,
projective) height of f .
Lemma 3.14 Let f(X,Y ) ∈ Q¯[X,Y ] be of X-degree m and Y -degree n. Then
ha(Rf ) ≤ (2n− 1)ha(f) + (2n− 1)
(
log(2n2) +m log 2
)
, (6)
hp(Rf ) ≤ (2n− 1)hp(f) + (2n− 1) log
(
(m+ 1)(n+ 1)
√
n
)
, (7)
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Proof Estimate (7) is due to Schmidt [15, Lemma 4]. To prove (6), we invoke Lemma 3.13. Since
Rf (X) can be presented as a determinant of dimension 2n− 1, whose entries are polynomials of
degree at most m and of affine height at most ha(f) + logn, the result follows after an obvious
calculation. 
Remark 3.15 Estimate (6) holds true also when m = 0. We obtain the following statement: the
resultant Rf of a polynomial f(X) and its derivative f
′(X) satisfies
ha(Rf ) ≤ (2 deg f − 1)ha(f) + (2 deg f − 1) log
(
2(deg f)2
)
.
3.4 Number fields and Discriminants
We need some estimates for the discriminant of a number field in terms of the heights of its
generators. In this subsection K is a number field, d = [K : Q] and N (·) = NK/Q(·). The following
result is due to Silverman [19, Theorem 2].
Lemma 3.16 Let a = (a1, . . . , ak) be a point in K¯
k. Put ν = [K(a) : K]. Then
∂K(a)/K ≤ 2(ν − 1)ha(a) + log ν. 
This has the following consequence.
Corollary 3.17 Let F (X) ∈ K[X ] be a polynomial of degree N . Then∑
F (α)=0
∂K(α)/K ≤ 2(N − 1)hp(F ) + 3N logN, (8)
the sum being over the roots of F .
Proof Since for any root α we have [K(α) : K] ≤ N , we estimate the left-hand side of (8) as
2(N − 1)
∑
F (α)=0
ha(α) +N logN
Remark 3.10 allows us to bound the sum on the right by hp(F ) + log(N + 1). Now, to complete
the proof, just remark that (N − 1) log(N + 1) ≤ N logN . 
We shall also need a bound for the discriminant of a different nature, known as the Dedekind-
Hensel inequality (see [6, page 397] for historical comments and further references). This inequality
gives an estimate of the relative discriminant of a number field extension in terms of the ramified
places.
Lemma 3.18 Let K be a number field of degree d over Q, and L an extension of K of finite
degree ν, and let Ram(L/K) be the set of places of K ramified in L. Then
∂L/K ≤ ν − 1
ν
h
(
Ram(L/K)
)
+ 1.26ν. (9)
This is Proposition 4.2.1 from [2] (though the notation in [2] is different, and the quantity
estimated therein is ν∂L/K in our notation), the only difference being that the error term is now
explicit. The proof is the same as in [2], but in the very last line one should use the estimate∑
p≤ν 1 ≤ 1.26ν/ log ν, which is (4).
A similar estimate was obtained by Serre [17, Proposition 4]. However, (9) is more suitable for
our purposes.
It is useful to have an opposite estimate as well. The following lemma is obvious.
Lemma 3.19 In the set-up of Lemma 3.18 we have h
(
Ram(L/K)
) ≤ ν∂L/K.
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This has the following consequence.
Corollary 3.20 Let L1, . . . ,Ln be a family of finite extensions of K closed under the Galois
conjugation over K. Then
h
(
n⋃
i=1
Ram(Li/K)
)
≤
n∑
i=1
∂Li/K.
Proof We may assume that the Galois action over K is transitive on L1, . . . ,Ln (otherwise, one
obtains the estimate for every orbit of the Galois action and then sums the resulting inequalities
up). In other words, the fields L1, . . . ,Ln form a full system of conjugates over K, which means
that
[L1 : K] = . . . = [Ln : K] = n, Ram(L1/K) = . . . = Ram(Ln/K), ∂L1/K = . . . = ∂Ln/K.
Hence
h
(
n⋃
i=1
Ram(Li/K)
)
= h
(
Ram(L1/K)
) ≤ n∂L1/K = n∑
i=1
∂Li/K. 
4 Power Series
Our main technical tool is the quantitative Eisenstein theorem, based on the work of Dwork,
Robba, Schmidt and van der Poorten [9, 10, 15], in the form presented in [3]. Let
y =
∞∑
k=−k0
akx
k/e (10)
be an algebraic power series with coefficients in Q¯, where we assume k0 ≥ 0 and a−k0 6= 0 when
k0 > 0. The classical Eisenstein theorem tells that the coefficients of this series belong to some
number field, that for every valuation v of this field |ak|v grows at most exponentially in k, and for
all but finitely many v we have |ak|v ≤ 1 for all k. We need a quantitative form of this statement,
in terms of an algebraic equation f(x, y) = 0 satisfied by y.
4.1 Eisenstein Theorem
Thus, let f(X,Y ) ∈ K(X,Y ) be a polynomial over a number field K. We put
d = [K : Q], m = degX f, n = degY f. (11)
Write
f(X,Y ) = f0(X)Y
n + f1(X)Y
n−1 + . . . (12)
[L : K] ≤ n. Finally, for v ∈MK we denote by dv its local degree over Q, and by Nv its absolute
norm:
dv = [Kv : Qv], Nv = NK/Q(v). (13)
With this notation, the height h(S) of a finite set of places S ⊂MK is given by d−1
∑
v∈S dv logNv.
The following is Theorem 6.3 from [3].
Theorem 4.1 Let K be a number field and f(X,Y ) ∈ K(X,Y ) a separable polynomial. We use
notation (11) and (12). Let y be an algebraic power series, written as in (10), and satisfying
f(x, y) = 0. For every v ∈MK there exist real numbers Av, Bv ≥ 1, with Av = Bv = 1 for all but
finitely many v, such that
d−1
∑
v∈MK
dv logAv ≤ 3n
(
hp(f) + log(mn) + 3e
)
, (14)
d−1
∑
v∈MK
dv logBv ≤ hp(f) + 2. (15)
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and for any extension v¯ of v to K¯ we have
|ak|v¯ ≤ BvAk/e−⌊−k0/e⌋v (k ≥ −k0). (16)
Remark 4.2 We shall use this theorem only in the “integral case” k0 = 0, when (16) becomes
|ak|v¯ ≤ BvAk/ev (k ≥ 0), (17)
but we prefer to state the theorem in full generality.
We will also use two consequences of this theorem, obtained in [3] as well. To state them, recall
that the Puiseux theorem implies existence of n = degY f distinct series y1, . . . , yn, which can be
written as
yi(x) =
∞∑
k=−k0(i)
aikx
k/ei (i = 1, . . . , n), (18)
and which satisfy f
(
x, yi(x)
)
= 0.
We denote by D(X) = Df(X) the Y -discriminant of the polynomial f(X,Y ). Given a poly-
nomial P (X), we denote by ordαP (X) the order of α as the root of P (X).
The following proposition is composed from Theorems 6.4 and 8.5 from [3].
Proposition 4.3 Let f(X,Y ) ∈ K[X,Y ] be as above and let y1, . . . , yn be the n distinct series,
written as in (18) and satisfying f
(
x, yi(x)
)
= 0.
1. Let T be the (finite) set of v ∈MK such that |aik|v¯ > 1 for some coefficient aik and some
extension v¯ of v to K¯. Then
h(T ) ≤ 3n(hp(f) + log(mn) + 1). (19)
2. The number fields L1, . . . ,Ln, generated over K by the coefficients of y1, . . . , yn, respectively,
satisfy
n∑
i=1
∂Li/K ≤ 8n
(
ord0D(X) + 1
)(
hp(f) + 5n+ logm
)
. (20)
4.2 The “Essential” Coefficients
Let y ∈ Q¯((x1/e)) be a an algebraic power series written as in (10). We assume that e is smallest
possible: y /∈ Q¯((x1/e′ )) for e′ < e.
We define the k-th ramification index ǫk = ǫk(y) as the smallest natural e
′ such that the k-th
partial sum y(k) =
∑k
ℓ=−k0
aℓx
ℓ/e belongs to Q¯((x1/e
′
)). By the definition,
ǫ−k0 = 1, ǫk | ǫk+1,
and since e is smallest possible, we have ǫk = e for all sufficiently large k.
We call an index k > −k0 essential if ǫk > ǫk−1 (that is, we “gain new ramification” with
the term akx
k/e). The corresponding coefficient ak is called an essential coefficient. Clearly, an
essential coefficient cannot be 0.
The series y can have only finitely many essential indices. We want to estimate the sum of
the heights of the essential coefficients. We denote by ord0 the discrete valuation on the local ring
Q¯[[x1/e]] normalized to have ord0(x) = 1.
Proposition 4.4 Let f(X,Y ) ∈ Q¯(X,Y ) be a separable polynomial. We use notation (11)
and (12). Let y be an algebraic power series satisfying f(x, y) = 0. Assume that f0(0) 6= 0.
Then ∑
k essential
h(ak) ≤
(
hp(f) + 2
)
log2 e+ 3n
(
hp(f) + log(mn) + 3e
)
ord0
(
f ′Y (x, y)
)
(21)
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If f0(0) 6= 0 then the the series y(x) is integral over the ring Q¯[[x]] and can be written as
y(x) =
∞∑
k=0
akx
k/e (22)
The assumption f0(0) 6= 0 is purely technical; a similar result holds in general as well. However,
without this assumption estimate (21) gets weaker than we need, while assuming f0(0) 6= 0 does
not hurt generality: see Section 7.
The proof of Proposition 4.4 relies on the following lemma (which is an analog of Lemma 7.2
in [3]).
Lemma 4.5 Assume that f0(0) 6= 0. Then there is at most log2 e essential indices, and their sum
does not exceed e ord0
(
f ′Y (x, y)
)
.
Proof Since ǫk−1 | ǫk, we have ǫk ≥ 2ǫk−1 whenever k is essential, which means that there can
be at most log2 e essential indices.
Now let us prove the statement about the sum. Together with the series y we consider the
“twisted series”
∞∑
k=0
akζ
(j−1)kxk/e ∈ Q¯[[x1/e]] (j = 1, . . . , e),
where ζ is a primitive e-th root of unity. These e series are among the n distinct series y1, . . . , yn,
which satisfy f(x, yi) = 0, and after re-numbering we may assume that
yj =
∞∑
k=0
akζ
(j−1)kxk/e ∈ Q¯[[x1/e]] (j = 1, . . . , e).
In particular, y = y1.
By the definition of ǫk we have y
(k)
j = y
(k)
j′ if and only if j ≡ j′ mod ǫk. In particular,
y
(k)
j = y
(k) if and only if ǫk | (j − 1). We partition the set J = {2, 3, . . . , e} as
J = J1 ∪ J2 ∪ J3 . . . , Jk ∩ Jℓ = ∅ (k 6= ℓ)
where
Jk =
{
j ∈ J : ǫk−1 | (j − 1), ǫk ∤ (j − 1)
}
.
The following two observations are now crucial:
• for j ∈ J we have ord0(y − yj) = k/e if and only if j ∈ Jk;
• the set Jk is not empty if and only if k is an essential index for y.
Using this, we find ∑
k essential
k
e
≤
∞∑
k=0
k
e
|Jk| = ord0
 e∏
j=2
(y − yj)
 (23)
Since fn(0) 6= 0, all the series y1, . . . , yn are integral over Q¯[[x]]. Hence the product in the right-
hand side of (23) divides f ′Y (x, y) = f0(x)
∏n
j=2(y − yj). It follows that the right-hand side of (23)
does not exceed ord0
(
f ′Y (x, y)
)
, which proves the lemma. 
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Proof of Proposition 4.4 By Theorem 4.1 we have
h(ak) ≤ hp(f) + 2 + k
e
· 3n(hp(f) + log(mn) + 3e).
Hence ∑
k essential
h(ak) ≤
(
hp(f) + 2
) ∑
k essential
1 + 3n
(
hp(f) + log(mn) + 3e
) ∑
k essential
k
e
.
We conclude, applying the lemma. 
Now assume that K is a number field and y a series with coefficients in K. We denote by
Ess (y) the set of places v ∈MK such that |ak|v < 1 for some essential coefficient ak of y:
Ess (y) = {v ∈MK : there exists an essential index k such that |ak|v < 1}
Proposition 4.6 Let f(X,Y ) ∈ K[X,Y ] be a separable polynomial. We use notation (11)
and (12). Assume that f0(0) 6= 0. Let y1, . . . , yn be the n distinct series, satisfying f
(
x, yi(x)
)
= 0.
Assume that the coefficients of all these series belong to K. Then
h
(
n⋃
i=1
Ess (yi)
)
≤ n(hp(f) + 2)+3n(hp(f) + 4n+ logm)ord0D(X). (24)
where D(X) is the Y -discriminant of f(X,Y ).
Proof Recall that the series yi has ei “twists” among y1, . . . , yn, as defined in the proof of
Lemma 4.5. If yj is a twist of yi then each coefficient of yj is equal to the corresponding coefficient
of yi times an ei-th root of unity, which implies that Ess (yi) = Ess (yj).
Select a maximal subset from {y1, . . . , yn} such that none of its elements is a twist of the other.
After re-numbering, we may assume that this subset is {y1, . . . , ys} (this is not the numbering
adopted in the proof of Lemma 4.5). Then each of y1, . . . , yn is a twist of one of y1, . . . , ys, which
implies that
⋃n
i=1 Ess (yi) =
⋃s
i=1 Ess (yi) and e1 + . . .+ es = n.
Item 2 of Proposition 2.2 implies that h
(
Ess (yi)
)
is bounded by the sum of the heights of the
essential coefficients of yi. Now, using Proposition 4.4 we obtain
h
(
n⋃
i=1
Ess (yi)
)
= h
(
s⋃
i=1
Ess (yi)
)
≤
s∑
i=1
((
hp(f) + 2
)
log2 ei + 3n
(
hp(f) + log(mn) + 3ei
)
ord0
(
f ′Y (x, yi)
))
≤ (hp(f) + 2) s∑
i=1
log2 ei + 3n
(
hp(f) + 4n+ logm
) s∑
i=1
ord0
(
f ′Y (x, yi)
)
≤ (hp(f) + 2) s∑
i=1
ei + 3n
(
hp(f) + 4n+ logm
) n∑
i=1
ord0
(
f ′Y (x, yi)
)
= n
(
hp(f) + 2
)
+3n
(
hp(f) + 4n+ logm
)
ord0D(X),
as wanted. 
5 Proximity and Ramification
This section is the technical heart of the article. We consider a covering C x→ P1, defined over
a number field K, and call a point P ∈ C(K¯) semi-defined over K if x(P ) ∈ P1(K). We define a
finite set Q of points from C(K¯) (which include the finite ramified points of the covering x, but
may contain some other points as well) and prove two statements (Propositions 5.2 and 5.3 below)
which, informally, assert the following.
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• If a finite place v ∈MK ramifies in the field K(P ) (where P is semi-defined over K) then
(unless v is “bad” in certain sense) the point P must be “v-adically close” to a point from
the set Q (Propositions 5.2).
• Given a point Q on C and a finite place v (again, it should not be “bad” in some sense), for
the points P (semi-defined over K) in a “v-adic neighborhood” of Q, the v-ramification in
the field K(P ) is determined by the “v-adic distance” between P and Q and the ramification
of the point Q over P1. Roughly speaking, “geometric ramification determines arithmetic
ramification” (Propositions 5.3).
It is not difficult to make qualitative statements of this kind, but it is a rather delicate task
to make everything explicit. In particular, we will explicitly estimate (Proposition 5.4) the set of
the “bad” places.
5.1 Proximity
Now let us be precise. In this section we fix, once and for all:
• a number field K;
• an absolutely irreducible smooth projective curve C defined over K;
• a non-constant rational function x ∈ K(C);
• one more rational function y ∈ K(C) such that K(C) = K(x, y) (existence of such y follows
from the primitive element theorem).
Let f(X,Y ) ∈ K[X,Y ] be the K-irreducible polynomial such that f(x, y) = 0 (it is well-defined
up to a constant factor). Since C is absolutely irreducible, so is the polynomial f(X,Y ).
We put m = degX f , n = degY f , and write
f(X,Y ) = f0(X)Y
n + f1(X)Y
n−1 + · · ·+ fn(X). (25)
Let Q ∈ C(K¯) be a finite K¯-point of C (“finite” means that Q is not a pole of x). We set
α = x(Q) and we denote by eQ the ramification index of x at Q (that is, eQ = ordQ(x− α)).
When it does not cause a confusion we write e instead of eQ. Fix a primitive e-th root of unity
ζ = ζe. Then there exist e equivalent Puiseux expansions of y at Q:
y
(Q)
j =
∞∑
k=−k(Q)
a
(Q)
k ζ
(j−1)k(x− α)k/e (j = 1, . . . , e), (26)
where k(Q) = max {0,−ordQ(y)}.
Let v¯ be a place of K¯. We say that the series (26) converge v¯-adically at ξ ∈ K¯, if, for a fixed
e-th root e
√
ξ − α, the e numerical series
∞∑
k=−k(Q)
a
(Q)
k
(
ζj−1 e
√
ξ − α
)k
(j = 1, . . . , e)
converge in the v¯-adic topology. We denote by y
(Q)
j (ξ), with j = 1, . . . , e, the corresponding sums.
While the individual sums depend on the particular choice of the root e
√
ξ − α, the very fact of
convergence, as well as the set
{
y
(Q)
1 (ξ), . . . , y
(Q)
e (ξ)
}
of the sums, are independent of the choice
of the root.
Now we are ready to introduce the principal notion of this section, that is of proximity of a
point to a different point with respect to a given place v¯ ∈MK¯.
13
Definition 5.1 Let P ∈ C(K¯) be a finite K¯-point of C, and put ξ = x(P ). We say that P is
v¯-adically close to Q if the following conditions are satisfied:
• |ξ − α|v¯ < 1;
• the e series (26) v¯-adically converge at ξ, and one of the sums y(Q)j (ξ) is equal to y(P ).
An important warning: the notion of proximity just introduced is not symmetric in P
and Q: the proximity of P to Q does not imply, in general, the proximity of Q to P . Intuitively,
one should think of Q as a “constant” point, and of P as a “variable” point.
To state the main results of this section, we have to define a finite set Q of K¯-points of the
curve C, and certain finite sets of “bad” places of the field K. Let R(X) = Rf (X) ∈ K[X ] be the
Y -resultant of f(X,Y ) and f ′Y (X,Y ), and let A be the set of the roots of R(X):
A = {α ∈ K¯ : R(α) = 0}.
We define Q as follows:
Q = {Q ∈ C(K¯) : x(Q) ∈ A} .
It is important to notice that Q contains all the finite ramification points of x (and may contain
some other points as well). Also, the set Q is Galois-invariant over K: every point belongs to it
together with its Galois orbit over K.
Now let us define the finite sets of “bad” places of K mentioned above. First of all we assume
(as we may, without loss of generality) that
the polynomial f0(X), defined in (25), is monic. (27)
In particular, f has a coefficient equal to 1, which implies equality of the affine and the projective
heights of f :
ha(f) = hp(f). (28)
Now, we define
T1 =
{
v ∈M0K : the prime below v is ≤ n
}
,
T2 =
{
v ∈M0K : |f |v > 1
}
.
Further, let r0 be the leading coefficient of R(X). We define
T3 =
{
v ∈M0K : |r0|v < 1
}
.
Next, we let ∆ be the resultant of R̂(X) and R̂′(X), where R̂ is the radical of R, see Subsection 3.2.
Since the polynomial R̂(X) is separable, we have ∆ ∈ K∗. Now we define the set T4 as follows:
T4 =
{
v ∈M0K : |∆|v < 1
}
.
The sets T5 and T6 will be defined under the assumptions
Q ⊂ C(K), (29)
K contains eQ-th roots of unity for all Q ∈ Q. (30)
Notice that (29) implies that
A ⊂ K. (31)
Now fix Q ∈ C(K) and define the sets T (Q)5 and T (Q)6 using the Puiseux expansions of y at
Q ∈ Q. As in (26), we denote by a(Q)k the coefficients of these expansions; by (30) we may assume
that these coefficients are in K. Now define
T
(Q)
5 =
{
v ∈M0K :
∣∣a(Q)k ∣∣v > 1 for some k} , T5 = ⋃
Q∈Q
T
(Q)
5 .
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The Eisenstein theorem implies that the set T
(Q)
5 is finite.
Finally, put
T
(Q)
6 = Ess (y
(Q)
1 ), T6 =
⋃
Q∈Q
T
(Q)
6 .
where Ess (y) is defined in Subsection 4.2 (just before Proposition 4.6) as the set of places v ∈MK
such that |ak|v¯ < 1 for some essential coefficient ak.
Recall that a point P ∈ C(K¯) is semi-defined over K if ξ = x(P ) ∈ P1(K). Let P,Q ∈ C(K¯)
be semi-defined over K, let v ∈MK be a finite place of K and π a primitive element of the local
ring Ov. Define
ℓ(P,Q, v) =
log |ξ − α|v
log |π|v = ordπ(ξ − α), (32)
where, as above, ξ = x(P ) and α = x(Q). (Since both P and Q are semi-defined over K, we have
ξ, α ∈ K.)
Now we are ready to state the principal results of this section. We call a point P finite if it is
not a pole of x.
Proposition 5.2 Let Q be the set defined above, and assume (29), (30). Let P ∈ C(K¯)rQ be
a finite point semi-defined over K, and v ∈MK a finite place of K. Assume that |ξ|v ≤ 1 (we
again put ξ = x(P )) and that v /∈ T2 ∪ T3 ∪ T4 ∪ T5. Let v¯ ∈MK¯, extending v, be such that its
restriction to the field K(P ) is ramified over K. Then our point P is v¯-adically close to some
(unique) Q ∈ Q.
Proposition 5.3 Let P ∈ C(K¯) be a finite point semi-defined over K, and assume that P is v¯-
adically close to some Q ∈ C(K) for some finite place v¯ ∈MK¯. Let v and w be the restrictions
of v¯ to K and K(P ), respectively. Assume that v does not belong to T1 ∪ T (Q)5 ∪ T (Q)6 , and
that K contains the eQ-th roots of unity. Then the ramification index of w over v is equal to
eQ/(gcd(eQ, ℓ), where ℓ = ℓ(P,Q, v) is defined in (32).
Intuitively, the last condition means that the “arithmetic ramification is determined by the geo-
metric ramification”.
Proposition 5.4 Assume (29) and (30). Put T = T1 ∪ T2 ∪ . . . ∪ T6. Assume further that
the covering C x→ P1 does not ramify over the roots of f0(X). (33)
Then
h(T ) ≤ 52mn2(hp(f) + 2m+ 2n).
Finally, if we do not assume (29) and (30), then we have to estimate the smallest extension
of K satisfying (29) and (30).
Proposition 5.5 Let L be the compositum of the fields K(Q) and the fields generated over K by
eQ-th roots of unity, for all Q ∈ Q. Then
∂L/K ≤ 105mn2
(
hp(f) + 2m+ 2n
)
. (34)
5.2 Proof of Proposition 5.2
We fix, once and for all, a finite place v ∈MK, its extension v¯ ∈MK¯, and a point P ∈ C(K¯) semi-
defined over K and such that ξ = x(P ) /∈ A. We assume that |ξ|v ≤ 1, that v /∈ T2 ∪ . . . ∪ T5 and
that the restriction w of v¯ to K(P ) is ramified over K. We shall prove that P is v¯-adically close
to a unique Q ∈ Q, which depends on w, but not on v¯.
Since v /∈ T2 ∪ T3, the polynomial R(X) belongs to Ov[X ] and is v-monic. Lemma 3.5 implies
that so is its radical R̂(X). Also, every root α of R is a v-adic integer.
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Put η = y(P ). Since ξ /∈ A, the point (ξ, η) of the plane curve f(X,Y ) = 0 is non-singular,
which implies that K(P ) = K(ξ, η) = K(η) (recall that ξ ∈ K). Now Lemma 3.4 implies that
|f ′Y (ξ, η)|v¯ < 1. It follows that |R(ξ)|v < 1, which implies that |R̂(ξ)|v < 1 by Lemma 3.5.
Next, since v /∈ T4, we have |R̂′(ξ)|v = 1. Lemma 3.6 implies now that there exists a unique
α ∈ A such that |ξ − α|v¯ < 1.
Fix this α from now on. There is
∑
x(Q)=α eQ = n Puiseux expansions of y at the points Q
above α, and they satisfy
f(x, Y ) = f0(x)
∏
x(Q)=α
eQ∏
j=1
(
Y − y(Q)j
)
.
Since v /∈ T5, each of the series y(Q)j has v-adic convergence radius at least 1. Since |ξ − α|v¯ < 1,
all them v¯-adically converge at ξ. Moreover, the convergence is absolute, because v¯ is non-
archimedean. Hence
f(ξ, Y ) = f0(ξ)
∏
x(Q)=α
eQ∏
j=1
(
Y − y(Q)j (ξ)
)
.
Since R(ξ) 6= 0, we have f0(ξ) 6= 0 as well. Hence we have on the left and on the right polynomials
of degree n in Y , the polynomial on the left having η = y(P ) as a simple root (here we again use
that R(ξ) 6= 0). Hence exactly one of the sums y(Q)j (ξ) is equal to η. We have proved that P is
v¯-adically close to exactly one Q ∈ Q. 
5.3 Proof of Proposition 5.3
We may assume, by re-defining the root e
√
ξ − α that η = y(P ) is the sum of y(Q)1 at ξ. In the
sequel we omit reference to Q (when it does not lead to confusion) and write e for eQ, ak for a
(Q)
k ,
etc. Thus, we have, in the sense of v¯-adic convergence,
η =
∞∑
k=−k(Q)
ak
(
e
√
ξ − α
)k
. (35)
Let v and w be the restrictions of v¯ to K and K(P ), respectively. We assume that v does not
belong to T1 ∪ T (Q)5 ∪ T (Q)6 . Put
e′ =
e
gcd(e, ℓ)
, ℓ′ =
ℓ
gcd(e, ℓ)
,
where e = eQ and ℓ = ℓ(P,Q, v) is defined in (32). We have to show that the ramification index
of w over v is equal to e′.
Recall that by the assumption Q ∈ C(K) and K contains e-th roots of unity. It follows that
α = x(Q) ∈ K and that K contains the coefficients of the Puiseux expansions of y at Q.
Let Kv be a v-adic completion of K. We consider K¯v¯ as its algebraic closure, and the
fields Kv(P ) = Kv(η) and Kv
(
e
√
ξ − α) as subfields of the latter. According to (35), we have
Kv(η) ⊂ Kv
(
e
√
ξ − α). The latter field has ramification e′ over Kv by item 1 of Lemma 3.3. (The
assumption v /∈ T1 implies that e is not divisible by the characteristic of the residue field.)
Assume that the ramification of Kv(η)/Kv is not e
′. Then there exists a prime divisor q of e′
such that the ramification index of Kv(η)/Kv divides e
′/q. We want to show that this is impossible.
Let κ be the smallest k with the properties ak 6= 0 and q ∤ κ. Then κ is an essential index of
the series y1 as defined in Subsection 4.2, and aκ is an essential coefficient. Put
θ = η −
κ−1∑
k=k(Q)
ak
(
e
√
ξ − α
)k
= aκ
(
e
√
ξ − α
)κ
+
∞∑
k=κ+1
ak
(
e
√
ξ − α
)k
.
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By the definition of κ, we have θ ∈ Kv
(
η, e/q
√
ξ − α). The ramification of Kv ( e/q√ξ − α) /Kv is
(e/q)/ gcd(e/q, ℓ) (we again use item 1 of Lemma 3.3). Since q divides e′, it cannot divide ℓ′, and
we have gcd(e/q, ℓ) = gcd(e, ℓ), which implies that (e/q)/ gcd(e/q, ℓ) = e′/q.
Thus, the ramification of Kv
(
e/q
√
ξ − α) /Kv is e′/q, and the ramification of Kv(η)/Kv divides
e′/q. Item 2 of Lemma 3.3 now implies that the ramification of Kv
(
η, e/q
√
ξ − α) /Kv is e′/q.
Hence the ramification of Kv(θ)/Kv divides e
′/q, which implies that ordπθ ∈ (q/e′)Z.
But, since v /∈ T (Q)5 ∪ T (Q)6 , we have |ak|v ≤ 1 for all k and |aκ|v = 1, which implies that
|θ|v =
∣∣( e√ξ − α)κ∣∣
v
. It follows that
ordπθ =
κ
e
ordπ(ξ − α) = κℓ
e
=
κℓ′
e′
.
We have proved that κℓ/e′ ∈ (q/e′)Z. But q does not divide any of the numbers κ and ℓ′, a
contradiction. 
5.4 Proof of Proposition 5.4
The proposition is a direct consequence of the estimates
h(T1) ≤ 1.02n, (36)
h(T2) ≤ hp(f), (37)
h(T3) ≤ (2n− 1)
(
hp(f) +m log 2 + log(2n
2)
)
, (38)
h(T4) ≤ 16mn2
(
hp(f) + 2m+ 2 logn
)
, (39)
h(T5) ≤ 14mn2
(
hp(f) + 2m+ 2n
)
, (40)
h
(
T6) ≤ 18mn2
(
hp(f) + 2m+ logn
)
. (41)
Remark 5.6 Assumption (33) is used only in the proof of (41).
Proof of (36) Obviously, h(T1) ≤
∑
p≤n log p, which is bounded by 1.02n according to (5). 
Proof of (37) Item 2 of Proposition 2.2 implies that h(T2) ≤ ha(f). Since ha(f) = hp(f) by (28),
the result follows. 
Proof of (38) Item 2 of Proposition 2.2 and Lemma 3.14 imply that
h(T3) ≤ ha(r0) ≤ ha(R) ≤ (2n− 1)ha(f) + (2n− 1)
(
log(2n2) +m log 2
)
. (42)
Again using (28), we have the result. 
Proof of (39) We have deg R̂ ≤ degR ≤ (2n− 1)m. Further, using Corollary 3.11 and inequal-
ities (42), we find
ha(R̂) ≤ hp(R) + ha(r0) + degR ≤ (4n− 2)ha(f) + (8n− 4) (logn+m) .
Finally, using Remark 3.15 and the previous estimates, we obtain
h(T4) ≤ ha(∆) ≤ (2 deg R̂− 1)
(
ha(R̂) + log(2(deg R̂)
2)
)
≤ 16mn2ha(f) + 32mn2 (logn+m) .
Using (28), we obtain the result. 
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Preparation for the proofs of (40) and (41) Recall that we denote by R(X) the Y -resultant
of f(X,Y ) and f ′Y (X,Y ) and by A the set of the roots of R(X). Then
|A| ≤
∑
α∈A
ordαR(X) ≤ degR(X) ≤ m(2n− 1), (43)∑
α∈A
ha(α) ≤
∑
α∈A
ordαR(X)ha(α) ≤ hp(R) + log(2mn) ≤ (2n− 1)hp(f) + 3n log(4mn), (44)
where for (44) we use Remark 3.10 and Lemma 3.14. Using the notation f (α)(X,Y ) = f(X + α, Y )
and Corollary 3.12, we obtain the inequality∑
α∈A
ha(f
(α)) ≤
∑
α∈A
ordαR(X)ha(f
(α)) ≤ 4mnhp(f) + 7m2n+ 3nm logn. (45)
Proof of (40) Fix α ∈ K. The height of the set T (α)5 =
⋃
x(Q)=α T
(Q)
5 can be estimated using
item 1 of Proposition 4.3 with polynomial f (α) instead of f . We obtain
h
(
T
(α)
5
) ≤ 3n(hp(f (α)) + log(mn) + 1). (46)
The set T5 is contained in the union of all T
(α)
5 with α ∈ A. Hence combining (43), (45) and (46),
we obtain
h(T5) ≤ 3n
(∑
α∈A
hp(f
(α)) + (log(mn) + 1)|A|
)
≤ 14mn2(hp(f) + 2m+ 2n),
as wanted. 
Proof of (41) It is totally analogous to the proof of (40). We define T
(α)
6 =
⋃
x(Q)=α Ess (y
(Q)).
If the set T
(α)
6 is non-empty then the covering C x→ P1 ramifies over α, and condition (33) implies
that f
(α)
0 (0) = f0(α) 6= 0. Hence we may apply (24) with f (α) instead of f . We obtain
h
(
T
(α)
6
) ≤ n(hp(f (α)) + 2)+3n(hp(f (α)) + 4n+ logm)ordαD(X)
Next, we use (43) and (45) to obtain
h(T6) ≤ n
(∑
α∈A
hp(f
(α)) + 2|A|)+3n(∑
α∈A
ordαR(X)hp(f
(α)) + (4n+ logm)
∑
α∈A
ordαR(X)
)
≤ 18mn2(hp(f) + 2m+ logn),
as wanted. This completes the proof of Proposition 5.4. 
5.5 Proof of Proposition 5.5
We have
∂L/K ≤
∑
α∈A
∂K(α)/K +
∑
α∈A
∑
x(Q)=α
∂K(α)(Q)/K(α) +
n∑
r=1
∂K(ζr)/K, (47)
where ζr is a primitive r-th root of unity.
Each α ∈ A generates over K a field of degree at most degR(X) ≤ 2mn. Lemma 3.16 and
estimate (44) imply that∑
α∈A
∂K(α)/K ≤ 4mn
∑
α∈A
ha(α) + 2mn log(2mn) ≤ 8mn2hp(f) + 14mn2 log(4mn).
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The field K(α)(Q) is contained in the field generated over K(α) by the coefficients of the Puiseux
expansions of y at Q. Using item 2 of Proposition 4.3, but with polynomial5 f (α) instead of f , we
obtain ∑
x(Q)=α
∂K(α)(Q)/K(α) ≤ 8n
(
ordαD(X) + 1
)(
hp(f
(α)) + 5n+ logm
)
.
Hence, applying (45), we obtain
∑
α∈A
∑
x(Q)=α
∂K(α)(Q)/K(α) ≤ 8n
(∑
α∈A
ordαR(X)hp(f
(α)) +
∑
α∈A
hp(f
(α))
)
+ 8n
(∑
α∈A
ordαR(X) + |A|
)(
5n+ logm
)
≤ 64mn2hp(f) + 144m2n2 + 208mn3
Finally, Lemma 3.16 implies that
n∑
r=1
∂K(ζr)/K ≤
n∑
r=1
log r ≤ n logn.
Combining all this, we obtain (34). 
6 A Tower of K¯-Points
In this section we retain the set-up of Section 5; that is, we fix a number field K, a curve C defined
over K and rational functions x, y ∈ K(C) such that K(C) = K(x, y). Again, let f(X,Y ) ∈ K[X,Y ]
be the K-irreducible polynomial of X-degree m and Y -degree n such that f(x, y) = 0, and we
again assume that f0(X) in (25) is monic. We again define the polynomial R(X), the sets A ⊂ K¯,
Q ⊂ C(K¯) and T1, . . . , T6 ⊂MK, etc.
We also fix a covering C˜ φ→ C of C by another smooth irreducible projective curve C˜; we assume
that both C˜ and the covering φ are defined over K. We consider K(C) as a subfield of K(C˜); in
particular, we identify the functions x ∈ K(C) and x ◦ φ ∈ K(C˜). We fix a function y˜ ∈ K(C˜) such
that K(C˜) = K(x, y˜). We let f˜(X, Y˜ ) ∈ K[X, Y˜ ] be an irreducible polynomial of X-degree m˜ and
Y˜ -degree n˜ such that f˜(x, y˜) = 0; we write
f˜(X, Y˜ ) = f˜0(X)Y˜
n˜ + f˜1(X)Y˜
n˜−1 + · · ·+ f˜n˜(X)
and assume that the polynomial f˜0(X) is monic. We define in the similar way the polynomial
R˜(X), the sets A˜ ⊂ K¯, Q˜ ⊂ C˜(K¯) and T˜1, . . . , T˜6 ⊂MK, etc. For defining T˜5 and T˜6 we need to
assume that
Q˜ ⊂ C˜(K), (48)
K contains eQ˜-th roots of unity for all Q˜ ∈ Q˜. (49)
We also define the notion of proximity on the curve C˜ exactly in the same way as we did it
for C in Definition 5.1, and we have the analogues of Propositions 5.2, 5.3 and 5.4.
In addition to all this, we define one more finite set of places of the field K as follows. Write
R˜(X) = R˜1(X)R˜2(X), where the polynomials R˜1(X), R˜2(X) ∈ K(X) are uniquely defined by the
following conditions:
• the roots of R˜1(X) are contained in the set of the roots of f0(X);
5Recall that f(α)(X, Y ) = f(X + α, Y ).
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• the polynomial R˜2(X) has no common roots with f0(X) and is monic.
Now let Θ be the resultant of f0(X) and R˜2(X). Then Θ 6= 0 by the definition of R˜2(X), and we
set
U = {v ∈MK : |Θ|v < 1}.
Proposition 6.1 Assume (29), (30), (48) and (49). Let P ∈ C(K¯) be semi-defined over K (that
is, ξ = x(P ) ∈ K), and let P˜ ∈ C˜(K¯) be a point above P (that is, φ(P˜ ) = P ). Let v be a finite
place of K, and v¯ an extension of v to K¯. Assume that P˜ is v¯-close to some Q˜ ∈ Q˜. Then we have
one of the following options.
• |ξ|v > 1.
• v ∈ T ∪ T˜ ∪ U .
• P is v¯-adically close to the Q ∈ C(K¯) which lies below Q˜.
For the proof we shall need a simple lemma.
Lemma 6.2 In the above set-up, there exists a polynomial Φ(X, Y˜ ) ∈ K[X, Y˜ ] such that
y =
Φ(x, y˜)
f0(x)R˜(x)
Proof Since f0(x)y is integral over K[x], Corollary 3.2 implies that f0(x)y ∈ R˜(x)−1K[x, y˜],
whence the result. 
Proof of Proposition 6.1 We put α = x(Q˜). By the definition of the set Q˜, we have α ∈ A˜.
Assume that |ξ|v ≤ 1 and v /∈ T ∪ T˜ ∪ U . Let e˜ be the ramification of Q˜ over P1, and let
y˜
(Q˜)
i =
∞∑
k=−k(Q˜)
a
(Q˜)
k ζ˜
(j−1)k(x− α)k/e˜ (j = 1, . . . , e˜), (50)
be the equivalent Puiseux expansions of y˜ at Q˜ (here ζ˜ is a primitive e˜-th root of unity). Since P˜
is v¯-close to Q˜, we have |ξ − α|v¯ < 1 and the e˜ series (50) converge at ξ, with one of the sums
being y˜(P˜ ).
Now let Φ(X, Y˜ ) be the polynomial from Lemma 6.2. Then the e˜ series
Φ
(
x, y˜
(Q˜)
j
)
f0(x)R˜(x)
(j = 1, . . . , e˜) (51)
contain all the equivalent Puiseux series of y at Q = φ(Q˜). More precisely, if the ramification of Q
over P1 is e, then every of the latter series occurs in (51) exactly e˜/e times.
Write f0(X)R˜(X) = (X − α)rg(X) with g(α) 6= 0. The assumption v /∈ T2 ∪ T˜2 ∪ T˜3 ∪ T˜4 ∪ U
implies that |g(α)|v¯ = 1. Now Lemma 3.7 implies that the Laurent series at α of the rational
function
(
f0(x)R˜(x)
)−1
converges at ξ. Hence all the series (51) converge at ξ, and among the
sums we find
Φ
(
x(P˜ ), y˜(P˜ )
)
f0
(
x(P˜ )
)
R˜
(
x(P˜ )
) = y(P ).
Hence P is v¯-close to Q. 
We shall also need a bound for U similar to that of Proposition 5.4.
Proposition 6.3 We have h(U) ≤ Υ+ Ξ, where Υ is defined in (1) and
Ξ = 2mn˜(2m˜+ 3 log n˜) + (m+ 2m˜n˜) log(m+ 2m˜n˜). (52)
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Proof Item 2 of Proposition 2.2 implies that h(U) ≤ ha(Θ), where Θ is the resultant of f0(X)
and R˜2(X). Expressing Θ as the familiar determinant, we find
ha(Θ) ≤ deg R˜2ha(f0) + deg f0ha(R˜2) + (deg f0 + deg R˜2) log(deg f0 + deg R˜2). (53)
Since both f0 and R˜2 are monic polynomials (by the convention (27) and the definition of R˜2),
we may replace the affine heights by the projective heights. Further, we have the estimates
deg f0 ≤ m, deg R˜2 ≤ m˜(2n˜− 1), hp(f0) ≤ hp(f),
hp(R˜2) ≤ (2n˜− 1)hp(f˜) + (2n˜− 1)
(
2m˜+ log
(
(n˜+ 1)
√
n˜
))
,
the latter estimate being a consequence of Corollary 3.11 and Lemma 3.14. Substituting all this
to (53), we obtain the result. 
7 The Chevalley-Weil Theorem
Now we may to gather the fruits of our hard work. In this section we retain the set-up of Section 6.
Here is our principal result, which will easily imply all the theorems stated in the introduction.
Theorem 7.1 Assume (29), (30), (48) and (49). Assume that the covering φ is unramified outside
the poles of x. Let P ∈ C(K¯) be semi-defined over K, and let P˜ ∈ C˜(K¯) be a point above P . As
before, we put ξ = x(P ) = x(P˜ ). Then for every v ∈M0K we have one of the following options.
• |ξ|v > 1.
• v ∈ T ∪ T˜ ∪ U .
• Any extension of v to K(P ) is unramified in K(P˜ ).
Proof Let v ∈MK be a non-archimedean valuation such that |ξ|v ≤ 1 and v /∈ T ∪ T˜ ∪ U . Fix
an extension v¯ of v to K¯, and let w˜ and w be the restrictions of v¯ to K(P˜ ) and K(P ), and e˜ and e
their ramification indexes over v, respectively. We want to show that e˜ = e.
We may assume that P˜ /∈ Q˜; otherwise there is nothing to prove by (48). Proposition 5.2
applied to the covering C˜ → P1 implies that either e˜ = 1 and we are done, or P˜ is v¯-adically
close to some Q˜ ∈ Q˜, which will be assumed in the sequel. Now Proposition 5.3 implies that
e˜ = eQ˜/ gcd(eQ˜, ℓ). Let Q be the point of C lying under Q˜. Put α = x(Q˜) = x(Q). If α 6∈ A
then the covering C 7→ P1 does not ramify at Q. Since φ is unramified outside the poles of x, the
covering C˜ 7→ P1 does not ramify at Q˜, that is, eQ˜ = 1. Hence e˜ = 1, which means that v is not
ramified in K(P˜ ).
Now assume that α ∈ A. Proposition 6.1 implies that P is v¯-adically close to Q. Now notice
that eQ = eQ˜, again because φ is unramified. Also, ℓ(P,Q, v) = ℓ(P˜ , Q˜, v) = ℓ, just by the defi-
nition of this quantity. Again using Proposition 5.3, we obtain that e = eQ/ gcd(eQ, ℓ) = e˜. This
shows tha w˜ is unramified over w, completing the proof. 
We also need an estimate for h(T ∪ T˜ ∪ U). Recall the notation
Ω = mn2
(
hp(f) + 2m+ 2n
)
, Ω˜ = m˜n˜2
(
hp(f˜) + 2m˜+ 2n˜
)
,
Υ = 2n˜
(
m˜hp(f) +mhp(f˜)
)
.
Proposition 7.2 Assume (29), (30), (48) and (49), and assume in addition that
the covering C x→ P1 does not ramify over the roots of f0(X), (54)
the covering C˜ x→ P1 does not ramify over the roots of f˜0(X). (55)
Then
h(T ∪ T˜ ∪ U) ≤ 60(Ω + Ω˜) + Υ. (56)
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Proof Combining Propositions 5.4 and 6.3, we obtain the estimate
h(T ∪ T˜ ∪ U) ≤ 52(Ω + Ω˜) + Υ + Ξ,
where Ξ is defined in (52). A routine calculation show that Ξ ≤ 6(Ω + Ω˜), which proves (56). 
Now we can prove the theorems from the introduction.
Proof of Theorem 1.3 We may replace K by K(P ) and assume that P ∈ C(K). Put ξ = x(P ).
Assume first that (29), (30), (48) and (49) hold, and assume in addition that6
the covering C x→ P1 does not ramify over the roots of f0(X)Xmf0(X−1), (57)
the covering C˜ x→ P1 does not ramify over the roots of f˜0(X)Xm˜f˜0(X−1). (58)
Theorem 7.1 and estimate (56) imply that
h
({v ∈ Ram(K(P˜ )/K) : |ξ|v ≤ 1}) ≤ 60(Ω + Ω˜) + Υ.
Replacing x by x−1 and the polynomials f , f˜ by Xmf(X−1, Y ) and Xm˜f˜(X−1, Y ), respectively,
we obtain the estimate
h
({v ∈ Ram(K(P˜ )/K) : |ξ|v ≥ 1}) ≤ 60(Ω + Ω˜) + Υ.
Thus,
h
(
Ram(K(P˜ )/K)
) ≤ 120(Ω + Ω˜) + 2Υ,
and Lemma 3.18 implies that
∂
K(P˜ )/K ≤
ν − 1
ν
(
120(Ω + Ω˜) + 2Υ
)
+ 1.26ν ≤ 120(Ω + Ω˜) + 2Υ. (59)
Now let us relax our assumptions. Suppose that we no longer assume (29), (30), (48) and (49),
but continue to assume (57) and (58). Then (59) should be replaced by
∂
L(P˜ )/L ≤ 120(Ω + Ω˜) + 2Υ, (60)
where L is the compositum of the fields K(Q), K(Q˜) and the fields generated over K by eQ-th and
eQ˜-th roots of unity, for all Q ∈ Q and Q˜ ∈ Q˜. Proposition 5.5 implies that ∂L/K ≤ 110(Ω + Ω˜).
Hence
∂
K(P˜ )/K ≤ ∂L(P˜ )/K ≤ ∂L(P˜ )/L + ∂L/K ≤ 230(Ω + Ω˜) + 2Υ.
Finally, suppose that we no longer assume (57) and (58) either. All finite ramification points
are contained in the set A. Hence there is at most |A| ≤ (2n− 1)m finite ramification points. It
follows that there exists a root of unity ζ of order 4m2n such that f(X, ζ)Xmf(X−1, ζ)|X=α 6= 0
for any finite ramification point α. Now instead of the function y we consider the new function
z = (y − ζ)−1 ∈ K¯(C). It satisfies the equation g(x, z) = 0, where the polynomial
g(X,Z) = Znf(X, ζ + Z−1) = g0(X)Z
n + g1(X)Z
n−1 + · · ·+ gn(X) ∈ K(ζ)[X,Z]
satisfies
degX g = m, degZ g = n, hp(g) ≤ hp(f) + 2n log 2 (61)
(we use Corollary 3.12). Also, ∂K(ζ)/K ≤ log(4m2n) by Lemma 3.16.
We have g0(X)X
mg0(X
−1) = f(X, ζ)Xmf(X−1, ζ), and by the choice of ζ the covering C x→ P1
does not ramify over the roots of g0(X)X
mg0(X
−1).
6We have to replace here (54) and (55) by more restrictive conditions (57) and (58) because in the proof we deal
not only with the function x, but with x−1 as well.
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In the same way we find a root of unity ζ˜ of order 4m˜2n˜ such that the function z˜ = (y˜ − ζ˜)−1
satisfies g˜(x, z˜) = 0 with g(X, Z˜) ∈ K(ζ˜)[X, Z˜] satisfying
degX g˜ = m˜, degZ˜ g˜ = n˜, hp(g˜) ≤ hp(f˜) + 2n˜ log 2 (62)
and the covering C˜ x→ P1 is unramified over the roots of the polynomial g˜0(X)Xm˜g˜0(X−1). Also,
∂K(ζ˜)/K ≤ log(4m˜2n˜).
Thus, (57) and (58) hold with f , f˜ replaced by g, g˜. It follows that
∂
K(ζ,ζ˜)(P˜ )/K(ζ,ζ˜) ≤ 230(Ω′ + Ω˜′) + 2Υ′,
where Ω′, Ω˜′ and Υ′ are defined like Ω, Ω˜ and Υ but with f , f˜ replaced by g, g˜. Hence
∂
K(P˜ )/K ≤ 230(Ω′ + Ω˜′) + 2Υ′ + ∂K(ζ)/K + ∂K(ζ˜)/K
≤ 230(Ω′ + Ω˜′) + 2Υ′ + log(4m2n) + log(4m˜2n˜). (63)
A messy calculation using (61) and (62) shows that the right-hand side of (63) does not exceed
400(Ω + Ω˜) + 2Υ + 6mn˜2. Theorem 1.3 is proved. 
Proof of Theorem 1.5 Let S′ be set of places of the field K(P ) extending the places from S.
The right-hand side of (2) will not increase (see item 1 of Proposition 2.2) if we replace K by K(P )
and S by S′. Thus, we may assume that P ∈ C(K). As in the proof of Theorem 1.3 assume
first that (29), (30), (48) and (49) hold, and in addition assume7 (54) and (55). Again using
Theorem 7.1 and (56), we obtain
h
(
Ram(K(P˜ )/K)r S
) ≤ 60(Ω + Ω˜) + Υ,
and applying Lemma 3.18, we obtain
∂
K(P˜ )/K ≤ 60(Ω + Ω˜) + Υ + h(S).
Now we get rid of the assumptions (29), (30), (48), (49), (54) and (55) in exactly the same manner
as we did in the proof of Theorem 1.3. The details are routine, we leave them out. 
To prove Theorem 1.6, we need the following result from [4].
Theorem 7.3 Let x : C → P1 be a finite covering of degree n ≥ 2, defined over K and unramified
outside a finite set A ⊂ P1(K¯). Put h = ha(A) and Λ′ =
(
2(g+ 1)n2
)10gn+12n
, where g = g(C).
Then there exists a rational function y ∈ K¯(C) such that K¯(C) = K¯(x, y) and the rational functions
x, y ∈ K¯(C) satisfy the equation f(x, y) = 0, where f(X,Y ) ∈ K¯[X,Y ] is an absolutely irreducible
polynomial satisfying
degX f = g+ 1, degY f = n, hp(f) ≤ Λ′(h+ 1). (64)
Moreover, the number field L, generated over K by the set A and by the coefficients of f satisfies
∂L/K(A) ≤ Λ′(h+ 1).
Proof of Theorem 1.6 We shall prove the “projective” case (that is, item 1) of this theorem.
The “affine” case is proved similarly.
We define Λ˜′ in the same way as Λ′ in Theorem 7.3, but with n and g replaced by n˜ and g˜.
We use Theorem 7.3 to find functions y ∈ K¯(C) and y˜ ∈ K¯(C˜), and polynomials f(X,Y ) ∈ K¯[X,Y ]
and f˜(X, Y˜ ) ∈ K¯[X, Y˜ ]. Denoting by L the field generated by the set A and the coefficients of
7In this proof we deal only with the function x, and do not need x−1, as we did in the projective case. Therefore
we may assume (54) and (55), and do not need more restrictive (57) and (58).
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both the polynomials, we find ∂L/K(A) ≤ (Λ′ + Λ˜′)(h+ 1) with h = ha(A). Using Lemma 3.16, we
estimate ∂K(A)/K ≤ 2(δ − 1)h+ log δ. Hence
∂L/K ≤
(
Λ′ + Λ˜′ + 2(δ − 1))(h+ 1).
We define the quantities Ω, Ω˜ and Υ as in the introduction. Then, applying Theorem 1.3, but
over the field L rather than K, we find ∂
L(P˜)/L(P ) ≤ 400(Ω + Ω˜) + 2Υ + 6mn˜2. We have
∂
K(P˜ )/K(P ) ≤ ∂L(P˜ )/K(P ) = ∂L(P˜ )/L(P ) + ∂L(P )/K(P ) ≤ ∂L(P˜ )/L(P ) + ∂L/K.
The last sum is bounded by
400(Ω + Ω˜) + 2Υ + 6mn˜2 +
(
Λ′ + Λ˜′ + 2(δ − 1))(h+ 1),
which, obviously, does not exceed Λ(h+ 1), as wanted. 
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