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In [1] Pollaczek introduced a family of polynomials
defined by the recurrent relations (for parameters λ > 0,
ϕ ∈ (0, π)):
with initial conditions P–1(x) = 0 and P0 = 1. These
polynomials are orthogonal
with respect to the weight functions
(1)
In the last decade, interest has been aroused concern
ing the family of multiple orthogonal polynomials
(x) = xpn + …:
(2)
with respect to Pollaczek weights (1). For example, the
formal properties of family (2) for the system of
weights
nPn x( ) 2 n 1– λ+( ) ϕcos x ϕsin+( )Pn 1– x( )=
– n 2– 2λ+( )Pn 2– x( ), n ,∈
xνPn x( )w
λ ϕ,( ) x( ) xd

∫ 0, ν 0 1 … n 1–, , ,= =
w λ ϕ,( ) x( ) := Γ λ ix+( ) 2e 2ϕ π–( )x, x .∈
P˜n
xνP˜n x( )wj x( ) xd

∫ 0, ν 0 1 … n 1,–, , ,= =
j 1 2 … p,, , ,=
(3)
were studied in [2, 13]. For two weights
(4)
Sorokin [2, 13] investigated the weak asymptotics of
scaled polynomials (2), (4)
(5)
(in what follows, we set p = 2 in (2)). More specifically,
he found the main term of the asymptotics
, (6)
and the limiting zeros distribution
(7)
In this paper we refine Sorokin’s results (see [3]),
namely, formulas for strong asymptotics and outline
their proof.
1. RANDOM MATRICES
AND NIKISHIN SYSTEMS
In the last decade, interest in the multiple orthogo
nal polynomials (2) has been related to their natural
appearance in some ensembles of random matrices
(see, for example, [4–9, 12, 13]). Note that the poly
nomial  is the mathematical expectation (average)
of the characteristic polynomial of a random matrix;
therefore (under a proper scaling) the limiting zero
counting measure λ describes the average of the eigen
value distribution density.
wj x( ) := w
λ ϕj,( ) x( ), x , j∈ 1 2 … p, , ,=
w1 x( ) := w
1 π/2,( ) x( ) x
3 πxsinh
 ,=
w2 x( ) := w
1/2 π/2,( ) x( ) x
3 πxcosh
=
Q˜n z( ) := 
P˜n nz( )
n2n
 , wj n, x( ) := wj nx( ), j 1 2,=
Q˜n z( )n Φ z( ) , n ∞, z K \∈→→→ 
ν
Q˜n
λ, n ∞,    where ν
Q˜n
:= 1
n
 δx.
ν
Q˜n
x( ) 0=
∑→ →*
P˜n
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A common feature of the systems of weights
 from (2) used in applications to random
matrix ensembles was the fact that w1 and w2 were spe
cial entire functions and their ratio  was a mero
morphic function with poles located outside the com
mon support of the orthogonality measures wj(x)dx,
j = 1, 2.
Two measures {dμ, dμ} with a common con
nected support Δ := supp μ are called a Nikishin sys
tem if the derivative of the second measure with
respect to the first one is the Cauchy transform of a
third measure σ with a support suppσ ⊆ δ, where σ is
the union of a finite number of connected sets nonin
tersecting with Δ, i.e.,
This notion was introduced by Nikishin in 1980 [10]
for (an arbitrary number) p of measures with a com
mon support Δ  . Nowadays, Nikishin systems and
their generalizations are the basic class of weights for
multiple orthogonal polynomials (see, for example,
[11, 12, 14]).
The multiple orthogonal polynomials (x) =
x2n + … with respect to the Nikishin system {dμ, dμ}
are also characterized by usual orthogonality relations
(see, for example, [11, 14]). There exists a polynomial
(x) = xn + … with zeros on δ such that
(8)
For the Pollaczek multiple orthogonal polynomials (4),
(2), we have
(9)
The system of orthogonality relations (8), (9) leads
(see [13, 14]) to equilibrium conditions characterizing
the limiting zeros counting measure (7) of scaled poly
nomials (5). There exists a unique pair of measures
|λ| = 2, |λ2| = 1, |λ2| ≤ l, such that
wj{ }j 1=
2
w2
w1

σˆ
dμ σˆdμ,{ }  σˆ z( )⇔∈ dσ x( )
z x–
,
δ
∫=
δ Δ∩ .= 
P˜n
σˆ
P˜n 2,
xνP˜n x( )
dμ x( )
P˜n 2, x( )

Δ
∫ 0, ν 0 1 … 2n 1,–, , ,= =
tνP˜n 2, t( )
1
P˜n t( )
 P˜n
2
x( )
P˜n 2, x( )
dμ x( )
x t–
 σ t( )d
Δ
∫
δ
∫ 0,=
ν 0 1 … n 1.–, , ,=
Δ := , δ := i \ 0{ }( ),
dμ x( ) xdx
πx( )sinh
 , σ 4
π
 δi 2k 1+( ).
k ∈
∑= =
(10)
where λ(x) = dλ is the logarithmic potential
of the measure λ, and dl(z) = |dz| is the Lebesgue mea
sure on i.
2. GEOMETRY OF THE PROBLEM
AND ZEROS DISTRIBUTIONS
In [3] the main term of asymptotics (6) and the
limiting zero distribution (7) for the Pollaczek multi
ple orthogonal polynomials (5), (4), (2) were obtained
by applying the Darboux method to the generating
function. Then it was proved in [3] that the limiting
measure in (7) indeed satisfies the Nikishin equilib
rium relations (10). In this section we consider an
inverse problem: we directly find an explicit solution
to a boundary value problem that is equivalent to equi
librium relations (10).
Consider the Cauchy transform of the equilibrium
measure λ:
(11)
“Complexifying” equilibrium relations (10), differen
tiating the result, and taking the real part, we obtain
and
The first relation implies that the function H has an
analytic continuation across the banks of the cuts
along – ∩ supp(λ) and + ∩ supp(λ). Thus, H can
be lifted to the Riemann surface, where
(12)
are continuations to other sheets of the Riemann sur
face. Let us assume that H(z) is a singlevalued func
tion on the threesheeted Riemann surface:  =
,  = . Performing the corresponding
cuts, we obtain three branches H = {Hj , where
H0(z) = – (z) is a holomorphic function in
2λ x( ) 
λ2 x( )– π x
=γ1, x suppλ ,⊂∈
≥γ1, x ;∈⎩
⎨
⎧
+
2
λ2 x( ) λ x( )–
≤γ2, x i,∈
≥γ2, x supp l λ2–( ),∈⎩
⎨
⎧
1
t x–
ln∫
H z( ) := λˆ z( )– dλ x( )
x z–
 .

∫=
Re 2λˆ x( )( ) λˆ2 x( )–
=  
π on – supp λ( ),∩–
π on + supp λ( )∩⎩
⎨
⎧
Re 2λˆ2 x( ) λˆ x( )–( ) 0 on supp l λ2–( ).=
H z( ) π λˆ z( ) λˆ2 z( ) := H1 z( ),–+=
H z( ) π– λˆ z( ) λˆ2 z( ) := H2 z( )–+=


j( ){ }j 0=
2

j( )

}j 0=
2
λˆ
2
\supp(λ), and (11) and (12) imply that, for z → ∞,
we have
(13)
The function H is sought in the form
(14)
where ψ is a meromorphic function on some compact
threesheeted Riemann surface . For ψ (in the case
of its existence), relations (14) and (13) give
(15)
where q(j) denotes a point on (j) with the canonical
projection onto the plane being q ∈ . Let us use, as
ψ, the simplest function mapping  to . The inverse
of this function is a rational function z = r(ψ). From (15)
we have
(16)
The discriminant of the algebraic function ψ(z) is
equal to 16z4 – 44z2 – 1. The function has four branch
points ±e1 and ±e2, where
Finally, we conclude that the measure λ(x) defined
in (11), (14), and (16) is the solution of the equilib
rium problem (9); moreover, supp(λ) = [–e1, e1]. For
the support of the second measure λ2 in (9), it holds
that supp(l – λ2) = i\(–e2, e2). At the same time, λ is
the limit of the zeros counting measure (7).
Now we present the main term of asymptotics (6)
in explicit form. Consider an abelian integral defined
on the open Riemann surface :
(17)
It can be computed using uniformization (16) for :

H0 z( )
2
z
– …, H1 z( )+ π
1
z
 …,+ += =
H2 z( ) π–
1
z
 … .+ +=
H z( ) 2
i
 ψ z( ) on \ z : ψ z( ) –∈ ∈{ } =: ˜,ln=
ψ z( )
1 i
z
– …, z+ ∞ 0( ),→
i 1
2z
– …, z+ ∞ 1( ),→
i– 1
2z
 …, z+ + ∞ 2( ),→
⎩
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎧
=


z i ψ ψ 1+( )
ψ2 1+( ) ψ 1–( )
  –=
ψ3 i z–
z
ψ2 i z+
z
 ψ 1–+ +⇒ 0.=
e1
1
4
 22 10 5+ e2,
i
4
 22– 10 5+ .= =
˜
G H z.d∫=
G z( ) const zH z( ) 2 ψ z( ) 1–
ψ2 z( ) 1+
⎝ ⎠
⎛ ⎞ .ln+ +=
If we fix an additive constant such that ReG0 + ReG1 =
ReG2 = 0, then we define the unique function (on )
(18)
and |Φ0| is the main term of the asymptotics in (6).
We emphasize that the expressions obtained here
for the right hand sides of (6) and (7) agree with the
results of [3].
3. STRONG ASYMPTOTICS
In this section we state the main result of this
paper—a theorem on the strong asymptotics.
To refine the main asymptotic term in the formulas
for the strong asymptotics, we define a multiplicative
function, namely, the Szegé function. For this pur
pose, we set
Then, from (16), it follows that
and, for the algebraic function ζ(z), we fix the holo
morphic branch (in \[–e1, e1])
The role of the Szegé function is played by
is the holomorphic branch in  with
normalization (1) = 1. The following result holds.
Theorem 1. For the sequences of Pollaczek scaled
multiple orthogonal polynomials (5), (4), (2), the follow
ing strong asymptotics formulas as n → ∞ are valid.
For z ∈ \[–e1, +e1],
(19)
locally uniformly outside [–e1, +e1].
For compact subsets of (–e1, +e1),
(20)
˜
Φ z( ) G z( )–{ },exp=
ζ ψ ψ
1–
+
2
 .=
z2 1 ζ+
4ζ2 1 ζ–( )
,=

ζ1 z( ) 1 O
1
z2
⎝ ⎠
⎛ ⎞ .+=
 ζ1 z( )( ), where  ζ( )
ζ
2
 1 ζ+
ζ2 ζ 1–+
⎝ ⎠
⎛ ⎞ 1/2
=
∞– 1– ζ+
2
,⎝ ⎠
⎛ ⎞
Qn z( ) Φ0
n z( ) ζ1 z( )( ) 1 
1
n z2 1+( )
⎝ ⎠
⎛ ⎞+⎝ ⎠
⎛ ⎞
=
Qn x( ) Φ0+
n z( ) ζ1+ x( )( )⎝
⎛
=
+ Φ0–
n z( ) ζ1– x( )( ) 
1
n
⎝ ⎠
⎛ ⎞
⎠
⎞ .+
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3. MATRIX RIEMANN–HILBERT
PROBLEM
Here, we highlight the main steps in the derivation
of the strong asymptotics formulas (19) and (21).
It is well known that multiple orthogonal polynomials
are characterized by the following matrix Riemann–
Hilbert problem. For n ∈ , find a 3 × 3 matrixvalued
function Y that is analytic in \ and has continuous
boundary values such that:
(RHY1) for x ∈ (∞, +∞) the boundary condition
is satisfied;
(RHY2) Y(z) = (I + (z–1))diag(z2n, z–n, z–n), as
z → ∞, z ∈ \–.
This problem has a unique solution, which can be
expressed in terms of the polynomials Qn(z). Specifi
cally, the first row of the matrix Y is
The desired asymptotic formulas are sought in the
form of an approximate solution to this boundary
value problem for large n. For this purpose, by apply
ing a chain of equivalent transformations, the matrix Y
is transformed into a matrixvalued function that is
analytic in , except for a system of contours where
the jump in its boundary values tends to an identity
matrix as n → ∞. Then the resulting matrix itself tends
to an identity matrix uniformly in . Inverting this
chain of equivalent transformations, we obtain an
approximate representation of Y for large n and, there
fore, we obtain the desired asymptotic formulas. Let us
present the key transformations of this chain in our
case.
The preliminary transformation is Y → X. Define
Y+ x( ) Y– x( )
1 w1 n, x( ) w2 n, x( )
0 1 0
0 0 1⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞
=
Qn z( )
1
2πi

Qn x( )w1 n, x( )dx
x z–
,
0
+∞
∫,⎝
⎜
⎛
1
2πi

Qn x( )w2 n, x( )dx
x z–

0
+∞
∫ ⎠
⎟
⎞
.


D L( ) := 
1 0 0
0 1
z
 1
z
– πnz( )ensinh
0 z– z πnz( )encosh⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞
;
where en := en(z) := exp{πnz}. Define the matrix func
tion
(21)
Then the jump along the real axis becomes
Additionally, a new jump appears along the imagi
nary axis:
which, on the set [–i∞, –e2] ∪ [e2, i∞], has a local fac
torization as a product of three matrices. The two
extremes tend to the identity matrix as n → ∞ (in the
corresponding halfplanes) and the central matrix
does not depend on n.
The next transform is X → Z:
After locally factorizing the jump of the matrix Z
across [–e1, + e1] (as a product of three matrices as
described above), we obtain a boundary value problem
for the matrix valued function
with the jump N+ = N–J3 on {i\[e2, –e2] ∪ [–e1, ∞]},
which does not depend on n:
D R( ) := 
1 0 0
0 1
z
 1
z
– πnz( )en
1–sinh
0 z z πnz( )en
1–cosh⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞
,
X := 
YD L( ) on  i  –( ),×
YD R( ) on  i  +( )× ,⎩
⎨
⎧
then X+ X–J1 on i .∪=
J1
1 4 z( )
1/2
en
3 en
1–
–
 0
0 1 0
0 0 1⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞
on 
–( )
,=
J1
1 4– z( )
1/2
en
3– en
+1
–
 0
0 1– 0
0 0 1–⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞
on 
+( )
.=
J1
1 0 0
0 en
2– 0
0 2– en
2⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞
on i,=
Z := CXS, S := diag Φ0
n Φ1
ne˜n
1– Φ2
ne˜n, ,( ),
e˜n := 
en on 
–( ) i,×
en
1–
on 
+( ) i.×⎩
⎨
⎧
N H \ i\ e2 e2–,[ ]{ }\ e1– ∞–,[ ] ),(∈
C i\ e2 e2–,[ ] e1– ∞,[ ]∪{ }( ),
4
The solution of this boundary value problem
defines the Szegó function.
The final transformation uses N and the solution of
local boundary value problems around the branch
points and the origin in order to get a matrix with a
jump close to the identity matrix.
Detailed proofs of the results presented above can
be found in [4].
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