It was recently proposed by the second author to consider lattice formulations of QCD in which complete actions, including the gauge part, are built explicitly from a given Dirac operator D. In a simple example of such theory, the gauge action is proportional to the trace of Ginsparg-Wilson operator D chosen to define the quark dynamics. This construction relies on the proposition that the classical limit of lattice gauge operator tr D(x, x) is proportional to tr F 2 (x) (up to an additive constant). Here we show this for the case of the overlap Dirac operator using both analytical and numerical methods. We carry out the same analysis also for the tensor component of D, which is similarly related to the field-strength tensor F , and obtain results identical to our previous derivation that used different approach. The corresponding proportionality constants are computed to high precision for wide range of the negative mass parameter values, and it is verified that they are the same in finite and infinite volumes.
Introduction
To define various versions of lattice QCD (LQCD), one usually follows a standard route where the gauge part of the total continuum action is treated independently from the part involving fermions. Indeed, one normally writes down a candidate for lattice gauge action as an explicit function of link variables with appropriate symmetries, such that its continuum limit on smooth backgrounds coincides with the continuum expression. On the other hand, the basic entity in the construction of fermionic part is the lattice Dirac operator D, itself a collection of functions in gauge variables (matrix elements). In a standard treatment, one does not attempt to functionally relate gauge action to matrix elements of D.
It has recently been suggested by one of us [1, 2] that exploring lattice gauge theories with gauge and fermionic parts of the action explicitly related (coherent LQCD) could be beneficial for studies of QCD vacuum structure. This is particularly attractive if D is a chirally symmetric operator of Ginsparg-Wilson type. 1 One unusual feature of coherent 1 It is worth emphasizing that the notion of coherent LQCD can be well-defined even if D is not chirally symmetric, assuming that a suitable function f (D) is used to define required gauge operators. For example, the choice f (D) = D 4 produces coherent LQCD for arbitrary lattice Dirac operator D [1] .
formulations is the possibility of incorporating explicit relations between gauge and fermionic aspects of the theory. For example, it was suggested that QCD with N f quark flavors can be regularized via lattice formulation in which the usual gluon kinetic term is traded for additional quark flavor(s) whose mass controlls the gauge coupling (symmetric logarithmic LQCD) [1, 2] . It remains to be seen if one can gain theoretical or computational advantage by introducing interrelations of this type into the lattice-regularized theory. The validity of various coherent versions of LQCD hinges on conjectures of locality and proper classical limit for scalar and pseudoscalar gauge densities associated with operator functions f (D) used in the construction. If D is a Ginsparg-Wilson operator, which we assume from now on, then these are expected to be technically non-trivial issues due to the fact that D is necessarily a non-ultralocal operator in fermionic variables [3] , and its dependence on gauge degrees of freedom is also expected to be generically non-ultralocal.
In this paper, we discuss the issue of classical limit for coherent LQCD, where the gauge action is based on Tr D. More precisely, we will focus on standard overlap operators D (ρ,r) [4] constructed from Wilson-Dirac matrix (negative mass −ρ, Wilson parameter r), and show that the classical limit of tr D (ρ,r) (x, x) is proportional to tr F µν (x)F µν (x) up to an additive constant [1] . It should be emphasized that in formulations with f (D) = D one does not have to deal with the issue of locality. Indeed, the required locality properties follow from locality of D, which is imposed to begin with. For overlap Dirac operators the locality was studied e.g. in Refs. [5, 6] , and the specific issue of locality in gauge variables was indirectly checked via reflection positivity considerations in Ref. [7] .
In addition to justifying simple coherent LQCD as a valid regulator, the validity of conjectured classical limit for tr D (ρ,r) (x, x) will also make possible its use as a coherent scalar partner to overlap-based pseudoscalar density (topological density) [8, 9, 10, 11] . The associated noise reduction due to non-ultralocality is expected to be useful for obtaining refined information on the fundamental vacuum structure first discovered in overlap-based topological density [12, 13] , as well as for conventional uses such as studies of glueball spectrum [14] . Needless to say, for these purposes, it would in fact be desirable to have all interesting composite fields defined coherently. Important example is the field strength tensor F µν , which can be constructed from tensor component of D (ρ,r) (x, x) [15, 1, 16] . Direct derivation has shown that in this case the required classical limit is indeed correct [16, 17] .
In principle, one could employ methods of Ref. [17] to derive the classical limit also in the scalar case considered here. However, the corresponding calculation is technically rather involved, and we thus take a different approach. In particular, the classical limit is first calculated for the class of constant gauge fields in infinite volume. This derivation is rigorous (even though technically it relies on a numerical evaluation of certain Brillouin zone integrals), and allows us to determine the corresponding proportionality constants c S (ρ, r) in a comparably simple calculation. Next, we show that our arguments also apply for constant fields in finite volume, at least for standard periodic and antiperiodic boundary conditions. Finally, we perform a direct numerical evaluation of the classical limit on generic non-constant backgrounds and find identical results again. It is thus safe to conclude that the conjectured classical limit is indeed realized. Simultaneously with the scalar case, we apply our methods also to the tensor spinorial component and reproduce the results reported in Ref. [17] , thus cross-checking both approaches. The proportionality constants c S , c T and scalar subtraction constants relevant for practical applications are given.
Formulation of the Problem
Before we formulate the statements that we will be concerned with in this paper, we wish to fix our notation and specify few conventions.
(i) Continuum Gauge Fields. The SU(3) gauge field A µ (x) (traceless Hermitian 3 × 3 matrices) is related to the field-strength tensor via
while the covariant derivative acts as
(ii) Classical Fields. By classical continuum fields on R 4 (or on a torus) we mean gauge potentials A µ (x) smooth (differentiable arbitrarily many times) almost everywhere. If classical backgrounds contain singularities, the classical continuum limits are assumed to be taken at its non-singular points. While our conclusion is expected to be valid for all classical fields (due to the locality of operators involved), in what follows we will only consider classical fields that are smooth everywhere. This avoids various inessential technical complications related to transcribing singular fields on to the lattice. (iii) Transcription of Classical Fields to Hypercubic Lattice. Hypercubic lattice is superimposed on R 4 via the correspondence x ≡ na (x ∈ R 4 , n ∈ Z 4 ), where a is the lattice spacing. Smooth continuum field is then transcribed to the lattice field via
where P is the path ordering symbol andμ is a unit vector in direction µ.
(iv) Overlap Operators. Standard overlap Dirac operators are defined by [4] 
where
K is the massless Wilson-Dirac operator and K, the Wilson's hopping matrix with Wilson parameter r, is given by
For calculations in this paper, it is convenient to work with the rescaled matrix X namely
The form of the overlap operator (4) in terms of X is identical to that in terms of X.
2 Note that this differs from conventions of Ref. [1] , where anti-Hermitian gauge potentials were used instead. The equations used here can be obtained from equations of Ref. [1] . If U(a) ≡ { U n,µ (a) } is the transcription of this field to the hypercubic lattice with classical lattice spacing a, and I ≡ { U n,µ → I c } is the free gauge configuration then
where D ≡ D (ρ,r) is the overlap Dirac operator and F µν (x) is the field-strength tensor associated with A µ (x). The constant c S ≡ c S (ρ, r) is non-zero and independent of A µ (x) at fixed ρ and r.
We will also discuss classical limits for tensor components of D (ρ,r) . The corresponding statement is obtained from the above by replacing Eq. (7) with [1, 17] 
We emphasize that the above statements (with identical proportionality constants c S (ρ, r), c T (ρ, r)) are also expected to be true in a finite volume. We will verify this here for the practically relevant case of a torus. In what follows, we will frequently skip explicitly denoting dependences of operators/constants on parameters ρ and r, but they are implicitly understood.
Constant Fields in Infinite Volume
In this section we establish that the leading term of Eq. (7) is indeed correct for the class of constant gauge fields A µ (x) ≡ A µ . This is the simplest class of classical fields leading to nonzero field-strength tensor (for non-Abelian gauge fields), while the resulting simplifications make the calculation reasonably manageable.
For constant classical backgrounds the transcribed lattice field at lattice spacing a has the simple form
and the overlap Dirac matrix is translation invariant D n,m = D n−m,0 . The calculation of classical limit simplifies in the Fourier space, where the operator is diagonal in space-time 3 The subscripts "s", "c" in expressions that follow refer to "spin" and "color" respectively. Thus, for example, I c denotes the identity matrix in color space (3 × 3 matrix) and tr sc denotes the trace in both spin and color. 4 We use Hermitian γ-matrices γ † µ = γ µ throughout this paper. 5 It is worth mentioning at this point that one can use perturbation theory techniques to obtain expansions needed [10, 18, 19, 20] . Here we proceed without reference to weak coupling perturbation theory, as done in [11, 17] .
indices. For arbitrary translation invariant operator
where the integration over momentum variables runs through the Brillouin zone. The definition of O(k) requires the convergence of the above infinite sum, for which it is sufficient that O is local. For arbitrary constant gauge field A µ the overlap Dirac operator D in transcribed lattice background U µ (a) is guaranteed to be local [5] at sufficiently small classical lattice spacing a, and thus its Fourier transform is well defined. To evaluate D(k), we start from the expression for D in terms of matrix X (see Eq. (6))
The Fourier transform X(k) of X can be found straightforwardly and is given by
Moreover, the Hermitian matrix B ≡ X † X is strictly positive-definite for sufficiently small a in arbitrary constant background [5] . 6 Consequently, the Fourier image of B −1/2 is simply given by (X † (k)X(k)) −1/2 , and thus
Expansion in Lattice Spacing
For the purposes of Conjecture 1, we are interested in the Taylor expansion (in a) of
which can be obtained term by term from the Taylor expansion of X(k)B −1/2 (k) due to its analyticity in both k and a for sufficiently small a.
To fix the notation that we will use for various operators, we generically write
where the dependence of O(k) on a will usually not be shown explicitly. The leading terms for X(k) and B(k) are given by
The gap in the spectrum of B tends to zero when excluded boundary values ρ = 0 and ρ = 2r are approached. 7 Note that in the formulas that follow we denote I sc simply as "1" with spin-color structure understood.
There are two points to note here. (i) B 0 (k) is proportional to identity and is positivedefinite for all k, except when κr = 1/8, 1/4 which corresponds to excluded boundary values of the ρ-parameter 0, 2r. This means that B 0 (k) can be commuted and inverted freely in the expressions that follow.
(ii) The matrices δX(k) and δB(k) have norms that can be made arbitrarily small by lowering the lattice spacing sufficiently, and can thus serve as "perturbations" in matrix expansions around X 0 (k) and B 0 (k). The expansion of X(k)B −1/2 (k) in lattice spacing, needed in (14), can now proceed via expanding X(k) and B −1/2 (k) separately and then combining the results. In case of X(k), the expansion is obtained directly from (12), while for B −1/2 (k) we use
Properties (i) and (ii) guarantee thatδB is a valid perturbation for the expansion of the inverse square root, yielding
Note that we have to keep all the terms up to the 4-th order since we are eventually interested in O(a 4 ) contribution andδB is O(a). Indeed, the explicit formula for B(k) in terms of its Clifford decomposition is given by
and [, ] denotes the commutator. From this one can inspect directly that while V µ and T µν are O(a 2 ), the scalar part contains both the constant and the linear term, and thusδB is indeed O(a).
The equations of this subsection together with Eq. (12) define the procedure of evaluating various classical limits completely. The calculation is straightforward, but turns out to be technically still quite involved if one wants to obtain a complete expansion of D(k) (and thus of D 0,0 ) all the way up to order a 4 .
Sample Computation -First Order
To see the characteristic nature of the computations involved, let us now expand D(k) up to order a. For this purpose, we will need expansions of X(k) and B(k) up to O(a). We find
and
The leading term D 0 (k) is the Fourier transform of the free overlap operator as expected.
Let us now focus on the first-order term which will determine (after inverse Fourier transform) the first-order term of D 0,0 . Using transformation properties, one can argue that this first-order term should in fact vanish. Indeed, D 0,0 is a gauge covariant operator and this covariance has to be preserved order by order in the Taylor expansion. Thus, the coefficient of the linear term is expected to be a dimension one (continuum) gauge covariant operator (spin-color function of the gauge field), but such operator does not exist. On the other hand, the result (27) shows that D 1 (k) is not identically zero. This does not imply any contradiction as long as the associated inverse Fourier expression vanishes. One can see that this is indeed the case by evaluating h µ (k) of Eq. (27) explicitly, yielding
is symmetric, fully diagonal and can be written as a derivative, namely
Consequently, d 4 k D 1 (k) = 0 and we have
While relatively simple, this calculation fully illustrates the issues encountered also at higher orders, where the number of terms to deal with grows rather quickly.
Tensor Component and the Second Order
The tensor part of D 0,0 first appears at second order in classical lattice spacing. Using the technique described above we straightforwardly arrive (see also Appendix A) at the expression in Fourier space, namely
[γ µ , γ ν ], and ". . ." represents terms that are either odd in k µ or are partial derivatives of analytic functions with respect to k µ , thus not contributing upon transition back from Fourier space. The expression in the bracket is a real-valued function of the momentum and it should be pointed out that from now on we use the symbol B 0 (k) to interchangeably denote a color-spin matrix proportional to identity, as well as its diagonal matrix element. The function t µν (k) is given by
The constant c T = c T (ρ, r) of Eq. (8) is then specified by
and doesn't depend on µ,ν due to hypercubic symmetries. One can easily check that this result is identical to the one we obtained previously in Ref. [17] .
The parameter dependence of c T is more transparent if one introduces a rescaled mass parameterρ
and the rescaled B 0 (k), namely
With that we finally have
depends on bothρ and r, while For explicit evaluation of c T we study the convergence of Riemann sums associated with the corresponding Brillouin zone integral. More precisely, we partition the integration domain [0, 2π] 4 into N 4 cubes of volume (2π/N) 4 ≡ (δk) 4 and define the corresponding Riemann sum c
where the discrete momenta associated with elementary cubes have components
Note that this choice of discrete momenta exactly corresponds to the situation on the latticized torus of size N with mixed periodic (spatial) and antiperiodic (time) boundary conditions, which is frequently a preferred setup in finite volume. 9 Due to the asymmetric choice of the discretization, the value of c T [N] at finite N will depend on whether the pair µ, ν chosen for evaluation is of space-space or space-time kind, but the difference has to vanish in the N → ∞ limit. In Fig. 1 we show the dependence of c T [N] on N for both cases, showing that they converge exponentially in N to the common non-zero limit. The value labeled as "exact" includes only digits determined to be stabilized under increasing N in the calculation.
Scalar Component and the Fourth Order
Our main goal in this paper is the evaluation of classical limit for the scalar spinorial component of D 0,0 , and its complete trace in particular. Since the expectation is that the leading term (up to a constant to be subtracted) will appear at the 4-th order, one has to carry out expansions described in Secs. 3.1, 3.2 up to that order. Algebraic manipulations involved in this are rather extensive and we have used Mathematica for required symbolic manipulations. The result can be written in the form
The odd powers are absent in the scalar spinorial component (do not contribute upon taking the spinorial trace of D 0,0 ). The quartic term is given by
To describe the results of calculation for constants i 4,µ , α µν , β µν we now have to introduce few conventions. All the coefficients to compute will be defined by functions in the momentum space of the form
where n ≡ (n 1 , n 2 , n 3 , n 4 ) is a four-component vector of non-negative integers, j is a single half-integer andĉ(n) is real-valued. Each function of interest is thus specified by j and the finite list of non-zero coefficientsĉ(n).
To reduce the amount of information needed for evaluation of the coefficients, we will use the fact that, by means of the inverse Fourier transform, it is only the mean value ofF that is relevant. More precisely, we are interested only in
where we introduced the notation I(j, n) for integrals of the form
Since I(j, n) is completely symmetric with respect to indices n µ , we can restrict the sum over n in (44) only to n such that n 1 ≥ n 2 ≥ n 3 ≥ n 4 , and redefine the coefficientsĉ(n) → c(n) accordingly. We then have
and we specify our results by listing j and c(n) for each case in question.
The last piece of convention we need to specify concerns the choice of discretization for performing Riemann sums in the actual evaluation of momentum integrals. While final results have to be independent of that choice, our discussion of classical limits in the finite volume (see Sec. 4) can be mapped directly on the discussion here if Riemann sums are defined in a particular manner. Moreover, consistency over different discretizations represents an additional check on our results. In what follows, we will refer to the discretization defined by Eq. (40) as antiperiodic, while the discretization where
will be referred to as periodic. We emphasize that when we speak of periodic or antiperiodic case, we also imply that the corresponding reductionĉ(n) → c(n) has been performed in a manner that is consistent with the remnant symmetries of the Riemann sum used. More precisely, for the periodic discretization the Riemann sums I(j, n)[N] are completely symmetric with respect to indices n µ and the reduction is thus as described in previous paragraph. However, for the antiperiodic case the Riemann sum is only symmetric with respect to exchange of spatial components n 1 , n 2 and n 3 , and one thus has to keep track of larger set of coefficients c(n). It is only with this prescription that the exact correspondence between the finite and infinite volume situations is realized in case of antiperiodic discretization of the integral. One implication of this is that, for antiperiodic case at finite N, the time-like components of vectors and tensors will not be exactly equal to space-like components. However, the difference (and recovery of full hypercubic symmetries of the infinite lattice) has to take place in the N → ∞ limit. In what follows, we will show results for both types of discretization. Perfect agreement has always been found as expected, and we thus provide the list of reduced coefficients c(n) of the periodic case only, which is more economic.
The Results
The first group of terms in Eq. (42) is not gauge invariant and so constants i 4,µ are expected to be zero. We have numerically evaluated these constants using the result for corresponding coefficients c(n) obtained from Mathematica. Fig. 2 shows the typical convergence of the associated Riemann sums i 4,µ [N] both in antiperiodic and periodic discretizations. For antiperiodic case both the time-like and the space-like case is shown to see that they are different at finite N. For N → ∞ all three sequences are expected to approach the common limit which is apparently zero in this case. The convergence is again exponential in N.
The second and the third group of terms contain combinations that appear in (µ, ν fixed)
and thus, in light of Conjecture 1, we anticipate that β µν = −α µν . Also, due to hypercubic symmetries we must have that α µν ≡ α and β µν ≡ β are independent of µ = ν. Since our results were obtained using a symbolic algebra software, verifying these relations is not only a consistency check for the expected result, but also an internal check of our programs. The set of reduced coefficients specifying constants α µν and β µν are given in Tables 1  and 2 respectively (j = 9/2). In Fig. 3 (top) we show the typical convergence of Riemann sums for α µν in both periodic and antiperiodic discretizations of the integral. For periodic case only α 12 is shown since full hypercubic symmetry in this case guarantees that, even at finite N, α µν [N] is independent of µ, ν. Our results, obtained using symbolic algebra software, indeed comply with this. In the antiperiodic case we show both the representative of space-space combination (α 12 ) and the representative of space-time combination (α 14 ). All other possibilities for space-space and space-time combinations are exactly the same as the ones shown (even at finite N) as expected from the restricted hypercubic symmetry. The convergence of the three Riemann sums is exponential, as was in all the previous cases, and the insert shows that they approach a common non-zero limit whose value α can be easily extracted. The analogous results in case of β µν are shown in the bottom plot of 
implying that Conjecture 1 (see Eq. (7)) is indeed true for the class of constant fields. The associated proportionality constant is given by
where the quoted value at ρ = 26/19 and r = 1 (only valid digits are given) was extracted from the data shown in Fig. 3 .
Finite Volume and Non-Constant Fields
As already mentioned in the previous section, we have analyzed the case of constant fields in the infinite volume in a way that can be directly mapped on to the situation in finite volume with specific boundary conditions. We now discuss this correspondence explicitly. Consider a 4-d hypercube in the continuum with side L p (in physical units). Superimposing a hypercubic lattice with N 4 sites implies the classical lattice spacing a ≡ a N such that (42)). These results were computed at r = 1 and κ = 0.19 (ρ = 26/19). and the classical continuum limit is achieved as N → ∞ (a N → 0). Proper specification of the operator now involves also a choice of boundary conditions, and we will consider (see below) two standard cases that admit a diagonal Fourier-space representation for constant fields. In particular, we will refer to the situation with periodic boundary conditions in all directions as "periodic bc", and to the case with periodic boundary conditions in spatial (µ = 1, 2, 3) directions and antiperiodic in time (µ = 4) as "antiperiodic bc". The formulas (10) relating the direct and Fourier representations carry over to these finite volume cases except that the infinite sum is replaced by the finite sum, and the integral of the inverse transform is replaced by
with sum only running over the associated N 4 discrete momenta.
The relation to the infinite-volume case is based on the following considerations. 
with strictly positive C(a) (also at a = 0). From the last equation it follows that, in the case of constant background fields, the Taylor expansion (in a) of D 0,0 in infinite volume supplies an asymptotic expansion for the case of finite volume (with corections behaving as exp(−C(a)L p /a). Moreover, considering the continuum limit at fixed
where c S is the constant that we computed in the infinite volume. The above equation expresses the fact that the scalar component of D 0,0 has the same classical limit in both finite and infinite volumes, as required and expected on the basis of locality. Analogous result obviously holds also for the tensor component.
Non-Constant Fields
Apart from the fact that the finite-volume setups are actually those relevant for practical lattice QCD calculations, their advantage for the present discussion is that one can evaluate the associated classical limit numerically. In other words, one can obtain the left-hand side of Eq. (55) via direct numerical evaluation of D f in 0,0 for arbitrary classical background. Performing a sequence of such calculations with increasing N then allows us to infer the N → ∞ (a N → 0) limit of the ratio. For the case of constant fields, such calculations indeed exactly reproduce our results obtained via the expansion in classical lattice spacing. The utility of this approach however mainly lies in the fact that it allows us to evaluate classical limits also for non-constant backgrounds which were not included in our considerations up to this point.
To perform such a calculation, we set L p = 1 and use arbitrarily selected classical backgrounds. One of the cases that we studied is specified by A µ (t, x, y, z) = 1 + sin 2πt cos 2πxµ 12π
where we use µ ∈ {0, 1, 2, 3} and the coordinate-labeling correspondence 0 ↔ t, 1 ↔ x, 2 ↔ y, 3 ↔ z for convenience. The constant field a µ is specified in Appendix C. For given N, we evaluated the ratio c S (N = 1/a N ) at 10 randomly selected points on the unit torus. The same points, specified in Appendix C, were used for each N. In Fig. 4 (top) we plot the mean value of c S (N) over this sample with "error bars" representing the square root of the associated variance. The horizontal line shows the value of c S obtained via expansion in classical lattice spacing in infinite volume (50). As can be seen quite clearly, the mean approaches this predicted value for large N with variance shrinking toward zero at the same time. To guide the eye, we also included a fit to N = 1/a N dependence of c S in the form
Note that this form is motivated by the fact that the odd powers of lattice spacing are not present in the expansion of D 0,0 in infinite volume. The above fitting form is neglecting the terms exponentially small in N, which are present, but their relative contribution decays very fast with increasing N. The standard fit shown in the ratio (55) over some range of N (such as one shown in Fig. 4 (top) ), and then fitting this dependence to the form (57) with progressively increasing value of K. 10 For each K, the coefficient c 0 ≡ c 0 (K) of the fit represents the estimate of c S . Since the expansion (57) is asymptotically valid at large values of N, the accuracy of such estimates will depend on the fitting range chosen. In order to be very conservative, we use the whole range displayed in Fig. 4 (top), i. e. all the points with 8 ≤ N ≤ 44. In Fig. 4 (bottom) we show the average of c 0 (K) so obtained over the same sample of random points that we used above. The "errorbars" on this plot are the square roots of variance over this sample, and are decaying rapidly with increasing K. This is expected since the classical limit has to be reproduced at each point individually and the estimates are expected to get better with increasing K. The horizontal line on the plot represents the value of c S quoted in Eq. (50). As one can see quite clearly, c 0 (K) settles approximately at this expected value. In fact, for the largest value of K (K = 9) the relative difference between c S and c 0 is about three parts in 10 5 .
Values of Related Constants
Given the results presented in Secs. 3, 4 there is little doubt that the universal classical limit for the scalar spinorial part of D 0,0 exists in the case of overlap operator, and that it is proportional to F µν (0)F µν (0) [1] . Indeed, we obtained fully consistent results showing this for finite and infinite volumes, for constant and non-constant fields, and for different boundary conditions in finite volume. Since matrix elements of D are local functions of the gauge field [5] , the lattice operator
represents a valid definition of tr c F µν F µν . For certain applications, such as those arising in the studies of QCD vacuum structure, it is necessary to deal with properly normalized operators in which case it is important that sufficiently precise values of c S and free-field subtraction constants are available. In this section, we provide some of this information both for the scalar and tensor cases.
As is well known, the properties of the overlap Dirac operator, such as its range of locality [5] , are quite sensitive to the value of the negative mass parameter ρ. Since various choices are currently being used in practice, we computed c S (ρ, r) and c T (ρ, r) for the range of ρ-values and the most commonly used case of r = 1. To obtain the results listed in Table 3 , we used the expansion method described in Sec. 3. The last column lists the maximal discretization parameter N used in evaluating the associated Riemann sums. Note that one needs to use finer discretization (larger N) close to boundary values ρ = 0 and ρ = 2 to achieve given precision.
In Figure 5 , we plot the ρ-dependence of both c S /ρ and c T /ρ. It is worth pointing out that in the tensor case the behavior appears to be almost exactly linear in ρ. However, closer inspection suggests that the deviations from exact linearity are in fact larger than the Finally, we have computed the subtraction constants tr sc D 0,0 (I) for various sizes of a symmetric lattice with both periodic and antiperiodic boundary conditions. The results, summarized in Table 4 , were computed at ρ = 26/19 and r = 1. These are the values of the parameters used by the Kentucky group in the studies of QCD vacuum structure (see e.g. [7, 13, 21] ) as well as in the studies of hadron spectroscopy (see e.g. [25, 26] ). In the space-time symmetric geometry considered here, the utility of these results is mainly for the former. To obtain the constants quoted in Table 4 , we directly evaluated tr sc D 0,0 (I) from the finite spectral sum over explicitly available Fourier modes. The calculation was done in double precision and we estimate that after rounding errors, these values are good to at least thirteen digits. Note that the convergence to the infinite volume value is very fast and that at N = 40 the periodic and the antiperiodic cases already agree to 13 digits.
Summary
We have used analytic and numerical techniques to evaluate the classical limit of the gauge operator tr sc D 0,0 (U) with D ≡ D (ρ,r) being the overlap Dirac matrix. 11 As suggested on general grounds [1], we found that the limit is proportional to tr c F µν (0)F µν (0) of the Table 4 : The subtraction constants tr sc D 0,0 (I) on N 4 lattice with periodic and antiperiodic (in time) boundary conditions. These results were calculated at ρ = 26/19 and r = 1. associated classical background after the subtraction of the free-field constant. Accordingly, the version of coherent LQCD where Tr D(U) serves as a basis for the gauge action [1] represents a valid regularization of QCD. In addition, this operator is expected to be useful as a natural partner to the overlap-based definition of pseudoscalar (topological) density both in studies of QCD vacuum structure and in standard applications of hadronic physics (such as calculations of glueball masses). In the former case it is of interest to explore the relation between the fundamental structure seen in topological density [12, 13, 21, 22, 23, 24] , and the structure in scalar density that is expected to be visible if the overlap-based definition (58) is used.
Techniques used here for the scalar case were applied in parallel also to the tensor component of D 0,0 . In our previous work [17] we have explicitly derived this classical limit (proportional to F µν (0)) in a general setting, and the complete agreement found in this work serves as a valuable cross-check for both types of calculations.
With possible practical applications in mind, we have computed the proportionality constants c S and c T for a wide range of negative mass parameter ρ. One notable feature of the ρ-dependence found is that c T (ρ)/ρ is surprisingly well described by a purely linear behavior in the region 0.2 ≤ ρ ≤ 1.8.
integration. We hope that his derivation will be publicly available in due course.
A Alternative derivation to second order
The expansion of the overlap operator for constant fields to the second order in the lattice spacing can be simplified as follows. We start by noticing that 
Using the above formulas and the straightforward algebra one can show that 
