Abstract Sustainable pest management implies less pesticide use and replacement by safe control alternatives. This requires decision support for rational pest management. However, in practice, successful decision making is dependent upon the availability of integrated, high-quality information. Computer-aided forecasting and related decision support systems make pest control more sustainable by avoiding unwanted consequences of pesticide applications. Here, I review integrated pest management for web-based decision support systems. The major points are the following: (1) Principles of integrated pest management are compatible with sustainable agriculture. (2) Pest models serve as basis of decision making because they offer means to predict the exact time of pest phenological development and initiate management actions. Most models are climate driven. (3) New hardware technology has permitted the registration of automatically recorded climatic data. This data can be combined with pest models through logical operations and forecasting algorithms to develop a software of pest management. (4) Dynamic web interfaces can serve as decision support systems providing the user with real-time pest warnings and recommendations for management actions. (5) Ontology web programing and semantic knowledge representations provide a way to classify and describe agrodata to facilitate information sharing and data exploitation over distributed systems. (6) Most available pest management data is published on static web pages and, thus, cannot be classified as decision support systems. Some web-based decision support systems provide user-interactive content and real-time pest forecasts and management support.
Introduction
The intensification of agricultural production has led to an increase in the use of energy influxes in order to support current needs for food, fiber, and other products (Altieri 1987; Altieri and Nicholls 2000) . Especially, pest management relies heavily upon the use of synthetic chemical compounds and related energy influxes. In most cases, the use of nonselective insecticides, and often without any rules, has caused a variety of problems, including environmental degradation, insecticide resistance, negative impacts on natural enemies, and safety for pesticide applicators and the food supply. Fears about these issues have increased the interest in the development of alternative means for pest control that causes trivial or no impact on humans, natural enemies, and the environment (Higley et al. 1986; Dent 1995; Cross and Dickler 1994; Boller et al. 2004) . As a result, modern plant protection shifts in reaction to the societal needs and progressively moves in the way of integrated pest management (IPM) and integrated fruit production (Altieri 1987; Cross and Dickler 1994; Altieri and Nicholls 2000; Amano 2001; Lefebvre et al. 2015) . IPM is a decision-based procedure, involving the coordinated use of multiple tactics for optimizing the control of whole categories of pests in an ecologically and economically sound manner. Lately, in 2009, these major IPM principles have been outlined by the European Commission and the European Parliament, giving priority to IPM principles and ecologically safer methods, minimizing the undesirable side effects and use of agrochemicals, to enhance the safeguards to the environment and human health.
Yet, the vast majority of farmers is using empirical derived pest control options, and in many cases, IPM programs are mainly based on pest field monitoring and scheduled management actions. Moreover, although pesticides should be used on a need basis, if alternatives are either nonavailable or noneffective, most IPM programs still rely heavily on them. Recently, the use of biorational compounds, including bioinsecticides, has increased in IPM (Damos 2013a) . Nevertheless, all compounds are effective when applied only on particular developmental stages of the target pest.
One additional issue for IPM is the development of reliable decision tools are used which to define accurate application times for pesticides as well as to provide information to select among available control options (Damos and SavopoulouSoultani 2012) . Actually, regardless of the available amount of the novel chemical compounds, their choices in IMP are evaluated based on more than one criteria in which application time is indispensable for their success. Therefore, the design and implementation of web-based decision support systems, to enhance IPM programs, makes possible the application of information intensive decision making (Jonew et al. 2010) .
For instance, many millions of EU Integrated Fruit Production Orchards that would have received accurate pesticide application are not treated in precise times due to the lack of formal pest information forecast and related decision support systems. Additionally, several guidelines have been set to be adopted by public or private cooperatives, certification systems, and authorities. However, to be applied on a regular basis enables the accesses and exploitation of agronomical information and data that can be mediated only through the implementation of robust decision support systems (DSS). Once established, such systems can be further used to model agroecosystems and to provide decision at the farm level. This may contribute to optimization of regional specific crop productivity and ensure the rational utilization of innate resources and rural sustainability.
Data exploitable in integrated crop production (ICP) and IPM, which are often referred as sustainable crop production and pest management, respectively, may contain different types of agrodata. Particularly, they can include (1) weather records such as temperature, relative humidity, and weather output; (2) biological data, pest population data and disease symptoms; (3) biophysical data such as plant-growing phenological stages; (4) geophysical data like season climate, soils, terrain, and other characteristics; and (5) socioeconomic information which often include farmer survey results and census information, chemical registrations, residual levels of pesticides, commodity prices, and so on (Waheed et al. 2003; Abdullah and Hussain 2006 ). Yet such kind of information is either not registered for particular areas of interest or decentralized and is locally stored in different institutes, governments, and corporation. Furthermore, data are saved under several formats, which do not permit interpretation, exploitation, and availability .
Accessibility on information and survey data can be further combined with information technology to develop simple rule-based arrangements on specific agricultural research areas such as plant protection, harvest yield, resource and energy inputs management, and rural economic development (Carlson and Headley 1987) . Concerning IPM particularly, information may include pest modeling results to be expanded toward a "decision system" or "decision management tool," which employs a mixture of population and process models, where appropriate/possible, to improve management action .
Recently, the fast emergence of the world wide web (www) has radically modified the room we share knowledge by removing the barrier to publishing, accessing, and exploiting data. The properties of the www combined with simple handling of software may be applied to infer potential relevance to users' search queries through web applications. To date, this functionality has been enabled by the generic, open, and extensible nature of the Internet, the www, and the rapid expansion of smart phones (Jacobs and Walsh 2004; d'Aquin et al. 2008) .
However, only in the last years, the same principles that enabled the web of documents to flourish have been also applied to publish and manage agrodata. Additionally, using the same framework, such data can be immediately translated to agricultural practice through real-time smart web applications . For instance, web-based pest forecasting models and DSS are becoming popular, and it is expected that the demand for such applications will increase more in the future. Actually, decision support system may become an absolute requirement for local, regional/area-wide, as well as of international implementation of IPM systems (Waheed et al. 2003) . Figure 1 shows a simple ruled decision finding process, which is based on temperature-driven phenology models and is used as decision tool for precise timing of pest management actions. Based on such processes, highly developed countries have posted interactive web sites, which include real-time weather and market information and geographical information-based systems (GIS) to provide farmers real-time decision support in crop management (Bajwa et al. 2003; Prasad and Prabhabar 2012; and references) . Nevertheless, web-based DSS structures, in general, use large amounts of data, which may accrue from multidisciplinary sources. These data are actually placed in a distributed cloud computer environment and deliver the possibility to integrate to support decision making.
In this context, the current work emphasizes on integrated pest management and how it can be incorporated in the modular structure of web-based decision support systems. In particular, this article goes over the application of real-time pest forecasting systems through a literature review as basis, researching some related and most representative cases. Moreover, since huge field datasets and pest models serve as basis for decision making in IPM, one of the intentions is to identify critical issues in pest model development and in their inclusion into plant protection decision support systems. Especially, among the objectives were to interpret the role of IPM as an element of sustainable agriculture and to outline the importance of pest models for plant protection and their utility for target specificity to minimize side effects. Additionally, efforts are made to give ways of transforming pest models into a warning system, using simple logical operations and conventions, and to identify the architecture of such systems as well as the utility of knowledge-based organizations. At the last sections, representative examples of web-based decision support systems are reviewed, while some challenges and constrains related to the development and deliverance of information systems are also outlined. Finally, a brief account on the vision of the future of decision support system is made and how it may be affected by the farmer's perspective and technological advances.
2 The significance of integrated pest management for sustainable agriculture Integrated pest management plays an essential role in sustainable agriculture, and in the next section, I provide a brief account on the significance of IPM through a sustainable agriculture perspective. Agricultural ecosystems, or agroecosystems, are basic units of spatial and functional agricultural activity, which include biotic and abiotic components involved and their interactions (Altieri 1987; Dent 1995 ; Fig. 1 Simple ruled decision finding process based on phenology models and the importance of precise timing during plant protection. Providing weather data outcome information pest emergence and infection rates, based on pest and disease simulation models. In principle, the systems deal with tables of raw information, often numerical, collated into sums or averages, while the forecasting model uses these data to provide future estimates of the variables of interest (e.g., population dynamics, disease epidemiology) Altieri and Nicholls 2000; Zhang et al. 2008) . Sustainability rests on the principle that agricultural systems need to meet the present demands without comprising the ability of future generations to meet their own needs (Lichtfouse et al. 2009 ). Traditionally, the productivity of agroecosystems relies heavily on the use of energy influxes, while the sustainability depends on how agroecosystems are managed at the site scale as easily as to the diversity, composition, and functioning of the surrounding landscape and related energy influxes (Tilman 1999; Tilman et al. 2001) . To date, the radical intensification in crop production can be summarized as the result of the following actions (Dent 1995 Entirely the same, by depositing with a holistic view, the process of intensification in crop production and the aforementioned actions have also affected pest-plant communities and their management. Hence, current crop production systems and plant protection guidelines in particular have evolved from the contribution of whole sections of farming and biological sciences (Dent 1995) . Even so, most plant protection strategies are linked up to the traditional use of conventional and nonselective insecticides. However, the use of pesticides without restrictions is associated with a variety of problems, including environmental degradation, insecticide resistance, negative impacts on natural enemies, and safety for pesticide applicators and the food supply (Cross and Dickler 1994; Altieri and Nicholls 2000; Boller et al. 2004 ). Concerns about these events have increased the interest in the development of alternative means of pest control that cause little or no impact on humans, beneficial organisms, and sensitive ecosystems (Damos and Savopoulou-Soultani 2011) .
Among the available alternative pest control strategies, IPM has by far received the most attention as a comprehensive pest management approach (Lewis et al. 1997) . Historically, IPM was introduced using the term integrated control by Barlet (1956) and was further used by Stern et al. (1959) , as a concept which in principle is integrating the role of biological and other control measures in complementary ways. Stern et al. (1959) ) broadened the conceptual framework of IPM to embrace the coordinated employment of all available biological, cultural, and artificial practices (Van den Bosh and Stern 1969) . In this context, various authors have advocated the principle of incorporating all available control methods and measures to manage pests that are being chosen by environmental, economic, and societal standards. Bajwa and Kogan (2002) define IPM as a suitable agricultural approach and as a crop protection/pest management system with implication for both methodological and disciplinary integration in the socioeconomic context of farming systems. Conceptually, the major goal of IPM is not to eradicate all pest populations but rather to accept a tolerable pest density above the economic injury level. The economic injury level is an essential concept for IPM which integrates biology and economics and uses pesticides, or other management actions, only when economic loss in anticipated.
Subsequently, the term IPM incorporates the full array of pest management practices, which are adopted following certain criteria, included into a total systems approach that ideally should involve all crop production objectives. To date, some basic elements, which are considered for IPM, involve (Flint and van den Bosch 1981; Lewis et al. 1997; Duggal and Siddiqi 2008 ):
1. The use of practical decision tools such as monitoring, forecasting models, and economic injury levels. If available, such tools are traditionally used manually to solve pest problems based on determined need. 2. IPM calls for a multidisciplinary approach. This means that all classes of pests and their relationships, as well as their interaction with other species (e.g,. natural enemies), host, and environments, are jointly considered seeking an optimal and sustainable management policy. Additionally, multidisciplinary management actions are progressively integrated. 3. IPM recognizes the need to address not only ecological but also economic and social concerns. 4. IPM takes into account the human factor as part of the agroecosystem and not detached.
Figures 2 and 3 depict representative integrated peach production orchards in Northern Greece. About 104,000 ha of fruit crops are cultivated and stone fruits represent 76 % of fruit production. In 2007, peach crop production was valued at US $271 million, making Greece the fifth ranked country in world peach production. Moreover, during the last years, the implementation of integrated fruit production and IPM has not only enhanced the sustainability of fruit production, but also reduced pest management cost and facilitated the acceptance of certified fruits in the markets. Figure 4 is an example of a biointensive IPM strategy to manage key pest threats. It conceptualizes in particular the creation of integrated pest management and illustrates some of the positive interactions with other pest management activities. The contribution of each activity is represented as a ratio of the triangle. IPM promotes a more diversified approach, which will limit overreliance on any specific technology and promotes greater reliance on exploiting living, selfrenewing processes in pest control, such as the action of natural enemies of pests. Agronomic measures include several techniques and offer a balanced environment for biological mediated soil fertility and sustainable events. Additionally, the use of semiochemical and pheromones in particular evokes the natural pest regulation and further down-energy input. An essential step for the development and implementation of basic IPM program is to have knowledge on detailed and comprehensive data on the life cycles of key pests and how they interacted with their environment. This is a challenging task considering that detailed data upon the key pest and how it interacts with its environment is not always available (Ehler 2006 ). This knowledge is further combined with the utilization of these control methods that are selected among several available economic and social factors to have the least possible hazard to people and environmental-friendly means.
However, critical skills in picking out the best management action are early pest information prediction in relation to expert knowledge of the behavior of the pest or pathogen in the specific geographical region of interest. The ability to predict population dynamics and disease development such as population emergence, succession of stages, generations, and early diagnosis is also critical. In this context, having effective models, which can assume the evolution of a disease during the season, is an important matter. These challenges are addressed by decision support systems, which among their aims are to transfer research results immediately to the production floor.
Yet, when it comes to translating IPM in a practice, it is mainly based on pest field monitoring and relative threshold establishment, in which most pesticides are used on a need basis if alternatives are either nonavailable or nonefficient (Flint and van den Bosch 1981; Nutter 2007; . Unfortunately, a good deal of less stress is given to understanding and promoting inherent strengths within systems to limit pest populations through the use of extension and warning systems, and thus, most of this data cannot be directly exploited due to the lack of real-time pest forecasting systems. On the other hand, a rigid application of chemical insecticides on a schedule basis may not always be either necessary or effective, especially if the pest population is low at the time of application. Moreover, in 2009, the EU legislation upon sustainable usage of pesticides has been changed radically, and consequently, the adoption of alternative control methods and the development of decision support systems compatible with IPM are urgent demands. Additionally, the increased legislative pressure on the member states affects plant protection. However, it remains unclear how IPM approaches and crop-specific management actions will be finally adopted, despite that IPM along with organic farming is the only alternative for sustainable agriculture and less pesticide use in the EU (Lefebvre et al. 2015) .
Considering the increasing interest of biorational insecticides where precise timing of treatments is extremely important, weather-driven pest and disease forecasting algorithms could be a useful tool for improving their efficacy in IPM and assure fruit-related residual levels at safe intervals. Moreover, the knowledge and technology gaps may affect actual implementation of IPM at the field level. Professionals in the agricultural field, such as growers, extension agents, and researchers, need a facility to predict region-specific pest population emergence and provide decision support for management actions.
Therefore, numerous modeling researches are being carried out, new results are discovered at the research institutions, and they continue to accumulate in the form of reports and run extensions. Yet, most of these findings and recommendations do not reach the farmers at implementation level. That is because there is lack of proper channel between researchers and farmers. The lack of proper decision support system to disseminate timely, relevant farming advice has been observed as a major roadblock for adopting precision agriculture (McBratney et al. 2005) . Nevertheless, within the fast proliferation of the www usability, there is much effort bringing on pest-and disease-related information for IPM.
Concluding, IPM decision support systems are an essential component of sustainable agriculture since it provides an economical and environmental sound pest management framework, giving priority to ecologically safer methods, minimizing the undesirable side effects and the use of agrochemicals, to enhance the safeguards to the environment and human health.
3 What is the role of plant pest and disease models for decision support?
Insects of economic significance and plant pathogenic fungi represent the most important pest threats for crop production. Both are poikilothermic and heterothermic organisms whose development and growth varies considerably in relation to ambient environmental temperature. Insect growth, for instance, is strictly related to environmental temperature, and these properties can be used for building models that simulate insect development and succession of stages. The role of pest population modeling for IPM is to aid in determining the optimal control strategy for a given situation (Plant and Mangel 1987) , and since pest population models are in the core of almost each decision support system for pest management, we will shortly outline their utility and conceptual framework.
The usefulness of pest and disease models in practical activities such as performing forecasts and identifying warning situations, as well as higher level activities such as gathering biological data, is usually recognized; consider for instance the earlier works of Coulson and Saunders (1987) , Logan et al. (1976) , Weber (1989), and Visser et al. (1994) . Models have been also established for the description of several pest population processes, including population growth, pest immigration and range expansion, pest emergence and seasonality as well as pest population per se (Cheke and Tratalos 2007) . However, only few of these model approaches have been transmuted into practical forecasting tools and related decision support systems. Moreover, because ambient temperature regulates direct development, growth, and reproduction, pest phenology forecasting is established by simplified weather-driven models. However, there are also other factors that may affect population dynamics and insect voltinism, such as photoperiod, humidity, and nutrition as well as crowding, or density and competition (Brown 1984; Rousse et al. 2009 ). For plant disease epidemics, biotic factors such as wet conditions, relative humidity, wind speed, and and used only under specific criteria (i.e., DD degree-days, ET economic threshold). Critical skills in selecting the best management action are the use of decision tools which provide early pest information prediction (Damos 2013b; after modification) host suitability are also influential (Teng 1985; Garret et al. 2011) .
Nevertheless, here, I focus mostly in insect pests, and in that respect, there are several pest population models that have been developed (Damos and Savopoulou-Soultani 2012) . However, most models are based upon the same assumption, which premises that although that development accelerates or slows, according to prevailing temperatures, the final time units to discharge a particular developmental event should be perpetual. Ordinarily, favorable conditions for species' development, insect or fungi, are estimated prior under laboratory conditions, and these estimates are further utilized to simulate epidemiology under field conditions. Therefore, the use of growth chamber studies, carried out under controlled conditions, is a prerequisite since they provide a satisfying base for understanding the effects of environmental factors on species ontogeny and vital to estimate the species temperature thresholds (Logan et al. 1976; Beck 1983; Savopoulou-Soultani 2008, Ferguson et al. 2015) . Figure 5a shows the typical temperature effects on developmental time and Fig. 5b the two developmental rate models, which can be linear or nonlinear. Such kinds of inverse regression, displayed in the above paradigm, are used most often to define the vital for species development temperature thresholds. The values of the lower, the optimum, and higher temperature thresholds are a prerequisite for accurate modeling and projection of pest dynamics. Yet it is noteworthy to say that the most time-consuming step in the evolution of a model is the aggregation of biological knowledge of species of interest and relevant weather input parameters. In that respect, it is noteworthy to cite Nietschke et al. (2009) who created an insect development database, which includes developmental requirements for over 500 species to assist scientists and field practitioners in the deployment of phenology models.
The next step requires the application of population models and species temperature thresholds to simulate actual pest population dynamics under field conditions. There are various methods and models (i.e., see Sharpe et al. 1977; Pruess 1983; Wagner et al. 1984a; Kontodimas et al. 2004; Van der Have 2008; Damos and Savopoulou-Soultani 2012) , but for the reason of brevity, we will mention only the two most common approaches applied in entomology: the physiological time concept and empirical regressions between accumulated degree-days and cumulative population emergence.
Physiological time is using developmental rate models, which assume that rates are proportional to temperature, and as amounts are integrals of rates, the amount of development is the inbuilt of the temperature. The rate of development is simulated as linear or nonlinear function of temperature along a time axis and has units of temperature and time, which are known as degree-days (Pajunen 1983 ). Significant models for modeling the effects of variable temperatures on the development of individual insects, within a given population, may also deal with mean rate versus temperature relationships (Wagner et al. 1984a ) and distribution of development times (Wagner et al. 1984b (Wagner et al. , 1985 .
Empirical approaches, on the other hand, treat mean developmental times as dependent variables, which are regressed over accumulated degree-days that serve as the independent variable. Such models are usually based on nonlinear regression relationships. In their simplest form, for example, adult emergence is regressed over accumulated degree-days above a threshold. Hither, the moth capture data consist of the random variable and temperature represents a deterministic quantity. The Richards' function, or the generalized logistic curve, is sshaped mathematical functions, which can be turned around to Extrapolations of these models provide estimates of the lower and upper developmental thresholds be consistent with the most conceivable variations of their basic form. The shape of the curve described in Fig. 6 , for example, is a mutation on the original published curve of Damos and Savopoulou-Soultani (2010) and can draw most datasets with high accuracy. Empirical models are most useful in predicting adult moth emergence and population peak and are widespread due to simplicity for construction and evaluation, while validation of models is using a variety of laboratory and field experiments.
Fungal diseases, on the other hand, develop not simply in close correlation to temperature but take also into account more meteorological parameters, particularly relative humidity and moist condition (Perini and Susi 2004) . The downy mildew (Plasmopara viticola) for instance needs specific temperatures and leaf wetness conditions for sporulation. Subsequently, the epidemic dynamics over time can be described using growth models or disease progress curves (Agrios 2005) . By applying similar mathematical tools, as in the instance of insect phenology models, disease models are trained to get data about the theoretical appearance and the quantity of inoculum changes during the growth season. To date, the most common monocyclic and polycyclic growth descriptions growth include: monomolecular, exponential, logistic, and Gompertz models (Nutter and Parker 1997; Xu 2006) . In temperate climates, environmental conditions are registered at distinct time windows during the growth season and used to run the models. By this manner, it becomes possible to predict with quite a high precision the proper time when infections may do appear (Fig. 6 ). More complex simulation models may additional include the life cycle of the host crop, the feast of the pest agents to distance crops as well as the influence of several other biotic and abiotic factors (Andrade-Piedra et al. 2005; Kaundal et al. 2006; Cairns et al. 2008; Khaliq et al. 2014) . Thus, pest forecasting is a fundamental step in creating proper IPM programs (Van Maanen and Xu 2003) .
Functionally, because temperature exerts the greatest influence among the climate variables, by directly affecting insect phenology, most pest models are temperature driven. On the other hand, plant disease models take into account more variables such as wet conditions and relative humidity. Fungal growth is strongly affected by environmental conditions, and therefore in most cases, there is a time lag between infection and appearance of visible symptoms (Magarey et al. 1991 (Magarey et al. , 2007 . For example, fungi spores germinate and cause infection only when they are kept at a certain period at favorable temperatures and at same time must be continuously wet for certain hours. Hence, plant disease forecasting models provide output risk levels, which are helping the growers to assess the risk of disease epidemics and to avoid unnecessary treatments with fungicides (Pavan et al. 2010) .
Concluding, accurate forecasting of pests is facilitated with the use of climatic-driven models. These models offer a mathematical framework that helps to predict the development of pest's stages, or latent phases of diseases to define optimal time windows to apply pesticides. Nevertheless, the next step for a wider applicability and application of models under a routine field condition basis is to use pest population models across locations and real environments in an automatic manner (Coulson and Saunders 1987) . To address this challenge, it is necessary to develop computer software programs, as described below, to run the models and facilitate the practical application by understanding population dynamics and dissemination of pest forecasts for timely pest management decisions.
Data processing and forecasting algorithms: modus operandi of computer-aided decision support
To exploit large datasets to be used as inputs for a certain population model implies the development of algorithms, which serve as a basis to develop computer programs to simulate pest phenology. This section describes in the conceptual framework that can be generally followed for the development of forecasting algorithms. The approach should be considered as typical, although the given examples are those followed by Damos and Karabatakis (2013) . Actually, there are very few published works that provide a robust framework and opensource programs or algorithms that can be used ad hoc in decision support systems (Higley et al. 1986; Bery 1995; Don Wauchope et al. 2003) .
Algorithms are computer programs that handle the data and transform them into relevant and understandable information Fig. 6 The shape of representative temperature-driven phenology models which are regularly used to predict pest phenology (insect emergence or disease growth). In the case of arthropods, pest phenology models help to predict the timing of events in an organism's development using degree-days. Degree-days permit to predict significant biological events such as the appearance of insect pests that may occur during the growth season (Croft et al. 1980; Coulson and Saunders 1987) . Database management system software (DMSS) is traditionally used for such purposes. The core of the software is a "prediction algorithm," which is a sequence of logical operations under certain predefined rules. The algorithm then picks out the suitable data entry among available information and stores them in a local host. In a second step, the algorithm uses these data as input for the pest model to simulate population projections and service warnings.
Thus, prediction algorithms refer to simple software that allows a candidate phenology model to pick up those factors most closely related to prediction and perform related forecast. From a programmer's standpoint, this implies the development of a set of rules that precisely define a sequence of operations in a specific order (Khaliq et al. 2014) . The technological aspect of developing an algorithm involves usually splitting the task into subtasks. These subtasks are at best modular and perform subroutines having clearly defined boundaries (Youen et al. 1996; Damos and Karabatakis 2013; Karabatakis and Damos 2013) .
Figures 7 and 8 present the principal logical operations and subroutines that are involved to perform a forecast for an insect pest and plant disease, respectively. Figure 7 shows the basic logical operations (flow diagram) of an insect phenology model. The process model starts from overwintering larval diapause termination and moth emergence until the emergence of the first summer generation larvae and considers the different insect stages of the first generation. Heat summations, SUM {DD}, are expressed as accumulated degree-days according to a predefined heat summation function, F(x)=Y. This function corresponds to a developmental rate model, physiological or empirical, and is used to generate stagespecific forecasts. Figure 8 depicts the basic logical operations of an Oomycota fungal disease phenology model (Magarey Fig. 7 Basic logical operations (flow diagram) of the phenology model simulating progress of an insect pest population (i.e., Class: Insecta). LTT lower developmental threshold, HTT higher developmental threshold, SUM {DD}: accumulated degree-days according to a predefined heat summation function, F(x)=Y: developmental rate model; a, b, and c: threshold values that predefine the emergence of the first generation of adults, larvae, and eggs, respectively et al. 1991; after modification). The process model starts from oospores until the appearance of symptoms. Note that the process considers the distinctive stages of the primary infection cycle. Overwintering oospores progressively break diapause and germinate under favorable weather conditions (temperature and humidity), while the formed sporangia release zoospores. If the conditions remain favorable, the zoospores form germ tubes and infecting hyphae colonize the host tissue and cause observable symptoms.
Typically, when the algorithm is associated with data processing information, the values are interpreted from an input source, written to an output device, and/or stored for further processing. Next, subroutines are performed which include the setup of "weather rules" as for example the definition of temperature thresholds which serve as bounder to draw and store data. In a second step, the detailed specific instructions are used to transform these weather data into an exploitable model format. Most insect pest models transform the mean temperatures to accumulated degree-days and then use them to feed an empirical population model. Finally, specified tasks are carried out such as population projections and initiation of warnings. For the needs of computer programming, the two forecasting algorithms were created as functions, which served as small programs, referenced by the larger final program of the decision support system. Among the weather variables, which affect mostly population phenology and disease epidemiology, are temperature, relative humidity, rainfall, and wet conditions. Based on the regional climate data, a prediction algorithm can forecast the pest's population occurring during the growth season.
Concluding, improvements in hardware technology have permitted the registration of automatically recorded data and other pieces of data, which can be employed in pest modeling. Improving simulation models that integrate the dynamic effects of climate variables on pest population can be automated through the development of algorithms that serve as small computer programs. Usually, the algorithm is represented with a form of diagrams, referred to as flowchart, and then each logical operation is put up using one kind of programming language. Furthermore, the algorithm is providing a visual representation of theoretical constructs, including interactions of the variables of interest and actually consist of a conceptual model (Asher 1984) . In its crude form, it is represented as a flowchart diagram which treats the pest population as the dependent variable and the weather variables as independent. The arrows represent the hypothesized relationships between variables leading from each determining variable to each variable conditional on it. Critical values of parameters that affect pest populations are established as rulers. If suitable conditions for pest emergence or disease development occur, then the algorithm provides outputs, which can guide decision making in IPM. To date, in contrast to manual modeling, the use of algorithms is a more advanced, more accurate, and realistic way of pest forecasting. In addition, once the routines have been established, the model works on its own and can be extended according to the needs by including more datasets and rules. Hence, although simple predictive models for pests and diseases have been produced during the last century, the development and wider availability of personal computers resulted in the speedy growth of computer-based examples to predict responses of pest populations in relation to climate.
Interface of web-based decision support systems
Successfully supporting IPM decision making is critically dependent upon the availability of integrated, high-quality information, organized and delivered in a timely and well-read manner (Bajwa and Kogan 2000; Duggal and Siddiqi 2008; Philomine et al. 2012 ). In the next paragraphs, I will describe some instances on how forecasting algorithms can be merged with information science toward the development of simple forecasting systems.
The first step requires the use of DMSS, which incorporates the prediction algorithms and may be enlarged to a DSS. This may include more variables and/or new improved population models, which preferably perform operation through the www and permit the improvement of existing algorithms in future software updates. Moreover, DMSS may be utilized to create tables of data, to construct user interface, to design queries, and to print out the required summary reports (Batchelor et al. 1989; Jones 1989; Zhang et al. 2008; Kleinhenz and Rossberg 2008; Plénet et al. 2009 ).
Recently, semantic network interfaces such as Drupal (https://www.drupal.org/) permit logical dynamic web programming. The most common web programming language is python, PHP 5.2, or higher and may serve as online interface to configure the decision support system of interest. This enables the use of climatic data processing and prediction algorithms to transfer data to a central server in a real-time manner and matching the frequency of updates to the initial pest forecasting system design requirements (Strand 2000) . At a second stage of the data processing, a forecasting algorithm application handless the data and aggregates the raw data into relevant and understandable information. In addition, grounded on the end product, which is awaited from the decision system, input data are marked by specific attributes. These attributes may include for instance hourly and/or daily data registration and may be manipulated and programmed, under diverse manners to meet specific objectives. In most cases, the aim is to perform pest population simulations and projections to provide the user with real-time warning and/or recommendation-specific management actions.
In Damos and Karabatakis (2013) , for instance, a webbased decision support system has been developed for climatic factors including region-specific average temperature, to predict pest population phenology during the growth season. The DSS particularly offers forecasts and related management actions with peach and apple orchards, including warnings for Anarsia lineatella Zeller damaging peach, the leaf roller Adoxopyes orana Röslerstamm, and the oriental fruit moth Grapholita molesta Busk. At a first step, the stored temperature data are evaluated on a daily basis whether they are in between the species-specific temperature thresholds, and if so, they are transformed to degree-days. This transformation is performed according to a predefined nonlinear or logistic regression function Savopoulou-Soultani 2010, 2011) . In a second step, the degree-day data are summated and used as input for the phenology model that is used to provide warnings of whether the species is higher than a predefined population level. The pilot project is the IPM-DSS RANTISMA.gr that is able to perform population projection either numerical and/or discretional by plotting the cumulative emergence of the species for the particular region of interest (Fig. 9) . The software and the related web application were launched on January 2012 . Functionality of the software can potentially extend and mine weather data at any location through the www and further store them for any use (i.e., crop, pest, and disease modeling and forecasting). Currently, the above DSS passes the evaluation phase and runs only for representative arthropod pests, since the development of disease models may be considered more complicated because they use climatic models which take into account both temperature and wetness. The wetness, or the wetting period, refers to the time that a plant organ is exposed to liquid water constituting an important factor in the disease development.
Despite efforts that have been made previously to provide local forecasts, based on weather data, in most cases, the legal transfer of automatic forecast system having wider applicability stubs on the high costs of procurement, complexity, and maintenance and/or on noncontinuous "feed" of the system with weather information. However, grounded along the above framework, IPM can be significantly amended by the utilization of modern emergent information web technologies. Such simple handling web-based DSS can be exploited by extension agents, advisors, growers, and other clientele, providing forecast along with efficient decision support for managing agricultural commodities. Actually, real-time forecasting and decision-making systems provide rationale mean to assist crop growers at the farm level in finding out whether pesticides or other measures should be utilized.
6 Ontology web programming: the next generation of web-based decision support?
Ontology is an explicit specification of conceptualization for describing a particular knowledge domain using logical relations. In computer science, ontology web programing is a formal way to classify and describe data taxonomies to facilitate knowledge information sharing over distributed systems (Athanasiadis et al. 2009; Taye 2010 and references) . Here, I intend to provide a brief account on emergent web technology for interlinking and classifying agrodata to be exploited by DSS and in the IPM domain.
Ontology plays a major part in solving the problem of interoperability between applications across different organizations as for instance the exploitation of a huge quantity of agroecological data, which are typically unclassified and stored individually and/or fragmented on local server files. Thus, the use of ontology web programing provides a shared understanding and access on data for future manipulation and meta-analysis (Van Evert and Campbell 1994; Bajwa and Kogan 2000) .
Professionals in the agricultural field, such as growers, extension agents, and researchers, need a facility to organize and locate pest-related information. For example, photographic images, pesticide categories, and registrations are related to their oeuvre, especially as the bulk of information continues to increase. Nevertheless, current keyword-based information retrieval in DSS and related information systems suffers from relatively low precision and recall. Currently, the information, which is received from web applications, is without any sensible mean of representation in contrast to semantic, or ontology-based, web applications which provide annotated data that can be understood by machines. Thus, novel approaches to information retrieval using ontologies in the agricultural field may address the limitation of supporting users to find proper information in keyword-based retrieval, by browsing information associated with formal descriptions of the significations of words. This is referred as semantics and the relationships between different objects are made using ontology web language (OWL) (Haverkort and Top 2010; Caracciolo et al. 2012) .
Currently, detailed usage of ontology web language is used by applications that need to process conceptually the content of information instead of just presenting information. The language facilitates greater machine interpretability through web browsers and supports the use of different data sources and web programing schema, such as extensive markup language (XML) and the resource description framework (RDF). The resource description framework is a general method for conceptual description of information and is based on class diagrams in the form of subject-predicate and object expressions. In addition, it permits converting relational databases (RDBs) to RDF data.
To date, other software systems offer access to the content of relational databases and interlinking data through link discovery frameworks for the web data. Such systems are the program SILK and the RDF query language SPARQL SERVICE.
The above technological tools combined with other services can be used to offer a unified taxonomy that relates different entities and attributes, in conditions of the ontology as set by the World Wide Web Consortium (W3C) Damos 2013b) .
Actually, the resource description framework introduces the notion of a class. Formally, the class is a type of thing. For instance, Farmer_1 and Farmer_2 are members of the class Cooperatives. Thus, we define Farmers as a member of the class type cooperatives. We can further proceed to define subclasses, attributes, instances, and so on. For instance, the classes insecticide, fungicide, and herbicide are subclasses of the class Pesticides. The next step is to construct ontologies for some cardinal datasets to facilitate information retrieval. This is feasible after prior examination of data types and major data properties and to classify those of similar topics. Stanford University has developed a free open-source software ontology editor under the name Protégé. The editor offers a knowledge-based framework to relate semantic entities and for building intelligent systems on an easy handling environment (http://protege.stanford.edu/). Hence, ontology is composed of five basic modeling primitives, containing concepts, relationships, instances, axioms, and functions, while agricultural ontology is specified as a set of formal, explicit specification of a shared conceptualization in agricultural science (McRoberts et al. 2011; Cowell and Smith 2010; Caracciolo et al. 2012) . Therefore, it is convenient to categorize first agronomy data according to their attributes and fix categories of information. In principle, each agricultural (pest and disease related) data source can be sent to and/or retrieved on the network due to a singular universal resource identifier (URI) (Damos 2013b) . The construction of a related pest ontology can be applied to place and link digital objects which may be further utilized for decision support. Information may include for instance pesticides and chemical ingredients authorized for application, prices of pesticides in relation to company, chemical ingredient and biodegradability, application mode and pest targeting stage, pesticide per harvest period, information concerning life cycle and type of damage, pest morphological characteristics and disease symptoms, etc. (Coulson et al. 1989; Haverkort and Top 2010; Damos 2013b) . At a second stage, graph-based ranking algorithms can be successfully employed in data summarization, while several query expansion methods (Chakrabarti et al. 1999 ) can resolve information limit on the query based on the prior defined ontologies. These methods are largely inspired by the PageRank algorithm, or manifoldranking algorithm, which is initially applied to the task of web search and has been proven successful (Page et al. 1998) . Figure 10 shows the parts of a hybrid web-based pest forecasting and information system for IPM, which is using both DMSS and related prediction algorithms (left position), as good as the basic pest ontology (right position). Ideally, such ontology is useful in linking huge datasets posted on the web and may serve as an information and decision tool for the plant protection agencies to ease searching and browsing of pest management-related information (Koenderink et al. 2005) . The ontology can describe the properties, or attributes, of careful scientific defined concepts. For example, the attributes may include specific properties of chemicals that are used in IPM such as their properties including chemical class, type of water formulations and environmental behavior, application doses and lethal concentrations, mode of action, lethal concentrations, application type, monetary values, preharvest type, and registration. Additionally, the ontology addresses instances such as application type and time, pest target, spectrum, and side effects. Specific zoological vocabulary can be employed to describe structural and biological attributes of the selected pests. This kind of taxonomy may include information on taxa, scientific and common names, colors, stages, life cycle, number of generations, habits, reproductive potential, vulnerable stage, and other data. However, most available ontologies provide either domain vocabulary for semantic interoperability of systems or deal with limited situations and are not scalable. Moreover, few scalable and distributed ontologies are available for the agriculture domain, but they are component oriented, such as ePlant and eGadget, and generate complexities in case of multiple service requirement at a time (The Plant Ontology Consortium 2002; Goumopoulos and Kameas 2009; Rehman and Shaikh 2011) .
Evidently, at a high-level system view, the primary advantage of using ontologies in DSS is that it permits synthesis toward hybrid DSS in decision making, for example, communicating predictions and artifacts of ontologies in the form of classified information, in which two or more aspects of the same problem are taken into a balanced consideration at the same time. Thus, as part of pest and disease forecasting, IPM shows that there is vastly too much data for a human to comprehend at one time, and therefore, ontology-based DSS may provide services to the direction of decision making rather than to simple decision support. This may be feasible because conceptually ontology web applications are based on artificial intelligence and provide information that can be interpreted by computers providing solutions to certain combinations, instead of just serving pages that are meant to be read by humans.
In summary, ontology web programing allows interoperability, exchange, and sharing of pest-related data among corporations and certification authorities and may permit the development of smart web applications with lower reliance on operator assessment. Additionally, it provides a unified way for agrodata management and collaboration among expertise and facilitates the implantation and evaluation of IPM systems over large scales (i.e., prefecture, country, international level).
Instances of web-based decision support for integrated pest management
Although simple predictive models have been produced during the last century, the development and broader accessibility of personal computers in the 1970s and 1980s (Coulson and Saunders 1987; Higley et al. 1986 ) resulted in the rapid growth of computer-based models to predict responses of insects in relation to climate (Batchelor et al. 1989; Beck et al. 1989; Bange et al. 2004; Liao 2005; Hannon and Ruth 2009; Orellana et al. 2011) . Currently, several IPM-related databases and model applications are placed on the web and can potentially be utilized for information/data collection, distribution, or data exchange (Bajwa and Kogan 2000; Huang et al. 2008, Yelapure and Kulkarni 2012) . In this section, we will refer to some of their representatives.
The preliminary analysis of the literature showed that most IPM support systems and information are static, which means that they are available on the www but in the form of static web pages. Therefore, the information they contain is delivered to the user exactly as stored, in contrast to dynamic web pages, which are user interactive and provide a service through a web application program. For instance, most include electronic versions of informational brochures, pesticide recommendations, fact sheets, reference guides, and bibliographic references, while some of them use web databases that include records of pest phenology, occurrence and distribution, pest control recommendations, or pesticide information. These are mostly used for information purposes and the lack of any ontology and data classification, which may allow a semantic inference. Hence, web sites with information sheets cannot be classified as a decision support system. Bajwa et al. (2003) provide a forum of a sample array of data resources for IPM research, extension, teaching, and learning, accessible because of the Internet.
Nevertheless, few dynamic and interactive decision support systems have been also developed for forecasting insect and disease outbreaks, while customized web-based applications are likewise rising. An instance is the Pacific Northwest IPM Weather Data and Degree-Days Website (http://www. orst.edu/Dept/IPPC/wea/) and the Swiss Federal Administration Forecasting tool SOPRA (http://www.sopraacw.admin.ch/e/info.php?Lang=e) (Samietz et al. 2008) . Such systems move beyond simple information retrieval and IPM query expansion and support the users in the decision management process. The SOPRA DSS uses time-varying Fig. 10 Properties (architecture, functionality, and expendability) of a hybrid web-based forecasting information system which is based on both: real-time forecasting service and query expansion properties using related pest ontologies and semantic computing. [SQL Structured Query Language, designed for managing data held in a rational database management system, OWL ontology web language, RDF resource description framework, XML extensible markup language, Apache HTTP Server: is the most popular world wide web open software server working with wide variety of operating systems (i.e., Microsoft Windows, Unix, Linux, etc.), PHP: hypertext processor (server-side scripting language) for web development, JavaScript: client-side scripts for web development; Ajax: web applications techniques that can send data to, and retrieve data from, a server asynchronously (in the background) without interfering with the display and behavior of the existing page; jQuery: a fast, small, and feature-rich JavaScript library with an easy-to-use application that works across a multitude of browsers] distributed delay phenological models and provides forecasts for eight major insect pests of fruit orchards on regional scales over Switzerland and Southern Germany (Samietz et al. 2008) . Moreover, the system is able to compute the risk degree related to scab disease infection, given the meteorological values and the presence of ascospore ready to pass from the first stage, the ascospore maturity, to the second and most dangerous stage, which is the germination and penetration.
For complementary reasons, I will discuss next few more pest DSS and which I consider every bit more representative, while several other dynamics pest management DSS that are available online are summarized in Table 1 . For a thorough literature review of different expert system methodologies and applications in different fields of science, the reader should refer to Liao (2005) and references given.
One of the earliest particular examples, for instance, includes the support scheme for forecasting the black bean aphid (Aphis fabae) outbreaks in fields of spring-sown beans (Knight and Cammel 1994) . The system which provided information to the user on individual characteristics of the field and crop, which are known to affect aphid colonization, such as field shape, size, plant density, and the sowing date, was used to adjust the area forecast for the specific field. The system provided also a module for estimating the costbenefit of applying registered pesticides.
In the Netherlands, Dutch farmers have been also using DSS from the late 1980s and early 1990s as an aid in the control of pests. This started with EPIPRE and then weatherrelated potato blight warning systems were developed such as Prophy and Plant-Plus and GEWIS which predicted the effectiveness of application times. The use of these systems resulted in more sustainable crop protection (Bouma 2004) .
Another example is the decision support system developed by the Australian cotton industry (CSIRO: Commonwealth Scientific and Industrial Research Organization) in collaboration with University of Western Sydney to reduce pesticide risk associated with pest management (Hearn and Bange 2002) . Such systems take into account the regional forecast and additional information provided by the user to individual characteristics of the field characteristics and contain modules of insecticides that are made for use on spring beans and calculate the economics of application (Knight and Cammel 1994) . Elliott et al. (2004) ) have developed a web-based decision system for the green bug (Schizaphis graminum) management that is utilizing four modules: aphid identification, the economic threshold calculator, insecticide selection, and natural enemy identification. More recently, Backoulou et al. (2014) have developed a web-based decision support system for managing the economic importance panicle caterpillars in Sorghum. The related decision support system calculates the economic thresholds for this pest, and the related expert system is based on a knowledge representation model.
Enviro-weather decision support system This is a collaborative project between the Michigan Climatological Resource Program and the Michigan State University Integrated Pest Management Program. The software goes through a world wide web interface for weather-based instruments and serves as sustainable weather-based information system that helps users to make pest, plant production, and natural resource management decisions in Michigan (available at http://pest. ceris.purdue.edu/pests.php).
MyPest page-IPM pest and plant disease models and forecasting This website brings together US weather data and plant pest and disease models to serve many decision support needs in agriculture. Presently, this website offers over 80-degree-day and 21-h weather-driven models serving many IPM, regulatory, plant biosecurity, biological control, and conservation uses for the entire USA, with emphasis on IPM needs of the western States (available at http://uspest.org/ wea/).
The UC-IPM online, state-wide integrated pest management program The UC-IPM offers interactive tools and examples that can help farmers make pest management decisions based on site conditions. The site additionally provides information about managing pests, including the University of California's official guidelines for monitoring pests and using pesticides and nonpesticide alternatives for managing insect, mite, nematode, weed, and disease pests as well as other related data. One disadvantage is that the scheme cannot provide individual results to specific pest problems. One additional requirement is that the user must upload specific files and sample data (available at http://www.ipm.ucdavis.edu/PMG/ crops-agriculture.html).
Norwegian agricultural network: pest forecasting The system uses a network of 52 automated weather stations in Norway and is operated by the Norwegian Crop Research Institute. The primary destination of the network is to contract the role of pesticides, resulting in better crops, at lower costs, and in a more honest environment (available at http://www. campbellsci.com/norwegian-network). Data from the stations are used in forecasting models that seek to offer early warning of conditions such as apple scab, potato late blight, cabbage moth, cereal diseases, and turnip moth.
RANTISMA The real-time pest forecasting software and IPM information system are a simple handling software, which runs 24 h through the web and is available as 4G smart phone application . The system conducts weather data web mining and storage and performs real-time pest forecasting for fruit orchards in distinct geographical regions distributed all over Greece. The registered user has the option to be directly informed through e-mail and/ Sutherst et al. (1991 Sutherst et al. ( , 1999 DYMEX The DYMEX package aims to help ecologists overcome the computing difficulties associated with constructing simulation models, allowing them to build mechanistic, process-based models. DYMEX modeling software has been extended to better support spatially explicit simulations, including wind dispersal. 
MORPH/ HIPO
MORPH includes a suite of predictive computer models for use in fruit and vegetable crops. The software tool HIPPO is described that allows biologists to produce models that are biologically realistic without having to write complex computer programs. Phelps et al. (1999) NAPPFAST Web-based plant pest forecast modeling system, which links daily climate and historical weather data with biological models to produce customized risk maps for phytosanitary risk assessments.
UK Horticulture Research International
North Carolina State University, USA PRO_PLANT is a knowledge-based plant protection advisory system which supports fungicide and growthregulator consultations for cereal and sugar beet production. In addition it provides consultations on insecticide usage in rape and herbicide usage in corn.
Department of Computer Science in Agriculture at the University of Munster (DCSA-UMG) and Department for Plant Protection, Seed testing and Visser et al. (1994) or short message service, upon critical points in which the pest population is higher than a particular threshold and proceeds to particular applications-treatments. To boot, it may be entering the web interface, powered by Drupal and manual perform queries and view pest population status.
The PRO_PLANT DSS The PRO_PLANT decision support system is considered as one of the most advanced (Frahm et al. 1996; Johnen and Meier 2000) . The decision support system PRO_PLANT was developed in Nordrhein-Westfalen (DE) to help farmers to reduce the input of plant protection products. The system runs phenological models for six major pests and takes into account the number of adult pests, weather-based forecast, egg-laying periods, and larval development (Johnen et al. 2010; Johnen and von Richthofen 2011) . Automatically collected regional meteorological data are transferred via the Internet and are used as an input source for the models to provide pest forecasts. The DSS provides a basis for treatment decisions and pesticide applications. (2008), Kos et al. (2009) SOYPEST SOYPEST is a web-based fuzzy expert system used to help inexperienced farmers in pesticide use of their farms. The first version of this system was introduced in 1995 in a single-user form. The objective of SOYPEST is to provide IPM decision support to the farmers through the Internet. Later, the web-based fuzzy expert system is proposed in the field of e-commerce.
Computer Science Department Faculty of IT Universiti Utara Malaysia, India Saini et al. (1998 Saini et al. ( , 2002 SOPRA SOPRA is an hourly driven time delay distribution phenological model, which is linked to a detailed webbased decision support system which extends information about the pest insects and registered plant protection products.
Agroscope 
UC-IPM online
The UC (University of California) IPM offers interactive tools and models that are used to make pest management decisions based on local site conditions and using weather models and degree-days.
University of California
Statewide IPM Program/USA http://www.ipm.ucdavis.edu/
WIDDS
The web-based intelligent disease diagnosis system (WIDDS) is using the fuzzy logic approaches to provide diagnosis particularly for oilseeds like soyabean, groundnut rapeseeds, etc. which will help increase the ability of the cultivators/extension workers/researchers in decision making.
Soybean Research (ICAR) Kohle et al. (2011) Concluding, overall professionals in the agricultural domain, such as growers, extension agents, and researchers, can be helped through the role of web-based decision support systems in IPM. However, although most systems provide forecasting models that predict the likelihood of a pest or disease outbreak, each one has been developed to address specific needs. Most pest management decision support systems are applying a conventional remote sensing of climatic data, which is traditionally been used also in precision agriculture and can assist crop growers in determining when or if pesticides are needed (Seem 2001) .
Besides extending pest risk information, which is delivered by most systems, some others provide intuitive images representing epidemic risks and other information that may facilitate dissemination and understanding of risks to guide decision making on rational pest management (Fernandes et al. 2011) . Moreover, despite that in most cases the software is freely accessible through the web, there are representatives in which specific registration is demanded.
Challenges and constrains of decision support systems
Apart from the formal description of the basic principles that are practiced to incorporate pest and disease models into webbased decision support systems for IPM, there are also some challenges and constrains that are be worthy to be discussed.
Pest and disease models are brief mathematical descriptions of data and per se have limited applicability. Still, easy handling of computer scripts and associated software, which runs the models, facilitates significantly the simulation of population dynamics and offers practical information outlets in IPM (Prasad and Prabhakar 2012) . Some of the cited webbased IPM DSS has lab-derived predefined models and employs actual time set of input data and afterwards starts to operate via web interface to provide the related information services to the end user. Here, the algorithms play a significant role since pest and disease knowledge is represented in the form of logical operations. These simulations may be comprised in an information system and provide practical application and mechanization of decision support, for example, to forecast population dynamics and send warnings to farmers if the pest reaches specific thresholds and to suggest management activities. Moreover, such prediction schemes may be extended to include more variables and information, such as weather forecasts and economics, in order to select the most cost-effective management actions (Strand 2000) .
Nevertheless, there are also some concerns, either ecological or technical, when developing, enforcing, and evaluating the functionality of a DSS for praxis. Pest and disease monitoring data, along with complementary weather data, are still crucial to validate the functionality of pest forecast models and improve simulations and warnings for operational use. Most of the earlier models, for instance, failed to get into consideration the variation between individual insects in their rate of maturation, which is responsible for the spread of activity of a pest (Wagner et al. 1984a, b) . This hindrance has been acknowledged by earlier studies, and therefore, efforts have been induced to count rates as random variables (Phelps et al. 1993 ) instead of treating rate summation as a deterministic quantity. Other factors, which bias forecast prediction, are that most species exhibit seasonal life cycles that include resting phase and are affected by other factors, which are seldom taken into consideration. Resting phases are for instance diapause or aestivation, while other factors may include selfregulation and predation. Additionally, a restricted temperature-driven model does not often go to reliable forecasts because of bias in databases due to ecological processes such as short-range dispersal, overwintering behavior, colonization patterns, and age-specific mortality including inter-and intraspecific competition. Nevertheless, if a DSS is proven reliable after experimental evaluation, it provides a means of accurate timing of pesticides and initiation of pest management tactics, and computer-based technology may be utilized to carry out an IPM plan.
Some other constraints are of technological nature, and although several decision tools for pest management are available (Norton and Mumford 1993) , not all of them have been translated into the routine decision-making systems, which can justify the marginal costs of going forward to maintain and updating the scheme. Another constraint in the use of the referred DSS is the need to be combined with real-time and often scarce, weather variables in a complementary and automatic manner. The problem may be even more complicated especially that environmental variables can be significantly different from one region to an adjacent one and that it is virtually impossible to store data from all situations. The PRO_PLANT advisory system, for example, although it has been intensively tested in the period between 1991 and 1995 by plant protection advisors and farmers all over Germany, its utilization in some European countries has posed some difficulties. This was mostly due to the lack of weather data, their availability in different formats, and the different law structures and registration about pesticides. Nevertheless, the system per se has been successfully installed and used in many countries in mainland Europe (Johnen et al. 2006) and it is now also freely available to UK growers via the BeyerCrop science website for pollen beetle management (Johnen et al. 2006; Johnen and von Richthofen 2011) .
In some cases, the required data are not only large in amount but also come from multidisciplinary sources, and the same situation exists for related decision support tools. Such complexity along with emergent web engineering sciences, which are using ontologies and artificial intelligence, brings challenges to the design and implantation of web-based decision support systems (Zhang and Goddard 2007) . Actually, the evolution, application, and operational testing of the DSS are an interdisciplinary research theme, which requires the integration of different methodologies to solving pest and disease management problems at the field level and it continuous advancement.
However, DSS or other web-related prediction schemes have thorough information description useful for IPM. A component of pest forecasting information may include biological, environmental, economic, or other outputs to analyze the most effective management actions, based on acceptable control levels, sustainability, and further assessment of economic or other risks (Strand 2000) . Thus, DSS in IPM is a potential tool for synthesizing the available bioeconomic information and k n o w l e d g e o f p o p u l a t i o n d y n a m i c s o f p e s t s i n agroecosystems and natural habitats.
Such kind of Internet and network-based applications in agriculture have been much emphasized in the past decade (Baharudin 2000) and may play an even more important role in considering that most web applications are directly accessible via 4G smart phones. For instance, the corn disease remote diagnostic system is supported by a database containing information for the identification of 63 diseases. The system can be used as a diagnostic tool for farmers; it can also function as a tutorial system for students (Xinxing et al. 2012) . Furthermore, the widespread use of network interfaces with PHP dynamic script solutions takes into account the design of interactive user-friendly interfaces that accommodate both producers in the subject as well as researchers.
On the other hand, the potential incorporation of machinereadable knowledge capacities into specific databases like MySQL in an IPM DSS permits to query expansion and semantic inference. In this context, research and development in knowledge acquisition of agrodatabases and related modeling applications, using artificial intelligence to cluster and relate data, is likewise rising (Prasad et al. 2006; Patil et al. 2009; Zhang et al. 2008) . In particular, ontology web programming (OWL) and artificial intelligence (AI), available only during the last years because of emergent web-3 technology, provide new means of knowledge representation. Actually, OWL programming is a breakthrough in computer science, and it is anticipated that they will modify all current web applications, including the attributes and use of decision support systems in agriculture. Agricultural ontologies, or linked data, build the use of objects and information. These objects may include descriptive data, scientific names, icons, and their properties, which are primarily applied for classification purposes and semantic inference (Koenderink et al. 2005; Zheng et al. 2012; Sun et al. 2013) . The most representative successful model is probably the AGROVOC thesaurus (http://aims. fao.org/standards/agrovoc/about). AGROVOC is a controlled vocabulary, covering all regions of interest of the Food and Agriculture Organization (FAO) of the United Nations and the delegation of the European communities, including food, nutrition, farming, fisheries, forestry, environment, etc. It is published by FAO and edited by a community of experts and the related Advanced Ontology Service (AOS) project was endeavored (Soergel et al. 2004; Sini 2009 ). Thus, for IPM DDS, the potentials to provide to the end user information retrieval services work using cognitive approaches and stress the knowledge in information bases as separate components. This is a major advantage because additional changes in knowledge and updates do not change the whole structure of the system. Another advantage of such kind of DSS is reasoning capability; the system explains reasons for arriving at a particular decision, a process that is closer to human cognitive approaches for problem solving (Yelapure and Kulkarni 2012) .
Vision of the future of decision support system
Since IPM involves the coordinate use of all available and control tactics, the technological aspects of synthesis and knowledge integration have been tried from many different starting points in the past. For some earlier efforts in developing a decision support system in plant protection, for example, refer to Coulson and Saunders (1987) , Stone and Saarenma (1988) , Coulson et al. (1989) , and Zalom and Strand (1990) . Most of these earlier works developed pest simulation programs that are in apposition to project actual pest population dynamics useful for decision making. Nevertheless, only more recent technological advances provided a robust means of computerized implementation of IPM.
Moreover, it is expected that emergent technologies in information science and population modeling will influence the development and design of future DSS. Researchers have recognized that ontology web programing is one of the major success stories of the third generation semantic web. Scientist and national authorities around the world already value the potentials and benefit that web-based decision support applications and services may bring in general in the agricultural domain and in particular in pest management. Thus, we may expect in the short future a more reusable and interoperable fashion exchange of agrodata that will among others contribute to the development of easy handling of pest modeling and extension applications.
We hold that technical issues, such as minimizing the requirements for publishing data, the interoperability to data consumers, and the increase in computer processing capacity, are more likely to be overcome (Lokers et al. 2014) . Moreover, there is also an issue concerning the availability of free scientific measures data and free public services for decision support systems. For instance, although there are several institutional web applications that provide farmers free support, there are also a comprehensive number of private DSS services and it is expected that they will increase in the future.
For small cooperatives and producers, such applications will strengthen the role of decision support for integrated pest management. Expansion in the use of web-based applications will result in decision support products and integrated pest management services that are advantageous than those produced by autonomous and manual efforts. Decision support systems used in the plant protection domain applications will result in minimizing overhead costs such as telephone, printing, and postal along with costs of unnecessary pesticide treatments. Yet, traditional farmers take it hard to adopt even minimal cost web applications in plant protection because they are most often not familiarized with current technologies (Deraman and Shamsul Bahar 2000) . Additionally, because middle and older age farmers are reluctant to make changes to their practices, which they are very comfortable doing, future decision support systems should be probably adopted by younger and more educated farmers (Dillon and Fitt 1990) .
Another factor which may affect future adoption of DSS is the bad perception for new technologies by farmers. Particularly, low adoption of DSS may be related to the weak belief on ensuring high yield of new technology (Chi and Yamada 2002) . Especially for plant protection, it is important to evaluate the performance and field success of the pest management decision support system to be further adopted. Actually, the performance of several pest decision support systems has not been fully evaluated to be broadly used. Although meteorological datasets can now be provided in real time at very high rates of up to once every few seconds, the accuracy of data depends on the reliability of the installed measuring instruments of weather stations. On the other hand, population processes are multifaceted and most pest models are oversimplifications, which often ignore other variables. Moreover, most of the successful DSS are commercial and this makes knowledge sharing difficult. Thus, besides the reliability of the climatic input data and the function of simulation algorithms, the degree of success with which the DSS accomplishes a task depends on the validity of the underlying population models as well as the correctness of their implementation. As a result, potential underutilization of some decision support systems is likely due to both perception and technical constraints that have not been addressed adequately during development and implementation phases (Knight 1997; Gent et al. 2011) . Therefore, it is anticipated that the incorporation of reliable IPM recommendations may be basic means to increase the adoption of DSS by farmers. At the same time, any DSS should be low cost, user friendly, and relevant to recent IPM tools, to provide a set of real-time management options that a farmer can apply (Nguyen et al. 2006) . Thus, the role of DSS in IPM will increase in the future, if it is reliable, has suitable attributes, and reduces pest management costs.
From a technological standpoint, future decision support systems may contain information of all crop management options toward precision farming and not only pest management. For instance, farmers possess smart phones with the capability to access the Internet through wireless connections and have access to geographical information data (GIS), which possess potential for several applications (Singh et al. 1993) . The implementation of such applications is accelerating, while remote sensing and cloud computing provide additional means to gather real-time precise field data. For instance, GIS data on weather, land use, hydrography, soil, and pests can be captured in digital maps and combined with field data input collections to create models not only for pest management but also for crop, soil, and integrated fruit production system evaluation, to field and region-scale reports and schemes for precise decisions and advisories (Bregt 1997; Strickland et al. 1998) . Moreover, as part of accurate pesticide timing, decision support systems merged with GIS technologies may provide information upon site-specific management of pests.
Finally, semantic knowledge representation tools that emerge may create entirely new capabilities in decision support systems (Kamalak and Hemalatha 2012) . The development of agro-ontologies and application of related artificial intelligence techniques may become an absolute demand for local, regional, and area-wide management of multidimensional agrodatabases and information retrieval.
Conclusion
Crop pest management is a highly challenging problem and may yield potential losses of up to 50 % before harvest if not handled timely. Thus, there is a need of extension warning programs and the use of interdisciplinary technologies for sustainable pest control. In this review, knowledge has been provided with different sources including published literature. Efforts were made to understand the role of decision support systems for integrated pest management and to describe the basics that are practiced to incorporate pest and disease models into IPM. Moreover, examples on how new web technologies, including ontology web programming, can be used to develop a decision support system for integrated pest management are also presented. Instances of pest forecasting tool and IPM decision support systems are also discussed to popularize the use of current computer-aided pest management applications.
Since IPM traditionally is founded on a system approach and involves low energy influxes, it provides a convenient support for sustainable agriculture. Particularly, the appropriate and optimal combination of control measures is required to be applied in a rational manner to guarantee cost-effective and environmental-friendly pest management (Bajwa and Kogan 2000) . Due to imperfect and involved uncertainty of climate effects on pest population development, it is virtually impossible to make predictions based only on monitoring and sampling. Additionally, early plant disease growth is often characterized by the absence of symptoms, which appear quite later, in periods where crop damage is irreversible. As a result, the development of decision support systems for pest management is an absolute necessity, which will allow farmers to apply in time various pest control actions. Additionally, once a decision support system has been set up, it forms a basis to be extended including most crop management actions such as irrigation, fertilization, and so on.
However, the transition from manual-based toward computer-aided decision support is a challenging task that is mediated through the development of pest forecasting algorithms. In its simplest form, they serve as small computer programs, or software, which aim to combine climatic, threshold pest developmental data and population models and to initiate pest warnings through logical relations. The algorithms that have been presented in the current work have been developed to meet specific needs although can also serve as typical instances. Forecasting algorithm, which runs through a personal computer, can be merged with current web technologies toward the development of a dynamic forecasting application or, preferably, toward a decision support system.
Since 1980, there has been increased interest in developing forecasting methods as well as in promoting an effective warning system for pests and diseases. Nowadays, considering that the www is the fasted growing medium, it is expected that agrodata-fused information technology will play key roles in sustainable agriculture and particularly in the automaticity of real-time pest management, acquisition, and dissemination of new knowledge and technology in IPM.
Ontology web programing is an emergent new technology feasible due to the improvement of the overall framework and potentials of the current www. The major principle of improving pest ontologies is to gather data together in a manner that provides free accessibility and comprises potentials for several applications. The development of ontologies results in the dispersion of free information easy reachable and available for individuals, companies, state authorities, research centers, universities, and many other interested parties and comprises potentials for broader data exploitation and rational economic development.
However, it is essential to state that such novel technologies are accessible only during the last 5 years and because of emergent web technologies. This is probably the main reason why the classification of concepts for pest ontologies is rare. One additional reason is that the development of decision support systems for IPM, as well as related ontologies, is of a multidisciplinary nature and such a task enables the collaboration of expertise from different scientific fields. Another obstacle is to raise funds that can support not only the recruitment of high-caliber researchers and experts but also to support and evaluate the functionality of the system after its completion.
Based on the literature review, there are several decision support systems and pest forecasting applications that have been developed. However, only few of them are truly decision support systems by the sense that they provide user interaction and operate daily on real time providing pest warnings and related management options. Two of the earliest and most successive examples are the forecasting tools SOPRA and PRO_PLANT which move beyond simple IPM information retrieval and support the users in the decision management process. However, there are challenges concerning how these systems may be extended to include more crop management options toward precision farming and sustainable agriculture.
In addition, such success stories may serve as paradigms for the development of national-and country-level decision support systems for other countries as well. However, despite the fact that there have been several crop-specific technical guidelines that have been developed, they cannot be implemented due to the time-sensitive nature of most management actions. Thus, available pest management options, although they provide a rigorous foundation for development of sustainable utilization of pesticides in the EU, are implemented only in those countries which operated such systems.
Consequently, indispensable for implementing IPM programs in reality is to furnish real-time data, which support pest management advisors and farmers at the field level to successfully apply IPM tools and to maximize the potential of their control activities. Moreover, pest knowledge exchange and development of interlinked data networks can be performed using current www infrastructures with relatively low costs. Such structures may provide collaboration opportunities and reduce time spent and redundant efforts for wide scale pest management. Using standard web infrastructure makes it feasible to further provide a decentralized but collaborative international (common) cloud environment for the development and maintenance of information that can occur among distant and dispersed developers and institutions.
It is believed that the interest on IPM decision support systems as technological solution for sustainable pest management will increase and be an absolute need for rational management agrosystems. Moreover, it is also anticipated that future decision support system will be merged with ontology-based knowledge representation to cope with huge datasets to provide integrated robust decision support solutions.
