The formulation of a product portfolio requires extensive knowledge about the product market space and also the technical limitations of a company's engineering design and manufacturing processes. A design methodology is presented that significantly enhances the product portfolio design process by eliminating the need for an exhaustive search of all possible product concepts. This is achieved through a decision tree data mining technique that generates a set of product concepts that are subsequently validated in the engineering design using multilevel optimization techniques. The final optimal product portfolio evaluates products based on the following three criteria: (1) it must satisfy customer price and performance expectations (based on the predictive model) defined here as the feasibility criterion; (2) the feasible set of products/variants validated at the engineering level must generate positive profit that we define as the optimality criterion;
Introduction
The emergence of highly competitive markets in the global marketspace has forced companies to reevaluate strategies in ensuring sustainable business endeavors. Attempts to satisfy a wide array of customers quickly and efficiently have led to the concept of product customization, wherein enterprise decision makers strive to better cater to the needs of their customers through a wider array of products to choose from ͓1͔. While this approach is beneficial to the consumer, such design and manufacturing decisions can lead to adverse effects from a manufacturing, distribution, and marketing cost standpoint. Companies continue to place a high premium on the methodologies needed to ensure that mass customization decisions lead to increased or, at the very least, consistent profit margins.
Attempts to mitigate the added costs of mass customization are in part achieved through the product family paradigm ͓2͔, wherein products that satisfy the individual product functionality requirements dictated by customer preference are designed around a shared and efficient product architecture. The term product architecture is frequently defined as the set of modules/components wherein product variants evolve ͓3-6͔. Commonality among product variants can translate into lower manufacturing costs associated with highly differentiated products through economies of scale ͓7,8͔. The challenges facing enterprise decision makers in the product portfolio development process are multifaceted and include identifying candidate product concepts that have the greatest probability of market success. Attempts to search every pos-sible product concept may be impractical in real life design processes, especially when first to market may create tremendous competitive advantages in the market space.
Our approach to product portfolio formulation takes large data sets of customer preference data and extracts meaningful product attribute information to help guide the actual product design and development process. The overall objective of maximizing company profit is realized when a feasible set of product variants is presented in the final solution process. The reduction in resources in this limited and highly efficient narrowing of product concepts will be demonstrated through a cell phone example, where an entire product concept generation space of 576 ͑exhaustive combination of product attributes͒ product concepts is narrowed to only 46 through a decision tree data mining approach. The generated product designs are then subsequently tested for engineering feasibility. This is formulated as a multilevel optimization problem, where the generated predictive product concepts are first translated into functional specifications and set as targets at the engineering level for design validation. A feasible product design is therefore defined as one in which all customer preferences are satisfied, without violating engineering design constraints. This paper is organized as follows. This section provides a brief motivation and background. Section 2 describes previous works closely related to the current research. Section 3 describes the methodology. The methodology is demonstrated in Sec. 4 through a cellular phone portfolio design example. Section 5 presents the results and discussion. Section 6 concludes the paper.
2 Related Work 2.1 Customer Knowledge Acquisition Approaches. There are several well established methods for translating customer requirements into tangible engineering design targets in the product development process. We will briefly review several well known approaches in Secs. 2.1.1-2.1.3, and in Sec. 2.1.4, we highlight the strengths of data mining as an alternative approach for acquiring customer product requirements.
2.1.1 Quality function deployment. The quality function deployment ͑QFD͒ is a design and development methodology that attempts to acquire customer requirements ͑CRs͒ otherwise known as the voice of the customer ͑VOC͒ and translate them into functional engineering targets ͓9͔. A conventional approach to customer requirement acquisition is through focus group interviews or conducting surveys of a sample of current or future customers ͓10͔. Corresponding weights are assigned to each customer requirement based on an importance rating indicated by a customer ͓11,12͔. A QFD matrix is often used to depict the interdependence between customer requirements and the engineering metrics ͑EMs͒ and to aid in brainstorming and designing the optimal product to address customer needs. QFD driven product development methodologies suggest that QFD is well suited for out of the box solutions to customer needs due to the fact that engineering design features are evaluated based on their positive and negative contributions to solving the product design problem ͓9͔. The design of the QFD matrix also makes it easier to benchmark a particular design solution against competing brands.
Conjoint analysis.
Conjoint analysis ͑CA͒ has been used successfully in marketing to determine how customers value combinations of different product attributes/features ͓9͔. In this approach, a target customer group is identified for the study and presented with a set of attributes ͑survey format or prop cards ͓13͔͒, each with different levels ͑attribute ranges͒ ͓14͔. Part-worth utilities are estimated based on customer importance ranking of individual product attributes. The resulting utility function is used to evaluate customer preferences for different attribute combinations. Although conjoint analysis application areas can range from human psychology to advertising, attempts to directly incorporate it into engineering design optimization and product development have been investigated ͓15-18͔. These conjoint analysis based product development methodologies highlight the ability of the approach to quantify specific product attribute levels in new product development. However, this approach is primarily survey driven and therefore as the attribute space becomes large, preserving the quality of the model becomes a challenge.
Discrete choice analysis. Discrete choice analysis
͑DCA͒ is the modeling methodology of consumer choice behavior from a set of mutually exclusive collective exhaustive alternatives ͓19͔. DCA incorporates probabilistic choice theory in determining which product a customer is most likely to choose based on expected utility ͓20͔. In engineering design and development, modeling product demand can therefore be based on a customer utility function model that incorporates unknown parameter estimates and unobservable customer utility components ͓21-23͔. Instances of discrete choice analysis include the probit model and logit models ͑multinomial, mixed, nested, etc.͒ to name but a few. In product development, applications are focused on creating consumer choice models either through stated or revealed data ͓23-26͔. Many of these studies reveal the strengths of DCA in quantifying the market share of different brands of products given a set of attributes. The DCA model presents enterprise decision makers and design engineers with relevant probability measures of choosing one product over another based on product characteristics. A challenge of using DCA that is reported in the literature is that of multicollinearity, where it becomes difficult to generate a DCA model due to the presence of highly correlated attributes.
Data mining and knowledge extraction in product development.
A few fundamental differences between data mining techniques and those discussed in Secs. 2.1.1-2.1.3 are that unlike the QFD and CA techniques that are highly dependent on stated preference data acquired through close customer interaction, data mining applications can also deal with revealed preference data ͑real customer purchase behavior that is captured through purchase transactions ͑in-store, online, etc.͒ ͓26͔. The absence of the direct customer interaction constraints allows larger data sets to be analyzed through data mining techniques that, in turn, may more accurately reflect the individual preferences of a wider array of customers. In relation to attribute importance, both the QFD and CA extract attribute importance ͑or relevance͒ by either requiring customers to rank individual product attributes or rank product concepts as a whole. This added requirement to rank product alternatives or attributes may also limit the size of the data set that can be analyzed or the speed and efficiency by which new products can be designed. In the predictive data mining technique presented in this work, customers are not required to rank product alternatives or attributes. Instead they are only required to select the combination of attributes and price that most closely meet their needs. Product attribute importance is therefore identified during the decision tree model generation by employing the gain ratio attribute evaluation metric discussed later in Sec. 3.1.3. Therefore no prior attribute ranking is assumed or required.
The incorporation of data mining techniques in product portfolio development is emerging as a well-founded approach to extracting and analyzing relevant customer information. Kusiak and Smith highlighted several key areas in industrial and manufacturing design processes, where data mining techniques could potentially have great benefits ͓27͔. In the context of product portfolio development, the application of data mining clustering techniques in the design of modular products has also been investigated. Moon et al. used data mining to represent the functional requirements of customers and used fuzzy clustering techniques to determine the module composition of a product architecture ͓1͔.
Nanda et al. proposed a product family ontology development methodology ͑PFODM͒ that utilizes a formal concept analysis approach in the design of product families ͓28͔. This approach incorporates existing knowledge of the product family in generating a hierarchical conceptual clustering of design components.
Data mining predictive techniques are investigated by Tucker and Kim to extract knowledge from large customer product preference data sets. This approach incorporates customer input at the early stages of the design process by directly integrating customer predictive preferences with engineering design through a data mining Naive Bayes predictive technique ͓29͔.
The decision tree generation approach that we adopt in this work presents an enterprise decision maker with product concepts that are determined to be the best indicators for market success ͓20͔. This prediction is based on the C4.5 machine learning algorithm that predicts a certain class variable by selecting a particular customer attribute combination that are the best predictors ͑based on the C4.5 algorithm discussed in Sec. 3.1.3 of this particular class variable͒ of a particular class value ͓30,31͔. The speed and efficiency of the C4.5 algorithm, together with the ease of interpreting the decision tree structure make this data mining approach suitable for the product design scenario that we present in this work.
The Concept of Novel Previously Unknown Customer
Information. The term product concept that we define in this work relates to the notion of novel previously unknown customer information that data mining is well known for ͓32-34͔. To illustrate this concept, we present a simple test data set represented in Table 1 . The data set contains six customer attributes ͑columns 1-6͒ with one predictor variable ͑Class variable in column 7͒. Based on the attribute values in Table 1 of Feature, Priority, Type, Connectivity, Battery Life, and Display, there are a total of 3·2·2·3·3·2=216 possible unique combinations ͑although only 10 out of the 216 combinations exist in the sample data in Table  1͒ . Two fundamental questions arise from our observation.
• How can we determine novel attribute combinations without performing additional data acquisition procedures ͑customer surveys, focus groups, etc.͒?
• How efficiently can we extract these new attribute combinations?
The term novel in our work relates to information that is not readily observable or not explicitly defined within the data set but can be quantified through the proposed decision tree induction technique. The following product design question aims to illustrate how novel information can be extracted from a raw data set.
• Given a specific attribute combination not existing within the data set ͑for example, referring to Table 1 in the paper, we observe that the combination of ͕Games, Weight, Flip, Bluetooth, 5 h battery, ScreenSize͖ does not exist within the data set͒.
1. What price category ͑MaxPrice͒ would the above attribute combination fall under? 2. Are all of these attributes needed to predict the price category? That is, if we include only a subset of the attribute space ͕Games, Weight, and Flip͖ instead of the entire attribute space ͕Games, Weight, Flip, Bluetooth, 5 h battery, and ScreenSize͖, would it still result in the same price category ͑MaxPrice͒ prediction?
The case study example in Sec. 4.1.1 helps address these questions. For example, the decision tree structure in Fig. 2 reveals that for the Games phone, as long as the product also includes bluetooth connectivity and a 5 h battery life, we would result in a predicted price of $120. Therefore if design engineers were aiming to design the next generation of Games phones to a customer market segment willing to pay $120, then these product attributes would make up the primary product architecture.
Another example of attribute knowledge discovery can be observed in Table 1 . If we were to design a camera phone product, we see from rows 5 and 6 that both Camera phones, each with slightly different attribute combinations yield a purchase price of $120. However, based on the C4.5 algorithm ͑explained in Sec. 3.1.3͒, we observe that no additional attributes are needed to yield a Camera phone price of $120 ͑see the initial partitioning in Table  2͒ , therefore from a product design perspective, no additional resources should be invested in improving additional design features that do not significantly influence the purchase decisions of a customer.
This type of information is not readily observed in the raw data set and will enable design engineers to design the next generation of Games and Camera phones by including only the relevant attributes along with their predicted attribute levels. Such insights have the potential to save on manufacturing and materials costs, as well as on the time and efficiency of the product design process.
The term product concepts used in this work therefore represents attribute combinations within the data set ͑some of which may not appear in the raw data set͒ that are generated by the C4.5 predictive model ͓31,35͔. Herein lies one of the fundamental strengths of data mining as opposed to the other customer data collection techniques presented in Sec. 2.1 in that inferences can be made on attribute combinations not readily available in the raw data set without additional customer interactions.
The underlying structure of the C4.5 decision tree algorithm allows us to quantify such hidden patterns within the raw data set. We discuss the theoretical aspects of the C4.5 decision tree algorithm in Sec. 3.1.3 and demonstrate how the classification procedure employed by the algorithm has the potential of classifying novel, previously unknown attribute combinations ͓31,36͔.
Note: the data set of 40,000 customer responses used in the case study in Sec. 4 has the same attributes as those found in Table 1 ; however, since it is the complete data set, all of the attribute values are present in the data set. For example, the Feature at- tribute has 6 levels in the data set of 40,000, but since we used a sample in Table 1 for illustrative purposes, all 6 values of the Feature attribute do not show up.
Methodology
The entire product portfolio generation process is divided into two phases. Phase 1 is the customer knowledge discovery process, which entails customer data acquisition, processing, and data mining for feasible set generation. Phase 2 involves the product concept validation through multilevel optimization and finishes with a product portfolio selection. Figure 1 shows the overall flow of this process ͑the general flow on the left and the detailed flow on the right of Fig. 1͒ starting with customer data acquisition and ending with enterprise portfolio selection. The details of the methodology are presented as follows.
Phase 1: Customer Knowledge Discovery.
Knowledge discovery in databases ͑KDDs͒ has become known as the nontrivial means of extracting information in large scale databases that were previously too complex for human analysis ͓37͔. Data mining techniques utilize classification algorithms to extract meaningful previously unknown information from large data sets ͓33͔. The concept of data mining can be applied to product portfolio formulation, wherein the exact product specifications and manufacturing quantity ͑predicted demand information for each individual product concept͒ can be determined directly from data mining predictions. The process from data extraction to predictive model is as follows.
Data acquisition.
The acquisition and storage of data are paramount in the product portfolio formulation process. We first begin by acquiring the raw data set to be used in the data mining Transactions of the ASME sequence. This data can be acquired in several ways. One approach is by conducting a realistic customer survey to capture what customers want and then translating these wants into meaningful engineering design targets ͓38͔. Another approach would be for this data to already exist in a data warehouse, i.e., stored data from past customer purchasing behavior ͑e.g., Structured Query Language server ͑SQL͒͒ ͓39͔. To increase the predictive capabilities of a classifier, it is often encouraged that the data set be large enough to accurately test the generated model with a portion of the data set.
3.1.2 Data preprocessing: data selection, cleaning, and transformation. The data preprocessing stage is where irrelevant or noisy data are identified and removed, and relevant data are extracted from the raw data ͓39͔. There are many well established approaches that deal with missing attributes or ambiguous responses ranging from the most common attribute, event covering method, or ignoring the value altogether ͓40-42͔. When dealing with electronic transactional data ͑online and in-store͒, it is then possible to collect, clean, and store these data in a data warehouse. A data warehouse is a preprocessing stage that integrates all data into one source ͑this includes raw data, historical data, summarized data, etc.͒ ͓43͔. The accuracy of the data mining model will be highly dependent on the data selection and cleaning step, and it is therefore important that considerable time be allocated to preparing high quality data for the pattern discovery step that follows. There are many algorithms that exist in today's data mining analysis tools that are now capable of incorporating this data selection and cleaning process directly with the overall knowledge discovery process ͓44,45͔. The final data preprocessing step involves transforming the data into acceptable forms for the appropriate mining algorithm. Data transformations can include binning, normalizing, missing value imputation, etc. ͓46͔. This can either be done manually by the user or automatically by the analysis tool ͓45͔.
Pattern discovery.
First a particular algorithm is selected and for the predictive analysis for our cell phone architecture design, we have opted to incorporate the C4.5 machine learning algorithm to generate a set of attribute combinations suitable for engineering design evaluation. Each unique attribute combination that predicts a class variable will be considered a candidate product concept. Typically, data mining techniques utilize 2/3 of the raw data to train the machine and the remaining 1/3 to test the model developed. The N-fold cross validation technique selects and compares several test models with one another and selects the appropriate model that best predicts the class variable ͓45͔. The C4.5 machine learning algorithm for generating these product concepts is described more in detail below.
3.1.3.1 Product concept generation using C4.5 machine learning algorithm. Our approach to product concept generation adopts the C4.5 data mining tree generation technique first proposed by Quinlan ͓30͔. The algorithm is based on the divide and conquer ͓31,30͔ technique that decomposes a set of training cases T with class variables ͕C 1 , C 2 , . . . ,C N ͖ until the partitioning yields a collection of cases that predicts a single class variable C i . Each subsequent decomposition of the tree tests a single attribute that has outcomes ͕O 1 , . . . ,O P ͖ that are mutually exclusive to one another ͓31͔. When applied to product portfolio optimization, the class variable can be thought of as the overall performance criteria ͑determined by the enterprise decision maker͒ influencing product launch decisions. The class variable selected by the enterprise decision maker can range from a Price metric ͑later to be demonstrated in our cell phone example͒ to a Weight or Dimensionality metric, etc.
The manner in which attributes are selected during each stage of tree decomposition is the fundamental strength of the C4.5 algorithm and the primary reason why this data mining technique is so successful when applied to the product portfolio paradigm. The term attribute can be thought of as the quantifiable product requirements of a customer. Examples of attributes may be minimum fuel economy expectations ͑miles per gallon͒ in the context of automotive design or the battery life expectations of a hand held device. The tree termination criterion eliminates the need for an exhaustive search of all possible attribute combinations, and when applied to multilevel optimization formulation in product development, significantly improves on the time and efficiency of developing a portfolio of products ͑Demonstrated later in our cell phone example͒.
3.1.3.2 C4.5 gain ratio criterion. To avoid an exhaustive search of all possible attribute combinations, a systematic approach is used to partition the data and to identify what attribute to split in the most efficient manner so as to gain the most information about the class variable. For a given training set T, let us assume that we want to test a particular attribute that has P possible outcomes ͕O 1 , . . . ,O P ͖ ͓31͔. If we define S to be any set of cases ͑which can either be the entire training set T or a subset of T͒, then the occurrence of a particular class variable C i can be denoted by
This is simply the number of times a particular class occurs in a given data set. The information gained by splitting a particular attribute i gets its foundation from classical information theory that states: "The information conveyed by a message depends on its probability and can be measured in bits as minus the logarithm to base 2 of that probability" ͓30͔. If freq͑C i , S͒ determines the number of occurrences of a particular class, then the probability of randomly selecting this class over the entire set of S cases would simply be
where ͉S͉ represents the total number of cases in the data set S. Following the definition of information conveyed, the information that this particular example conveys can be represented as ͓31͔
It is interesting to note that the range of the class variable C can be set by the enterprise decision maker depending on the desired objective of the company. If customer willingness to pay is the performance metric ͑Class͒ to be predicted, then this can be partitioned into ͕C 1 , C 2 , . . . ,C N ͖, that is if the data is obtained through a direct customer survey approach. Later in our cell phone example, the primary criterion for selecting one device over the other is the maximum price a customer is willing to pay for that particular design: MaxPrice, as it is abbreviated in the example, is therefore the class variable to be predicted. To measure the average amount of information needed to identify the class ͑for example, all values of MaxPrice ranging from ͓$40 $80 $120 $160 $200͔͒ of a case in a training set, we sum the classes relative to their frequencies in the data set ͓30͔
Note: T represents the entire set of training cases while S represents any set of cases within T. Therefore, the above formula can be used to calculate the information of subsets of T or the entire data set T. info͑T͒ therefore measures the average amount of information required to identify the class of a case in T by summing over the product of all the class probabilities and their information, as defined by Eq. ͑4͒ ͓31͔. To test the amount of information gain of a particular attribute, we partition this attribute into its respective mutually exclusive outcomes.
After partitioning T into P possible outcomes for a specified test X ͑attribute selection͒, the expected information requirement is the summation of all subsets, as given by ͓47͔
The gain can therefore be defined as the difference in the total average information required to identify a class in the training set minus the information achieved by testing a particular attribute ͓35͔
The above equation itself is an optimization problem, where the objective is to maximize the information gain, subject to the constraints of the algorithm sequence. Due to the fact that certain attributes may have significantly greater outcomes, this metric alone may not be sufficient as it may skew the predictive capabilities of the algorithm in favor of attributes with greater outcomes. A more accurate predictor of the information that is gained by partitioning T is the gain ratio criterion that is defined as ͓31͔
The gain ratio represents the proportion of information ͑i.e., scaled information͒ generated by the split that is useful in predicting the class variable ͓31͔.
The partitioning of a problem into subproblems ͑i.e., generating concepts͒ will be terminated when there is only one class in that particular branch ͓31͔. Pruning of subsequent branches can occur if replacing a branch with a leaf will reduce the % error of that node and ultimately the entire branch ͓36͔.
3.1.3.3 C4.5 discretization of continuous attributes. The C4.5 algorithm performs discretization and tree induction concurrently and is therefore a function of the information gain metric, rather than a user defined input ͓47,48͔. For the case of a continuous attribute within a given data set ͑for example, a price or weight variable͒, a binary split is determined for each attribute based on minimal entropy criteria ͓30,49͔. More recent contributions to the C4.5 discretization of continuous attributes employ the minimum description length ͑MDL͒ to help minimize the bias that may be inherent in the underlying gain ratio criterion explained above.
Since discretization of continuous attributes is handled during the C4.5 tree generation approach ͓30,50͔, the resulting attribute combination represents the most appropriate discretization to predict the class variable. Since C4.5 discretization is limited to the attribute space and does not include the class variable, enterprise decision makers may opt to choose a discrete variable to serve as the class variable. In our cell phone example presented later in the work, the class variable represents pricing information gathered through an online interactive customer survey and therefore is discrete based on the design of the survey. On the other hand if the data set comprises of revealed preference data, such as electronic store purchases or online transactions, the pricing information may be inherently continuous and can therefore either be discretized during the data mining preprocessing step explained in Sec. 3.1.2 or serve as an attribute in the C4.5 formulation ͑another class variable, such as "purchase phone: Yes or No," may serve as the class variable in this scenario͒. One also has the option to employ other data mining techniques that can handle continuous class variables such as M5 Prime ͓50͔ or classification and regression trees ͑CART͒ ͓51͔, which could then be applied to other product design scenarios containing continuous class variables.
3.1.4 Interpretation and evaluation. Phase 1 of the product portfolio formulation process provides us with three critical pieces of information vital to the product concept validation process ͑Phase 2͒.
• Set of candidate product concepts: represented as a unique combination of customer attributes. • Class variable prediction: the predicted performance evaluation for product concept ͑j͒. In our example, this is denoted by MaxPrice. • Aggregated demand for a particular product concept: represented by the total supported cases for a particular predicted class variable ͑represented as a leaf in the C4.5 decision tree͒.
Phase 2: Product Concept Validation Through
Multilevel Optimization. The product concepts generated by the C4.5 decision tree data mining technique in Phase 1 need to be validated to ensure that such performance expectations can be realistically designed. In mathematical terms, we model this as a multilevel optimization problem and adopt the analytical target cascading ͑ATC͒ ͓52͔ multilevel optimization approach ͑although the methodology is not limited to the ATC only͒. Phase 2 ends with a portfolio selection decision after feasible product concepts have been validated by the interactions between the enterprise level and engineering level.
Enterprise system level.
This is where the profit of each individual architecture is calculated. This level includes the set of generated product concepts that are directly incorporated into the engineering product design process. Also included in the enterprise system level is the market demand information predicted for a particular product variant ͑j͒. Mathematically, this is represented as follows.
Given
Enterprise level: variable notation definitions. T C represents architecture targets ͑set of attribute combinations͒ predicted by C4.5 decision tree model. d j represents the customer demand for product concept j predicted by the C4.5 data mining tree generation. ͑Conceptually, this represents the number of cases supporting the final attribute partitioning, yielding a single leaf, i.e., class prediction.͒ MaxPrice j is the single class variable predicted by the continual partitioning of the set of training data until a single class is achieved. R eng L is the engineering performance response target from the engineering subsystem level, cascaded up to the enterprise level. R eng : at iteration 1 of the ATC formulation ͓53,54͔ R eng represents the enterprise estimation of engineering design capabilities. This will be updated with each iteration to reflect the true design values achievable by the engineering level, i.e., R eng L . cost architecture͕j͖ L represents the product cost based on the engineering capabilities of meeting predicted customer attributes. At iteration 1, this is estimated by enterprise decision makers and updated 041004-6 / Vol. 9, DECEMBER 2009
Transactions of the ASME to reflect the true cost based on engineering response thereafter. architecture j is the profit of architecture j, which is a function of price and cost of the product variant j. R is the deviation tolerance between customer performance and targets and engineering response. C is the deviation tolerance between enterprise product cost estimation and targets and engineering response.
Engineering level
. This is where the individual architecture costs are calculated, along with the physical product architecture design. The engineering design level is modeled as a mixed integer nonlinear programming problem ͓55͔, with discrete selection variables that govern component choice selections ͑manufacturer specifications, component design, etc.͒ and continuous variables that regulate the product dimensions and aesthetic design. The iteration between the enterprise level and the engineering level determines the feasibility criteria for each product as customer targets are set at the enterprise level and subsequently validated with an engineering subsystem response within a specified tolerance for . Mathematically, this is represented as follows. Given R eng U ͑13͒ min cost architecture j + ʈR eng U − R eng ʈ 2 2 with respect to
x eng subject to engineering product design equality constraints, production capacity, materials, and supplier constraints h eng ͑x eng ͒ = 0 ͑14͒ g eng ͑x eng ͒ Յ 0 ͑15͒ Engineering level: variable notation definitions. cost architecture j : the engineering design objective, cost, is the primary performance criterion influencing the product design, while the objective is not limited to the cost. The objective can be any individual product performance objective, such as cost, weight, etc. In our cell phone example problem, the engineering objective is to minimize the cost, as well as to match the attributes targets R eng U . R eng U represents the engineering performance response target from the enterprise system level, cascaded down to the engineering level. R eng represents the performance response from the engineering design, i.e., R eng = R eng ͑x eng ͒. ͑The engineering response R eng will become R eng L at the enterprise system level.͒ The product architecture is defined in this work as the engineering design foundation, from which product variants can evolve. The functionality of each product architecture is unique and addresses the fundamental requirements of the product. For example, an MP3 product architecture would be designed such that the MP3 functionality can be easily accessed and controlled by the user. An interactive Game capable ͑noted as Games in our cell phone example͒ cell phone would have a product architecture that allows the user to seamlessly switch from game playing mode to phone operation mode. These differences are addressed in the engineering design level, where customer attributes are translated into engineering design functionality through a set of linear constraints ͑see Figs. 3 and 4͒.
Enterprise portfolio selection
. This is where the overall enterprise portfolio profit is determined by searching through the feasible product space and selecting/deselecting architectures in an attempt to maximize profit by generating an optimal product portfolio. Here, the optimal portfolio is defined as the selected products that maximize the enterprise profit within the product portfolio limit K. The termination of this selection process is determined when either ͑1͒ the product portfolio limit is reached in case there exist more profitable product concepts than the limit, or ͑2͒ all the profitable product concepts are identified in case the number of profitable product concepts is less than the limit. Mathematically, this is represented as
Enterprise portfolio selection: variable notation definitions. architecture͑j͒ represents profit of architecture j. x j represents the binary variable selecting or deselecting particular architecture ͑ architecture ͒, where ͚ j=1 k x j Յ K. k is the total feasible product/ variants that can be designed. This numeric value is attained through the engineering design validation process. The value k therefore represents the total number of product/variants that satisfy customer performance and price expectations. K is the product portfolio limit. To avoid impractical manufacturing expectations and an oversaturation of products in the market space, the number of products existing in the product portfolio must be constrained. The value set as the maximum portfolio limit may be a function of many externalities including competition, distribution, marketing constraints, etc. In our approach, we have left the product portfolio limit up to the enterprise decision maker. ͑Note: depending on the number of existing feasible products, this limit may/may not be reached.͒
The flow diagram in Fig. 1 represents the overall process from customer preference acquisition via database extraction to the generation of product concepts. The validated product concepts with the highest profit margins will form the product portfolio ͑subject to the product portfolio limit as determined by enterprise decision makers͒.
Application: Cell Phone Design

Phase 1: Cell Phone Customer Knowledge Discovery.
To validate the proposed decision tree approach in generating a product portfolio, we present a cell phone product portfolio case study. A cell phone survey was designed using the University of Illinois at Urbana-Champaign ͑UIUC͒ webtools platform where respondents had the option of selecting a combination of attribute values and the price category that most closely represented their selection ͓56͔. To emphasize the strength of data mining in handling large data sets, additional data were simulated ͑based on the generated survey questionnaire͒ using Excel Visual Basic to achieve a total of 40,000 customer responses. The data preprocessing steps explained in Sec. 3.1.2 are handled by the data mining analysis tool ͓44͔. In machine learning techniques, the raw data are partitioned; typically 2/3 is used to train the algorithm, and the remaining 1/3 is used to test the model for predictive accuracy ͓45͔. For demonstration purposes, we have taken a small fraction of the train data T to illustrate the decision tree generation algorithm discussed earlier. A set of ten cases will demonstrate the gain ratio criteria in decision tree decomposition ͑see Table 2͒ .
Our class variable in Table 2 is MaxPrice and is defined as the maximum price a customer is willing to pay for a particular product. The class variable can be altered, depending on the focus of the enterprise decision makers to reflect the strategic objectives of the company. In our methodology, the primary information we are concerned with in the data mining process is the price sensitivity information predicted by the decision tree with varying attribute combinations.
Each row in Table 2 will be defined as an independent case. ͑The term case refers to a unique customer response containing certain attribute values along with the associated class value͒. There are six attributes in our example table represented as ͕Feature, Priority, Type, Connectivity, Battery Life, and Display͖. The class variable MaxPrice is partitioned into five separate mutually exclusive classes ͓$40, $80, $120, $160, $200͔.
Since the ten cases in our example do not all belong to the same class, we can implement the C4.5 divide and conquer algorithm in an attempt to split the cases into subsets. There are four classes in our cell phone sample train T file ͑the $40 class of MaxPrice did not occur in this illustration but occurs in larger training sets͒. T contains three cases belonging to the $200 class, four cases belonging to the $160 class, two cases belonging to the $120 class, and one case belonging to the $80 class for a total of ten cases for our training data in Table 2 .
Product concept generation through C4.5 decision tree classification.
Step 1: class identification. Following the C4.5 algorithm, the first step is to determine the average information needed to identify a value of MaxPrice in our training data. info͑T͒ ͑bit͒ will be defined as info͑T͒ = − 3 10 · log 2 ͩ 3 10 ͪ− 4 10 · log 2 ͩ 4 10 ͪ− 2 10 · log 2 ͩ 2 10 ͪ − 1 10 · log 2 ͩ 1 10 ͪ=1. 846 bits
͑19͒
The above info͑T͒ calculation is determined directly from Table  2 , where the information needed to identify the three cases of our $200 class out of the total ten cases is represented in Eq. ͑19͒ as −3 / 10· log 2 ͑3 / 10͒ and similarly for each subsequent class identification.
Step 2: attribute selection. The information gained by selecting a particular attribute will determine the sequence of attribute selection and consequently the structure and length of the decision tree or, in product development terms, the number of candidate product concepts that are generated and deemed to be the best predictors of each class of MaxPrice. The tree decomposition process is an iterative approach, substituting one attribute over another if a higher information gain can be realized by selecting this attribute as a node in the tree. Let us now arbitrarily select an attribute to be used as our initial node ͑root͒ and calculate the information gained by this selection. ͑Attribute test= feature͒ We then partition the attribute selected into its individual mutually exclusive outcomes ͑represented by branches in the actual decision tree͒. We have four cases that are MP3, two cases that are Camera, and four cases that are Games to comprise the ten Feature cases, as illustrated in Fig. 2 . We can now determine the expected information requirement of the Feature attribute as the weighted sum of the three subsets ͕MP3, Camera, Games͖ info ͕X=feature͖ ͑T͒ = 4 10
Therefore, the information gained by testing attribute= feature is simply gain͑X͒ = info͑T͒ − info ͕X=feature͖ ͑T͒ = 1.864 − 1.00 = 0.864 bits
͑21͒
In the event that our data set contains one or several attributes with a significantly greater range of outcomes, the split info͑X͒ function can attempt to normalize the attributes.
gain ratio͑X͒ = gain͑X͒ split info͑X͒ = 0.57 ͑22͒
Each subsequent attribute that is tested on the basis of gain ratio criterion is compared to the previous attribute and substituted if a higher gain ratio is achieved. This iterative process is continued until a single class is identified for a given attribute split. Further illustration is given in Phase 1 in Fig. 1 , and a visual representation of the generated C4.5 decision tree using the 40,000 raw customer data set is provided in Fig. 2 . Translation of customer attributes to engineering design functionality. Customer predicted attribute information must be translated into meaningful engineering functionality criterion for the product design process. A set of linear equations represented by Fig. 3 indicate which of the product functionality components are included in a particular product architecture. Figure 4 is simply a textual explanation of the A-matrix and indicates which of the engineering components are active.
Depending on the cell phone architecture type and the engineering design objective function, one or several of the elements in each row of the A-matrix will be active ͑1͒ or inactive ͑0͒. The upper and lower bounds for the linear equations ͑b-matrix͒ therefore fluctuate based on the product concept requirements currently being tested. For example, if an MP3 product concept requires a bluetooth connectivity feature, the element representing bluetooth connectivity in row 7 of the A-matrix will automatically be active ͑1͒ and the lower bound for the connectivity linear constraint ͑which comprises of three possible connectivity options: Bluetooth, Infrared, or Wifi ͑see row 7 of Fig. 4͒͒ will immediately be set to 1. That is, b 7 in Fig. 3 will be Ն1. Furthermore, the lower bound for the external speaker ͑Row 11 of the A-matrix in Fig. 4͒ will be set to 1, indicating that the MP3 cell phone, will come equipped with external audio capability ͑a functionality transla-tion based on the customer attribute requirement of MP3 music playback͒. The numbers in closed brackets in each row of the A-matrix in Fig. 4 ͑i.e., column indices͒ indicate the number of possible choices for that particular component group.
Phase 2: Product Concept Validation. Enterprise level: cell phone design validation and profit calculation.
Once the customer data set of 40,000 cases ͑with 576 unique attribute combi-nations͒ has been narrowed down to 46 generated product concepts ͑vector of predicted product attribute combinations͒ via the C4.5 data mining tree generation technique, we must now determine the engineering design feasibility and potential profit margin for each product; mathematically represented as follows.
Given 
Here, the attributes are given as product design targets T, and the engineering design responses are R, for which deviations are defined as . Individual product demand is noted d j with corresponding price MaxPrice j and cost cost j . The initial evaluation of the engineering design response is estimated and then subsequently updated with each engineering design response thereafter.
Engineering level: product design validation. After the enterprise profit is calculated for each of the 46 product variant concepts, individual product variants are checked for their feasibility in the engineering design space. Based on the attribute targets, the engineering design team attempts to minimize the cost while meeting the product attribute requirements.
with respect to
x eng subject to 2 Screen Resolution constraints, Battery Design constraints, Outer Casing Design ͑Phone Type͒ constraints, and Design Priority constraints ͑component cost estimates can be seen in Table 3͒ .
g eng ͑x eng ͒ Յ 0,h eng ͑x eng ͒ = 0 ͑33͒
Product portfolio selection. Among the feasible product variants ͑35 out of 46͒, the final step is to generate product portfolio under the specified limit of 7 total products. For each product variant, the selection variable x is defined to achieve the final most profitable product portfolio
x j − 7 Յ 0 ͑36͒
Results and Discussion
Our methodology in formulating an optimal product portfolio presents more than just a set of feasible product concepts, but rather a validated portfolio of product designs that are the best indicators of market success, which ultimately maximize overall enterprise profit. Table 4 presents the final solution achieved in our cell phone case study of 40,000 customer responses that we subsequently narrowed down to 46 predictive product concepts. As can be seen in Table 4 , column 10, the multilevel optimization formulation returns a vector of feasible/infeasible product designs based on customer predictive preference targets cascaded down to the engineering level. In our formulation, the term feasibility is defined as customer preference targets attained through data mining predictive techniques that are matched within the engineering design response tolerance of = 0.01. A product design that fails to satisfy this tolerance is considered to be a suboptimal product variant and is excluded in the optimal product portfolio.
Product feasibility is however not the only measure of product design success. With the incorporation of demand information directly acquired through the C4.5 data mining process, each product variant profit can be calculated based on the unit product cost, the MaxPrice class prediction, and the demand for a particular product concept j. Referring to the results for the Generic Phone architecture in Table 4 , we observe that there are 11 product concepts generated through the data mining technique. As the results indicate, generic product variant 11 with a predicted battery life expectation of 7 h and a MaxPrice prediction of $40, was found to be infeasible in the engineering design formulation. The violated target in this scenario was that of the battery life with a maximum attainable engineering design response of 6.79 h. Using our metric for evaluating feasible designs, this product concept clearly violates our tolerance limit, hence, is excluded as a candidate for our optimal product portfolio. In addition to the feasiblity check, our approach also generates the unit cost for product design with its corresponding profit. For this specific variant, Generic variant 11 in the Table 4 , the unit cost is $53.73; therefore, its corresponding loss is $15,422. Customers may indicate their preference for this specific variant. However, this concept should not be pursued due to the projected loss, as well as it is outside the maximum portfolio limit size that is described below.
If we observe our Generic architecture results more closely, we can identify several product concepts that are feasible in the engineering design but are omitted in our optimal product portfolio set. As discussed earlier, this is due to the fact that overall enterprise profit is the second criterion for evaluating product variants to be included in our optimal product portfolio. There are total of 11 infeasible and/or negative profit generating product variants out of the 46 product concepts predicted by the data mining process, leaving us with 35 candidate products to introduce to the cell phone market. Depending on the enterprise product portfolio limit, and the number of product families that can be managed, all or a few of these products could be considered for market launch.
2 To enhance the overall flow of the paper, the elaborate constraints governing the engineering design of cell product variants are condensed and represented by only g eng ͑x eng ͒ and h eng ͑x eng ͒ above. Refer to the Appendix including Table 3 for detailed cell phone design model. If we assume a maximum portfolio limit size of seven, the enterprise optimal product portfolio, as described in Sec. 3.2, would simply be a selection of the most profitable product variants, subject to the portfolio limit constraint. This is modeled by the selection problem in Eqs. ͑34͒-͑36͒. If we explore our entire feasible product concept space, we will achieve a solution of seven product variants spanning multiple product families. Our final solution yields one product variant from the Games product family, three product variants from the Camera product family ͑Camera product variants ͕1,2,5͖͒, and three product variants from the MP3 product family ͑MP3 product variants ͕1,2,4͖͒ yielding a total product portfolio sales volume ͑based on demand informa-tion͒ of 8265 units and an overall enterprise profit of $898,185 ͑Table 3͒.
Such powerful insights enable enterprise decision makers to evaluate products/variants based on several dimensions of performance. In our example of 40,000 customers, we observe that each customer does not have to be provided with his/her own unique customizable product, but rather purchasing behaviors can be ad-dressed with the 46 product concepts generated in our data mining predictions. Furthermore, enterprise decision makers can determine which out of these product concepts would be the most successful in an attempt to maximize profit.
Conclusion
The volatility of highly competitive consumer markets is the major driving force shaping company strategies in product development. The power to accurately predict and design products before they are launched is a fundamental tool in ensuring a competitive advantage among fierce competition. The major focus of our research is to develop a methodology to predict customer wants and subsequently to design the most profitable products or product variants. We addressed the predictive aspect of product development through data mining and machine learning techniques and generated candidate product concepts along with individual predicted demand information. The validation of these product concepts at the engineering design level increases the likelihood of the products being market successes if launched. As a result, enterprise decision makers will have several options in formulating an optimal product portfolio. Other metrics, such as level of commonality among product variants, can be used as an additional evaluation metric in deciding product launches. Additional cost savings benefits can be realized through post optimality analysis of shared components. In future works, we plan to present how such commonality analysis techniques may alter the optimal product portfolio solution.
Nomenclature K ϭ product portfolio limit ͑maximum number of existing products at launch͒ T C ϭ product variant targets component predicted by decision tree model R E ϭ engineering design response ϭ projected profit of a feasible product design based on engineering design and predicted demand R ϭ deviation tolerance between customer performance targets and engineering response 1 Screen Resolution Constraints.
h1: ͑A1 ‫ء‬ LCD length ‫ء‬ LCD width ͒ − LCD res = 0 ͑A1͒ h2: ͑A2 ‫ء‬ LCD length ‫ء‬ LCD width ͒ − cost LCD = 0 ͑A2͒ h3: ͑A3 ‫ء‬ LCD length ‫ء‬ LCD width ͒ − weight LCD = 0 ͑A3͒ h4: ͑A4 ‫ء‬ LCD length ‫ء‬ LCD width ͒ − power LCD = 0 ͑A4͒ h5: ͑A5 ‫ء‬ OLED length ‫ء‬ OLED width ͒ − OLED res = 0 ͑A5͒ h6: ͑A6 ‫ء‬ OLED length ‫ء‬ OLED width ͒ − cost OLED = 0 ͑A6͒ h7: ͑A7 ‫ء‬ OLED length ‫ء‬ OLED width ͒ − weight OLED = 0 ͑A7͒ h8: ͑A8 ‫ء‬ OLED length ‫ء‬ OLED width ͒ − power OLED = 0 ͑A8͒ 
