Abstract. We show that the self-similar set known as the "antenna set" has the property that inf f dim(f (X)) = 1 (where the infimum is over all quasiconformal mappings of the plane), but that this infimum is not attained by any quasiconformal map; indeed, is not attained for any quasisymmetric map into any metric space.
Given a compact metric space X we define its conformal dimension as
where the infimum is over all quasisymmetric maps of X into some metric space and "dim" denotes Hausdorff dimension. Recall that f is quasisymmetric if there is a homeomorphism η of [0, ∞) to itself such that
For f : R n → R n , n ≥ 2, these are exactly the same as quasiconformal maps. This notion of conformal dimension was introduced by Pansu [9] . See also [4] and [10] . In this note we are interested in the question of whether the infimum above must be attained by some quasisymmetric image of X. It is known that for some sets (e.g., the usual Cantor middle thirds set in R) the conformal dimension is zero, whereas any quasisymmetric image must have strictly positive dimension. Here we answer a question of Heinonen's (Section 15, [7] ) by proving Theorem 1. There is a compact, connected X ⊂ R 2 so that for every quasisymmetric map f of X into a metric space, dim(f (X)) > 1 = Cdim(X).
In particular, this holds for all quasiconformal self-maps of the plane, which is already an interesting case. Our set is the self-similar set associated to the four conformal contractions
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where 0 < α <
, and let X α be the unique compact set such that X = F α (X) (see Section 9.1 of [5] for the existence and uniqueness of this set). The set X α is shown in Figure 1 for a few different values of α. Choose some γ with α < γ < 2 +iγ. Then F α (T ) has four disjoint components and each is contained in T (see Figure 2) . Hence the open set condition (page 118 of [5] ) is satisfied and so X α has Hausdorff dimension d where d is the unique solution to
and will have positive and finite Hausdorff measure in this dimension (see Theorem 9.3 of [5] ). Note that Cdim(X α ) ≥ 1 (since it is a continuum) and that d → 1 as α → 0. Thus in order to show that X α has the desired properties, we need only verify the following two claims.
Lemma 2. For any
Proof of Lemma 2. The proof of this is little more than a picture which describes how to build f . Choose γ so that max(α, β) < γ < 1 2 and as above let T = T γ be the triangle with vertices 0, 1 and Figure 2 . T can clearly be mapped to itself by a mapping g which is the identity on the boundary, is linear and conformal on each component of F α (T ) and which is piecewise affine from P α to P β . Define f to be the identity outside T and define
Then f is clearly quasiconformal on Ω = R 2 \ X α and is a homeomorphism of the whole plane. By Corollary 1 of [8] , f is quasiconformal on the whole plane (since the complement of X α is clearly a John domain).
Proof of Lemma 3.
Since all the antenna sets are quasiconformally equivalent to one another, it is enough to prove the lemma for one of them, so we fix α = 1 4 and let X = X 1/4 . Suppose f : X → Y is quasisymmetric and let η be the corresponding homeomorphism of [0, ∞). In order to show that dim(f (X)) > 1, we need only construct a positive measure ν on f (X) such that
for some C < ∞ and s > 1 (independent of y and r). Then the mass distribution principle shows that for any covering of f (X) by balls B(y j , r j ), we have
The first step is to show
Since this is a finite sum, there exists s > 1, depending only on C 1 and the number of terms in the sum, such that
which is the desired inequality.
Fix s > 1 as in the previous lemma. To define a measure µ on X it suffices to define the measure of each X σ . We let µ(X) = 1 and in general
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Lemma 5. There exist C 2 , C 3 < ∞, depending only on η and diam(f (X)), so that the following holds: for every σ, we have
Proof. This is easy by induction. The central estimates hold for X σ = X with
by quasisymmetry, since µ is a probability measure. In general, Let ν be the push forward of µ to Y via f , i.e., ν(E) = µ(f −1 (E)). Now we prove (1) for the measure ν. Let B = B(y, r) be any ball in Y . We may assume B ∩ f (X) = ∅ (or else the estimate is trivial). Furthermore, if B hits f (X), then it is contained in a ball of radius 2r centered at a point of f (X), so we may assume y ∈ f (X). Let x = f −1 (y) and E = f −1 (B(y, r) ). By quasisymmetry, there are balls B(x, r 1 ) ⊂ E ⊂ B(x, r 2 ), with the ratio r 2 /r 1 bounded only depending on η. If we can prove Lemma 6, then (1) follows because
ν(B(y, r)) = µ(E)
. This completes the proof of (1) except for the proof of Lemma 6 which we now give.
Proof of Lemma 6. We shall need X to be quasi-convex, i.e., that there is C 6 < ∞ so that any two points x, y ∈ X can be connected by a path in X of length at most C 6 |x − y|. The proof of this is left to the reader. Given E, let {X σj } be all the sets of the form X σ with diameter ≤ r 1 and which are maximal with respect to inclusion. Because the sets are nested, such a maximal collection is disjoint in the sense that their convex hulls have disjoint interiors. Moreover, each such set has diameter ≥ r 1 /4 (or else its parent would be in the collection which contradicts maximality). Thus each of the disjoint hulls described above has area ≥ r 2 1 /128. Every such set which hits E is contained in B(x, r 1 + r 2 ) ⊂ B(x, 2r 2 ) and so adding areas shows N ≤ C 4 = 512π(r 2 /r 1 ) 2 .
To prove the second claim, note that any two of our sets X σ1 , X σ2 which hit E are at most distance 2r 2 apart and hence by the quasi-convexity of X can be joined by a path γ of length at most 2C 6 r 2 in X. Assume γ is chosen as short as possible. Then it has the property that if it hits a set X σ which does not contain the endpoints of γ, then γ ∩X σ is either a single point or is I σ (otherwise we can shorten γ). Thus X σ1 and X σ2 can be joined by a chain of intervals of the form {I σ } where each of these has diameter between r 1 /4 and r 1 and the number of elements in the chain is at most the length of γ divided by r 1 /4, and hence is bounded depending only on η. By quasisymmetry the f -images of any two adjacent intervals in the chain have comparable diameters depending only on η, and hence the same is true of X σ1 and X σ2 . This completes the proof of the lemma and hence the proof of Theorem 1.
Remark 1. If we are only interested in quasiconformal maps f : R 2 → R 2 , then the proof of Lemma 3 can be considerably shortened using a result from [2] . It is proven there that compact, connected sets which are uniformly wiggly (i.e., deviate from a line segment uniformly at all points and all scales; see [2] for the precise definition) must have dimension strictly larger than 1. Using the compactness of K-quasiconformal maps, it is easy to check that any quasiconformal image of the antenna set is uniformly wiggly and hence has dimension > 1. This proof does not apply directly to metric spaces since we don't know what "line segment" should mean in this setting. However, the proof given in this paper suggests the following possibility: Y is uniformly wiggly if there is a β > 0 so that for every y ∈ Y and r > 0, and for any collection {y 0 , . . . , y n } ⊂ B(y, r), we have
In Euclidean space this is equivalent to the definition from [2] . Does this imply dim(Y ) > 1 if Y is a compact, connected metric space? Remark 2. The construction could be modified to give an example which is a Jordan arc. On the other hand, the infimum in the definition of conformal dimension can be attained for some arcs (e.g., any quasi-arc). Thus topology alone cannot ensure the infimum in the definition of conformal dimension is attained.
Remark 3. Given a set E ⊂ R 2 we can define D E to be the set of values of dim(f (E)) as f ranges over all quasiconformal maps of the plane. This must be a single point or an interval since any quasiconformal map can be connected to the identity by a path of maps along which the dimension changes continuously. From [1] and [6] , we know that the only possibilities for D E are of the form {0}, {2}, (0, 2), [α, 2) and (α, 2) for 0 < α < 2. The first three are well known to occur, as is [1, 2) . This paper shows that (1, 2) can also occur. The second author showed in [10] that intervals of the form [α, 2) can occur if 1 < α < 2 and conjectured that [α, 2), (α, 2) never occur for 0 < α < 1. Do the intervals (α, 2) occur for 1 < α < 2?
1 Remark 4. Computing the conformal dimension seems difficult, even for some fairly "simple" fractal sets. For example, what is the conformal dimension of the Sierpinski carpet illustrated in Figure 3 ? Its dimension is log 8/ log 3 ≈ 1.89279 and its conformal dimension is ≥ 1 + log 2/ log 3 ≈ 1.63093 (since it contains the Cartesian product of the middle thirds Cantor set with an interval, for which the results of [10] imply Cdim = dim). 
