Abstract. Feature extraction is an important procedure in the process of fault diagnosis for rotating machinery. Based on wavelet and local linear embedding (LLE), a method is proposed in this paper to extract features from vibration signals of rotating machinery. Firstly, multiple features were extracted from the original vibration signals and their wavelet decomposition coefficients to construct a high feature set. Then, to reduce the dimension of the high feature set initially, detection index (DI) was taken as an index to select several features from the extracted features. After that, LLE was employed to conduct feature fusion on the initial obtained feature set and obtain low dimension fault features for fault diagnosis of rotating machinery. To validate the proposed method, fault extraction experiment was conducted, and the result shows that the proposed method can extract better features for fault classification of rotating machinery.
Introduction
As economy developed, much more rotating machinery has becoming larger and larger, and considerable economic losses and great disaster may be caused by machinery fault. Therefore, it is of great importance to diagnosis the fault types of rotating machinery early and accurately.
The procedure of fault diagnosis for rotating machinery include signals acquisition, feature extraction and fault reorganization, among which feature extraction plays an important role on the accuracy of fault diagnosis. So far, many signal processing methods have been used to extract features from signals of machinery, such as FFT, STFT, Wigner-Ville distribution [1, 2] , and wavelet [2, 3, 4] and so on. Among these methods, wavelet is developed based on FFT. But different from FFT, wavelet has advantages of good time-frequency localization properties, which enable it suitable to extract features not only related to time domain but also to frequency domain.
Local linear embedding (LLE) method is a kind of manifold learning method proposed by Roweis and Lawrence [5] . Compared with traditional linear dimension reduction method, LLE has great ability on processing of high dimension and larger-scale data. It not only has lower complexity of time and space, but also suitable to nonlinear signals feature extraction for rotating machinery. Hence, LLE has been used in domain of feature fusion [6, 7, 8] .
For rotating machinery vibration signals, plenty of features can be extracted. However, because some redundant and irrelevant features are included in these features, fault diagnosis algorithm complexity may be increased and the accuracy of the fault diagnosis result may be influenced. Feature selection can remove irrelevant features from the original feature set and feature fusion is available to reduce the redundant features from the high dimension feature set. Therefore, in this paper, multiple features were extracted from the original acquired vibration signals of rotating machinery and its wavelet coefficients firstly. Then, these features were evaluated by the detection index (DI) [9] , and 6th International Conference on Electronic, Mechanical, Information and Management (EMIM 2016) those with larger DI were selected to reduce the dimension of the original feature set initially. After that, LLE was used to fusion the selected features to form a lower feature set for fault diagnosis of rotating machinery.
Theory of Wavelet and LLE
Theory of Wavelet. Wavelet analysis is proposed by Morlet firstly in 1974. It has good time and frequency properties, hence has been used widely in industry. Wavelet transform include wavelet decomposition and wavelet reconstruction. Only wavelet decomposition was used in this paper. It can be expressed as
where, v and w represent the scale coefficient and wavelet coefficient, respectively; h and g represent the low pass filter and high pass filter, respectively; j represents the layer number of the wavelet decomposition; k and n represent the element number of the decomposed coefficients.
Theory of LLE. The basic idea of LLE is constructing a weight vector between sample point and its neighbor points, and keeping the weight the same in low dimension domain. That is to say, the reconstruction error is minimized under the condition that the embedded map is local linear.
The process of LLE includes the following three procedures:
(1) Search k neighbor points of the sample point xi (l) in high dimension feature space, where i is the number of the sample points i=1, 2, …, N; l represents the dimension of the sample in feature space, l=1, 2, …, D.
(2) Use the obtained k neighbor points to reconstruct the sample point xi on condition that the reconstruction error is minimized. 
where, xij(j=1, 2, …, k) is the jth neighbor point of the sample point xi; wij is the weight between xi and xij, which satisfy 
where, yij(j=1, 2, …, k) is the jth neighbor point of the point yi, which should satisfy
where, I is identity matrix.
In the process of computing the optimal result of Eq.3, ε(Y) can be expressed as 
where, M is a N×N symmetric matrix which can be expressed as
Feature Extraction Method Based on Wavelet and LLE
Procedure of the Feature Extraction Method Based on Wavelet and LLE. In order to obtain low dimension high sensitive features for fault diagnosis of rotating machinery, a feature extraction method based on wavelet and LLE is proposed in this paper, its procedure is illustrated as follows.
(1) The acquired signals are input into the flow chart.
(2) Decompose the signals into three layers by wavelet method and obtain the decomposition coefficients.
(3) Extract ten features [10] as shown in Table 1 from each of the original signals and the obtained decomposition coefficients, respectively, and use the obtained features to construct a high feature set.
(4) Taking DI as an evaluation index to select ten features with large value of DI from the high feature set to reduce its dimension initially.
(5) Apply LLE method to fusion the obtained ten features to remove the redundant features and obtain low dimension features for fault diagnosis of rotating machinery. Table 1 , fi represents the sample point, fpi and fvi represent peak value and valley value of fi, respectively; f represents mean of fi, p f and v f respresent mean value of fpi and fvi, respectively; σ is standard deviation of fi, σp and σv represent standard deviation of fpi and fvi, respectively. Detection Index. In this paper, DI is adopted to evaluate the sensitivity of the obtained features and remove irrelevant ones. DI is defined as follows.
Suppose that s1 and s2 are values of a kind of feature extracted from signals acquired under different machinery conditions, respectively. Moreover, s1 and s2 obey the law of normal distribution  N (μ1, σ1) and N (μ2, σ2) , respectively, where μ1>μ2. Then, DI can be defined as 
According to [9] , the larger the DI is, the more sensitive the feature will be. Therefore, DI is taken as an index to evaluate the sensitivity of the features and those with large values of DI are selected.
Experiment and Results
To validate the effective of the proposed method, 20 vibration signals were acquired from a rotor experimental system under normal, unbalance, misalignment, and rub conditions, respectively. Then, 50 features in total were extracted from each of the original acquired signals and its wavelet four decomposition coefficients, and a high dimension feature set was formed. In this process, db6 wavelet is taken as the adopted wavelet. After that, DI was calculated from the high dimension feature set and the larger 10 features were selected initially to reduce the dimension of the feature set. The DI values of the selected features are shown in Table 2 . Considering that there still were redundant in the obtained feature set, LLE was used to fusion the selected features into low dimension features. In this process, the neighbor point number of the sample point was set to 8, and the number of lower dimension was set to 3. Then, the obtained 3 dimension features is illustrated in Fig. 1(a) .
In order to validate the effective of the proposed method, comparison experiment when only feature selection and only feature fusion procedure was included in the process of feature extraction were also conducted, respectively. The result of the obtained lower features when only feature selection procedure was included is shown in Fig. 1(b) . While the result of the obtained lower features when only feature fusion procedure was included is shown in Fig. 1(c) .
From Fig. 1 , it can be seen clearly that the result obtained by the proposed method can classify the four types of the signals acquired under four conditions, respectively. Whereas the results obtained when only feature selection or only feature fusion procedure was included in the process of feature extraction cannot discriminate the four conditions clearly. Therefore, by the proposed method, better features can be extracted for fault diagnosis of rotating machinery. 
Conclusion
In order to extract lower dimension high sensitive fault features for fault diagnosis of rotating machinery, a method based on wavelet and LLE was proposed in this paper. In this method, both feature selection and feature fusion procedure were included in the process of feature extraction to remove irrelevant and redundant features from the constructed high dimension feature set, respectively. Experiment result shows that, with the proposed method, better features on classification of different types of signals can be obtained. Therefore, this method can be used in the process of fault diagnosis of rotating machinery effectively.
