Introduction
1.1 Motivation. Numerous factors affect product quality in large and complex multistation assembly systems, including dimensional variation control, which can have a significant impact on overall product quality and performance as well as on productivity and production cost. For example, in automotive assembly, fixture-related dimensional faults contribute between 40% and 100% of dimensional failures during the typical four production phases of a new product development, namely, preproduction, launch, one-shift production, and two-shift production ͓1͔.
A significant number of fixture failures are related to fixture installation and maintenance. For example, problems related to fixture installation and calibration in the aforementioned four production phases contribute to 5%, 40%, 100%, and 54% of all dimensional faults, respectively ͓1͔. These data indicate that accurate fixture installation and maintenance are crucial for overall product quality, and thus, a great deal of research has focused on: ͑i͒ reducing ramp up and/or launch of new products by addressing issues related to fixture fault root cause diagnosis ͓2-8͔; ͑ii͒ reducing product changeover by targeting areas related to rapid fixture deployment ͓9,10͔; and ͑iii͒ increasing diagnosability through optimal sensor placement ͓11-14͔.
In order to monitor and control manufacturing processes, measurement devices such as coordinate measuring machines ͑CMMs͒, optical coordinate measuring machines ͑OCMMs͒, optical scanners, and datamyte are used extensively for the purposes of data acquisition. With the advancements in sensing and computational technologies, an enormous amount of process-and product-related information is available in real time. Nevertheless, the complexity of assembly systems makes it fairly challenging to diagnose multiple faults in multistation assembly processes, as indicated by ͓1͔. For complex manufacturing systems, such as in the case of automotive and aerospace assembly, solely relying on measurement data for the purpose of localizing root cause of dimensional variation is insufficient. In these cases, it becomes necessary to integrate information related to measurement data as well as product and process models ͑CAD/CAM͒.
This need for integration serves as a motivation to develop a model-based rapid root cause identification methodology using interdisciplinary data mining approaches incorporated with CAD/ CAM model that can clearly represent the relationship between variations of KCCs and KPCs.
Related Research.
In dimensional engineering, fault diagnosis is critical toward identifying root causes that lead to large variation of key product characteristics ͑KPCs͒. Because fixture related dimensional faults such as locator position errors and/or wear outs are some of the most significant factors during production phase, they are considered to be the primary error sources in this paper. The summary of related research is presented in Table  1 .
All work listed in Table 1 assumes that the deviation of measurement y has a linear relationship with the deviation of the tolerance contributor u ͑for example, fixture locators and/or part mating feature͒, namely,
where matrix ⌫ remains constant, and represents the noise in the process. This assumption is valid for dimensional variation analysis because the deviations from design nominal are very small, and thus, in many cases the higher-order components can be dropped based on the Taylor expansion ͓5͔.
Single Station and Single
Fault. Ceglarek and Shi ͓4͔ developed a methodology for diagnosis of a single fault in a single-station assembly process by applying principal component analysis ͑PCA͒. The geometric relationship, i.e., matrix ⌫ in Eq. ͑1͒, was derived between deviations from design nominal of fixture locators and the measurement points on a panel or a subassembly. This method was enhanced by taking into consideration the impact of measurement noise on the diagnostic results ͓15͔.
Similarly, Rong et al. ͓6͔ proposed a diagnostic methodology for dimensional fault diagnosis of compliant beam structures. They obtained matrix ⌫ by using stiffness matrix of beam structures and applied a least-squares approach to estimate faults within compliant assembly processes. In order to address the issue of ill-conditioning matrix ⌫, Rong et al. ͓16͔ presented an adjusted least-squares approach that is able to overcome the illconditioning and produce precise results for certain linear combinations of faults.
Single Station and Multiple
Faults. Considerable research has been conducted on diagnostic methods for multiple faults in a single-station assembly process. Barton and GonzalezBarreto ͓17͔ developed process-oriented basis representations for diagnosis of multivariate processes. Process-oriented basis plays the same role as matrix ⌫. The least-squares method was used to estimate variations of the error sources.
Apley and Shi ͓5͔ constructed a fixture fault model using geometric information of the panel and fixture locators and applied a least-squares estimation to identify root causes based on measurement data. This approach relies on a single-station fault model that assumes the complete set of all potential faults can be analytically modeled off line to obtain matrix ⌫.
Chang and Gossard ͓18͔ proposed a computational method for variation fault diagnosis in assembly processes. In their approach, matrix ⌫ is achieved through simulation of the assembly process and then a least-squares method is applied to estimate variation of root causes. Data-driven methods, which solely rely on measurement data, have also been applied for diagnostics of manufacturing processes. Apley and Shi ͓19͔ proposed a methodology using factor analysis to estimate matrix ⌫ from measurement data directly without prior knowledge of the faults. Their methodology assumes that matrix ⌫ has a ragged lower triangular form. Apley and Lee ͓20͔ applied independent component analysis to model the fault variation pattern, which assumes that no more than one error source follows a normal distribution. Although advanced statistical and data mining approaches are able to identify some of the important fault patterns in the data, pure data-driven methods suffer from data pattern interpretation in terms of real physical processes, which is critical for root cause diagnosis.
Carlson and Soderberg ͓21͔ combined statistical multivariate data analysis with a multifixture single station fault model. They used maximum likelihood estimation to determine the covariance matrix of error sources ͑fixture locators͒.
Camelio and Hu ͓8͔ presented a designated component analysis ͑DCA͒ for dimensional fault diagnosis by predefining a set of fault patterns called designated components using product/process information. In fact, DCA is a special case of the least-squares method, but the generated orthogonal bases using Schmidt transformation are applied for variation estimation, instead of the original designated components.
Multiple Stations and Single
Fault. Ding et al. ͓7͔ applied a state space model to systematically characterize the propagation of fixture fault variation along a multistation assembly process. This method generates a set of predetermined fault patterns for error sources. The developed diagnostic method is an extension of the PCA-based method ͓4͔ for single fault diagnosis in a multistation assembly process. The method assumes 2D scenario with all parts being located using "0-2-1" fixturing layouts, i.e., it does not consider part mating feature errors.
Multiple Station and Multiple
Faults. Aiming at machining processes, Zhou et al. ͓23͔ applied a state space approach to formulate a mixed linear model that takes into consideration both mean shift and variation of the processes. For variation estimation, the minimum norm quadratic unbiased estimation ͑MINQUE͒ is utilized, which is actually based on maximum likelihood estimation. Djurdjanovic and Ni ͓24͔ obtained a linear model using state space representation and the applied Bayesian approach to estimate the covariance matrix of root causes. Their method is a special case of the least-squares approach.
Ding et al. ͓25͔ provided a detailed comparison of variation estimation methods used by various fault diagnosis approaches. Essentially, these methods can be classified as either least-squares estimation or maximum-likelihood-based approaches. However, although a significant amount of research has been conducted on diagnostic methodologies, yet to date, there is no systematic methodology available to diagnose multiple faults in multistation assembly processes. This paper addresses the current gap in the literature by presenting a new methodology that integrates a state space model with PCA-based orthogonal diagonalization. Figure 1 illustrates the proposed methodology. First, a generic variation propagation model is developed to generate fault patterns in multistation assembly processes using a state space model. Then an affine space is set up based on the generated fault pattern vectors. The PCA approach is applied to conduct orthogonal diagonalization analysis ͑ODA͒ using covariance matrix of the measurement data. By taking advantage of the properties of the ODA, the processed covariance matrix can be projected to each axis of the affine space. The projected length on each axis represents, exactly, the variation of the fault whose pattern is represented by the axis ͑fault pattern vector͒. Consequently, the variation of each error source can be estimated.
Proposed Method and Organization of Paper.
The rest of the paper is organized in the following format: Section 2 presents a variation propagation model for multistation assembly processes using a state space model. Section 3 proposes a multiple fault identification method using orthogonal diagonalization based on PCA analysis. Section 4 compares the proposed method to the existing approaches. A case study is provided in Sec. 5 to validate the method. Finally, Sec. 6 summarizes the whole methodology. Figure 2 shows a multistation assembly process with m stations, where variable i represents the station index. State vector x͑i͒ represents product quality information ͑e.g., part dimensional deviations͒ at each station, and inputs u͑i͒ denote deviations of KCCs, which represent process faults ͑e.g., fixturing error and part fabrication error͒. The measurements of KPCs representing product quality are denoted by y͑i͒, where index i describe the placement of the measurement station ͑for example, for i = m, we have an end-of-line measurement station͒. Variables w͑i͒ and v͑i͒ denote process noise and measurement noise, respectively, and are assumed to be mutually independent.
Part quality at a given current station x͑i͒ is determined by process error ͑deviation of KCCs͒ u͑i͒, the incoming part quality x͑i −1͒, and process noise w͑i͒. Variation propagation can be integrated as a station-indexed state space model ͓7͔
where A͑i −1͒ is the state matrix, A͑i −1͒x͑i −1͒ represents the effects of product quality from station ͑i −1͒ to station i, B͑i͒ is the input matrix, and B͑i͒u͑i͒ represents how product quality is affected by KCCs' deviations at station i, and C͑i͒ is the observation matrix determined by the distribution and number of measurement devices. Based on Eqs. ͑2͒ and ͑3͒, the relationship between process error sources u͑i͒ and end-of-line measurement y͑m͒ can be expressed as follows:
where ␥͑i͒ = C͑m͒⌽͑m , i͒B͑i͒, ␥͑0͒ = C͑m͒⌽͑m ,0͒, and ⌽͑m , i͒ = A͑m −1͒A͑m −2͒ , . . . ,A͑i͒ for m Ͼ i, and ⌽͑i , i͒ = I. In Eq. ͑4͒, it is special case scenario when index i = 0 since station number is supposed to start from 1 instead of 0. In fact, u͑0͒ here is incorporated with the same information as X͑0͒, which represents initial condition of the state vector ͓7͔, namely, the fabrication imperfection of the parts before the assembly starts. Equation ͑4͒ can also be written as follows ͑for simplicity, index "m" of y is dropped͒:
Equation ͑5͒ actually has the same form as Eq. ͑1͒ listed here again for convenience and labeled as Eq. ͑6͒
where y represents the model output ͑end-of-line measurement data͒ and it is an n ϫ 1 random vector with zero mean
is an n ϫ p matrix. It is the model parameter and represents a collection of fault patterns related to fixture and/or part mating errors. Matrix ⌫ is determined by the fixture layout and the distribution and number of measurement devices at all the stations, and it presents a total of n measurements and p error sources
is a p ϫ 1 random vector and represents the model input of error sources from part fabrication, part mating features and fixture locators. These errors are assumed to be independent from each other
is a p ϫ 1 random vector, which is the combination of process noise and measurement noise in the assembly process.
Incorporation of Generic "3-2-1" Fixture Layout Into the State Space Model. Ding et al. ͓22͔
applied the state space model to build a variation propagation model for multistation assembly processes. Their method simplifies the fixturing scheme as "0-2-1" ͑2D͒ instead of the generic "3-2-1" ͑3D͒. However, it does not consider part mating feature errors and includes only lap joints between assembled parts. Therefore, 3D variation propagation models are necessary for applications of actual assembly processes. Figure 3 shows a typical 3-2-1 fixture scheme for automotive sheet metal assembly. The model employed in this paper is based on the newly developed 3D variation propagation model for rigid parts, which takes into consideration both fixture locator errors and part mating feature errors ͓28,29͔.
In Eq. ͑2͒, matrix A͑i −1͒ reflects the impact of locating scheme changes between stations on the variation of parts. The fundamental model, which provides the relationship between tolerance input and output variation at each station, is given by matrix B͑i͒. In the following analysis, the process used to obtain matrix B͑i͒ is explained briefly. For more details, please refer to Huang et al.
͓28,29͔.
The 3D variation propagation model considers a 3-2-1 fixture layout and various types of planar mating features, such as lap joint, butt joint, and T joint, among others. Figure 4 illustrates the generic 3-2-1 fixture setup. The locators P 1 to P 6 define three orthogonal planes: primary plane ͑P 1 , P 2 , and P 3 ͒, secondary plane ͑P 4 and P 5 ͒, and tertiary plane ͑P 6 ͒, respectively. Point P r is chosen as the reference point to describe the rigid-body variation of the entire part. The relationship between the errors of the six locators and point P r is derived using a kinematical model represented by matrix F s in Eq. ͑10͒. F s is solely determined based on the fixture locator layout information. Thus, given the fixture locator error ⌬f, the deviation of rigid part ⌬P r can be calculated using Eq. ͑10͒.
In some cases, the three locators, P 1 , P 2 , and P 3 in Fig. 4 , which define the primary plane, are provided by part mating features, instead of fixture locators. Equation ͑10͒ provides a generic unified model for both part mating errors and fixture locator errors. It shows that the part-to-part mating errors can also be represented in the same framework by considering them as virtual fixture locators. Therefore, this 3D variation propagation model includes both in-plane four-way/two-way induced deviation as well as outof-plane deviation due to the three fixture locator errors or part mating feature errors
where ⌬P r is the deviation of reference point r chosen to represent the rigid-body part, and vector ͓⌬x 4 , ⌬x 5 , ⌬y 6 , ⌬z 1 , ⌬z 2 , ⌬z 3 ͔Ј represents the deviation of the six fixture locators ͑Fig.
and y i represent X and Y coordinates of locating point P i in Fig. 4 ͑1 Յ i Յ 6͒. Figure 5 depicts a typical assembly application that includes part to part mating error. For example, among the six locators of part 3, P 35 and P 34 , which define the secondary plane, and P 36 , which defines the tertiary plane, are provided by physical fixture locators. However, P 31 , P 32 , and P 33 , which define the primary plane, are actually from the part to part mating feature between part 2 and part 3 ͑butt joint͒.
In this 3D variation propagation model, the generic 3-2-1 fixture modeling is encapsulated into the framework of the state space model, and input matrix u includes both fixture locator errors and part mating feature errors. Therefore, the variation propagation model applied in this paper is a significant enhancement of the model presented by Ding et al. ͓22͔ .
The final output of the variation propagation model as represented in Eq. ͑6͒ depicts that even for a very complex multistation assembly process, the state space model is capable of capturing the linear relationship between the deviations of error sources and the measurements. This linear relationship plays a critical role in multiple fault diagnosis for a multistation assembly process.
Multiple Fault Diagnosis Using Orthogonal Diagonalization Analysis
The state space model reveals the linear relationship between error sources and measurements using matrix ⌫ ͑Eq. ͑6͒͒, which contains all potential fault patterns. Each fault pattern is, in fact, a column of the matrix, namely, a vector. All these vectors form an affine space. By projecting the measurement data into the affine space, the corresponding variations of the error sources can be identified.
Orthogonal Diagonalization Based on Principle
Component Analysis. The output of the state space model, namely, Eq. ͑6͒ can be rewritten as
where vector e = ͓e 1 , e 2 , . . . ,e p ͔Ј is a p ϫ 1 random vector with zero mean and unit variance, converted from vector u in Eq. ͑6͒. = ͓ 1 , 2 , . . . , p ͔Ј is an n ϫ 1 random vector with zero mean and variance 2 , and independent of e. Assume that in Eq. ͑11͒, M is an n ϫ p ͑n Ͼ p͒ matrix with linearly independent columns. Therefore, matrix M has full column rank. Each column of M ͑Eq. ͑12͒͒ represents a fault pattern associated with one error source. Similar to matrix ⌫, matrix M also represents n measurements and p error sources in the assembly process From Eq. ͑11͒, covariance matrix of y can be represented as
By using PCA method, the following relationship holds:
where Z k = ͓z 1 , z 2 , . . . ,z k ͔ includes the eigenvectors, and ⌳ k = diag͓ 1 , 2 , . . . , k ͔ includes the corresponding eigenvalues. k is the number of dominant eigenvalues and can be determined using the method presented by Apley and Shi ͓19͔. 2 can be estimated from the smallest n − k eigenvalues.
Assume that after PCA analysis, the number of measurements is still greater than the number of error sources, namely, k Ͼ p. Based on Eqs. ͑14͒ and ͑15͒, we have
Thus, the following relationship can be derived:
where Q is an arbitrary orthonormal matrix. From Eqs. ͑11͒ and ͑13͒, we have
Jb = Me ͑17͒
Replace matrix M in Eq. ͑17͒ with Eq. ͑16͒, the following equation can be obtained:
where
Since Z k is orthonormal and J is normalized with full column rank, N is still normalized with full column rank. e is a unit variance vector. Thus, we can obtain the following relationship:
where Cov represents covariance of a matrix. Matrix N is applied to perform orthogonal diagonalization to both sides of Eq. ͑20͒, and the orthogonally diagonal form is obtained as follows:
The inverse function in Eqs. ͑18͒, ͑19͒, and ͑21͒ is the MoorePenrose inverse. After a simple conversion, Eq ͑21͒ becomes 
͑24͒
where n ij is a component of fault pattern matrix N. Assume n i = ͓n 1i , n 2i , . . . ,n ki ͔Ј is the ith fault pattern ͑ith column of matrix N͒, and the corresponding variance is b i 2 , where 1 Ͻ i Ͻ p. From Eq. ͑24͒, we can have
This is a standard hyper ellipse representation. In fact, the vector of ͓ b i n 1i , b i n 2i , . . . , b i n ki ͔Ј represents a point on the boundary of the hyper ellipse. Since d i is a unit vector, the length of the vector can calculated as
Thus, Eq. ͑26͒ is the standard deviation of the corresponding error source. Consequently, the deviation of vector b ͑Eq. ͑13͒͒ can be obtained.
where ⌫͑i͒ is the ith column of fault pattern matrix ⌫. From the state space modeling process, it can be seen that g i in Eq. ͑30͒ is determined by the geometric structure of the fixture and is thereby, termed as "geometric factor." After further investigation of Eq. ͑29͒, it is clear that the vector b consists of both the original deviation of each error sources expressed by vector u as well as the effect of geometric factor G. Therefore, Eq. ͑29͒ can be rewritten as follows:
Consequently, we have,
where Cov͑b͒ can be obtained using Eq. ͑23͒. The final result Cov͑u͒ contains the original variations of all the error sources ͑u in Eq. ͑6͒͒ since the effect of geometrical factor G has been filtered out.
Statistical Analysis of Root Cause Estimation.
Using Eq. ͑32͒, the variations of all the error sources can be estimated. However, still to be identified are the root causes, i.e., large variations of fixture locators and/or part mating features, which result in unacceptable high variation of KPCs.
The root causes can be determined by using a hypothesis test on actual variation and tolerance specification of each error source. The interpretation of the test is that for each root cause, its actual variance shall be statistically greater than the variance of tolerance specification. The hypothesis can be formulated as follows:
where u͑i͒ 2 represents the actual variance of error source u i . u͑i͒_spec 2 is the tolerance specification variance of error source u i . Assume that S u͑i͒ is the estimated variance of error source u i based on L samples of measurements, and then we can have 
͑37͒
Error source u i is a root cause and a significant contributor of the KPCs' variation if the null hypothesis is rejected. By conducting the hypothesis test for every error source, all the root causes can be determined.
Geometrical Illustration.
In this section, an illustration using geometrical figures is provided to explain the procedures conducted in Sec. 3.2. Figure 6͑a͒ describes the measurement data with a certain number of samples. Each dot represents a measurement, namely, the y in Eq. ͑11͒. If the distributions of all the error sources are normal, then the measurements, which are linear combinations of the error sources, shall also be normally distributed. Graphically, measurements disperse in a high dimensional space can be shown as a hyper ellipse as depicted by Fig. 6͑a͒ . Figure  6͑b͒ shows the hyper ellipse whose projections on its major axes are the variations of the measurement data in the directions of the major axes. Therefore, the hyper ellipse also graphically represents the covariance matrix structure of the measurement data.
Each fault pattern is represented using a vector, which is one of the columns of matrix J in Eq. ͑13͒. Figure 6͑b͒ shows two fault pattern vectors marked as FP 1 and FP 2 , respectively. These two vectors form an affine space. The resulting eigenvectors of PCA analysis from the measurement data provides the directions of the major axes of the hyper ellipse, which are expressed by matrix Z k in Eq. ͑15͒. By applying the rotational transformation ͑determined by Z k −1 , the inverse function here is the Moore-Penrose inverse͒ to Transactions of the ASME both the hyper ellipse and the affine space spanned by FP 1 and FP 2 , the hyper ellipse will have a standard form displayed as shown in Fig. 6͑c͒ . Correspondingly, FP 1 and FP 2 , become FP 1 Ј and FP 2 Ј, respectively. This process is termed as orthogonal diagonalization. After this process, the diagonal covariance matrix of vector b is obtained and is expressed as Eq. ͑22͒. Since the transformed hyper ellipse has a standard form, it is easy to calculate the projection of the hyper ellipse to axes of the affine space. As shown in Fig. 6͑d͒, ͑13͒. This can be explained using Eqs. ͑25͒ and ͑26͒.
Comparison to Existing Methods
In this section, a comparison analysis is conducted between the proposed method in this paper with existing methods to highlight the uniqueness of the new method.
Comparison to the Least-Squares Estimation and the
Maximum Likelihood Estimation. By plugging Eq. ͑19͒ into Eq. ͑21͒, we have
By utilizing the PCA results in Eq. ͑15͒, Eq. ͑38͒ becomes
where Cov͑y 1 ͒ = ⌺ y − 2 I, which is the covariance matrix of the measurement y after PCA processing. Furthermore, we have
Since the inverse function in Eq. ͑40͒ is the Moore-Penrose inverse, Eq. ͑40͒ takes the following form:
in which the inverse function is a standard one. Equation ͑41͒ illustrates that the proposed method is essentially a least-squares method.
The uniqueness of the proposed method is that prior to conducting the least-squares estimation, a coordinate transformation is performed. The transformation expressed as Z k −1 ͑Eq. ͑38͒͒ is a rotation operation determined by eigenvectors of the measurement data. After this transformation, the covariance matrix of measurement data y becomes diagonal. In other words, the individual measurements are uncorrelated with each other. This is graphically illustrated in Figs. 6͑b͒ and 6͑c͒ . The advantage of this method is that the variation estimation for each fault is solely determined by the fault pattern ͑one column of matrix J in Eq. ͑13͒ or matrix N in Eq. ͑19͒͒ of the corresponding fault itself. This can be seen from Eq. ͑26͒. This makes the variation estimation for individual error source independent.
For the ordinary least-squares method, because the measurement data are correlated, the estimation of each fault depends on the whole structure of all the fault patterns ͑all columns of matrix J Eq. ͑13͒ or matrix N in Eq. ͑19͒͒.
In a complex manufacturing process, it is not unusual that the complete design and process information is not available to quality engineers. Therefore, it is often the case that a completed fault pattern library ͑matrix J in Eq. ͑13͒ or matrix N in Eq. ͑19͒͒ cannot be obtained. Under this circumstance, our proposed method can still accurately estimate the variance of the faults whose patterns are already identified regardless of other unidentified faults. However, for the ordinary least-squares method, the estimation will involve high errors since each fault is dependent on all fault patterns. Furthermore, even if a complete set of fault patterns is available, the inaccuracy of a single fault pattern may cause the estimation errors of other faults using the ordinary leastsquares estimation. Nevertheless, in the proposed method, due to the property of variation estimation independence, the inaccuracy of a single fault pattern will not cause errors to the estimation of other faults.
The proposed method also presents the same advantage as mentioned above when using maximum likelihood estimation since the latter also requires complete fault patterns information.
Comparison to DCA Method.
The DCA method developed by Camelio and Hu ͓8͔ has similar strategies for multiple fault diagnosis, namely, applying projection of the measurement data onto fault patterns so as to estimate the variation of error sources. Because fault patterns are not necessarily orthogonal to each other, the Pythagorean theorem cannot be directly applied to decompose the variations of error sources. In order to solve this issue, DCA uses Schmidt transformation to generate a set of orthogonal vectors from the original fault patterns. Therefore, the covariance matrix of measurement data can be projected to the generated orthogonal vectors based on the Pythagorean theorem. However, the newly generated orthogonal fault patterns are just approximations of the original ones. The error is not trivial in the case of correlated original fault patterns. The method proposed in this paper adopts affine projection, which directly reveals the contributions of the error sources represented by the axes of the affine coordinate. It fully utilizes the characteristics of multivariate normal distribution of the measurement data ͑hyper ellipse͒ and directly calculates the variations of original fault patterns.
The ellipse in Fig. 7 illustrates the covariance matrix structure of the measurement data. Assume that there are two faults Fault 1 and Fault 2 , which are not orthogonal and are different from the major axes of the ellipse. The proposed method can directly calculate accurate variations of the two faults, ʈV ᠬ Fault1 ʈ and ʈV ᠬ Fault2 ʈ. The DCA method uses Schmidt transformation to obtain two orthogonal directions DC 1 and DC 2 based on the original fault patterns Fault 1 and Fault 2 , respectively. DC 1 and DC 2 are approximations of original faults Fault 1 and Fault 2 . Therefore, the variation of the two faults calculated using their method are ʈV ᠬ DC1 ʈ and ʈV ᠬ DC2 ʈ, instead of ʈV ᠬ Fault1 ʈ and ʈV ᠬ Fault2 ʈ. Figure 7 illustrates that the DCA method just provides an approximation of the variations of the original faults. In contrast, the proposed method is able to give a more accurate estimation of variations of the faults.
Case Studies
In order to validate the proposed methodology, 3DCS ANALYST software package is used to simulate actual assembly process ͓30͔. The output from the 3DCS ANALYST shows results that represent deviations from design nominal for the defined measurement points ͑KPCs͒. In the following case study, the simulation results 0.000 0.000 0.000 0. are taken as measurement data to identify the variation of error sources. Figure 8 shows a multistation variation propagation model in 3DCS ANALYST, which includes three stations, through which a total of four parts, namely, left floor pan, right floor pan, left bracket, and right bracket, are assembled. Figure 9 displays the final assembled product. The measurements are taken at station 3. Four points on each individual part are measured. Each measurement point is measured in X, Y, and Z directions, respectively. Therefore, there are a total of 48 measurements taken at station 3.
For the model shown in Fig. 8 , the fixture locator positions and locations of measurement devices are given. Therefore, the state space modeling presented in Sec. 2 can be applied to generate the explicit variation propagation model represented by matrix ⌫, which represents the linear relationship between the error sources and the measurements. The ⌫ dimension is n ϫ p, where n =48 ͑the number of measurements͒ and p =45 ͑the number of error sources, namely͒ in all 3 stations. Partial of matrix ⌫ is listed in Table 2 , which corresponds to the fixture locator error sources in station 3. Associated with the nine fixture locators in station 3, the nine fault patterns are marked as FP 1 -FP 9 in Table 2 . The 3DCS ANALYST model depicted in Fig. 8 simulates the actual assembly process with tolerance input shown in the second column of Table 3 ͑actual range of the tolerance contributors͒. By using the fault diagnosis method presented in Sec. 3, the variation of all the error sources can be identified. The identified variations of fixture locators at station 3 are listed in the third column ͑esti-mated range of the tolerance contributors͒ of Table 3 . The largest relative error between estimated tolerance ranges and actual input ranges to the simulation is only 4.65%.
Discussion and Summary
An important assumption introduced in the proposed method is the number of measurements n being greater than the number of error sources p in Eq. ͑11͒ and matrix M having linearly independent columns. Additionally, after PCA analysis, the number of dominant eigenvalues k is greater than the number of error sources p. These two assumptions play the same role that ensures the unique solution of error sources variations. Matrix M is converted from matrix ⌫ in Eq. ͑6͒, which is the output from the variation propagation model. Before the diagnostic method is applied, matrix ⌫ shall be analyzed first to eliminate the trivial columns ͑norm of the vectors are very small͒ and to identify the linear dependence among the columns. This type of analysis is termed diagnosability study. References ͓26,27͔ have developed corresponding approaches to handle diagnosability issues, which shall be combined together with the diagnostic method proposed in this paper.
An effective fault diagnosis methodology needs to simultaneously focus on modeling of variation propagation in complex manufacturing processes and root cause identification. Overemphasizing or ignoring either one will cause inaccuracy of estimation. This paper utilizes the state space model for variation propagation based on engineering principles in multistation assembly processes. The generic 3-2-1 fixturing scheme is taken into consideration. Therefore, both part mating errors and fixture locator errors are included into the model. With respect to measurement data analysis, by utilizing the multivariate normal distribution property, a PCA-based orthogonal diagonalization method is developed to transform the measurement data. In doing so, the variations of error sources can be identified accurately. The proposed method can still give an accurate estimation even if only partial fault pattern matrix ⌫ is known. This is because the variations of different error sources are uncorrelated and then they can be identified individually. Thus, it has a more flexible requirement than the widely used ordinary least-squares estimation and maximum likelihood estimation both of which require that fault patterns be included completely in matrix ⌫. The case study indicates that accurate estimation results can be obtained when the proposed method is applied to solve multiple fault diagnosis problems in a multistation assembly process. 
