The Extremely Low-Resource Optical Identifier (ELROI) is a concept for an autonomous, low-power optical "license plate" that can be attached to anything that goes into space. ELROI uses short, omnidirectional flashes of laser light to encode a unique ID number which can be read by a small ground telescope using a photoncounting sensor and innovative extreme background-rejection techniques. ELROI is smaller and lighter than a typical radio beacon, low-power enough to run on its own small solar cell, and can safely operate for the entire orbital lifetime of a satellite or debris object. The concept has been validated in ground tests, and orbital prototypes are scheduled for launch in 2018 and beyond. In this paper we focus on the details of the encoding scheme and data analysis that allow a milliwatt optical signal to be read from orbit. We describe the techniques of extreme background-rejection needed to achieve this, including spectral and temporal filtering, and discuss the requirements for an error-correcting code to encode the ID number. Worked examples with both simulated and experimental (ground test) data will illustrate the methods used. We present these techniques to describe a new photon-counting optical communication concept, and to encourage others to consider observing upcoming test flights. a) rmholmes@lanl
I. INTRODUCTION
The Extremely Low-Resource Optical Identifier (ELROI) is a low-power optical "license plate" that can be attached to anything that goes into space [1] [2] [3] . ELROI is designed to help address the problem of space object identification (SOI) in the crowded space around the Earth, where over 17,000 objects-from active satellites to debris fragments-are currently tracked and monitored 4 . Tracking these objects is a multi-billion USD effort, and requires continuous knowledge of each object's position and trajectory. Sudden orbit changes or interruption in tracking can lead to confusion about an object's identity, and multiple costly observations may be needed to re-identify it as a known satellite. Space object identification is easier if a satellite carries a continuous identifying beacon that can be read by anyone on the ground, but no suitable standard technology is currently used for this purpose 5, 6 .
ELROI is a concept for an autonomous optical beacon that uses short, omnidirectional flashes of laser light to encode a unique ID number, which can be read by a small ground telescope using a photon-counting sensor and innovative extreme background-rejection techniques. ELROI is smaller and lighter than a typical radio beacon, low-power enough to run on its own small solar cell, and can safely operate for the entire orbital lifetime of a satellite or debris object.
A comprehensive overview of the ELROI system may be found in 1. The concept has been validated in ground tests, and orbital prototypes are scheduled for launch in 2018 and beyond. Here, we focus on the details of the encoding scheme and data analysis that allow a milliwatt optical signal to be read from orbit. We will describe the techniques of extreme background-rejection needed to achieve this, including spectral filtering and temporal filtering using a period-and phase-recovery algorithm, and discuss the requirements for an error-correcting code to encode the ID number. Worked examples with both simulated and experimental (long-range ground test) data will illustrate the methods used.
We encourage others to consider observing our test flights 1 . Details about current flight prototypes, as well as practical considerations and necessary equipment for those interested in observing ELROI test flights from their own ground stations, may be found in 7.
1 The first ELROI flight prototype is a payload on NMTSat, a 3U CubeSat developed at the New Mexico An example of the signal produced by an ELROI beacon. The onboard laser diode emits short pulses of light (pulse width = τ ) separated by a fixed period (clock period = T ). Each clock period encodes one bit of the beacon ID number (shown at top): if the bit is a 1, the beacon emits a pulse, and if the bit is a 0, the beacon does not emit a pulse. The laser power during a pulse is P peak ; otherwise it is zero. The pulse width in this example is exaggerated compared to the clock period. For a real beacon, a typical value of τ /T is 1/1000. The ID number repeats many times per second.
ELROI uses short, bright flashes of laser light at a fixed period to encode a unique binary ID number with an on-off keying (OOK) scheme ( Figure 1 ). The approach is broadly similar to photon-counting laser optical communications techniques, but at much lower power and without pointing requirements [8] [9] [10] [11] . The ID number repeats many times per second. The laser light is nearly monochromatic, with a spectral range of about 1 nm. The peak power of the laser is high (P peak ≈ 1 watt), but it is pulsed at a low duty cycle so that the average power is reduced to a few milliwatts.
This low average power requirement is essential for autonomous solar-powered operation in space, and allows the beacon to be "low-resource" in size and mass. Light from the beacon is diffused over a wide angle, to increase visibility from the ground without active pointing.
At orbital distances, this combination of low optical power and large solid angle results in an extremely weak signal at a ground station. Link budget calculations for a typical design indicate that a ground station will detect 3-4 signal photons/s from a 2-mW ELROI beacon in low-Earth orbit (LEO) at 1000 km range 1 . This is far below the 90 photons/s of background light (at the beacon wavelength) expected from a small sunlit CubeSat host.
However, the spectral and timing characteristics of the signal enable extreme backgroundrejection techniques, introduced in Section I B, which allow the beacon ID to be read reliably after a few minutes of accumulating data-i.e., in a single pass over a ground station for a typical LEO orbit.
Reading an ELROI ID requires a photon-counting sensor, such as a single-photon avalanche diode (SPAD) or photomultiplier. The sensor must, at minimum, register discrete signals for each detected photon with timing resolution better than the pulse width τ . (Due to read noise, conventional CCD or CMOS detectors are not suitable.) The sensor must receive light from a telescope, which may be relatively small, but must be able to accurately and precisely track objects across the sky. An imaging or position-sensitive detector is useful to reduce the pointing and tracking tolerance requirements on the ground station telescope, and our current ground station uses a LANL-developed photon-counting camera which combines a photocathode, microchannel plate (MCP), and multi-anode readout 12 .
However, an imaging sensor is not required to read the ELROI ID. Further discussion of the design trade-offs between sensor, ground station, and beacon may be found in 1 and 7.
The data recorded from the ground station is a list of photon detection times. Some of these times correspond to signal photons, and many more are background photons, either from the environment or from noise in the sensor. The goal of data analysis is to isolate enough of the signal photons to determine the value of each ID bit with sufficient confidence to recover the ID number. Each step in this analysis can be done efficiently, so that a satellite can be identified in real time as it is tracked over the ground station.
B. Background rejection
The critical characteristics of the ELROI signal that enable extreme background rejection are the narrow spectral range of the laser light, the precise timing of the signal clock period, and the high peak power and narrow width of the signal pulses relative to the clock period.
Spectral filtering
The narrow spectral range of the beacon light allows most environmental background photons to be blocked with a narrow-band optical filter. Current prototypes use 638-nm laser diodes with a spectral width of less than 1 nm. For an orbital beacon, the majority of background photons are sunlight reflected from the host satellite, with some sky background depending on environmental conditions (particularly moon phase) and tracking accuracy. A 10-nm filter centered at 638 nm blocks about 99% of reflected sunlight. The filter bandwidth is a compromise between background transmission and tolerance for thermal shifts in the central wavelength of the beacon. Spectral filtering is an important part of the ELROI system, but the rest of this paper will focus on background rejection in data analysis after spectrally filtered photons have been detected. All background photon rates will be assumed to be measured after appropriate spectral filtering.
Phase cut
Because the ELROI signal consists of short, bright pulses that are clocked at a fixed period, all the signal photons are detected within short, precisely spaced time windows (recall Figure 1) . The phase of signal photons in the range of [0,1) clock cycles is restricted to a narrow peak with width τ /T (Figure 2 ). In contrast, background photons are detected at random times. Thus, if the clock period is known, a phase cut can be used to reject any photons outside this narrow phase peak. This is analogous to "lock-in" detection methods.
The phase cut reduces background counts by a factor of τ /T , which is between 1/1000 and 2/500 for typical signals. This is the advantage of using short pulses relative to the clock period.
In the simple example of Section II, we will assume that the clock period is known to arbitrary precision. In practice, even if the nominal clock period is known, temperature variations and the tolerance of the beacon on-board clock will lead to small deviations from the nominal value, and even drift over time. To achieve full sensitivity, the true clock period must be recovered from the data. Efficient methods for clock detection and recovery are discussed in the more realistic example of Section III. Figure 1 , with signal photons shown in red (filled) and background photons in gray (unfilled). Time increases from left to right and the observation covers 10 clock periods. The average background detection rate is about 10 times the average signal detection rate. Below, the same 10 clock periods are expanded and stacked to demonstrate that all signal photons arrive within a phase window with width τ /T . Photons outside this window can be rejected as background. As in Figure 1 , the ratio τ /T is shown much larger here than for a real signal. Note that the signal photons have a phase relative to t = 0 of about 0.2 clock periods, to illustrate that phase of the beacon clock is unknown when dividing the time data into clock periods.
C. Decoding the ID number
A typical ELROI beacon will repeat its ID number 5-10 times per second, so an observation spanning several minutes contains many repetitions of the ID number. The data from each repetition must be combined to get the best estimate of the ID bit values. Thus, after out-of-phase background photons are removed with a phase cut, the remaining photon detection times are "folded" by the known ID length: the time data is divided into windows the length of the ID (the number of bits m × T ), these windows are summed, and the result is binned by the clock period to get the total number of photons corresponding to each expected ID bit. These photon detection totals must then be used to assign a 1 or 0 value to each bit to recover the ID. The bit value assignment must account for the fact that some background photons will remain even after the phase cut, so 0 bits may contain photons. The number of photons detected for 1 bits will also fluctuate significantly with Poisson statistics (shot noise), due to the very low signal count rate from orbit and the limited time available to accumulate photons during one pass over a ground station. Background is expected to be independent and identically distributed (i.i.d.) over short times. In most cases, the photon numbers of 1 and 0 bits will form clearly separate distributions, and a simple threshold procedure can be used to separate them (hard decision decoding). The hard decision method can also be extended to cases with poorer signal-to-noise ratios. The examples in this paper will use a hard decision method, but other possibilities are briefly discussed in Section V.
Error-checking and correction codes
Particularly for observations with very few signal photons, it is expected that some bits will be assigned the wrong value, and the recovered ID number may not exactly match the true ID. To provide tolerance for incorrect bits, an error-correcting code is used to generate the ID numbers. Error-checking and correction (ECC) codes are a proven strategy in modern digital communications, and can provide codeword error rates (the probability of incorrectly identifying an ID) orders of magnitude lower than the bit error rate (the probability of incorrectly identifying a bit). The error-correcting code used for ELROI restricts the ID numbers to a minimum Hamming distance from any other ID, so that up to some threshold number of bit errors, a single true ID will be significantly closer to the recovered ID than any other possible ID 13 . Thus, the final step in reading an ELROI ID is to search the database of all active ID numbers for the ID with the fewest number of errors relative to the recovered ID.
For the examples in this paper, we use constant-weight 64-of-128-bit codes allowing cyclic permutation: the ID numbers are 128 bits long, 64 bits are 1 and 64 bits are 0, and two
IDs that differ only by moving some bits from the start of the ID to the end of the ID are considered to be the same ID. The possible IDs are chosen such that any pair of IDs differs by at least 24 bits, which allows for millions of unique IDs while guaranteeing that up to 12 incorrect bits can be corrected. Because the start bit of the recovered ID is not known, it of error-correcting codes for ELROI, and will be used on the current generation of orbital prototypes. There are several options for refining the final ECC code strategy for ELROI, but these are beyond the scope of this paper and are summarized only briefly in Section V.
II. EXAMPLE: DECODING SIMULATED DATA
This example will analyze a simulated ELROI dataset with signal and background photon rates comparable to a beacon in LEO. The simulation uses typical beacon signal characteristics (Table I) , and models a detector similar to the LANL photon-counting camera.
A three-minute simulated dataset was generated with a Monte Carlo method. The data is a list of simulated photon detection timestamps, and contains N tot = 19, 038 timestamps total, corresponding to N s = 931 signal photons from a beacon (spread over 180,000 pulses) and N bg = 18, 107 random background photons. The background photon rate is assumed to be detected after spectral filtering. Photon detection timestamps were generated to a resolution of 1 ns. in the inset show the phase cut window that will be applied to this data, with a width 3 τ /T .
A. Phase cut
To apply the phase cut, we first compute the fractional phase φ i of each photon in the dataset, relative to the clock period:
where t i is the time at which the photon was detected, T is the clock period, and
is the fractional part function. φ i is in the range [0,1) and has units of cycles. (In this example we have assumed the clock period T is known exactly. The next example in Section III will demonstrate the more realistic process of determining the clock period from the data.)
A histogram of φ i is shown in Figure 3 . The peak at φ i = 0.5 cycles is due to the inphase signal photons, while the background photons have random phases. (Note that in this example, the phase of the signal photons was fixed as a simulation parameter, but in general it could take any value between 0 and 1.) We will apply a phase cut of width 3 τ /T centered on this peak, and discard all photons outside the range of 0.499 cycles to 0.502 cycles. It is clear from the histogram that a narrower phase cut would be possible without losing any signal photons, but it is not necessary for this example. For automated processing of real data, the peak identification and phase cut is done by algorithm; this will be discussed in Section III.
After 128 ) bits of the phase-cut data, and the binary values (top) that will be assigned to each bit in the hard decision decoding step. Note that these 20 bits of the recovered ID do not necessarily correspond to the first 20 bits of the registry ID, and the correct shift between the recovered ID and the registry ID will need to be determined.
To decode the ID number, the photon detections from each recorded repetition of the ID number must be combined. This is done by folding the remaining photon detection time data by the ID length:
where m = 128 is the number of bits in the ID. Then the folded times t i are binned into 128 clock period T windows to determine the number of photons N j detected for each bit b j of the recovered ID number:
where 0 ≤ j < m and the prime indicates that we do not yet know the shift s between the first bit b 0 of the recovered ID number and the first bit b 0 of the registry ID number. Figure 4 shows the values of N j for the first 20 bits recovered from our simulated data.
We now assign a binary value to each bit, using a simple hard decision decoding method determined by the number of photons N j in a bit:
A histogram 2 of N j is useful for visualizing where this threshold should be set ( Figure 5 ). In are satellites with ELROI beacons, and millions of unique IDs are possible.) The result of this comparison is shown in Figure 6 . In this simulation, we were able to get a perfect match (zero bit errors) with a registry ID (Figure 7 ). The recovered ID matches registry ID number 16 with a shift s = 10. 
III. EXAMPLE: DECODING EXPERIMENTAL DATA
The ELROI concept has been demonstrated in a ground test over approximately 15 km.
This horizontal range test served to both validate link budget calculations and to verify data analysis techniques for conditions similar to a LEO system 1 . In this example, we will recover an ID number from a three-minute portion of the ground test data to illustrate more realistic elements of data processing, including determining the true clock period from the data, and using the known properties of the ID number to choose an appropriate bit value threshold for decoding. 
ELROI ground test conditions
The ground test used a receiver stationed 15 km away from two beacon units. Each beacon consisted of a red laser diode (638 nm), optical diffuser, and driver electronics. The lasers were driven in a 64-of-128 pattern ID with a pulse duration τ = 2 µs and a nominal clock period T nom = 500 µs (signal characteristics are summarized in Table II ). The two beacon units encoded different IDs. The time-averaged effective isotropic radiated power (EIRP) in the direction of the receiver was measured to be 0.3 mW, corresponding to a peak EIRP of 150 mW after adjusting for the 1:500 duty fraction. Unit 2 was attenuated by a 13%-transmission neutral density filter to 0.04 mW EIRP, while Unit 1 was left unfiltered.
This example analyzes data from Unit 2.
The receiver consisted of a LANL-developed photon-counting camera 12, 14 with an f = 400 mm lens and adjustable aperture (up to f/2.8 = 143 mm diameter). The camera has a quantum efficiency of about 3.9% at 638 nm and sub-nanosecond timing resolution. The receiver was equipped with a 10-nm bandpass filter centered on the transmitter laser wavelength applied to the camera data to isolate the photon detections from each beacon ( Figure 8) and produce a list of photon detection times to analyze. Like the simulated data in Section II, the radius cut also contains background photons, both from the environment and from the dark count rate of the sensor.
A. Recovering the true clock period
The nominal clock period of the ground test beacon is known (and programmed into the pulse generator that drives the laser), but in contrast with the the simulated data in Section II, we expect to observe some deviation from the nominal value. The fractional error tolerance e T of the beacon onboard clock determines the expected uncertainty range of T :
T nom (1 − e T ) < T < T nom (1 + e T ). For inexpensive crystal oscillators commonly used in integrated circuits, e T = 50-100 ppm is a typical value. Temperature changes, electromagnetic fields, radiation damage, and mechanical stress can also cause small deviations from the nominal period. As illustrated in Figure 10 , even a small deviation from the nominal period destroys the stable fractional phase relationship between signal photons that is critical for the background-rejection phase cut. Therefore, it is necessary to determine the true clock period from the photon detection data before calculating φ i .
The Fast Folding Algorithm
Given the nominal clock period and the expected value of e T , the true clock period can be recovered with computationally efficient techniques such as the Fast Folding Algorithm (FFA) 15 . Details on the FFA may be found in 15; what follows is a brief conceptual summary.
If a periodic signal is present in time series data, the fractional phase of the signal relative to the period (Equation 1) has a constant value over time. If the phase is measured relative to a nominal or search period which is close to but not exactly the true period, the measured phase will change linearly with time (examples are shown in Figures 9a and 10a) . The FFA determines the most likely slope of the observed phase vs. time relationship, and therefore the true period, using a sequence of "folds" (shifting and adding steps) on a two-dimensional histogram of the time series data binned by time and phase. (Similarly, the FFA may be used to determine whether a periodic signal is present in time series data, given a range of candidate periods to search 16 .)
The FFA has advantages over the more familiar Fast Fourier Transform (FFT) for the ELROI clock period recovery task. The FFA concentrates the power of the non-sinusoidal ELROI signal, while the FFT disperses power at higher harmonics into other bins. The FFA can use the known value of T nom to search for periodic signals in a specified frequency range with a specified frequency spacing, while the FFT must be calculated over all frequencies from zero to the highest frequency of interest with a fixed frequency spacing. Finally, unlike the FFT, the FFA can also be extended to measure slow changes in frequency over the duration of an observation (e.g., due to temperature drift).
A Python implementation of the FFA was used to find the true clock period in this correction is still critical in order to apply an efficient phase cut. The FFA also determines the phase of the periodic signal in the data (relative to the true period), φ peak = 0.16 cycles. 
B. Phase cut
The true clock period, recovered using the Fast Folding Algorithm, can then be used to apply a phase cut to the photon time data. Because the FFA also determines the phase φ peak of the clock, the phase cut can now be applied given a desired tolerance around the peak phase. We use the same tolerance as in the example of Section II, and reject all photons outside a 3 τ /T phase window (Figure 10b ).
The phase cut window is not perfectly centered on the phase peak, nor is the peak as narrow and tidy as in the simulated example of Section II. The phase peak is wider than τ /T , indicating that we still do not have exactly the correct clock period. The true location of the phase peak also appears slightly offset from the phase found by the FFA, which is due to the size of the phase bins b φ and the uncertainty in the best period. If necessary, some additional sensitivity could be recovered by making small adjustments to T and φ peak to maximize the height of the phase peak and allow the narrowest possible phase cut. However, this step is not needed to get good results in the current example.
After the phase cut, we are left with N kept = 868 photon detections, out of the original N tot = 9, 997 in this three-minute dataset. Therefore, we can estimate that the background photon count rate in this dataset is
where 3τ /T is the width of the phase cut window in this example. The estimated signal photon count rate is
where (3τ /T )R b is an estimate of the rate of background photons remaining after the phase cut. We can also calculate the expected values of N j for 0 bits and 1 bits after the phase cut:
The values of N j for 0 bits and 1 bits are Poisson distributed, neglecting any saturation effects in the sensor. As shown in Figure 11 , the measured distribution of N j is well described by the normalized sum of two Poisson distributions with means N 0 and N 1 . 
C. Decoding the ID number
As in the example of Section II, the remaining photon detection times are folded by the code length mT and binned by the clock period T to obtain a histogram of bit photon counts (Figure 11b ). In this example, there are again two clear bit photon count distributions Figure   12a shows the fraction of 1 bits in the recovered ID as a function of the bit value threshold.
Given several thresholds that result in n/m = 0.5, we arbitrarily choose the lowest one and set N thresh = 5. The value of each bit is then determined using the hard decision method described in Section II B.
Finally, we compare the recovered ID number to all the IDs in the registry (with each shift 0 ≤ s < m) to find the matching ID with the smallest Hamming distance. As shown in Figure 12b , the recovered ID has zero errors compared to ID 3 in the registry (with a shift of 85), and indeed, ID 3 is the ID number used to program beacon Unit 2 in the ground test.
D. Data with reduced signal counts
The previous two examples, using simulated and experimental data, both showed a clear separation between the photon number distributions of 0 bits and 1 bits, and both recovered an ID that exactly matched an ID in the registry. The signal and background rates in these two examples were both within the expected range for an ELROI beacon on a small LEO object under good observing conditions, which demonstrates that the data analysis in that case is expected to be very straightforward. But by restricting our analysis to a shorter one-minute portion of the ground test data, we can see what happens when the number of signal photons detected is so low compared to the background that the distributions of 0 bits and 1 bits significantly overlap, and bit errors become inevitable.
The simple techniques of the previous two examples are still useful even with reduced counts. When each step in the data processing is identical to the analysis of the three-minute dataset, including recovering the clock period and phase with the FFA and applying a 3 τ /T phase cut, the resulting bit photon count histogram is shown in Figure 13a . Although there is no longer an obvious distinction between the distributions of 0 bits and 1 bits, the fraction of 1 bits n/m may still be used to choose the best value of N thresh . Figure 13 shows that In this example, there is no clear distinction between the distributions of 1 bits and 0 bits, but the known fraction of 1 bits may still be used to determine the most appropriate threshold. The bit error rate (fraction of bits that are incorrect compared to the known ID number) has a minimum at the value of N thresh that achieves the known fraction of 1 bits n/m = 0.5.
choosing a threshold that results in n/m as close as possible to the expected value minimizes the number of incorrect bits. N thresh = 2 achieves n/m = 0.5 for this dataset.
The best recovered ID has five bit errors compared to the true ID. However, all other
IDs have significantly more errors (the second-best match has 45 bit errors) so even using this shortened dataset, we can confidently identify the ID number of the beacon. Because of the ECC scheme used to generate the registry IDs (Section I C), all incorrect IDs are guaranteed to be larger Hamming distance from the recovered ID than the true ID, up to 12 bit errors in the recovered ID. As discussed in Sections IV and V, more sophisticated analysis techniques, improved ECC schemes, and operational context may be able to further improve our confidence that the recovered ID number is correct even for > 12 bit errors.
IV. ERROR RATES
As discussed in Section I C, all the example ELROI IDs used in this paper are 128-bit binary sequences with a minimum 24-bit distance between a given ID and all other sequences (allowing cyclic permutation). This guarantees that for up to 12 incorrect bits, the true ID will be closer to the recovered ID than any other ID in the ELROI registry. Thus, if the bit error rate (frequency of individual bit errors) in a given recovered ID is 12/128 or lower, the codeword error rate (probability of incorrect beacon identifications) for that ID is zero. For more than 12 bit errors, the codeword error rate increases with the number of bit errors. Figure 14 shows the results of a numerical simulation of bit error rates and codeword error rates in recovered IDs. Bit photon counts N j were randomly generated for 0 bits and 1 bits, and the hard decision decoding method described in Section III D was used to determine bit values, with the threshold chosen to achieve the fraction of 1 bits closest to 0.50 for each recovered ID. If the number of bit errors in an ID was 13 or more, it was counted as a codeword error. This is a conservative approach, as a recovered ID with more than 12 bit errors may still be closer to the true ID than any other ID in the registry. In practical use, context will also give additional information, and not all possible IDs in the registry will be equally likely-for example, if 100 CubeSats are launched together into a known orbit, all carrying ELROI beacons, the codeword error rate for identifying one of these CubeSats will be greatly reduced compared to a complete registry of thousands or millions of IDs.
According to our link budget calculations, signal rates of 3 to 20 photons/s will be typical at our ground station for prototype ELROI beacons on LEO satellites, depending on the beacon power and range 1, 7 . We expect to be able to identify our current flight prototypes with codeword error rates of 10 −5 or lower, and under ideal conditions codeword error rates may reach 10 −9 . Figure 15 shows how codeword error rates vary with the background rate for a fixed signal rate of 3.3 photons/s. If the actual observed background rate is three times higher than expected, less than a minute of additional observation is needed to reach a codeword error rate of 10 −5 . If the observed background rate is ten times higher than expected, approxi- mately three minutes of additional observation are needed to reach the same codeword error rate. In this case, the ID may not be able to be identified with the same level of confidence in a single pass over a ground station, but can still be identified with lower confidence.
Higher-power beacons may be used to improve performance for large satellites with high background rates from reflected sunlight (further discussion of these design trade-offs may be found in Reference 1).
V. CONCLUSIONS
We have described the basic data analysis techniques needed to recover the unique ELROI ID number for a space object, and we invite readers to consider observing our upcoming test flights. As we have shown with both simulated and ground test data, even the simple methods described here can easily recover the beacon ID for a small LEO satellite.
However, further optimization is possible and should be explored. Improvements to both the encoding and decoding schemes may be considered. The examples shown here have used a hard decision decoding method. Although Figure 13 suggests this method may be close to optimal, a registry search for the best ID after hard decision decoding weights all bit errors between the recovered ID and a registry ID equally, without considering the actual number of photons detected for each bit. A soft decision decoding approach might improve on this by weighting bit errors by the number of photons detected.
Although the simple ECC scheme presented here is sufficient for many practical use cases, there are codes that achieve substantially better Hamming distance (and therefore improved error tolerance) for the same code length and number of codes; for example, BCH codes 18, 19 . There may also be an advantage to using forward error correction and Bayesan decoding with prior information, as implemented in (for example) turbo codes, LDPC codes, and, recently, polar codes [20] [21] [22] . These types of ECC codes are frequently used in modern digital communications, including space communications, and have known optimal decoding techniques. 
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