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HOW FAR IS AN EXTENSION OF p-ADIC FIELDS FROM HAVING A NORMAL
INTEGRAL BASIS?
ILARIA DEL CORSO1, FABIO FERRI2, AND DAVIDE LOMBARDO1
ABSTRACT. Let L/K be a finite Galois extension of p-adic fields with group G. It is well-known
that OL contains a free OK [G]-submodule of finite index. We study the minimal index of such a free
submodule, and determine it exactly in several cases, including for any cyclic extension of degree p of
p-adic fields.
1. INTRODUCTION
Let L/K be a Galois extension of p-adic fields with Galois group G, ramification index eL/K and
inertia degree fL/K , and let OK (respectively OL) denote the ring of integers ofK (resp. L). For any
p-adic field F , let eF and fF be the absolute ramification index and inertia degree, πF a uniformiser,
and vF the valuation, normalised by vF (πF ) = 1. We will write K[G] for the K-algebra whose
elements are formal linear combinations of elements of G with K-coefficients. We similarly define
the group ring OK [G] and observe that L is in a natural way a K[G]-module (resp. OL is a OK [G]-
module). The classical normal basis theorem shows that in this setting L is a free K[G]-module of
rank 1. It is then natural to ask whether OL is also a freeOK [G]-module of rank 1. The answer to this
question is given by the following result.
Theorem 1.1 ([23], [12, Theorem 3 on p. 26]). Let L/K be a Galois extension of p-adic fields with
Galois group G. Then OL is free of rank 1 as an OK [G]-module if and only if the extension is tamely
ramified.
More generally, one may ask whetherOL is free over other subrings ofK[G]. It turns out that there
is a natural candidate for a ring over which OL could be free, the so-called associated order.
Definition 1.2. The associated order (of OL in K[G]) is the ring
AL/K = {λ ∈ K[G] : λ · x ∈ OL ∀x ∈ OL}.
It is well-known that the associated order is indeed an OK-order in K[G]. Furthermore, if OL is
free of rank 1 over an OK -order Λ inK[G], then necessarily Λ = AL/K (see Proposition 3.2). In our
setting, we have that AL/K coincides with OK [G] precisely when L/K is at most tamely ramified.
In this paper, we investigate the situation when OL is not free over OK [G]. More specifically, we
measure the failure of freeness by studying the minimal index of a free OK [G]-module inside OL,
namely the quantity
m(L/K) := min
α∈OL
[OL : OK [G]α],
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where [OL : OK [G]α] denotes the group index. This quantity is well defined since for every integral
normal basis generator α of the extension the index [OL : OK [G]α] is finite. Clearly, by Theorem
1.1, we have m(L/K) = 1 if and only if the extension is at most tamely ramified. Notice that, even
though this is not clear from the definition,m(L/K) is in principle computable for any finite extension
L/K: this is the content of Theorem 3.1. In certain settings it may be more natural to consider
indices of the form [OL : AL/Kα], but, as we will see, these differ from [OL : OK [G]α] only by a
constant factor independent of α (cf. Proposition 3.3). On the other hand, the proportionality factor
[AL/K : OK [G]] also carries interesting arithmetic content, so that m(L/K) might in fact capture
more complete information than the indices [OL : AL/Kα].
It is not the first time that the quantity m(L/K) appears in the literature, in more or less explicit
form. For example, in [17] Johnston computed an explicit free generator of the ring of integers over
its associated order in any wildly and weakly ramified Galois extension L/K of local fields (for some
earlier results see also Burns [7]); a crucial ingredient in his approach is precisely the computation of
m(L/K) in this situation.
Theorem 1.3 ([17, Proof of Theorem 1.2]). LetL/K be a wildly and weakly ramified Galois extension
of p-adic fields. Thenm(L/K) = pfL .
In a closely related direction, Ko¨ck [18] and Johnston [17] discuss whether a power of the maximal
ideal (πL) can be OK [G]-free, thus giving some information on the possible indices [OL : OK [G]α];
see also Ullom [29]. Besides being useful for understanding the additive structure ofOL, freeOK [G]-
submodulesM of the ring of integers also appear in the cohomological study of local class field theory.
In fact, starting from such an M , one can construct a cohomologically trivial submodule V of finite
index inO×L (see for example [1, p. 8]); the cohomology of O×L is then isomorphic to that of the finite
quotient O×L /V , so that information on [OL : M ] (hence on [O×L : V ]) translates into bounds for the
cohomology groups H i(G,O×L ).
In this paper we provide both widely-applicable estimates for m(L/K) and exact formulas in
several special cases. Our first result is the following general upper bound for m(L/K), that will be
proved in Subsection 3.4. Notice thatm(L/K) is by definition a power of p, so bounding its absolute
value is equivalent to bounding its p-adic valuation.
Theorem 1.4. Let L/K be a Galois extension of p-adic fields. Then
vp(m(L/K)) 6 fL(eL/K − 1) +
1
2
[L : Qp] · vp([L : K]).
We note that the bound of the previous theorem can be relaxed to an estimate depending only on
[L : Qp].
Much more is known on the Galois structure of L/K when L is absolutely abelian. As a con-
sequence, in this case we obtain an explicit formula for the value ofm(L/K).
Theorem 1.5. Let L/K be a Galois extension of p-adic fields, with p odd, and assume that L/Qp is
abelian. Denote by Lnr the maximal unramified subextension of L/K. Then
vp(m(L/K)) = vp(m(L/L
nr))
=
fL
2

eL · vp(eL/K)− ∑
d|eL/K
ϕ(d)
[Lnr(ζd) : Lnr]
vLnr (disc(L
nr(ζd)/L
nr))

.
We prove Theorem 1.5 in Section 4.
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In Section 5 we consider an analogous quantitym(E/F ) for a number field extension E/F and, in
the case when F = Q andE/Q is abelian, we establish some relations between the p-adic valuation of
the minimal index forE/Q, and the p-adic valuation of the minimal index for their p-adic completions.
Section 6 is devoted to the special interesting case of cyclic extensions of degree p. We prove the
following exact formula form(L/K), which holds without any assumption on K .
Theorem 1.6. Let L/K be a ramified Galois extension of p-adic fields of degree p, with ramification
jump t. Let a ∈ {0, . . . , p− 1} be the residue class of t modulo p and set νi =
⌊
a+it
p
⌋
. Then if a 6= 0
we have vp(m(L/K)) = fK
(∑p−1
i=0 νi +min06i6p−1(ieK − (p− 1)νi)
)
, while for a = 0 we have
vp(m(L/K)) =
1
2 [L : Qp].
The method used to show Theorem 1.6 also allows us to give, in Section 7, a new proof of a result
originally due to Ferton and Bertrandias [6, The´ore`me].
Theorem 1.7. Let L/K be a totally ramified cyclic extension of degree p of p-adic fields. Let t be the
unique ramification jump of the extension (in the lower numbering) and let a ∈ {0, . . . , p− 1} be the
residue class of t modulo p. The following hold:
(1) if a = 0 or a | p− 1, then OL is free over AL/K .
(2) Suppose that the inequality t < epp−1 − 1 holds. If OL is free over AL/K , then a | p− 1.
Remark 1.8. The inequality t < epp−1 − 1 corresponds to the condition that L/K is not almost
maximally ramified, see Definition 2.6.
Finally, a natural related question is to understand which elements generate OK [G]-submodules
of minimal index. We obtain some partial results on this problem by exhibiting an explicit minimal
element for cyclic extensions of degree p (Proposition 6.3 and Remark 6.21).
Acknowledgements. The authors are indebted to Henri Johnston for his many insightful comments,
especially on Theorem 1.4, and to Nigel Byott for helpful discussions and for pointing out some
relevant results in the literature. We are also grateful to Cornelius Greither for his comments on a
preliminary version of the paper and for suggesting Remark 6.6.
2. PRELIMINARIES
2.1. Preliminaries on discriminants. We will use the notation fixed in the Introduction, so L/K is
a Galois extension of p-adic fields with Galois group G. The normal basis theorem ensures that L/K
admits a normal basis, namely a K-basis of the form {σ(α)}σ∈G for some α ∈ L (equivalently, we
have L = K[G]α). In this case the element α is called a normal basis generator. Clearly, α can
be chosen to lie in OL, and it is easy to see that α ∈ OL is a normal basis generator if and only if
OK [G]α is a full OK -lattice in L; this happens precisely when [OL : OK [G]α] is finite. Therefore, in
order to compute m(L/K), it suffices to consider elements α ∈ OL that are normal basis generators.
Let X ⊇ Y be OK -lattices of the same rank (OK is a principal ideal domain, so the rank of an
OK -lattice, which is free, is well defined). Choosing two bases for X and Y , we easily see that the
quotient X/Y is of the form ⊕ri=1OK/(πaiK ), hence in particular finite, and we define the module
index [X : Y ]OK as the ideal of OK generated by π
∑r
i=1 ai
K . The subgroup index is instead defined as
[X : Y ] := |X/Y |, and we have
[X : Y ] = N([X : Y ]OK ),
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where N is the ideal norm. More generally, if V is a finite-dimensional K vector space and X and
Y are full OK -lattices in V , then we set [X : Y ]OK = [X : X ∩ Y ]OK [Y : X ∩ Y ]−1OK , and this is
a fractional ideal of OK . Note that there exists an invertible K-linear transformation of V such that
ϕ(X) = Y , so that
(1) [X : Y ]OK = (detϕ)OK
(see [8] for details and [9] for an overview).
Remark 2.1. Let L/K be an extension of number fields and letX,Y be full OK-lattices in L. In this
setting, the index [X : Y ]OK is defined to be the only ideal of OK with the following property: for
every maximal ideal p of OK , the p-adic valuation of [X : Y ]OK is equal to that of [X ⊗OK OKp :
Y ⊗OK OKp ]OKp , where Kp is the completion of K at p. Note that a formula analogous to (1) holds
if X and Y are free over OK , which happens for instance whenever K has class number 1.
Suppose now that X is an OK -lattice and let V := X ⊗OK K be the corresponding finite-
dimensional vector space. Let B be a non-degenerate symmetric K-bilinear form on V .
Definition 2.2. We define the discriminant of X by means of the module index:
discB(X) := [X
′ : X]OK ,
where X ′ is the dual module of X with respect to B, namely
X ′ = {v ∈ V | B(v,X) ⊆ OK}.
With these definitions, for Y ⊆ X we have the following proposition, which is a special case of [8,
Proposition 4 on p.12].
Proposition 2.3. Let X,Y be OK-lattices such that X ⊗OK K = Y ⊗OK K =: V . Let B be a
non-degenerate symmetric bilinear form on V . Then
(1) discB(Y ) = [X : Y ]
2
OK
discB(X).
(2) If X is the free OK -module generated by {xi}ni=1 then
discK(X) = det{B(xi, xj)}.
2.2. Preliminaries on ramification groups. Let L/K be a Galois extension of p-adic fields with
Galois group G.
Definition 2.4. For i > −1 we let
Gi = {g ∈ G : (g − 1)(OL) ⊆ (πL)i+1}
be the i-th ramification group of G in the lower numbering.
Clearly, Gi+1 ✂ Gi for each i ≥ −1 and we say that t is a (lower) ramification jump for the
extension L/K if Gt 6= Gt+1. It is well-known that for a fixed Galois extension L/K the group Gi
is trivial for i large enough (see [27, Chapter 4] for details). The extension L/K is called unramified
(respectively tamely ramified, weakly ramified) when G0 (respectively G1, G2) is trivial. The unique
ramification jump of a ramified extension of degree p has the following property.
Proposition 2.5 ([27, Chapter IV, §2, Ex. 3] and [11, III.2, Prop. 2.3]). Let L/K be a cyclic ramified
extension of degree p and let t be its ramification jump. Then:
(1) the inequality −1 6 t 6 eKpp−1 holds;
(2) if p | t, then t = eKpp−1 , the ground field K contains the p-th roots of unity, and there exists a
uniformiser πK of K such that L = K(π
1/p
K ).
HOW FAR IS AN EXTENSION OF p-ADIC FIELDS FROM HAVING A NORMAL INTEGRAL BASIS? 5
Definition 2.6. Let L/K be a ramified cyclic extension of degree p. The extension L/K is called
maximally ramified if its ramification jump assumes its maximum possible value, namely t = eKpp−1 ,
and is called almost maximally ramified if t satisfies
eKp
p− 1 − t ≤ 1.
More generally, a totally ramified cyclic extension L/K of degree dpn, with (d, p) = 1, is called
almost maximally ramified if its first ramification jump t1 satisfies
eKdp
p− 1 − t1 ≤ 1.
Remark 2.7. Jacobinski [16] defined an extension L/K with Galois group G to be almost maximally
ramified if all idempotents eH =
1
|H|
∑
σ∈H σ belong to the associated order AL/K , when H ranges
over all subgroups ofG included between two consecutive ramification groups of the extension. Using
basic facts on ramification explained in [27, Chapters 3 and 4], one can verify that eH ∈ AL/K if and
only if
(2)
∞∑
i=0
(|Gi(L/LH)| − 1) > eLvp(|H|),
where LH is the field fixed by H and Gi(L/L
H) the i-th ramification group of the extension L/LH .
One may then show that Jacobinski’s definition is equivalent to the inequalities in Definition 2.6. See
[2, §1.2] or [4, Proposition 1] for further details.
3. GENERAL RESULTS
Let L/K be a Galois extension of p-adic fields with group G. As observed in the Introduction, the
quantity m(L/K) = minα∈OL [OL : OK [G]α] is well defined as a minimum, and can be computed
on the integers which are normal basis generators. In fact, these are precisely the cases for which
OK [G]α is a full OK -submodule of L.
We are interested in bounding the value of m(L/K) in terms of the standard invariants of the
extensions L/K and L/Qp. Before doing this, we will show in Theorem 3.1 that in principle the
minimal indexm(L/K) can be effectively computed for any finite Galois extension L/K. In practice,
direct computation of m(L/K) with the algorithm we propose is limited to very simple extensions
only. For this reason, an a priori bound onm(L/K) (such as in Theorem 1.4) can be very useful both
for the study of a single extension and for understanding the behaviour ofm(L/K) in families.
3.1. The minimal indexm(L/K) is effectively computable.
Theorem 3.1. Let L/K be a finite Galois extension of p-adic fields with Galois groupG. The quantity
m(L/K) may be determined through a finite, effective procedure.
Proof. We fix a basis α1, . . . , αn of OL over OK and use it to identify L with Kn and OL with OnK :
for a vector v = (c1, . . . , cn) ∈ OnK , we let ω(v) ∈ OL be the element
∑n
i=1 ciαi. Note that an
integral basis may be computed effectively, for example using the Montes algorithm [13, 14].
Let g1 = Id, . . . , gn be an enumeration of the elements of G. Every gi corresponds to a K-
linear transformation of Kn, which can be represented by a matrix Mi ∈ Matn(K). Notice that
Mk = {m(k)ij } where gk(αj) =
∑n
i=1m
(k)
ij αi. Since the αj’s are a basis of OL over OK it follows
that the entries ofMk lie in OK .
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Let ω1, ω2 ∈ OL and let v1, v2 be the vectors of the coordinates of ω1, ω2 in the basis αj . Assume
that ω1 generates a normal basis and let [OL : OK [G]ω1]OK = πRKOK . With the previous notation,
for i = 1, 2, we have
(3) [OL : OK [G]ωi] = N
(
det
(
vi
∣∣M2vi ∣∣ · · · ∣∣Mnvi)) .
We claim that if v2 ≡ v1 (mod πR+1) then
[OL : OK [G]ω2]OK = [OL : OK [G]ω1]OK :
indeed from v2 ≡ v1 (mod πR+1K ) we obtain Mkv1 ≡ Mkv2 (mod πR+1K ) for every k, so the claim
follows from Equation (3).
We turn to the description of a possible algorithm to computem(L/K). First we claim that one can
effectively find a normal basis generator ω0 of L/K. The usual proof of the normal basis theorem (see
for example [19, Theorem VI.13.1]) shows that there exists a non-zero (and effectively computable)
polynomial p(x1, . . . , xa) ∈ K[x1, . . . , xa] such that all elements ω =
∑a
i=1 ciαi in L that do not
generate a normal basis for L/K satisfy p(c1, . . . , ca) = 0. Hence it suffices to find a point where
p(x1, . . . , xn) does not vanish, and it is enough to try sufficiently many values of x1, . . . , xn to find
some v0 := (c1, . . . , cn) ∈ OnK for which p(c1, . . . , cn) 6= 0. The element ω0 := ω(v0) ∈ OL is then
a normal basis generator for L/K. Next we compute the positive integer R0 defined by the equality
[OL : OK [G]ω0] = πR0K OK . This can also be done effectively: indeed, it suffices to compute the
determinant
det
(
v0
∣∣M2v0 ∣∣ · · · ∣∣Mnv0)
to sufficient πK-adic precision to ensure that one can determine its πK-adic valuation.
Fix representatives v1, . . . , vs of the (finitely many) residue classes in OnK/(πR0+1K OK)n, and for
every i = 1, . . . , s let ωi = ω(vi). Write [OL : OK [G]ωi] = πRiK OK . By the same argument as
above, each of the finitely many Ri is effectively computable, and there is no loss of generality in
assuming that there is an index i0 for which ωi0 = ω0. We claim that m(L/K) is equal to the norm
of the ideal πmini RiK . To prove this, let
ri = min
v≡vi mod pi
R0+1
K
vK [OL : OK [G]ω(v)]OK ,
where the minimum is taken over all vectors v ∈ OnK all of whose coordinates are congruent to the
respective coordinates of vi modulo π
R0+1
K . We now show that either ri = Ri or ri > R0. Indeed,
it is clear by definition that ri 6 Ri. So ri = Ri or ri < Ri, and in this last case we can show that
ri > R0. In fact, if we had ri < R0 the index would be constant on the coset vi + π
R0+1
K , and this is
not the case since we are assuming ri < Ri. This proves that for all i we have
min{ri, R0} = min{Ri, R0};
note in particular that for the index i0 such that ωi = ω0 we have ri0 = Ri0 = R0. Taking the
minimum over all i now yields
min
ω∈OL
vK [OL : OK [G]ω]OK = min
i
ri = min
i
min{ri, ri0}
= min
i
min{Ri, R0} = min
i
Ri,
hence m(L/K) = N
(
πminiRiK
)
. Since the finitely many quantities Ri are effectively computable,
so ism(L/K), as claimed. 
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3.2. The associated order. We briefly review the notion of associated order in the general setting of
Dedekind domains that we will need later. We also show that the quantitym(L/K)may be expressed
in a natural way in terms of the associated order. The following result is well known.
Proposition 3.2. Let R be a Dedekind domain with field of fractions K , and let A be a finite-
dimensional K-algebra. Let N be an R-lattice such that KN := K ⊗R N ∼= A as A-modules.
Finally, suppose that Λ is an R-order in A such that N is a free Λ-module. Then Λ is equal to the
associated order of N in A:
Λ = A(A,N) := {λ ∈ A | λN ⊆ N}.
Proof. By assumption there exists α ∈ N such that N = Λα is a free Λ-module. Then α is also such
that KN = Aα is free over A. The inclusion Λ ⊆ A(A,N) is clear. Conversely, let a ∈ A(A,N);
then aα ∈ N = Λα, so there exists λ ∈ Λ such that aα = λα in A. Since KN is freely generated by
α, this means that a = λ ∈ Λ. 
Proposition 3.3. Let L/K be a Galois extension of p-adic fields with Galois group G. Then
m(L/K) = [AL/K : OK [G]] · min
α∈OL
[OL : AL/Kα].
In particular, OL is free over AL/K if and only if m(L/K) = [AL/K : OK [G]]. In this case, given
an element β that realises the minimal index m(L/K), the elements realising m(L/K) are precisely
those of the form λβ for λ ∈ A∗L/K . Equivalently, an element β ∈ OL realises the minimum if and
only if it generates OL over AL/K .
Proof. Let β ∈ OL be an element such that
m(L/K) = [OL : OK [G]β].
By the definition of the associated order, we have that AL/Kβ ⊆ OL, so
m(L/K) = [OL : AL/Kβ] · [AL/Kβ : OK [G]β].
Since β generates a normal basis for L/K, we have that the K-linear map ϕβ : K[G] → K[G]β
defined by x 7→ xβ is nonsingular, so [AL/Kβ : OK [G]β] = [AL/K : OK [G]]. The result follows.

Remark 3.4. Proposition 3.3 shows that every index [OL : OK [G]α] differs from the corresponding
index [OL : AL/Kα] by a constant independent of α. Combined with Proposition 3.2, this suggests
that it may be more natural to study separately the two quantities [AL/K : OK [G]] andminα∈OL [OL :
AL/Kα]. Therefore our results can be also read as bounds on the minimum of [OL : AL/Kα].
3.3. Index of OK [G] in a maximal order. In the spirit of Remark 3.4 we now give a simple upper
bound on [AL/K : OK [G]] by estimating the index of OK [G] in a maximal OK -order M in which it
is contained.
We consider on K[G] the bilinear form (x, y) 7→ tr(xy), where we denote by tr(z) the trace of
multiplication by z on the K-vector space K[G]; it is nondegenerate since K has characteristic 0,
so it allows us to compute discriminants of lattices in the sense of Definition 2.2. Let m = [M :
OK [G]]OK . By Proposition 2.3 we have an equality of ideals
(4) m2 · discM = discOK [G],
and writingm = πAKOK we obtain
(5) [M : OK [G]] = N(m) = pfKA.
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We now show that discOK [G] = |G||G|OK . We claim that the trace of an element g ∈ G ⊂ OK [G]
is 0 if g 6= Id and is |G| for g = Id. To see this, notice that an OK-basis of OK [G] is given by
{g ∈ G}, and in this basis the left multiplication action by g is represented by a permutation matrix,
whose trace equals the number of fixed points of the map h 7→ gh. The group axioms imply that
either h 7→ gh has no fixed points (g 6= Id), or every element of G is fixed (g = Id). This proves the
claim. In particular, the Gram matrix of the bilinear form (x, y) 7→ tr(x, y) in this basis is
(tr(gh))g,h∈G = |G| (δgh,id)g,h∈G ,
whose determinant is clearly ±|G||G|, because (δgh,id)g,h∈G is a permutation matrix. From Equation
(4) we obtain
m2 =
|G||G|OK
discM
∣∣ |G||G|OK ,
so (writing againm = πAKOK) we have A 6 12 |G|eKvp(|G|). Via Equation (5), this implies
(6) vp
(
#
M
OK [G]
)
6
1
2
[K : Qp] · |G| · vp(|G|).
We summarise these results in the following Proposition.
Proposition 3.5. Let M be a maximal order of K[G]. We have [M : OK [G]]OK = πAKOK with
A = 12 |G|eKvp(|G|) − vK(discM) 6 12 |G|eKvp(|G|).
3.4. Proof of Theorem 1.4. In this section we prove a bound on m(L/K) which holds in complete
generality. Let B be an OK -order in K[G] containing OK [G]. We define BOL to be the B-lattice
generated by OL, that is,
BOL =
{∑
i
bixi
}
bi∈B,xi∈OL
⊆ L,
and suppose that BOL is a free B-module of rank 1. We note that every maximal order B has this
property. Indeed, let B be a maximal order of the separable K-algebra K[G]; by the normal basis
theorem KBOL = L is isomorphic to KB = K[G] as a left K[G]-module, so BOL is isomorphic
toB as a left B-module by [24, Theorem 18.10].
Lemma 3.6. The set BOL is a fractional ideal in L.
Proof. Indeed, given
∑
g∈G kgg inB (where kg ∈ K) and x, y ∈ OL we have
∑
g∈G
kggx

 y =∑
g∈G
kgg
(
xg−1(y)
) ∈ BOL.

In the light of this lemma we can writeBOL as π−aL OL for a certain integer a > 0. Let now x be a
generator ofBOL overB (in particular, x is a normal basis generator for L/K), and let 0 6= r ∈ OK
be such that rx ∈ OL. Then we have:
[BOL : OL][OL : OK [G]rx] = [BOL : OK [G]rx]
= [Bx : OK [G]x][OK [G]x : OK [G]rx],
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and since x is a normal basis generator this quantity is equal to
[B : OK [G]] · [OK [G] : OK [G]r] = [B : OK [G]] · |OK/rOK ||G|
= [B : OK [G]] · pfK |G|vK(r),
where we have used that OK [G] is a free OK -module of rank |G|. Hence we have
m(L/K) 6 [B : OK [G]] · p
fK |G|vK(r)
[BOL : OL] ,
and we may replace [BOL : OL] by [π−aL OL : OL] = pafL . Given that BOL is the fractional ideal
(π−aL ), it is clear that π
b
Kx is inOL provided that vL(πbK) > a, that is, b > aeL/K . Plugging in r = π
b
K
(with b = ⌈ aeL/K ⌉) in the formula above, and noticing that b 6
a+eL/K−1
eL/K
, we obtain
m(L/K) 6 [B : OK [G]] · p
fK |G|b
pafL
6 [B : OK [G]] · p
fKfL/KeL/K
a+eL/K−1
eL/K
−afL
= [B : OK [G]] · pfL(eL/K−1).
Using Equation (6) we then obtain
vp(m(L/K)) 6 fL(eL/K − 1) +
1
2
[K : Qp] · |G| · vp(|G|)
= fL(eL/K − 1) +
1
2
[L : Qp]vp([L : K]).
This proves Theorem 1.4, and it is clear that one can get a very simple (albeit rough) estimate by
replacing fL(eL/K − 1) with [L : Qp], thus obtaining
(7) vp(m(L/K)) < [L : Qp](1 +
1
2
vp([L : K])).
Remark 3.7. Comparison with cases in which we can compute m(L/K) exactly suggests that the
bound of Theorem 1.4 is sharper when L/K is highly ramified. In fact, in some maximally ramified
cases our bound is almost optimal: take for example K = Qp(ζpr) and L = K( p
r√πK). One may
show that vp(m(L/K)) =
r
2 [L : Qp] (see Remark 6.4), while our result – in the form of Equation (7)
– gives the upper bound
(
r
2 + 1
)
[L : Qp], which is essentially sharp for large r. Theorem 1.4 might
thus be useful in situations where a complicated ramification structure prevents the use of other tools.
3.5. Reduction to the totally ramified case. Let L/K be a Galois extension of p-adic fields, Lnr
be its maximal unramified subextension, and G0 be the inertia subgroup of G = Gal(L/K). In this
section we show that [AL/K : OK [G]] is bounded above by the analogous quantity for the extension
L/Lnr, and discuss some cases in which the equality m(L/K) = m(L/Lnr) holds. To compare
AL/K and AL/Lnr we start with a result of Jacobinski (see the beginning of §2.1 in [2]), according to
which we have
AL/K =
⊕
s∈G/G0
(AL/Lnr ∩K[G0])s,
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where G/G0 denotes a fixed system of left coset representatives. Then
[AL/K : OK [G]] = [⊕s∈G/G0(AL/Lnr ∩K[G0])s : ⊕s∈G/G0OK [G0]s]
= [AL/Lnr ∩K[G0] : OK [G0]][G:G0]
= [OLnr ⊗OK (AL/Lnr ∩K[G0]) : OLnr [G0]]
(we are using that OLnr is free over OK of rank [G : G0]). As noted for instance by Berge´ in [2], we
always have an injection
(8) OLnr ⊗OK (AL/Lnr ∩K[G0]) →֒ AL/Lnr .
We have thus obtained the following.
Proposition 3.8. In the above notation,
[AL/K : OK [G]] 6 [AL/Lnr : OLnr [G0]],
with equality if and only if (8) is a surjection.
However, the injection (8) is not always a surjection. In the same article, Berge´ computed the image
of (8) when G1 is cyclic, see [2, Remarque after Lemme 5]. She also gave an elegant description of
the image of (8) in the general case that we now recall.
Proposition 3.9 ([3, Proposition 4]). The following equality holds:
(9) OLnr ⊗OK (AL/Lnr ∩K[G0]) =
⋂
g∈G
gAL/Lnrg
−1.
In particular, if G is abelian then (8) is a surjection.
Note that
⋂
g∈G gAL/Lnrg
−1 is an OLnr -order in Lnr[G0] contained in AL/Lnr , hence OL has the
structure of a module over it. It is natural to ask whether there is a relation between freeness of
OL over AL/K and over
⋂
g∈G gAL/Lnrg
−1 (which would imply
⋂
g∈G gAL/Lnrg
−1 = AL/Lnr by
Proposition 3.2). In full generality we only know the following.
Theorem 3.10 ([3, The´ore`me]). Keeping the above notation, OL is projective over AL/K if and only
if it is projective over
⋂
g∈G gAL/Lnrg
−1.
Fortunately there are situations in which knowing thatOL is projective is sufficient to conclude that
it is free, for example when the relevant orders are commutative. More precisely, the next proposition
shows that in several cases the minimal index m(L/K) is controlled purely by the totally ramified
extension L/Lnr.
Proposition 3.11. Assume that G0 is abelian and that OL is free over AL/K . Then OL is free over
AL/Lnr and
m(L/K) = m(L/Lnr) = [AL/K : OK [G]] = [AL/Lnr : OLnr [G0]].
Conversely, if G is abelian and OL is free over AL/Lnr , then OL is free over AL/K and as before
m(L/K) = m(L/Lnr) = [AL/K : OK [G]] = [AL/Lnr : OLnr [G0]].
Proof. For the forward implication, assume that the AL/K -module OL is free, hence also projective.
By Theorem 3.10 we have that OL is projective over
⋂
g∈G gAL/Lnrg
−1. The latter is a commutative
order since G0 is abelian, so it is “clean”, that is, every projective
⋂
g∈G gAL/Lnrg
−1-lattice that
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spans the algebra Lnr[G0] is free (see [15] or [26, IX Corollary 1.5]). It follows that OL is free over⋂
g∈G gAL/Lnrg
−1, so the latter is the associated order of OL in Lnr[G0], that is,⋂
g∈G
gAL/Lnrg
−1 = AL/Lnr
and OL is free over AL/Lnr . By Proposition 3.9 we have that (8) is a bijection. Therefore, by Propos-
ition 3.8 and Proposition 3.3, we have
m(L/K) = [AL/K : OK [G]] = [AL/Lnr : OLnr [G0]] = m(L/Lnr).
As for the converse, assume that OL is free over AL/Lnr , which coincides with the intersection⋂
g∈G gAL/Lnrg
−1 since G is abelian. It follows from Theorem 3.10 that OL is projective over AL/K ,
which is commutative, hence clean. We obtain thatOL is free overAL/K , and the remaining equalities
are proved as above. 
4. THE CASE WHEN THE ASSOCIATED ORDER IS MAXIMAL
WhenAL/K is a maximal order inK[G] the problem of studyingm(L/K) simplifies considerably.
In this section we study this situation and prove Theorem 1.5. We start with the following simple
lemma.
Lemma 4.1. Let L/K be a Galois extension of p-adic fields with Galois groupG. Suppose that AL/K
is a maximal OK -order inK[G]. Then OL is free over AL/K andm(L/K) = [AL/K : OK [G]].
Proof. The first assertion follows from [24, Theorem (18.10)], the second from Proposition 3.3. 
Under the assumption of Lemma 4.1, the discussion in §3.3 shows that the minimal indexm(L/K)
is determined by the discriminant of a maximal order in K[G]. We now describe some interesting
instances of this situation.
If G is abelian, the Wedderburn decomposition ofK[G] is given by a product of cyclotomic exten-
sions ofK ,
K[G] ∼=
∏
γ∈Φ
K(γ),
where Φ is the set of orbits of the characters of G under the action of the absolute Galois group of K
and K(γ) is the extension of K generated by the image of any character in the orbit γ. In this case
the unique maximal order is
M ∼=
∏
γ∈Φ
OK(γ),
and using Proposition 2.3 one gets
discM =
∏
γ∈Φ
disc(K(γ)/K).
Hence, by Proposition 3.5, when G is abelian we have
(10) vp[M : OK [G]] = fK
2

eK |G|vp(|G|) −∑
γ∈Φ
vK(disc(K(γ)/K))

 .
If in addition AL/K = M, this is also the value ofm(L/K). As a consequence, we can deal with the
case of absolutely abelian extensions of Qp when p is odd.
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Proof of Theorem 1.5. In this case L is absolutely abelian, and the main result of [21] shows that OL
is free over AL/K . This, together with Proposition 3.11, impliesm(L/K) = m(L/L
nr). Thus we can
suppose that L/K is totally ramified. By the local version of the Kronecker-Weber Theorem, when
the extension is totally ramified we know that L ⊆ K(ζpn) for some n. Hence G = Gal(L/K) is a
quotient of Gal(Q(ζpn)/Q), which is cyclic since p is odd. So G is also cyclic, and the Wedderburn
decomposition of K[G] is
K[G] ∼=
∏
d|[L:K]
K(ζd)
ϕ(d)
[K(ζd):K] .
By [21, Theorem 1] the associated order AL/K is the maximal order in K[G]. By Lemma 4.1 and
Equation (10), we get
vp(m(L/K)) = vp(m(L/L
nr))
=
fL
2

eK |G0|vp(|G0|)− ∑
d|eL/K
ϕ(d)
[Lnr(ζd) : Lnr]
vLnr (disc(L
nr(ζd)/L
nr))


as required. 
Remark 4.2. The formula in the previous theorem needs to be modified for p = 2 and L/K ramified.
The main difference is that the associated order is not necessarily maximal in this case (see [21]). In
addition, since the Galois group G may not be cyclic in this case, for the maximal order we get:
v2[M : OK [G]] = fL
2

|G0|v2(|G0|)eK − ∑
d|eL/K
a(d)
[Lnr(ζd) : Lnr]
vLnr (disc(L
nr(ζd)/L
nr))

 ,
where a(d) is the number of element of order d in G. When AL/K is maximal, this is also the value of
m(L/K), but m(L/K) may be much smaller in general. A general formula may also be established
in the case p = 2 by following the description of AL/K given in [21], but we content ourselves with
describing a case in which the result of Theorem 1.5 does not hold for p = 2.
Let m ≥ 2, L = Q2(ζ2m) and K = Q2(ζ2m + ζ−12m ). Let σ be a generator of the Galois group G
of L/K, which is cyclic of order 2. We have K[G] ∼= K ⊕K , and soM ∼= OK ⊕OK . Via the same
isomorphism, which can be taken to be the Chinese Remainder Theorem map α+βσ → (α+β, α−β),
one can check that
OK [G] ∼= {(a, b) ∈ OK ⊕OK | a− b ∈ 2OK}.
By [21, Proposition 3] the associated order in this case is the ring generated by 1−σpiK
over OK [G], and
via the above isomorphism
AL/K
∼= {(a, b) ∈ OK ⊕OK | a− b ∈ πeK−1K OK}.
Since OL is free over AL/K by [21, Proposition 3], these explicit descriptions allow us to easily
compute
m(L/K) = [AL/K : OK [G]] = N(πK) = 2,
while on the other hand
[M : OK [G]] = 2eK = 22m−2 .
Finally, we remark that in this case the valuem(L/K)may also be obtained easily from Theorem 1.6
(one may check that in our situation we have t = 1 and ν1 = 1, hence v2(m(L/K)) = fK · 1 = 1).
In addition, the description of the associated order can also be obtained from Theorem 7.2.
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The discriminants of the cyclotomic extensions of Qp are well-known, so from Theorem 1.5 we
easily deduce the following.
Corollary 4.3. Let L/K be an absolutely abelian extension of p-adic fields with ramification index
pnd, where p is an odd prime and (d, p) = 1, and suppose that K is unramified over Qp. Then
m(L/K) = p
fLd(p
n
−1)
p−1 .
Proof. Up to replacing K with Lnr we can assume that L is totally ramified overK of degree pnd, so
from Theorem 1.5 we have
(11) vp(m(L/K)) =
fL
2

dpnn− ∑
δ|dpn
ϕ(δ)
[K(ζδ) : K]
vp(disc(K(ζδ)/K))

 .
Let s be a positive integer relatively prime to p and let fs = [Qp(ζs) : Qp].We recall that the extension
Qp(ζs)/Qp is unramified, so its discriminant is trivial, while for each r ≥ 1 we have
(12) disc(Qp(ζprs)/Qp) = p
pr−1(pr−r−1)fs
(this follows e.g. from [22, Theorem 2.20], combined with the transitivity of the discriminant in
towers). The extension K/Qp is unramified, so K ∩ Qp(ζprs) = K ∩ Qp(ζs); denote this extension
by Ks. Letting [Ks : Qp] = ls, the extensions K/Ks and K(ζprs)/Qp(ζprs) have degree
fK
ls
and,
being unramified, have trivial discriminant. We also have
[K(ζprs) : K] = [Qp(ζprs) : Ks] = ϕ(p
r)
fs
ls
.
By transitivity of the discriminant in towers of extensions we get
disc(Qp(ζprs)/Qp) = NKs/Qp(disc(Qp(ζprs)/Ks)) = disc(Qp(ζprs)/Ks)
ls .
Computing disc(K(ζprs)/Ks) along the extensions K(ζprs)/Qp(ζprs)/Ks and K(ζprs)/K/Ks we
also obtain
disc(Qp(ζprs)/Ks)
[K(ζprs):Qp(ζprs)] = NK/Ks(disc(K(ζprs)/K)) = disc(K(ζprs)/K)
[K:Ks],
so from (12) we get
disc(K(ζprs)/K) = disc(Qp(ζprs)/Qp)
1
ls = pp
r−1(pr−r−1) fs
ls .
This gives
ϕ(prs)
[K(ζprs) : K]
vp (disc(K(ζprs)/K)) = ϕ(s)p
r−1(pr − r − 1),
and, by Equation (11),
vp(m(L/K)) =
fL
2

dpnn− n∑
r=1
∑
s|d
ϕ(s)pr−1(pr − r − 1)


=
fL
2
(
dpnn− d
n∑
r=1
pr−1(pr − r − 1)
)
=fLd
pn − 1
p− 1 .

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There are also other known cases in which the associated order is maximal. From now on, we no
longer assume that p is odd.
Lemma 4.4 ([2, Corollaire 3 to The´ore`me 1]). Let L/K be a totally ramified cyclic extension of p-
adic fields with almost-maximal ramification. Assume that K is unramified over Qp. Then AL/K is a
maximal order.
Corollary 4.5. Let L/K be a Galois extension of p-adic fields with group G. Assume that L/Lnr is
cyclic of order pnd (with (p, d) = 1) and almost-maximally ramified, and that K/Qp is unramified.
(1) OL is free over AL/Lnr , and if G is abelian it is also free over AL/K .
(2) Assume OL is free over AL/K . Thenm(L/K) = p
fLd(p
n
−1)
p−1 .
Proof. (1) L/Lnr satisfies the assumptions of Lemma 4.4, hence AL/Lnr is a maximal order
in Lnr[G], and in particular OL is free over AL/Lnr by Lemma 4.1. If G is abelian, then
Proposition 3.11 applies giving that OL is free also over AL/K .
(2) By Proposition 3.11 we see that m(L/K) = m(L/Lnr) = [AL/Lnr : OLnr [G0]]; since
AL/Lnr is a maximal order of L
nr[G0], it suffices to compute the index of OLnr [G0] inside a
maximal order of Lnr[G0]. Using Equation (10) and the same computation of discriminants
as in the proof of Corollary 4.3 we get the result.

It is possible for the associated order to be maximal also when K/Qp is ramified. This happens
for instance whenever L/K is an almost-maximally ramified Kummer extension of degree p: see
Proposition 6.3, Corollary 6.5 and Remark 6.6.
Remark 4.6. If G is abelian, a necessary condition for the associated order to be maximal is that G
is cyclic. For other considerations in the abelian case, see the survey of Thomas [28].
5. A LOCAL-GLOBAL PRINCIPLE
Our main goal in this paper is to investigate the index m(L/K) for a Galois extension L/K of p-
adic fields. In this section we shift slightly away from this setting, and show that in some special cases
it is possible to study an analogous quantity m(L/K) for extensions of number fields by reducing it
to the local indices at the various completions. First of all note that, if L/K is a Galois extension of
number fields, the quantity
m(L/K) := min
α∈OL
[OL : OK [G]α]
is still well-defined: in fact, as in the case of p-adic fields, any normal basis generator gives a finite
index. However, in this case it is less interesting to definem(L/K) as a minimum, since for instance
it could be the case that the greatest common divisor of all the possible finite indices is strictly smaller
than their minimum. We can still make some interesting remarks about the globally defined index. As
a preliminary observation, note that the associated order AL/K is defined exactly as for extensions of
p-adic fields, and this continues to be the only possible candidate for an OK -order over which OL is
free. With the same proof as Proposition 3.3, we have the following.
Proposition 5.1. Let L/K be a Galois extension of number fields with Galois group G such that OL
is free as an AL/K -module. Then
m(L/K) = [AL/K : OK [G]],
and the minimal index is realised exactly by the generators of OL as an AL/K -module.
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Our main theorem is the following.
Theorem 5.2. Let L/Q be a finite abelian extension. Then for every rational prime p and every prime
P of L above p we have
vp(m(L/Q)) =
[L : Q]
e(P|p)f(P|p)vp(m(LP/Qp)).
Hencem(L/Q) =
∏
P|pm(LP/Qp), where the products runs over all the primes P of L.
Proof. LetG be the Galois group of L/Q. By Proposition 5.1 and Leopoldt’s Theorem [20] we know
that m(L/Q) = [AL/Q : Z[G]]. Note that AL/Q and Z[G] are two Z-lattices in Q[G], hence both are
free of rank |G|. Let f : Q[G] → Q[G] be a map of Q-vector spaces such that f(AL/Q) = Z[G].
Then by Remark 2.1 we have
[AL/Q : Z[G]] = |det f |.
Let p be a rational prime; tensoring with Qp, the map f induces a map fp : Qp[G] → Qp[G] of Qp-
vector spaces with the same determinant. Denoting byAL/Q,p := AL/Q⊗ZZp, note that fp(AL/Q,p) =
Zp[G]. By (1), we deduce that ([AL/Q,p : Zp[G]]) = (det f) as ideals in Zp, which implies
vp(m(L/Q)) = vp([AL/Q,p : Zp[G]]).
We now study the Zp-order AL/Q,p. LetP be a prime of L above p andD be its decomposition group
in G. Note that AL/Q,p can be seen as the associated order of
OL,p = OL ⊗Z Zp ∼= OLP ⊗Zp[D] Zp[G]
in Qp[G], in the sense of Proposition 3.2. Then by [3, Equation (2)] we have the relation
AL/Q,p =
⋂
g∈G
g
(
ALP/Qp ⊗Zp[D] Zp[G]
)
g−1,
and since G is abelian this simply means AL/Q,p = ALP/Qp ⊗Zp[D] Zp[G]. As Zp[G] is free of rank
[G : D] = [L : Q]/ (e(P|p)f(P|p)) over Zp[D], then we find that
[AL/Q,p : Zp[G]] = [ALP/Qp ⊗Zp[D] Zp[G] : Zp[G]] = [ALP/Qp : Zp[D]][G:D].
The statement follows. 
From Corollary 4.3 we immediately deduce the following.
Corollary 5.3. Let L/Q be a finite abelian extension and p an odd prime. Let pnd be the ramification
index of any prime of L above p, with (d, p) = 1. Then
vp(m(L/Q)) =
[L : Q](pn − 1)
pn(p− 1) .
Remark 5.4. Let f be the conductor of L. Then, since Q(ζf)/L is tamely ramified above odd primes
(as follows for example from [22, Theorem 8.2]), in the notation of the above corollary we have that
vp(f) = n + 1 for all ramified primes p. In unpublished notes, Henri Johnston already established,
by different methods, a similar formula relating vp(m(L/Q)) with the degree and conductor of an
abelian extension.
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6. CYCLIC EXTENSIONS OF DEGREE p
6.1. Preliminaries. In this section we need the following notation. Let L/K be a Galois extension
of degree p of a p-adic fields. Let G = Gal(L/K), and let σ be a generator of G. We assume that
L/K is ramified with ramification jump t; we denote by a ∈ {0, . . . , p− 1} the residue class modulo
p of t and write t = pt0+ a. To simplify the notation, we will also denote simply by e (instead of eK )
the absolute ramification index ofK .
Remark 6.1. Proposition 2.5 implies p−1p t =
p−1
p a+ (p− 1)t0 ≤ e, so we have the inequality
e >
⌈
p− 1
p
a
⌉
+ (p− 1)t0 = a+ (p− 1)t0
since p > a. Moreover, if L/K is assumed not to be almost-maximally ramified, then equality cannot
hold and we have e > a+ (p− 1)t0 + 1. Recall that L/K is maximally ramified if t = epp−1 , and this
corresponds to the case a = 0.
We will repeatedly need the following well-known lemma.
Lemma 6.2. Suppose L/K is totally ramified. Then any set of elements α0, . . . , αp−1 ∈ OL such that
vL(αi) = i forms a basis ofOL as a freeOK -module. Similarly, any set of elements β0, . . . , βp−1 ∈ L
such that vL(βi) ≡ i (mod p) form a basis of L as aK-vector space.
The case a = 0 is special, and we handle it first. This case is well studied in the literature (see
e.g. [6, Proposition 3]), but our approach seems to be new.
Proposition 6.3. Suppose that L/K is ramified and a = 0. Then L = K(π
1/p
K ) for a suitable
uniformiser πK of K , we have m(L/K) = p
1
2
[L:Qp], and ω =
∑p−1
i=0 ciπ
i/p
K achieves the minimal
index if and only if every ci is a unit in OK .
Proof. By Proposition 2.5 we have t = epp−1 , the extension L/K is maximally ramified, K contains
the p-th roots of unity, and L = K(π
1/p
K ) for a suitable choice of uniformiser πK . Letting πL := π
1/p
K ,
Lemma 6.2 ensures that 1, πL, . . . , π
p−1
L is an OK -basis of OL. Let ζp = σ(πL)/πL; it is a p-th
root of unity. Writing an arbitrary element of OL as ω =
∑p−1
i=0 ciπ
i
L (with ci ∈ OK ), the Galois
conjugates of ω are the elements ωj := σ
j(ω) =
∑p−1
i=0 ciζ
ij
p πiL, so the index of OK [G] · ω in
OL is the norm of the determinant of the matrix M :=
(
ciζ
ij
p
)
i,j=0,...,p−1
. We have det(M) =∏p−1
i=0 ci · det
(
ζ ijp
)
i,j=0,...,p−1
, and the latter is a Vandermonde determinant, so
[OL : OK [G] ·ω] = N(detM) = N
(
p−1∏
i=0
ci
)
·
∏
06i<j6p−1
N(ζjp − ζ ip) = N
(
p−1∏
i=0
ci
)
·N(pOK)p/2,
where the last equality follows from the well-known fact that disc(xp − 1) = ±pp. The minimum of
[OL : OK [G] · ω] is then achieved whenever
∏p−1
i=0 ci is a unit in OK , and is equal to N(pOK)p/2.
Notice that ζp ∈ K ensures that p− 1 | e, hence N(pOK)p/2 = pefKp/2 is an integer. The statement
follows from the fact that efKp = [K : Qp][L : K] = [L : Qp]. 
Remark 6.4. An immediate extension of the argument in the previous proof shows that when K
contains the pr-th roots of unity and L = K( pr
√
πK) we have
vp(m(L/K)) =
1
2
[K : Qp]vp(disc(x
pr − 1)) = 1
2
[K : Qp]rp
r =
1
2
r[L : Qp].
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Corollary 6.5. Suppose that L/K is ramified and a = 0, so we can write L = K(π
1/p
K ). Then OL is
free over AL/K , and an OK -basis of the latter is given by π−ei/(p−1)K (σ − 1)i for i = 0, . . . , p − 1.
Moreover, ω =
∑p−1
i=0 ciπ
i/p
K generates OL over AL/K if and only if every ci is a unit in OK .
Proof. Let πL = π
1/p
K . We know that 1, πL, . . . , π
p−1
L is an OK -basis of OL. If j > 1, then we have
π
−ei/(p−1)
K (σ−1)iπjL = π−ei/(p−1)K (ζp−1)ijπjL, which has L-valuation −epi/(p−1)+ ijepp−1 + j > 0,
so all the elements π
−ei/(p−1)
K (σ−1)i do in fact belong to AL/K . SetB =
⊕OKπ−ei/(p−1)K (σ−1)i:
it is a sub-OK -lattice of AL/K containing OK [G]. The index [B : OK [G]] is N(
∏p−1
i=0 π
ei/(p−1)
K ) =
N(π
1
2
pe
K ) = p
1
2
[L:Qp], which by Proposition 6.3 is alsom(L/K). Proposition 3.3 then yields
[B : OK [G]] = m(L/K) = [AL/K : B] · [B : OK [G]] · min
ω∈OL
[AL/Kω : OL],
which implies that B coincides with AL/K and that OL is free over AL/K . The last part of the
statement follows from the analogous description of the elements that achieve the minimal index in
Proposition 6.3. 
Remark 6.6. In the setting of Proposition 6.3 the associated order is maximal: this is well-known,
but it can also be deduced from our results. In fact, m(L/K) is equal to the index of OK [G] in the
maximal order M (see Equation (10)); on the other hand, since OL is free over the associated order
by Corollary 6.5, Proposition 3.3 shows thatm(L/K) = [AL/K : OL], so AL/K = M.
Proposition 3.3 also shows that the elements realising the minimal indexm(L/K) are obtained as a
fixed generator times a unit of AL/K = M. More precisely we haveM ∼= OpK , with the isomorphism
given by a basis of orthogonal idempotents, and the action of (u0, . . . , up−1) ∈ (O×K)p on a generator
α0 = c0 + c1πL + · · · + cp−1πp−1L sends it to
∑p−1
i=0 uiciπ
i
L, thus recovering in another way the
description of all minimal generators given in Proposition 6.3. Finally, ω1 and ω2 generate the same
OK [G]-module if and only if ω1/ω2 is a unit of OK [G]. As a consequence, the set of Galois modules
Mω := OK [G]ω realising the minimal index is potentially very large, because M∗ is much bigger
than OK [G]∗ in general: indeed, the quotient M∗/OK [G]∗ is finite, but (usually) nontrivial since the
torsion subgroup ofM∗ is isomorphic to (O∗K)ptors while (OK [G])∗tors is isomorphic to (O∗K)tors ×G
(see [25, Corollary 2.2]).
In all that follows it will be useful to work with a special element f of the group ring, which we
now define and whose properties we describe next.
Definition 6.7. We let f := σ − 1 ∈ OK [G].
The following proposition summarises the key properties of the action of f .
Proposition 6.8. Suppose L/K is totally ramified. The following hold:
(1) the powers 1, f, f2, . . . , fp−1 of f form an OK-basis of OK [G];
(2) the equality fp = −∑p−1j=1 (pj)f j holds.
Suppose in addition a 6= 0. Then:
(3) vL(f
iπaL) = a+ it for i = 0, . . . , p− 1;
(4) the element πaL generates a normal basis for L/K. Explicitly, {f iπaL}i=0,...,p−1 is a K-basis
of L;
(5) we have vL(f
pπaL) = ep+ t+ a;
(6) for every x ∈ OL we have vL(fx) > vL(x) + t.
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Proof. (1) By definition, an OK -basis of OK [G] is given by the powers of σ. The claim then follows
because the transition matrix between powers of σ and powers of f is unitriangular (that is, upper-
triangular with all diagonal entries equal to 1), hence invertible over OK .
(2) By definition we have σp = 1 in OK [G], hence we obtain
0 = σp − 1 = (1 + f)p − 1 =
p−1∑
j=1
(
p
j
)
f j + fp ⇒ fp = −
p−1∑
j=1
(
p
j
)
f j.
(3) We begin by noticing that t > 1: indeed t = −1 would imply that L/K is unramified, and t = 0
would give a = 0. By [27, IV.2, Proposition 5], since σ belongs to Gt but not to Gt+1 we have
σ(πL)
πL
= 1 + πtLu
for some u ∈ O×L . Raising both sides to the j-th power, for any j prime to p, gives
σ(πjL)
πjL
= 1 + πtLuj
where uj ∈ O×L since (j, p) = 1. Rearranging the previous equality gives
σ(πjL)− πjL = πj+tL uj,
so we obtain vL(fπ
j
L) = j + t, provided that (j, p) = 1. We now show the claim by induction on
0 6 i 6 p− 1, the base case i = 0 being trivial. We have
f i+1πaL = f
(
f iπaL
)
= f
(
πa+itL vi
)
for some vi ∈ O×L . Notice that i < p−1 (otherwise we would not need to prove anything for i+1), so
a+ it ≡ a+ ia ≡ a(i + 1) (mod p) is nonzero. Using that σ(vi) ≡ vi (mod πt+1L ) (since σ ∈ Gt)
we obtain σ(vi) = vi + γπ
t+1
L for some γ ∈ OL, so we can write
f(πa+itL vi) = σ(π
a+it
L )σ(vi)− πa+itL vi
= (πa+itL + π
a+(i+1)t
L ua+it)(vi + π
t+1
L γ)− πa+itL vi
= π
a+(i+1)t
L ua+itvi + π
a+(i+1)t+1
L γ + π
a+(i+2)t+1
L ua+itγ
Since ua+it and vi are units, last expression contains only one summand of minimal valuation, namely
π
a+(i+1)t
L ui+1ui, so the valuation of f
i+1(πaL) is a+ (i+ 1)t as desired.
(4) By part (3), the L-valuations of the elements {f iπaL}i=0,...,p−1 are all distinct modulo p. The
claim then follows from Lemma 6.2.
(5) Follows from (2) and (3) upon noticing that vL
((p
j
))
= vL(p) = ep for all j = 1, . . . , p− 1.
(6) By (4) we may write every element of OL as
∑p−1
i=0 cif
iπaL with ci ∈ K . The claim then fol-
lows combining (3), (5) and Proposition 2.5: together they show that we have vL(f(cif
iπaL)) >
vL(cif
iπaL) + t for all i.

The following quantity will be important in all that follows.
Definition 6.9. We set νi =
⌊
it+a
p
⌋
.
In terms of this notation, we have very explicit descriptions of the ring of integers of L.
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Theorem 6.10. Assume a 6= 0. The set {π−νiK f iπaL}i=0,...,p−1 is a OK-basis of OL.
Proof. TheL-valuation of π−νiK f
iπaL is vL(f
iπaL)−νip, which by Proposition 6.8 (3) and the definition
of νi is equal to a+ it− p
⌊
it+a
p
⌋
. This is nothing but the remainder in the division of a+ it by p, so
it is a non-negative integer in the interval [0, p−1]. Furthermore, it is congruent modulo p to (i+1)a,
so (since a 6≡ 0 (mod p)) the L-valuations of the p elements π−νiK f iπaL for i = 0, . . . , p − 1 are
precisely {0, . . . , p − 1} in some order. The claim follows from Lemma 6.2. 
We conclude this section of preliminaries with a technical lemma that we will need several times.
Lemma 6.11. The inequality e > νp−1 > νs holds for all s = 0, . . . , p − 1. Moreover, e > νs holds
for all s = 0, . . . , p − 2.
Proof. The sequence s 7→ νs is increasing in s, so it suffices to prove e > νp−1 and e > νp−2.
By Remark 6.1 we have e > (p − 1)t0 + a. Now simply observe that νp−1 =
⌊
a+(p−1)t
p
⌋
=⌊
a+(p−1)pt0+(p−1)a
p
⌋
= a+ (p− 1)t0 6 e, and that
νp−2 =
⌊
a+ (p − 2)t
p
⌋
6
a+ (p− 2)t
p
= (p− 2)t0 + (p− 1)a
p
< a+ (p − 1)t0.

6.2. The minimal index for cyclic extensions of degree p. Our purpose in this section is to prove
the following result, which – combined with Proposition 6.3 – will give a proof of Theorem 1.6.
Theorem 6.12. Suppose a 6= 0. Let νi be as in Definition 6.9 and let µ := min
06i6p−1
(ie − (p − 1)νi).
Thenm(L/K) = pfK(µ+
∑p−1
i=0 νi).
We identify the elements of L with the vectors of their coordinates with respect to the K-basis of
L given by {f iπaL}i=0,...,p−1.
We let v := fpπaL = −
∑p−1
i=1
(
p
i
)
f iπaL and, with the identification above, we have v =


0
−(p1)
−(p2)
...
−( pp−1)

.
Also denote by λi : L→ K the dual basis of {f iπaL}i=0,...,p−1, so that every β ∈ L can be written as
β =
∑p−1
i=0 λi(β)f
iπaL.
Lemma 6.13. The following hold for all j = 0, . . . , p− 1:
(1) λ0(f
jv) = 0;
(2) vK(λi(f
jv)) > 2e for i = 1, . . . , j;
(3) vK(λi(f
jv)) = e for i = j + 1, . . . , p − 1.
Proof. For j = 0 the statement follows from the well-known fact that vp
((
p
i
))
= 1 for all i =
1, . . . , p− 1. The general case then follows by an immediate induction. 
We now compare several OK-lattices in L, namely OL, OK [G]πaL, and the lattice OK [G]β gener-
ated by a normal basis generator β ∈ OL. To each of these lattices Λ we associate a matrix whose i-th
column is the vector of coordinates of the i-th generator of Λ in the basis {f iπaL}i=0,...,p−1. The theory
of Section 2 will then allow us to describe the index [OL : OK [G]β] in terms of the determinants of
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these matrices. By Theorem 6.10 we have OL = 〈1, π−ν1K f, ..., π
−νp−1
K f
p−1〉OKπaL, so the matrix of
the lattice OL is simply
(13) B :=


1 0 0 · · · 0
0 π−ν1K 0 · · · 0
0 0 π−ν2K · · · 0
...
...
... · · · ...
0 0 0 · · · π−νp−1K

 ,
while the lattice OK [G]πaL = 〈1, f, ..., fp−1〉OKπaL corresponds to the p× p identity matrix.
Now let β ∈ OL be a normal basis generator of the extension L/K. To write the matrix as-
sociated to the lattice 〈1, f, ..., fp−1〉OKβ we need to compute the coordinates of f jβ in the basis
{f iπaL}i=0,...,p−1. Writing β =


c0
c1
...
cp−1

 we have fβ =


0
c0
c1
...
cp−2

+ cp−1v, and iterating f we find
(14) f jβ =
p−1−j∑
k=0
ckf
k+jπaL +
j−1∑
k=0
cp−1−kf
j−1−kv.
Our goal is to estimate the determinant of the matrix corresponding to the lattice OK [G]β. To do this
we estimate the valuation of the coefficients of each f jβ, which are the entries of the aforementioned
matrix, looking at the two separate terms of (14). We start with the following observation.
Remark 6.14. SinceOL is free over OK with basis {π−νiK f iπaL}i=0,...,p−1 we have vK(ci) > −νi for
all i = 0, . . . , p − 1.
Lemma 6.15. The following inequality holds for all j = 1, . . . , p− 1 and i = 1, . . . , j:
vK
(
λi
(
j−1∑
k=0
cp−1−kf
j−1−kv
))
> e− νp−1−j+i.
Proof. As λi is linear, the quantity we want to estimate is at least
min
k=0,...,j−1
vK(λi(cp−1−kf
j−1−kv)) = min
k=0,...,j−1
(
vK(cp−1−k) + vK(λi(f
j−1−kv))
)
Now if i 6 j − 1 − k we have vK(λi(f j−1−kv)) > 2e by Lemma 6.13, and by the same lemma for
all i we have vK(λi(f
j−1−kv)) > e, so the previous expression is bounded below by
min
{
min
k=0,...,j−1−i
(2e + vK(cp−1−k)), min
k=j−i,...,j−1
(e+ vK(cp−1−k))
}
.
Now recall from Remark 6.14 that vK(cp−1−k) > −νp−1−k, hence we get the lower bound
min
{
min
k=0,...,j−1−i
(2e− νp−1−k), min
k=j−i,...,j−1
(e− νp−1−k)
}
.
Since the sequence νs is increasing in s, each of the two internal minima is achieved for p− 1− k as
large as possible, that is, for the minimal admissible value of k in each case. Thus we are reduced to
studying
min{2e− νp−1, e− νp−1−j+i};
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Lemma 6.11 implies 2e − νp−1 > e > e − νp−1−j+i, so the minimum above is in fact equal to
e− νp−1−j+i, and we are done. 
The following is a variant of the previous lemma for i = j + 1, . . . , p− 1.
Lemma 6.16. The following inequality holds for all j = 1, . . . , p− 1 and i = j + 1, . . . , p− 1:
vK
(
λi
(
j−1∑
k=0
cp−1−kf
j−1−kv
))
> e− νp−1
Proof. This is proved as the previous lemma, but is in fact easier, because for every index j we have
vK(cp−1−k) > −νp−1−k > −νp−1 and vK(λi(f j−1−kv)) > vK(p) = e. 
Combining Equation (14) (which implies in particular λ0(f
jβ) = 0 for j > 0) with Lemmas 6.11,
6.15, and 6.16 allows us to conclude that the coefficients aij := λi(f
jβ) have valuation at least
vK(aij) >
{
−νi−j for i > j
e− νp−1−j+i for i < j
Notice moreover that a0,j = 0 for j = 1, . . . , p − 1. Let A = (aij)i,j=0,...,p−1 be the matrix corres-
ponding to the lattice OK [G]β in the basis f iπaL. Recalling that the subgroup index is the norm of the
index as a module and relation (1), we get
[OL : OK [G]β] = [OL : OK [G]πaL] [OK [G]πaL : OK [G]β]
= N
(
det(B−1)
)
N (det(A)) = N(π
∑p−1
i=0 νi
K )N(det(A)).
(15)
It follows that the index [OL : OK [G]β] is minimal if and only if the valuation of det(A) is minimal.
We are now in a position to prove our exact formula for m(L/K) in the case of cyclic extensions of
order p. Let
µ := min
06i6p−1
(ie− (p− 1)νi).
We will prove that vK(det(A)) > µ, and that for suitable β equality holds.
In reading the next few paragraphs, the reader may find it useful to bear in mind the following
description of A, which is equivalent to the inequalities discussed above: we have
A =


d0 0 0 · · · 0
π−ν1K d1 d0 0 · · · 0
π−ν2K d2 π
−ν1
K d1 d0 · · · 0
...
...
...
...
...
π
−νp−1
K dp−1 π
−νp−2
K dp−2 π
−νp−3
K dp−3 · · · d0


+


0 0 0 0 · · · 0
0 π
e−νp−1
K γ1,1 π
e−νp−2
K γ1,2 π
e−νp−3
K γ1,3 · · · πe−ν1K γ1,p−1
0 π
e−νp−1
K γ2,1 π
e−νp−1
K γ2,2 π
e−νp−2
K γ2,3 · · · πe−ν2K γ2,p−1
0 π
e−νp−1
K γ3,1 π
e−νp−1
K γ3,2 π
e−νp−1
K γ3,3 · · · πe−ν3K γ3,p−1
...
...
...
... · · · ...
0 π
e−νp−1
K γp−1,1 π
e−νp−1
K γp−1,2 π
e−νp−1
K γp−1,3 · · · π
e−νp−1
K γp−1,p−1


(16)
where we have written ci = diπ
−νi
K with di ∈ OL and where every γi,j is in OL. The two terms of A
correspond to the two terms of (14).
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Let A˜ denote the (p − 1) × (p − 1) submatrix (ai,j)i,j=1,...,p−1, that is, the bottom-right block of
A. Since the only non-zero coefficient in the first row of A is a0,0 = c0 = d0, the Laplace expansion
of detA gives det(A) = d0 det(A˜). Define now
bi,j =
{
π
e−ν(p−1)+(i−j)
K , if i < j
π
−νi−j
K , if i > j
for i, j = 1, . . . , p−1: by what we have already shown, vK(ai,j) > vK(bi,j) for all i, j = 1, . . . , p−1.
Consider the Leibniz formula for det(A˜):
det(A˜) =
∑
σ∈Sp−1
sgn(σ)
p−1∏
i=1
ai,σ(i).
We will show that det(A˜) (hence also det(A) = d0 det(A˜)) has valuation at least µ by proving that
vK
(∏p−1
i=1 ai,σ(i)
)
> µ for all σ. Since vK(ai,σ(i)) > vK(bi,σ(i)), it is enough to prove that the
inequality vK
(∏p−1
i=1 bi,σ(i)
)
> µ holds for every σ. Given the definition of the coefficients bi,j we
have that in general
p−1∏
i=1
bi,σ(i) = π
ke−
∑
j∈S νj
K ,
where k = k(σ) is a non-negative integer and S = S(σ) is a multiset of indices of cardinality p − 1
(taking into account the multiplicities).
Lemma 6.17. If for some σ we have
∏p−1
i=1 bi,σ(i) = π
ke−
∑
j∈S νj
K , then
∑
j∈S j = (p− 1)k.
Proof. By the definition of bi,j we have
vK
(∏
i
bi,σ(i)
)
=
∑
i
{
e− ν(p−1)+(i−σ(i)), if i < σ(i)
−νi−σ(i), if i > σ(j)
= ke−
∑
j∈S
νj,
for k = #{i ∈ {1, . . . , p − 1} : i < σ(i)} and S the multiset {si ∣∣ i ∈ {1, . . . , p− 1}} , where
si =
{
(p− 1) + (i− σ(i)) if i < σ(i)
i− σ(i) if i > σ(i)
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In particular,
∑
s∈S
s =
p−1∑
i=1
si
=
p−1∑
i=1
{
(p− 1) + (i− σ(i)) if i < σ(i)
i− σ(i) if i > σ(i)
= k(p − 1) +
p−1∑
i=1
{
i− σ(i) if i < σ(i)
i− σ(i) if i > σ(i)
= k(p − 1) +
p−1∑
i=1
i−
p−1∑
i=1
σ(i)
= k(p − 1).

Now consider the function g : {0, ..., p − 1} → Q given by j 7→ jp−1e− νj and let im be an index
that realises the minimum of g. Notice that (p−1)g(im) realises the minimum of j 7→ je− (p−1)νj ,
that is, (p− 1)g(im) = µ. Hence for every σ ∈ Sp we have
vK
(∏
i
bi,σ(i)
)
= ke−
∑
j∈S
νj
=
∑
j∈S j
p− 1 e−
∑
j∈S
νj (Lemma 6.17)
=
∑
j∈S
g(j) > (p − 1)g(im) = µ
as claimed. Finally, we show that for suitable β ∈ OL we do in fact have vK(detA) = µ. If the
minimum of the function g(j) is 0 we can take β = πaL (in this case µ = 0 and the matrix A is simply
the identity), otherwise we claim that β = πaL + π
−νim
K f
imπaL does the job (in terms of Equation (16)
we are choosing d0 = dim = 1 and di = 0 for i 6= 0, im). Notice that we may assume im > 0, for
otherwise the minimum would be 0. Similarly, we may assume im < p− 1, because g(p− 1) > 0 by
Lemma 6.11. To show the claim, we begin by noticing that specialising Equation (14) to our choice
of β we obtain
(17) fkβ = fkπaL +
{
π
−νim
K f
k+imπaL, if k + im 6 p− 1
π
−νim
K f
k+im−pv, if k + im > p,
We now show that in the Leibniz development of det(A) there is precisely one summand of valuation
µ, while all other have strictly larger valuation, whence vK(detA) = µ will follow. Observe that with
our choice we have d0 = 1, so det(A) = det(A˜); we will work with this latter determinant and its
Leibniz expansion. Let τ : {1, . . . , p− 1} → {1, . . . , p− 1} be defined by
τ(j) =
{
im + j if j + im 6 p− 1
im + j + 1− p if j + im > p
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One checks that the function τ is a permutation (indeed, it’s easily seen to be injective). The Leibniz
term sgn τ ·∏p−1j=1 aτ(j),j in the development of det(A˜) has valuation
p−1∑
j=1
vK(aτ(j),j) =
p−1−im∑
j=1
(−νim) +
p−1∑
j=p−im
(e− νim) = (p− 1)g(im) = µ.
We now show that all other terms in the Leibniz development have strictly greater valuation. Since
we already know that vK
(∏p−1
i=1 ai,σ(i)
)
> µ, it suffices to prove the following.
Proposition 6.18. Let σ be a permutation such that vK
(∏p−1
i=1 ai,σ(i)
)
= µ. Then σ = τ−1.
By Equation (17) and Lemma 6.13 we know that
(18) vK(ai,j) =


0, if i = j
∞, if j 6 p− im − 1 and i 6= j and i 6= j + im
−νim, if j 6 p− im − 1 and i = j + im
e− νim , if j > p− im and i 6= j and i > j + im − (p− 1)
vK(ai,j) > 2e− νim , if j > p− im and i 6 j + im − p
We set for simplicity ν := νim . We shall need the following observation multiple times:
Lemma 6.19. We have e− ν > 0.
Proof. Follows from Lemma 6.11 and the fact that, as already observed, im cannot be p− 1. 
By what we have already shown, the inequalities
vK
(
ai,σ(i)
)
> vK
(
bi,σ(i)
)
,
p−1∑
i=1
vK
(
bi,σ(i)
)
> µ
hold for every permutation σ. If σ is such that vK
(∏p−1
i=1 ai,σ(i)
)
= µ holds, then equality must hold
in both inequalities above. In particular, we must have vK(ai,σ(i)) = vK(bi,σ(i)) for all i. We now
remark that vK(bi,j) is either of the form−νi−j 6 0 < 2e−ν or of the form e−ν(p−1)+(i−j) < 2e−ν.
It follows that none of the terms ai,σ(i) can have valuation 2e−ν (or more), for otherwise its valuation
would be strictly greater than the valuation of the corresponding term bi,σ(i). Hence, by (18), for each
i we have vL(ai,σ(i)) = vL(bi,σ(i)) ∈ {0,−ν, e − ν}. Next suppose that vK(ai,σ(i)) = e − ν > 0.
Then also vK(bi,σ(i)) > 0, so bi,σ(i) must be of the form π
e−ν(p−1)+(i−σ(i))
K , and in order for equality
to hold we must have ν(p−1)+(i−σ(i)) = ν. Finally, if ai,σ(i) has valuation 0 = ν0 or −ν, then so does
the corresponding bi,σ(i). It follows that
vK
(
p−1∏
i=1
bi,σ(i)
)
= ke−
∑
j∈S
νj
for some multiset S with the property that every νj is either equal to ν or to 0, and (by Lemma 6.17)
(p − 1)k = ∑j∈S j. Notice that we are not claiming that every j is either 0 or im, but just that
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νj ∈ {0, ν} for every j ∈ S. We may then continue our chain of inequalities as follows:
µ = vK
(
p−1∏
i=1
ai,σ(i)
)
= vK
(
p−1∏
i=1
bi,σ(i)
)
= ke−
∑
j∈S
νj =
∑
j∈S
(
j
p− 1e− νj
)
=
∑
j∈S
g(j) > (p− 1)g(im) = µ,
which again yields that equality must hold everywhere. In particular, we must have that for all j ∈ S
the equality g(j) = g(im) holds, so that for no j ∈ S we can have νj = 0. By the above remarks, this
implies that no valuation vK(bi,σ(i)) is equal to 0, hence no valuation vK(ai,σ(i)) is equal to 0 either.
Since clearly no vK(ai,σ(i)) can be equal to∞ (for otherwise
∏p−1
i=1 ai,σ(i) = 0 does not have valuation
µ), by Equation (18) we have shown that vK(ai,σ(i)) is either −ν or e− ν for every i = 1, . . . , p− 1.
Let us recapitulate which terms of A˜ are such that vK(ai,j) = vK(bi,j) ∈ {−ν, e − ν} (these are
the only entries ai,σ(i) that may be involved in a Leibniz term of minimal valuation): from (18) we
see that if 1 6 j 6 p − 1− im then we can only have vK(aσ−1(j),j) = −ν and σ−1(j) = j + im; if
p−im 6 j 6 p−1 then vK(aσ−1(j),j) = e−ν and σ−1(j) > j−p+1+im (more precisely, even if this
is not necessary for the proof, note that we also have σ−1(j) 6 j−p+1+max{i > im : νi = νim}).
While reading the rest of the proof, the reader may find it useful to look at the following matrix, where
in correspondence of such terms (i, j) we display their valuation vK(ai,j):
(im + 1)-th row→


e− ν
... e− ν
e− ν ... . . .
e− ν e− ν
−ν . . . ...
−ν e− ν
. . .
−ν


← im-th row
Lemma 6.20. Let σ : {1, . . . , p − 1} → {1, . . . , p − 1} be a permutation such that vK(ai,σ(i)) ∈
{−ν, e− ν} for all i = 1, . . . , p− 1. Then σ = τ−1.
Proof. For every i = 1, . . . , p − 1 the element (i, σ(i)) must be among those displayed in the matrix
above (call such elements admissible). For j 6 p − im − 1, the j-th column contains only one
admissible element, in position j + im, hence σ
−1(j) = j + im for j = 1, . . . , p − 1 − im, that is,
σ(i) = i − im = τ−1(i) for i = im + 1, . . . , p − 1. It remains to determine σ(i) for i 6 im. There
is only one admissible element on the first row, in position (1, p − im), which forces σ(1) = p − im.
After erasing the first p − im columns there is only one admissible element on the second row, in
position (2, p − im + 1), hence σ(2) = p − im + 1. Continuing in this way, by induction one shows
easily that σ(i) = (p − im − 1) + i = τ−1(i) for i = 1, . . . , im, hence σ = τ−1 as claimed. 
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This finishes the proof of Proposition 6.18, hence it shows that for our special choice of β we have
vK(det(A)) = µ. It now follows from Equation (15) and the previous considerations that
m(L/K) = N(π
∑p−1
i=0 νi
K ) ·N(πµK) = pfK(
∑p−1
i=0 νi+min06i6p−1(ie−(p−1)νi)),
which concludes the proof of Theorem 6.12.
Remark 6.21. The proof shows in particular that the element β = πaL (if µ = 0) or β = π
a
L +
π
−νim
K f
imπaL (if µ 6= 0) realises the minimal index.
7. SOME CLASSICAL RESULTS ON CYCLIC EXTENSIONS OF DEGREE p
In this section we recover two results, originally due to Bertrandias, Bertrandias and Ferton, con-
cerning the Galois structure of the ring of integers in cyclic extensions of degree p: we characterise the
associated order and the cases when OL is free over AL/K . The original results may be found in [6],
[10] and [5], but these papers do not contain detailed proofs. We remark that in [5] the authors also ob-
tain a characterisation of the almost maximally ramified extensions L/K for which OL is AL/K -free.
Specifically, they show that – for L/K almost maximally ramified – the ring of integers OL is free
overAL/K if and only if in the continued fraction expansion
t
p = a0+
1
a1+
1
a2+···
= [a0; a1, a2, . . . , aN ]
one has N 6 4. While it would probably be possible to also obtain this result by our methods, the
proof would involve computations very similar to those of [4], so we prefer not to treat this case.
Our approach is based on the following corollary, itself a consequence of Proposition 6.8.
Corollary 7.1. Let 0 6 i, j 6 p− 1 be such that i+ j > p. Then
π−νiK f
i · π−νjK f jπaL
lies in OL, and if L/K is not almost maximally ramified, then it also lies in πKOL.
Proof. We may write
π−νiK f
i · π−νjK f jπaL = π
−νi−νj
K f
i+j−pfpπaL,
and by Proposition 6.8 (5) we know vL(f
pπaL) = ep + t + a. Since every further application of f
increases the valuation by at least t (by Proposition 6.8 (6)), we get
vL(π
−νi
K f
i · π−νjK f jπaL) > vL(π
−νi−νj
K ) + (i+ j − p)t+ ep+ t+ a
= (−νi − νj)p+ (i+ j − p+ 1)t+ ep + a
Using the obvious inequality νk 6
a+kt
p and the fact that e > (p − 1)t0 + a = t − t0 (Remark 6.1)
we obtain
vL(π
−νi
K f
i · π−νjK f jπaL) > (−a− it− a− jt) + (i+ j − p+ 1)t+ p(t− t0) + a = 0,
so π−νiK f
i · π−νjK f jπaL is integral. If L/K is not almost maximally ramified, then (again by Remark
6.1) we have e > t− t0 + 1, which leads to vL(π−νiK f i · π
−νj
K f
jπaL) > p, that is, this element lies in
in πKOL. 
7.1. Description of the associated order.
Theorem 7.2. Assume a 6= 0. Then the associated order AL/K is a free OK-module with basis
π−niK f
i for i = 0, . . . , p− 1, where
ni = min
06j6p−1−i
(νi+j − νj)
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Proof. Let λ be an element ofK[G]. As 1, f, . . . , fp−1 is aK-basis ofK[G], we may write uniquely
λ =
∑p−1
i=0 cif
i with the ci in K . By Theorem 6.10, λ ∈ AL/K if and only if λ(π−νjK f jπaL) is in OL
for every j. Taking j = 0 yields
∑p−1
i=0 cif
iπaL ∈ OL, and since vL(cif iπaL) = pvK(ci) + a+ it by
Proposition 6.8 (3), we see that the valuations of the terms in the previous sum are pairwise distinct
(since they are all different modulo p). In particular there can be no cancellation among them, hence
cif
iπaL ∈ OL holds for all i = 0, . . . , p − 1. Using again that the valuation of f iπaL is a + it we
obtain vL(ci) > −a − it, from which it follows that vK(ci) > −νi is a necessary condition for
λ =
∑p−1
i=0 cif
i ∈ OL. We claim that λ =
∑p−1
i=0 cif
i is in AL/K if and only if each summand cif
i
is. One implication is clear. On the other hand, we have that λ ∈ AL/K exactly when, for each j,(
p−1∑
i=0
cif
i
)
π
−νj
K f
jπaL ∈ OL.
We rewrite this last condition as
p−1−j∑
i=0
ciπ
−νj
K f
i+jπaL +
p−1∑
i=p−j
ciπ
−νj
K f
i+jπaL ∈ OL.
Now, all the summands ciπ
−νj
K f
i+jπaL with i+ j ≥ p, namely those of the second sum, are in OL by
Corollary 7.1, since vK(ci) > −νi, so the condition reduces to
p−1−j∑
i=0
ciπ
−νj
K f
i+jπaL ∈ OL.
By Proposition 6.8 (3) we have vL(ciπ
−νj
K f
i+jπaL) ≡ a+ (i+ j)t ≡ (i+ j + 1)a (mod p), namely,
the valuations of the terms in the above sum are all distinct, and the only possibility for the sum to be
integral is that every summand is itself integral. This shows that cif
i · π−νjK f jπaL ∈ OL, for each i
and j, namely that cif
i must be in AL/K .
Thus it remains to understand what elements of the form cif
i are in AL/K ; equivalently, we require
vL(cif
i · π−νjK f jπaL) > 0 for all j = 0, . . . , p − 1. In turn, this is equivalent to
pvK(ci)− pνj + vL(f i+jπaL) > 0 for all j = 0, . . . , p− 1.
As observed above, for i + j ≥ p this is guaranteed by the condition vK(ci) > −νi. For j =
0, . . . , p− 1− i, using Proposition 6.8 (3) we get
−pνj + (i+ j)t+ a > −pvK(ci)⇔ νi+j − νj > −vK(ci);
since this needs to hold for every j, we obtain vK(ci) > −ni. Putting everything together, we see that∑p−1
i=0 cif
i is in AL/K if and only if vK(ci) > −ni for every i, that is, AL/K is free over OK with
basis {π−niK f i}i=0,...,p−1. 
7.2. On the AL/K -freeness of OL. In this section we show how our approach leads to a new proof
of Theorem 1.7. Notice that if a = 0 thenOL is free over AL/K by Corollary 6.5, while if L/K is not
almost maximally ramified, then a 6= 0 by Proposition 2.5. Hence in what follows we can prove the
theorem under the additional assumption that a 6= 0. We aim to compare the two expressions
(19)
p−1∑
i=0
νi + min
06i6p−1
(ei− (p− 1)νi)
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and
(20)
p−1∑
i=0
ni,
which, by Theorems 6.12 and 7.2, are the minimal index of OL over a free OK [G]-submodule and
the index [AL/K : OK [G]], respectively. As a consequence of Proposition 3.3, OL is free over AL/K
if and only if (19) and (20) are equal, so we are reduced to showing the following statement.
Theorem 7.3. Let L/K be a degree-p cyclic extension of p-adic fields with ramification jump t. Let
a be the residue class of t modulo p. The following hold:
(1) Suppose a | p− 1. Then (19) and (20) are equal, so OL is free over AL/K .
(2) Suppose L/K is not almost maximally ramified and that OL is free over AL/K , so that (19)
and (20) are equal. Then a | p− 1.
7.2.1. Sufficiency. In this section we assume that a | p−1 and show that (19) and (20) are equal, thus
proving (1) in Theorem 7.3. We start with the following arithmetical lemma:
Lemma 7.4. Assume that a | p− 1 and set k = p−1a . Then νi = it0 +
⌊
i
k
⌋
for i = 0, . . . , p− 1.
Proof. By definition we have νi =
⌊
i(pt0+a)+a
p
⌋
= it0+
⌊
(i+1)a
p
⌋
, so we have to prove that
⌊
(i+1)a
p
⌋
=⌊
i
k
⌋
. We establish this by induction on i. For i 6 k − 1 we have (i + 1)a 6 ka = p − 1, and⌊
(i+1)a
p
⌋
= 0. Now let i > k: we have⌊
(i+ 1)a
p
⌋
=
⌊
(i− k + 1)a+ ka
p
⌋
=
⌊
(i− k + 1)a+ (p − 1)
p
⌋
,
which is easily seen to be equal to
⌊
(i−k+1)a
p
⌋
+ 1, provided that (i− k + 1)a is not divisible by p.
Since a < p and i− k + 1 6 p− k < p we never have (i− k + 1)a ≡ 0 (mod p), so we obtain⌊
(i+ 1)a
p
⌋
=
⌊
(i− k + 1)a
p
⌋
+ 1 =
⌊
i− k
k
⌋
+ 1 =
⌊
i
k
⌋
as claimed. 
Lemma 7.5. Assume that a | p − 1. Then min06i6p−1(ei − (p − 1)νi) = 0 and νi = ni for all
i = 0, . . . , p− 1. In particular, (19) and (20) are equal.
Proof. We need to prove that ei − (p − 1)νi > 0 for all i = 0, . . . , p − 1 (notice that equality holds
for i = 0): this can be seen by writing k = p−1a and using the inequality e > a+ (p − 1)t0 (Remark
6.1) and Lemma 7.4, that yield
ei− (p− 1)νi > (a+ (p − 1)t0)i− (p − 1)
(⌊
i
k
⌋
+ it0
)
> ai− (p− 1)i
k
= ai− ai = 0.
We now turn to the equality νi = ni. Notice that ni is defined as the minimum of several quantities,
one of which is νi− ν0 = νi, so we certainly have ni 6 νi. As for the opposite inequality, we need to
prove that νi+j − νj > νi, that is, using Lemma 7.4 again,
(i+ j)t0 +
⌊
i+ j
k
⌋
> it0 +
⌊
i
k
⌋
+ jt0 +
⌊
j
k
⌋
,
which is obvious. 
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7.2.2. Necessity. We now prove that if OL is AL/K -free, and the extension is not almost maximally
ramified, then a | p−1. Let 0 6 i, j 6 p−1 be such that i+ j > p. By Corollary 7.1 and the obvious
inequality ni 6 νi we see that π
−ni
K f
i · π−νjK f jπaL is in πKOL. Now start with β ∈ OL, which we
assume to generate OL over AL/K and which we represent as a vector


d0
d1
...
dp−1

 of coordinates in
the basis π−νiK f
iπaL of OL. We consider the OK -lattice AL/Kβ in L, namely, the free OK -module
spanned by π−niK f
iβ for i = 0, . . . , p − 1. Using the fact that π−ni−νjK f i+jπaL lies in πKOL for
i+ j > p we obtain
π−niK f
iβ = π−niK f
i
p−1∑
j=0
djπ
−νj
K f
jπaL ≡
p−1∑
k=i
(
dk−iπ
−ni−νk−i+νk
K
)
π−νkK f
kπaL (mod πK).
The matrix of the lattice AL/Kβ, expressed with respect to the basis {π−νiK f iπaL} of OL, is then
congruent modulo πK to

d0 0 0 · · · 0
d1 π
−n1+ν1
K d0 0 · · · 0
...
... π−n2+ν2K d0 · · ·
...
dp−1
... π
−np−1+νp−1
K d0

 .
The assumption AL/Kβ = OL implies that the above matrix must be invertible. On the other hand,
it is clear that its determinant is congruent modulo πK to d
p
0 · π
∑p−1
i=1 (νi−ni)
K , so it is invertible if and
only if this quantity has valuation 0. Since vK(d0) > 0 and νi − ni > 0 for all i, this happens if and
only if d0 is a πK-adic unit and νi = ni for i = 1, . . . , p − 1, so that in particular we must have
ni = min
06j6p−1−i
(νi+j − νj) = νi,
which implies νi+j − νj > νi for all i, j such that i+ j 6 p − 1. Set for simplicity ν˜i := νi − it0 =⌊
a(i+1)
p
⌋
and notice that the previous inequality is equivalent to
(21) ν˜i+j − ν˜j > ν˜i for all i, j such that i+ j 6 p− 1.
Let k be such that ka < p ≤ (k + 1)a; clearly 0 ≤ k ≤ p − 1 and a(k + 1) = p + r with r < a, so
that ν˜k−1 = 0 and ν˜k = 1. For i ≥ 0 we have
ν˜i+k =
⌊
(i+ k + 1)a
p
⌋
=
⌊
ia+ r + p
p
⌋
≤
⌊
(i+ 1)a
p
⌋
+ 1 = ν˜i + ν˜k,
which, together with Equation (21), shows that ν˜i+k = ν˜i+ ν˜k for each i 6 p− 1− k. An immediate
induction then implies ν˜i =
⌊
i
k
⌋
for all i 6 p− 1. Setting i = p− 1 we then obtain
a = ν˜p−1 =
⌊
p− 1
k
⌋
⇒ a 6 p− 1
k
,
hence in particular ak 6 p− 1. We can then set i = ak 6 p− 1 to obtain
a =
⌊
ak
k
⌋
= ν˜ak =
⌊
(ak + 1)a
p
⌋
⇒ a 6 (ak + 1)a
p
⇒ p 6 ak + 1⇒ ak > p− 1,
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hence ak = p− 1 and a | p− 1 as desired. This concludes the proof of Theorem 7.3 (2).
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