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Resumen
En este trabajo de diploma estudiamos el magnetismo de un sistema de es-
pines 1/2 en una dimensio´n espacial con una estructura que se conoce como
cadena Kagome´. Esta disposicio´n geome´trica representa la reduccio´n a una di-
mensio´n de la conocida red de Kagome´ bidimensional. A lo largo del trabajo
introducimos algunos conceptos generales que usaremos en el mismo, presen-
tando el Hamiltoniano de Heisenberg, sus caracter´ısticas principales, y algunos
primeros resultados obtenidos en casos l´ımites del modelo. Luego discutimos la
representacio´n de los operadores de esp´ın en te´rminos de diferentes operadores
de creacio´n y aniquilacio´n de part´ıculas y damos una breve descripcio´n de las
te´cnicas nume´ricas DMRG y Montecarlo. A continuacio´n presentamos resulta-
dos obtenidos, empezando por los nume´ricos y terminando con los anal´ıticos.
Finalmente, mencionamos las conclusiones y las perspectivas a futuro.
En el ape´ndice presentamos detalles de la diagonalizacio´n de un Hamilto-
niano boso´nico y algunas definiciones utilizadas en la te´cnica DMRG.
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Introduccio´n
Los sistemas de electrones fuertemente correlacionados constituyen un to´pico de gran intere´s
en f´ısica de materiales, ya que dan lugar a estados exo´ticos de la materia, pueden obtenerse en
el laboratorio y su comprensio´n puede dar lugar a avances tecnolo´gicos.
El magnetismo en bajas dimensiones se realiza naturalmente a partir de la distribucio´n de
a´tomos magne´ticos (Cu, Ni, Zn, Ag, Fe, etc) en una matriz paramagne´tica o diamagne´tica. El
arreglo geome´trico microsco´pico de los a´tomos magne´ticos condiciona fuertemente el compor-
tamiento magne´tico (macrosco´pico) del compuesto. En algunas redes no es posible minimizar
completamente la energ´ıa de todas las interacciones. Comu´nmente esto lleva a que no haya un
u´nico estado fundamental, sino una variedad de estados de mı´nima energ´ıa. En este caso, el
sistema se dice frustrado. Ejemplos t´ıpicos de sistemas frustrados son la red triangular y la red
de Kagome´. Algunas realizaciones del modelo de Heisenberg con estructura aproximadamente
regular de tipo Kagome´ esta´n dados por compuestos como la Herbertsmithite ZnCu3(OH)6Cl2,
α-vesignieite BaCu3V2O8(OH)2 y [NH4]2[C7H14N][V7O6F18]5, que no muestran orden magne´ti-
co de largo alcance a bajas temperaturas debido a la fuerte frustracio´n geome´trica.
En particular, los sistemas unidimensionales esta´n lejos de ser so´lo una simplificacio´n acade´mi-
ca, pues el estudio de sus propiedades permite abordar to´picos de gran intere´s en el a´rea de
magnetismo en bajas dimensiones, como son los hielos de esp´ın, estad´ısticas fraccionarias, su-
perconductividad de alta temperatura cr´ıtica, efecto Hall cua´ntico, orden topolo´gico, etc.
Una caracter´ıstica importante de los sistemas magne´ticos de baja dimensio´n es la ausencia
de orden de largo alcance en modelos con una simetr´ıa continua a temperatura finita como
consecuencia del teorema de Mermin y Wagner [1].
Las herramientas teo´ricas aplicables son muy diversas. En cuanto a las te´cnicas nume´ricas,
se incluyen DMRG [2], diagonalizacio´n exacta (Lanczos) y Montecarlo (cla´sico o cua´ntico). En
cuanto a te´cnicas anal´ıticas, se incluyen soluciones exactas, teor´ıa de campos, teor´ıa de muchos
cuerpos, teor´ıa de perturbaciones, etc.
Aunque los modelos cla´sicos han jugado un papel importante en los comienzos del magnetis-
mo en 1D, el e´nfasis hoy esta´ en modelos donde los efectos cua´nticos son esenciales. Un gran
nu´mero de investigaciones se concentran en compuestos con Cu+2, que realizan sistemas de
esp´ın 1/2, o con Ni+2, que realizan esp´ın 1. Entre los materiales de tipo cadena esp´ın 1/2,
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CuCl2 · 2NC5H5 (Copperpyridinchloride = CPC) es la primera ‘quantum chain’ investigada
experimentalmente. Entre las mejores realizaciones actuales de cadenas de esp´ın 1/2 antiferro-
magne´ticas se encuentran KCuF3 y Sr2CuO3.
En este contexto, recientemente se han sintetizado dos nuevos telluros de sulfatoA2Cu5(TeO3)−
(SO4)3(OH)4(A = Na,K) con estructura de tipo cadena Kagome´ distorcionada [3], que pre-
sentan orden antiferromagne´tico a bajas temperaturas. Estos nuevos materiales han motivado
el estudio del modelo magne´tico en el que esta´ centrado este trabajo.
Integral de Intercambio
Para un sistema de dos electrones, con coordenadas espaciales r1 y r2 respectivamente, la
funcio´n de onda total debe ser antisime´trica frente al intercambio de ambas part´ıculas.
ΨT =
ψ1(r1)ψ2(r2)− ψ1(r2)ψ2(r1)√
2
χT (1)
ΨS =
ψ1(r1)ψ2(r2) + ψ1(r2)ψ2(r1)√
2
χS (2)
donde se tomaron en cuenta tanto la parte espacial, ψ, como la parte de esp´ın χ, de la funcio´n
de onda del sistema de electrones.
Luego, los valores medios del Hamiltoniano H en cada estado se escriben
ET =
∫
Ψ∗THΨTd3r1d3r2 (3)
ES =
∫
Ψ∗SHΨSd3r1d3r2 (4)
Entonces, usando un H que so´lo actu´a sobre la parte espacial de las funciones de onda , y
que χS y χT son ortonormales, se sigue
J ≡ ET − ES = −2
∫
Ψ∗1(r1)Ψ
∗
2(r2)HΨ1(r2)Ψ2(r1)d3r1d3r2 (5)
donde la integral en (5) se denomina integral de intercambio.
Si J > 0 entonces ET > ES, el estado singlete (S = 0) es favorecido. Si J < 0 entonces
ES > ET , el estado triplete (S = 1) es favorecido.
Si so´lo estamos interesados en los grados de libertad de esp´ın del sistema, puede utilizarse un
Hamiltoniano efectivo, el de Heisenberg, donde J es proporcional a la constante de acoplamiento
entre espines, y su signo determina si estos tienden a estar paralelos o antiparalelos entre s´ı.
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Hamiltoniano de Heisenberg y cadena Kagome´
Dado un sistema de espines, el Hamiltoniano de Heisenberg, H, en presencia de un campo
magne´tico externo se puede escribir como
H =
∑
i,j
JijSi · Sj − gµB
∑
i
Si ·H (6)
donde g ≈ 2 es el factor de giromagne´tico del electro´n (de carga −e y masa m), µB = eh¯2mc , es
el magneto´n de Bohr, Si es el i-e´simo operador de esp´ın, H = (0, 0, H) es el campo magne´tico
externo y Jij es la constante de acoplamiento entre espines (i, j), y es igual a la diferencia de
energ´ıa entre los estados triplete y singlete.
Recientemente fueron sintetizados dos nuevos sulfatos de telurio[3]. En ambos compuestos
la estructura topolo´gica de los a´tomos de Cu2+ presentan un arreglo unidimensional de tipo
Kagome 1D distorcionado, siendo la primer realizacio´n experimental de este tipo de estruc-
tura. Interesantemente, la cadena Kagome´ encontrada esta´ deformada presentando diferentes
distancias Cu-Cu de 2.84, 2.94, 3.01, 3.07, y 3.08 A˚.
Estos resultados nos motivan a estudiar una cadena Kagome´ (figura 1) de espines 1/2,
donde los acoplamientos magne´ticos no son homoge´neos intentando modelar el efecto de las
deformaciones de la red.
J1
J2
J3
J4
Figura 1: Esquema de cadena Kagome´, geometr´ıa estudiada en este trabajo, en donde se sen˜alan
los acoplamientos Jij utilizados. Consideramos los acoplamientos como adimensionales, fijando as´ı un
sistema de unidades y una escala de energ´ıas. Con esta convencio´n, el para´metro h en la ecuacio´n (7)
tiene las mismas unidades que los acoplamientos Jij .
Para describir las propiedades magne´ticas de la cadena Kagome´, escribimos el Hamiltoniano
de Heisenberg (6) de la siguiente forma
H =
∑
(i,j)
JijSi · Sj −
∑
i
Si · h (7)
Donde Si =
1
2
σi es el operador de esp´ın en el sitio i (con h¯ = 1 y σ = (σx, σy, σz) las
matrices de Pauli) y h = (0, 0, h) es el campo magne´tico externo en el que se absorbieron las
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constantes g y µB. Jij es la constante de acoplamiento entre espines (i, j) definida segu´n la
figura 1, considerada adimensional, fijando as´ı un sistema de unidades y una escala de energ´ıas.
Con esta convencio´n, el para´metro h tiene las mismas unidades que los acoplamientos Jij.
Simetr´ıas del Hamiltoniano
Simetr´ıa de rotacio´n
El Hamiltoniano (6) es invariante frente a rotaciones de la forma
D(R) = e ih¯Sz (8)
donde Sz =
∑
i S
z
i es la componente z del operador de esp´ın total, ya que se cumple
[H, Sz] = 0 (9)
Como consecuencia de (9), Sz es una ‘constante de movimiento’. Adema´s, teniendo en cuenta
el Kasimir, S2, que tambie´n cumple [S2,H] = 0 se tiene el siguiente conjunto completo de
operadores que conmutan (CCOC) {S2,Sz} y pueden definirse autoestados para todo tiempo
t
S2 |s,m〉 = s(s+ 1) |s,m〉 (10)
Sz |s,m〉 = m |s,m〉 (11)
En ausencia de campo magne´tico (h = 0), H es invariante frente a rotaciones generales de
SU(2)
D(R) = e ih¯ nˇ·S (12)
donde nˇ es un versor arbitrario, determinado por los a´ngulos polar y azimutal.
Simetr´ıa de paridad
El operador de paridad, pi, puede definirse exigiendo que al transformar un estado |α〉, el
valor espectacio´n de x sobre el estado transformado cambie de signo, es decir
|α〉 →pi |α〉
〈α|pi†xpi|α〉 =− 〈α|x|α〉
(13)
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El operador de paridad resulta hermı´tico y unitario, con autovalores ±1, y cumple
pi†xpi = −x
pi†ppi = −p
(14)
Adema´s,
pi†Lpi = L
pi†Spi = S
(15)
Como consecuencia, el Hamiltoniano de Heisenberg (6) en ausencia de campo magne´tico
es invariante frente a transformacio´n de paridad, dando lugar a la posibilidad de construir
autoestados de H con paridad definida. El campo magne´tico rompe la simetr´ıa de paridad pues
transforma invirtiendo su sentido (h→ −h).
Simetr´ıa de inversio´n temporal
El operador de inversio´n temporal, Θ, es un operador al cual se le impone la condicio´n
Θ−1pΘ = −p
Θ−1xΘ = x
(16)
Para preservar las reglas de conmutacio´n entre x y p, se debe imponer sobre Θ adema´s la
condicio´n de ser anti-unitario.
Definicio´n:
Dada la transformacio´n
|α〉 → |α˜〉 = Θ |α〉
|β〉 → |β˜〉 = Θ |β〉
(17)
es anti-unitaria si y so´lo si〈β˜|α˜〉 = 〈β|α〉
∗
Θ(c1 |α〉+ c2 |β〉) = c∗1Θ |α〉+ c∗2Θ |β〉
(18)
En general puede escribirse, para Θ anti-unitaria,
Θ = UK (19)
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con U operador unitario, y K operador de conjugacio´n compleja, que conjuga los coeficientes
que multiplican un ket, y no modifica los kets que forman la base1. Es decir, si |α〉 es un estado
perteneciente a la base de trabajo, se tiene
Kc |α〉 = c∗K |α〉 = c∗ |α〉 (20)
Luego, escribiendo L = x × p, como consecuencia de (16), los operadores de momento
angular deben transformar frente a inversio´n temporal segu´n
Θ−1LΘ = −L
Θ−1SΘ = −S
(21)
Inversio´n temporal para sistemas de espines 1
2
:
Puede probarse que, habiendo elegido el eje de cuantizacio´n a lo largo del eje z, Θ se escribe
en te´rminos del operador Sy, a menos de una fase arbitraria η, segu´n
Θ = ηe−
i
h¯
piSyK = −iη(2S
y
h¯
)K (22)
Donde K es el operador en (19) que da lugar a la anti-unitaridad.
Dado el cara´cter anti-unitario de Θ, resulta adema´s, por aplicacio´n directa sobre un estado
|ψ〉 = c+ |+〉+ c− |−〉,
Θ2 = −1 (23)
independientemente de la eleccio´n de la fase η.
Segu´n (21), el Hamiltoniano de Heisenberg (6) en ausencia de campo magne´tico es invariante
frente a inversio´n temporal y la presencia de campo magne´tico rompe esta simetr´ıa, pues el
operador de esp´ın que se acopla al campo transforma cambiando de signo (S → −S).
Simetr´ıa de traslacio´n
Considerando un sistema de electrones, el operador de traslacio´n espacial esta´ definido segu´n
T (r) = e ih¯ pˆ·r (24)
con r R3 y pˆ el operador de impulso.
En una dimensio´n, dado un arreglo de iones positivos equiespaciados con para´metro de red
a, un electro´n en este sistema esta´ sometido a un potencial perio´dico V que cumple
1Al cambiar de base, cambia la accio´n del operador K, pues deja invariantes estados diferentes.
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V (x) = V (x+ a) (25)
Considerando un ket |n〉 que represente un estado ligado de un electro´n en el sitio n-e´simo, la
accio´n de T sobre |n〉 resulta
T (a) |n〉 = |n+ 1〉 (26)
Imponiendo condiciones de contorno perio´dicas sobre el sistema, el operador T (a) es una
simetr´ıa del Hamiltoniano, pues conmuta tanto con el te´rmino cine´tico como con el te´rmino de
energ´ıa potencial.
Como consecuencia, pueden construirse autoestados simulta´neos de H y T de la forma
|k〉 =
∑
n
eikn |n〉 (27)
Donde k ≡ km = 2pimNa es el nu´mero de onda, discretizado debido a la imposicio´n de condicio´n
perio´dica de contorno, con N el nu´mero de celdas unidad y m = 0, 1, ..., N − 1.
Esta simetr´ıa es muy importante en f´ısica del estado so´lido ya que los autoestados (27)
diagonalizan Hamiltonianos de sistemas de part´ıculas no interactuantes, como por ejemplo el
Hamiltoniano tight-binding.
Para poder generalizar los resultados de esta simetr´ıa al Hamiltoniano de Heisenberg (6) es
usual representarlo en lenguaje de part´ıculas, como se desarrolla en la siguiente seccio´n.
L´ımites del modelo
Estudiar casos l´ımites de un modelo, en nuestro caso el Hamiltoniano de Heisenberg, permite
obtener informacio´n sobre el sistema simplificando el ca´lculo, ya sea anal´ıtico o nume´rico. En
particular, es muy u´til como primer acercamiento a un sistema desconocido, como fue el caso
en este trabajo.
L´ımite de plaquetas aisladas
Tomando el l´ımite J4 = 0 (ver figura 1) estudiamos una plaqueta (o celda unidad) aislada
del resto de la cadena, lo que permite reducir la dimensio´n del espacio de Hilbert asociado al
sistema a un taman˜o finito d = 25 = 32 y entender algunas propiedades de la cadena Kagome´
sin recurrir a te´cnicas de ca´lculo nume´rico avanzadas. A partir del Hamiltoniano (6) para el
caso de la plaqueta aislada, fijando J1 = 1, (J3, J2) = (0.9, 1.1), realizamos una diagonalizacio´n
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nume´rica y obtuvimos las energ´ıas como funcio´n del campo magne´tico externo aplicado
En(h) = E
0
n − h(mS)n (28)
donde n = 1, 2, ..., d, (mS)n es la magnetizacio´n
2,3 del n-e´simo estado y E0n es su energ´ıa a
campo magne´tico nulo.
Cabe resaltar que este sistema finito compuesto por 5 espines 1/2 puede tener esp´ın s = {5
2
, 3
2
, 1
2
}
y magnetizacio´n mS = {±52 ,±32 ,±12}, cada una de ellas degenerada segu´n indica la teor´ıa de
momentos angulares.
En la figura 2 mostramos un instructivo gra´fico de las energ´ıas (28) donde observamos que
el estado fundamental cambia al aumentar el campo magne´tico:
Para h = 0 el estado fundamental esta´ doblemente degenerado, pues hay dos estados con
magnetizaciones mS = ±1/2 con la misma energ´ıa.
Para 0 < h < h1 ≈ 0.8, el estado fundamental tiene magnetizacio´n mS = 1/2.
Para h1 < h < h2 ≈ 2.4 el estado fundamental tiene mS = 3/2.
Para h > h2 se alcanza la saturacio´n del sistema, mS = 5/2.
2utilizamos el te´rmino magnetizacio´n para referirnos al autovalor de S
(z)
total del sistema.
3denotamos mS a la magnetizacio´n por celda unidad. En cambio, denotamos m a la magnetizacio´n norma-
lizada a la magnetizacio´n de saturacio´n, msat. Para el caso de una celda unidad de 5 espines 1/2, msat = 5/2.
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Figura 2: Energ´ıas de la plaqueta aislada como funcio´n del campo externo h aplicado, fijando (J3, J2) =
(0.9, 1.1). En rojo se marcan los estados de menor energ´ıa. Con l´ınea a trazos vertical marcamos los
campos h1 ≈ 0.8 y h2 ≈ 2.4 para los cuales se dan las transiciones entre estados de menor energ´ıa.
Para h = 0, el estado fundamental esta´ doblemente degenerado, pues hay dos estados con mS = ±1/2
con la misma energ´ıa.
Para 0 < h < h1, el estado fundamental tiene magnetizacio´n mS = 1/2. Para h1 < h < h2 el estado
fundamental tiene mS = 3/2. Para h > h2 se alcanza la saturacio´n del sistema, mS = 5/2.
Habiendo obtenido todas las energ´ıas del sistema, constru´ımos la funcio´n de particio´n en el
ensamble cano´nico
Q(T, h) =
d∑
n=1
e−βEn(h) (29)
con β = 1/T , donde absorbimos la constante de Boltzmann kB en T, de manera tal que T , h y
Jij tienen todos las mismas unidades. A partir de la funcio´n de particio´n puede obtenerse toda
la termodina´mica del sistema. En particular, calculamos la magnetizacio´n
m =
1
msat
1
β
∂ ln(Q(T, h))
∂h
(30)
con msat = 5/2, y constru´ımos curvas de magnetizacio´n a diferentes temperaturas, permitiendo
observar la formacio´n de mesetas4 conforme la temperatura tiende a cero, como mostramos en
la figura 3.
4comu´nmente llamadas plateaux, en france´s.
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Figura 3: Curvas de magnetizacio´n (normalizada a la magnetizacio´n de saturacio´n) para la plaqueta
aislada a diferentes temperaturas, fijando J1 = 1 y (J3, J2) = (0.9, 1.1). Se observa la formacio´n de
los plateaux de magnetizacio´n en m = 1/5 y m = 3/5 al disminuir la temperatura. Con l´ınea a trazos
marcamos los campos h1 y h2 correspondientes a las transiciones entre estados de mı´nima energ´ıa en
la figura 2. Las temperaturas utilizadas para este gra´fico esta´n entre T = 1/100 y T = 1/4.
Observamos en la figura 3 que a temperatura finita T 6= 0 la magnetizacio´n tiende a cero
cuando el campo magne´tico externo lo hace. Esto se debe a que la magnetizacio´n (30) se
calcula a partir de un promedio estad´ıstico en un ensamble de sistemas, y a campo externo
nulo el Hamiltoniano es invariante frente a la transformacio´n Si → −Si (time reversal).
Tomando el l´ımite T → 0 la magnetizacio´n (30) se discretiza:
m(T = 0, h) =

1/5, si h  (0, h1)
3/5, si h  (h1, h2)
1, si h > h2
(31)
En concordancia con la figura 2, notando que m = mS/msat.
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L´ımite de alta anisotrop´ıa: Modelo de Ising
Consideramos un Hamiltoniano de Heisenberg anisotro´picoH, y colocamos el eje coordenado
z en la direccio´n del campo magne´tico externo.
H =
∑
(i,j)
Γij(S
x
i S
x
j + S
y
i S
y
j ) + JijS
z
i S
z
j −
∑
i
Si · h (32)
Luego, si consideramos el l´ımite de alta anisotrop´ıa, J  Γ, despreciamos los te´rminos que
contienen a los operadores de esp´ın en el plano xy, eliminando as´ı las fluctuaciones cua´nticas,
obteniendo
H ≈
∑
(i,j)
JijS
z
i S
z
j − h
∑
i
Szi (33)
Al permitir so´lo un eje de magnetizacio´n, en cada sitio hay dos estados posibles: valor de esp´ın
positivo (spin up ↑) o negativo (spin down ↓) a lo largo de ese eje. Como los acoplamientos
Jij son positivos, la energ´ıa de intercambio entre dos espines se minimiza al disponerse estos
antiparalelos. Sin embargo, para minimizar la energ´ıa de una celda unidad hay que considerar
los distintos valores posibles de acoplamientos. En la figura 4 se muestran dos estados funda-
mentales en la celda unidad, a campo cero, para los casos:
a) J2 > J1, J3. Estado fundamental de magnetizacio´n m = 1/5.
b) J2 < J1, J3. Estado fundamental de magnetizacio´n m = 3/5.
Cabe mencionar que ambos estados fundamentales tienen una degeneracio´n D = 2 a campo
nulo, ya que una transformacio´n Si → −Si deja invariante (33) con h = 0.
Figura 4: Configuraciones de espines que minimizan la energ´ıa en el l´ımite de alta anisotrop´ıa de Ising.
En los casos a) y b) se obtienen estados con magnetizacio´n m = 1/5 y m = 3/5 respectivamente, con
m normalizada a la magnetizacio´n de saturacio´n.
Luego, al acoplarse N celdas con J4 > 0 se obtienen, si N es par, estados con m = 1/5 para
el caso a) y m = 0 para el caso b), representados en la figura 5.
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Figura 5: Estado fundamental para N = 4 celdas acopladas, en el l´ımite de alta anisotrop´ıa de Ising.
En los casos a) y b) se obtienen estados con momento magne´tico m = 1/5 y m = 0 respectivamente,
con m normalizada a la magnetizacio´n de saturacio´n.
Si se aplica un campo magne´tico suficientemente fuerte como para alinear los espines aco-
plados por J4, en la figura 5 b), es posible construir un estado con m = 3/5, como el presentado
en la figura 6.
Figura 6: Estado fundamental para N = 4 celdas acopladas, con m = 3/5 (con m normalizada a la
magnetizacio´n de saturacio´n), en el l´ımite de alta anisotrop´ıa de Ising, para el caso en que se aplica
un campo magne´tico externo suficientemente fuerte como para alinear los espines acoplados por J4.
Es posible entonces en el l´ımite de Ising obtener estados fundamentales con las magnetiza-
ciones correspondientes a los plateaux encontrados en el l´ımite de plaquetas aisladas, pudiendo
comprender as´ı cla´sicamente (y de manera elemental) el orden magne´tico en cada uno.
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Representaciones de los operadores de
esp´ın
Es usual realizar transformaciones que mapeen un Hamiltoniano correspondiente a un siste-
ma de espines en otro, escrito en te´rminos de operadores de creacio´n y aniquilacio´n de part´ıculas
(bosones o fermiones) en segunda cuantificacio´n, para estudiar el sistema de manera equivalen-
te, utilizando herramientas conocidas para sistemas de part´ıculas como meca´nica estad´ıstica,
excitaciones colectivas, scattering, etc. Sin embargo, para que el mapeo sea f´ısico, son necesarias
dos condiciones:
En primer lugar, que se satisfagan las relaciones de conmutacio´n que satisfacen los opera-
dores de esp´ın; el a´lgebra de SU(2)
[Sαj , S
β
k ] = δjk i
αβγ Sγk (34)
con α, β, γ denotando las componentes cartesianas {x, y, z}, y j, k indexando espines de, por
ejemplo, una red cristalina.
En segundo lugar, debe tenerse en cuenta que los operadores de esp´ın actu´an sobre un espacio
de Hilbert de dimensio´n finita, ds = 2s+ 1, con s el esp´ın.
Para escribir a los operadores de esp´ın en el lenguaje de operadores de creacio´n y aniquila-
cio´n, primero es conveniente introducir a los operadores escalera
S+ = Sx + iSy
S− = Sx − iSy
(35)
ya que estos aumentan o disminuyen el momento angular5 segu´n
S+ |s,m〉 =
√
s(s+ 1)−m(m+ 1) |s,m+ 1〉
S− |s,m〉 =
√
s(s+ 1)−m(m− 1) |s,m− 1〉
(36)
5Parafraseando, crean o destruyen unidades de momento angular.
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Luego, el Hamiltoniano de Heisenberg en ausencia de campo magne´tico se escribe
H =
∑
i,j
Jij
(
S+i S
−
j + S
−
i S
+
j
2
+ Szi S
z
j
)
(37)
y las relaciones de conmutacio´n (34) pueden reescribirse como
[Szj , S
±
k ] = ± δjkS±
[S+j , S
−
k ] = 2 δjkS
z
(38)
Excitaciones elementales magne´ticas
Las excitaciones elementales se modelan con cuasipart´ıculas, que dominan la f´ısica de bajas
energ´ıas junto a la naturaleza del estado fundamental del sistema, y dan lugar a lo que se conoce
como ondas de esp´ın en materiales. Las cuasipart´ıculas esta´n caracterizadas por sus nu´meros
cua´nticos (esp´ın, momento, etc) y su relacio´n de dispersio´n, o relacio´n energ´ıa-momento. Ex-
perimentalmente, se suelen detectar con scattering inela´stico de neutrones.
Magnones
Los magnones son cuasipart´ıculas de masa nula, carga nula y esp´ın 1 (bosones).
En la figura 7 se esquematiza la presencia de magnones en una cadena unidimensional ferro-
magne´tica de espines 1
2
. Considerando el Hamiltoniano de Heisenberg (37), se tiene un estado
fundamental con espines alineados, |0〉6. Luego, aplicamos S−i para invertir un esp´ın, obteniendo
un estado excitado, |i〉 ≡ S−i |0〉.7 El estado resultante no es autoestado del Hamiltoniano, ya
que, por ejemplo, S+i S
−
i+1 |i〉 = |i+ 1〉, es decir, al aplicar H se generan estados donde traslada
el esp´ın invertido, con 〈i|j〉 = 0 para i 6= j. F´ısicamente, al pasar el tiempo la perturbacio´n del
estado fundamental se mueve por la cadena.
La diferencia en la magnetizacio´n de la cadena entre el estado fundamental |0〉 y un estado
excitado |i〉 es exactamente 1, el esp´ın del magno´n.
6En ausencia de campo magne´tico, el eje z se coloca en una direccio´n arbitraria. El estado fundamental en
este caso esta altamente degenerado, pues una rotacio´n arbitraria de SU(2) deja invariante el Hamiltoniano.
7Esto puede ocurrir, por ejemplo, por trabajar a temperatura finita (T 6= 0).
16
i
SiSiSi+1
Figura 7: Esquema de una cadena ferromagne´tica 1D de espines 1/2. Al crearse una excitacio´n
(magno´n) sobre el estado fundamental, los te´rminos S+S− en el Hamiltoniano de Heisenberg la tras-
ladan a lo largo de la cadena.
Espinones
Los espinones son cuasipart´ıculas de masa nula y carga nula con esp´ın 1/2 (fermiones)[4]
que surgen de la fraccionalizacio´n de magnones. En particular, aparecen en la cadena antiferro-
magne´tica 1D (figura 9, de la siguiente seccio´n). En la figura 8 presentamos un esquema de un
estado de Neel, o estado fundamental de Ising antiferromagne´tico, donde un magno´n se frac-
cionaliza en dos paredes de dominio que se desplazan por la cadena al aplicar el Hamiltoniano
de Heisenberg.
Es importante destacar que el estado de Neel no es el estado fundamental del Hamiltoniano de
Heisenberg antiferromagne´tico (6) utilizado en este trabajo, con el eje z colocado en la direccio´n
del campo magne´tico, ya que ni siquiera es un autoestado del mismo.
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 ...
Figura 8: Esquema de una cadena antiferromagne´tica 1D de espines 1/2 en el estado de Neel, o
estado fundamental cla´sico. Al crearse una excitacio´n (magno´n), debido a los te´rminos S+S− en el
Hamiltoniano de Heisenberg esta se fraccionaliza en dos paredes de dominio. En la ultima l´ınea del
esquema, las paredes de dominio se separaron en la cadena.
Bosones de Holstein-Primakov
Para estudiar excitaciones de baja energ´ıa al rededor del estado fundamental cla´sico en un
sistema de espines, pueden utilizarse los bosones de Holstein-Primakov.
Szi = s− a†iai
S+i =
√
1− a
†
iai
2s
√
2s ai
S−i =
√
1− a
†
iai
2s
√
2s a†i
(39)
donde a† y a son operadores de creacio´n y aniquilacio´n, y satisfacen el a´lgebra de conmutacio´n
boso´nica
[ai, a
†
j] = δij
[ai, aj] = 0
[a†i , a
†
j] = 0
(40)
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permitiendo que el mapeo preserve las relaciones de conmutacio´n entre los operadores de esp´ın
(34). Los operadores a y a† actu´an sobre estados |n1, ..., nN〉, con nj = 0, 1, 2, ...
De los infinitos estados en el espacio de Fock, so´lo N(2s+ 1) son f´ısicos, aquellos que cumplen
nj ≤ 2s (41)
En el l´ımite de esp´ın grande s Ni = a†iai, escribimos
Szi = s− a†iai
S+i ≈
√
2s ai
S−i ≈
√
2s a†i
(42)
y las relaciones de conmutacio´n (34) se cumplen a orden Ni
s
.
En el l´ımite s  1, se tiene que los operadores de esp´ın conmutan entre s´ı, por lo que se
interpreta como un l´ımite de espines cla´sicos. Adema´s, si s  Ni = a†iai, se cumple el v´ınculo
(41) y el mapeo es equivalente f´ısicamente.
Ferromagneto
En esta seccio´n estudiamos el mapeo (42) para una cadena unidimensional de N sitios
equiespaciados y un esp´ın por sitio, con condiciones perio´dicas de contorno. Si Ji,j = −J < 0,
el Hamiltoniano de Heisenberg en ausencia de campo externo se escribe
H = −J
∑
<i,j>
Si · Sj (43)
donde sumar sobre 〈i, j〉 significa que la interaccio´n entre espines se considera so´lo a primeros
vecinos. Un estado fundamental de (43) resulta
|gs〉 = ⊗
j
|↑〉j (44)
donde |↑〉j representa un estado de ma´xima proyeccio´n del esp´ın j a lo largo del eje z.
Este estado fundamental esta´ altamente degenerado, ya que una rotacio´n arbitraria de SU(2)
deja invariante el Hamiltoniano (43). Aplicando el mapeo (42) al Hamiltoniano ferromagne´tico
(43) se obtiene
H = −Js
∑
<i,j>
a†iaj + a
†
jai − a†iai − a†jaj +−J
∑
<i,j>
(s2 + a†iaia
†
jaj) (45)
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Conservando so´lo el te´rmino de orden dominante en s se excluye el te´rmino de interaccio´n
(por lo que la aproximacio´n sera´ va´lida para pocas excitaciones), y resulta, a menos de una
constante:
H = −Js
∑
<i,j>
a†iaj + a
†
jai − a†iai − a†jaj (46)
Debido a la simetr´ıa de traslacio´n en el sistema, el Hamiltoniano cuadra´tico (46) se diagonaliza
pasando a la base de momentos segu´n
ax =
1√
N
∑
k
eikxak
ak =
1√
N
∑
x
e−ikxax
(47)
Donde ahora x denota cada sitio de la cadena y k = 2pi
L
n con L = Na y n = 0, ..., N − 1. Como
la transformacio´n es unitaria, los nuevos operadores ak y a
†
k tambie´n satisfacen las relaciones
de conmutacio´n boso´nicas (40).
Como resultado, se obtiene
H = 2sJ
∑
k
(
1− cos(k))a†kak (48)
y a bajas energ´ıas, la relacio´n de dispersio´n resulta parabo´lica8 (como quasipart´ıculas no rela-
tivistas)
(k) = 2sJ k2 (49)
Si bien en el modelo de spin-waves trabajamos en el l´ımite de espines grandes, s 1, al estudiar
un sistema de espines 1
2
se reemplaza s = 1
2
en el resultado final.
Antiferromagneto
Si en la misma cadena unidimensional, se consideran acoplamientos antiferromagne´ticos de
la forma Ji,j = J > 0, el Hamiltoniano de Heisenberg H ahora se escribe
H = J
∑
<i,j>
Si · Sj (50)
y el estado de mı´nima energ´ıa cla´sica se alcanza con una configuracio´n alternada de espines
(estado de Neel).
|↑↓↑↓↑↓ ...〉 (51)
8Una excitacio´n sin gap de este tipo, es decir, aquella con energ´ıa arbitrariamente pequen˜a en el l´ımite de
largas longitudes de onda se denomina en lenguaje de f´ısica de part´ıculas ‘massless Goldstone mode’.
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Sin embargo, este no es el estado fundamental de (50), ya que ni siquiera es un autoestado del
mismo.
Para estudiar el antiferromagneto utilizando los resultados del caso ferromagne´tico, debe ob-
servarse que en el estado de Neel (51) hay dos subredes de espines alineados, digamos subred
A, de espines up, y B, de espines down. Entonces, si se realiza una rotacio´n de una subred (por
ejemplo, la B) que lleve Sz a −Sz, se obtiene que en te´rmino de estos operadores transformados
que el estado fundamental del sistema rotado tiene todos los espines alineados.
Una rotacio´n posible corresponde a rotar la subred B al rededor del eje x en pi, segu´n
S′B = Rx(pi)SBRx(pi) (52)
con Rx(pi) = e
iσx
2
pi, de manera tal que
S ′xB = S
x
B
S ′yB = −SyB
S ′zB = −SzB
(53)
Por lo tanto, se tiene que para espines vecinos
Si · S′j =
S+i S
+
j + S
−
i S
−
j
2
− Szi Szj (54)
Aplicando el mapeo boso´nico (42) al sistema rotado, despreciando el te´rmino O(s0) de forma
ana´loga al caso ferromagne´tico, se obtiene
H = Js
∑
<i,j>
aiaj + a
†
ia
†
j + a
†
iai + a
†
jaj (55)
Luego, pasando a la base de momentos segu´n (47), se obtiene
H = Js
∑
k
eikaka−k + e−ika
†
ka
†
−k + 2a
†
kak (56)
Donde, si se toma a k en la primera zona de Brillouin, la suma es sime´trica con respecto al
l´ımite superior e inferior, entonces
H = Js
∑
k
cos(k)(aka−k + a
†
ka
†
−k) + a
†
kak + a
†
−ka−k (57)
el cual no es diagonal. Para diagonalizar (57) es necesario realizar una transformacio´n de Bo-
goliubov, de la forma
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bk = αkak + βka
†
−k
ck = βkak + αka
†
−k
(58)
donde pueden elegirse por simplicidad α y β reales. Para que esta transformacio´n preserve el
a´lgebra boso´nica (40), debe ser unitaria. Es decir α2k − β2k = 1
H = Js
∑
k
[cos(k)(α2k + β
2
k)− 2αkβk](b†kc†k + bkck) + 2(β2k − αkβkcos(k))+
[−2αkβkcos(k) + α2k + β2k ](c†kck + b†kbk)
(59)
Si se impone la condicio´n adicional [cos(k)(α2k + β
2
k) − 2αkβk] = 0, entonces el Hamiltoniano
(59) conserva el nu´mero de part´ıculas y se fijan los valores de α y β en te´rminos de k.
Finalmente, se obtiene
H = Js
∑
k
|sen(k)|(1 + c†kck + b†kbk) (60)
la relacio´n de dispersio´n resulta entonces
(k) = Js|sen(k)| (61)
y a bajas energ´ıas, es lineal en k, como quasipart´ıculas ultra-relativistas
(k) ∼ |k| (62)
En la figura 9 mostramos resultados experimentales [5] de la relacio´n de dispersio´n de
espinones comparados con el resultado teo´rico obtenido por des Cloizeaux y Pearson [6] (dCP),
h¯ω = pi
2
J |sin(q)|, modelando la cadena antiferromagne´tica 1D de esp´ın 1/2 de Heisenberg, para
el compuesto KCuGaF6, utilizando scattering inela´stico de neutrones, a campo magne´tico nulo.
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Figura 9: Relacio´n de dispersio´n h¯ω(Qc) de espinones y comparacio´n con modelo dCP, a temperatura
T = 5.8K utilizando AMATERAS con Eincidente = 34.9 meV , a campo magne´tico nulo. La l´ınea
blanca (negra) expresa el modo dCP con J = 8.87meV (J = 9.31meV ).
Fermiones de Jordan-Wigner
En este caso estudiamos la misma cadena unidimensional, pero pasando a una representacio´n
fermio´nica. Identificamos al i-e´simo esp´ın en el estado |↑〉 (|↓〉) con la presencia (ausencia) un
fermio´n sin esp´ın en el i-e´simo sitio. Los estados resultan entonces
|n1, ..., nN〉 (63)
donde nj=0,1 por la estad´ıstica fermio´nica, y el mapeo se escribe
Szj = nj −
1
2
S+j = c
†
je
ipiφj
S−j = e
−ipiφjcj
(64)
donde c† y c son operadores de creacio´n y aniquilacio´n, y satisfacen el a´lgebra de conmutacio´n
fermio´nica
{ci, c†j} = δij
{ci, cj} = 0
{c†i , c†j} = 0
(65)
23
Para que al realizar el mapeo se siga satisfaciendo el a´lgebra (34) en te´rmino de estos operadores
fermio´nicos, es necesario introducir al ‘operador de cadena’
φj =
j−1∑
l=1
nl (66)
donde nj = c
†
jcj.
Puede probarse por aplicacio´n directa sobre estados |n1, ..., nN〉 que
cje
ipinj = −cj
c†je
ipinj = c†j
(67)
Si tomamos el modelo de Heisenberg XXZ,
H =
∑
i
Ji
2
(
S+i S
−
i+1 + S
−
i Si+1 + 2∆S
z
i S
z
i+1
)
(68)
donde ∆ es el para´metro de anisotrop´ıa del modelo, al realizar el mapeo (64), se obtiene
H =
∑
n
Jn
2
{
c†ncn+1 + c
†
n+1cn + 2∆
(
c†ncn −
1
2
)(
c†n+1cn+1 −
1
2
)
− 1
2
Jn
}
(69)
Luego, en el l´ımite ∆ = 0 (o modelo XX), el te´rmino de interacciones se desprecia y el Hamil-
toniano anterior se diagonaliza pasando a la base de momentos, obtenie´ndose
∑
k
c†kck (J cos(k)− h) (70)
Se obtiene as´ı un hamiltoniano de fermiones sin esp´ın no interactuantes, movie´ndose por la
cadena y el campo magne´tico en el problema de espines ahora se interpreta como un potencial
qu´ımico en el sistema fermio´nico.
Bosones de Schwinger
Los bosones de Schwinger constituyen una representacio´n muy utilizada por su simplicidad,
por ejemplo para estudiar sistemas 2D en campo medio, y son parte de la formulacio´n de teor´ıas
en te´rminos de integrales de camino y estados coherentes de esp´ın. El mapeo consiste en escribir
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a los operadores de esp´ın en te´rminos de dos operadores boso´nicos a y b segu´n
S+ = a†b
S− = b†a
Sz =
a†a− b†b
2
(71)
donde los operadores a y b satisfacen el a´lgebra (40), y entre ellos cumplen [a, b] = 0. En esta
representacio´n, los autoestados de Sz son de la forma
|na, nb〉 = (a
†)na√
(na)!
(b†)nb√
(nb)!
|0〉 (72)
donde de los infinitos estados posibles en la ecuacio´n anterior, so´lo 2s+ 1 son f´ısicos.
En esta base, se tiene
S+ |na, nb〉 =
√
(na + 1)nb |na + 1, nb − 1〉
S− |na, nb〉 =
√
na(nb + 1) |na − 1, nb + 1〉
(73)
donde puede observarse que en el subespacio f´ısico, na + nb = cte.
Para hallar el valor de esta constante, puede por ejemplo considerarse un estado de ma´xima
proyeccio´n |s,m = s〉, actuar sobre e´l con Sz y obtener
na + nb = 2s (74)
Adema´s, segu´n (71) y (72), se tiene
na − nb = 2m (75)
Entonces resulta na = s+m y nb = s−m.
Por lo tanto, podemos escribir los estados |s,m〉 en la nueva representacio´n segu´n
|s,m〉 = (a
†)s+m√
(s+m)!
(b†)s−m√
(s−m)! |0〉 (76)
Esta ecuacio´n es importante en teor´ıa de grupos y momento angular, pues muestra que un
objeto complejo con momento angular s esta compuesto por 2s momentos angulares 1/2. Como
simple ejemplo, para espines 1/2 se los estados se escriben
|+〉 = a† |0〉
|−〉 = b† |0〉
(77)
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Los bosones de Schwinger y los de Holstein-Primakov esta´n cercanamente relacionados. Al
eliminar el boso´n a usando el constrain (74), la correspondencia resulta
Schwinger Holstein-Primakov
b ⇔ b
a ⇔ √2s− b†b
26
Te´cnicas nume´ricas
Con el desarrollo de las memorias de estado so´lido y el avance en la potencia de ca´lculo de
los procesadores de u´ltima generacio´n los ca´lculos nume´ricos han cobrado un rol fundamental
en f´ısica teo´rica. En particular, en el estudio de materiales magne´ticos en bajas dimensiones
algunas te´cnicas nume´ricas como Montecarlo, Lanczos y DMRG se han vuelto una herramienta
fundamental.
En esta seccio´n damos una pequen˜a introduccio´n a las te´nicas nume´ricas utilizadas en este
trabajo. Para ma´s informacio´n sobre ellas, puede consultarse la bibliograf´ıa [7] [8].
Me´todo Lanczos
Esta te´cnica permite determinar nume´ricamente el estado fundamental y algunos estados
excitados para Hamiltonianos correspondientes a un nu´mero finito de sitios. La idea principal del
me´todo es construir una base (base de Krylov) donde el Hamiltoniano tiene una representacio´n
tridiagonal:
H =

a0 b1 0 ... 0
b1 a1
. . . ... 0
0
. . . . . . 0
... an−1 bn−2
0 ... bn−2 an

(78)
La base de Krylov se construye a partir un vector arbitrario |ψ0〉, aplicando reiteradas veces
el operador hermı´tico H para formar el conjunto {|ψ0〉 , H |ψ0〉 , H2 |ψ0〉 , ..., Hn−1 |ψ0〉} y orto-
gonalizarlo usando Gram-Schmidt. Si alguna informacio´n del estado fundamental es conocida,
como su esp´ın, se inicia la iteracio´n con un estado que contenga ese nu´mero cua´ntico, para
reducir la dimensio´n del espacio de Hilbert de trabajo.
Luego, el estado fundamental puede obtenerse a partir de subrutinas esta´ndar9 y se retorna a
la base original. Es por esta razo´n que la limitacio´n principal de la te´cnica Lanczos es el taman˜o
de H. En general, debido al error nume´rico los autoestados calculados no son ortogonales entre
9por ejemplo, factorizacio´n QR.
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s´ı, por lo que puede utilizarse el estado fundamental obtenido como nuevo vector inicial |ψ0〉 y
recomenzar para lograr mejor precisio´n.
Una aproximacio´n importante, aplicable cuando la dimensio´n n del espacio de Hilbert es
muy grande consiste en truncar la base de Krylov y conservar so´lo m n estados. En ese caso,
los autovalores de mayor mo´dulo de la matriz representada en la base truncada convergen a
aquellos de (78), y es por ello que esta aproximacio´n se utiliza para calcular energ´ıas del estado
funtamental y de los primeros estados excitados.
DMRG
DMRG (density matrix renormalization group) es un conjunto de algoritmos que permite
estudiar sistemas cua´nticos10 1D que poseen un nu´mero de sitios grande, limitando la dimensio´n
del espacio de Hilbert, d, a un valor determinado.
El algoritmo consiste en construir una cadena de sitios, descripta por d estados, que puede ser
diagonalizada exactamente con Lanczos (o cualquier otro me´todo de diagonalizacio´n). Luego,
para aumentar el taman˜o del sistema se agrega un sitio a la cadena y se cambia de base a aquella
de la matriz densidad, utilizando so´lo los d autovectores de esta que posean los autovalores ma´s
grandes. As´ı, puede describirse un sistema ma´s grande sin aumentar la dimensio´n del espacio
de hilbert de trabajo.
Puede optarse por trabajar con un algoritmo de taman˜o infinito, agregando un nu´mero arbi-
trariamente grande de sitios o con un algoritmo de taman˜o finito, en el cual se fija el nu´mero de
sitios de la cadena, pudiendo elegir en ambos casos condiciones de contorno perio´dicas o abier-
tas. En este trabajo elegimos utilizar el algoritmo de taman˜o finito (con un nu´mero par de celdas
unidad) y condiciones de contorno perio´dicas, asegurando la simetr´ıa de traslacio´n en el sistema.
Curvas de magnetizacio´n con DMRG
Utilizando DMRG podemos obtener la energ´ıa del estado fundamental para cada autovalor
de Sz, es decir, para cada magnetizacio´n posible del sistema. Para sistemas finitos la cantidad
de sectores de magnetizacion dependera´ del nu´mero N de celdas y de la cantidad de celdas
por sitio 11. Al aplicar un campo magne´tico, la energ´ıa del estado fundamental correspondie-
te a cada sector se modifica, debido al te´rmino Zeeman, en una cantidad −hSz dependiente
de la magnetizacio´n. Por lo tanto, al considerar los estados fundamentales en cada sector de
magnetizacio´n se tiene un conjunto de rectas ana´logo a aque´l de la ecuacio´n (29), graficado en
10En todos los ca´lculos realizados con DMRG en este trabajo utilizamos el Hamiltoniano de Heisenberg a
T = 0.
11En el caso de la cadena Kagome´, dado un nu´mero par N de celdas, los valores posibles son Sz = 0, 1, ...,msat,
donde msat = N × 52 es la magnetizacio´n de saturacio´n.
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la figura 2 para el caso particular de una sola celda unidad. Al igual que en la plaqueta, la
magnetizacio´n del sistema sera´ aquella que, dado un valor de h, determine la mı´nima energ´ıa.
Montecarlo
En el algoritmo Montecarlo cla´sico, a diferencia de DMRG, no se recorta el espacio de Hil-
bert del sistema, y puede aplicarse tambie´n en dos y tres dimensiones. Para implementarlo,
modelamos la cadena Kagome´ en el l´ımite cla´sico de Ising, con condiciones de contorno perio´di-
cas y utilizamos la dina´mica de Metro´polis-Hasting, que consiste en:
1. Sortear un esp´ın en la cadena
2. Calcular la diferencia de energ´ıa ∆E correspondiente a si el esp´ın fuese invertido
3. Si ∆E < 0 entonces se invierte el esp´ın.
4. Si ∆E > 0 entonces se invierte con probabilidad e−β∆E
5. Repetir desde 1 hasta alcanzar el equilibrio.
Realizamos un proceso de Annealing, que consiste en tomar un estado inicial aleatorio
para la configuracio´n de espines, termalizar el sistema a alta temperatura12 y luego bajarla
gradualmente hasta llegar a la temperatura deseada. El proceso de Annealing es importante
pues a altas temperaturas las grandes fluctuaciones te´rmicas permiten que el sistema no se
quede atorado en mı´nimos locales de energ´ıa. Para obtener valores medios, realizamos 1500
veces cada simulacio´n, exportando cada configuracio´n final de espines, creando as´ı ensambles
de sistemas independientes.
Es importante remarcar que para esta simulacio´n utilizamos siempre un campo magne´ti-
co h 6= 0, condicio´n necesaria para que el sistema se ordene magne´ticamente, debido a su
dimensionalidad.
12Temperatura alta, en este contexto, significa una temperatura para la cual el sistema se encuentre en la fase
paramagne´tica. Dado que absorbimos la constante de Boltzmann, kB , en T; altas temperaturas son aquellas
donde Tma´x(|Jij |) > 1.
29
Resultados y Discusio´n
Ca´lculos nume´ricos
Para estudiar las propiedades magne´ticas del sistema a T = 0 constru´ımos curvas de mag-
netizacio´n mediante la te´cnica DMRG. En la figura 10 se muestra el diagrama de fases obtenido
utilizando cadenas de 60 sitios, con condiciones de contorno perio´dicas, para un conjunto de pa-
res de acoplamientos (J3, J2), fijando
13 J1 = 1 y J4 = 0.8. La regio´n azul simboliza la presencia
de un plateau de magnetizacio´n en mS = 1/2 en la curva de magnetizacio´n correspondiente, con
mS la magnetizacio´n por celda unidad. La regio´n roja corresponde a la presencia de un plateau
en mS = 3/2, mientras que en la regio´n verde se evidencia la presencia de ambos plateaux.
J3
C
A
B
J
2
Figura 10: Diagrama de fases magne´ticas observadas al construir las curvas de magnetizacio´n de
la cadena Kagome´ variando los acoplamientos J3 y J2, fijando J1 = 1 y J4 = 0.8. La regio´n azul
simboliza la presencia de un plateau de magnetizacio´n en mS = 1/2 en la curva de magnetizacio´n
correspondiente, con mS la magnetizacio´n por celda unidad. La regio´n roja corresponde a la presencia
de un plateau en mS = 3/2, mientras que en la regio´n verde se evidencia la presencia de ambos
plateaux. Los puntos A, B y C se eligieron como representativos de cada fase para mostrar sus curvas
de magnetizacio´n (figuras 11, 13 y 14).
13Con esta convencio´n, el campo magne´tico h = gµBH tiene las mismas unidades que los acoplamientos Jij
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El valor de mS en cada plateau observado se corresponde con los valores predichos por el
criterio de Oshikawa-Yamanaka-Affleck [9], el cual establece que para una cadena antiferro-
magne´tica de esp´ın S y magnetizacio´n por celda mS, la presencia de gap en el espectro de
energ´ıas so´lo es posible si14
(S −mS) N
La figura 11 muestra la curva de magnetizacio´n correspondiente al punto A del diagrama
de fases (figura 10), es decir (J3, J2) = (0.7, 1.5), J1 = 1 y J4 = 0.8. Normalizamos m su valor
de saturacio´n msat = N × 52 , con N = 12, el nu´mero de celdas unidad.
El cara´cter escalonado de la curva es debido a que el sistema es finito, y tiene por lo tanto un
nu´mero tambie´n finito de magnetizaciones accesibles. En el l´ımite termodina´mico N → ∞, m
se torna una variable continua en el intervalo [0, 1].
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Figura 11: Curva de magnetizacio´n (normalizada a la magnetizacio´n de saturacio´n) y correlaciones
〈Sz1Szn〉 sobre el plateau inferior, para (J3, J2) = (0.7, 1.5). El apartamiento de las correlaciones con
respecto a ±1/4 corresponde a que el sistema esta´ lejos del re´gimen tipo Ising que, sin embargo puede
reproducir este plateau y la signatura de estas correlaciones como mostramos en la figura 5 a).
Complementariamente, calculamos sobre el plateau de magnetizacio´n las correlaciones 〈Sz1Szn〉
para identificar el ordenamiento de los espines.
1 2
3
4 5
6
Figura 12: Esquema de la cadena Kagome´ con la numeracio´n utilizada para referenciar cada sitio.
14Para la cadena Kagome´, considerando que la celda unidad esta´ conformada por 5 espines, como se hizo en
este trabajo, se tiene S = 52 . Entonces los plateaux permitidos poseen magnetizaciones por celda mS =
3
2 y
mS =
1
2 . En cambio, si se toma como celda unidad un conjunto de 10 espines, entonces S = 5, dando lugar a
valores diferentes de mS sobre los cuales puede darse un plateau de magnetizacio´n.
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Para graficar las correlaciones numeramos a los sitios segu´n se indica en la figura 12. Puede
observarse en la figura 11 que la autocorrelacio´n del esp´ın 1 con s´ı mismo es ma´xima e igual a 1
4
,
como es de esperarse pues es un esp´ın 1
2
. Luego, si 〈Sz1Szn〉 = ±14 se entiende semi-cla´sicamente
que los espines esta´n dispuestos paralelos (+) o antiparalelos (-). El apartamiento de 〈Sz1Szn〉 =
±1
4
se debe a la presencia de fluctuaciones cua´nticas e indica que hay componentes no nulas en
las correlaciones en el plano xy y que el sistema se aleja del l´ımite de Ising. Sin embargo, la
configuracio´n de espines de Ising de la figura 5 a) reproduce correctamente la signatura de las
correlaciones observadas en la figura 11.
En las figuras 13 y 14 mostramos ana´logamente las curvas de magnetizacio´n correspondientes
a las regiones B y C del diagrama de fases (figura 10), y las correlaciones 〈Sz1Szn〉 sobre cada
plateau de magnetizacio´n.
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Figura 13: Curva de magnetizacio´n (normalizada a la magnetizacio´n de saturacio´n) y correlaciones
〈Sz1Szn〉 sobre el plateau superior, para el punto B del diagrama de fases, es decir (J3, J2) = (1.1, 0.5).
Cla´sicamente, pueden obtenerse este plateau y la signatura de estas correlaciones como mostramos en
la figura 6.
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Figura 14: Curva de magnetizacio´n (normalizada a la magnetizacio´n de saturacio´n) y correlaciones
〈Sz1Szn〉 sobre ambos plateaux, para el punto C del diagrama de fases, es decir (J3, J2) = (1.5, 1.5). En
el plateau inferior las correlaciones no coinciden en signatura con aquellas de la figura 11. Entendemos
esto cla´sicamente, ya que en este caso el acoplamiento que no minimiza su energ´ıa es J1, pues J1 <
J3 = J2. En la figura 11, en cambio, J3 < J1.
Montecarlo
Se realizaron simulaciones de tipo Montecarlo cla´sico de un modelo de Ising en presencia de
campo magne´tico, con L = 100 celdas y condiciones de contorno perio´dicas, para J1 = 1, J2 =
J3 = 1.5, y J4 = 0.8 (correspondiente a la regio´n C de la figura 10). Al fijar los acoplamientos
de esta manera, fijamos la escala de energ´ıas del problema y el sistema de unidades. Con esta
convencio´n, la temperatura15 T y el campo magne´tico h tienen las mismas unidades que los
acoplamientos Jij.
En la figura 15 se muestra una curva de Energ´ıa versus Temperatura, en la cual puede verse
que al rededor de T = 1 hay un punto de inflexio´n. Para T < 0.5 se alcanza la energ´ıa cla´sica
del sistema Ecla´sica = 2s
2(J1 − J2 − J3 − J4)− hs y el sistema esta´ perfectamente ordenado; no
hay ma´s fluctuaciones te´rmicas, lo que puede observarse con una ‘tasa de aceptacio´n’ nula en
el algoritmo.
En la figura 16 se presentan curvas de magnetizacio´n calculadas para diferentes temperatu-
ras. Puede verse que para T > 1, gobierna el re´gimen cla´sico, donde el sistema es paramagne´tico.
Al bajar la temperatura, se forman los plateaux de magnetizacio´n en m = 1/5 y m = 3/5 vistos
15absorbemos en T a la constante de Boltzman, kB .
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con DMRG (figura 14).
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Figura 15: Curva de Energ´ıa por esp´ın versus Temperatura. Para T < 1 el sistema se ordena magne´ti-
camente. Para T < 0.5 no hay ma´s fluctuaciones te´rmicas, y se alcanza la energ´ıa cla´sica del sistema
Ecla´sica = 2s
2(J1−J2−J3−J4)−hs. En este gra´fico s = 1. Como la simulacio´n montecarlo es cla´sica,
el valor de s no cambia la f´ısica del sistema.
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Figura 16: Curvas de magnetizacio´n a diferentes temperaturas. Para T > 1 el sistema se encuentra en
la fase paramagne´tica. Para T < 1 comienzan a formarse los plateaux de magnetizacio´n en m = 1/5
y m = 3/5.
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En la figura 17 se muestran curvas de susceptibilidad magne´tica por esp´ın
χ =
5L
T
(〈m2〉 − 〈m〉2) (79)
y calor espec´ıfico por esp´ın
Cv =
1
5LT 2
(〈E2〉 − 〈E〉2) (80)
como funcio´n de la temperatura a campo magne´tico h = 1, pudiendo observarse la transicio´n
entre la fase paramagne´tica y la fase ordenada magne´ticamente al bajar la temperatura. Intro-
ducir un campo magne´tico es necesario para que el sistema se ordene magne´ticamente debido
a su dimensionalidad16.
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Figura 17: Susceptibilidad magne´tica y calor espec´ıfico (por esp´ın) como funcio´n de la temperatura
calculados con simulacio´n montecarlo, para L=100 celdas unidad. Se observa que alrededor de T = 1
hay una transicio´n desde la fase sin orden magne´tico hacia la fase ordenada magne´ticamente al bajar
la temperatura.
En la figura 18 se presentan los resultados de las correlaciones 〈Sz1Szn〉 calculadas a diferen-
tes temperaturas. Observamos que al bajar lo suficiente la temperatura, no hay fluctuaciones
te´rmicas y se obtiene una configuracio´n de espines de Ising perfectamente ordenada a lo largo de
la cadena (curva roja). En cambio, elevando la temperatura se observa que, en valor medio en el
ensamble, los espines no esta´n ya parelelos o antiparalelos entre s´ı. Adema´s, comparamos estos
resultados con los obtenidos utilizando DMRG (que utiliza el modelo de Heisenberg) y desta-
camos la similitud entre los efectos de las fluctuaciones de origen te´rmico y las fluctuaciones de
origen cua´ntico sobre las correlaciones 〈SzSz〉.
16El modelo de Ising no presenta simetr´ıa continua de rotacio´n en el plano xy, por lo tanto no esta´ en las
hipo´tesis del teorema de Mermin y Wagner, como puede observarse en la magnetizacio´n esponta´nea en la red
cuadrada en 2D (Resultado de Onsanger).
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Figura 18: A la izquierda, mostramos las correlaciones 〈Sz1Szn〉 calculadas a partir de una simulacio´n
montecarlo (en el l´ımite de Ising), a diferentes temperaturas. T1 = 0.5 es suficientemente pequen˜a
para que no haya fluctuaciones te´rmicas. Para T2 = 1.1 y T3 = 1.7 se pierde progresivamente el
orden magne´tico. A derecha, de forma comparativa, mostramos las mismas correlaciones calculadas
con DMRG (espines de Heisenberg a T = 0). Destacamos la similitud de los efectos en las fluctuaciones
te´rmicas y cua´nticas sobre las correlaciones 〈Sz1Szn〉.
Bosones de Holstein Primakov (spin waves)
Usando el mapeo de Holstein Primakov presentado en la introduccio´n para el caso antiferro-
magne´tico, estudiamos las correcciones cua´nticas al estado fundamental cla´sico de Ising sobre el
plateau de m = 1
5
, para el caso J2, J3 > J1 (figura 19), que puede inferirse a partir de las corre-
laciones calculadas con DMRG, Montecarlo (figura 18), o bien puede construirse disponiendo
espines up/down que minimicen la energ´ıa cla´sica de Ising en la cadena como desarrollamos en
la seccio´n ‘l´ımites del modelo’.
Figura 19: Estado fundamental cla´sico de Ising sobre el plateau inferior, con m = 1/5, inferido a partir
de las correlaciones 〈Sz1Szn〉 de la figura 18 para el caso J2, J3 > J1.
Para ello, escribimos
H = Hc +Hint +Hh (81)
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donde Hc corresponde al Hamiltoniano de una celda unidad, Hint corresponde al Hamiltoniano
de interaccio´n entre celdas unidades y Hh corresponde al te´rmino Zeeman.
Indexando los sitios de la cadena segu´n la figura 12, escribimos
Hc =
∑
n
J1 (Sn1 · Sn3 + Sn3 · Sn5) + J2 (Sn1 · Sn2 + Sn4 · Sn5) +
J3 (Sn2 · Sn3 + Sn3 · Sn5)
Hint =
∑
n
J4 (Sn5 · Sn+1,4 + Sn2 · Sn+1,1)
Hh = −h
∑
n,i
Szni
(82)
Para obtener un estado fundamental con todos los espines alineados, partimos de la con-
figuracio´n de espines de Ising con mı´nima energ´ıa sobre el plateau (figura 19) y rotamos los
espines en los sitios 2 y 4, indexados segu´n la figura 12.
Hc =
∑
n
J1
(
S+n1S
−
n3 + S
−
n1S
+
n3
2
+ Szn1S
z
n3 +
S+n3S
−
n5 + S
−
n3S
+
n5
2
+ Szn3S
z
n5
)
+
J2
(
S+n1S
+
n2 + S
−
n1S
−
n2
2
− Szn1Szn2 +
S+n2S
+
n4 + S
−
n2S
−
n4
2
− Szn2Szn4
)
+
J3
(
S+n2S
+
n3 + S
−
n2S
−
n3
2
− Szn2Szn3 +
S+n3S
+
n4 + S
−
n3S
−
n4
2
− Szn3Szn4
)
Hint = J4
∑
n
S+n5S
+
n+1,4 + S
−
n5S
−
n+1,4
2
− Szn5Szn+1,4 +
S+n2S
+
n+1,1 + S
−
n2S
−
n+1,1
2
− Szn2Szn+1,1
Hh = −h
∑
n
Szn1 − Szn2 + Szn3 − Szn4 + Szn5
(83)
Realizando el mapeo a operadores boso´nicos y escribie´ndolos en la base de momentos k, se sigue
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Hc = s
∑
k
J1
(
ak1a
†
k3 + a
†
k1ak3 − (Nk1 +Nk3) + ak3a†k5 + a†k1ak5 − (Nk3 +Nk5)
)
+
J2
(
ak1a−k2 + a
†
k1a
†
−k2 + (Nk1 +Nk2) + ak4a−k5 + a
†
k4a
†
−k5 + (Nk4 +Nk5)
)
+
J3
(
ak2a−k3 + a
†
k2a
†
−k3 + (Nk2 +Nk3) + ak3a−k4 + a
†
k3a
†
−k4 + (Nk3 +Nk4)
)
Hint = sJ4
∑
k
e−ika†k5a
†
−k4 + e
ikak5a−k4 + (Nk5 +Nk4) + e−ika
†
k2a
†
−k1 + e
ikak2a−k1 + (Nk2 +Nk1)
Hh = −h
∑
k
(Nk1 −Nk2 +Nk3 −Nk4 +Nk5)
(84)
Al realizar el mapeo de Holstein Primakov surge adema´s un te´rmino constante por cada celda
unidad, igual a la energ´ıa cla´sica de Ising del sistema.
Ecla´sica = 2s
2 (J1 − J2 − J3 − J4)− hs (85)
Diagonalizacio´n
El Hamiltoniano (84) puede diagonalizarse por una transformacio´n de Bogoliuvob. Sin em-
bargo, para calcular el espectro de energ´ıas decidimos utilizar un me´todo equivalente presente
en la bibliograf´ıa [10], y desarrollado en el ape´ndice. Para diagonalizar H, simetrizamos17 la
suma en k y escribimos
H =
∑
k
{(
a†λk aλ−k
)
Dk
(
aλk
a†λ−k
)
+ Ecla´sica + C1
}
(86)
donde compactamos la notacio´n con λ = 1, ..., 5, y la llamada matriz dina´mica, Dk, resulta
17Dado que k esta´ en la primera zona de Brillouin, puede escribirse∑
k f(k) =
∑
k
f(k)+f(−k)
2 para una funcio´n arbitraria f.
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Dk =

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(87)
Con α = J2+J3+J4
4
, β = −J1+J2+J4
4
y γ = eik, habiendo reemplazado s = 1
2
.
Segu´n el orden de los operadores boso´nicos que aparece en (86), al simetrizar los te´rminos
diagonales Nki surgen nuevos te´rminos constantes, ya que, usando el a´lgebra (40),
∑
k
Nki =
∑
k
a†kiaki =
1
2
∑
k
(
a†kiaki+a
†
−kia−ki
)
=
∑
k
(
a†kiaki+a−kia
†
−ki
2
−1
2
)
(88)
agrupando estos te´rminos constantes, definimos
C1 = −h
2
+2s (J1−J2−J3−J4) (89)
La matriz a diagonalizar, segu´n el me´todo, es σDk, con
σ = Diag(1, 1, 1, 1, 1,−1,−1,−1,−1,−1) (90)
Luego de la diagonalizacio´n (nume´rica), se obtiene
H =
(
b†λk bλ−k
)( λ(k, h) 0
0 −λ(k, h)
)(
bλk
b†λ−k
)
(91)
donde la λ(k, h) > 0, y el signo negativo no es f´ısico; aparece debido a la introduccio´n de σ.
Finalmente, obtenemos un Hamiltoniano diagonal de bogoliuvones boso´nicos no interac-
tuantes
H =
∑
k
{
E0 +
∑
λ
2λ(k, h)b
†
λkbλk
}
(92)
Con E0 = Ecla´sica + C1 + C2 la energ´ıa del estado fundamental por celda unidad, donde C2 =
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1
N
∑
k,λ λ(k, h).
En la figura 20 se muestran los resultados obtenidos para las bandas de energ´ıa (k, h), para el
caso particular de J1 = 0.7, J2 = 1.5, J3 = 1.2, J4 = 1y h = 0.3.
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Figura 20: Bandas de energ´ıa en la aproximacio´n de spin-waves, para J1 = 0.7, J2 = 1.5, J3 = 1.2,
J4 = 1y h = 0.3. La presencia de gap y el signo positivo de las bandas es consistente con el hecho de
tener excitaciones boso´nicas sobre el plateau de magnetizacio´n.
Puede observarse en las bandas la validez de la aproximacio´n (de forma ba´sica) de spin-
waves, ya que al mover el valor de los acoplamientos y del campo magne´tico, se pueden obtener
bandas sin gap, energ´ıas negativas o con parte imaginaria no nula, indicando que la aproxima-
cio´n dejo de ser va´lida.
En la figura 21 se muestra la comparacio´n entre las energ´ıas del estado fundamental (por
celda unidad) que se obtienen segu´n (i) Modelo de Ising (o energ´ıa cla´sica), (ii) Spin-waves,
(iii) DMRG, como funcio´n de J1, con J2 = 1.5, J3 = 1.2, J4 = 0.8 y h = 0.3. Puede verse que
al aumentar J1 la aproximacio´n de spin-waves se aleja del valor que arroja el ca´lculo nume´rico
utilizando DMRG. Para J1 = 0.8, la aproximacio´n de spin-waves deja de valer, pues la relacio´n
de dispersio´n perdio´ el gap. Una interpretacio´n intuitiva de la figura 21 consiste en notar que
cuanto ma´s distintos entre s´ı son los acoplamientos, menor es la competencia para minimizar la
energ´ıa de una u´nica forma (en contra de la frustracio´n geome´trica), por eso es de esperar que
la aproximacio´n semicla´sica de spin waves funcione mejor para acoplamientos muy distintos
entre s´ı.
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Figura 21: Comparacio´n de la energ´ıa del estado fundamental del sistema segu´n el ca´lculo cla´sico
(Ising), DMRG (dos resultados superpuestos para 20 y 30 sitios) y aproximacio´n de spin-waves, para
h = 0.3, J2 = 1.5, J3 = 1.2, J4 = 0.8. Al aumentar J1 la aproximacio´n spin-waves se aleja del valor
arrojado por DMRG. Para J1 = 0.8 se pierde el gap en el espectro de energ´ıas, indicando que la
aproximacio´n dejo´ de ser va´lida.
Excitaciones localizadas en la cadena Kagome´
Siguiendo la l´ınea de un trabajo reciente de la bibliograf´ıa [11], consideramos el Hamiltoniano
de Heisenberg XXZ
H =
∑
<i,j>
Jij
{
∆Szi S
z
j +
1
2
(S+i S
−
j + S
−
i S
+
j )
}
− hSz (93)
Para campo magne´tico h suficientemente grande, el estado fundamental del Hamiltoniano (93)
es el vac´ıo de magnones:
|0〉 ≡ |↑↑↑↑↑↑ ...〉 (94)
Las excitaciones de menor energ´ıa sobre (94) sera´n estados de un magno´n, |1〉, de la forma:
|1〉 = 1
c
∑
l
alS
−
l |0〉 (95)
donde c es una constante de normalizacio´n, que asegura 〈1|1〉 = 1.
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Para ciertas combinaciones de Jij en el Hamiltoniano (93), la mı´nima relacio´n de dispersio´n
de los magnones, 0(k), resulta independiente de k (flat dispersion). En ese caso, los magno-
nes pueden localizarse en una regio´n finita de la cadena. Estas excitaciones localizadas pueden
tener N posiciones diferentes, donde N es el nu´mero de celdas unidad en la cadena. Luego,
puede construirse un estado que contenga n excitaciones localizadas no interactuantes, siempre
que este´n suficientemente lejos entre s´ı, todas con la misma energ´ıa. El nu´mero ma´ximo de
excitaciones no interactuantes en la cadena Kagome´ es nma´x =
N
2
. Es posible entonces que este
conjunto de nma´x excitaciones localizadas constituya la excitacio´n de menor energ´ıa.
En ese caso, se espera un salto en la magnetizacio´n δm = 1
ns
= 0.2 (con ns = 5 el nu´mero de
sitios en la celda unidad) justo antes de llegar a la saturacio´n, para un nu´mero par de celdas
en la cadena Kagome´.
Denotando L a la regio´n donde se localiza un magno´n aislado, esquematizada en la figura 22,
entonces en (95) al 6= 0 so´lo para l  L.
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3
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Figura 22: Esquema de la cadena Kagome´ donde se sen˜ala con trazo grueso la zona L donde se localiza
el magno´n, simbolizado por la elipse. Los nu´meros simbolizan la indexacio´n de los sitios de la zona L.
Las letras simbolizan la indexacio´n de los sitios que esta´n en interaccio´n con la zona L.
Para hallar el estado |1〉, descomponemos el Hamiltoniano en tres partes
H = HL +HL−R +HR (96)
donde HL corresponde a la parte local, HL−R corresponde a interaccio´n de la parte local con
el resto de la cadena y HR corresponde al resto de la cadena. Luego, obtuvimos
HL |1〉 =
{
∆
4
(∑
lL
Jl
)
+ h
(
1− NL
2
)}
|1〉+(
−∆
2c
)∑
lL
al (Jl + Jl−1)S−l |0〉+
1
2c
∑
lL
(al−1Jl−1 + al+1Jl)S−l |0〉
(97)
donde NL = 6 y Jl es la constante de acoplamiento entre el esp´ın l-e´simo y el esp´ın (l + 1)-e´simo.
Y por otra parte:
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HL−R |1〉 =
{
− h
2
Nα +
∆
4
(∑
<l,α>
Jlα
)}
|1〉+(−∆
2c
) ∑
<l,α>
JlαalS
−
l |0〉+
1
2c
∑
<l,α>
JlαalS
−
α |0〉
(98)
Con α = a, b, c, d (ver figura 22) y Nα = 4. Para que |1〉 sea autoestado de H es necesaria,
segu´n (98), la condicio´n ∑
<l,α>
Jlαal = 0, ∀α (99)
Para satisfacer la condicio´n (99), elegimosal = (−1)lJlα = J (100)
Fijando (100), |1〉 es autoestado de H si y so´lo si
J ′ = J
2∆ + 1
∆ + 1
(101)
Donde llamamos J ′ al acoplamiento que conecta dos celdas contiguas (llamado J4 en el resto
del trabajo) y J todo otro acoplamiento.
Con el objetivo de observar el salto en la curva de magnetizacio´n predicho anal´ıticamente
calculamos las curvas de magnetizacio´n utilizando DMRG para tres anisotrop´ıas distintas,
∆ = 0, 1/2, 1 con J = 1 y J ′ = J 2∆+1
∆+1
, es decir, satisfaciendo la condicio´n (101) y observamos
el salto en la magnetizacio´n de magnitud δm = 0.2 justo antes de llegar a la saturacio´n (figura
23).
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Figura 23: Curvas de magnetizacio´n para distintas anisotrop´ıas ∆ = 0, 1/2, 1, utilizando J = 1 y
J ′ = J 2∆+1∆+1 (satisfaciendo la condicio´n (101)). En los tres los casos puede apreciarse el salto de
amplitud δm = 0.2 justo antes de llegar a la saturacio´n.
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Conclusiones
En este trabajo estudiamos el diagrama de fases magne´tico de un modelo de Heisenberg de
esp´ın 1/2 sobre la cadena Kagome´ mediante calculos nume´ricos utilizando DMRG. Se encontro´
que el diagrama presenta tres fases magne´ticas caracterizadas por la presencia de plateaux de
magnetizacio´n con m = 1/5, m = 3/5 o ambos (con m normalizada a la magnetizacio´n de satu-
racio´n). Adema´s, con la misma te´cnica calculamos las correlaciones 〈Sz1Szn〉 sobre cada plateau
para encontrar el orden magne´tico en cada caso.
Por otra parte, utilizando simulaciones montecarlo obtuvimos curvas de magnetizacio´n que a
bajas temperaturas presentan los mismos plateaux de magnetizacio´n que en el caso cua´ntico.
Adema´s, comparando los resultados de 〈Sz1Szn〉 obtenidos usando DMRG y montecarlo resalta-
mos la similitud entre fluctuaciones de origen cua´ntico y te´rmico.
Luego, partiendo del estado fundamental cla´sico sobre un plateau de magnetizacio´n estu-
diamos la aproximacio´n semicla´sica de spin-waves, utilizando bosones de Holstein Primakoff.
A partir de la aproximacio´n de part´ıculas independientes calculamos las bandas de energ´ıa de
los magnones y comparamos la energ´ıa del estado fundamental calculada segu´n DMRG, spin-
waves y l´ımite de Ising (energ´ıa cla´sica), observando que la aproximacio´n semi-cla´sica se acerca
ma´s al resultado arrojado por DMRG cuanto mayor es la diferencia entre acoplamientos en la
plaqueta.
Por otra parte, estudiamos de manera anal´ıtica excitaciones localizadas en la cadena que
dan lugar a un salto en la magnetizacio´n justo antes de llegar a la saturacio´n, si se cumple una
condicio´n adecuada de los acoplamientos (ecuacio´n (99)), como verificamos nume´ricamente.
Como continuacio´n de este trabajo, buscaremos formular una teor´ıa en te´rminos de integra-
les de camino y estados coherentes de esp´ın para sistemas frustrados en 1 y 2 dimensiones que
nos permita comprender la formacio´n de mesetas de magnetizacio´n y su relacio´n con te´rminos
topolo´gicos en la accio´n del modelo sigma no lineal.
Adema´s, estudiaremos los estados de tipo l´ıquido de esp´ın presentes en el diagrama de fases
del compuesto Bi3Mn4O12(NO3) [12] [13] [14] [15], desarrollando modelos efectivos de baja
energ´ıa que permiten estudiar las caracter´ısticas del diagrama de fases y las transiciones corres-
pondientes, utilizando la transformacio´n de Holstein-Primakov, la representacio´n en te´rminos
de bosones de Schwinger, operadores de bond, la integral de caminos, Bethe Anszat, DMRG,
etc.
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Ape´ndice
Diagonalizacio´n del Hamiltoniano boso´nico
Al realizar la transformacio´n de Holstein-Primakov en la cadena Kagome´, obtuvimos un
Hamiltoniano de la forma
H =
∑
k
Hk =
∑
k
A†DkA (102)
donde
A =
(
akα
a†−kα
)
(103)
con α = 1, ...,m y D es una matriz hermı´tica definida positiva. Buscamos un nuevo conjunto de
operadores boso´nicos, que se obtienen como combinacio´n lineal de akα y a−kα, y diagonalizan
Hk. Escribimos entonces
B =
(
bkα
b†−kα
)
= T A (104)
con T C2m×2m tal que
Hk = A†T †(T †)−1DkT −1T A = B†ηkB (105)
donde
ηk = diag(ωkα, ω−kα) (106)
Entonces el Hamiltoniano Hk en (102) se escribe
Hk =
∑
α
(ωkαb
†
kαbkα + ω−kαbkαb
†
kα) =
∑
α
2ωkαb
†
kαbkα +
∑
α
ωkα (107)
donde asumimos ωkα = ω−kα.
Para que los operadores bkα satisfagan el a´lgebra boso´nica (40), se tiene que
[Bρ′ , B
†
ρ] = σρ′ρ (108)
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con ρ, ρ′ = 1, ..., 2m; donde definimos
σρ′ρ =

1 si ρ = ρ′ y 1 ≤ ρ ≤ m
−1 si ρ = ρ′ y m+ 1 ≤ ρ ≤ 2m
0 caso contrario.
(109)
que cumple σ2 = 1. Luego, se sigue
σρ′ρ = [(T A)ρ′ , (A†T †)ρ] (110)
de donde resulta una condicio´n para T , que matricialmente se escribe
σ = T †σT o bien T †σ = σT −1 (111)
y se dice que T es una transformacio´n para-unitaria.
Por otra parte, segu´n (105),
(T †)−1DkT −1 = ηk (112)
y usando (111) en (112),
DkT −1 = T †ηk = T †σσηk = σT −1σηk
σDT −1 = T −1σηk
(113)
donde
σηk = diag(ωkα,−ω−kα) (114)
Si cρ es la columna ρ-e´sima de T −1, entonces
(σD)cρ = σρρωρcρ (115)
o bien
(σD − σρρωρ1)cρ = 0 (116)
es decir, cρ es autovector de σD con autovalor σρρωρ, obtenie´ndose as´ı el espectro de energ´ıas
del problema.
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DMRG
Definicio´n de la red
<LATTICE name=”chain l a t t i c e ” dimension=”1”>
<PARAMETER name=”a” d e f a u l t =”1”/>
<BASIS><VECTOR>a</VECTOR></BASIS>
<RECIPROCALBASIS><VECTOR>2∗pi /a</VECTOR></RECIPROCALBASIS>
</LATTICE>
Definicio´n de la celda unidad
<UNITCELL name=”c i n c o s ” dimension=”1” v e r t i c e s =”5”>
<VERTEX/>
<VERTEX/>
<VERTEX/>
<VERTEX/>
<VERTEX/>
<!−− I n t e r a c c i o n e s−−>
<EDGE type=”1”><SOURCE vertex =”1” o f f s e t =”0”/><TARGET vertex =”3” o f f s e t =”0”/></EDGE>
<EDGE type=”2”><SOURCE vertex =”1” o f f s e t =”0”/><TARGET vertex =”2” o f f s e t =”0”/></EDGE>
<EDGE type=”4”><SOURCE vertex =”2” o f f s e t =”0”/><TARGET vertex =”1” o f f s e t =”1”/></EDGE>
<EDGE type=”3”><SOURCE vertex =”2” o f f s e t =”0”/><TARGET vertex =”3” o f f s e t =”0”/></EDGE>
<EDGE type=”3”><SOURCE vertex =”3” o f f s e t =”0”/><TARGET vertex =”4” o f f s e t =”0”/></EDGE>
<EDGE type=”1”><SOURCE vertex =”3” o f f s e t =”0”/><TARGET vertex =”5” o f f s e t =”0”/></EDGE>
<EDGE type=”2”><SOURCE vertex =”4” o f f s e t =”0”/><TARGET vertex =”5” o f f s e t =”0”/></EDGE>
<EDGE type=”4”><SOURCE vertex =”5” o f f s e t =”0”/><TARGET vertex =”4” o f f s e t =”1”/></EDGE>
</UNITCELL>
<!−− type d e f i n e e l t i po de en lac e −−>
<!−− o f f s e t indexa l a ce lda −−>
Caracter´ısticas del sistema
<LATTICEGRAPH name = ” f i v e−p e r i o d i c”>
<FINITELATTICE>
<LATTICE r e f =”chain l a t t i c e ”/>
<EXTENT dimension=”1” s i z e =”L”/>
<BOUNDARY type=”p e r i o d i c ”/>
</FINITELATTICE>
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<UNITCELL r e f=”c i n c o s ”/>
</LATTICEGRAPH>
Modelo
<SITEBASIS name=”sp in”>
<PARAMETER name=” l o c a l s p i n ” d e f a u l t=” l o c a l S ”/>
<PARAMETER name=” l o c a l S ” d e f a u l t =”1/2”/>
<QUANTUMNUMBER name=”S” min=” l o c a l s p i n ” max=” l o c a l s p i n ”/>
<QUANTUMNUMBER name=”Sz” min=”−S” max=”S”/>
<OPERATOR name=”Splus ” matrixelement=”s q r t (S∗(S+1)−Sz ∗( Sz+1))”>
<CHANGE quantumnumber=”Sz” change=”1”/>
</OPERATOR>
<OPERATOR name=”Sminus” matr ixelement=”s q r t (S∗(S+1)−Sz ∗( Sz−1))”>
<CHANGE quantumnumber=”Sz” change=”−1”/>
</OPERATOR>
<OPERATOR name=”Sz” matrixelement=”Sz”/>
</SITEBASIS>
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