ABSTRACT: A large number of different Pseudo-R measures for some common limited 2 dependent variable models are surveyed. Measures include those based solely on the maximized likelihoods with and without the restriction that slope coefficients are zero, those which require further calculations based on parameter estimates of the coefficients and variances and those that are based solely on whether the qualitative predictions of the model are correct or not. The theme of the survey is that while there is no obvious criterion for choosing which Pseudo-R to use, if the estimation is in the context of an underlying latent 2 dependent variable model, a case can be made for basing the choice on the strength of the numerical relationship to the OLS-R in the latent dependent variable. As such an OLS-R can 2 2 be known in a Monte Carlo simulation, we summarize Monte Carlo results for some important latent dependent variable models (binary probit, ordinal probit and Tobit) and find that a Pseudo-R measure due to McKelvey and Zavoina scores consistently well under our criterion.
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Introduction
This survey reviews some of the many R -type measures (or Pseudo-R 's) that 2 2 have been proposed for estimated limited dependent variable models. (A limited dependent variable model is a model where the observed dependent variable is constrained, such as in the binary probit model where it must be either zero or one, or in the Tobit model, where it is constrained to exceed zero.) The surveys of limited dependent variable models by Amemiya (1981) and Dhrymes (1986) , as well as the standard reference by Maddala (1983) , all briefly discuss goodness of fit and mention one or two possible Pseudo-R 's, but none give a motivation 2 as to why such measures might be calculated. (Some of the measures were initially introduced with little or no justification and in some cases are hard to motivate now.) In the next section, we discuss a number of possible motivations and show how each leads to a class of Pseudo-R 's.
2
While none of these is beyond challenge, we emphasize one, the McKelvey-Zavoina R , that 2 in some situations seems most conducive to comparability across different types of empirical models.
As an example of this kind of comparability, consider a situation where the researcher is estimating a model with annual individual income as the dependent variable and some number of independent variables. The data, which are by individual, may be provided in three ways: (i) the complete data (ii) the complete data except that the dependent variable data is censored at $50,000 (so that one knows which individuals are earning more than $50,000
but not how much more) or (iii) the complete data except that the dependent variable is only reported by category, such as where a zero corresponds to "less than or equal to $50,000" and a one corresponds to "more than $50,000" in the binary category case. Mode (ii) or (iii) might perhaps be adopted due to confidentiality concerns. It might be desirable if the R 2 from OLS on sample (i) were as close as possible to the Pseudo-R from a Tobit type 2 3 regression if the data were provided as sample (ii) or the Pseudo-R from a binary probit 2 regression if the data were provided as sample (iii). This same kind of comparability might be used more generally to make rough comparisons across empirical models, where in some cases the dependent variable is observed continuously and in others it is limited.
We shall discuss other types of justifications in the next section, and while it is not the purpose of this survey to convince the reader that our favoured justification, or any other, is the "right" one, we do note that the above approach is consistent with the way practitioners use R in the OLS context. Our view is that most empirical researchers are 2 explicitly or implicitly making rough comparisons of "goodness of fit" across similar empirical models with similar samples, where the research experience in the area is far more important than any statistical criteria. For example, a researcher estimating macroeconometric OLS regressions using data from different countries might expect R 's in the .8 or .9 range. If one of 2 the country regressions has an R of .4, this is a sign that special attention is required; there may 2 even be an error. However in a different situation, practitioners using microdata on labour supply may expect R 's of around . diagnostics have well-known importance but are seldom reported, the latter a "sorry state of affairs" as Pagan and Vella note (1989, p. 530) .
In the Introduction, we sketched a brief overall motivation for choosing Pseudo-R 2 measures that would maximize comparability across similar empirical models, some with continuous and some with limited dependent variables. To consider the basis of that comparability, consider the three properties given by Dhrymes (1986) for R in the OLS case 2 that he feels could be desirably extended to a Pseudo-R :
it stands in a one-to-one relation to the F-statistic for testing the hypothesis that the coefficients of the bona fide explanatory variables are zero;
ii. it is a measure of the reduction of the variability of the dependent variable through the bona fide explanatory variables;
iii. it is the square of the simple correlation coefficient between predicted and actual values of the dependent variable within the sample.
( Kvålseth (1985) gives a more complete set of interpretations attributable to OLS-R under the 2 assumption the model contains an intercept.) As Dhrymes (1986) Magee (1990) calls the "significance of fit approach" is based on the OLS relationship:
where k is the number of explanatory variables including the intercept, F is the F-statistic of 6 the null hypothesis that the non-intercept variables are zero and N is the number of observations. There are similar relationships involving, instead of F, the likelihood ratio or other actual outcomes of the discrete dependent variables and their "predictions", which will be estimated probabilities from the underlying continous dependent variable model.
(Section 6 discusses the case where predictions must be zero/one and are not probabilities.)
Hence these measures may be appropriate if the implicit loss function is in the difference between the outcome and the estimated probability that that outcome will occur, with the R 2 measure the estimated predictive gain from using the explanatory variables. the underlying latent variable model has been our favoured criterion Zimmermann, 1990a, 1990b) but has also been used as a criterion by Hagle and Mitchell (1992), Laitila (1993) and Windmeijer (1995) Before we turn to actual measures in the next section, two of the more mundane criteria should be mentioned. One is that an R measure is typically bounded between zero and one and 2 this is common to almost all the measures we study. (None may exceed one; we shall indicate the few which some may under some circumstances be less than zero.) The second is that R should tend to increase (or at least not decrease) as more explanatory variables are 2 added, a property of all the measures we shall discuss. (2) and (3) imply a log-likelihood function (4) where H is the cumulative distribution for U. If H is standard normal, the model is called a binary probit. If H is logistic, the model is called a binary logit. For future reference we define (5) and (6) where Y = x N evaluated at the maximum likelihood estimates based on (4). form. We have added a few to his list and grouped them according to Dhrymes`s (1986) interpretations (i) -(iii). While it is possible to estimate such models by OLS in some cases as an approximation to probit or logit regression, Cox and Wermuth (1992) point out that in any case where this is feasible, R is restricted from above and unlikely to be useful. Hence we focus on 2 probit and logit methods.
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Dhrymes's interpretation (i) suggests generating a Pseudo-R using a one-to-one 2 relationship to the F-statistic (or some similar statistic) for testing the hypothesis that the coefficients of the explanatory variables, besides the intercept, are zero. Magee (1990) suggests using formula (1) as a possible rule for generating a Pseudo-R in a wide variety of circumstances.
2
As he points out, it is also possible (and more common) in this context to use the corresponding likelihood ratio statistic:
where R is the log-likelihood value of the model and R is the log-likelihood value if the non-M 0 intercept coefficients are restricted to zero. It is also helpful to define
where R is the maximum possible likelihood (i.e. a perfect fit) and in this case is 0. Some MAX possible Pseudo-R measures based on F and LRT are contained in Table 1.   2 Turning to the table, it should be clear that all the measures lie between zero and 1.
All the likelihood based measures cannot fall as right hand side variables are added to the model; the others may fall but the probability of this happening vanishes as N increases. Considering the Significance-of-fit Class first, Magee's R has already been discussed, while as Magee upper bound one whenever the observed dependent variable is discrete. Zimmermann (1990a, 1992a) McFadden ( Morrison (1972) , Goldberger (1973) and Efron (1978) Lave ( Table 1 show how it is the achieved gain in the log-likelihood due to the explanatory variables relative to the maximum possible achievable gain, where the third equality follows as R = 0 in logit or probit models. It is sometimes reported in these contexts as the "likelihood MAX ratio index". Hauser (1977) discusses this measure in a Kullback-Leibler divergence information-theoretic context. Merkle and Zimmermann (1992) and Cameron and Windmeijer (1993b) emphasize that the first two expressions for this Pseudo-R in the Note that in discrete dependent variable models, F is not estimated but is set by normalization, 2 for example to one in the binary probit case and B /6 in the binary logit case. (1990a) exhibit such small numerical differences for sample sizes of 200 and 1000, that one line on a graph does for both measures (as it will in this paper as well). Veall and Zimmermann (1990 . 1992a , 1994a , Hagle and Mitchell (1992) The research of Hagle and Mitchell (1992) and Windmeijer (1995) is entirely consistent with these findings and adds the following insights:
(a) While Veall and Zimmermann (1990a) find that the choice of sample size of either 200 or 1000 makes little difference, Hagle and Mitchell (1992) find that with a sample size of only 100, the sample variance of R is somewhat larger than that of R . (c) Windmeijer (1995) also finds that R scores best (although not very well) using the 2 MZ criterion of closeness to the squared correlation of the actual and predicted probabilities.
(We have our objections to this criterion. See Veall and Zimmermann (1995) . It is true that if the squared correlation of the actual and predicted probabilities is one, this could indicate the correct model had been chosen; on the other hand this correlation could be one even for models that fit very poorly as it makes no allowance for unexplained variation that may be left. For example, the correlation could be one even if the model omits a normally distributed variable that is orthogonal to the others.) (d) Hagle and Mitchell (1992) also consider the case of misspecification, where the method of estimation does not match the probability distribution of the errors. If the binary logit method is applied instead of the binary probit even though the true disturbance is normal, there is almost no consequence in terms of the performance of the Pseudo-R 's. However 2 if either probit or logit analysis is done when the true error is skewed or bimodal, the effects on the R measures are large, with the results favouring the choice of R . measures as variables are added shows that R is closest to the underlying OLS-R and hence 2 2 MZ might be the most useful in model selection.
Pseudo-R 's with Discrete Dependent Variables with More Than Two Outcomes 2
Sometime models with discrete dependent variables have more than two outcomes. These models include ordinal probit and ordinal logit, where the outcomes are ordered (e.g. no employment, part-time employment, full-time employment) and multinomial probit and logit models, where there is no such ordering (e.g. choice of heating by gas, oil or electricity). For the unordered approaches, only the significance-of-fit measures apply and there is no research on which Pseudo-R is best. Maddala (1983) describes the overall multinomial probit/logit model and with respect 2 to Pseudo-R , the approach of Magee will work and, as noted, Hauser (1977) and Cameron and 2 Windmeijer (1993b) emphasize the information theoretic support for R .) For the ordered 2 MF approaches, R is available but the correlation approach is not usually applied. The log-likelihood function can be found in Maddala (1983) , for example. With respect to Pseudo-R measures, the principal conclusions are the same as for the binary probit case, Merkle and Zimmermann (1992) and Cameron and Windmeijer (1993a,b) suggest the measure R based on the deviance, as described in the previous section.
DV
For ordinal logit and probit and multinomial logit and probit, R = R . For Poisson models, 2 2 DV MF Cameron and Windmeijer (1993b) show that the LRT/LRT* version of R as in Table 1 2 MF becomes:
where . They also calculate deviance-based measures for the negative binomial case and other generalized linear models based on the Bernoulli, Gamma and inverse Gaussian. Merkle and Zimmermann (1992) and Cameron and Windmeijer (1993a) Greene (1981) shows that simply using OLS on the entire data set, censored and uncensored, leads to a downward bias in the R . Veall and Zimmermann, 1990b , 1994 ) Laitila (1993 provides a formal proof (and also extends the measure to the case where there is only data on non-limit observations, commonly known as truncated regression). However as Laitila (1993 ) and Veall and Zimmermann (1990b , 1994b point out, in the Tobit case there is an estimate of F and no 2 need to set this value by normalization. One of the few measures suggested in the literature specifically for this case is from Dhrymes (1986 Dhrymes ( , p.1603 ): $, F and the variance-covariance matrix of the x's and also can be calculated using estimates from other methods besides Maximum Likelihood. He uses estimates from Powell's (1986) method. He also shows that R is strongly related to the latent variable OLS-R , and shows that both 2 2 MZ change similarly as a regressor is added.
Another case with a continuous but limited dependent variable is censored survival data.
For Cox's proportional hazard model, Kent and O'Quigley (1988) n determinant of the actual 2x2 matrix divided by the determinant of the "perfect fit" 2x2 matrix. ("Pearson's M"; square root is "Tschuprov's T") Goodman and Kruskal (1954) m1 m2 m+ m+ slight modification of Goodman and Kruskal (1954) Bishop, Fienberg and Holland (1975) Q = (p p -p p )/(p p + p p ) Bishop, Fienberg and Holland (1975) 11 22 12 21 11 22 12 21 Bishop, Fienberg and Holland (1975) 11 22 Bishop, Fienberg and Holland (1975) correct to be as good as one that is always correct. If the predictive power of the qualitative choice model under consideration is at least as good as random, this is not an issue.
Other measures of nominal association employ the proportional-reduction-in-error logic.
The approach as applied here is to measure the percentage reduction in the probability of error achieved by the model predictions as opposed to blind guesses. We discuss a measure suggested originally by Goodman and Kruskal (1954) , and we also make an obvious modification and suggest 8N. Both measures are in the [0,1] range. To motivate 8 and 8N, realize that without knowledge of the model, the best guess is to choose the category with the largest marginal probability of realizations (p ). 8N is therefore the fraction of correct predictions minus the m+ fraction of correct predictions by the naive rule that always predicts the most common outcome all divided by a denominator equal to one minus the number of correct predictions by the naive rule. This can be calculated simply in one's head in most instances so that if we know that 60 per cent of the population own houses and a model has a prediction success rate of 90 per cent then 8N = (.9 -.6) / (1 -.6) = .75. 8N differs from 8 in that 8 "gives credit" for incorrect predictions if p > p . This is a little like finding value in one of the current author's sports predictions: all one mj j j has to do is hear the prediction and bet on the other team. We prefer 8N in this regard (because we think econometric models should not be given credit for being wrong) but note that a consequence is that 8N can be negative (if the model is worse than random) but 8 cannot. The measure J also has a proportion of explained variance interpretation, which is described in Bishop et al. (1975, pp. 389-391) .
Popular measures of association for ordinal data are Yule's Q and Y (see Bishop, Fienberg and Holland (1975), pp. 378-379) Measures of agreement [see Bishop, Fienberg and Holland (1975, pp. 397-998) for references] are additional alternatives. 6 is a well-known measure of this type.
Veall and Zimmermann (1992b) again conduct a very limited Monte Carlo experiment using the same kind of latent variable models used in the experiments previously described, with the outcome classed as a binary variable (0 or 1) and the prediction classed as a 0 or 1 depending on which had the larger estimated probability. Six measures were very close, with F (our n normalization of the McFadden, Puig and Kirschner measure) the best by a little, and *, 6, I, Y and 8 virtually indistinguishable. 8N was not included in the initial study but for this survey we have reperformed the experiments and find it finishes second overall. All these seven measures tend to underpredict OLS-R slightly when less than .5, then overpredict slightly when greater 2 than .5. However, overall the performance is very good, although the error in predicting an underlying OLS-R is obviously much larger when only prediction/ realization information is 2 available than when complete output from say a probit estimation is available. The other measures (J, Q, F and C) do not perform well. A clearer choice might emerge in a more extensive set of experiments.
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Summary and Conclusions
We have surveyed a large literature suggesting many alternative Pseudo-R measures for a variety 2 of cases where the dependent variable is limited in some way. These include the cases of both binary and nonbinary discrete dependent variables, continuous dependent variables with limit observations (most commonly modelled in the Tobit framework) and the case of discrete dependent variables when the only available information is the comparison of predictions and realizations. class of measures summarized by Magee (1990) seem worthwhile, although little is known as to which alternative is best. In the case of simple prediction-realization comparisons, limited simulation analysis suggests that a number of measures are very close but a normalization we propose of a measure due to McFadden, Puig and Kirschner performs a bit better than the others under our criterion. While it is straight forward to calculate, it is even easier to compute an obvious modification of Goodman and Kruskal's 8 which also performs well under our criterion.
