The automated credit scoring tools play a crucial role in many financial environments, since they are able to perform a real-time evaluation of a user (e.g., a loan applicant) on the basis of several solvency criteria, without the aid of human operators. Such an automation allows who work and offer services in the financial area to take quick decisions with regard to different services, first and foremost those concerning the consumer credit, whose requests have exponentially increased over the last years. In order to face some well-known problems related to the state-of-the-art credit scoring approaches, this paper formalizes a novel data model that we called Discretized Enriched Data (DED), which operates by transforming the original feature space in order to improve the performance of the credit scoring machine learning algorithms. The idea behind the proposed DED model revolves around two processes, the first one aimed to reduce the number of feature patterns through a data discretization process, and the second one aimed to enrich the discretized data by adding several meta-features. The data discretization faces the problem of heterogeneity, which characterizes such a domain, whereas the data enrichment works on the related loss of information by adding meta-features that improve the data characterization. Our model has been evaluated in the context of real-world datasets with different sizes and levels of data unbalance, which are considered a benchmark in credit scoring literature. The obtained results indicate that it is able to improve the performance of one of the most performing machine learning algorithm largely used in this field, opening up new perspectives for the definition of more effective credit scoring solutions.
INTRODUCTION
In the past decades, the credit scoring techniques have assumed a great importance in many financial sectors (Siddiqi, 2017) , since they are able to take decisions in real-time, avoiding the employment of humans in order to evaluate the available information about people who request certain financial services, such as, for instance, a loan.
In such a context, it should be noted how the major financial losses of an operator that offers financial services are those related to an incorrect evaluation of the customers reliability (Bijak et al., 2015) , For instance, in the consumer credit context (Livshits, 2015) , such a reliability is expressed in terms of user solvency and the losses are related to the loans that have not been fully or partially repaid.
Many sector studies have reported that the consumer credit has exponentially increased over the last years, as shown in Figure 1 , which reports a study on the Euro area performed by Trading Economics 1 on the basis of the European Central Bank (ECB) 2 data. The Euro area has been used by way of example, since a similar trend is also registered in other world areas such as, for instance, Russia and USA. Other aspects related to the role of the Credit Rating Agencies (CRAs) 3 with regard to the globalization of the financial markets have been investigated and discussed in (Doumpos et al., 2019) .
For the aforementioned reasons, we are assisting and supporting an important increase of the investments, in terms of money and number of researchers, with the aim to develop increasingly effective credit scoring techniques. Ideally, these technologies should be able to correctly classify each user as reliable or unreliable, on the basis of the available information (e.g., age, current job, status of previous loans, etc.).
Basically, these techniques can be considered statistical approaches (Mester et al., 1997) focused on the evaluation of the probability that a user will not repay (or partially repay) a credit (Mester et al., 1997) . On the basis of this probability, typically calculated in real-time, a financial operator can decide whether to grant or not the requested financial service (Hassan et al., 2018) .
Similarly to other data domains such as, for instance, those related to the Fraud Detection or the Intrusion Detection tasks (Dal Pozzolo et al., 2014; Saia, 2017) , the information that is usually available to train a credit scoring model is characterized by an unbalanced distribution of data (Rodda and Erothi, 2016; Saia et al., 2018b) .
Therefore, the data that is available to define the evaluation model (from now on denoted as instances) is composed by a huge number of reliable samples, with respect to the unreliable ones (Khemakhem et al., 2018) . Several studies in literature prove that such a data unbalance reduces the effectiveness of classification algorithms (Haixiang et al., 2017; Khemakhem et al., 2018 ).
Research Motivation
On the basis of our previous experience (Saia and Carta, 2016c; Saia and Carta, 2016a; Saia and Carta, 2016b; Saia et al., 2018a) , the proposed Discretized Enriched Data (DED) model has been designed by us in order to face some wellknown problems related to this data domain. The first of them is given by the heterogeneity of the patterns used to define a classification model, since they depend on the available information about the users, which is previously collected. Such information is characterized by a number of features that could be very different, even when they define the same class of information.
Through our DED model we perform a twofold process, the first one aimed to reduce the pattern by adopting a discretization criterion, whereas the second one aimed to enrich the discretized features by adding a series of meta-features able to better char-acterize the related class of information (i.e., reliable or unreliable). In order to assess the real advantages related to our approach, without the risk of results being biased by over-fitting (Hawkins, 2004) , differently from the majority of related works in literature, we do not use a canonical cross-validation criterion.
This because a canonical cross-validation criterion does not guarantee a complete separation between the data used to define the evaluation model and the data used to evaluate its performance. For this reason, we have adopted a criterion, largely used in other domains, which focuses on the importance of assessing the real performance of an evaluation/prediction model (e.g. financial market forecasting (Henrique et al., 2019) ). Specifically, we assess the performance of the DED model on never seen before data (conventionally denoted as out-of-sample) and we define it on different data (conventionally denoted as in-sample). The canonical cross-validation criterion has been used only in the context of these two sets of data.
The scientific contribution related to our work is the following: -formalization of the Discretized Enriched Data (DED) model, which is aimed to improve the effectiveness of the machine learning algorithms in the credit scoring data domain; -implementation of the DED model in the context of a machine learning classifier we selected on the basis of its effectiveness through a series of experiments performed by using the in-sample part of each credit scoring dataset; -evaluation of the DED model performance, performed by using the out-of-sample part of each credit scoring dataset, comparing it with the performance of the same machine learning algorithm that uses the canonical data model. The rest of the paper has been structured as follows: Section 2 provides information about the background and the related work of the credit scoring domain; Section 3 introduces the formal notation used in this paper and defines the problem we address; Section 4 provides the formalization and the implementation details of the proposed data model; Section 5 describes the experimental environment, the datasets, the experimental strategy, and the used metrics, reporting and discussing the experimental results; Section 6 makes some concluding remarks and directions for future works.
BACKGROUND AND RELATED WORK
This section provides an overview of the concepts related to the credit scoring research field and the stateof-the-art solutions, by also describing problems that are still unsolved and by introducing the idea that stands behind the DED model proposed in this paper.
Credit Risk Models
In accord with several studies in literature (Crook et al., 2007) , we start off by identifying the following different types of credit risk models, with regard to a default 4 event: the Probability of Default (PD) model, which is aimed to evaluate the likelihood of a default over a specified period; the Exposure At Default (EAD) model, which is aimed to evaluate the total value a financial operator is exposed to when a loan defaults; the Loss Given Default (LGD) model, which is aimed to evaluate the amount of money a financial operator loses when a loan defaults.
In this paper we take into account the first of these credit risk models (i.e., the Probability of Default), expressing it in terms of binary classification of the evaluated users, as reliable or unreliable.
Approaches and Strategies
The current literature offers a number of approaches and strategies, designed to perform the credit scoring task, such as: -those based on statistical methods, where the authors, for instance, exploit the Logistic Regression (LR) (Sohn et al., 2016) method in order to define a fuzzy credit scoring model able to predict the default possibility of a loan, or perform this operation by using the Linear Discriminant Analysis (LDA) (Khemais et al., 2016) ; -those that rely on Machine Learning (ML) algorithms (Barboza et al., 2017) , such as the Support Vector Machines (SVM) method employed in (Harris, 2015) , where the authors adopt a Clustered Support Vector Machine (CSVM) approach to perform the credit scoring, or in (Zhang et al., 2018) , where instead the authors exploit an optimized Random Forest (RF) approach to perform such a task; -those that exploit Artificial Intelligence (AI) strategies (Liu et al., 2019) , such as the Artificial Neural Network (ANN) (Bequé and Lessmann, 2017) ;
-those that rely on transformed data domains, such as in Saia et al., 2018a) , where the authors exploit, respectively, the Fourier and Wavelet transforms; -those where specific aspects, such as data entropy (Saia and Carta, 2016a) , lineardependence (Saia and Carta, 2016c; Saia and Carta, 2016b) , or word embeddings (Boratto et al., 2016) have been taken into account to perform credit scoring tasks ; -those based on hybrid approaches (Ala'raj and Abbod, 2016; Tripathi et al., 2018) where several different approaches and strategies have been combined in order to define a model able to improve the credit scoring performance.
The literature also provides many surveys where the performance of the state-of-the-art solutions for credit scoring have been compared, such as that in (Lessmann et al., 2015b) .
Open Problems
Regardless of the approach and strategy used to perform credit scoring tasks, there are several common problems that have to be addressed. The most important of them are: -Datasets Availability: the literature puts an accent on the limited availability of public datasets to use in the validation process (Lessmann et al., 2015a) . This issue is mainly related to the fact that financial operators often refuse to share their data, or to privacy reasons, e.g., there are many countries where legal reasons, related to the protection of privacy, prevent the creation of publicly available datasets (Jappelli et al., 2000) ; -Data Unbalance: the difference between the samples related to the reliable cases and the samples related to the unreliable ones, is a common characteristic between the available datasets (Brown and Mues, 2012) . A data configuration of this kind reduces the performance of evaluation models that are trained with these unbalanced sets of data (Chawla et al., 2004) ; -Samples Unavailability: it is related to the wellknown cold start problem that affects many research areas (Li et al., 2019) . It happens when there is no availability of samples related to a class of information (e.g., the unreliable one), making it impossible to train an evaluation model.
Evaluation Metrics
Several studies have also been performed in literature, in order to identify the best performance evaluation criteria to adopt for a correct evaluation of credit scoring models, such as that in (Chen et al., 2016) . Some of the most used metrics for assessing the effectiveness of a credit scoring model are reported in the following: -those based on the confusion matrix 5 , such as the Accuracy, the Sensitivity, the Specificity, or the Matthews Correlation Coefficient (MCC) (Powers, 2011) ; -those based on the error analysis, such as the Mean Square Error (MSE), the Root Mean Square Error (RMSE), or the Mean Absolute Error (MAE) (Chai and Draxler, 2014) ; -those based on the the Receiver Operating Characteristic (ROC) curve, such as the Area Under the ROC Curve (AUC) (Huang and Ling, 2005) .
Considering that some of these metrics do not work well with data unbalance (Jeni et al., 2013) , such as, for instance, the majority of metrics based on on the confusion matrix, many works in literature addressing the problem of unbalanced datasets (e.g., as it happens in the credit scoring context taken into account in this paper) adopt more that one metric to correctly evaluate their results.
Data Transformation
Some basic concepts, related to data discretization and enrichment processes, are briefly introduced in this section, along with the reasons why we decided to use them for defining the proposed DED model.
Discretization
Many algorithms must have knowledge of the type and domain of the data where they operate and, in addition, some of them (e.g., Decision Trees) require categorical feature values (García et al., 2016) , constraining us to perform a preprocessing of the continuous feature values through a discretization method.
The process of data discretization is largely adopted in literature as an effective data preprocess-ing technique (Liu et al., 2002) . Its goal is to transform the feature values from a quantitative to a qualitative form, by dividing each feature value into a discrete number of non overlapped intervals. This means that each numerical feature value (continuous or discrete) is mapped into one of these intervals, improving the effectiveness of many machine learning algorithms (Wu and Kumar, 2009 ) that deal with realworld data usually characterized by continuous values.
However, regardless of the algorithms that need a discretized data input, the discretization process presents additional advantages, such as the data dimensionality reduction that leads towards a faster and accurate learning (García et al., 2016) or the improvement in terms of data understandability, given by the discretization of the original continuous values (Liu et al., 2002) .
If, on one hand, the main disadvantage of a discretization process is given by the loss of information that occurs during the transformation of continuous values into discrete values, on the other hand, an optimal discretization of the original data represents a NP-complete 6 process.
In the DED model proposed in this paper, the data discretization process produces a twofold advantage: the first one related to the aforementioned benefits for the involved machine learning algorithms; the second one related to the reduction of the possible feature patterns, since all the continuous values have been mapped to a limited range of discrete values.
By way of example, Figure 2 shows the discretization of four feature values defined in a continue range of values [0, 100] into a discrete range {0, 1, . . . , 10}.
Enrichment
The literature indicates the data enrichment as a process adopted in order to improve a data domain through a series of additional information, such as meta-features. For instance, the work presented in (Giraud-Carrier et al., 2004 ) defines a set of metafeatures able to improve the prediction performance of the learning algorithms taken into account.
The meta-features are usually defined by aggregating some original features, according to a specific metric (e.g., minimum value, maximum value, mean value, standard deviation, etc.), which can be calculated in the space of a single dataset instance (row) or in the context of the entire dataset (Castiello et al., 2005) .
It should be observed that the meta-features are largely used in the field of Meta Learning (Vilalta and Drissi, 2002) , a branch of machine learning that exploits automatic learning algorithms on meta-data in the context of machine learning processes.
For this paper purposes, we exploit them to balance the loss of information, which is a consequence of the applied discretization process, in order to add further information aimed to well characterize the involved classes of information (i.e., reliable and unreliable). More formally, given a set of discretized features {d 1 , d 2 , . . . , d X }, we add a series of metafeatures to them {m 1 , m 2 , . . . , m Y }, obtaining a new set of features, as shown in Equation 1.
NOTATION AND PROBLEM DEFINITION
This section describes the formal notation adopted in this paper and defines the addressed problem.
Formal Notation
Given a set I of already classified instances, composed by a subset I + ⊆ I of reliable cases and a subset I − ⊆ I of unreliable cases, and a setÎ of unclassified instances, considering that an instance is composed by a set of features F and that it belongs to only one class in the set C, we define the formal notation adopted in this paper as reported in Table 1 . 
Problem Definition
We can formalize our objective as shown in Equation 2, where the function f (î, I) evaluates the classification of theî instance, performed by exploiting the available information in the set I. It returns a binary value β, where 0 denotes a misclassification and 1 denotes a correct classification. Therefore, our objective is the maximization of the σ value, which represents the sum of the β values returned by the function f (î, I). 
APPROACH FORMALIZATION
The proposed DED model has been defined and implemented in a credit scoring system by performing the following four steps: -Data Discretization: the values of all features in the sets I andÎ are discretized in accord with a range defined in the context of a series of experiments performed by using the in-sample data; -Data Enrichment: a series of meta-features are defined and added to the discretized features of each instance i ∈ I andî ∈Î; -Data Model: the DED model to use in the context of a credit scoring machine learning algorithm is defined on the basis of the previous data processes; -Data Classification: the DED model is implemented in a classification algorithm aimed to classify each instanceî ∈Î as reliable or unreliable.
Data Discretization
Each feature f ∈ F in the sets I andÎ has been processed in order to move the original range of value of each feature to a defined range of discrete integer values {0, 1, . . . , ∆} ∈ Z, where the value of ∆ has been determined in experimental way, as reported in Section 5.4.5.
Denoting the data discretization process as f ∆ − → d, we operate in order to move each feature f ∈ F from its original value to one of the values in the discrete range of integers {d 1 , d 2 , . . . , d ∆ }. Such a process reduces the number of possible patterns of values (continuous and discrete) given by the original feature vector F, with respect to the ∆ value, as shown in Equation 3.
Data Enrichment
After performing the discretization process previously described, the new feature vector {d 1 , d 2 , . . . , d ∆ } of each instance in the sets I andÎ has been enriched by adding some meta-features we denoted µ. These meta-features have been calculated in the context of each feature vector and they are: Minimum (m), Maximum (M), Average (A), and Standard Deviation (S), then we have µ = {m, M, A, S}. This new process mitigates the pattern reduction operated during the discretization by adding a series of information able to improve the characterization of the instances, and it is formalized in Equation 4.
Data Model
As a result of the data discretization and data enrichment processes, we obtain our new DED data model where the original values f ∈ F assumed by each instance feature have been transformed into a new value, in accord with an experimental defined value ∆, and the number of features have been extended with a series µ = {m, M, A, S} of new meta-features, as formalized in Equation 5. It should be noted that, for the sake of simplicity, the equation refers to the set I only, but the formalization is the same for the setÎ). 
Data Classification
Finally, in the last step of our approach, we implement the new DED model in the classification Algorithm 1, in order to perform the classification of each unclassified instanceî ∈Î. At step 1, the procedure takes the following parameters as input: a classification algorithm alg, the set of classified instances in the set I, and the unclassified instances in the setÎ. The data transformation related to our DED approach is performed for these sets of data at steps 2 and 3, and the transformed data of the set I is used in order to train the algorithm alg model at step 4. The classification process is performed at steps from 5 to 8 for each instance in the setÎ and the classifications are stored in the out. At the end of the process of classification, the results are returned by the algorithm at step 9.
EXPERIMENTS
This section presents the experimental environment, the adopted real-world datasets, the assessment metrics, the experimental strategy, and the obtained results. 
Environment
The code related to the performed experiments has been written in Python language, using the scikitlearn 7 library.
In addition, in order to grant the experiments reproducibility, we have fixed the seed of the pseudorandom number generator to 1 in the scikit-learn code (i.e., the random state parameter).
Datasets
The German Credit (GC) and the Default of Credit Card Clients (GC) are real-world datasets we selected in order to validate the proposed DED model. They represent two benchmarks in the credit score research context and they both are characterized by different size and data unbalance (as shown in Table 2 ), reproducing different data configurations in the credit scoring scenario. All of them are freely downloadable at the UCI Repository of Machine Learning Databases 8 .
Premising that each instance (i.e., each dataset row) in these datasets is numerically classified as reliable or unreliable, in the following we briefly provide their description:
• the GC dataset is composed by 1,000 instances, of which 700 classified as reliable (70.00%) and 300 classified as unreliable (30.00%), and each instance is characterized by 20 features, as detailed in Table 3 . • the DC dataset is composed by 30,000 instances, of which 23,364 classified as reliable (77.88%) and 6,636 classified as unreliable (22.12%), and each instance is characterized by 23 features, as detailed in Table 4 ; 
Metrics
In order to assess the performance of the proposed DED model, with regard to a canonical data model, we have adopted two different metrics. The first one is the Sensitivity, a metric based on the confusion matrix that reports us the true positive rate related to the performed classification, then the capability of the evaluation model to correctly classify the reliable instances.
The second one is the Matthews Correlation Coefficient, it is also based on the confusion matrix and it is able to evaluate the effectiveness of the evaluation model in terms of distinguishing the reliable instances from the unreliable ones and, for this reason, it is commonly used in order to evaluate the performance of a binary evaluation model.
The third metric is based on the the Receiver Operating Characteristic (ROC) curve. It is the Area Under the Receiver Operating Characteristic curve (AUC) and it represents a metric largely used for its capability to evaluate the predictive capability of an evaluation model, even when the involved data is characterized by a high degree of data unbalance.
All the aforementioned metrics are formalized in the following sections.
Sensitivity
According to the formal notation provided in Section 3.1, the formalization of the Sensitivity metric is shown in Equation 6, whereÎ denotes the set of unclassified instances, TP is the number of instances correctly classified as reliable, and FN is the number of unreliable instances wrongly classified as reliable. This gives us the proportion of instances which are correctly classified by an evaluation model (Bequé and Lessmann, 2017) .
Matthews Correlation Coefficient
The Matthews Correlation Coefficient (MCC) performs a balanced evaluation and it also works well with data imbalance (Luque et al., 2019; Boughorbel et al., 2017) . Its formalization is shown in Equation 7 and its result is a value in the range [−1, +1], with +1 when all the classifications are correct and −1 when all the classifications are wrong, whereas 0 indicates the performance related to a random predictor. It should be observed how such a metric can be seen as a discretization of the Pearson correlation (Benesty et al., 2009 ) for binary variables. 
AUC
As reported in a large number of studies in literature (Abellán and Castellano, 2017; Powers, 2011) , the Area Under the Receiver Operating Characteristic curve (AUC) represents a reliable metric for the evaluation of the performance related to a credit scoring model. More formally, given the subsets of reliable and unreliable instances in the set I, respectively, I + and I − , the possible comparisons κ of the scores of each instance i are formalized in the Equation 8, whereas the AUC is obtained by averaging over them, as formalized in Equation 9. It returns a value in the range [0, 1], where 1 denotes the best performance.
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Strategy
Here we report all the details of the experimental strategy, from the choice of the best state-of-the-art algorithm to the definition of the discretization range ∆.
Algorithm Selection
In order to evaluate the benefits of our DED model, we will perform a series of experiments aimed to select the most performing state-of-the-art algorithm to use as competitor. This means that we compare the performance of this algorithm, before and after applying our data model.
For this task we have taken into account the following five machine learning algorithms, since they represent the most performing and widely used ones in credit scoring literature: Gradient Boosting (GBC) (Chopra and Bhilare, 2018) ; Adaptive Boosting (ADA) (Xia et al., 2017) ; Random Forests (RFA) (Malekipirbazari and Aksakalli, 2015) ; Multilayer Perceptron (MLP) (Luo et al., 2017) ; Decision Tree (DTC) (Damrongsakmethee and Neagoe, 2019) .
Evaluation Criteria
The proposed DED model has been evaluated by dividing each dataset in two parts: the first one (insample), used to identify the most performing approach to use as a competitor and to define the ∆ parameter of our model, which will be applied to the selected algorithm in order to assess its benefits, and the second one (out-of-sample), which we use for this operation (i.e., performance comparison).
This kind of strategy, analogously to other studies in the literature (Rapach and Wohar, 2006) , allows us to evaluate the results, by preventing the algorithm selection and parameter definition process from introducing bias by over-fitting (Hawkins, 2004) , a risk related to the use of a canonical k-fold cross-validation process of data validation.
For this reason, each of the adopted datasets (i.e., GC and DC) has been divided into an in-sample part (50%) and an out-of-sample part (50%) . In addition, with the aim to further reduce the impact of the data dependency, in the context of each of these subsets we have adopted a k-fold cross-validation criterion (k=5).
Data Preprocessing
Before the experiments, we preprocessed the datasets through a binarization method aimed to transform each instance classification (when required) from its original form to the binary form 0=reliable and 1=unreliable.
According to the literature (Ghodselahi, 2011; Wang and Huang, 2009 ) that, in order to better expose the data structure to the machine learning algorithms, allowing them to get better performance or converge faster, suggests to convert the feature values to the same range of values, we decided to verify the performance improvement related to the adoption of two largely used preprocessing methods: normalization and standardization.
The first method rescales each f feature value into the range [0, 1], whereas the second one (also known as Z-score normalization) rescales the feature values so that they assume the properties of a Gaussian distribution with µ = 0 and σ = 1, where µ denotes the mean and σ the standard deviation from that mean, according to Equation 10.
As shown in Table 5 , which reports the mean performance (i.e., related to the Accuracy, MCC, and AUC metrics) measured in all datasets and all algorithms after the application of the aforementioned methods of data preprocessing, along to that measured without any data preprocessing. The best performances are highlighted in bold and, furthermore, in this case all the performed experiments involve only the in-sample part of each dataset.
The results indicate that the data preprocessing through the normalization and standardization methods does not lead toward significant improvement in terms of overall mean performance, since 5 times out of 10 we obtain a better performance without using any data preprocessing (against 3 out of 10 and 2 out of 10). For this reason we decided to not apply any method of data preprocessing during the paper experiments.
Competitor Selection
On the basis of the algorithms introduced in Section 5.4.1, the evaluation criteria defined in Section 5.4.2, and the data preprocessing performed as described in Section 5.4.3, we selected Gradient Boosting (GBC) as the competitor algorithm to use in order to evaluate the effectiveness of the proposed DED model.
It has been selected since the mean value of the Gradient Boosting performance (i.e., in terms of Sensitivity, MCC, and AUC) measured on all datasets is better than that of the other algorithms taken into account, as shown in Table 6 . 
Discretization Range Definition
According to the previous steps, this new set of experiments is aimed to define the optimal range of discretization ∆ by using the selected algorithm (i.e., Gradient Boosting) in the context of the in-sample part of each dataset.
The obtained results are shown in Figure 3 , where Performance denotes the average value between Accuracy, MCC, and AUC metrics, i.e., (Accuracy + MCC + AUC)/3. They indicate 25 and 187 as the optimal ∆ value for the GC and DC datasets, respectively. Figure 4 : Out-of-sample Classification Performance.
Results Presentation
In this set of experiments, we apply the algorithm and the ∆ value detected through the previous experiments, described in Section 5.4, in order to evaluate the capability of the proposed DED model with regard to a canonical data model based on the original feature space.
Results Analysis
The analysis of the experimental results leads toward the following considerations: -in terms of single metrics of evaluation, Figure 4 shows that our DED model outperforms the canonical one in terms of Sensitivity, MCC, and AUC metrics, in both datasets; -the improvement measured in terms of Sensitivity is not related to a degradation of the MCC and AUC performance, meaning that there is not a direct correlation between the increasing of the true positive rate and the increasing of the false positive rate; -considering that the used GC and DC datasets are characterized by different size (respectively, 1,000 and 30,000 samples) and level of data unbalance (respectively, 30.00% and 22.12% of unreliable samples), our model has proved its effectiveness in different credit scoring scenarios; -it should be noted that the adopted in-sample/outof-sample validation strategy has further increased the data unbalance in the GG dataset, since its out- of-sample part contains a 27.20% of reliable samples (22.51% in the DC dataset); -combining the in-sample/out-of-sample validation strategy with the canonical k-fold cross-validation criterion allowed us to verify the effectiveness of the proposed model on never seen before data, therefore without over-fitting; -the DED model proposed in this paper has proved its effectiveness in terms of instance characterization, by exploiting a combined approach based on data discretization/enrichment, outperforming the best machine learning algorithm based on a canonical data model, which we selected in the same data domain (i.e., in-sample data) used to tune (i.e., the ∆ range of discretization) it; -in conclusion, since the proposed data model is able to improve the overall performance (i.e., mean value of all metrics) of a machine learning algorithm, as shown in Figure 5 , it can be exploited in many state-of-the-art solutions based on machine learning algorithms, such as, for instance, those based on hybrid or ensemble configurations.
CONCLUSIONS AND FUTURE WORK
The growth in terms of importance and use of credit scoring tools has led towards an increasing number of research activities aimed to detect more and more effective methods and strategies. Similarly to other scenarios, characterized by a data unbalance such as, for instance, the Fraud Detection or the Intrusion Detection ones, even in this scenario a slight performance improvement of a classification model produces enormous advantages, which in our case are related to the reduction of the financial losses.
The DED model proposed in this paper has proved that the transformation of the original feature space, made by applying a discretization and an enrichment process, improves the performance of one of the most performing machine learning algorithm (i.e., Gradi-ent Boosting).
This result opens up new perspectives for the definition of more effective credit scoring solutions, considering that many state-of-the-art approaches are based on machine learning algorithms (e.g., those that perform credit scoring in the context of rating agencies, financial institutions, etc.).
As future work we want to test the effectiveness of the proposed data model in the context of credit scoring solutions that implement more than a single machine learning algorithm, such as, for example, the homogeneous and heterogeneous ensemble approaches.
