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                    Chapter 0 Introduction 
  The boundary integral equation method  (BIEM) refers to the methods 
of numerical analysis based on certain boundary integral 
representations of solutions of partial differential equations. It is 
therefore a combination of new and old techniques; it is new in that 
it was made possible by the development of digital computing, and old 
because the basic idea of using integral representations of solutions 
dates back to the early 19th century. Because of this, we have a 
relatively incomplete knowledge about the numerical aspects of this 
method in contrast to a firmly established mathematical foundation 
(Kupradze et al.(1979)). 
  In view of this situation, researchers of applied mechanics tried 
to fill the gap between the theory and practice. They naturally 
endeavoured to investigate numerical aspects of the method, expecting 
that some of the apparent 'advantages' of this method would turn out 
to be significant. Some of these 'advantages' claimed from the earlier 
stage of investigation, and even now, are the following: 
a) This method reduces the dimension of the problem by one. Namely, 
it converts problems of finding solutions in a domain to those of 
finding solutions on the boundary. We may therefore expect that this 
method will decrease the amount of computational load compared to 
conventional domain type methods such as FEM and FDM. Especially, it 
will be effective in three dimensional problems. 
b) This method constructs the solutions by superposing exact 
solutions. Therefore the approximate solution thus obtained satisfy 
the field equations identically in linear problems. This suggests that 
we may obtain very accurate numerical results. 
c) This method is applicable to problems for infinite domains. 
d) Theoretically speaking, this method is applicable to any linear 
problems. We can also use this method for non-linear analysis at the 
cost of abandoning boundary-only property, or introducing volume 
potentials with unknown (sometimes known) densities. We may therefore 
say that this method is sufficiently general. 
  Two decades of investigation revealed that some of these 
'advantages' were truly advantages while others were just illusory . 
Indeed, we have the following critical comments to each item of the 
'advantages' listed above: 
To a) concerning reduced dimensionality: Although the dimension of the 
problem decreases by one, this does not necessarily reduce the amount 
of computation. This is because 
   i) The BIE matrix is neither symmetric nor banded. 
   ii) The ratio of (boundary area)/(volume) can be very large for 
   slender bodies. Hence the number of unknowns in BIEM cannot be too 
   much different from that in FEM, etc., in such cases. 
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  iii) We have to use more accurate numerical integration formulae 
  in evaluating BIE matrix than in  FEM, bearing in mind the 
  singularity of kernels. This makes BIE matrix construction a fairly 
  time consuming step in the BIEM algorithm. On the other hand, a 
  relatively simple quadrature is sufficient for FEM. 
  iv) In general, boundaries have far more complex topological 
  structures than domains. In fact, domains we consider in practice 
  are always connected. However, it is rather exceptional that the 
  boundary of a domain is connected. This makes the coding of BIEM 
   complicated. 
We therefore see that it is too optimistic to say that the 
boundary-only property is a favourable aspect of BIEM. As a matter of 
fact, Wendland(1981) concludes that BIEM and FEM have the same 
operation counts, indicating that the reduced dimensionality of BIEM 
does not contribute to enhance the computational efficiency. (We note 
that the discussion on operation counts by Bettess(1981), in favour of 
FEM, is inadequate because he considers matrix inversion as the 
dominating step in BIEM as well as in FEM, while in reality the most 
time consuming step in BIEM is matrix making. Mukherjee & 
Morjaria(1984) also raised an objection against Bettess from the point 
of view of accuracy.) However, it is true that BIEM decreases the 
effort required for data preparation. We may therefore say that BIEM 
is advantageous for three dimensional analysis only after considering 
human factors! 
To b) concerning accuracy: It is true that BIEM can give very accurate 
numerical results if we use a carefully coded computer program. 
However, we have to remember that BIE uses singular solutions even for 
obtaining a regular field. Especially, when one uses numerical 
integration formulae, the obtained field is always given in terms of 
finite number of singular solutions regardless of whether or not the 
exact field is singular. This shows that the obtained approximate 
solution always possesses singularities, which implies that there are 
points where the error also has 'singularities' (i.e. error of co % !). 
To c) concerning applicability to infinite domains: We have no 
objection to this. Indeed, this is why we think BIEM is one of ideal 
numerical methods of solution for wave problems in infinite domains. 
As we shall see in Chapter 4, however, the application of BIEM to 
half-plane (-space) problems is by no means a simple matter. 
To d) concerning generality: It is very difficult to obtain 
fundamental solutions in most equations. In fact, we will see that the 
determination of fundamental solution is not very easy even in linear 
equations with constant coefficient. Also, fundamental solutions are 
seldom available in linear equations with variable coefficients. In 
addition, it is dubious that the BIE formulations with volume 
integrals can have any effectiveness over FEM in non-linear problems. 
  Of course it is not the present author's intention to say that 
these items are not the advantages of BIEM. As a matter of fact, the
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author believes that they are. However, the present author intends to 
emphasise that the investigations of  BIEM are no more in the stage of 
developments where researchers could stay with those naive 
expectations; we have already found out in some applications that the 
simplest BIE formulations used in the incipient stage are not 
sophisticated enough to take advantage of the expected merits. Hence 
the present author believes that the researchers should pursue the 
refinement of this method. This is why this thesis deals with rather 
non-standard methods of BIE analysis exclusively. 
  Chapter 1 of this thesis gives the fundamentals of the potential 
theory and BIEM. This chapter investigates the behaviour of the 
potential functions in anisotropic elastostatics without using the 
explicit forms of fundamental solution. This method turns out to be 
simple as well as effective even in cases where the fundamental 
solutions are not available. We then describe some of possible BIE 
formulations and the numerical aspects of the resulting BIEM. 
  Chapter 2 discusses the simple layer potential method for general 
three dimensional elastostatics. We first propose a method of 
calculating the simple layer potential for a plane element of an 
arbitrary shape. The methods of Fourier transform and residue calculus 
are found to be useful to this end. We then obtain a formula which 
gives the required potential in the form of an integral having a 
regular integrand. After examining the accuracy of the new approach, 
we apply it to the stress analysis around a face of a tunnel in a 
transversely isotropic rock. 
  Chapter 3 investigates problems relevant to singularities. This 
chapter considers exclusively the problems of eliminating unfavourable 
singularities. Specifically, we discuss elastoplastic antiplane crack 
problems in the first part of this chapter. The double layer 
formulation, along with the Galerkin's method, is used to this end. We 
then employ an iterative method to determine the elastic-plastic 
boundary. The second part of this chapter deals with the double layer 
potential method in three dimensional elastodynamic crack problems. We 
use the regularisation technique to reduce the order of the 
singularity of the kernel functions. The last part of this chapter 
considers the simple layer potential method for domains having 
external corners. As will be seen, it is essential, for obtaining good 
results, to take into account the correct singular behaviour of the 
density function at corners. We do this by using an 'eigenfunction' 
expansion of the density function, together with a special technique 
to evaluate the resultant singular integrals. 
  Chapter 4 applies BIEM to elastdynamics in two parts. The first 
part describes its application to plane interior and exterior 
problems. We consider both transient and time-harmonic problems, 
reducing the former to the latter by using the method of Fourier 
transform, or so called frequency domain analysis. The time-harmonic 
problems are solved by using a direct BIEM. The obtained integral 
equation, however, is seen to lose the uniqueness of the solution for 
some frequencies even in exterior problems. We then discuss several 
methods, both analytical and numerical, to avoid this trouble. We also 
give some numerical results to demonstrate the effectiveness of the 
method. The second part of this chapter seeks the applicability of 
this technique to half-plane problems. We test a numerical method of 
truncating the boundaries of infinite length leaving only the finite
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part of them for analysis. We then show the validity of this 
approximation by comparing the obtained numerical results with those 
computed by another  BIEII using Green's function as the kernel. 
  Chapter 5 deals with the application of BIEM to consolidation 
problems using a direct formulation. The first part emphasises the 
usefulness of this method as a mathematical tool of investigating the 
behaviour of the solutions. We discuss the initial field and jump 
behaviour of the solution. In particular, we determine the structure 
of the singularity of the fluid velocity in the problems of 
instantaneous loading. The second part shows a method of numerical 
analysis based on the present formulation, together with numerical 
examples. 
  The author attempts, throughout this thesis, to lay stress on the 
theoretical aspects of various BIEMs rather than on numerical results. 
This is mainly due to the necessity in view of the present state of 
development of BIEI. The author would be happy if this thesis could be 
of any use for encouraging engineers to utilise BIEM in their 
practice.
                            Notation 
  We use conventional direct notation and cartesian indicial notation 
in the following chapters expect that we use (Vu)ii for aiu;. 
                           Citation 
  We restrict our citation to those papers having direct connection 
with this thesis. The lists of references in this thesis are therefore 
by no means complete as a list of existing publications on BIEM. 
                          Acknowledgement 
  The present author wishes to express his gratitude to Prof. S. 
Kobayashi for directing him to the research of BIEII. He also 
acknowledges Messrs. M. Kaneko, T. Kawakami, M. Kinoshita, T. Maruoka, 
K. Matsumoto, K. Mori and T. Shiraki for their contribution in 
numerical work, Mr. M. Sumiya for painstaking typing work, and Prof . 
T. Tamura for various comments especially on consolidation theory.
References
Bettess, P.(1981). Operation counts for boundary integral and finite 
      element methods, Int. J, Num. Meth. Eng., vol.17, pp 306-308. 
Kupradze, V.D., Gegelia, T.G., Basheleishvili, M.O. & Burchuladze , 
     T.V.(1979). Three Dimensional Problems of the Mathematical
—4—
 Theory of Elasticity and Thermoelasticity, North-Holland. 
Mukherjee, S. & Morjaria, M.(1984). On the efficiency and accuracy of 
     the boundary element method and the finite element method, Int.
J. Num. Meth. Eng., vol.20, pp 515-522. 
Wendland, W.L.(1981). Asymptotic convergence of boundary element 
     methods. Lectures on the Numerical Solutions of Partial 
     Differential Equations, Lecture notes # 20 (Ed. I. Babuska, 
      T.-P. Liu, & J. Osborn), Univ. Maryland. Dept. Math.
—5—
            Chapter 1 Boundary Integral Equations 
 1 . 0 Introduction 
  This chapter presents some fundamental aspects of the boundary 
integral equations using an example of anisotropic elastostatic 
boundary value problems. We first introduce some potential functions 
which naturally appear in the so called direct formulations. After a 
brief discussion on fundamental solutions, we proceed to the 
investigation of some properties of potential functions using Fourier 
 transform. The obtained results then reduce the boundary value problem 
in question to some integral equations defined on the boundary of the 
domain. Rewriting the resulting formulations into forms convenient for 
numerical applications, we obtain the so called boundary integral 
equation method (BIEM). This chapter concludes with some additional 
remarks. 
1 . 1 Green's formula and potentials in elastostatics 
  Let D be a domain in RN (N=2 or 3), having a smooth boundary at). 
                                                              We here try to find an integral representation of the solution u
(displacement) of the equation of equilibrium 
div z + f = 0,(1.1.1) 
subject to certain boundary conditions, where f is the body force, and 
z is the stress obtained by 
c = C[Vu — Eo] ,(1.1.2* ) 
with C and Eo indicating the elasticity tensor and initial strain, 
respectively. Equations (1.1.1) and (1.1.2) yield the well-known 
equation of Navier 
 div(C[Vu]) — div(C[EO]) + f = 0.(1.1.3) 
We note, in passing, that the differentiation in (1.1.1) should be 
understood in the sense of distribution. This interpretation allows us 
to include jump conditions into (1.1.1). Indeed, let S be a surface of 
discontinuity of z, such as the material boundaries, etc. Then (1.1.1) 
is equivalent to 
div~z + f = 0in D\S, 
[cm) = 0 on S (n:unit normal vector to S),(1.1.4) 
where dive indicates the divergence in the classical sense, and
* C[E] stands for Ciikl Ekl
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 [•  )  = •+- • with superposed + indicating the limit from the side 
into which n points, and - the limit from the other side. 
  We next investigate the so-called Green formula. We multiply 
(1.1.3) by an arbitrary function v, and integrate the obtained 
expression over D, to have 
0 = f{ v • (div(C[Vu]) - div(C[Eo1)) + v • f} dV 
      D 
    = fv • (C[Vu - Eo]n)dS - f{Vv •(C[Vu -Eo]) -v • fl dV 
 aDD 
   =fv (C[Vu — Eo]n)dS—f(C[Vv]n) • udS 
 aDaD 
     + f{ div(C[Vv] )u + Vv •(C[EO]) + v • f} dV. (1.1 5) 
         D We then substitute into v(x) in (1.1.5) the fundamental solution 
F(x,y) defined by 
0*(ox)r(x,y) divx(C[Oxr(x,y)]) = -15(x- y)(1.1.6) 
to obtain 
u(x) = jrr(x,y)t(y)dS - f(Tr(x,))Tu(y)ds                                   
     + fr(x)f()dV  +fr(x,y).C[EO(y)]dV, (1.1.7) 
                          D or 
 ui (x) = frii (x,y) ti (y)dSy-falyrik (x,y)Ckljmlim (y)ui (y)dSy 
  DaD 
       + fr (x,y)fi (y)dVy + fdkFij  (x,y)Cjklm (£o) ImdVy (1 .1 .8) 
in the indicial notation, where 1 is the identity tensor, u(x) is a 
field defined by 
 u(x)=10(x)xERN\D,(D= DUaD) ,(1.1 .9) 
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T is the elastic traction operator defined by 
 Tu  := C[Vu]n, 
and t is the traction vector defined by 
  t = Tu — C[£o]n. 
Also, the operator A* in (1.1.6) is called the Navier 
thus obtain an integral representation for u, i.e. (1.1 
of four potential functions. The first potential in (1.1
U(x) := JrF(x,y)SP(y)dsy 
        an
(gyp = t)
(1.1.10)
     (1.1.11) 
operator. We 
.7), in terms 
.7), i.e.,
(1.1.12)
is called the simple layer potential with density gyp. The second 
potential
V(x) := Jr (TyF(x,y))T0(9)dsy
is called the double layer potential 
shall write F1 for the double layer 
1 '1(x,y) :_ (TyF(x,y))T• 
The third potential
W(x) := Jrr(x,y)'(y)dVy 
        an
(9=u) (1.1.13)





is called the volume potential with density Sp. The fourth potential is 
essentially the derivative of W(x). 
  In the following sections of this chapter, we discuss the behaviour 
of these potentials and their derivatives. To this end, we shall start 
with the investigation of fundamental solutions.
1 . 2 Fundamental solutions 
  Let the source point y be at the origin. It is then plain to see 
that the Fourier transform of ['(x,0) (see (1.1.6)) is written as 
r(x 0) = —A*-1 (i )(1 .2.1) 
where k indicates the parameter of Fourier transform. The inverse 
transform is usually obtained by taking the finite part of divergent 
integral, i.e.,
—8—
 F(x,0) = -p.f. (--------)Nf 
Example 1. 3D isotropy 
  We have 
Ci,k1 = 505k/ + p(SikS 1 + 6i15jk) , 
A*(V) = pA1 + (11 + µ)0®0, 
                       *-t(i) = µ (— 11 21/1+1/Ci)®(i)} 1 k 1 4 
where ,Z and p are Lame's constants. Since 
      ei-------4d - --------13p.f.(f ellIS1c2(•2)dS)d I  (2703•1I tI(27)os3II 
        p.f. fill lxl _ 6 i.11 lxl 
     (27)24 i1131x1dll 
p.f.  eirlxl _ e-irlxl 
     2i (2702 I x I— r3dr
_  1    Ix12 _ Ix12 IxI  
    8r1 x1(22) 8r ' 
we use (1.2.1) and (1.2.2) to have 
F(x,0) =8rµ(1- +21100) II ,
or 
 F(x,y) =8rµ(1A- + 00)Ix-yI, 
where S3 stands for a unit sphere. This result is known 
solution. 




   (1.2.4) 
   (1.2.5) 
   (1.2.6) 
as Kelvin's
  Let the  xi—x2 plane be the plane of isotropy. We then have 
AJ(V) = (C66ayay + C44a3a3)50 + (C11 — C66)aaas, 
AA (v) = A*3a(0) _ (C13 + C44)aaa3, 
A35(V) = C44ayay + C33a3a3,(1.2.7a-c) 
where C11, C13, C33, C44, and C66 are the elastic constants in Voigt's 
notation (C11=Ci 111 , C33=03333 , C13=C1133 , C44=C2323 , C66=01212) , and Greek 
indices range from 1 to 2. Following the general procedure shown in 
(1.2.1) and (1.2.2), we have 
1  I X3 I  Saa t1X«XRV-----Kisaa—K`XaXR  F (x,y)=41066lR1R+i l(J)2 }i=247rC44\(----Kit Rt (Ri)2 
                   sgn(X3)  LiXa  r
a3(x,y) = r3a(x,y) = 470 0
441 , 
3 F33(x,y) = 1 M1(1.2.8a-c) 4
70 f=2C44Ri 
where 
X = x — y , 
K2C44—C33 (C13+C44)K2C11K2—C44  
      __   K2C
11 (K2—K3),L2C11(K2—K3),N2 —C11 (K2-1(3) 
                                             = „J(KtXaXa+XX) , Ri = Rt + I X3 I , (i= 1,3) (1.2.9a-f) 
K1=C44/C66, and K23 are the distinct roots of 
 K2_Cl 10331242013044KFCll0 .(1 .2.10 ) 
Also, L3, K3 and M3 are defined by interchanging K2 and K3 in the 
definitions of L2, K2, and M2. This result is seen to coincide with 
the result of Kroner (1953) within a scalar factor which is missing in 
his paper. See Kobayashi & Nishimura (1980) for the detail. 
1 . 3 Behaviour of potentials 
   We now discuss the behaviour of potentials introduced in 1.1 . The 
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conventional methods of investigating these potentials usually rely on 
the explicit form of the fundamental solution. This approach, however, 
is both restrictive and laborious because the explicit form of 
fundamental solution is not always available,  and, even if it is, the 
form is usually very complicated. We therefore attempt to deviate from 
the standard approach and develop a new method which uses only the 
Fourier transform of the fundamental solution; as we have seen in 
(1.2.1), the Fourier transform of the fundamental solution is usually 
very easy to obtain. 
  To begin with we introduce the notion of (m,n) homogeneity of a 
function f(x) (TERN, N=2,3): A function is (m,n) homogeneous if 
f(4x) _ ,l I "f (x) for A ER.(1 .3.1) 
We are particularly interested in functions having (n, 0) homogeneous 
Fourier transforms (n = -2, -1, 0) because we have (1.1.12-15) and 
(1.2.1). Such functions are known to be either functions with 
logarithmic singularities at the origin for (N = 2, it = -2), or 
(-n,-N) homogeneous functions for -N < n < 0, or linear combinations 
of 6(x) (Dirac's delta) and v.p. (Cauchy's principal value) of 
(0,-N)-homogeneous functions for n = 0 (Mizohata(1965)). 
  We now consider a domain D in RN (N= 2 or 3) whose boundary an is 
very smooth near x0E aD. Our problem is to determine the behaviour of 
the potentials of the forms
f   DF'(x-y)cp(y)dSy,f F x-y)co(y)dSy,(1.3.2a,b) a  
near xo, where F(•) is a kernel having (n,0) homogeneous Fourier 
transform (n = -2, -1, 0), and cp is a smooth density function. Since 
the comments below (1.3.1) show that F' is an ordinary function away 
from xo, we may introduce a ball Bp(xo) which has a radius of p>0 and 
is centred at xo, and concentrate our attention on the contribution to 
(1.3.2) from within Bp(xo). The assumed smoothness of an then enables 
us to approximate aDf1Bp(xo) and D nBp(xo) by a circular plane segment 
S and a half ball B shown in Fig.1.3.1. Hence we are led to the 
investigation of the limits of the forms 
 lim fF(x_Y)(Y)cIs,  limfF(x-y)(y)dS,, (1.3.3a,b) 
x-xox--xoB 
where the approach of x to xo is along the unit outward normal vector 
to S at xo, denoted by n. In the sequel we shall compute these limits 
by using a cartesian frame whose Nth axis is in the direction of n and 
whose origin is at xo. 
1 . 3 . 1 Surface integrals 




Fig.  1. 3.1 Notation.
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f(x-y)cp(y)dSy. (1.3.1,1) 
Obviously, one may replace the domain of integration by RN-1 with the 
extension cp(y)=0 for y E Re-I\S. We have the following results for 
different n: 
i) n = -2. Since the kernels have estimates of the form 
I F(xa,xN) I s  C  s  C  
                   xa 12 + xis? ) (N-2) /2  xaI N-2 
(N = 3)*(1.3.1.2) 
or 
  
I F(xa,xN) I C1+C2I log,/( I xa 12+xN2) 
 5 C1+C2I log I :ea I I (N = 2)(1.3.1.3) 
near the origin (see the comments below (1.3.1)), we have 
lim fF(xa-ya,xN)cP(y)~y =fF(x0-y)C0(y)dSy(1 .3.1 4) 
x—xoSS 
for a sufficiently smooth cp(y). 
ii) n = -1.We use the notion of partial Fourier (inverse) transform 
ofP'(Ea,EN)with respect to eN, which is denoted by P(ealxN) , and is 
defined by 
P('. IxN) = 1 lim req.x.--dP(ea,eodeN  .(1.3.1.5) 
              2irE10 — 
The required limit is calculated in terms of P(E IxN) as 
 lim fv(x_)()d y = ---------1limf t'(Ea1 xN)(Ea)d1 .....dEN-1(~)N-1xN-.O 
 (Note xo = (0, ......,0) by definition.)(1.3.1.6) 
where '(,;(E•a) is the Fourier transform of cp(ya) on S. Into the right 
hand side of (1.3.1.5) we substitute an expansion
* Greek indices run from 1 to N - 1 
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 P(ea,EN) = ENn.(
Ea  
EN,1) =
ENnP (0,1) + ENn 1 Ea224(o ()Ea














E10 if+ (S)etSN N-ENdEN    NI<6 + I N I>S(P(t)
P(0, 1) )eta"xN-EeNdEN 
EN
+ P(0,1) f 




  IN I <6~'(t)ele"x"dEN
+ f NI>6(P(s)
x`(0,1)  )elNx"dEN 
EN





for a S > 0 and I EaI*0 . The last term is equal to
  7C2 
 —oi} sgn   1r6IxNI XNJ     SI4NI s----nEde
      xN> 0 
for xN = 0 
xN<0
(1.3.1.9)
Therefore, by letting 61 0 in (1.3.1 .8-9) we have








P(0'1) )elf"x"d N 





as xN > 0 (upper), 
 indicates the integral 





the sense of 
defined by




P'(EaI 0) = 1 lim   2z £10










= -1, 0. 
have
In particular, for the present
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fSNl C'(Ea  I  O)dS = 0
from the symmetry. This shows that ff a1(C(eaI0))(xa)* , as 
dimensional distribution, is expressed as a principal 
(1,-N) homogeneous function (Mizohata(1965)). In 
Tea 1(P(E« 0))(x„) coincides with F(xa,O) — a (1,-N) 
function— away from the origin. Hence we conclude




an N - 1 
value of a 
 addition, 
homogeneous
1F(x0-11) (y) dS. (1.3.1.13)
The upper (lower) sign is for the approach from the positive 
(negative) side, with 'positive side' indicating xN>0 . This 
convention will be used throughout this chapter. 
iii) n = 0. Without loss of generality we may assume 
P(0,1) = 0.(1.3.1.14) 
Actually, if this is not to be the case we may modify the definition 
of P(E) by subtracting P(0,1) from P(t). This process changes F in 
(1.3.1.1) by -P(0,1)8(x-y) , but this term vanishes for 
x ff an and y E an , thus keeping (1.3.1.1) unchanged. With this 
assumption, we use (1.3.1.5) and an expansion (1.3.1.7) for P to 
obtain 
 aP(Ea I xN) = Sr« a----«P(0,1)o                                   -~i




lin P(E« I IN) = ±2E«a«x`(0,1) + P(Ea I O) ,
where we have used the same 
  We now proceed to the 
Fourier inverse transform of 
end we note that
notation as has 
 interpretation





used in ii). 




P(E« 10) =27rdoPce., eN) e £NdEN (1.3.1.17)
* denotes the Fourier inverse transform . (Ea —i x«)
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is a well-defined (0,1)-homogeneous function of  ea. Its Fourier 
inverse transform with respect to Ea is equal to the restriction to 
xN=O of F(xa,xN) for a nonzero xa; a (0,N)-homogeneous function of xa. 
From these observations, we can show that `.fV( aI0) (as an N-1 
dimensional distribution) is to be understood as a finite part (p.f.) 
defined by 
p.f.fF(x«,0)w(xa)dxa = lim (fRN-1 F(xa,0)Yp(xa)dxa R"1E 10\BE (0) 
- 1 f F(xa,0)dS), (1.3.1.18) 
                                                                      NI 
where SN_I is an N-1 dimensional unit sphere. To see this, we start 
with an observation that p.f.F(xa,0) and !(P(Ea10)) coincide on 
RN-1 except at the origin. We therefore have 
Tg (F( e,I0)) E CD" 8(x) + p.f.F(xa),(1.3.1.19) 
IaI~M 
where C" is a certain constant, 
Da: = aa13a1 .........aaN1     IIx22N'1 , 
 a = (al /a2, ........,avi)(1 .3.1.20a,b) 
and 
lal:= .(1 .3.1.21) 
Indeed a distribution having a point support is known to have the form 
given in the first term of (1.3.1.19) (Mizohata(1965)). In addition, 
we see 
~xap.f. (F(xa,0)) (~ «) = £o(fRB(o)F(xa,0)e-" 'Tadxa                                              1\ E 
                       - sJsF(xa,0)dS)                                                       N1 
      ft11a1---------- F(xo,0)dS1A I 
                                        I 
  IAFM (1\Bw.F(Y«>0)edy0,-I r11                                                                     SN_I
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 I  A  I  xa(p.f.F(xa,0)) (axa = y«)(1 .3.1 .22) 
which shows that 
Tx,,(P.f.F(xa,0))(1.3.1.23) 
is (0,1)-homogeneous. On the other hand Txa(D"S(x))(Ial = 1) is 
(1,0)-homogeneous. Hence we conclude C"°` = 0, which proves our 
statement. We thus have 
 lim fF(x_)cô(Y)ds  =±tP(0,1)-----axQ~P(xo)  so
+ P.f.fF(xo-y)cp(y)dS.(1.3.1.24) 
            s 1 . 3 . 2 Volume integrals 
  We next investigate limits of the form 
lim P(x-y)cp(y)dy , 1.3.2.1) 
  x-xoB 
where F(x) is the same function as in 1.3.1, and q(y) is a smooth 
density function. As in 1.3.1 we replace the domain of integration by 
RN with the help of an extension p(y)=0 for y E RN\$ . We then have the 
following results for different n: 
i) it = -2, -1. We easily see 
lim fF(x_)(u)d y= fF(xo_)()du .(1.3.2.2) 
x-so 
ii) it = 0. We decompose P(t) into 
P(t) = CF + P4),(1.3.2.3) 
where 
 CF SN------fP(cIsN, PZ) =~'(t) - CF.(1.3.2.4a,b) 
The inverse transform of CF is CFS(x). Also we know that r'PZE) is 
equal to v.p.P(x) where 1%'(x) is a (0,-N)-homogeneous f nction. Hence 
—17—
we see that the Fourier 'integral' 
 {P(t)clo(t)}(1.3.2.5) 
has an expression 
CFcp(x) + v.p.fF(x-y)(p(y)dVV(1.3.2.6) 
               D for x E D , and 
fp F(x-y)cp(y)dVy(1.3.2.7) 
for x E D°\a D, where CF isiven in (1.3.2.4a). In these formulae we 
have dropped because F =Fin the classical sense. 
  In order to further investigate.P(x), we use the partial Fourier 
transform in the following manner: 
 fBP(Sy)w(y)dy = ai!((Pl«IPi-yN)(P( aIyN)dyN) x«), 
(xN0 0)(1.3.2.8) 
where 
 ~P(« I MN') _ei °y"co(ya,yN)dYa.(1 .3.2.9) 
                 (ya YN) EB 
Into P(-I •) in (1.3.2.8) we substitute an analogue of (1.3.1.15) 
given by 
         -4/4E 
 27cPal xN) = ^ ~lioeeI/ZP((0,1) + e«a-----«P(0,1)                                                                 -~i 
     +v.p.r(F() - P(0,1) - Pa----- O,1)) e`NTNdN , (1.3.2.10) 
which differs from (1.3.1.15) because P(0,1) 0 0 in general. Use of 
(1.3.2.10). 
10g-(xN-yN)2/4£  
2rEimzJE1j2w(eaIyN)dyN           P() 
                                    —18—
 0xN>0 
   P(Ea10)/2 for  xN=O(1.3.2.11) 
     Co(ea I xN) _ XN<0 
and 
aIa(PZea 1 4.-yN)W(ea 11N)dlN) (xa) 
 = (PZ)g6(E))(x)(1 .3.2.12) 
then transforms (1.3.2.8) into 
 lim fP(x-Y)Co(y)dy = +PZ6'1)Co(xo) +(P t)(t)) (xo) 
x—xoB2 
(xo=(0,0, ......0)) , (1.3.2.13) 
where P(t) is the Fourier transform of p(x) on B. Hence we are left 
with the interpretation of the last term in (1.3.2.13). To this end we 
note the following relations which follow from the symmetry and 
(1.3.2.4): 
 fr(x)ds =fP(x)dS = 0 ,(1.3.2.14) 
where SN' = SNl { xN> , <O } (+,- and >,<  are to be taken in the same 
order). Since 
(PZt)so(t)) (so) =limf~8e(xo)k(xo—y)co(y)dVy           E0
= v.p. fP(xo-Y)D(Y)dV(1.3.2.15) 
we obtain 
lim a-I (P(t)cp(t)) (x) = lim{L( ] x)  + v.p.f F(x-y)cp(y)dVy} 
x-xox-xo 
   =(2FTP(2------))~P(xo) + v.p.fE(xo-y q)(y)dVy, (1.3.2.16) 
where 
                                    —19—
 v.p.- f • dV =  limf. dV. 
        BE!0B\Be (X0) 
Note that the special principal-value integral, denoted 
defined above, is convergent due to (1.3.2.14). Actually, 
(1.3.2.15) holds. We also have 
lim v.p.fF(x-y)cp(y)dV =±(- r(n)) co(xo) 
=—=oB2 
                       + v.p.fF(xo-y)Co(y)dVy .
  (1.3.2.17) 
by v.p. and 
this is why
(1.3.2.18)
1 . 3 . 3 Elastic potentials 
Wg now apply the foregoing analysis to elastic potentials. Since 
- D* (ii) is a (-2,0)-homogeneous function, we have the following 
results. 
a) Simple layer potential 
  We have F = F and P(t) = *--'(t) by definition (see (1.2.1)). The 
comments below (1.3.1) (or (1.3.1.4)) readily give 
 lim fjrr(x-y)µ^(y)dS = fjrr(xo-y)~P(y)dS.(1.3.3.1) 
x-soDD 
As to the derivatives of this potential, we shall start with an 
identity 
 limvfr(x-y)~p(y)dS = lim [faDnBe(To)                              VF(x-y)lp(y)dS z-zoaDS--so 
• +Vr(x-y),(y)dS) . (1 .3.3.2)                      fD\ (aDnBL (So) ) 
After approximating aD nBE(xo) bya small plane segment, we apply 
(1.3.1.13) to the first integral on the right hand side of (1.3.3.2), 
where r>0 is a sufficiently small number. This, together with an 




=  lim 
x-xo faDgi1 (i4®A*-1(k)) (x-y)9(y)ds
= +2®L*-1(n),(xo)+v.p.fOxr(xo- y)~P(y)ds. 
       aD
(1.3.3.3)
In particular, we have a well-known formula (Kupradze et al. (1979))
lim 
x-xo





nog = Lsi j (n)
layer potential
  We now apply the same reasoning as we have used 
various limits relevant to double layer potentials. 
note from (1.1.10) and (1.1.14) that the Fourier 












is locally constant. 
, yields (Kupradze et al.
This 
(1979))
observation , together with
lim 
r•p

















(S iA* j)) (t) EgCpgrk) I =nnra a xacnk (x0)
+ p.f.fDairyjk(Pk (y) dS
= ±2{Siaax(Pj(xo) 






                 +p.f.f Dairl p4k(y)dS,(1.3.3.7) 
where we have used (1.3.1.24). In particular, we obtain 
 lim TxfFI(x,y) 9(y)dS 
x—soaD 
   = p.f.faDxrl(x,y) ib(y)dS(1.3.3.8) 
since 
        aa   nkCijkl(siaTag); njA*;1(n)Crpagnpxa(pq) = 0 • (1.3.3.9) 
Equation (1.3.3.8) is often called the generalised Lyapunov-Tauber 
theorem. (Kupradze t al.(1979)) 
  We finally remark that the present derivation of (1.3.3.7) is not 
rigorous from a purely mathematical point of view because it does not 
take into consideration the possible effect of the curvature of an. 
                                                                However, it is not difficult to see that the result is correct.
Indeed, one starts with a well-known formula (e.g. Sladek & 
Sladek(1982)) 
 akfrlij~jdS =epqkjrril,m Clmgjepabna~Pj,bdS, (1.3.3.10) 
 ODaD 
and then use (1.3.1.13)to obtain (1.3.3.7), where eijk is the 
permutation symbol. 
c) Volume potential 
  From (1.3.2.2) one readily sees 
 V fF(x,Y)(y)dV =f F(x,)(y)dV ,(1.3 .3.11) 
                    D where x is a point in RN. We also have (see (1 .3.2.6) and (1.3.2.7))
0ofr(x,y)SP(y)dV 
   D = Cr4(x) + v.p. f VVF(x,y)9(y)dVx aD, (1.3.3.12)
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where 
 Criikt = —--------I1NSi5i0*k!(t)dS see (1.3.2.4a)). 
In particular, we obtain 
(A* f r(x,y),(iy)dV)i = Ciprgapa4(f r(x,Y)4(Y)dV)r 
_ — coi (x) xED 
0xERN\D 
This well-known result is usually called the Poisson formula 
et al.(1979)). 
  The second derivative 
 00 f r(x,y)9(y)dv 
jumps as the point x crosses al). Actually, we see from 
that 
  smvvfF(x,y)9(y)dV =-(Cr.±n®n®A*-1 ( )),(xo) 
                      + v.p.fV01,(x,y),(y)dV
                                 D holds. Also, from (1.3.2.18), we have 
 limv.p.JVVF(x,y)0(y)dV = ±2(Cr + n®n®A*-1(n))5~(xo) 
                      + v.p.- f DDI'(x,y),(y)dV
                                 D Note that these results are consistent with the Poisson formula 
-CiiklCriklm = ------SN JSeiAI 1044*!m! (t)dS = im 












can be viewed as 
-akxf rii(x-y)OPjk(Y)dV ,(1.3.3.20) 
which is exactly the derivative of a volume potential. Therefore, we 
can apply the foregoing analysis for volume potentials to the 
potential of this type, which plays an essential role in BIEN for 
elastoplasticity (e.g. Nishimura(1979)) 
d) Application 
  It is easy to see that (1.1.7), (1.3.3.3), (1.3.3.7), (1.3.3.16) 
and (1.3.3.11) yield the following identity on aD (Nishimura & 
Kobayashi(1987)) 
 Tpq := Cpgij (aiuj - Co ij) = 2(v.p. f DCpgij airjk t  dS 
   - p.f.fCpqijairljk uk dS +v.p.JCpgij airjk.ly Cklmn co dV 
 DaD 
   + fDpqi j a irjkfk0111) — (Cpgi jCf il jkCklmn+Cpgmn ) E0ton , (1.3.3.21) 
where Tpq stands for the stress on the boundary. Cruse & VanBuren 
(1971) obtained this formula for the isotropic case by using a direct 
calculation. Equation (1.3.3.21) generalises their result to the 
anisotropic cases. 
1 . 4 Boundary value problems 
  The boundary value problems of elastostatics consist in finding a 
displacement field u in D which satisfies the equation of equilibrium 
 A*(V)u - div(C[EO]) + f = 0 in D,(1.4.1) 
subject to boundary conditions 
 u(x) = uo(x)xE aD„ 
   t(x) = Tu(x) - (C[EO])n = to(x) xEdDs
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 (aDunaDs = 0 , aD„UaDS = am,(1.4.2a,b) 
where uo and to are the given values of boundary displacement and 
traction, respectively. 
  We can most naturally obtain an integral representation of the 
solution u by using Green's formula as in (1.1.7). Since the form in 
(1.1.7) satisfies the field equation (1.4.1) automatically, we are 
left with the imposition of the boundary conditions. This can be 
accomplished in several ways, although we here discuss two out of 
them. 
  The method of Kupradze's functional equation determines the 
unspecified values of u ( on a Ds ) and t ( on nu ) in a way that 
the expression 
 faDr(x,y)t(y)dSy— fri(x)ii(i)cts                                  ,y                      D 
              + fr(x,)f()dv  + fr(x,).(c[€o))dv  (1.4.3) 
  vanishes in RN\D. It can be shown, from (1.1.7), (1.1.9) and the 
results in 1.3, that (1.4.3) vanishes identically in R'''ED only with 
the exact values of u and t on OD.  In numerical analysis, however, we 
usually set (1.4.3) to be zero at several points in R\D. 
  Another method, which we shall call for convenience the (direct) 
method of integral equation, takes the limit of the expression (1.4.3) 
as x—a D from RN\D, and then put it equal to zero. This process uses 
(1.3.3.1), (1.3.3.6) and (1.3.3.11) to yield 
0 =jrI'(xo,y)t(y)dS—u(x0)—v.P.frl(xo,y)n(y)dS 
 aD2aD 
       fr(xo)f()dv  + fr(xoY).(C[Eo])dv , (x0EaD) (1.4.4) 
 from which we obtain an integral equation for unspecified halves of u 
and t as we introduce into (1.4.4) the boundary data up and to given 
in (1.4.2). 
  It is readily seen that the above two methods are equivalent as far 
as the uniqueness of the solution of displacement boundary value 
problems for RN\D holds true. Hence in 3D elastostatics these methods 
are equivalent. 
   In some cases, it is convenient to replace the two surface 
potentials in (1.4.4) by one. To discuss this, we assume that 
f = Eo = 0 for simplicity. Also, we assume D to be bounded, and denote 
the unit outward normal vector to di) by n. These assumptions, 
however, apply only in the rest of this section. 
  The simple layer potential method uses the integral representation
—25—
 u(x)  fV(x,y)~P(y)dy, (1.4.5)
where 
  The







uses the integral representation
u(x) = fjrrl(x,y)*(y)dy, 
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rl (x,y)4(y)dS, xE aD (1.4.8)
for the unknown density 0. Solving these equations for 9 and 0, and 
substituting the obtained solution in the corresponding integral 
representation, we can calculate the displacement field. In the 
sequel, we call those methods of solution which use some integral 
representations but are not based on the Green's formula as indirect 
methods. The simple and double layer potential methods provide typical 
examples of indirect methods. 
  As methods of solution, the indirect methods are older than the 
direct methods. In fact, the indirect methods had been used as tools 
for investigating mathematical problems such as the existence of the 
solution, analyticity, etc. It is, therefore, not surprising that the 
equivalence (or non-equivalence) of the direct and indirect methods 
has long been known to mathematicians. See Lamb(1922) for example. We 
here list the solvability conditions for each indirect integral 
equation. The proof, which we shall omit, can easily be obtained by 
using Fredholm's theorems, which are known to be valid for our 
singular integral equations (Kupradze(1965), Kupradze et al.(1979)).





(1.4.7) for interior problems is solvable iff (if and
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  f tpdS = 0,jrx tpdS = 0 .(1.4.9a,b)  aDaD 
    The solution is determined to within a linear combination of 6 
(N=3) or 3 (N=2) functions. 
c) Equation (1.4.8) for exterior problems is solvable iff the 
boundary traction to be obtained satisfies (1.4.9). The density is 
determined to within a 'rigid motion'. 
d) Equation (1.4.8) for interior problems is always solvable. 
  We may interpret these results as indications of equivalence of the 
indirect methods to the direct methods, with an exception of double 
layer formulation for exterior displacement boundary value problems. 
The last non-equivalence, as a mater of fact, can also be resolved by 
modifying the kernel function in a manner to be discussed in Chapter 4 
within a different context. We here omit the detail since this topic 
is purely of theoretical interest. 
1 . 5 Boundary integral equation methods 
  The boundary integral equation method refers to those numerical 
methods of solution of partial differential equations which utilise 
integral representations of the solutions and resultant integral 
equations. We here outline the method by using the example of 
elastostatics assuming that the body force and the initial strain (see 
(1.1.1-2)) are absent. 
  We consider direct formulations for mixed boundary value problems. 
To this end, we introduce a set of collocation points x1 (I=1, ..... ,M) 
on at),  and shape functions Q1(x) ( x E a D ) such that 
Q1(xi) = l0 I J
.(1.5.1) 
The integral equation in (1.4.4) is then discretised as 
 Efr(xl,y)OJ(y)dSytJ—ul— Ev•p•f(Tyr(xl,y))TQJ(y)dsyuJ aD2aD 
= 0,(1.5.2) 
where uj = u(xJ) and tj = t(xj) . Substituting from (1.4.2) the known 
values of u and t into (1.5.2), we obtain a system of algebraic 
equations for unknown ui's and ti's whose coefficient matrix can be 
calculated by using numerical quadrature. After solving this system of 
equations, we obtain displacement in D by 
u(x) =ELDr(x,Y1(u) dS tl —rl(x,y)01(y)dS ul (1.5.3)  aD
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and its gradients by differentiating (1.5.3) directly. 
  This boundary integral equation method in its most fundamental, but 
rather primitive form, is the one proposed initially. Subsequent 
developments, however, have found various modified versions of  BIEM. 
We shall discuss some of these modifications in the rest of this 
section. 
 a) Use of isoparametric element, etc. 
    Lachat & Watson(1976) were the first to introduce isoparametric 
 elements for the discretisation of integral equations. However, the 
 earlier attempts at using piecewise constant plane (line) elements 
 can be interpreted as the use of superparametric elements. It is 
 therefore not clear who was the first to introduce the notion of FEl 
 to BIEM. 
 b) Choice of shape functions 
    There can be various BIE formulations according as the choice of 
 shape functions. The early researches of BIEM started with piecewise 
 constant element (Rizzo(1967)). Gradually„ researchers have come to 
 use higher order elements, e.g., Cruse(1974), Lachat & Watson(1976) 
 and Rizzo & Shippy(1977). Also, there are some attempts at using 
 spline functions, e.g., Hansen(1976), Wendland(1981), and even 
 Hermitian polynomials (Watson(1982)). 
    In the present author's opinion, we have to choose the shape 
 function on the following basis 
  i) The order of shape functions should be sufficiently high that
the boundary value of the numerical solution is a good
approximation of the exact solution.  
  We are therefore advised not to use piecewise constant 
approximation for stress analyses using double layer potentials. It 
is because the boundary stresses of double layer potential depend 
explicitly on the derivatives of the double layer density (see 
(1.3.3.7)), and because we cannot approximate the derivatives of 
densities by using piecewise constant element. To examplify this, 
we first note the relation
Tij = Cijklak( faDr — frl1.11,4S]mdS]lmtmdSDin D, (1.5.4)
which holds when f = Ep = 0. Also, we have (1.3.3.21), which holds 
on an as we have seen. Cruse(1972) reported that his piecewise 
constant direct (therefore it includes the double layer potential) 
BIEM computed stresses near the boundary more accurately with 
(1.3.3.21) (with integrals taken in an ordinary manner) than with 
the correct formula (1.5.4). This means that the relative error of 
his results with (1.5.4) was as large as 100%. This inaccuracy 
could have been resolved by the use of at least piecewise linear 
shape functions for the double layer density. In passing it is 
interesting to note that the limit to an of (1.5.4) does not 
coincide with (1.3.3.21) when one uses approximations to u and t on 
an.
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  In simple layer potential methods, however, the boundary stress 
does not depend on the derivatives of  the density so that the 
piecewise constant approximation is acceptable if the boundary is 
smooth (Kobayashi & Nishimura(1979)). 
ii) The shape functions should be sufficiently smooth that they do
not introduce unfavourable singularities into solutions
  Piecewise linear simple layer formulation, for example, gives 
rise to a logarithmic singularity in stress at inter-element nodes. 
This formulation, therefore, is still insufficient for a very fine 
resolution of stresses everywhere in D (Kobayashi, et al.(1984)). A 
possible remedy for this inaccuracy problem is the use of Spline 
functions. Experience tells, however, that the piecewise linear 
simple layer formulation is not that bad from a practical point of 
view (Kobayashi & Nishimura(1979)). 
  Some authors propose boundary elements with relaxed conditions 
of continuity (Patterson & Sheikh(1981)). From our point of view, 
however, such attempts are pointless. Indeed a numerical comparison 
by Manolis & Banerjee(1986) confirms our view. 
iii) The shape functions should be able to simulate the singular
nature of the solution.  
   The solution can have singularities on the boundary where (1) 
the given data have singularities, (2) the type of boundary 
condition changes, (3) the boundary forms a corner. Related 
problems will be discussed in Chapter 3. 
c) Collocation, Galerkin or least square method. 
  Most engineers use collocation method for discretising integral 
equations. Kobayashi & Nishimura(1979), Lean, et.al.(1979) and 
Wendland(1981), however, tried Galerkin's method. Kobayashi & 
Nishimura(1979) used the least square method also. Arnold & 
Wendland(1982) concluded that the collocation is superior to 
Galerkin when the solution does not have singularities. 
Nishimura(1979) showed, however, that Galerkin's method is 
preferable in some crack analyses (which necessarily involve 
singularities) using double layer potential with piecewise linear 
shape functions. Nedelec(1980) also proposed a Galerkin method in 
order to reduce the order of singularity in formulations using 
differentiated double layer potential. We finally remark that the 
so-called Galerkin - collocation method of Wendland(1981) is 
essentially Galerkin. 
d) Evaluation of integrals 
  Few integrals involved in BIEM algorithm can be evaluated 
analytically. Therefore, we usually have to resort to numerical 
integration formulae. We, however, have to be careful in doing this 
because some integrands include singularities. 
  In general, we can remove the singularity of integrands in 
integrable integrals by using appropriate coordinate 
transformations. For example, an integral of the form
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 ff(X1X2)dxidx2  (IfI <0. iB, B {x, IxI1} ) (1.5.5)  !XI 
 is reduced to 
~d6 f f (xi ,x2)dr(1.5.6) 
 by using the polar coordinate (r,6) centred at the origin. For the 
 evaluation of principal-value integrals, however, we cannot apply 
 this technique. It is because any coordinate transformation would 
 convert one singular integral into another. The most popular 
 technique for evaluating singular integrals in direct method is that 
 of Lachat & Watson(1976). This technique calculates the non-integral 
 terms plus singular integrals in (1.5.2) in a way that (1.5.2) is 
 satisfied identically by some known solutions, such as rigid 
 translations. This technique is effective, and is useful also in 
 problems for domains having corners. However, this technique works 
 only in direct methods, since exact solutions of indirect integral 
 equations are seldom available. In some cases the use of Kutt's 
 numerical integration formulae for finite part may be effective 
  (Kutt(1975)). However, Kutt's formulae are not as versatile as the 
 standard Gaussian integration formulae because of the limited 
 tabulation. In addition Kutt's formulae are likely to cause 
 numerical trouble because they may include negative weights or even 
 integration points outside of the integration limits. In the present 
 author's opinion, an analytical integration is the most suitable 
 technique for indirect methods. It is because one of the biggest 
 advantages of indirect methods over direct methods is the 
 simplicity; an indirect method would not be worthwhile if it 
 requires an equally, or more, elaborate numerical procedure as does 
 a direct method. Probably this is why researchers do not try to use 
 such sophisticated techniques as isoparametric elements, Hermitian 
  elements, etc., in indirect methods. 
  From various versions of BIEM algorithm, of which we have seen just 
a few, one has to choose the most suitable one for his/her purpose. 
1 . 6 Concluding remarks 
a) We have so far restricted our attention to anisotropic elastostatic 
problems. However, the BIE method can be applied, in principle, to any 
problems governed by linear differential operators, as we shall see. 
  Let L be a linear differential operator of order n defined in a 
domain D in RN, and u be a function defined in D. Since integration by 
part gives 
 f u Lu dV =f D(......)+fL*v u dV
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 ((...... );n surface integrals, L* : formal adjoint of L) 
for any smooth functions u and v, we have
u(x) =faDjr(......)41F Lu dV, x(EBD,
(1.6.1)
 ( ( ...... );n surface potentials)(1.6.2) 
where F is a fundamental solution of L* (L*r = S). This well-known 
procedure shows how one can formulate BIEM's for arbitrary linear 
differential equations. 
b) It is customary to use the explicit form of the fundamental 
solutions for the discussion of the behaviour of potentials. We here 
used another method, developed by the present author (Nishimura & 
Kobayashi(1987)), using only the Fourier transform of the fundamental 
solutions. This technique is useful for those problems in which the 
fundamental solutions are not available. One may think that it would 
be of no use to calculate limiting formulae of potentials involving 
kernels which cannot be written down explicitly. This is not true. 
Indeed, our method paves the way for the use of numerical fundamental 
solutions. In addition, the conventional method of investigating the 
behaviour of various potentials is much more laborious than the 
present method. 
c) There is some confusion of terminology in BIEM community. For 
example, what Patterson & Sheikh(1981) call their method of 'regular' 
integral equations is identical with Kupradze's functional equation 
method. Some authors call the simple layer potential methods as 
fictitious force method (Clouch & Starfield(1983)) or ever 'the' 
indirect method (Brebbia & Walker(1980)). 
d) There are many indirect methods in addition to the two mentioned 
here. We can find as many as 32 different indirect formulations for 
plane elastostatics in the paper by Heise(1978). 
e) The availability of a fundamental solution is crucial for the 
success of BIEM in particular problems. We can find a list of 
fundamental solutions for differential operators with constant 
coefficients in the paper by Ortner(1980). It is often very difficult 
to obtain fundamental solutions for equations having variable 
coefficients. Clements(1980) and Clements & Rogers(1983) were able to 
formulate BIEM for a Laplace type equation having variable 
coefficients. Hirose (Niwa & Hirose(1983)) pointed out that a 
fundamental solution is available for a special class of Helmholz type 
equations with variable coefficients. 
f) We have restricted our considerations to the problems for domains 
having smooth boundaries. For corner points so of op,  the limiting 
formulae derived in 1.3 need some modifications. For example, the
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limiting formula (1.3.3.6) for double layer potential is replaced by 
 lim fjrF1(x,y)9(y)dS 
    x—xoD 
      CCe9(xo)I + f Fi (xo,y) 9(y)dS,(1.6.3) 
where Ce (0) is the non-integral term of the exterior (interior) 
limit of double layer potential. CQ (C') is equal to 1/2 (-1/2) when 
OD is smooth near xo. Ce and C` are related by 
Ce - C` = 1 (1:unit tensor).(1.6.4) 
  Hartmann(1982) tried to calculate C't for some particular 
geometries. However, the determination of these tensors are not of 
practical importance since the method of Lachat & Watson(1976) 
calculates these tensors (plus certain singular integrals) 
automatically. 
  The present author is not able to extend the method of Fourier 
transform developed here to the cases of cornered geometry at present. 
g) The method of Fourier transform discussed in this chapter seems to 
have connection with the theory of symbols (Mikhlin(1965)) and hence 
with pseudo-differential operators (Kumano-go (1974)). 
h) The content of this chapter is taken mainly from Nishimura & 
Kobayashi(1987).
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Chapter 2 The Simple Layer Potential Method for 
  Three Dimensional Anisotropic Elastostatics
2  . 0 Introduction 
  This chapter discusses some applications of BIEM to three 
dimensional anisotropic elastostatics ---------a typical case of 
elliptic problems. 
  Since the publication of Rizzo's paper (Rizzo(1967)), many 
researchers have attempted to apply BIEM to elastostatics. Most of 
these investigations, however, have restricted themselves to the 
direct methods for isotropic materials. This trend is understandable 
considering the difficulty of obtaining the fundamental solutions in 
problems such as anisotropic elasticity, inhomogeneous cases, etc. In 
3D anisotropic elastostatics, for example, it is not impossible to 
evaluate the fundamental solutions numerically (Wilson & Cruse(1978)). 
However a BIEII using this numerical fundamental solution is made 
practicable only after constructing a huge table of fundamental 
solutions, which is quite prohibitive. Hence one either has to be 
satisfied with a limited applicability of BIEII, or has to deviate from 
the conventional BIEM approach. This chapter constitutes one of the 
attempts along the latter line. 
  We develop in this chapter a 3D elastostatic simple layer potential 
method which does not use explicit expressions for the fundamental 
solutions. As a matter of fact, a closed form for the fundamental 
solution for 3D elastostatics is not available except in isotropic and 
transversely isotropic cases. Our method, however, is applicable to 
any class of anisotropy. We choose the simple layer potential method 
because we can use the simplest piecewise constant elements with this 
formulation (Kobayashi & Nishimura(1979)), and because it utilises 
only one potential function, in contrast to two in direct 
formulations; this reduces the computational load considerably. 
Besides, there is no ambiguity in using the simple layer potential 
method because it is known to be equivalent to the direct method 
(chapter 1). 
  We consider, in the sequel, a plane piecewise constant element for 
the sake of simplicity. We calculate the simple layer potential for 
this element rather than the fundamental solution itself by using the 
Fourier transform and residue calculus. The final expression is given 
in terms of integrals having finite limits of integration. The 
obtained formula is convenient for the numerical purpose because its 
integrand has no singularity. We next test the accuracy of our new 
formula by considering the special cases of isotropy and transverse 
isotropy, in which cases the fundamental solutions are available. 
After confirming the accuracy of the present formulation, we apply the 
new method to the three dimensional stress analysis of a tunnel in an 
anisotropic rock.
2 . 1 Simple layer potential 
  Let E be a plane segment of an arbitrary shape. 
theory of Mura(1982), we try to calculate the simple
Inspired by the 
layer potential
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with density  gyp, i.e., 
u(x) =fr(x,xo)SP(xo)dSxo(2.1 .1) 
by using the Fourier transform. 
  To start with we use (1.2.1) to have 
n(x) _ 13 fd t0*(i)reef• (x- xo)E 
_--------1 3 fdsf°°dI tIA*(i)('eI(xxo)(xo)dSy 
   (a)E 
     =—12 ft f5(Z•(x-xo))(xo)dSo (2.1.2)     87r3 
where _/ItI , and S3 is the unit sphere. Writing t instead oft-, 
we have 
u(x) =12 f530* 1(t)dS f3(.  (x-xo))(x0)dSxo,(2.1.3)   
 Vu(s) =87r f®A*(E)dS3 f'(. (x-SO))9(xo)dSxo • (2.14) 
Now we take the unit vectors m, m and ml as in Fig.2.1.1. These 
vectors give 
 = + n/1-em(2 .1.5) 
and 
  x - xo = hn - ym - zml ,(2.1.6) 
where h, y and z are numbers. Using (2.1.5) and (2.1.6) we have 
 fo.(xxo))(xo)dSzo =f(5(0- 
— w(0/n/1—S2,m)(2 .1.7) 
          (1_2)1/2, 
                                  —36—
      ec;0431\ 
Xe  a der 
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 w(y,m) = Jr 9(y 
l (y,m) 
X = x - hn , 
and 1(y,m) is the 
Therefore (2.1.3), 
1 
        8122x 
 u(x) =jr-„ 
        1hI  
           8ir2 
              'hi                dO 
          4~2 
where we have used 
w(-n,m(0+ir)) = 
.L*-1 (- nn - h 
   In order to sim 
defined by 




u(x) = sgn(h            4
r2 




  ~*1(xn + m) 
valid for a la
 + zml + X)dz, 
  cross section of 






ticiA*e(nn + hm(0)) w(n,m(0))dn 
 fd0m~n20* 1 (rrn +hm(0)) w(n,m(0) )dn , (2.1 9) 
       m 
     substitution n =0/A/1—e;2, and the relations 
(0)) and 
*1(nn + hm).(2.1.10) 
plify (2.1.9), we introduce the Cauchy integral W 
 ~,m(0))dn .(2.1.11) 
im n-z 
0) = w(n,m(0)) , we use (2.1.9) and (2.1.11) to 
 fic leC A*(xn +m)W(hx,0)dx,(2.1.12) 
c contour surrounding the segment [ni/ I h I , n2/ I h I], and 
ation in (2.1.12) is carried out clockwise. 
we use a residue calculus in (2.1.12), together with the 
-2)
, W(hx) 0(x-1),(2.1.13) 
rge x, to obtain 
-38-
               (2.1.8a,b) 
which m•(xo-x) = y holds. 
w(O/,/1-e ,m(0))  dr
 u(x)=i s(h)fadoE Res (p*-1 (xn + m)) x=xa W (hxa , 0)
                                     a rd0 sgn(h) Im{Res(0*1(xn + m)) =,, W(hxa,0)}, (2.1.14)       7Ca 
where xa (a=1,6) are the roots (tentatively assumed to be distinct) of 
the equation 
det 0*(xn + m) = 0 ,(2.1.15) 
and the E with fl indicates the sum over xa 's such that Im xa > 0. 
It is known that xa's are never real (Mura(1982)). 
  Analogously, we have 
n 
Du(x) _ — sgn(h)jrode E Im{Res ((xn + m)®0*-1(xn + m)]=xa 
• V (hxa,0)},(2 .1.16) 
where WP(z,0) denotes the Cauchy integral defined by 
W'(z,O) 27ci ,1~1(d/d~l)w(71>m(0))dn,(2.1.17)            nzn — z 
which is equal to 
SLW(z,0)(2.1.18) 
when w(ni,m(0)) = w(772,m(0)) = 0. 
2 . 2 Limiting values of the simple layer potential on the plane of 
the element 
  In this section we compute the limits of (2.1.14) and (2.1.16) as h 
approaches 0, assuming that 9 = const ( = 1) over the element. In this 
case, w(n,m(0)), defined in (2.1.8a), reduces to the width of the 
element E at (n,e). 
  Before calculating these limits, we shall prepare the following 
formulae : 
E Re Res (A*-1(xn +m)) x=x = 0(2.2.1) 
a 
                                  —39—
and 
 E Re Res  ((xn + m) ®0*-' (xn + m)) x=xa = n®0*-' (n)/2.(2.2.2) 
a These results are proved with the help of 
   Re Res (L' (xn + m)) x=xa =17k(xn+m)dx 
A*'(n) dx(2 .2.3) 4
7i Co xZ 
and 
E Re Res ((xn + m)®*'(xn + m)) x=x~ 
a 
                          "
   4 ri ~(+m) ®A*' (xn+m) dx n------------®(n)dx,(2.2.4)    co47riTco x 
where Co denotes a sufficiently large circle, and the integration is 
carried out counter clockwise. Equations (2.2.3) and (2.2.4) follow 
from the (-2,0) homogeneity of A* (see (1.3.1)). We then compute the 
contour integrals in (2.2.3) and (2.2.4) to obtain (2.2.2) and 
(2.2.3). 
  We now proceed to the calculation of the aforementioned limits. To 
start with, we use the Plemelj formula (Muskhelishvili(1953)) to have 
 lioW(hx,6)= sgn(h)w20,,n(6))+27ri v•p.f~2w(>7>~(0)) dn> (2.2.5) 
where v.p. stands for Cauchy's principal value. We then introduce 
(2.2.5) into (2.1.14), followed by the use of (2.2.1), to obtain 
                       ,~ u(x) =-2TfdO Im Res (A*-'(xn + m)) x=x,, w(0,m) .        U a 
xEE(2.2.6) 
In this formula u(x) refers to the limit of u as the observation point 
tends to a point x on S. In the same manner we obtain the analogous 
limit for Vu in the following form: 
Vu(x) 
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   = -sgrl(h)ridej~Re  Res( (xn+m) ®A*-1(xn+m)) x=xa            ,J0 « 
           • 1— v.p2w(r1,m)  chi) 
   + EIm Res ((xn+m) ®0*1(xn+m)~x-sgn(h)w' (0,m)l(2.2.7) 
«2 
The first integral in (2.2.7) allows a further simplification. Indeed, 
we use the notation shown in Fig.2.2.1 to have 
 rdo v.p.T2w'(7,m)o 
               d 
 2a(2) 
=
\      o 
d8 v.p.~(cot(rp-9)(w)-l)d~p* 
                         272 on the element  =2f dcpv.p.f(cot(cp-6)r(~)-1)(10  = {0 otherwise.(2.2.8) 
 o In the step leading to the third line in (2.2.8) we have transferred 
the principal value integration from co to 8. The validity of this 
process is seen by noting that the v.p. integral in (2.2.8) is defined 
as the limit as c->0 of the ordinary integral carried out on the 
shaded region in Fig.2.2.2. Consequently, we combine (2.2.2), (2.2.7) 
and (2.2.8) to obtain 
Du(x) = -sg 2h/ n®A*-' (n) [ 0 ] 
          n
         o~~ImRes ((xn+m) ®A*(xn+m)x=xaw'(O,m)d8,(2.2.9)a        27
where [1,01T indicates 1 on the element and 0 otherwise.
* The integration with respect to go in (2.2.8) stands for 
 f2a      f (r(cp) ,O)dcp for x on E 
and 
 /92    .f(ri (cp),O)dcp+f~2f(r2(cp),O)dcpotherwise,  'Pi 
where f(.,.) denotes a certain function. 

































Fig.2.2.2 Domain of integration.
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2  . 3 Special cases 
a) Multiple root 
  It may happen that (2.1.15) has multiple roots. In such cases 
(2.1.14) and (2.1.16) must be modified. For example, we have 
 u(x) =sgn(h) fdo[Im{Res1  (z*(xn+m))  W(hi ,O)} 
               + Im{ Res_i (p*-1(xn + m) ] x2 W (hx1 ,0)} 
                                          +hIm{Res_2 (0*-1(xn+m))x2W' (hx1 , 8) }] (2.3.1) 
if xi is a single root and x2 is a double root, and 
 u(x) _ -sgn(h) fde[Im{Resi  [z*1(xn +m)) x, W(hxi >0)1 
+ hIm{ Res_2 (0*I(xn + m)) x, W. (h2t1 ,0)} 
                                           +h2lm{Res_3[0*I (xn+m)) x1 W •' (2 1 ' 9) } .1 (2.3.2) 
if xi is a triple root. In these formulae Res_„[)x indicates the 
coefficient of the 1/(y-xa)' term in the Laurent series of the 
expression in () . Vu also admits an analogous expression. 
  It is to be noted that (2.3.1) and (2.3.2) tell that the limiting 
formulae in (2.2.6) and (2.2.9) remain valid if 'Res' is interpreted 
as 'Res_ 1 
b) Isotropy 
  We here check (2.1.14) by comparing its prediction in the isotropic 
case with the result for the same quantity obtained by the direct 
integration of the fundamental solution in (1.2.5). 
  The inverse of the Navier tensor for isotropic elastostatics shown 
in (1.2.3c) is rewritten as 
0*-t (xn+m) 
1(2(2+1)- (A+µ)/(A+2p.) (n®nx2+ (n®m+m®n)x+m®m)(2 .3.3) 
                  u (x2+ 1) 2 
with xa's being i (This i is a double root. Since the numerator and 
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denominator share a factor, we have only 2 roots.). Using (2.3.3) and 
(2.3.1) with some modifications, we have 
 u(x)_ sgn(h)rzsdO  [1{aew(hio)} 
87rµ p 
     — 
R(n®n{ReW(hi3O) — h ImW'(hi3O)} 
      + (n®m+m®n)h ReW' (hi3O) 
     + m®m{ReW(hi3O) + h ImW' ( i )}) ] .(2.3.4) 
The integrals with respect to 0 in (2.3.4) are then transformed into 
those with respect to cp (Fig.2.3.1), with the help of the following 
formulae: 
 fzrzReW(hi3O)d0 = f(sgn(h)A/r2+h2 — h)dco 
f2Imw'(hi,o)do  = —f(sgn(h)(r2+h)—1)dcp                                2t/2 
 f2x    m ReW' (hi ,0)d0 = sgn(h) f 1 (log {,,/r2+h2  r} 
  0             
r-----------------)dcP 
                       (r2+h2)I/2 
 fzr    m®m(ReW(hi3O) + hImW'(hi3O)) d0 
     =f[ {sgn(h)nlr2+h2—h} k®k 
          — (sgn(h)(h2)1/2—h) l®l]dcp, (2.3.5a-d) 
where k and l are unit vectors on the plane of the element E which 
have the directions shown in Fig .2.3.1. To see (2.3.5a), for example, 
we use (2.1.11) to have 









f2rz  ReW(hi3O)d6 
0






21c = f do Re f r(cp)cos(co-o) (r' (co)sin (co-0)+r(cp)cos(cp-o) )
fo2r aAfd
2iri( r(cp)sin(cp-o)-hi)




where we have substituted r(cp)sin(cp- o) for I. The 
integration for cp in (2.3.6) are as have been stated in the 
foot note. We then change the variable of integration 
it = sin(cp- o) , to rewrite the integral in (2.3.6) into 
 n f dco 11 7-2((p),,/1-u2  du ,         1r2(cp)u2+h2










thus obtain (2.3.5a). We 
using similar calculations 
obtain











u(x) 1  
87rp r {(2R-21h1)1 - 11+N.  a+2u ((R-I hl )1
         2- (R +R - 21h1 ) l®1 + (log (R+ r) R )(l®n + n®l)
where 
  We 
this
r,
(h2 + R -
R = Vr2+h2 .
now show that 
we use (1.2.5)

















 = 1(~(~1 2 —±Li(  1 —(x-xp) ®(x-x0))lrdrdcp     8
cµ,JfIx-xpI a+20 Ix—x0I Ix-xp13 
  if     8nµ1R a.+24`R-r2l®l-rh(l®n+n®l)+hen®n)1RdRdcp.                                    R3 
                     ( I x—zo 1 =R, r2=R2—h2, x—xp=—rl+hn ) (2.3.10) 
The use of 
         R 22 
fdR=R_IhI, fdR=R+L_2IhI, 
                                         fdR =log (R+ r) —r- logh,f=—(1_ 1), hIR2RhiR2R IhI 
fldcp=0,(2.3.11a-e) 
then shows that (2.3.10) is equal to (2.3.9). 
c) Transverse isotropy 
  The roots of (2.1.15) can be obtained analytically in the 
transversely isotropic case. These are the solutions of the equations 
 x2(1—(1—Ki)n32) — 2x(1—Ki)m3n3 + 1—(1—Ki)m32 = 0 , 
i=1,3 ,(2.3.12) 
where K1=C44/C4,6 and K2,3 are the roots of the equation 
K2 — Ci1C33-0132-2C13C44K+C33=0 .(2.3.13) C
11 C44 Gil 
Equation (2.3.12) has a double root when >^C11C33 = C13 + 2C44, and a 
triple root i when m3 = n3 = 0. 
d) Quadrilateral element 
  Let E have a quadrilateral shape shown in Fig.2.3.2. The Cauchy 
integrals W and WP then assume the following forms* 
              urL  
                                   {116-14)2(Z"ZW(z)1ari[712-171(Z-171)lOgz-711z-772+173-112-112)+log—173  








              + 1774wn3(z-rJ3)+ w3}logz-n3J,(2.3.14) 
 WP(z) = 1w2-------logz-1)2 + w3-w21ogz-n3            2
7i712-771 z-711 773-712 27-772 
- w3  logz-774(2 .3.15) 7/4-7/3 2-773 
The branch for log { (z-rla)/(z-?) } is the one which is single valued 
on the plane cut along [i ,r)a] and 0(1/z) as I z I -> . We note that 
these formulae require some modifications when one of the sides of the 
element is perpendicular to the 77 axis. For example, the first term in 
(2.3.15) is replaced by -w2/(z-172) when 771 -- 712 . 
  We substitute (2.3.14) and (2.3.15) into (2.1.14) and (2.1.16) to 
compute the simple layer potential and its gradient at the points away 
from the plane of the element E. For the points lying on the plane of 
the element, however, it is convenient to use (2.2.6) and (2.2.9). The 
integrands of these formulae show no singularity except when x lies on 
the continuation of one of the side lines, where w jumps, say, from 0 
to r1 - r2 (Fig.2.3.3) and w' behaves like Dirac`s delta. Since 
 dw _ 1 dr1  1 dr2 _ dr1 
do r1 d6 r2 d0 d01og(r2)'(2.3.16) 
the contribution of this discontinuity to the integral in (2.2.9) is 
n - 27<Dm Res ((xn+m(0)) ®,*-` (xn+m(0)))malog(r2) . ( .3.17) 
           a
2 . 4 Numerical analysis 
  Equations (2.1.14), (2.1.16), (2.2.6) and (2.2.9) can be used to 
calculate the influence coefficient defined in (2.1.1). Some 
favourable aspects of the present formulation are 
a) We do not have to compute singular integrals. Hence the numerical 
integration is not difficult. 
b) Residue analysis is required just once for all for one particular 
set of n and m's for each element. 
c) Cancellation is not likely to take place.
* Dependence on 0 is suppressed here . 






Fig. 2.3.3 A special case.
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d) It is applicable to any anisotropic material, even if the 
fundamental solution is not known. The roots of  (2."1.15) for the 
general case, may be obtained by using any existing algorithms for 
solving algebraic equations (Iri(1981) for example). 
  We now discuss the computational aspects of our method by using 
numerical examples. We restrict our attention to the cases of isotropy 
and transverse isotropy, where the fundamental solutions are available 
(see (1.2.5) and (1.2.8)). We use 20 point trapezoidal rule for the 
numerical integrations with respect to 0 in (2.1.14), (2.1.16), 
(2.2.6), and (2.2.9). We compute xa's and the residues 
Res (A* (xn.+m)) x=x, just once for the 20 m(0)'s corresponding to the 
integration 'points' Oi (1 s i s 20) for each element, and store them 
in core. One may thus improve the computational efficiency. 
  Table 2.4.1 compares the values of 
uij fr(x,)ds, Tok=CijwnJEawrnk(x,y)dSy (2.4.1a,b) 
calculated by several methods, at x = (O,O,O.1a) for isotropic and 
almost isotropic cases, where E is a square which lies in the plane of 
isotropy (y3 = 0) (see Fig.2.4.1). We specified the elasticity as 
C11 = 2000 , C13 = 2000 , C33 = 8000 , C44 = 3OCo and C66 = 3OCo (in 
Voigt's notation) in the isotropic case where Co is a certain constant 
having the dimension of stress. The almost isotropic case also uses 
the same values for Cij except for C33 = 8O.8C0 . 'Closed form' in this 
table indicates the results obtained by the method of Fukui (Niwa et 
al.(1979)) --------- a method which integrates the isotropic fundamental 
solutions analytically over planar elements. Also, 'direct 
integration' refers to the results obtained by integrating Kroner's 
fundamental solution (Kroner(1953)) for transversely isotropic 
elastostatics (We here used the modified form given in Kobayashi & 
Nishimura(1980), or in (1.2.8), in order to avoid possible 
cancellation.) by using 100 or 900 point trapezoidal rule. This table 
shows that the present method gives sufficiently accurate numerical 
results. It is also remarkable that the conventional numerical 
integration technique using trapezoidal rule is very inefficient for 
obtaining stresses near the element. The CPU time for 100 (900) point 






 Table 2.4.1 Simple layer potential for (almost) isotropic case 







































  Table 2.4.2 gives the numerical results at x =  (0,0,0+) for 
(almost) isotropic materials having the same elasticity as in the 
preceding example. We see that the present method is reliable also for 
calculating limiting values on the element. 
Table 2.4.2 Limiting values on the element for (almost) isotropic 
                                          case [*10-I , u: a/Co ]
Isotropic Almost isotropic





















  Table 2.4.3 compares the field quantities at x 
fully anisotropic case  (C11=80Cp, C13=10Co, C33=40Co, 
obtained by several methods. This table also 
accuracy and efficiency of the present method when 
near the element.
= (0,0,0 .1a) for a 
C44=15Co, 056=301C0) 
indicates the high 
the field point is
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Table 2.4.3 Simple layer potential for an anisotropic 
                                case  [*10-1 , u: a/Co ]
Direct integration Present
Method
Int.points 100 400 900 2500
 UI1 0.1881 0.1880 0.1880 0.1879 0.1880
U33 0.2300 0.2320 0.2321 0.2321 0.2322
T131 -4 .193 -4 .194 -4 .176 -4 .173 -4 .171
T113 -1 .190 -0 .9351 -0 .8907 -0 .8840 -0 .8733
T333 -3 .182 -4 .548 -4 .773 -4 .805 -4 .864
  We next applied the present method to the analysis of stresses 
around the  face of a tunnel in an infinite anisotropic rock. To this 
end we solved the discretised version of (1.4.7) obtained by using 
piecewise constant boundary elements, together with the method of 
integration discussed in this chaper. The cross section of the tunnel 
is assumed to be a circle having a radius of a. The initial stress is 
specified as a hydrostatic pressure having a magnitude of pc'. The 
material constants are set as CII=80p°, C13=10p°, C33=40p°, C44=15po, 
and Ce6 =30p° with the plane of isotropy (3c1-12 plane) being tilted 
from the axis of the tunnel by 400 (see Fig.2.4.2). In the numerical 
analysis we took into consideration the part of the side wall of 
length l0a from the face, neglecting the influence from the rest of 
the tunnel. From the point of view of efficiency, it is preferable to 
use the conventional method of integration when the element and the 
collocation points are far apart (see 2.5 c)). In the present example 
we have used the proposed method only when a element includes the 
collocation point. The obtained displacement and stress in the x2-13 
plane are shown in Fig.2.4.2. 
2 . 5 Concluding remarks 
a) We developed a method of evaluating simple layer potential over 
plane elements for three dimensional anisotropic elastostatics. We 
could confirm the applicability of the proposed method through several 
numerical examples of isotropic and transversely isotropic cases . In 
principle we can apply this method to any classes of anisotropy 
although we have tested only two cases out of them. 
b) Some authors tried to use numerical fundamental solutions in order 
to extend the applicability of BIEM, e .g. Vogel & Rizzo(1973) and 
Wilson & Cruse(1978). Since these methods 'tabulate' numerical 
fundamental solutions, however, they necessarily require a huge 
computer. These methods therefore may not be very practical for 
engineering purposes, although they are very general . In addition, 
these direct formulations may increase the numerical work compared 
with indirect methods since the former involve two potential functions 
in contract to one in the latter . 
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c) As we have seen, our method is particularly effective for 
evaluating potentials near the boundary element. This is why our 
method is useful also in the transeversely isotropic case where the 
fundamental solution is known. From the point of view of efficiency, 
however, it is desirable to use conventional integration method when 
the field point is far away from the element, provided the fundamental 
solution is available. 
d) We did not take into consideration the well known singularity of 
the simple layer density at corners in the sample analysis of tunnel. 
One may obtain more accurate results by considering the effect of this 
singularity. For related topics, see chapter 3 where we shall discuss 
the singularities of this type in the context of acoustics. 
e) Maruoka(1982) applied the present method to the calculation of 
stresses and displacements around a face  of tunnel under various 
stress conditions. Interested reader is referred to.his thesis. 
Nishimura & Kobayashi(1983) also discuss the same topics. 
f) The content of this chapter is taken from Nishimura & 
Kobayashi(1983).
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          Chapter 3 Problems Involving Singularities 
3  . 0 Introduction 
   This chapter investigates typical problems involving singularities, 
i.e., crack problems and simple layer potential methods for domains 
having corners. 
BIEM is sometimes said to be an advantageous method for solving 
problems involving high stress concentration, singularities, etc. This 
is presumably because it constructs the solutions by superposing 
singular solutions. (One cannot expect that FEM, which usually 
approximates solutions by polynomials, is capable of coping with steep 
gradients of field quantities.) In fact, a meticulous coding 
provides a highly accurate numerical BIE implementation (e.g. 
Watson(132)). However, a careless job usually ends up with 
unsatisfactory results polluted by unfavourable singularities. 
   Consider, for example, the double layer potential for two 
dimensional Laplace's equation. One may think of using an 
isoparametric boundary element having a linear shape function. To do 
this, it is convenient to calculate the double layer potential with a 
piecewise linear density co: 
W(x)27C f you_y2 a logI x1 go(Y)d4(3.0.1) 
where we have used the notation given in Fig.3.0 .1 (cp(yo)=1). It is 
not difficult to show that 




111(t101 + ni log I xo I / I xi I ) (3.0.3) 
hold ( See Fig.3.0.1 for notation ) . Equation (3.0.2) clearly shows 
that V W has a logarithmic singularity at Yo, Yi and Y2. This 
singularity tells us that the piecewise linear isoparametric boundary 
element may not be adequate for modelling a smooth boundary when one 
uses formulations including the double layer potential. In fact, the 
exact solution does not have singularity on the boundary provided the 
data are smooth, whereas the approximate solution always has singular 
gradients at nodes. Therefore, the resultant approximate solution 
cannot be very accurate on the whole boundary. Besides, it is i
mpossible to combine this boundary element with the nodal collocation 
when one wishes to solve Neumann problem via double layer potential 
method, because (3.0.3) diverges at nodal points. 
  Also in the simple layer potential method, one encounters diffi
culty caused by the singularity when the boundary al) has 
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Fig.3.0.1 Double layer potential with piecewise linear density.
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corners. Specifically when  a  D has external corners, we may expect 
that the solution of the boundary value problem itself is regular 
there. However, the simple layer density is usually singular (e.g. 
Hartmann(1982)). In fact, we shall see that only those densities 
having correct singularities there can make the solution regular. This 
implies that a careless choice of shape functions leads to a poor 
numerical resolution. 
  This chapter deals with methods of avoiding such unfavourable 
singularities; one might therefore more properly have entitled this 
chapter as the Methods of 'Avoiding' Singularities. The first part of 
this chapter discusses an elastic - perfectly plastic mode III crack 
analysis using double layer potential method. It may be conceivable 
that the double layer potential provides an ideal tool of analysing 
crack problems since this potential is physically a displacement 
discontinuity. However, we cannot use directly the simplest piecewise 
linear isoparametric element in this application since this element 
has logarithmically singular gradients at nodes whereas. the exact 
displacement in elastic region has finite gradients because the stress 
is finite in elastic - perfectly plastic material. Two methods of 
avoiding this trouble occurs to us, i.e., the use of smoother elements 
and the formulation of the problem in a certain variational sense. In 
Part I of this chapter we choose the latter, using a Galerkin 
formulation. The second part of this chapter, on the other hand, 
utilises the former approach. Specifically, we consider double layer 
potential methods in 3D elastodynamic crack problems. We shall discuss 
the use of the method of regularisation of a hypersingular kernel and 
d boundary elements. The last part of this chapter deals with the 
singularity of the simple layer density function for domains having 
external corners in the context of plane acoustics. We take into 
analysis the effect of singular density by using 'eigenfunctions' of 
the problem. We introduce an auxiliary contour to evaluate the 
resulting singular integrals. 
                           Part I 
3 . 1 Elastoplastic crack analysis by double layer potential method 
   In this section we discuss a method of elastoplastic crack analysis 
using the double layer potential and Galerkin's method. For the sake 
of simplicity we assume the domain D to be the whole plane R2. The 
reader may find no difficulty in extending the content of this section 
to general cases. 
3 . 1 . 1 Antiplane crack problems 
  Although we can find many elastoplastic analyses for cracked bodies 
in literature, our present knowledge of the singularity at the tip of 
elastoplastic cracks is still incomplete except in some simple cases . W
e therefore restrict our attention to antiplane shear deformation of 
an isotropic perfectly elastoplastic cracked body with the Mises yield 
criterion; the singularity of the solution is well-understood in this 
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case. 
  Let the crack S be a slit having  n as the unit normal vector. Then 
the following results are available  (Rice(1968)): 
a) The antiplane displacement w(xl,x2) satisfies Aw = 0 in De and 
a w/a n± = 0 on the crack surface, where De is the elastic zone, and 
(xl,x2) is the cartesian coordinate whose origin is at a tip of S and 
whose xl axis is tangent to S there, respectively. 
b) w(xl,x2) in Dp is a function of 0 (denoted by u(0)) satisfying 
aw=
dedu= YyQ(0) ae(3.1.1.1) 
where Dp is the plastic zone, yy = Ty/J1, Ty is the yield stress in 
shear, µ is the shear modulus and Q(0) is the distance fro;: the tip to 
the elastic-plastic boundary a Dep (See Fig.3.1.1.1.), respectively. 
c) r = TI3i1 + T23i2 in Dp is written as 
r = Ty(-iisin0 + i2cos0),(3.1.1.2) 
where ij (J=1,2) are the unit base vectors shown in Fig.3.1.1.1. 
Therefore, the traction on a Dep can be written as 
  t := t3 = r • nep =(Q2
+Q----------------2)'/2 '(Q' =7:0Q(0))(3.1.1.3) 
where nep is the unit normal vector to a Dep directed towards De. 
3 . 1 . 2 Double layer potential 
  We now state the fundamentals concerning the double layer 
potential. 
  The (classical) double layer potential 
W(x) 2~r f-_(lo4)c()dS , (R = Ix - y I )(3.1.2.1) 
                   y is known to satisfy the Laplace equation in R2\aD , and the jump 
condition 
 W'--(x) = ±-2-(1)-+ i fd n(logR)q)(y)dSy . x E  (3.1.2.2) 









Fig.3.1.1.1 Antiplane deformation of crack.
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 (OW)±(x) = t2 as(x)c 
     + p.f.1 fVd   (log)(y)dS ,  x E S (3.1.2.3) 
 any R 
where s and c indicate the arc length of S and a unit tangent vector 
to S in the direction of increasing s, and p.f. denotes the finite 
part of the integral, respectively. In particular, we have 
 471)+W(an)(x) 
          = p.f. f an----(logl)p(y)dSy. x ES (3.1.2.4) 
y One may prove these results by using the method of Fourier transform 
discussed in Chapter 1. 
3 . 1 . 3 Galerkin's method in elastic crack analysis 
  We first consider the problem of finding the antiplane elastic 
deformation w(x) which satisfies the Laplace equation and the traction 
boundary condition of the form 
 (aw)+=(a w)- = ton S,(3.1.3.1)  anan 
where t is the given traction. Both the direct method and indirect 
method using the double layer potential lead to 
 w(x) =fF(xY)(Y)dS jr-----a  ,F =log-------------, (3.1.3.2a,b) 
   an„I x - y 
where p indicates the double layer density. It is clear; from 
(3.1.2.2), that the density p can be identified with the gap of the 
displacement on S, or cp = (w) := w+ - w . 
  The Galerkin solution Ejlap« (QQ: shape function) of the 'integral' 
equation 
 t(x) = p.f.fan.anyr(x,y)Cp(y)dSy(3.1.3.3) 
is obtained by solving
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In the sequel, we 
potential energy
shall see that the Galerkin solution also makes
[1(w) =1 fOwVwdV 
D
+ f t (w) dS (3.1. 3.5)
minimum among the solutions which can be written as
w =Ea I'QdS 
    a Sony
(Pa = E 
a
WacPa Wa:= f_f1?acLS.a(3.1. 3.6a ,b)
To see this we substitute(3.1 
Vw • Vwis integrable in R2. 
constant shape functions since 
at the ends of elements. Since
.3.6a) into (3.1.3. 
This assumption rules 
VII) would then have 
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the field quantities in the elastic domains. We here try to find w in 
 De in the following form: 
   fnt  w=wo + arcpds + fa reds , (3.1.4.1)          any 1=1De p any 
where wo is a far field which satisfies 
,Awo = 0 in D,(3.1.4.2) 
cp and iI are unknown densities, aDep is the elastic-plastic boundary 
associated with Dp (1 s I s ntip) , "tip is the number of tips and Dp 
is the plastic domain at the I-th tip, respectively. Our problem then 
reduces to a problem of finding co, IP' and al*, which satisfy 
(6n)+(an)an+p.f.famsanyrcpds 
                    + J D,äTinyri,dS = 0 on S,           
 (an)+=a+ Jd-rxis +E p. f.faDoan---r,A,dS       yJu 
            4 +yQ2)t/2on aDep ,(3.1.4.3a,b) 
and 
 aew+ = TA(0) on aDep ,(3.1.4.4) 
where we have used the notation employed in 3.1.1. 
  We notice that the traction on aDep (see (3.1.1.3)) satisfies 
                                  s/2  —TyfDepQ21/2dS = —Tyf/2Qd6 = 0 . (3.1 4.5) 
This guarantees that w certainly admits an expression given in 
(3.1.4.1). Indeed, the simple layer potential on each aDep in the 
direct potential representation 
w = wo + fr'ds + f(rw-r)dsinD, (3.1.4.6) 
        any i=1Dep anYa n 
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is known to possess a double layer representation with a continuous 
density if (3.1.4.5) is satisfied (Kupradze et  al.(1979)). However, 11)1 
in (3.1.4.3) are not determined uniquely; they are determined to 
within an additive constant, as can be inferred from the above 
discussion. It also follows that iIii is discontinuous at the tip xi, 
the amount of discontinuity there being 
W (xi ) — = w(xi) , 1 s I s ntip ,(3.1.4.7) 
in the notation given in Fig.3.1.4.1. Therefore one may arbitrarily 
put 
  = Co(si) and IPi(xi) = 0 .(3.1.4.8a,b) 
We will formulate an iterative method of solution for this problem in 
the next section. 
3 . 1 . 5 Numerical procedures 
  In this section we discuss an iterative numerical method of 
solution for our problem. We take one particular crack tip for 
explanation (Fig.3.1.5.1). 
  Our method goes as follows: 
a) Assume an initial shape of a Dep. 
b) Model S and aDep by using line segments. Locate the nodes on a Dep 
in an equal spacing of azimuth angle 0 as shown in Fig.3.1.5.1. 
  We can then use the piecewise linear elements discussed in 3.0 as 
shown in Fig.3.1.5.1(b)(see (3.1.4.8)). In the example of this figure, 
the unknowns are ....,Ce-1 e(41)p1),,....,~and i? . 
c) Solve (3.1.4.3) by using the Galerkin method. 
  This decision is made on the following grounds: 
   i) As has been discussed in 3.1.3, the Galerkin method in elastic 
  cases gives the best approximation in the sense of energy. This 
  suggests a good accuracy of this method also in elastoplasticity. 
   ii) We intend to use the piecewise linear element discussed in 3.0. 
  This approximation, however, introduce a logarithmic singularity in 
Ow at the nodal points (see (3.0.1)-(3.0.3)), which makes 
  collocation difficult to apply. 
   In applying Ga.lerkin's method, we have to evaluate integrals of the 
following form: 
JNdSaad nx~.(3.1.5.1) 
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Here we have evaluated the inner integral analytically (see (3.0.2)) 
and the outer integral by using a special 8 point Gaussian integration 
formula which takes into consideration the logarithmic singularity of 
the integrand. For the evaluation of  Q' on the • right hand side of 
(3.1.4.3b) we have used the central difference formula. 
d) Calculate w on aDep by (3.1.4.1) and then update Q(0) by
Qnew (0) E--- Qold (e) + <(
1 aw
yy a o
— Qold (e)) (3.1.5.2)
where C (0 < C s 1) is a constant (see (3.1.1.1)). Using the new 
Q(0), we calculate the new configuration of aDep. 
  Again we have used the central difference formula to evaluate 
aw/a0 . Also, we have chosen <' = 0.3. 
e) Repeat this process until a convergence condition is met. 
  We have terminated the computation when the increment of Q becomes 
less than 1 percent of Q everywhere on aDep.
3 . I . 6 Example 
  We solved the problem of a straight crack of length 2a subject to a 
uniform remote shear r2 (Fig.3.1.6.1). One may also view this crack as 
emanating from the traction free boundary xi = 0 of a half-plane 
xi z 0 because of the symmetry. This problem was solved by Hult and 
McClintock(1956) analytically. 
  We solved this problem for the cases of r2/'y = 1/3, 1/2 and 2/3, 
by using the mesh shown in Fig.3.1.6.1. We took advantage of the 
symmetry of the problem and applied our method to the right half of 
the crack. The initial configuration of aDep is assumed to be a circle 
having a diameter of a/100. Fig.3.1.6.1 compares the plastic domain 
calculated by the present method (shown by symbols) with the 
analytical results. The agreement is satisfactory. 16 iterations have 
led to convergence when r2/ru = 2/3, requiring about 0.5 sec of CPU 
time per step. 
  This analysis was carried out by using FACOM M382 of the Data 
Processing Centre of Kyoto University.
Part II
3 . 2 Elastodynamic crack problems 
  In part II we discuss a BIEM for elastodynamic crack problems. Our 
main interests here are the regularisation of a hypersingular kernel 
and the use of CI base functions. (We here prefer the word 'base 
functions' to 'shape functions' due to a reason which we shall 
describe later.) 
  As will be discussed in Chapter 4 there are two approaches in 








Fig.3.1.6.1 Plastic domains 
Lines: exact,
near the crack tip. 
  Symbols: BIE.
method. We here use the latter. One may, however, think that we are 
considering a steady state with an  e't time dependence. 
3 . 2 . 1 Formulation 
  Let S bea piece of smooth curved surface in R3 bounded by a 
piecewise smooth edge as. Also let n be the unit normal vector to S, 
which points into a side of S called the 'positive side'. Our problem 
is to find a solution u which satisfies the equations 
L*u + pca2u =0 in R3\$, Wu := div C[Vu]) 
  Tu± = 0 on S, (Tu := C[Vu]n) 
lim (u+(x) — if(s)) = 0, xES, xpE aS,(3.2.1 .1a-c) 
x--so 
and radiation condition (Kupradze et al.(1979) or (4.1.1.13)) for 
u-ul, where A* , T, C, p, co, and ul stand for the Navier operator, 
elastic traction operator, elasticity tensor, density. frequency, and 
the incident field which satisfies (3.2.1.1a) in R , respectively. 
Also, we have used a superposed + (-) to indicate a limit from the 
positive (negative) side of S. The solution to this problem has a 
double layer representation given as 
u(x) = jr F1(x,y)9(y) dS + uI(x),x (ES(3 .2.1.2) 
         s where F1 is the double layer kernel defined in (1.1.14). The 
fundamental solution for the isotropic case is written as (Kupradze et 
al.(1979)) 
 F(x,y) = 1 F(R) + 0®VG(R), (R := Ix — y I )(3 .2.1.3) 
where 
 F(R) =e~k,RG(R) = 1 eik,R-eikYR     4TNR'47rpki(-----R R------)' 
kT (
u/p) 1/2,k~_ --------------------+211)/p) 1/2(3.2.1 .4a d) 
and and p are Lame's constants, respectively . Also, C takes the form 
shown in (1.2.3a). For a smooth 9, (3 .2.1.1b).(3.2.1.2) and (1.3.3.8) 
yield an 'integral' equation 
-Tui(x) = p.f.f TFi(x,y)9(y) dS, X E S(3 .2.1.5) 
                s
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where p.f. designates the finite part of a divergent integral. 
  As one sees easily, the integrand in (3.2.1.5) is hypersingular, 
making (3.2.1.5) not suitable as a tool of numerical analysis. In 
isotropic cases, however, we can reduce the order of the singularity 
of  Try by using the integration by part. To see this we assume x I S. 
As has been shown by several authors (Weaver(1977) in statics and 
Sladek & Sladek (1984) in dynamics) we have 
rij,kpCjklmnl(Pm dS = pCJ2 f ri npCPm dS
    + elpuCikim fr j,ketsurttcom,s  dS,(3.2.1.6) 
               where eijk is the permutation symbol and the differentiation in 
(3.2.1.6) is with respect to the integration variable y. Since this 
expression still includes an integral convergent in the sense of 
Cauchy's principal value as x->a D , we shall attempt to use the 
integration by part once again to reduce the singularity of the kernel 
further. To do this we note that the second integral on the RHS of 
(3.2.1.6) is written as 
elpuCjklm [f rij,gngnketsuntCPm,s dS 
     + J rij,regrwngeukwnuetsuntPm,s dSJ(3.2.1.7) 
where we have used 
ai = ninja; + etikntesjknsa; .(3.2.1.8) 
The second term in (3.2.1.7) obviously allows a regularisation with 
the help of Stokes's theorem. The first term in (3.2.1.7), on the 
other hand, is written as 
nk (nRx)  { Si;F' + (Si; + 2nin;) (RG.) ' 
          + xixj (R(G ) )   etsuntcPm,s dS
 — p.f.fRG'egrwngar{ (niepjwnp + nje iwnp)nketsuntCPm,s}dS,(3.2.1 .9) 
        s where x = y — x and R = Iii . In the derivation of (3.2.1.9) we have 





-{(514 2ni n;) (G') ' +
    +(niep;mnp+n;epiwnp)egrwngayr 
The p.f. symbol in (3.2.1.9) is 
(cp 51/2 where S is the distance 
(3.2.1.6), (3.2.1.7) and (3.2.1.9)
Op fFl im(Pm 
   S
dS = 1)0)2 f rimnpcp,,dS
(kG'). (3.2.1.10)
due to the singularity of 9 on as. 
from as.) Finally we combine 
to obtain
+ etpuCjklm[fs 
       s
n nRx{5i' +           1(Sij+ 2ninj)(RG•)'
+ xi xj




Or (nienjwnn + nj e„iwnn) nke tsu Tit CPm , s
+ riiegrwngar (evkwnvetsuntcPm,^) }CS] • (3.2.1.11
Notice that all the integrals in (3.2.1.11), except for the 'p.f.' 
introduced by the near tip singularity of Sp, converge in the ordinary 
sense for any cP having CI continuity on S. This convergence is partly 
due to the smoothness of S. Hence we are justified to use (3.2.1.11) 
as the basis of our BIEM because there is an easy way of evaluating 
the p.f integrals in (3.2.1.11), as we shall see. 
  Obviously, from the (m's) term in (3.2.1.11) results a 
non-integral term as x tends to S. However, (1.3.3.8) guarantees that 
this discontinuity term vanishes as one multiplies it by Cipabnb. One 
may alternatively show this by a direct calculation using (3.2.1.11), 
but we shall omit the detail. Finally, we note, in the flat crack 
case, that the 2nd integral in the RHS of (3.2.1.11) vanishes as x 
tends to S. In addition, one shows that the in plane and out of plane 
components of (3.2.1.11) decouple as one multiplies (3.2.1.11) by 
Cip~t,nl, to obtain an integral equation.
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3 . 2  . 2 Numerical analysis 
  We first decide to use collocation method, which is believed to be 
efficient in engineering applications. This choice in our formulation, 
however, requires the use of d base functions. Indeed, piecewise 
constant base functions for would pollute the solution by 
introducing 1/6 singularities in (3.2.1.11), where 6 is the distance 
between x and a point where 0 is discontinuous. Actually, the second 
derivatives of 0 in (3.2.1.11) would behave like the 1st derivatives 
of Dirac's delta, which would pick up singularities from the kernel 
functions. Still worse is a piecewise linear approximation, in which 
case (3.2.1.11) would diverge logarithmically at points where the 
slope of the base functions are discontinuous. This means that a nodal 
collocation with piecewise linear base functions breaks down. Hence we 
are left with the use of C1 base functions with which (3.2.1.11) is 
seen to remain bounded on S. 
  This restriction of d continuity is not very stringent in a 
special case where one can find a smooth mapping from S onto a square, 
say IxiI<a, 1x21<a, x3=0. Indeed, one first generates B-spline 
functions of xi and x2 independently in the following manner: 
1) Introduce a parameter t such that s = a sin(irt/2a) (ItI<a) where s 
is either xi or x2. 
2) Divide the interval (-a, a) for t into subintervals of equal length 
At by using nodes (-a =) to < t, < ... < 4+1 (= a) . 
3) Define 3rd order spline functions ai(t) (i = 1,2,...,n) by 
oi(t) = f( t—til/At) (i = 1,..,n)with exceptions 
01(t) = g( t-ti I/At) for t0<t<ti and an(t) = g(I t-t„ I/At) for 
t„<t<t„+1 where (see Fig.3.2.2.1) 
        1 — (3/2)n2 + (3/4)n3 Osn<1,  En) =10/4)(2 - )7)3lsii<2,(3.2.2.1) 
   0otherwise, 
g(n) = (3/2) (1 -- n) - (1/2) (1 — n)3 0n<1. (3.2.2.2) 
With the spline functions of xi and 12 thus defined, we can now 
proceed to construct a system of base functions on the square by 
multiplying the xi and x2 spline functions. Finally one determines the 
base functions Q (x) on S by using the pull back of the base functions 
on the square which we have just defined. 
   Now assume 
9 = Digi (x) ,(3.2.2.3) 
where Bpi are numbers. We substitute (3.2.2.3) into (3.2.1.11) to 
discretise (3.2.1.5), and solve the resulting numerical matrix for 0i 
to determine 9 with the help of (3.2.2.3). Note that 9 (a ± s)12 
holds near edges due to the relation between s and t. Hence one easily 
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obtains stress intensity factors by computing the coefficients of 
square root singular terms in gyp. At corner points, however, this 
method renders  9 non singular. The exact solution, on the other hand, 
is known to be weakly singular there with an exponent (> 1/2) 
dependent on Poisson's ratio (Takakuda(1985)). This neglecting of the 
corner singularity, however, does not have a significant effect on the 
overall accuracy of the numerical solution as we shall see through 
examples. 
  Another practically important special case which allows a simple 
implementation is the case where there exists a smooth mapping from S 
onto a disc. By the same reasoning as before we are justified to 
restrict our attention to the case of a penny shaped crack having a 
radius of a. Our scheme for this case goes as follows: 
1) Introduce (t, 0) coordinate system by which the natural polar 
coordinate on the crack, denoted by (r, 0),is expressed as 
(r,0) = (a sin(7rt/2a),0). We also define (el,E2) =(t cos0,t sin0) . 
2) Divide the interval (0, a) for t into subintervals of equal length 
At by introducing nodes (0 =) to < tl <...< t„+1 (= a) . Also divide 
(0, 270 for 0 into subintervals of equal length 
(0 =) 00 < 01 <...< 0„ (= 27r) . For nodes (ti , O; ) 
(2 s i s n, 1 s j s m) we use 'product' base functions similar to 
those used before. This determines (n-1)m base functions Q (x). 
3) In the domain defined by (t , O) , t s t i , 0 s 0 < 27c, we take 
points ki (1 s i s k) arbitrarily. Draw circles of arbitrary (but not 
too large) radius 2ri centred at ki. Define 'bell shaped' base 
functions associated with ti by Q(n_t)m+i (X) = f(IE-ki I/ri) . A standard 
choice for ri is At . 
4) Use the base functions defined in 2) and 3) (see Fig.3.2.2.2), 
assume (3.2.2.3) for gyp, and then discretise (3.2.1.5) with the help of 
(3.2.1.11). 
  We remark that 9, in (3.2.2.3) does not have a clear physical 
meaning since our S2i does not satisfy relations similar to (1.5.1). 
This is why we prefer the name 'base functions' for our Qi. Finally we 
discuss the evaluation of the remaining p.f. integral in (3.2.1.11) 
taking the second special case as an example. We shall start with a 
formula 
        2rc a  p.f.JJ( ar)2 Q(r,O)H(r,0)rdrd0 
   f2aa    J
pJO(ar)2S2(r,0)(rH(r,O) — aH(a,0))drd0,(3.2.2.4)a 
where S2 stands for one of the base functions having singularities on 
as ((a/ar)2Q(a-r)-3/2), and H is a function regular at r=a. In 
deriving (3.2.2.4) we have used the fact that Q vanishes except in a 
region near the tip. With (3.2.2.4) we can compute the p.f. integrals 





Fig.3.2.2.2 Base functions for penny shaped crack.
in (3.2.1.11) numerically since they take the form  of the LHS of 
(3.2.2.4), and the RHS of (3.2.2.4) converges in the ordinary sense. 
For evaluating an integral having an integrable but weakly singular 
integrand, we use a change of coordinate used by Lachat & Watson(1976) 
and Watson(1982), together with the Gaussian integration. 
3 . 2 . 3 Numerical results 
  This section shows some numerical results obtained by the present 
formulation. In the figures to follow, the lines indicate solutions 
from references and symbols stand for BIEM solutions. 
1) Square crack 
  We consider a square crack having side length of 2a subject to a 
plane P wave of normal incidence. The stress magnitude of the incident 
wave is po. This problem has been investigated by Itou(1980). Our 
analysis has used a mesh having 225 nodes. Poisson's ratio is set 
equal to 0.2. Fig.3.2.3.1 shows the stress intensity factor along an 
edge of the crack. Fig.3.2.3.2 plots the stress intensity factor at 
the middle of an edge vs wave number. These figures show that the 
accuracy of the present formulation is satisfactory. 
2) Penny shaped crack 
  We next consider a penny shaped crack having a radius of a subject 
to the same incident wave as in the previous example. Among the 
existing investigations for this problem in literature the result by 
Mal(1970) seems to be reliable. Our analysis employed a 177 degree of 
freedom mesh (in (t,6) plane) shown in Fig.3.2.3.3. Poisson's ratio is 
1/4. Fig.3.2.3.4 gives the magnitude of the crack opening displacement 
vs r. Fig.3.2.3.5 displays the stress intensity factors. This example 
also confirms the applicability of the present method.
3 . 2 . 4 Remarks concerning the method of regularisation 
  The formulation developed so far is closely related 
variational formulation by Nedelec(1986). In this section, 
attempt to simplify his idea and apply the simplified version 
collocation formulation discussed in 3.2.1. In particular, 
discuss the regularisation in the anisotropic cases. 
  To begin with, we consider the static case. We readily 
there exists a stress function 4pqrs which satisfies 
 Cabika
ylrii (X Y)Ccdjt 
   eaiPebl9eckredlsax
i---------------------axjC7Yk~ltpqrs(x-y) + Dabcds(x-y)
 to the 
we shall 
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where  Fi; is the fundamental solution and Dabcd is a constant. Also, we 
may rewrite the 3D result in (3.2.4.1) into its 2D counterpart by 
suppressing p, q, r and s. We then use (3.2.4.1) to compute the 
traction of the double layer potential as follows: 
   nb(x)Cabikaxk----~lrij(x-y)Ccdjlnc(Y)CPd(Y)dS 
               a a a   = - 
S nb(x)eaipebigedtsaxi ax; aylcDpgrs(nceckrcod,k)dS 
       (nb(x) -nb(y)) eaieb"eatsa a a(e $PJ9axia x;a yipgrsncckr~Pd,k)~S 
 -p.f.Jeaipedtsaxia~i~pgrsnbebjgayl(nceckrcPd,k)dS,(3.2.4.2) 
where x * S, and the normal vector n(x) is arbitrary as far as it 
approaches to the positive normal vector to S as x tends to a point on 
S. As in (3.2.1.11) the p.f. symbol is due to the singularity of 
V Dip on as. The limit of (3.2.4.2) as x—S takes exactly the same 
form as (3.2.4.2) because all the kernels in (3.2.4.2) are integrable. 
Hence we see that the regularisation of (3.2.1.5) is straightforward 
once one gets the stress function in (3.2.4.1). 
  We now proceed to the computation of 41. This calculation is made 
easier with the help of the Fourier transform. In 3D isotropic case 
the Fourier transform of 
 - Cabikxka~trij(x)Ccdjt(3.2.4.3) 
is written as 
 (k+) I 14fa2ICI4Sabscd + 2~1uItI2(eaebscd + cEdsab) 
 + 1-i(?+2,1) IEI2(6acebEd + Sbdeaec + badebec + Sbce.aEd) 
 — 4u(k+p)e-aEbEcEd} ,(3 .2.4.4) 
where t is the parameter of the Fourier transform. But (3.2.4.4) is 
equal to 
(4+211) I I4 { (24teaimebjmecknedtn 
                                  —83—
+  ,i(k+2u) (eaimecjmebknedin+ eaimedimebknectn) } EiEiekEI (3.2.4.5)
modulo a constant tensor. Hence we use (3.2.4.1) and (3.2.4.5) to have
4stuu = —
u
87c(a+2u) { 2A6stsuu (11+2u) (ssustu
+ ssu stu) } 
•
lx—yj
  We now consider the dynamic 
counterpart of (3.2.4.4) differs from 





a function of order
Cabik
axkayirt'
(x— y) Ccdi !
= eaipebig eckredls aa a a a 
xi ax; ayk ayl
'pgrs (x-y) + 'abcd(x-y)
+ Dabcds (x-y) (3.2.4.7)
where 4)* is a function of 
function locally integrable in 
indicates the elastodynamic 
4)* and 4,* in (3.2.4.7) are not 
may use the elastostatic 4) for
order lx-y1  as lx-y1--0,  and 4s* is a 
 R3. Of course, Fii in (3.2.4.7) 
fundamental solution. The functions 
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                       a a a   aeik,ReikjR            eaipebjgeckredtsaxi axj aykayt(RR-----)1, (3.2.4.8) 
where R=1x— yI , and indicates an equality modulo Dirac's delta. 
The first 4 lines on the RHS of (3.2.4.8) are identified as '1!abcd. It 
is now a simple matter to regularise the traction of the elastodynamic 
double layer potential. Indeed, we have 
   nb(x)Cabikaxkaytri; (x-y)Ccdjlnc(y) Cod (y)dS 
       (nb (x) - nb (y)) eaieb.edlsa a a ~*(edS $PJqaxi axi aylPgrsncckr(Pd,k) 
  —p.f.feaipedlsaxi ayl~Pgrsnbebjga j( e ckrcPd,k) 
+ flb(x) 114bcdnc (Y)CPddS.(3.2.4.9) 
       s Equation (3.2.4.8) is similar (but not identical) to the expression 
used by Nedelec(1986), whose calculation is less intuitive. 
  The same idea applied to 2D yields 
 a.(Cabikaxka~lrijCjtcd) 
eaiebjeckedt iEiEk t d
et C(3.2.4.10) 2J
0 
for the static case and 
 ` ~(—CabikaxkaTtrijCjlcd) 
_ ( - 1eaiebjecked/Ei J kEtdet C 
      + Pco2 (CabcdCi j i t — Ci jabCi t cd)jeI - P2C4)4Cabcd J Al (3.2.4.11) 
for the dynamic case, where 
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 JO =2CijklS S lCpgrsSgSseipekr,
J = Jo — PW2Cijii jEi + P2W4,
det C = 2(C1111C2222C1212 + 2C1122C1222C1112
        — C1l1202222 — dh22C1212 — Ci222C1111) •(3.2.4. 12a-c) 
Equations (3.2.4.10) and (3.2.4.11) are valid for the fully 
anisotropic case. The Fourier inversion of (3.2.4.10) for the static 
case can be carried out explicitly if the material is orthotropic. The 
dynamic ounterpart, however, is possible only in the time domain. 
  Finally we remark that the Nedelec type formulation is 
indispensable in the anisotropic case, but it regularises the traction 
only. The formulation in 3.2.1-3, on the other hand, is restricted to 
isotropic case, but regularises all the stress components on S.
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                         Part III 
3 . 3 Simple layer potential method for domains having external 
corners 
  In this section we develop a simple layer potential method for 
Neumann problem for 2D  Helmholtz's equation for domains having 
external corners. Our method solves those problems in which the 
solutions are analytic at the corners. As has been pointed out, 
however, the density function will then have singularity at the 
corners. We here incorporate into the analysis the effect of this 
singularity by using 'eigenfunctions'. Also, we solve some sample 
problems to test our approach. 
  We finally remark that our method can easily be extended to other 
problems of interest such as Laplace's equation, elasticity, etc. 
3 . 3 . 1 Formulation 
  Let D be a domain in R2 having a piecewise smooth boundary OD. 
Also, let the corners of al), denoted by 4,* 1 s i s n, ( n, : 
number of corners), be external, or the vertex angle at (Fig.3.3.1.1) 
be less than 7r. 
  We shall now find a scalar field u(x) in D which satisfies the 
Helmholtz equation 
   + k2)u(x) = 0 , x E D(3.3.1.1) 
and the Neumann boundary condition 
au 
W171(x) =f(x) , x E aD(3.3.1.2) 
where k is a constant named wave number, n is an external unit normal 
vector to a D , and f is a given function on aD . We assume that f(x) 
is sufficiently smooth except at corners, and that f(x) has definite 
limiting values from both sides on al) at the corners. We further 
assume that u is analytic there. This assumption is not a too 
stringent restriction since many solutions of practical interest 
indeed satisfy this. 
  We now seek a solution of this problem in the form of simple layer 
potential, i.e., 
 u(x) = fr(x,y)40(y)dS~,,(3.3.1.3) 
         ap 
where go is the simple layer density and F is the fundamental solution
     In the rest of this chapter we use superscripts exclusively as 
the indices for the corner points. However, we sometimes omit the 
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v(x) = IF(x,y)P(y)d,X E R2
satisfies
v(x) = u(x) , X E D (3.3.1.7)
by assumption. It is necessary for us to know the structure of v(x) in 
U fl De for the ensuing considerations, where De is a domain exterior 
to D, and U is a small neighborhood of xe. To study this, we remember 
that u(x) allows an analytical continuation to U fl De as has been 
assumed. Also, we know that v(x) is continuous in R2. We therefore see 
that v(x) can be written as
v(x) = u* (x) — w(x) , x E U fl De (3.3.1.8)
where u* is the continuation of u, and in is a function satisfying
(z + k2)w(x) = 0 , x E Uf1De (3.3.1.9)
and





.7) and (3.3.1 
derivative of







(x) = an (x)—an+(x) =an(x)xE OD fl U \ {x~} (3.3.1 .11)
where we have used
* See the previous foot note.
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p(x) = Alan1L1(x) + >A; i=2 a n1Pi (x) (3.3.1.16)
We note that the first term in (3.3.1.16) is estimated as









in c'(x) . 
order
Also, we see that the
0(r2'') (0< — 1 < 1) (3.3.1.18)











In (3.3.1.19),  cp  (x) denotes a function which has the same singularity 
as &4/8n(x) at 4 and whose support is in a neighborhood IP of x. . 
Also, cpR(x) indicates a function which vanishes at the corners, the 
order of magnitude there being as given in (3.3.1.18). 
  We here have localised the function cpk(x) to (P in order to avoid 
possible trouble caused by the multi-valuedness of a,lj/a n(x) when D 
is multiply connected. This modification for a-0/an  also helps us to 
simplify the structure of numerical equations to be solved. 
  Finally, we have 
g(xc) =(limxcjrpN-F(x,y)cP(y)dS,(3.3.1.20) 
as an 'integral' equation at corners, where N is an arbitrary unit 
vector. The quantity g on the left hand side of (3.3.1.20) stands for 
g(xe)aN(xc) = N• (1 i..1(xc) + 17f,(xc)) ,(3.3.1.21) 
where the suffix 1 (r) indicates the limiting value at xc from the 
left (right) side of a D (Fig.3.3.1.2), and DI and LT denote the 
vectors reciprocal to ni and nT (DI-n, = vr- • ni = 0 
L~ n1 = 1- • nr = 1 ) , respectively. 
3 . 3 . 2 Numerical procedure 
   In this section we outline our numerical procedure for the 
formulation given in the previous section. 
  We first model or) by using appropriate boundary elements. Of 
course, we have to make sure that all the corners 4 coincide with one 
of nodal points of boundary elements. It is desirable that the 
modelled boundary does not have corners other than (see 3.4). We 
then discretise cpR, rather than co, by using shape functions associated 
with boundary elements. We use piecewise polynomial shape functions of 
order greater than 1 (i.e. at least piecewise linear) for cpR. This 
choice makes it possible to put cpR=0 at 4. Because of this 
constraint, the number of unknowns arising from cpR is nn— nk , where nn 
is the number of nodal points. However, we have ne more unknowns 0 in 
(3.3.1.19) in addition to A. Hence the total number of unknowns 
amounts to nn. 
  In order to determine these unknowns, we solve the discretised 
version of integral equations obtained from (3.3.1.5) and (3.3.1.20) 
by using the collocation. As usual. we use the nodal points as 
collocation points. Keeping in mind the decomposition of p in 
(3.3.1.19), we obtain 





 Fig.3.3.1.2 Normals at the corner.
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 + J  a  r(xi,y)( (y)d% d` , 
k aDaTC (3.3.2.1)
and
g(xc) = E JaDNxF(x,y)fli(y)dSucPR(xi)
+ lim fapNxr(x,y)cP(y)d.Sy       krx~ (3.3.2.2)
provided (p (x)'s are chosen such that cok(xi) = 0 for any i and j, 
where xis are non-corner nodal points, and Qi's are shape functions 
corresponding to xi, respectively. We readily see that the integrals 
in (3.3.2.1) and (3.3.2.2) involving 0i can be evaluated by using any 
standard quadrature formula, since the integrands have no singularity. 
  Before discussing other integrals, we shall describe our choice for 
cps(x). Let xi and xi be two non-corner nodal points adjacent to xc. We 
put (see Fig.3.3.2.1)
cPs (x)
a1G1/an(x) — Qi(x)a1/an(xi) — Oi(x)a1/an(xi), 
X E {xi-xc-xi} 
0,x E aD \ {xi-xc-xi}
(3.3.2.3)
where {xi— xc— xi} indicates the portion of boundary between xi and xi 
via xc. This choice (essentially due to Watson(1982)) is easily seen 
to satisfy the requirements for cps(x) stated in the preceding section. 
Having determined cps(x), we can calculate those integrals in (3.3.2.1) 
and (3.3.2.2) involving cos by introducing an auxiliary contour, as we 
shall see. We take the second integral in (3.3.2.2) for example. We 
readily see from (3.3.2.3) that this integral is written as
limfr,r(x,y)a~Cy)dsy x(ED)--x~aNx
+ rIntegrals whose integrands   L do not have singularities '
where r2 is the part of al) shown in Fig.3.3.2.2. 
first integral we note the relation
(3.3.2.4)
To evaluate the
0 aN- Jr,+r2(F(x,y)-----anCy) —any(x,y)'~t (y) dSy , x E D (3.3.2.5)






Fig.3.3.2.1 Singular function at the corner.
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formula follows 
  lima  r(x,y) ~~(y)dSy 
  x(ED)-xcI'2aNx 
 = -  {JrIaNxr(xc,y)an(y)dsy - Jr -9,xanFCx.,y)iGI (y)~}                                              any 
   +faNx ----r(xc,y) iGl(y)dsy .(3.3.2.6) 
Since VGA 0(r1 "/Q) near xc as long as the curvature of al) is finite, 
the last integral on the right hand side of the above expression is 
interable; the order of magnitude at xc of the integrand is 
0(r-"-°) with 0 < 1-x/0 < 1/2 . We can therefore calculate this 
integral numerically by introducing a new variable of integration s 
behaving as s r"/13 near xc (Watson(1982)). In particular, this 
integral vanishes when r2 is piecewise linear because we would then 
have ,b1(x) = 0 on F2. The numerical computation of other two integrals 
on the right hand side of the above formula is not difficult. The 
remaining integral in (3.3.2.1) can also be estimated either by 
coordinate transformation or by introducing an auxiliary contour. 
  We can thus evaluate all the integrals needed for numerical 
analyses accurately. 
3 . 3 . 3 Examples 
  We tested the formulation proposed above through a simple example. 
We chose a square having sides of length 2a as the domain D 
(Fig.3.3.3.1). As the Neumann data, we gave 
f(x) =aJo(k~x~)(3.3.3.1) 
where we took the origin of the coordinate at the centre of D. Of 
course the exact solution to this problem is 
u(x) = Jo(kIxI) •(3.3.3.2) 
We used piecewise linear isoparametric boundary elements of equal 
length with 8 point Gaussian integration formula. The vector N (see 
(3.3.1.20)) for each corner is taken in the direction bisecting the 
adjacent normals. 
  Fig.3.3.3.2 compares the BIE solutions (symbols) for u on one of 
the sides (Due to the symmetry of the problem the solutions on all the 
sides are identical.) with analytical solutions (lines). Figs. 
3.3.3.2(a) and (b) show the results of analyses for ka = 1, 2, 3, 4 
obtained by using 40 elements, and ka = 1, 2 with 16 elements (It 
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would be meaningless to attempt at analyses for larger k by using 16 
element model.), respectively. These results show the good accuracy of 
the present method. We used FACOM M382 of the Data Processing Centre 
of Kyoto University for the computation.
3  , 4 Concluding remarks 
a) As has been stated in Chapter 1, Arnold & Wendland(1982) concludes 
that the collocation method is more effective than Galerkin's method 
for BIEM in problems without having singularities. The resultsin 3.1, 
however, show that Galerkin's method is convenient for crack problems. 
Nedelec(1986) also concluded to this effect. Besides, Nishimura(1979) 
found that a collocation method using the conventional double layer 
potential formulation can sometimes be led to a numerical instability 
in elastic crack problems. Weaver(1977), however, used successfully a 
collocation BIEM with an analogue of (3.2.1.6) in 3D elastostatic 
crack problems. The same conclusion was obtained by Takakuda et 
al.(1985), who used a elastostatic version of (3.2.1.5), by Polch et 
al.(1987) who proposed a modification of Weaver's method, and by the 
present author as we have seen in 3.2 (see Kaneko(1987) for more 
numerical results). We therefore have two choice in crack analysis: 
use Galerkin method with a relatively simple base functions (C° is 
admissible) or use collocation with C1 base functions. Obviously the 
former is easier to implement in problems including cracks of 
arbitrary shapes. However, the double integration in the Galerkin 
scheme requires more CPU time than the collocation, even after 
counting the symmetry of the resulting matrix. Actually Nedelec 
estimates the CPU time of the Galerkin's method to be about 10% more 
than that of collocation (Nedelec(1986)). On the other hand the 
requirement of d continuity for base functions makes the collocation 
method extremely complicated in 3D problems. 
  In 2D cases the collocation method is considered to be preferable 
because it is not difficult to generate C1 base functions in this 
case. As discussed in 3.1, however, a Galerkin method is still 
worthwhile in 2D when the double integrals included in the expressions 
for the coefficient matrix allow a fast numerical evaluation. In 3D 
the present author prefers the collocation because one seldom has to 
consider a 3D crack having a complicated geometry in engineering 
practice. If one really needs to analyse a crack with a complicated 
geometry, Galerkin's method would be his choice. As far as the present 
author knows, however, nobody other than Matsumoto(1986) has ever used 
Galerkin's method in 3D numerical crack analyses. 
b) As has been pointed out, the C1 base functions in 3.2 have been d
evised in order not to introduce non-physical singularities into the 
numerical solutions. Also, the method proposed 3.3 is viewed as a 
technique of eliminating singularities in Vu at corners. In the 
present author's opinion, it is important to seek BIE formulations 
which do not introduce unfavourable singularities into the solution 
when one wishes to have an extremely accurate numerical method of 
analysis. This is true not only in crack problems but in any BIEM.   Th
e usual direct BIE's for Laplace's equation, Helmholtz's 
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equation, elastostatics, etc., for example, necessarily bring about 
logarithmic singularity in the first derivatives of the solutions at 
nodal points unless the (tangential)  derivatives of double layer 
densities are continuous. This is because these BIEs include the 
double layer potentials. One would therefore have to use CI base 
functions such as spline or Hermitian functions in order to calculate 
these derivatives accurately. Indeed, the logarithmic singularities 
would pollute the solution otherwise. From this point of view, 
piecewise linear elements are acceptable in the simple layer potential 
method for Laplace's equation (or Helmholtz's equation) provided that 
one uses a smooth boundary modeling except at corners. In this respect 
the method of Athanasiadis(1980) using quadratic shape function for 
density and Hermitian polynomials for boundary shapes is appropriate. 
  Finally, we remark that Chaudonneret's compatibility conditions 
(Chaudonneret(1978)) to be satisfied by displacements and tractions at 
a corner of elastic body can also be regarded as a special case of the 
condition of vanishing stress singularity in the direct BIE.
c) The idea of introducing auxiliary contours for the evaluation of 
singular integrals (see 3.3.2.) is due to Watson(1982). He used 
Hermitian boundary elements, and succeeded in obtaining highly 
accurate numerical results with small numbers of boundary elements in 
the problems of 2D linear elastostatics. It is, however, almost 
hopeless to extend his method to 3D.
d) Mixed boundary value problem is another typical case where the 
solution includes singularities. Indeed, the solution usually shows 
singularities at the boundary points where the types of boundary 
conditions change. For applications of BIEM to problems of this kind 
the reader is referred to the papers by Wendland et al.(1979) and 
Kawakami(1983), etc.
e) One may carry 
domain also. Some 
in Nishimura, Guo 
Okada(1987) and in
out the crack analysis presented in Part II in time 
attempts at crack analyses in time domain are found 
 & Kobayashi(1987), in Nishimura, Kobayashi & 
Das & Kostrov(1987).
f) The 1st, 2nd and the 3rd parts of this chapter are 
Nishimura & Kobayashi(1984), Nishimura & Kobayashi(1987) 
et al.(1984), respectively.
 taken from 
and Kobayashi
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Chapter 4 Elastodynamics
4  . 0 Introduction 
   In this chapter, we shall discuss  some applications of the BIEM to 
elastodynamic boundary value problems -------a special class of 
hyperbolic problems.As is very often claimed the applicability to 
problems for infinitedomains is one of the most significant features 
of BIEM. This advantage makes BIEM particularly promising in 
applications relevant to wave propagations. This is because other 
conventional numerical methods, such as FEM, FDM, etc., cannot deal 
with infinite domains directly; these methods would require the 
introduction of fictitious boundaries, the reflection from which could 
pollute the solution. In addition the existing techniques to eliminate 
this unfavourable reflection are not necessarily reliable (e.g. Cohen 
& Jennings(1983)). It is therefore worthwhile to study BIEM for 
elastodynamics. 
   There 'are two approaches in formulating transient elastodynamic 
problems (for the related topics in acoustics, the reader is referred 
to the review by Shaw(1979)). One is the time-domain analysis and the 
other is the integral transform approach. Accordingly, we have two 
types of BIE formulations. The former approach yields hybrid integral 
equations (Volterra (Fredholm) type with respect to time (space)), 
while the latter leads to the Fredholm integral equations and the 
inversion of integral transformations. The integral transform approach 
is further classified into subgroups according as the type of integral 
transformation used. In practice Fourier or Laplace transforms are 
favoured because they have effective numerical means of inversion . 
Some early numerical investigations are found in Cruse & Rizzo(1968) 
and Cruse(1968), where these authors have tried a Laplace transform 
approach, and in Niwa et al.(1980) who used a time domain BIEM. 
   The Fourier transform approach, which we believe to be practical , 
uses the Fourier transform to reduce the original hyperbolic governing 
equations for elastodynamics into elliptic equations . The resulting 
equations are identical with the equations for time-harmonic 
elastodynamics. One then solves this transformed problem under the 
transformed boundary and radiation conditions by using BIEM. Finally, 
one carries out the inverse transformation by synthesising the 
time-harmonic BIEM solutions with the help of the 1'7'-1' (Fast Fourier 
Transform) algorithm. A BIEM approach which follows the above steps in 
a vague manner was used earlier by Niwa et al .(1975). However, these 
authors did not recognise the possible non-uniqueness of the solutions 
of their integral equations. Nor is it clearly addressed how they deal 
with incident waves having an arbitrary time dependence. In view of 
this we shall spend this chapter for establishing a general BIEM in 
elastodynamics which uses the Fourier transform approach.   T
he first part of this chapter deals with interior and exterior 
problems. We investigate a BIE formulation for time-harmonic 
elastodynamics paying attention to the uniqueness of the solutions . As 
will be seen, the conventional BIE sometimes loses the uniqueness of 
the solution even in exterior problems, although the uniqueness of the 
solution to these boundary value problems (not the solutions of 
integral equations) is well established . This non-uniqueness is a 
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source of inaccuracy because the non-uniqueness of the original 
integral equation leads to an ill-conditioned numerical BIE matrix, if 
not to a singular one. We therefore seek some techniques to overcome 
this difficulty. We finally give some numerical examples. The second 
part of this chapter discusses the application of BIEM to half-plane 
problems. Since the half-plane boundary is of infinite length, we 
cannot apply directly the  BIEM techniques developed so far. We here 
try to truncate the infinite boundary taking into consideration only 
the finite part of it. An approximation, as a rule, requires 
justification. We therefore test this method of truncation by 
comparing the obtained numerical results with more accurate results 
computed by a modified BIEM using Green's function. The second part of 
this chapter ends with the conclusion that the method of truncation is 
sufficiently accurate, economical, and therefore practical. 
                           Part I 
4 . 1 Interior and exterior problems 
4 . I . 1 Formulation 
  Let D bea domain in RN (N = 2 or 3), which may be interior or 
exterior to a piecewise smooth boundary 3D. The equation of motion 
for isotropic elastic body is written as 
A*u + pb:= pAu + (A+p)Vdiv u + pb = pu ,(4.1.1.1) 
where A is the Laplacian, • is the time derivative a/at (t: time), 
   and u are Lame's constants, p is density, and pb = f is bodyforce, 
respectively. 
   The elastodynamic initial- boundary value problem is formulated as 
follows : 
  To find a solution u(x,t) of (4.1.1.1) in Dx(t > 0) , subject to 
the initial conditions 
u(x,O) = u(x), u(x,O) = v(x) in D,(4.1.1.2a,b) 
boundary conditions 
u(x,t) = uo(x, t) , on aDux (t > 0) , 
Tu(x, t) := An(div u(x,t)) + p(Vu(x, t) + (Vu(x, t) )T) n 
    = to(x,t) on aDsx (t > 0), (aDs = aD\aDu) (4.1.1.3a.,b) 
and, in addition, the radiation condition for the scattered field us 
defined by 
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 vs(x,t) = u(x,t)- ui(x,t)(4.1.1.4) 
if D is an exterior domain. The explicit form of this condition is 
given as 
auLS + 1 auLS - o(r (N-1)/2), us — 0(r(N-3)/2) ar at 
  au +1&Liss =o(r(N-1)/2),u=o(r(N-3)/2) , (4.1.1.5a-d) 
arcT at 
as r: = I x I -"oo (Eringen & Suhubi (1975)) . 
  In this statement, u(x),v(x),uo(x,t),to(x,t) and u1(x,t) denote the 
given initial displacement, initial velocity, boundary displacement, 
traction and the incident field, its and us,: indicate the lamellar and 
solenoidal parts of the scattered field, apt, (aDs) stands for a 
portion of OD where the displacement (traction) is given, and 
cL and cT are the velocities of the longitudinal ( P ) and transverse 
( S ) waves defined by 
CL = N/(44-40/P, cT = A/u/P ,(4.1.1.6a,b) 
respectively. Also, in part I of this chapter the unit normal vector n 
to OD is assumed to point into the infinite domain bounded by OD. 
   In order to solve the elastodynamic initial- boundary value 
problem, we use the method of Fourier transform. We first consider the 
interior problem assuming that the body force is absent and that the 
displacement field is with a quiescent past (see (4.1.1.2)), i.e., 
u(x) = v(x) = 0.(4.1.1.7) 
The Fourier transform of (4.1.1.1) with respect to t is then written 
as 
0*u(x,w) + Pc2u(x,w) = 0 ,(4 .1.1.8) 
where the symbol (^ ) denotes the Fourier transform defined as 
   =1[0 . ei"tdt.                                                            (4.1.1.9) 
Also, the boundary conditions are transformed into 
u(x,a)) = io(x 'CO , xEaDu 
Tit(x,oa) = . XEODs(4 .1.1.10a,b) 
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After solving this transformed problem the solution to the original 
problem is found in the form of the Fourier integral: 
 u(x,t) =f-  (x,)ettd.(4.1.1.11) 
  For the exterior problem, we apply the same method to its defined in 
(4.1.1.4). In other words, we solve (4.1.1.8) (with u replaced by us) 
subject to the boundary conditions 
us(x,w) = 11o(x,c0)-111(x,ca) , XEaD„ 
Tus(x,a)) = to(x,co) (x,w) , xEaDs(4.1.1.12a,b) 
and the radiation conditions 
  (has 
  aiwus- o(r),14S=o(r), 
a uss _ iC~^-(N-1)/2-(N-3)/2 
a r cT'~s - o(r),u~= o(r),(4.1.1.13a-d) 
as (Kupradze et al.(1979)). Using the solution to this 
transformed boundary value problem, we find the solution to the 
original equation in the following form : 
u(x, t)= f  (x,w)e i'tdw + ul (x, t) .(4.1 .1 .14) 
  We next examine the solution of (4.1.1.8), i.e., the equation for 
time-harmonic elastodynamics. We shall write u(x) instead of u(x,ca) in 
order to simplify the notation. 
  We first assume that D is interior to al).  The argument used in 1.1 
yields the potential representation for the displacement field u(x) in 
the following form: 
u(x) = jrr(x,y)t(y)dS—jrrl(x,y)u(x)dSU, 
  aoat) 
x E RN\aD(4.1 .1.15) 
where I'(x,y) is the fundamental solution of (4.1.1.8) which statisfies 
the radiation condition, Fl(x,y) is the double layer kernel defined by 
(1.1.14) with the elastodynamic F, t is the traction defined by 
(4.1.1.3b), u is defined by 
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   fu  in  D, =(4.1.1.16)      0 in °\aD, 
and D° indicates the domain conjugate to D with respect to RN, 
respectively. Letting x----x0E an from DC side in (4.1.1.15), we obtain 
an integral equation 
Ceu(xo) = fapr(xo,y)t(y)dsy— v.p.,f rl(xo>y)u(y)ds1, 
x0 E aD(4.1.1 .17) 
where Ceu(x0) is the non-integral term of the exterior limit of the 
double layer potential ((1.3.3.6) tells C'eu = u/2 if the boundary is 
smooth near x0), and v.p. stands for Cauchy's principal value, 
respectively. 
  Next let D be exterior to aD . Using the potential representation 
for the scattered field us, and assuming that the incident field ul is 
regular (without singularity) in DC, we see that the expression 
u(x) = jr,rl(x,y)u(y)d-fr(x,y)t(y)dsy+ ul(x) 
  anan 
xERN\aD(4.1.1 .18) 
holds true. The integral equation for the exterior problems is 
obtained by letting x->x0E a D from DC side in (4.1.1.18). The result 
is 
-Ciu(x0) = v.p•frl(xo,y)u(y)dSy-jrr(xo,y)t(y)dsy+ul(x0), 
    anan 
x0 E aD(4.1 .1 .19) 
where Ciu is the non--integral term of the interior limit of the double 
layer potential ((1.3.3.6) says Ciu = -u/2 on the smooth portion of 
aD) . 
  The fundamental solutions which fulfil the radiation conditions are 
well known to have the following forms (Kupradze et al.(1979)): 
        1eik'R1ek,Reik,R r(x,y) =4~r~(R1+kV®V(R- R) ) , (N=3) 
F(x,y) =4µ(1-IHl)(kTR)1 + ~0®0(H61)(kTR)H6I)(kLR))), 
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 (N=2) (4.1.1.20a,b) 
where R = lx — y I , kL,T are the wave numbers of the longitudinal and 
transverse waves defined by 
kL,T = w/CL,T ,(4.1 .1 .21) 
1 is the identity tensor, and fe is the zeroth order Hankel function 
of the first kind. 
4 . 1 . 2 Special classes of the problem 
  From now on we shall consider the two special classes of problems 
given below: 
  Problem A : Exterior boundary value problem for (4.1.1.8), in which 
aD may consist of several boundaries. The solution to this problem is 
known to be unique. We may use (4.1.1.18) and (4.1.1.19) to solve this 
problem. 
  Problem B : Let the bodies under consideration be as shown in 
Fig.4.1.2.1. Also, let the normals on S and So be directed outward 
viewed form Do. It is required to find a displacement field u which 
satisfies the field equations 
(A + pico2)u := µjLl + u + piCD2u = 0 in Di, 
      + peco2)u := µeLu + (rte+µe) Odiv u + pew2u = 0 
                    in De,(4.1.2.1a,b) 
boundary conditions on So : 
  u(x) = uo(x), SESoU 
Tiu(x) := Ai (div u)n + µi (Du + (Du)T)n = to (x) , 
xESos(4.1.2.2a,b) 
continuity conditions on S : 
u(x) = u+(x), xES 
Tiu (x) = Teu+(x), xES(4.1.2.3a,b) 





Fig .4.1.2.1 Domains and boundaries for problem B.
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field us = u -  ul , where ul is the given incident field which 
satisfies 
L~e*ul + peco2u1 = 0(4.1.2.4) 
in the whole space except possibly at finite number of singular points 
in De, Sou and Sos stand for the disjoint portions of So where the 
displacement and traction, respectively, are given, the superposed + 
indicates the limit on the boundary from the side into which n points, 
and - the limit from the opposite side, respectively. Also, the 
subscript e (i) indicates quantities relevant to De (Di). The solution 
to this problem is also unique. 
  The potential representations for the solutions to this problem are 




    s
u(x) = fri        
0= fri 
S
— fre (x,y) t (y)dS +u,(x) , 
  s x E DQ\$
(x,y)t(y)dS - frli(x,y)u(y)dS 
    + fri(x)v()ctS  - fr(xai)s()ds 
 oo 
xEDi
(x,y)t(y)dS — fri(x)u()cts 
             + fr^i(x,y)v(y)dS - 







where v and S are the displacement and the traction on So. Equations 
(4.1.2.5)-(4.1.2.8) follow trivially from (4.1.1.15) and (4.1.1.18). 
We then use (4.1.2.6) and (4.1.2.8) to have three integral equations 
given by 
 0 =  Ceu(x) + v.p.frle(x,y)u(y)dS — j'r0(x)t()dS  + ul(x), 
                  S xES 
0 = fri(x)t()dS  —u(x) — v.p.fr'i(x)u()dss 
+  
 sfr,i (x,y)v(y)dS - fr(x)S(Y)dS , ZES 
                                 o 0 = fr(x!J)t(Y)dS  —f + Cv(x)  
   + v.P•frli(x,y)v(y)dS — fr(x,) (Y)dS , xES0 (4.1.2.9a-c) 
           So 
which, after setting the specified values for v on Sou and S on Sos 
from (4.1.2.2), we expect to determine u, t and the unspecified halves 
of v and S. 
4 . 1 . 3 Fictitious eigenfrequencies 
  We introduce the following notation in order to facilitate the 
description. 
a) D(~,p,p) : The body with the given material constants which 
   occupies the domain D. 
b) S2(B) : The set of all the eigenfrequencies of the displacement 
  boundary value problems for the body B. 
c) [D(4,1.1,p),co] : The set of all the functions which satisfy the field 
   equations 
0*u + pco2u - 0 in D,(4.1 .3.1) 
  and, in addition, the radiation condition provided that D is an 
   exterior domain. 
d) [D(A,p,p) ,o]o : The set of all the elements of [D(? ,p,p) ,c.,] which 
   vanish on 3D . 
  We shall now explain the problem of fictitious eigenfrequencies. 
Consider Problem A for an exterior domain D. We may put ul = 0 without 
loss of generidhty (Otherwise replace u by us.). It is known (Kupradze 
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et al.(1979)) that the expression
 W(x) jr Vi(x,y)u(y)dS — fjrF(x,y)t(y)dS, 
 aDD (4.1.3.2)
satisfies the conditions 
r(x) = u(x), Tr (x) = t(x), xEaD(4 .1.3.3a,b) 
iff 
W(x) = 0(4.1.3.4) 
identically in Dc. The boundary integral equation in (4.1.1.19), on 
the other hand, ensures 
W(x)E [D°(it,u,p),w]o,(4 .1.3.5) 
from which (4.1.3.4) follows unless coES2(Dc(4,p,p)) . However, if
ca ES2 (D° (A , µ , p)) , it may happen that 
 W(x) = u*(x) (x E D°), u*(x)(4=0) E [D°(2.,u,p),(,)]o (4.1.3.6a,b) 
hold. Actually, it is easy to see that the pair 
 t(x)TuE(x)—Tu*-(x), XEaD„    l0,xE aDs
  {    0,x E 8D„ u(s) uE(x) ,xE aDs 
when introduced into (4.1.3.2), leads to 
uE(x) E [D(K,p,p),co] stands for a function 
conditions
uE (x) = 0, XE a D„
(4.1.3.7a,b)
   (4.1.3.6), where 
which satisfies the
TuE(x) = Tu*-(x). x E ()Ds(4.1.3.8a,b) 
Noting that u(x) (t(x)) in (4.1.3.7) vanishes on aDu (aDs), we see 
that (4.1.3.7) gives a non-trivial solution to the homogeneous 
integral equation associated with (4.1.1.19), and m is, therefore, one 
of the fictitious eigenfrequencies. Hence we conclude that (4.1.1.19) 
does not render the solution unique for a particular set of 
frequencies, although the solution to the original boundary value 
problems is unique (Kupradze et al.(1979)). This difficulty may be 
termed the problem of fictitious eigenfrequencies.
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   An analogous phenomenon takes place in the integral equations for 
Problem B. Actually, we can state that the set of fictitious 
eigenfrequencies for this problem is 
 Q(D`e(ae,µe,pe)) U  0(Do(?i,iii,pi)) •(4.1.3.9) 
The corresponding eigendensities are 
u = ue-FQ = ui+Fion S, 
  t = Teue - TeFe = Tiui + TiFion S, 
S = Tiuion S.,u ,
 v = uion Sos, (4.1.3.10a-d) 
where ueE [De(ite,4ie,Pe),W] and uiE [Di(ali,µi>pi)>W] are the functions 
which satisfy the jump conditions 
 ue—ui = FQ+Fi = Fion S, 
Teue-Tiui = TeFe+TiFion S,(4 .1.3.11a,b) 
and the boundary conditions 
ui = 0 on Sou, 
    = 0 on So, .                                                        (4.1.3.12a,b) 
The functions Fi E [D(5 (?i 44 , pi) , W] and Fe E [DQ (?e ,µe , Pe) ,W] are chosen 
as follows : 
a) If WES2(Dg(Ae ,Pe)) but 0AS2(Do(ai >pi)) we set 
Fi = 0.(4 .1.3.13) 
For Fe we use an arbitrary nonzero element of [De(4,14,pe),W]O. 
b) If WES2(Do(1 ,pi)) but W S2(DQ( e,l1e,Pe)) the appropriate choice 
for Fe is 
Ff = 0.(4 .1.3.14) 
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Also we set  Fi E [D6(?i,jdi,pi),G}] to be a function which satisfies the 
boundary condition 
 F2 = 0 on Sou , 
TiFI = Tiu* on Sos,(4.1.3.15a,b) 
and the radiation condition, where u* is a non-zero element of 
[Do(~i'Iii,Pi) ,o]o 
c) If coEQ(Do(?i,l-xi>Pi))n0(De(Ae ,lie >Pe)) , we take Fi just as in b), 
and Fe as in a) . 
  To prove this, we denote the RHSs in (4.1.2.5) and (4.1.2.6) by ue 
and Fe, respectively. Also, we put the RHS in (4.1.2.8) in Do as u*, 
noting, from (4.1.2.9b), that (4.1.2.8) is identically zero in De. 
Furthermore, we write the RHS of (4.1.2.7) as ui+Fi , where F, is 
defined in (4.1.3.15) with the u* being just introduced. We may then 
put ui=0 in (4.1.2.5) and (4.1.2.6) since we are interested in the 
homogeneous equations corresponding to (4.1.2.9). Equation (4.1.2.9c) 
tells that u*E [Do(?. ,ii ,Pi)>c]o > which implies u*=0 if 
w S.2(Do(ki>µi,Pi)) . However, u* may coincide with an appropriate 
eigenmode otherwise. Also (4.1.2.9a) says FeE [DQ(4>Pe'Pe),O)]o , which 
means Fe=O if coES2(De(-e,pe,Pe)) • However, Fe may coincide with a 
nonzero eigenmode otherwise. 
  We now use the jump properties of the double layer potential in 
(4.1.2.5)-(4.1.2.8) to have (4.1.3.10a,b) and 
v = uI + Ft, 
 S = Tiu2 + TiFl - Tiu*- on So.(4.1.3.16a,b) 
Notice that the equalities in (4.1.3.10a,b) are consistent with each 
other if the conditions in (4.1.3.11) are satisfied. Also from 
(4.1.3.16) and (4.1.3.15) follow 
v = 0 on Sou, 
S = 0 on Sos(4.1.3.17a,b) 
if the conditions in (4.1.3.12) are fulfilled. In addition ue 
satisfies the radiation condition by definition. Hence we may view 
ue and ui as displacement fields defined in DQUDA which satisfy the 
connectivity conditions in (4.1.3.11) and the boundary conditions in 
(4.1.3.12). Such u, and ue are known to be determined uniquely for a 
given set of Fi and Fe (Kupradze et al.(1979)). Hence we have 
u= t =0 on S, 
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 S = 0 on  San, u = 0 on Sas(4.1.3.18a-c) 
if Fi=Fe=O. However, the definitions for Fi and Fe tell that these 
functions vanish identically unless co belongs to the set in (4.1.3.9). 
In other words, the solutions to (4.1.2.9) are unique if co does not 
belong to the set defined in (4.1.3.9). Moreover, we easily see that 
the RHSs in (4.1.3.10) and (4.1.3.11) are zero only if Fi=0 and Fe=O. 
Hence we conclude the fictitious eigenfrequencies for problem B to be 
as given in (4.1.3.9). 
   Specifically, when (,ti,pi,Pi)=(fie,I4,p0)=(?,p,p) , Problem B reduces 
to Problem A for the domain D = D$. Actually, we add (4.1.2.5) and 
(4.1.2.8), (4.1.2.6) and (4.1.2.7), and (4.1.2.6) and (4.1.2.8) to 
obtain (4.1.1.18). However, the integral equation for Problem B in 
(4.1.2.9) is not equivalent to that for Problem A given in (4.1.1.19). 
Indeed, (4.1.2.9) fails to give a unique solution at an additional set 
of fictitious eigenfrequencies, i.e., Q(D°(,l,u,P)) . 
   In numerical calculations, one has to devise techniques to 
circumvent inconvenience caused by this non-uniqueness. 
4 . 1 . 4 Methods of avoiding fictitious eigenfrequencies 
   This section presents some methods of avoiding the non-uniqueness 
of BIE solutions for the case of Problem A. 
   The non-uniqueness phenomenon in acoustics has long been known to 
mathematicians and some methods to avoid this difficulty are 
available. We now extend these methods to elastodynamics and classify 
them into the following (overlaping) categories: 
a) Methods using interior constraints. 
   As has been discussed, the conventional BIE loses the uniqueness of 
the solution because the conventional BIE for Problem A given in 
(4.1.1.19) is not equivalent to (4.1.3.4). In view of this 
Schenck(1968) proposed to supplement the conventional BIE by the 
following N, conditions: 
W(xi) = 0. xiE D° (i=1,2, .....NN)(4 .1.4.1) 
where xi's are points chosen arbitrarily in DC, and W has been defined i
n (4.1.3.2). This method, however, fails when all the xi's are on the 
nodal lines of the eigenmodes. 
Jones's method in acoustics, which we shall discuss in depth later , 
can also be classified into this category (Jones(1974)) . 
b) Methods which use the uniqueness of the solution of certain 
boundary value problems. 
  As is clear from the discussion in 4 .1.3, the conventional BIEM 
solves a homogeneous Dirichlet problem defined in DC in order to have 
(4.1.3.4). This is why the conventional BIEM breaks down when the
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solution of the  Dirichlet problem for DC is not unique. One may 
therefore think of obtaining new BIFs by utilising other boundary 
value problems for DC having the uniqueness property. The following 
boundary value problems are easily seen to satisfy this requirement:
1) Let u be a solution of
(2* + pw2) u = 0 (4.1.4.2)
in D`(interior domain) which satisfies the boundary condition
if = Tu = 0 on an. (4.1.4.3)
Then we have u = 0 identically in D°. Actually (4.1.1.15) readily 
proves this.
2) Let u be a solution of (4.1.4.2) in DC which satisfies
  = aTu on aD, (4.1.4.4)
where a is a number whose imaginary part is non-zero. Again we have 
u = 0 identically in DC. Indeed, a well-known argument shows
0 = jru- TudS - fzi jr- TudS = 2i Im afI TuaDDaD (4.1.4.5)
from which we have if = Tu = 0 on an .
3) The solution to (4.1.4.2) in Da subject to the boundary conditions
u(x) = 0, XE an
u -aTu = 0, XES (4.1.4.6a,b)
vanishes identically, where Da is an annular domain bounded 
externally by an and internally by a surface S, and the unit normal 
vectors on an and S are taken outward viewed from Da.
  We now discuss BIFs for exterior elastodynamics 
unique. 
  An elastodynamic counterpart of the method 
Roach(1974) utilises 1) to avoid the fictitious 
specifically they solve
W(x) =0 and TW-(x) = 0 xE an
whose solutions are
of Kleinman & 
eigenfrequency, or
(4.1.4.7a,b)
simultaneously using (4.1.3.2). Their method therefore yields an over 
determined system. The elastodynamic counterpart of the method of 
Burton & Miller(1971) makes use of 2) by solving the equation
W-(x) - aTW-(x) = 0 (Im a 0) .xE aD (4.1.4.8)
with (4.1.3.2). Finally, the method of Ursell(1973) uses 3) to obtain
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a BIE which has a unique solution. His method can be written as 
 W (x) = 0 , SE aD(4.1 .4.9) 
where 
W' =       f(TyG(x,y))Tu(y)dSs— fG(x,y)t(y)dSy , (4.1.4.10)  DD 
and G(x,y) is a Green's function for DU aDUDQ which satisfies 
G(x,y)- — aT1(G(x,y))- = 0. (yE (DUdDUDQ), xES) (4.1.4.11) 
Since (4.1.4.11) gives W' — aTW' = 0 on S, we have W' = 0 in D. , 
thus ensuring the uniqueness of the integral equation obtained from 
(4.1.4.9) and (4.1.4.10). 
c) Methods using modified kernels. 
  One may also obtain a BIE which has the aforementioned uniqueness 
by modifying the kernel functions F and Fl. For example, the method of 
Ursell uses G instead of F, as we have seen. Likewise, the method of 
Jones(1974) uses a modified kernel which allows an easier construction 
than that of Ursell. 
  In the next section we shall discuss the elastodynamic counterparts 
of Jones's methods, which are considered to be practical. We shall use 
the direct method for 20 exterior mixed problems (i.e. Problem A in 
the classification of the last section). 
4 . 1 . 5 Some preliminaries 
  We prepare some formulae for later use. We first introduce a polar 
coordinate (r, v) by which the cartesian coordinates of two points x 
and y are given as 
 Cx,cosOLY,[ coseo   x21r ink' y2= r()sin0 (4.1.5.1a,b) 
We first expand the fundamental solution F(x,y) into Fourier series on 
the circle defined by r = const. with the help of Fourier transform. 
To this end we use the fact that the Fourier transform of the 
fundamental solution F(x,y) with respect to x is written as 
 — (0*(i)+pw21)-le-t.y(4 .1.5.2) 
where t is the parameter of the Fourier transformation and A*(i ) is 
the matrix obtained by replacing V in A*(V) by i (See 1.1 and 
(4.1.1.1)). Using the polar coordinate ( (tl , co) of , we have 
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 -  (A*(i)+p(021)-1 
   4µ{(---------------It12—kT2+(kT\2ItI2_kL2> v®v+v®v) 
  - (v®ve2i°+ v®ve2ip)(
II21kT2(k~2II21k12) }(4.1.5.3) 
where kL and kT are the wave numbers of the longitudinal and 
transverse waves_defined in (4.1.1.21), v and v are vectors defined by 
v=ii-ii2 and v=il+ii2 , and i1 and i2 are the base vectors, 
respectively. It is then easily seen that the Fourier coefficient of 
ein0 in the Fourier expansion for F(x,y) on the circle r = const. is 
given by 
  (ar)2fd0e-inerd I t I 
•~d~ I Ie1 rcos(w-e) (A*(it +pW21)-le-il lrocos(9-eo) . (4.1 5.4) 
The well-known limiting absorption principle for e i't time-harmonic 
problem then says that we can calculate the integral in (4.1.5.4) 
assuming Im kL,T> 0. Indeed the use of some known formulae for the 
Bessel functions gives 
                     2 
r(x,y) = ---t—  E E (x) ®4,Jni (y)(4.1.5.5) 
16p n=-_ 1=1 
for rp< r . For r<ro we must interchange the subscripts J and H in the 
above expression. The vectors 0 (x) in (4.1.5.5) are defined by 
*V (x) = eine (-Jn+1(kLr) V + Jn 1 (k1 r)V) kT i ,
 +~~2 (x) _in() (Jn+1(kTr)V + Jn-1(kTr)V) ,(4.1.5.6a,b) 
where J is the Bessel function, V=ir- iie , V=it+iie, and it and ie are 
the unit vectors in the direction of r and 0 coordinate at x, 
respectively. O(x) have the same expressions as 0(x) except that 
the Bessel functions in (4.1.5.6) are replaced by the Hankel functions 
of the first kind denoted by H.(1) . In passing, we note that 
Kitahara(1985) reproduced the calculation leading to (4.1.5.5) in his 
book. 
  We next prove the identity
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 faDTvj '  (x)  -4/g) (x dS -(x),Tvg' (x)dS ao 
=(4.1 .5.7) 
which holds for any boundary aD to which the origin is interior. To 
see this we assume that x (y) is exterior (interior) to at).  . Equation 
(4.1.1.18) then gives 
 F(x,y) = f1,I (x,z)I'(z,y)dSZ - Jo x,z) TF(z,y)dS. (4.1.5.8) 
 o Hence by substituting (4.1.5.5) into (4.1.5.8), followed by comparing 
the coefficients of the 4i(x)®0J(y) term in (4.1.5.8), we obtain 
(4.1.5.7). Also, we see, from (4.1.5.6), that the relations 
%poi = (-1)n(ph — )), Ii7u = (-1)n+t4/)(4.1.5.9a,b) 
hold for (-oo<n<oo ,i=1,2).  From (4.1 .5.9) and (4.1 .5.7) follow 
f(T4V - SIN - ~i - T ji)dS =,`P+ii,811n8i J(4. .5.10) 
and 
foT.  tnj, - Ii _ T "/. )dS = 160,54n8i;(4.1 .5.11) 
for -oo<m,n<oo and i, j=1 ,2. 
  These results could have been obtained by using the addition 
theorems and some identities for Wronskian of the Bessel functions 
(e.g. Shaw(1979) for acoustics). However, the present method is 
simpler.
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4 .  1 . 6  Elastodynamic counterpart of Jones's methods 
   In this section we discuss the elastodynamic version of Jones's 
methods (Jones(1974)). We shall utilise the argument used by 
Ursell(1978) in the sequel. 
  Let the origin be in DC. The elastodynamic counterpart of Jones's 
method is stated as follows: To solve (4.1.1.19) subject to the 
conditions 
 I"t := jr*gi (x)•t(x)dS—jrDiv(x)•u(x)dS = 0, (4.1 .6.1) 
  aoao 
for —MSnSM, 1sis2, where M is a certain integer. We shall call this 
method the first method. It is clear from Green's formula that the 
unique solution to (4.1.1.19) satisfies (4.1.6.1) when cotfl(D°,A,p,p) . 
  We next interpret (4.1.6.1) when i E Q(Dc, p, p). Since the 
eigendensities for (4.1.1.19) are given by (4.1.3.7), we use Green's 
formula and (4.1.3.8) to rewrite (4.1.6.1) as 
 fOD.Tu*(x)dS —•u*(x)dS = 0, (4.1.6.2)                                                                 at) 
from which follows 
 ffli(x) •Tu*(x)dS — f(x)u*(x)dS =0 (4.1.6.3) 
                     c for any circle C which is inside D° and is centred at the origin. 
Indeed, we use Green's formula for a domain bounded by a D and C to 
show (4.1.6.3). Since the eigenmode u* can be expanded in the interior 
of C as 
              2
u* (x) = EC"i PJi (x) , (C"i : const .) (4.1.6.4) 
n=—co i=1 
(4.1.6.3), together with (4.1.5.7), implies 
Cii = 0 for —MSnsM, 1Sis2.(4.1.6.5) 
Therefore, we conclude that u*(x) = 0 in D° unless we can find a 
nontrivial eigenmode u* which satisfies (4.1.6.5). Since the lower 
eigenmodes generally contain terms having a small In.l in (4.1.6.4), 
this method determines u and t for given C uniquely if M is 
sufficiently large. 
  Jones also showed that an equivalent result can be achieved by 
using a modified kernel in a simple layer potential formulation for 
the Neumann problem for the Helmholtz equation. The elastodynamic 
counterpart of this second method, using direct method instead, may be 
stated as follows: Replace the kernels in (4.1.1.18) and (4.1.1.19) by 
the following expressions 
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                M 2 
 IS' (x,y) := 1-(x,y) — E E£ni (— 1 )nsni (x) ®,Kini (y) , 
                                n=-M i=1 
M 2 
Ft (x,y) := r1(x,y) — E E CT* i (-1)n'IVRi (x) ®T41Hnt (y) , (4.1.6.6a, b) 
n=-M i=1 
respectively, and solve the modified version of (4.1.1.19), where    's are constants such that the numbers 
 Im era + 16111 Eni 1 2 (—o<n<oo , i=1 ,2) (4.1.6.7) 
have the same sign for all n and i . 
  We shall now prove the equivalence of these formulations. Since we 
easily see that the first method implies the second, we show the 
converse. 
  Let le(x)  be defined by 
W*(x) = jr1t(x,y)u(y)dS —jr1-`(x,y)t(y)dS , xED°\ {0} . (4.1.6.8) 
  aDOD 
The second method determines u and t on aD in a way that W* (x) = 0 
is satisfied on 3D . Since W*(x) solves the equation of elastodynamics 
in D`\ {0} , we use Green's formula for a domain bounded by a D and C 
to have 
0 = f((x) .T(x)- —TW(x)•D 
   = f((x)  -TW" (x) — TW* (x) •W (x)) dS ,(4 .1 .6.9) 
where C is a closed contour in D° which does not touch aD and 
includes the origin in its interior. On the other hand (4.1.6.6), 
(4.1.6.8) and (4.1.6.1) yield 
22 
W* (x) = EE(-1)n( ,p-((x)+£-nigiHni(x))IniXEC 
n Em = 0. (I n I >M)(4.1 .6.10a,b) 
Hence we can rewrite (4.1.6.9) into 
 0 = E E E~~(—16p'"T~m3— T'I/Hni •I") dS m i n j 
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           +164£-mi f(q jnim~Tv/ ji-mh ldS 
 +£-ni£  mj f - Drmji — Z'lI/Hni ,  ) dS Ini Imi , (4.1.6.11) 
where we have used (4.1.6.10) and Green's formula fort' . Equation 
(4.1.6.11) simplifies to 
 0 = E — 3242 I£-nil 2)IIniI2 
n i 
      N 2 
  = —2i E E (Im £-ni + 164 I £-ni 1 2) 1 Pi 1 2, (4.1.6.12) 
            n=-N i=1 
as we use (4.1.5.7), (4.1.5.10) and (4.1.5.11). Consequently 
(4.1.6.12), together with the assumption in (4.1.6.7), shows 
Ini = 0, n=— M,...,0,...M, i=1,2 ,(4.1.6.13) 
thus proving the equivalence of the two methods. 
4 . 1 . 7 Remarks concerning Jones's method 
a) Kobayashi & Nishimura(19A2b) proved the above result by using a 
different argument. The proof given there was quite involved in spite 
of more stringent restrictions imposed on £ni than those used here. 
Jones himself later extended his method to 3D displacement or traction 
boundary value problems of elastodynamics (Jones(1984)). 
b) As is easily inferred, the methods of Jones can be extended to 
other problems whose fundamental solution allows a series expansion in 
terms of products of interior and exterior solutions. For examples, 
the fundamental solution for 3D time-harmonic elastodynamics given in 





 47C~1k2EmE(-1 )  {,P            nn1;m (x)®41 _m (y) 
   + '11nTm(x)®4nT,m(y) +4Tm(x)®'1<nT, m(y)}(4.1.7.1) 
for I x I G I y l, where 
'1<4Lm(x)= ,,/(27+1)kL. (tin (ktf)Pnm (cos()) ir 
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 + in (kLr) a Pm (cose) ie + i mjn (kLr)  Pnm (cos8)i ) eim~, 
    r a ensine 
 ,,/n(n+1)  (2n+1)kT  (fin (kTr)Pnm  (cosh)  it 
      
+ ---------1 a 7n(kTr) + jn (kTr)anm(cost)) i0      n(n+1)(a rr)p                              a 6 
i majn (kTr)Pnm(cose).1imp       +
n(n+1)(a ran (kTr)+r)                                       sine" e , 
    = ,i(2n+1)kT/(n(n+1)) (i mkT jn(kTr)Pnm(cose)ie 
                                        sine 
        —kT ?n(kTr)aPnm(cose)i,p)eimP, 
(n = 0,1,2,..,m = --n,...0,....-n) 
                                    4,6Tb =0, 4,6T8 = 0,(4.1.7.2a-e) 
(r,e,(p) are the spherical coordinates of x, (ir,ie,4) are the unit 
base vectors, jn is the spherical Bessel function, and Pnm is the 
associated Legendre function, respectively. 10'. also has an obvious 
meaning. It is now clear how one should proceed in order to formulate 
a 3D version of Jones's methods in direct BIEM. We therefore omit the 
further detail. 
4 . 1 . 8 Peripheral stress 
  The evaluation of the peripheral stress is one of the most 
important problems for engineers. The BIEM is well suited to this end 
because of its fine resolution for the boundary quantities. In this 
section we shall present one method of computing the peripheral 
stress. 
   In 3D case, we take a surface curvilinear coordinate system K(1 K~2) on the boundary OD of a body D. Also, the third axis is 
taken in the direction of the normal vector it to OD,  with 3 being 
the distance measured from OD (positive in the direction of n). Then 
the peripheral stresses take the following forms: 
  TKL =r1CthL~tttI.IJCtl) + t3 + E1(11KIL + ULIK),               .1+2/1
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 TK3 = tK T33 =  t3 , (4.1.8.1a-c)
where UKIL
* indicates th




uMI1L — u3bKL, (4.1.8.2)
and an, bKL , 
op and the 
are referred 
  For the 
Actually, we
I"/L stand for the first and second fundamental forms of 
Christoffel symbol calculated from aKL. All the quantities 
 to the specified curvilinear coordinates . 
2D problems, (4.1.8.1) is simplified considerably . 
can write the result in physical components as
     (a+u)  Tcc_(a+2
u)a







   ax 
      a  I%2toae         'Tnn=uato (4.1.8.3a-c)
where E is the parameter which describes the boundary curve xa(E), and
a =
a xa axa
ae ae • (4.1.8.4)
The vectors on the right-hand sides of (4.1.8.3) are referred to an 
arbitrary cartesian coordinate system. 
  Recently, Sladek & Sladek(1986) proposed formulae similar to 
(4.1.8.1).
4 . 1 . 9 Numerical procedures
  We now describe the numerical procedures 
next section. We restrict our attention to 
the idea. It is, however, not difficu 
procedures to 3D cases.
which we shall use in the 
2D cases in order to fix 
It to extend the present
a) Boundary elements 
  We use quadratic isoparametric boundary elements. The singular 
integrals and the non integral terms resulting from the double layer 
potential (see (4.1.1.17) and (4.1.1.19)) are evaluated with the help 
of the method of substitution proposed originally by Lachat & 
Watson(1976) in elastostatics. In elastodynamics, we use the following 
identities obtained from (4.1.1.17) and (4.1.1.19):
* The upper-case indices range from 1 to 2.
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 Cup =f~faDriupdS        rtpds -        a (4.1.9.1)
for the interior problems and 
-Cup = jrriupdS -jrrtpdS + up(4.1.9.2) 
  ap 
for the exterior problems, where up and tp are the displacement for a 
certain plane wave and the associated boundary traction, respectively. 
The plane S waves travelling, say, in xi and x2 directions may be used 
to determine the singular terms completely. 
  For the calculation of the peripheral stresses we use (4.1.8.1) or 
(4.1.8.3) by identifying the parameters of the isoparametric element 
with the curvilinear coordinate system in (4.1.8.1) or (4.1.8.3). 
  The boundary modelling must be fine enough so as to be compatible 
with the wave number. We recommend the use of about four elements for 
one wavelength of an S wave. 
b) Fundamental solution 
  The explicit form of the fundamental solution obtained from 
(4.1.1.20b), i.e. 
r(x,y) =j=[1{1161) + th(Hf1)(kLR)kL  - H{') (kTR)k'r) }
V k®R R { (0161) (kTR) - 0161)(U))
                 - 2(kTH}1) (kTR) - kLle (ki,R)) } ] (4.1.9.3) 
suggests that a cancellation may occur due to the three parenthesised 
terms, especially in the low frequency range, where R = Ix- yl . 
Therefore, for small R, we should expand the Hankel functions in 
series and delete the unfavourable terms (terms of order 1/R2 in the 
first parentheses. and those of order 1/R2 and log R in the third) , b
efore numerical calculation. The use of standard subroutines for the 
Bessel functions available in most computer centres etc . should 
therefore be avoided. This applies to ri also. 
c) F'111' Algorithm 
  The use of an FF1 algorithm is recommended for the numerical 
calculation of the Fourier transform, in order to cope with arbitrary 
boundary conditions and an arbitrary incident motion. However, we must 
remember that the finite Fourier transform approximates a non-periodic 
motion by a periodic motion. We therefore have to add sufficient 
number of 'additional zeros' to the incident field so that the 
solution actually has a quiescent past as we have assumed in
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(4.1.1.7). 
  It is customary to use as many as 512 or more steady states for 
earthquake-response analysis. In such cases, we may carry out a 
smaller number of  BIEM analyses, say 30, and then interpolate these 
results to complete the calculation. 
d) Circumvention of the fictitious eigenfrequencies 
  As we have discussed in 4.1.4 4.1.6, we can prevent the 
occurence of the fictitious eigenfrequencies by several methods. These 
methods, however, may not always be very practical because some of 
them introduce very singular kernel functions while others involve 
evaluation of complicated series. For example, the elastodynamic 
version of the Burton-Miller method introduces hypersingular kernels, 
which are difficult to deal with numerically unless one regularises 
them. However, this regularisation is possible only with the use of CI 
boundary elements (see 3.2), thus making the computer code both 
inefficient and complicated. Although the methods discussed in 4.1.6 
are considered to be practical, we still have to be careful in 
concluding that these methods are indispensable for transient wave 
analysis. Actually, our experience tells that the BIE formulations 
described in the previous section work well even for such values of co 
that deviate from the unfavourable value co* by a small quantity, say 
2-3% of w*. Therefore, we may use the following method: we use the 
conventional BIE formulations and check whether the co is very close to 
one of the fictitious eigenfrequencies. If not, we accept the 
calculation. Otherwise, we give a small increment to co, solve the new 
problem and check the validity of the results again. We repeat this 
process until we obtain accurate results. Some interpolation schemes 
are used thereafter to compute the results for the original frequency. 
  We then have to be able to tell if a certain frequency is a 
fictitious eigenfrequency or not for the abovementioned method to 
work. As we shall see, however, this is possible at least in traction 
boundary value problems. Consider Problem A. We arrange the obtained 
matrix in the following form: 
NN 
Diiu(xi) _ Siit(xi) — ul(xi),(4.1.9.4) 
j=1)=1 
where 
Dik = Jrl (xi ,x)S2kC`(x)ds+(xj) Sik , (no sum on j) 
        aD 
Sik =  I"(xj ,x)S2k (x)dS,(4.1.9.5a,b) 
aD 
Qj(x) is the shape function which satisfies 
S2i (xi ) = bi i ,(4.1 .9.6)
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for the nodal points  xiE  8  D, and Si; is Kronecker's delta. According 
to our experience, one can (L-U)-decompose Di; without using the 
partial pivoting algorithm whenever the frequency is not very close to 
one of the fictitious eigenfrequencies. Also, in this case, the 
minimum absolute value of the diagonal terms of the lower triangular 
matrix, denoted by Lit and obtained with the help of the Crout method, 
is almost independent of the frequency. However, for the fictitious 
eigenfrequencies, the value of 
min1Liil(4.1.9.7)
becomes very small. Therefore by checking if
min I Lii I < C min I Lii I static (4.1.9.8)
we can distinguish a fictitious eigenfrequency from the ordinary ones, 
where C < 1 is a constant. Note that the  RHS of (4.1.9.8) is obtained 
without additional computation because 1-'YI usually requires a static 
analysis. For C we use 0.7 in the examples to follow. This simple 
algorithm works well as long as the fictitious eigenfrequencies are 
not very densely distributed. Therefore, this method is considered to 
be sufficient for our purpose because it is often unnecessary, as well 
as impractical, to take very high frequency contributions into 
consideration for transient analysis, and because it is the high 
frequency range where the fictitious eigenfrequencies are densely 
distributed. In the next section we shall compare the efficiency of 
this method and Jones's methods in transient elastodynamic analysis. 
  An analogous method is available in Problem B, provided that the 
boundary condition is of the second kind (i.e. SSS=So ). Actually, we 
arrange the discretised integral equation in the following form
 xi ES 
xh E Sp 
 xmES
- D ; 0 -,Se„  [u(xj) 
—j DJc7 Skn v(xt) 
_ -Dmi Dm1 Smn _ t(xn)
_0 —111(xi) 
= Stia [S(xp)j + 0 
-_0
(4.1.9.9)
and then apply the same method as has been used with (4 .1.9.4) to the 
underlined part of the matrix in (4.1.9.9). Note that we obtain the 
L-U decomposition of the submatrix denoted by Dk1 during the 
triangular decomposition process of the whole matrix because the upper 
right block of the underlined submatrix in (4 .1.9.9) is identically 
zero. Since D/1 is the BIEM matrix for a traction boundary value 
problem for a domain exterior to Do we recall (4.1.3.9) to justify 
this method. Table 4.1.9.1 shows some numerical examples for a lined 
circular hole. For the notation, see 4.1.10.b.ii).
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4  .  1 . 10 Examples 
  In this section we shall show some 2D examples. The following 
remarks are common to all the examples. 
(1) Plane strain is assumed. 
(2) 8-point Gaussian quadrature formula is used. 
(3) FACOM M200 of Kyoto University Data Processing Centre is used. 
The following remarks apply to all the examples of the transient 
analyses: 
(4) The frequencies up to kiea-,-7 are taken into consideration in the 
analyses, where a is the characteristic length of the problem 
(indicated for every problem). 
(5) The incident field is assumed to be a plane step stress wave 
having a magnitude of To and the time dependence shown in 
Fig.4.1.10.1. We tried several values of t in the range of 
30a s t°CTe s 120a. The results, however, were essentially identical. 
(6) The time is measured from the arrival time of the incident wave 
at the origin (indicated for every problem). 
a) Steady-state solutions 
  First of all, we shall show some results of the time-harmonic 
analysis. 
  We calculated the stresses around a circular hole having a radius 
of a subject to the incident plane harmonic P and S waves. These 
problems were investigated analytically by Pao(1962) and Mow & 
Mente(1963), respectively. (For additional references, see the 
monograph by Pao & Mow(1971)) Fig .4.1.10.2 shows the hoop stress due 
to the incident P wave. The real (imaginary) part of the solution 
gives the stress at the moment when the peak (node) of the incident 
wave arrives at the centre of the hole. Our results show an excellent 
agreement with the analytical solution by Pao. Fig.4.1.10.3 shows the 
peripheral stress versus the wave numbers of the incident P and S 
waves. The results also agree well with the analytical solutions . All 
the analyses were carried out employing 24 boundary elements. 
  We next tested the methods of Jones by using the same example. We 
calculated the hoop stress around a circular hole having a radius of a 
subject to plane time-harmonic P wave. Poisson's ratio is 1/4. The 
fictitious eigenfrequencies for this problem are the zeros of the 
following expression (Vekua(1968)): 
4+1 (kTa) Jn-I (kLa) + 4+1 (kLa) Jn-1(kTa) , n = 0,1 , .... (4.1.10.1) 
Indeed, one readily sees this from the expressions for O(x) given in 
(4.1.5.6). As can be easily checked, kLa = 3.906 (n = 3) is one of the 
zeros of (4.1.10.1). 
  The numerical analysis is carried out as follows: 
(1) 24 quadratic isoparametric elements using 8-point Gaussian 
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(2) Boundary stress is calculated by differentiating boundary 
   quantities directly with the help of (4.1.8.3). 
(3)  M = 3 for both first and second methods (See the lines below 
    (4.1.6.1).). 
(4) We set cu = 
(5) The first method requires the use of a least-square solver. We 
   used the Householder transformations. For the second method, we 
   used the Crout method. 
  Fig.4.1.10.4 shows the improvement of the result when kLa= 3 .906. 
The results of the both remedies have agreed completely. The imaginary 
parts of the conventional and modified BIE coincided by chance. This 
coincidence reflects the fact that the eigemode is essentially real . 
Table 4.1.10.1 compares the CPU time of these methods. This result 
shows that the modified methods require about 30% more CPU time than 
the conventional method. The CPU time for the first and second methods 
are almost the same. 



















  Now, suppose that we attempt at a transient elastodynamic analysis 
by using m different frequencies with the conventional  BIBI. The 
foregoing results tell that one should switch to Jones s methods if 
more than m/3 of these analyses yield inaccurate solutions due to the 
fictitious eigenfrequencies. In practical transient stress analysis, 
however, we are not likely to encounter this trouble of non-uniqueness 
that often. We shall therefore use the simple method of detecting 
fictitious eigenfrequencies described in 4.1.9.d) in the following 
analyses. It is to be remembered, however, that this conclusion is 
valid only in transient analysis, where one is not interested in a 
time-harmonic solution for a particular frequency. If one is, however, 
one should use the methods discussed in 4.1.3 ti 4.1.6. 
b) Transient stress and deformation states around a circular hole due 
to incident step waves 
b.i) Transient response of a circular hole to the incident step waves
  As the first example, we consider the transient response of a 
circular hole to the incident step tensile P wave. Poisson's ratio is 
1/4. Fig.4.1.10.5 shows the peripheral stresses and deformations at 
the instant when the front of the incident wave reaches the indicated 
locations. Although a little tremor remains prior to the arrival of 
the incident wave, the amount is negligible from a practical point of 
view. 
  We compared the calculated stress and deformation histories at 
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several boundary points with the approximate analytical  results by 
Garnet & Crouzet-Pascal(1966) (Fig.4.1.10.6). Our results agree fairly 
well with theirs. We next calculated the transient response of a 
circular hole to the incident step S wave. Fig.4.1.10.7 shows the 
peripheral stresses and deformations at the moment when the incident 
wave front arrives at the specified positions. In Fig.4.1.10.8 we 
compared the stress histories obtained at several boundary points with 
the numerical results by Fujiki(1980), who used a time domain BIE}I. 
Again these results agree quite well with each other. 
  All these analyses were carried out by using 24 boundary elements. 
b.ii' Transient responses of a lined circular hole to  the incident
step waves. 
  We consider the transient responses of a lined circular hole to the 
incident step waves. The following notation will be used: 
  a: outer radius of the lining, b: inner radius of the lining, 
  E: Young's modulus, v, Poisson's ratio. 
Also we shall put the subscript e (i) to the quantities relevant to 
the surrounding medium (lining). 
  Our calculations were carried out under the following conditions: 
(1) 48 boundary elements are used. 
(2) ve = 1/4, vi = 1/6, pe/pi = 1. 
(3) a/b = 1.2. 
  As the first example, we show the responses to the step incident P 
wave. Fig.4.1.10.9 shows the peripheral stress (700) histories at the 
indicated positions. The calculations were carried out for 
Eipe/Eepi = Ei/Ee = 5/3 and 2/3. 
  We also analysed the responses to the incident S waves. The 
peripheral stress on the inner boundary of the lining at the indicated 
time is given in Fig.4.1.10.10. Also the tangential (.7w) and shear 
(Ter) stress histories at the indicated locations are plotted in 
Fig.4.1.10.11. 
c) Transient responses of a lined horseshoe-shaped tunnel to the 
incident step S wave 
  We calculated the transient response of a lined horseshoe-shaped 
tunnel to the incident step S wave using the model depicted in 
Fig.4.1.10.12. The analysis was carried out under the same conditions 
as stated in 4.1.10.b). Also, we set Ei/Ee = 5 . 
  Fig.4.1.10.12 shows the deformation during the passage of the wave 
front. The incident angle 0 is 7c/4 as shown in Fig .4.1.10.12. The 
tangential and shear stn-_:,s histories at the indicated positions are 
given in Fig.4.1.10.13. 
d) Transient responses of a pair of caverns to the incident step S 
w~ e 
We calculated the transient responses of the pair of caverns , a 
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Fig .4.1. 10.7 Transient stresses and deformations around a circular 
hole; incident S wave. (a) Hoop stress distribution. 
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Fig.4.1 .10.9 Transient tangential 
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Fig.4.1. 10.10 Transient stress 
hole; incident S 
lining. (a) Ei/Ee
 distribution around a 
Wave. Tea on the inner 
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wave. The incident angle 0 is  7r/4, 
  Figs.4.1.10.14 and 4.1.10.15 
passage of the incident wave and 
the indicated points, respectively. 
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Fig.4.1.10.15 Transient hoop stresses around 
incident S wave.
a pair of caverns;
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                         Part II 
4  . 2 Half-plane problems 
  In the rest of this chapter, we discuss the application of BIEM to 
half-plane problems. 
  Let (xl (Q) , x2 (Q)) (-oo<o<oo) be a smooth non-self-intersecting 
contour satisfying 
 lim [  = C °° 0 ] ,aim[x2(Q)]L0J   o»ox2 (Q) 
1x2(0) I < C, (-co<a<oo).(4.2.1a-c) 
We denote by D the domain located above (x1(0), x2(0)) (Hence 
(0,00)E D .) and having possibly finite number of holes of finite 
linear dimension. We also denote the union of (xl(a), x2(0)) and the 
hole boundaries by a D (See Fig.4.2.1). 
  We now consider the problem of determining the time-harmonic 
elastodynamic displacement field in D generated by an incident field 
ui which satisfies (4.1.1.8), and by a traction to on OD: 
t := Tu = to on aD.(4.2.2) 
For solving this problem we introduce the notion of a radiating field: 
A displacement field u which allows an integral representation 
u(x) =jrr(x,y) t(y)dS - LD jrri (x,y)u(y)dS, IER2\aD (4.2.3)  aD 
is called a radiating field where u is defined in (4.1.1.16). 
  We now split the whole displacement field u into ,a sum of an i
ncident field ul and a radiating field uR. By assumptionvR satisfies 
the equation 
 up(x
2) =jr r(x,y) tR(y)dS - v.p•jr rl (x,y))uR(y)dsy ,   ap.9D 
x E aD(4.2.4) 
where tR is the traction associated with Up. One may think of 
computing the total field u by solving a BIE obtained form (4.2.4) and 
(4.2.2), followed by the use of 
u(x) = ui (x) ;- fjrr(x,y) tR(y)d-jrr, (x,y)uR(y)xED (4.2.5) 












This method, however, does not work, as we shall see. Consider, for 
example, the case where D is a half plane defined by  x2>0. Then the 
integral equation obtained from (4.2.4) and (4.2.2) is seen not to 
have a unique solution. Indeed, the surface displacement generated by 
Rayleigh waves satisfies the homogeneous version of (4.2.4). 
  This trouble, however, can be avoided if the displacement field uR 
(sometimes called the free field) generated by ul in a traction free 
half plane admits an analytical continuation into D. In this case, we 
replace (4.2.5) by 
 u(x) = u (x) + fjrr(x,y)tR(y)dSy—fri(x,y)uR(y)dSx E D (4.2.6) 
   oap 
and solve 
  UR     2x)fr(x,Y) tR(y)dS—v.P.Jri(x,y))uR(y)cy 
X E aD(4.2.7) 
subject to 
a  — sgn (xi) ikRUR 0 as l x i ---> 0 >(4.2.8) axl 
where kR is the wave number of Rayleigh waves. The condition in 
(4.2.8) is introduced so that the solution uR of (4.2.7) includes only 
the outgoing Rayleigh waves. The next section introduces a numerical 
method based on (4.2.7) and (4.2.8). 
4 . 2 . 1 Method of truncation 
  Equation (4.2.7) is a singular integral equation defined on a 
boundary having an infinite length. Hence the BIEMs developed so far 
cannot be used directly with (4.2.7) because these methods solve 
problems with boundaries of finite linear dimension only. We therefore 
have to devise a new numerical method. 
  A simple method of solution for (4.2.7) is to truncate the boundary 
and to take into consideration only a finite part of the original 
boundary. Namely, we solve (4.2.7) with a D replaced by a truncated 
boundary apt . Obviously, we may also view this approach as solving 
(4.2.7) and (4.2.2) on aD1 rather than on a D under a constraint 
given by 
uR = 0 on aD\aDt .(4.2.1.1) 
We may therefore expect that the method of truncation yields an 
approximate solution to the problem defined by (4,2,7), (4.2.2) and 
(4.2.8), since (4.2.1.1) loosely corresponds to (4.2.8). 
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   In 4.2.3 we shall carry out a numerical experiment in order to test 
this truncation approach. Before doing this, however, we shall prepare 
a more  reliable (but not necessarily practical) BIE formulation for 
half-plane problems which uses the Green's function for a traction 
free half plane. This Green's function approach will be used to obtain 
a 'reference' solution for assessing the applicability of the method 
of truncation. 
4 . 2 . 2 Method of Green's function 
   Let D be an upper half-planner domain having possibly an 
indentation and/or holes. The boundary of infinite length xi(a), x2(0-) 
is assumed to satisfy 
x1 (a) = a, x2 (a) = 0, ( I a I >'a>0) 
x2(G)>0.(I a I <a)(4.2.2.1a,b) 
We consider a boundary value problem for (4.1.1.8) in D with boundary 
conditions given. by 
0 on x2 = 0, I xi I >a, 
t := Tu =(4 .2.2.2) 
to for the rest of al). 
By definition un satisfies 
Tun = 0 on x2 = 0.(4 .2.2.3) 
Also, up, defined by up=u- ux , has a representation given by 
 up(x) = fG(x,)tp(y)dSq  - f(TyG(x,y))Tup(y)dsy,  xED (4.2.2.4) 
where G(x,y) is the Green function for the upper half-plane which 
satisfies 
TyG(x,y) - 0, (Y2 = 0, x2>0)(4 .2.2.5) 
and S is a finito subset of aD defined by 
S = op \ ,0) I I xi I z a } .(4.2 .2.6) 
Equation (4.2.2.4) yields an integral equation on S , which can be 
solved with the help of the conventional BIE techniques since S is 
bounded. 
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  In many problems of practical interest such as the cases of 
incident plane waves, we can write  ufi explicitly. Hence we may now 
proceed to the determination of G(x,y); a classical problem considered 
originally by Lamb(1904). The well established method of Fourier 
transform readily gives 
Gii (x,y) =Fii (x,y) +rii (x,y') -L (xi-N0'( )IC D], (4.2.2.7) 
where 
 A =R(2RLRTe-"R'- (2e2-                       —kT2)e~2R`) (2RLRTe-t,2R,-(2ekT2)e-y2R,) 
 B = - i ( 2 2e ~2R`— (2 2— kT2)e-2r) (2RTRLe ?i2R _ (2E2_ kT2) eU2R,) 
C = ie(2e2e-x2R'— (2e2-kT2)e-x2R`) (2FuTe-y2R'— (2e2—kT2)e-y2R,) 
 D =RT (2RTRLe x2R`- (2-2_kT2)e x R,) (2RLRTe-u2R,_ (2e —kT2)e-u2R,) 
RL,T= _/e2—kL,T2 .(4.2.2.8a-e) 
In (4.2.2.8) the branches for the radicals are taken as the limiting 
absorption principle (Im kL,T10) requires. Hence they are continuous 
and RL,T I as I e I oo on the real axis. Also, F(f) signifies 
the Rayleigh function defined by 
F(e) _ (2E2— kT2)2 - 4 2RLRT,(4.2.2.9) 
and y' indicates the mirror image of y with respect to x2 = 0. The 
expression in (4.2.2.7) involves an inverse transform whichcan only 
be carried out numerically. 
  Our next step is to establish an effective numerical method of 
inverting the T transform in (4.2.2.7). Since (4.2.2.7) is too 
complicated, however, we extract from (4.2.2.7) a typical term given 
by 
      e2R"(2e2—kT2)e-x~,R,-Li2R,+ifz 
JdF( ), x = xi — Y1, (4.2.2.10a,b) 
and discuss our method of inversion with (4.2.2.10a), where the path 
of integration in (4.2.2.10a) is as shown in Fig.4.2.2.1. 
  There are three reasons which make the evaluation of this integral 
difficult. The first is that the limits of the integration are ±.0. 
The second is that the integrand is oscillatory. The third is the 
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Fig. 4.2.2.1 Path of integration and cuts.
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singularity of the integrand at the Rayleigh poles. We here avoid 
these troubles by using a method of contour integration. 
  To begin with we observe that the exponent 
 —  x2RT—  y2RL+i  x(4 .2.2.11) 
approaches on the complex plane to 
(—x2—y2+ix) in the 1st and 4th quadrant 
(x2+ y2+ ix) E in the 2nd and 3rd quadrant(4.2.2.12a,b) 
asymptotically as where we have made the radicals in 
(4.2.2.11) single valued by using the cuts shown in Fig.4.2.2.1. We 
therefore see that the exponent is asymptotically real negative on the 
paths defined by 
    {l((x2+y2+ix)s/F2-(s0) (4.2.2.13)        — (x2+Y2)± ix) s/R 
where W=x2+ (x2+ y2)2. This suggests that the change of the path of 
integration from the original path to the new one shown in Fig.4.2.2.2 
would prevent the oscillation of the integrand. At the same time, this 
change of path eliminates the difficulty caused by the infinite 
integration limits because the Laguerre quadrature formulae for 
rf(t)etdt(4.2.2.14) 
is applicable to our integral. This is because the integrand in the 
integral in (4.2.2.10) decays exponentially on the new path. 
Consequently, we perform the change of the path of integration in 
(4.2.2.10), followed by the addition of the residue contribution to 
(4.2.2.10) from the Rayleigh poles, to have 
2RT(22—k12)e x2R, 12R +ix 
F(e) 
      2 --------- 
    'x2+y2+ix` s~fA//E—kT2(2_kT2)e~2~/~~-k?y2~/~fk?+i~z  J 
F(ei ) 
+ 2     (12+y —ix1 n/2—kT2 (2d—kT2)e-~2~/-k?12n/k?+i2Xlds 
   R-2~IF(e2)
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Re(-----------------------------------------(2 2-kT2)2+4iE2(kT2-e2)1/2(E2-kL2)1/2 )de 
              2RT (2e2—kT2)e-x2R,-l2R,+i x 
 +27Cisgn(x)P( )-sgn(x>k p,(4.2.2.15) 
where 
  xi------------- 
e1 =s , E2 = — 1, 
k1 k2 = {0,Lk3 =k4 = {_kL> 
                 for x f>0 
Equation (4.2.2.15) is suitable for numerical calculation since this 
equation consists of an integral which is evaluated by the Laguerre 
integration, integrals having finite limits of integration, and a 
residue term. We thus have established an accurate method of computing 
the Green's functions. 
  We finally remark that the modified BIEM using Green's function may 
lose the uniqueness of solutions in the half-plane problems. Indeed, 
we see that the fictitious eigenfrequencies for the present problems 
are either 
a) Eigenfrequencies of displacement boundary value problems for the 
interiors of holes if any. 
b) Eigenfrequencies of the domain enclosed by 
 x2 = 0, I x1 I <a and (x1(u) ,x2 (6)) I a I <a (4.2.2.17) 
with the boundary conditions given by 
Tu = 0 on x2 = 0 , I x1 I <a, 
 u = 0 on (x1 (Q) , x2(0)) , I a I <a.(4.2.2.18a, b) 
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  This trouble can be avoided in several ways as we have discussed in 
4.1.3 4.1.6. Among them, the method by Schenck is the best choice, 
since this method does not make the algorithm too complicated. 
  We are now ready to apply the modified  BI11 to half-plane problems. 
4 . 2 . 3 Numerical example 
  We here compare the numerical results obtained by the method of 
truncation and the modified BIEM which uses Green's function. As we 
have stated, the objective of this study lies in assessing the 
applicability of the former approach. We here use, as an example, a 
column - half-plane system shown in Fig.4.2.3.1. 
  We carried out the analysis under the following conditions (see 
Fig.4.2.3.1 for notation): 
  Incident wave : Plane S wave, 1/a = 2, 0 = 30°, 
   (1: incident wave length, 0: incident angle) 
 Material constants : 
P2/1-11 = 10 , vt = v2 = 1/4 , (12P1)/(P2111) = 10 , 
where the subscript 1 (2) designates quantities relevant to the 
half-plane (column). 
  In the method of truncation we took into consideration the 
half-plane boundary of twice the incident wave length on both sides of 
the column. Also, we can show, by a numerical eigenvalue analysis, 
that the Green's function BIEM has a unique solution in the present 
case. Hence we did not use any measure against the fictitious 
eigenfrequencies. The boundary elements are piecewise constant. 
  Fig.4.2.3.2 shows the real and imaginary parts, respectively, of 
the displacement (normalised by the amplitude of the incident wave) 
obtained by the method of truncation. Here the real (imaginary) part 
of the solution indicates the displacement when the peak (node) of 
incident displacement field arrives at the origin shown in 
Fig.4.2.3.1. Fig.4.2.3.3 shows the same fields obtained for the 
reference purpose by the modified BIEM. We may conclude that there is 
no appreciable difference between these results . In addition, the 
thesis by Kinoshita(1983) reports more computations which support this 
conclusion. Consequently we state with confidence that the method of 
truncation is applicable for practical purpose provided we retain 
sufficient length of half-plane boundary. 
  The method of truncation is also economical in comparison with the 
Green's function BIEM. Indeed, our experience shows that the latter 
requires about 10 times the CPU time of the former. We thus conclude 
that the method of truncation is recommendable for engineering 
purpose. 
  We can now attempt to synthesise the solutions obtained by using 
the method of truncation to carry out a transient analysis . F
ig.4.2.3.4 shows results of such an attempt. We calculated the 
deformation and stress around a circular hole having a radius of a 
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incidence whose stress history is shown in Fig.4.2.3.4(a). Note that 
this stress history can be viewed as a step stress wave of a uniform 
magnitude in the time range shown in  Figs.4.3.2.4(b) and (c). The 
depth of the centre of the hole is 3a, the Poisson's ratio is 1/4, and 
we have used piecewise quadratic isoparametric boundary elements. 
Figs.4.2.3.4(b) and (c), respectively, show the displacement and 
stress around the hole when the wave fronts of incident (S) and 
reflected (P,S) waves arrive at the indicated location. These results 
confirm the applicability of the method of truncation to transient 
analysis.
4 . 3 Concluding Remarks 
a) In this chapter we have discussed the integral transform 
formulation for transient elastodynamics using the BIE method. We also 
showed the efficiency and applicability of this method to many 
engineering problems. 
  The present method is especially advantageous for scattering 
problems because of its applicability to exterior domains. This method 
is also applicable to half plane problems with the help of the 
truncation technique. Although the non-uniqueness caused by the 
fictitious eigenfrequencies is a drawback, we can circumvent this 
either by using modified integral equations or by checking the 
resulting matrix numerically. From a numerical experiment we concluded 
that the former methods of avoiding fictitious eigenfrequencies are 
not indispensable for transient analyses. It goes without saying, 
however, that the use of the former methods are essential when one is 
interested in time-harmonic analysis for a certain frequency. 
   It is interesting, from various viewpoints, to compare the content 
of this chapter to the paper by Niwa et al.(1986a). 
b) The extension of the content of this chapter to 3D cases is 
straightforward. Rizzo et al.(1985), for example, have investigated a 
3D BIEM in time-harmonic elastodynamics. The method of integration for 
singular integrals presented in 4.1.9, however, seems to be much 
simpler than their counterpart which uses the elastostatic double 
layer kernel. 
c) One of the attractive alternative numerical procedures in the 
transient elastodynamics is the time domain formulation. This approach 
seems to give finer early-time resolution than the present 
formulation, especially when the field contains some discontinuities. 
However, the time domain formulation as a numerical scheme is rather 
core consuming and susceptible to instability due to the accumulation 
of errors. In addition the time domain BIEM seems to have a different 
kind of instability than those in FDM or in FEM. Indeed, Fukui(1986) 
reports that a very small time increment is harmful for the stability 
of the BIEM algorithm. The Fourier transform approach, on the other 
hand, gives stable results for a long period of time. Manolis(1983) 
performed a comparative study of various formulations in elastodynamic 
BIEM, according to which the Laplace transform approach is the most 
efficient choice. This conclusion, however, is dubious because the 
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numerical procedures in Laplace and Fourier transform approaches 
differ only slightly. 
  We remark that Nishimura et al.(1986) extended the applicability of 
the time domain  BIEMs to anisotropic cases. Also, Nishimura, Guo & 
Kobayashi(1987) and Nishimura, Kobayashi & Okada(1987) investigated a 
time domain BIEM in fracture mechanics. 
d) Niwa's colleagues (Niwa & Hirose(1983), Kitahara et al.(1984) and 
Niwa et al.(1986b) for example) applied BIEM to problems in which a 
bounded part of a homogeneous domain has different (possibly 
non-constant) material properties. They either construct numerical 
Green's function by using BIEM including volume potentials, or use an 
explicit Green's function if possible, or use volume integrals with 
the help of fundamental solutions for a homogeneous material. 
  In the present author's opinion, however, a combination of BIEM 
(for homogeneous parts) and FEM (for inhomogeneities) could be an 
alternative for their problems; probably this alternative would be 
more practical than their methods. For such an attempt the reader is 
referred to Kobayashi et al.(1986) for example. 
e) We did not discuss the method of determining various constants 
involved in Jones's methods. Kleinman & Roach(1982) claim to have 
established an 'optimum' choice for these constants in the context of 
acoustics. We may interpret their method as making the resultant 
numerical matrix most diagonally dominated. The practicability of 
their method, however, is dubious because it requires evaluation of an 
infinite series. Bencheikh(1986) proposed a modified BIEM using an 
arrangement of different from the one in (4.1.6.6). His 
formulation includes the elastodynamic version of Jones's methods 
discussed in this chapter as special cases. 
f) The method of computing Green's functions discussed in part II of 
this chapter uses a contour on which a function given in (4.2.2.11) 
becomes asymptotically real negative. We chose this contour inspired 
by the method of Cagniard(1962), as readers may probably infer. One 
may then think that the present numerical procedure can further be 
improved by using a contour on which (4.2.2.11) takes exactly a real 
negative value. This, however, would require a far more involved 
numerical calculation including a solution of quartic equations. This 
explains why we have decided to choose the linear path shown in 
(4.2.2.13). 
  The numerical method of calculating Green's function given in this 
chapter is applicable only when the new contour, given by (4.2.2.13), 
is sufficiently far from the Rayleigh pole. We therefore have to 
modify the procedure when the above condition is not met. 
Kinoshita(1983) describes one modification which splits the pertinent 
integrand into a sum of singular and non-singular terms, evaluating 
the integral of the former analytically, and that of the latter 
numerically. The samples shown in this chapter were obtained by using 
this modified method. 
g) In the example shown in 4.2.3 we have truncated the half-plane 
boundary at points twice the incident wave length away from the 
structure. This 'twice the wave length' criterion, however, has been
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set in an arbitrary manner. Indeed, Mori(1987) reported that a still 
shorter boundary modelling is sufficient in loaded half-plane 
problems. In general it is not very easy to establish a definite 
standard for an acceptable location of the truncation. Indeed, such 
location should depend not only on the wave length, but also on the 
size of the structure, hole location, etc. In practice it would be 
safe to try several truncations and check the agreement of the 
results. 
  Kinoshita(1981) and Mori(1987) tested the so called semi-infinite 
element devised by the present author (Kobayashi & Nishimura(1983)). 
This element uses a shape function having a spatial variation for an 
outgoing Rayleigh wave. These authors concluded, however, that the use 
of this element has only marginal effect on the solution. One may 
interpret this fact as another evidence of the validity of the method 
of truncation. 
h) For additional existing  BIEM researches the reader is referred to 
a review article by Kobayashi(1985). 
i) The content of the first part of this chapter is taken from 
Kobayashi & Nishimura(1982a,b). The material in the second part has 
been published in Kobayashi & Nishimura(1982a) and Kobayashi & 
Nishimura(1983).
Appendix to chapter 4 
BIEM in incompressible elastostatics 
  It can be shown that the same phenomenon as the fictitious 
eigenfrequencies takes place in BIE for the incompressible solids (or, 
what is the same thing, incompressible slow viscous fluid). The 
indeterminancy of the BIE solution to the exterior problem for 
Stokes's flow under the velocity boundary conditions is known in 
connection with the question of the existence of the solution 
(Odgvist(1930)). In this appendix we discuss the non-uniqueness 
problem in the incompressible elastostatics, and show that the methods 
described in 4.1.3 ti 4.1.6 yield BIEs which have unique solutions. We 
consider 3D problems using the same notation for the domains as in 
problem A introduced in 4.1.2. 
  The governing equations of incompressible elastic solids are 
-µL\u + Vp = 0 ,div u = 0,(4.A.1a,b) 
where we have neglected the body force. In (4.A.1) u stands for the 
displacement, p for the indeterminate pressure and p for the modulus 
of rigidity, respectively. 
  The potential representations of the solutions in exterior problems 
are 
u(x) = jrI'^(x,y)u(y)dS -jrF(x,y)t(y)ds, 
  aDOD 
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where C`u is the non-integral term of 
layer potential. From the uniqueness 
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of the double 
incompressible
Q(x) := jrn, (x,y) - u(y)dS - 
   8D Jap(x,y) - t(y)dS const
                   in DC.(4.A.5a,b) 
Therefore the argument used in 4.1.3 shows that the solution to the 
homogeneous version of (4.A.4) is written as 
u = ue, t = to - nC on 3D,(4.A.6a,b) 
where lie is an exterior displacement field, t0 is the corresponding 
traction on a D and C is a constant . The boundary condition for ue is
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  We can apply the remedies analogous to those for elastodynamics 
the BIE in  (4.A.4) in order to assure the uniqueness of solutions. 
here state the results without derivation. 
1) The following method gives a unique solution; Solve (4.A. 
subject to a condition Q(x) = 0, where x is an arbitrary point in DC 
2) The replacement of F(x,y) and F1(x,y) by 
F(x,y) + co(D(x) ®(1)(y) , 
ri(x,y) + co(1)(x)® (y)(4.A.8a, 
in (4.A.4) renders the solution of (4.A.4) unique where co is 
nonzero constant, 
 ~(x) =04~I x1xo I '`~(x)=?.p5n(1)(x) , (4.A.9a, 
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               Chapter 5 Consolidation Problems 
5  . 0 Introduction 
  This chapter presents some applications of  BIEIM to Biot`s theory of 
consolidation (Biot(1941))-------- a special case of parabolic problems. 
  As in elastodynamics we can carry out the analysis either in the 
time domain or in a certain transformed domain. We here choose the 
former approach because of two reasons. The first reason is concerned 
with our intention of showing the usefulness of potential methods for 
applied mathematical purposes. Indeed, we shall emphasise in the first 
part of this chapter that the present formulation provides an 
effective tool of investigating the behaviour of the solution. It is 
preferable, to this end, that all the field quantities are given in 
terms of physical variables including time. The second reason is 
related to the jump properties of the solution. We know that the most 
outstanding difference between the solution of Biot's theory and that 
of heat equation is that the former solution often jumps (as a 
function of time) while that of the latter does not. It is therefore 
conceivable that the time domain method will give better numerical 
results than the other since most transformation methods tend to blur 
discontinuities. 
   In the first part of this chapter we present some results 
concerning the behaviour of the solution. We maintain the description 
as general as possible; the obtained results are valid for fully 
anisotropic cases. This generality is achieved by using the method of 
Fourier transform used in Chapter 1. This method enables us to discuss 
problems whose fundamental solutions cannot be written explicitly. 
Specifically, we discuss the initial behaviour and jump properties of 
the solutions. We also determine the structure of the singularities of 
fluid velocity on the boundary at the instant of sudden loading. 
  The second part describes a method of numerical analysis using the 
present formulation. We discuss the method of space and time 
integration in detail. We finally show sample analyses which show the 
applicability of our formulation. 
                           Part I 
5 . 1 Initial- boundary value problems for Biot"s equations 
  The well-known equations of Biot in forms familiar to soil 
engineers can be written as 
A*u — Vp = —f,(5.1 .1) 
divu+mp—K•VVp=g,(5.1.2) 
where u, p, f, g and K, m ( > 0) stand for the displacement, pressure, 
body force, (i - ff K• Of) (ff : fraction of fluid which is assumed to 
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be a constant, i : rate of fluid injection per unit volume), 
permeability tensor and the compressibility of the fluid. The symbol 
 ,L* stands for the Navier operator defined by
:= div C[Vu] , (u: vector) (5.1.3*)
where C is the elasticity tensor (4th order) which is assumed to be 
constant. We also assume the usual symmetry and positive definiteness 
for both C and K, and use for the time derivative 
( = d/dt, t:time** ). 
  It is plain to see that the following identity holds for any 
sufficiently smooth vectors u, u* and scalars p, p*:
ft  2 iD{ it*-S — S* u — p*n•KVp + n•K(N7p*)p}dSdt
=ft2   'f{it*.(L*u —Vp) —(A*u* + Vp*) - u
+ p*(div is + mp — K VVp) — (div it* — mp* — K- VVp*)p}dVdt
— fP*(div  u + mp)) dV (5.1.4)
where D is a bounded (open) domain with smooth boundary al), 
( ) c; _ (t2) — • (to) , and S and S* are the traction and 'adjoint' surface traction defined by
S = (C[Vu] — 1p)n, 5* = (C[Vu*] + 1p*)n . (5.1.5a,b)
Note that S has the same physical meaning as t in 
(1.1.11)). However, we here use this notation in 
the dependence of S on p. Also, the quantity 
particular physical meaning. 
  Suggested by (5.1.4) we seek a solution of the 
boundary value problem. 
  Find a regular solution (u, p) of (5 .1.1) 
t>0, subject to an initial condition
other chapters (e.g. 
order to emphasise 
S* does not have any
following initial
and (5.1.2) in D and
(div u + mp) l c=o = 0 in D (5.1.6)
and boundary conditions for t>0
u=uo on aD„ ,
* C[E], := 
** s is also used for time.
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 S= So on a DS , (aD„UaDS = an, aD„naDS = )
P=Po on aDP ,





(aDPU aDr = aD, aDPn aDr = 0) 
uo, So, Po and ro are given functions. 
 word "regular" we mean
1) u and p in DxR+ are 
(analytical backward, to be 
(t>0) , u(x,0+) and p(x,0+) 
that the following arguments
2) For points x E (ODu 
satisfy the same condition 
"x E aD
R") . As to ap/an 
the following forms
piecewise smooth 
















t for a fixed 
u(x, t±) , p(x,t± 
 in x (xED )
= aDR , u, S and 
"










(x)H(t-si)(t-si)R; (SO = 0) , (5.1.8)
where Ci(x) is 
the values of 
step function
 a_ function t 
where the 
and (3i are
sufficiently smooth on aDR , si ((1SisM) 




Qi > -1 (5.1.9)
Equation (5.1.9) implies 





of the fluid 
infinitesimal
flow through OD






on OD may have 
of the singularity 
are justified.
singularities near points in 
is sufficiently small that
  Accordingly, we specify the data uo, So, Po, ro and 0 keeping 
consistency with the conditions 1) 3). As to f and g, we assume 
piecewise continuity in t for a fixed x E D= D+ OD and smoothness 
in x. 
  The uniqueness of the solution to this problem is easily 
established by using the standard argument, together with an identity
 oS 0J80(u•S + pm. KVp)dSdt + os    0J (ic f + pg)dVdt
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+.,{f u •  SdS + fdiv  u+ mp)p dV+f dV11t=o
  s 
u (A*u — Op + f)dVdt 
  o D
+ jrs fPc_ciiv it—m+K•VVp + g)dVdt 
 o
+2 fu. (i*u — VP + f)~t=odV +2 fvu •C[Vu]t=SdV
+ jr2mp2It=sdV+fs fVp   dVdt, (5.1 .10)
which holds for any smooth vector fields (u, f), scalar fields (p, g) 
and a scalar s (time) > 0. Indeed, (5.1.10) shows the uniqueness of 
the solution within a rigid body motion if ant, = 0. If m = 0 and 
aDP = an, = 0 , we see that the pressure is determined to within a 
constant. For other cases the solution is totally unique. The boundary 
and field data cannot always be given arbitrarily. Actually, 
substituting u*(x,t) = H(s-t)uR(x) (up : rigid displacement), p* = 0 
in (5.2.4) we have
faS(x,^)dS +ff(x,^)dV = 0, DD s > 0 (5.1.11)
and
lap xx S(x,^)dS + jr x x f(x,^)dV = 0. s > 0 (5.1.12)
If m = 0, introduction of p*(x,t) = H(s — t) 
(5.1.4) yields
and u*(x,t) = 0 in
faDn.uit.=scIS+f s fDr d dt .fsfg dVdt +f0  dV .
                   s > 0(5.1.13) 
Equations (5.1.11) and (5.2.12) are necessary conditions for the 
solvability of the present problem when ant, = 0 . Equation (5.1.13) is 
necessary for the solvability when aD5 = an, = 0 and m = 0 . It is 
highly plausible that these conditions are also sufficient, but the 
present author does not have the proof at present.
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  Before closing this section we shall make a comment on the physical 
interpretation of the initial condition. Assume that there was a 
certain consolidation process going on before t  = 0. For example we 
have u = 0, p = 0 for t < 0 if the soil was at rest under no load 
before the loading begins. We then integrate (5.1.2) with respect to 
time from —At to At (At > 0) to obtain 
 (div u + mp) I t=At 
                                At
     = (div u + mp) I t= pt + 
JQt(K- V Vp+ g)dt. (5.1 .14) 
Since the integral on the RHS of (5.1.14) tends to zero as At10 , we 
get 
  (div u + mp) I t=o- _ (div u + mp) I t_p- .(5.1.15) 
Consequently we are led to interpret 0 in (5.1.6) as 
 0 = (div u + mp) I t°0- _(5.1 .16) 
In particular, we have 0 = 0 if the soil is with a quiescent past. 
5 . 2 Green's formula, fundamental solution and integral 
representation of the solution 
  Let U, V, P and Q be functions which satisfy the 'causality" (i.e. 
U etc. vanish for t < 0) and the equation 
 L-vtK• 0V ILPQJ 
_ 15(t)8(x) 0                         [0 8(t)5(x)'(5.2.1) 
where S(•) is the Dirac delta. U, V, P and Q are called the 
fundamental solutions for (5.1.1) and (5.1.2). These fundamental 
solutions can easily be obtained by using the Fourier transform. 
Namely, we have 
U = 5(t)Uo + ll, 
 V = 5(t)Vo + U, 
                                     -177-
 P = —iH(t)Tii(e(t)E e(t)Eex(, t)), 
           m+ • o (t)t 
 Q H(t)Til\m +-~* C)-------------------------ex()),(5.2.2a-d) 
where 
Uo = Ti1{(A*1 C)—A*(t)t®A1 C) ll              m + t -o(t)t~1 
Vo =   ( —iA*() l,         m + -A*(t)t/ 
 1l = Ti'{11(t)0*' (t)teo* 1(t)t(
m + t Ls,-------------------------- ex( t)) 
t = Ti1(H(t)iA*'(t) cm+•o'Ct)t)2ex( ,t))(5.2.3a-d*) 
Also, indicates the Fourier inverse transform (t x ). 0*1(t) 
the inverse of the matrix obtained by replacing V in L\* by t, and 
ex(t,t) = e-•rc;/(Th + (5.2.4) 
Note that P and 0 can be expressed as 
 P(x,t) = Po(x)5(t) + c)(x,t), 
O(x,t) = Q0(x)8(t) + (x,t),(5.2.5a,b) 
where 
Po =Vo, =`U, 
Qo = ,
\m + -A* 1(t)t/,




 N = 2 one would either have to 
included in the Fourier inversion 
performed on a path in a complex 






as p.f. or an 
circumvents the
 _ -H(t)ail(--------------------------  + (k)2ex(t, t)).(5.2.6a-d) 
  The Fourier transforms of Uo, Vo, Po and Qo are homogeneous 
functions of order (-2,0), (-1,0), (-1,0), (0,0), respectively (see 
1.3 for the definition). For the case of N spatial dimension (N = 2 or 
3) this observation, together with the theory of Fourier transforms of 
homogeneous functions (see Mizohata(1963) or 1.3 of this thesis), 
shows 
i) Uo is a (2,-3)-homogeneous f nction when N = 3. When N = 2, Uo 
  is a C'°(R2\ {0} ) function having an estimate 
1U0(x)1 s Ci + C2 logixi (C1,C2 constants)(5.2.7) 
  near the origin. 
ii) Vo, Po and V Uo are (1,-N)-homogeneous functions. 
iii) Qo can be expressed as 
Qo(s) = CCS(x) + v.p.4b(x),(5.2.8) 
   where 
Ca 1IYI fS,Tx(b (), 
v.p.(ao(x) = Til{axQO(S) — CQ} ,(5.2.9a,b) 
  SN is the N-dimensional unit sphere, and ISNI is its surface area, 
   respectively. Also, Qo(x) is a (0,-N)-homogeneous function whose 
  mean value over SN vanishes. We may sometimes write Qo for ( j since 
  they are identical except at the origin. V Vo also has an 
   expression analogous to (5.2.8). 
  We next consider the time dependent kernels (11 etc.) in (5.2.2) and 
(5.2.3). A useful observation is that these kernels are written as 
    P(t)eX( , t)_(21------)NLP4)ex(t, t)ei 'xd t > 0, (5.2.10) 
where P(k) is a certain (n,0)-homogeneous f nction (-1 s n s 2) (n = 
-1 for P, 2 for 721, etc.). Writing this integral as I(x,t) we readily 
establish
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 I(x,t) - (tN+n)1/2I(t/2/2,1)•(5.2.11) 
I(x,1) is a C° function in x. Since (a /a t)1(k)ex(k,t) is integrable 
(near the origin, and therefore in RN) for n - I a I ? -N + 1 , we 
have 
  I(t /2,1)IsConst (1tx?  )n+NI , (a + N - 1 z 0) , (5.2.12) 
and 
I(x, t) I s Constt112 I 
xi n+N-t(5.2.13) 
for I x I 0. This proves that ` U., N711, 1), 01l, P, d', VP, Q, and 
VQ are C° functions for a non-zero t and are integrable in t for a 
fixed Ix1 0. We also note that from (5.2.2c-d) and (5.2.6a,c) 
follows 
(P(x,t),Q(x,t)) -> (Po(x),Qo(x)) as t 1 0.(5.2.14) 
  We now proceed to the construction of the potential representations 
for u and p. To this end, we introduce functions (t, V, P* and Q* 
defined as 
 Cv (x, t) V'` (x, t) 1 r —U(—x,-t) V(-x,-t) (5.2.15)    P*(x, Q*(,J L P(-x,-t) Q j• 
These functions are easily seen to satisfy the 'anti-causality' (i.e. 
etc. vanish for t > 0 ) and the equation 
[*r o—ma/att          -KVV ] LP Q*j 
  _ 1S(t)8(x) 0(5 .2.16)           0 5(t)S(x) 
We then substitute V etc. into it etc. in (5.1.4) with the help of 
(5.2.15). This process yields potential representations of the 
solution to (5.1.1) and (5.1.2) in the following forms: 
u(x,^) = fo(y)(y,) dS —DaD
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     + f Uo(x-y)f(y,^)dV+ffs`11(x-y,s-t)S(y,t)dtdS 
  DaDo 
     - anI(x,y,s-t)u(y,t)dtdS -anisP(x-y,s-t)r(y,t)dtds   DoaD 
     + anfsZ(x,y,s-t)p(y, t)dtdS +f1.1(x-y,s-t) f (y, t)dtdV   DoD0 
     + f fsP(x—y,s—t)g(y,t)dtdV + f P(x-y,^)6(y)dV,(5.2.17) 
and 
P(x,^) = fVo(x-y) S(y,^)dS - an To(x,y) •u(y,^)dS   DaD 
     + fvo(x_) •f(y,^)dV +ff(xyst) -S(y,t)dtdS 
  aDo 
      fa,I(x,y,s-t) •u(y,t)dtdS - f f0SQ(x_y,s_t)r(y,t)dt                                                dS  0D 
     + ff5w(x,,s_t)P(,t)dts  +ff(xy,s-t) f(y,t)dtdV 
  aDDo 
     + ffsQ(x—y,s—t)g(y,t)dtdV + fQ(x_,^)e()dV, 
         D0 
x EE al)(5.2.18) 
where So, To, 2, Z and W are kernels defined by 
  If S
oij(x,,^)(,^)ejmktRm(y)  LTo(x yy,^)]-aycaUoIkVok(x-yx-y,^) 
                          + 
                      [Po(x-!Js)                   Q(x-ys) n (y)                 , J
               a .`ik(x-y,S)1C;®ktnm(y)  L T; (x,y,^) ]apt L(x-y,^)j 
                                     -181-
 +di(x-y , s)Ti(y) .                   L(x-y,^) j 
 r  Zi(x,y,^) 1=  a [' (i:,':)  Jay; KiknkCy) (5.2.19a-c) 
and 
(u,p) _u,p x E D(5.2.20) 0
,0 x E DQ = RN\D. 
  To be precise, (5.2.7-9) and (5.2.13) are not enough to clarify the 
meaning of the time-volume integral involving 1l. We shall return to 
this problem later in 5.6, where this integral will be seen to 
converge in the ordinary sense. 
5 . 3 Initial fields 
  In sections 5.3-5.5 we shall discuss the initial behaviour of the 
solution to our initial- boundary value problem. The result of this 
investigation will be used in Part II of this chapter to implement an 
accurate BIEM. Our discussion takes for granted the existence of the 
unique solution to our initial- boundary value problem, which 
satisfies (5.2.17) and (5.2.18). We may therefore use these potential 
representations to examine the property of the solution. 
  In the first place we have to introduce some definitions. By 
'initial field' we mean 
limu(x,^) x E D(5.3.1) 
  slO 
etc. A limit of this form for a certain fixed point in RN is called 
the initial value. The initial condition is what we 'prescribe', but 
the initial field is what we 'compute'. In other words, the initial 
field is a part of the unknowns. The 'boundary value' of a certain 
field, say u(x,^), indicates the limit 
 lim u(x,^)(5.3.2) 
x(ED or De)--xo 
where xo is a point on the boundary, and DQ is the domain exterior to 
D as defined in (5.2.20), respectively. Hence the boundary value of 
the initial field of u(x,^) is 
 lim lim u(x,^)(5.3.3) 
x(ED)—x0 s40 
while the initial value of the boundary value of u(x,^) is 






In the sequel we







x (E D) -»xp
u(x,^). (XOE aD, s>0) (5.3.5a,b)
  Our tools 
equations
for the investigation of the initial fields are the
u(x,0) = jr Uo(x-y)s(y,0)dS -
  aD faSo(x,y)u(y,O)dS 
 D
+fpUo(x-y)f (y,0)dV +fDPo (x-y) 0 (y)dV (5.3.6)
and
(x,0) = jrVo (x-y) 
  aD
° s(y,0)dS — jrTo (x-y) 
   aD
•u(y,O)dS




















C (x) + v.p.f 
D
4j(x-y)0(y)dV (5.3.8)
(see (5.2.8) and (5.2.9)). 
  Equations (5.3.6) and 
initial fields in terms of 
of u and S. It is important 
to assume
 (5.3.7) are the representations 
the initial values of the boundary 














Actually, we shall see that (5.3.9a) is correct, but
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  We now prepare formulae for the boundary values of the potentials 
in (5.3.6) and (5.3.7). This is in order to relate the boundary values 
of  u(x,0) and p(x,0) (x(E aD ) to u(xo,0) and p(xo,0) (x0E aD) . We 
first note from (5.2.2),(5.2.3) and (5.2.19) that these potentials are 
of the type discussed in 1.3. Hence we may utilise (1.3.1.4), 

















s—To fPo(x-y)e(y)dV =fPo(xo-)O(y)dV , (5.3.13)
lim 
T-+TD faDVo(x-y)-S(y,^)dS ±2 A*I(n)n  .S m + n•0* I(n)n (xo,^)
+v.p.fVO(xo-y) -S(y,^)dS ,










m + - 0*-1(k)t i






 u(xo,^) - A*-' (n)n • C[Vu(xo,^)7n
m + n•A*-'(n)n
+ p.f.fDTo(x,y)•u(y,^)dS , (5.3.15*)
lim 
r•xo fVo(x_J)•f(y,^)dV = fVo (xo—y) 
  D
• f (y,^ dV , (5.3.16)
lim 
x—.,X() fQo(x-y)0(y)dV =2(CQ + m + n - A*-1 (n) n 0(x0) 
+ v.p. fQo(xo-y)0(y)dV 
       D
(5.3.17)
where the upper (lower) sign indicates the approach from the exterior 
(interior) of D, Co is defined in (5.2.9a), and the cartesian frame 
used in (5.3.15) is the same as the one in 1.3.The apparent 
dependence of the non-integral term in (5.3.15) on a u/a n is resolved 
by substituting Vu - n®(au/an) for Vu in (5.3.15) .The limiting 
values of these integrals as s10 are obtained by putting s = 0 on the 
RHS's of (5.3.10-17). 
  We are now ready to compute the boundary values of the expressions 




u(x,0) = u(xo,0) +fUo(xo—y)S(y,0)dS 
   an
— v.p•f2o(x0,y)u(y,0)dS+ 
       an foUoD    (xo-y)f (y,0)dV
+fPo(xo- y)e(Y)dV, 
D
10 E aDR (5.3.18)
lim 
x—xo
p(x ,0) = ±2
A*' (n)n
m + n • A* (n)n
• S(x0,0)
* Greek index runs from 1 to N-1.
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±2 (div




        2 m + n• 0*-' (n) n 
+ v.p.fV0(so—y)-S(y,0)dS 
      aD
xo EdDR 
From (5.3.18) follows 
lim u(x,0) = limu(x,0) — limu(x,0) 
x( <D)--sox(ED)-•xox(EDe)-•xo 
     = u(xo,0),so E 8DR 
where we have used (5.2.20). In the same manner we use 
obtain 
   lim p(x,0) = limp(s,0)— limp(x,0) 
 x(ED)--xox(ED)-x0 x(ED'')-•xo 
                     L*-i (n)nS(xo
,0)• 
                  m+n•A*'(n)n 
                 div u(xo,^) —A*'(n)n • C[Vu(xo,^)]n
)0(xo) 










           in+ n.A*i(n)n 
can write these limits as 
u(x,0) = limi(x,0)+ limu(x,0) 
x(ED)—x0x(ED')—zo 







 + JUO(xo_y)f(y,O)dV   + fPo(xo_)O()dV) 









- 2(90(x) + v.p•fVo(xo-y) 
       at)
- S(y,0)dS
- p.f.rDTo(xo,y)u(y,0)dS + fVo(xo-y)•f(y,0)dV 
   D
V.P . f Qo(xo—y)0(y)dV) . xo E aDR (5.3.23)
Equations (5.3.20) and (5.3.21) are useful for computing the boundary 
values of the initial field, whereas (5.3.23) will be used later to 
find a relation between the limit in (5.3.23) and p(xo,0) (x0EaD) . 
  It is also interesting to establish a relation between the boundary 
values of the initial field u(x,0), p(x,0) and S(xo,0) (xoE aD) . One 
may do this by differentiating (5.3.6), followed by the use of the 
formulae analogous to (5.3.14-17). We here take another approach, 
which considers the physical meaning of the initial field. To this 
purpose an equation
L-v -mjLPo Qo _ -r 16(0     L0x)8( x) (5.3.24)
which readily 
useful. 





(5.2.6a,c), turns out to be
readily gives










fundamental solution of 
elasticity tensor. Also




Vok (x—y) (c t 





 lx-y1 0  (5.3.26) 
because we have 
  Po(x-y)-1Uo(—)[0  LQo (x-y)jmdi„LVo(xx—yy)+L& (x—y) /m 1 (5.3.27) 
from (5.3.24). Equation (5.3.26) says that So is the double layer 
kernel associated with Uo and the modified elasticity tensor. In 
addition, the use of (5.3.27) transforms the volume integrals in 
(5.3.6) and (5.3.7) into 
 fDPo(x-y)0(y)dV =1jr ivyUo(x-y)0(y)dV                  mD 
     =m f DUo(x-y)n0(y)dS —mfUo(x-y)VO(y)dV(5.3.28) 
and 
fQo(x-y)0(y)dV = mjrdivvVo(x-y)0(y)dV +m8(x) 
          =mfaDVo(x-y) -n8(y)dS —mfVo(x-y)-Ve(y)dV 
Jr m 8(x).(5.3.29) 
Hence we substitute (5.3.28) and (5.3 .29) into (5.3.6) and (5.3.7), 
respectively, to obtain 
u(x,0) = jrD+1o(x-y)(S(y,0) +mnO(y )dS —fjrSo(x,y)u(y,0)dS 
                                             D 
            + JD Uo (x-y) (.f (y, 0) — m V O (y)) dV (5.3.30) 
and 
p(x,0) = fa0Vo(x-y) • S( ,0) + 1nO(y))dS — fTo(x,)  •u(y,0)dS 
                                            D —188—
            +  JD Vo(x-y) • (f(y,0) - m V8(y))dV -F 1 6(x) 
      = 1 (-div u(x) + 6(x)) , x f op,(5 .3.31) 
where we have used (5.3.26), (5.3.27) and (5.2.6a). We thus conclude 
from (1.1.7), (5.3.25), (5.3.30) and (5.3.31) that: "When m 0, the 
initial values of u and p coincide with the displacement and 
-1/m x (volume strain) + 8/m of the elastostatic solution whose 
elasticity tensor is C + (1®1)/m , and whose given data are u0(•,0) 
for the surface displacement on aD„ , So(- ,0) + 77.0(-)/m for the 
traction on aDs and f(• ,0) - V0(• )/m for the body force, 
respectively." In particular we have 
S(xo,0) = lim {C[Vu(x,0)]n + 11 u(x,0)} -  8(xo) 
x(ED)-•xomm 
 = lim {C[V u(x,0)]n - p(x,0)n} = lim S(x,0). (5.3.32) 
x(ED)-x0x(ED)-x0 
  When rn = 0 we see from (5.3.24) that Uo, Vo., Po and Qo are the 
fundamental solutions of elastostatics with prescribed volumetric 
strain (see the appendix to chapter 4 or Kobayashi & Nishimura(1982)) 
Bearing this in mind we conclude from (5.3.6) and (5.3.7) that "When 
m = 0 the initial values of u and p coincide with the displacement and 
indeterminate pressure of the elastostatic solution whose lasticity 
tensor, volumetric strain, surface displacement on a D„ , surface 
traction on aDs and body force are C, 0, uo(- ,0) , So(- ,0) , and 
f(•,0), respectively." Hence we obtain (5.3.32) again. 
  One may think that these results are trivial. For example when 
m = 0, one may 'use' (5.1.1) and (5.1.6) to obtain
- Vp + f = 0, 
 div u = 8in D (t = 0)(5.3.33a,b) 
and 
u=uo(•,0) on nu, 
{C[Vu] - p}n = So(- ,0) on aDs(5.3.34a,b) 
for t = 0. This is exactly the result which we have just proved. 
However, this argument is ambiguous. Indeed, the same argument might 
have concluded that
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 C[Vu]n. = So(• >0) + po(• ,0)n on 8DSnaDP (5.3.35)
were the boundary condition for the initial field, which is obviously 
wrong. This explains why the above lengthy calculation is necessary. 
Also, it is seen from the foregoing argument that (5.3.6) and (5.3.7) 
are not independent. 
  Finally, we consider how one can compute the initial field. As can 
be easily seen, one just has to determine u(x0,0) and S(xo,0) (x0E aD) 
and use (5.3.6) and (5.3.7) to compute the initial field. Hence we are 
led to the following question: How can we determine 
u(xo,0) and S(xo,0) for x0E 8D ? Equations (5.1.7a,b) show that half 
of these quantities are given as the boundary data, but the unknown 
halves of u(x0,0) and S(xo,0) are still to be determined. We can, 
however, easily obtain an integral equation to determine these 
quantities. Namely, we use the exterior limit in (5.3.18) to have
0 = —2u(xo,0) + fDUo(xo—y)S(y,0)dS
— v.P•fSo(xo,y)u(y,O)dS+ fUo(xo_y)f(Y,O)dV 
      a
+fPo(xo—y)0(y)dV. 
D
xo E a DR (5.3.36)
If m T 0 one may alternatively use a BIE obtained from (5.3.30). As 
could be inferred from the dependence of (5.3.7) on (5.3.6), one does 
not have to consider a BIE obtained from (5.3.7) for determining the 
initial field. This is in contrast to the subsequent analysis to be 
discussed in 5.6 where one has to solve 2 integral equations 
simultaneously. As a cost for this saving, however, (5 .3.36) loses the 
uniqueness of the solution when m = 0 and D has holes, although the 
solution to the original boundary value problem is unique . This purely 
mathematical phenomenon could be eliminated by using remedies 
discussed in Kobayashi & Nishimura(1982) and in the appendix to 
chapter 4. After solving (5.3.36) for u(xo,0) and S(xo,0) (x0E 3D) 
one may determine the boundary values of the initial fields through 
(5.3.20) and (5.3.21). 
  Before closing this section we remark, as another consequence of 
(5.2.17) and (5.2.18), that the possible jumps of u and p at so > 0 
satisfy
(u(x,so)) = I8DUO(x_Y) (S(y,so)) dS —j(s,) (u(y,so)) dS
+  Uo(x-y) (f(y,so)) dV, (5.3.37)
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and
 [P(x,so)  ) = Jr vo(x—y) • 
ap
(s(y,so)) dS — jr To (x, y) [u(y>so)) dS
D
Vo (x-y) • [f(y,so)) dV , xOD (5.3 .38)
where (u(x,so)) indicates 
can interpret (u(x,so)) 
we did the initial values 
as u(x,0) ti (u(x,so)) , 
(5.3.37-38).
u(x,so) — u(x,so) and so on. Therefore, we 
and (p(x,so)) in almost the same manner as 
by utilising the obvious correspondence such 
  0 ti 0 etc. between (5.3.6-7) and
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5  . 4 Initial behaviour of time dependent potentials on the boundary 




lim p(x,0). x0E dD(5.4.2) 
x(ED)-x0 
  We first remember that the analysis in 5.3 has yielded expressions 
for the limit in (5.4.2). Obviously, one needs an analogous expression 
for (5.4.1) to discuss relations between (5.4.1) and (5.4.2). With 
this in mind we shall attempt to carry out the limit calculation of 
letting x (ED) tend to xo followed by letting s1O in (5.2.18). A 
part of this work, however, has been done in the previous section 
where we have considered time independent potentials. Actually, we put 
s = 0 in (5.3.10-17) to obtain what we need. We are thus led to the 
computation of the aforementioned limit for the potentials in (5.2.18) 
having time dependent kernels. In the sequel we shall do this with the 
help of the method of Fourier transform used in 1.3. Specifically, we 
generalise the problem a little and consider the limits 
 lim lim jrS fjrF(x-y,s-t)~(y, t)fly dt,(5.4.3) 
s10x-xo00
lim lim sF(x- y,s-t)~(y,t)dVydt, s 10 1-10 Jr (5.4.4)
lim lim jrF(x-y,^)1,1)(y,0) di/y,(5 .4.5) 
s10          x--x0r) 
where i(y,t) is a density function having an asymptotic expansion 
ii)(x, t) ti Eco, (x) ta' as t 1 0,(5 .4.6) 
with exponents -1 < (3I < 132 <..... , and F is a kernel which has a 
(partial) Fourier transform 
fF(x, t)e i~ xdi = P(k)e-G(e)t(5.4.7*) 
For the purpose of completeness we shall also consider potentials in 
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(5.2.17) since this can be done without additional effort. Equations 
(5.2.2-4) and (5.2.19) then suggest an assumption that P is  (n, 0) 
homogeneous with -11.i"n2 and smooth except at the origin. Also, we 
require G to be (2, 0) homogeneous ( ee 1.3) and 'differentiable and 
positive' except at the origin. It is then sufficient to set the 
parameters n and (3i as in the following table:
















Indeed, one readily shows that the above combinations cover all the 
possibilities one may encounter in the investigation of the integrals 
in (5.2.17) and (5.2.18). For example, one has to consider a negative 
 (3 only in surface-time integrals involving r in (5.2.17) and (5.2.18). 
Since these integrals have either P or Q as kernel functions, one may 
keep his/her attention only to the cases with n = -1, 0.
5 . 4 . 1 Surface-time integrals
  We now consider the limit shown in (5.4.3) assuming, as in 1.3, 
that an is locally plane. Again, as in 1.3, only the effect of the 
singularity of the kernel function F on (5.4.3) is of interest. Since 
this singularity is localised at a boundary point xo, we may pay 
attention only to the contribution to (5.4.3) from the immediate 
vicinity of xo. This justifies us to assume that the domain of 
integration is RI" . Actually, we may approximate 1V by a function 
defined on a small planer disc S centred at xo and tangent to an , 
followed by putting = 0 in RN-1\S . It is then convenient o use a 
cartesian frame whose origin is at xo and whose xN axis is in the 
direction of the normal vector n to S (see Fig.5.4.1.1). With these 
tools thus introduced, we are now ready to investigate the limit in 
(5.4.3) by considering the following partial Fourier transform with 
respect to xa (1SasN-1) : 
lim lim E('alxN,^) 
s 10 x„-'0










 = lim lim  1 lim fst$dt jre2NXwEP(Ea,N)e-G-t)dEN, (5.4.1.1) 
 —00 
where a is one of Oz's in (5.4.6) (/3 in most cases). Thelimit in 
(5.4.3) is then obtained by multiplying (5.4.1.1) by the N-1 
dimensional Fourier transform of IP, followed by a Fourier inversion. 
  To begin with we prepare a 
Proposition. Let P be (n,0) homogeneous, with either n=-1, or 'n=0 
and P(0,1) = 0.' Also, let G be a positive (2,0) homogeneous function. 
Furthermore, P and G are assumed to be continuously differentiable 
exceptat the origin. We then have 
 limJC(ea,EN)eG("N)Edew 
E10 
 = V.P. f(P(a) - N------HC«)~ dEN,(5.4.1.2) 
where H is a certain function independent of G. Hence this limit is 
independent of the form of G. In particular, 
 lim f ~~C«,N)e G(~.N)EdN =limf~~(«,N)eE"dN.(5.4.1 .3) 
EIOEl00. 
Proof. We have 
f°°P(E ,)eG( - N)EdSN 
 = v.p. r(P(aeN)  NH(Ea))eG(S0, N)E dew 
                          G(a.SN)E  + wee() v•p• f  EN dN,(5.4.1.4) 
where v.p. stands for Cauchy's principal value, and 
H(Ea)P(0,1), (n=-1)(5.4.1.5) 
a a/aea P(t) I (a. N)=(0,1) . (n=0) 
The first integral on the RHS of (5.4.1.4) tends to the RHS of 
(5.4.1.2) as e10 because the expression in the parentheses in 
(5.4.1.4) is 0(1/6) as IENI - co. The integral in the second term on 
the RHS of (5.4.1.4) is rewritten as 
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v.p. f—---------- n dry_---------------------------------------- dry, (5.4.1.6) 
which tends to zero as c10 due to the assumption on G. This concludes 
the proof. 
  We now compute (5.4.3) for various combinations of n and 0: 
i) n = -1,0, (3 > -1. We first rewrite the time integral in (5.4.1.1) 
into 
 f0Sec()  (s t) tdt = es1+r'ecudu. ((3> —1) (5.4.1 .7)
                          0 The asymptotic expansion for incomplete gamma function then shows that 
the last integral in (5.4.1.7) is of the order of sa/G(t) for a large 
Itl. We are thus justified (by Lebesgue's theorem) to write (5.4.1.1) 
as 
 lim lim E(EaIxN,^) 
s 1 o x,r--o 
2n sio j'°°dN  f ,(5.4.1.8) 
because the integrand (as a function of 60 is of order n-2 (s -2) at 
infinity. In passing we present two other forms for the integral in 
(5.4.1.8), i.e. 
s1+13 fudufP()e()su)dEN(5 .4.1.9) 
                 -~ 
and 
s1/2+a-n/2 f ~dll F'(niSea,17)e-c(^ )(1-u)uadu,(5.4.1.10) 
for later use. 
  When = -1 the proposition and (5.4.1.9) give 
IE+(Ea10,^) s14C(Ea),(5.4.1.11) 
where C( a) is a constant dependent on but not on s . This means 
lim E'(Ea 0,^) = 0 for n = -1 since /3 > -1. Hence we conclude 
s1U
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 lim lim 
s10 r—sofSfF(xySt)(Y) tQdSydt=0 (5.4.1.12)
for 
t01
n = -1 
in (5.4.6)
and (3>-1 (see (5.4.7) and (5.4.1.1)), where 0 indicates
For n = 0, (5.4.1.10) yields
lim 
s10
s (1/2+/3)Ei (Ea l0,^)
2~c
     1fdr~ fP(0,77)e°u1du 





























(n = 0, Q = —2)(5.4.1.15)
Hence we have the following result:
lim lim 






The limit in (5.4.1 .16) cannot be finite for 13< -1/2 in general.
































±R (E.) + lim f~ 
£to





Ea.4N)=(O.1),(n=1) Saca/a ea) (P(S)2G(t)) I (fa.SN)=(0.I)'(n=2)
(5.4.1.19)




is for the approach from xN > 0 
Equations (5.4.1.18) and (5.4.1.19) 
16). We next apply Lebesgue's theorem 
(5.4.1.17) to show
 (upper) and IN < 
follow from (1.3.1. 






u rn fmet"NTNESN 
£lo G( )
e-c()sdENPc) 
          -.G() e-c(e) sdeN (5.4.1.20)
This result and the proposition then prove
lim lim 
s 10 TN-•0




  s 10 -,oG( )





E(Ea IxN,^) = ±(E).






±( i/2)(P(n)/G(n)) P(xo), 
(1/2) (a/aEa) (P/c) ! =N
n = 1 
(a/aEa)P(xo), n = 2
(5.4.1.23)
if a condition
P(n) = 0 (5.4.1.24)
* This convention is consistent with the sign convention in 5.3.
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is satisfied for n=2, where we have used (5.4.1.19) and  (5.4.1.22). We 
remark that the condition in (5.4.1.24) is essential in the present 
application because of e-ct term in (5.4.7). This is in contrast to 
the elastostatics case (see (1.3.1.14)) where we did not have to 
assume (5.4.1.24). 
  One may wonder if terms with 13 > 0 might give rise to any 
additional nonzero terms to (5.4.3). That this is impossible is seen 
by using 
E(EaIxN,^) 
  = lim fe tN=N-eCB11PJos et)dt/], (5.4.1 .) e10 
which one obtains from (5.4.1.1) and 
 fS-G() (s-t)/iS-G()(s-t)   etdt =G()-G)e0 -13dt.(5.4.1 .26) 
The first term in the integral in (5.4.1.25) is evaluated by using 
(5.4.1.18). Since 0 > 0, however, this term vanishes as s 1 0. For 
the second tern; we use the proposition and (5.4.1.9) (with 13 replaced 
by a - 1) to see that this also vanishes as s 1 0 ( P(0,1) = 0 for n 
= 2 by assumption). This completes the proof. 
5 . 4 . 2 Volume-time integrals 
  The method used in 5.4.1 yields 
 lim lim fSjrjrF(x-y,s-t)(p(y)tQdydt = O. 
  s10x—xoD 
(3 z 0, -1 s n s 1, x0E8D(5.4.2.1) 
We shall, however, omit the proof in order to avoid repetition. 
5 . 4 . 3 Volume integrals 
  In this section we shall use P and Q (see (5.2.2) and (5.2.6)) for 
arbitrary (1,0) and (0,0) homogeneous kernels, respectively, in order 
to save symbols. 
  Again the same argument as has been used in 5.4.1 gives 
 lim lim fP(x-y,^)O(y)dV =fPo(xo- y)6(y)dV,(5.4.3.1) 
s 10 x-xoDD
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 lim lim 









s 10 x-x0 
lim lim 
s 10 x--x0 
 lim lim 




s 10 x-xo 
lim lim 
s l 0 x-x0
fQ(x-y,^)8(y)dV =26(xo) + v.p• JpQo(xo-y)0(y)dV, 
so E aD (5.4.3.2) 
 is defined in (5.2.9) and v.p. indicates a principal value 
defined in (1.3.2.17). 
 Potentials in consolidation 
the results given in (5.4.1.12),(5.4.1.16),(5.4.1.23) and 
we obtain the following formulae in addition to (5.4.3.1-2): 
JraD  f5(xYst)S(t)dtdS = 0,(5.4.4.1) 
~D f5(x,,s-t)u(,i)dtds = 0,(5.4.4.2) 
faD foSP(x_y,s_t)r(y,t)dtdS = 0,(5.4.4.3) 
f0 f Z(x,y,s-t)p(y,t)dtdS = 0 (5.4.4.4) 
  f(x-,s-t)f(u,t)dtdV  = 0,(5.4.4.5) 
D J  foP(x-y,s-t)g(y,t)dtdV = 0,(5.4.4.6) 
   1DDf5(t)  -S(y,t)dtdS 
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   2 m+
 *' (n)n




x-.xo fanfS •u(y ,t)dtdS
±2 (div
u(xo,^) - A* I (n)n • C[Du(xo ,^)]n
m + n•,L*-1(n)n } (5.4.4.8)
(Equation (5.4.1.24) is satisfied.)
lim lim 
slO x—sofanfos Q(x-y ,s- t)r(y t)dtdS
{
divergent, 






n- A* ' (n)n)1/2, (3 = 1/2 (5.4.4.9)
where 0 and 
corresponding 
(ap/an) (so, t)
y(xo) are the 
coefficient 






















x—xo I Q(x-y,s-t)g(y,t)dtdV = 0. (5.4.4.13)
5 . 5 Initial 
boundary
behaviour of pressure and fluid velocity on the
In this section we discuss the initial behaviour of p and r on the
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boundary. Specifically we 
limits in (5.4.1) and (5.4.2) 
in part II of this chapter 
on  aD  . 
  It is now a simple matter 
(5.2.18) with the help of the 
(5.4.4.7-13) and (5.4.3.2) to 
p(xo,0):= limp(xo,^)
shall consider the relation between the 
. The result of this section will be used 
to set the initial conditions for p and r 
to compute the limit in (5.4.1) from 
results in 5.4. Indeed, we use (5.2.18), 
obtain
= 2(v.P.fVo(xo—y) 
        aD
•S(y,0)dS - p.f.fDTo(xo,y)•u(y ,0)dS
+ fVo(xo_)•f(y,0)dV +20(xo) + v.p.fDQo (so— y)e (y) dV
- lim lim 
s 10 x—xoLk'Q(x-y,s-t)r(y,t)dtdS). xo E aDR (5.5.1)
Hence by comparing (5.5.1) and (5.3.23) we obtain
lim 
z(D)-x0
p(x,0) = p(xo,0) + 2 lim lim 
s ! 0 x--xof IsQ(x-y,s-t)r(y,t)dtdS.
x0 E aDR (5.5.2)
  In contrast to (5.3.20) which says that the boundary valueof the 
initial displacement coincides with the limit to t = 0 of the boundary 
displacement, the implication of (5.5 .2) is not trivial. Actually, 
(5.5.2), together with (5.4.4.9), rules out the possibility of -1 < (3 
< -1/2 (see (5.4.4.10)), because p has to be finite by assumption. Al
so we see that (5.5.2) reduces to
 lim p(x, 
x(eD)-xo
0) = p(x0,0) (m +7rn•Kn
with the help of (5.4.4.9), where
n • A*-~ (n)n )I/27(x0) (5.5.3)





as far as the limits in (5.4.1) and  (5.4.2) are both finite and 
different. In this case the coefficient y of the s-1/2  singularity in 
ap/a n (see (5.5.4)) is obtained from (5.5.3). If a > -1/2 holds, or, 
in particular, if xo E OD, and the data ro(xo,t) is bounded as a 
function of t (see (5.1.7.d)), we necessarily have 
lim p(x,0) = p(xo,O), x0 E aDR(5.5.6) 
x(ED)-+x0 
because y(x0)=0 in (5.5.3) and (5.5.4). 
  Finally, we shall make two remarks. The first remark is concerned 
with the relation 
 lim p(x,0) p(xo,0)(5.5.7) 
x(ED)--x0 
which might look queer at first. As a matter of fact, it is not. 
Indeed, the process of determining (5.4.2) discussed in 5.3 tells that 
(5.4.2) is independent of po or ro (see (5.1.7)). Actually, (5.4.2) is 
determined only by uo, So, f and 0 because one obtains (5.4.2) by 
solving (5.3.36) followed by the use of (5.3.21). On the other hand we 
are supposed to specify p(xo,0) = p0 on a Dp arbitrarily. Therefore 
p(xo,0) on a Dp is independent of the data in (5.1.6)-(5.1.7) and, 
hence, independent of (5.3.21). Therefore we generally have (5.5.7). 
  The second remark is concerned with (5.3.20). In deriving this 
formula we have utilised expressions for initial fields (see 5.3). One 
may wonder if the method of this section yields a result consistent 
with (5.3.20) when applied to u. To answer this question in the 
affirmative, we use a potential representation for the limit in 
(5.3.4) obtained from (5.2.17), (5.4.4.1-6) and (5.4.3.1). The result 
of this manipulation is seen to be identical with (5.3.P2). thus 
concluding (5.3.20) once again. 
Example 
  In the case of isotropy we have 
Cijk/ = Mij8k1+P(6ik5j1+Sit'ik), Kit = kSii, (5.5.8a,b) 
where (A, p) and k are Lame's constants and the permeability constant, 
respectively. Furthermore, we assume the fluid to be incompressible by 
putting m = 0. The one dimensional motion 
ui = u1(x1,t), U2,3 = 0, p = p(x1,t)(5.5.9a-c) 
with initial and boundary conditions (see (5.1.6) and (5.1.7)) 
dui 
dx1 t=0 = 0,
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 sI = po (constant), p = 0 on xi = 0 
ul = 0,a nn= 0 on xi = h (h > O:constant)(5.5.10a-e) 
produces p given by (Terzaghi(1943)) 
  (5.5.11) p(xl) = 9,0sinMhexp(—M2Tu) > 
where 11 = (2m + 1)7r/2 , T„ = cut/h2 and 
cu=k(X+ 2p).(5.5.12) 
At xi = 0, we have 
        °° o
  = —---- exp(—M2T„) ,(5.5.13) 
which approaches asymptotically to
    2P°T-1/2 fet2dt =- ----------=—prcc„t (5.5.14)     r(cut)1/2 
as t 1 O. Therefore (5.5.4) gives y(0) = —po/,,/7ccu . Also,(5.5.11) 
yields p(x1,0) = po (0 < xi < h) . On the other hand the boundary 
condition at xI = 0 says p(0,0) = 0. Hence by using 
 (n.*(l)n)I/2 ,k(A + 2µ)(5.5.15) 
             which follows from (1.2.3), we conclude that (5.5.3) is satisfied. 
5 . 6 Boundary integral equations 
   This section considers the limits of (5.2.17) and (5.2.18) for 
s > 0 as the observation point x tends to a point so on the boundary. 
This calculation determines the boundary integral equations for 
consolidation problems. Hence this section is intended as a 
preparation for the numerical BIEM to be discussed in Part II. 
   As a matter of fact a part of this work has already been done in 
5.3, where we have considered potentials whose kernels do not include 
time. In addition we have already considered a more difficult problem 
of letting s10 in the limits which we shall compute here. Hence in 
this section we shall deal with the limits of the forms 
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 lim s F(x-y,s-t)igy,t)dtdS, 
 x-xo aD 0 
 1imjfsF(x-y,s-t)IP(y, t)d dV. (x€at)  x0E  OD) (5.6.1a,b) 
 x—xD0 
without going into the detail of the derivation, where F is a kernel 
function whose spatial Fourier transform is written as in (5.4.7) and 
IP is a density function which appears in (5.4.3-5). 
  As in 1.3 we start by replacing at) and D by a circular disc S and 
a half ball B. We then compute the Fourier transform of (5.6.1a) by 
using the backward analyticity of IP assumed in 1) and 2) in 5.1 to 
have 
 T{isjrsFidtdS} 
       o = P(S)SfSeG( )(s-t)dtikea,^) + ......... 
              0 
   %IREa,^) + .....(5.6.2) 
and a similar result for (5.6.1b), where i(e.a,^) stands for the 
Fourier transform of iL(•,^) on S, and the suppressed terms in the 
series include functions of order 0(1 I n-4) as I I ->o . The 
cartesian axes which we have used here are the same as those used in 
1.3 and 5.4. Since P/G is an (n-2,0) homogeneous function, we can 
apply the the results in 1.3 to this leading term. Therefore we do not 
have to assume (5.4.1.24) even when n = 2. This is in contrast to the 
case discussed in 5.4.1. In addition the remaining terms_ in (5.6.2) 
are seen to give rise only to an integrable contribution to (5.6.1) 
because -1n2 (see (1.3.1.2) and (1.3.1.3)). Therefore the boundary 
behaviour of the potentials in question is completely the same as that 
of a time-independent potential having f-'(P/G) as the kernel and 
1y(•,^) as the density function. We thus obtain 
 limf f5(xYst)S(i)dt 
  x-xoaD 
= ffli(xYst)s(Yt)dtds,(5 .6.3) 







  x-~xoal) 







fD fS(xyst) - S(y, t)dtdS=+2\m +finD*(n)n 
  + v.p.fD fS(xos_t)  - S(y, t)dtdS, 
rs   T.(x,y,s-t)•u(y,t)dtdS sio





    fD fS(Tyst)To,,-•u(y,t)dtdS,(5.6.6) 
        f0 W(x,y,s-t)p(y,t)dtdS = +2p(xo,^) 
v.p. f ISW(x0,y,s-t)p(,t)dtcdS. x0E8D (5.6.7) 
          aD 
potentials satisfy relations similar to (5.6.3). 
use results, (5.2.17) and (5.2.18) we obtain the following 
al cations for consolidation problems: 
    fUo(x_Y)s(Y,^)ds  - v.P.f So(x,y)u(y,^)dS op 
Uo(x-y)f(y,^)dV + f f(x_u,s_t)s(,t)dLds 
                      aD 
 - v.p.f fS(xysi)u(f)dt- IDD f0SP(x_y,s_t)r(y,t)dta 
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 + Df fZ(x,u,s_t)P(yt)dtdS +f fs(yst)f(yt)dtdv                                   DD 
 + f fSp(x_y,s_t)g(y,t)dtdv + f  P(x-y,^)6(y)dV , (5.6.8) 
and 
 Zp(x,^) = v.p.fVo(x-y) -S(y,^)dS - p.f.fTo(x,y) -u(y,^)dS    aDaD 
   + fVo(x_y)  •f(y,^)dV + v.p.f S(xst) -S(y,t)dtdS 
 aD 
    - p. f.faD f(xs_i) • u(y, t)dtdS - fD fSQ(x_y,s_t)r(y,t)dtds 
   + v.p.faD fSw(x,y,s_t)p(mt)dtds  + f f(x,s_t)  •f(y,t)dtdV 
+  
 Df fQ(x_y,s_t)g(,t)dtdv + fQ(x_s)o(u)dv. 
 x aD(5.6.9) 
For s > 0 we solve (5.6.8) and (5.6.9) simultaneously to determine 
boundary quantities completely. 
  It is noteworthy that (5.6.8), viewed as an integral operator on 
u(- ,^) and s(- ,^) , has the same singularity as that of the direct 
integral equation for elastostatics. This is seen from (5.6.2) and 
 UO+lll t=0= 0*-1 ,(5.6.10) 
ex(- ,1) 
which follows from (5.2.3a,c). As to (5.6.9) the apparent 
singularities of the kernels in the integrals involving u(•,^) and 
S(•,^) cancel with each other to reduce themselves to integrable 
singularities. This result is read off from (5.6.2) and 
    ZJ)-1,0)T V0+ --------- = 0,(5.6.11) 
which follows from (5.2.3b,d). Also, we see form (5.6.8) and (5 .6.9) 
that the strongest possible singularities of kernels which operate on 
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p and r are v.p. singularities. 
  Finally we note that the argument used 










5  . 7 Numerical procedure
  In the sequel we shall discuss a numerical method of analysis using 
the formulation developed so far. We shall restrict our attention to 
the isotropic case characterised by (5.5.8a,b), where the fundamental 
solution is available. Also, we shall neglect the compressibility of 
fluid ( m = 0 ) following a common practice among soil engineers.
5 . 7  . 1 Fundamental solutions
  In the first place we have to determine the fundamental solutions. 
The calculation of these solutions, however, does not introduce any 
difficulty. Indeed, the Fourier inversion based on (5.2.3) leads to
U = 8(t)(-flog R+VR®OR
411
+W M ~ 1(1- eR2/4c„t ) )2R2

























   '5(2Rcv e-R2/4cut  V
4~cR'-VR—H(t)n(4cv05/2VR, 
        /-R2/4c„ t  P     H(t)(R2' (4cut)1/2) —R(4cvt)1/2)VR, 
     c,H (t)e-R2/4c„ t 
    (4xc3/2k(N = 3)(5.7.1.2a-d) 
where c„ is a constant defined in (5.5.12), R = Is — jI, S(t) is 
Dirac's delta, H(t) is the step function and Erf is the error function 
defined by 
Erf(z) =ret2dt ,(5.7.1.3) 
           0 respectively. V 's in (5.7.1.1) and (5.7.1.2) are with respect to x. 
5 . 7 . 2 Integral equations 
  In the sequel, we shall restrict our attention to 2 dimensional 
case for the purpose of simplicity. 
  The integral representations investigated so far convert the 
original initial- boundary value problems to a system of integral 
equations (5.6.8) and (5.6.9). For the special case of 2D isotropy, 
these integral equations reduce to 
 "(2s)= fUo(x)s(s)                      —fSo(x)u(s)dSjr 
     — v.p.fPo(y-x)q(x,^)dS—fUo(y-x)f(y,^)dV 
  aDD 
+ fDJo11(x-y,s-t)s(y, t)d dS—v.P•faD f(x,s_t)u(,t)dtds 
    — v. p.f f(Y_x,s_t)q(y,  t)dtdS+f fZ(x,y,s_t)p(y,  dtdS
 aD 
+   Df f(x-s-t)f(,t)dtdv+ f fP(x_Y,s_t)9(,t)dtdv 
         D
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 +f DP(x-y,^)0(y)dV , (5.7.2.1)
and
p(Zs) = v.p.ir Vo(x-y) 
      ap
•S(y,^)dS - p.f.faDTo(x,y) • u(y,^)dS
- fVo(-x)•f(y,^)dV + v.p.f 
aD f)t) .. S(y, t)dtdS
— p.f. faDfs 
0
T(x,y,s-t) • u(y, t)dtdS- fanJos (x-y,s-t)q(y,t)dtdS




q(x,^) = jrsr(x,t)dt , 
  0
(P(x,^) = - H(s)Re  R2/4c°s
87rc„s2
VR (5. 7.2.3a ,b)
and
(x,^) _ H(s)  Oak i
Rte R2/4c„s eR2/4c s
4c„ S3 s
2 (5.7.2.4)
In deriving (5.7.2.1) and (5.7.2.2) from (5.6.8) and (5.6.9), we have 
used integration by part with respect to t, along with (5.2.5a,b) in 
integrals including r (q). This is in order to eliminate the possible 
1/V singularity of r(• ,^) discussed in 5.5. The apparent 
non-symmetry of (5.7.2.1) and (5.7.2.2) is due to the assumption of 
isotropy, with which Qo is seen to vanish*. Also the absence of v.p. 
symbols in front of integrals involving So and W is due to the assumed 
isotropy and incompressibility of fluid. 
  One may doubt the effectiveness of (5.7.2.2) for numerical 
applications because of the apparently very strong singularity of the
* C 8(x) to be precise, where C is a constant.
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kernels. As one may gather from 
is not to be the case. Indeed, 
(5.7.2.2) are expected to cancel 
to integrable singularities. A 
next section confirms this.
the discussion in 5.6, however, this 
the singularities in the integrands in 
with each other to reduce themselves 
direct calculation to be shown in the
5  . 7 . 3 Numerical methods of integration
  In this section we shall implement a numerical method 
of Biot`s equations using the formulation investigated so 





  We first compute the initial field. A direct BIEI'l discussed in 
1.5. is used to this end. Namely, we discretise (5.3.36) by using 
boundary conditions (5.1.7a,b) and certain shape functions, solve 
the resulting algebraic equations for discretised 
u(x0,0) and s(x0,0) , and then use (5.3.6) and (5.3.7) to obtain the 
initial fields. 
  We next compute the initial values of the boundary quantities 
u, s, p and q as a preparation for the subsequent analysis. The 
first two, however, have been obtained as solutions of (5.3.36), 
and the initial value of q is zero by definition. As to p on app 
the boundary condition (5.1.7c) provides the answer. Finally, one 
uses (5.5.3) and (5.1.7d) to set the initial value of p on al), 
after computing (5.4.2) from (5.3.21) and the solution of (5.3.36), 
In the present context (5.3.21) simplifies to




where c is a unit tangent vector to op at x . As can be inferred 
from (5.7.3.1) it is convenient to use a sufficiently smooth shape 
function for u since (5.7.3.1) includes tangential differentiation . 
  As has been pointed out in 5.3 the integral equation for the 
initial field loses the uniqueness of solution when D has holes . 
Correspondingly, the associated numerical equation yields 
inaccurate results. We therefore avoid this inaccuracy by using one 
of the remedies discussed in Kobayashi & Nishimura(1982) or in the 
appendix to chapter 4.
  Let the solution be known up to a certain time s — At ? 0 
where At > 0 is a constant. We now wish to obtain the solution at 
s = s(> 0). To this end, we introduce time interpolation functions 
41(t) and 02(t) in the interval [s-At ,s] in a way that
Q1(s) = 1, 01(s-At) = 0,
Q2(s) = 0, Q2(s-At) = 1 (5.7.3.2a-d)
are satisfied. One may then interpolate a function of t, say
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 u(• ,t), by
u(• ,t) ti u(• ,^)41(t) + u(- ,s-At)S12(t) (5.7.3.3)
in [s-At,s ] , where u(• ,s-At) is known, but u(• ,^) may not be. 
It may then be clear that the integral equations (5.7.2.1) and 
(5.7.2.2), with approximations of the forms in (5.7.3.3) applied to 
boundary quantities such as u, reduce themselves to integral 
equations of the following form:
      (kernels)-(quantities at t = s)dS = known functions. (5.7.3.4) faD 
  We shall henceforth call the transformation of this type as 
'time -discretisation' . After time-discretising (5.7.2.1) and 
  (5.7.2.2), we apply the conventional BIE techniques using spatial 
  shape functions. The solution to the resulting simultaneous 
  algebraic equations determines the boundary quantities at t = s. 
3) Repeat step 2) by setting s + At for the new s 
  We next discuss our specific choice of the time interpolation 
function and the method of integration. In principle we may use any 
time interpolation function. We here choose linear time variation so 
as to keep the method simple. This time variation also allows us to 
calculate all the pertinent time integrals analytically. Indeed, the 
following glossary is useful to this end:
f(s-t)e-A/(s-t)dt
   (s2)2 e-A/(s t)+A(2t) et) +22Ei(-A/(s-t)) ,
fet)dt  = - (s-t)e A/(s-t) - AEi(-A/(s-t)),




di = --1 e-A/(s-t) A
I e-A/(s-t)(s — t)3 dt = -
eA/(t)
A (s






where Ei denotes the exponential integral function. 
   We now use the formulae in (5.7.3.5) to compute the kernel 
functions in the time-discretised versions of (5.7.2.1) and (5.7.2.2). 
Only the kernels which operate on  u(•,^) are considered because the 
other kernels can also be determined in the same manner. To begin with 
we shall list the explicit forms of the relevant kernels in (5.7.2.1) 
and (5.7.2.2): 
So(x,y) = R (VR •n) VR®VR, 
(x,y,^) _ —2PkR(s) [ { (1 — 4VR®OR) (VR • n) +n®VR + VR®n} 
fe-R2/4cus1 — e R2/4c„s 4usR2 
                            Rte R2/4c„s 1 + {VR®n — VR®VR(VR•n)} ----------- 
                                 8cU2s2, 
To(x,y) = — p(n — 2VR(VR • n))/iR2, 
T (x,y,^) = 8~U)LR2~RS4c(it—VR(VR • n)  
                                   v 2e-R2/4c„s    S2----------- n](5.7.3.6a-d) 
In the derivation of (5.7.3.6) we have used (5.7.1.1) and (5.2.19). Th
e kernel Ki(x,y) which operates on u(• ,^) in the time-discretised 
version of (5.7.2.1) is written as 
K1(x,y) := So(x,y) +
ss(x,y,s-t)(1 — s-t)dt (5.7.3.7)         -AtAt)' 
where we have used a linear time interpolation. Use of (5.7.3.5) and (5
.7.3.6) then transforms (5.7.3.7) into 
K1 (x, y) 
1---------------- f(
µ1 + 2(4+ ~.t) VR®VROR• n+   2~r(A+?~t)Rt)C)pt(n®OR — DR®n) }
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   4n(4'+2µ)R(~t)[{ (1 -  4DR®DR)  (DR-n) +n®DR + DR®n} 
(E2() - E,1(Ot)) + 4{DR®n - DR®DR(DR n) }El ( t) 
          - {1 (VR  • n) + n®DR - 3DR®n1 Ei( -Ot) ] , (5.7.3.8) 
where 
E~ (x) =ex- 1,E2 (x) =e~-1+ x(5.7.3.9x, b) 
                                                                                                                                           • 
            x In the same manner we obtain a similar kernel (denoted by K2) in the 
time-discretised version of (5.7.2.2) as 
K2(x,y) •=.To(x,y) +fs f(x,y,s-t)(1 - s - t)dtjr  
                                   -ot 
  87c„[(4n-(DR•n)DR)(~t)2(El(Ot) + E2(2-1-)) 
     Ot{4e-A/At (n (DR • n) DR) 
    - 2n {Ei(-Ot) - E1(Ot)} }].(5.7.3.10) 
These forms will be used in the numerical calculations to be presented 
in 5.8. 
  As a check of the general theory in 5.6.concerning the behaviour of 
the kernels we shall compute the singularities in K1 and K2. A direct 
calculation shows that (5.7.3.8) has an asymptotic form 
K1(x,y) = 2r(4+242)R1 (µ  + 2(4 + µ)DR®DR) (DR - n) 
    + p (n®DR - V12071)} + 0(R log R) as R1 0. (5.7.3.11) 
The singular term in this expression is seen to coincide with the 
elastostatic double layer kernel (see Chapter 1). Similarly, we see 
that (5.7.3.10) behaves as 
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 K2(x,y) _— --------n log R + 0(1)(5.7.3.12)             a
rc„4 t 
for a small R. This shows that K2(x,y) has an integrable singularity 
at R = 0. These results conform to the prediction of the general 
theory in 5.6. 
  Now that we have shown the singularities of our kernels to be the 
same as those of elasticity, we may apply the techniques for 
evaluating the elastostatic singular integrals to our integral 
equations. Namely, we may compute such integrals in (5.7.2.1) and 
(5.7.2.2) so that the discretised versions of (5.7.2.1) and (5.7.2.2) 
are satisfied by some known solutions of (5,1.1) and (5.1.2). In 
elastodynamics plane waves have turned out to be a convenient choice 
for the 'known solutions' (see Chapter 4). In consolidation, we may 
use 
1. Rigid translation 
u = uR•f(t), p = 0,(5.7.3.13a,b) 
where uR is a constant vector, and f(t) is an arbitrary function of 
time. 
2. Uniform shear 
 u = (uniform simple shear) -f(t), p = 0.(5.7.3.14a,b) 
This satisfies (5.1.1) and (5.1.2) because div u = 0. 
3. Uniform pressure 
u = 0, p = constant.(5 .7.3.15a,b) 
p may be an arbitrary function of time if m vanishes. 
4. Radial expansion 
u 
Ixl2f(t), p=0.(5.7.3.16a,b) 
This is a solution of (5.1.1) and (5 .1.2) when the material is 
isotropic. 
  1 3 are interior solutions while 4 is an exterior solution of 
(5.1.1) and (5.1.2). In using the method of substitution one has to 
remember that an interior (exterior) solution satisfies integral 
equations for interior (exterior) problems. One may, however, use an 
exterior solution for computing singular integrals in interior 
problems and vice versa. Indeed, one first adds u (p) to the RHS of 
(5.7.2.1) ((5.7.2.2)) to obtain the BIE for exterior problems, which will b
e satisfied by an exterior solution . The method of substitution 
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then computes some singular integrals in the BIE for exterior 
problems. This process determines singular integrals in the BIE for 
interior problems at the same time because the exterior BIE and the 
interior BIE differ only by non-integral terms. Note that we now have 
more known solutions that the number of singular integrals (2 in 2D) 
in (5.7.2.1) and (5.7.2.2). As it turned out, however, use of this 
technique to some of logarithmically singular integrals increases the 
accuracy of the numerical solution considerably. Hence we shall try to 
use as many of the above 4 solutions as possible in the numerical 
examples to follow. 
5  . 8 Numerical examples 
  In this section we shall test the performance of the present method 
by applying it to some sample problems. We shall use pc' for a constant 
having a dimension of stress. 
5 . 8 . 1 Circular disc 
  We solved the following initial- boundary value problem for a 
circular domain D having a radius of a. 
Initial condition 
 0 = 0,(5.8.1.1) 
Boundary conditions 
S = —pin, p = 0 on 8D,(5.8.1.2a,b) 
Poisson's ratio 
v = 0, 1/3.(5.8.1.3) 
  For this analysis we used 32 linear isoparametric boundary 
elements. The time shape function is also linear. All the time 
integrations are carried out analytically, whereas the spatial 
integrals are evaluated by use of the Gaussian integration together 
with the method of substitution with (5.7.3.13). The time increment 
At is kept constant (Atc„/a2 = 1/100 ) during the analysis. 
  Fig.5.8.1.1 shows the obtained boundary displacement as a function 
of time factor tc„/a2. The BIE results shown by symbols agree well 
with the analytical solution given by curves( Tamura(1981) ). The CPU 
time was about 3 sec. per step by using VP100 of the Data Processing 
Centre of Kyoto University. 
5 . 8 . 2 Circular hole in an infinite plane 
  We next consider a circular hole (radius = a) in an infinite plane. 
We assume that this infinite plane has an initial stress r0 and a 
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vanishing initial pressure. We then 'excavate' a hole in a way that it 




5=0, p=0 on 3D. (5.8.2.2a,b)
In the present analysis we set Ti? = -0.4p0, r29 = -0.8p0, rig = 0 , 
and v = 0. Also, we have used 32 piecewise linear boundary elements of 
equal length. Fig.5.8.2.1 shows the deformation of the boundary 
calculated by using the present formulation. The out-most circle 
represents the undeformed shape of the boundary and the least flat 
(flattest) curve shows the initial (final) shape. In this figure we 
have plotted two series of numerical results together, i.e., the 
displacements on at, for 0 < cut/a2 < 1 obtained with 
c4t/a2 = 1/100 and those for 1 < cut/a2 < 10 obtained with 
c„At/a2 = 1/10 . As it turned out, this problem is particularly 
sensitive to the accuracy of numerical integration. Therefore we have 
used the method of substitution with (5.7.3.13), (5.7.3.14) and 
(5.7.3.16) in order to obtain not only v.p. integrals, but also some 
of logarithmically singular integrals.
5 . 8 . 3 Loaded half-plane






S = as given in the inset of Fig.5.8.3.1,
p = 0 on 3D, (5.8.3.2a,b)
Poisson's ratio
v = 0. (5.8.3.3)
  From a physical point of view the displacement field for this 
problem is rather pathological because it behaves logarithmically at 
the point of infinity. In addition the solution is not unique in the 
sense that one may superpose a rigid motion on one solution of this 
problem to obtain another. In civil engineering practice, however, one 
usually sets vertical displacements at certain points (usually taken 
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 Fig.5.8.3.1 Deformation of a loaded halfplane. Poisson's ratio = 0.
motion. We here follow this practice by setting u2 = 0 at 
 xi = +7a, x2 = 0 . It should therefore be remembered that the pattern 
of the displacement, rather than its absolute value, bears physical 
meaning. Another peculiarity of this problem arises from the fact that 
the length of the boundary is infinite. Since our method cannot deal 
with such a boundary, we truncate it and take only the finite part of 
it into account. In order to see the effect of this truncation we have 
carried out two numerical analyses, one with the truncation at 
xi = +9a and the other at xi _ ±20a . This comparison has shown 
practically no difference between these two computations, thus 
justifying the method of truncation. The deformation pattern shown in 
Fig.5.8.3.1 is obtained by using c„4t/a2 = 1/10 and 1/100 (1/100 for 
c„t/a2 < 1 and 1/10 for cut/a2 > I . The number of (linear) boundary 
elements is 45 and the boundary is truncated at xi = ±20a.  In this 
example it is inadmissible to use the method of substitution because 
al) does not form a closed contour. Hence we used a standard Gaussian 
integration even for computing singular integrals, but only after 
reducing them to ordinary integrals by using the geometrical symmetry 
of the element. For example we use formulae such as 
     ra+b1 =-b  v.p.c1xjrdx(a,b > 0)(5.8.3.4) 
a xa x 
to reduce singular integrals to ordinary integrals. The upper-most 
curve in Fig.5.8.3.1 shows the initial deformation. As the time 
proceeds the deformation at the mid point of the boundary increases 
apparently. 
5 . 9 Concluding remarks 
a) Some authors have developed different BIE formulations for the same 
problem. Predeleanu(1981) used a potential representation for u rather 
than u as a basis of his method. This is, however, not very convenient 
for consolidation problems since u sometimes jumps as a function of 
time, and, hence, if may behave like Dirac-s delta 5(s) . In addition, 
Predeleanu's formulation uses p as the initial condition , which is not 
only awkward physically but also inconvenient numerically . Actually 
this means that his method almost always requires volume integration 
since the initial pressure p is seldom zero in practical problems. H
ence his method is possible only after sacrificing the boundary only 
nature of BIEM. Banerjee & Butterfield(1981) proposed a BIEM using 
BIE's for elastostatics and heat equation . Kuroki et al.(1982) also 
proposed essentially the same method independently . Their method is 
not of 'boundary' type, in the strict sense of the word, since their f
ormulation involves volume integrals . Besides, their approach seems 
to reflect the mathematical structure of the problem only in an 
awkward manner. For example, their exponential factor in their 
fundamental solution is different from the natural one given in 
(5.7.1.1) and (5.7.1.2). However, their method is superior to the 
present formulation as far as the core saving is concerned. Aramaki et 
al.(1982) extended the Banerjee Butterfield Kuroki formulation to the 
case where the soil has a thin layer of permeable material . 
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Garcia-Suarez & Alarcon (1982) also proposed a method going along a 
similar line as that of Banerjee Butterfield Kuroki formulation except 
that they used a finite difference formula to reduce heat  equation to 
a Helmholtz type equation. Their method, at its best, is an 
approximation to Banerjee Butterfield Kuroki formulation which is 
another. In addition, their treatment of initial field is inadequate. 
Cheng and Liggett(1984) proposed a BIFM using Laplace transform with 
respect to time. Their approach is expected to provide a practical 
alternative to the present formulation. It appears to the present 
author, however, that their argument could have been simplified by the 
use of u and p as unknowns. Recently, Cheng & Predeleanu(1987) 
obtained a formulation similar to the present one. 
b) The author emphasised the effectiveness of the present formulation 
for applied mathematical applications. In particular, we could 
determine the structure of singularity of fluid eflux on the boundary 
at s = 0. We may further improve the accuracy of the numerical 
solution by taking the exact singular behaviour of the solution into 
account. The analysis in chapter 3 may help the reader understand what 
kind of numerical techniques one will require for such refinements. 
c) Soil engineers often use a quantity called 'degree of 
consolidation' defined by 
   U(s) = 1 — fp(x,^)dV/fp(x,0)dv(5.9.1) 
It is easy to see that this quantity is also a 'boundary' quantity 
when the skeleton is linearly elastic. Indeed, assuming that the body 
force vanishes, we have 
    0= fx.  (div z'— Vp)dV 
       = jrx • SdS —f(trz'— Np)dV ,(5 .9.2) 
   aDD 
for the N dimensional case, where z' stands for the effective stress. 
From (5.9.2) we conclude 
   fp(xs)dV= —NJr • S(x,^) — tr{C[u(x,^)®n] }] dS . (5.9.3) 
In particular, we have 
fp(x,^)dV= _NJr(x •S(x,^) — (NJI +2p)u(x,^) •,n ) dS(5.9.4) 
for isotropic cases. We can therefore calculate this quantity directly 
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from the boundary traction and displacement obtained as BIE solutions. 
d)  Biot's theory of consolidation is closely related to coupled 
thermoelasticity in that these theories are based on similar 
equations. Sladek & Sladek(1983) investigated several BIEM's in 
various theories of linear thermoelasticity. 
e) The material in this chapter is taken from Nishimura(1984), 
Nishimura & Kobayashi(1987), Nishimura, Umeda & Kobayashi(1986) and 
Nishimura(1987).
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