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Abstract—Applications that require good network perfor-
mance often use parallel TCP streams and TCP modiﬁcations
to improve the effectiveness of TCP. If the network bottleneck
is fully utilized, this approach boosts throughput by unfairly
stealing bandwidth from competing TCP streams. Improving
the effectiveness of TCP is easy, but improving effectiveness
while maintaining fairness is difﬁcult. In this paper, we describe
an approach we implemented that uses a long virtual round
trip time in combination with parallel TCP streams to improve
effectiveness on underutilized networks. Our approach prioritizes
fairness at the expense of effectiveness when the network is fully
utilized. We compared our approach with standard parallel TCP
over a wide-area network, and found that our approach preserves
effectiveness and is fairer to competing trafﬁc than standard
parallel TCP.
Index Terms—System design, Network measurements, Exper-
imentation with real networks/Testbeds
I. INTRODUCTION
The ability to move large amounts of data quickly over a
shared wide area network is a necessity for many applications
today. The Atlas project [1] must be able to move many
petabytes of data per year between Europe and the United
States. Multiuser collaborative environments combine visual-
ization, video conferencing, and remote application steering
into a distributed application with low latency and high band-
width demands [2], [3]. The Optiputer project [4] aims to build
a distributed computer using a wide area network path for a
backplane. Other tools such as GridFTP [5], bbcp [6], DPSS
[7], and PSockets [8] are used by applications that need to
move large amounts of data over wide area networks.
Many of these applications use the Transmission Control
Protocol (TCP) for accurate and reliable in-order transmission
of data. TCP relies on the congestion avoidance algorithm
(CAA) [9] to measure the capacity of a network path, fairly
share bandwidth between competing TCP streams, and to
maximize the effective use of the network.
Unfortunately, the CAA prevents the effective and efﬁcient
use of wide area networks for these applications. The CAA
relies on packet loss to indicate that the network is overloaded,
and responds to packet loss by decreasing the transmission rate
of the TCP stream by half. Van Jacobson [9] assumed three
things about packet loss when he designed the CAA – the
fraction of non-congestion packet loss (”damaged packets”)
is   1%; network speeds (circa 1988) are low enough to
prevent measurable sensitivity to low (< 5%) loss rates; and
an implicit assumption that packet reordering would not affect
the congestion avoidance algorithm. Jacobson found that the
CAA is sensitive to packet loss when the packet loss rate is
the same order of magnitude as the square of the congestion
window in packets. This has become a problem for high-speed
networks, since the maximum frame size is usually ﬁxed at
1500 bytes [10].
There is a substantial body of evidence that effects such
as packet reordering and non-congestion packet loss can
degrade TCP performance over wide area networks. The non-
congestion losses perceived by TCP are due to many factors
unrelated to simple network congestion that include end-host
[11]–[15] and network infrastructure effects [16]–[19]. These
effects on wide-area high-speed networks can lead to situations
in which it can require over 4 hours for a TCP stream to
completely recover from one loss event [20]. Non-congestion
loss also has signiﬁcant effects on satellite links [21]. There are
efforts within the networking community to design modiﬁca-
tions to TCP congestion avoidance to overcome these effects.
Most of these efforts rely on mechanisms that aggressively
compete for network bandwidth, which can lead to unfair
behaviors at best, and congestion collapse at worst.
In this paper, we describe an approach that modiﬁes the
aggressive tendencies of parallel TCP to allow an application
to consume unused bandwidth when the network is under-
utilized. When the network is fully utilized, our approach
is substantially fairer to competing trafﬁc than an equivalent
number of parallel TCP streams.
II. BACKGROUND
In previous work [22], we performed a series of network
measurements between the University of Michigan in Ann
Arbor and NASA AMES in Moffett Field, CA over a high
speed path to determine if parallel TCP streams were effective
at improving throughput, and to gain insight on the relationship
between the number of parallel TCP streams and performance.
We found that as the number of TCP sockets used in the
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early until the bandwidth∗delay product of the network was
achieved.
We were convinced that parallel TCP was effective, but were
concerned about the effects of parallel TCP on other network
streams. To gain deeper insight into the effects of parallel TCP,
we performed a series of simulations to measure the effects of
parallel TCP on effectiveness and fairness [23]. The simulation
loss model was based on loss characteristics observed from
data transfers over a wide area network. We found that the
simulation loss rate was high enough to prevent a single TCP
stream from fully utilizing available network bandwidth, and
that a set of parallel TCP streams could collectively consume
unused bandwidth without stealing bandwidth from competing
trafﬁc. However, when the network was fully utilized, parallel
TCP could improve performance only by unfairly stealing
bandwidth from competing trafﬁc.
In simulation, we discovered that a set of parallel TCP
streams that coupled one standard TCP stream with a group
of TCP streams with reduced aggressiveness could effectively
consume unused bandwidth, yet were unable to steal band-
width from standard TCP streams when the network was
busy. We found that we could adopt this method to retain
the desirable effectiveness of parallel TCP and substantially
reduce unfairness when the network was busy.
Our implementation modulates the aggressiveness of an
individual TCP stream by increasing the number of ACKs
necessary to increase the congestion window. This has the
effect of creating a virtual long round trip time (RTT) for the
stream. Our approach exploits a behavior of TCP in which
long RTT TCP streams are unable to compete with short RTT
TCP streams for available network bandwidth [24]. We call
these modulated TCP streams fractional streams because their
aggressiveness is a ﬁxed fraction of the aggressiveness of a
single unmodulated TCP stream. We call the combination of
the unmodiﬁed single TCP stream and the set of fractional
streams Combined Parallel TCP. This paper describes the
implementation and test of this modiﬁcation on a real network.
We believe that the work described in this paper contributes
to existing work in several ways. First, our Combined Paral-
lel TCP approach retains the TCP-friendly characteristics of
each TCP stream. We exploit a behavior of TCP that does
not fundamentally change the AIMD characteristics of TCP.
Second, our work substantially retains effectiveness on under-
utilized networks and automatically prioritizes fairness over
effectiveness when the network is busy. Finally, our approach
provides a mechanism to dynamically tune the aggressiveness
of parallel TCP using the virtual RTT factor.
The next section of this paper describes other approaches
used to improve TCP performance over wide area networks.
III. RELATED WORK
Many papers have been written on the topic of improving
TCP performance for long-lived TCP streams on high-speed
networks. Scalable TCP [20] improves TCP performance by
using a ﬁxed additive increase (AI) value and a multiplicative
decrease (MD) factor that is less than the 1/2cwnd factor
used by the standard TCP congestion avoidance algorithm.
These AIMD factors make Scalable TCP more aggressive
than standard TCP by seizing more bandwidth while probing
network capacity and releasing less bandwidth on packet loss.
Using these AIMD modiﬁcations, a Scalable TCP stream
competing with a standard TCP stream on a shared network
path with similar round trip times will not seek the optimal
fairness and efﬁciency point in the phase diagram of Chiu and
Jain [25]. Thus, the use of competing Scalable TCP ﬂows on
a busy network will lead to a higher packet loss rates and
reduce the amount of effective work (”goodput”) performed
by the network.
PSockets [8] is an application level library that opens
concurrent TCP streams to increase aggregate TCP throughput.
PSocket exploits the fact that a set of N TCP streams is
functionally equivalent to a virtual Maximum Segment Size
(MSS) of N*M S Sof the MSS used by a single TCP stream.
Parallel TCP streams are aggressive on a shared network and
can steal bandwidth from competing TCP streams. Previous
work [22] showed that a single application using N parallel
TCP streams competing with k other streams will receive
N/(N+k) of the network bandwidth, rather than the 1/(N+k)
portion the other streams receive.
High Speed TCP (HSTCP) [16] is designed to amelio-
rate the effects of media bit error rates on long-lived TCP
streams over wide-area networks. HSTCP modiﬁes the AIMD
parameters of the standard TCP congestion avoidance control
system as a function of the current cwnd and observed packet
loss rate. This parameter modiﬁcation is designed to gently
probe network capacity during the early startup phase of a
HSTCP stream (when cwnd is small). After the gentle startup
phase, when cwnd is large, HSTCP releases substantially less
network bandwidth than 1/2cwnd on packet loss, and recovers
more aggressively than standard TCP during the AI phase.
When the modiﬁed AIMD parameters are is use, HSTCP is
unfair to competing unmodiﬁed TCP streams. Moreover, due
to its aggressive tendencies, HSTCP is unsuitable for use on
networks slower than 10 Gb/sec, limiting its applicability.
FAST TCP [26] uses both packet loss and increased packet
round trip time as indications of network congestion. FAST
TCP implicitly assumes that the minimum round trip time
value observed during a TCP session is the propagation
delay (transmission delay with no queueing) on the end-
to-end network path. However, if FAST TCP is used on
networks with persistently populated queues, it will incorrectly
infer the propagation delay of the network and behave more
aggressively than competing unmodiﬁed TCP streams. Biaz
[27] found that RTT measurements do not adequately rep-
resent queue length, and should not be used as a predictor
of congestion. Measurements [26] show that FAST TCP is
unfair to competing unmodiﬁed TCP streams using network
measurements from CERN to the United States over a 2.4
Gb/sec network.
Tsunami [28] is a new reliable transport protocol that uses
UDP as an unreliable datagram delivery service to improve
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of a class of protocols that improves throughput by using UDP
to bypass congestion avoidance. Applications that implement
or utilize UDP based protocols such as Tsunami without
TCP-friendly congestion avoidance put the Internet at risk of
suffering excessive congestion induced packet loss events and
congestion collapse.
Congestion Manager [29] is a software framework that
can be used to implement alternative congestion avoidance
mechanisms. The binomial congestion control algorithm [30]
is a nonlinear control system that generalizes the AIMD class
of congestion control that can be used with Congestion Man-
ager. Binomial congestion control parameters that are TCP-
compatible can be selected to improve TCP performance over
lossy wide-area networks. Unfortunately, binomial congestion
control is unfair to competing unmodiﬁed TCP streams across
networks with droptail queue routers. Since RED [31] has
not been widely deployed, binomial congestion control is not
suitable for use on public production networks.
The important lesson that can be learned from the ap-
proaches described in this section is that increasing through-
put (effectiveness) is easy, but improving effectiveness while
maintaining fairness is difﬁcult. Finding the balance between
effectiveness and fairness is the primary motivation for the
work described in this paper.
IV. COMBINED PARALLEL TCP STREAMS
Our goals in designing and implementing the combined
parallel TCP approach is to improve effectiveness on an
underutilized network and maintain fairness at the expense of
effectiveness if the network is busy. The existing aggressive
approaches described in the previous section improve effec-
tiveness at the expense of fairness when the network is busy.
Our combined approach exploits the fact that short round
trip time TCP streams dominate long round trip time TCP
streams when both are competing for network bandwidth [24],
[32]. When the network link is uncongested, either due to
underutilization or systemic, non-congestion packet loss, the
combined set of parallel TCP streams will consume the unused
bandwidth without appropriating bandwidth from existing sin-
gle TCP streams. When the network is congested, the single
unmodiﬁed TCP stream of the set of combined parallel TCP
streams will effectively compete with other TCP streams to
secure at least one stream’s fair portion of network bandwidth.
The fractional components of the combined parallel TCP
streams will not be able to compete effectively with other
unmodiﬁed TCP streams, and will each secure much less than
a single stream’s fair share of the network bandwidth.
Simulation results from previous work [23] shows that
combined parallel TCP streams are more effective than a single
unmodiﬁed TCP stream when the network is underutilized,
and are substantially fairer than an equivalent number of
unmodiﬁed parallel TCP streams.
Ideally, we could make use of a mathematical relationship
between the round trip time of an unmodiﬁed TCP stream and
the virtual round trip time multiplier used for the fractional
streams in a combined parallel TCP stream to predict the
optimal trade-off between effectiveness and fairness. Although
the literature has shown the effects of long round trip times
on fairness, there is not a relationship that we can use to
tightly bound the minimum and maximum bandwidth for
each fractional stream. Lakshman [32] empirically discovered
that the effect of round trip time on throughput when two
TCP streams are competing for bandwidth is proportional to
RTT−α, where 1 ≤ α ≤ 2. Unfortunately, the lower and
upper bounds of this factor are too far apart to determine a tight
bound on the expected throughput for a fractional multiplier.
To understand the effects of combined parallel TCP streams
and the virtual round trip time multiplier on fairness, there are
two scenarios to consider. The ﬁrst scenario is an underutilized
network, in which the majority of packet loss is due to latent
systemic non-congestion sources (PL). In this scenario, the
TCP throughput of an individual stream is limited by PL when
the structural capacity of the bottleneck is greater than
C ∗ MSS
RTT
√
PL
(1)
. This condition currently exists on intercontinental 10 Gb/sec
networks because the inherent ﬁber bit error rate (PL)i sl a r g e
enough to limit the throughput of a single TCP stream [16].
In this situation, if we assume that PL is independent of load,
the latent loss PL independently affects the throughput of
each TCP stream. Parallel TCP streams can take advantage of
this situation without signiﬁcantly affecting fairness because
each TCP stream does not affect the latent packet loss rate
of the other streams, as long as the bandwidth capacity of
the network bottleneck is not reached. This allows both the
unmodiﬁed and combined parallel TCP approaches to utilize
bandwidth without adversely affecting other TCP streams.
The second scenario to consider is when packet loss occurs
due to network congestion (Pc) and total packet loss PT =
PL+PC. When several TCP streams with equivalent round trip
times are competing for bandwidth on a congested network,
they ”negotiate” with each other by probing the network to
determine how PC will be distributed to each TCP stream at
equilibrium. If the RTT for each stream is identical, a fair
distribution of the bottleneck bandwidth will be realized by a
”fair” distribution of PC (each stream of n streams will have
Pi = PT/n). However, if one of the streams in the negotiation
has a longer RTT value than the other TCP streams, it will
converge to a smaller ”unfair” bandwidth share by being
forced to accept a PT value larger (worse bandwidth) than
would be required to achieve a fair bandwidth share with a
higher RTT value. From examining the relationship
TCPBW ≤
C ∗ MSS
RTT
√
p
(2)
[33], it is clear that as RTT increases, a proportionate decrease
in p2 is required to maintain the same bandwidth. Thus, the
sensitivity to loss for a long RTT stream is quadratic in PT.
For our combined approach, the increased sensitivity to
PT provides the mechanism by which the long virtual RTT
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other streams. It is important to note that as the number
of fractional TCP streams is increased, attempts to reduce
the aggregate aggressiveness of the combined streams by
increasing the virtual RTT multiplier will greatly increase the
sensitivity to PT.
For this paper, we selected a fractional multiplier of 10
for all of our experiments, which is functionally equivalent
to a virtual round trip time of 10 times the RTT and 1/10 the
aggressiveness of an unmodiﬁed single TCP stream. In prac-
tice, selection of the fractional multiplier is a tradeoff between
aggressiveness and effectiveness (large multiplier) and fairness
(small multiplier). To prevent excessively aggressive behavior,
the product of the fractional multiplier and the number of
fractional streams in the set of combined parallel TCP streams
should be less than 1. This fractional multiplier value will
ensure that the set of fractional streams will be less aggressive
than a single unmodiﬁed TCP stream. Since our measurements
were made on a wide area network path from University
of Michigan to California Institute of Technology, we were
conﬁdent that our fractional TCP streams with a virtual RTT
multiplier of 10 would likely have the longest RTT of any of
the TCP streams on the network path. 1
The next section of this paper describes the modiﬁcations
made to the Linux kernel to support combined parallel TCP.
The sections following discuss the methodology and evaluation
that demonstrates the effects of combined parallel TCP on
effectiveness and fairness.
V. IMPLEMENTATION
To mimic the effects of a long round trip time on a TCP con-
nection, the function tcp cong avoid() in net/ipv4/tcp input.c
was modiﬁed. Normally, tcp cong avoid() increments the con-
gestion window size cwnd by one for every new data packet
ACKed when cwnd ≤ ssthresh, and by 1/cwnd if cwnd >
ssthresh. In practice, ﬂoating point calculations are not
supported in the kernel (for portability), so an integer variable
is maintained that counts up the number of ACKed packets for
the case in which cwnd > ssthresh. To supplement this algo-
rithm for a long virtual RTT, we placed another integer counter
(ﬂoat snd cwnd) within the integer ACK counter snd cwnd cnt
to accumulate a fractional factor frac cwnd that is set by a
call to setsockopt() for the TCP socket. The fractional factor
frac cwnd is an integer ∈ [1,1000], where a value of 1000 is
equivalent to 1 * RTT, a value of 100 is equivalent to 1/10 *
RTT, and so on. When the accumulated frac cwnd ≥ 1000,
cwnd is incremented. So, if frac cwnd is 500, the number of
ACKs required to increase cwnd by one is doubled, which in
terms of the rate of increase of cwnd is functionally equivalent
to a TCP stream in which the ACKs take twice as long to
1The IEPM Project [34] at Stanford University Linear Accelerator Center
(SLAC) routinely measures the average RTT between continents. For the
month of March 2003, the average RTT from North America to Caltech was
43.31 ms, and the largest average RTT from each continent (except Antarctica)
to SLAC was 260.07 ms. With a virtual RTT multiplier of 10, our minimum
virtual RTT from U-M to Caltech was approximately 680 ms.
arrive at the sender, or 2 * RTT. This modiﬁcation (less than
20 lines of code) was made for both the exponential and linear
increase phases of the congestion avoidance algorithm. A new
getsockopt() and setsockopt() option was added to allow a
user level application to query and set the frac cwnd value. A
default value of 1000 is used in the kernel if the value is not
explicitly set.
We did not modify congestion avoidance behavior when
a packet loss occurs (cwnd ← 1/2cwnd). Thus, only the
aggressiveness of the TCP congestion avoidance AI phase
was modiﬁed to allow a user level application to reduce
the rate of growth of cwnd for a fractional stream, but the
multiplicative decrease factor of 1/2 was not changed to ensure
that a modiﬁed TCP stream would respond identically to an
unmodiﬁed TCP stream on packet loss.
VI. METHODOLOGY
We assessed the congestion avoidance algorithm modiﬁca-
tions described in the previous section to compare the effec-
tiveness and fairness of our combined parallel TCP method
with unmodiﬁed parallel TCP streams.
A. Measuring Effectiveness
We deﬁne the effectiveness of a TCP transmission method
to be the ability of the method to move data between two
hosts in a time period t ∈ [0,τ], given the constraints of
congestion avoidance and competition with other streams for
network bandwidth. We used two measurement techniques to
assess the effectiveness of a single unmodiﬁed TCP stream,
a set of unmodiﬁed parallel TCP streams, and our combined
parallel TCP streams method.
The ﬁrst measurement technique measures the ability of
a TCP transmission method to compete with a ”stiff” time
varying UDP stream. The UDP stream is considered ”stiff”
because, unlike a TCP-friendly stream, the UDP stream does
not modify its transmission rate in response to changes in net-
work RTT or packet loss events. By varying the transmission
rate of the UDP stream as a function of time, we can assess the
ability of the TCP transmission method to utilize the remaining
network capacity. By interleaving a sequence of ICMP packets
using fping [35] at 10 msec intervals with the UDP stream
and measuring the round trip time of the ICMP packets, we
can measure the impact of the TCP transmission method on
queueing delays induced by the total network load. The UDP
stream will experience packet loss due to queueing loss when
the network becomes congested. We measure the UDP packet
loss rate and use it in combination with the ICMP round trip
time to assess the overall impact of the TCP transmission
method on the network.
We modiﬁed Iperf [36] to generate a UDP stream with
throughput controlled by the equation
f(t)=Avg[cos(t/c)] + Min+ Avg (3)
where Max and Min are the maximum and minimum through-
put rate of the UDP stream, Avg =( Max− Min)/2, and
c =0 .05π(period), and period is the period of the sinusoidal
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Fig. 1. Relationship between ICMP, TCP, and UDP Trafﬁc
throughput of the UDP stream. Figure 1 shows the relationship
between the ICMP, UDP and TCP trafﬁc on the network.
We can calculate the number of bytes available to TCP
by subtracting the number of bytes consumed by the UDP
stream from time t ∈ [0,τ] from the theoretical maximum
number of network bytes M −I that can be transferred on the
network link of capacity M Mb/sec over the same time period.
I represents the ICMP test trafﬁc generated by fping. Let
g(t)=M − I (4)
To calculate theoretical TCP capacity T, we simply need to
calculate the difference in area between g(t) and f(t) over t ∈
[0,τ].
T =
 τ
0
g(t)dt −
 τ
0
f(t)dt (5)
T =
 τ
0
[(M − I) − U]dt (6)
Substituting f(t) for U,
T =
 τ
0
[(M − I) − Avg{cos(t/c)+Min+ Avg}]dt (7)
which after integration reduces to
T =( M − I)t − Avg[csin(t/c)+t(Min/Avg)+t] (8)
This equation represents the theoretical maximum number
of bytes the network can transmit for a network stream over
time t ∈ [0,τ]. If a TCP stream is perfectly efﬁcient, it should
be able to utilize 100% of the transmission capacity available
to it. In practice, the TCP congestion avoidance algorithm
does not fully utilize the available transmission capacity,
since it probes the capacity of the network by changing the
instantaneous rate of transmission. To measure the ability
of a TCP transmission method to improve TCP throughput
(effectiveness), we use this equation to determine an upper
bound on TCP efﬁciency given a sinusoidal UDP stream f(t)
with parameters Max, Min, and period.
Selection of the time period of the UDP stream throughput
has two constraints. If the period is too small, the TCP stream’s
RTT ACK clocking will not have enough time to probe
available bandwidth. If the period is too long, the available
bandwidth as seen by the congestion avoidance algorithm will
appear to be static. We selected a time period of 10 seconds
for our experiments. This value is large enough to ensure that
the long RTT TCP streams will be able to probe available
network capacity, but not so large as to make the UDP stream
appear to be ﬂat and unchanging to a TCP stream.
The second measurement technique we used to assess the
efﬁciency of a TCP method was to fully load the network
with 5 competing single unmodiﬁed TCP streams. We used
this technique to compare the efﬁciency of unmodiﬁed parallel
TCP streams with the same number of combined parallel TCP
streams when the network is busy.
B. Measuring Fairness
Our other goal was to compare the fairness of unmodiﬁed
parallel TCP streams with our combined parallel TCP method.
We deﬁne fairness as the ability of a TCP transmission method
to effectively use at least one unmodiﬁed TCP stream’s fair
share of bandwidth without appropriating bandwidth from
other competing TCP streams.
We devised two techniques to assess fairness. The ﬁrst
technique measures changes in the RTT and the square root of
the packet loss rate. These values are related to TCP bandwidth
by the fundamental relationship
BW ≤
C ∗ MSS
RTT
√
p
(9)
described by Mathis [33]. Looking at this equation, it is clear
that if RTT or the square root of the packet loss rate increases,
the TCP bandwidth of an individual stream is reduced.
To measure RTT, we used the fping utility [35] to inject
ICMP packets into the network at a ﬁxed rate of 1 packet
every 10 ms. To measure the square root of the packet loss rate
we monitored the UDP packet loss rate reported by the ”stiff”
varying UDP stream generated by our modiﬁed Iperf. Since
the varying Iperf UDP stream is ”stiff” and does not adjust
to network load, when the queue in the network bottleneck
overﬂows, UDP packets will be lost, along with ICMP and
TCP packets. Thus, an increase in the packet loss rate reported
by Iperf indicates that the queue is becoming overloaded. An
increasing RTT indicates an increase in the queue length at
the network bottleneck. Using this technique, we use the UDP
stream as a proxy TCP stream that does not respond to network
congestion. We used the relative values of RTT and packet
loss to assess the relative fairness of each TCP transmission
method.
The second technique we used to assess fairness was
to create 5 competing unmodiﬁed single TCP streams. We
measured the per-stream throughput and the total throughput
of the competing TCP streams using Iperf. A decrease in the
aggregate throughput of the competing TCP streams indicates
that the parallel TCP method improved its efﬁciency by
stealing bandwidth from the 5 competing TCP streams.
C. Experimental Setup
Figure 2 shows the network testbed conﬁguration. The
measurement equipment on the sending side (Server Host
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Fig. 2. Testbed Network
A and Server Host B) consisted of two dual processor 800
MHz Intel Pentium III computers with 512 MB of RAM
running on an Intel L440GX+ Lancewood motherboard. The
tests were conducted using the onboard 100 Mb/sec Intel
LAN controller. Each system used a Linux 2.4.19 kernel with
the TCP modiﬁcations described earlier. The TCP send and
receive socket buffer sizes were set to 4 MB to eliminate
buffer size restrictions on TCP throughput, and the cached
TCP parameters for each experiment were explicitly ﬂushed
before each test. The tests were conducted using a shared
Cisco 7603 switch on the sender side with 100 Mb/sec line
cards. The switch was connected via a lightly loaded gigabit
ethernet connection to a University of Michigan test gigabit
ethernet backbone. The backbone was connected to Abilene
via a 622 Mb/sec OC-12 network link. The sending hosts were
located at the University of Michigan in Ann Arbor, Michigan
and the receiving host was a SGI Origin 200 (Client Host)
running Irix 6.5 located at California Institute of Technology in
Pasadena, California. The Origin 200 was connected via a 100
Mb/sec link to through the California Research and Education
Network (CALREN) to the Abilene network. The experiments
were conducted between February and April 2003.
Each experiment consisted of 4 minute TCP transfers from
one host running concurrently with a competing 4 minute UDP
or TCP transmission from the other host. The ICMP trafﬁc was
a 1440 byte packet sent every 10 msec from the UDP/TCP
host using fping. Each experiment was initiated at 30 minute
intervals for several days, and included at least one weekend
day to include diurnal and weekly effects of network load on
the measurements.
VII. EVALUATION
A. Effectiveness Results
Figure 3 shows the effectiveness of the baseline single TCP
stream, our combined method, and the unmodiﬁed parallel
TCP method. The category UDP:1-10 represents effectiveness
for experiments competing with the time-varying UDP stream
that ranged from 1 to 10 Mb/sec, UDP:50-80 represents the
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Fig. 3. Effectiveness of TCP Methods
TABLE I
TCP EFFECTIVENESS FOR UDP STREAM ∈ [1,10] MB/SEC AND
THEORETICAL CAPACITY T = 2801.5 MB
TCP Throughput Measured Achieved
Method Mb/sec MB %
Baseline 1 64.5 1843.2 65.8%
Combined 5 83.54 2402.5 85.75%
Combined 9 84.46 2441.6 87.15%
Parallel 5 84.5 2430 86.74%
Parallel 9 86.63 2464 87.95%
range 50 to 80 Mb/sec. TCP 5 Cross represents the effec-
tiveness of each TCP method competing with 5 unmodiﬁed
single TCP streams. The ﬁrst column in each category is the
median throughput for the baseline single unmodiﬁed TCP
stream, the second is the median throughput for the combined
method with 5 streams, the third is the median throughput
for the unmodiﬁed parallel TCP method with 5 streams, the
fourth is the median throughput for the combined method
with 9 streams, and the ﬁfth is the median throughput for
the unmodiﬁed parallel approach with 9 streams.
Table I shows the median number of bytes transferred
over the network for each method, the maximum theoretical
throughput calculated using Equation 8, and the fraction of
theoretical capacity achieved by the TCP method competing
with a UDP stream ranging from 1 to 10 Mb/sec. Table II
shows the results for each method competing with a UDP
stream ranging from 50 to 80 Mb/sec. Table III shows the
results for each method competing with 5 TCP cross trafﬁc
streams. The M value used in Equation 8 for these experiments
was 100 Mb/sec.
B. Effectiveness Discussion
From this data, it is clear that both unmodiﬁed and com-
bined parallel TCP streams both increase aggregate throughput
and the number of bytes transferred compared to a single
unmodiﬁed TCP stream. When competing with a ”stiff” UDP
stream ∈ [1,10] Mb/sec, the throughput of our combined
method is almost equivalent to the throughput of the same
number of unmodiﬁed parallel TCP streams. In the case of
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TCP EFFECTIVENESS FOR UDP STREAM ∈ [50,80] MB/SEC AND
THEORETICAL CAPACITY T = 1014.6 MB
TCP Throughput Measured Achieved
Method Mb/sec MB %
Baseline 1 18.25 524 51.65%
Combined 5 20.6 601.8 59.31%
Combined 9 27.3 798 78.65%
Parallel 5 27.6 800 78.85%
Parallel 9 30.2 876.6 86.4%
TABLE III
TCP EFFECTIVENESS FOR 5C ROSS TCP STREAMS
TCP Throughput Measured
Method Mb/sec MB
Baseline 1 15.65 450.5
Combined 5 20.27 590.3
Combined 9 29.84 868.6
Parallel 5 45.96 1328.5
Parallel 9 61.33 1779
UDP stream ∈ [50,80] Mb/sec, 5 combined parallel TCP
streams are slightly better than a single unmodiﬁed TCP
stream, and 9 combined parallel TCP streams are nearly
equivalent to 9 unmodiﬁed parallel TCP streams. These results
demonstrate that our combined method can consume unused
network bandwidth if competing network streams are unable
to fully utilize the network. The varying UDP stream is similar
to a competing TCP stream that is unable to fully probe and
utilize the capacity of the network. This situation arises when
the TCP socket buffers are too small, or when the systemic
non-congestion packet loss rate is sufﬁciently high enough to
limit TCP throughput [23].
The second observation is that a single TCP stream is
not effective at using network capacity over a long period
of time. For the UDP stream ranging from 1 Mb/sec to 10
Mb/sec shown in Table I, there is approximately 2.8 GB of
transmission capacity over a period of 240 seconds available
to TCP. The single unmodiﬁed stream only utilized 65.8% of
the available capacity. In contrast, 9 unmodiﬁed parallel TCP
streams used 87.95% of the capacity. Our combined approach
was not as effective as unmodiﬁed TCP parallel streams, but
was more effective than a single unmodiﬁed TCP stream.
We were surprised by how ineffective the TCP congestion
avoidance algorithm was at consuming network capacity. This
ineffectiveness should be further investigated to understand the
relationship between TCP streams and the aggregate utilization
rate of the network over a long period of time.
C. Fairness Results
We have shown that our combined approach is effective.
This section considers the question: effective at what cost?
There are many methods that improve effectiveness at the
cost of fairness. Our goal was to create a method to improve
TABLE IV
FAIRNESS FOR UDP STREAM ∈[1,10] MB/SEC
TCP Method RTT (msec)
√
p
Baseline 1 68.65 0.261
Combined 5 87.14 0.332
Combined 9 100.51 0.332
Parallel 5 73.01 0.436
Parallel 9 74.94 0.648
TABLE V
FAIRNESS FOR UDP STREAM ∈[50,80] MB/SEC
TCP Method RTT (msec)
√
p
Base 67.92 0.158
Combined 5 68.06 0.200
Combined 9 79.42 0.298
Parallel 5 69.57 0.313
Parallel 9 120.27 0.424
efﬁciency and maintain fairness during competition for band-
width.
From the ﬁrst fairness assessment technique using the time-
varying UDP stream, Table IV shows the median RTT and
square root of the measured packet loss rate measured using
fping and our modiﬁed Iperf for each assessed TCP method.
This table contains measurements for the UDP stream ranging
from 1 to 10 Mb/sec. Table V contains the median RTT and
square root of the median packet loss rate for the UDP stream
ranging from 50 to 80 Mb/sec. The RTT and packet loss rate
are factors in the Mathis [33] and Padhye [37] TCP equations.
The second technique we used to assess fairness was based
on measuring the impact of unmodiﬁed parallel TCP streams
and our combined parallel TCP streams on 5 competing
unmodiﬁed single TCP streams. To establish a baseline to
compare fairness, we used a single unmodiﬁed TCP stream
to compete with the 5 reference streams. Figure 4 shows the
aggregate throughput of the 5 competing unmodiﬁed TCP
streams for each evaluated TCP method. The central category
(Baseline 1 Unmodiﬁed Stream) is the median aggregate
throughput of the 5 competing TCP streams competing with
a single unmodiﬁed TCP stream. The categories to the left of
baseline are our combined parallel TCP approach with 5 and
9 parallel streams. The categories to the right of baseline are
for the unmodiﬁed parallel TCP streams approach with 5 and
9 parallel streams. The measured baseline median aggregate
throughput was 75.3 Mb/sec.
The use of unmodiﬁed parallel TCP streams resulted in
an appropriation of 38.7% of the bandwidth for 5 parallel
streams, and 58% of the bandwidth for 9 parallel streams. In
contrast, our combined parallel TCP approach resulted in 6.2%
appropriation for 5 parallel streams, and 17.5% appropriation
for 9 parallel streams.
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Using the varying UDP stream measurement technique, the
unmodiﬁed parallel TCP streams increased the median RTT
and packet loss rate compared with a single unmodiﬁed TCP
stream. Our combined parallel TCP approach resulted in a
median RTT larger than the unmodiﬁed single and parallel
TCP streams for the UDP stream ∈[1,10] Mb/sec, and a
median RTT smaller than unmodiﬁed parallel TCP streams
for UDP ∈[50,80] Mb/sec.
The median measured packet loss rate for our approach was
lower than the packet loss rate for the unmodiﬁed parallel
TCP approach. We believe that this difference is evidence of
increased utilization of the queue with fewer queue overﬂow
events. This makes sense, since our combined approach uses
substantially less aggressive ﬂows that probe queue capacity
less forcefully than unmodiﬁed TCP. This difference leads
to a ”smoother” set of streams with less bursty and self-
synchronized trafﬁc behaviors which are more likely to over-
ﬂow the queue. Yang [38] found that smoothness, deﬁned
as small sending rate variations over time for a particular
ﬂow, and fairness are positively correlated. We believe that the
negative effects of increased RTT are offset by the decreased
packet loss rate, which occurs when unmodiﬁed parallel TCP
”overshoots” the bandwidth-delay product of the network that
it is trying to measure.
The TCP congestion avoidance algorithm reacts drastically
to a lost packet by halving the congestion window cwnd.T h e
effects of increased RTT in the absence of loss on cwnd is
less pronounced. Since the congestion avoidance algorithm is
clocked by returning ACKs from the receiver, an increasing
RTT has the effect of slowing the ACK clock. This will
decrease the aggressiveness of the TCP stream as it recovers
from a packet loss event, but not decrease the transmission
rate.
When our combined approach competes with an unmodiﬁed
TCP stream, an increase in RTT due to queueing delays affects
all streams to the same extent, since our approach extends the
current ACK clocking rate to create an extended virtual RTT.
Thus, when queue utilization increases without an increase in
the loss rate, our approach should not steal more bandwidth
from competing unmodiﬁed TCP streams.
Given this evidence, we believe that our combined parallel
TCP approach does a better job of probing network capacity
without inducing oscillations in throughput that cause more
queueing overﬂows. Thus, based on using a varying UDP
stream that approximates a ”stiff” TCP ﬂow to measure RTT
and packet loss, our approach is fairer than unmodiﬁed parallel
TCP streams.
Our combined parallel TCP approach was substantially
fairer than unmodiﬁed parallel TCP streams when competing
for bandwidth with ﬁve single TCP streams. However, we
were concerned about the large appropriation for 9 combined
parallel streams, and wondered if it was possible to reduce the
appropriation by increasing the fractional multiplier from 10
to 100 (giving us 1/100 the maximum theoretical bandwidth of
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Fig. 4. Fairness of TCP Methods Competing with 5 Single TCP Streams
an unmodiﬁed TCP stream). We performed an experiment with
our combined method with a virtual RTT multiplier of 100.
The effectiveness was reduced (18.5 Mb/sec vs. 29.8 Mb/sec),
but was still greater than the 15.65 Mb/sec throughput of
the single unmodiﬁed TCP stream. The appropriation was
substantially reduced from 17.5% to 2.9%. This experiment
clearly demonstrates to us the tradeoff between effectiveness
and fairness that must be considered when using aggressive
TCP implementations.
Thus, using the technique of measuring appropriation from
competing single TCP streams, our combined method is
substantially more fair than the unmodiﬁed parallel TCP
approach. With judicious selection of the number of streams
and virtual RTT factor, our approach provides a way to balance
effectiveness and fairness for an application.
E. Effectiveness and Fairness Conclusions
In this section, we showed that our combined parallel TCP
approach is more effective than an unmodiﬁed single TCP
stream, almost as effective as unmodiﬁed parallel TCP stream
when there is available network bandwidth, and much less
effective than unmodiﬁed parallel TCP when the network is
congested. We showed that our combined approach is fairer
than unmodiﬁed parallel TCP streams in both congested and
uncongested networks, due to the effects of a long virtual
RTT on competition for network bandwidth. We showed that
our approach is not perfectly fair under congestion, but the
effectiveness and fairness tradeoff is adjustable by varying the
virtual RTT multiplier value.
VIII. CONCLUSION
In this paper, we demonstrated that our combined parallel
TCP approach can effectively consume available network
bandwidth on an uncongested network. We also showed that
our approach is fairer to competing TCP streams than the un-
modiﬁed parallel TCP method when the network is congested,
and that the effectiveness and fairness tradeoff can be adjusted
by changing the virtual RTT multiplier.
We showed that our method exploits a feature of the TCP
congestion avoidance algorithm in which short RTT streams
dominate long RTT streams.
0-7803-8356-7/04/$20.00 (C) 2004 IEEE IEEE INFOCOM 2004The fundamental characteristics of network technology have
changed since the congestion avoidance algorithm was de-
signed in 1988. The goals of fairly sharing bandwidth and
efﬁciently using network resources have not changed. We
believe that new approaches to congestion avoidance must
consider fairness as well as effectiveness to preserve shared
public internetworks.
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