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ABSTRACT 
With the prices of petroleum reflecting demand for this finite resource, attention has been 
turned to alternative sources of energy. Biodiesel, defined as fatty acid methyl esters 
(FAMEs), exhibits many of the same properties as conventional diesel but is derived 
from biological sources. FAMEs are subsequently thermally cracked to form more light-
weight petrochemical products. I aim to further understand the thermal cracking 
procedure, at an atomic-level, in hopes that this may aid in future engineering of viable 
fuels. I studied the effective computational modeling of bond disassociations in the 
FAME methyl linoleate. Bond dissociation in a 44-reaction database with known 
experimental energies were used to evaluate density functional (B3LYP, M06-2X, 
B97D), wavefunction (MP2), and composite methods (G3 and CBS-QB3). I found that 
the M06-2X/ 6-31+G(d,p) model chemistry provides results comparable to the composite 
CBS-QB3 method at a much reduced cost. Data were then compiled for possible bond 
dissociations in FAME methyl linoleate. Lastly, atom-centered density propagation 
(ADMP) trajectory calculations were performed to obtain a statistical evaluation of 
thermal cracking products of methyl linoleate. As a result, I have parameterized an 
effective methodology to evaluate the thermal cracking process of FAMEs. 
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1 
CHAPTER 1: FOUNDATIONS 
 
1.1 Introduction 
Biodiesel. Crude oil, and the products derived from it, drive much of our modern 
society. The refining process provides us with, e.g., commodity chemicals precursors for 
plastics used in everyday life, natural gas used to heat homes and cook food, and the fuel 
used for transportation. However, the current supply of crude oil is both finite and in 
high-demand as the population grows and develops.1-11 The process of extracting crude 
oil from the Earth is a very costly endeavor as it involves locating, drilling, transporting, 
and refining.2, 4 The environmental impact of utilizing crude oil has also proven to be 
very costly. Among its many impacts fossil-based fuels are extracted from the ground, 
resulting in previously-sequestered carbon entering the atmosphere to contribute to global 
warming effects.5-6, 8-10, 12-18  
All of the above motivates society to find an alternate source of transportation 
fuel. One of these possible solutions may be biofuels;1, 3, 5-10, 12-14, 16-23 the biofuel with, 
perhaps, the most promise is biodiesel. Biodiesels are a mixture of fatty-acid methyl 
esters (FAMEs) derived from naturally occurring fats and/or oils.1, 3, 6-10, 12-25 These 
FAMEs are characterized by containing monoalkyl chains 12-20 carbons in length.23  
Biodiesel compounds have many favorable qualities as a transportation fuel. First, 
synthesis of biodiesel is a renewable resource.8, 10, 12-14, 17, 19 Given that the triglycerides 
used to produce biodiesel are often formed by photosynthesis,1, 3, 6, 24 the process of 
synthesizing biodiesel is a carbon-neutral process.6, 18 Biodiesel is, reportedly, less 
2 
hazardous to the environment than traditional diesel fuel.5, 7-10, 12-18 Further, the emissions 
generated by biodiesel contain less SOX compounds and soot particles.
5, 8-10, 12-15, 17-18  
Synthesis of FAMEs occurs via transesterification of a triglyceride with methanol 
and a catalyst1, 3, 5-10, 12-21, 23-24 liberating glycerol (a commodity chemical itself).3 Although 
either an acid or a base can be used to catalyze transesterifaction, industrially catalysis is 
affected by bubbling hydrochloric acid followed by sodium hydroxide.7, 18 The identity of 
the FAMEs produce by transesterification is dependent upon the triglyceride.12, 15, 18  
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FIGURE 1. Fats and/or oils undergo transesterification in the presence of methanol and a 
catalyst to form the commodity chemical glycerol and fatty acid methyl esters (FAMEs; 
biodiesel). The exact identities of the FAMEs depends on the identity of the fat or oil used. 
 
In the United States, the most common source of triglyceride stock is soybean 
oil.3, 10, 16, 20-21 Linoleic acid appears in the largest proportion in soybean oil at 52 – 56% 
w/w (23.0 – 25.0% w/w oleic acid).15, 19 In Europe, the main biodiesel feedstock is canola 
oil and its largest constituent is oleic acid (60.0 – 64.3% w/w), which is comprised of 
19.1 – 20.0% w/w linoleic acid.3, 10, 16, 20-21 As linoleic acid appears in the largest 
proportion in the most commonly used stock in the United States and second largest in 
Europe, this study will focus on the methyl ester of linoleic acid (Figure 2). 
3 
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FIGURE 2. The structure of methyl linoleate, the FAME most prevalent in the most 
common biodiesel stock for the United States. 
 
For all of the positive attributes of biodiesel listed above, there are several 
negative attributes. For example, biodiesel combustion is observed to produce higher 
proportions of NOX compared to fossil fuel.
5, 9, 12-18 Additionally, the typical pour point 
(the point where fuel becomes a gel) is -9 to 15 °C, which hinders its use in cold 
climates.1, 12, 15, 26 The amphiphilic nature of biodiesel leads to its action as a surfactant 
that can dislodge engine deposits resulting in possible damage. Retrofitting of engines to 
avoid this can be cost prohibitive, which may be one of the hindrances to biodiesel 
availability in our current infrastructure.3, 9, 13 Many of these detriments to the use of 
biodiesel might be alleviated by thermal cracking of the FAMEs to lower molecular-
weight products, including transportation fuels, plastic precursors, natural gas, kerosene, 
and possibly gasoline.5-6, 9, 14, 16-17, 19-20  
Thermal Cracking. Thermal cracking, also known as pyrolysis, 5, 11, 22, 25, 27-29 
uses thermal energy to break down larger molecules into smaller hydrocarbons.16-17, 19-22, 
29-32 This process is already utilized in the petroleum refining industry. It is dominated by 
radical mechanisms as thermal energy propagates through the molecular system causing 
homolytic bond cleavages.14, 16, 20-22, 25, 29, 31-33 This will produce a wide array of low- to 
4 
medium-weight hydrocarbon products that resemble those derived from processing of 
fossil oil, some of which resemble the constituents of gasoline (hydrocarbons containing 
4 – 12 carbons).3 
 
1.2 Model Chemistry  
Total Energy Operators. The wave-particle duality behavior of electrons cannot 
be ignored when discussing molecular orbitals. To address this behavior, the molecular 
electronic structure is seen not as a bunch of moving particles, but as a wave. To this end, 
the quantum mechanical systems of a molecule could be treated similar to wave 
mechanics as outlined by Newtonian physics. All information about the state of the 
molecular system could be derived from a single term called the wavefunction (𝛹). To 
extract information about the state described by the wavefunction, a quantum mechanical 
operator is used to operate on the wavefunction. After this operation is complete, the 
original wavefunction (the eigenfunction) remains with an extra term that is fully 
separable from the original wavefunction (the eigenvalue). The eigenvalue derived from 
the operation is the measurable property designated to the quantum mechanical operator. 
43, 45 
One of the most noted examples of this is the time-independent Schrödinger 
equation. Both the general form and the expanded form are presented in eq 1 and 2. In the 
general equation, Ĥ is the Hamiltonian (total energy) operator, and E is the total energy 
eigenvalue of the system. In the expanded equation: ħ Planck’s constant divided by 2π, 
me is the mass of an electron, 𝛻 is the Laplacian operator( 
𝜕2
𝜕𝑥2
+
𝜕2
𝜕𝑦2
+
𝜕2
𝜕𝑧2
 ), r is a 
position vector, and V is the potential energy term. 43, 45 
5 
Ĥ𝛹 = E𝛹                                                                     (1) 
(−
ħ2
2𝑚𝑒
 𝛻2 + 𝑉(𝑟))𝛹(𝑟) = 𝐸𝛹(𝑟)                                           (2) 
 
However, a more complex version of the Hamiltonian operator is generally 
employed to evaluate the total energy of a molecular system more thoroughly. In eq 3: i 
and j refer to the electrons, k and l refer to the nuclei in the molecule, Z refers to the 
atomic number, r refers to the radius between particles, and e refers to the charge of an 
electron. The first term discusses the kinetic energy of electrons, the second term 
discusses the kinetic energy of the nuclei, the third term discusses the columbic attraction 
between electrons and the nuclei, the fourth term discusses the repulsion and correlation 
of electrons to one another, and the final term discusses the internuclear repulsions of 
nuclei. 43, 45 
 
      
              𝐻 = −∑
ħ2
2𝑚𝑒
𝑖
− ∑
ħ2
2𝑚𝑘
𝑘
− ∑∑
𝑒2𝑍𝑘
𝑟𝑖𝑘
𝑘𝑖
+ ∑
𝑒2
𝑟𝑖𝑗
𝑖<𝑗
+ ∑
𝑒2𝑍𝑘𝑍𝑙
𝑟𝑘𝑙
𝑘<𝑙
                      (3) 
 
Due to the significant mass difference between electrons and nuclei, the Born-
Oppenheimer (BO) approximation can be invoked to keep the radii between nuclei 
constant rather than dynamic. It also renders the kinetic energy of the nuclei to have a 
value of zero while simultaneously eliminating electron-nucleus correlation. This 
simplifies the Hamiltonian operator by eliminating all but the first, third (which becomes 
a constant) and fourth terms. With the BO approximation in effect, the Schrödinger 
6 
equation can be expressed purely in terms of electronic energy in the form of the 
electronic Schrödinger equation (as mentioned in eq 4). The subscript “el” denotes that 
the BO approximation is in effect. The term VN represents the nuclear-nuclear repulsion 
as a constant. The terms qi and qk are electronic coordinates as independent variables and 
nuclear coordinate parameters, respectively. The Eel term is known as the “pure electronic 
energy”. If the VN term is combined with the Eel term, it is known as simply the 
“electronic energy”. 43, 45 
 
                                                   (𝐻𝑒𝑙𝑉𝑁)𝜓𝑒𝑙(𝒒𝑖: 𝒒𝑘) = 𝐸𝑒𝑙𝜓𝑒𝑙(𝒒𝑖: 𝒒𝑘)                                     (4) 
 
The issue that arises from the Schrödinger equation is that the mathematical 
treatment of every electron in a molecular system is impossible (with the noted exception 
of hydrogen). The repulsion between every electron, known as electron correlation, is 
currently unsolvable for many-body systems. The Hartree-Fock (HF) method ignores 
electron correlation by treating every electron as a single electron orbital. This allows HF 
to focus on electron exchange, which are the collection of electronic interactions other 
than electron correlation. Density functional theory (DFT), many-body perturbation 
theory (MBPT), and hybrid DFT rely on different methods that can describe parts of 
electron correlation and exchange, but not both completely. Different methods can excel 
in the description of certain systems while fail at describing others. Therefore, methods 
should be evaluated for their description of similar systems before use.  43, 45 
Basis Sets. Collectively, the number and type of atomic orbitals used to construct 
the molecular orbitals from the linear combination of atomic orbitals (LCAO) is what 
7 
constitutes a “basis set”. The molecular orbitals expressly equal the wavefunction, which 
describes the electronic system. The combination of a total energy operator and a basis 
set is known as a “model chemistry”. Together, they represent an approximated total 
energy operator operating on the wavefunction (as generated by the atomic orbitals of the 
basis set). To describe these atomic orbitals mathematically, Slater-type orbitals (STOs) 
are approximated by the combination of atom-centered Gaussian functions. This allows 
for the accurate portrayal of electronic densities as the nucleus is approached. Typically, 
the larger the number of summed Gaussian functions, the more accurate the portrayal of 
the molecular orbital structure. 43, 45 
The generated wavefunction does not have to incorporate atom-centered Gaussian 
functions. Plane-wave basis sets are created by generating the wavefunction as a periodic 
wave stationed over the molecular system. This is permitted by the invocation of the 
quantum mechanical “particle-in-the-box” approximation. However, this study will only 
involve atom-centered STOs. 43, 45 
 
1.3 Problems with Current Methodologies  
B3LYP. Quantum chemical methods have been used to calculate bond 
dissociation energies (BDEs) to describe the thermochemical properties of FAMEs. 
Currently, most of these methods use B3LYP.16-17, 20, 22, 25, 29, 32, 34-37 There has been recent 
literature using the B3LYP/6-31G(d,p),16, 20 B3LYP/6-311G(d,p),32, 34-35, 37 and B3LYP/6-
311G+(2d,p)22 methods to describe bond dissociations in methyl linoleate and similar 
systems. Considering the limitations of B3LYP, we wish to evaluate other methods to 
determine their viability in describing the thermochemical properties of methyl linoleate. 
8 
The limitations of the B3LYP functional involve its deficiencies in describing π-bonded 
conjugated systems, Van der Waals forces, large systems,43-45 and 1,3-dialkyl interactions 
known as “protobranching”.38-42 
Protobranching. One of the processes we want to investigate as a possible source 
of error for our calculations of thermochemical properties is “protobranching”. The 
definition of protobranching is the sum of all the 1,3-alkyl-alkyl group interactions 
present in a molecule. 38-42 This definition excludes methane and ethane because they lack 
1,3-alkyl-alkyl group interactions. 38-43 This report will discuss the cause of 
protobranching, the problems posed to calculating thermochemical properties by 
protobranching, and possible solutions to address the problem of protobranching. 
One of the effects protobranching has on alkanes is that the process tends to 
provide more stability to branched alkanes rather than linear alkanes. 38-43 As mentioned 
before, protobranching is the sum of all 1,3-alkyl-alkyl group interactions in a molecule. 
These 1,3-alkyl-alkyl group interactions come from bond interactions with neighboring 
atoms (within 1.5 to 3.0 Å) and their molecular bonds. 42 It has been observed that there 
is evidence of intrapair electron correlation between C-C bonds. Also, similar interactions 
have been observed with vicinal and 1,3-alkyl-alkyl group interactions between C-H and 
C-H bonds. These electron correlation processes have been theorized to occur through 
their localized molecular orbitals (LMOs). Geminal correlation, as described in Figure 3, 
between 1,2 C-C and C-H molecular bonds have been found to have a near zero 
contribution towards the overall effect of protobranching. 42 This surprising level of 
hyperconjugation tends to lead to a more stable molecule at these branching points. This 
begins to present a problem to computational chemists because many thermochemical 
9 
calculation methods either do not take electron correlation into account (or the process is 
simply approximated), which leads to systematic error. Even in linear alkanes, the 
stability can rise from the protobranching effect by roughly 2.8 kcal/mol for every 
homologation (addition of another –CH2- unit to the chain). 38-41 The driving force behind 
protobranching (and the extra stability it provides) is a result of electron correlation, 
which is a possible major cause of error in calculating thermochemical properties. 38-43 
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FIGURE 3. Description of Electron Correlation Processes 
 
Protobranching also has an appreciable effect in when performing calculations of 
thermochemical properties on ring structures. 42 Cyclohexane is generally regarded as an 
example of a “zero strain” cycloalkane because of the tetrahedral geometry of its 
constituents. 42 However, Figure 4 demonstrates that there is evidence against this 
argument. Instead of demonstrating zero ring strain between the bonds in cyclohexane, 
10 
the process of 1,3 alkyl-alkyl group interaction via electron correlation presents a 
stabilizing effect to the ring structure. This provides a “negative strain” on the ring 
structure, providing a more stable molecule than previously thought. In Figure 3, the 
isodesmic reaction of 6 ethane molecules being compared to 6 methane and one 
cyclohexane molecule yields an energy difference of -18.17 kcal/mol in favor of the 
formation of cyclohexane. 42 Similar strong stabilization effects can be observed when 
comparing ethane to propane, butane to isopropane, and pentane to neopentane. This 
demonstrates the powerful effect protobranching can have when considering the 
stabilizing effect of electron correlation processes. 38-40, 42, 43 During the process of 
thermal cracking, some of the predicted reaction byproducts are cycloalkanes and 
branched alkanes. 44 With a better understanding of the quantum behavior of cycloalkanes 
and other protobranching alkanes, a more informed decision on what method would be 
appropriate to perform our thermochemical calculations. 
The phenomenon of protobranching can cause theoretical calculations, such as 
bond dissociation energy (BDE), to contain great errors in accuracy. 38-43 Errors in 
calculating thermochemical properties can happen because HF and most DFT 
calculations underestimate the stabilizing effect of branched alkanes. 38, 41, 43 This is 
because HF does not take into account the effect of electron correlation at all in favor of 
focusing on electron exchange calculations. DFT methods have a tendency to only 
provide an approximation of the effects of electron correlation rather than explicitly 
including electron correlation calculations. 38, 41, 43  In order to get better results in  
11 
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12 
calculating thermochemical properties, a level of theory must be selected that contains 
accommodations for electron correlation without being overly computationally 
expensive. 
The greatest success with BDE calculations where protobranching is known to 
have a large effect has been with ab initio post Hartree-Fock methods (WFT) that 
explicitly include electron correlation in their calculations via empirical corrections. This 
treatment can approximate the effects of protobranching very effectively. These methods 
include, but are not limited to: MP2, SCS-MP2, Expt, SVWN5, G3 and CCSD (coupled 
cluster method family). 38-43 Methods that do not adequately describe electron correlation, 
as described in Figure 5, systematically perform with lower accuracy as the number of 
protobranching groups is increased. 41 The methods that do account for electron 
correlation seem to maintain accuracy with each added protobranching group. 41 Some of 
the calculations mentioned to be effective in accounting for the effects of protobranching 
have been demonstrated to be computationally expensive. However, these methods have 
been demonstrated to be largely effective in accounting for the effect of protobranching 
in BDE calculations. 38, 41 
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FIGURE 5. Performance of Methods with Protobranching Effects (As Reproduced from 
Reference 41) 
 
 
ReaxFF Methodology. Another method that has been proposed is known as the 
ReaxFF method. This method relies on the relationship between bond distance and bond 
order to predict homolytic bond scissions for hydrocarbon systems.22, 25, 32-33, 37 Other 
variables such as bond angles and dihedral angles are also parameterized to the predicted 
bond orders of the system.33 This information is then used to perform molecular dynamic 
(MD) trajectory calculations to predict bond cleavages.22, 32, 34-35, 37 However, the method 
that was used to parameterize these values was B3LYP/6-311G**.32, 37 The ReaxFF 
method would be inappropriate to describe the thermal cracking of methyl linoleate due 
to the limitations of the B3LYP method. 
14 
1.4 Experimental Precedence 
Observed Products. The theoretical aspects of the thermal cracking process has 
been confirmed for the pyrolysis of soybean and canola seed-derived triglycerides. 
During this procedure, the triglycerides were thermally cracked at 430-440° C to produce 
a range of hydrocarbon products. The procedure produced 4-7 wt % of gas-phase 
products. 15-20 wt % was produced as a tar-like solid product. The polar phase formed 
approximately 5 wt % of the mixture. The remaining 68-76 wt % of the pyrolysis 
products were organic liquid products (OLP). GC analysis was performed on the OLP 
layer to determine the products formed during the thermal cracking process. Of these 
OLPs, approximately 20 mol % are alicyclic, aromatic, or polycyclic aromatic 
hydrocarbons (PAH). In the OLP layer, are compounds associated with low to middle-
weight transportation fuels. Along with these transportation compounds, there are 
commodity chemicals present that can be used as plastic precursors and other organic 
reagents. Chart 1 demonstrates the variety of compounds in the OLP layer. 80 
Application to Project. This study aims to determine an accurate yet cost-
effective ab initio method to describe the thermochemical properties that govern the 
thermal cracking process for the most prevalent FAMEs in the most common biodiesel 
stock for the United States. Computational cost is of the utmost importance here as in 
subsequent studies the attention will be turned to chemical dynamics simulations. This 
will lead to further understanding of the thermal cracking procedure on an atomic level, 
which may aid in future engineering of viable fuels. 
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FIGURE 6. Observed Products for the Thermal Cracking of Common FAMEs 
 
1.5 Molecular Dynamics 
Classical Molecular Mechanics. To further understand the thermal cracking 
process, MD simulations were employed. A chief advantage of modeling the thermal 
cracking process with MD simulations are that you observe the structural changes as they 
evolve with time. A single MD run, or trajectory calculation, does not provide enough 
information to describe the thermal cracking process accurately. Instead, an ensemble of 
trajectories must be completed. Our goal is to parameterize an MD methodology that best 
describes the thermal cracking process. Then, our next goal is to complete 100 trajectory 
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calculations of the thermal cracking of methyl linoleate. This should provide a 
statistically relevant distribution of most likely products of the thermal cracking process. 
Typical MD simulations use Newton’s Laws of Motion to describe the energetics of 
molecular systems.54,55 However, due to their highly parameterized nature and lack of 
quantum mechanical treatment of their atoms, classical MD are not suitable to describe 
bond breakage and formation.54,55,64 To model these quantum-chemical behaviors, ab 
initio molecular dynamic (AIMD) simulations are required. A discussion of classic MD is 
necessary to adequately describe AIMD methodologies. 
Classical molecular mechanics rely on Newton’s laws of motion and previously 
parameterized values to describe the thermodynamic and structural properties of their 
molecular systems.54 The energy of a system, as described by the MD simulation, is in 
terms of potential energy.55 This potential energy, 𝑈𝑇𝑜𝑡, is typically partitioned into 5 
different potential energies according to eq 5. These partitioned potential energies are the 
sum of the potential energies present in the bonds (𝑈𝑟), the bond angles (𝑈𝜃), the torsion 
angles (𝑈𝑇), the long-range repulsion and attractive interactions (𝑈𝐿𝐽), and the columbic 
interactions between atoms (𝑈𝐸).
 55 
 
                                            𝑈𝑇𝑜𝑡 = 𝑈𝑟 + 𝑈𝜃 + 𝑈𝑇 + 𝑈𝐿𝐽 + 𝑈𝐸                                                   (5) 
 
𝑈𝑟 represents the sum of the potential energies present in the bonds between 
atoms. This term is an extended version of Hooke’s Law as applied to MD. Eq 6 
describes the methodology for determining 𝑈𝑟. The term 𝑘𝑖𝑗
𝑟  is analogous to the Hooke’s 
Law constant, which is a parameterized value for the “compressibility” of the bond. Each 
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type of bond will have its own unique parameterized value, based on experimental 
procedure. The term 𝑟𝑖𝑗 refers to the instantaneous bond distance between atoms i and j. 
The term 𝑟𝑒𝑞 refers to the parameterized equilibrium bond distance for the given bond.
 54, 
55 This treatment is applied to each bond in the system, where the individual energies are 
summed to form 𝑈𝑟. 
54, 55 
 
                                                         𝑈𝑟 =
1
2
∑ 𝑘𝑖𝑗
𝑟 (𝑟𝑖𝑗 − 𝑟𝑒𝑞)
2
𝐵𝑜𝑛𝑑𝑠
                                               (6) 
 
The next term in the 𝑈𝑇𝑜𝑡 equation defines the sum of the potential energies 
stored in the bond angles of the system, 𝑈𝜃. Again, 𝑈𝜃 is based on Hooke’s Law. The 
term 𝑘𝑖𝑗𝑘
𝜃  represents the Hooke’s Law constant for the bond angle formed between atoms 
i, j, and k. 𝜃𝑖𝑗𝑘 refers to the instantaneous bond angle, where 𝜃𝑒𝑞 refers to the 
parameterized bond angle.54, 55 
 
                                                         𝑈𝜃 =
1
2
∑ 𝑘𝑖𝑗𝑘
𝜃 (𝜃𝑖𝑗𝑘 − 𝜃𝑒𝑞)
2
𝐵𝑜𝑛𝑑𝑠
                                          (7) 
 
The following term, 𝑈𝑇, refers to the sum of the potential energies present in the 
torsion angles of the system. This term corrects for steric interference that prevents 
absolute free rotation of the bond structure of the system. For some molecular dynamics 
methodologies, this term is divided into two different terms in the form of a proper and 
an improper dihedral potential energy term.54 However, for simplicity of the discussion, 
attention will be given to the more general term as presented in eq 8.55 
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                            𝑈𝑇 =
1
2
∑ ∑𝑘𝑖𝑗𝑘𝑙
𝜙,𝑚
(1 + 𝑐𝑜𝑠(𝑚𝜙𝑖𝑗𝑘𝑙 − 𝛾𝑚))
𝑚𝑇𝑜𝑟𝑠𝑖𝑜𝑛 𝐴𝑛𝑔𝑙𝑒𝑠
                         (8) 
 
The 𝑈𝑇 term has similarities to the Hooke’s Law equation, but it allows for the 
periodic nature of steric repulsion to be expressed during bond rotation. Much like 
before, the 𝑘𝑖𝑗𝑘𝑙
𝜙,𝑚
 term represents the Hooke’s Law constant that has been parameterized 
for a certain bond dihedral angle for atoms i, j, k, and l. The 𝑚 parameter controls the 
periodicity of resistance during rotation of the dihedral, which correlates to the 
constituents on the neighboring atoms. 𝜙𝑖𝑗𝑘𝑙 represents the dihedral’s degree of rotation. 
The 𝛾𝑚 term is a parameterized value that fits the periodic function to the full dihedral 
degrees of rotation as a “phase shift” term.55 
The next term describes the long-range repulsion and attractive interaction of 
neutral non-bonded atoms (intramolecular effects) or other molecules (intermolecular 
effects). This potential energy term is known as the Lennard-Jones potential, and is 
denoted as 𝑈𝐿𝐽 in eq 5. The equation describing 𝑈𝐿𝐽 is outlined in more detail in eq 9. The 
𝜀 term is a parameterized value for the potential energy well depth between the 
interacting atoms. 𝜎 represents the distance at which the potential between the two atoms 
are parameterized to zero. The 𝑟 value represents the instantaneous distance between the 
two interacting atoms.54, 55 
 
                                                        𝑈𝐿𝐽 = 4𝜀 [(
𝜎
𝑟
)
6
− (
𝜎
𝑟
)
12
]                                                     (9) 
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The final term, 𝑈𝐸, describes the coulombic interactions between atoms. By 
describing the electrostatic interactions present between the atoms, quantum effects such 
as hydrogen bonding and other polar interactions can be described through molecular 
mechanics. The electrostatic interactions between atoms are typically described with eq 
10. 𝑄1 and 𝑄2 are the electronic charges of the interacting atoms, which allows for the 
description of either attraction or repulsion based on charge. The term 𝜖0 is the 
permittivity of space and 𝑟 is the distance between the two interacting atoms.54, 55 
 
                                                                𝑈𝐸 =
𝑄1𝑄2
4𝜋𝜖0𝑟
                                                                   (10) 
 
To describe the forces acting on the individual atoms in a system, a negative 
partial derivative of 𝑈𝑇𝑜𝑡 with respect to the coordinates of the atoms is calculated. This 
acts as an application of the classical Newton’s equation of motion to use energy to 
describe the forces acting on the atoms. This equation is displayed in eq 11.55 
 
                                                              𝑓𝑖 = −
𝜕𝑈𝑇𝑜𝑡
𝜕𝑟𝑖
                                                                   (11) 
 
To calculate positions, velocities, and accelerations at any given time during the 
molecular dynamic simulation, a thorough but efficient numerical integration algorithm is 
necessary. A widely used numerical integration algorithm that is used for this purpose is 
the velocity Verlet integrator. This algorithm is often preferred to other algorithms due to 
its efficiency in calculation without sacrificing precision. This algorithm has seen 
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extended use in both classical and AIMD simulations due to the computational cost of the 
inclusion of quantum mechanical descriptions to the molecular dynamic calculations.55, 64 
Ab Initio Molecular Dynamics. Classical molecular mechanics and AIMD have 
different appropriate areas of application. Classical mechanics is appropriate for use in 
describing large systems (hundreds or even thousands of atoms).54 AIMD calculations are 
only appropriate for small molecular systems. This is because of the rigorous quantum 
mechanical treatment of the molecular systems (less than 100 atoms). This treatment 
causes AIMD calculations to command a far larger computational cost than classical 
MD.54, 57-59 Both classical MD and AIMD are capable of accurately describing geometric 
conformations of molecular systems. However, the true strengths of AIMD simulations 
are found in the quantum mechanical descriptions of the electronic wavefunction. This 
allows for very accurate physical descriptions of systems that are calculated from “first 
principles”, rather than relying on previously parameterized values.56, 59 This is completed 
by computing the forces acting on the individual atoms in a system via electronic 
structure calculations. These electronic structure calculations are performed “on-the-fly” 
during each step of the MD trajectory.57-59 This also allows for the accurate description of 
chemical phenomena such as bond breakage and bond formation.56-59 Classical molecular 
mechanics, without specific parameterized values, is incapable of describing the quantum 
mechanical effects necessary for a bond breakage or formation to occur.54 
The quantum mechanical treatment of AIMD requires the generation of forces on 
each atom in the system.58 A quantum mechanical analog to the classical Newton’s 
equation of motion is provided in eq 12. In this equation, the force is calculated by 
multiplying the mass of the atom (𝑀𝐼) with the instantaneous velocity of the atom (R′𝐼). 
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In lieu of a 𝑈𝑇𝑜𝑡 potential energy term, there is a 𝑈(𝑅, 𝜌
𝑆𝐶) term known as the BO 
potential energy. This term represents the potential energy as calculated from quantum-
chemical methodologies as a function of the instantaneous atomic geometry and the 
relaxed self-consistent ground state electronic density. This BO potential energy is then 
operated on with a negative partial derivative with respect to the instantaneous atomic 
coordinates to produce the 3 different forces exerted on the atoms during AIMD.57-58 
 
                                                                 𝑀𝐼R′𝐼 = −
𝜕𝑈(𝑅, 𝜌𝑆𝐶)
𝜕𝑅𝐼
                                              (12) 
 
To calculate intramolecular forces in AIMD, the Hellmann-Feynman equation is 
used to calculate the Hellmann-Feynman force.58 The Hellmann-Feynman equation is 
also responsible for the calculation of the equilibrium geometries and the propagation of 
the electron density matrix across the molecular system. This is accomplished by 
including dynamic fictitious variables to the electronic degrees of freedom to allow for a 
dynamic description of the electronic density at each step of the AIMD trajectory. Once 
the time-dependent Schrödinger equation is solved, the forces present in the system can 
be calculated using classical electrostatics. The Hellmann-Feynman equation is outlined 
in eq 13. 𝜆 is defined as the continuous parameter of the equation in the form of the 
nuclear coordinates. The term 𝐸𝜆 is the eigenvalue of the Kohn-Sham wavefunction of 
the system. 𝜓𝜆 is the eigenfunction of the Kohn-Sham wavefunction, which is implicitly 
dependent on 𝜆. The term 𝑑𝑉 implies the integration of the whole Kohn-Sham 
wavefunction.58, 61, 62 
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𝑑𝐸𝜆
𝑑𝜆
= ∫𝜓𝜆
∗ 𝑑Ĥ𝜆
𝑑𝜆
𝜓𝜆𝑑𝑉                                             (13) 
 
Another important equation is the Pulay equation, which describes the Pulay 
force.58 This force is only present when the basis set used incorporates atom-centered 
basis functions, such as Gaussian functions. If plane-wave basis functions are used during 
the AIMD calculation, this term is null and not present.58, 60, 78 Eq 14 is the Pulay 
equation, which allows for the centering of the atom-centered basis functions over the 
correct nuclear coordinates. The first term is equivalent to the Hellmann-Feynman force, 
where the second and third terms are known as the “wavefunction force”.78 The Pulay 
equation is set to the partial derivative of the eigenvalue of the Kohn-Sham wavefunction 
with respect to the nuclear coordinates. 𝜓 is defined as the Kohn-Sham wavefunction, 
while 𝑅 represents the nuclear coordinates. Without this term, the atom-centered basis 
functions could not describe the electron orbitals present on or between the nuclei.60, 78 
 
                                            
𝜕𝐸
𝜕𝑅
= ⟨𝜓|
𝜕𝐻
𝜕𝑅 |𝜓⟩ + ⟨
𝜕𝜓
𝜕𝑅 |𝐻|𝜓⟩ + ⟨𝜓|𝐻|
𝜕𝜓
𝜕𝑅⟩                            (14) 
 
The final force is known as the Residual Term (𝐹𝑅𝑇⃗⃗ ⃗⃗ ⃗⃗  ). This term is present during 
nonadiabatic conditions. This force is null if full self-consistency is reached in the form 
of a relaxed ground state electronic configuration. If the system is not currently in the 
relaxed electronic ground state, this Residual Term takes effect to generate corrected 
forces on each nucleus (𝐹𝛼⃗⃗  ⃗). The residual term allows for the optimization of the 
geometry and the return of the system to the relaxed electronic ground state. For this to 
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occur, corrections accounting for the incomplete basis set (𝐹𝛼
𝐼𝐵𝑆⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) and non-self-consistent 
charge densities (𝐹𝛼
𝑁𝑆𝐶⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) are needed. 𝐹𝛼
𝐼𝐵𝑆⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   nullifies the first-order basis set error initially 
presented from the calculation of forces on the nuclei. However, this term is null if a 
plane wave basis set is used. 𝐹𝛼
𝑁𝑆𝐶⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ corrects for imperfections in the self-consistency cycle 
that create distance from the BO surface.  These corrections are then directly applied to 
the forces generated for the individual nuclei (𝐹𝛼𝐻𝐹⃗⃗ ⃗⃗ ⃗⃗  ⃗). The equation describing this process 
is outlined in eq 15.78 This term is important for the first class of AIMD, which is known 
as Born-Oppenheimer molecular dynamics (BOMD).58, 78 
 
                                       𝐹𝛼⃗⃗  ⃗ = 𝐹𝛼𝐻𝐹⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝐹𝑅𝑇⃗⃗ ⃗⃗ ⃗⃗  = 𝐹𝛼𝐻𝐹⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝐹𝛼
𝐼𝐵𝑆⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  + 𝐹𝛼
𝑁𝑆𝐶⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = 0                                   (15) 
 
BOMD is an AIMD method that requires energy minimization at each step of the 
calculation to ensure adherence to the BO potential energy surface.58 This surface is 
found when the nuclear dynamics are the same as described by the time-dependent 
Schrödinger equation for the time-dependent nuclear wavefunction.57 For this condition 
to be met, the fundamental assumption is that excited electronic states are forbidden 
along the BO surface.73 
BOMD has certain advantages and disadvantages. With the inclusion of Pulay 
forces, atom-centered basis functions are suitable for use for the basis set.57, 60 However, 
if tight convergence criteria are not met in regards to the SCF cycle, then the Residual 
Force can lead to poor energy conservation for the system.58 The full energy 
minimization requirement for each time step can greatly increase the computational cost 
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of the trajectory calculation.57-58, 67 The second class of AIMD, which is known as 
extended-Lagrangian molecular dynamics (ELMD), does not have this issue.57, 73 
ELMD is defined by using extended Lagrangian mechanics to propagate the 
wavefunction across the classical degrees of freedom of the nuclei.67, 69, 73  The advantage 
of ELMD over BOMD is that it is no longer required to complete electronic convergence 
between each time step. This can increase the efficiency anywhere from 2 to 4 times that 
of BOMD.73 However, a full SCF cycle can still be requested to ensure adiabaticity of the 
system. One of the most common of the ELMD methods is known as Car-Parrinello 
molecular dynamics (CPMD). 
CPMD typically uses plane wave basis sets to describe the dynamic electronic 
densities. The advantages of using plane wave basis sets are that they nullify the Pulay 
Forces and make the Residual Forces terms easier to calculate by nullifying the 
incomplete basis set force correction term. This makes CPMD ideal for describing 
bulk/extended systems.57, 78 The disadvantage of using plane wave basis sets is that they 
do not describe the electronic density accurately close to the nuclei. As the nuclei are 
approached, plane wave basis sets cannot describe the cusp-like electronic density as 
accurately as Gaussian functions.57, 63, 64 Gaussian functions can be used as an adjunct to 
correct for this effect, but the addition of Gaussian functions can make the trajectory 
calculations more computationally expensive.63 Also, the addition of Gaussian functions 
can lead to poor energy conservation when compared to purely plane wave basis sets. 65 
To remove this problem, a new ELMD methodology was developed called atom-centered 
density matrix propagation molecular dynamics (ADMP). 
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Eq 16 describes the extended-Lagrangian function that allows for the propagation 
of the electronic density matrix across the nuclei treated with classical degrees of 
freedom. 𝑇𝑟 denotes a trajectory-dependent term, as the distribution of forces are 
randomized for each “seed” with a random number generator. 𝑽𝑻𝑴𝑽 denotes a 
momentum-scaling term. 𝜇 represents the fictitious mass tensor of the electronic system 
while 𝑾 represents the density matrix velocity, leading to a fictitious density matrix 
momentum for the electronic structure. 𝐸(𝑹,𝑷) denotes the potential energy as a function 
of position of the nuclei (𝑹) and the single-electron density matrix (𝑷), as derived from 
the selected total energy operator. You are still reading this? I applaud your fortitude. The 
Lagrangian multiplier matrix (𝛬) enforces N-representability, which ensures that 
electrons are not double-counted. The first two collective terms are known as the kinetic 
energy terms, while the last two terms are the potential energy terms.63, 72, 74 
 
          𝐿𝐴𝐷𝑀𝑃 =
1
2
𝑇𝑟(𝑽𝑻𝑴𝑽) +
1
2
𝑇𝑟([𝜇
1
4𝑾𝜇
1
4]2) − 𝐸(𝑹, 𝑷) − 𝑇𝑟[𝛬(𝑷𝑷 − 𝑷)]          (16) 
 
ADMP has many advantages over the previously described methodologies. As 
mentioned previously, ADMP uses atom-centered Gaussian basis functions.64-65, 68 As a 
further advantage, ADMP was specifically designed for use with Gaussian basis 
functions as to prevent poor energy conservation during trajectory calculations.64-65 
ADMP also provides the flexibility of either treating each electron in the system 
separately or using pseudopotentials to describe core electrons.63 Unlike CPMD, there is 
no need for use of pseudopotentials on hydrogen atoms or the use of deuterium instead of 
hydrogen.63-65, 74 To ensure adherence to the BO potential energy surface, fictitious 
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masses for the electronic degrees of freedom are set automatically to maintain the 
electronic ground state throughout the calculation. Good computational efficiency is 
achieved by using fewer basis functions per atom while implementing larger time steps 
than CPMD. Despite the increased computational efficiency, ADMP is as accurate as 
BOMD while maintain similar efficiency as CPMD.56, 71 ADMP also allows for rigorous 
on-the-fly control of the deviation from the Born–Oppenheimer surface and the mixing of 
the fictitious kinetic energies of the electrons and real kinetic energies of the nuclei.63 The 
treatment of gas-phase and cluster systems is excellent for ADMP due to the use of 
Gaussian functions.63, 71 This is because of the problems that plane wave basis sets, like 
the ones used in CPMD, have in describing non-periodic molecular systems. Further 
flexibility is allowed in ADMP because either semi-empirical, HF, pure DFT, or hybrid 
DFT operators can be used to describe the system of study.64-65 These advantages can be 
used to accurately model the thermal cracking of methyl linoleate. 
The advantage of modeling the thermal cracking process with ADMP is that it 
allows for the viewing of geometric and dynamic bond activity as time progresses in the 
trajectory calculation.66, 70 Unfortunately, the thermal cracking process occurs 
experimentally within a 2-6 hour timeframe.56 The time frame that ADMP can reasonably 
calculate is in the tens of picoseconds range.  However, precedence has been set in the 
field of computational biology to provide a solution to this problem. This solution is 
known as temperature-accelerated molecular dynamics method (TAMD).76-77 
TAMD allows for the description of longer time frame processes by increasing 
the temperature of the system during the trajectory calculation. This increases the speed 
at which certain processes will occur, such as conformational changes and bond 
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breakages.76-77 In the case of this study, it increases the speed of geometry changes and 
bond breakages. There have been current studies into the pyrolysis of cellobiose and 
maltose via CPMD that confirm the viability of this methodology using 
thermogravimetric and mass spectroscopic experiments.75 Caution should be used while 
using this methodology because if a temperature that is selected is too high, energetically 
forbidden states can be accessed. Alongside energetically forbidden states, the addition of 
too much energy can also further the system from the BO potential energy surface.76-77 
To describe the kinetic energy of the nuclei during these TAMD trajectory 
calculations, the nuclear kinetic energy (NKE) must be specified. This allows for the 
immediate propagation of the kinetic energy responsible for the randomized velocities of 
the nuclei. This is important as both temperature and energy cannot be exactly conserved 
for these calculations. Once specified, NKE is then randomly dispersed throughout the 
system. In eq 17, 𝑁 represents the number of nuclei in the system, 𝑘𝐵 represents 
Boltzmann’s constant, and 𝑇 represents the desired temperature of the system.79 
 
                                                                𝑁𝐾𝐸 =
3
2
(𝑁 − 1) 𝑘𝐵𝑇                                                (17) 
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CHAPTER 2: METHODOLOGY 
 
2.1 Evaluated Methods 
New Evaluated Model Chemistries. The thermochemical properties of bond 
dissociation pathways for methyl linoleate were computed with an eye towards direct 
chemical dynamics simulations. Therefore, economy of the method is a strong 
consideration along with accuracy. The B97-D 46,47, B3LYP 48, and M06-2X 49 density 
functionals were tested; additionally the wavefunction theory method MP2 81 was 
included. Basis sets were also tested; 6-31G(d), 6-31+G(d,p), 6-311++G(2d,p), cc-pVDZ, 
and aug-cc-pVDZ 43 are discussed herein. All calculations were completed with the 
Gaussian 09 suite. 85 Both geometry optimization and frequency analyses were 
performed in the gas phase. Frequency analysis allows for identification of the stationary 
points as minima or transition state structures, as well as providing zero-point vibrational 
energy (ZPVE). 
The B97-D density functional is a hybrid meta-generalized gradient 
approximation (HGGA) constructed from Becke’s 1997 exchange and correlation 
functionals with an additional semi-empirical dispersion correction factor of Grimme 
(G2).46-47 
 B3LYP was selected because it is a hyper-GGA DFT hybrid functional. B3LYP 
was parameterized against the G2 data base where it achieved an absolute error of 2.0 
kcal/mol for describing atomization energies.43, 45, 48 As mentioned earlier, B3LYP has 
been commonly employed in describing similar organic molecular systems. However, the 
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technical limitations of this functional prompt investigation into the viability of using 
B3LYP to describe methyl linoleate’s thermochemical properties. 
M06-2X was selected because it is a hyper-GGA DFT hybrid functionals 
commonly employed in describing organic molecular systems.11, 14, 27-28, 43, 45, 49-51 Truhlar 
and Zhao had parameterized M06-2X specifically to describe the thermochemistry, 
kinetics, and noncovalent interactions of main-block elements.11, 14, 49-51 Because of the 
ability to describe π-π interactions, hydrogen bonding, and other long-range forces, M06-
2X has been recently used to describe bond dissociations in methyl linolenate (as 
opposed to this study’s methyl linoleate).14 
The perturbative second-order Møller-Plesset method (MP2; MBPT2) was 
included in testing due to its relative success in describing longer-range effects that may 
be important in molecules as large as methyl linoleate.43, 45, 52 This method has been used 
in thermochemical calculations of main-block elements due to its accuracy in describing 
bond lengths, electron correlation, and geometry optimizations of minima. An additional 
advantage to using MP2 is that it is not size dependent (while the DFT methods herein 
are).29, 43, 45, 52 There has also been literature published describing the thermal cracking of 
small hydrocarbons using the MP2/6-31G(d) method.29 
Three Pople and two Dunning basis sets were chosen for evaluation for this study. 
While a larger basis set is more descriptive of the atomic orbitals used in constructing the 
wavefunctions of chemical systems, there seems to be precedent in recent literature to 
suggest using smaller basis sets when describing larger chemical systems.11, 16, 20 To 
gauge this effect for our selected FAMEs, we have evaluated the Pople basis sets of 6-
31G(d), 6-31+G(d,p) 82, and 6-311G++(2d,p) 83. The Dunning cc-PVDZ and aug-cc-
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pVDZ 84 basis sets were evaluated for how accurately they could describe our FAME 
chemical systems. 
 
2.2 ADMP Parameterization 
For ADMP trajectory calculations to accurately model the thermal cracking of 
methyl linoleate, certain parameters had to be selected and optimized. The parameters 
that were optimized include the description of the thermodynamics and the time scales of 
the system. Another parameter included the inclusion of a semi-empirical improvement 
of the description of the long-range forces of the system.  
Temperature. The parameters governing the thermodynamics of the system can 
be reduced to two parameters: the accelerated temperature of the system and the use of a 
thermostat. The temperatures that were evaluated were 1000, 1500, 2000, 2250, 2500, 
2750, 3500, 3750, and 4000 K. The logic behind these evaluations was to select the 
lowest temperature that would reliably result in bond dissociations within the selected 
timeframe of the trajectory calculation. If the temperature was too low, no bond 
dissociations would be observed. However, if the temperature is too high, energetically 
disfavored system states can be observed. The inclusion of a thermostat was also 
evaluated, which would allow the system to be treated as if it were subjected to a “heat 
bath”. A thermostat in the trajectory calculation allows for the conservation of thermal 
energy of the system. The reasoning for this is that the kinetic and thermal energy for the 
trajectory calculations are not perfectly conserved, so without a thermostat the 
temperature of the system will begin to decrease with time. 
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Timeframe. The parameters governing the timeframes of the trajectory 
calculations include the step size and the overall number of time steps. The step sizes 
represent the change in time used for each step of the calculation. The step sizes that were 
evaluated were 0.1, 1.0, and 2.5 femtoseconds (fs). The advantage of using a small step 
size is the more physical treatment of bond vibrations during the trajectory calculations. 
However, this comes at the cost of overall timeframe size and computational cost. With a 
larger step size, you can describe a longer overall timeframe. This approach presents the 
risk of the unphysical treatment of vibrations in the form of nuclei entering one another. 
The total number of integration time steps that were evaluated were 2000, 2500, 4000, 
and 5000 steps. In conjunction with the aforementioned step sizes, the overall timeframe 
ranged from 200 fs to 12.5 picoseconds (ps) of simulated time. 
Semi-Empirical Dispersion Correction. The parameter of including a semi-
empirical dispersion correction was decided because of the need to describe long-range 
forces. Due to the programming of the ADMP code, duffuse basis functions cannot be 
used as they lead to linear dependencies that crash the code. To compensate for this loss, 
Grimme’s third generation of semi-empirical dispersion correction was included. This 
allows for more accurate description of dispersion and π-π interaction forces, which is 
important for intermolecular forces and forces between thermally cracked fragments. 
Becke and Johnson’s dispersion dampening correction factor was attempted for these 
ADMP trajectory calculations, but the code would not allow for its use. 
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CHAPTER 3: RESULTS AND DISCUSSION 
 
3.1 Benchmark Studies 
Homolytic Bond Cleavage of Exemplar Compounds. The primary mechanism 
of thermal cracking is dominated by homolytic bond scission. Therefore, the most 
effective method to describe the thermal cracking of FAMEs must be able to describe 
bond dissociation accurately. To evaluate the best method for describing bond 
dissociations, a list of reactions was compiled that have experimental BDE data.53 These 
reactions (1 – 44, Chart 2) were chosen for structural resemblance to FAMEs (chemical 
moiety representatives; CMRs). The CMR reactions can be separated into different 
classes describing the bond breaking. Reactions 1 – 24 are carbon-hydrogen bond 
scissions, reactions 25 – 35 are carbon-carbon bond scissions, reactions 36 – 42 are 
mostly carbon-oxygen bond scissions, and reactions 43 – 44 are double bond scissions. 
The BDEs were calculated for the CMR reactions 1 – 44 (Figure 7) and compared 
to experimentally determined values by computing the absolute percent deviation (APD) 
according to the following equation: 
 
                                                                𝐴𝑃𝐷 =  |
∆𝐸𝑐𝑎𝑙𝑐−∆𝐻𝑒𝑥𝑝
∆𝐻𝑒𝑥𝑝
|                                                   (18) 
 
The mean APD (MAPD) was computed for the collection of CMR reactions 1 – 
44 (Figure 7). These data appear in Table 1. Once all the absolute percent deviations were  
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Figure 7. Chemical Moiety Representative (CMR) Reactions with Structural Resemblance 
to Fatty-Acid Methyl Esters (FAMEs) Methyl Linoleate and have Experimental Bond 
Dissociation Energies (BDEs) Reported.53 
 
 
calculated for all of the methods, they were separated into their representative bond classes 
for evaluation. The absolute percent deviations were averaged for each bond class to find 
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TABLE 1. Mean Average Percent Deviations (MAPDs) in Calculated Homolytic Bond 
Dissociation Energies (BDEs) for Chemical Moiety Representative (CMR) Reactions 1 – 
44. 
 
 B3LYP M06-2X B97D MP2 CBS-QB3 
6-31G(d) 5.0% 3.1% 5.1% 6.4% 
2.4% 
6-31+G(d,p) 7.1% 2.8% 6.8% 5.3% 
6-311G++(2d,p) 7.9% 3.2% 7.8% 5.6% 
cc-PVDZ 7.1% 3.3% 6.9% 5.5% 
aug-cc-pVDZ 8.0% 3.3% 7.7% 6.0% 
 
 
TABLE 2. Mean Average Percent Deviations (MAPDs) in Calculated Homolytic Bond 
Dissociation Energies (BDEs) for Chemical Moiety Representative (CMR) Reactions 1 – 
44 Separated by Bond Type. 
 
C-H Bond Dissociation (Reactions 1 – 25, Figure 7) 
 B3LYP M06-2X B97D MP2 CBS-QB3 
6-31G(d) 3.0% 1.5% 2.8% 6.5% 
1.4% 
6-31+G(d,p) 3.1% 1.7% 2.7% 4.6% 
6-311G++(2d,p) 4.2% 2.3% 4.3% 4.6% 
cc-PVDZ 4.8% 2.6% 4.8% 4.8% 
aug-cc-pVDZ 5.0% 3.0% 5.0% 4.9% 
C-C Bond Dissociation (Reactions 25 – 35, Figure 7) 
6-31G(d) 6.7% 4.5% 6.3% 7.4% 
3.7% 
6-31+G(d,p) 12.7% 3.3% 11.5% 6.6% 
6-311G++(2d,p) 13.4% 3.8% 11.7% 7.2% 
cc-PVDZ 10.4% 3.4% 8.7% 7.3% 
aug-cc-pVDZ 12.2% 3.1% 10.3% 8.2% 
Other Bond Dissociation (Reactions 36 – 42, Figure 7) 
6-31G(d) 9.3% 5.9% 10.5% 5.7% 
3.4% 
6-31+G(d,p) 12.8% 4.6% 13.6% 5.2% 
6-311G++(2d,p) 13.3% 4.8% 13.8% 6.3% 
cc-PVDZ 10.6% 5.2% 11.1% 4.6% 
aug-cc-pVDZ 12.8% 4.4% 13.1% 6.3% 
C=X Bond Dissociation (Reactions 43 – 44, Figure 7) 
6-31G(d) 1.5% 2.3% 3.8% 3.4% 
0.1% 
6-31+G(d,p) 3.0% 4.4% 3.1% 4.3% 
6-311G++(2d,p) 1.9% 3.3% 3.3% 2.3% 
cc-PVDZ 1.9% 3.1% 3.4% 4.8% 
aug-cc-pVDZ 2.6% 3.6% 3.2% 3.1% 
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the mean absolute percent deviation (MAPD). The MAPDs were tabulated for each 
method for each bond class in Table 2. 
Just as predicted earlier, B3LYP was found to not be an appropriate functional for 
this study. In every reaction, with the noted exception of reactions 18 and 19, M06-2X 
outperformed B3LYP in describing the energetics of homolytic bond cleavage. Similar 
cases of M06-2X outperforming B3LYP has been observed in other benchmark studies.14, 
27-28 The difference in MAPD describing homolytic bond cleavages between B3LYP and 
M06-2X was found to be as high as 9.8% in favor of M06-2X. 
 
3.2 Bond Dissociation Studies 
Homolytic Bond Cleavage of Methyl Linoleate. The bond dissociations of 
methyl linoleate were modeled using the M06-2X/6-31+G(d,p) method. Figure 8 shows 
the optimal geometry and the observed bond dissociations of methyl linoleate. The bis-
allylic site on carbon 11 has a predictably low C-H BDE of 76.3 kcal/mol. However, this 
method also revealed other likely sites of bond dissociation present in methyl linoleate. 
Between carbons 7 and 8, the BDE was calculated to be 74.0 kcal/mol. Between carbons 
14 and 15, the BDE was calculated to be 72.4 kcal/mol. Together, these three sites 
represent the most energetically-favored sites of homolytic bond cleavage in methyl 
linoleate. 
These energetically favored sites of homolytic bond scission have been predicted 
in earlier literature, but while using the B3LYP/6-31G(d,p) method.16, 20 For the C-H bis-
allylic site on carbon 11, the BDE was predicted to be 70 kcal/mol, where this study 
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FIGURE 8. M06-2X/6-31+G(d,p) optimized structure. BDEs displayed in kcal/mol 
 
predicts 76.3 kcal/mol. For the homolytic bond scission of carbons 7 and 8, the BDE was 
predicted to be 70 kcal/mol, whereas this study predicts 74.0 kcal/mol. Between carbons 
14 and 15, the BDE was predicted by the B3LYP/6-31G(d,p) method to be 70 kcal/mol 
compared to the 72.4 kcal/mol presented in this study.20 The discrepancy could be 
explained by B3LYP’s overestimation of the stabilization effects of conjugated π-bonded 
segment of methyl linoleate, as well as the lack of diffuse functions when describing 
heavy atoms.38-43, 45 
 
3.3 ADMP Trajectory Studies 
 
 Parameterization. The main parameters that were tested for this study were 
temperature, timeframe, and use of Grimme’s semi-empirical dispersion correction. 
These parameterization trajectory calculations were to validate the method to be used for 
the rest of this study to model the thermal cracking of methyl linoleate. In turn, we intend 
to extend the use of these parameters for the future studies of other FAME compounds 
during the thermal cracking process. 
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 As previously mentioned, The temperatures that were evaluated to model the 
thermal cracking process were 1000, 1500, 2000, 2250, 2500, 2750, 3500, 3750, and 
4000 K. Temperatures 1000, 1500, 2000, 2250, 2500, 2750, and 3000 K did not produce 
bond scissions in the allotted timeframes of 250-500 fs. 3500 K was the first temperature 
that had observed bond scissions. Figure 9 demonstrates the naming scheme of the atoms 
in methyl linoleate. 
 
C9
C8
C7
C6
C5
C4
C3
C2
C1
O1
C1a
O
C10
C11
C12 C13
C14
C15
C16
C17
C18 
 
FIGURE 9. Atomic naming scheme to describe bond scissions during the thermal cracking 
of methyl linoleate. 
 
 The first temperature to yield a bond dissociation was 3500 K. The bond 
dissociations observed, the time of occurrence, and the overall timeframe of the trajectory 
are presented in Figure 10. The products generated were commodity ester compounds, 
carbon dioxide, natural gas, gasoline and kerosene products. The production of gasoline 
and kerosene sized hydrocarbons reflect similar products determined by GC and HPLC on 
the products of thermal cracking experiments. 19, 80 There were 7 trajectories at 3500 K that 
only yielded conformational changes in methyl linoleate. Due to these unreactive 
trajectories, higher temperatures were attempted. 
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FIGURE 10. Products formed during parameterization trajectories at 3500 K 
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 Figure 11 outlines the result of the trajectory parameterized to 3750 K. The 3750 
K trajectory yielded bond scissions at C14-C15 (80.0 fs) and C17-C18 (193.6 fs). This 
yielded the products of a methyl radical, a cyclopropane, and a 9,11-tetradecadien-14-yl 
radical. Due to the success of this trajectory, a higher temperature parameter was 
evaluated. 
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 4000 K trajectories produced the most bond scissions. Of these, trajectory 4 
produced the most bond scissions. The fourth trajectory produced bond scissions at C11-
C12 (1528 fs), C13-C14 (1541 fs), C7-C8 (1648 fs), C5-C6 (1756 fs), C15-C16 (1845 
fs), C3-C4 (2056), C17-C18 (3471 fs), C1-C2 (3783 fs), C1-O1 (4329 fs), and C1a-H1 
(4437 fs). This fourth trajectory formed a methyl radical, a hydrogen atom, 1,3-butadiene, 
acetylene, carbon monoxide, formaldehyde, and 5 molecules of ethylene. No further 
trajectories parameterized to 4000 K were attempted after trajectory 4. 
The standard time step for ADMP trajectories in Gaussian 09 is set to 0.1 fs. A quantum 
mechanics insight was used to rationalize a larger step size. A C-H bond vibration (which 
represents the fastest bond vibration in most FAMEs), occurs at 3000 wavenumbers (cm-
1). When converted into fs, it is equal to a vibrational frequency of approximately 11 fs. 
We need a step size an order of magnitude smaller than 11 fs in order to prevent 
unphysical representations of the bond vibrations. To allow for larger timeframes, we 
tested 0.1, 0.5, 1.0, and 2.5 fs time steps. Up to 1.0 fs performed well in describing the 
bond vibrations of our system. However, the 2.5 fs time step could never finish a 
trajectory successfully due to convergence errors and other technical issues related to 
unphysical atom interactions. 
 Production Data. For the production trajectories, 3500 K was selected as the 
most appropriate temperature to describe the thermal cracking process. This was because 
it was the first temperature that had observed bond scissions. The ratios of bond 
breakages per 1000 picoseconds was determined to be 2.5 for 3500 K, 4.0 for 3750 K, 
and 4.0 for 4000 K. The higher temperatures were ultimately not considered because of 
the high levels of bond breakages and high-energy products observed during the thermal  
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cracking process. In trajectory 4 of the 4000 K parameterization trajectories, methyl 
linoleate was completely gasified with the exception of 1,3-butadiene and formaldehyde. 
Despite the fact that this trajectory represents a random sampling of the possible energy 
states of the thermal cracking of methyl linoleate, 4000 K represented an energy state that 
was determined to be too high to describe the thermal cracking process accurately. In 
turn, 3750 K was decided against to minimize the appearance of forbidden energy states 
as 3500 K has been proven capable of describing bond dissociations of methyl linoleate 
during a reasonable timeframe. 
 Upon initial inspection, it was decided that 5000 fs represented the largest 
timeframe for a trajectory to be calculated within a reasonable time with our current 
computational cluster. However, due to the time-consuming nature of the ADMP 
trajectory calculations, it was decided to enact a “divide and conquer” approach to the 
trajectories. Because many bond dissociations occur at under 2000 fs, it was decided to 
have the “initial” trajectory occupy this timeframe. Any products formed within this time 
would be separated into their own “branch” trajectory as to cut down on computational 
cost. This could also allow for the circumstantial increase of the overall timeframe of the 
“total” trajectory as further branched trajectories were to be conducted for each new 
thermally cracked product. The branch trajectories would ultimately conclude when no 
new products are formed.  
 This requires the export of the initial velocity vectors for each atom to the 
appropriate branch trajectory from the end of the initial trajectory. However, due to time 
constraints, this portion was not possible to conduct for this study. 
43 
 The inclusion of Grimme’s GD3 semi-empirical dispersion was decided upon to 
allow for the more accurate depiction of long-range forces present during the thermal 
cracking process. The inclusion of GD3 did not produce any unphysical results. 
However, the effect was not strong enough to cause intermolecular combination reactions 
between the thermally cracked products within the observed trajectories at this point. 
 The results of the initial production trajectories with observed bond scissions are 
presented in Figure 13. The main products thus far are commodity ester, natural gas, and 
a kerosene compound. In order to get a fair distribution of products, 100 trajectories must 
be completed. Figure 13 only represents our 5 productive trajectories out of 12 total 
trajectories currently attempted with our current methodology.  Further work will be 
conducted in the future to continue this study.  
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CHAPTER 4: SUMMARY AND CONCLUSIONS 
 
To better describe the thermal cracking process, ADMP trajectory calculations 
were employed. To use the ADMP method, an appropriate model chemistry must be 
used. The most appropriate model chemistry was selected by comparing calculated BDEs 
to experimentally determined BDEs. This model chemistry was determined to be M06-
2X/6-31+G(d,p). 
Once the model chemistry was selected, the parameters of the ADMP trajectory 
calculations had to be determined. Parameterization trajectories were used to determine 
the appropriate timeframe, temperature, and presence of a semi-empirical dispersion 
correction factor GD3. The selected parameters for the production trajectories were the 
time step of 1.0 fs with an overall timeframe of 2000 fs, GD3 dispersion correction, and 
the temperature 3500 K. Currently, this project is ongoing. 
A promising new method describing the thermal cracking of FAMEs has been 
discovered. Despite the relatively few trajectories currently completed, the results are 
promising. Earlier parameterization trajectories have produced realistic products. With 
the continuation of the production trajectories, a more detailed description of the products 
formed during the thermal cracking process of methyl linoleate can be made. 
 This ab initio approach to the description of the thermal cracking process should 
allow for a more accurate and detailed description than methods proposed in the past. The 
strengths of this method lie in the atomic-level description of the FAME system as time 
progresses, and the ab initio treatment of the trajectories allow the flexibility to analyze 
many species of FAMEs for future analysis of the thermal cracking process.  
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APPENDICES 
 
Appendix A. B3LYP Benchmark Data. 
 
 
 
 
Reaction 
#
Literature 
B.D.E 
(Kcal/mol)
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
1 105.0 103.177 1.7% 102.628 2.3% 101.447 3.4% 101.072 3.7% 101.277 3.5%
2 100.5 98.326 2.2% 97.844 2.6% 96.614 3.9% 96.202 4.3% 96.562 3.9%
3 99.9 98.659 1.2% 98.142 1.8% 97.269 2.6% 96.982 2.9% 95.887 4.0%
4 98.1 94.334 3.8% 94.069 4.1% 92.837 5.4% 92.359 5.9% 92.929 5.3%
5 100.7 98.542 2.1% 98.064 2.6% 97.224 3.5% 96.932 3.7% 96.837 3.8%
6 98.3 94.583 3.8% 94.278 4.1% 93.055 5.3% 92.697 5.7% 93.180 5.2%
7 100.19 98.757 1.4% 98.280 1.9% 96.855 3.3% 96.834 3.4% 95.977 4.2%
8 99.21 94.535 4.7% 94.264 5.0% 92.992 6.3% 92.582 6.7% 92.286 7.0%
9 98.0 94.499 3.6% 94.229 3.8% 93.011 5.1% 92.627 5.5% 93.177 4.9%
10 98.0 94.492 3.6% 94.245 3.8% 92.992 5.1% 92.554 5.6% 93.173 4.9%
11 111.21 107.607 3.2% 107.864 3.0% 106.617 4.1% 105.834 4.8% 105.885 4.8%
12 111.1 108.488 2.4% 108.535 2.3% 107.339 3.4% 106.718 3.9% 107.465 3.3%
13 88.2 73.729 16.4% 83.624 5.2% 82.676 6.3% 81.904 7.1% 82.569 6.4%
14 98.1 98.823 0.7% 98.417 0.3% 97.205 0.9% 96.791 1.3% 97.213 0.9%
15 81.50 79.025 3.0% 79.456 2.5% 78.462 3.7% 77.498 4.9% 77.727 4.6%
16 85.3 80.130 6.1% 82.525 3.3% 81.543 4.4% 80.872 5.2% 81.478 4.5%
17 82.5 79.488 3.7% 79.884 3.2% 78.912 4.3% 78.068 5.4% 79.119 4.1%
18 76.60 68.519 10.6% 69.372 9.4% 68.560 10.5% 67.321 12.1% 67.751 11.6%
19 82.5 81.958 0.7% 82.261 0.3% 81.237 1.5% 80.346 2.6% 81.343 1.4%
20 83.4 80.628 3.3% 79.796 4.3% 78.839 5.5% 77.974 6.5% 79.065 5.2%
21 83.4 79.334 4.9% 79.781 4.3% 78.826 5.5% 77.943 6.5% 79.052 5.2%
22 81.9 78.584 4.0% 78.927 3.6% 81.904 0.0% 81.104 1.0% 77.310 5.6%
23 95.48 95.985 0.5% 95.704 0.2% 94.457 1.1% 94.722 0.8% 93.694 1.9%
24 95.60 93.066 2.7% 93.311 2.4% 92.030 3.7% 91.130 4.7% 91.431 4.4%
25 90.2 86.742 3.8% 82.819 8.2% 82.300 8.8% 85.237 5.5% 83.244 7.7%
26 88.79 84.284 5.1% 80.550 9.3% 79.987 9.9% 82.927 6.6% 81.208 8.5%
27 87.31 81.481 6.7% 77.882 10.8% 77.198 11.6% 80.080 8.3% 78.136 10.5%
28 87.50 82.226 6.0% 78.582 10.2% 77.901 11.0% 80.920 7.5% 78.469 10.3%
29 86.1 81.633 5.2% 78.023 9.4% 77.421 10.1% 80.228 6.8% 78.797 8.5%
30 100.0 97.385 2.6% 93.849 6.2% 89.837 10.2% 92.188 7.8% 94.303 5.7%
31 101.6 96.198 5.3% 92.542 8.9% 67.320 33.7% 69.888 31.2% 93.062 8.4%
32 99.81 92.836 7.0% 89.338 10.5% 88.655 11.2% 91.188 8.6% 89.873 10.0%
33 87.19 78.686 9.8% 75.966 12.9% 75.409 13.5% 77.414 11.2% 76.464 12.3%
34 75.00 66.674 11.1% 63.566 15.2% 63.094 15.9% 65.493 12.7% 63.926 14.8%
35 73.3 56.659 22.7% 63.430 13.5% 62.731 14.4% 64.998 11.3% 64.294 12.3%
36 83.1 76.933 7.4% 73.553 11.5% 73.207 11.9% 76.011 8.5% 73.227 11.9%
37 84.8 77.827 8.2% 74.408 12.3% 74.299 12.4% 77.194 9.0% 73.798 13.0%
38 84.4 75.650 10.4% 72.451 14.2% 72.718 13.8% 75.218 10.9% 73.053 13.4%
39 110.71 86.728 21.7% 84.259 23.9% 83.433 24.6% 85.409 22.9% 84.395 23.8%
40 84.30 79.284 5.9% 76.925 8.7% 76.313 9.5% 77.834 7.7% 76.824 8.9%
41 84.89 79.652 6.2% 77.195 9.1% 76.664 9.7% 78.323 7.7% 77.190 9.1%
42 100.50 92.928 7.5% 89.108 11.3% 88.422 12.0% 91.459 9.0% 88.420 12.0%
43 127.20 128.202 0.8% 124.822 1.9% 126.724 0.4% 126.762 0.3% 125.617 1.2%
44 174.09 170.071 2.3% 167.029 4.1% 167.976 3.5% 168.017 3.5% 167.167 4.0%
Operator
Basis Set
B3LYP
6-31G(d) 6-31+G(d,p) 6-311G++(2d,p) cc-PVDZ aug-cc-pVDZ
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Appendix B. M06-2X Benchmark Data. 
 
 
 
 
 
 
Reaction 
#
Literature 
B.D.E 
(Kcal/mol)
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
1 105.0 103.798 1.1% 102.956 1.9% 102.082 2.8% 101.769 3.1% 101.585 3.3%
2 100.5 99.929 0.6% 99.104 1.4% 98.057 2.4% 97.770 2.7% 97.763 2.7%
3 99.9 100.074 0.2% 99.302 0.6% 98.309 1.6% 98.223 1.7% 97.803 2.1%
4 98.1 96.485 1.6% 95.961 2.2% 94.732 3.4% 94.317 3.9% 94.563 3.6%
5 100.7 100.659 0.0% 99.877 0.8% 98.686 2.0% 98.437 2.2% 98.461 2.2%
6 98.3 97.118 1.2% 96.565 1.8% 95.532 2.8% 95.065 3.3% 95.423 2.9%
7 100.19 99.795 0.4% 99.187 1.0% 97.943 2.2% 97.649 2.5% 96.863 3.3%
8 99.21 96.549 2.7% 96.055 3.2% 94.652 4.6% 94.262 5.0% 93.837 5.4%
9 98.0 96.730 1.3% 96.273 1.8% 95.539 2.5% 95.050 3.0% 94.986 3.1%
10 98.0 96.260 1.8% 95.792 2.3% 94.426 3.6% 94.027 4.1% 94.525 3.5%
11 111.21 108.265 2.6% 108.257 2.7% 107.242 3.6% 106.511 4.2% 106.379 4.3%
12 111.1 109.257 1.7% 109.102 1.8% 108.093 2.7% 107.474 3.3% 108.013 2.8%
13 88.2 87.166 1.2% 86.670 1.7% 85.903 2.6% 85.242 3.4% 85.434 3.1%
14 98.1 100.696 2.6% 99.963 1.9% 98.860 0.8% 98.446 0.4% 98.526 0.4%
15 81.50 83.190 2.1% 83.098 2.0% 82.317 1.0% 81.225 0.3% 81.171 0.4%
16 85.3 86.028 0.9% 85.362 0.1% 84.326 1.1% 84.019 1.5% 83.320 2.3%
17 82.5 83.564 1.3% 83.497 1.2% 82.630 0.2% 81.774 0.9% 82.395 0.1%
18 76.60 73.980 3.4% 74.287 3.0% 73.643 3.9% 72.370 5.5% 72.436 5.4%
19 82.5 85.416 3.5% 85.218 3.3% 84.204 2.1% 83.449 1.1% 84.068 1.9%
20 83.4 84.233 1.0% 83.949 0.7% 82.868 0.6% 81.898 1.8% 82.919 0.6%
21 83.4 83.427 0.0% 83.350 0.1% 82.451 1.1% 81.528 2.2% 82.167 1.5%
22 81.9 82.630 0.9% 82.314 0.5% 84.594 3.3% 84.019 2.6% 81.562 0.4%
23 95.48 98.155 2.8% 97.764 2.4% 96.920 1.5% 95.778 0.3% 95.517 0.0%
24 95.60 95.679 0.1% 95.444 0.2% 94.496 1.2% 93.597 2.1% 93.616 2.1%
25 90.2 92.627 2.7% 88.721 1.6% 88.244 2.2% 91.241 1.2% 89.257 1.0%
26 88.79 91.362 2.9% 87.702 1.2% 86.767 2.3% 89.687 1.0% 87.993 0.9%
27 87.31 90.197 3.3% 86.670 0.7% 85.472 2.1% 88.423 1.3% 86.937 0.4%
28 87.50 91.365 4.4% 87.873 0.4% 86.954 0.6% 90.084 3.0% 88.570 1.2%
29 86.1 90.527 5.1% 86.935 1.0% 85.607 0.6% 88.486 2.8% 87.203 1.3%
30 100.0 105.574 5.6% 102.075 2.1% 97.142 2.9% 99.248 0.8% 102.528 2.5%
31 101.6 102.509 0.9% 99.047 2.5% 76.127 25.1% 78.810 22.4% 99.664 1.9%
32 99.81 100.418 0.6% 97.141 2.7% 96.110 3.7% 98.639 1.2% 97.761 2.1%
33 87.19 88.005 0.9% 85.247 2.2% 84.612 3.0% 86.426 0.9% 85.717 1.7%
34 75.00 77.620 3.5% 74.385 0.8% 73.764 1.6% 76.025 1.4% 74.972 0.0%
35 73.3 77.247 5.4% 73.916 0.8% 73.331 0.0% 75.441 2.9% 74.706 1.9%
36 83.1 85.525 2.9% 82.530 0.7% 81.972 1.4% 84.644 1.9% 82.572 0.6%
37 84.8 87.732 3.5% 84.811 0.0% 84.590 0.2% 87.063 2.7% 84.546 0.3%
38 84.4 84.222 0.2% 81.600 3.3% 81.665 3.2% 83.944 0.5% 82.101 2.7%
39 110.71 96.327 13.0% 93.909 15.2% 93.002 16.0% 94.763 14.4% 93.787 15.3%
40 84.30 93.566 11.0% 91.207 8.2% 90.950 7.9% 92.592 9.8% 91.123 8.1%
41 84.89 93.609 10.3% 91.200 7.4% 90.808 7.0% 92.511 9.0% 91.334 7.6%
42 100.50 103.135 2.6% 99.952 0.5% 99.398 1.1% 101.963 1.5% 99.255 1.2%
43 127.20 125.129 1.6% 122.232 3.9% 124.337 2.3% 124.442 2.2% 124.037 2.5%
44 174.09 168.944 3.0% 165.738 4.8% 166.591 4.3% 167.168 4.0% 165.920 4.7%
Operator M06-2X
Basis Set 6-31G(d) 6-31+G(d,p) 6-311G++(2d,p) cc-PVDZ aug-cc-pVDZ
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Appendix C. B97-D Benchmark Data. 
 
 
 
 
 
 
Reaction 
#
Literature 
B.D.E 
(Kcal/mol)
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
1 105.0 103.622 1.3% 103.381 1.5% 102.014 2.8% 101.932 2.9% 101.153 3.7%
2 100.5 98.584 1.9% 98.350 2.1% 96.715 3.8% 96.456 4.0% 95.905 4.6%
3 99.9 99.115 0.8% 99.097 0.8% 97.489 2.4% 97.461 2.4% 96.773 3.1%
4 98.1 94.701 3.5% 94.619 3.5% 92.879 5.3% 92.482 5.7% 92.217 6.0%
5 100.7 98.981 1.7% 99.019 1.7% 97.469 3.2% 97.363 3.3% 96.715 4.0%
6 98.3 95.173 3.2% 95.118 3.2% 93.325 5.1% 93.026 5.4% 92.696 5.7%
7 100.19 99.093 1.1% 98.906 1.3% 97.185 3.0% 97.285 2.9% 96.600 3.6%
8 99.21 95.147 4.1% 95.094 4.1% 93.309 5.9% 92.987 6.3% 92.685 6.6%
9 98.0 95.124 2.9% 95.064 3.0% 93.287 4.8% 92.977 5.1% 92.700 5.4%
10 98.0 95.115 2.9% 95.060 3.0% 93.288 4.8% 92.969 5.1% 92.686 5.4%
11 111.21 107.192 3.6% 107.574 3.3% 105.851 4.8% 105.158 5.4% 105.151 5.4%
12 111.1 108.329 2.5% 108.559 2.3% 106.874 3.8% 106.344 4.3% 106.173 4.4%
13 88.2 83.529 5.3% 83.763 5.0% 82.317 6.7% 81.772 7.3% 81.509 7.6%
14 98.1 99.362 1.3% 99.241 1.2% 97.679 0.4% 97.235 0.9% 96.882 1.2%
15 81.50 79.194 2.8% 79.750 2.1% 78.215 4.0% 77.421 5.0% 77.579 4.8%
16 85.3 82.606 3.2% 82.653 3.1% 81.168 4.8% 80.657 5.4% 80.388 5.8%
17 82.5 77.974 5.5% 80.334 2.6% 78.819 4.5% 78.159 5.3% 78.255 5.1%
18 76.60 68.204 11.0% 69.183 9.7% 67.834 11.4% 66.758 12.9% 67.122 12.4%
19 82.5 81.290 1.5% 81.609 1.1% 80.024 3.0% 79.377 3.8% 79.334 3.8%
20 83.4 80.468 3.5% 80.243 3.8% 78.745 5.6% 78.048 6.4% 78.180 6.3%
21 83.4 79.634 4.5% 80.153 3.9% 78.658 5.7% 77.987 6.5% 78.115 6.3%
22 81.9 78.932 3.6% 81.789 0.1% 80.242 2.0% 79.589 2.8% 79.558 2.9%
23 95.48 95.825 0.4% 95.776 0.3% 94.202 1.3% 93.484 2.1% 93.588 2.0%
24 95.60 92.932 2.8% 93.305 2.4% 91.516 4.3% 90.817 5.0% 91.041 4.8%
25 90.2 86.207 4.4% 83.019 8.0% 83.277 7.7% 86.433 4.2% 84.489 6.3%
26 88.79 84.606 4.7% 81.555 8.1% 81.607 8.1% 84.651 4.7% 82.927 6.6%
27 87.31 82.531 5.5% 79.538 8.9% 79.221 9.3% 82.092 6.0% 80.653 7.6%
28 87.50 83.611 4.4% 80.570 7.9% 80.211 8.3% 83.285 4.8% 81.752 6.6%
29 86.1 83.189 3.4% 80.311 6.7% 80.016 7.1% 82.789 3.8% 81.440 5.4%
30 100.0 93.124 6.9% 90.453 9.5% 90.043 10.0% 92.233 7.8% 91.170 8.8%
31 101.6 95.823 5.7% 68.007 33.1% 68.220 32.9% 70.911 30.2% 69.282 31.8%
32 99.81 93.107 6.7% 90.161 9.7% 89.809 10.0% 92.192 7.6% 90.974 8.9%
33 87.19 77.803 10.8% 75.492 13.4% 75.159 13.8% 77.036 11.6% 76.205 12.6%
34 75.00 67.466 10.0% 64.879 13.5% 64.676 13.8% 67.100 10.5% 66.030 12.0%
35 73.3 67.350 8.1% 64.735 11.7% 64.492 12.0% 66.718 9.0% 65.803 10.2%
36 83.1 77.456 6.8% 74.382 10.5% 74.388 10.5% 77.255 7.0% 75.111 9.6%
37 84.8 78.600 7.3% 75.650 10.8% 75.350 11.1% 78.184 7.8% 75.938 10.5%
38 84.4 76.404 9.5% 74.090 12.2% 74.018 12.3% 76.851 8.9% 74.954 11.2%
39 110.71 84.811 23.4% 82.728 25.3% 82.334 25.6% 84.064 24.1% 83.169 24.9%
40 84.30 74.702 11.4% 72.828 13.6% 72.764 13.7% 74.126 12.1% 73.294 13.1%
41 84.89 75.078 11.6% 73.116 13.9% 73.133 13.9% 74.654 12.1% 73.657 13.2%
42 100.50 92.916 7.5% 89.298 11.1% 88.607 11.8% 91.378 9.1% 88.483 12.0%
43 127.20 132.348 4.0% 128.838 1.3% 130.594 2.7% 131.455 3.3% 129.844 2.1%
44 174.09 167.781 3.6% 165.409 5.0% 167.247 3.9% 168.099 3.4% 166.647 4.3%
Operator B97-D
Basis Set 6-31G(d) 6-31+G(d,p) 6-311G++(2d,p) cc-PVDZ aug-cc-pVDZ
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Appendix D. MP2 Benchmark Data. 
 
 
 
 
 
 
Reaction 
#
Literature 
B.D.E 
(Kcal/mol)
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
Calculated 
B.D.E 
(Kcal/mol)
% Error
1 105.0 94.948 9.6% 97.840 6.8% 98.530 6.2% 97.206 7.4% 97.470 7.2%
2 100.5 92.097 8.4% 95.209 5.3% 95.565 4.9% 94.502 6.0% 94.680 5.8%
3 99.9 92.680 7.2% 96.009 3.9% 96.485 3.4% 95.409 4.5% 95.585 4.3%
4 98.1 89.719 8.5% 93.192 5.0% 93.517 4.7% 92.419 5.8% 92.944 5.3%
5 100.7 92.646 8.0% 95.892 4.8% 96.390 4.3% 95.321 5.3% 95.490 5.2%
6 98.3 90.201 8.2% 93.618 4.8% 93.932 4.4% 92.856 5.5% 93.376 5.0%
7 100.19 91.899 8.3% 95.916 4.3% 96.415 3.8% 95.344 4.8% 95.512 4.7%
8 99.21 89.183 10.1% 93.636 5.6% 93.933 5.3% 92.840 6.4% 93.414 5.8%
9 98.0 90.186 8.0% 93.659 4.4% 93.947 4.1% 92.863 5.2% 93.457 4.6%
10 98.0 90.185 8.0% 93.658 4.4% 93.947 4.1% 92.864 5.2% 93.466 4.6%
11 111.21 106.381 4.3% 111.054 0.1% 110.770 0.4% 109.826 1.2% 110.628 0.5%
12 111.1 108.208 2.6% 111.698 0.5% 111.517 0.4% 110.665 0.4% 111.369 0.2%
13 88.2 84.688 4.0% 101.054 14.6% 101.213 14.8% 101.025 14.5% 101.172 14.7%
14 98.1 93.951 4.2% 97.150 1.0% 96.946 1.2% 97.388 0.7% 98.666 0.6%
15 81.50 80.604 1.1% 85.302 4.7% 85.830 5.3% 84.499 3.7% 85.635 5.1%
16 85.3 95.539 12.0% 87.293 2.3% 87.979 3.1% 86.904 1.9% 87.526 2.6%
17 82.5 94.996 15.1% 85.701 3.9% 86.356 4.7% 85.012 3.0% 86.182 4.5%
18 76.60 78.108 2.0% 82.988 8.3% 83.532 9.0% 82.156 7.3% 83.708 9.3%
19 82.5 92.504 12.1% 88.563 7.3% 88.975 7.8% 87.844 6.5% 88.599 7.4%
20 83.4 94.983 13.9% 85.577 2.6% 86.242 3.4% 84.899 1.8% 86.065 3.2%
21 83.4 95.008 13.9% 85.587 2.6% 86.248 3.4% 84.906 1.8% 86.102 3.2%
22 81.9 92.965 13.5% 88.735 8.3% 89.082 8.8% 88.074 7.5% 88.521 8.1%
23 95.48 90.346 5.4% 94.974 0.5% 94.868 0.6% 92.976 2.6% 94.226 1.3%
24 95.60 88.624 7.3% 93.477 2.2% 93.448 2.3% 91.815 4.0% 93.177 2.5%
25 90.2 88.555 1.8% 86.400 4.2% 87.216 3.3% 88.238 2.2% 87.771 2.7%
26 88.79 89.618 0.9% 87.675 1.3% 88.819 0.0% 89.471 0.8% 89.559 0.9%
27 87.31 90.010 3.1% 88.320 1.2% 89.665 2.7% 89.973 3.1% 90.584 3.8%
28 87.50 91.143 4.2% 89.378 2.1% 90.909 3.9% 91.094 4.1% 91.893 5.0%
29 86.1 90.927 5.6% 89.312 3.7% 90.699 5.3% 90.777 5.4% 91.855 6.7%
30 100.0 112.023 12.0% 105.806 5.8% 106.270 6.3% 106.763 6.8% 107.526 7.5%
31 101.6 106.422 4.7% 80.610 20.7% 82.284 19.0% 82.691 18.6% 82.974 18.3%
32 99.81 106.555 6.8% 105.004 5.2% 105.770 6.0% 106.277 6.5% 107.129 7.3%
33 87.19 99.814 14.5% 98.596 13.1% 99.332 13.9% 99.619 14.3% 100.887 15.7%
34 75.00 82.817 10.4% 81.268 8.4% 82.917 10.6% 82.856 10.5% 84.126 12.2%
35 73.3 82.858 13.0% 81.228 10.8% 82.704 12.8% 82.590 12.7% 84.038 14.6%
36 83.1 84.931 2.2% 84.552 1.7% 85.769 3.2% 84.128 1.2% 85.982 3.5%
37 84.8 89.216 5.2% 88.973 4.9% 90.489 6.7% 88.420 4.3% 90.618 6.9%
38 84.4 84.657 0.3% 85.184 0.9% 86.782 2.8% 84.769 0.4% 87.029 3.1%
39 110.71 94.439 14.7% 93.568 15.5% 94.494 14.6% 93.081 15.9% 94.779 14.4%
40 84.30 90.854 7.8% 90.046 6.8% 90.965 7.9% 89.134 5.7% 90.645 7.5%
41 84.89 91.203 7.4% 90.365 6.4% 91.282 7.5% 89.651 5.6% 91.003 7.2%
42 100.50 104.830 4.3% 103.254 2.7% 104.134 3.6% 102.380 1.9% 103.602 3.1%
43 127.20 125.384 1.4% 123.582 2.8% 127.547 0.3% 122.923 3.4% 126.194 0.8%
44 174.09 164.576 5.5% 164.119 5.7% 166.434 4.4% 163.078 6.3% 164.689 5.4%
Operator MP2
Basis Set 6-31G(d) 6-31+G(d,p) 6-311G++(2d,p) cc-PVDZ aug-cc-pVDZ
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Appendix E. CBS-QB3 Benchmark Data. 
 
 
Reaction #
Literature 
B.D.E 
(Kcal/mol)
Calculated 
B.D.E 
(Kcal/mol)
% Error
1 105.0 103.781 1.2%
2 100.5 99.904 0.6%
3 99.9 100.592 0.7%
4 98.1 97.041 1.1%
5 100.7 100.496 0.2%
6 98.3 97.351 1.0%
7 100.19 100.370 0.2%
8 99.21 97.290 1.9%
9 98.0 97.304 0.7%
10 98.0 97.258 0.8%
11 111.21 109.079 1.9%
12 111.1 109.806 1.2%
13 88.2 85.912 2.6%
14 98.1 100.489 2.4%
15 81.50 82.600 1.3%
16 85.3 84.856 0.5%
17 82.5 83.060 0.7%
18 76.60 72.946 4.8%
19 82.5 84.780 2.8%
20 83.4 82.969 0.5%
21 83.4 82.903 0.6%
22 81.9 85.014 3.8%
23 95.48 98.505 3.2%
24 95.60 96.766 1.2%
25 90.2 88.465 1.9%
26 88.79 88.355 0.5%
27 87.31 87.804 0.6%
28 87.50 88.831 1.5%
29 86.1 88.464 2.7%
30 100.0 98.348 1.7%
31 101.6 75.018 26.2%
32 99.81 97.831 2.0%
33 87.19 84.164 3.5%
34 75.00 73.870 1.5%
35 73.3 73.601 0.4%
36 83.1 83.424 0.4%
37 84.8 86.618 2.1%
38 84.4 83.680 0.9%
39 110.71 93.870 15.2%
40 84.30 87.302 3.6%
41 84.89 87.711 3.3%
42 100.50 100.737 0.2%
43 127.20 127.044 0.1%
44 174.09 173.800 0.2%
CBS-QB3
