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Abstract
There is a need for systems which can au-
tonomously perform coverage tasks on large
outdoor areas. Unfortunately, the state-of-the-
art is to use GPS based localization, which is
not suitable for precise operations near trees
and other obstructions. In this paper we
present a robotic platform for autonomous cov-
erage tasks. The system architecture integrates
laser based localization and mapping using the
Atlas Framework with Rapidly-Exploring Ran-
dom Trees path planning and Virtual Force
Field obstacle avoidance. We demonstrate the
performance of the system in simulation as well
as with real world experiments.
1 Introduction
Currently, it is labor intensive to maintain parks, sport-
ing fields, golf courses and driving ranges. The Bris-
bane area (where our lab is located), with one million
people, contains over 2000 parks covering an area of
approximately 13000 ha [BCC, 2006]. Typical main-
tenance tasks include grass mowing, fertilizer and herbi-
cide spreading and in the case of driving ranges, golf ball
collection. These operations are not only time consum-
ing, but can also be hazardous to the operators and the
general public. Additionally, they generally occur dur-
ing day light hours, limiting and interrupting the time
people can use the facility.
There is therefore a need for an automated system
that could perform these tasks, providing that it can be
cost-effective. The benefits of such a system are reduced
labor cost, and allowing after-hours maintenance leading
to more daylight hours access and in the case of golf
courses, increased green fees.
A number of autonomous systems have been developed
for broad-acre harvesting such as the BEELINE system
Figure 1: Our tractor lawn mowing vehicle au-
tonomously cutting long grass.
[Beeline Technologies, 2006] which uses GPS guidance
to harvest crops, but there are no commercial systems
targeted or suitable for mowing in park or golf course
areas. Notable research work has been performed by
[Batavia et al., 2002] and [Jarvis, 2001]. [Batavia et
al., 2002] showed impressive results and demonstrated
autonomous mowing of a golf course for over 20 hours
covering an area of 82 ha. They used high-quality RTK-
GPS as the localization sensor and also showed an obsta-
cle detection system based on a movable 2D laser scan-
ner (although obstacle detection was not used in all 20
hours of autonomous operation). [Jarvis, 2001] suggests
a tri-level control strategy. The two lower levels of con-
trol, the reactive and the anticipatory one, provide local
support for obstacle collision avoidance. The third, top
level, is operated manually and provides the planning.
Over the past 15 years, a number of household lawn
mowing robots which are capable of mowing small areas
of domestic lawn have been developed. There is even a
robot lawn mower competition in the USA[ION, 2006]
with the 2006 competition attracting five university en-
tries. Early work by Noonan, et al.[Noonan et al., 1993]
described an autonomous lawn mower that used metallic
reference markers placed beneath the lawn to guide the
lawn mower. The robot lawn mower drove along paths
pre-stored on-board. The Israeli company, Friendly-
Robotics, have been making autonomous lawn mowers
for ten years. Their Robomower RL1000 product[Friend-
lyRobotics, 2006] is a fully autonomous lawn mower that
detects the edge of the mowing area using a perimeter
wire, buried around the edge of the lawn. A very sim-
ilar robot lawn mower is produced by Mowbot of the
UK[Mowbot, 2006]. Both these robots are designed for
domestic (small) garden type situations and can mow
areas of 100-200m2 per hour.
Importantly, they are also designed with automation
in mind and can turn on the spot. The programmed
cutting patterns makes use of this maneuverability. For
example, the Robomower uses a so-called W-shaped cut-
ting pattern to cover the area to be cut which contains
90-degree turns.
1.1 Our Previous Work
In previous work [Dunbabin et al., 2004], we described
our first attempts at autonomous mowing of golf course
and park sized areas. Figure 1 shows our tractor lawn
mower robot autonomously mowing long grass at our
laboratory test facility. Here, a human driver first drove
the tractor around the perimeter of the area to be cut,
while the system recorded its position using GPS. A
simple inward spiral algorithm was then used to pre-
compute a trajectory to cover the mowing area. The
tractor then autonomously navigated along the spiral
trajectory while cutting the grass. Like [Batavia et
al., 2002] we used high-quality RTK-GPS for localiza-
tion. However, GPS does not work well in areas around
and underneath trees and buried-wires are unsuitable
for mowing large areas such as parks and golf courses
(common in typical mowing areas in our target mowing
applications).
1.2 Laser-Based Navigation
This paper describes a navigation and obstacle avoidance
system developed for an under-actuated mowing robot
(our tractor) that does not use buried-wires or GPS. We
have instead based our system on a 2D laser scanner.
We achieve localization and mapping together using the
Atlas Framework [Bosse, 2004; Bosse et al., 2003; 2004].
We also constraint ourselves to only use forward mo-
tion commands.
1.3 Paper Outline
The remainder of this paper is structured as follows. Sec-
tion 2 describes the architecture of our system including
details on the perceptive and executive modules. Sec-
tion 3 then shows some results from a simulated envi-
ronment (Gazebo-based) and from the real tractor. Fi-
nally, Section 4 lists some conclusions and proposes fur-
ther work.
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Figure 2: The software architecture is a hierarchy of
five levels. Sensor reading and actuator control are pro-
cessed at the lowest level. As we climb the hierarchy
ladder, a more complete picture of the robot and its en-
vironment is built. This information is made available
for the decision making modules through a shared mem-
ory configuration. Some modules create or access data
over more than one level. This is shown by highlighting
each module in a separate color.
2 System Architecture
2.1 Robotic Testbed
The experimental platform is a Toro ride-on mower
which has been retro-fitted with actuators, a control
system, and a computer, enabling control over the ve-
hicles operations. Generally the low-level vehicle control
and sensor processing occurs on the on-board computer,
whereas higher-level routines are run on a notebook com-
puter connected through a LAN connection. The vehicle
is used as a testbed for many applications and is fit-
ted with an array of sensors including a wheel encoder,
a turn-angle sensor, a GPS receiver, a 6-DOF IMU, a
laser scanner and video cameras (see Figure 1 for a pho-
tograph of the vehicle). For the algorithms described
in this paper, we need only employ the wheel encoder,
turn-angle sensor and the laser scanner.
2.2 Software Architecture
Figure 2 shows our layered software architecture. The
left column shows the spatial scale, the right column
the temporal scale, and the data abstraction is shown in
between with the shared memory separating the mod-
ules. The system architecture is arranged in a hierarchi-
cal manner. The raw sensor measurements and actuator
control values are depicted on the lowest level. Each
higher layer increases the abstraction of the data and
processes the data at a lower rate.
The system modules can be put into two categories. In
the first category are modules that perceive the world.
These, indicated on the left side of Figure 2, process
sensor readings to estimate the robot’s pose and its sur-
roundings. The second category are executive modules,
that act on the world. These modules, on the right side
of Figure 2, determine which motions the robot should
be commanded to achieve its goals. Each of the execu-
tive modules needs an appropriate level of information
about the robot and its surroundings. This information
is provided by the perceptive module at the same ab-
straction level. In order to find solutions for complex
tasks, several levels of abstraction are needed. Abstrac-
tion is achieved by minimizing details while maximizing
understanding. While it takes time and processing to go
up one level of abstraction, decisions made at higher lev-
els do not need to be repeated as often as the lower-level
abstractions. Our system architecture is based on this
layered design of building spatial awareness step-by-step
and separating planning from control.
2.3 Inter-modular Communication
Communication between modules is carried out using
Dynamic Data eXchange (DDX) [Corke et al., 2004].
DDX allows a coalition of programs to share data
and commands through an efficient shared memory
mechanism.
2.4 The Perceptive Modules
The perceptive sub-system is made up of the fol-
lowing three modules: TractorMicro, Laser2Obs and
ScanMatchNav. Together these modules implement
localization and map making for the robot. The lower-
level modules work with the raw sensor data to create a
quick estimate of the robot’s pose and its environment.
The higher-level modules combine the information that
has been gathered and calculated by the lower-level
modules to create a more complete picture of the robot’s
pose and its surroundings.
TractorMicro
The TractorMicro module, attached to the rear of our
mower tractor, interfaces with an HC12 unit which
reads all the sensors and publishes their values into
shared memory via DDX [Usher, 2005]. The turn angle
sensor readings and the wheel encoder’s odometer values
are combined and integrated to compute the odometry
based robot pose estimate.
Laser2Obs
The Laser2Obs module is a simple process that com-
bines the odometry based pose estimates with the most
recent raw laser scans. The module publishes a list of
current obstacle points from the current laser view with
respect to the odometry pose.
ScanMatchNav
The ScanMatchNav module is an implementation of
the Atlas Framework [Bosse, 2004; Bosse et al., 2003;
2004]. This module covers two levels of abstraction. Its
lower-level abstraction contains local maps generated by
laser scan matching. These maps are small and contain
only a few laser scans. The higher-level abstraction is
a graph where nodes contain the local maps and edges
contain the coordinate transformations between neigh-
boring maps.
Instead of maintaining a single global coordinate
frame, coordinates from distant maps are related by
composing the transformations along a path through the
graph. The paths through the graph are computed using
the Dijkstra Shortest Path algorithm with the transfor-
mation uncertainty measure as a distance metric [Bosse
et al., 2004]. This approach allows us to process environ-
ments with large loops in real-time, since at any time,
only a small number of local maps are active, and no
global optimizations are necessary during loop closures.
The primary outputs from the ScanMatchNav mod-
ule are the corrections to the odometry based poses, the
local maps containing obstacle information and updates
to the graph of map frames. The advantage of publish-
ing a pose correction instead of an updated pose is that
a correction is less susceptible to synchronization errors
and processing latencies. The corrections computed from
past data can be applied to the most recent odometry
measurements since they vary less with time than the
motion of the tractor.
2.5 The Executive Modules
The executive sub-system implements task and path
planning, obstacle avoidance, path control and actuator
control. The goals and commands progressively become
more detailed at lower layers in the architecture. The
top most goal is to mow an area. Achieving this goal is
accomplished by commanding global paths which are di-
vided up into local paths that avoid obstacles. A path is
a sequence of way-points which is driven by pure-pursuit
to a point on the path at a fixed distance ahead of the
vehicle. At the next level down, the desired steer an-
gles and velocities are used as inputs to PID loops which
control the actuators.
In this way we separate decision making from the ac-
tual robot control. The low-level modules compensate
for the low update rate and less detailed view of the
higher-level modules by having some reacting behavior
built into them.
The sub-system modules consist of Global Planner,
Rapidly-exploring Random Tree (RRT) based Local
Path Planner, Path Controller and TractorMicro.
Global Planner
We have shown in our previous work [Dunbabin et al.,
2004] that we can carry out the task of covering a given
area by driving inward spiral paths. However simply
spiraling inwards is not sufficient to completely cover
an area. The Global Planner needs a different strategy
when the coverage area is too narrow to turn in, and
it needs a method to recover any gaps from previous
passes. Describing the solution to these issues are out
of the scope of this paper and will be reported in future
publications. This paper will focus on the lower-level
modules necessary for planning local paths and obstacle
avoidance which can be used with a variety of global
path planners.
Local Path Planner
The Local Path Planner is used to generate short paths
(∼ 10 m) that take into account the vehicles kinematics
and any obstacles in view. This simplifies the task of the
global planners by reducing their concern for dynamic
constraints.
A Rapidly-exploring Random Trees (RRT) planner is
employed as a local path planner. We use an RRT plan-
ner because it can take into account the vehicle kine-
matic constraints to generate feasible paths that avoid
obstacles [LaValle and Kuffner, 1999].
The down side of using an RRT planner is that it is
random and hence in its basic form the path produced
cannot be controlled. If the requirement is only to get
the robot from A to B this is not a major issue, but when
the requirement is to cover an area then it is very im-
portant that the path follows the generated way-points
unless these way-points are infeasible or obstructed by
obstacles. Another problem with this planner is that it is
not guaranteed to find a trajectory when allowed a lim-
ited number of iterations. We overcome these limitations
by producing paths by the higher-level Global Planner,
using RRT only when obstacles are present. When RRT
is incapable of producing a better path avoiding obsta-
cles, we fall back on the way-points generated by the
Global Planner.
One possibility of improving the RRT path planner in
order to produce more controlled paths lies in combining
it with a Road Map planner [Acar and Choset, 2002].
We are considering using this implementation in our
future work.
Controller
The control module implements both path following and
obstacle avoidance in the same module. While the high-
level modules plan paths around obstacles, there is a
need for additional obstacle avoidance. This need is, of
course, due to the dynamic environment and the errors
in the estimated robot poses. We have determined that
a lightweight reactive controller fulfills our requirements.
The basic method for driving the planned paths uses
the pure pursuit algorithm [Wallace et al., 1995]. We
have extended the controller with Virtual Force Field
(VFF) [Borenstein and Koren, 1989] as the base for our
obstacle avoider.
One of the major flaws with VFF is that it represents
the robot as a point and does not take the vehicle’s shape
into consideration. In our approach we calculate the
obstacle’s repulsive forces on the robot body rather than
on the robot center-of-motion (COM). If an object is
closer than a specified maximum distance it will apply a
force perpendicularly on to the nearest body point. We
have four force regions:
Fi =

∞ disti < l
k/(d− b) · (b2/disti + d− 2 · b) disti < b
k · (disti − d)/(b− d) disti < d
0 disti > d
where Fi is the force from the ith obstacle, disti is the
distance to the nearest robot body point, k is a constant,
l is the virtual wall distance where the force goes to
infinity, b is the obstacle boundary distance and d is the
maximum distance where the obstacle has an influence
on the robot. Region d-b is linear to resemble the effect
of a spring. When the vehicle is closer than b, the force
increases exponentially, but if the distance is less than l,
the robot will be halted immediately. The force on the
body point creates a torque on COM by:
τi = ~bi × ~Fi
where τi is the torque from obstacle i and ~bi is the
vector from the body point to COM. The torques from
each obstacle point are summed and added to the desired
turning rate to calculate the commanded turning rate for
the robot. See Figure 3.
It is also desirable to slow the vehicle when it drives
towards an obstacle, in order to gain more time to avoid
it. To do so we use the x-component of the repulsive
force, xF , to calculate a negative forward velocity. Us-
ing the x-component ensures maximum influence from
obstacles the robot approaches and zero influence from
the obstacles on the side and not in the direct path, since
the force vector of these obstacles has no x-component.
To ensure that the sum of the obstacle forces do not
push the robot faster than it is commanded or make it
bi
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Figure 3: Effect of the obstacle force on the robot. The
obstacle repulsive force is calculated on the nearest body
point. The effect of this force is transformed to a change
of heading by calculating the torque it creates on the
center-of-motion.
move backwards we map these forces via an exponential.
vcmd = vdesired · exp
{
−
∑
xF
}
In this manner, when the force is zero, there is no change
to the desired velocity, and as the repulsive forces tend
toward infinity, the commanded forward velocity tends
towards zero.
We multiply the desired vehicle velocity with the ex-
ponential of the negative repulsive force to get the com-
manded forward velocity.
The values for l, b and d are not chosen randomly.
It is not necessary to have the l limit if the robot has
tactile bumpers or other touch sensors and it is accept-
able for the robot to touch objects; this is, for instance,
the case for the vacuum cleaning robots which have to
touch walls to be able to clean the edges. We are not
concerned with touching the obstacles and have there-
fore chosen l = 0.1m. The virtual obstacle boundary
limit is the desired distance to an obstacle and has been
chosen to be b = 0.5m. d is vehicle specific and depends
on the vehicle’s maximum velocity, brake distance and
turn radius. When traveling at 1m/s, our tractor needs
1.5m of distance to slow down and make a minimum
radius turn. We have hence set d = 1.5 + b = 2.0m.
Figure 4 illustrates the repulsive force curve with these
parameters.
Our mower has a car-like shape which gives us four
sides and four corners. However we have added a virtual
point to the front of the vehicle’s shape which is neces-
sary to ensure that the robot has enough space to turn
before hitting an obstacle in front. Obstacles already
behind the vehicle are ignored since we only command
forward motions. There are therefore seven body regions
as depicted in Figure 5. An obstacle exerts force on the
vehicle at the closest body point if it is in any of the
seven regions and closer than d.
We are left with one tuning parameter only, k, which is
the repulsive force constant. We have empirically tuned
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Figure 4: Obstacle force curve for l = 0.1m, b = 0.5m,
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Figure 5: The seven body regions.
this value to k = 0.4.
TractorMicro
The TractorMicro module is represented both on the
perceptive and executive sides of the system architec-
ture, Figure 2, since the module interfaces to the robot
actuator drivers, converting velocity, heading and other
tractor control variables.
2.6 The Coverage Task
The input to the Task Planner is the circumference of
the area to be mowed. The input is given by driving
the mower manually on the perimeter of the area to be
covered. During this run the robot creates a boundary
map of the environment. This map is created using laser
scans as input to the Atlas Framework.
The Global Planner passes way-points for an inward
spiral path to the Path Controller. The spiral way-points
are generated by offsetting each way-point inwards by
Figure 6: The spiral points (in blue) are generated by off-
setting the way-point from the previous path (in black).
the mower’s width (Figure 6). If way-points are ob-
structed by obstacles these way-points are passed to the
RRT Local Path Planner which calculates a path around
the obstacles.
3 Results
As part of our development we have found it useful to
initially test the sub-systems using a simulator as this in-
creases productivity considerably. We have implemented
an extension to the Gazebo simulator [Howard, 2006] for
our robot.
In our layered architecture the Gazebo simulator takes
the place of the TractorMicro module. This does not
affect or require changes to the other modules in the
architecture as the modules are integrated via DDX.
Our experience has shown that the simulator matches
the real world response closely. The major discrepancies
have shown to be less noisy sensor data and different
latencies in the system response. However, this does not
decrease our system stability because of the abstraction
levels.
3.1 Path Planning
We have tested the RRT path planner extensively and
have noticed a few drawbacks. Because of the random-
ness of the algorithm, the trajectories created by planner
do not follow the desired way-points, which influences
the efficiency of the coverage. Furthermore, we limit
the number of iterations RRT has to grow its trees to
ensure real-time performance. As a consequence, RRT
occasionally does not complete a path connecting the
way-points.
These issues are illustrated in Figure 7, where in (A),
the generated path diverges from the desired way-points,
and in (B), RRT fails to find a path in time.
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Figure 7: The desired way-points are depicted with ma-
genta crosses, the forward and reverse trees are in red
and green, and the resulting path is in blue. (A) RRT
created path differs slightly from the way-points but still
avoids obstacles. (B) RRT failed to compute a path
given a limited number of iterations.
3.2 Obstacle Avoidance
We tested the performance of the obstacle avoidance us-
ing VFF alone versus using both VFF and RRT gener-
ated paths in this experiment.
We commanded the robot to drive 11m passing a
1m × 4.5m wall. Starting at a distance of 2.5m from
one end of the wall and shifting down by 1m towards
the wall for every loop. In the first test the RRT path
planner was disabled. The path given to the controller to
follow was a straight line containing 11 way-points with
1m separation. In the second test the RRT path planner
was used to calculate a path around the obstacle. Figure
8 depicts the results from the two runs.
Using only reactive obstacle avoidance the robot was
able to drive 4 loops. Without using RRT, the robot is
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Figure 8: Robot path passing a wall using reactive ob-
stacle avoidance only (solid blue lines), and using paths
calculated by RRT (red dashed lines).
unable to navigate around the obstacle on the fifth run
and hence stops in front of it. With RRT, the robot is
able to successfully navigate around the obstacle in all
passes, however, the paths are more random and they
adhere less to the desired path.
Figure 9 shows a snap shot of the virtual forces from
the obstacles acting on the robot as it is passing a wall.
In this case, forces from the 9 objects are being exerted
on robot body regions 5, 6 and 7 (See Figure 5).
3.3 Integration Test
We have tested the complete system outdoors in our test
site with our robotic mower. The test site is an industrial
compound with an area of approximately 30 by 40 meters
containing obstacles of various sizes.
The outermost path was driven manually and the way-
points for subsequent loops were generated as described
in Section 2.6. Sections of the path which were deter-
mined to be too close to obstacles detected from the
laser scans, were sent to the local planner. The VFF
was used continuously to ensure that sufficient clearance
to the obstacles was achieved.
Figure 10 displays the resultant maps from the exper-
imental run. The laser scan points and path sections
are colored based on the local map in which they are
contained. The tractor’s coverage width is depicted as
a transparent strip so that gaps and overlaps are visi-
ble. For illustrative purposes only, an occupancy grid
has been created from the data from all the maps over
which the results are plotted. It should be noted that
even though the plot presents everything in a single co-
ordinate frame, the internal representation uses separate
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Figure 9: Obstacles in direct vicinity of the robot are
shown with blue crosses. The repulsive forces, their mag-
nitude and point of exertion on the body points, are
shown shown with green lines. The robot and its virtual
front point is shown in red.
coordinate frames for each local map.
For this run, a total of 6 local maps were generated.
Each map stores a maximum of 12 laser scans at 1 meter
intervals. We can see how the generated paths avoid the
obstacles in the environment, but occasional gaps are
introduced in the coverage from the randomness of the
RRT generated paths. The system is quite stable in the
presence of the increased amount of noise present in real
data as opposed to our simulator results.
See Video 1 for a short clip showing the tractor navi-
gating around the obstacles during its coverage task.
4 Conclusions and Future Work
In this paper, we have described a layered system ar-
chitecture suitable for autonomous coverage tasks. The
architecture integrates SLAM with motion planning us-
ing perceptive and executive modules that communicate
via a network transparent shared memory interface.
The perceptive modules build up increasing levels of
abstractions from the data describing the robot’s envi-
ronment, whereas, the executive modules break down the
task coverage goal into planned motion paths, obstacle
avoidance and actuator control.
We have shown how to integrate pure-pursuit path fol-
lowing with virtual force field obstacle avoidance. The
robotic testbed has been demonstrated in simulation
and with real world experiments, generating laser-based
maps and avoiding obstacles while planning spiral paths
Figure 10: Resultant coverage paths and laser maps. The occupancy map is post generated and is a combination of
all the coordinate frames for each of the local maps.
in real-time.
Future work will comprise of improving the RRT-
based local path planner to follow the desired paths more
closely, and to extend the global path planner to gener-
ate paths that can completely cover a given area while
taking into account all of the vehicle’s kinematic con-
straints.
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