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Quality Improvement Tools in Disease Management
LISA E. PADDOCK, M.P.H.,1,2 AMY L. PHILLIPS, Pharm.D.,2
and PETER CHODOFF, M.D., M.P.H.2
ABSTRACT
Disease management programs require constant monitoring to assure quality and address
problems efficiently. To initiate continuous quality improvement in a disease management
program, there are several methods available to identify potential problems within the pro-
gram that may be affecting quality. Some common quality improvement instruments include
the Plan-Do-Check-Act model, check sheets, and so forth. Whatever model is used, Statisti-
cal Process Control using flow charts, histograms, Pareto diagrams, scatter diagrams, control
charts, and cause-and-effect diagrams provides a better understanding about how the orga-
nization’s processes are functioning. These tools facilitate problem recognition and allow an
organization to meet established standards of quality in the most economical manner.
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INTRODUCTION
CONTINUOUS QUALITY IMPROVEMENT is one ofthe four essential components of disease
management as described by Ellrodt et al.
(Table 1).1 As a method to manage illness in
populations, disease management programs
constantly need to monitor quality to address
problems immediately and to assure that the
patient is always being provided with the best
services in the most efficient manner.
To initiate continuous quality improvement
in a disease management program, there are
several methods available to identify potential
problems within the program that may be af-
fecting quality. In the past decade, healthcare
has adopted many of the quality control mea-
sures for improvement that have been used for
years in the manufacturing industry. Some
common quality improvement instruments in-
clude the Plan-Do-Check-Act (PDCA) model,
check sheets, and use of Statistical Process Con-
trol (SPC) using flow charts, histograms, Pareto
diagrams, scatter diagrams, Run diagrams,
control charts, and cause-and-effect diagrams.
These tools facilitate problem recognition and
help define the problems in detail. In addition,
these tools serve as a model for the continuous
quality improvement process. Table 2 outlines
the different types of quality improvement
tools described in this paper.
QUALITY IMPROVEMENT TOOLS
Plan-Do-Check-Act (PDCA) model
The most commonly used problem-solving
tool is the Plan-Do-Check-Act model. This
model is designed to provide a systematic way
to evaluate potential problems.2
The first step, called the “Plan” step, is to
1New Jersey Department of Health and Senior Services, Division of Epidemiology, Environmental, and Occupa-
tional Health, Office of Cancer Control and Prevention, Trenton, New Jersey.
2Thomas Jefferson University, Office of Health Policy and Clinical Outcomes, Philadelphia, Pennsylvania.
identify and analyze the problem. The second
step, the “Do” step, involves generating po-
tential solutions to the problem and imple-
menting those solutions. Both of these steps in-
corporate brainstorming techniques that help
define the problem and determine possible rea-
sons for the problem. Next, data collection and
analysis is performed during the “Check” step.
Finally, interpretation of the results and initia-
tion of any new processes to improve the orig-
inal problem are employed during the “Act”
step. If success is not achieved after the initial
evaluation process using the PDCA model, the
model should be adapted and the process re-
peated until the problems have been solved.
An example of a PDCA model is shown in
Table 3. In this example, the PDCA model is
used to evaluate low attendance at a diabetes
disease management program. As you can see,
this model provides a systematic method for
identifying a problem, solving that problem
and ultimately, improving the overall quality
of the program.
STATISTICAL PROCESS CONTROL (SPC)
Statistical Process Control is a set of tools that
utilizes mathematical principles to analyze the
processes that constitute an organization’s
function.3,4 This allows an organization to meet
established standards of quality in the most
economical manner. The key analytic tools that
are used are: run charts, control charts, cause
and effect diagrams, histograms, Pareto dia-
grams, scatter diagrams, and flow charts. These
tools identify the cause of process variation and
allow for the proper remedial medicine. SPC
can be thought of as the basic science of con-
tinuous quality improvement. A description of
the tools is detailed below.
Flow charts
To accomplish continuous quality improve-
ment in the healthcare industry, we must first
understand its processes. Compared to manu-
facturing, the service industry’s processes are
more hand-offs and more complex. Flow charts
provide a visualization of a process by the use
of standard symbols that represent the begin-
ning, end, decision points, and flow of activi-
ties. Fig. 1 illustrates the symbols representing
the start and end of the process, steps that in-
volve making decisions and tasks that require
documentation. Arrows are used to direct the
flow of each step and circled numbers indicate
that the flow chart continues on another page.
These symbols, and others like them, are stan-
dard for flow charts and make interpretation of
the flow chart generalizable to many different
situations.
Flow charts can be either simple or complex.
For example, if the purpose of a flow chart is
to identify the most cost-effective method for
providing a service, less detail may be needed.
However, if the purpose is to identify all steps
involved in performing a process, much greater
detail may be warranted.
The most common type of flow chart is the
process flow chart. A process flow chart is used
to highlight a process and how it proceeds.2 It
serves as a map of steps for completing a task
using symbols. Figure 2 contains a simplistic
flow chart that may be used for enrolling a pa-
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TABLE 1. FOUR COMPONENTS OF DISEASE
MANAGEMENT
Focus on continuum of care via integrated
healthcare delivery systems.
Incorporation of prevention, diagnosis, treatment,
and palliation of disease principles.
The use of clinical and administrative information
systems for data collection and analyses.
Continuous quality improvement methods.














tient in an asthma disease management pro-
gram.
Another type of flow chart is the deployment
flow chart. Deployment flow charts differ from
process flow charts by showing a relationship
between the person doing the task and the
steps in the process.2 The deployment flow
chart reads from left to right. The persons in-
volved in the process are labeled across the top
of the chart and their corresponding tasks are
shown below their label. Figure 3 shows the
same flow chart for enrolling patients in an
asthma disease management program, but also
identifies who is responsible for each task.
Once constructed, flow charts can be ana-
lyzed to determine ways of streamlining the
process by eliminating steps, combining steps,
or creating new steps to operate the process
more efficiently.
Control charts
Every continuing process exhibits variation.
Control chart theory recognizes two types of
variation.5 The first type is called “common
cause variation,” which is random, affects all
the individual values of the system being stud-
ied, and can be eliminated only by altering the
system. The second type of variation is called
“special cause variation,” and can be attributed
to an identifiable cause and eliminated by al-
tering the identifiable cause. When there is a
special cause identified, the process is said to
be out of control. The terms “in control” and
“out of control” do not define the quality or
standard to which the process should be held,
but only the type of variation present.
There are two types of errors associated with
decision making about variation in a process.
A Type I error (a) falsely concludes that the
process is out of control and is called the pro-
ducer’s risk. A Type II error (b) falsely con-
cludes that a process is in control when it is not
and is called the consumer’s risk. Avoiding
these errors prevents unnecessary expendi-
tures of finite resources.
For example, a continuous quality improve-
ment project examining waiting time in an
emergency department has the problem of an-
alyzing a set of data points, each one being the
number of minutes between registration to be-
ing seen by a physician. If the mean waiting
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TABLE 3. PLAN-DO-CHECK-ACT (PDCA) MODEL
Plan
Problem: Low attendance at diabetes disease
management program meetings.
Do
Mail "reminder cards" to all enrollees.
Check
Reassess attendance and determine if "reminder
cards" are effective.
Act
Document improvements and continue to evaluate
attendance rates.
FIG. 1. Example of symbols that can be found in a Flow Chart.
time is 90 minutes, and that is too long, what
is the next step? Using a control chart, we de-
termine whether the process is in control or not.
If it is in control, that tells us that the entire sys-
tem needs to be redesigned. If it is out of con-
trol, we look at the limited time when it was
out of control and correct only the circumstance
that caused the out of control data points.
If we make a Type II error (b), we will con-
clude the process is in control when it is not
and expend unnecessary time and money fix-
ing the entire process when what is necessary
is to fix the limited special cause situation. A
Type I error (a) would conclude that the pro-
cess is out of control when it is not. In this case,
we would repair the out of control points only,
when what is necessary is to fix the entire pro-
cess. This is called the producer’s risk because
the provider of the service has not corrected the
defect in the process.
Pareto diagram
A Pareto diagram is a simple bar chart that
ranks related measures in decreasing order of
occurrence.6 A cumulative percentage line for
all of the events is then constructed. The num-
ber of bars that make up 80% of the whole con-
tain most of the data from the occurrence data.
The Pareto diagram is based on the idea that
only a few categories contain most of the data.
For example, if you were investigating the
cause of medication errors in a healthcare fa-
cility there might be as many as 200 places
where medications were given. Using a Pareto
diagram to record the results will enable you
to analyze those areas that make up 80% of the
errors and reduce the number of places that
need to be investigated.
Case-and-effect diagrams
Cause-and-effect diagrams illustrate the re-
lationships between causes and the net effect.
Understanding the causal structure of a prob-
lem is essential in process performance.7 Al-
though there are many different cause and ef-
fect diagrams, three commonly used models
will be detailed—affinity diagrams, relation-
ship diagrams, and Ishikawa diagrams.
The Ishikawa diagram was developed by
Professor Ishikawa of Japan in 1943.7 It is some-
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FIG. 2. Process flow chart.
times called the fishbone diagram because of
its fishbone appearance. At the head of the fish-
bone the problem being investigated is stated.
Fanning out from the center line are the main
bones of the diagram skeleton. The main bones
represent the primary causal factors. Individ-
ual twigs are then inserted in a hierarchical
fashion on the appropriate main bone. The
graphic nature of the diagram allows groups to
organize large amounts of information about a
problem and pinpoint root causes. Figure 4
provides an example of an Ishikawa diagram
used to create guidelines for behavioral change
for patients with cardiovascular disease.
Another cause-and-effect diagram that has
been used more recently is the affinity diagram.
Otherwise known as the KJ method for its cre-
ator, Kawakita Jiro, the affinity diagram is most
useful for gathering large amounts of data and
organizing abstract thinking into groups.2,8Un-
like relationship diagrams and Ishikawa dia-
grams, a relationship is not established. Rather,
teams can discuss all of the different causes,
and effects of a problem and then categorize
those with similarity or affinity. By doing this,
the groups can be studied individually for a
better understanding of the entire problem.
There are six steps to creating an affinity di-
agram. First, identify a problem to be solved
(problem label). Second, record factors con-
tributing to the problem on individual cards or
slips of paper. Third, group like comments to-
gether. Fourth, give each group a name, or
header. Fifth, create the affinity diagram by
placing the problem label at the top center of
the page. Then, group headers should be listed
side by side, with subgroups directly under-
neath. Figure 5 presents an illustration of an
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FIG. 4. Ishikawa cause and effect diagram.
FIG. 5. An example using an Affinity Diagram.
affinity diagram being used in a disease man-
agement program to identify barriers to patient
behavior change. Using the affinity diagram,
the diabetes disease management team can
gain a better understanding of the difficulty of
behavior change. Also, the team might identify
a reason why an individual might be struggling
with behavior change (e.g., cost of healthy
food) and suggest methods to deal with the
problem to begin the process of behavioral
change.
Relationship diagrams, or relation diagrams,
are tools to use when demonstrating a complex
cause and effect relationship.2 While an affin-
ity diagram aids in identifying a problem, a re-
lationship diagram analyzes what is related to
the problem. In a relationship diagram one
thing might influence two or more things. This
cannot easily be demonstrated by a hierarchi-
cal cause-and-effect diagram (i.e., Ishikawa) or
a nonrelational diagram (affinity diagram).
A relationship diagram can be created in sev-
eral steps. First, write the problem statement in
the center of the page with a double circle
drawn around it. Second, write all of the fac-
tors causing the problem around the outside of
the circle. (This information can be fed in from
an affinity diagram.) Circle each factor. Third,
draw lines between items that are related, us-
ing arrowheads to demonstrate a cause-and-ef-
fect relationship. (Arrows should point away
from the effect and toward the cause.) Fourth,
count the number of arrows leading out of a
circle (causes) and the number of arrows lead-
ing into a circle (effects). Identify the key cause
factor, or the factor that has the most arrows
leading out. Figure 6 demonstrates how a rela-
tionship diagram can be used to look at the
causes and effects of a high rate of asthma-re-
lated emergency room (ER) visits.
Run charts
A run chart is a plot of data over time; time
is plotted on the horizontal axis and the vari-
able on the vertical axis.9 By collecting data
QUALITY IMPROVEMENT TOOLS 81
1 cause
FIG. 6. An example using a Relationship Diagram.
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FIG. 7. An example of a Histogram.
TABLE 4. AN EXAMPLE OF A CHECK SHEET
Disease Management Program Patient Enrollment—System Wide
Collected by: Mary Jones, RN Date: 7/15/00
Program Jan Feb Mar Apr May June Total
Maple Ridge 12 10 15 7 10 11 65
Butler County 22 24 21 20 19 21 127
Phillipsburg 16 15 12 12 14 13 82
Main Hospital 18 16 17 17 12 16 96
Total 68 65 65 56 55 61 370
over time, trends or patterns can be detected.
If a point stands out from all the others, there
is no way of knowing whether the point is re-
ally a common or special cause variation. By
adding control limits, the run chart is converted
into a control chart, which will enable you to
tell what kind of variation is present.
The purpose of a run chart is to look at a sys-
tem’s behavior over time; therefore, it is criti-
cal that the data is recorded in the order it is
produced and collected. For example, one
might plot the number of delinquent charts per
week on the vertical axis, and time in weeks on
the horizontal axis. When interpreting a run
chart look for seven points in a row rising or
falling, a nonrandom pattern, or only one point
that stands out. A run chart is really a basis for
a control chart, for without completing a con-
trol chart, the type of variation will not be
known. For instance, a nonrandom spike might
be occurring on the first week of each month,
which would correspond with the change of
service of the resident staff.
Scatter diagrams
A scatter diagram helps to evaluate the rela-
tionship between two factors9; it does not pro-
vide a cause-and-effect relationship. To create
a scatter diagram, a point representing a pair
of measurements is plotted at the (X, Y) inter-
val. The purpose of scatter diagrams is to de-
termine whether there is a correlation between
the two variables. By examining the pattern of
the plots, a positive correlation (as X increases,
Y increases), a negative correlation (as X in-
creases, Y decreases), or no relationship can be
indicated. For instance, a scatter diagram re-
lating medication noncompliance and long-
term complications may be positively corre-
lated (i.e., as noncompliance with medication
increases, there is an increase in the number of
long-term complications).
Statistical programs can be used to deter-
mine more accurate correlation estimates. In
conclusion, scatter diagrams can be useful in
evaluating correlations between different vari-
ables of a disease management program.
Histograms
A histogram, also called a frequency distri-
bution, is a bar graph representing the fre-
quency of individual occurrences in classes of
data.9 It is a snapshot rather than a trend over
time and provides a visual representation of
the data.
Histograms provide three important pieces of
information about the distribution of the data,
including shape (skewed right or left, random,
bimodal, or symmetrical), central location (mean,
median, mode), and spread (standard deviation
and range). The bars in the graph have equal
widths and the height of each bar corresponds
with the number of data points for that group.
Figure 7 shows baseline HgA1c values for di-
abetic patients enrolled in a disease manage-
ment program. From this histogram, we can de-
termine the central tendencies (where the
majority of the data points fall) and the dis-
persion of the data. This information can be
compared with a similar histogram containing
HgA1c values taken at the end of the program
to assess the disease management program’s
impact on changes in glycemic control.
CHECK SHEETS
Check sheets are simple forms that contain
fact-finding questions.9 This method allows data
to be collected in a timely and consistent man-
ner. The usefulness of the check sheet is depen-
dent on the design of the form. When develop-
ing a check sheet, several aspects need to be con-
sidered, including what data should be col-
lected, how that data will be collected and
analyzed, who will be collecting the informa-
tion, and where and when the data will be ob-
tained.
For example, if you were interested in col-
lecting total enrollment data for several dia-
betes disease management programs, the check
sheet might resemble the one shown in Table
4. As you can see, the data is collected in a con-
sistent manner for each program, and the check
sheet contains the name of the person collect-
ing the data and the date the data was collected.
When a check sheet is first used, it is impor-
tant to evaluate the data collection process af-
ter a short period of time to ensure that the
form is collecting the appropriate information
and that each person involved in the data col-
lection is obtaining the correct information. If
discrepancies are noticed in the data collection,
the check sheet should be revised and all per-
sons involved in collecting the data should be
informed of the changes.
CONCLUSION
There are many tools that can be used to im-
prove quality in a disease management pro-
gram. Quality improvement methods can be
used to identify a problem, organize a problem,
and provide solutions. The tools described
above help organize the data used in the qual-
ity improvement process. SPC can be consid-
ered the basic science of quality improvement
in disease management and will provide an un-
derstanding of how a program is functioning.
It will enable quality care to be given to pa-
tients in a cost-effective manner.
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