ABSTRACT This paper investigates the reachable set estimation problem for a class of memristorbased neural networks with time-varying delays and bounded disturbances. By constructing a LyapunovKrasovskii functional, a sufficient condition for the solvability of the addressed problem is established based on linear matrix inequality. This condition ensuring the existence of an ellipsoid that contains all the states under initial conditions. A stability criterion of memristor-based neural networks with timevarying delays is also given. Two numerical examples are provided to show the effectiveness of the proposed methods.
I. INTRODUCTION
Since Chua [1] originally proposed the memristor concept for achieving the relationship of magnetic flux and charge, researchers have proposed a variety of alternative schemes for promising applications of memristor devices. As new technology process nodes, memristor behavior has been introduced in integrated circuit design and has potential applications in next generation powerful brain-like neural computer [2] , [3] .
By utilizing the memristor which has memory and behavior more like biological synapses, memristor-based neural networks have been extensively studied in recent years because of their application in many areas such as associative memory, pattern recognition and optimization. Particulary, increasing attention has been focused on memristor-based neural networks with time delays since the delays are unavoidably encountered both in biological and artificial neural systems, which may result in oscillation and instability. Recently, some results of memristor-based neural networks with time delays have been proposed and studied, such as exponential stability [4] - [8] , synchronization [9] - [15] , periodic dynamics problem [16] - [18] , passivity and dissipativity [19] - [24] and so on [25] , [26] .
The reachable set of a system is defined as the set containing all system states reachable from the origin for a prescribed class of system disturbances. It is a fundamental concept in control theory and has received growing attention recently. The reachable set estimation problem for linear systems without delay was first investigated in [27] . Then many new results are proposed for different systems. For example, the reachable set estimation for linear systems [28] - [36] , singular systems [37] , [38] , switched linear systems [39] , periodic systems [40] , neural networks [41] , T-S fuzzy systems [42] , Markovian jump systems [43] , positive linear systems [44] and so on.
In this paper, we extend the reachable set estimation results to memristor-based neural networks. To the best of our knowledge, this problem has not been considered, which motivates our study. Our objective is to give a description of the reachable set for memristor-based neural networks with time-varying delays and bounded disturbances. By constructing a Lyapunov-Krasovskii functional, the existence of an ellipsoid bounded of reachable set for a class of memristor-based neural networks is derived in terms of LMIs. A stability criterion of memristor-based neural networks with time-varying delays is also given. Numerical examples are given to demonstrate the effectiveness of the obtained results.
Notations: Throughout this paper, R denotes the n-dimensional Euclidean space. R m×n is the set of all m × n real matrices; P > 0(P ≥ 0) denotes P as a positive definite (positive semi-definite) symmetric matrix. Given the
For r > 0, C([−r, 0], R n ) denotes the family of continuous function ψ from [−r, 0] to R n .
II. PROBLEM FORMULATION
Consider the memristor-based neural networks model described by the following form:
where
the memductances of memristors R ij andR ij , respectively. In addition, R ij represents the memristor between the neuron activation function f j (x j (t)) and x i (t),R ij represents the memristor between the neuron activation function f j (x j (t −τ j (t))) and x i (t). a ij (x i (t)) and b ij (x i (t)) are memristors synaptic connection weights, denote the strengths of the jth unit on the ith unit at time t, respectively. c ij (x i (t)) denotes the switched parameter. f j : R → R are bounded continuous functions, τ j (t) corresponds to the transmission delays and satisfies
ω i (t) is the bounded peak disturbance satisfying
whereω > 0 is a scalar.
Then transform the model (1) into the vector form aṡ (4) where
According to the feature of the memristor and the currentvoltage characteristic, then
Referring to the work in [7] , the combination number of the possible forms of A(x(t)), B(x(t)), C(x(t)) is 2 3n 2 . We order the 2 3n 2 cases as follows:
That is, at any fixed time t ≥ 0, the form of
A(x(t)), B(x(t)), C(x(t)
) must be one of the 2 3n 2 cases. Therefore, the memristor-based neural networks model (1) can be expressed aṡ
and for i = 1, 2, · · · , 2 3n 2 ,
In order to obtain the main results, we do following assumption for model (1) .
Assumption 1: For j ∈ N , ∀s 1 , s 2 ∈ R, the neuron activation function f j is bounded and satisfies
where s 1 = s 2 and σ j , j = 1, 2, · · · , n is positive constants. The aim of the reachable set estimation problem is to determine a bounded set that contains all the states of networks (1) under zero initial conditions. In addition, the bounded peak disturbances satisfy (3). The concerned reachable set is defined as (1) and (2), t ≥ 0}. (7) 938 VOLUME 6, 2018
For a matrix P > 0, we define an ellipsoid ε(P, 1) bounding the reachable set (7) as follows:
Next, a basic reachable set estimation tool will be given. Lemma 1: [27] Let V (x(t)) be a positive-definite function and V (x(0)) = 0. Iḟ
with a scalar α > 0, then V (T ) ≤ 1 for T ≥ 0.
III. MAIN RESULTS
In the following, the reachable set estimation criterion for memristor-based neural networks (1) will be given. Theorem 1: Suppose that Assumption 1 holds. Consider memristor-based neural networks (1) under bounded peak disturbance (3), if there exist matrices P > 0,
Then the reachable set of memristor-based neural networks (1) is contained in the ellipsoid ε(P, 1). Proof: Consider the following Lyapunov-Krasovskii functional
Then calculating the derivative of V (t) along the solution of model (5), we obtaiṅ
andV e α(s−t)ẋT (t)Zẋ(t)ds
For any positive diagonal matrices E and F, we can get from (6) that
and
where L = diag{σ 1 , σ 2 , · · · , σ n }. Introducing the free weighting matrix Q, we have 2ξ
It follows from (12)- (17) thaṫ
By Lemma 1, we have V (x(t)) ≤ 1. Based on (9), we obtain x T (t)Px(t) ≤ 1. This means that the state trajectories of memristor-based neural networks (1) starting from the origin are bounded within the ellipsoid ε(P, 1).
Next, a stability condition for memristor-based neural networks (1) with ω(t) ≡ 0 will be given. Here, the condition f j (0) = 0 can be removed, i.e., activation function satisfies the following assumption.
Assumption 2: For j ∈ N , ∀s 1 , s 2 ∈ R, the neuron activation function f j is bounded and satisfies
where s 1 = s 2 and σ j , j = 1, 2, · · · , n is positive constants. Suppose that y i (t) and z i (t) are arbitrary solutions of memristor-based neural networks (1) with ω(t) = 0. Let
Then y(t) and z(t) satisfied the following equations: y(t) = −y(t) + A(t)f (y(t)) + B(t)f (y(t − τ (t)), (20) z(t) = −z(t) + A(t)f (z(t)) + B(t)f (z(t − τ (t)), (21) Let e(t) = y(t) − z(t).
Then from (20) and (21), we obtaiṅ
e(t) = −e(t) + A(t)g(z(t)) + B(t)g(z(t − τ (t)), (22)
Corollary 1: Suppose that Assumption 2 holds. Consider the memristor-based neural networks (1) with ω(t) ≡ 0, if there exist matrices P > 0,
Then the memristor-based neural networks (1) with ω(t) ≡ 0 is stable. Proof: Consider the Lyapunov-Krasovskii functional as follows:V (t) = e T (t)Pe(t) + t t−τ e T (s)R 1 e(s)ds
e T (s)R 2 e(s)ds
g T (e(s))R 3 g(e(s))ds
Then calculating the derivative ofV (t) along the solution of model (22) , it yieldṡ
We can deduce that there exist two positive diagonal matrices E and F such that 0 ≤ 2 g T (e(t))ELe(t) − g T (e(t))Eg(e(t)) ,
and (27) where
Furthermore, there exists a matrix Q such that
From (26)- (28), one can derivė
Thus, memristor-based neural networks (1) with ω(t) = 0 is stable.
Remark 1: To find the ''smallest" bound for the reachable set, one may propose a simple optimisation problem. That is, maximize δ subject to δI ≤ P, which can be transformed to minimizeδ(δ = 1/δ) subject to
Remark 2: In fact, disturbances are frequently exist in various neural networks. The existence of disturbances may result in undesirable dynamical behaviors such as divergence. The papers [9] - [15] investigated the exponential stability and synchronization for memristor-based neural networks and the effect of disturbance term has not fully considered, so the results in above papers have conservatism. In Theorem 1, a prescribed class of system disturbances are considered and the reachable set of neural networks (1) under bounded peak disturbance (3) is obtained.
Remark 3: Some algebraic stability criteria for memristorbased neural networks were presented in [4] , [12] - [14] , and [16] . These results were derived by using the upper bound of the absolute value of the memristive synapic weights, so that the inhibitory effects of neurons are ignored. Different from the used methods in these literatures, we divide memristor-based neural networks (1) into 2 3n 2 cases based on the switched structure of the memristive synaptic weights. Then a uniform Lyapunov functional is given. The inhibitory effects of neurons on MNNs are considered in this paper.
IV. NUMERICAL SIMULATION
To illustrate the effectiveness of the proposed algorithms, two numerical examples are given.
Example 1: Consider the memristor-based neural networks with time-varying delays as follows:
with τ j (t) = e t 1+e t , ω(t) = sin(t) and take the activation function as f j (x j (t)) = 0.5tanh(x j (t)), j = 1, 2. Then we can get L = diag{0.5, 0.5}. Let α = 0.2, µ = 0.2. By choosing the different τ , the corresponding matrices and minimized values ofδ are derived which are listed in Table 1 . Meanwhile, 
FIGURE 1.
Reachable set with ω(t ) = sin(t ) and ellipsoidal bounds for model (30) .
as to different τ , corresponding ellipsoidal bounds of the reachable sets are depicted in Fig. 1 . Example 2: Consider the memristor-based neural networks with time-varying delays as follows:
where with τ j (t) = 0.1 sin(t) + 0.2 and take the activation function as f j (x j (t)) = tanh(x j (t)), i = 1, 2. It is clear that τ = 0.3, µ = 0.1 and L = diag{1, 1}. By using the Matlab LMI Toolbox, we can find a solution to the LMI (23) . Then the model (31) is stable by Corollary 1. The simulation results of networks (31) with 6 initial values (random choose in a bounded interval [−2, 2]) are depicted in Fig. 2 .
V. CONCLUSION
The problem of reachable set estimation for a class of time-delayed memristor-based neural networks with bounded disturbances has been derived. Based on Lyapunov theory and LMIs technology, a sufficient condition is obtained for guaranteeing the reachable set of memristor-based neural networks with time-varying delays to be bounded by the intersection of ellipsoids. Meanwhile, a stability criterion is also given for time-delay memristor-based neural networks. Finally, two numerical examples are given to demonstrate the effectiveness of the proposed methods.
