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Amplitude spectra might provide information for natural scene classiﬁcation. Amplitude does play a role
in animal detection because accuracy suffers when amplitude is normalized. However, this effect could
be due to an interaction between phase and amplitude, rather than to a loss of amplitude-only informa-
tion. We used an amplitude-swapping paradigm to establish that animal detection is partly based on an
interaction between phase and amplitude. A difference in false alarms for two subsets of our distractor
stimuli suggests that the classiﬁcation of scene environment (man-made versus natural) may also be
based on an interaction between phase and amplitude. Examples of interaction between amplitude
and phase are discussed.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Animal detection in natural scenes is rapid (Kirchner & Thorpe,
2006; Thorpe, Fize, & Marlot, 1996), orientation invariant (Guyon-
neau, Kirchner, & Thorpe, 2006), and can be supported by mainly
feedforward mechanisms (VanRullen & Koch, 2003). Animal detec-
tion can also be performed efﬁciently in conditions that demand a
high degree of parallel processing (Li, VanRullen, Koch, & Perona,
2002; Rousselet, Fabre-Thorpe, & Thorpe, 2002; Rousselet, Thorpe,
& Fabre-Thorpe, 2004). More generally, the human visual system
appears to be well suited to encode the information that is re-
quired for animal detection. However it is not yet clear what that
information is. Most animal detection tasks, including the one used
in this study, employ large sets of highly variable natural scenes,
and a wide variety of animal species that vary in location and size.
The complicated nature of animal detection suggests that there
may be different sources of information available.
Many of the studies that have attempted to characterize the
information underlying natural scene perception have made use
of Fourier analysis to help distinguish between two different
sources of information: amplitude and phase spectra. While the
amplitude spectrum has a noticeable effect on image appearance,
the phase spectrum determines most of the recognizable image
structure in natural scenes (Oppenheim & Lim, 1981; Piotrowski
& Campbell, 1982; Rousselet, Pernet, Bennett, & Sekuler, 2008).
Many models of natural scene classiﬁcation focus on informationll rights reserved.
r), g.rousselet@psy.gla.ac.ukprovided by the phase spectrum (Loschky & Larson, 2008; Loschky
et al., 2007; Serre, Oliva, & Poggio, 2007; Thorpe, Delorme, & Van
Rullen, 2001; Wichmann, Braun, & Gegenfurtner, 2006). However,
the high speed of animal detection suggests that this task may also
beneﬁt from the processing of abstract image structures that are
not immediately recognizable, nor obviously related to the seman-
tic content of a scene (Honey, Kirchner, & VanRullen, 2008;
Johnson & Olshausen, 2003; Oliva, 2005). Some theories have sug-
gested that the amplitude spectrum may provide this type of ab-
stract information, especially during rapid stimulus presentations
(Guyader, Chauvin, Peyrin, Herault, & Marendaz, 2004; Honey
et al., 2008; Johnson & Olshausen, 2003; Joubert, Rousselet, Fize,
& Fabre-Thorpe, 2009; Kaping, Tzvetanov, & Treue, 2007; Torralba
& Oliva, 2003). Consistent with this idea, rapid recognition sup-
ports a hierarchy of scene information, from broad categories very
early on (animate versus inanimate objects), to speciﬁc object
identities later on (a Labrador versus other breeds of dogs) (Fei-
Fei, Iyer, Koch, & Perona, 2007). Early visual cortices may provide
information about broad scene categories by signalling speciﬁc
patterns in the amplitude spectrum (Guyader et al., 2004; Joubert
et al., 2009; Kaping et al., 2007; Torralba & Oliva, 2003).
Animal detection requires us to distinguish between two very
broad classes of natural scenes: scenes that contain animals and
scenes that do not. It is difﬁcult to imagine a single cue that could
distinguish these two classes of scenes. If a single cue were useful
on its own then it would have to be both present in the majority of
animal scenes and absent in the majority of non-animal scenes.
And yet simple image statistics applied to our own stimuli (shown
in Fig. 1) suggest that the amplitude spectra of non-animal scenes
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Fig. 1. Spectral-energy contours of four different image categories: (a) scenes of natural environments containing animals (600 images); (b) scenes without animals (600
images); (c) scenes of natural environments without animals (300 images); and (d) scenes of man-made environments without animals (300 images). Spectral-energy
contours are obtained by ﬁrst averaging the power spectra (e.g., squared amplitude) of images in each category. The contour plots represent 60%, 80% and 90% of energy (e.g.,
summed power) in the spectrum. The contour is selected so that the sum of the power inside the contour represents 60% (innermost contour), 80% and 90% (outermost
contour) of the total power. Radius is plotted in units of cycles per image width (cpi), and angle is in degrees.
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the amplitude spectra of animal scenes: concentration of ampli-
tude at cardinal orientations (especially scenes of natural environ-
ments), and a more even distribution of amplitude between high
and low frequencies (especially for scenes of man-made environ-
ments). Both Drewes, Wichmann, and Gegenfurtner (2005) and
Torralba and Oliva (2003) have already made this observation,
and have devised simple computational models that can achieve
high levels of animal detection accuracy by using only the ampli-
tude spectrum. Whether or not human observers can use the
amplitude spectrum in the same manner as these models is, how-
ever, an entirely separate matter.
If human observers can perform animal detection by extracting
information from the amplitude spectrum, then one can simply
measure detection accuracy in a condition where phase informa-
tion has been completely randomized. In such conditions, the only
available cue would be the amplitude spectrum. According to com-
putational models, classiﬁcation by human observers can still be
up to 75% correct. However, Wichmann et al. (2006) found that
animal detection by human observers is just barely above chance
level when phase is completely randomized. This is strong evi-
dence that humans cannot extract information from the amplitude
spectrum with any signiﬁcant efﬁciency. One might also be
tempted to conclude that variations in the amplitude spectrum
are completely irrelevant for animal detection. However, recent
results obtained by Drewes (2006) shows that this is not the case.
Drewes (2006) assessed the contribution of the amplitudespectrum to animal detection bymeasuring accuracy in a condition
where all amplitude spectra are replaced by the mean amplitude
spectrum across all images, both animal and non-animal scenes.
In this amplitude-normalized condition, variations in the global
amplitude spectra are completely obliterated. If the amplitude
spectrum matters at all, then accuracy in the amplitude-normal-
ized condition should be signiﬁcantly lower than for scenes with
their original amplitude spectra. Indeed, this is exactly what Dre-
wes (2006) found (see Joubert et al. (2009) for a similar observa-
tion using a different task). This result raises an interesting issue:
if variations in amplitude spectra do not provide human observers
with any substantial cues for animal detection, why should the
removal of such variations have any effect on accuracy?
One way to reconcile the results of Drewes (2006) with the
results of Wichmann et al. (2006) is to suppose that successful ani-
mal detection is at least partially dependent on some interaction
between phase and amplitude spectra. In other words, the ampli-
tude spectrum may not be a signiﬁcant source of information on
its own; nonetheless, natural-scene phase processing might be en-
hanced by having the correct amplitude spectrum. This may seem
like a surprising proposition because the natural scene literature
almost always treats amplitude and phase spectra as though they
were independent sources of information. However, the dichotomy
between the amplitude and phase spectra is a mathematical
distinction that is used to simplify the analysis of information con-
tent in images. Human observers may use amplitude and phase
content independently, or they may be using information that is
Fig. 2. Examples of stimuli containing animals at different scales. Column 1 shows
scenes with their original amplitude spectrum. Columns 2 and 3 show the same
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two alternatives is a matter of empirical investigation, and will
most probably depend on the particular type of natural scene clas-
siﬁcation. For example, Joubert et al. (2009) observe that there is a
performance decrement associated with amplitude-normalization
when observers are asked to discriminate between man-made
and natural scenes. Joubert et al. (2009) acknowledge that this re-
sult can be attributed to either the loss of amplitude-only informa-
tion, or the destruction of an amplitude–phase interaction, but
they provide no experimental result to help distinguish between
these two alternatives. To our knowledge, the current study is
the ﬁrst to determine if animal detection performance is partly
determined by an interaction between phase and amplitude con-
tent. The experimental paradigmwe use in this study will be useful
to determine if other scene categorizations, like the task used by
Joubert et al. (2009), are also inﬂuenced by amplitude and phase
interactions.
Using a wide variety of animal and non-animal scenes displayed
at high contrast, we measure animal detection accuracy for scenes
with their original amplitude spectrum, scenes with amplitude-
normalized spectrum, and scenes with swapped spectrum (Figs.
2 and 3). The comparison between the original and normalized
conditions allowed us to successfully replicate the results of Dre-
wes (2006). As mentioned previously, there are two explanations
for why accuracy might decrease when amplitude spectra are
normalized: (1) Variations in amplitude spectra provide an inde-
pendent source of information. (2) The interaction between ampli-
tude and phase provides information. To decide between these two
alternatives, the third condition involves a swapping of amplitude
spectra within category type; i.e., amplitudes are swapped be-
tween animal scenes and, separately, between non-animal scenes.
Unlike the amplitude-normalization procedure, this swapping
procedure preserves the categorical information that amplitude
provides independent of phase. Therefore, it is quite possible that
detection accuracy between the amplitude-swapped and the
original-amplitude conditions will be equal. However, both the
amplitude-normalization and the amplitude-swapping procedures
destroy the interaction between amplitude and phase. If that inter-
action is important for animal detection, then we would expect
accuracy to be lower for the amplitude-swapped condition com-
pared to the original-amplitude condition.scenes with their amplitude-normalized and -swapped, respectively.2. Methods
2.1. Observers
Five observers (3 females, 2 males; average age = 26 years) par-
ticipated in the experiment. All were experienced psychophysical
observers, and were naı¨ve about the purpose of the experiment ex-
cept for the authors of this paper, CMG and GAR. All observers had
an uncorrected or corrected binocular Snellen Acuity of 20/20 or
better.2.2. Stimuli and apparatus
We used 1200 scenes of natural and man-made environments
that varied in a number of important ways; scale and category of
scene, and the scale, position, species and number of animals
(when they are present). All images were taken from the database
collected by Torralba and Oliva (2003), and kindly made available
by Thomas Serre on http://cbcl.mit.edu/software-datasets/serre/
SerreOlivaPoggioPNAS07/index.htm. Each image was a 256 by
256 pixels gray-value pixel image. There were 600 scenes of ani-
mals in their natural environments (e.g., forests, rivers, tundras),
and 600 ‘distractor’ scenes without animals. Three-hundred ofthe distractor images were scenes of natural environments, and
the other 300 were scenes of man-made environments (e.g., city-
scapes, streets, buildings). Animal images were cropped from lar-
ger-size images in a manner that ensured animals were not
always centered within the image. Animal images were manually
grouped into four scale categories with 150 exemplars each: head,
close-body, medium-body, and far-body. The same variety of im-
age scale was obtained in the set of distractor images by matching
mean distance from the camera. Therefore, the 300 natural-scene
distractors were comprised of 75 images in each of the four image
scales; and the same was true for the 300 artiﬁcial-scene distrac-
tors. For additional details about construction of this original stim-
ulus set see Torralba and Oliva (2003).
The three main experimental conditions are manipulations of
the amplitude spectrum of a scene: (1) Original amplitude spec-
trum refers to an image whose amplitude spectrum is not edited.
(2) Mean amplitude spectrum refers to an image whose amplitude
spectrum is replaced with the mean amplitude spectrum across all
1200 images (both targets and distractors). (3) Swapped amplitude
spectrum refers to a target image whose amplitude spectrum is ex-
changed with another target image, or a distractor image whose
amplitude spectrum is exchanged with another distractor image
Fig. 3. Examples of stimuli containing no animals, at different scales. Scenes are
organized as in Fig. 2.
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tween target scenes, or distractor scenes, that are shown during
the same session of trials (a ‘session’ is deﬁned in Section 2.3).
Stimuli were displayed at a resolution of 800  600 (75 Hz) on a
ProNitron 17/550 CRT, using Matlab and the Psychophysics Tool-
box (Brainard, 1997; Pelli, 1997). Average luminance was
66 cd=m2. At a viewing distance of 100 cm, each image subtended
5.6  5.6. All scenes had an RMS contrast of 0.20 and all masks
had an RMS contrast of 0.50. Masks had the same amplitude spec-
trum as the stimulus but random phase, drawn from the Fourier
transform of white noise.
2.3. Procedure
The sequence of events on a given trial was as follows: a small,
high-contrast (Weber contrast = 1) ﬁxation cross (each bar 10
thick and 9.20 long) appears at the center of the screen. After a ran-
dom period of time, drawn from a uniform distribution between
300 and 700 ms, a scene is displayed for 13 ms, followed by a blank
screen for either 27, 53 or 80 ms, after which a masking stimulus is
displayed. The mask is shown for 80 ms, followed by a blank
screen. The observer presses ‘1’ on the keyboard if they detected
an animal, or ‘2’ if they did not. When they are ready for the nexttrial, they press the spacebar, and the ﬁxation cross reappears sig-
naling the start of the next trial. In order to reduce spatial uncer-
tainty, a thin border (10 thick) of high contrast (Weber contrast
= 1) is shown around the edge of the scene, and kept on the
screen from the appearance of the ﬁxation until the disappearance
of the mask. Observers were instructed to take their time, and to
respond as accurately as possible. However, observers did not
receive any feedback about the accuracy of their response.
Each observer participated in four sessions of the experiment,
split between 2 days. A session is comprised of 8 blocks of 144 tri-
als, separated by brief 1–2 min breaks. A message on the screen
prompts the observer to press the spacebar when they are ready
to begin a block of trials. A 3-s countdown precedes the start of
the ﬁrst trial of the block. The observer takes a longer 5–10 min
break between sessions. Scenes are never repeated during the
course of a single session (1152 consecutive trials). However, many
of the same scenes are shown again for the second session of each
day. Across all four sessions of testing, the majority of scenes
(mean across observers 1100 ) are shown four times, and the rest
are shown two or three times.
In order to ensure that the observer is comfortable with the
task, 48 demo trials precede the ﬁrst block on each day of testing.
The scenes that are used during the demo trials are not shown
again that day. During the demo trials, the stimuli are shown with-
out a mask, and there are auditory beeps to provide information
about accuracy (a low pitch beep for incorrect and a high pitch
beep for correct).
On every block of 144 trials there are equal numbers of target
(animal) and distractor (non-animal) scenes. The experimental
variables are amplitude (three levels) and SOA (three levels). On
every block, there are an equal number of trials (16) for each of
the nine experimental conditions (three amplitude  three SOA).
Recall that, among all 1200 scene stimuli, the distractor scenes
(600) are equally distributed between natural (300) and man-
made environments (300); and that the target scenes (600) and
both categories of distractor (300 each) are equally distributed
among four different scales (150 per scale for targets; 75 per scale
for distractors). The exact same proportions of scene category are
used for each experimental condition, in every block of trials;
e.g., among the trials with an SOA of 53 ms and original amplitude
in a given block, 1/8 of the scenes will contain animals photo-
graphed from far away, and 1/16 will be distractor scenes of a nat-
ural environment photographed from an equivalent distance.
Beyond these constraints, the selection and order of scene stimuli
is completely random from block to block. Prior to each session, the
observer was reminded that there is an equal probability of seeing
animal and non-animal scenes.
2.4. Data analysis
For each observer, data were collapsed across all four sessions,
and demo trials were excluded. The total number of trials per
observer is 4608:512 trials (nt ¼ 256 target trials, and nd ¼ 256
distractor trials) for each combination of SOA and amplitude-
condition.
First, we measure conﬁdence intervals for accuracy, d0 and cri-
terion, separately for each observer, each SOA level, and each
amplitude-condition. Our method for obtaining conﬁdence inter-
vals makes use of the binomial distribution, a common assumption
in analyses of psychophysical data (Brockhoff & Christensen, in
press; Treutwein & Strasburger, 1999). For a particular combina-
tion of SOA and amplitude-condition, we modeled an observer’s
hit rate as a stochastic variable with a binomial distribution:
Pðhits ¼ kÞ ¼ n
k
 
pkð1 pÞnk ð1Þ
C.M. Gaspar, G.A. Rousselet / Vision Research 49 (2009) 3001–3012 3005where p is the observer’s proportion of hits, and n is set to nt . We
generated a vector of 10,000 simulated hit rates h by sampling from
Eq. (1) using the ‘binornd.m’ function in Matlab (note that all bold-
face lowercase letters denote vectors). A similar procedure is used
by Foster and Bischof (1991) to generate distribution of proportion
responses in psychophysical tasks. Foster and Bischof (1991) use
these distributions to estimate the error associated with estimates
of full psychometric functions, and ﬁnd that their method provides
more reliable and less biased statistics than conventional methods
(the general principles underlying statistical evaluation by boot-
strap resampling are described in Efron and Tibshirani (1997)).
We also modeled the observer’s false alarm rate as a stochastic var-
iable with a binomial distribution as in Eq. (1), but with p equal to
the observer’s proportion of false alarms, and n set to nd. Similarly,
we generated a vector of 10,000 simulated false alarm rates in vec-
tor f, by sampling from this distribution. Both h and f were con-
verted to proportions by dividing by the number of target and
distractor trials, respectively. We then combined h and f to obtain
a distribution of proportion correct p:
p ¼ nthþ ndð1 fÞ
nt þ nd ð2Þ
We also combined h and f to obtain a distribution of d0 (Macmillan
& Creelman, 2005):
d0 ¼ G1ðhÞ  G1ðfÞ ð3Þ
and a distribution of criteria c (Macmillan & Creelman, 2005):
c ¼ ðG
1ðhÞ þ G1ðfÞÞ
2
; ð4Þ
where G1 is the inverse cumulative normal distribution function.
Criteria signiﬁcantly above zero indicate a bias toward responding
‘distractor’ (e.g., a large number of both misses and correct rejec-
tions), and criteria below zero indicate a bias toward responding
‘target’ (e.g., a large number of both false alarms and hits). Prior
to calculating p, d0 and c, we resampled values from h and f that
were equal to 0 or 1, because G1ð0Þ and G1ð1Þ are not deﬁned.
Ninety-ﬁve percent conﬁdence intervals, for p, d0 and c are obtained
by measuring the 2.5% and 97.5% quantiles of p, d0 and c, respec-
tively – this is called a bootstrap percentile technique.
3. Results
Conﬁdence intervals and means for accuracy, d0 and criterion
are plotted in the left, middle and right column of Fig. 4. Observers
can perform animal detection very well, even at the shortest SOA:
both accuracy and d0 are always much higher than chance level
(minimum 60% accuracy, or d0 0.75). Accuracy is higher for origi-
nal-spectra compared to both mean- and swapped-spectra, for
every observer, and for every level of SOA (ﬁve observers  three
SOA is 15 cases total). In the majority of cases, accuracy is also
higher for mean- compared to swapped-spectra (13/15 cases). A
pattern in response accuracy may be difﬁcult to interpret if there
is also a pattern in response bias. Most of the criterion values
(Eq. (4)), plotted on the right column of Fig. 4, are, in fact, signiﬁ-
cantly different from 0 (33/45 cases). Fig. 4 indicates a relationship
between criteria and both SOA and amplitude-condition. Criteria
are most positive for the shortest SOA (36 ms) and most negative
for the longest SOA (80 ms). This pattern of response bias is consis-
tent with the notion that observers will tend to say ‘distractor’
when stimulus processing is cut short by the immediate presenta-
tion of a masking stimulus. Overall, criteria also appears to be most
positive for swapped-spectra and most negative for mean-spectra,
indicating that artiﬁcial manipulations of the amplitude spectra
can have opposite effects on response bias. Variation in responsecriteria is not of primary concern, but further discussion can be
found in the following Section 3.1. Due to the apparent relation be-
tween criterion and both SOA and amplitude-condition, we need to
examine d0 instead of response accuracy. Fortunately, the pattern
of d0 across conditions almost exactly matches the pattern of accu-
racy. d0 is higher for original-spectra compared to both mean- and
swapped-spectra, in 14 out of 15 cases. Accuracy is also higher for
mean- compared to swapped-spectra in 13 out of 15 cases. In order
to assess the statistical signiﬁcance of d0 differences, we make use
of our bootstrap-sampled distributions of d0 and calculate the fol-
lowing three distributions for each observer and SOA level:
Dd0a ¼ d0original  d0mean ð5Þ
Dd0b ¼ d0original  d0swapped ð6Þ
Dd0c ¼ d0mean  d0swapped ð7Þ
Means and conﬁdence intervals for d0 differences, Dd0a; Dd
0
b and
Dd0c , are plotted in Fig. 5. Observers often show a sensitivity disad-
vantage for scenes with mean amplitude, compared to scenes with
original amplitude. In 11 out of 15 cases, including every observer,
d0 is signiﬁcantly higher for the original- compared to the mean-
spectra condition.
Observers almost always show a disadvantage for scenes with
swapped-spectra, compared to scenes with original-spectra. In 14
out of 15 cases, d0 is signiﬁcantly higher for the original- compared
to the swapped-spectra condition. Furthermore, every observer
demonstrates a disadvantage for swapped-spectra compared to
mean spectra for at least one of the three SOA levels. As noted pre-
viously, the amplitude spectrum contributes to animal detection
accuracy. However, this contribution cannot be solely attributed
to information that is extracted from the amplitude spectrum inde-
pendently of the phase spectrum. At least part of the reason why
performance is superior in the original-spectra condition is be-
cause both amplitude and phase spectra interact to determine crit-
ical image structure.
3.1. Dissociations between amplitude-normalization and -swapping
Amplitude-normalization can eliminate diagnostic cues that re-
sides in the amplitude spectrum. However, normalization can also
destroy the interaction between amplitude and phase spectra. On
the other hand, amplitude-swapping can selectively destroy ampli-
tude–phase interactions, while maintaining diagnostic cues in the
amplitude spectrum. There may be other, more speciﬁc ways in
which normalization and swapping differ in their affect on scene
information. Therefore, dissociations between amplitude-normali-
zation and -swapping on performance can be particularly informa-
tive about the strategy used for animal detection. In order to
illustrate the utility of using normalization and swapping in the
same experiment, we brieﬂy point out two such dissociations in
our data. Fig. 6 shows plots of hits, and of false alarms to natural
scenes, and to man-made scenes. The ﬁrst dissociation between
normalization and swapping is that hits are reduced by swapping
but not by normalization. All of the target images were natural
scenes. It could be that swapping spectra between natural scenes
introduces rough, jagged image structures more commonly associ-
ated with man-made scenes. However, this is speculation based
purely on our subjective assessment of our stimuli.
In contrast to the ﬁrst dissociation, the second dissociation be-
tween normalization and swapping is a selective effect of normal-
ization on performance. Compared to amplitude-swapping, there
appears to be a greater effect of amplitude-normalization on false
alarms to natural scenes. Furthermore, Fig. 6 suggests a rise in false
alarms to natural scenes with SOA increase, but only for scenes
with normalized spectra. We are not certain about the cause of
these effects. However, the increase in false alarms to natural
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Fig. 4. Observer accuracy, d0 , and criterion for each experimental condition. Error bars are 95% conﬁdence intervals obtained from two distributions of 10,000 bootstrap
resampled hit and false alarm rates, each based on a binomial distribution and the original hit or false alarm rate. Asterisks indicate criteria that are signiﬁcantly higher or
lower than 0 using a two-tailed test ðp < 0:05Þ.
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gests that the reductions in response criteria (i.e., increased bias to
respond ‘‘animal”) we observed with increased SOAs (in Fig. 4) aredriven by false alarms to natural scenes. Indeed, linear regression
shows that 83% of the variance in response criteria for the mean-
amplitude conditions can be explained by variation in false alarms
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Fig. 5. Ninety-ﬁve percent conﬁdence intervals of the difference between two d0 scores obtained from two distributions of 10,000 bootstrap resampled d0 scores. Each
resampled d0 is based on a hit and false alarm rate, each sampled from a separate binomial distribution whose mean equals the original hit or false alarm rate. Asterisks
indicate d0 differences that are signiﬁcantly higher or lower than 0 using a one-tailed test ðp < 0:05Þ. Tests were based on bootstrap resampling.
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cussed in the next Section 3.2, observers were more likely to
respond ‘animal’ to natural compared to man-made scenes. There-
fore, one reason why amplitude-normalization might increase false
alarms to natural scenes is that the mean spectrum may enhance
the natural appearance of individual natural scenes. While the
scene categorization literature has mainly focussed on the possible
advantages of amplitude spectra variation across scene categories,
visual psychophysics has shown that images with average natural
statistics are easier to categorize (Parraga, Troscianko, & Tolhurst,
2000). The idea is that the visual system capitalizes on the con-
stancy, rather than the variability, of amplitude in order to opti-
mize contrast detection. This is a very different notion from the
idea that amplitude carries information.
3.2. Scene categorization
Similar to previous studies, we maximized variation in scene
content across trials by using a mix of distractor scenes that depict
man-made and natural environments (Delorme, Rousselet, Macé, &
Fabre-Thorpe, 2004; Guyonneau et al., 2006; Kirchner & Thorpe,
2006; Serre et al., 2007; Thorpe et al., 1996; Vanrullen & Thorpe,
2001). Also consistent with these previous studies, our target
scenes most often depict a natural environment (Guyonneau
et al., 2006; Kirchner & Thorpe, 2006; Serre et al., 2007; Thorpe
et al., 1996). These aspects of our experimental design suggest that
in our experiment, man-made scenes possess an additional source
of perceptual difference from target scenes, compared to natural-scene distractors, which only differ from the targets by the absence
of animals. To the extent that our observers are able to distinguish
between man-made and natural environments, minimizing false
alarms should be easier for man-made distractors compared to
natural distractor (Macé, Joubert, Nespoulous, & Fabre-Thorpe,
2009). Fig. 6 shows separate plots of false alarms to natural scenes
and man-made scenes. Examining only false alarms for scenes with
their original amplitude spectrum, it is clear that false alarms to
natural scenes are considerably higher than to man-made scenes,
for all observers and all SOAs. This result suggests that our observ-
ers are quite sensitive to the differences between man-made and
natural scenes in our experiment, and are using these differences
to minimize false alarms, at least when the scenes possess their
original amplitude spectrum.
Our main result is that animal detection sensitivity is reduced
by both amplitude-normalization and -swapping. It is possible that
part of these effects can be attributed to reductions in the discrim-
inability of man-made and natural scenes. Fig. 6 shows that both
amplitude manipulations (normalization and swapping) result in
strong and consistent increases in false alarms to man-made
scenes, but these effects are weaker and less consistent with false
alarms to natural scenes. However, animal detection sensitivity is
also determined by hits, and the previous section points out a dis-
sociation between the effects of normalization and swapping on
hits. In order to determine if the effect of amplitude tampering
on scene-type discriminability is related to the effect of tampering
on animal detection sensitivity, we measure d0 in two different
ways: (1) using only false alarms to natural scenes; and (2) using
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Fig. 6. Proportion hits, false alarms to natural scenes, and false alarms to man-made scenes, for each experimental condition. Error bars are 95% conﬁdence intervals obtained
from a distribution of 10,000 bootstrap resampled hit or false alarm rate, based on a binomial distribution and the original hit or false alarm rate.
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differences calculated using both of these methods. As one can
see from the set of plots on the right-hand side of Fig. 7, there isa strong and consistent effect of both amplitude-normalization
and -swapping on d0 for man-made distractors only; all differences
comparing normal-spectrum to one of the amplitude-conditions
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Fig. 7. Ninety-ﬁve percent conﬁdence intervals of the difference between two d0 scores, similar to Fig. 5, except that d0 is calculated using either false alarms only to natural
scenes (left set of plots), or false alarms only to man-made scenes (right set of plots). Asterisks indicate d0 differences that are signiﬁcantly higher or lower than 0 using a two-
tailed test ðp < 0:05Þ.
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3010 C.M. Gaspar, G.A. Rousselet / Vision Research 49 (2009) 3001–3012are statistically signiﬁcant. The discrimination between target
scenes and man-made distractors can be based on two types of
information: the presence of animals, and a change in scene con-
text. Amplitude tampering might reduce one or both of these types
of information. If amplitude tampering reduces sensitivity to ani-
mal presence in our task, then we might expect amplitude tamper-
ing to also reduce d0 for natural distractors. However, the sets of
plots on the left-hand side of Fig. 7 show mostly null effects of
amplitude on d0 for natural distractors. Taken together, these re-
sults suggest that the effect of amplitude-normalization on animal
detection sensitivity is related to a loss in discriminability between
man-made and natural scenes. However, amplitude-swapping may
result in an additional loss of sensitivity to animals in natural
scenes; 7 out of 15 cases demonstrate a signiﬁcant reduction of
d0 for natural scenes.4. Conclusions
Similar to previous studies, we show that tamperingwith a natu-
ral scene’s amplitude spectrum results in lowered animal detection
accuracy (Drewes, 2006;Drewes,Wichmann,&Gegenfurtner, 2006;
Joubert et al., 2009 for a similar result with a different task). How-
ever, our study shows that this performance decrement occurs even
when diagnostic amplitude-differences between animal and
non-animal scenes are preserved (amplitude-swapping). Therefore,
successful animal detection is at least partly determinedby an inter-
action between amplitude and phase. Joubert et al. (2009) point out
that other natural scene categorizations, like the discrimination
between man-made and natural scenes, may also be inﬂuenced by
an interaction between the amplitude and phase spectrum. Our
comparison of false alarms to natural and to man-made environ-
ments suggests that, indeed, the discriminability of man-made and
natural scenes is affected by an interaction between amplitude and
phase (Section 3.2). To conﬁrm this hypothesis, future experiments
will need to make use of the amplitude-swapping method, but test
explicit discriminations of man-made and natural scenes. Ampli-
tude-swapping can also help to establish the role of amplitude–
phase interactions in other tasks, and for other kinds of stimuli.
Our experimentwas designed to establish the role of amplitude–
phase interactions rather than to rule out the use of amplitude-only
information. Nonetheless, our recalculations of d0 using only natu-
ral-scenes distractors are consistent with the idea that observers0
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Fig. 8. Each group of box-plots depicts the distribution of an image statistic that may b
local contrast. Each box-plot in a grouping summarizes the image statistic across all of the
(LPC) is a measure of phase alignment across spatial frequency at each location in a 2D im
and orientations. For each image, we summarize LPC by averaging the top 10 values of
same scenes (phase spectra) were used in the amplitude-normalized and amplitude-swa
we averaged coherence across the ten image regions giving rise to the highest coherence v
plotted in (A). Log local contrast is the log of the square of a pixel’s individual contrast v
across the entire image. Summaries of local contrast for each scene are obtained in the sam
of values in same locations for corresponding scenes in the two amplitude-conditions.
subsequent image manipulation; e.g., swapped images have the lowest values, normali
Other measures of local contrast resulted in the same pattern across the image manipudo not make use of amplitude-only information (Section 3.2); when
man-made distractors were excluded, amplitude-normalization
failed to produce a decrement in performance. However, all of our
experimental conditions were randomly mixed in the same experi-
mentalblocks. It ispossible that the information-processingstrategy
will bedifferent, perhapsmoreamplitude-based, in ananimaldetec-
tion task with only natural scenes. Nonetheless, amplitude-based
models of animal detection have already been seriously challenged
by the ﬁndings of Drewes et al. (2006) and Wichmann et al. (2006).
Asmentioned in the Introduction,Wichmannet al. (2006) found that
animal detection accuracy is only slightly above chancewhen phase
is completely randomized. Moreover, Drewes et al. (2006) modeled
animal detection accuracy across a diverse range of natural scenes
and found that human observers perform opposite to what is ex-
pected from an amplitude-only observer. Perhaps one reason why
the amplitude spectrum might inﬂuence scene categorization is
because observers are highly sensitive to deviations from average
statistics (Section 3.2). Nonetheless, the main result of this study
suggests that, if amplitude is to play any role in the modeling of
animal detection accuracy, researchers should focus on ampli-
tude–phase interactions rather than amplitude on its own. Finally,
we discuss two examples of phase-by-amplitude interaction.
The most likely explanation of the interaction between phase
and amplitude is that both co-determine the appearance of impor-
tant image structure. Kovesi’s measure of local phase coherence
(LPC) is a promising way to quantify that structure for four rea-
sons: ﬁrst, LPC can be used to detect edges, corners and other im-
age primitives. Second, LPC is contrast-invariant and somewhat
scale-invariant. Third, LPC is dependent on both amplitude and
phase (Kovesi, 1999, 2002, 2003). And ﬁnally, analysis of LPC across
our full stimulus set demonstrates that both amplitude-normaliza-
tion and -swapping are associated with signiﬁcant degradations in
LPC, even though local contrast is not much affected by these
manipulations (see Fig. 8). However, post-hoc analysis of image
statistics are not sufﬁcient to determine if LPC, or other image met-
rics, are important for rapid animal detection. What is really
needed are psychophysical experiments that manipulate critical
image features in a parametric manner.
It is not difﬁcult to accept the idea that amplitude and phase
interact to produce image structure important for scene classiﬁca-
tion and other tasks. Nonetheless, it is quite possible that our
amplitude–phase interaction might instead indicate information
processing in the Fourier domain rather than in the image domain.Lo
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e correlated with animal detection accuracy: (A) local phase coherence; and (B) log
stimuli, for all the observers, in a given amplitude-condition. Local phase coherence
age; it is measured on the output of a bank of wavelets at various spatial frequencies
coherence; these values are plotted for the normal amplitude-condition in (A). The
pped conditions, but with different amplitude. To summarize LPC for those images,
alues in the scene when it had its original amplitude spectrum; these values are also
alue. A pixel’s contrast value is the pixel’s luminance minus the average luminance
e manner as LPC; e.g., mean of top 10 values for normal spectrum scenes, and mean
Unlike log local contrast, local phase coherence progressively degrades with each
zed images have intermediate values, and original images have the highest values.
lations.
Fig. 9. The effect of amplitude-swapping on local phase coherence. Images in the top row possess the same phase spectrum, taken from a tiger image; while images in the
bottom row possess the same phase spectrum, taken from a zebraﬁsh image. Images in the ﬁrst column possess the same amplitude spectrum, taken from the tiger image;
while images in the second column possess the same amplitude spectrum taken, from the zebraﬁsh image. Each image looks like the original image that contributed its phase
spectrum; e.g., ﬁrst row both look like tigers, and second row both look like ﬁsh. This demonstration was ﬁrst made by Oppenheim and Lim (1981), and the common
conclusion is that phase determines the recognizable structure in an image. Nonetheless, others have observed that the inﬂuence of the amplitude spectrum on an image’s
appearance depends on the exact image (e.g., phase spectrum), and that inﬂuence can be quite strong (Juvells et al., 1991; Tadmor & Tolhurst, 1993). We quantify those
changes in image appearance by identifying the ten locations in each image that give rise to the highest values of local phase coherence (see Fig. 8). As shown here, some of
the top 10 locations of LPC, identiﬁed by colored circles, shift to different places on the image. This shift in LPC is especially interesting for the ﬁrst row of images because the
shift caused by amplitude-swapping preserves the high LPC values found in the original image.
C.M. Gaspar, G.A. Rousselet / Vision Research 49 (2009) 3001–3012 3011Oliva and Torralba (2006) have an alternate way of modeling scene
classiﬁcation that relies on multiple, local amplitude-spectra ob-
tained across the image in a patch-wise fashion. In contrast to their
original model that mapped each scene onto a single (global)
amplitude spectrum (Torralba & Oliva, 2003), the information pro-
vided by their more recent model might be partly determined by
the interaction between global phase and amplitude spectra. An-
other interaction between amplitude and phase is suggested by
the results of McCotter, Gosselin, Sowden, and Schyns (2005).
McCotter et al. (2005) showed that the phase components that
are diagnostic for scene categories can be quite sparse and local
in the Fourier domain. McCotter et al. (2005) point out that this
information sparsity is particularly important because, coinciden-
tally, contrast energy tends to be concentrated in the same compo-
nents that are diagnostic (Oliva & Torralba, 2001). This suggests
that tampering with the amplitude spectrum (either by normaliza-
tion or swapping) is likely to redirect contrast energy away from
the most diagnostic phase components and toward less diagnostic
components (see Fig. 9). Therefore, the amplitude–phase interac-
tion obtained in this experiment does not have to arise from the
explicit encoding of information in the image domain. An interac-
tion might also be obtained if observers encoded small regions of
the phase spectrum.References
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