One of the disadvantages of statically typed languages is the programming overhead caused by writing all the necessary type information: Both type declarations and type definitions are typically required. Traditional type inference aims at relieving the programmer from the former.
Introduction
The many advantages of static typing need no explanation in the functional programming community, that has been and keeps producing most of the research on this topic.
And yet, one of the strong arguments of the dynamic languages community, consisting of untyped FP languages (e.g. Lisp), most LP languages (e.g. Prolog) and the so-called scripting languages (e.g. Python), argue that adding type information slows down Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. PPDP'06 July 10-12, 2006 the development effort, and is particularly ill-suited for rapidprototyping purposes. Indeed, adding type information requires typing more characters and extending existing code requires updating function signatures and modifying type definitions.
Type inference can be seen as the first step to accommodate this disadvantage of typed functional languages, improving rapidprototyping capabilities by relieving the programmer from writing function signatures. In this paper, we tackle the second hurdle by allowing the programmer to also omit type definitions. We propose an algorithm that simultaneously infers polymorphic algebraic data type definitions and performs ordinary type inference in terms of those definitions.
This approach brings the rapid prototyping capapilities of typed languages on par with those of untyped languages. It allows dynamic typing style programming, within the boundaries of the type system. Of course, the algorithm also produces type information, that can be inspected a posteriori by the original programmer to look for unintended situations (and hence potential bugs), and by users as a documentation.
The obtained information is also quite useful information for automated reasoning purposes: optimized compilation of typed languages leads most often to more efficient code [25, 28] (e.g. minimal or no runtime type information, such as tagging or boxing, is required) and type information has been shown to greatly improve termination analysis [15] .
In this paper, we particularly adhere to the familiar type system of (a subset of) Haskell. In this way we do not have to design a new, unfamiliar type system with possible ugly twists to accommodate dynamic typing constructs. The one concession we make to greater than standard typing flexibility, is unrestrained polymorphic recursion. We rely on the sound principles of Henglein's inference algorithm, to contribute a practical and sound solution, to a theoretically undecidable problem.
The rest of this paper is structured as follows. First, in Section 2, we define a simplified functional language, Λ + k , in terms of which we formulate the rest of this paper. Next, Section 3 briefly summarizes the challenges of type inference with polymorphic recursion. Then, in Section 4 the core ADT definition reconstruction algorithm is explained. Section 5 illustrates the steps of the algorithm on a small example. Section 6 discusses a number of important properties of this algorithm. A number of extensions and variations that make the algorithm more useful and adapt it to slightly different type systems, are presented in Section 7. Our prototype implementation is presented in Section 8. Finally, we discuss related work in Section 9 and conclude in Section 10.
The Λ + k Language
We define, based on Λ + in Chapter 6 of [23] , the Λ + k language as the extension of the λ-calculus with names for closed λ-expressions and algebraic data types.
Syntax of Λ + k
An Λ + k program consists of zero or more function definitions 1 and one main expression: In a well-formed program, every function name used in an expression appears exactly once on the lhs of a function definition, there are no free variables in the main expression or the rhs of any function definition and all the variables in a pattern are distinct. In addition, without loss of generality we assume that every variable is bound exactly once, in either a function abstraction or a case pattern.
The operational semantics of Λ + k is of no particular concern for the purpose of this paper; the reader may pick her/his favorite execution strategy. We note though that partial application of data constructors is not allowed. Because partial application does not make the number of constructor arguments explicit, we may have no means to determine it from the program. However, partial applications can be easily encoded with the help of lambda abstractions over full applications.
Type Expressions
Type expressions are
where α ranges over the set TV of type variables and T ranges over the set T of ADT type constructors. Every T has a fixed associated arity a ≥ 0.
An ADT definition is a rule of the form:
where T ∈ T , the αi are distinct type variables, the Ki are either pairwise distinct data constructors or have pairwise different arities and the type variables in the τi j appear all on the lhs (the ADT is transparent). In addition, we require uniform recursion [22] : all instances of T [αi]i that appear in the rhs, are identical to
The types of function and ADT definitions are actually type schemes ∀ᾱ.τ , whereᾱ are the type variables in τ . As is customary in Haskell to avoid undue clutter, we do not explicitly write these quantifiers.
With a type substitution θ = [τ1/α1, . . . , τn/αn] a new type τ = τ θ may be derived from a type τ by replacing all occurrences of type variables αi by type τi (1 ≤ i ≤ n). We say that a type τ is a type instance of τ , denoted τ <: τ , iff there exists a type substitution θ such that τ = τ θ. For example, (α1 → α1) <:
1 Recursive function definitions are equally expressive as the often used polymorphic let expressions and lead to the same typing complications. 
Typing Judgements
A typing judgement Γ e : τ asserts that expression e has type τ for the type environment Γ. A type environment Γ = Δ ∪ Σ ∪ Φ is the union of a set Δ of ADT definitions, a set Σ of function typings f : τ f and a set Φ of variable typings x : τx. A type environment Γ is well-formed, when it contains at most one typing for every variable and function, and when it contains at most one ADT definition for every ADT type constructor. Moreover, every type expression in Γ must be constructed from type variables, arrows and the ADT constructors defined in Γ. Throughout the rest of this paper we assume that all type environments are well-formed. Note that our definition of a well-formed type environment is more liberal than is usual in that we allow the same data constructor to occur in multiple ADT definitions. Haskell does not allow this, because it causes ambiguity among others in combination with partial application of constructors.
A judgement of the form Γ e : asserts that e is welltyped in the (well-formed) type environment Γ. The type rules in Figure 1 define the typing judgements for Λ + k . For a well-formed program, a particular well-typing can be characterized by the tuple Δ, Σ, τe , consisting of respectively the data declarations, the function signatures and the type of the programs main expression. Hence we call this tuple also a (well-)typing of the program.
In abuse of syntax, we extend the <: relation over typings of identical expressions:
(e : τ1) <: (e : τ2) ⇔ τ1 <: τ2 and over sets of typings:
∧(∀(e : τ2) ∈ Σ2 : ∃(e : τ1) ∈ Σ1 : τ1 <: τ2)
Type Inference under Polymorphic Recursion
Before we start with the explanation of our ADT definition reconstruction algorithm, we would like to remind the reader of the undecidability of type inference with polymorphic recursion (Section 3.1). Despite this theoretical result, Henglein has proposed an algorithm that is well-behaved in practice. We briefly summarize it in Section 3.2 as it forms the basis of our reconstruction.
Undecidability of Type Inference
The decidability of type inference depends on the existence of an algorithm that finds a type for every well-typed program. Type inference for pure λ-calculus is decidable. The simple unificationbased algorithm proceeds bottom-up through a term and assigns a fresh type variable for every variable. Arrow types are introduced for λ-abstractions and types are unified appropriately for function application. In this way the principal type of an expression is computed.
Kfoury et al. [14] and Henglein [11] have shown independently that the type inference problem for Λ + is (polynomial-time) equivalent to the Semi-Unification problem, which is known to be undecidable [13] . The unification-based algorithm for the λ-calculus may be adapted to Λ + by iteration until a fixed point is reached. However, this iterative process may not terminate as illustrated by the following example taken from [23] A number of restrictions have been proposed to enforce termination. The Hindley-Milner algorithm W [18] requires that recursive calls have the same type as their definitions (monomorphic recursive calls) whereas Mycroft [20] requires explicit type declarations for recursive definitions; Mercury [26] only accepts programs for which the type inference algorithm reaches a fixed point in less than some fixed number of iterations. An unfortunate consequence it that not always the principal type is derived.
A Practical Algorithm
Henglein's algorithm A [11] provides a different approach that avoids the pitfalls of the iterative Hindley-Milner algorithm. The algorithm appears to be quite practical: an ML-implementation [4] is based on it and no program is known for which the inference algorithm does not terminate.
It transforms the type inference problem into an equivalent system of equations and inequations. This constraint system is subsequently represented as an arrow graph and transformed by a set of rewriting rules to obtain the principal type. The algorithm contains an extended occurs check that avoids a non-termination pitfall of the traditional approach. This check essentially identifies configurations of type constraints that give rise to infinite type expressions: A type appears in one of its own arguments or appears in an argument of one of its instances.
We base our type reconstruction approach on Henglein's algorithm in order to deal with polymorphic recursion in a practical manner.
General ADT Reconstruction
Let us start with formally stating the object of ADT reconstruction:
Definition. ADT reconstruction derives for a given program P a well-typing Δ, Σ, τe or fails if no such well-typing exists.
Our approach consists of three phases, of which the first two also appear in traditional type inference:
1. a conjunction of type constraints C is derived from program P , 2. these type constraints C are rewritten to a normalized (solved) form C , and 3. a set of type definitions Γ is extracted from the normal form C .
Type Constraint Derivation
For the purpose of constraint derivation we assume that a distinct type τ is associated with every occurrence of an expression. In addition, every defined function and every variable has an associated type τ ; these are respectively denoted as fun(f ) : τ and var (x) : τ . We use the notation τ <: θ τ to say that τ is an instance of τ through some (unspecified) substitution θ. The rules of Figure 2 give the type constraints on the types of the different kinds of expressions. A rule states that the constraints below the bar are inferred for the associated types above the bar.
We use the following constraints:
• The = constraint is the standard equality predicate.
• The constraint τ1 <: τ2 states that τ1 is a type instance of τ2. 
Type Constraint Theory
Now we formally define the above constraints, together with a number of auxiliary ones, in terms of a constraint theory. We take special care to formulate the axioms of this theory as implications, as this will help us to derive an executable rewriting algorithm from them.
Equality The standard axioms of equality state that = is a reflexive, symmetric and transitive relation and that a type can be replaced by an equal type inside another type or constraint.
Instance The instance constraint <: has the anti-symmetry and transitivity properties. We formally write the former as it will be of interest later:
Arrow Types For simplicity we start off with the axioms for arrow types. These directly correspond with Henglein's inference algorithm and do not contribute to the reconstruction problem itself.
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Figure 3. Extended occurs check example
However, they have to be dealt with in our setting of Λ + k and they are useful for comparing the complexity of inference and reconstruction.
The following pair of axioms expresses that there is a one to one correspondence between an arrow type and its components.
The σ <: τ constraint is axiomatized as follows:
• Firstly, if τ is an arrow type, then so must be σ, and the components of σ must be instances of the components of τ :
Secondly, if two types σ1 and σ2 are instances of type τ under the same type substitution (the type substitution for call i) then they must be the same:
Now we introduce an auxiliary constraint; it is inductively defined. An arrow type τ defined as arrow (τ, τ1, τ2) depends on another type σ, denoted τ σ, if σ is one of the components τi or one of the components τi depends on σ. The axiomatization:
The constraint facilitates the recognition of untypable programs by means of a so called extended occurs check:
This extended occurs check detects problematic constraint sets that yield infinite type expressions. Note that the basic occurs check (a cycle in the term structure of the type) is a special case. Figure 3 ADTs An arrow type is very similar to an ADT; lambda abstraction may be considered its data constructor. Hence, it is not surprising that ADT type expression are governed by the axioms we saw above, only slightly generalized for multiple data constructors and an arbitrary number of type parameters. In most axioms arrow (τ, τ1, τ2) may appropriately be replaced with τ ⊇ K [τi] and the constraints on τ1, τ2 with corresponding constraints on [τi]. In particular, Axiom 3 becomes:
Example 2.
and similarly for Axiom 4:
Contrary to arrow types, we do not carry over Axiom 2 to ADTs, because we allow data constructor overloading: a constructor may be part of more than one ADT. This gives our ADTs more of a nominal than a structural typing flavor: types may have the same constructors, i.e. structure, and still be considered different. However, this is not essential, and our approach can be easily adapted to disallow data constructor overloading.
As an ADT may have more than one data constructor, it is necessary to enforce that an ADT and its instances share the same set of constructors:
A consequence of the constraint derivation rule of the case expression is that different types may be unified (a matching on the level of values, but a unification on the level of types). This is obviously the way in which we gather multiple data constructors for the same type. However also some problematic situations arise out of this:
• A type cannot be at the same time an ADT and an arrow type:
• A type τ may be the instance of two distinct types τ1 and τ2.
On the level of type expression terms, this is only possible if they share the same type constructor. For the ADTs τ1 and τ2 the type constructor has not been determined yet. Hence, we require that there is some third type of which the other two are instances. This third type then corresponds with the as of yet unknown type in the ADT definition:
A final and essential difference is that the arrow type is predefined and hence amounts purely to the traditional type inference, whereas in the reconstruction problem we do not know the shape of the ADT type expressions yet. In particular we do not know what and how many type parameters the ADT type constructors have. This forces a circumspectiveness: a priori we cannot make any assumptions.
In fact, a dual thinking arises out of the superficially trivial equivalent of Axiom 6:
For the arrow types the constraint expresses a relation between a (type expression) term and its subterm. For ADTs, the subterm relation is but one possibility. As we will see, the other possibility for τ1 τ2 is that τ2 is a type that appears in the rhs of the data Firstly, the extended occurs check needs to be adapted to:
In contrast with the arrow types, a finite type expression is still possible, namely when τ appears on the rhs of the ADT definition of τ . So we do not have to conclude inconsistency. Nevertheless, on the level of the constraints the situation is very much the same as for the arrow types: an infinite number of new types and constraints can be generated with Axiom 10. The most general way to halt this infinite sequence, is to short-circuit the cycle by unifying τ and τ .
The cycle becomes an improper one and any new types generated with Axiom 10 can be unified with already existing types through Axiom 9. As a consequence of the short-circuiting, only uniform ADT definitions are obtained. 
Given these data types, of which the first is non-uniform: data T a = A a | B (T (S a)) data S a = P a
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data T = A S | B (T S) data S = P S map :: (S -> a) -> T -> a
Note that we have to represent the dependency relation of arrow types and ADT types with the same constraint , rather than with two distinct constraints, because cycles of arrow types may go through ADT types and vice versa. Now, in Axiom 15 our conclusion actually was that τ would have to appear in the rhs of its own type definition. This is only true when there is a type definition for τ itself. There is no type definition for τ itself, when τ is an instance of another ADT type. In that case we must move the equality constraint of Axiom 15 upwards in the instance hierarchy, to avoid the cycle through a type constructor argument which leads to an infinite type expression. Hence the complementary axiom: 
In Figure 5 , 
A Constraint Rewriting Algorithm
While Henglein presented his algorithm as a graph rewriting, we think that clarity is much better served by a high-level constraint rewriting algorithm. The set (conjunction) C0 of constraints derived from the program with the constraint derivation rules is used to initialize the constraint store, the current working set of constraints that the algorithm operates on. The algorithm proceeds by transforming the constraint store via a number of transformation steps or rewritings (denoted with ) until the final state Cn is reached:
We write C0 * Cn for short, when we do not wish to mention the intermediate constraint stores.
A transformation steps is one of:
• removing a duplicate constraint, i.e.
In practice a constraint that is already in the store, is never effectively added anew.
• replacing an equality constraint with a substitution, i.e.
In practice, equality constraints τ1 = τ2 are never explicitly maintained in the constraint store, but immediately every occurrence of τ2 is substituted by τ1. 2 This takes care of enforcing the equality axioms.
• applying a rewriting rule.
A rewriting rule is of the form:
where C1 is a conjunction of constraints. C1 is matched against the available constraints in the constraint store, and if a match is found the action is performed. An action is one of:
• add C3, which adds new constraints to the constraint store, or
• report failure, which reports that the constraint store is inconsistent. In this case, the algorithm aborts and does not produce a final constraint store.
The rewriting rules, listed in Table 1 , are based on the constraint axioms. Most of the rules speak for themselves, but those derived from axioms that contain existential quantifiers need a little more explanation. The rules for axioms 4, 10, 11 and 13 introduce (ordinary) new types for the existentially quantified ones. One must be careful with these new types, as they are the cause of non-termination. The other rules do not add new types, and as the number of constraints between a finite number of types is finite, they cannot cause non-termination. Henglein has already dealt with this in his algorithm: the rule for axiom 4 must only be applied if no other rule can be applied, otherwise an infinite chain of more instantiated types may arise. The same strategy has to hold for the corresponding axiom 10 for ADTs. The other two rules are not problematic, when we take special care not to introduce an infinite chain of more general types. That is why we do something special with the rules for axiom 13: we introduce most general types τ * that are marked with a * (13.a). We do not constrain any of the arguments of the data constructors of a most general type (this will happen only through rule 16). If a most general type τ * is involved in axiom 13, we do not have to generate (and by definition cannot) generate a more general type (13.b & 13.c).
When no more transformation step is possible, the normal form Cn of the constraints has been obtained, which is passed on to the type definition reconstruction phase.
Theorem 1 (Confluence).
The above rewriting algorithm is confluent:
where θC 0 is a variable substitution that renames type variables not occurring in C0.
Proof. All the transition steps either add new constraints, remove duplicate constraints or replace equality with substitution. The first does not prevent the execution of any other transition step. Neither does the second: removal of duplicate constraints, still allows rewrite rules to apply to the identical copies, producing the same result. Finally, we do not distinguish between substitution and equality constraints, so the third has no effect on the final outcome.
In other words, the consistent solved form constraint store (if it exists), is unique up to renaming of existential type variables.
Type Definition Reconstruction
Type definitions and type expressions are derived simultaneously from the normal form of the constraint store: 
Theorem 2. The above rules derive a unique set of type definitions and type expressions from the normal form of a constraint store. The uniqueness of the type expressions is modulo the choice for the type constructor names T , the ordering of the type variables ai and the ordering of the data constructors in the ADT definitions.
Proof. The theorem follows quite simply from the fact that in a normalize constraint store all type instances are acyclic and there is a unique most general ADT type for every ADT type instance.
Together with Theorem 1, we may conclude that the output of our algorithm is fully deterministic modulo some naming choices. Some heuristics may be defined to guide these choices, but in general they seem arbitrary for an automated process. If used as human readable documentation, a human should be involved in them. A good integrated development environment may present an arbitrary choice by default, and have the programmer adapt it when desired.
The introduction of most general types τ * may lead to overly parameterized ADT definitions. It is quite easy to obtain more specialized ADT definitions by means of anti-unification of all the instances.
Axiom
Rewrite Rule (1) if τ1 <: τ2 ∧ τ2 <: τ1
then report failure 
Example 6. Assume the inferred ADT definition is: data T a = K a and instances are T (S R) and T (S Q). The anti-unification of these two instances yields T (S b). The substitution that obtains this most specific generalization of all instances from the ADT definition is θ = {a/S b}. If we apply this substitution to the ADT definition we get: data T (S b) = K (S b)
Normalizing this definition we get:
with U a new type constructor and ψ = {T (S b)/U b} the substitution that we need to apply to the instances to render them in terms of the specialized ADT definition. In casu, the two instances become U R and U Q respectively.
This specialization of the most general types has to take place on the normal form of the constraint store. That is the form in which all instances of the most general types have been made explicit. initial constraint store C0:
Elaborated Example
Replacing the equality constraints with substitutions, we get: 
Properties
In this section we investigate the properties of our algorithm. In particular, we establish that it infers a maximal well-typing and that theoretically it may not terminate.
Well-Typing Theorem 3 (Soundness). If the ADT reconstruction algorithm produces a tuple Δ, Σ, τe for a program P , this tuple is a welltyping of P .
Proof. We provide only an intuitive outline of the proof: It is obvious that there is a one-to-one mapping 4 between the constraints on type expressions, as used in the type judgements, and the constraints on type variables, as used in our algorithm. The axioms that form the basis of the rewriting algorithm hold for both. Now, the conjunction C0 of initial constraints on type variables derived from the program P is equivalent to the constraints on the type expressions in the type judgements. The algorithm then applies a number of transformation steps, that preserve at all time the equivalence of successive constraint stores:
• Removing duplicate constraints preserves equivalence:
• Replacing equality with substitution preserves equivalence:
∀C, τ1, τ2 : C ∧ τ1 = τ2 ⇔ C{τ1/τ2} • Applying a rewrite rule based on an axiom of the form∀C1 ⇒ C2 preserves equivalence:
where θ is a variable substitution such that C1θ = C 1 .
In summary: C0 ⇔ C1 ⇔ . . . ⇔ Cn The final store Cn which is mapped back to the equivalent type expressions. As we have applied only equivalence-preserving steps, the type judgement constraints have all been preserved. Hence the obtained typing is effectively a well-typing.
Theorem 4 (Completeness). If the ADT reconstruction algorithm reports failure, then ∀Γ : Γ P : (i.e. P has no well-typing).
Proof. From the above proofs, it follows that we do not add any additional constraints beyond those of the type judgements. If our algorithm detects that these constraints are inconsistent, then obviously there is no consistent well-typing possible. 4 The second half of the mapping is actually given in Section 4.4.
Principal Typing
Because we allow data constructor overloading, our type system does not have the principal typing property, i.e. for some program P there is no well-typing that is strictly more general than that of all other well-typings. Example 7 illustrates that our inference algorithm infers such a set of data declarations for which multiple most general signatures are possible: the one using both List a and Stream a, and the other only using List a.
However, our algorithm does infer one of the most general typings with respect to the inferred set of ADT definitions: Theorem 5. If the ADT reconstruction algorithm produces a welltyping Δ, Σ, τe for program P with main expression e, then
Proof. We have shown above that the typing obtained by our algorithm is equivalent to the required well-typing constraints. Hence, any proper relaxation of these constraints, i.e. a more general typing than the derived typing, cannot be a well-typing, because it does not satisfy all well-typing constraints. We conclude that the derived typing is a most general well-typing.
Despite of the lack of the principal typing property in general, we can say that our algorithm has inferred the most general typing, when it does not produce a set of data type definitions with overloaded data constructors: Theorem 6. If the ADT reconstruction algorithm produces a welltyping Δ, Σ, τe and Δ contains no overloaded data constructors, then ∀Σ : Δ ∪ Σ P : =⇒ Σ <: Σ We give this and the following theorems without proof, but these can be easily constructed in the same style as the above proofs.
Beyond the ordinary minimality property for type inference with given definitions, we can make several claims about the optimality of the inferred ADT definitions themselves.
Firstly, all the ADT definitions are actually used in some maximal well-typing: 
In other words, the reconstruction algorithm infers the largest possible number of pairwise distinct types.
This result is quite interesting for alias analysis. Two expressions may refer to the same value (may alias) only if they have the same type. By assigning as many distinct types as possible, we may obtain the strongest aliasing information possible from types.
We cannot use more ADT definitions for any maximal welltyping: Corollary 1. There is no larger set of ADT definitions than Δ, whose ADTs can all be actually be used in a maximal well-typing.
Termination
Our algorithm tackles as a subproblem the principal type inference with polymorphic recursion problem for arrow types, which is known to be undecidable. In effect, the ADT subproblem has the same structure, and may be expected to be equally undecidable.
As we have shown that our algorithm always infers maximal types when it terminates, theoretically there must be some programs for which it does not terminate. However, as with Henglein's algorithm, we are not aware of any actual program for which it does not terminate.
We quote Henglein to emphasize that the termination of the inference is only an issue for programs that have problematic types:
. . . why type checking is no more practical than type inference: there are constructible ML-programs that fit on a page and are, at least theoretically, well typed, yet writing their principal types would require more than the number of atoms in the universe. So writing an explicitly typed version of the program is impossible to start with.
Variations on a Theme
Our algorithm can easily be extended or modified to suit a number of different settings. In this section we explore a number of these variations: support for a number of predefined ADTs, disallowed constructor overloading, strictly monomorphic recursion and a number of language constructs.
Predefined ADTs
A programmer may wish to extend an existing application that already has a number of predefined ADTs. It is fairly straightforward to extend our support for arrow types to predefined ADTs with designated (i.e. not overloaded) data constructors. We simply replace the arrow constraint with the predef constraint that makes the type constructor explicit. The constraint derivation rules (ABS) and (APP) are then reformulated and a new rule (PCONS) for predefined ADT constructors is added:
where mkpredef is a simple macro that unfolds the type expressions ti into predef constraints:
Obviously, a type cannot have more than one type constructor, hence axiom 3 has to be replaced by:
∀τ, Tp,1, Tp,2, τi,1, τj,2 :
In the other axioms the arrow constraint is replaced in the obvious way by a predef constraint. Similarly for the rewrite rules.
Unrestricted constructor overloading in combination with predefined types causes many ambiguities. Whenever a constructor K is encountered, do we assign it a predefined type τp or do we construct a fresh type τn for it? The latter is always possible, while the former may not be valid when the constraint τp ⊇ L [τi] i is inferred where L is not a constructor of the predefined type. Hence the policy may be adopted to prefer a predefined type over a fresh type. In the case that we allow constructor overloading among predefined types only, one may adopt from [3] the Herbrand domain constraint in combination with search.
Type Declarations
Once we allow predefined ADTs, function signature declarations and type annotations 5 for arbitrary expressions in the program are the next step. This is useful to support a partially annotated program. These type annotations may be used by the programmer to force other than principal types.
The algorithm may be used to check whether a function definition conforms to its given type signature (type checking), but the algorithm may also simply assume that the given signature is correct and not inspect the function definition at all. The latter is a particular boon where pre-compiled library functions with unknown definition are concerned.
Type declarations are simply translated into the corresponding type constraints as above: (ANN) e : τ (e :: t) ∈ P mkpredef (t, τ )
In the above the type (expression) variables of the type annotations are mapped onto fresh type variables in the constraints. Special care must be taken to preserve the universal quantification of these variables. Otherwise, if the type annotation is too general, our algorithm would derive the more instantiated principal typing without signalling the inconsistency. To remedy this, either the result of the algorithm must be checked against the type annotations or further constraining of universally quantified variables must be detected during the execution of the algorithm.
In addition, partial signatures could be supported with wildcard types (as proposed for the upcoming Haskell' standard [2] ). E.g. f :: -> Int means that f is a function from some unspecified type to Int. These wildcard types are different from universally quantified variables in that they may be further constrained by the algorithm.
With type annotations, the overloading of data constructors of predefined ADTs is again quite useful. Only the annotated expressions are assigned the predefined types, and all those expressions to which these annotations propagate. Other expressions, even with data constructors that appear in the predefined ADTs, are assigned new types. We have to further specify the interaction of predefined and reconstructed types, i.e. at the point where these are assigned to the same expression. The data constructor must belong to the predefined type:
Also, the predefined type must be propagated from an instance to the more general type: 
Constructor Overloading Disallowed
When constructor overloading is disallowed, e.g. in Haskell, we need an additional axiom that merges types with the same functor:
In the actual implementation we may reuse the idea of most general types τ * in Section 4.3 to realize the existentially quantified variables in the above axiom.
The inferred well-typing is now a principal typing.
Strictly Monomorphic Recursion
Strictly monomorphic recursion is of course also easily handled by our approach. In essence the FUN constraint derivation rule has to be split into two versions, one identical to the original rule that is only applied to non-recursive function calls and the new RFUN rule that applies to recursive calls:
With monomorphic recursion the problem becomes decidable and the algorithm always terminates. We do not need to modify our algorithm, but Henglein's extended occurs check (Axiom 8) can be simplified to the traditional occurs check:
and Axioms 15 and 16 may be omitted altogether.
Syntactic Constructs
Let Expressions Henglein has originally formulated his algorithm in terms of the let-expression (let x = e1 in e2) rather than function definitions. The expressive power is the same and also the typing is not essentially different: let-expressions are equally capable of causing infinite types and require the extended occurs check. The names bound by let-expressions are for that reason treated like variables (or monomorphic functions) in most languages. We can treat them fully like polymorphic functions. Their syntactically restricted scope is not relevant for typing; their access to variables of enclosing scope is dealt with by the extended occurs check. The typing rule is:
The constraint derivation rule is:
Don't Care Patterns In our syntax of the case-expression we have required an enumeration of data constructor patterns. For total functions this forces the programmer to enumerate all data constructors of the involved type. However, in practice there are often a number of specific case patterns and one catch-all don't care pattern ( -> e) to handle the other cases. This may be particularly convenient in the rapid prototyping setting, where the programmer does not know yet all the possible data constructors. For typing and passes it on to the CHR reconstruction algorithm.
We have used the Mercury front-end to derive ADT definitions for more than 40 small Prolog programs, varying from 2 to 24 lines of code, in times varying from about 10ms to 16s. The timings suggest a time complexity of roughly O(n 3 ) where n is the number of lines of code. As the expressivity and adaptability of the algorithm are central in this paper, we leave the refinement of this high-level implementation into a more efficient and scalable low-level implementation for rule order as future work. In particular, we expect that a near-linear time complexity can be attained by 1) specializing some general but inefficient data structures used by CHR, and 2) more direct control over rule priority.
Related Work
In earlier work we have presented a comparison of Henglein's inference algorithm with an earlier version of our algorithm, that was targeted at reconstruction for Prolog, at the IFL 2005 workshop [24] . The main relations to our work can be found in ordinary type (declaration) inference and in program analysis.
Type Inference Most of the research effort on relating type information to programs has been spent on type checking and type inference, both of which assume predefined types. Our work is strongly inspired by Henglein's algorithm for type inference with polymorphic recursion [11] , although this also assumes one predefined type: the arrow type.
Even in the context of untyped languages, for which a priori usually no type definitions exist, one resorts to type inference, based on a soft typing system and a predefined set of types, e.g. in the context of ERLANG types are inferred based on a fixed subtyping lattice containing various primitive types [16] , or a user supplied set of type definitions [17, 21] .
In the context of typed languages quite some work tries to infer more accurate or discerning type information than the one given in type definitions. The most common approaches taken are that of refinement types [5] , subtypes or polymorphic variants [9] . All of these require an extension of the type system. The first two rely on determining refinements/subtypes in terms of the given types whereas polymorphic variants represent types as sets with upper and lower bounds on their values. As far as we know, ours is the first work to actually infer highly discerning algebraic data type definitions that are conform the standard Haskell/Mercury type system, and does not require more exotic and unfamiliar type system extensions.
Program Analysis
In the context of program analysis, various forms of analysis are carried out to approximate the possible values of program variables or to partition variables in disjoint sets that cannot refer to the same values. Type inference and abstract interpretation are the most common techniques used for such analysis.
Our work was directly inspired by the type inference approach of Bruynooghe et al. on monomorphic type definition reconstruction for improving termination analysis of Prolog programs [1] . This approach does not infer proper polymorphic types that are instantiated in function calls. The same is true for most other analyses: they do not infer types that are useful within the type system of the language, as their purpose lies elsewhere.
The work on success typing for logic programs contrasts with ours, in particular in the context of Mercury. In success typing a regular approximation of the success set (minimal Herbrand model) of a program is computed [19, 31, 7, 12, 8, 29] . The success set consists of a form of type definitions not unlike ADTs. However the notion of success typing is more restrictive than that of welltyping, and implies a form of subtyping in the type system.
Constraint Rewriting for Type Inference
Other work that uses the constraint rewriting approach for type inference is the Chameleon project [27] . However, Chameleon focuses on ordinary type inference and checking, be it for more advanced type system features such as type classes and GADTs.
Conclusion
In this paper we have shown how to reconstruct uniform ADT definitions from untyped functional programs. Our setting is very liberal: we allow data constructor overloading and polymorphic recursion. Our algorithm is based on the same underlying constraint solving principles of Henglein's for type inference for the λ-calculus, although we make the constraint aspect explicitly: the constraint theory is given as a number of axioms and the algorithm is formulated as high-level constraint rewriting. This allows us to easily establish well-typing, as well as a number of optimality properties of our algorithm. Also the axiomatic/rule-based treatment allowed us to easily adapt our algorithm to deal with a number of variations in the type system, with the availability of additional type information and with more language constructs and even the logic programming paradigm.
Future Work
In future work, we would like to include various extensions and further generalizations of our system. In particular, we are interested in ADT definitions that depend more heavily on polymorphic recursion such as non-uniform ADTs, generalized and extended abstract data types (GADTs and EADTs). In particular, for dealing with non-uniform ADTs we would like to consider an execution strategy that does not apply the problematic rules exhaustively, but rather lazy or on demand.
Our current work assumes transparent ADT definitions. Nontransparent definitions, i.e. existentially quantified type variables for data constructor fields, offer a greater level of abstraction. In particular, in the reconstruction setting, fewer data constructors are coalesced, producing more, yet simpler (less type parameters) ADTs.
In order to further support realistic program development and evolution, we would like to support open ADT definitions, to which the user wants to add new data constructors. In such a situation the ADTs could be marked as extensible and result in additional ⊇ constraints that are fed into the reconstruction algorithm.
An intriguing simplification from the Haskell language is the lack of partial application for data constructors. We will investigate to what extent this restriction may be lifted.
Finally, we would like to explore applications of our inference for program analysis. In particular, cheaper or stronger formulations of alias analysis seem promising.
