Standard Markov chain Monte Carlo diagnostics, like effective sample size, are ineffective for biased sampling procedures that sacrifice asymptotic correctness for computational speed. Recent work addresses this issue for a class of strongly log-concave target distributions by constructing a computable discrepancy measure based on Stein's method that provably determines convergence to the target. We generalize this approach to cover any target with a fast-coupling Itô diffusion by bounding the derivatives of Stein equation solutions in terms of Markov process coupling rates. As example applications, we develop computable and convergence-determining diffusion Stein discrepancies for log-concave, heavy-tailed, and multimodal targets and use these quality measures to select the hyperparameters of biased samplers, compare random and deterministic quadrature rules, and quantify bias-variance tradeoffs in approximate Markov chain Monte Carlo. Our explicit multivariate Stein factor bounds may be of independent interest.
1. Introduction. In Bayesian inference and maximum likelihood estimation [32] , it is common to encounter complex target distributions with unknown normalizing constants and intractable expectations. Traditional Markov chain Monte Carlo (MCMC) methods [7] contend with such targets by generating consistent sample estimates of the intractable expectations. A recent alternative approach [see, e.g., 90, 1, 50] is to employ biased MCMC procedures that sacrifice consistency to improve the speed of sampling. The argument is compelling: the reduction in Monte Carlo variance from more rapid sampling can outweigh the bias incurred and yield more accurate estimates overall. However, the extra degree of freedom poses new challenges for selecting samplers and their tuning parameters, as traditional MCMC diagnostics, like effective sample size and asymptotic variance, pooled and within-chain variance measures, and mean and trace plots [7] , do not detect sample bias.
Gorham and Mackey [35] addressed this issue for a class of strongly logconcave target distributions [61] by introducing a computable discrepancy based on Stein's method that provably determines convergence to the target and satisfies our quality measure design criteria detailed in Section 2. By relating Stein's method to Markov process coupling rates in Section 3, we generalize their approach to develop computable and convergence-determining diffusion Stein discrepancies for any target with a fast-coupling Itô diffusion. Our proofs produce uniform multivariate Stein factor bounds on the derivatives of Stein equation solutions that may be of independent interest. In Section 4, we provide examples of practically checkable sufficient conditions for fast coupling and illustrate the process of verifying these conditions for log-concave, heavy-tailed, and multimodal targets. Section 5 describes a practical algorithm for computing diffusion Stein discrepancies using a geometric spanner and linear programming. In Section 6, we deploy our discrepancies to select the hyperparameters of biased samplers, compare random and deterministic quadrature rules, and quantify bias-variance tradeoffs in approximate Markov chain Monte Carlo. A discussion of related and future work follows in Section 7, and all proofs are deferred to the appendices.
Notation For r ∈ [1, ∞], let · r denote the r norm on R d . We will use · as a generic norm on R d satisfying · ≥ · 2 and define the associated dual norms, v * sup u∈R d : u =1 u, v for vectors v ∈ R d and W * sup u∈R d : u =1 W u * for matrices W ∈ R d×d . Let e j be the j-th standard basis vector, ∇ j be the partial derivative and ∇ 0 the identity operator. For each sufficiently differentiable matrixvalued function a, we let ∇, a(x) = k e j ∇ k a jk (x) represent the divergence operator applied to each row of a and define the Lipschitz coefficients F 1 (a) sup x∈R d , v 2 =1 ∇a(x)[v] F for · F the Frobenius norm and F 2 (a) sup v 2 , w 2 =1,x∈R d ∇ 2 a(x)[v, w] F . Finally, when the domain and range of a function f can be inferred from context, we write f ∈ C k to indicate that f has k continuous derivatives.
2. Measuring sample quality. Consider a target probability distribution P with finite mean, continuously differentiable density p, and support on all of R d . We will name the set of all such distributions P 1 . We assume that p can be evaluated up to its normalizing constant but that exact expectations under P are unattainable for most functions of interest. We will therefore use a weighted sample, represented as a discrete distribution Q = n i=1 q(x i )δ x i , to approximate intractable expectations E P [h(Z)] with tractable sample estimates E Q [h(X)] = n i=1 q(x i )h(x i ). Here, the support of Q is a collection of distinct sample points x 1 , . . . , x n ∈ R d , and the weight q(x i ) associated with each point is governed by a probability mass function q. We assume nothing about the process generating the sample points, so they may be the product of any random or deterministic mechanism.
Our ultimate goal is to develop a computable quality measure suitable for comparing any two samples approximating the same target distribution. More precisely, we seek to quantify how well E Q approximates E P in a manner that, at the very least, (i) indicates when a sample sequence is converging to P , (ii) identifies when a sample sequence is not converging to P , and (iii) is computationally tractable. A natural starting point is to consider the maximum error incurred by the sample approximation over a class of scalar test functions H,
When H is convergence determining, the measure (1) is an integral probability metric (IPM) [65] , and d H (Q m , P ) converges to zero only if the sample sequence (Q m ) m≥1 converges in distribution to P .
While a variety of standard probability metrics are representable as IPMs [65] , the intractability of integration under P precludes us from computing most of these candidate quality measures. Recently, Gorham and Mackey [35] sidestepped this issue by constructing a class of test functions h known a priori to have zero mean under P . Their resulting quality measure -the Langevin graph Stein discrepancy -satisfied our computability and convergence detection requirements (Desiderata (i) and (iii)) and detected sample sequence non-convergence (Desideratum (ii)) for strongly log concave targets with bounded third and fourth derivatives [61] . In the next section we will greatly extend the reach of the Stein discrepancy approach to measuring sample quality by introducing a diverse family of practical operators for generating mean zero functions under P and establishing broad conditions under which the resulting Stein discrepancies detect non-convergence. We begin by reviewing the principles of Stein's method that underlie the Stein discrepancy.
3. Stein's method. In the early 1970s, Charles Stein [84] introduced a powerful three-step approach to upper-bounding a reference IPM d H :
1. First, identify an operator T that maps input functions 1 g :
in a domain G into mean-zero functions under P , i.e.,
The operator T and its domain G define the Stein discrepancy [35] ,
a quality measure which takes the form of an integral probability metric while avoiding explicit integration under P . 2. Next, prove that, for each test function h in the reference class H, the Stein equation
admits a solution g h ∈ G. This step ensures that the reference metric d H lower bounds the Stein discrepancy (Desideratum (ii)) and, in practice, can be carried out simultaneously for large classes of target distributions. 3. Finally, use whatever means necessary to upper bound the Stein discrepancy and thereby establish convergence to zero under appropriate conditions (Desideratum (i)). Our general result, Proposition 8, suffices for this purpose.
While Stein's method is traditionally used as analytical tool to establish rates of distributional convergence, we aim, following [35] , to develop the method into a practical computational tool for measuring the quality of a sample. We begin by assessing the convergence properties of a broad class of Stein operators derived from Itô diffusions. Our efforts will culminate in Section 5, where we show how to explicitly compute the Stein discrepancy (2) given any sample measure Q and appropriate choices of T and G.
Identifying a Stein operator.
To identify an operator T that generates mean-zero functions under P , we will appeal to the elegant and widely applicable generator method construction of Barbour [4, 5] and Götze [36] .
1 Real-valued g are also common, but R d -valued g are more convenient for our purposes.
These authors note that if (Z t ) t≥0 is a Feller process with invariant measure P , then the infinitesimal generator A of the process, defined pointwise by
satisfies E P [(Au)(Z)] = 0 under very mild restrictions on u and A. While the generator method is most often used in conjunction with a specific Markov process -the Langevin diffusion described in (D1) -we will consider a broad class of continuous Markov processes known as Itô diffusions.
where (W t ) t≥0 is an m-dimensional Wiener process.
As the next theorem, distilled from [60, Thm 2] and [72, Sec 4.6] , shows, it is straightforward to construct Itô diffusions with a given invariant measure P (see also [48, 45] ). . Fix an Itô diffusion with C 1 drift and diffusion coefficients b and σ, and define its covariance coefficient a(x) σ(x)σ(x) . P ∈ P 1 is an invariant measure of this diffusion if and
for c a differentiable P -integrable skew-symmetric d × d matrix-valued function termed the stream coefficient [16, 52] . In this case, for all u ∈ C 2 ∩ dom(A), the infinitesimal generator (4) of the diffusion takes the form
Remarks. Theorem 2 does not require Lipschitz assumptions on b or σ. An example of a non-reversible component which is not P -integrable is f (x) = v/p(x) for any constant vector v ∈ R d . Prominent examples of Ptargeted diffusions include (D1) the (overdamped) Langevin diffusion (also known as the Brownian or Smoluchowski dynamics) [72, Secs. 6.5 and 4.5], where a ≡ I and c ≡ 0; (D2) the preconditioned Langevin diffusion [85] , where c ≡ 0 and a ≡ σσ for a constant diffusion coefficient σ ∈ R d×m ; (D3) the Riemannian Langevin diffusion [48, 79, 33] , where c ≡ 0 and a is not constant; (D4) the non-reversible preconditioned Langevin diffusion [see, e.g., 60, 20, 76] , where a ≡ σσ for σ ∈ R d×m constant and c not identically 0; (D5) and the second-order or underdamped Langevin diffusion [42] , where we target the joint distribution P ⊗ N (0, I) on R 2d with a ≡ 2 0 0 0 I and c ≡ 2 0 −I I 0 .
We will present detailed examples making use of these diffusion classes in Sections 4 and 6.
Theorem 2 forms the basis for our Stein operator of choice, the diffusion Stein operator T , defined by substituting g for 1 2 ∇u in the generator (7):
T is an appropriate choice for our setting as it depends on P only through ∇ log p and is therefore computable even when the normalizing constant of p is unavailable. One suitable domain for T is the classical Stein set [35] of 1-bounded functions with 1-bounded, 1-Lipschitz derivatives:
Indeed, our next proposition, proved in Section A, shows that, on this domain, the diffusion Stein operator generates mean-zero functions under P .
Proposition 3. If T is the diffusion Stein operator (8) for P ∈ P 1 with a, c ∈ C 1 and a, c, b
Together, T and G · give rise to the classical diffusion Stein discrepancy S(Q, T , G · ), our primary object of study in Sections 3.2 and 3.3.
3.2.
Lower bounding the diffusion Stein discrepancy. To establish that the classical diffusion Stein discrepancy detects non-convergence (Desideratum (ii)), we will lower bound the discrepancy in terms of the L 1 Wasserstein distance, d W · 2 , a standard reference IPM generated by
The first step is to show that, for each h ∈ W · 2 , the solution g h to the Stein equation (3) with diffusion Stein operator (8) has low-order derivatives uniformly bounded by target-specific constants called Stein factors.
Explicit Langevin diffusion (D1) Stein factor bounds are readily available for a wide variety of univariate targets 2 (see, e.g., [12, 11] for explicit bounds or [54] for a recent review). In contrast, in the multivariate setting, efforts to establish Stein factors have focused on Gaussian [5, 36, 75, 10, 64, 66, 29] , Dirichlet [28] , and strongly log-concave [61] targets with preconditioned Langevin (D2) operators. To extend the reach of the literature, we will derive multivariate Stein factors for targets with fast-coupling Itô diffusions. Our measure of coupling speed is the Wasserstein decay rate.
Definition 4 (Wasserstein decay rate). Let (P t ) t≥0 be the transition semigroup of an Itô diffusion (Z t,x ) t≥0 defined via
For any non-increasing integrable function r : R ≥0 → R, we say that (P t ) t≥0 has Wasserstein decay rate r if
where δ x P t denotes the distribution of Z t,x .
Our next result, proved in Section B, shows that the smoothness of a solution g h to a Stein equation is controlled by the rate of Wasserstein decay and hence by how quickly two diffusions with distinct starting points couple. The Stein factor bounds on the derivatives of u h and g h may be of independent interest for establishing rates of distributional convergence.
Theorem 5 (Stein factors from Wasserstein decay). Fix any h ∈ W · 2 . If an Itô diffusion has invariant measure P ∈ P 1 , transition semigroup (P t ) t≥0 , Wasserstein decay rate r, and infinitesimal generator A (4), then
is twice continuously differentiable and satisfies
Hence, g h 1 2 ∇u h solves the Stein equation (3) with diffusion Stein operator (8) whenever A has the form (7). If the drift and diffusion coefficients b and σ have locally Lipschitz second derivatives and a right inverse σ −1 (x) for each x ∈ R d , and h ∈ C 2 with bounded second derivatives, then
where
√ α) and
A first consequence of Theorem 5, proved in Section D, concerns Stein operators (8) with constant covariance and stream matrices a and c. In this setting, fast Wasserstein decay implies that the diffusion Stein discrepancy converges to zero only if the Wasserstein distance does (Desideratum (ii)).
Theorem 6 (Stein discrepancy lower bound: constant a and c). Consider an Itô diffusion with diffusion Stein operator T (8) for P ∈ P 1 , Wasserstein decay rate r, constant covariance and stream matrices a and c, and
where G ∈ R d is a standard normal vector and
Theorem 6 in fact provides an explicit upper bound on the Wasserstein distance in terms of the Stein discrepancy and the Wasserstein decay rate. Under additional smoothness assumptions on the coefficients, the explicit relationship between Stein discrepancy and Wasserstein distance can be improved and extended to diffusions with non-constant diffusion coefficient, as our next result, proved in Section E, shows.
Theorem 7 (Stein discrepancy lower bound: non-constant a and c).
Consider an Itô diffusion with diffusion Stein operator T (8) for P ∈ P 1 , Wasserstein decay rate r, and Lipschitz drift and diffusion coefficients b (6) and σ with locally Lipschitz second derivatives. If s r
where G ∈ R d is a standard normal vector, m a + c, and
In Section 4, we will describe a variety of practically checkable conditions implying fast Wasserstein decay and discuss both broad families and specific examples of diffusion-target pairings covered by this theory.
3.3.
Upper bounding the diffusion Stein discrepancy. In upper bounding the Stein discrepancy, one classically aims to establish rates of convergence to P for specific sequences (Q m ) ∞ m=1 . Since our interest is in explicitly computing Stein discrepancies for arbitrary sample sequences, our general upper bound in Proposition 8 serves principally to provide sufficient conditions under which the classical diffusion Stein discrepancy converges to zero.
Proposition 8 (Stein discrepancy upper bound). Let T be the diffusion Stein operator (8) for P ∈ P 1 . If m a + c and b (6) are P -integrable,
This result, proved in Section F, tells us that the classical diffusion Stein discrepancy is upper bounded by the L 2 Wasserstein distance (a close analogue of L 1 Wasserstein distance) whenever a and c are Lipschitz.
3.4.
Extension to non-uniform Stein sets. For any c 1 , c 2 , c 3 > 0, our analyses and algorithms readily accommodate the non-uniform Stein set 
Example 1 (Bayesian logistic regression with Gaussian prior). A onesided Lipschitz drift arises naturally in the setting of Bayesian logistic regression [31] , a canonical model of binary outcomes y ∈ {−1, 1} given measured covariates v ∈ R d . Consider the log density of a Bayesian logistic regression posterior based on a dataset of L observations (v l , y l ) and a N (µ, Σ) prior:
Here, our inferential target is the unobserved parameter vector β ∈ R d . Since (13) with k = 1 and
Hence, the diffusion enjoys geometric Wasserstein decay (Theorem 10) and a Wasserstein lower bound on the Stein discrepancy (Theorem 6).
Example 2 (Bayesian Huber regression with Gaussian prior). Huber's least favorable distribution provides a robust error model for the regression of a continuous response y ∈ R onto a vector of measured covariates v ∈ R d [43] . Given L observations (v l , y l ) and a N (µ, Σ) prior on an unknown parameter vector β ∈ R d , the Bayesian Huber regression log posterior takes the form Our next result, proved Section H, shows that the second-order Langevin diffusion (D5), which targets the joint distribution P ⊗ N (0, I), also enjoys Wasserstein decay when ∇ log p is uniformly dissipative.
Theorem 11 (Second-order Wasserstein decay: uniform dissipativity). If log p is k-strongly concave and ∇ log p is Lipschitz, then the second-order Langevin diffusion (D5) has Wasserstein decay rate
4.2.
Distant dissipativity, constant σ. When the diffusion coefficient σ is constant with a 1 2 σσ invertible, Eberle [22] showed that a distant dissipativity condition is sufficient for exponential Wasserstein decay. Specifically, if we define a one-sided Lipschitz constant conditioned on a distance r > 0, 
by Cauchy-Schwarz and Jensen's inequality, for ∆ sup
p(x) . Moreover, by the mean value theorem, Cauchy-Schwarz, and Jensen's inequality, we have, 4.3. Distant dissipativity, non-constant σ. Using a combination of synchronous and reflection couplings, Wang [89, Thm. 2.6] showed that diffusions satisfying a distant dissipativity condition exhibit exponential Wasserstein decay, even when the diffusion coefficient σ is non-constant. In Section I, we combine the coupling strategy of [89, Thm. 2.6] with the approach of [22] for diffusions with constant σ to obtain the following explicit Wasserstein decay rate for distantly dissipative diffusions with bounded σ −1 .
Theorem 12 (Wasserstein decay: distant dissipativity). Let (P t ) t≥0 be the transition semigroup of an Itô diffusion with drift and diffusion coefficients b and σ. Define the truncated diffusion coefficient
and the distance-conditional dissipativity function
If the constants
where ϕ(r) = e Remark. Theorem 12 holds even when the drift b is not Lipschitz.
The Wasserstein decay rate (15) in Theorem 12 has a simple form when the diffusion is dissipative at large distances and κ is bounded below. These rates follow exactly as in [22, Lem. 1] .
Corollary 13. Under the conditions of Theorem 12, suppose that
and if LR 2 0 ≥ 8 then
Example 4 (Multivariate Student's t regression with pseudo-Huber prior). The multivariate Student's t distribution is also commonly employed as a robust error model for the linear regression of continuous responses y ∈ R L onto measured covariates V ∈ R L×d [91, 55] . Under a pseudo-Huber prior [41] , a Bayesian multivariate Student's t regression posterior takes the form
pseudo-Huber prior
is bounded, no P -targeted preconditioned Langevin diffusion (D2) will satisfy the distant dissipativity conditions of Section 4.2. However, we will show that whenever V V 0, the Riemannian Langevin diffusion (D3) with Indeed, fix any λ 0
, and ∇a are all Lipschitz. The drift b is also Lipschitz, since ∇ log p and the product of a(β) and
are bounded. Hence, κ (14) is bounded below. Moreover, the the Hölder continuity of x → √ x, Cauchy-Schwarz, and the triangle inequality imply
Letting ζ represent the supremum in the final inequality, we see that κ(r) ≥ α = 1/λ 2 0 whenever r ≥ 2( d+1 δ + ζ). Hence, Corollary 13 delivers exponential Wasserstein decay. A Wasserstein lower bound on the Stein discrepancy now follows from Theorem 7, since M 2 (
, and a(β)∇ 2 log p(β) is Lipschitz, and hence M 2 (σ) and M 2 (b) are bounded.
Computing Stein discrepancies.
In this section, we introduce a computationally tractable Stein discrepancy that inherits the favorable convergence properties established in Sections 3 and 4. While we only explicitly discuss target distributions supported on all of R d , constrained domains of the form ( 
For all Stein sets, the diffusion Stein discrepancy objective is linear in g and only queries g and ∇g at the n sample points underlying Q. However, the classical Stein set G · constrains g at all points in its domain, resulting in an infinite-dimensional optimization problem. 3 To obtain a finite-dimensional problem that is both convergence-determining and straightforward to optimize, we will make use of the graph Stein sets of [35] . For a given graph G = (V, E) with V = supp(Q), the graph Stein set,
imposes boundedness constraints only at sample points and smoothness constraints only at pairs of sample points enumerated in the edge set E. The graph is termed a t-spanner [14, 73] if each edge (x, y) ∈ E is assigned the weight x − y , and, for all x = y ∈ V , there exists a path between x and y in the graph with total path weight no greater than t x − y . Remarkably, for any linear Stein operator T , a spanner Stein discrepancy S(Q, T , G · ,Q,Gt ) based on a t-spanner G t is equivalent to the classical Stein discrepancy in the following strong sense, implying Desiderata (i) and (ii). 
where κ d is independent of (Q, P, T , G t ) and depends only on d and · .
Remark. The proof relies on the Whitney-Glaeser extension theorem [82, Thm. 1.4] of Glaeser [34] and follows exactly as in [35, Prop. 5 and 6] .
When d = 1, a t-spanner with exactly n−1 edges is obtained in O(n log n) time for all t ≥ 1 by introducing edges just between sample points that are adjacent in sorted order. More generally, if · is an p norm, one can construct a 2-spanner with O(κ d n) edges in O(κ d n log(n)) expected time where κ d is a constant that depends only on the norm · and the dimension d [40] . Hence, a spanner Stein discrepancy can be computed by solving a finite-dimensional convex optimization problem with a linear objective, O(n) variables, and O(κ d n) convex constraints, making it an appealing choice for a computable quality measure (Desideratum (iii)).
Decoupled linear programs.
Moreover, if we choose the norm · = · 1 , the graph Stein discrepancy optimization problem decouples into d independent linear programs (LPs) that can be solved in parallel using offthe-shelf solvers. Indeed, for any
where ψ ji and Ψ jki represent the values g j (x i ) and ∇ k g j (x i ) respectively. Therefore, our recommended quality measure is the 2-spanner diffusion Stein discrepancy with · = · 1 . Its computation is summarized in Algorithm 1. 6. Experiments. In this section, we use our proposed quality measures to select hyperparameters for biased samplers, to quantify a bias-variance trade-off for approximate MCMC, and to compare deterministic and random quadrature rules. We solve all linear programs using Julia for Mathematical Programming [59] with the Gurobi 6.0.4 solver [70] and use the C++ greedy spanner implementation of Bouts et al. [6] to compute our 2-spanners. Our timings were obtained on a single core of an Intel Xeon CPU E5-2650 v2 @ 2.60GHz, and our code is publicly available at http://jgorham.github. io/stein_discrepancy/.
6.1. A simple example. We first present a simple example to illustrate several Stein discrepancy properties. For a Gaussian mixture target P (Example 3) with p(x) ∝ e Figure 1 shows that the Langevin spanner Stein discrepancy (D1) applied to the first n Gaussian mixture sample points decreases to zero at a n −1/2 rate, while the discrepancy applied to the single mode sequence stays bounded away from zero. However, Figure 1 also indicates that larger sample sizes are needed to distinguish between the mixture and single mode sample sequences when ∆ is large. This accords with our theory (Example 3, Corollary 13, and Theorem 6), which implies that both the Langevin diffusion Wasserstein decay rate and the bound relating Stein to Wasserstein degrade as the mixture mode separation ∆ increases.
Selecting sampler hyperparameters. Stochastic Gradient Riemannian
Langevin Dynamics (SGRLD) [71] with a constant step size is an approximate MCMC procedure designed to accelerate posterior inference. Unlike asymptotically correct MCMC algorithms, SGRLD has a stationary distribution that deviates increasingly from its target P as its step size grows. On the other hand, if is too small, SGRLD fails to explore the sample space sufficiently quickly. Hence, an appropriate setting of is paramount for accurate inference. Step size, ε Log diagnostic (a)
Step size selection criteria and surrogate ground truth (median marginal Wasserstein). ESS maximized at = 10 −2 . Stein discrepancy and ground truth minimized at = 10 −4 . 
Fig 2:
Step size selection, stochastic gradient Riemannian Langevin dynamics (Section 6.2).
To demonstrate the value of diffusion Stein discrepancies for hyperparameter selection, we analyzed a biometric dataset of L = 202 athletes from the Australian Institute of Sport that was previously the focus of a heavy-tailed regression analysis [83] . In the notation of Example 4, we used SGRLD to conduct a Bayesian multivariate Student's t regression (ν = 10, Σ = I) of athlete lean body mass onto red blood count, white blood count, plasma ferritin concentration, and a constant regressor of value 1/ √ L with a pseudo-Huber prior (δ = 0.1) on the unknown parameter vector β ∈ R 4 .
After standardizing the output variable and non-constant regressors and initializing each chain with an approximate posterior mode found by L-BFGS started at the origin, we ran SGRLD with minibatch size 30, metric G(β) = 1/(2 1 + β/δ 2 2 )I, and a variety of step sizes to produce sample sequences of length 200, 000 thinned to length 2, 000. We then selected the step size that delivered the highest quality sample -either the maximum effective sample size (ESS, a popular MCMC mixing diagnostic based on asymptotic variance [7] ) or the minimum Riemannian Langevin spanner Stein discrepancy with a(β) = G −1 (β). The longest discrepancy computation consumed 6s for spanner construction and 65s to solve a coordinate optimization problem. As a surrogate measure of ground truth, we also generated a sample Q * of size 2 × 10 8 from the Metropolis-adjusted Riemannian Langevin Algorithm (MARLA) [33] with metric G and compute the median bivariate marginal Wasserstein distance d W · 1 between each SGRLD sample and Q * thinned to 5, 000 points [38] . Figure 2a shows that ESS, which does not account for stationary distribution bias, selects the largest step size available, = 10 −2 . As seen in Figure 2b , this choice results in samples that are greatly overdispersed when compared with the ground truth MARLA sample Q * . At the other extreme, the selection = 10 −7 produces greatly underdispersed samples due to slow mixing. The Stein discrepancy chooses an intermediate value, = 10 −4 . The same value minimizes the surrogate ground truth Wasserstein measure and produces samples that most closely resemble the Q * in Figure 2b. 
Quantifying a bias-variance trade-off. Approximate random walk
Metropolis-Hastings (ARWMH) [50] with tolerance parameter is a biased MCMC procedure that accelerates posterior inference by approximating the standard MH correction. Qualitatively, a smaller setting of produces a more faithful approximation of the MH correction and less bias between the chain's stationary distribution and the target distribution of interest. A larger setting of leads to faster sampling and a more rapid reduction of Monte Carlo variance, as fewer datapoint likelihoods are computed per sampling step. We will quantify this bias-variance trade-off as a function of sampling time using the Langevin spanner Stein discrepancy.
In the notation of Example 2, we conduct a Bayesian Huber regression analysis (c = 1) of the log radon levels in 1, 190 Minnesota households [30] as a function of the log amount of uranium in the county, an indicator of whether the radon reading was performed in a basement, and an intercept term. A N (0, I) prior is placed on the coefficient vector β. We run ARWMH with minibatch size 5 and two settings of the tolerance threshold (0.1 and 0.2) for 10 7 likelihood evaluations, discard the sample points from the first 10 5 evaluations, and thin the remaining points to sequences of length 1, 000. Figure 3 displays the Langevin spanner Stein discrepancy applied to the first n points in each sequence as a function of the likelihood evaluation count, which serves as a proxy for sampling time. As expected, the higher tolerance sample ( = 0.2) is of higher Stein quality for a small computational budget but is eventually overtaken by the = 0.1 sample with smaller asymptotic bias. The longest discrepancy computation consumed 0.8s for the spanner and 20.1s for a coordinate LP.
To provide external support for the Stein discrepancy quantification, we generate a Metropolis-adjusted Langevin chain [78] of length 10 8 as a surrogate Q * for the target P and display several measures of expectation error between X ∼ Q and Z ∼ Q * in Figure 3 : the normalized predictive error max l |E[ X − Z, v l / v l ∞ ]| for v l the l-th datapoint covariate vector, the mean error
, and the second moment error
We see that the Stein discrepancy provides comparable results without the need for an additional surrogate chain.
6.4.
Comparing quadrature rules. Stein discrepancies can also measure the quality of deterministic sample sequences designed to improve upon Monte Carlo sampling. For the Gaussian mixture target of Section 6.1, Figure 4 compares the median quality of 50 sample sequences generated from four quadrature rules recently studied in [51, Sec. 4.1]: i.i.d. sampling from P , Quasi-Monte Carlo (QMC) sampling using a deterministic quasirandom number generator, Frank-Wolfe (FW) kernel herding [13, 3] , and fully-corrective Frank-Wolfe (FCFW) kernel herding [51] . The quality judgments of the Langevin spanner Stein discrepancy (D1) closely mimic those of the L 1 Wasserstein distance d W · , which is computable for simple univariate targets [87] . Each Stein discrepancy was computed in under 0.03s.
Under both diagnostics and as previously observed in other metrics [51] , the i.i.d. samples are typically of lower median quality than their deterministic counterparts. More suprisingly and in contrast to past work focused on very smooth function classes [51] , FCFW underperforms FW and QMC in our diagnostics for larger sample sizes. Apparently FCFW, which is heavily optimized for smooth function integration, has sacrificed approximation quality for less smooth test functions. For example, Figure 4 showsthat QMC offers a better quadrature estimate than FCFW for h 1 (x) = max{0, 1 − min j∈{1,2} |x − µ j |}, a 1-Lipschitz approximation to the indicator of being within one standard deviation of a mode. In addition to providing a sample quality score, the Stein discrepancy optimization problem produces an optimal Stein function g * and an associated test function h * = T g * that is mean zero under P and best distinguishes the sample Q from the target P . Figure 4 gives examples of these maximally discriminatve functions h * for a target mode separation of ∆ = 5 and length 200 sequences from each quadrature rule. We also display the associated sample histograms with overlaid target density. The optimal FCFW function reflects the jagged nature of the FCFW histogram.
7. Connections and conclusions. We developed quality measures suitable for comparing the fidelity of arbitrary "off-target" sample sequences by generating infinite collections of known target expectations.
Alternative quality measures. The score statistic of Fan et al. [25] and the Gibbs sampler convergence criteria of Zellner and Min [92] account for some sample biases but sacrifice differentiating power by exploiting only a finite number of known target expectations. For example, when P = N (0, 1), the score statistic [25] cannot differentiate two samples with the same means and variances. Maximum mean discrepancies (MMDs) over characteristic reproducing kernel Hilbert spaces [37] do detect arbitrary distributional biases, but are only computable when the chosen kernel functions can be integrated under the target. In practice, one often approximates MMD using a sample from the target, but this is only viable when a separate trustworthy sample is available.
While we have focused on the graph and classical Stein sets of [35] , our diffusion Stein operators can also be paired with the reproducing kernel Hilbert space unit balls advocated in [68, 67, 15, 58] to form tractable kernel diffusion Stein discrepancies. We have also restricted our attention to Stein operators arising from diffusion generators. These take the form (T g)(x) = 1 p(x) ∇, p(x)m(x)g(x) with m = a + c for a(x) positive semidefinite and c(x) skew-symmetric. More generally, if the matrix m possesses eigenvalues having a negative real part, then the resulting operator need not correspond to a diffusion process. Such operators fall into the class of pseudo-Fokker Planck operators which have been studied in the context of quantum optics [77] . As noted in [18, 19] it is possible to obtain corresponding stochastic dynamics in an extended state space by introducing complex-valued noise terms; these operators may merit further study in future work.
Alternative inferential tasks. While our chief motivation is sample quality measurement, our work is also directly applicable to a variety of inferential tasks that currently rely on the Langevin operator, including control variate design [67, 68] , one sample hypothesis testing [15, 58] , variational inference [57] , and importance sampling [56] . The Stein factor bounds of Theorem 5 can also be used, in the manner of [63, 46, 39] , to characterize the error of numerical discretizations of diffusions. These works convert bounds on the solutions of Poisson equations -Stein factors -into central limit theorems for E Q [h(X)] − E P [h(Z)], confidence intervals for E P [h(Z)], and mean-squared error bounds for the estimate E Q [h(X)]. Teh et al. [86] and Vollmer et al. [88] extended these approaches to obtain error estimates for approximate discretizations of the Langevin diffusion on R d , while, independently of our work, Huggins and Zou [44] established error estimates for Itô diffusion approximations with biased drifts and constant diffusion coefficients. oBy Theorem 5, their results also hold for general Itô diffusions.
Alternative targets. Our exposition has focused on the Wasserstein distance d W · , which is only defined for distributions with finite means. A parallel development could be made for the Dudley metric [65] to target distributions with undefined mean. The work of Cerrai [9] also suggests that the Lipschitz condition on our drift and diffusion coefficients can be relaxed.
APPENDIX A: PROOF OF PROPOSITION 3
Fix any g ∈ G · . Since g and ∇g are bounded and b, a, and c are Pintegrable, E P [(T g)(Z)] is finite. Define the ball B r = {x ∈ R d : x 2 ≤ r} with n r (z) the outward facing unit normal vector for each z on the boundary ∂B r . Since z → p(z)(a(z) + c(z))g(z) is in C 1 , we may apply the dominated convergence theorem and then the divergence theorem to obtain
Since g and n r are bounded,
The coarea formula [2] and the integrability of a and c further imply that
Hence, lim inf r→∞ f (r) = 0, and therefore E P [(T g)(Z)] = 0.
APPENDIX B: PROOF OF THEOREM 5
Fix any x ∈ R d and h ∈ W · 2 with E P [h(Z)] = 0. Since the drift and diffusion coefficients are Lipschitz, [49, Thm. 3.4] guarantees that the diffusion (Z t,x ) t≥0 is well-defined. Using the shorthand s r ∞ 0 r(t) dt, we will show that the posited function u h (10) exists and solves the Poisson equation
with infinitesimal generator A, that u h is Lipschitz, that u h has a continuous Hessian, and that u h has a bounded Hessian under the additional smoothness assumptions.
Existence of u h and solving the Poisson equation (17) . Consider the set
is the set of continuous functions vanishing at infinity. Equipped with the norm
, the set L is a Banach space [81] . As noted in [17] , the space L can also be characterized as the closure of the set of bounded continuous functions,
To discuss the well-posedness of the Poisson equation (17), we first show that the transition semigroup of an Itô diffusion is strongly continuous on L.
Proposition 15. The transition semigroup (P t ) t≥0 of an Itô diffusion with Lipschitz drift and diffusion coefficients is strongly continuous on L.
Proof. Fix any f ∈ L and x ∈ R d . We first show that (P t f )(x) converges pointwise to f (x) as t → 0 + . Since the associated Itô process (Z t,x ) t≥0 is almost surely pathwise continuous [49, Thm. 3.4] and f is continuous in a neighborhood of x, it follows that f (Z t,x ) → f (x) as t → 0 + , almost surely. Moreover, [27, Sec. 5, Cor. 1.2] implies that
for some C > 0 depending only on M 1 (b) and M 1 (σ). The dominated convergence theorem now yields the desired pointwise convergence.
To prove the strong continuity of (P t ) t≥0 , it suffices, by [23, Thm. I.5.8, p. 40], to verify that (P t ) t≥0 is weakly continuous, i.e., that l(P t f ) → l(f ), as t → 0 + , for all elements l of the dual space L * . To this end, fix any l ∈ L * . By the Riesz-Markov theorem for L [17, Theorem 2.4], there exists a finite signed Radon measure µ such that
for · L * the dual norm. By Jensen's inequality and [27, Sec. 5, Cor.
Since 1 + x 2 2 is |µ|-integrable (18), dominated convergence gives
yielding the result.
Consider the infinitesimal generator A of the semigroup (P t ) t≥0 on L with
Since P t is strongly continuous on L and h ∈ L, [24, Prop. 1.5] implies that
The stationarity of P and the definitions of d W · 2 and r imply that
, and hence P t h L → 0 as t → ∞, since P has a finite mean, and r(t) → 0 as t → ∞ as r is integrable and monotonic. Arguing similarly,
Thus, it follows that {u h,t } t>0 is a Cauchy sequence in L with limit
and since A is closed [24, Cor. 1.6], u h ∈ dom(A) and h = Au h .
Remark. The choice of the Banach space is crucial for the argument above. As noted in [62] and contrary to the claim in [5] , the semigroup (P t ) t≥0 fails to be strongly continuous over the Banach space
is an Ornstein-Uhlenbeck process, i.e., a Langevin diffusion (D1) with a multivariate Gaussian invariant measure.
Lipschitz continuity of u h . To demonstrate that u h is Lipschitz, we choose an arbitrary v ∈ R d , and apply the definition of the Wasserstein distance, the assumed decay rate, and the integrability of r to obtain
Continuity of ∇ 2 u h . Since u h ∈ dom(A) is a continuous solution of the Poisson equation (17) , and since the infinitesimal generator agrees with the characteristic operator of a diffusion when both are defined [69, p. 129], Thm. 5.9 of [21] implies that u h ∈ C 2 .
Boundedness of ∇ 2 u h . Now, instantiate the additional smoothness assumptions on b, σ, and h, and assume that M 0 (σ −1 ), F 2 (σ), M 2 (b) < ∞, or else (11) is vacuous. Lemma 16, established in Section C, shows that the semigroup P t h admits a bounded continuous Hessian, which is integrable in t.
Lemma 16 (Semigroup Hessian estimate). Suppose that the drift and diffusion coefficients b and σ of an Itô diffusion are Lipschitz with Lipschitz gradients and locally Lipschitz second derivatives. If the transition semigroup (P t ) t≥0 has Wasserstein decay rate r, and σ(x) has a right inverse σ −1 (x) for each x ∈ R d , then, for all t > 0 and any f ∈ C 2 with bounded first and second derivatives, P t f is twice continuously differentiable with
The dominated convergence theorem now implies that the Hessian of u h is obtained by differentiating twice under the integral sign. The advertised bound (11) on ∇ 2 u h follows by replacing the infimum on the right-hand side of the semigroup bound (20) with the selection t 0 = min(t, 1) and integrating the result over t.
APPENDIX C: PROOF OF LEMMA 16
Fix any x ∈ R d and f : R d → R in C 2 with bounded first and second derivatives, and let (Z t,x ) t≥0 be an Itô diffusion solving the stochastic differential equation (5) with starting point Z 0,x = x, underlying Wiener process (W t ) t≥0 , and transition semigroup (P t ) t≥0 . Our proof is divided into five pieces establishing, for each t > 0, the Lipschitz continuity of P t f , the Lipschitz continuity of ∇P t f , the continuity of ∇ 2 P t f , an initial bound on ∇ 2 P t f , and the infimal bound (20) on ∇ 2 P t f .
Lipschitz continuity of P t f . The semigroup gradient bound (19) follows from the Lipschitz continuity of f and the definitions of the Wasserstein decay rate and the Wasserstein distance, as, for any y ∈ R d and t ≥ 0,
Lipschitz continuity of ∇P t f . Fix any v, v ∈ R d . Under our smoothness assumptions on b and σ, [74, Theorem V.40] implies that (Z t,x ) t≥0 is twice continuously differentiable in x. The first directional derivative flow (V t,v ) t≥0 solves the first variation equation,
obtained by formally differentiating the equation (5) defining (Z t,x ) t≥0 with respect to x in the direction v. The second directional derivative flow (U t,v,v ) t≥0 solves the second variation equation,
obtained by differentiating (21) with respect to x in the direction v . Since f has bounded first and second derivatives, the dominated convergence theorem implies that, for each t ≥ 0, P t f is twice differentiable with 
Since ∇f and ∇ 2 f are bounded, and (V t,v ) t≥0 , (V t,v ) t≥0 , and (U t,v,v ) t≥0 have second moments bounded uniformly in x by Lemma 17, the Hessian formula (23) implies that ∇ 2 P t f is bounded and hence that ∇P t f is Lipschitz continuous for each t ≥ 0.
Continuity of ∇ 2 P t f . Hereafter we assume that M 0 (σ −1 ) < ∞, as the semigroup Hessian bound (20) is otherwise vacuous.
The Lipschitz continuity of f and the Itô diffusion moment bound of [49, Thm. 3.4, part 4] together imply that
for all t ≥ 0. Since σ −1 is bounded, and ∇b and ∇σ are bounded and Lipschitz, [26, Prop. 3.2] gives the following Bismut-Elworthy-Li-type formula for the directional derivative of P t f for each t > 0:
By interchanging derivative and integral, the dominated convergence theorem now delivers the Hessian expression
for each t > 0, provided that J 1,x , J 2,x , and J 3,x are continuous in x. The requisite continuity follows from the Lipschitz continuity of ∇P t f and f , the boundedness of σ −1 , ∇σ, and ∇ 2 σ, and the controlled moment growth and Hölder continuity of (Z t,x ) t≥0 , (V t,v ) t≥0 , (V t,v ) t≥0 , and (U t,v,v ) t≥0 as functions of x [74, Theorem V.40]. The dominated convergence theorem further implies that ∇ 2 P t f is continuous for each t > 0.
Initial bound on ∇ 2 P t f . Now, we fix any t > 0 and turn to bounding ∇ 2 P t f in terms of M 1 (f ), by bounding the expectations of J 1,x , J 2,x , and J 3,x of (26) in turn.
To control E[J 1,x ], we apply Cauchy-Schwarz, the Itô isometry [27, Eqs. 7.1 and 7.2], the semigroup gradient bound (19) , the derivative flow bound (24) , and the fact e sγ 2 ≤ e tγ 2 for all s ≤ t to obtain
where we have adopted the definition of γ ρ given in Lemma 17.
To control E[J 2,x ], we will first rewrite the unbounded quantity f (Z t,x ) in terms of more manageable semigroup gradients. To this end, we note that, since P t−s f ∈ C 2 for all s ∈ [0, t], we may apply Itô's formula [27, Thm. 7 .1] to (s, x) → P t−s f (x) to obtain the identity
Now we may rewrite E[J 2,x ] as
where we have used Dynkin's formula [27, Eq. 7.11] , the Itô isometry, and the chain rule,
using Cauchy-Schwarz, the semigroup gradient bound (19) , the derivative flow bound (24) , and the fact that s → r(t − s)e sγ 2 is increasing:
To control E[J 3,x ], we again appeal to Dynkin's formula and the Itô isometry to obtain
and we bound this expression using Cauchy-Schwarz, Jensen's inequality, the semigroup gradient bound (19) , the second derivative flow bound (25) , and the fact that s → r(t − s)e sγ 4 is increasing:
where α is defined in Lemma 17. The advertised result (20) 
for a real-valued function ζ andf ∈ C 2 with bounded first and second derivatives. Since we now know that P t−t 0 f ∈ C 2 with bounded first and second derivatives, the Markov property of the diffusion and the first derivative bound (19) yield
C.1. Proof of Lemma 17: Derivative flow bounds. Fix any ρ ≥ 2 and v ∈ R d . Since Dynkin's formula and Cauchy-Schwarz give
the advertised result (24) follows from Grönwall's inequality. Now fix any v, v ∈ R d , and define U t U t,v,v . Dynkin's formula and multiple applications of Cauchy-Schwarz and Young's inequality give 2 , we see that, by Cauchy-Schwarz and our derivative flow bound (24),
Hence, if we choose = γ 4 − (2M 1 (b) + 2F 1 (σ) 2 ) and define α = M 2 (b) 2 / + 2F 2 (σ) 2 we may write
Gronwall's inequality now yields the result (25) via 
Since boundedness alone is insufficient to declare that g h falls into a scaled copy of the classical Stein set G · , we will develop a smoothed version of the Stein solution with greater regularity.
Since a and c are constant, b(x) = 1 2 (a + c)∇ log p(x). Fix any s > 0 and consider the convolution g h,s (x) E[g h (x + sG)]. If the smoothing level s is small, the Lipschitz continuity of h implies that that (T g h,s )(x) provides a close approximation to h(x) for each x ∈ R d :
Moreover, our next lemma, proved in Section D.1, shows that the smoothed Stein solution admits a bounded Lipschitz gradient ∇g h,s (x) = E[∇g h (x + sG)].
Lemma 18 (Smoothing by Gaussian convolution). Let G ∈ R d be a standard normal random vector, and fix s > 0. If f : R d → R is bounded and measurable, and
Indeed, for each non-zero w ∈ R d , we may apply Lemma 18 to the function f w (x) w, g h (x) / w 2 with convolution f w,s (x) = w, g h,s (x) / w 2 to APPENDIX E: PROOF OF THEOREM 7
We first derive the result for · = · 2 . Fix any h ∈ H = {h : M 1 (a) , and M 0 (σ −1 ) are all finite, or else the result is vacuous. Our high-level strategy is to relate the Wasserstein distance to the Stein discrepancy via the Stein equation (3) with diffusion Stein operator T (8). Since the infinitesimal generator A (4) has the form (7) by Theorem 2, Theorem 5 implies that there exists a Lipschitz solution g h to the the Stein equation
where β 1 and β 2 are defined in Theorem 5. Since a Lipschitz gradient is also needed to declare that g h falls into a scaled copy of the classical Stein set G · , we will develop a smoothed version of the Stein solution with greater regularity.
To this end, fix any s > 0 and consider the convolution g h,
. If the smoothing level s is small, the Lipschitz continuity of a, c and h imply that (T g h,s )(x) closely approximates h(x) for each x ∈ R d : 
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Fix any x, y ∈ R d , and define two Itô diffusions solving dZ t,x = b(Z t,x ) dt+ σ(Z t,x ) dW t with Z 0,x = x and dZ t,y = b(Z t,y ) dt+σ(Z t,y ) dW t with Z 0,y = y, for (W t ) t≥0 a shared Wiener process. Applying Dynkin's formula to the function f (t, x) = e kt x 2 G for the difference process Z t,x − Z t,y yields E[f (t, Z t,x − Z t,y )] = x − y 2 G + E By the uniform dissipativity assumption, the right-hand side is at most x − y 2 G = d W · G (δ x , δ y ) 2 . For the transition semigroup (P t ) t≥0 .
E[f (t, Z t,x − Z t,y )] = e kt E Z t,x − Z t,y
by Cauchy-Schwarz. The result now follows from the fact that λ min (G 1 ) ≤ z 2 G / z 2 2 ≤ λ max (G 1 ) for all z = 0.
APPENDIX H: PROOF OF THEOREM 11
We will establish exponential decay for the synchronous coupling of two second-order Langevin diffusions (D5), (Z t,z 0 ) t≥0 = ((Y t , V t )) t≥0 and (Z t,z 0 ) t≥0 = ((Y t , V t )) t≥0 , with the same driving Wiener process (W t ) t≥0 and starting points z 0 , z 0 ∈ R 2d . We use the abbreviation ∇U = −∇ log p and solve explicitly for V t in terms of Y t V t = V 0 e −t − Applying the k-strong convexity of U , we find that 
where we used that ρ(t) 2 2 ≤ 2 z 0 − z 0 2 2 by Jensen's inequality. Again using Jensen's inequality, we obtain the bound where we used that ∇U has Lipschitz constant M 2 (log p). Combining (30) with this inequality and letting λ 1 = 1 3 (1 − max(0, 1 − 8k)), we obtain The theorem is proved by combining this bound with equation (30) . 
APPENDIX I: PROOF OF THEOREM 12
As in the proof of [89, Thm. 2.6], we fix two arbitrary starting points x, y ∈ R d and define a pair of coupled Itô diffusions (Z t,x ) t≥0 and (Z t,y ) t≥0 , each with associated marginal semigroup (P t ) t≥0 . Specifically, we set Z 0,x = x and Z 0,y = y and let (Z t,x ) t≥0 and (Z t,y ) t≥0 solve the equations dZ t,x = b(Z t,x ) dt + σ 0 (Z t,x ) dW t + λ 0 dW t dZ t,y = b(Z t,y ) dt + σ 0 (Z t,y ) dW t + λ 0 I − 2 ) dt + 2 Y t , (σ 0 (Z t,x ) − σ 0 (Z t,y )) dW t + 4λ 0 Y t 2 dW t and df (r t ) = f (r t )/(r t ) Y t , (σ 0 (Z t,x ) − σ 0 (Z t,y )) dW t + 2λ 0 f (r t ) dW t + (f (r t )(2λ Since the drift term in the latter equation is bounded above by β t (2/α)(f (r t ) − (1/4)f (r t )κ(r t )r t ), the argument of [22, p. 15] shows that the results of [22, Thm. 1 and Cor. 2] hold for our choice of α and κ.
