A family of n-dimensional unit norm vectors is a Euclidean superimposed code, if the sums of any two distinct at most m-tuples of vectors are separated by a certain minimum Euclidean distance d. Ericson and Györfi [8] proved that the rate of such a code is between (log m)/4m and (log m)/m for m large enough. In this paper -improving the above longstanding best upper bound for the rate -it is shown that the rate is always at most (log m)/2m, i.e., the size of a possible superimposed code is at most the root of the size given in [8] . We also generalize these codes to other normed vector spaces.
has been posed -in different terms -by Erdős, Frankl and Füredi ([6] , [7] ) in combinatorics, by Sós [22] in combinatorial number theory, and by Hwang and Sós ([11] , [12] ) in group testing. One can find an easy proof of the best known upper bound of these codes in the papers by Füredi [9] and Ruszinkó [21] . In the paper of Füredi and Ruszinkó [10] the connection of these codes to the big distance ones is shown.
In 1988 Ericson and Györfi [8] introduced a new class of superimposed codes for Euclidean channels. Roughly speaking, a family of n-dimensional unit norm vectors is an Euclidean superimposed code, if the sums of any two distinct at most m-tuples of vectors are separated by a certain minimum Euclidean distance d. Similarly to the previous ones, these codes are motivated by multiple access communication as follows.
Suppose that T users share a common channel. To each of them a real valued n dimensional unit norm vector is associated. The i th user transmits its vector x i = (x 1 i , x 2 i , . . . , x n i ) (i = 1, 2, . . . T ) -i.e., in each slot a real is contained, while the total block length is n -if it is active, otherwise not.
It is assumed that the transmission is bit and block synchronized. The destination of the messages is a single receiver, which -in optimal case -gets the sum of the vectors y = ∀i active x i associated to the active users. Moreover, suppose that at most m users are active simultaneously.
The problem is how to choose the vectors associated to the single users to assure that the receiver may recognize the set of the active ones even in the case if the sequence y is further contaminated by some (less than d/2) disturbance.
The central problem is here to determine the maximum number of real unit norm vectors T (n, m, d) assuring the above identification, given the block length n, maximum number of simultaneously active users m and disturbance < d/2. Ericson and Györfi [8] showed that for the rate of such a code the following inequalities hold for n >> m large enough, d ≤ 1. Note that instead of unit norm vectors at most unit norm vectors can be considered, which approach gives the same rate, since adding one additional dimension -which does not change the rate -one can easily make of at most unit vectors unit ones.
In the next Section the mathematical formulation is given, which is followed by the proof of the new upper bound, finally, the last one contains some remarks on geometric codes in other normed spaces.
Eucledian codes
Let C be a finite set of unit norm vectors in R n (a spherical code). 
is the usual Euclidean norm. Equivalently, the set C of finite unit norm vectors in R n is an Euclidean superimposed code with parameters (n, m,
denote the maximum size of an Euclidean superimposed code, i.e.,
Similarly, let
and T ′ (n, m, d) denote the maximum size of a spherical code
As it was shown in [8] , T (n, m, d) increases exponentially in n. Therefore -due to coding theoretic traditions -
is the exponent of the growth. It is also called the rate of the code. Here and through the paper by log the logarithm of base 2 is denoted, v i v j is the scaler product of vectors v i and v j (i.e., v 2 is the scaler product of the vector v with itself), while C m stands for all m-subsets of C.
The Improved Upper Bound
The main idea of the proof of the upper bound given in [8] is a sphere packing argument. Observe From this the improvement on the rate of an Euclidean superimposed code immediately follows. Proof.
A∈(
The second term of equation (2) is clearly
since in the sum A∈( (2) can be estimated as follows.
In (3) it is used that all vectors are of unit norm, while (4) follows from the fact that a pair of vectors is contained in exaclty
m−2 m-tuples, thus every product v i v j occurs with this multiplicity. In (6) it is used again, that the vectors are unit norm ones, thus v∈C v 2 = T ′ . An easy calculation gives (7), while (8) follows from the definition v∈C v = T ′ c.
Continuing equation (2) by the above computation we get
which gives the desired result. 2
Now we are ready to prove the new upper bound on the rate of Euclidean superimposed codes. But C is a Euclidean superimposed code, which means that those vectors (of sums of m-tuples) have distance at least d from each other. Using to these vectors the sphere packing argument we
from which (since λ is a constant)
immediately follows. For large m (10) is of the form
which gives the desired result.
Superimposed codes in other normed spaces
Let N = (X, || · ||) be a finite-dimensional (n-dimensional) normed vector space, and let B(c, r)
denote the closed ball with center c and radius r > 0. We also use B for the unit-ball B(0, 1) of N .
In general, this B may also be considered as an arbitrary n-dimensional symmetric convex body in R n , the symmetry being with respect to the origin. One might also be interested in the growth rate of superimposed codes in the more general normed vector space N , where the norm is defined by an arbitrary n-dimensional central symmetric convex body. Similarly to the Eucledian norm case, this means the following.
Let C be a finite set of (at most) unit norm vectors in N , it is called a superimposed code in 
As before, for given n, m and d, let T N (n, m, d) denote the maximum size of such a code.
We are able to extend the bounds of inequality (1) for all finite-dimensional normed space, N , in a somewhat weaker form.
More precisely, there is an absolute constant C (independent of m, n, d ≤ 1 and of the space N )
as m >> n. Moreover for all m, n and N one has
Here O and Θ are used in conventional sense, i. and proofs see the excellent book of Pisier [20] ). An ellipsoid is affine invariant to the Eucledian ball, so taking a Euclidean superimposed code, C, of maximum size in the subspace F 2 -by the affine invariant transformation mapping the unit ball to the ellipsoid -we will get a superimposed code with the same parameters with respect to the distance defined by the ellipsoid. Project C back to F 1 ∩ B, and -by Milman's theorem -obtain a superimposed code in N with parameters (n, m, |C|, d/(1 + ε)).
The upper bound in (12) easily follows from the volume bound of Ericson and Györfi
which is true for every space N and every n, m and d. 2
At the present we are not able to sharpen the upper bound of (1) for normed spaces other than the Eucledian. The argument in the previous Section substantially utilized the properties of the scaler product, which other spaces lack off. However, one can slightly improve (13) for small dimension, i.e., for n < m, though this does not say anything about the growth rate when n → ∞.
Fritz John's [13] classical result says that for every symmetric convex body, B, centered about the origin there is an ellipsoid D such that D ⊂ B ⊂ √ nD. This implies that every normed space is (affine) √ n-equivalent to R n , so our modified volume bound (9) gives
It would be interesting to find better bounds, especially for the maximum norm, ℓ n ∞ , where B is the (hyper)cube.
