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« L'innovation systématique requiert la volonté de considérer le changement comme 
une opportunité.  »  
Peter Drucker 
 
« Aussitôt qu'on nous montre quelque chose d'ancien dans une innovation, nous 






La conception du cœur d’un réacteur nucléaire est fortement multidisciplinaire (neutronique, 
thermo-hydraulique, thermomécanique du combustible, physique du cycle, etc.). Le problème est 
aussi de type multi-objectif (plusieurs performances) à grand nombre de dimensions (plusieurs 
dizaines de paramètres de conception). 
Les codes de calculs déterministes utilisés traditionnellement pour la caractérisation des cœurs 
demandant d’importantes ressources informatiques, l’approche de conception classique rend 
difficile l’exploration et l’optimisation de nouveaux concepts innovants. Afin de pallier ces 
difficultés, une nouvelle méthodologie a été développée lors de ces travaux de thèse. Ces travaux 
sont basés sur la mise en œuvre et la validation de schémas de calculs neutronique et thermo -
hydraulique pour disposer d’un outil de caractérisation d’un cœur de réacteur à neutrons rapides à 
caloporteur sodium tant du point de vue des performances neutroniques que de son comportement 
en transitoires accidentels.  
La méthodologie mise en œuvre s’appuie sur la construction de modèles de substitution (ou 
métamodèles) aptes à remplacer la chaîne de calcul neutronique et thermo-hydraulique. Des 
méthodes mathématiques avancées pour la planification d’expériences, la construction et la 
validation des métamodèles permettent de remplacer cette chaîne de calcul par des modèles de 
régression au pouvoir de prédiction élevé.  
La méthode est appliquée à un concept innovant de cœur à Faible coefficient de Vidange sur un très 
large domaine d’étude, et à son comportement lors de transitoires thermo -hydrauliques non 
protégés pouvant amener à des situations incidentelles, voire accidentelles. Des analyses globales de 
sensibilité permettent d’identifier les paramètres de conception influents sur la conception du cœur 
et son comportement en transitoire. Des optimisations multicritères conduisent à des nouvelles 
configurations dont les performances sont parfois significativement améliorées. La validation des 
résultats produits au cours de ces travaux de thèse démontre la pertinence de la méthode au stade 
de la préconception d’un cœur de réacteur à neutrons rapides refroidi au sodium.  
Mots-clés : Optimisation, multicritère, multi-physique, RNR-Na, CFV, cœur de réacteur, 
préconception, neutronique, thermo-hydraulique, ASTRID.  
Abstract 
Nuclear reactor core design is a highly multidisciplinary task where neutronics, thermal -hydraulics, 
fuel thermo-mechanics and fuel cycle are involved. The problem is moreover multi -objective 
(several performances) and highly dimensional (several tens of design parameters).  
As the reference deterministic calculation codes for core characterization require importa nt 
computing resources, the classical design method is not well suited to investigate and optimize new 
innovative core concepts. To cope with these difficulties, a new methodology has been developed in 
this thesis. Our work is based on the development and validation of simplified neutronics and 
thermal-hydraulics calculation schemes allowing the full characterization of Sodium-cooled Fast 
Reactor core regarding both neutronics performances and behavior during thermal hydraulic 
dimensioning transients. 
The developed methodology uses surrogate models (or metamodels) able to replace the neutronics 
and thermal-hydraulics calculation chain. Advanced mathematical methods for the design of 
experiment, building and validation of metamodels allows substituting this calculation chain by 
regression models with high prediction capabilities.  
The methodology is applied on a very large design space to a challenging core called CFV (French 
acronym for low void effect core) with a large gain on the sodium void effect. Global  sensitivity 
analysis leads to identify the significant design parameters on the core design and its behavior 
during unprotected transient which can lead to severe accidents. Multi -objective optimizations lead 
to alternative core configurations with significantly improved performances. Validation results 
demonstrate the relevance of the methodology at the predesign stage of a Sodium-cooled Fast 
Reactor core. 
 
Key words: Optimization, multi-objective, multi-disciplinary, SFR, CFV, reactor core, predesign, 
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Après une introduction générale et une mise en contexte des travaux, les objectifs de la 
thèse sont exposés. Les problématiques associées à l ’optimisation des cœurs de réacteurs à 
neutrons rapides à caloporteur sodium de quatrième génération sont également présentées. 
 
L’état de l’art est séparé en deux parties distinctes : 
- la première partie recense les différentes approches existantes pour la conception de 
systèmes nucléaires au sens large, 
- la seconde partie fait état des méthodes et formalismes permettant la définition 
d’une méthodologie d’optimisation comblant les manques des approches existantes.  
 
  









La question de l’énergie est stratégiquement critique. Les débats actuels, tant à l’échelle 
nationale qu’internationale en sont une preuve quotidienne. La consommation énergétique 
mondiale va en effet, selon tous les scénarios, augmenter considérablement (jusqu ’à 20 
GigaTonnes équivalent pétrole GTep en 2050), notamment via la croissance 
démographique (on prévoit 9 milliards d’habitants à la même date) et l’essor des pays 
émergents. 
La réponse actuelle à cette augmentation de la demande se fait via une utilisation  de plus en 
plus importante des combustibles fossiles, à savoir gaz, pétrole, et charbon. Ce 
comportement à l’échelle mondiale pose deux problèmes majeurs.  
- Premièrement, les ressources de ces combustibles sont limitées. Selon les 
prédictions, la production de pétrole atteindra son pic (le « peak-oil ») au cours de la 
première partie de ce siècle, et si les autres réserves sont plus abondantes, elles 
seront de fait rapidement consommées avec le déficit pétrolier. Ces diminutions des 
réserves et l’augmentation constante de la demande entraînent naturellement une 
augmentation significative de leur prix.  
- Deuxièmement, les ressources fossiles sont génératrices d ’émissions importantes de 
    (entre autres) dans l’atmosphère. Le consensus scientifique [1] dit que ces 
émissions sont responsables d’un réchauffement climatique anthropique, dont les 
conséquences, toujours selon le même rapport, seront massives s’il n’est pas 
maîtrisé. 
 
La réponse énergétique idéale doit donc faire face à  deux contraintes antagonistes : d’une 
part l’augmentation de la production et d ’autre part la diminution des émissions de carbone 
dans l’atmosphère. Une partie de la réponse à cette contradiction se trouve probablement 
dans la production d’énergie d’origine nucléaire. C’est en effet une énergie très peu 
carbonée. Cependant, l’utilisation du combustible (Uranium) telle qu ’elle est faite 
aujourd’hui, dans un parc constitué exclusivement de réacteurs à eaux légère (REL), ne 
permettra pas de construire une filière durable. A production nucléaire constante et sans 
changement technologique majeur, les prévisions indiquent que les ressources naturelles en 
Uranium seront épuisées au maximum dans quelques centaines d’années. Les scénarios 
associant décuplement de la production nucléaire et optimisation de l ’utilisation de 
l’uranium (retraitement de l’uranium appauvri, augmentation du taux de combustion) quant 
à eux prévoient une ressource disponible pour cent ans. Les réacteurs à neutrons rapides 
permettent de transmuter l’ensemble de l’uranium 238 en plutonium 239 (fissile) pour servir 
à la production d’électricité. Par ce biais, il devient possible d’exploiter non plus 0.7% mais 
l’ensemble du minerai d’uranium à des fins électrogènes, et de consommer les stocks 
importants d’uranium appauvri et de retraitement qui à eux seuls pourraient alimenter, dans 
le cas français, un niveau de production actuelle d’électricité pendant quelques millénaires. 
Ces potentialités ont mené la France à maintenir, après l’arrêt du réacteur Superphénix 
(SPX) en 1997, un programme de recherche sur cette thématique.  
 
A la suite de la loi française du 28 Juin 2006, relative à la politique française pour la gestion 
des matières et déchets radioactifs produits par l ’industrie nucléaire, a été décidée la mise en 
exploitation d’un prototype de réacteur de Génération IV (cf. I.1.2) dans la décennie 2020. 
Ce prototype a pour objectif essentiel de démontrer à l ’échelle industrielle des avancées en 
qualifiant des options innovantes dans les domaines de progrès identifiés (notamment la 





sûreté et l'opérabilité) et servir de banc d’essai à l’utilisation des techniques d’inspection en 
service et de réparation avancées. 
 
Le Commissariat à l’Energie Atomique et aux Energies Alternatives (CEA) assure la 
maîtrise d’ouvrage opérationnelle de ce prototype. Compte tenu de l’expérience française et 
du savoir-faire industriel acquis lors du design, de la construction et de l ’exploitation des 
réacteurs à neutrons rapides Rapsodie, Phénix et Superphénix, la technologie des réacteurs 
refroidis au sodium (RNR-Na) a été retenue pour ce projet. C’est ainsi qu’est né le projet 
ASTRID (Advanced Sodium Technological Reactor for Industrial Demonstration). 
La conception du prototype ASTRID est guidée par des objectifs d’amélioration et de 
simplification par rapport aux précédents RNR-Na , dont l’amélioration globale de la 
sûreté. 
 
L’accident de Fukushima en 2011 a fortement impacté la façon de concevoir l ’énergie 
nucléaire du futur. La sûreté, et plus spécifiquement le comportement naturel d ’un réacteur 
en situations incidentelle et accidentelle, sont devenus des problématiques essentielles lors 
du design d’un nouveau réacteur. Ces problématiques sont intégrées dès la phase de 
préconception du projet ASTRID.  
 
 
I.1.2 Objectifs de conception des réacteurs de quatrième génération 
 
Au-delà du contexte français, le développement des réacteurs du futur suit à l’échelle 
internationale les directions du Forum de la Génération IV (GIF [2]). 
Cette initiative a été démarrée par le Département américain de l’Energie (DOE). 
Composée d’experts de 13 pays, elle a défini les objectifs à atteindre pour les réacteurs 
nucléaires du futur - dits de génération quatre. Les motivations initiales concernaient 
l’utilisation amélioré du combustible uranium (en ressource limitée), la capacité à réduire 
considérablement les quantités de déchets produites et enfin le développement des 
applications des réacteurs nucléaires (cogénération, dessalement, production d’hydrogène). 
Le forum a identifié six grandes familles de réacteurs pouvant potentiellement atteindre ces 
objectifs. Leurs recommandations ont aussi porté sur les principaux axes de recherche et 
développement nécessaires à chacun de ces systèmes pour atteindre les objectifs Gen-IV.  
 
Ces motivations ont ensuite été déclinées dans les quatre grands axes suivants.  
 
- Économie : réduction des coûts d’investissement, d’exploitation et du cycle du 
combustible. Le coût de cette énergie nucléaire du futur ne devra pas excéder celui 
des autres énergies, et présenter un risque financier comparable.  
- Durabilité : les réacteurs du futur devront produire une énergie durable. L ’efficacité 
d’utilisation du combustible devra permettre son utilisation à l ’échelle mondiale, 
tout en proposant la bonne gestion des déchets et la minimisation de leur quantité.  
- Sûreté : la sûreté devra être au moins égale à celle des actuels réacteurs nucléaires 
(type EPR). Les risques de dommages sur le cœur devront être au plus bas et le 
besoin de plan de mesure d’urgence nucléaire externe éliminé. 
- Résistance physique et à la prolifération  : les systèmes Gen-IV auront une 
résistance accrue aux agressions externes. De plus, ils ne pourront pas être source 
de matériel de qualité militaire ou pouvant le devenir.  
 
Ces grands axes constituent les objectifs généraux considérés dans cette thèse pour le 
design et l’optimisation de concept de cœurs de réacteurs à neutrons rapides ref roidis au 
sodium.  





I.1.3 Objectifs des travaux et structure du document 
 
Les travaux de thèse présentés dans ce document constituent une approche 
méthodologique pour l’intégration dans le processus de conception du comportement d’un 
cœur lors de certains scénarios incidentels et accidentels. Ces travaux de thèse sont centrés 
sur deux aspects majeurs de la conception de nouveaux cœurs de réacteurs : 
- Tout d’abord démontrer qu’une méthode multi-physique, intégrant le cœur et le 
circuit primaire du réacteur, peut être utilisée en phase de pré-design pour estimer 
puis optimiser les performances, et définir des estimateurs de sûreté d’un design de 
cœur. Cette méthode, basée sur la construction et la validation de métamodèles, est 
développée autour de codes de calcul dits « de référence » : elle permet l’exploration 
de nombreuses configurations de cœurs, incluant des options de conception 
innovantes. 
- Ensuite, grâce à la mise en œuvre et l’implémentation d’un chaînage neutronique et 
thermo-hydraulique de métamodèles validés, de proposer un outil d’analyse 
multicritère et multi-physique. Cet outil est utilisé pour proposer, détailler et 
analyser des configurations de cœurs alternatives aux références actuelles.  
 
Le présent mémoire de thèse est organisé en cinq chapitres principaux, dont l’articulation 
est la suivante :  
- Le premier chapitre dresse un état de l’art des méthodes permettant l’optimisation 
de systèmes complexes. 
- L’analyse de ces méthodes a mené à la définition d’une méthodologie complète 
décrite en détail dans le deuxième chapitre. 
- Les chapitres trois et quatre décrivent les travaux effectués sur la neutronique et la 
thermo-hydraulique des cœurs de réacteurs de RNR-Na de quatrième génération 
pour la constitution des métamodèles associés, et leur chaînage.  
- Le chapitre 5 présente les résultats d’optimisation de ce chaînage et des nouvelles 
images de cœurs sur des scénarios de transitoires de perte de débit.  
  





I.2 État de l’art 
 
I.2.1 Revue des approches pour la conception de systèmes 
 
La première partie de cet état de l’art porte sur l’optimisation des systèmes nucléaires au 
sens large (cœur, élément combustible, échangeur de chaleur, etc.). Les approches existantes 
ont été scindées en quatre grandes familles :  
- Les approches classiques : elles se caractérisent par un processus itératif entre les 
différentes physiques : c’est le processus actuel de conception des cœurs de 
réacteurs. 
- Les approches locales : elles optimisent seulement une sous-partie du système. 
- Les approches paramétriques : elles permettent l’étude détaillée des phénomènes 
physiques impactant la conception d ’un cœur de réacteur afin de dégager des 
tendances et proposer des configurations améliorées. 
- Les approches intégrées : elles s’articulent autour de chaînes de calcul complètes et 
multi-physiques. 
 
I.2.1.1 Approches classiques 
Traditionnellement, le design complet d’un cœur de réacteur se fait de manière itérative  
(Figure I-1 adaptée de [3]). Ce processus commence par un pré-design du cœur basé sur son 
comportement neutronique. Des contraintes thermo-hydraulique et mécanique sont prises 
en compte de manière simplifiée pour assurer un design cohérent avec ces autres 
disciplines. Les critères considérés[4] sont principalement la puissance linéique maximale, et 
la perte de charge du cœur, qui doivent être maintenues dans une gamme prédéfinie. Ce 
pré-design est ensuite étudié dans les autres disciplines (thermomécanique du combustible, 
thermo-hydraulique en régime nominal et accidentel) pour caractériser le cœur. Ces 
caractéristiques sont ensuite transmises aux neutroniciens qui conçoivent alors une version 
améliorée, qui sera par la suite étudiée à nouveau par les experts des autres disciplines. Dans 
le cadre du projet ASTRID, plusieurs versions du cœur ont ainsi été proposées et 
améliorées depuis la version initiale CFV-v0 jusqu’à l’actuelle version CFV-v3. Les 
caractérisations du cœur se font avec les codes dits «  Best-Estimate ». 
 
 
Figure I-1 : Schéma de principe de l’approche classique 
Ce processus itératif présente plusieurs avantages : 
- Premièrement, toutes les physiques sont abordées lors du processus de conception, 
ce qui assure in fine un design respectant les principaux critères du projet. 





- Deuxièmement, il est très adapté au processus de revue de choix d’option. En effet, 
d’une version à l’autre, les concepteurs peuvent changer certaines options de 
conception : à titre d’exemple, entre les différentes  versions du CFV, les matériaux 
utilisés pour les réflecteurs et absorbants ont été changés. 
 
Cependant, des inconvénients viennent contrebalancer ce type d ’approche : 
- Chaque itération est longue et coûteuse par définition. Elle mobilise un grand 
nombre d’experts dans chaque domaine et les calculs associés à chaque version 
peuvent être également très demandeurs en ressources informatiques. A titre 
d’exemple, environ une année sépare chaque version du cœur CFV.  Le coût et la 
complexité des études mènent les concepteurs à ne considérer qu ’un nombre 
restreint de paramètres de conception (en général une dizaine) et à n’en considérer 
simultanément qu’un nombre encore plus restreint (les interactions entre paramètres 
ne peuvent pas être toutes évaluées). Ceci mène alors à fixer un grand nombre de 
ces paramètres de conception à des valeurs « de référence » ou conservatives Par 
exemple, pour les concepts de cœur CFV, le parti a été de concevoir un réseau 
d’aiguilles combustible serré ; le diamètre du fil espaceur a été alors fixé à 1mm et 
n’a plus été modifié par la suite. Les capacités d’exploration sont de fait limitées. 
Une plateforme métier pluridisciplinaire pour la conception, la simulation et l ’étude 
du comportement des cœurs et combustibles RNR-Na (PIC4SSO[5] [6]) a été 
développée au CEA, notamment pour pallier à ces difficultés. Cette initiative devrait 
permettre à terme de réduire la durée des cycles de développement de nouveaux 
concepts de cœurs et est donc significative des limitations  de l’approche classique de 
conception par itérations . 
- Enfin, ce processus ne produit qu’une seule configuration finale (et quelques 
configurations intermédiaires non retenues). De plus, rien n’assure l’optimalité 
stricte de la configuration produite, qui sera le résultat de l ’importance relative 
donnée à chaque objectif.  
 
I.2.1.2 Approches locales 
 
Ces approches s’inscrivent dans la continuité des approches classiques. Il s’agit 
d’optimisations locales réalisées dans chaque domaine d’expertise. Le reste du système reste 
inchangé. 
 
Plusieurs études référencées cherchent à optimiser le plan de chargement d ’un réacteur, 
utilisant des algorithmes dédiés à ce type de problème [7]. La référence [8] utilise ainsi des 
algorithmes évolutionnaires appliqués au rechargement d ’un réacteur à eau pressurisée pour 
maximiser la performance économique du système. Dans la référence [9], la même 
approche (avec un algorithme heuristique de type recuit simulé) d ’optimisation monocritère 
afin d’identifier de grandes familles de plans de chargement est utilisée. Les références [10] 
[11][12] font appel à des algorithmes plus récents pour maximiser la disponibilité du 
réacteur. 
 
Les travaux de thèse de Chambon [13] portent sur la même problématique, à partir d’un 
design de type CANDU. Des optimisations manuelles, puis avec des algorithmes 
heuristiques, sont effectuées sur la gestion du combustible, afin d ’améliorer le Burn-Up et 
limiter l’enrichissement en matières fissiles. 
 





Certaines études se concentrent sur l’optimisation d’un paramètre neutronique (le facteur 
d’aplatissement de la nappe de puissance) déterminée pour divers concepts PWR [14] [15], 
VVER [16], ou PHWR chargé au thorium [17] [18] [19]. 
 
D’autres s’intéressent au dimensionnement du cœur de réacteur et/ou de l ’élément 
combustible le constituant. La performance neutronique est alors toujours condensée en 
une seule fonction (facteur de forme pénalisé par différentes contraintes) et plusieurs 
algorithmes cherchent ensuite la géométrie du combustible permettant de l’améliorer [20] 
[21] [22]. 
 
Plusieurs autres travaux s’appliquent à l’optimisation de la sûreté des réacteurs. Il s ’agit 
alors de dimensionner un système de sûreté particulier [23], dans le cadre d’un scénario 
accidentel bien défini [24]. 
 
D’autres tentent d’optimiser les plannings de maintenance afin d ’améliorer la disponibilité, 
la fiabilité et le coût des installations existantes [25] [26][27] [28]. 
 
Enfin, on peut aussi citer des études ciblées de dimensionnement portant sur un élément 
spécifique, comme par exemple le design de la turbine [29] pour augmenter le rendement 
thermodynamique du Système de Conversion d’Energie, d’un échangeur de chaleur [30], 
d’un assemblage de poisons consommables[31], ou d’un élément combustible à plaques[32]. 
 
Le principal problème non traité lors de ces études est la non-optimisation globale du 
système. En effet, les optimisations restent dépendantes de l’ensemble du système conçu. 
Les optimums locaux sont alors trouvés, mais rien n’assure qu’un autre optimum global 
existe pas. La conception du système dans son ensemble ne bénéficie pas d’une réelle 
optimisation. 
 
I.2.1.3 Approches paramétriques 
 
Les approches paramétriques pour le dimensionnement d’un cœur, complètent également la 
démarche de conception classique. On entend par approche paramétrique des études 
portant spécifiquement sur une ou plusieurs options de conception. Une attention 
particulière est portée à l’étude des phénomènes physiques impliqués dans ces choix 
d’options et leur impact non plus sur un seul élément comme dans la section précédente 
mais sur une grande partie du système. 
 
Les travaux de Buiron et al. [33], qui entrent dans ce type d’approche, estiment les capacités 
de transmutation d’un cœur de réacteur à neutrons rapides refroidi au sodium de type CFV. 
Plusieurs paramètres sont étudiés indépendamment, à savoir les options de dilution 
homogène d’actinides dans le combustible, ainsi qu’un mode de transmutation hétérogène. 
Pour cette deuxième option, un assemblage (dit « cible ») spécifique est conçu pour recevoir 
du combustible fortement enrichi en actinides mineurs. Les effets de ces différentes 
options, ainsi que du taux d’actinides dilué sur les contre-réactions neutroniques, et la 
puissance résiduelle sont estimés. Des conclusions préliminaires sur l’impact en terme de 
sûreté en sont tirées. 
 
Toujours sur la problématique de la transmutation, les travaux de thèse de Bays [34] 
proposent une étude paramétrique, destinée à optimiser les capacités de transmutation d ’un 
RNR-Na à cœur hétérogène. Les travaux étudient les effets du diamètre des pastilles 
combustible, de la présence de modérateur dans les assemblages, de la hauteur du cœur, et 
des taux de dilutions d’actinides. Les effets étudiés de ces modifications concernent 





plusieurs domaines : les performances neutroniques sont complétées d’études sur la 
thermique du combustible et sur le coût du cycle de combustible associé. 
 
L’étude de Brizi [35] est plus spécifique et s’intéresse particulièrement à l’impact d’un seul 
« macro-paramètre » : le choix d’un cycle Uranium/Plutonium ou d’un cycle 
Thorium/Uranium. Ses impacts sur la transmutation des déchets , sur les coefficients de 
contre-réaction neutroniques, la radio-toxicité du combustible usé et sa chaleur résiduelle 
sont mesurées et comparées. 
 
Les travaux de thèse de Sun [36] portent sur une approche paramétrique pour le pré-design 
de cœur de RNR-Na. Les paramètres considérés sont le rapport hauteur sur diamètre du 
cœur (H/D), la présence d’un plénum sodium, la présence d’aiguilles modératrices, et le 
contenu initial de plutonium. Les études portent alors sur l ’impact de ces choix de 
conception sur le comportement neutronique du cœur, ainsi que sur celui lors d ’un 
transitoire accidentel de type ULOF/PP (Unprotected Loss Of Flow/Pompes Primaires qui 
correspond à une perte du débit primaire). La performance neutronique est exprimée selon 
quatre estimateurs, la réactivité nominale, l ’effet de vidange, l’importance de la contre- 
réaction Doppler et le gain de régénération. Deux configurations de cœurs sont alors 
proposées, suite à l’étude fine de l’influence des paramètres sur ces critères. La simulation 
du comportement de ces deux cœurs en transitoire ULOF/PP, avec un code de thermo-
hydraulique système, est ensuite réalisée. Enfin, suite à ces résultats, un design innovant 
pour le tube hexagonal est proposé pour améliorer ce comportement. Il s ’agit donc d’une 
approche séquentielle, où le cœur est d’abord amélioré selon les quatre estimateurs 
neutroniques, puis le comportement thermo-hydraulique en transitoire ULOF/PP. 
 
Les travaux de Pilarski [37] portent sur le potentiel des réacteurs de type RNR pour le 
développement énergétique durable. Une étude préliminaire présélectionne un nombre 
restreint de caloporteurs sur la base de critères thermiques, neutronique et chimique. Des 
études paramétriques simplifiées de neutronique et de sûreté (avec le code MAT4DYN) 
sont ensuite faites sur ces concepts de réacteurs. Les paramètres principaux sur lesquels 
l’étude porte sont le rapport H/D (hauteur sur diamètre) du cœur, son volume, et le rayon 
des pastilles combustibles. Sont ensuite évalués les impacts de ces paramètres sur l’effet de 
vidange, et sur des estimateurs de sûreté en transitoire. Ces estimateurs (A, B, C) sont 
construits grâce à un bilan de réactivité statique simplifié. Ils permettent d ’estimer 
rapidement la température moyenne atteinte en fin de différents transitoires. Ces différentes 
études paramétriques sont compilées en « abaques » qui sont ensuite utilisées pour proposer 
des designs de cœur pour chacun des deux concepts considérés (RNR -Pb avec combustible 
nitrure et RNR-Na avec combustible oxyde). 
 
Pour finir sur ces approches paramétriques, nous citerons les travaux de Zaetta [38] et 
Stauff [39][3]. 
Les premiers ont constitué l’approche COCONS, dont l’objectif est une meilleure prise en 
compte de la sûreté dès la phase de conception. L’approche consiste à rechercher les 
coefficients de contre-réactions neutroniques qui vont favoriser un bon comportement 
naturel du réacteur en cas d’accident non protégé, et ce pour différents types de 
combustibles. L’intérêt majeur est de comparer différents concepts sur la base de ces 
accidents et d’orienter la conception du cœur.  
L’approche METRO [3] intègre en plus des critères sur le cœur, une modélisation de la 
physique du combustible et une modélisation plus fine des accidents non protégés. En 
effet, le bilan de réactivité, plutôt que d’être basé sur une équation statique (coefficients A, 
B, C comme dans les travaux de Pilarski [37]), l’est sur une équation quasi-statique, ce qui 
permet une modélisation temporelle des scénarios accidentels. Des cœurs à la sûreté 





améliorée ont été identifiés grâce à cette étude, notamment via l ’estimation des avantages et 
inconvénients (en termes de sûreté) de certains concepts technologiques ; notamment, 
différents types de combustible (un grand intérêt est porté dans l ’étude sur les combustibles 
de type carbure) et la présence d’un joint sodium séparant le combustible de sa gaine. 
 
Toutes ces études permettent d’évaluer en profondeur l’impact de certains paramètres sur 
un ensemble de physiques et phénomènes régissant un réacteur et son cycle du 
combustible. Cependant, plusieurs manques apparaissent. En particulier, une optimisation 
au sens strict n’est jamais effectuée. En effet, les tendances dégagées par les études 
paramétriques sont utilisées pour proposer un nombre restreint de designs de cœur de 
réacteurs. Les performances améliorées de ces designs sont ensuite démontrées. Cependant , 
cette méthode manuelle n’assure pas que les designs proposés soient les meilleurs possibles, 
et leur choix reste subjectif. Ces méthodes produisent donc des orientations de conception. 
De plus, le nombre de paramètres est limité. Le processus d’approche paramétrique reste un 
processus long. Pour finir, concernant la simulation des transitoires thermo-hydrauliques, 
aucune de ces méthodes ne se base sur un code de référence. La plupart se basent sur des 
outils simplifiés (basés sur des modèles non référence). Toutefois, certaines complètent 
leurs résultats avec des résultats de code validés pour confirmer les configurations 
proposées. 
 
I.2.1.4 Approches intégrées 
 
La conception de designs de réacteurs innovants a motivé peu à peu le besoin d ’outils et 
méthodes aptes à prendre en compte les différentes physiques d ’un réacteur simultanément. 
Ces approches qualifiées ici d’intégrées ont donné naissance à plusieurs projets. 
 
L’approche FARM (FAst Reactor Methodology [40]), développée au CEA, et précédant les 
actuels travaux de thèse, a permis de démontrer l’intérêt et la faisabilité des méthodes 
d’optimisation intégrées. L’étude portait sur les concepts de réacteur nucléaire refroidi à 
l’hélium (RNR-G) de taille industrielle. Le but premier était de proposer une démarche 
permettant le design et l’optimisation de cœurs de RNR-G de puissance industrielle (2400 
MWth) et isogénérateur. L’approche est basée sur des modèles analytiques représentant le 
comportement neutronique, thermomécanique et thermo-hydraulique du cœur. Une dizaine 
de paramètres de conception ont été étudiés ; principalement des paramètres décrivant 
l’élément combustible (épaisseur de gaine, fraction combustible , etc.) mais également des 
paramètres de fonctionnement (température de sortie cœur et Burn-up). Ces modèles 
analytiques servent ensuite de base à un couplage de ces trois physiques et sont ensuite 
interpolés par des polynômes pour permettre une optimisation multicritère avec l ’outil 
MultiGen [41] (algorithme évolutionnaire). Deux concepts de cœurs différents ont ainsi été 
optimisés : les cœurs RNR-G à vanadium et SiC. Des performances transverses ont été 
définies (masse de plutonium en fonctionnement et à retraiter) ainsi que des estimateurs de 
sûreté simplifiés.  
 
Une autre plateforme, TRIAD (Tools for Reactor core optImization Analy sis and Design 
[42]) dédiée à l’optimisation a pour objectif d’optimiser des cœurs de réacteurs à neutrons 
rapides refroidis au sodium. La démarche consiste à chaîner différents codes de calculs. A 
l’heure actuelle la neutronique, la thermomécanique du combustible et la thermo-
hydraulique sont inclues dans la chaîne de calcul. La neutronique du cœur est simulée par 
un modèle simplifié ERANOS [43] (modèle 2D-RZ), la thermomécanique par un modèle 
GERMINAL [44], et enfin la thermo-hydraulique cœur est simulée par l’outil simplifié 
TETAR. Une dizaine de paramètres de conception est étudiée. L’espace d’étude est 
échantillonné intensivement (jusqu’à plusieurs dizaines de milliers de calculs) ; une chaîne 





complète de calcul est réalisé pour chacun des points. Les sorties d ’intérêt (la masse de 
Plutonium, le gain de régénération, etc.) sont ensuite compilées dans une base de données. 
Cette base de données résultante sert ensuite à discr iminer les variables 
influentes (méthodes de screening) ; ces variables sont ensuite utilisées pour construire des 
métamodèles de type réseaux de neurones. Des algorithmes évolutionnaires sont ensuite 
appliqués sur les métamodèles construits pour identifier les configurations «  extrêmes » 
(celle dont un seul des objectifs est optimisé) ; et ce afin de dégager des tendances pour la 
conception. La construction de la chaîne de calcul est « monolithique », c’est-à-dire qu’une 
partie de la chaîne ne peut être calculée sans l’autre (typiquement, un calcul thermo -
hydraulique avec TETAR doit se faire à la suite d’un calcu l neutronique ERANOS). Ainsi, 
une chaîne complète de calcul doit être réalisée pour chaque évaluation d’une configuration. 
Cette mise en place est coûteuse en termes de ressources informatiques et peut 
probablement expliquer pourquoi des modèles simplifiés  sont alors utilisés. 
Les développements de la plateforme TRIAD ont pour but de fournir aux concepteurs un 
outil multi-physique, et de démontrer la pertinence d ’une approche intégrée. Des travaux 
ont par ailleurs été menés sur cette plateforme sur la prise en compte et la quantification 
des incertitudes dans une approche intégrée [45] [46].  
 
L’approche SDDS (Shadoc-Based Design Development System), développée par Barjot et 
al. [47], s’articule également autour d’une chaîne de calcul fixée similaire. La thermo-
hydraulique est simulée par le code MAT5DYN (code simplifié ). Une dizaine de paramètres 
est étudiée, et les performances évaluées sont axées sur des estimateurs de sûreté. 
Notamment un estimateur pour le transitoire RIB (Remontée Intempestive de Barre non 
protégée) et MdTG (Manque de Tension Généralisé). Un échantillonnage de l’espace 
d’étude est réalisé, et des métamodèles de type Krigeage sont construits. L ’approche diffère 
de la précédente par l’absence de procédé d’optimisation stricto sensu. En effet, les 
métamodèles servent ensuite seulement à réaliser une couverture importante de l ’espace 
d’étude. Parmi les milliers de configurations obtenues, seules quelques-unes sont 
sélectionnées sur un seul critère à la fois. A noter également que les contraintes de 
conception sont intégrées dès le début de l’étude (durant l’échantillonnage du domaine 
d’étude) et que l’approche perd alors en flexibilité et en capacité d ’exploration. 
 
  









Comme montré précédemment, le design et l’optimisation d’un système tel qu’un réacteur 
nucléaire de quatrième génération est un processus long, complexe et coûteux. Les 
difficultés d’un tel problème sont alors multiples.  
- La première difficulté est liée au caractère intrinsèquement multi -physique du 
système. Les approches considérant uniquement un domaine de la physique ne 
peuvent représenter fidèlement l’ensemble du système.  
- La deuxième difficulté est liée au caractère multicritère ; en effet, en suivant les 
lignes directrices du forum Génération IV, plusieurs objectifs sont à atteindre : 
sûreté, économie, durabilité, non-prolifération. Comme dans une immense majorité 
de problèmes d’ingénierie, la solution idéale n’existe pas a priori. Autrement dit, les 
objectifs seront potentiellement antagonistes ; typiquement, le design maximisant la 
sûreté ne sera très certainement pas celui maximisant la performance économique. 
Le design final devra donc être un compromis entre ces différents objectifs.  
- La troisième difficulté consiste en l’intégration de la sûreté dans la démarche de 
conception. En effet, dans nombre des approches précédemment détaillées, la prise 
en compte de la sûreté se fait par des outils simplifiés. Les outils de référence sont 
au mieux utilisés seulement en fin de processus pour estimer le comportement du 
réacteur en transitoires. Ceci constitue un biais majeur, surtout si l’on désire 
produire des designs à sûreté intrinsèque améliorée. 
- Enfin, la dernière difficulté vient du coût (en termes de ressources informatiques) 
des codes de calculs de référence. L’évaluation précise des performances d’un 
réacteur fait appel à des physiques complexes et les temps de calculs pour une 
résolution fine des équations les régissant peut prendre jusqu’à plusieurs jours avec 
le matériel standard actuel. Ceci est renforcé par l’objectif de mettre en œuvre une 
méthode, adaptée à une phase de pré-dimensionnement, donc exploratoire et au 
domaine d’étude large. 
 
I.2.2.2 Temps de calcul 
 
Il existe deux stratégies complémentaires pour réduire le temps global de l’étude  de design. 
- La première est de réduire le temps de calcul individuel d ’une simulation, ce qui 
revient alors à dégrader la qualité des modèles physiques et la finesse de résolution 
des solveurs associés. 
- La seconde est une diminution du nombre total de calcul nécessaires. Cela implique 
alors une méthode pour guider le processus via ce nombre restreint de calculs.  
 
La réduction du temps de calcul individuel a pour objectif de trouver un compromis 
acceptable entre dégradation de la précision des résultats et le gain en ressources 
informatiques. La nature des simplifications peut être de nature très différente. Entre 
autres, il peut s’agir d’homogénéisation spatiale, d’hypothèses statiques (la dépendance 
temporelle est ignorée), d’utilisation de symétrie non -exacte (réduction du nombre de 
dimensions) ou dérivation des équations maîtresses à un ordre limité. L’application finale 
peut être de différents types : modèle a priori pour guider les explorations, analyses de 
sensibilités aux paramètres, perturbations, applications industrielles en temps réel.  Des 
revues complètes des possibilités de simplifications, et des méthodes numériques associées 
peuvent être trouvées dans les travaux d’Antoulas et de Barthelmy [48][49]. 
 





Dans le domaine du nucléaire, plusieurs travaux utilisant cette technique ont été trouvés 
dans la littérature. Dans la référence [2], un modèle mathématique simplifié est développé à 
partir des équations de conservation de la masse, de l’énergie et de la quantité de 
mouvement à une échelle macroscopique (homogénéisation spatiale) afin de simuler le 
comportement d’un réacteur de type HTR-10. Les effets liés à des perturbations telles que 
la variation des températures dans le cœur du réacteur sont calculés. A terme, l’objectif est 
de définir un modèle permettant une interprétation rapide des réponses du système. La 
référence [3] suit la même démarche mais l’applique à un autre concept de réacteur 
(MHTGR - Modular High Temperature Gas-cooled Reactor) qui implique un raffinement 
modéré des modèles précédents (passage d’un modèle neutronique cinétique « point » à un 
modèle cinétique nodal). Toujours dans le domaine des réacteurs refroidis au gaz, la 
référence [1] est basée quasi exclusivement sur des modèles simplifiés. Un de ces modèles 
représentatif de la démarche, dit du « temps de sursis », estime l’inertie thermique du cœur 
du réacteur synonyme d’un délai de grâce avant la dégradation de celui -ci. Les 
simplifications sont des conservatismes (hypothèse négligeant les fuites thermiques) 
permettant de déduire une expression analytique de ce délai de grâce. Comme précisé dans 
la section I.2.1 de ce chapitre, de nombreuses autres références font également appel à des 
modèles numériques simplifiés, notamment concernant la simulation de transitoires 
accidentels.  
 
Il faut noter cependant que cette approche pose le problème de la maîtrise des biais et 
incertitudes. En effet, il est par nature très difficile de quantifier l’erreur introduite lors de 
la dégradation d’un modèle physique. La mesure du biais nécessite des programmes 
expérimentaux complets et/ou des benchmarks qui peuvent s’avérer extrêmement coûteux, 
et donc annuleraient le but premier de la simplification. Des méthodes rigoureuses utilisant 
des modèles simplifiés ne peuvent alors se passer d’un processus de validation a posteriori 
pour assurer la qualité des résultats produits. 
 
La deuxième démarche consiste à limiter le nombre d’appels aux codes de calculs coûteux. 
Autrement dit l’espace d’étude (espace constitué de l’ensemble des paramètres de l’étude 
associés à leur plage de variations) doit être échantillonné de manière réduite afin de guider 
le processus de conception. L’ensemble des techniques associées à cette démarche sont 
regroupées sous le terme de technique de « planification d’expériences ». Les grandes 
familles de techniques de planifications d’expériences seront ainsi présentées dans la suite.   
 
A titre d’exemple, les plans d’expériences présentés dans la suite, seront représentatifs d’une 
étude menée de l’impact de la géométrie de l’élément combustible sur la contre -réaction 
neutronique Doppler (cf. chapitre IV). La géométrie de l’élément combustible  sera réduite à 
trois paramètres (cf. Figure I-2) l’épaisseur de la pastille, de la gaine et du fil espaceur.  
 
 
Figure I-2 : Géométrie simplifiée de l’élément combustible 





Actuellement les techniques de planification d’expériences sont regroupées en deux 
catégories, les plan d’expériences dits «  classiques » et ceux dit « moderne », que nous allons 
décrire dans les paragraphes suivants. 
 
Une revue des méthodes permettant de traiter ces difficultés est présentée dans cette 
section. 
 
I.2.2.3 Techniques de planifications d’expériences  
I.2.2.3.1 Plans d’expériences dits « classiques » 
 
Ces techniques d’échantillonnage de l’espace d’étude ont été développées historiquement 
dans le contexte expérimental. Leur existence a été motivée pour des considérations de 
limite des coûts des programmes expérimentaux, ce qui est conceptuellement similaire à la 
problématique de réduction des temps de calcul.  
 
Sans énumérer la totalité des techniques classiques de planification d ’expériences, quelques-
unes sont présentées dans la suite à titre d’exemple.  
 
Les caractéristiques et qualités générales d’un plan d’expériences dépendent grandement de 
son application mais peuvent être regroupées sous trois items : 
1. Le nombre de points nécessaires à la réalisation complète du plan : cette 
caractéristique est appelée « budget ». 
2. Les capacités d’exploration du plan (globales ou locales). 
3. La capacité de résistance aux réductions de dimensions (maintient de la qualité en 
présence de variables non influentes). 
 
Les plans « OAT » (One At a Time) ou plan en étoile, consistent à ne faire varier qu ’un seul 
paramètre à la fois, à une valeur maximale, puis minimale. Les autres paramètres gardent 
leur valeur « de référence ». Ainsi un point central est estimé, ainsi que deux points 
supplémentaires par paramètre, soit 2d+1 comme montré en Figure I-3. L’intérêt majeur de 
ce type de planification est le faible nombre de points nécessaire à leur réalisation 
(augmentation linéaire avec le nombre de paramètres). Cette méthode permet alors 
d’estimer rapidement les tendances linéaires de variation de chacun des paramètres, et donc 
à terme de classifier les paramètres par ordre d ’influence linéaire. Les points, hormis le 
central sont tous en bord de domaine de d ’étude ; le but est d’estimer la tendance générale 
sans considération locales, ce qui est justifié en cas d ’incertitudes expérimentales 
importantes. Enfin, comme seules les dépendances linéaires sont estimées, les termes 
d’interactions entre paramètres ne peuvent être quantifiés et sont par hypothèse négligés. 
 
 






Figure I-3: Plan OAT en 3 dimensions 
Les plans factoriels complets, correspondent quant à eux à un pavage régulier du domaine 
d’étude. Ils sont définis par leur nombre de niveaux n. Chaque dimension du plan 
d’expériences sera échantillonnée en n endroits prédéfinis. Pour d paramètres, le plan est 
donc constitué au total de    points (Figure I-4), et le nombre de points augmente alors de 
manière exponentielle avec le nombre de paramètres considérés. Concrètement , cela limite 
l’utilisation de ces plans d’expériences à un nombre de niveau très bas, typiquement 2 ou 3. 
Au-delà de cet inconvénient, une autre limitation apparaît ; en effet, pour un plan à n 
niveaux chaque paramètre n’est échantillonné qu’en n valeurs différentes ; ce qui en 
présence d’une variable non influente, dégrade la qualité du plan (cf. Figure I-4). Dans 
notre exemple, si la dimension du fil espaceur n ’a aucune influence sur la sortie étudiée 
(constante Doppler) alors, malgré 27 points de calculs (  ), seules 9 estimations seront 




Figure I-4 : Plan factoriel à 3 niveaux en 3D (g) et sa projection en 2D (d) 
 
Malgré ces inconvénients, les plans factoriels, permettent de calculer les termes 
d’interactions entre variables ; l’ordre des interactions atteignable est ainsi égal au nombre 
de niveaux du plan. 
 
Pour compenser les désavantages de ces deux types de plans d ’expériences et cumuler leurs 
qualités, de nombreuses approches mixtes ont été développées. La description précise de 
tous ces types de planification d ’expériences amènerait la discussion au-delà du cadre de 
cette étude. Nous nous contenterons de citer les plans « Central Composite Design » 
(CCD), Box-Behnken [50] et D-Optimal design [51]. 






Comme expliqué précédemment, le développement de ces techniques s’est fait dans un 
contexte expérimental. Le nombre de paramètres considérés est alors nettement plus réduit 
que dans un contexte numérique, et l’influence des paramètres est en général connue de 
manière qualitative. De plus, une importante caractéristique de ces plans est leur capacité à 
réduire les incertitudes inhérentes au contexte expérimental. Ils apparaissent alors comme 
peu adaptés à des études exploratoires, basées sur des codes déterministes. Cette conclusion 
nous a amené à explorer les techniques de planification d ’expériences dites « modernes », 
décrite dans la sous-section suivante. 
I.2.2.3.2  Plans d’expériences dits « modernes » 
 
Les techniques « modernes » ont été développées pour faire face à la demande en ressources 
informatiques croissante des codes de calculs actuels. Si la problématique de réduction de 
coût d’une étude est la même, les contraintes et objectifs sont en général différents. Tout 
d’abord, la notion d’incertitude expérimentale est inexistante. Cela implique typiquement 
que la répétition d’un point dans le plan d’expériences est alors inutile, et ainsi les plans 
d’expériences dans un contexte numérique auront tendance à espacer le plus possible les 
points, c’est ce qui est nommé « couverture spatiale » du domaine (space-filling dans la 
littérature). De plus, dans le cas de l’utilisation de code de référence, l’exigence est souvent 
d’obtenir une connaissance locale du domaine (et non plus seulement globale). Nous 
décrirons succinctement dans cette sous-section les deux principales techniques de 
planification d’expériences modernes. 
 
 
I.2.2.3.2.1 Plans hypercube latins 
 
Les plans LHD pour Latin Hypercube Design reposent sur le concept que pour un plan 
d’expériences à N points chaque paramètre sera échantillonné en N valeurs différentes. Par 
essence, ces plans doivent donc bien résister dans le cas d ’une ou plusieurs variables non 
influentes. La construction de ce type de plan est directe. Il suffit de diviser la plage de 
variation de chaque facteur en N strates. Chaque strate est alors numérotée de 1 à N. Pour 
construire le plan LHD de N points en dimension d, il suffit de générer un tableau de d 
lignes, chacune étant une permutation aléatoire des nombres de 1 à N [52]. Chaque colonne 
sera alors le vecteur des coordonnées d ’un des points du plan d’expériences (cf. Figure I-5 
(g) pour la représentation en tableau d ’un plan type LHD de dimension deux et de neufs 
points). Techniquement, cette représentation en tableau donne alors la coordonnée des 
points en termes de numéro de strate, soit la « case » dans laquelle chaque point se situe. Le 
choix est ensuite libre quant à la position exacte du point à l ’intérieur de cette case. Cela 
peut être fait de façon systématique (milieu, bord inférieur ou supérieur) ou de faço n 
aléatoire (un tirage indépendant est fait pour déterminer la position des points 
individuellement). 
 





            
   
   
     
   
   
    
   
   
    
 
Figure I-5 : Exemple d’hypercube latin 2D (g) représentation tableau, (d) 
représentation graphique 
 
Ce type de plan possède plusieurs caractéristiques et avantages :  
- Le premier est la facilité de construction de ces designs, donc l ’absence totale de 
coût de conception du design associé. De plus comparés des méthodes de type 
Monte-Carlo similaires, ces plans présentent de très grands avantages comparés à 
des échantillonnages « bruts » qui n’assurent pas une bonne répartition des points.  
- Le second est que le nombre de points N est totalement indépendant du nombre de 
facteurs d étudiés. Combiné à la propriété que toute projection d ’un plan LHD sur 
un sous-espace reste un plan LHD, on obtient alors des plans d ’expériences très 
résistants à la présence de paramètres non influents. Cela revient, dans la 
représentation en tableau, à enlever une ou plusieurs lignes. 
- La possibilité est offerte d’estimer l’effet de nombreux paramètres en un nombre de 
points limités. Si un ou plusieurs des facteurs sont non influents alors le plan 
d’expériences n’aura pas besoin d’être modifié à posteriori puisque ses 
caractéristiques intrinsèques seront conservées dans le domaine d ’étude privé de 
ce(s) facteur(s). 
- A l’inverse, la structure d’hypercube latin n’est pas conservée lors de la suppression 
d’un point (a fortiori plusieurs), ce qui peut rendre délicate l’utilisation d’un sous-
ensemble issu d’un design LHD. Par exemple, une validation croisée (cf.  I.2.2.4.3.3) 
basée sur ce type de design pourra être questionnée. 
 
Comme chacune des variables est représentée en N valeurs différentes, on fait souvent 
référence à ces plans comme étant « space-filling » [53] [54]. Ce propos doit cependant être 
nuancé. En effet, la définition de ce type de plan d ’expériences est très peu contrainte et il 
existe en fait pour un nombre d’estimations N en dimension d :      
 
 permutations 
possibles. Un plan « diagonal » (où tous les points sont tels que        ) est par définition 
un plan LHD ; cependant, sa capacité à couvrir le domaine d’étude est très limitée [55]. 
 
Des développements annexes ont donc été étudiés pour pallier ces problèmes. De nouveau, 
la description détaillée de toutes ces approches serait hors cadre de l’étude et nous nous 
contenterons d’expliquer les deux approches existantes. 
La première consiste à contraindre le processus de construction du plan d ’expériences. 
C’est le cas des techniques d’échantillonnage uniforme (UD : Uniform Design [56]) qui 
découpent en sous-espace le domaine d’étude pour assurer une bonne couverture ou des 
techniques OLH (Orthogonal Latin Hypercube [57]) qui assurent l’orthogonalité des 
vecteurs des points constituant le plan d ’expériences. Le principal inconvénient de ces 





techniques réside dans leur difficulté de construction (demandant d'importants temps de 
calcul). De plus, ces contraintes entraînent une perte sur la liberté de choix du nombre de 
points. 
La deuxième famille de technique d ’amélioration des LHD est leur optimisation à posteriori  
[58]. Un LHD standard est construit puis un algorithme d’optimisation est lancé pour 
améliorer un critère préétabli ; typiquement, un critère sur la distance minimale entre les 
points (à maximiser) ou la discrépance (écart à l ’uniformité à minimiser). L’inconvénient 
majeur est le temps nécessaire pour cette optimisation. Au-delà de cet aspect, n’importe 
quel algorithme d’optimisation monocritère peut être appliqué. 
 
I.2.2.3.2.2 Plans quasi-Monte Carlo 
Ces méthodes, appelées méthode quasi Monte Carlo (qMC) ou encore séquence à faible 
discrépance, ont été originalement conçues pour des échantillonnages afin d ’effectuer des 
intégrations numériques de fonctions dans des espaces à nombre de dimensions modéré.  
Le préfixe "quasi" est employé pour désigner un algorithme déterministe générant une 
séquence de points dans un espace à d-dimensions et ayant une distribution proche de 
l’uniformité [59] (d’où le nom de séquence à faible discrépance). Les caractéristiques de ces 
suites quasi Monte Carlo sont résumées dans la Table I-1 (issue de la référence [60]), selon 
trois critères, en plus de leur faible discrépance intrinsèque. 
- Le premier est la présence de motifs ou structures dans ces suites  ; ce critère dépend 
uniquement du type de séquence considéré. 
- Le second critère est leur caractère séquentiel (ou non), c ’est-à-dire peut-on rajouter 
des points sans altérer la discrépance de toute la suite. 
- Le troisième critère concerne la conservation de l ’uniformité lors de la projection 
dans un sous-espace de dimension inférieure. 
 
Une des caractéristiques de ces plans d’expériences est leur non résistance à la réduction de 
dimension ; ce qui fait d’eux un outil a priori non adapté aux phases exploratoires d ’une 
planification d’expériences. En effet, ces phases ne sont pas à l ’abri de l’existence de 
facteurs de paramètres non influents, qui dans ce cas auront un effet très négatif sur la 









Résistance à la 









Faure OUI OUI OUI NON 
Niederreiter OUI NON OUI NON 
Sobol OUI NON OUI NON 
Table I-1 - Caractéristiques des principales suites qMC [60]  
I.2.2.4 Revue de l’utilisation de la planification d ’expériences dans le processus de conception 
Une fois une technique de planification d’expériences sélectionnée, il est nécessaire ensuite 
de définir la méthodologie d’utilisation des données. Cette sous-section fait l’état des 









I.2.2.4.1  Méthode de Taguchi 
 
La méthode de Taguchi [61] est historiquement la méthodologie ayant promu dans le 
domaine de l’ingénierie les techniques de planification d ’expériences et autres techniques 
statistiques. 
Cette méthode est orientée sur le concept de design robuste («  Robust Design » dans la 
littérature) qui vise à améliorer non seulement les performances du produit dessiné mais 
aussi à minimiser les variations incontrôlées de ces performances. Les facteurs et 
paramètres ayant une influence sur ces deux types de quantités sont regroupés comme suit 
et schématisés dans le « diagramme-P » illustré en Figure I-6 tirée de la référence[62] : 
- Les facteurs de bruit : paramètres non ajustables (par impossibilité ou par coût 
excessif dans le cas contraire) responsables de l ’écart entre la performance ciblée et 
la performance effective. Par exemple, les variations des paramètres de design 
incertains, incertitudes, etc.  
- Les facteurs de contrôle : facteurs libres devant être ajustés pour limiter l ’effet des 
facteurs de bruit sur la réponse et amener les performances dans un domaine cible. 
 
Figure I-6 : Principe de la méthode de Taguchi 
 
La qualité du design sera alors assimilée à la minimisation de la perte de qualité sous l ’effet 
des facteurs de bruit. Des plans d’expériences de type tableaux orthogonaux ([57]) sont 
utilisés dans la méthode de Taguchi. Un tableau interne contient les   points du plan 
d’expériences en ne faisant varier que les facteurs de contrôle ; alors qu’un tableau externe 
de   points est dédié à l’étude des effets des facteurs de bruit et est répété pour chacun des 
  points du tableau interne. Une fois toutes les estimations    réalisées, des rapports 
« signaux sur bruit » (SN) [63] sont calculés pour être maximisés. Les recommandations 
initiales de la méthode sont les suivantes, en fonction de l ’objectif à atteindre pour les 
performances (Equations I-1, I-2, I-3, I-4 et I-5 ci-dessous). 
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 Équation I-4 
 
A chaque jeu de facteurs de contrôle est donc associée une valeur scalaire traduisant à la 
fois la proximité à l’objectif et la robustesse du design. Ensuite, il reste au concepteur le 
choix final des facteurs de contrôle remplissant au mieux les spécifications du Projet. Cette 
étape est généralement effectuée via une méthode d ’analyse graphique ; dans ce cas, sont 
alors tracées, pour chaque facteur en fonction de ses niveaux, la réponse moyenne ainsi que 
la déviation à cette moyenne due au bruit. L ’interprétation des résultats se fait par une 
analyse de variance de type ANOVA qui sera plus détaillée dans la section dédiée aux 
analyses de sensibilité. 
Au-delà des apports historiques et méthodologiques incontestables de l ’approche [64] 
(introduction au concept de design robuste, démocratisation des analyses statistiques en 
ingénierie, etc.), de nombreuses critiques et améliorations ont été ajoutées à la méthode  : 
- Le choix initial des tableaux internes et externes est critiqué par le nombre important 
d’estimations requises[65][66]. 
- L’analyse proposée néglige les interactions entre facteurs de contrôle [67]. 
- La recherche finale de la solution retenue reste «  manuelle » et ne fait appel qu’à 
l’interprétation des différents rapports signal sur bruit obtenus. La référence [68] 
formule cette étape comme un problème d’optimisation, ayant pour fonction objectif 
la maximisation de ces rapports SN ; d’autres incluent des considérations d’indice de 
sensibilité ou de contraintes. 
- Enfin, les deux objectifs (respect de la performance et robustesse) sont confondus 
en une seule fonction. La formulation arbitraire initiale amène à se questionner sur la 
stabilité de la solution obtenue en cas de changement de cette formulation. 
 
Cette méthode, initialement développée pour les plans d ’expériences de chimie des 
procédés permet donc de minimiser le nombre de points d’expériences et l’impact des 
facteurs de bruit pour optimiser un paramètre donné (par exemple, trouver le meilleur 
rendement, en modifiant certains paramètres du système). La construction de tels plans 
nécessite néanmoins de connaître des informations sur le comportement des différentes 
variables (interaction ou non entre certaines variables, valeurs à tester pour chaque 
paramètre). De plus, la notion de facteur de bruit est centrale dans cette approche. Notre 
méthode sera basée sur des codes de calculs déterministes, pour lesquels la notion de bruit 
est inexistante. De même, la direction choisie pour notre méthode est de construire un outil 
exploratoire limitant au maximum les aprioris dans le processus de préconception. Ainsi, la 
méthode de Taguchi n’est pas adaptée pour nos travaux , puisqu'elle requiert une 
hiérarchisation a priori des paramètres et un nombre restreint d'entre eux. 
I.2.2.4.2  Méthode RSM 
 
Littéralement la « méthodologie des surfaces de réponse » ou RSM [69] est un cadre 
méthodologique très large utilisé dans différentes étapes du design ; nous nous attacherons 
à décrire les concepts et outils généraux impliqués dans ce type d ’approche. 
Le but de cette méthode est le développement d ’une relation fonctionnelle entre les 
facteurs en entrée et une ou plusieurs réponses d ’intérêt du système en sortie. L’approche 
peut se résumer en quelques étapes : 
- Le choix, la création et la réalisation d ’un plan d’expériences. 





- La construction d’un modèle approché basé (une relation linéaire) sur les estimations 
du plan d’expériences. Le choix du type de modèle et du plan sont intimement liés. 
- L’utilisation des deux éléments précédents pour tester l ’importance des facteurs, 
déterminer la relation approchée entre facteurs et réponses, et enfin déterminer le 
vecteur optimal des facteurs permettant de minimiser (ou maximiser) la réponse du 
système dans le domaine d’étude. 
 
De façon générale, les modèles construits sont de type polynomial de faible degré, d’ordre 1 
(Équation I-5) ou 2 (Équation I-6). 
 
                       
 
   
 Équation I-5 
 
                               
   
       
 
 
   
  
 
   
 Équation I-6 
 
Le terme epsilon   représente l’erreur commise par la représentation utilisant le modèle 
polynomial simplifié par rapport aux résultats réels (dans un contexte approprié, le terme   
inclut également l’incertitude expérimentale). Les termes   coefficients des polynômes, sont 
calculés via une méthode des moindres carrés ; on cherche le jeu de coefficients minimisant 
la somme quadratique des écarts entre le modèle postulé et les résultats exacts.  
 
On comprend alors l’influence mutuelle du choix du plan d ’expériences et celui du modèle ; 
ainsi un plan d’expériences à   niveaux ne sera pas suffisant pour estimer des effets d ’ordre 
    et supérieurs. L’approche traditionnelle RSM consiste à construire et estimer un plan 
d’expériences à deux niveaux, typiquement un plan factoriel    pour accéder à de premières 
informations sur le comportement de la réponse via un modèle linéaire (cf. Figure I-7). 
 
 
Figure I-7 : Illustration de la première étape d’une méthode RSM 2D, (g) plan 
d’expériences factoriel, (d) modèle linéaire résultant 
L’investigation se poursuit séquentiellement en complétant le plan d ’expériences initial par 
un troisième niveau ; classiquement, le plan est transformé en design de type CCD afin 
  





d’estimer les effets d’interactions et permettre la détermination du jeu de facteur optimal 
(cf. Figure I-8). 
 
  
Figure I-8 : Illustration de la seconde étape d’une méthode RSM 2D : (g) plan 
d’expériences CCD, (d) modèle quadratique résultant 
 
Une fois la régression polynomiale construite, la méthode peut être utilisée pour : 
- déterminer les facteurs et interactions influentes, via le signe et la magnitude des 
termes du polynôme, 
- ou réaliser une optimisation de la réponse (grâce à un algorithme dédié) [70][71]. 
 
Etant donné le caractère simplificateur et lissant des polynômes, tout résultat sera entaché 
d’un biais, et la confirmation de la prédiction sera nécessaire dans la majorité des cas.  
Cette approche est adaptable à de très nombreux cas. En effet, le nombre de  dimensions 
d’entrée est peu limité, et l’approche convient à des cas multi-réponses. Il suffit alors 
d’appliquer les techniques de régression pour chacune des sorties d ’intérêt. Un polynôme 
peut être construit pour représenter la performance et un autre pour la robustesse, 
aboutissant alors à des méthodes mixtes RSM-Taguchi [72][73] permettant l’optimisation 
simultanée de ces deux quantités. Le problème devient alors multicritère, ce qui sous -tend 
un formalisme qui sera abordé plus loin dans ce rapport (cf. Section I.2.2.5.1.2). 
 
Cette méthode pose les bases d ’un autre type d’approche que nous allons décrire dans la 
suite, utilisant potentiellement des outils plus modernes et adaptés, notamment des plans 
d’expériences plus généraux et des régressions multidimensionnel les plus fidèles et 
adaptables. 
I.2.2.4.3  Métamodèles 
 
Une des approches largement utilisée dans un processus d’optimisation ou d’aide au design 
consiste à construire des modèles mathématiques – basés sur les estimations du plan 
d’expériences – approchant la fonction réelle inconnue à des buts prédictifs.  
 
Un métamodèle est une fonction mathématique construite sur un ensemble de données 
issues d’un plan d’expériences visant à reproduire au mieux les réponses du système en 
fonction de ses facteurs d’entrée. Parfois dénommé modèle de substitution (« surrogate 
model »), ces métamodèles vont permettre, une fois construits, de remplacer le vrai modèle. 
De façon non exhaustive, on peut citer des applications comme des explorations poussées 





[74] du domaine d’étude, des propagations d’incertitudes [75], des calibrations [76] de 
paramètres, mais également des optimisations [77]. 
 
 
La référence [78] identifie quatre motivations à utiliser les métamodèles  : 
- Compréhension : il s’agit d’identifier des tendances (sens et magnitude des variations 
d’une sortie [79]), de trier par importance les paramètres, ou encore de déterminer 
les effets des interactions entre facteurs [80]. De façon générale, la qualité et 
précision des métamodèles utilisés dans ces cas n ’a pas besoin d’être très poussée. 
- Prédiction : le but est d’être capable de reproduire au mieux les résultats du modèle. A 
l’inverse de l’alinéa précédent, la précision du modèle de substitution doit être 
excellente pour des raisons de répercussion du biais. L ’intérêt majeur réside alors 
dans le temps de calcul très court d’une fonction analytique que sont les 
métamodèles, ce qui permet des applications en temps réel . 
- Optimisation : considérant un objectif à atteindre (minimisation, maximisation, 
rapprochement d’une valeur cible de certaines quantités d ’intérêt), le processus 
d’optimisation cherche l’ensemble des vecteurs des facteurs remplissant au mieux les 
objectifs. La précision des métamodèles utilisés dans ce type d ’approche doit être 
intermédiaire entre la précision toute relative de ceux utilisé pour la 
« compréhension », et celle raffinée pour ceux utilisés en tant que prédicteurs [81]. 
- Validation et qualification : typiquement la validation d’un modèle par rapport à des 
ensembles de données expérimentales. Le métamodèle construit peut ainsi servir à  : 
 vérifier le comportement d’un modèle de référence coûteux, 
 déterminer les valeurs optimales des paramètres du modèle (calibration), 
 décider des prochains points expérimentaux, 
 collecter l’information pour qualifier au mieux le modèle de référence [82]. 
 
L’application des métamodèles pour une étude doit suivre les trois étapes suivantes : choix 
du plan d’expériences, construction du métamodèle et enfin sa validation. Ces trois étapes 
sont décrites dans les sous-sections suivantes. 
 
I.2.2.4.3.1 Choix du plan d’expériences 
 
Le choix revient à définir le type de plan d ’expériences, mais aussi sa taille, dont la 
définition est complexe puisqu’elle dépend d’informations au mieux partiellement connues 
a priori : dimension effective du domaine d’étude, mais aussi complexité du comportement 
du modèle. Les critères sont en général de trois natures : 
- Budget de l’étude : peut-on définir un nombre d’estimations au maximum réalisables, 
ou au contraire cherche-t-on à réduire au mieux ce budget ? Dans ce cas, une 
construction par étape sera souhaitable. 
- Domaine d’étude : quelle est la dimension, sera-t-elle amenée à être réduite ? Peut-on 
inclure des connaissances a priori, doit-on l’explorer globalement ou localement ? 
etc. 
- Quantité à mesurer : va-t-on mener une étude de sensibilité, les variations sont-elles a 
priori monotones, veut-on des informations sur les interactions entre facteurs ? etc. 
 
I.2.2.4.3.2 Construction du métamodèle 
 
La collecte des informations du plan d’expériences permet alors de construire un 
métamodèle. L’ensemble des points servant à la construction du métamodèle est appelé 
base de construction, d’apprentissage, ou ensemble des points maîtres. Dans l’annexe 





VIII.1, nous détaillons quelques métamodèles fréquemment utilisés ainsi que leur processus 
de construction. Le choix d’un type de métamodèle dépend fortement du comportement du 
modèle et est difficile à définir a priori. 
 
I.2.2.4.3.3 Validation du métamodèle 
 
Il s’agit d’estimer la fidélité de ce modèle analytique comparé au véritable modèle sous-
jacent. La mesure de cette caractéristique peut être exprimée et calculée de façon très 
différente, dépendant du type d ’informations recherché. Il peut s ’agir notamment d’outils 
de validation statistique ou locale [83].  
 
Ainsi, différents estimateurs de la fidélité d’un modèle de substitution peuvent être 
calculés ; ces indicateurs sont présentés en détail dans l’annexe VIII.2. Deux grandes 
familles de techniques existent pour le calcul de ces estimateurs de qualité. L’utilisation 
brute de la base d’apprentissage pour valider un métamodèle serait un facteur de biais 
important, et négligerait le phénomène de sur-apprentissage (amélioration de la qualité du 
métamodèle sur sa base d'apprentissage, mais dégradation de ses capacités de prédiction 
hors de celle-ci). 
 
La première technique consiste à utiliser une base de données n’ayant pas servi à la 
construction du métamodèle (base de validation) : si elle implique un surcoût en terme de 
nombre de calculs, elle est indiquée dans la littérature comme étant la seule méthode 
robuste et non biaisée pour l’estimation de la qualité d’un modèle de substitution. La 
problématique consiste à déterminer le nombre et la position des points de cette base de 
validation. 
 
La seconde technique, appelée validation croisée, évite l’écueil du coût de la deuxième base 
de données. A l’inverse, plusieurs métamodèles sont construits dans des sous-ensembles de 
la base d’apprentissage. Les points non utilisés permettent de valider chacun de ces 
métamodèles ; les valeurs finales des estimateurs de qualité sont alors la moyenne de ces 
estimateurs partiels. Le coût de cette méthode réside alors dans la construction multiple de 
métamodèles plutôt que dans l’estimation de nouveaux points de validation. Cette méthode 
est très souvent citée dans la littérature du fait de sa simplicité (quelques paramètres 
seulement [84] [85]), de son caractère universel et peu onéreux, car de façon générale la 
construction de métamodèle est moins coûteuse que des simulations supplémentaires.  
Cependant, plusieurs références pointent ses défauts inhérents [86]. La référence [87] 
affirme que, dans les cas où la base d ’apprentissage a une structure définie rigide (type LHD 
cf. I.2.2.3.2.1), les sous-ensembles crées perdront alors cette structure ce qui mènera à des 
métamodèles moins prédictifs et donc à des estimateurs pessimistes de l ’erreur. A l’inverse, 
les références [88] et [89] indiquent deux situations menant à des estimateurs trop 
optimistes. La référence [90], qui souligne les biais introduits par ces méthodes, préconise 
de n’utiliser la validation croisée qu ’uniquement lors des phases finales de développement 
du métamodèle afin d’éviter tout biais non détecté. 
I.2.2.4.4  Analyses de sensibilité 
 
L’intérêt premier d’un plan d’expériences est son apport en termes de connaissance sur le 
comportement des réponses d’un système à la variation de ses facteurs. Les outils et 
formalismes permettant de quantifier l’influence des dits facteurs sont regroupés sous le 
terme d’analyse de sensibilité [91]. En fonction du degré de connaissances attendu et 
atteignable, on peut regrouper ce type d’analyse en deux catégories [92] : les méthodes de 
criblages, et les mesures d’importances. 






I.2.2.4.4.1 Méthodes de criblages 
 
Appelées « screening methods » dans la littérature, ces méthodes regroupent les techniques 
permettant de classer en deux catégories les facteurs, en tant qu ’influents et non influents 
en fonction de l’amplitude des variations qu’ils induisent. En général, cette information 
n’est pas disponible a priori ; l’inclusion de tous les facteurs dans une étude fine (le 
caractère négligeable ou non dépend de la précision attendue) par la suite serait 
pragmatiquement impossible ou beaucoup trop coûteuse. 
La méthode la plus directe est d’utiliser un plan d’expériences en étoile (OAT cf. I.2.2.3.1) 
ce qui revient à quantifier la variation des réponses en ne changeant qu ’un seul facteur à la 
fois [93]. Le calcul de la pente associée à chaque entrée permet alors une estimation, globale 
de leur effet, et tous les effets d ’interactions entre variables sont alors négligés ce qui peut 
mener à des interprétations biaisées.  
Le calcul de la pente consiste à construire un modèle de régression sur chaque dimension 
du domaine d’étude en faisant l’hypothèse d’un comportement réel linéaire et monotone. 
En ce sens, cette technique est similaire à celle utilisée en phase primaire de la méthode des 
surfaces de réponse (cf. I.2.2.4.2). La relaxation de cette hypothèse mène à l ’utilisation de 
plans d’expériences différents (type tableaux orthogonaux ou CCD) permettant de classifier 
également l’importance de toutes ou certaines interactions. 
D’autres méthodes comme la méthode de Morris [94][95] font appel de manière itérative à 
des plans en étoile en générant à chaque étape ce type de plans de façon aléatoire (c ’est-à-
dire que le point central ainsi que les niveaux des facteurs sont différents à chaque tirage). 
Chaque itération permet d’obtenir les valeurs des effets élémentaires (ordre un) et la 
distribution de ses valeurs en fonction des tirages aléatoires permet d’ordonner les entrées 
en trois catégories : 
- si leur moyenne est faible, elles sont non influentes, 
- si leur variance est faible, elles ont un effet linéaire et sans interaction,  
- si leur variance est importante : l’effet est non linéaire et/ou il existe des interactions 
avec d’autres variables. 
 
I.2.2.4.4.2 Mesures d’importances 
 
Ces méthodes permettent de hiérarchiser les effets des variables et interactions afin d ’établir 
un classement des facteurs des plus influents aux moins influents.  
Basées sur un échantillon plus important que dans un plan en étoile, les méthodes de 
régression linéaire permettent (sous couvert de la vérification de l ’hypothèse de linéarité) 
une classification des facteurs en fonction de la valeur du coefficient linéaire qui leur est 
associé. 
La méthode de Sobol [96] est très utilisée de par la facilité d ’interprétation des coefficients 
globaux de sensibilité dont ils sont issus. L’idée est de décomposer la variance fonctionnelle 
(représentation ANOVA Équation I-7) dans laquelle la variation de la réponse est 
décomposée en somme de fonctions élémentaires. 
 
 
                         
 
   
                                
 






L’étude des espérances conditionnelles qui en découlent permet de définir les indices de 
Sobol    (Équation I-8) qui quantifient le pourcentage de variations de la sortie   due 





uniquement à la variable    . De même, la variation due à une interaction donnée est  
     (Équation I-9) ; tout en se généralisant facilement pour des interactions d ’ordre 
supérieur. 
Comme le nombre total d’indices à calculer augmente très rapidement avec le nombre de 
facteurs (dépend du nombre de combinaisons existantes), l’interprétation des indices se 
limite en général à celle des indices de premier ordre    et des indices totaux     (définis 
comme la somme de tous les indices impliquant la variable    [97], Équation I-10). Ainsi, un 
indice de premier ordre important implique une variable influente, alors que l ’écart     
     est représentatif de l’effet de la variable via ses interactions. 
Le calcul de ces indices implique en pratique un échantillonnage important de toutes les 
variables du modèle (méthodes Monte-Carlo [98] [99], ou quasi Monte Carlo via des 
séquences de Sobol [100]) qui limite de fait leur utilisation à des modèles peu coûteux, à 
moins d’utiliser des modèles de substitution comme dans les références [52] [101]. Il faut 
noter que les indices sont entachés de la même incertitude que celle du métamodèle utilisé 
pour les calculer [102]. 
 
    
            
      
 Équation I-8 
      
               
      
 Équation I-9 
        
                   
    
 Équation I-10 
 
I.2.2.5 Méthodes d’optimisations 
I.2.2.5.1  Principes généraux d’optimisation 
 
I.2.2.5.1.1 Optimisation monocritère 
 
Un problème d’optimisation revient à la recherche d’un ensemble de paramètres     variant 
entre              et              , permettant de minimiser une quantité       appelée performance ou 
fonction objectif. Le problème peut aussi être soumis à un ensemble de contraintes        .  




                                  
             
      
     




Dans notre exemple (cf. I.2.2.3), nous estimons que la minimisation va porter sur la contre-
réaction Doppler d’un cœur RNR-Na. Cette contre-réaction exprime la capacité du cœur à 
réduire naturellement sa puissance lors d’une augmentation de température du combustible, 
au travers de l’absorption résonante dans l’238U, et assure donc a priori son bon 





comportement lors de transitoires de puissance. Si on veut ajouter une contrainte de 
conception, on peut par exemple chercher à limiter la puissance linéique maximale à une 
valeur seuil          
 
Le problème serait alors formulé comme suit (Équation I-12). 
 
 
                                                  
                      




I.2.2.5.1.2 Optimisation multicritère 
 
Dans l’immense majorité des cas, les performances du système à optimiser sont multiples. 
Pour notre cas d’étude, il a été montré (cf. I.1.2) qu’une optimisation complète d’un 
système doit au moins tenir compte de plusieurs objectifs : économie, sûreté, durabilité, 
résistance physique et à la prolifération. De plus, la configuration optimale pour un des 
objectifs ne sera pas nécessairement la configuration optimale pour un second. Ainsi le 
cœur le plus « performant » ne sera pas nécessairement celui ayant le meilleur 
comportement naturel en transitoires. De plus, cette notion de sûreté intrinsèque se réfère 
au comportement du cœur lors de différents scénarios accidentels. Il sera alors nécessaire 
d’avoir plusieurs critères, chacun relatif à un type de scénario. Fondamentalement, il s’agit 
alors d’un problème multicritère.  
 
Afin d’illustrer ce problème multicritère à l’aide de notre exemple, on cherchera à minimiser 
la quantité de plutonium dans le réacteur (ce qui détermine une partie de son coût) en 
même temps que la contre-réaction Doppler (Équation I-13). A priori ces deux objectifs 
seront antagonistes puisque minimiser la contre-réaction Doppler implique d’augmenter la 
quantité de combustible (essentiellement la teneur en 238U) contenue dans le cœur. 
 
                                             
                           
                          
Équation I-13 
 
La définition de l’optimalité doit être changée en considérant ce nouveau formalisme. La 
notion de dominance la remplace. Ainsi, un point A dans l’espace des performances 
domine un point B, quand chacune de ses performances est meilleure ou égale (Équation 
I-14). 
 
                                            
                                            
               
                                                                    
Équation I-14 
 
A l’inverse, deux points ne se dominent pas l’un l’autre quand  le premier point est meilleur 
sur au moins une performance et que le second est meilleur sur au moins une autre 
performance (Équation I-15). 
 
 
                              
                                      
                                      
Équation I-15 
 





L’ensemble des points non dominés dans l’espace des solutions       est appelé front de 
Pareto (du nom de l’économiste ayant inventé ce concept). Son antécédent dans l’espace 
des paramètres de l’optimisation    est l’ensemble de Pareto. La solution du problème 
d’optimisation dans ce formalisme n’est plus unique mais consti tué de l’ensemble de Pareto, 
chacun des points représentant un compromis différent entre les performances.  
 
Un exemple de front de Pareto du problème d’optimisation (Équation I-13) est montré en 
Figure I-9 suivante. 
 
 
Figure I-9 : Front de Pareto, Inventaire Plutonium vs. Constante Doppler 
 
Il existe ensuite plusieurs manières de résoudre un tel problème, qui peuvent être classées 
en deux catégories en fonction de l’intégration des préférences des concepteurs dans le 
processus : 
- les approches a priori, 
- les approches a posteriori. 
 
L’intégration a priori des préférences signifie que celles-ci sont intégrées au problème de 
type multi-objectif avant le processus d’optimisation strict. Cela se fait soit en agrégeant les 
différentes fonctions objectifs en une seule, soit en les hiérarchisant (priorisation d ’un 
objectif sur un autre) [103]. 
Les principaux avantages sont les suivants : 
- Une fois les préférences établies, le problème d ’optimisation redevient un problème 
mono-objectif et est donc relativement simple à résoudre. 
- La transformation en une optimisation mono-objectif permet de définir un cadre 
mathématique strict garantissant d’obtenir la meilleure solution à ce nouveau 
problème. 
 
Les principaux inconvénients sont : 
- La difficulté est déplacée à la définition des préférences (exercice d ’autant plus 
difficile qu’il faut définir les préférences globales a priori sans connaissances 
complètes sur le comportement du système). 
- L’influence des dites préférences est difficilement quantifiable. 
- Comme les préférences sont intégrées a priori et de façon globale, les possibilités 
d’exploration sont limitées. 
 





Les approches a priori donnent une solution unique appartenant au front de Pareto et 
dépendante du jeu de préférence défini. 
 
Les approches a posteriori prennent le contrepied de la démarche précédente et tendent à 
générer un ensemble de solutions sur le front de Pareto, laissant la décision de la solution 
parmi celles-ci au concepteur.  
L’avantage est d’acquérir les informations sur différentes configurations optimales, ce qui 
permet une définition des préférences en ayant un aperçu du comportement du système, et 
ce qui exhibe des capacités exploratoires poussées. 
Le coût en termes de temps de calcul est plus important, et la difficulté pour le concepteur 
se retrouve déplacée dans la prise d’une décision dans un espace multidimensionnel, ce qui 
peut poser des problèmes jusque dans la simple représentation des résultats.  
I.2.2.5.2  Métamodèles en support de l’optimisation  
 
Les domaines des plans d’expériences et de l’optimisation sont liés. On trouve au moins 
deux façons d’interconnecter ces deux disciplines : 
- L’utilisation d’une optimisation pour définir un plan d ’expériences fournissant le plus 
d’informations possibles sur le phénomène étudié (cas déjà abordé dans ce chapitre, 
cf. I.2.2.3.2.1). 
- L’utilisation d’un plan d’expériences pour réaliser efficacement une optimisation. 
 
Dans cette section, la deuxième possibilité est traitée, avec un focus sur l ’utilisation de 
métamodèles dans le processus d’optimisation. La référence [104] indique les multiples 
avantages liés à cette association : 
- Gain en efficacité de l’optimisation. 
- Comme les points du plan d’expériences sont calculés indépendamment, les calculs 
parallèles sont autorisés. 
- Le métamodèle permet un meilleur accès à l ’information sur le comportement du 
modèle et donc une meilleure compréhension de celui-ci pour guider l’optimisation ; 
- Ce type de méthode permet de manipuler à la fois des variables discrètes et 
continues. 
 
La référence [104] indique également trois grandes familles de conception de l ’interface 
entre le modèle d’approximation et l’optimisation : 
- La première méthode consiste à construire un métamodèle global (c ’est-à-dire sur 
l’ensemble du domaine d’étude), puis de s’en servir en substitution du modèle initial 
coûteux [105]).  
- La deuxième méthode est plus itérative. Elle consiste à mettre à jour le plan 
d’expériences (ajout de points ou réduction du domaine d ’étude), en fonction de 
critères dépendant soit de la mesure de la validité de celui -ci ou des résultats 
d’optimisation. Une des approches les plus classique en ce sens consiste, une fois 
une première solution intéressante trouvée, de collecter de nouveaux points de 
données autour de celle-ci, afin d’affiner les résultats dans cette zone, puis de 
relancer itérativement le processus d’optimisation [106] [107]. La méthode ARSM 
(Advanced Response Surface Methodology) est un bon exemple. Sur une base de 
RSM, à chaque itération est trouvée une solution ; le domaine est ensuite réduit, et 
un nouveau plan d’expériences de type Central Composite Design (CCD) sert de 
nouvelle base de construction pour un métamodèle local [108], et ce jusqu’à 
convergence [109]. D’autres méthodes permettent d’inclure séquentiellement la 
connaissance acquise sur le modèle [110], ou encore d’utiliser la base de validation 





du métamodèle comme source d’information pour définir de nouveaux points 
maîtres, augmenter la fidélité du métamodèle [111] et s’assurer de la robustesse des 
solutions. 
- La troisième méthode [112] [113] [114] utilise le métamodèle comme guide pour 
positionner dans le domaine d’étude de nouvelles estimations. L’optimisation se fait 
directement sur celles-ci et les solutions sont donc affranchies du biais du 
métamodèle. 
 
Les métamodèles peuvent également être utilisés dans le contexte d’une optimisation 
multidisciplinaire. Une optimisation est dite multidisciplinaire quand plusieurs disciplines 
ou physiques couplées doivent être prises en compte dans le processus d’optimisation. 
Historiquement, la conception de systèmes a été scindée en plusieurs spécialités afin de 
réduire la complexité individuelle de chacune de ces spécialités (cf. l’approche «  classique » 
pour les cœurs de réacteur I.2.1.1). Idéalement, cependant, un design final optimisé doit 
tenir compte simultanément de l’ensemble des disciplines impliquées.  
Enfin, dans le contexte d’une optimisation dite multidisciplinaire les métamodè les peuvent 
être utilisés de différentes façons : 
- Approximation de la performance globale : le modèle de substitution permet 
d’estimer rapidement la performance du système en fonction des résultats 
d’optimisation de sous-partie du système global. 
- Délimitation du domaine d’étude : des surfaces de réponses simplifiées peuvent être 
construites pour délimiter un espace des solutions raisonnable. Chaque discipline 
peut ainsi intégrer simplement les contraintes venant des autres disciplines.  
- Couplage : les métamodèles peuvent enfin être utilisés pour simplifier les couplages 
entre les différentes disciplines. 
  







L’état de l’art a permis d’identifier trois approches complétant le processus de conception 
itératif classique : 
 
- Les approches locales. Ces approches, si elles permettent de limiter la complexité 
globale du problème traité, ne permettent pas d’assurer un résultat globalement optimal. 
Comme l’un des objectifs de nos travaux est de simuler à la fois le cœur et le circuit 
primaire, ce type d’approche ne convient pas pour nos travaux. 
- Les approches paramétriques. Ces méthodes permettent l’étude détaillée des 
phénomènes physiques impactant la conception d’un cœur de réacteur afin de dégager 
des tendances et proposer des configurations améliorées. Cependant, deux aspects les 
rendent non adaptées à nos objectifs. En effet, à cause de leur complexité inhérente, 
elles ne permettent l’étude que d’un nombre restreint de paramètres, ce qui ne convient 
pas au caractère exploratoire que l’on veut donner à notre méthode. Ensuite, elles ne 
traitent bien souvent que d’une seule physique (majoritairement la neutronique), ce qui 
ne correspond que partiellement à l’objectif de simulation du cœur et du circuit 
primaire. 
- Les approches intégrées. Elles s’articulent autour de chaînes de calculs complètes et 
multi-physiques. Elles correspondent donc à nos objectifs et c’est donc vers ce type de 
démarche que nos travaux se sont orientés. Cependant, les approches existantes sont 
limitées par plusieurs aspects. Elles sont quasiment toutes basées sur des codes de 
calculs où modèles non validés, et la validation des résultats d’optimisation est absente. 
Ces deux aspects font partie intégrante de notre méthodologie. De plus, toutes les 
études de ce type sont limitées à une dizaine de paramètres, et ce pour deux raisons : 
l’absence de techniques dédiées à la gestion d’un grand nombre de dimensions (par 
exemple, des plans d’expériences optimisés) mais aussi la construction en un bloc de 
leur chaîne de calcul. Ce dernier point impose le calcul de la chaîne complète quelle que 
soit la discipline considérée.  
 
Les méthodes de gestion de la problématique du temps de calcul ont été décrites, 
particulièrement les différentes catégories de planification d’expériences  : 
- Les plans d’expériences dits classiques. Ces plans ont servis d’exemple pour souligner 
les caractéristiques et enjeux essentiels d’un plan d’expériences : son coût, sa couverture 
du domaine d’étude, sa résistance à la réduction du nombre de facteurs, etc.  
- Les plans d’expériences de type Hypercube Latin (LHD). Développés dans un contexte 
d’expérimentation numérique, leurs caractéristiques en font des outils plus adaptés à 
notre cas d’étude. Le nombre d’estimations est adaptable, et leur bon comportement en 
cas de dimension non influente permet une meilleure exploration du domaine d’étude. 
Cependant, des méthodes raffinées de construction doivent être employées si l’on veut 
leur assurer une bonne qualité. 
- Les plans d’expériences quasi-Monte Carlo. Leur uniformité intrinsèque ainsi que leur 
facilité de construction, en font une approche attractive. Cependant, leur manque de 
fiabilité en cas de facteurs non influents les réserve aux phases finales du design.  
 
Ensuite, les différentes méthodes d’utilisation des plans d’expériences ont été détaillées : 
- La méthode de Taguchi. La méthode permet une estimation simultanée des 
performances d’un design et des variations / incertitudes de celles -ci. 





- La méthode des surfaces de réponse. La méthode autorise un accès au comportement 
du modèle en fonction des facteurs pour permettre de diriger méthodiquement les choix 
de conception. 
- Les métamodèles. Les métamodèles sont une généralisation de la méthode précédente et 
permettent via une modélisation mathématique de reproduire partiellement et  à moindre 
coût le modèle physique. 
- Les analyses de sensibilité. Elles définissent un cadre méthodologique permettant soit 
de réduire le domaine d’étude, soit de hiérarchiser les facteurs en fonction de leur 
importance. 
 
Finalement, le formalisme mathématique associé aux optimisations multicritères ainsi que 
l’utilisation des métamodèles pour leur support ont été présentés.  
 
Les éléments de cet état de l’art ont mené à la définition de la méthodologie d’optimisation 
des cœurs RNR-Na décrite dans le chapitre suivant. 
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Ce chapitre présente les grands principes de la méthodologie d ’optimisation multi-physique 
et multicritère mise en œuvre, pour le développement d’un outil d’aide à la conception des 
cœurs RNR-Na, et en particulier l’optimisation du comportement du cœur et du circuit 
primaire lors de transitoires de perte de débit non protégés.  
  
Afin de réaliser une étude intégrant au mieux des estimateurs de sûreté, le choix a été fai t de 
mener des études chaînées neutronique et thermo-hydraulique, basés sur les outils de 
référence que sont respectivement ERANOS et CATHARE. Ces codes « Best Estimates » 
(BE) permettent de produire les résultats sur lesquels seront développés les schémas 
optimisés, à même de générer, dans des temps de calcul jugés acceptables et après une 
validation préliminaire, les plans d ’expériences. Ces derniers serviront à construire 
des modèles de substitution, dits « métamodèles », permettant de remplacer les codes de 
calculs coûteux.  
  
La méthodologie globale développée dans le cadre de cette thèse est basée sur des analyses 
globales de sensibilité (identification des variables influentes sur les performances 
neutroniques et thermo-hydraulique du cœur) et sur des optimisations multicritères 
(identification des configurations de cœurs optimales au sens de Pareto).  
  
La méthodologie permet également de mettre en évidence les corrélations entre estimateurs 
de performances. Cette analyse des compromis entre performances, non évidentes et pas 
toujours accessibles par des méthodes traditionnelles, peut guider le choix des 
concepteurs/physiciens vers des configurations jugées optimales, et respectant les 
contraintes de conceptions. 
 

















La méthodologie globale d’optimisation développée lors des travaux de thèse est présentée 
dans cette section. Le détail des modèles neutronique et thermo-hydraulique est fait 
respectivement dans les chapitres III et IV. La méthodologie est résumée dans la Figure 
II-1 ci-dessous, et est décrite étape par étape dans la suite.  Les résultats associés aux 
métamodèles, analyses de sensibilité, optimisations sont détaillés dans les chapitres III, IV 
et V de ce document. 
 
L’objectif de la méthode est de produire un outil d’aide à la décision pour les concepteurs, 
en proposant une démarche applicable à un vaste domaine d’étude et capable de traiter la 
difficulté d’une analyse multi-physique. Afin d’intégrer la sûreté dans la démarche, on a 
choisi de réaliser des études de transitoires accidentels jugés dimensionnants dans le cadre 
du projet ASTRID. Cela a amené à centrer les travaux de thèse autour des deux domaines 
que sont la neutronique et la thermo-hydraulique. 
 
La méthodologie est basée sur des analyses globales de sensibilité (identification des 
variables influentes sur les performances neutroniques et thermo-hydraulique du cœur) et 
sur des optimisations multicritères (identification des configurations de cœurs  les plus 
favorables). Chacune de ces techniques nécessitant un très grand nombre de calculs, une 
application directe au code référence est aujourd’hui impossible. Nous proposons donc une 
méthodologie basée sur des modèles de substitution au temps d’exécut ion très court, dont 
les résultats seront validés par rapport à des schémas de calcul dits «  best estimates ». 
 
 















II.2 Paramétrisation – définition du domaine d’étude 
 
La première étape consiste à définir le domaine d’étude. 
Pour correspondre à l’état du projet ASTRID à l’heure des travaux, plusieurs options 
relatives au cœur et à la chaudière ont été retenues  : 
 
1. La puissance thermique du cœur est de 1500 MW thermiques. (MWth) 
2. De même, les températures d’entrée cœur et sortie cœur ont été conservées 
aux valeurs référence : respectivement 400°C et 550°C. 
3. La géométrie du cœur est gardée de type « hexagonale », et calquée sur le 
cœur CFV dans sa version v1. 
4. L’architecture générale de la chaudière (circuit primaire, échangeurs, 
pompes) est celle du remontage de Décembre 2011 produit par l’ingénierie 
AVERA-NP. 
 
Le détail de la géométrie et de la conception d ’un cœur dans la méthodologie est donné au 
chapitre III. Notre méthode se voulant exploratoire, trente paramètres de conception ont 
été retenus. Ce nombre est volontairement choisi supérieur à celui trouvé dans la littérature 
ouverte (une dizaine au maximum, cf. chapitre I). Ainsi, les conservatismes de la méthode 
classique sont diminués. Aucune hypothèse n’est faite sur l’influence relative des paramètres 
ou sur leurs interactions. La plage de variations associée à chacun des paramètres est prise 
la plus large possible, allant même au-delà de ce qui est considéré actuellement pour le 
projet. Ainsi on s’assure que le domaine de faisabilité est strictement inclus dans le domaine 
d’étude. De plus, les résultats finaux d’optimisation et de sensibilité pourront ainsi souligner 
l’intérêt potentiel de réduire les conservatismes sur les bornes de variations des paramètres 
de conception. 
 
II.3 Définition d’un schéma de calcul neutronique simplifié 
 
Les calculs neutroniques constituent une étape essentielle de la caractérisation d ’un cœur. 
Les calculs référence pour les réacteurs à neutrons rapides à caloporteur sodium sont 
effectués avec le code déterministe ERANOS [43]. 
 
Cependant, les temps de calculs d’ERANOS sont très importants (de l’ordre de 48 heures 
pour un calcul 3D complet sans contre-réactions). De plus, il existe des paramètres de 
conception « non-optimisables » ; par exemple la position des différents types 
d’assemblages ainsi que le plan de chargement du combustible sont aujourd ’hui définis 
manuellement. 
 
L’objectif de nos travaux est de construire une méthode permettant l ’exploration de 
nouveaux concepts, et qui, par définition, nécessitera de nombreux calculs. Les deux points 
précédents sont des points durs.  
 
Un schéma de calcul neutronique optimisé a été développé ; il est présenté en détail dans le 
chapitre III. Ce schéma de calcul est basé sur des hypothèses et dégradations de la 
résolution des équations régissant la neutronique. Afin de s’assurer de la bonne qualité des 
résultats produits par ce schéma simplifié, ce schéma a été validé sur trois benchmarks 
disponibles pendant nos travaux (les cœurs CFV dans leurs versions v0, v1, et v2). La 
validation permet de vérifier que les écarts par rapport aux résultats obtenus par rapport à 
la référence restent acceptables pour les paramètres importants entrant dans le processus 
 










d’optimisation. Dès lors, on peut considérer qu’aucun biais significatif n’est généré par ce 
calcul dans la construction des modèles de substitution neutroniques. 
 
Le temps de calcul pour un cœur avec ce schéma de calcul est d’environ 6 heures, et peut 
intégrer la totalité des paramètres de conception. Ce temps, fortement réduit par rapport à 
un calcul best estimate, permet de construire, à un coût moindre, une base d’apprentissage 
pour la mise en place des métamodèles de neutronique. 
 
II.4 Planification d’expériences 
 
Un plan d’expériences est généré à partir du schéma de calcul de neutronique optimisé. La 
qualité du plan d’expériences dépend du nombre   d’échantillons et de leur répartition dans 
le domaine d’étude. 
  
Le nombre  d’échantillons est choisi en fonction de plusieurs indicateurs :  
- le temps de calcul individuel d’un appel au code (~6heures). 
- le nombre de processeurs disponibles pour effectuer les simulations. 
- la durée totale des calculs. 
- le retour d’expérience sur la quantité de calculs nécessaires pour obtenir des 
informations pertinentes (études réalisées au CEA simultanément à ses travaux de 
thèse). 
Le nombre d’échantillons   a été fixé à 3000.  
 
L’objectif de cet échantillonnage est d ’obtenir un maximum d’informations sur les 
variations des caractéristiques du cœur en fonction des paramètres d ’entrée. Pour couvrir au 
mieux le domaine d’étude, un plan d’expériences LHD minimisant la discrépance     
(Équation II-1) a été construit. La discrépance    est une quantité mesurant l’écart à 
l’uniformité d’un échantillonnage donné. En minimisant cette quantité, on s’assure alors de 
la bonne répartition des points dans le domaine d ’étude [52]. 
 








   
 
 
    
    
         
    
    
 
   
 
     
 Équation II-1 
 
Avec :  
- k l’indice de sommation sur la dimension d du domaine d’étude 
- i et j les indices de sommations sur le nombre de points N 
-   
  est la projection du vecteur de coordonnées    du point i sur l’axe k 
-   
  est la projection du vecteur de coordonnées    du point j sur l’axe k 
 
 
Ces plans d’expériences sont résistants à la réduction du nombre de dimensions du domaine 
d’étude initial [115]. Cette caractéristique est intéressante puisqu ’elle signifie que 
l’échantillonnage gardera de bonnes caractéristiques si certains des paramètres de 
conception n’ont pas d’influence sur les caractéristiques du cœur. Le domaine d’étude a été 
défini très large ; ce cas de figure est donc très probable. Les plans LHD ont été choisi 
plutôt que les plans quasi-Monte Carlo pour cette raison. 
 
Pour réaliser un plan d’expériences optimisé selon le critère    , un algorithme de type 
recuit simulé [116] a été implémenté dans la plateforme URANIE.  
Le principe de cet algorithme métaheuristique est simple : pour minimiser une fonction (ici 
la discrépance  ), on modifie aléatoirement le vecteur d’entrée    (ici la position des points 
dans le domaine d’étude). Si le critère est amélioré, alors la modification est acceptée, sinon 
 










elle n’est acceptée qu’avec une certaine probabilité. Celle-ci est dépendante de la variation 
du critère et d’un paramètre T appelé température. La température décroit à chaque 
itération, selon un schéma de refroidissement déterminé, de façon à ce que les dégradations 
tolérées par l’algorithme soient de plus en plus faibles à chaque itération. L’algorithme est 
présenté dans l’Équation II-2. 
 
1. Initialisation de    et du paramètre T 
2. Tant que la température est positive : 
- Modifier    en      
- Remplacer    par     avec la probabilité P 
 
           
              
   
 
- Modifier le paramètre T  selon le schéma de refroidissement. 
1.    est la solution optimale trouvée par le recuit simulé. 
Équation II-2 
 
Pour adapter ce recuit simulé à l’optimisation de plan d’expériences, on a défini  [52] :  
- Une initialisation du plan d’expériences, qui est un LHD non optimisé généré par 
la plateforme URANIE. 
- Une modification élémentaire du plan d’expériences, qui est l’inversion d’une 
coordonnée de deux points du plan d’expériences.  
- Un schéma tel que la température    à l’itération   soit         
  , avec 
       et        . 
 
Un exemple de 20 points en deux dimensions (     et    ), dans l’hypercube         
est montré dans la Figure II-2 suivante. Le plan d’expériences optimisé est amélioré avec 
une répartition plus uniforme des points dans le domaine d’étude par rapport au plan initial.  
 
  
Figure II-2 – Plan LHD initial (g) et W2 optimisé (d) 
 
La Figure II-3 montre l’évolution du critère de discrépance pour cet exemple. Le 
comportement de l’algorithme est correct puisque des fluctuations importantes sont 
acceptées initialement. A l’inverse, avant la fin de l’algorithme, des fluctuations beaucoup 
plus faibles sont observées jusqu’à la convergence.  
 
 










Cette méthode permet donc de produire des plans d’expériences LHD, couvrant 
efficacement le domaine d’étude tout en étant résistants à la réduction de dimensions. A 
partir des plans générés dans l’hypercube        , il faut les dé-normaliser pour obtenir 
l’échantillonnage du domaine d’étude. 
 
 
Figure II-3 – Évolution du critère W2 (normalisé) lors de l’algorithme de recuit 
simulé (unité arbitraire)  
II.5 Calculs neutroniques 
 
L’échantillonnage optimisé du domaine d’étude est réalisé. A partir du jeu de données 
générique construit pour le schéma de calcul ERANOS, la plateforme URANIE est utilisée 
pour lancer un calcul neutronique pour chacun des points du plan d’expériences. Cet  
ensemble de calcul a été réalisé sur le cluster MEZEL, permettant de disposer de 128 
nœuds simultanément.  
L’ensemble des fichiers résultats est traité via des scripts Python pour constituer une base 
de données appelée dans la suite « base d’apprentissage ». 
 
II.6 Construction des métamodèles neutroniques 
 
La construction de la base d’apprentissage mène à la construction de métamodèles. Afin de 
réaliser une étude exploratoire à grands nombre de dimensions, un nombre important de 
calculs doivent être réalisés. Les analyses de sensibilité et les optimisations multicritères 
présentées par la suite nécessitent chacune environ 109 calculs. Une approche directe, même 
avec le schéma optimisé, n’est alors pas envisageable.  
 
La solution de construire des modèles mathématiques de régression (ou métamodèles) a 
donc été retenue. L’objectif est de trouver une fonction de régression capable de reproduire 
fidèlement les résultats du code de calcul sur l’ensemble du domaine d’étude et donc de se 
substituer à lui, en un temps d’exécution quasi-négligeable (         s). On a défini 7 
performances du cœur, en rapport avec l’économie, la durabilité et la sûreté. Les 
métamodèles vont servir à estimer chacune de ces performances en remplacement du code 
de calcul. La Table II-1 suivante résume les performances du cœur qui ont été retenues  ; 
elles seront détaillées dans le chapitre III. 
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Table II-1 – Performances neutroniques d’un cœur RNR-Na 
Plusieurs familles de modèles de régression/interpolation existent pour faire face à cette 
problématique. Le détail de chacune de ces méthodes amènerait la discussion au -delà du 
cadre de ces travaux de thèse. On résume dans la suite trois grandes familles de modèles 
paramétriques envisagés pour ces travaux (pour plus de détails voir l’annexe VIII.1): 
- Les modèles polynomiaux sont utilisés dans de nombreux travaux, et notamment dans la 
méthodologie FARM [40]. Un de leur principal avantage est leur simplicité 
d’utilisation et d’interprétation. S’ils sont très efficaces pour capturer la tendance 
globale de la sortie modélisée, leur précision locale peut être plus limitée.  
- Les processus gaussiens sont utilisés dans l’ingénierie et notamment dans la 
méthodologie SDDS. Leur principal avantage est leur qualité d’interpolateur exact 
(le métamodèle passe exactement par tous les points de la base d’apprentissage). 
Cependant, la complexité et le coût de construction de ces modèles limite 
aujourd’hui leur utilisation à des études de faible dimensions (pas au -delà de 10).  
- Les réseaux de neurones artificiels sont rapportés [117] comme ayant de très bonnes 
performances dans de nombreux domaines et applications. Il s’agit 
d’approximateurs universels, dont le coût de construction est peu élevé. Pou r ces 
raisons, les réseaux de neurones ont été sélectionnés. 
 
Les réseaux de neurones construits lors des travaux ont une architecture «  à une couche 
cachée » comme montré en Figure II-4. Chacun des neurones de la couche cachée et de 
sortie est une fonction agrégative de type sigmoïde (Équation II-3). Le détail de ce type de 
métamodèle est donné en annexe VIII.1.2. 
 
 











Figure II-4 – Structure des réseaux de neurones 
               
 
   
           
 




Avec :   la fonction d’activation 
   les poids de la fonction,   son biais et   sa pente 
Équation II-3 
 
L’ensemble de facteurs             sont les paramètres de la fonction de régression à ajuster 
pour suivre au mieux les données de la base d’apprentissage. Pour ajuster ces paramètres, 
un algorithme de « rétro-propagation » [118] existant dans la plateforme URANIE est 
utilisé.  
 
Pour chaque sortie d’intérêt, plusieurs réseaux de neurones sont construits, avec des 
nombres    différents de neurones dans la couche cachée. Le réseau ayant le meilleur 
coefficient de prédiction     (cf. II.7) est ensuite sélectionné. Avec une telle architecture, 
pour    neurones cachés, le nombre total de paramètres    à ajuster est donné par 
l’Équation II-4.  
 
   =            Équation II-4 
 
II.7 Validation des métamodèles neutroniques 
 
La qualité des réseaux de neurones construits doit être estimée. Le calcul de cette qualité 
peut être fait en se basant sur la base d’apprentissage (validation croisée [84], ou bootstrap 
[119]) ou en utilisant une deuxième base de données dite de validation. Les travaux de Lin 
[88] ont montré que seule la deuxième option permettait d’obtenir des estimations non 
biaisées de la qualité du métamodèle. Cependant, le principal inconvénient de cette 
méthode réside dans le surcoût associé à la construction de cette deuxième base de 
données. 
 
Il existe différents estimateurs de la qualité d’un métamodèle [120]. Nous avons retenu deux 
estimateurs : 
- L’estimateur    (Équation II-5) exprime le pourcentage de la variance de la sortie 
reproduite par le métamodèle [121]. Cet estimateur permet d’estimer la précision 
globale du métamodèle. La valeur minimale visée pour le coefficient de prédiction 
est de 95%. 
- L’estimateur    (Équation II-6) correspond à la valeur maximale de l ’erreur 
calculée sur la base de validation. Il donne une estimation locale de la qualité du 
métamodèle. La valeur maximale visée pour cet estimateur dépend de la sortie 
 










considérée. L’objectif visé est d’obtenir une valeur du critère     équivalente à 
l’incertitude du modèle. 
  
     
         
  
   
        
 
   
 Équation II-5 
Avec :    la sortie du modèle au point i 
    la prédiction du métamodèle au point i 
  la moyenne sur tous les    
 
 
                   Équation II-6 
 
Le choix de la méthode de construction de la base de validation des métamodèles a été 
motivé par deux critères : 
- Le calcul des estimateurs doit produire le moins de biais possible  ; le gain 
d’information apporté par la base de validation doit être optimisé.  
- La base de validation doit pouvoir servir de support à une amélioration séquentielle 
des métamodèles ; ainsi, on espère pouvoir s’assurer d’atteindre des critères de 
qualités satisfaisants.  
 
La méthode implémentée est complémentaire de celle de planification d’expériences initiale. 
Inspiré des travaux d’Iooss et al. [115], l’objectif est de minimiser la discrépance    du 
plan d’expériences initial. Un algorithme a été implémenté dans ce but (Équation II-7). A 
partir d’une séquence quasi Monte-Carlo à faible discrépance composée de    points, les 
   points de la base de validation sont sélectionnés séquentiellement pour minimiser la 
discrépance du plan initial. 
Le but est de choisir les points de la base de validation les plus éloignés de l’ensemble de la 
base de construction et ainsi de calculer le plus fidèlement les estimateurs de qualité.  
 
1. Pour chaque    parmi les    points : 
a) Calculer                  
      
b) Sélectionner    tel que   soit minimal 
2. Recommencer (1)    fois. 
Équation II-7 
 
Avec les paramètres suivants (     ;                     ), un exemple de 
résultats en deux dimensions est montré en Figure II-5. 
 
 
Figure II-5 – Base d’apprentissage (rouge) et base de validation optimisée (bleu) 
 










II.8 Amélioration itérative des métamodèles neutroniques 
 
Une fois les métamodèles construits et validés, il faut comparer leurs estimateurs de qualité 
avec les critères retenus. Si les métamodèles construits sont d’une qualité inférieure à nos 
critères, il est possible de : changer de type/structure de métamodèle, afin d’obtenir de 
meilleurs modèles de régression ou d’augmenter la taille de la base d’apprentissage pour 
améliorer la prédiction des métamodèles. 
 
La première option qui relève d’une démarche d’optimisation manuelle des métamodèles 
n’est pas immédiate. Choisir le métamodèle pouvant améliorer la prédiction sur une certaine 
réponse n’est pas trivial, et rien n’assure que ce type de métamodèle améliorera la prédiction 
d’une autre réponse. Cette option n’est pas retenue.  
 
La seconde option correspond à notre approche. En effet, les deux bases de données, 
d’apprentissage et de validation, ont été construites de façon à maximiser la prise 
d’information sur le domaine d’étude. La démarche proposée est la suivante :  
1. Si le pouvoir de prédiction du métamodèle est inférieur à 95%, on sélectionne 
les    points de la base de validation, ou l’erreur du métamodèle est maximale.  
2. Ces    points sont transférés dans la base d’apprentissage. 
3. Pour chaque point transféré, on ajoute deux points à la base de validation ; ainsi, 
les deux bases de données restent de taille équivalente. La position de ces deux 
nouveaux points est choisie dans le voisinage des points transférés.  
4. Les deux nouvelles bases de données obtenues servent à la construction d’un 
nouveau métamodèle de type réseau de neurones. 
5. Les étapes 1 à 4 sont répétées tant que le critère de qualité n’est pas atteint.  
 
Cette démarche a été testée sur des cas tests : 
- Un cas test à deux dimensions pour vérifier l’intérêt de la méthode. 
- Un cas test à cinq dimensions pour vérifier le bon comportement de la méthode 
dans des domaines d’étude plus larges. 
- Un cas test présentant de nombreuses variables non influentes pour vérifier la 
robustesse de la méthode. 
 
Il faut noter ici que nous n’avons pas cherché dans cette étude à comparer les résultats 
obtenus après augmentation itérative de la taille des bases de données avec les résultats qui 
seraient obtenus en « one-shot » (c’est-à-dire avec des bases de données initialement plus 
grandes). En effet, le contexte de notre étude est le remplacement par des métamodèles de 
codes de calcul coûteux, ainsi l’objectif est d’optimiser au maximum le gain d’information 
issu des bases de données initiales plutôt que de reconstruire totalement de nouvelles bases. 
 
II.8.1 Cas test à deux dimensions : la fonction Cosine2 
 
On cherche à construire un métamodèle capable de reproduire fidèlement la fonction 
Cosine2 (Équation II-8 et Figure II-6).  
 
                                    
















Figure II-6 – Représentation 3 dimensions de la fonction Cosine2 
 
A partir d’une base d’apprentissage à faible discrépance de 15 points, un premier réseau de 
neurones est construit. Le pouvoir de prédiction    et l’erreur maximale     sont calculés 
sur une base de validation de même taille. Une séquence quasi -Monte Carlo de type 
Hammersley de 2500 points est utilisée pour calculer les "vraies" valeurs (estimateurs non 
biaisés) de ces deux estimateurs. Plusieurs séquences d’améliorations séquentielles sont 
réalisées en augmentant la taille de chaque base de données de 2 points à chaque étape.  
 
Les résultats obtenus sont montrés en Figure II-7. L’augmentation progressive de la taille 
des bases de données mène à une amélioration significative des métamodèles : 
- Les critères calculés (courbes bleues) sont nettement améliorés  ; le    passe de 
60% à plus de 99%, et le critère     passe de 2.25 à 0.5. 
- Les écarts entre critère calculé et la vraie valeur de l’estimateur ont tendance à se 
réduire avec les améliorations successives. 
 
La méthode suggérée permet donc d’améliorer significativement la qualité des métamodèles 
construits tout en réduisant le biais sur la mesure de cette qualité.  
 
  
Figure II-7 – Amélioration itérative de métamodèle sur la fonction Cosine2 (bleu) 
estimateurs calculés (rouge) vraies valeurs 
 
 










II.8.2 Cas test à 5 dimensions : la fonction g-Sobol 
 
La méthode est appliquée à la fonction g-Sobol en 5 dimensions (Équation II-9). Deux 
plans d’expériences de 50 points ont été créés ; puis, leur taille a été augmentée de 5 points 
à chaque étape. 
Les résultats (Figure II-8) confirment que l’algorithme séquentiel est effectif. Après deux 
itérations, le pouvoir de prédiction    est très bien estimé ; avec quelques itérations 
supplémentaires, le pouvoir de prédiction dépasse les 95%. L’erreur maximale produite par 
le métamodèle est aussi fortement réduite, et mieux estimée avec l’augmentation de la taille 
des bases de données. 
 
      
         
   
 
   
 Équation II-9 
 
  
Figure II-8 – Amélioration séquentielle de métamodèle sur la fonction gSobol-5d 
(bleu) estimateurs calculés (rouge) vraies valeurs 
 
II.8.3 Cas test avec des variables non influentes : la fonction Cosine2 
 
La fonction Cosine2 précédente est utilisée dans un espace à 12 dimensions, dans lequel 10 
variables n’agissent pas sur la sortie. Les résultats (Figure II-9) valident la méthode dans 
une telle configuration. Avec          points initiaux, et des rajouts successifs de 
      points, le pouvoir de prédiction augmente de manière continue alors que l’erreur 
locale maximale décroit fortement. La méthode est donc a priori applicable à notre cas 
d’étude.  
Une amélioration envisageable est l’utilisation de méthodes d’analyse de sensibilité en 
support. A chaque itération de la méthode, les métamodèles permettraient d’accéder aux 
variables influentes et donc serviraient à guider le placement de nouveaux points dans le 
domaine d’étude.  
 
 











Figure II-9 – Amélioration itérative de métamodèle sur la fonction Cosine2 avec 10 
variables non influentes (bleu) estimateurs calculés (rouge) vraies valeurs 
II.9 Analyses globales de sensibilités des modèles 
neutroniques 
 
Pour chacune des performances neutroniques, une analyse globale de sensibilité est réalisée. 
Les métamodèles construits et validés aux étapes précédentes permettent de calculer les 
indices de Sobol (cf. chapitre I). Ainsi pour chacun des métamodèles construits, plusieurs 
milliards de calculs peuvent être réalisés. Les résultats de ces calculs permettent d’avoir 
accès aux variances conditionnelles des sorties et d’obtenir les indices de Sobol d’ordre 
premier et total.  
Cette méthode permet de faire le tri entre les variables influentes et non-influentes pour 
chacune des performances. La variable sera considérée influente si l’indice de Sobol d’ordre 
1 excéde 1% de la variance totale.  
La sélection des variables influentes permet de réduire le domaine d’étude. Cette réduction 
du nombre de paramètres sert à une démarche d’aide à la conception. Des exemples de 
configurations issues de ces analyses globales de sensibilité sont produits dans le chapitre 
III du présent manuscrit. Des analyses graphiques permettent ainsi d’obtenir des solutions 
alternatives améliorant certaines performances de la configuration de référence.  
 
 
II.10 Définition d’un schéma de calcul thermo-hydraulique 
 
Des scénarios accidentels sont étudiés, en particulier les transitoires de perte de débit. 
L’objectif est de pouvoir intégrer le circuit primaire du sodium dans notre modèle, et ainsi 
caractériser le comportement naturel du cœur lors de ces transitoires (assurer un 
comportement naturel favorable est un des objectif assigné au cœur ASTRID).  
Le code de calcul de référence est CATHARE. Un calcul référence CATHARE nécessite un 
chaînage avec un code de neutronique pour le transfert des données de puissance des 
assemblages du cœur, et des données de contre-réactions neutroniques. 
 
Les difficultés rencontrées pour réaliser ce chaînage sont de deux types  :  
- Le volume de données à transmettre entre les deux codes est important.  
- De plus, le temps de calcul d’un calcul neutronique est long (plusieurs 
heures) comparé à un calcul CATHARE (moins d'une heure). 
 











Afin de limiter le volume de données, un schéma de calcul simplifié CATHARE a été 
développé. La quantité de données à transmettre a été divisée par 10. La validation 
complète de ce schéma de calcul est présentée au chapitre IV.  
Le problème du temps d’exécution d’un calcul neutronique a été résolu en utilisant des 
métamodèles pour réaliser le chaînage, comme présenté dans la section  suivante.  
 
II.11 Construction des métamodèles pour le chaînage 
neutronique / thermo-hydraulique 
 
La réduction du volume de données à transmettre permet de réaliser le chaînage 
neutronique et thermo-hydraulique à partir de métamodèles. L’objectif est de substituer le 
code de calcul ERANOS par un ensemble de réseaux de neurones. Chacune des données 
nécessaires au chaînage est générée par ces métamodèles plutôt que directement par le code. 
Ceci permet ensuite de lancer de nombreux calculs CATHARE, indépendamment du 
nombre de calculs ERANOS. Les métamodèles développés pour le chaînage ont été 
construits en utilisant les mêmes bases de données que celles utilisées pour construire les 
métamodèles des performances du cœur ; aucun calcul ERANOS supplémentaire n’a donc 
été nécessaire. 
  
II.12 Lancement des calculs thermo-hydrauliques 
 
Le chaînage basé sur les métamodèles permet de construire des bases de données sur le 
même espace d’étude que la neutronique. Les trente paramètres de conception du cœur sont 
échantillonnés de façon à minimiser la discrépance    dans le domaine d’étude. Pour 
chacun des points de ce plan d’expériences, les métamodèles pour le chaînage sont 
instanciés et produisent les données de puissance et de contre-réactions nécessaires au 
calcul CATHARE. Les calculs de transitoires CATHARE (trois ont été étudiés : 
ULOF/MdTG, ULOF/PP et ULOHS ; ils seront définis au chapitre IV) peuvent ensuite 
être lancés. Les résultats sont ensuite traités pour constituer la base d’apprentissage des 
métamodèles de thermo-hydraulique.  
 
II.13 Constructions et validation des métamodèles de 
thermo-hydraulique et analyses de sensibilité 
 
Les bases de données d’apprentissage, construites à partir de 12000 calculs CATHARE, ont 
permis de construire trois métamodèles, chacun étant capable de reproduire la température 
maximale atteinte par le sodium dans chacun des transitoires de perte de débit considérés. 
Ces métamodèles ont été validés sur des bases de validation indépendantes, construites de 
la même façon que précédemment (minimisation de la discrépance).  
 
Les métamodèles construits permettent ensuite de calculer les indices de Sobol associés à 
chaque variable pour chacun des critères considérés. Les variables ayant une influence au 
premier ordre supérieure à 1% de la variance totale sont considérées comme ayant une 














II.14 Optimisation multicritère et multi-physique 
 
Les données issues des analyses de sensibilité permettent de dégager des tendances sur les 
configurations de cœur potentiellement intéressantes. Cependant, ce type de démarche est 
limité ; définir une configuration dans un espace d’étude à trente dimensions est une tâche 
complexe. De plus, rien n’assure que d’autres configurations avec de meilleures 
performances n’existent pas.  
On se propose alors de réaliser une optimisation, au sens stric t, des configurations de 
cœurs. Les métamodèles des performances neutroniques et thermo-hydrauliques construits 
précédemment permettent d’utiliser des algorithmes d’optimisation multicritères dédiés qui 
permettront de générer l’ensemble du front de Pareto.   
Ce front de Pareto, constitué de configurations optimales nous permet alors  : 
- De définir des configurations optimales de cœur répondant à différentes 
contraintes. 
- De quantifier les antagonismes entre performances. On se propose de réaliser 
une analyse statistique simple du Front de Pareto, en calculant les coefficients de 
Spearman de chaque performance. Ces indices permettent de quantifier la 
monotonie de la variation d’une performance    selon les variations d’une autre 
performance    (corrélation linéaire sur les rangs). 
- De valider les métamodèles et les résultats d ’optimisation globalement. Un sous 
échantillon du front de Pareto est sélectionné et ces configurations sont 
recalculées en utilisant la vraie chaîne de calcul plutôt que les métamodèles. On 
s’assure ainsi de la qualité des résultats dans la zone optimale.  
 




Les calculs de neutronique de ces travaux de thèse ont été effectués avec le code 
ERANOS2.1 (European Reactor Analysis Optimized code System [43]). Il a été développé 
au CEA pour la modélisation des réacteurs rapides dans le cadre d’une collaboration 
européenne. Il s’agit d’un code déterministe qui a été benchmarké grâce à l’expérience 
française en matière de réacteur rapides (réacteurs Phénix et Superphénix principalement). 
Un calcul ERANOS se découpe en plusieurs étapes. Les calculs de sections efficaces à 
l’échelle de la cellule sont réalisés avec le module ECCO. Ce module effectue une 
résolution de l’équation du transport avec une méthode des sous-groupes. A cette échelle 
les géométries de l’assemblage peuvent être représentées de manière homogène ou 
hétérogène. Cependant, dans l’immense majorité des cas une géométrie homogène est 
suffisante. Les données nucléaires de bases nécessaires à ce type de calculs proviennent de 
la librairie européenne JEFF3.1.1. L’essentiel des calculs de cœurs, est constitué de la 
résolution de deux équations, l’équation de Boltzmann pour le transport des neutrons, 
couplée avec celle de l’équation de Bateman pour les calculs d’évolution du combustible. 
L’équation de Boltzmann peut être résolue dans les théories du transport ou de la diffusion, 
pour différents type de géométries, 1D, 2D-RZ, 2D-XY, 3D-XYZ ou 3D-hexagonale Z. 
Elle permet principalement d’obtenir le flux de neutrons en chaque point du cœur, ce qui 
permet ensuite de faire des calculs de burn-up via la résolution de l’équation de Bateman. 
Ce code est utilisé pour la caractérisation fine des cœurs, et est aujourd’hui le code de 
référence pour les calculs de neutronique de la phase avant-projet d’ASTRID. Ses 
principaux intérêts sont sa qualification extensive et quantitative, sa flexibilité, et sa rapidité 
d’exécution (comparé aux codes stochastiques). Un calcul "Best Estimate" d’un cœur, 
 










comportant évolution, plan de chargement et contre-réactions dure cependant environ 48 
heures sur un PC actuel. Les spécificités des calculs neutroniques pour les réacteurs rapides 




Le code CATHARE a été utilisé dans les présents travaux pour la modélisation en régime 
nominal et accidentel des cœurs de RNR-Na ainsi que de leur circuit primaire. Il a été 
initialement crée pour la simulation thermo-hydraulique des réacteurs à eau pressurisée 
(REP et REB). Les modules CATHARE sont tous basés sur des modèles à deux fluides à 
six équations : équation de la masse, de l ’énergie et de la vitesse pour chacune des deux 
phases, liquide et gazeuse. Une version de CATHARE a par la suite est adaptée pour 
modéliser les réacteurs refroidis au sodium. L ’ensemble du système peut être représenté : 
cœur, système primaire, secondaire et tertiaire (incluant pompes, turbines, générateurs de 
vapeur).  
 
La modélisation du cœur fait appel à une représentation simplifiée. L’appellation 
multicanaux fait référence à cette modélisation. En effet, les quelques centaines 
d’assemblages constituant un cœur sont regroupées en «  dérivation » qui permettent de 
représenter un ensemble d’assemblage par un assemblage «  moyen ». Le processus de 
regroupement des assemblages (ou mise en dérivation) est un procédé encore fait 
manuellement, principalement guidé par la notion de zones de débit d’un RNR -Na. L’aspect 
cinétique du cœur est modélisé par un modèle cinétique point utilisan t 8 groupes de 
neutrons retardés. Les coefficients de contre-réactions utilisés par ce modèle cinétique 
point seront explicités dans le chapitre III sur la neutronique. 
 
La version de CATHARE2 utilisée pour la modélisation des RNR-Na a été validée par de 
nombreuses expériences [122]. CATHARE est l’outil de calcul scientifique de référence de 




La plateforme ROOT [123] est un projet « orienté objet » pour la manipulation et l’analyse 
de données à grande échelle. Elle est développée par le CERN, notamment pour son 
utilisation sur les données expérimentales produites au LHC. Elle fournit principalement  : 
- Un système efficace de stockage, accès aux données ainsi que leur extraction. 
- Un interpréteur C++. 
- De nombreux algorithmes d’analyse statistique avancée (histogrammes 
multidimensionnels, régression, minimisation, etc.).  
- Des outils de visualisation des résultats, avec des graphiques 2D et 3D.  
- Une interface graphique avancée. 
 
URANIE [124] est la plateforme d’incertitudes développée au CEA, basée sur la plateforme 
ROOT. Elle fournit une bibliothèque de classes et d’algorithmes, intégrées dans ROOT, 
pour la propagation d’incertitudes, la qualification des codes de calculs, l’optimisation sous 
contraintes, l’analyse de sensibilité et bien d’autres. Une vue générale de l’architecture 
d’URANIE est montrée en Figure II-10. 
 
 











Figure II-10 - Architecture d’URANIE 
 
Cette plateforme est composée de plusieurs modules dont les principaux, utilisés dans les 
travaux de thèse sont les suivants. 
 
- DataServer : le module DataServer contient la structure de stockage des données 
sous URANIE. Il est en charge de l’écriture, la manipulation, et la visualisation des 
données. 
- Sampler : ce module permet de générer des jeux de données à partir de variables 
aléatoires. Ces variables aléatoires peuvent être échantillonnées de manière 
indépendante ou corrélée selon de nombreuses lois de distribution (uniforme, 
normale, log-normale, exponentielle etc.). 
- Launcher : le module Launcher permet de faire l’interface entre  URANIE et les 
différents codes de calculs utilisés. Ce module va récupérer des données dans un 
objet DataServer, les envoyer dans un modèle (code) numérique défini, lancer les 
calculs associés et enfin récupérer les résultats pour les stocker dans l’objet  
DataServer initial. Il permet ainsi d’automatiser et distribuer le lancement et 
traitement de plusieurs centaines (milliers) de calculs.  
- Modeler : le module Modeler permet de construire des modèles d’analyses 
statistiques, et notamment des métamodèles. Plusieurs librairies sont disponibles, et 
incluent des modèles de types polynomiaux, de kriegage, des réseaux de neurones.  
- Sensitivity : ce module permet l’analyse de sensibilité de modèles numériques. 
Plusieurs méthodes sont disponibles, notamment des méthodes de screening 
(Moris), de régression, ou de calculs des indices de Sobol.  
- Optimizer : ce module permet l’optimisation (minimisation et maximisation) de 
différents objets, principalement des fonctions prédéfinies mais aussi directement 
des sorties de codes de calculs. La bibliothèque présente dans URANIE permet 
aussi bien les optimisations monocritères que multicritères, et inclut également la 


















Ce chapitre présente la méthodologie mise en œuvre pour le développement, la validation, 
puis le chaînage de métamodèles de neutronique et de thermo-hydraulique. 
La méthode repose sur la capacité à construire des métamodèles capables de reproduire 
fidèlement les différentes sorties des codes. Différentes méthodes ont été développées et 
implémentées pour construire de tels modèles de substitution.  
Les planifications d’expériences, tant de la base d’apprentissage que de validation, ont été 
optimisées pour couvrir au mieux le domaine d’étude. Une méthode d’amélioration 
séquentielle de ces bases de données a été proposée et testée avec succès sur différents cas 
tests.  
 
Les métamodèles de grande précision construits, permettent de baser plusieurs méthodes 
pour réaliser un outil d’aide à la préconception des cœurs, appliqué ici au concept CFV  : 
- Des analyses de sensibilité permettent d’identifier les variables influentes sur les 
performances définies et donc réduisent la taille du domaine d’étude.  
- La construction de métamodèles pour le chaînage permet de réaliser une étude 
multi-physique neutronique et thermo-hydraulique, pour estimer en phase 
exploratoire de préconception le comportement du cœur lors de transitoires 
thermo-hydrauliques dimensionnants. 
- Des optimisations multicritères basées sur les métamodèles des performances 
permettent de dégager le front de Pareto contenant l’ensemble des solutions 
optimales contenues dans le domaine d’étude. Des informations statistiques en 
support à la préconception peuvent en être tirées : performances antagonistes et 
validité des métamodèles dans la zone optimale. 
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Ce chapitre détaille le modèle neutronique développé et utilisé dans nos travaux. A partir d ’une 
image référence du cœur CFV (la version v1), un modèle géométrique de remontage du cœur a 
été construit à partir d’une trentaine de paramètres de conception. Ce modèle géométrique est 
associé à un schéma de calcul optimisé nécessitant 8 fois moins de ressources informatiques 
que le schéma « Best-Estimate ».  
La combinaison de ces deux modèles est ensuite validée sur les trois benchmarks disponibles 
(les versions v0, v1 et v2 du cœur CFV). Les résultats de cette validation sont satisfaisants : les 
écarts sur les caractéristiques globales des cœurs sont inférieurs aux incertitudes du schéma de 
référence. Les valeurs locales sont moins bien représentées mais les écarts restent toutefois 
acceptables.  
Ces développements ont permis par la suite la construction de bases de données. Les 
métamodèles construits grâce à ces bases sont capables de se substituer au schéma de calcul, 
sur un large espace d’étude à 30 dimensions, correspondant aux paramètres de conception.  
Ces métamodèles, au temps d’appel très courts (0.01s) et de grande précision (supérieure à 
95%) ont permis des analyses de sensibilité montrant l ’influence importante sur les 
performances du cœur d’une dizaine de paramètres parmi les 30 initiaux. Ils ont également 
servi à la proposition de deux configurations aux performances très différentes : une première 
présentant des estimateurs de sûreté améliorés par rapport à la référence, et une seconde pour 
laquelle l’utilisation du combustible est optimisée (meilleur gain de régénération et destruction 
des déchets à vie longue).   










Le modèle neutronique est présenté dans ce chapitre. L’implémentation des métamodèles et 
leur utilisation pour le pré-dimensionnement d’un cœur sont également détaillées. Ce modèle a 
pour but d’accéder rapidement aux principales propriétés inhérentes et performances d’un cœur 
de type CFV. Il permet d’explorer une large gamme de configurations géométriques. Il sert 
ensuite de base à la mise au point de métamodèles. L’objectif de ces métamodèles n’est pas de 
remplacer le modèle physique mais de s’y substituer (momentanément) afin de réaliser des 
études autrement impossibles par des moyens déterministes standards.  
 
Ce chapitre débute par un rappel sur des notions de physique des cœurs de réacteurs à neutrons 
rapides (III.2), puis décrit le cœur référence de cette étude (III.3) ainsi que le modèle 
géométrique développé pour le représenter (III.4). Le schéma de calcul neutronique 
implémenté est ensuite détaillé et validé (III.5). Les métamodèles utilisés en substitution de ce 
modèle sont détaillés et validés (III.6), et conduisent à une analyse globale de sensibilité (III.7). 
Enfin, ces métamodèles permettent de proposer deux configurations de cœur dont certaines 
performances sont améliorées par rapport aux références actuelles. 
 





Un cœur de réacteur à neutrons rapides produit de la chaleur via une réaction en chaîne 
neutronique. La génération d’énergie d’origine nucléaire est donnée macroscopiquement par 
l’Équation III-1 suivante.  
 
 
            
                                        (neutron/cm-2/s) 
                                               (cm-1) 
    
                                    (eV) 
Équation III-1 
 
Le principe de réaction en chaîne est le suivant : une fission est induite par l’interaction d’un 
neutron avec un noyau fissile (    
   ) ; cette fission va produire deux noyaux fils (produits de 
fission), dont l’énergie cinétique compose l’essentiel de l’énergie     , ainsi que entre 2 et 3 
neutrons.  
Ces neutrons émis vont interagir avec la matière composant le cœur de plusieurs façons  : 
 
- Fission : le neutron est absorbé par un noyau fissile libérant à nouveau de l’énergie et 
participant à la réaction en chaîne. Le spectre rapide d’un réacteur refroidi au sodium 
autorise d’ailleurs la fission de noyaux lourds (non fissiles en spectre 
thermique)permettant la transmutation de ces actinides. 
- Capture : le neutron est absorbé par un noyau sans provoquer de fission. Cette capture 
peut se faire soit sur un noyau composant les structures et absorbants du cœur (capture 
dite stérile) ou sur un noyau fertile (typiquement    
   ) dont la résultante est alors un 
noyau fissile. La matière fissile est alors « régénérée ». 
- Diffusion : Le neutron interagit avec un noyau, et lui transfère une partie de  son énergie 
cinétique. Le neutron est ralenti par l’interaction. La distribution en énergie des 
neutrons dans le cœur est appelé « spectre neutronique ». 








- Fuite : Le neutron sort du cœur du réacteur et est alors perdu pour la réaction en 
chaîne. 
 
III.2.2 Données nucléaires – Calculs de sections efficaces  
 
La section efficace   est une grandeur physique liée à la probabilité d’interaction d’une 
particule incidente avec une autre particule. Typiquement dans le cadre d’une étude 
neutronique, il s’agit des sections efficaces de fission induite par un neutron incident. La 
définition stricte d’une section efficace pour une énergie donnée de la particule incidente est 
présentée en Équation I-11. 
 
 
                    
                                                   
                                      
                                               
Équation III-2 
Comme suggérée précédemment, cette section efficace est dépendante (entre autres) de 
l’énergie de la particule incidente. La section efficace    du groupe d’énergie   dans la gamme 
d’énergie    est définie selon l’Équation III-3. 
    
       
 
      
   
 
      
 Équation III-3 
 
A partir des données nucléaires dites « de base », compilées dans des bibliothèques [125], des 
calculs d’autoprotection doivent cependant être faits pour recalculer finement les sections 
efficaces dites « effectives » de chaque groupe d’énergie. La section efficace multi-groupe 
devient alors (Équation III-4) : 
 
    
           
 
      
       
 
      
 Équation III-4 
 
La difficulté du problème se situe alors dans l’évaluation du flux neutronique      (défini à la 
suite cf. III.2.3). En effet, le calcul de flux lui-même dépend de ces sections efficaces. 
L’explication des méthodes de calculs et hypothèses adoptées dans ces étapes de calculs 
d’autoprotection amènerait la discussion hors du cadre des présents travaux. Elles ne seront 
pas explicitées ici, la référence [126] fait état des différentes méthodes existantes. 
Il faut noter que le code réseau ECCO [127] intégré à ERANOS utilise la méthode dite des 
sous-groupes. Cette méthode consiste à calculer un flux neutronique sur un sous-maillage 
énergétique pour chaque groupe, la section efficace résultante vient de la pondération des 
sections sur ce sous maillage [128] [129]. 
Ces calculs, dits « cellules » sont effectués pour chaque type de milieu rencontré dans le cœur 
modélisé. Comme, contrairement au réacteur à spectre thermique, les changements isotopiqu es 
sont mineurs (pas d’empoisonnement dus aux produits de fission) dans un combustible rapide, 
ces calculs de cellules ne sont effectués qu’en début de vie du réacteur. De même, comme le 
libre parcours moyen d’un neutron (distance moyenne parcourue par un neutron entre son 
émission et sa première interaction avec un noyau) est grand (~7cm) des modèles géométriques 
homogénéisés (cf. III.4.2) peuvent être utilisés sans perte de précision. 
 
 








III.2.3 Calculs de flux 
 
III.2.3.1 Equation du transport 
 
Le flux neutronique est la variable d’intérêt principal des calculs de neutronique. Il représente 
une densité de neutron n ayant la même vitesse    par unité de volume, multiplié par cette 
vitesse. Sa définition générale est donnée par l’Équation III-5 suivante. 
 
                                  Équation III-5 
 
En général cependant, on ne s’intéresse cependant qu’au seul flux scalaire (Équation III-6), qui 
mesure un nombre de neutrons par     et par seconde (sans tenir compte de la direction des 
neutrons).  
 
                             
 
  
 Équation III-6 
 
Ce flux scalaire est solution de l’équation de Boltzmann qui exprime le bilan entre les gains et 
pertes des neutrons par unité de volume et de temps (Équation III-7). 
 
 






              
  
  
            
                           
 Équation III-7 
 
Sous sa forme générale l’équation de Boltzmann devient l’Équation III-8 dans laquelle : 
- Le premier terme (1) exprime le bilan d’entrée/sortie des neutrons dans le volume 
considéré. 
- Le second terme (2) correspond aux pertes de neutrons par interactions avec le milieu 
(de section efficace         ) soit par changement d’énergie/direction après une 
diffusion ou par absorption. 
- Le troisième terme exprime les nouveaux neutrons à comptabiliser arrivant à l’énergie E 
et dans la direction      par transfert (de section efficace       
                   
- Le quatrième terme représente la création interne au volume de neutron par fission, de 
section efficace         , chacune produisant   neutrons, avec un spectre énergétique 
      
- Enfin le cinquième terme correspond à la production de neutron par source externe 
(émission de neutron par le milieu)  
  











               
  
                         
Équation III-8 
(1) 
                        (2) 
                    
                 (3) 
                                               (4) 
                    (5) 
 
Les codes de calculs neutronique résolvent en général l’équation sous sa forme «  indépendante 
du temps ». Cependant, le caractère multiplicatif de la réaction en chaîne n’assure pas 
l’existence de solution stationnaire pour l’équation du transport. Le problème est alors 
transformé en problème de criticité sous la forme (Équation III-9) :  
 
                                             
                    
                 
  
    
 
                                                            
Équation III-9 
 
Où   est facteur de multiplication du milieu. On dit qu’un système est critique quand      , ce 
qui correspond à une situation pour laquelle les pertes en neutrons sont exactement 
compensées par les créations de neutrons. Une situation pour laquelle les pertes sont plus 
importantes (respectivement moins importantes) est alors dite sous-critique :   
  (respectivement sur-critique :      .  
 
Ce facteur de multiplication permet de définir la réactivité   mesurant l’écart à la criticité 
(Équation III-10), elle est exprimée en pcm (pour cent mille     ). 
 
       
   
 
 Équation III-10 
 
  








III.2.3.2 Equation de la diffusion 
 
Il existe une forme courante simplifiée de l’équation du transport des neutrons, couramment 
dénommée équation de la diffusion, qui s’obtient en intégrant l’équation de Boltzmann sur la 
vitesse. 
 
L’approximation de la diffusion est très souvent utilisée, de par la simplicité de sa résolution. 
Cependant sa validité est limitée au cas pour lesquels les variations temporelles et spatiales du 
flux sont lentes [130]. Concrètement cela est vrai dans les cas où : 
- la géométrie est peu hétérogène ; 
- la section efficace d’absorption est petite comparée à celle de diffusion  ; 
- les résultats ne sont pas regardés proches des limites du système.  
 
III.2.4 Calculs de burn-up 
 
Les calculs d’évolution des matériaux au sein d’un réacteur sous flux neutronique sont 
essentiels pour l’estimation de nombreuses quantités d’intérêt (gain de régénération, constante 
Doppler, etc.). En effet, comme expliqué précédemment, l’équation du transport est résolue en 
régime stationnaire. Les milieux sous flux neutronique voient cependant leur composition 
changer au cours du temps via les réactions nucléaires. Les isotopes des matériaux vont être 
modifiés par capture neutronique, les milieux combustibles eux, vont être modifiés également 
par l’apparition des produits de fissions.  
 
L’équation générale d’évolution isotopique des milieux est l’équation de Bateman (Équation 
III-11), faisant le bilan des créations et disparations de chaque isotope.  
 
 
   
  
         
 
   
          
             
 
   
          
            Équation III-11 
  (1) (2) (3) (4)  
Avec : 
- (1) le taux de disparition de l’isotope i en isotope j par décroissance radioactive de 
constante radioactive     
  . 
- (2) le taux de disparition de l’isotope i sous flux de neutrons      par capture ou 
fission de section totale     
   . 
- (3) le taux d’apparition de l’isotope i par décroissance radioactive des isotopes j.  
- (4) le taux d’apparition de i par réaction nucléaire sur les isotopes j.  
 
Les bibliothèques de données nucléaires contiennent toutes les données nécessaires 
(décroissance, rapports de branchement, filiations) à ces calculs. La procédure standard 
consiste alors en une résolution stationnaire de l’équation du transport. Le flux en chaque point 
est ensuite utilisé pour faire évoluer les milieux d’un pas de temps   , en considérant le flux 
constant sur cette durée d’irradiation. Les nouvelles concentrations amènent à une nouvelle 














III.2.5 Contre-réactions neutroniques 
 
Les variations de réactivité d’un cœur de RNR-Na soumis à des perturbations des 
caractéristiques intrinsèques du système (température, dilatation, vidange, etc.) peuvent être 
regroupées en différents effets. Ces réponses du cœur sont appelées contre -réactions 
neutroniques et servent aux calculs du comportement du cœur en transitoire. Dans cette 
section, nous détaillons la signification physique de ces contre -réactions et leur calcul avec 
ERANOS. 
 
III.2.5.1 Effet Doppler 
 
L’effet Doppler est une contre-réaction neutronique induite par un changement de température 
dans le combustible. Lorsque celle-ci augmente, l’agitation thermique des noyaux le composant 
augmente également. Le mouvement relatif de ces noyaux par rapport aux neutrons dans le 
cœur change donc : les résonances des sections efficaces s’élargissent et le taux d’absorption 
des noyaux s’accroit. La magnitude de cet effet dépend principalement de l’enrichissement du 
combustible. La contribution majeure à l’effet Doppler provient en effet de l’uranium 238 - qui 
compose à environ 80% le combustible oxyde d’un RNR-Na - dont l’augmentation du taux 
d’absorption amène à une contribution négative sur la réactivité. A l’inverse, la contribution des 
noyaux fissiles (    
    ) est positive mais d’importance moindre. 
 
La constante Doppler    est définie par (Équation III-12) : 
       
  
            
 Équation III-12 
 
En calculant la réactivité du cœur à deux températures combustibles (   et      ) 
différentes, on obtient l’Équation III-13. 
 
                  
  
 
     
  
         
     
  
  Équation III-13 
 
Soit l’Équation III-14 : 
 
    
           
   






La modélisation du combustible faisant appel à deux températures différentes, une pour les 
zones fissile               et une pour les zones fertiles             , le calcul de la 
constante Doppler doit être raffiné. Pour une perturbation en température   , les 
contributions        et        des deux types de combustibles doivent être séparées et la 
constante Doppler devient alors  
 
     
      
   
        
     
 
  
      
   
        
     
 
 Équation III-15 
 
 








III.2.5.2 Effets de densité des matériaux 
 
Les coefficients de contre-réactions neutroniques   (autre que l’effet Doppler) sont associés à 
des changements de densité des matériaux, via leur dilatation, sous l’effet d’un écart de 
température    . Ce changement de densité entraîne une variation de la réactivité     (Équation 
III-16).  
 
          Équation III-16 
 
Le calcul de ces coefficients avec ERANOS se fait en trois étapes  : 
- Calcul de la variation de réactivité    induite par une diminution de 1% de la densité du 
matériau considéré. 
- Calcul de la variation de température    (Équation III-17) correspondante à cette 
diminution de densité, via le coefficient de dilatation   du matériau dans les d 
directions.  
      
 
    
 
     
 
 
  Équation III-17 
- Détermination du coefficient    (Équation III-18) autour du point de fonctionnement 
nominal par linéarisation de l’Équation III-16. 
   
  
  
 Équation III-18 
III.2.5.2.1  Dilatation sodium 
 
L’augmentation de la température du caloporteur sodium dans l ’assemblage, entraîne sa 
dilatation et donc la diminution des interactions neutron-sodium. Le coefficient de contre- 




        
        
  
 
    
 
   
         
Équation III-19 
 
L’effet total peut être positif ou négatif selon l’importance relative de ses trois composantes  : 
- Composante d’absorption : par la diminution de concentration des atomes de sodium, 
la section efficace macroscopique d’absorption de cet élément diminue, menant à un 
effet en réactivité positif. 
- Composante spectrale : la diminution de la section macroscopique de diffusion du 
sodium, « durcit » le spectre neutronique : la proportion de neutrons rapides devient 
plus importante. Dans un réacteur rapide, cela entraîne un effet positif sur la réactivité. 
La magnitude de cette composante, dépend alors principalement de la fraction 
volumique de combustible et de sa composition isotopique (enrichissement en 239Pu).  
- Composante de fuite : la diminution des deux sections efficaces (absorption et 
diffusion) précédentes entraîne également une augmentation de la proportion de 
neutrons s’échappant du cœur. Cette composante est donc source d’un effet négatif sur 
la réactivité, dont la magnitude dépend principalement de la géométrie du cœur (rapport 
H/D). 








III.2.5.2.2 Dilatation des structures 
 
La dilatation des structures concerne essentiellement les matériaux dont le coefficient de 
dilatation n’est pas négligeable. Si ce coefficient peut être négligé pour le combustible (du 
moins sa composante radiale), ce n’est pas le cas pour deux types d’acier  : celui composant les 
gaines (AIM1 dans notre cas) et celui composant les tubes hexagonaux (EM10). 
Chacune de ces dilatations est ensuite distinguée en deux composantes  : une axiale et une 
radiale. 
La composante axiale correspond à une diminution de la quantité d’acier dans le cœur. Le taux 
d’absorption des neutrons par cet acier diminue, menant alors à une insertion positive de 
réactivité. Comme la dilatation ne se fait que dans une seule direction, le coefficient de contre -
réaction de la dilation axiale des gaines est (Équation III-20) : 
              
      
 
 
       
       Équation III-20 
 
De même pour le coefficient de contre-réaction de dilatation axiale des tubes 
hexagonaux (Équation III-21) : 
           
      
 
 
       
       Équation III-21 
 
La composante radiale de ces dilatation, entraîne une augmentation du volume des aiguilles (ou 
du tube hexagonal) dans l’assemblage, menant à une «  chasse » du sodium. Cet effet est alors 
proportionnel et de même signe que l’effet de densité du sodium. Les deux coefficients 
(Équation III-22 et Équation III-23) s’expriment alors en fonction des fractions volumiques 
respectives du tube hexagonal (   ) et du sodium (   ). 
 
 
               
       
  
 
    
 
   
          
         






            
       
  
 
    
 
   
          
   
   
  Équation III-23 
  








III.2.5.2.3 Dilatation combustible 
 
L’augmentation de la température du combustible, en plus de l’effet Doppler, entraîne sa 
dilatation. La dilatation radiale du combustible est négligée  : elle n’entraîne aucun changement 
dans la composition du cœur. Seule la dilatation axiale est considérée . Elle impacte la réactivité 
du cœur selon deux mécanismes :  
- Une diminution de la concentration en combustible, avec un effet négatif sur la 
réactivité. 
- Une augmentation de la hauteur du cœur, avec un effet positif sur la réactivité.  
- Augmentation de la masse de sodium dans le cœur étant donnée l’augmentation de la 
hauteur combustible. Cet effet correspond à une augmentation de la densité du 
caloporteur, et est donc de signe opposé à        . 
 
Un calcul ERANOS est réalisé avec une géométrie (hauteur augmentée de 1%) et une 
composition modifiée (diminuée de 1%) de façon à conserver l’inventaire combustible du cœur. 
L’écart de réactivité        entre la configuration nominale et la perturbée permet de calculer 
le coefficient de contre-réaction        (Équation III-24). Nous faisons dans ce cas l’hypothèse 
que le combustible est lié à la gaine (fermeture du jeu pastille-gaine par gonflement de la 
pastille sous irradiation), ce qui explique que le coefficient de dilatation utilisé soit celui de 
l’AIM1, matériau composant les gaines. 
 
       
      
 
 
       
       Équation III-24 
III.2.5.2.4 Effet sommier 
 
Le sommier est la structure (grille) supportant les assemblages, en bas de cœur. L’augmentation 
de la température en entrée de cœur va donc provoquer sa dilatation, entrainant une séparation 
des assemblages. La géométrie du cœur change (son rayon augmente), la fraction de sodium 
augmente, alors que les fractions combustible et structure diminue. L’effet global de la 
dilatation du sommier sur la réactivité           est négatif (Équation III-25).  
 
 
         
         
  
 
    
 
   
       
Équation III-25 
   
III.2.5.2.5 Effet de dilatation différentielle cœur-cuve-barres 
 
L’augmentation de la température du sodium liquide dans la cuve lors d’un transitoire va avoir 
un impact sur les différentes structures contenues dans la cuve principale. Ces structures vont 
se dilater et provoquer (cf. Figure III-1) : 
 
- Une dilatation de la cuve principale vers le bas - quand la température du collecteur 
froid augmente - entraînant une descente des structures de supportage du cœur, 
équivalent – en relatif – à un retrait des barres absorbantes (dont le point d’ancrage est 
en haut de la cuve principale). 








- Une dilatation de ces structures de supportage du cœur, équivalente à une insertion des 
barres absorbantes. 
- Une dilatation des barres et de leurs mécanismes d’insertion, quand la température dans 
le collecteur chaud augmente, entrainant une insertion relative des absorbants.  
- Une dilatation axiale du cœur, équivalente à une insertion des barres.  
 
Le calcul de la magnitude de l’effet de dilatation différentielle cœur-cuve-barres est complexe et 
requiert des informations sur la cinétique des changements de température des différentes 
structures impliquées. Son calcul direct avec ERANOS est alors impossible. ERANOS permet 
cependant de calculer la « courbe en S » des barres absorbantes, c’est-à-dire, le poids en 
réactivité de ces barres en fonctions de leur cote axiale. Pour cela un calcul de criticité est 
effectué pour une dizaine de cotes axiales des barres absorbantes entre leur position haute et 
leur position basse. L’effet lors des transitoires sera ensuite calculé directement par CATHARE 
grâce à un calcul de l’enfoncement relatif des barres en fonction du temps. Il est important de 
noter que le calcul de cet effet est soumis à de grandes incertitudes (à cause de la 
méconnaissance des cinétiques de dilatation notamment).  
 
 
Figure III-1 : Représentation schématisée de la dilatation différentielle 
III.2.5.2.6 Effet plaquettes 
 
La différence de température entre l’entrée et la sortie du cœur provoque une dilatation axiale 
différentielle des assemblages. L’augmentation du         change cette dilatation différentielle 
et peut mener à un contact entre assemblages dans leur partie haute. Des expériences dans les 
réacteurs Phénix et Superphénix ont montré que cet effet était de magnitude très faible. Il sera 
donc négligé dans toute la suite de l’étude, et non calculé avec ERANOS.   








III.3 Objet de l’étude 
 
Cette section rappelle succinctement les principaux objectifs du cœur du démonstrateur 
technologique ASTRID. Le cœur référence dans sa version CFV-v1 est ensuite présenté ; celui-
ci servira de base à la modélisation neutronique développée lors des travaux de thèse.  
 
III.3.1 Objectifs de sûreté du cœur ASTRID 
 
Le design du cœur du réacteur ASTRID est guidé principalement par des considérations de 
sûreté. 
- La prévention des accidents menant à la fusion du cœur par un comportement naturel 
favorable du cœur et des systèmes et par l’ajout de systèmes complémentaires passifs 
dans le cas où le comportement naturel ne peut exclure ce type d’accidents.  
- La mitigation des accidents graves afin de garantir que les accidents de fusion ne 
mènent pas à une excursion de puissance importante. 
 
Les principaux objectifs du design du cœur d’ASTRID sont les suivants  : 
- Un comportement naturel favorable pour les accidents suivants : 
 Manque de tension généralisé sans chute des barres conduisant au 
déclenchement des pompes primaires et secondaires (ULOF / MdTG), afin de 
valider les choix d’options du cœur, de la chaudière et des Dispositif 
Complémentaire de Sûreté de type Prévention (DCS-P). 
 Déclenchement des pompes primaires sans chute des barres alors que le 
secondaire continue à évacuer de la puissance (ULOF / PP) avec un objectif de 
non atteinte de l’ébullition du sodium et des marges suffisantes pour ce 
transitoire pour rendre robuste une démonstration de sûreté visant une 
élimination pratique de cet accident comme initiateur de la fusion généralisée du 
cœur. 
 Remontée complète d’une barre (RIB non protégée). 
- Un effet de vidange global sodium négatif (vidange du cœur fissile et du plenum 
sodium). 
- Des performances du cœur élevées : un haut burn-up (~100GWd/t), un long cycle 
d’irradiation (~480 JEPP) et un gain de régénération proche de zéro, positif ou nul.  
 
III.3.2 Cœur CFV 
 
Le cœur CFV (Cœur à Faible coefficient de Vidange) est le concept de référence pour le projet 
ASTRID. Différentes versions de ce cœur existent à ce jour, versions dénommées CFV -vX. Ce 
concept de cœur innovant est similaire sur plusieurs aspects aux cœurs de RNR-Na ayant déjà 
existé (Phénix et Superphénix) : son combustible est un combustible d’oxyde d’uranium enrichi 
au plutonium, les assemblages fissiles composent deux zones d’enrichissement différentes, et la 
géométrie des assemblages est hexagonale.  
 
Cependant, d’autres caractéristiques le différencient des précédents concepts  : la présence d’un 
plénum sodium en haut d’assemblage et un design hétérogène axial (cf. Figure III-2). L’objectif 
de conception du cœur ASTRID est principalement guidé par la réduction de l’effet de vidange 
sodium. 
 









Figure III-2 – Coupe axiale d’un cœur CFV 
 
Figure III-3 – Coupe radiale d’un cœur CFV-v1 









Une première version du ce cœur CFV appelée CFV-v0 a démontré la préfaisabilité de ce 
concept. Ce type de cœur a des performances et un comportement naturel améliorés en 
comparaison avec les concepts précédents (Superphénix et EFR). 
 
Le cœur CFV-v1 (cf. Figure III-3) est composé de 177 assemblages combustibles internes, 114 
externes, trois couronnes d’assemblages réflecteurs, et quatre couronnes d’assemblages dits de 
protection neutronique latérale (PNL). Dans le cœur interne, 4 assemblages inertes sont 
présents (position pouvant être occupée par un assemblage absorbant) ainsi que 12 barres de 
contrôle et 6 d’arrêt. 
 
Les coefficients de contre-réactions ont été optimisés (en particulier, l’effet de vidange sodium) 
pour permettre un meilleur comportement naturel lors d’un transitoire de type ULOF / PP. 
L’objectif est d’éviter l’ébullition du sodium dans les premiers instants du transitoire et de 
diminuer la température d’étouffement de la réaction en chaîne.  
 
La vidange sodium globalement négative, permet d’assurer un bon comportement en cas 
d’ébullition généralisée dans le cœur ou de dénoyage de celui-ci. 
 
D’autres caractéristiques ont été améliorées. La perte de charge hydraulique dans le cœur été 
réduite pour favoriser la convection naturelle en cas de perte du débit, et la faible perte de 
réactivité est également favorable en cas d’accident de remontée intempestive de barre (RIB).  
 
La réalisation d’analyses globales de sûreté, la réalisation d’études détaillées de situations de 
fonctionnement, de transitoires accidentels et accidents graves  est en cours, selon des 
















La première étape de la construction du modèle consiste en la définition de ces paramètres. Ils 
constituent les variables qui seront modifiées au cours de l’étude afin d’obtenir les meilleures 
performances du cœur. 
Le choix des paramètres à considérer est soumis à deux contraintes  : 
- Les paramètres choisis doivent permettre de reconstruire complétement le cœur étudié 
(étape décrite dans la suite). 
- Les paramètres doivent être mutuellement indépendants, de cette façon l’espace d’étude 
à une topologie cubique, ce qui permettra dans la suite des études de sensibilités.  
Dans notre cas d’étude d’un cœur CFV, les paramètres considérés peuvent être regroupés en 
trois grandes catégories : la géométrie radiale des éléments du cœur, leur géométrie axiale et 
enfin leur composition. 
 
III.4.2 Remontage du cœur CFV 
 
III.4.2.1 Remontage radial 
 
Les paramètres radiaux des assemblages combustibles sont présentés dans la Table III-1. 
 
Paramètres radiaux Unités Abréviations 
Référence 
CFV-v1 
Rayon extérieur pastille combustible cm       0.4225 
Rayon intérieur des pastilles couverture fertile cm             0.11 
Rayon intérieur des pastilles de la plaque fertile cm             0.11 
Rayon intérieur des pastilles de la zone fissile inférieure cm             0.11 
Rayon intérieur des pastilles de la zone fissile supérieure cm             0.11 
Rayon intérieur des pastilles de la zone fissile externe cm             0.11 
Epaisseur du jeu pastille-gaine cm      0.0125 
Epaisseur de la gaine cm        0.05 
Diamètre du fil espaceur cm      0.1 
Pas d’enroulement du fil espaceur cm        18 
Jeu de montage entre les aiguilles cm m 0.01 
Nombre de couronne d’aiguilles dans assemblage -       9 
Epaisseur du tube hexagonal cm     0.45 
Epaisseur de la lame de sodium inter-assemblage cm     0.45 
Nombre de couronnes d’assemblages cœur interne -          9 
Nombre de couronnes d’assemblages cœur externe -          2 
Table III-1 – Paramètres radiaux des assemblages combustibles 
Le rayon externe de la pastille combustible, le jeu pastille-gaine et l’épaisseur de la gaine 
définissent la taille de l’aiguille combustible (cf. Figure III-4). 
 
Chaque aiguille est séparée de ses voisines par un fil espaceur enroulé de façon hélicoïdale 
autour de l’aiguille. Les aiguilles sont ensuite disposées en couronnes selon un réseau  hexagonal 
(cf. Figure III-5). Le pas de ce réseau         (Équation III-26) dépend de la taille des aiguilles, 








du diamètre du fil espaceur, ainsi que du jeu de montage entre les aiguilles (pris constant ici 
à       ). 
 
                                       Équation III-26 
 
 
Figure III-4 – Coupe radiale d’une aiguille combustible 
 
 
Figure III-5 – Réseau hexagonal d’aiguilles exemple à NCaig=3 
 
Le nombre de couronnes d’aiguilles dans l’assemblage va alors dicter le nombre d’aiguilles 
(Équation III-27) dans l’assemblage, ainsi que la taille de l’entreplat interne du tube hexagonal 
(Équation III-28). 
 
                          Équation III-27 
 









Figure III-6 – Représentation d’un réseau d’assemblages 
                                                            
 
 
  Équation III-28 
  
La taille de l’entreplat externe du tube hexagonal est alors  : 
 
                                               Équation III-29 
Et la taille du réseau d’assemblage est donnée par : 
                                          Équation III-30 
 
Le nombre d’assemblages combustibles est défini par le nombre de couronnes d’assemblages 
du cœur interne et externe. Le nombre et la position des assemblages inertes et absorbants 
restent identiques aux valeurs du cœur CFV-v1 (            4 assemblages inertes, 
           6 barres d’arrêt et               12 barres de commande). 
 
Le nombre d’assemblages combustibles du cœur interne (          Équation III-31) et externe 
(         Équation III-32) est donné par les équations ci-après : 
 
                                                      
              Équation III-31 
 













III.4.2.2 Remontage axial  
Les paramètres axiaux sont présentés dans la Table III-2. 
 
Paramètres axiaux Unités Abréviations 
Référence 
CFV-v1 
Hauteur vase expansion inférieur cm      93.3 
Hauteur de la couverture fertile axiale inférieure cm      30 
Hauteur de la plaque fertile interne cm      20 
Hauteur de la zone fissile inférieure cm         25 
Hauteur de la zone fissile supérieure cm         35 
Hauteur de l’écart cœur interne- cœur externe (diabolo) cm          10 
Hauteur vase d’expansion supérieur cm      7.5 
Hauteur du plénum sodium cm         40 
Hauteur protection neutronique supérieure cm      89.9 
Table III-2 – Paramètres axiaux des assemblages combustibles 
La hauteur totale      du cœur est définie à partir de l’Équation III-33 (la hauteur du plénum 
sodium est définie au niveau du cœur interne). 
 
                                
                          
Équation III-33 
 
Les hauteurs fissiles du cœur interne (          Équation III-34) et externe (          Équation 
III-35) sont alors directement données par : 
 
                                      Équation III-34 
                                               Équation III-35 
 
L’étape suivante consiste à calculer les fractions volumiques des différents matériaux pour le 
milieu combustible (couverture et plaque fertiles, zones fissiles inférieure, supérieure et 
extérieure). Ces fractions volumiques serviront à modéliser les assemblages combustibles de 
façon homogène. 
 
La fraction combustible du milieu i (                            ) est donnée par 
l’équation suivante. 
 
     
   
      
        
        
    
 Équation III-36 
 
     est la surface de la section droite de l’assemblage : 
 
     
  
 
                
  Équation III-37 
 
L’Équation III-38 permet de calculer la fraction volumique d’acier AIM1 constituant la gaine 
(1) et le fil espaceur (2). 
 








        
                    
 
            
 
     





      
     
     
      
                





La fraction d’acier EM10 constituant le tube hexagonal est donnée par l’Équation III-39. 
     
  
      
                    
                     
   Équation III-39 
 
Enfin, la fraction volumique de sodium (Équation III-40) prend en compte le sodium à la fois 
dans le réseau d’aiguilles (1) et dans l’espace inter-assemblage (2). 
 
     
  
 
                  
  
                         
 
 
    
 
 
     
                









                   
                     
   (2) 
 
Pour les assemblages non combustibles (réflecteurs acier, protection neutronique latérale et 
barres absorbantes), les fractions volumiques des différents éléments sont gardées identiques à 
leur valeur dans le cœur CFV-v1 (les effets attendus sont de second ordre pour les 
performances du coeur). 
 
  








III.4.2.3 Composition du combustible 
 
La composition du combustible est déterminée à partir des huit paramètres de la Table III-3 
suivante. 
 
Paramètres de composition du combustible Unités Abréviations 
Référence 
CFV-v1 
Rapport d’enrichissement zone fissile inférieure/ zone fissile 
extérieure 
-         1.1748 
Rapport d’enrichissement zone fissile supérieure/ zone 
fissile extérieure 
-         1.1748 
Rapport d’enrichissement couverture fertile inférieure/ zone 
fissile extérieure 
-         0.0 
Rapport d’enrichissement plaque fertile interne/ zone fissile 
extérieur 
-         0.0 
Teneur en actinides mineurs des zones fissiles -          
     0.0 
Teneur en actinides mineurs des zones fertiles -          
     0.0 
Porosité combustible -      0.955 
Durée d’un cycle d’irradiation JEPP        360 
Table III-3 – Paramètres de composition du combustible d’un cœur CFV  
Les rapports d’enrichissements      les teneurs en actinides mineurs, ainsi que la porosité du 
combustible permettent de calculer les fractions volumiques des différents isotopes dans le 
combustible une fois l’enrichissement moyen du cœur déterminé (cf. III.5.2.1). Cette recherche 
d’enrichissement moyen fait également appel à la durée d’un cycle d’irradiation et c’est 
pourquoi cette variable temporelle est regroupée avec les données de composition du 
combustible.  
 
Les fractions volumiques de Plutonium (Équation III-41), d’Uranium (Équation III-42) et 
d’actinides (Équation III-43) sont définies ci-après (avec    les volumes de chaque zone 
combustible) : 
  
            
                      
                       
      Équation III-41 
  
        
          Équation III-42 
  
         
       
           Équation III-43 
 
La composition isotopique des zones combustibles est calculée via les vecteurs isotopiques des 
éléments. En hypothèse de travail, les vecteurs isotopiques en début de vie du cœur ont été pris 
constants (vecteurs de référence du projet ASTRID issus d'études de scénarios de déploiement 
de réacteurs). Les vecteurs isotopiques [33] utilisés pour l’UO2, le PuO2, et l’AMO2 sont 
présentés dans les Table III-4, III- 5, et III- 6. 
 
La teneur   
 
 d’un isotope j dans la zone combustible i est alors (Équation III-44) : 
 
  
    
     
      
      
       
      












Isotope Teneur isotopique (%)   
    
  
    0.20 
  
    99.80 
Table III-4 – Vecteur isotopique de l’UO2 
Isotope Teneur isotopique (%)   
     
   
    2.59 
   
    55.20 
   
    25.85 
   
    7.27 
   
    7.87 
   
    1.22 
Table III-5 – Vecteur isotopique du PuO2 
Isotope Teneur isotopique (%)   
     
   
    16.87 
   
    60.62 
   
     0.24 
   
    15.70 
   
    0.02 
   
    0.06 
   
    5.14 
   
    1.26 
   
    0.09 
Table III-6 – Vecteur isotopique de l’AMO2 
A partir de cette paramétrisation, il est possible de définir un cœur de type CFV à partir de plus 
d’une trentaine de paramètres. L’étape suivante consiste à caractériser le cœur correspondant.   
 
  








III.5 Schéma de calcul 
 
III.5.1 Description des calculs de référence 
 
La conception selon une approche « Best-Estimate » pour la caractérisation d’un cœur est 
réalisée en plusieurs étapes. Les neutroniciens définissent tout d’abord la géométrie  du cœur. 
Cette géométrie est ensuite complétée par le positionnement des différents types d’assemblages 
(assemblages du cœur interne et externe, barres de contrôle et d’arrêt, etc.). Enfin, le plan de 
chargement du cœur est également précisé. Il correspond à la définition des positions 
successives des assemblages pendant leur durée de vie. A chaque cycle d’irradiation, une partie 
des assemblages irradiés est renouvelée et ceux restant dans le cœur sont également déplacés de 
façon à garantir une nappe de puissance relativement plate. De nombreuses tentatives de 
développement de méthodes d’optimisation et d’automatisation ont été menées concernant les 
plans de chargement, notamment [8] [9]. A ce jour, aucune n’a été appliquée à des réacteurs 
rapides, et les plans de chargement des versions référence des cœurs CFV sont aujourd’hui 
basés uniquement sur avis d’expert. 
 
Ensuite, un schéma de calcul « cœur » de référence avec ERANOS est appliqué. Les sections 
efficaces, autoprotégées et condensées en 33 groupes, sont calculées avec le module ECCO à 
1968 groupes d’énergie (maillage énergétique dit «  finemesh ») sur une géométrie hétérogène de 
l’assemblage. Le calcul est réalisé à l’aide de la méthode des probabilités de collision (P ij) pour 
l’estimation du flux, et des sous-groupes pour le calcul de l’autoprotection (cf. III.2.2). 
 
Un solveur raffiné (méthode des ordonnées discrètes, ou Sn) de l’équation du transport permet 
un calcul du flux neutronique en début et en fin de chaque cycle d’irradiation. Les flux 
neutroniques permettent des calculs d’évolution via la résolution de l’équation de Bateman. En 
début et en fin de chaque cycle, une série de calculs de criticité est effectuée pour la 
détermination du poids en réactivité des assemblages absorbants (un calcul de criticité est 
effectué pour différentes cotes des barres absorbantes). Enfin, les calculs des contres réa ctions 
sont réalisés : pour chacune d’entre elles, un calcul de flux supplémentaire est nécessaire pour 
obtenir le comportement du cœur dans son état perturbé. Au total, la durée d’un calcul de 
référence, appelé encore « Best Estimate », est de l’ordre de 48 heures. 
 
Ces calculs « Best-Estimate » ne sont pas compatibles avec la méthodologie proposée au 
chapitre II. En effet, la problématique est alors double : 
- La gestion des temps de calcul ; ceux-ci peuvent devenir rédhibitoires avec une 
méthode « Brute-Force » (optimisation directe sur les calculs référence).  
- L’automatisation des calculs ; un processus d’optimisation peut demander quelques 
milliers de calculs et un lancement manuel est alors impossible.  
 
Ces difficultés inhérentes à un calcul de référence doivent donc faire l’objet d’une optimisation 
des schémas de calcul, afin de limiter les temps de calcul nécessaire à la génération de la base 
d’apprentissage tout en maîtrisant les biais supplémentaires amenés par la simplification du 
schéma, et en garantissant la précision des résultats. La mise en place de ce schéma optimisé 















III.5.2 Description du schéma optimisé 
 
Un schéma de calcul adapté à la démarche a alors été développé. Les différentes étapes de ce 
schéma de calcul sont présentées dans la suite. Pour tous les calculs de sections efficaces, la 
bibliothèque JEFF3.1.1 [131] a été utilisée. 
 
III.5.2.1 Etape 1 : Recherche d’enrichissement 
La composition du combustible est contrainte par la neutronique. En effet, la théorie de la 
neutronique montre que, pour une géométrie donnée, il n’existe qu’une masse de combustible 
menant à une configuration exactement critique. En hypothèse de travail, on recherche un 
cœur critique à la fin de son cycle à l ’équilibre. 
 
La première hypothèse porte sur la gestion du cœur. Le plan de chargement n’est pas spécifié et 
on fait l’hypothèse d’une gestion en « fréquence 1 » du cœur. On fait alors l’approximation de 
l’évolution d’un cœur moyen pour le caractériser pendant son cycle représentatif. Pour un cœur 
géré en fraction     , après une durée d’irradiation de        ;     partie des assemblages 
irradiés est remplacée par des assemblages neufs. Après un certain nombre de rechargements, 
un cycle à l’équilibre sera donc atteint. L’hypothèse de gestion en fréquence 1 permet de 
calculer simplement les caractéristiques du cœur en début (Début de Cycle DdC ) et fin (Fin de 
Cycle FdC ) de ce cycle. 
En considérant que chaque cycle de rechargement sera synonyme d’un même taux de 
combustion b, et que la composition du cœur en DdC et FdC dépend de la fréquence de 
rechargement, on obtient pour le taux de combustion moyen du cœur en début (Équation 
III-45) et fin (Équation III-46) de cycle à l’équilibre : 
 
      
 
 
                   
      
 
 
      
  
 Équation III-45 
      
 
 
                
      
 
 
      
  
 Équation III-46 
 
Si       est le taux de combustion moyen du cœur sur l’ensemble de la durée 
d’irradiation            . 
Ainsi, sous cette approximation, un cœur évoluant depuis un ensemble d’assemblages neufs 
aura le même bilan matière qu’un cœur à l’équilibre en début et  fin de cycle pour des durées 
d’irradiation de     
    et     
    (Équation III-47). 
 
    
    
       
  
           
    
       
  
 Équation III-47 
 
Une fois la durée d’irradiation de la fin de cycle à l’équilibre ainsi déterminée, on cherche 
l’enrichissement moyen      (Équation III-48) menant à un cœur critique (    avec barres 
levées) à cet instant.  
 
     
     
    
                  
                     
 Équation III-48 
 
Pour trouver cet enrichissement moyen, un algorithme de Newton-Rhapson est appliqué. Pour 
deux valeurs initiales     et    de l’enrichissement moyen, les compositions de chaque zone 








combustible sont reconstruites à partir des rapports d’enrichissements et des taux de dilution 
des actinides mineurs précédemment définis (cf. Table III-3). 
Pour chacune des valeurs, un cœur est reconstruit selon la méthode décrite au III.4. Les 
sections efficaces de chaque zone combustible sont calculées sur un maillage énergétique à 33 
groupes. Un calcul de flux en théorie de la diffusion est effectué sur le cœur neuf.  
Ce flux est utilisé pour calculer l’évolution isotopique du cœur sur une durée de      
   . Un calcul 
de criticité permet de calculer la réactivité du cœur à cet instant. Comme on s’intéresse à 
l’évolution globale du cœur, on estime que la théorie de la diffusion permettra d’atteindre une 
précision suffisante sur le flux macroscopique à moindre frais.  
Si les deux réactivités correspondantes    et    sont différentes de zéro, la valeur suivante pour 
le calcul de l’enrichissement moyen est donnée par l’Équation III-49. 
 
        
    
         
            Équation III-49 
 
Des itérations sont ainsi réalisées jusqu’à convergence d’une réactivité proche de zéro en fin de 
cycle à l’équilibre                . La composition définitive du cœur en début de vie est 
alors trouvée. 
 
III.5.2.2 Etape 2 : Calcul du cycle à l’équilibre 
La composition du cœur en début de vie ayant été  déterminée, les calculs fins pour sa 
caractérisation en début et fin de cycle à l’équilibre peuvent être réalisés. Les sections efficaces 
sont recalculées, avec un schéma multi-groupe fin à 1968 groupes pour les zones combustibles. 
Un calcul de flux en théorie du transport, suivi de la résolution de l’équation de Bateman 
permettent de faire évoluer ce cœur neuf pendant une durée correspondant au début de son 
cycle à l’équilibre. Nous faisons donc ici l’hypothèse d’un flux constant entre le début de vie et 
le début de cycle à l’équilibre du cœur. 
 
Le calcul du poids des barres absorbantes est effectué. Le calcul complet de la «  courbe en S » 
(valeur de la réactivité en fonction de l’enfoncement des barres) demande un calcul de criticité 
pour chacune de ces cotes. Un calcul en théorie du transport à chacune de ces cotes demandant 
trop de ressources informatiques, il a été choisi de n’effectuer que deux de ces calculs, un 
lorsque toutes les barres sont levées et l’autre avec les barres de commandes en position basse. 
Les valeurs de réactivité pour toutes les autres cotes intermédiaires sont calculées en théorie de 
la diffusion puis normalisées grâce aux valeurs des deux calculs en théorie du transport. Les 
résultats obtenus sur le CFV-v1 sont montrés en Figure III-7, sur laquelle la courbe bleue est 
celle de référence, et la rouge la recalée. On dénote une légère sous -estimation du recalage sur 
le milieu de la courbe, l’erreur reste cependant négligeable. 
L’obtention de cette courbe en S permet ensuite de trouver la cote des barres absorbantes 
menant à une réactivité nulle (dite cote critique).  
 









Figure III-7 – Courbe d’efficacité des barres absorbantes (bleu) courbe référence CFV -
v1 (rouge) courbe calculée en diffusion recalée 
Un calcul de flux en théorie du transport, avec les barres en position critique permet ensuite de 
caractériser le cœur en début de cycle à l’équilibre. Les différents taux de réaction (puissance, 
dpa, etc.), le gain de régénération, le béta effectif, sont alors déterminés.  
 
Ce flux en début de vie est également utilisé pour calculer l’évolution du cœur jusqu’à sa fin de 
cycle à l’équilibre. On fait alors l’hypothèse – communément admise et validée - d’un flux 
constant pendant le cycle d’irradiation. Un calcul de criticité après cette évolution permet de 
déterminer la perte de réactivité pendant le cycle et via celle-ci de trouver la nouvelle cote 
critique des barres absorbantes (la courbe en S n’est pas recalculée). On obtient alors l’état du 
cœur à la fin de cycle à l’équilibre et un dernier calcul de flux permet d’obtenir les valeurs 
d’intérêt. Pour améliorer le temps de calcul, le choix  a été fait de ne pas calculer l’irradiation 
jusqu’à la fin de vie du cœur. Notre étude portera alors sur le cycle à l’équilibre.  
 
III.5.2.3 Etape 3 : Calcul des contre-réactions 
L’état nominal du cœur est alors connu en début et fin de cycle à l’équilibre. Il reste  à calculer 
les variations de réactivités induites par les perturbations élémentaires décrites au III.2.5. 
Pour chacune des contre-réactions considérée, au nombre de 6 (contre-réaction Doppler, effet 
densité sodium, dilatation axiale des gaines et des tube hexagonaux, dilatation axiale du 
combustible, et dilatation du sommier) une géométrie perturbée est générée.  
 
Les sections efficaces de chaque géométrie sont de nouveaux calculées (avec les mêmes 
hypothèses que précédemment pour éviter tout biais). Les compositions et sections efficaces 
perturbées sont alors appliquées aux géométries nominales en début et fin de cycle. Un calcul 
de flux en théorie de la diffusion permet alors de calculer l’écart en réactivité avec le cœur en 
situation nominale. Les écarts    ainsi obtenus permettent ensuite de calculer les contre-












III.5.3 Validation du schéma optimisé 
 
Le schéma de calcul bâti selon cette approche optimisée a permis de diminuer le temps d’un 
calcul de cœur à environ 6 heures, à comparer à 48 heures pour le calcul «  Best Estimate », soit 
un gain d’un facteur 8 environ. 
Les résultats de ce schéma de calcul doivent cependant être validés. Ils ont été confrontés aux 
trois benchmarks associés aux différentes versions du cœur CFV. La Table III-7 regroupe les 
caractéristiques de ces trois configurations, les données différant de la configuration CFV -v1 
sont indiquées en rouge. 
 
Variables Unités CFV-v0 CFV-v1 CFV-v2 
Rayon extérieur pastille combustible cm 0.4225 0.4225 0.3695 
Rayon intérieur des pastilles couverture fertile cm 0.11 0.11 0.0 
Rayon intérieur des pastilles de la plaque fertile cm 0.11 0.11 0.0 
Rayon intérieur des pastilles de la zone fissile 
inférieure 
cm 0.11 0.11 0.10 
Rayon intérieur des pastilles de la zone fissile 
supérieure 
cm 0.11 0.11 0.10 
Rayon intérieur des pastilles de la zone fissile 
externe 
cm 0.11 0.11 0.10 
Epaisseur du jeu pastille-gaine cm 0.0125 0.0125 0.009 
Epaisseur de la gaine cm 0.05 0.05 0.05 
Diamètre du fil espaceur cm 0.1 0.1 0.1 
Pas d’enroulement du fil espaceur cm 18 18 18 
Nombre de couronne d’aiguilles dans assemblage - 9 9 10 
Epaisseur du tube hexagonal cm 0.45 0.45 0.36 
Epaisseur de la lame de sodium inter-assemblage cm 0.45 0.45 0.30 
Hauteur vase expansion inférieur cm 93.3 93.3 93.3 
Hauteur de la couverture fertile axiale inférieure cm 30 30 30 
Hauteur de la plaque fertile interne cm 20 20 20 
Hauteur de la zone fissile inférieure cm 25 25 25 
Hauteur de la zone fissile supérieure cm 35 35 35 
Hauteur de l’écart cœur interne- cœur externe  cm 20 10 10 
Hauteur vase d’expansion supérieur cm 9.5 7.5 7.5 
Hauteur du plénum sodium cm 50 40 40 
Hauteur protection neutronique supérieure cm 129.1 89.9 89.9 
Ratio d’enrichissement zone fissile inférieure/zone 
fissile externe 
- 1.0 1.175 1.093 
Ratio d’enrichissement zone fissile supérieure/zone 
fissile externe 
- 1.0 1.175 1.093 
Ratio d’enrichissement couverture fertile/zone 
fissile externe 
- 0 0 0 
Ratio d’enrichissement plaque fertile/zone fissile 
externe 
- 0 0 0 
Teneur en Actinides mineurs zones fissiles - 0 0 0 
Teneur en Actinides mineurs zones fertile - 0 0 0 
Porosité combustible - 0.955 0.955 0.955 
Durée cycle d’irradiation JEPP 360 360 400 
Nombre d’assemblages Internes/Externes - 198 / 90 177/114 241 / 114 
Nombre de couronnes d’assemblages 
Internes/Externe 
- 9/2 9/2 10/2 
Nombre d’assemblages absorbants - 24 18 20 
Table III-7 – Caractéristiques des trois configurations benchmarks 
L’impact de la dégradation du schéma de calcul sur la configuration de référence CFV -v1 est 
résumé dans la Table III-8. 
 

















Enrichissements (Int/Ext) (%/%) 23.52 / 20.02 23.82/20.28 0.3 / 0.26 Non applicable 
Inventaire Plutonium kg 4927 4995 68 Non applicable 
     FdC pcm 364 365 1 35 
Gain de régénération - -0.02 -0.022 -0.002 0.05 
Perte de réactivité pcm -1500 -1490 10 >300 
Puissance cœur (Int/Ext) MW/MW 983 / 507 989 / 497 6 / 10 >30/15 
Puissance linéique maximale 
DdC (Int/Ext) 
W/cm 484 / 385 436 / 385 -48 / 0 >24 
Puissance linéique maximale 
FdC (Int/Ext) 
W/cm 460 / 344 424 / 346 -36 / 2 >24 
Dose maximale DPA 113 111 2 17 
Production d’actinides 
mineurs par cycle 
kg 17.3 16.6 0.7 2.6 
Table III-8 – Validation des résultats pour la configuration CFV-v1 
Les valeurs globales du cœur sont bien représentées. Le calcul d’enrichissement simplifié mène 
à un léger sur-enrichissement du cœur, ce qui explique l’erreur sur l’inventaire plutonium en 
début de vie. Le facteur cinétique      , le gain de régénération, les puissances globales des 
cœurs internes et externes, ainsi que le bilan matière en actinides mineurs sont bien reproduits. 
L’erreur commise est inférieure à l’incertitude du schéma de référence et ces résultats sont 
donc validés.  
 
A l’inverse, les valeurs locales présentent des erreurs plus importantes. A l’échelle des 
assemblages, l’erreur maximale produite sur la puissance moyenne est d’environ 0.3MW, soit 
une erreur relative de 6% comme indiqué dans la Figure III-8. A l’échelle de chaque 
assemblage, la puissance linéique maximale dans le cœur interne est sous -estimée au maximum 













Contre-réaction Doppler pcm -1018 -980 -3.75% 15% 
Contre-réaction Sodium pcm/°C 0.093 0.112 19.5% 20% 
Contre-réaction axiale combustible pcm/°C -0.2272 -0.304 -13.5% 25% 
Contre-réaction axiale gaine pcm/°C 0.06084 0.05688 -6.5% 20% 
Contre-réaction axiale TH pcm/°C 0.01935 0.01678 -13% 20% 
Contre-réaction sommier pcm/°C -0.8812 -0.903 -2.4% 20% 
Table III-9 – Validations des contre-réactions en fin de cycle à l’équilibre 









 Figure III-8 – Ecarts absolus (à gauche) et relatifs (à droite) par assemblage 
Les résultats concernant les contre-réactions neutroniques sont également satisfaisants. Les 
erreurs associées sont globalement dans les marges d’incertitudes du schéma référence, et ce 
malgré les calculs en théorie de la diffusion sur lesquels les résultats sont  basés. L’erreur 
relative la plus importante concerne l’effet de densité du caloporteur sodium.  
 
Pour les deux autres benchmarks, CFV-v0 et CFV-v2 les sources d’erreurs proviennent à la fois 
du schéma de calcul simplifié mais également de la reconstruction géométrique basée sur la 
configuration CFV-v1. 
 
Les configurations produites par le schéma simplifié diffèrent de celles de référence pour les 





  Référence  /   Générée 
CFV-v2 
  Référence  /   Générée 
Internes 198 177 241 231 
Externes 90 114 114 126 
Combustibles 288 291 355 355 
Absorbants 24 18 20 18 
Inertes 1 4 4 4 
Table III-10 – Différences entre configurations référence et générées 
 
Pour chacune des configurations v0 et v2, deux calculs ont alors été réalisés. Un premier 
utilisant les approximations de calculs décrite précédemment mais appliquée à la géométrie 
réelle du cœur (vrai positionnement des assemblages). Le second calcul a été réalisé sur la 
géométrie reconstruite de façon approchée.  

























% 22.8 / 22.8 22.3 / 22.3 22.2 / 22.2 
Inventaire Plutonium kg 5157 5144 5255 kg 
     FdC pcm 364 365 365 
Gain de régénération - -0.05 -0.04 -0.046 
Perte de réactivité pcm -1500 -1250 -1575 
Puissance linéique 
maximale DdC 
W/cm 478 / 382 435 / 385 440 / 400 
Puissance linéique 
maximale FdC 
W/cm 463 / 337 443 / 360 447 / 375 
Dose maximale DPA 115 112 113 
Production d’actinides 
mineurs par cycle 
kg/JEPP 0.060 0.049 0.048 










Contre-réaction Sodium pcm/°C 0.090 0.125 0.124 
Contre-réaction axiale 
combustible 
pcm/°C -0.204 -0.260 -0.305 
Contre-réaction axiale 
gaine 
pcm/°C 0.058 0.059 0.057 
Contre-réaction axiale 
TH 
pcm/°C 0.014 0.014 0.013 
Contre-réaction sommier pcm/°C -0.864 -0.880 -0.885 











% 23.5 / 21.5 23.52 / 21.52 23.4 / 21.4 
Inventaire Plutonium kg 5765 5772 5825 
     FdC pcm 365 365 366 
Gain de régénération - -0.02 -0.02 -0.022 
Perte de réactivité pcm -1430 -1400 -1450 
Puissance linéique 
maximale DdC 
W/cm 321 / 260 276 / 230 311 / 296 
Puissance linéique 
maximale FdC 
W/cm 309 / 270 280 / 240  267 / 240 
Dose maximale DPA 110 107 113 
Production d’actinides 
mineurs par cycle 










Constante Doppler pcm -1018 -995 -984 
Contre-réaction Sodium pcm/°C 0.120 0.125 0.114 
Contre-réaction axiale 
combustible 
pcm/°C -0.219 -0.250 -0.300 
Contre-réaction axiale 
gaine 
pcm/°C 0.070 0.67 0.066 
Contre-réaction axiale 
TH 
pcm/°C 0.017 0.012 0.010 
Contre-réaction sommier pcm/°C -0.882 -0.898 -0.895 
Table III-12 – Validation du schéma de calcul pour la configuration CFV-v2 
Les écarts aux calculs de référence sont globalement plus réduits sans approximation 
géométrique. Il y a cependant deux exceptions notables, concernant les puissances linéiques 








maximales dans le cœur et la contre-réaction sodium. La somme des deux types 
d’approximations tend à diminuer l’écart produit, ce qui signifie une compensation des deux 
erreurs. Sur les géométries réelles, on retrouve une erreur d’environ 50W/cm sur les puissances 
linéiques locales, et une surestimation de la contre-réaction de la dilatation du sodium. On peut 
conclure que les limitations principales du schéma de calcul développé concernent ces deux 
grandeurs.  
 
La Table III-13 résume les écarts totaux produits sur les trois benchmarks par les 
approximations géométriques et de calculs. 
 
Erreurs Unités CFV-v0 CFV-v1 CFV-v2 
Enrichissements (Int/Ext) % -0.6 / -0.6 0.3 / 0.26 -0.1 / -0.1 
Inventaire Plutonium kg -98 68 60 
     FdC pcm 1 1 1 
Gain de régénération - 0.004 -0.002 -0.002 
Perte de réactivité pcm 75 10 -20 
Puissance linéique maximale DdC W/cm -38 / 18 -48 / 0 -10 / 36 
Puissance linéique maximale FdC W/cm -16 / 38 -36 / 2 -42 / -30 
Dose maximale DPA -2 2 3 
Constante Doppler pcm 46 38 34 
Contre-réaction Sodium pcm/°C 0.0336 0.01871 -0.006 
Contre-réaction axiale combustible pcm/°C -0.1014 -0.0768 -0.0812 
Contre-réaction axiale gaine pcm/°C -0.001 -0.00396 -0.00355 
Contre-réaction axiale TH pcm/°C -0.00038 -0.00257 -0.00659 
Contre-réaction sommier pcm/°C -0.0212 -0.0218 -0.0132 
Table III-13 – Erreur du schéma de calcul sur les trois benchmarks 
 
L’essentiel des variations de ces grandeurs est bien représenté par le schéma de calcul. L’erreur 
maximale sur les valeurs locales de la puissance linéique ne dépasse pas les 50W/cm ; de plus, 
les variations globales de cette grandeur sont bien représentées.  
 
Compte tenu du gain de temps apporté par le schéma de calcul ainsi que de l’objectif 
d’exploration de la méthode, ces erreurs sont jugées acceptables pour la suite de la méthode et 
la construction de la base d’apprentissage pour les métamodèles. Cependant, les résultats 
concernant les valeurs locales de la puissance linéique devront être considérés avec attention, et 
leurs tendances devront être analysées. 
  








III.6 Construction des métamodèles 
 
III.6.1 Définition des sorties d’intérêts 
 
Le schéma de calcul adapté à la méthodologie a été construit. Malgré une forte réduction de 
son temps d’exécution, il reste cependant trop coûteux pour pouvoir appliquer une méthode 
exploratoire directement sur celui-ci. Afin de réaliser des analyses globales de sensibilité et des 
optimisations multicritères, nous avons choisi de construire des modèles de substitution 
capables de remplacer efficacement le schéma de calcul tout en présentant des temps d’appel 
très courts (de           s). 
 
Le choix des sorties représentées par des métamodèles a été orienté par les objectifs des 
réacteurs de Génération IV, et du projet ASTRID. Les principaux critères retenus sont la 
sûreté, l’économie, et la durabilité. Les critères concernant la non -prolifération tiennent plus de 
la gestion du combustible et de son cycle et sont considérés comme hors du cadre de cette 
étude. Les performances retenues du cœur sont présentées dans la Table III-14. 
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Table III-14 – Définition des performances d’un cœur RNR-Na 
L’inventaire plutonium en début de vie est un paramètre exprimant le coût du combustible du 
cœur. Dans une certaine mesure, il exprime également la faisabilité d’un cœur puisque les 
réserves de plutonium existantes sont limitées. Cette performance doit donc être la plus basse 
possible. 









La perte de réactivité pendant un cycle est une performance exprimant la contrôlabilité du 
cœur. Pendant l’irradiation, la matière fissile est consommée et la réactivité intrinsèque du cœur 
diminue. Cette perte est compensée durant l’opération du réacteur par un retrait progressif des 
barres absorbantes de contrôle. La diminution de cette perte de réactivité limite donc le 
mouvement des barres de contrôle et diminue donc la probabilité et les conséquences d’un 
retrait intempestif de barres. Cette performance est donc ici un estimateur de sûreté.  
 
La production d’actinides mineurs, représente la quantité effective de déchets à haute activité et 
vie longue produite durant un jour d’irradiation. Dans un cœur de réacteur à neutrons rapides, 
la haute énergie des neutrons rend possible la transmutation de ces déchets. Cette quantité est 
donc à minimiser et exprime la durabilité du système (a noter que cette performance dépend 
également d'aspects liés au cycle du combustible et au devenir de ces actinides lors du 
retraitement, ces aspects dépassent le cadre des présents travaux) . 
 
Le gain de régénération mesure la capacité d’un cœur à produire de la matière fissile en même 
temps qu’il en consomme. Il exprime l’excès (ou la perte si négatif) de la matière fissile 
produite par rapport à celle consommée. Le déploiement d’un parc de RNR -Na est dépendant 
de cette caractéristique. Il s’agit d’un estimateur de la durabilité à maximiser et e st définit 
comme (Équation III-50 et Équation III-51) [133]. 
 
                         
 
    
     
    




 Équation III-50 
        
         
 
             
 
             
 
             
  Équation III-51 
 
La puissance linéique maximale ainsi que la dose maximale sur la gaine sont tous deux des 
estimateurs de sûreté de l’élément combustible. 
- Le premier est un estimateur direct de la marge à la fusion du combustible en 
conditions nominales. 
- Le second exprime l’endommagement de la gaine par le flux de neutrons, responsable 
de sa fragilisation. Sa minimisation diminue donc la probabilité d’une rupture de gaine 
pendant l’irradiation. 
 
Enfin, le coefficient de vide constitue un des objectifs principaux des cœurs CFV. La 
diminution de ce coefficient signifie que la dilatation ou la vidange du sodium ne sera pas suivie 
d’une excursion de puissance (diminution de la réactivité). La diminution de cet e stimateur est 
donc considérée comme une amélioration de la sûreté. 
 
III.6.2 Planification d’expériences 
 
Les paramètres permettant de représenter un cœur CFV dans son ensemble ont été présentés 
au III.4. L’association de ces paramètres avec leur plage de variation permet de constituer le 
domaine d’étude, pour la construction des métamodèles. 30 paramètres ont alors été étudiés. 
Les nombres de couronnes d’assemblages interne et externe ainsi que la gestion du combustible 
ont été gardés constants. Cela a permis de limiter à la fois les biais dus à construction 
géométrique simplifiée et les effets de forte discontinuité que ces paramètres pourraient 
impliquer. Par manque de temps, d’autres bases d’apprentissages de métamodèles incluant ces 
paramètres n’ont pu être construites. Cela reste cependant possible puisque le schéma de calcul 
construit précédemment est capable de simuler ces configurations et a été validé sur la 








configuration CFV-v2. Le domaine d’étude est présenté dans la Table III-15 (en rouge les trois 
paramètres non considérés). 
 
Une fois le domaine d’étude défini, deux plans d’expériences ont été construits selon la 
méthode expliquée au chapitre II. La base d’apprentissage de 3000 points a donc été construit 
selon un plan LHD minimisant la discrépance W2, et la base de validation de façon à minimiser la 
discrépance de la somme des deux plans d’expériences. Des études précédentes [134] ont 
montré que quelques centaines de points étaient suffisants pour obtenir des métamodèles 
précis sur un modèle simplifié (en géométrie 2D-RZ). Compte tenu de la complexité accrue de 
notre modèle ainsi que du nombre plus important de variables, 3000 points ont été choisis pour 
chacune des deux bases de données.  
 
Une fois les plans d’expériences déterminés, la plateforme URANIE a été utilisée pour générer 
automatiquement les jeux de données correspondant et lancer les calculs. En prenant un temps 
de calcul d’environ 6 heures par configuration, et compte-tenu que les calculs ont été lancés sur 
un cluster de 128 processeurs, la construction de ces bases de données a duré 
approximativement 12 jours. 
 
III.6.3 Résultats – Validation des métamodèles 
 
Pour représenter les 7 performances, 11 métamodèles ont été construits : deux sont nécessaires 
pour la dose maximale sur la gaine (un pour la dose du cœur interne et un pour la dose du cœur 
externe) et 4 le sont pour la puissance linéique maximale (un métamodèle pour chaque cœur  et 
pour le début et la fin du cycle à l’équilibre). 
 
La méthode d’amélioration itérative des métamodèles présentée au chapitre II a été appliquée 
deux fois à chaque métamodèle, en ajoutant à chaque fois 25 points à chaque base de données. 
Ceci a permis de réduire les erreurs maximales commises et d’atteindre des coefficients de 
prédictivité supérieurs à 95%. L’ensemble des résultats et paramètres de ces 11 métamodèles 
est présenté dans la Table III-16. 
Pour le coefficient de contre-réaction sodium, la méthode a été appliquée 4 fois. Malgré cela, le 
coefficient de prédictivité reste inférieur au critère de 95%, et les itérations n’ont pas montré de 
gain significatif sur le Q2. Cette difficulté est attribuée à l'incertitude venant du calcul en 
théorie de la diffusion de ce coefficient.  
Au total, 1200 calculs supplémentaires ont été réalisés pour ces itérations, soit un surplus de 
deux jours de calculs sur le même cluster. 
 
Un métamodèle supplémentaire représentant l’enrichissement moyen du cœur a également été 
construit. Il servira dans la suite afin de vérifier que les configurations produites n’ont pas un 
combustible dont l’enrichissement dépasse 30% (cf . III.7.2). Ce métamodèle sert donc à 
représenter une contrainte de conception. Son pouvoir de prédiction dépasse 99%, il n’a donc 
pas été raffiné avec la méthode itérative.   














Rayon extérieur pastille combustible Cm 0.25 0.55 0.4225 
Rayon intérieur des pastilles couverture fertile Cm 0.0 0.2 0.11 
Rayon intérieur des pastilles de la plaque fertile Cm 0.0 0.2 0.11 
Rayon intérieur des pastilles de la zone fissile 
inférieure 
Cm 0.0 0.2 0.11 
Rayon intérieur des pastilles de la zone fissile 
supérieure 
Cm 0.0 0.2 0.11 
Rayon intérieur des pastilles de la zone fissile 
externe 
Cm 0.0 0.2 0.11 
Epaisseur du jeu pastille-gaine Cm 0.0075 0.0325 0.0125 
Epaisseur de la gaine Cm 0.04 0.08 0.05 
Diamètre du fil espaceur cm 0.075 0.25 0.1 
Pas d’enroulement du fil espaceur cm 15.0 25 18 
Nombre de couronne d’aiguilles dans assemblage - 6 12 9 
Epaisseur du tube hexagonal cm 0.30 0.6 0.45 
Epaisseur de la lame de sodium inter-assemblage cm 0.30 0.6 0.45 
Jeu de montage entre les aiguilles cm 0.01 0.01 0.01 
Hauteur vase expansion inférieur cm 70 110 93.3 
Hauteur de la couverture fertile axiale inférieure cm 5 35 30 
Hauteur de la plaque fertile interne cm 5 40 20 
Hauteur de la zone fissile inférieure cm 10 40 25 
Hauteur de la zone fissile supérieure cm 10 40 35 
Hauteur de l’écart cœur interne- cœur externe 
(diabolo) 
cm 1 20 10 
Hauteur vase d’expansion supérieur cm 5 15 7.5 
Hauteur du plénum sodium cm 30 60 40 
Hauteur protection neutronique supérieure cm 70 150 89.9 
Ratio d’enrichissement zone fissile inférieure/zone 
fissile externe 
- 0.80 1.33 1.175 
Ratio d’enrichissement zone fissile 
supérieure/zone fissile externe 
- 0.80 1.33 1.175 
Ratio d’enrichissement couverture fertile/zone 
fissile externe 
- 0 0.15 0 
Ratio d’enrichissement plaque fertile/zone fissile 
externe 
- 0 0.15 0 
Teneur en Actinides mineurs zones fissiles - 0 7 0 
Teneur en Actinides mineurs zones fertile - 0 10 0 
Porosité combustible - 0.94 0.97 0.955 
Durée cycle d’irradiation JEPP 300 450 360 
Nombre de couronnes d’assemblages internes - 9 9 9 
Nombre de couronnes d’assemblages externes - 2 2 2 
Gestion     du combustible - 4 4 4 
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Perte de réactivité (DRHO) pcm 5 167 99 400 >300 10 
Gain de régénération (GR) % 9 299 99 0.02 0.05 0 




8 266 99 0.005 0.007 0.002 
Dose maximale sur le cœur interne DPA 5 167 97 6 15 2 
Dose maximale sur le cœur externe DPA 6 200 97 5 15 2 
Puissance linéique maximale cœur 
interne DdC 
W/cm 7 233 97 37 >20 48 
Puissance linéique maximale cœur 
interne FdC 
W/cm 7 233 97 32 >20 48 
Puissance linéique maximale cœur 
externe DdC 
W/cm 7 233 96 29 >20 48 
Puissance linéique maximale cœur 
externe FdC 
W/cm 9 299 99 30 >20 48 
Coefficient de contre-réaction 
sodium (CRNA) 
pcm/°C 6 200 94 18% 20% 19.5% 




Table III-16 – Résultats et validations de métamodèles 
 
Au final, l’erreur maximale calculée sur la base de validation reste inférieure à l’incertitude du 
calcul de référence pour la plupart des métamodèles. Les erreurs pour les puissances linéiques 
locales sont supérieures à cette incertitude, mais restent inférieures au biais produit par le 
schéma de calcul simplifié sur lesquels ils sont basés. Ces métamodèles sont donc a priori 
validés.  
 
Les erreurs produites par les métamodèles de la perte de réactivité sont supérieures à ces deux 
bornes. L’erreur maximale calculée pour la perte de réactivité est de 400pcm. La borne 
inférieure pour l’incertitude du schéma de référence (seule donnée disponible) est de 300pcm. 
Compte-tenu du caractère exploratoire de la méthode, cette erreur est considérée comme 
acceptable dans le cadre de nos études. 
 
  








III.7 Aide à la préconception 
 
III.7.1 Analyse de sensibilité 
 
Les métamodèles construits précédemment vont être utilisés de deux façons  : 
- pour réaliser des analyses globales de sensibilité en support à la conception, et dont les 
résultats seront présentés dans ce chapitre,  
- en support à des optimisations multicritères, dont les résultats seront développés dans 
un chapitre ultérieur. 
 
Pour chacune des performances considérées, les indices de Sobol d’ordre 1 et totaux sont 
calculés. Les sens des tendances sont déterminés via le tracé de courbes en trois dimensions de 
la performance en fonction de deux variables influentes. Lors de l’élaboration  de ces courbes, 
tous les autres paramètres d’entrée du métamodèle restent constants à leur valeur de référence.  
 
III.7.1.1 Inventaire plutonium 
Table III-17 – Paramètres influents sur l’inventaire plutonium 
   
Figure III-9 – Evolution de l’inventaire plutonium en fonction des paramètres les plus 
influents 
Concernant l’inventaire plutonium (cf. Table III-17 et Figure III-9), les effets de taille du cœur 
sont prédominants. Le volume de combustible dans le cœur est le paramètre essentiel 
expliquant la variation de cette performance. Ainsi, le nombre de couronnes d’aiguilles dans 
l’assemblage, le rayon extérieur des pastilles et les hauteurs des différentes zones combustibles 
apparaissent comme influentes au premier ordre sur l’inventaire plutonium. Les différents 
rapports d’enrichissement au contraire n’ont pas d’influence significative  ; ceci signifie que la 
quantité de matière fissile nécessaire pour la criticité reste constante quelle que soit sa 
Variables 
Indices de Sobol de 
premier ordre 
Indices de Sobol 
d’ordre total 
Sens de variation du paramètre 
pour amélioration de la 
performance 
Nombre de couronnes 
d’aiguilles 
66 % 72 % Diminuer 
Rayon externe pastilles 
combustibles 
21 % 25 % Diminuer 
Hauteur de la zone fissile 
inférieure 
1,6 % 2.0 % Diminuer 
Hauteur de la zone fissile 
supérieure 
1,5 % 2.0 % Diminuer 
Hauteur de la plaque fertile 
interne 
1,3 % 1.5 % Diminuer 
Epaisseur du fil espaceur 1,3 % 1.3 % Diminuer 








répartition dans le cœur [130]. Le diamètre du fil espaceur apparaît également comme ayant une 
légère influence sur l’inventaire plutonium, la variation de ce diamètre influe directement la 
quantité d’absorbant dans le cœur (acier constituant le fil) mais également sur la quantité de 
sodium dans les assemblages via son effet sur le pas du réseau d’aiguilles.  
 
III.7.1.2 Production d’actinides mineurs 
Table III-18 - Paramètres influents sur la production d’actinides mineurs  
 
  
Figure III-10 – Evolution de la production d’actinides mineurs en fonction des 
paramètres les plus influents 
La production d’actinides mineurs par jour d’irradiation est principalement impactée (cf. Table 
III-18 et Figure III-10) par la dilution initiale de ces actinides dans le combustible. La 
possibilité de concevoir un cœur capable de bruler efficacement ces déchets est donc une 
conséquence du choix ou non de diluer ces actinides dans le combustible. L’impact de ce choix 
sur le comportement du cœur lors de transitoires accidentels de perte de débit sera détaillé dans 
la suite de l’étude. Cependant, ce choix impacte également la totalité du cycle du combustible, 
les considérations de sa faisabilité et de son coût sont en dehors du cadre de cette étude.  
 
La géométrie du cœur, et principalement sa géométrie radiale viennent influencer cette 
performance. Il faut favoriser un cœur de rayon important pour diminuer la production 
effective de déchets. En effet, plus le cœur sera grand, moins la proportion de neutrons 
s’échappant de celui-ci sera importante ; la probabilité de transmutations des actinides produits 
est alors augmentée. Cette performance est antagoniste avec l’inventaire plutonium, via cet 
effet de taille. Tout changement sur les deux variables du rayon externe des pastilles et du 
nombre de couronnes d’aiguilles améliorera l’une des performances et dégradera l’autre.  
Variables 
Indices de Sobol de 
premier ordre 
Indices de Sobol 
d’ordre total 
Sens de variation du paramètre 
pour amélioration de la 
performance 
Taux de dilution d’actinides 
mineurs dans les zones fissiles 
54 % 60 % Augmenter 
Taux de dilution d’actinides 
mineurs dans les zones fertiles 
16 % 18 % Augmenter 
Rayon externe pastilles 
combustibles 
13 % 17 % Augmenter 
Nombre de couronnes 
d’aiguilles 
4.2 % 7.0 % Augmenter 









III.7.1.3 Perte de réactivité par cycle 
L’analyse de Sobol (Table III-19 et Figure III-11) mène aux mêmes conclusions pour la perte 
de réactivité que pour la production d’actinides mineurs. L’effet de l’augmentation la taille du 
cœur sur la diminution des fuites de neutrons favorise la diminution de la perte de réactivité 
durant le cycle (via la régénération de la matière fissile).  
La durée du cycle d’irradiation a une influence non négligeable sur la perte de réactivité  ; son 
raccourcissement tend donc à minimiser cette perte. 
 
Table III-19 - Paramètres influents sur la perte de réactivité 
 
  
Figure III-11 – Evolution de la perte de réactivité par cycle en fonction des paramètres 
les plus influents 
 
III.7.1.4 Puissance linéique maximale 
La puissance linéique maximale sur une aiguille est impacté par le nombre d’aiguilles dans le 
cœur et donc par le nombre de couronnes d’aiguilles dans un assemblage (Table III-20 et 
Figure III-12). Ce paramètre a l’influence la plus importante sur cette performance. Les 
paramètres géométriques axiaux viennent également impacter cette performance . En effet, 
l’augmentation des hauteurs combustibles dans le cœur va diminuer la puissance volumique et 




Indices de Sobol de 
premier ordre 
Indices de Sobol 
d’ordre total 
Sens de variation du 
paramètre pour amélioration 
de la performance 
Rayon externes pastilles 
combustibles 
44 % 55 % Augmenter 
Nombre de couronnes 
d’aiguilles 
33 % 44 % Augmenter 
Hauteur de la zone fissile 
inférieure 
3,0 % 3.0 % Augmenter 
Hauteur de la zone fissile 
supérieure 
2,5 % 2.5 % Augmenter 
Durée cycle d’irradiation 1,4 % 2.0 % Diminuer 









Indices de Sobol de 
premier ordre 
Indices de Sobol 
d’ordre total 
Sens de variation du 
paramètre pour 
amélioration de la 
performance 
Nombre de couronnes 
d’aiguilles 
81 % 85 % Augmenter 
Hauteur zone fissile 
inférieure 
4.9 % 7.3 % Augmenter 
Hauteur zone fissile 
supérieure 
3,8 % 5.5 % Augmenter 
Hauteur couverture fertile 
inférieure 
1,4 % 1.9 % Augmenter 
Table III-20 - Paramètres influents sur la puissance linéique maximale 
  
Figure III-12 – Evolution de la puissance linéique maximale en fonction des paramètres 
les plus influents 
III.7.1.5 Endommagement de la gaine 
La puissance volumique du cœur est le paramètre majeur influant sur l’endommagement 
maximum de la gaine (Table III-21 et Figure III-13). Lorsque le nombre de couronnes 
d’aiguilles augmente ainsi que leur rayon, la puissance volumique va diminuer avec le niveau de 
flux de neutrons. La dose sur la gaine va alors diminuer. La hauteur de la couverture fertile 
inférieure a aussi un rôle, probablement par son effet sur la distribution du flux dans le cœur.  
Enfin, la durée du cycle d’irradiation impacte linéairement la dose maximale reçue par la gaine 























Indices de Sobol de 
premier ordre 
Indices de Sobol 
d’ordre total 
Sens de variation du 
paramètre pour 
amélioration de la 
performance 
Nombre de couronnes 
d’aiguilles 
56 % 59 % Augmenter 
Rayon externe pastilles 
combustibles 
28 % 31 % Augmenter 
Durée cycle d’irradiation 4,0 % 4.0 % Diminuer 
Hauteur de la couverture 
fertile inférieure 
2,8 % 4.0 % Augmenter 




Figure III-13 – Evolution de l’endommagement maximum de la gaine  en fonction des 
paramètres les plus influents 
III.7.1.6 Gain de régénération 
L’analyse de sensibilité pour le gain de régénération (Table III-22 et Figure III-14) confirme 
l’interprétation faite pour la perte de réactivité. Un meilleur gain de régénération est obtenu 
pour des grands cœurs. La diminution de la fuite des neutrons permet d’augmenter le taux 
d’absorption des neutrons dans le combustible et permet donc d’amé liorer sa régénération tout 
























Indices de Sobol de 
premier ordre 
Indices de Sobol 
d’ordre total 
Sens de variation du 
paramètre pour 
amélioration de la 
performance 
Rayon externe pastilles 
combustibles 
58 % 59 % Augmenter 
Nombre de couronnes 
d’aiguilles 
16 % 17 % Augmenter 
Hauteur zone fissile 
inférieure 
4,6 % 4.8 % Augmenter 
Hauteur couverture fertile 
inférieure 
4,2 % 4.2 % Augmenter 
Taux de dilution des 
actinides mineurs dans les 
zones fissiles 
3,6 % 3.6 % Augmenter 
Hauteur zone fissile 
supérieure 
2,9 % 3.0 % Augmenter 
Table III-22 - Paramètres influents sur le gain de régénération 
   
Figure III-14 – Evolution du gain de régénération en fonction des paramètres les plus 
influents 
 
III.7.1.7 Coefficient de contre-réaction sodium 
La diminution du coefficient de contre-réaction sodium dans un cœur RNR-Na peut être 
réalisée de deux façons, en diminuant la fraction de sodium dans l’assemblage et en favorisant 
le terme de fuite de cette contre-réaction (cf. III.2.5.2.1). L’analyse de sensibilité (Table III-23) 
basée sur ce métamodèle montre que la deuxième solution est la plus efficace. La diminution de 
la hauteur des zones combustibles est très influente pour l’amélioration de cette performance. 
Le rapport hauteur/diamètre (H/D) du cœur est donc a priori un bon estimateur pour la 
contre-réaction sodium. 
La dilution d’actinides mineurs dans le combustible n’est pas favorable à un faible coefficient 
de contre-réaction sodium. Il a été montré précédemment que cette variable était très influente 
pour concevoir un cœur brulant les actinides mineurs. La possibilité de concevoir un cœur 



















Indices de Sobol de 
premier ordre 
Indices de Sobol 
d’ordre total 
Sens de variation du 
paramètre pour 
amélioration de la 
performance 
Hauteur zone fissile 
inférieure 
31 % 34 % Diminuer 
Hauteur zone fissile 
supérieure 
23 % 27 % Diminuer 
Hauteur plaque fertile 
interne 
8,8 % 12 % Diminuer 
Rayon externe pastilles 
combustibles 
7,2 % 11 % Diminuer 
Taux de dilution des 
actinides mineurs dans les 
zones fissiles 
4,6 % 5.2 % Diminuer 
Hauteur couverture fertile 
inférieure 
3.9 % 5.4 % Diminuer 
Table III-23 - Paramètres influents sur la contre-réaction sodium 
 
   
Figure III-15 – Evolution de la contre-réaction sodium en fonction des paramètres les 
plus influents 
 
III.7.2 Propositions de configurations 
 
Les analyses globales de sensibilité précédentes, avec les métamodèles des performances 
associés vont être utilisées dans ce paragraphe pour proposer deux configurations montrant des 
voies d’amélioration par rapport à la référence CFV-v1. 
 
La Table III-24 suivante récapitule les résultats des analyses globales de sensibilité sur les 
performances retenues. Les variables influentes ont ainsi été regroupées  : 
- La valeur indiquée correspond à l’indice de Sobol de premier ordre.  
- Les signes plus et moins font référence aux tendances : « + » (respectivement « - ») 
signifie que l’augmentation de la variable mène à une amélioration (respectivement une 
dégradation) de la performance. 




































NCaig -66 +4.2 +33 +81 +56 +16 X 
     -21 +13 +44 X +28 +58 -7.2 
     -1.6 X X X +2.8 X -8.8 
        -1.5 X +3.0 +4.9 X +4.6 -31 
        -1.3 X +2.5 +3.8 X +3.0 -23 
     -1.3 X X X X X X 
         
     X +54 X X X +3.6 -4.6 
         
     X +16 X X X X X 
       X X -1.4 X -4.0 X X 
     X X X +1.9 X +4.2 -3.9 
Table III-24 – Récapitulatif des analyses globales de sensibilité : paramètres influents 
les performances neutroniques 
Parmi les 30 variables du domaine d’étude initial, 10 sont influentes sur les performances 
considérées. Le nombre de couronnes d’aiguilles dans l’assemblage ainsi que le rayon externe 
des pastilles apparaissent comme très influentes. Les grands changements sur le diamètre du 
cœur induits par les variations de ces paramètres expliquent ce phénomène. La Figure III-16 
montre les variations des différentes performances en fonction de ces deux paramètres. Ces 




Figure III-16 – Variations des performances en fonction de NCaig et Rext 









Les configurations suggérées doivent répondre à un certain nombre de contraintes  : 
- La dose maximale sur la gaine ne doit pas dépasser 150 DPA : l ’acier AIM1 constituant 
les gaines devient fragile au-delà de cette limite, menant à une très grande probabilité de 
rupture. 
- La perte de réactivité doit être inférieure à 2000pcm : au-delà, le mouvement des barres 
de contrôle serait trop important. 
- La valeur absolue du gain de régénération doit être inférieure à 0.05  : un des objectifs 
du projet est de concevoir un cœur proche de l ’isogénération. 
- La puissance linéique maximale doit être comprise entre 325 et 625 W/cm : une valeur 
trop haute mènerait à des marges à la fusion du combustible trop faible. Des valeurs 
trop basses sont écartées car le combustible et la gaine ne se lient pas pendant 
l’irradiation, ce qui ne permet pas d’augmenter la conductivité du jeu pastille-gaine 
menant à des températures combustible trop élevées. 
- Le coefficient de contre-réaction sodium doit être plus faible que 0.25pcm/°C : la 
valeur de ce coefficient doit être limitée pour des raisons de sûreté et d ’acceptabilité ; 
- L’entreplat du réseau d’assemblage doit être inférieur à 20cm : au-delà le rayon des 
cœurs serait trop important, menant à des problèmes de contrôle et de coût. 
- Le rapport             doit être compris entre 5.0% et 8% : plus l’aiguille à un diamètre 
important plus la contrainte mécanique sur la gaine est importante . Les configurations 
avec de grandes aiguilles et une gaine fine doivent donc être évitées pour assurer la 
résistance mécanique de cette dernière (cette contrainte provient des critères RAMSES 
II, sur les contraintes provenant des gaz de fission acceptables par la gaine. Le retour 
d’expérience des RNR-Na en France a montré que les bornes 5.0% et 8.5% étaient 
réalistes et réalisables). 
 
III.7.2.1 Configuration dite « à grand nombre d’aiguilles » 
 
La Figure III-16 indique que les configurations à grand nombre d’aiguilles et grand rayon 
externe des pastilles sont potentiellement intéressantes. Elles sont en effet synonymes d’une 
forte diminution de la puissance linéique maximale, de la dose maximale sur la gaine et de la 
contre-réaction sodium. Cependant, la contrainte sur la taille maximale du réseau d’assemblage 
(20cm) fait que l’on ne peut choisir les deux valeurs extrêmes pour ces variables. On 
sélectionne alors une configuration avec NCaig=12 couronnes d’aiguilles et      
           de façon à obtenir une taille de l’entreplat du réseau d’assemblage égale à 20cm.  
On obtient alors une configuration avec un inventaire plutonium très important, une dose 
maximale sur la gaine faible, et une bonne contre-réaction sodium. Cependant, la puissance 
linéique est trop basse et le gain de régénération est également trop faible (cf. Table III-25). 
  








Variables Unités Valeurs Valeurs référence 
   - 12 9 
     cm 0.3445 0.4225 
Performances Unités 
Valeurs prédites par 
métamodèles 
Performances référence 





Perte de réactivité pcm -2000 -1500 
Puissance linéique max W/cm 300 480 
Dose max DPA 100 120 
Gain de régénération - -0.063 -0.02 
Contre-réaction sodium pcm/°C 0.023 0.092 
Table III-25 – Configuration dite « à grand nombre d’aiguilles » (1) 
Pour améliorer ces performances, l’effet des rapports d’enrichissement des zones fissiles a été 
évalué (cf. Figure III-17). La diminution du rapport         et l’augmentation du rapport         , 
vont favoriser la diminution du coefficient de contre-réaction sodium. En modifiant la 
composition du combustible, le pic de flux neutronique va se déplacer dans la zone fissile 
supérieure. Cependant, ce choix va dégrader la production effective d’actinides mineurs, le gain 
de régénération et la perte de réactivité. 
En diminuant le diamètre du fil espaceur et la durée d’irradiation (cf. Figure III-18), on peut 
cependant compenser la dégradation de la perte de réactivité, du gain de régénération tout en 
diminuant encore la contre-réaction sodium. 
 
 
Figure III-17 - Variations des performances en fonction de rfisinf et rfissup  
 









Figure III-18 – Variations des performances en fonction de dfil et Tcycle 
 
La configuration obtenue (cf. Table III-26) n’est toujours pas satisfaisante puisque que la 
puissance linéique et le gain de régénération sont trop faibles. Pour améliorer le gain de 
régénération, il faudrait alors augmenter la hauteur des zones combustibles, ce qui diminuerait 
à nouveau la puissance linéique maximale. 
On va alors s’intéresser aux rayons des pastilles combustibles. Puisque le diamètre du fil 
espaceur a été réduit, on peut augmenter légèrement le rayon externe des pasti lles tout en 
gardant un entreplat inférieur à 20cm ; au maximum, on peut sélectionner               On 
finit alors le design de ce cœur en observant l’effet des rayons internes des pastilles fissiles et 
fertiles (cf. Figure III-19). En fermant le trou de toutes les pastilles, on peut améliorer le gain 
de régénération en dégradant la contre-réaction sodium. La configuration finale est détaillée 
dans la Table III-27. 
 
Variables Unités Valeurs Valeurs référence 
   - 12 9 
     cm 0.3445 0.4225 
        - 1.0 1.1748 
        - 1.33 1.1748 
     cm 0.075 0.10 
       JEPP 300 360 
Performances Unités 




Inventaire plutonium kg 5700 4900 
Production d’actinides 
mineurs 
kg/JEPP 0.050 0.044 
Perte de réactivité pcm -1700 -1500 
Puissance linéique max W/cm 300 480 
Dose max DPA 100 120 
Gain de régénération - -0.06 -0.02 
Contre-réaction sodium pcm/°C -0.074 0.092 
Table III-26 – Configuration dite « à grand nombre d’aiguilles » (2) 








Cette configuration, si elle dégrade fortement l’inventaire plutonium et la production 
d’actinides mineurs, améliore au contraire l’ensemble des autres performances. La contre - 
réaction sodium est négative, les puissances et dose maximales sont très basses  de même que la 
perte de réactivité. Les quatre estimateurs de sûreté (perte de réactivité, puissance et dose 
maximale, contre-réaction sodium) sont donc améliorés. Le gain de régénération devient 
légèrement positif, tout en restant très proche de l’isogénération, ce qui correspond au critère 




Figure III-19 – Variations des performances en fonctions des rayons internes des 
pastilles 
 
Variables Unités Valeurs Valeurs référence 
   - 12 9 
     cm 0.355 0.4225 
        - 1.00 1.1748 
        - 1.33 1.1748 
        cm 0.0 0.11 
     cm 0.075 0.10 
       JEPP 300 360 
Performances Unités 




Inventaire plutonium kg 6130 4900 
Production d’actinides 
mineurs 
kg/JEPP 0.056 0.044 
Perte de réactivité pcm -900 -1500 
Puissance linéique max W/cm 335 480 
Dose max DPA 90 120 
Gain de régénération - 0.006 -0.02 
Contre-réaction sodium pcm/°C -0.022 0.092 
Table III-27 – Configuration dite « à grand nombre d’aiguilles » finale 








Une fois cette configuration identifiée, les résultats prédits par les métamodèles sont validés sur 




Valeur prédite par les 
métamodèles 
Valeurs obtenue par 
schéma de calcul 
Inventaire plutonium kg 6130 6150 
Production d’actinides 
mineurs 
kg/JEPP 0.056 0.060 
Perte de réactivité pcm -900 -1100 
Puissance linéique max W/cm 335 315 
Dose max DPA 90 90 
Gain de régénération - 0.006 0.010 
Contre-réaction sodium pcm/°C -0.022 -0.027 
Caractéristiques cœur Unité Valeur Référence CFV-v1 
     
  % 45.93 42.77 
   
  % 27.31 29.14 
      
  % 14.82 12.47 
   
  % 8.65 9.76 
                cm 19.88 17.50 
Nombre aiguilles par 
assemblage 
- 397 217 
Constante Doppler pcm -972 -980 
Fraction de neutrons 
retardés      
pcm 371 364 
Enrichissement moyen % vol. 12.22 13.91 
Enrichissement 
maximum 
% vol. 23.79 23.52 
Burn-up maximum at% 10.6 12.6 
Puissance volumique 
zones fissiles 
W/cm3 185 258 
Table III-28 – Caractéristiques de la configuration dite « à grand nombre d’aiguilles » 
 
Les valeurs prédites par les métamodèles sont fidèles à celles obtenues par le schéma optimisé. 
La puissance linéique maximale devient cependant légèrement inférieure au critère de 
325W/cm. Compte-tenu de la tendance du schéma de calcul à sous-estimer de 50W/cm cette 
grandeur, cet écart n’est pas considéré comme significatif.  
Les écarts restent inférieurs aux erreurs maximales     (cf. Table III-16) calculées 
précédemment pour les métamodèles, ce qui tend à confirmer la qualité de la méthode de 
validation. Dans tous les cas, ces écarts restent inférieurs aux incertitudes du schéma de ca lcul 
de référence ; les résultats sont donc considérés comme valables.  
Certaines caractéristiques globales du cœur sont également montrées dans la table précédente. 
Les différences par rapport à la configuration référence restent faibles pour la plupart d ’entre 
d’elles ce qui en fait une configuration a priori viable. Les différences majeures résident dans la 
baisse de la puissance volumique (augmentation du rayon du cœur) et du burn -up maximum 
atteint (baisse du temps d’irradiation des assemblages).  
A partir de cette configuration, on peut cependant trouver d’autres compromis en changeant 
simplement le temps d’irradiation. Le burn-up atteint augmentera alors en même temps que la 














III.7.2.2 Configuration dite « durable » 
 
Pour concevoir une deuxième configuration, on se donne cette fois ci comme objectif premier 
de minimiser l’inventaire plutonium et la production d’actinide mineurs. Ces deux 
performances étaient en effet dégradées sur la configuration précédente. Un objectif secondaire 
est d’obtenir un gain de régénération positif, de façon à obtenir une configuration dite 
« durable » (peu de plutonium pour la divergence, bonne gestion des déchets et régénération du 
combustible). 
Pour cela, comme précédemment on commence par fixer les paramètres    et     . La Figure 
III-16 indique qu’un choix d’un faible nombre de couronnes d’aiguilles combiné avec un grand 
rayon de pastille permettra de satisfaire notre premier objectif. Cependant afin de ne pas 
atteindre des puissances linéiques maximales trop élevée, les valeurs extrêmes de ces deux 
paramètres n’ont pas été sélectionnées. Un compromis est fixé avec      et            .  
Pour atteindre une production effective d’actinides mineurs négative, les taux de dilutions de 
ces éléments dans les zones combustibles sont augmentées (cf. Figure III-20). Les valeurs 
médianes          
          et          
        ont été choisies afin de ne pas pénaliser excessivement 
la puissance linéique maximale et la contre-réaction sodium.  




Figure III-20 - Variations des performances en fonction du taux d’actinides mineurs 
dans les zones fissiles et fertiles 
  









Variables Unités Valeurs Valeurs référence 
   - 8 9 
     cm 0.42 0.4225 
         
     % 3.5 0 
         








Inventaire plutonium kg 4110 4900 
Production d’actinides 
mineurs 
kg/JEPP -0.188 0.044 
Perte de réactivité pcm -1300 -1500 
Puissance linéique max W/cm 620 480 
Dose max DPA 155 120 
Gain de régénération - 0.06 -0.02 
Contre-réaction sodium pcm/°C 0.243 0.092 
Table III-29 – Configuration dite « durable » (1) 
On obtient alors une configuration satisfaisante pour ses objectifs mais trop dégradée sur les 
autres performances notamment la puissance linéique, l’endommagement de la gaine et la 
contre-réaction sodium. Comme précédemment, on va alors changer les différents rapports 
d’enrichissement (cf. Figure III-17), en les diminuant à une valeur                      . 
La configuration obtenue (Table III-30) améliore légèrement ces performances mais dégrade 
alors la perte de réactivité. 
 
 
Variables Unités Valeurs Valeurs référence 
   - 8 9 
     cm 0.43 0.4225 
         
     % 3.5 0 
         
     % 5.0 0 
        - 1.10 1.1748 








Inventaire plutonium kg 4150 4900 
Production d’actinides 
mineurs 
kg/JEPP -0.186 0.044 
Perte de réactivité pcm -1600 -1500 
Puissance linéique max W/cm 600 480 
Dose max DPA 150 120 
Gain de régénération - 0.05 -0.02 
Contre-réaction sodium pcm/°C 0.223 0.092 
Table III-30 - Configuration dite « durable » (2) 
 
Pour améliorer encore cette configuration, on s’intéresse alors aux dimensions axiales du cœur. 
Augmenter la hauteur du cœur permet d’augmenter toutes les performances sauf la contre-
réaction sodium. Pour éviter cet écueil, on décide d’augmenter la hauteur de la plaque fertile à 
            , tout en diminuant celle de la zone fissile inférieure à             . La 
Figure III-21 montre que cette combinaison devrait améliorer légèrement les trois 
performances.  









Figure III-21 - Variations des performances en fonction de H fisinf et Hpfi 
 
Variables Unités Valeurs Valeurs référence 
   - 8 9 
     cm 0.43 0.4225 
         
     % 3.5 0 
         
     % 5.0 0 
        - 1.10 1.1748 
        - 1.10 1.1748 
        cm 20 25 








Inventaire plutonium kg 4300 4900 
Production d’actinides 
mineurs 
kg/JEPP -0.181 0.044 
Perte de réactivité pcm -1800 -1500 
Puissance linéique max W/cm 585 480 
Dose max DPA 145 120 
Gain de régénération - 0.04 -0.02 
Contre-réaction sodium pcm/°C 0.181 0.092 
Table III-31 - Configuration dite « durable » (finale) 
En effet, on obtient alors une configuration satisfaisante. Les objectifs de durabilité sont 
atteints (amélioration de l’inventaire plutonium, de la production d’actinides mineurs et gain de 
régénération positif). Les quatre performances nous servant d’estimateurs de sûreté sont 
cependant dégradés. 
 
Cette configuration est validée avec notre schéma de calcul référence. Ses caractéristiques sont 













Valeur prédite par les 
métamodèles 
Valeurs obtenue par 
schéma de calcul 
Inventaire plutonium kg 4300 4340 
Production d’actinides 
mineurs 
kg/JEPP -0.181 -0.188 
Perte de réactivité pcm -1800 -1600 
Puissance linéique max W/cm 585 580 
Dose max DPA 145 138 
Gain de régénération - 0.04 0.03 
Contre-réaction sodium pcm/°C 0.181 0.201 
Caractéristiques cœur Unité Valeur Référence CFV-v1 
     
  % 42.29 42.77 
   
  % 29.28 29.14 
      
  % 12.06 12.47 
   
  % 10.73 9.76 
                cm 15.83 17.50 
Nombre aiguilles par 
assemblage 
- 169 217 
Constante Doppler pcm -622 -980 
Fraction de neutrons 
retardés      
pcm 339 364 
Enrichissement moyen % vol. 14.22 13.91 
Enrichissement 
maximum 
% vol. 25.66 23.52 
Burn-up maximum at% 17.4 12.6 
Puissance volumique 
zones fissiles 
W/cm3 283 258 
Table III-32 – Caractéristiques de la configuration dite « durable » 
 
Encore une fois, les prédictions des métamodèles sont fidèles aux résultats du schéma de calcul 
optimisé et reste dans les bornes d’erreurs prédites par la validation des métamodèles. La 
contre-réaction sodium calculée est légèrement supérieure à sa prédiction mais compte -tenu de 
la tendance du schéma optimisé à la surestimer cela n’apparaît pas comme un problème majeur.  
Concernant les caractéristiques générales du cœur, les fractions de matériaux dans les 
assemblages combustibles sont sensiblement identiques à celle de la référence  ; les 
enrichissements moyen et maximum sont cependant plus élevés. On note surtout une 
importante différence sur la constante Doppler, principalement due à la dilution des actinides 
mineurs dans le combustible, comme reporté dans la référence [135]. La même référence 
indique que cette dilution entraîne également la diminution de la fraction effective de neutrons 
retardés constatée ici également. Ces deux effets ont potentiellement des impacts importants 
sur le comportement naturel du cœur lors de transitoires accidentels  ; ils seront quantifiés dans 
le chapitre suivant.   










Ce chapitre a décrit en détail les étapes permettant de construire les métamodèles neutroniques 
qui seront utilisés pour ces travaux de thèse. Ces métamodèles constituent la première brique 
de la méthode d’optimisation multicritères mise en œuvre.  
 
Le remontage géométrique utilisé, basé sur la configuration de référence CFV-v1 a été 
présentée en détail. Malgré les simplifications inhérentes, une fois associée au schéma de calcul 
optimisé, cette représentation a permis d’obtenir des résultats jugés satisfaisants sur les 
performances du cœur. Le temps de calcul de la caractérisation d’un cœur dans son cycle 
d’équilibre a été divisé par 8, et les résultats ont pu être validés sur les trois benchmarks 
disponibles au moment de la rédaction du présent mémoire de thèse.  
Les résultats obtenus montrent une grande fiabilité du modèle sur l’ensemble des 
caractéristiques intégrales du cœur (gain de régénération, contre -réaction, bilan matière, 
variation de réactivité), les erreurs commises étant inférieures aux incertitudes du schéma de 
calcul déterministe « Best-Estimate ». Seules les valeurs locales des puissances linéiques en 
début et fin de cycle sont entachées d’écarts plus importants (de l’ordre de 10%). Cependant, 
les résultats sur les trois benchmarks montrent que leurs tendances sont bien représentées  ; le 
modèle a donc été jugé acceptable pour la suite des études.  
 
La paramétrisation et le temps de calcul réduit du schéma de calcul ont permis ensuite la 
génération de plan d’expériences basé sur 30 paramètres. Un très large ensemble de géométries 
de cœur différentes a été généré. Les 7200 calculs réalisés ont mené à la construction de 11 
métamodèles représentant les principales performances du cœur  : inventaire plutonium, perte 
de réactivité, production de déchets à vie longue, puissance et dose maximale ainsi  que contre-
réaction sodium. La qualité des métamodèles a été validée. Tous les métamodèles sauf un 
(contre-réaction sodium) ont été obtenus avec un coefficient de prédictivité Q 2 supérieur à 
95%. De même, mis à part la perte de réactivité, tous les métamodèles ont montré une erreur 
maximale inférieure soit aux incertitudes du schéma Best-Estimate, soit à celles du schéma 
simplifié. L’erreur commise sur la perte de réactivité, supérieure d’une centaine de pcm à 
l’incertitude minimale du schéma Best-Estimate, a cependant été jugée acceptable. 
 
Enfin, les métamodèles produits ont été utilisés à des fin d’analyses multicritères. Des analyses 
globales de sensibilité ont permis de dégager les variables influentes sur les performances des 
cœurs. A partir ce celles-ci, deux configurations de cœur très différentes, améliorant certaines 
caractéristiques de la configuration référence, ont été proposées.  
Une première configuration dite « à grand nombre d’aiguilles » améliore les quatre estimateurs 
(perte de réactivité, puissance et dose maximale, contre-réaction sodium) de sûreté, mais 
dégrade l’inventaire plutonium ainsi que la production d’actinides mineurs.  
A l’inverse, la seconde dite « durable » améliore les trois performances d’utilisation du 
combustible (inventaire, régénération et destruction de déchets) mais dégrade fortement les 
quatre estimateurs de sûreté.  
 
Deux éléments sont alors à souligner :  
- Aucune configuration améliorant toutes les performances de la référence n’a été 
trouvée.  
- Sur les 30 paramètres initiaux représentant le cœur, seule une dizaine a été modifiée 
manuellement pour proposer ces deux configurations. L’exercice montre alors 
rapidement ses limites puisqu’il est quasiment impossible de modifier simultanément 
ces 30 paramètres. Les algorithmes d’optimisation utilisés dans le chapitre 5 pallieront 
ce problème.  
 








Dans le chapitre suivant, ce modèle neutronique sera chaîné à un métamodèle thermo -
hydraulique afin d’affiner les estimateurs de sûreté du cœur. Un schéma de calcul avec le code 
système CATHARE permettra de représenter le cœur et le circuit primaire afin d’estimer la 
réponse du système en transitoires accidentels non protégés.  
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Ce chapitre décrit les études de fonctionnement/sûreté, menées sur le réacteur ASTRID avec 
un cœur de type CFV. 
 
Une première étude purement thermo-hydraulique a été menée sur le transitoire de perte 
générale d’alimentation électrique (ULOF/MdTG). Des métamodèles représentant l’évolution 
de la température du sodium et le temps d’atteinte du pic de température ont été construits et 
validés à partir de calculs « Best Estimate ». L’analyse de sensibilité montre que, sans prise en  
compte de la neutronique, une augmentation du volume du cœur permettait d’améliorer son 
comportement naturel en diminuant la température maximale du sodium lors du transitoire, et 
en retardant le temps d’atteinte du pic de température.  
 
Une deuxième étude chaînée neutronique/thermo-hydraulique a été réalisée grâce à des 
métamodèles construits sur le modèle neutronique présenté au chapitre III. Pour cela, la 
modélisation CATHARE du cœur a dû être simplifiée. 106 nouveaux métamodèles représentant 
les paramètres du chaînage (puissance et contre-réactions) ont été construits afin d’alimenter le 
modèle CATHARE. 
La validation de ce chaînage sur un transitoire de référence a permis de vérifier la qualité des 
résultats. Des métamodèles de la thermo-hydraulique prenant en compte les effets 
neutroniques ont pu alors être construits et utilisés pour mener des analyses de sensibilité. Ces 
analyses ont identifié huit paramètres de conception influents sur la température maximale 
atteinte lors de trois transitoires non protégés : ULOF/MdTG, ULOF/PP et ULOHS.  
La prise en compte des effets neutroniques a donné lieu à des résultats très différents de ceux 
de la première étude, purement thermo-hydraulique. On montre notamment qu’une réduction 
de la hauteur du cœur est favorable pour le comportement naturel du cœur. 
 
Ces métamodèles ont enfin permis de proposer une configuration permettant un gain 
significatif sur les marges de sûreté lors de ces transitoires par rapport à l’image référence.  
  









Dans ce chapitre, nous décrivons les différents travaux menés autours de la réponse du cœur 
lors de transitoires accidentels. L’objectif est d’intégrer dans la démarche de 
préconception/optimisation des estimateurs décrivant le comportement naturel (i -e sans 
dispositif de sûreté supplémentaire ni d’intervention opérateur) du cœur lors de transitoires de 
perte de débit, afin de mesurer sa sûreté intrinsèque et de pouvoir l’intégrer dans la démarche 
d’optimisation. Ce chapitre décrit en détail les étapes II.10 à II.13 de la mé thodologie présentée 
au chapitre II (étapes montrées en rouge dans la Figure IV-1) 
 
 
Figure IV-1 – Détail des étapes de la méthodologie décrites dans ce chapitre (rouge) 
Le chapitre débute par une description des modèles CATHARE utilisés et des trois transitoires 
considérés (ULOF/MdTG, ULOF/PP et ULOHS). 
 
Une première étude purement thermo-hydraulique est menée. Des bases de données et des 
métamodèles sont construits pour représenter les effets des changements de géométrie du cœur 
sur son comportement lors du transitoire ULOF/MdTG. Ces métamodèles sont ensuite 
appliqués pour mener des analyses globales de sensibilité. 
 
Une seconde étude est réalisée afin de mesurer l’influence de la neutronique sur le 
comportement thermo-hydraulique du cœur. La prise en compte des effets neutroniques et 
thermo-hydrauliques a alors nécessité la simplification de la modélisation CATHARE. La 
nouvelle modélisation proposée est validée sur le cœur CFV-v1. 
 
Ensuite, les simplifications apportées ont permis d’alimenter le modèle CATHARE avec les 
puissances et contre-réactions issus des métamodèles neutroniques. 
Ce chaînage a permis de construire des bases de données puis des métamodèles thermo-
hydrauliques capables de représenter fidèlement le comportement du cœur lors des transitoires 
ULOF/MdTG, ULOF/PP et ULOHS en prenant en compte les deux physiques.  
Ces métamodèles ont servi enfin à apprécier le comportement naturel des deux cœurs proposés 












IV.1.1 Modélisation du cœur 
 
Le cœur CFV-v1 est constitué de 291 assemblages combustibles. Pour simplifier la 
modélisation, les assemblages de puissances comparables, de même type et de la même zone de 
débit sont regroupés en dérivations. Les assemblages appartenant à une même dérivation sont 
alors modélisés par un seul assemblage pondéré du nombre d’assemblages constituant la 
dérivation. La modélisation référence du cœur CFV-v1 (2011) dans CATHARE contient autant 
de dérivations que de zones de débits, soit 7. Les assemblages sont alors regroupés comme 
présenté dans la Figure IV-2. 
 
Le cœur est alors schématiquement représenté dans CATHARE comme dans la Figure IV-3 














Figure IV-2 – Découpage référence (2011) du cœur CFV-v1 en 7 dérivations 
 
 
Figure IV-3 – Représentation schématique de la modélisation du cœur dans CATHARE  
Chaque assemblage est représenté par un élément 1D, connecté au sommier (structure 
permettant l’alimentation du cœur) en partie basse et au collecteur chaud en partie haute. Une 







dérivation est dédiée à l’écoulement inter-assemblage. Les puissances et valeurs de contre-
réactions pour chacun des assemblages sont issues d'ERANOS. 
 
IV.1.2 Modèle cinétique neutronique dans CATHARE 
 
Le calcul de transitoires thermo-hydrauliques d’un réacteur nucléaire nécessite la prise en 
compte de la cinétique, décrivant l’évolution de sa pu issance au cours du temps via les contre-
réactions neutroniques. On décrit ici le principe du fonctionnement du module de cinétique 
implémenté dans CATHARE. 
 
Dans un cœur, la population de neutrons      est composée de neutrons dits « prompts », émis 
directement après une fission, et de neutrons dits « retardés », émis avec un délai. La 
proportion de neutrons retardés est appelée    , et les différentes voies de production de ces 
neutrons sont regroupées en familles de précurseurs    caractérisées par leur constante 
radioactive   . Les équations de la cinétique régissant l ’évolution de la population de neutrons 
et de précurseurs sont données dans les Équation IV-1 et Équation IV-2 suivantes. Dans celles-






      
 
             
 
 Équation IV-1 
 
   
  
         
 
 
     Équation IV-2 
 
Pour les réacteurs rapides, les calculs référence font appel à 8 groupes de précurseurs dont les 
caractéristiques sont rappelées dans la Table IV-1 suivante : 
 
Groupe               
    
1 5.8              
2 59.8              
3 21.8              
4 54.2              
5 115.3              
6 47.9              
7 42.0         
8 20.5         
Table IV-1 – Proportion et durée de vie des précurseurs en RNR-Na 
Ces équations et constantes permettent par la suite de calculer le comportement du cœur lors 
de transitoires. Les échauffements des différents matériaux permettent de calculer les variations 
de réactivité induits (via les contre-réactions neutroniques). Cette réactivité permet d ’évaluer les 
variations du flux neutronique et de la puissance dans le cœur.  
 
IV.1.3 Modélisation des circuits primaire et secondaire 
 
Les cœurs de type CFV-v1 ont été modélisés dans une chaudière de type intégrée à redan 
(structure séparant les collecteurs chaud et froid du sodium) de forme conique dans le code de 
thermo-hydraulique système CATHARE. 
Le circuit primaire comprend principalement [136]: 
- Quatre échangeurs intermédiaires ; 
- Trois pompes primaires mécaniques ; 







- Quatre échangeurs d’évacuation de la puissance résiduelle (EPuR), et un système EPuR 
à travers la cuve principale. 
 
L’ensemble du circuit primaire est modélisé ; le circuit secondaire est représenté par des 
conditions aux limites sur les échangeurs intermédiaires (débit et température de liquide 




- CC = Collecteur Chaud 
- BCC = Bouchon Couvercle Cœur 
- EI = Echangeur Intermédiaire 
- CFINF = Collecteur Froid Inférieur 
- CFSUP = Collecteur Froid Supérieur 
- COLCOEUR = Collecteur Cœur 
- PP = Pompe Primaire 
Figure IV-4 – Schématisation CATHARE du circuit primaire ASTRID 
IV.1.4 Transitoires thermo-hydrauliques étudiés 
 
Les transitoires thermo-hydrauliques étudiés dans cette thèse sont des transitoires de perte de 
débit, produits par des pertes d’alimentations dans les différents circuits de la chaudière . Les 
hypothèses sur les scénarios accidentels sont les suivantes : 
- Pas de chute des barres absorbantes. 
- Pas de mise en service des échangeurs d’évacuation de puissance résiduelle , des diesels 
et des dispositifs du 3ème niveau d’arrêt (Dispositif Complémentaire de Sûreté DCS 
visant à la Prévention : DCS-P de la fusion généralisée du cœur). 
 
Ces hypothèses permettent d’évaluer le comportement naturel du cœur indépendamment de 
tout dispositif complémentaire de sûreté, et on se situe donc a priori dans les situations les plus 
pénalisantes possibles. 
 
IV.1.4.1 Hypothèses de modélisation CATHARE 
L’architecture du circuit primaire retenue est celle du remontage ASTRID de décembre 2011. 
 
La modélisation CATHARE utilisée pour nos études est basée sur les hypothèses suivantes  : 
- L’arrêt des pompes mécaniques du circuit primaire se fait sur leur inertie. L’inertie de 
ces pompes est de 12000kg.m2 et le couple de frottement à vitesse nulle est    
      . La courbe de décroissance de débit primaire dans le cas de référence est 
présentée en Figure IV-5 (g). 
- Les pompes du circuit secondaire n’étant pas modélisées  ; on simule leur arrêt en 
imposant une courbe de décroissance de débit montrée en Figure IV-5 (d). 







- La valeur du coefficient d’échange thermique du jeu pastille-gaine est gardée constante 
à 6000W/m2/°C pour tous les assemblages. Cette valeur vient d’un recalage de la 
température maximale du combustible réalisé pour le cœur CFV-v1. Ce coefficient est 
potentiellement source d’incertitudes sur la température du sodium liquide lors de 
transitoires. Une modélisation raffinée de ce coefficient est possible mais doit faire 
appel à une simulation avancée avec un code thermomécanique (la référence étant 
aujourd’hui GERMINAL [137]).  
- Les transitoires de perte de débit sont simulés en fin de cycle à l’équilibre, instant 
considéré comme le plus pénalisant dans les études réalisées au CEA au cours de n os 
travaux. 
 
-   
Figure IV-5 – Courbes de décroissance de débit (normalisé) des circuits primaire (g) et 
secondaire (d) 
IV.1.4.2 Unprotected Loss Of Flow/ Pompes Primaires (ULOF/PP) 
 
Le transitoire ULOF/PP correspond au déclenchement des pompes primaires. Les échangeurs 
au secondaire continuent d’extraire la puissance, et ainsi la température d’entrée cœur va rester 
froide (Figure IV-6).  
La somme des contre-réactions neutroniques induit une insertion de réactivité négative, 
insuffisante en amplitude et en durée pour étouffer complétement la puissance neutronique. 
Ceci est dû notamment au fait que la température d’entrée  cœur va diminuer entraînant une 
contraction du sommier et donc une contribution positive. La plus importante contribution 
positive à la réactivité vient de la contre-réaction Doppler. La baisse globale de la puissance du 
cœur provoque un refroidissement important du combustible, qui entraîne une composante 
positive de l’effet Doppler.  
La contre-réaction due à la dilatation du sodium est globalement négative car l’augmentation de 
la température du sodium est plus importante en sortie cœur là où cette contre -réaction est 
négative [138].  
La puissance du cœur restant importante, la température sortie assemblage augmente d’abord 
rapidement, puis marque une inflexion (quand le Doppler finit par diminuer) mais atteint 
l’ébullition 3000 secondes environ après le début du transitoire.  
 









Figure IV-6 – Evolution de la température entrée et sortie d’assemblages en ULOF/PP 
(g) et contribution des contre-réactions (d) 
IV.1.4.3 Unprotected Loss Of Heat Sink (ULOHS) 
Le transitoire ULOHS correspond à un déclenchement des pompes secondaires et un 
assèchement des générateurs de vapeur sans chute des barres, jusqu ’à l’annulation du débit 
secondaire. La convection naturelle au secondaire n ’est pas prise en compte ; en effet, on 
considère que les boucles secondaires sont vidangées. 
En l’absence d’extraction de la puissance hors du circuit primaire, les températures d’entrée et 
sortie cœur augmentent et tendent à s’homogénéiser (Figure IV-7).  
La somme des contre-réactions neutroniques est négative, et suffisante pour étouffer la 
puissance neutronique du cœur environ 2000 secondes après le début du transitoire.  
- La contre-réaction sommier est négative car la température d’entrée cœur augmente. 
- La contre-réaction sodium devient globalement positive. L’augmentation de 
température est homogène et ne favorise pas la dilatation du sodium en haut du cœur.  
- La dilatation différentielle cœur-cuve-barre devient positive 500 secondes après le début 
du transitoire. 
 
La puissance du cœur finit par être étouffée après 2000 secondes de transitoire à une 
température autour de 700°C. Par l’effet de la puissance résiduelle, la température dans le 












Figure IV-7 – Evolution de la température entrée et sortie d’assemblages en ULOHS (g) 
et contribution des contre-réactions (d) 
IV.1.4.4 Unprotected Loss Of Flow/Manque de Tension Généralisé - ULOF/MdTG 
 
Ce transitoire correspond à un manque de tension généralisé sans chute des barres conduisant 
au déclenchement des pompes primaires et secondaires.  
La somme des contributions des contre-réactions est globalement négative et tend à diminuer 
la puissance du cœur jusqu’à l’étouffer complètement en 2000 secondes. La contre -réaction 
Doppler est positive (refroidissement du combustible) mais elle est compensée par les autres 
contre-réactions notamment celle du sommier qui est négative comme lors d’un ULOHS, et 
celles du sodium et des dilatations différentielles cœur -cuve-barres, négatives comme lors d’un 
ULOF/PP. 
Après une élévation rapide de la température en sortie cœur, cette température passe par un pic 
avant de redescendre avec une cinétique plus lente. Le pic de température à 880°C est atteint 
370s après le début du transitoire.  
 
  
Figure IV-8 – Evolution de la température entrée et sortie d’assemblages en 
ULOF/MdTG (g) et contribution des contre-réactions (d) 
 
 







IV.1.4.5 Incertitudes de la modélisation CATHARE 
 
Nous donnons ici une estimation très approchée de l’incertitude associée au modèle de 
référence CATHARE. Cette estimation est évaluée par l’Équation IV-3. 
 
  Réf =  CR
2   1D
2   70°C Équation IV-3 
 
Deux sources d’incertitudes sont considérées ici : 
-            : l’incertitude provenant des données d’entrée du modèle (contre-réactions 
neutronique, coefficient d’échange pastille gaine [139]) prise ici égale à 50°C [140] ; 
-          : l’incertitude provenant de la modélisation 1D des assemblages dans 
CATHARE. Des études réalisées au CEA avec le code TRIO_U-MC2 [141] ont montré 
qu’en régime nominal en sortie du réseau d’aiguille pour un assemblage type CFV, le 
canal chaud est à une température environ 30°C supérieure à la température de sortie 
moyenne de l’assemblage. Le canal froid lui est à une température inférieure de 50°C à 
cette moyenne.  
Lors de transitoires de perte de débit (ULOF/MdTG), l’écart de température entre le 
canal chaud et la température de sortie moyenne se creuse et atteint une valeur de 50°C 
(pour les CFV-v1 et CFV-v2). On fait alors l’hypothèse conservatrice de garder cette 
borne supérieure comme valeur de l’incertitude venant de la modélisation 1D de 
CATHARE.  
 
A cette incertitude inhérente, associée au modèle thermo-hydraulique s’ajouteront les écarts 
introduits par les fonctions de substitution. Les résultats présentés dans ce chapitre ne sont 
donc pas « exacts ». Des analyses fines restent à mener pour les confirmer. 
 
  







IV.2 Mise en place des métamodèles thermo-
hydrauliques  
 
Dans cette section, seul le comportement thermo-hydraulique du cœur et du circuit primaire est 
étudié et représenté par des métamodèles. Les paramètres neutroniques sont gardés constants 
et égaux à ceux de la modélisation référence du CFV-v1. Les objectifs de cette étude sont : 
- Vérifier la faisabilité de la construction de métamodèle représentant des sorties du code 
CATHARE ; 
- Comparer les résultats avec ceux obtenus dans la suite (étude chaînée neutronique/ 
thermo-hydraulique) afin de quantifier l’influence de la neutronique sur la réponse du 
cœur en transitoire. 
 
IV.2.1 Hypothèses et paramètres de conception considérés 
 
On s’intéresse tout d’abord au comportement du cœur en transitoire, d’un point de vue 
purement thermo-hydraulique. Seule la géométrie du cœur est modifiée. 
 
Les conditions de fonctionnement nominal (température d’entrée cœur de 400°C et sortie cœur 
de 550°C) sont également conservées. Ceci est réalisé par une modification des pertes de 
charges singulières en pied d’assemblage (déprimogènes) en fonction de la géométrie. Un 
modèle de ré-estimation systématique des coefficients de perte de charge singulière a été 
implémenté de façon à automatiser cette étape, il est présenté dans l’annexe VIII.3. 
 
Pour cette étude préliminaire, parmi les 30 paramètres de conception étudiés au chapitre 
précédent seuls 22 sont retenus.  
En effet, la composition du combustible agit sur le comportement du cœur en transitoire via les 
valeurs des contre-réactions neutroniques et la répartition de la puissance dans le cœur. Comme 
ces valeurs sont pour l’instant gardées constantes, l’influence des 8 paramètres de composition 
importe est négligée (en réalité, la composition du combustible va jouer notamment sur sa 
conductivité thermique. Ces effets restent cependant du second ordre [142]).  
 
Les 22 paramètres considérés ainsi que leur plage de variation sont rappelés dans la Table IV-2. 
  













Rayon extérieur pastille combustible cm 0.25 0.55 0.4225 
Rayon intérieur des pastilles couverture fertile cm 0.0 0.2 0.11 
Rayon intérieur des pastilles de la plaque fertile cm 0.0 0.2 0.11 
Rayon intérieur des pastilles de la zone fissile 
inférieure 
cm 0.0 0.2 0.11 
Rayon intérieur des pastilles de la zone fissile 
supérieure 
cm 0.0 0.2 0.11 
Rayon intérieur des pastilles de la zone fissile externe cm 0.0 0.2 0.11 
Epaisseur du jeu pastille-gaine cm 0.0075 0.0325 0.0125 
Epaisseur de la gaine cm 0.04 0.08 0.05 
Diamètre du fil espaceur cm 0.075 0.25 0.1 
Pas d’enroulement du fil espaceur cm 15.0 25 18 
Nombre de couronnes d’aiguilles par assemblage - 6 12 9 
Epaisseur du tube hexagonal cm 0.30 0.6 0.45 
Epaisseur de la lame de sodium inter-assemblage cm 0.30 0.6 0.45 
Hauteur vase expansion inférieur cm 70 110 93.3 
Hauteur de la couverture fertile axiale inférieure cm 5 35 30 
Hauteur de la plaque fertile interne cm 5 40 20 
Hauteur de la zone fissile inférieure cm 10 40 25 
Hauteur de la zone fissile supérieure cm 10 40 35 
Hauteur de l’écart cœur interne- cœur externe 
(diabolo) 
cm 1 20 10 
Hauteur vase d’expansion supérieur cm 5 15 7.5 
Hauteur du plénum sodium cm 30 60 40 
Hauteur protection neutronique supérieure cm 70 150 89.9 
Table IV-2- Domaine d’étude préliminaire 
IV.2.2 Etude du comportement en transitoire ULOF/MdTG 
 
Le modèle CATHARE, complété par le modèle de perte de charge, permet d’effectuer une 
étude d’impact des paramètres géométriques du cœur sur son comportement en transitoires. 
 
IV.2.2.1 Sorties d’intérêt et métamodèle 
Pour cette étude préliminaire, nous nous intéressons uniquement au comportement du cœur 
lors d’un transitoire ULOF/MdTG (considéré comme le transitoire de référence en 2011) . 
Comme montré au paragraphe IV.1.4.4, la température du sodium en sortie d ’assemblage passe 
par un maximum avant de diminuer à nouveau.  
 
Nous définissons alors deux critères caractérisant la réponse du cœur à ce transitoire.  
- la température maximale atteinte, à minimiser afin d’assurer une marge à l’ébullition 
suffisante. Pour cette étude on arrête les calculs à 1800s, délai de référence pour 
l’intervention d’un opérateur (activation  des EPuR) , le comportement du cœur après 
cet instant ne correspond plus à son comportement dit "naturel" et n'est donc pas 
considéré ;  
- le temps correspondant à ce pic de température, à maximiser afin d’assurer une cinétique 
d’évolution de la température plus lente et donc plus favorable. 
 
Le domaine d’étude (Table IV-2) a été échantillonné. Deux plans d’expériences LHD de 2000 
points minimisant la discrépance W2 ont été créés. Pour chacune des configurations de cœur 
générées, les coefficients de pertes de charges singulières en pied d’assemblage ont été 
réajustés, et un calcul CATHARE en transitoire ULOF/MdTG a été lancé. Les deux sorties 
d’intérêt ont été récupérées et compilées en deux bases de données et deux métamodèles ont 
pu être construits. Les métamodèles résultants sont présentés dans la Table IV-3. 













   
Nombre de 
paramètres du 
réseau de neurones 
   




Température maximale °C 2 52 93 65 >70 
Temps d’atteinte du 
pic de température 
s 5 127 85 250 Non disponible 
Table IV-3 – Qualité des métamodèles en ULOF/MdTG 
Le premier métamodèle sur la température maximale atteinte est satisfaisant, avec un pouvoir 
de prédiction        et une erreur maximale inférieure à l’incertitude considérée pour le 
calcul référence (         ).  
 
Le métamodèle sur le temps d’atteinte du pic de température a été obtenu avec un    moindre 
et ce malgré plusieurs tests avec des réseaux de neurones à la complexité croissante. Il apparaît 
plus difficile ici de construire un modèle de régression sur ce critère, celui-ci devant être 
beaucoup plus sensible aux changements géométriques. L’erreur maximale du métamodèle est 
de 250s ce qui est important au regard de la valeur de référence (370s). Ne disposant pas 
d’informations sur l’incertitude inhérente du schéma référence, il est impossible de trancher sur 
la validité de ce métamodèle. 
 
Il faut noter que nous n’avons pas cherché ici à raffiner les métamodèles avec la méthode 
itérative décrite au chapitre II. Les deux métamodèles ont été construits à des fins d’étude 
préliminaire et pour comparaison avec les métamodèles chaînés construits dans la suite, ils ont 
alors été jugés satisfaisants pour ces objectifs.  
 
IV.2.2.2 Analyses de sensibilité 
 
Une analyse globale de sensibilité a été réalisée sur la base de ces deux métamodèles afin 
d’identifier les paramètres géométriques influents sur nos critères (température maximale et 
temps d’atteinte de cette température) en l’absence de la prise en compte des effets du chaînage 
avec la neutronique. Nous pourrons dans la suite comparer ces résultats avec ceux de l’étude 
chaînée. Ces analyses sont basées sur la méthode de Sobol décrite aux chapitres I et II. 
IV.2.2.2.1 Température maximale en ULOF/MdTG 
 
La Table IV-4 suivante établit un classement des paramètres géométrique en fonction de leur 
influence sur la température maximale atteinte en ULOF/MdTG. De même la Figure IV-9, 
obtenue en appliquant les métamodèles, illustrent l’évolution de cette température en fonction 
des paramètres les plus influents.  
 
L’analyse de sensibilité montre l’influence du volume du cœur sur la température maximale du 
sodium atteinte lors d’un transitoire ULOF/MdTG. Les influences importantes du nombre de 
couronnes d’aiguilles ainsi que des différentes hauteurs combustibles tendent à montrer que la 
diminution de la puissance volumique est propice à un comportement favorable en transitoire  
ULOF/MdTG.  
L’augmentation du diamètre du fil espaceur, via son effet sur la taille du réseau d’aiguille, 
montre que l’augmentation de la quantité de sodium dans les assemblages, en augmentant 
l’inertie thermique du système, permet également de diminuer la température atteinte au pic.  
 










Table IV-4 – Analyse de sensibilité préliminaire : paramètres influents sur la 





Indices de Sobol 
de premier ordre 
(%) 
Indices de Sobol 
d’ordre total (%) 
Sens de variation du 
paramètre pour 
amélioration de la 
performance 
Nombre de couronnes d’aiguilles 60 70 Augmenter 
Hauteur de la zone fissile supérieure 10 11 Augmenter 
Hauteur de la zone fissile inférieure 4.9 5.0 Augmenter 
Rayon externe pastilles combustibles 2.5 5.0 Augmenter 
Epaisseur du fil espaceur 4.0 4.0 Augmenter 
Hauteur de la plaque fertile interne 1.0 1.5 Augmenter 







Figure IV-9 – Evolution de la température maximale en ULOF/MdTG en fonction des 
paramètres les plus influents 
IV.2.2.2.2 Temps d’atteinte du pic de température 
 
Les variations dans la vitesse d’évolution de température sont plus difficiles à aborder. Elles 
dépendent de façon couplée de l’inertie du cœur et du circuit primaire (quantité de sodium 
contenue dans la chaudière), mais également de la cinétique de dilatation des différents 
matériaux (quelles contre-réactions rentrent en jeu et à quel moment).  
 
L’analyse de sensibilité (Table IV-15) montre qu’une augmentation de la hauteur des zones 
combustible favorise le retard sur le temps d’atteinte du pic. L’augmentation de la taille radiale 
de l’assemblage via les paramètres      et      apparaît également comme influente. Enfin, le 
nombre de couronnes d’aiguilles est la variable la plus influente sur ce temps. Le tracé des 
courbes (Figure IV-10) montre que ce temps est maximum pour un nombre de couronnes 
d’aiguilles égal à 9. Cependant, les variations observées sont de l’ordre de quelques centaines de 
secondes, soit le même ordre de grandeur que l’erreur maximale produite par le métamodèle 
(250s). Il est donc impossible de juger de la pertinence de ces résultats concernant le temps 
d’atteinte du pic de température en ULOF/MdTG. 
 
Table IV-5 – Analyse de sensibilité préliminaire : paramètres influents sur le temps 
d’atteinte du pic de température en ULOF/MdTG 
   
Figure IV-10 – Evolution du temps d’atteinte du pic de température en ULOF/MdTG 
en fonction des paramètres les plus influents 
 
Variables 
Indices de Sobol 
de premier ordre 
(%) 
Indices de Sobol 
d’ordre total (%) 
Sens de variation du 
paramètre pour 
amélioration de la 
performance 
Nombre de couronne d’aiguilles 65 70 NA (optimum à 9-10) 
Hauteur plaque fertile interne 7 10 Augmenter 
Hauteur de la zone fissile supérieure 5 7 Augmenter 
Hauteur de la zone fissile inférieure 5 8 Augmenter 
Epaisseur du fil espaceur 3 4 Augmenter 
Rayon externe pastilles combustibles 1.5 2.0 Augmenter 







IV.3 Mise en place d’une chaîne de calcul simplifiée 
 
L’étude préliminaire a montré la faisabilité de la construction et de l’utilisation de métamodèles 
pour représenter des critères caractérisant la réponse en transitoire d’un cœur. Elle a mis en 
évidence également la difficulté de construire une fonction de substitution pour le temps 
d’atteinte du pic de température en ULOF/MdTG. 
On réalise ici l’étude complète prenant en compte les phénomènes physiques neutronique et 
thermo-hydraulique. 
 
Un calcul neutronique avec ERANOS dure plusieurs heures, alors qu ’un calcul de transitoire 
avec CATHARE dure moins d’une heure. Afin de ne pas limiter le nombre de calculs de 
transitoires, les deux codes vont être chaînés via des métamodèles (cf. IV.4 dans la suite). Le 
nombre de simulations CATHARE devient alors indépendant de celui des simulations 
ERANOS.  
 
La modélisation CATHARE doit alors être simplifiée afin de limiter le volume de donnée à 
transmettre d’un code à l’autre. Les simplifications apportées ont permis de réduire ce volume 
de données par un facteur 10 et sont présentées ici.  
 
IV.3.1 Simplification de la modélisation CATHARE 
 
La modélisation du cœur et de la chaudière dans CATHARE incluant la totalité des 
informations de la neutronique, implique la transmission de nombreuses données d’une 
physique à l’autre. Chaque dérivation modélisée dans CATHARE doit être caractérisée, par un 
profil de puissance et cinq profils de contre-réactions (Doppler, dilatation sodium, dilatation 
axiales des tubes hexagonaux, gaines et combustible). Des valeurs globales pour le cœur sont 
également nécessaires : la valeur de la contre-réaction due à la dilatation du sommier, le poids 
des barres absorbantes et la fraction de neutrons retardés pour chacun des 8 groupes de 
précurseurs cf. Table IV-1 et IV.1.2). 
 
Le nombre total de paramètres à transmettre est résumé dans Table IV-6 suivante. Plus d’un 
millier de paramètres sont nécessaires. 
 
Paramètre 
Nombre de dérivation 
interne/externe 
Nombre de mailles du 
profil référence 
Total 
Puissance 4 / 3 22 / 26 166 
Doppler 4 / 3 22 / 26 166 
Dilatation sodium 4 /3 24 / 28 180 
Dilatation axiale 
combustible 
4 / 3 22 / 26 166 
Dilatation axiale TH 4 / 3 24 / 28 180 
Dilatation axiale gaine 4 / 3 24 / 28 180 
Dilatation sommier 1 1 1 
Poids des barres 
absorbantes 
1 1 1 
Fractions de neutrons 
retardés 
1 8 8 
TOTAL 1048 
Table IV-6 – Paramètres de chaînage neutronique et thermo-hydraulique 
 







IV.3.1.1 Simplification des profils de puissance 
Le nombre de paramètres de chaînage à transmettre est très important et il n’est pas 
raisonnable de construire un métamodèle pour chacune de ces valeurs. On va alors chercher à 
simplifier au mieux les valeurs des profils afin de limiter le volume de données à transmettre. 
 
Deux types de simplifications pour les profils  ont été étudiés (cf. Figure IV-11): 
- appliquer la valeur moyenne du paramètre sur toute la dérivation (profil plat)  (g); 




Figure IV-11 – Simplifications des profils de puissance : profil de puissance plat (g) et 
profil en escalier (d) 
Ces simplifications ont d’abord été testées sur les profils de puissance uniquement. Un calcul 
CATHARE est réalisé pour chacune de ces simplifications. 
Les comparaisons des résultats portent sur la température de sortie cœur du sodium de la 
dérivation la plus chaude lors d’un transitoire ULOF/MdTG. L’évolution temporelle pour 
chacune de ces simplifications est montrée en Figure IV-12. 
 
  
Figure IV-12 – Evolution de la température du sodium en sortie de la dérivation chaude 
La modélisation par un profil plat de puissance n’est clairement pas satisfaisante puisqu’elle se 
traduit par une sous-estimation de la température du sodium en sortie de dérivation chaude de 
plus de 50°C. La seconde simplification produit une erreur beaucoup plus acceptable : -5°C sur 
la température du sodium. 







Cette modélisation avec des profils de puissance moyennés selon les zones physiques est alors 
conservée et sera utilisée dans la suite de l’étude.  
Elle permet de réduire le nombre de paramètres à transmettre depuis la neutronique de 166 (cf. 
Table IV-6) à 17, soit un gain d’un facteur 10. 
  
IV.3.1.2 Simplification des profils de contre-réactions 
 
Concernant la simplification des profils de contre-réactions, la démarche est plus délicate de 
par leur nombre plus important. Afin de guider le processus de simplification , une étude One 
At a Time (OAT) a été réalisée afin d ’identifier au premier ordre les contre-réactions les plus 
importantes lors des transitoires étudiés. Pour cela, on reste à géométrie constante (celle de la 
référence) et on modifie artificiellement les coefficients globaux de contre-réaction en les 
multipliant par des coefficients valant 0.5 ou 1.5.  
On modifie ainsi une à une les contre-réactions globales et on compare pour chaque calcul les 
valeurs de la température maximale obtenue avec celle de la référence  (Table IV-7). 
 
Contre-réaction 
Ecart avec la référence pour 
k=0.5 (°C) 
Ecart avec la référence pour 
k=1.5 (°C) 
Doppler -85 +52 
Dilatation sodium +9 -9 
Dilatation axiale combustible +22 -20 
Dilatation axiale gaine -4 +4 
Dilatation axiale TH -1 +1 
Table IV-7 – Ecarts entre la température maximale atteinte par le sodium avec les 
contre-réactions modifiées et la référence 
Les contre-réactions les plus influentes au premier ordre sont l’effet Doppler, la dilation du 
combustible et celle du sodium. Les profils associés à ces contre-réactions seront alors 
moyennés par zone physique. Les deux autres contre-réactions (dilatation des structures) seront 
plus simplement modélisées selon un profil « plat ».  
 
IV.3.1.3 Bilan des simplifications de la modélisation CATHARE 
 
La modélisation retenue est résumée dans la Table IV-8: 
 
Profil Simplification 
Puissance Zones physiques 
Doppler Zones physiques 
Dilatation sodium Zones physiques 
Dilatation axiale combustible Zones physiques 
Dilatation axiale gaine Profil plat 
Dilatation axiale TH Profil plat 
Table IV-8 – Simplification des profils dans CATHARE 
Au final, les simplifications apportées à la modélisation et à la représentation des profils de 
puissance et des contre-réactions ont permis de limiter le volume de données à transmettre 
depuis la neutronique jusqu’à la thermo-hydraulique. La Table IV-9 fournit la liste des 
simplifications retenues pour la suite. Finalement, seules 106 données doivent être transmises 













Nombre de dérivation 
interne/externe 
Nombre de mailles du 
profil simplifié 
Total 
Puissance 4 / 3 4 / 2 17 
Doppler 4 / 3 4 / 2 17 
Dilatation sodium 4 / 3 6 / 4 31 
Dilatation axiale 
combustible 
4 / 3 4 / 2 17 
Dilatation axiale TH 4 / 3 1 / 1 7 
Dilatation axiale gaine 4 / 3 1 / 1 7 
Dilatation sommier 1 1 1 
Poids des barres 
absorbantes 
1 1 1 
Fractions de neutrons 
retardés 
1 8 8 
TOTAL 106 
Table IV-9 – Paramètres du chaînage simplifié neutronique et thermo-hydraulique 
Cette modélisation est confrontée (Figure IV-13) à celle de référence, en réalisant un calcul 
CATHARE utilisant les profils de contre-réactions simplifiées 
Les résultats sont très satisfaisants puisque l’erreur maximale produite lors du transitoire est de 
l’ordre de 4°C, l’erreur au pic de température ne dépassant pas 1°C.  
 
  
Figure IV-13 – Evolution temporelle de la température en sortie de la dérivation 4 sans 
(bleu) et avec (rouge) les simplifications des contre-réactions 
Les effets individuels de chacune de ces simplifications sont vérifiés a posteriori (Table IV-10), 
pour s’assurer qu’il n’y pas de compensation d’erreurs. Pour cela un calcul CATHARE est 
réalisé pour chaque contre-réaction et puissance, en modifiant dans le jeu de donnée initial 
uniquement les profils liés à cette contre-réaction. 
 
Les effets individuels des profils de puissances et contre-réactions restent faibles. Les effets les 
plus importants viennent de la simplification de l’effet Doppler qui produit une erreur de 10°C, 
et de celle de la dilatation du combustible qui est responsable de 6°C d’écart par rapport à la 
référence. En faisant l’hypothèse que ces erreurs sont indépendantes, on obtient (Équation 
IV-4) une erreur estimée de 13°C ce qui est très inférieur à l’incer titude  Réf du schéma 
référence. Stricto sensu, cette hypothèse n’est pas correcte puisque la nappe de puissance va 
influencer les niveaux de flux : l’erreur induite sur la nappe de puissance va dès lors se propager 
sur le calcul des contre-réactions. Cependant, l’erreur         calculée ici étant très faible, la 
prise en compte des effets couplés ne devrait pas changer les résultats.  







Les simplifications du schéma de calcul sont alors considérées comme acceptables pour la suite 
de notre étude. 
 
                   
          
         
              
     
        








Ecart à la référence (°C) 
Puissance Zone 882 -5 
Doppler Zone 897 +10 
Dilatation sodium Zone 890 +3 
Dilatation axiale 
combustible 
Zone 881 -6 
Dilatation axiale TH Plat 886 -1 
Dilatation axiale gaine Plat 886 -1 
Table IV-10 – Erreurs produites individuellement par les simplifications des profils  
IV.3.2 Simplification de la mise en zone de débit 
 
La dernière des simplifications de la chaîne de calcul concerne la définition des zones de débits 
du cœur. La chaîne de calcul référence fait intervenir le code MC2 [143] (modélisation à 
l’échelle sous-canal dans les assemblages) ; cette étape n’est pas mise en œuvre dans la 
méthodologie proposée. Nous effectuons un chaînage direct entre notre modèle neutronique 
optimisé et la modélisation CATHARE simplifiée. 
 
Deux hypothèses doivent alors être posées : 
- La première hypothèse conserve un nombre de zones de débit identique à la référence 
soit sept. 
- La deuxième hypothèse garde le nombre d ’assemblages de chaque dérivation constant. 
La définition des assemblages attribués à chaque dérivation se fait selon le critère de 
leur puissance en fin de cycle à l ’équilibre (instant de référence pour les calculs de 
transitoires). A titre d’exemple, la dérivation 4 du schéma de référence regroupe les 
neufs assemblages les plus puissants en fin de cycle, et le schéma de calcul thermo -
hydraulique fait de même. 
 
La Figure IV-14 suivante explicite cette mise en dérivation. La figure de gauche montre les 
zones de débit du schéma référence ; celle de droite, les zones de débits produites par la chaîne 
de calcul simplifiée. 
 
 








Figure IV-14 – Zones de débits associées à la configuration référence (g) et calculées 
(d) 
Les erreurs produites par le schéma de calcul neutronique sur les puissances par assemblage se 
propagent lors du calcul des zones de débit. Cependant, hormis la position des assemblages les 
plus puissants (zone de débit 4 et 7 sur les figures), la simplification est assez fidèle  au cas de 
référence. Ceci est conforté par la puissance totale attribuée à chaque zone de débit, comme le 
montre le Table IV-11. Les résultats sont très cohérents par rapport à ceux du benchmark.  
 
Numéro de zone de 
débit 
Nombre d’assemblage 
affectés à la zone 
Puissance totale de la 
zone référence CFV-v1 
(MW) 
Puissance totale de la 
zone schéma de calcul 
(MW) 
1 36 182 180 
2 39 212 212 
3 93 536 541 
4 9 53.2 53.6 
5 48 178 173 
6 33 153 152 
7 33 176 172 
Table IV-11 – Puissances par zones de débit cas de référence et chaînage simplifié 
 
IV.3.3 Validation de la chaîne de calcul simplifiée 
 
La dernière étape de validation consiste à quantifier l ’erreur produite lors du chaînage du 
schéma simplifié neutronique avec la modélisation dégradée dans CATHARE. 
La comparaison avec les résultats de la chaîne de calcul référence est montré en  Figure IV-15. 
 
La température maximale du sodium prédite par la chaîne simplifiée est sensiblement égale à 
celle du calcul référence. Le temps d ’atteinte du pic est sous-estimé de 115 secondes. 
L’erreur reste inférieure à celle considérée pour calcul CATHARE de référence (         ). 
 
 








Figure IV-15 – Evolution temporelle de la température en sortie d’assemblage. Bleu : 
cas référence. Rouge : chaînage simplifié (g) et écart associé (d) 
La Table IV-12 montre les résultats de la propagation des erreurs individuelles dans le résultat 
final. Pour estimer ces quantités, plusieurs calculs CATHARE ont été effectués en insérant une 
à une dans le jeu de données simplifié les valeurs du schéma référence. Par exemple, la ligne « 
dilatation du sodium » montre les résultats d ’un calcul CATHARE avec des données d’entrées 
produites par la chaîne simplifiée excepté les valeurs concernant les profils de la contre -
réaction due à la dilatation du sodium. 
 
Les données transmises au code CATHARE produisent peu d ’incertitudes ; l’effet le plus 
important sur la température maximale est dû à la contre-réaction sodium. L’incertitude sur le 
temps d’atteinte du pic de température est plus difficile à cerner et ne semble pas être 
imputable à une seule source d ’erreur mais à une combinaison. Malgré cela, la modélisation est 







Temps pic de 
température (s) 
Différence (s) 
Chaînage complet 887 0 280 0 
Puissances 888 +1 290 +10 
Effet Doppler 880 -7 290 +10 
Dilatation Sodium 877 -10 290 +10 
Dilatation 
Combustible 
893 +6 285 +5 
Dilatation gaine 888 +1 280 0 
Dilatation TH 886 -1 280 0 
Dilatation Sommier 888 +1 285 +5 
     887 0 280 0 















IV.4 Chaînage ERANOS-CATHARE utilisant des 
métamodèles 
 
La chaîne de calcul étant validée, et le volume de données ayant été réduit on peut alors réaliser 
le chaînage via des métamodèles. La Table IV-9 indique que 106 métamodèles sont à construire 
pour remplacer le code de neutronique dans la chaîne de calcul.  
 
Le chaînage basé sur des métamodèles différencie cette méthodologie de celles existantes sur la 
même thématique (SDDS [144] et TRIAD [145]. Cette caractéristique permet de nous 
affranchir de deux contraintes : 
- une limitation plus importante du temps d’exécution du schéma de calcul neutronique,  
- l’utilisation d’outils simplifiés pour les simulations thermo-hydrauliques. 
 
IV.4.1 Métamodèles des paramètres de chaînage neutronique et thermo-hydraulique 
 
Les 106 métamodèles nécessaires, représentant principalement les puissances et contre -
réactions, ont alors été construits en utilisant les mêmes bases de données que celles utilisées 
dans le chapitre III pour la construction des métamodèles des performance s du cœur.  
 
Par soucis de clarté on rappelle ici que nous avons alors à ce stade deux familles de 
métamodèles de la neutronique : 
- Un ensemble de métamodèles représentant les performances du cœur (construits et validés 
au chapitre III) 
- Un autre ensemble représentant les 106 paramètres du chaînage neutronique destinés à 
alimenter CATHARE, dont les résultats sont décrits ici.  
 
Les coefficients de prédiction    obtenus pour les profils de puissance sont montrés dans la 
Table IV-13. Ces coefficients sont alors très satisfaisants puisque leur moyenne vaut       
      et que le coefficient minimum vaut     
        ce qui est supérieur au critère de 
qualité de 95% fixé pour la validité des métamodèles. Les profils de puissances sont donc 
fidèlement remplacés par ces derniers. 
 
Concernant les contre-réactions, la Table IV-14 présente les coefficients de prédictions moyen, 
minimum et maximum obtenus pour chacune d’entre elles.  
 
Les résultats sont au-dessus du critère de qualité pour les contre-réactions Doppler, 
combustible, sommier ainsi que pour les fractions de neutrons retardé et le poids des barres 
absorbantes. Leurs coefficients de prédiction minimaux sont en effet supérieurs à 95%.  
 
Les contre-réactions de dilatations des structures (TH et gaines) présentent certains coefficients 
de prédiction inférieurs à 95%. Cependant, leur influence sur les températures en transitoires 
est faible et on se contente alors de ces coefficients sans chercher à les raffiner.  
 
Enfin, les coefficients liés à la contre-réaction sodium sont également en dessous du critère. 
Ceci est cohérent avec les résultats obtenus au chapitre III  ; en effet, la contre-réaction sodium 
globale (considérée comme une performance du cœur) a elle aussi été obtenue avec un 
coefficient de prédiction de 94% malgré le raffinement des bases de données et des 
métamodèles. La contre-réaction globale n’ayant pas été représentée avec une précision de 95% 







nous n’avons pas cherché à représenter ses composantes locales avec une précision supér ieure. 
On impute ces résultats au bruit numérique causé par les calculs en théorie de la diffusion.  
 
Métamodèle    (%) 
Puissance dérivation 1 99.6 
Puissance dérivation 2 99.5 
Puissance dérivation 3 98.8 
Puissance dérivation 4 98.8 
Puissance dérivation 5 98.4 
Puissance dérivation 6 98.3 
Puissance dérivation 7 98.7 
Coefficient de puissance normalisé zone fissile 
inférieure dérivation 1 
99.3 
Coefficient de puissance normalisé zone fissile 
supérieure dérivation 1 
99.3 
Coefficient de puissance normalisé plaque 
fertile interne dérivation 1 
99.2 
Coefficient de puissance normalisé zone fissile 
inférieure dérivation 2 
99.0 
Coefficient de puissance normalisé zone fissile 
supérieure dérivation 2 
99.2 
Coefficient de puissance normalisé plaque 
fertile interne dérivation 2 
98.6 
Coefficient de puissance normalisé zone fissile 
inférieure dérivation 3 
98.8 
Coefficient de puissance normalisé zone fissile 
supérieure dérivation 3 
98.9 
Coefficient de puissance normalisé plaque 
fertile interne dérivation 3 
98.2 
Coefficient de puissance normalisé zone fissile 
inférieure dérivation 4 
98.5 
Coefficient de puissance normalisé zone fissile 
supérieure dérivation 4 
98.5 
Coefficient de puissance normalisé plaque 
fertile interne dérivation 4 
97.8 
Coefficient de puissance normalisé zone fissile 
extérieure dérivation 5 
99.0 
Coefficient de puissance normalisé zone fissile 
extérieure dérivation 6 
99.1 
Coefficient de puissance normalisé plaque fissile 
extérieure dérivation 7 
99.0 





         
      
  
Doppler 17 97.5 95.7 98.9 
Dilatation 
combustible 
17 98.1 97.5 99.2 
Dilatation sodium 31 93.0 91.1 97.3 
Dilatation axiale 
gaine 
7 95.7 93.8 97.5 
Dilatation axiale 
TH 
7 94.8 92.4 97.1 
Dilatation sommier 1 97.1 97.1 97.1 
  8 98.9 98.5 99.1 
Poids des barres 
absorbantes 
1 97.4 97.4 97.4 
Table IV-14 – Coefficients de prédictivité pour les métamodèles du chaînage 







IV.4.2  Validation du chaînage utilisant les métamodèle neutronique 
 
Il reste à quantifier l’impact du chaînage utilisant les métamodèles plutôt que directement les 
résultats ERANOS. Ceux-ci sont alors utilisés en substitution du schéma de calcul ERANOS 
pour fournir les 106 données d’entrée du calcul CATHARE.  
 
Les résultats obtenus par cette chaîne en transitoire ULOF/MdTG sont montrés en Figure 
IV-16. L’évolution de la température en sortie d’assemblage est similaire à celle obtenue par le 
chaînage des deux schémas de calculs simplifiés. Ceci tend à montrer que l’utilisation des 
métamodèles impacte de façon réduite les résultats des calculs CATHARE. L’erreur sur le pic 
de température reste de quelques degrés (2°C) et la température en fin de transitoire reste sous -
estimé d’une dizaine de degrés. Ces valeurs restent inférieures à l’incertitude CATHARE 
considérée (          ) et nous gardons alors ce chaînage avec métamodèles pour construire 
les bases de données de CATHARE dans la suite. 
 
  
Figure IV-16 – Evolution temporelle (g) de la température en sortie d’assemblage 
référence (rouge) et avec chaînage avec métamodèles (bleu), et écart associé (d) 
  







IV.5 Construction des métamodèles chaînés 
neutronique et thermo-hydrauliques 
 
IV.5.1 Planification d’expériences 
 
Le chaînage avec les métamodèles permet de construire des bases de données sur le même 
espace d’étude que celui défini au chapitre III. Les 30 paramètres de conceptions du cœur sont 
pris en compte.  
Le chaînage via les métamodèles permet de lancer des calculs de transitoires en limitan t les 
temps de calculs. Un calcul CATHARE incluant la convergence du régime nominal et un calcul 
transitoire dure en effet moins d’une heure (à comparer avec les 6 heures de notre schéma 
simplifié neutronique). 
 
Deux plans d’expériences ont été construits dans le domaine d’étude en suivant la même 
méthode qu’au chapitre précédent. Un premier plan LHD d’apprentissage minimisant la 
discrépance    de 6000 points a été construit. Un second plan d’expériences de taille 
équivalente pour la validation a été réalisé.  
La taille initiale de ces plans d’expériences a été fixée de manière arbitraire. Le temps de calculs 
réduit d’une simulation CATHARE permet d’envisager un nombre de calcul plus importants 
que pour la neutronique (12000 calculs d’une heure sur un cluster de 128 nœuds représentent 4 
journées de calculs). De plus, on s’attend à un comportement non linéaire des réponses, ce qui 
incite à augmenter le nombre initial de simulations. 
 
Une fois les plans d’expériences déterminés, la plateforme URANIE a été util isée pour mettre à 
jour automatiquement les jeux de données CATHARE correspondants à chaque jeu de 
paramètres. Les paramètres géométriques des cœurs ont été modifiés dans le jeu de données 
CATHARE, et les métamodèles neutroniques pour le chaînage ont également été instanciés 
automatiquement pour générer les valeurs des puissances et contre -réaction nécessaires. 
 
La qualité des résultats du chaînage utilisant les métamodèles sur L’ULOF/MdTG nous a mené 
à étudier de la même façon les trois scénarios accidentels non protégés décrits en introduction  ; 
menant à un total de 12000*3=36000 calculs CATHARE (approximativement 12 jours de 
calculs).  
  
IV.5.2 Résultats – validation des métamodèles 
 
Nous disposons à ce stade de bases données contenant les résultats CATHARE des 36000 
calculs réalisés. Ces résultats dépendent explicitement des 30 paramètres de conception de 
notre méthode, et implicitement des paramètres nécessaires au chaînage (typiquement les 
valeurs des puissances par dérivation, celles des contre-réactions, mais aussi des pertes de 
charges singulières en pied d’assemblage). 
 
Quatre métamodèles représentant les sorties d’intérêts ont alors été construits :  
- Trois pour les températures maximales du sodium liquide atteintes lors de chacun des trois 
transitoires. Seules les températures obtenues entre le début du transitoire et 1800s 
(délai intervention opérateur) après sont considérées. 
- Un pour le temps d’atteinte du pic de température en ULOF/MdTG (les deux autres 
transitoires ULOF/PP et ULOHS ayant une variation de température a priori 
monotone et croissante - cf. IV.1.4 -, le temps d’atteinte du pic n’est pas un critère 
pertinent puisqu’il sera toujours obtenu en fin de transitoire).  








IV.5.2.1 Premier jeu de métamodèles 
 
Un premier jeu de quatre métamodèles (Table IV-15) a été construit en utilisant comme 
paramètres d’entrée des modèles de régressions    seulement les trente paramètres explicites    
du domaine d’études (Équation IV-5). 
 
          Équation IV-5 
 
Les quatre métamodèles obtenus ne sont pas satisfaisants. Le meilleur    obtenu est de 84% 
pour la température maximale atteinte en ULOHS. Le coefficient de prédiction pour la 
température en ULOF/MdTG est de 77%, et celui pour la température maximale en ULOF 
n’est que de 65%. Les erreurs maximales sont également importantes (environ 200°C) et 
supérieures aux incertitudes du schéma de calcul. De plus, le meilleur métamodèle obtenu pour 
le temps d’atteinte du pic de température a un pouvoir de prédiction très faible (16%) et n’est 
donc pas utilisable. 
 




   
Nombre de 
paramètres du 
réseau de neurones 
   




ULOF/MdTG     
         
 
°C 5 190 77 200 70 
Température maximale 
ULOF/PP     
       
 
°C 7 254 65 225 70 
Température maximale 
ULOHS     
      
°C 5 190 84 200 70 
Temps d’atteinte du pic de 
température ULOF/MdTG 
        
s 4 158 16 1800 N/A 
Table IV-15 – Métamodèles des sorties thermo-hydrauliques 
IV.5.2.2 Second jeu de métamodèles 
 
Les métamodèles précédents n’ont pas été jugés d’une qualité suffisante pour que la méthode 
de raffinement itérative soit pertinente (cette méthode permet de corriger localement des 
métamodèles déjà proches du critère de qualité) . Nous employons ici une autre méthode pour 
améliorer nos modèles de régression. 
 
Nous estimons que la difficulté à construire des métamodèles prédictifs provient de  : 
- la plus grande non linéarité des réponses, 
- la propagation d’erreur introduite par l’util isation des métamodèles en entrée du modèle 
CATHARE. 
 
Pour faciliter la construction des métamodèles, des réseaux de neurones ont été construits 
utilisant en entrée non seulement les paramètres explicites    de conception, mais également 
certains des paramètres implicites du chaînage         produits par les métamodèles.  
 
L’objectif est de limiter l’effet de la propagation d’erreur produit par l’utilisation des 
métamodèles. Les métamodèles ont alors la structure de l’Équation IV-6. 
 







                  Équation IV-6 
 
On ne peut pratiquement cependant inclure la totalité de ces paramètres de chaînage dans les 
métamodèles. La raison principale est le nombre limité de paramètres d’entrées utilisables pour 
la construction de réseaux de neurones dans la plateforme URANIE. 
 
Pour sélectionner les paramètres de chaînage à inclure dans les métamodèles, on se base sur les 
résultats précédents (Table IV-7) sur la sensibilité de la température en ULOF/MdTG aux 
contre-réactions. Ces résultats ont montré une importance significative de la contre-réaction 
Doppler et de la dilatation combustible sur cette température. Nous avons alors décidé 
d’inclure la totalité des paramètres de chaînage liés à ces contre -réactions (valeur globales et 
profils) dans les modèles de régression. Il a été fait de même pour les valeurs de puissance.  
Le reste des contre-réactions n’a été inclus que partiellement dans le vecteur         ; seules leurs 
valeurs globales ont été considérées. Les valeurs des coefficients de pertes de charges ont 
également été incluses. Les différentes composantes retenues du vecteur         sont résumées 






Nombre de paramètres 
inclus dans         
Total 
Puissance globale 4 / 3 1 / 1 7 
Profils de puissance 4 / 3 4 / 2 22 
Doppler 4 / 3 1 / 1 7 
Profil de Doppler 4 / 3 4 / 2 22 
Dilatation axiale 
combustible 
4 / 3 1 / 1 7 
Profil de dilatation axiale 
combustible 
4 / 3 4 / 2 22 
Dilatation sodium 1 1 1 
Dilatation radiale gaine 1 1 1 
Dilatation radiale TH 1 1 1 
Dilatation axiale TH 1 1 1 
Dilatation axiale gaine 1 1 1 
Dilatation sommier 1 1 1 
Poids des barres 
absorbantes 
1 1 1 
Fractions de neutrons 
retardés 
1 8 8 
Pertes de charge 
singulières 
4 / 3 1 / 1 7 
Perte de charge cœur 1 1 1 
TOTAL 110 
Table IV-16 – Paramètres de chaînage c(x) inclus dans les métamodèles 
Les bases de données précédentes restent identiques mais passent artificiellement d’une 
dimension de 30 à une dimension de 110+30=140. Les métamodèles obtenus avec cette 
















   
Nombre de 
paramètres du 
réseau de neurones 
   




ULOF/MdTG     
         
 
°C 2 288 94 70 70 
Température maximale 
ULOF/PP     
       
 
°C 4 574 90 80 70 
Température maximale 
ULOHS     
      
°C 2 288 95 80 70 
Temps d’atteinte du pic de 
température ULOF/MdTG 
        
s 4 574 20 1500 N/A 
Table IV-17 Métamodèles des sorties thermo-hydrauliques avec paramètres de chaînage 
Les coefficients de prédictions des températures maximales durant chaque transitoire sont 
supérieurs ou égaux à 90%. Cependant, seul le métamodèle de la température maximale en 
ULOF/MdTG égale le critère de qualité de 95%. Les erreurs maximales trouvées sur la base de 
validation sont sensiblement égales à l’incertitude CATHARE (          .  
Les prédictions des métamodèles chaînés sont donc de moins bonne qualité que celles 
obtenues pour les performances neutroniques. Cependant, considérant la complexité accrue du 
problème chaîné, les résultats sont jugés acceptables.  
 
Il faut noter également que malgré l’intégration des paramètres de chaînage, il est toujours 
impossible de construire un réseau de neurones de qualité relatif au temps d’atteinte du pic de 
température lors d’un ULOF/MdTG. La plus grande sensibilité de ce temps aux contre -
réactions (Table IV-12), notamment à des effets couplés, ainsi qu’aux paramètres de conception 
est probablement la cause de cette difficulté. Cette performance n’a donc pas pu être retenue 
dans la suite de l’étude. 
 
Les trois métamodèles valides vont servir dans la suite d’outils d’aide à la préconception multi -
physique, incluant les effets neutroniques et thermo-hydrauliques. 
 
  







IV.6 Application à l’analyse globale de sensibilité et à 
l’appréciation de configurations 
 
IV.6.1 Analyses globales de sensibilité 
 
Pour chacun des trois métamodèles représentant les températures maximales atteintes en 
transitoire, des analyses globales de sensibilité portant exclusivement sur les paramètres 
explicites de conception    sont réalisées. L’objectif est de pouvoir orienter facilement la 
conception d’un cœur type CFV en prenant en compte les effets chaînés des deux physiques. 
Les analyses de sensibilité sont basées sur les méthodes décrites aux chapitre I et II.  
 
IV.6.1.1 Température maximale du sodium en ULOF/MdTG 
 
La Table IV-18 ci-dessous liste les paramètres influents sur la température maximale atteinte en 
ULOF/MdTG. La Figure IV-17 à la suite basée sur les métamodèles, illustre les variations de 
cette température en fonction des paramètres les plus influents.  
 
Table IV-18 –Paramètres influents sur la température maximale en ULOF/MdTG 
 
   
Figure IV-17 – Evolution de la température maximale en ULOF/MdTG en fonction des 
paramètres les plus influents 
 
Les résultats de l’analyse de sensibilité confirment partiellement ceux de l’analyse préliminaire 
effectuée sans chaînage avec la neutronique. On retrouve une influence importante du nombre 
de couronnes d’aiguilles dans l’assemblage et du diamètre fil espaceur. Ceci confirme 
Variables 
Indices de Sobol de 
premier ordre (%) 
Indices de Sobol 
d’ordre total (%) 
Sens de variation 
du paramètre pour 
amélioration de la 
performance 
Nombre de couronnes d’aiguilles 78 81 Augmenter 
Epaisseur du fil espaceur 9.1 10 Augmenter 
Hauteur fissile inférieure 2.2 3.8 Diminuer 
Taux de dilution d’AMO2 dans fissile 1.6 2.0 Augmenter 
Hauteur plenum sodium 1.5 1.9 Augmenter 







l’importance de la quantité de sodium dans l’assemblage au premier ordre sur cette 
température. 
 
La comparaison avec les résultats obtenus dans l’étude purement thermo-hydraulique montre la 
pertinence d’une étude chaînée. Premièrement il apparaît dans les variables influentes le taux de 
dilution d’actinides mineurs dans le combustible. Dans l’étude préliminaire, ce paramètre ne 
pouvait être pris en compte. L’effet de cette dilution d’actinides sur la constante Doppler 
([135], [146]) est probablement responsable de l’effet positif de ce paramètre sur la température 
maximale (on a vu dans le paragraphe IV.1.4 que lors de ces accidents non protégés, le 
combustible est refroidi, ce qui amène à une contribution positive du Doppler sur la 
réactivité.).  
 
La hauteur de la zone fissile inférieure si elle reste influente sur la valeur du pic température, 
change de sens global d’influence. Alors que l’étude préliminaire montrait l’importance de la 
diminution de la puissance volumique, l’étude chaînée montre que les changements induits dans 
la répartition du flux neutronique deviennent significatifs sur le comportement du cœur en 
transitoire ULOF/MdTG.  
 
La diminution globale de la constante Doppler via la diminution de la quantité de combustible 
va limiter son effet pénalisant et peut expliquer ce phénomène. La corrélation entre ces deux 
grandeurs est illustrée en Figure IV-18. 
 
De même, la diminution de la hauteur du faisceau d’aiguilles va réduire la perte de charge du 
cœur. Ainsi, lors de l’arrêt des pompes primaires plus la perte  de charge est importante, plus le 
débit va diminuer rapidement, menant à une montée initiale de température plus importante. La 
corrélation est montrée en Figure IV-19. 
 
 
Figure IV-18 – Corrélation entre constante 
Doppler et température maximale en 
ULOF/MdTG 
Figure IV-19 - Corrélation entre perte de 











IV.6.1.2 Température maximale du sodium en ULOF/PP 
 
Les résultats de l’analyse de sensibilité sur la température maximale atteinte en transitoire 
ULOF/PP (Table IV-19 et Figure IV-20) montrent une bonne cohérence avec celle de la 
température en ULOF/MdTG. Le nombre de couronnes d’aiguilles ainsi que l’épaisseur fil 
espaceur doivent être augmentés pour améliorer cet estimateur du comportement naturel du 
cœur. De même, les hauteurs des zones combustibles doivent être réduites afin de diminuer la 
température maximale atteinte par le sodium lors du transitoire. L’amélioration des deux 
critères peut donc se faire simultanément en jouant sur ces paramètres.  
 
   
Figure IV-20 – Evolution de la température maximale en ULOF/PP en fonctions des 
paramètres les plus influents 
 
Table IV-19 – Paramètres influents sur la température maximale en ULOF/PP 
L’augmentation de la hauteur du plénum sodium apparaît comme favorable pour ce transitoire. 
L’augmentation du volume de sodium et donc de l’inertie thermique dans le cœur est 
responsable de cet effet. 
 
IV.6.1.3 Température maximale du sodium en ULOHS 
 
L’analyse globale de sensibilité pour la température maximale en ULOHS (Table IV-20 et 
Figure IV-21) montre que le rayon externe des pastilles est influent sur la température 
maximale atteinte par le sodium, ce qui n’était pas le cas pour l’ULOF/PP et l’ULOF/MdTG. 
Les hauteurs combustibles et le nombre de couronnes gardent une influence similaire à celle 
qu’ils ont pour les deux autres transitoires. 
 
Variables 
Indices de Sobol de 
premier ordre (%) 
Indices de Sobol 
d’ordre total (%) 
Sens de variation du 
paramètre pour 
amélioration de la 
performance 
Nombre de couronnes d’aiguilles 36 45 Augmenter 
Hauteur fissile inférieure 11 20 Diminuer 
Epaisseur du fil espaceur 6.1 12 Augmenter 
Hauteur fissile supérieure 1.5 3.5 Diminuer 
Hauteur plaque fertile interne 3.5 6.3 Diminuer 
Hauteur plénum sodium 1.6 1.7 Augmenter 








Table IV-20 – Paramètres influents sur la température maximale en ULOHS 
  
Figure IV-21 – Evolution de la température maximale en ULOHS en fonctions des 
paramètres les plus influents  
Variables 
Indices de Sobol de 
premier ordre (%) 
Indices de Sobol 
d’ordre total (%) 
Sens de variation du 
paramètre pour 
amélioration de la 
performance 
Nombre de couronnes d’aiguilles 36 55 Augmenter 
Rayon externes pastilles 17 29 Augmenter 
Hauteur fissile inférieure 12 15 Diminuer 
Hauteur fissile supérieure 8.3 10 Diminuer 
Hauteur plaque fertile interne 2.0 4.2 Diminuer 







IV.6.2 Proposition de configurations 
 
IV.6.2.1 Retour sur les configurations précédentes 
 
Le chaînage développé dans ce chapitre permet de valider les deux configurations proposées au 
chapitre III. On estime alors leur comportement naturel en transitoires de perte de débit. Un 
calcul neutronique avec le schéma simplifié est effectué. Un chaînage direct (sans les 
métamodèles) est ensuite réalisé avec le code CATHARE pour recalculer les températures 
maximales lors des trois transitoires. 
IV.6.2.1.1 Configuration dite « à grand nombre d’aiguilles » 
 
Performances Unités 
Valeurs prédites par 
les métamodèles 
Valeurs obtenues par 
schéma de calcul 
Inventaire plutonium kg 6130 6150 
Production d’actinides 
mineurs 
kg/JEPP 0.056 0.060 
Perte de réactivité pcm -900 -1100 
Puissance linéique max W/cm 335 315 
Dose max DPA 90 90 
Gain de régénération - 0.006 0.010 




Valeurs prédites par 
métamodèles 
Résultats chaîne de 
calcul 
              °C 860 865 
        /PP °C 905 935 
          °C 620 625 
Caractéristiques cœur Unités Valeurs Référence CFV-v1 
     
  % 45.93 42.77 
   
  % 27.31 29.14 
      
  % 14.82 12.47 
   
  % 8.65 9.76 
                cm 19.88 17.50 
Nombre aiguilles par 
assemblage 
- 397 217 
Constante Doppler pcm -972 -980 
Fraction de neutrons 
retardés      
pcm 371 364 
Enrichissement moyen % vol. 12.22 13.91 
Enrichissement 
maximum 
% vol. 23.79 23.52 
Burn-up maximum at% 10.6 12.6 
Puissance volumique 
zones fissiles 
W/cm3 185 258 
Perte de charge cœur bar 3.85 3.05 
              °C 865 880 
        /PP °C 935 920 
          °C 625 705 
Table IV-21 – Performances neutroniques et thermo-hydrauliques de la configuration 
dite « à grand nombre d’aiguilles » 
Les caractéristiques de la configuration dite « à grand nombre d’aiguilles » sont rappelées dans 
la Table IV-21. Comparés à la référence, les métamodèles thermo-hydrauliques ne prédisent pas 
d’amélioration significative du comportement de ce cœur lors des transitoires ULOF/MdTG et 







ULOF/PP pour lesquels les températures maximales sont respectivement réduites de 20°C  et 
15°C. Compte-tenu des incertitudes de la chaîne de calcul et celles intrinsèques à la 
modélisation CATHARE, ces résultats ne sont pas significatifs.  
La température en ULOHS est réduite de 85°C (de 705°C à 620°C). Cependant, cette 
amélioration concerne le transitoire le moins pénalisant a priori des trois (température 
maximale la moins élevée). L’intérêt d’une telle configuration est donc limité si on s’intéresse 
au comportement naturel du cœur.  
 
Après validation par la chaîne de calcul, les prédictions des métamodèles sont partiellement 
confortées. Les températures en ULOF/MdTG et ULOHS sont prédites avec un écart de 5°C, 
ce qui est très satisfaisant. L’erreur produite sur la température en ULOF/PP est plus 
importante (30°C), ce résultat n’est pas surprenant si on rappelle que le    de ce métamodèle 
est le plus faible (90%). Cette erreur de 30°C est d’autant plus pénalisante qu’elle transforme la 
prédiction d’une légère amélioration en légère dégradation de cette performance. Pour s’assurer 
d’une amélioration du comportement en ULOF/PP il faut donc que les métamodèles prédisent 
une température bien inférieure (plusieurs dizaines de degrés) à celle de référence. 
  







IV.6.2.1.2 Configuration dite « durable » 
 
On montre en Table IV-22 les caractéristiques de la configuration dite « durable » proposée au 
chapitre précédent. Les métamodèles prédisent des températures équivalentes à celles de la 
référence pour le transitoire ULOF, une température améliorée pour l’ULOHS (de 25°C) et 
dégradée de 40°C pour l’ULOF/MdTG.  
La validation par la chaîne de calcul indique que la température en ULOHS est correctement 
prédite par les métamodèles. 
 
Performances Unités 
Valeur prédite par les 
métamodèles 
Valeurs obtenue par schéma 
de calcul 
Inventaire plutonium kg 4300 4340 
Production d’actinides 
mineurs 
kg/JEPP -0.181 -0.188 
Perte de réactivité pcm -1800 -1600 
Puissance linéique max W/cm 585 580 
Dose max DPA 145 138 
Gain de régénération - 0.04 0.03 




Valeurs prédites par 
métamodèles 
Résultats chaîne de calcul 
              °C 920 915 (Ebullition en 60s) 
        /PP °C 915 915 (Ebullition en 60s) 
          °C 680 680 
Caractéristiques cœur Unités Valeurs Référence CFV-v1 
     
  % 42.29 42.77 
   
  % 29.28 29.14 
      
  % 12.06 12.47 
   
  % 10.73 9.76 
                cm 15.83 17.50 
Nombre aiguilles par 
assemblage 
- 169 217 
Constante Doppler pcm -622 -980 
Fraction de neutrons 
retardés      
pcm 339 364 
Enrichissement moyen % vol. 14.22 13.91 
Enrichissement 
maximum 
% vol. 25.66 23.52 
Burn-up maximum at% 17.4 12.6 
Puissance volumique 
zones fissiles 
W/cm3 283 258 
Perte de charge cœur bar 4.73 3.20 
              °C 915 (Ebullition en 60s) 880 
        /PP °C 915 (Ebullition en 60s) 920 
          °C 680 705 
Table IV-22 – Performances neutroniques et thermo-hydrauliques de la configuration 
dite « durable » 
Concernant les résultats pour le transitoire ULOF/PP et ULOF/MdTG, les métamodèles 
reproduisent correctement les températures calculées. Cependant, une analyse plus fine des 
résultats dévoile que cette configuration en transitoire ULOF/PP et ULOF/MdTG mène à 
l’ébullition du sodium environ 60s après le déclenchement des pompes.  
Les marges des températures à l’ébullition lors des transitoires sont donc essentielles. Ici une 
température de 915°C peut amener ou non à l’ébullition selon la valeur de la température de 







saturation qui dépend de la pression. Cependant des températures plus basses assureront de la 
non ébullition (la température de saturation du sodium vaut 883°C à  pression atmosphérique). 
 
IV.6.2.2 Configuration dite « Comportement naturel » 
 
A partir des métamodèles construits, on cherche à proposer une configuration présentant un 
comportement naturel amélioré dans les trois transitoires étudiés. Les contraintes de 
conception (entreplat assemblage, enrichissement maximum, etc.) sont identiques à celles 
retenues au chapitre III.  
 







Nombre de couronnes 
d’aiguilles 
+78 +36 +36 
Epaisseur du fil espaceur +9.1 +6.1 X 
Hauteur fissile inférieure -2.2 -11 -12 
Taux de dilution d’actinides 
mineurs dans fissile 
+1.6 X X 
Hauteur plenum sodium +1.5 +1.6 X 
Hauteur fissile supérieure X -1.5 -8.3 
Hauteur plaque fertile interne X -3.5 -2.0 
Rayon externe pastille X X +17 
Table IV-23 – Récapitulatif des analyses globales de sensibilité pour les températures 
sodium en transitoires non protégés 
On rappelle dans la Table IV-23 les résultats des trois analyses globales de sensibilité sur les 
températures maximales en transitoire. Huit variables de conceptions sont influentes sur les 
températures maximales du sodium atteintes en ULOx. Parmi ces 8 variables, 7 étaient déjà 
influentes sur les performances neutroniques du cœur  ; seule la hauteur du plénum ne l’était 
pas. Au total 11 variables influent significativement sur les 10 performances définies (7 
neutroniques et 3 thermo-hydrauliques). 
 
On commence alors par fixer les paramètres    et      jouant au premier ordre sur les 
températures maximales en ULOF/MdTG et ULOF/PP. La Figure IV-22 indique qu’une 
configuration avec 12 couronnes d’aiguilles et un fil espaceur large diminuerait la température 
lors de ces deux transitoires. Pour diminuer la température en ULOHS, il faut favoriser un 
large diamètre de pastilles.  
Afin de respecter la contrainte sur la taille maximale du réseau d’assemblage (<20cm), on 
diminue au maximum l’épaisseur de la gaine, du tube hexagonal et de l’espace inter -assemblage. 
Pour limiter la perte de réactivité pendant le cycle on ferme également  les pastilles 
combustibles. On obtient la configuration montrée en Table IV-24. 
 








Figure IV-22 – Variations des températures maximales en transitoires ULOx en 
fonction de NCaig  et Dfil 
 
Variables Unités Valeurs Valeurs référence 
   - 12 9 
     cm 0.3225 0.4225 
       cm 0.0 0.11 
     cm 0.18 0.10 
       cm 0.04 0.05 
    cm 0.30 0.45 








Inventaire plutonium kg 6060 4900 
Production d’actinides 
mineurs 
kg/JEPP 0.053 0.044 
Perte de réactivité pcm 1560 -1500 
Puissance linéique max W/cm 305 480 
Dose max DPA 101 120 
Gain de régénération - -0.02 -0.02 
Contre-réaction sodium pcm/°C 0.14 0.092 
Réponses en transitoires Unités 




              °C 750 880 
        /PP °C 880 920 
          °C 630 705 
Table IV-24 - Configuration dite « comportement naturel » (1) 
 
Cette configuration diminue effectivement les températures maximales du sodium lors des trois 
transitoires. La puissance linéique est cependant trop faible. Pour l’augmenter on va réduire la 
hauteur de la zone fissile inférieure. Cette diminution va également permettre de réduire les 
trois températures maximales du sodium en transitoires (cf. Figure IV-23). On fixe donc la 
        à 10 cm. Pour éviter d’avoir une perte de réactivité trop importante, on augmente 
à        à 40cm. On augmente également au maximum la hauteur du plénum sodium.  
La configuration obtenue est présentée en Table IV-25. 
 
 







   
Figure IV-23 – Variations des températures maximales en transitoires ULOx en 
fonction de Hfisinf  et Hfissup 
Variables Unités Valeurs Valeurs référence 
   - 12 9 
     cm 0.3225 0.4225 
       cm 0.0 0.11 
     cm 0.18 0.10 
       cm 0.04 0.05 
    cm 0.30 0.45 
    cm 0.30 0.45 
        cm 10 25 
        cm 40 35 








Inventaire plutonium kg 5660 4900 
Production d’actinides 
mineurs 
kg/JEPP 0.061 0.044 
Perte de réactivité pcm 2150 -1500 
Puissance linéique max W/cm 335 480 
Dose max DPA 115 120 
Gain de régénération - -0.06 -0.02 
Contre-réaction sodium pcm/°C -0.058 0.092 
Réponses en transitoires Unités 




              °C 720 880 
            °C 860 920 
          °C 615 705 
Table IV-25 - Configuration dite « comportement naturel » (2) 
Il reste à améliorer la perte de réactivité et le gain de régénération qui sont trop bas. L’analyse 
globale de sensibilité du chapitre III montre qu’il est possible d’améliorer ces deux 
caractéristiques en augmentant le taux de dilution des actinides mineurs dans les zones fissiles 
(Figure IV-24). 
Enfin, la diminution à           sera favorable (Figure IV-25) à une diminution de la 
température maximale en ULOF/PP, qui reste la plus haute des trois considérées dans cette 
configuration. La configuration finale obtenue est présentée dans la Table IV-26. 
 
La configuration finale est conforme aux contraintes de conception retenues. L ’amélioration 
prédite par les métamodèles sur les températures maximales atteintes en transitoires non 
protégés est significative. La température maximale en ULOF/MdTG est diminuée de 180°C, 
celle en ULOF/PP de 100°C et celle en ULOHS de 55°C. Quatre performances neutroniques 







du cœur sont également améliorées, le gain de régénération est proche de zéro, la contre -
réaction sodium et la production d’actinides mineurs sont largement d iminuées jusqu’à être 
négatives, et enfin la puissance linéique maximale est également plus faible que pour la 
configuration de référence (diminution de 140W/cm). Les trois autres performances du cœur 
sont dégradées, l’endommagement maximal sur la gaine est légèrement supérieur à celui de la 
référence, l’inventaire plutonium est augmenté de 10%, mais surtout la perte de réactivité 
pendant le cycle vaut 1900pcm ce qui, compte tenu de l’incertitude maximale sur cette valeur, 




Figure IV-24 – Variations de la perte de réactivité (g) et du gain de régénération (d) en 
fonction de HPFI et τAM 
 
   
Figure IV-25 - Variations des températures maximales en transitoires en fonction de 
HPFI et τAM  
 
La configuration est alors validée avec notre chaîne de calcul. (cf. Table IV-27). Les 
améliorations prédites par les métamodèles sont confirmées. Les métamodèles sous estiment 
respectivement de 15°C et 35°C les températures maximales atteintes en ULOF/MdTG et 
ULOF/PP. Malgré cela les gains restent de 165°C et 65°C ce qui est signif icatif compte tenu 
des incertitudes CATHARE (         ). La prédiction concernant l’ULOHS ne produit une 
erreur que de 5°C et la température maximale atteinte lors de ce transitoire est donc inférieure 







de 50°C à celle de la référence. Ces résultats va lident le bon comportement de ce cœur lors des 
transitoires non protégés.  
Les performances neutroniques sont globalement bien prédites avec des erreurs inférieures aux 
incertitudes du schéma de calcul. Deux exceptions sont à noter : 
- La contre-réaction sodium est surestimée par le métamodèle ; elle est donc meilleure 
qu’attendue, ce qui n’est pas pénalisant. 
- La perte de réactivité est sous-estimée de 400pcm par rapport aux résultats du schéma 
de calcul. Ceci l’amène au-delà des 2000pcm de notre contrainte de conception. Il 
faudrait alors améliorer cette performance. Une des solutions serait de diminuer la 
durée d’un cycle d’irradiation, ce qui impacterait peu le comportement naturel du cœur 
en transitoires. Si le gain n’est pas suffisant il faudrait augmenter les hauteurs 




Variables Unités Valeurs Valeurs référence 
   - 12 9 
     cm 0.3225 0.4225 
       cm 0.0 0.11 
     cm 0.18 0.10 
       cm 0.04 0.05 
    cm 0.30 0.45 
    cm 0.30 0.45 
        cm 10 25 
        cm 40 35 
        cm 60 40 
     cm 10 20 
         








Inventaire plutonium kg 5160 4900 
Production d’actinides 
mineurs 
kg/JEPP -0.084 0.044 
Perte de réactivité pcm -1900 -1500 
Puissance linéique max W/cm 340 480 
Dose max DPA 125 120 
Gain de régénération - 0.00 -0.02 
Contre-réaction sodium pcm/°C -0.037 0.092 
Réponses en transitoires Unités 




              °C 700 880 
        /PP °C 820 920 
          °C 650 705 
Table IV-26 – Configuration dite « comportement naturel » 
 
  









Valeurs prédites par 
les métamodèles 
Valeurs obtenues par 
schéma de calcul 
Inventaire plutonium kg 5160 5070 
Production d’actinides 
mineurs 
kg/JEPP -0.084 -0.082 
Perte de réactivité pcm -1900 -2300 
Puissance linéique max W/cm 340 330 
Dose max DPA 125 128 
Gain de régénération - -0.01 -0.02 




Valeurs prédites par 
métamodèles 
Valeurs obtenues par 
chaîne de calcul 
              °C 700 715 
        /PP °C 820 855 
          °C 650 655 
Caractéristiques cœur Unités Valeurs Référence CFV-v1 
     
  % 36.00 42.77 
   
  % 40.24 29.14 
      
  % 13.25 12.47 
   
  % 5.84 9.76 
                cm 19.93 17.50 
Nombre aiguilles par 
assemblage 
- 397 217 
Constante Doppler pcm -730 -980 
Fraction de neutrons 
retardés      
pcm 345 364 
Enrichissement moyen % vol. 14.89 13.91 
Enrichissement 
maximum 
% vol. 26.16 23.52 
Burn-up maximum at% 16.2 12.6 
Puissance volumique 
zones fissiles 
W/cm3 226 258 
Perte de charge cœur bar 1.05 3.05 













Ce chapitre a fait état des modèles thermo-hydrauliques, de leur validation sur des transitoires 
non protégés, ainsi que du chaînage avec la neutronique. Des métamodèles  capables d’estimer 
le comportement du cœur lors de transitoires thermo-hydrauliques non protégés ont été 
construits et constituent une part essentielle de la méthode multi -physique mise au point dans 
nos travaux. 
 
Une étude préliminaire a été menée pour estimer le comportement naturel du cœur lors d’un 
transitoire dimensionnant de manque de tension généralisé ULOF/MdTG. Cette étude a été 
réalisée sans prise en compte des effets dus au changement de géométrie du cœur sur les 
valeurs de contre-réactions et de puissance. Elle a permis de vérifier la faisabilité de 
l’application de la méthode à des calculs de transitoires. Deux métamodèles ont été construits, 
un premier pour représenter la température maximale atteinte lors du transitoire et un second 
pour prédire le temps d’atteinte du pic de température du sodium liquide. Les analyses de 
sensibilité sur cette étude ont montré l’importance de l’augmentation du volume du 
combustible dans le cœur pour améliorer le comportement naturel du cœur en ULOF/MdTG. 
Les résultats associés au métamodèle représentant le temps d’atteinte du pic sont cependant 
entaché d’erreurs importantes empêchant de conclure sur la pertinence des résultats obtenus.  
 
Une seconde étude consistant à chaîner les modèles de neutronique et de thermo-hydraulique, a 
ensuite été réalisée, l’idée est de prendre en compte au mieux les changements neutroniques 
induits par les modifications géométriques lors des transitoires accidentels. Ce chaînage a été 
réalisé sur base de métamodèles, afin de pouvoir réaliser un grand nombre de simulations de 
transitoires avec CATHARE sans être limité par les temps de calcul des schémas neutronique.  
Le volume de données à transmettre depuis la neutronique jusqu’à la thermo -hydraulique a 
alors été réduit. Un chaînage simplifié a alors été développé et validé. Les profils de puissance 
et de contre-réactions ont été allégés, ce qui a permis de diviser le volume de données 
transmises par 10. La validation étape par étape sur le benchmark CFV-v1 a permis de 
démontrer que les erreurs produites (~13°C) par ce chaînage étaient bien inférieures à celles 
inhérentes à un calcul CATHARE de référence (l’incertitude sur la température étant de l’ordre 
de 70°C).  
 
Le chaînage utilisant les 106 métamodèles représentant les paramètres de la neutronique a ensuite 
été testé sur le benchmark CFV-v1 et a montré sa cohérence, en ne produisant que quelques 
degrés (2°C) d’erreurs. 
 
Ce chaînage basé sur des métamodèles a servi à la réalisation de plans d’expériences de grande 
taille. Trois transitoires accidentels ont pu alors être considérés  : ULOF/PP, ULOHS, et 
ULOF/MdTG, menant à la construction de trois métamodèles de la température maximale 
avec un pouvoir de prédiction jugé acceptable: 90% (ULOF/PP), 95% (ULOF/MdTG) et 94% 
(ULOHS). Ces résultats ont été obtenus en augmentant la complexité des réseaux de neurones 
construits en y intégrant certains paramètres venant du chaînage. Le  temps d’atteinte du pic de 
température en ULOF/MdTG n’a pas pu être représenté correctement par un métamodèle et 
n’a donc pas été intégré dans nos études de conception.  
 
Les analyses globales de sensibilité sur ces métamodèles incluant les effets neutron iques ont 
montré l’importance des effets chaînés. Alors que l’étude préliminaire tend à montrer que 
l’augmentation de la hauteur combustible était favorable à un meilleur comportement du cœur 
en transitoire, l’étude complète montre des effets inversés. L’intérêt du développement d’un 
modèle multi-physique est alors démontré. 







Huit paramètres ont été identifiés comme ayant une influence non négligeable sur les 
températures lors des transitoires considérées : les trois plus importants étant le nombre de 
couronne d’aiguilles par assemblage, l’épaisseur du fil espaceur et la hauteur de la zone fissile 
inférieure. 
 
Les trois métamodèles construits ont permis d’estimer le comportement naturel en transitoires 
des deux configurations issues du chapitre III :  
- Pour la configuration dite « à grand nombre d’aiguilles », les métamodèles prédisent de 
faibles améliorations sur la température en ULOF/MdTG (20°C) et ULOF/PP (15°C). 
Le recalcul de cette configuration avec ERANOS/CATHARE invalide ces faibles 
améliorations ; le gain en ULOF/MdTG passe à 15°C soit dans la gamme d’incertitude, 
et celui en ULOF/PP s’avère être une dégradation de 15°C. Le gain en ULOHS de 
80°C est confirmé mais peu significatif puisqu’il s’agit du transitoire le moins 
pénalisant. Cette configuration apparaît donc sans intérêt au regard du comportement 
naturel du cœur. 
- La configuration dite « durable » est également peu satisfaisante à cet égard. La 
température maximale en ULOF/MdTG est augmentée de 35°C, celle en ULOF reste 
inchangée. L’analyse des résultats issus de la validation montre cependant que cette 
configuration mène à une crise d’ébullition du sodium lors de ces deux transitoires. Une 
limite d’utilisation de nos métamodèles apparaît alors puisqu’ils ne sont pas capables de 
prédire cette crise d’ébullition. 
 
Les trois métamodèles ont également mené à la proposition d’une nouvelle configuration, avec 
pour objectif d’améliorer le comportement naturel de cette image de cœur lors des transitoires 
étudiés. La configuration obtenue diminue de 180°C la température en ULOF/MdTG, de 
100°C celle en ULOF/PP et de 55°C celle en ULOHS. Le recalcul de cette configuration avec 
ERANOS/CATHARE confirme globalement ces résultats. Les performances neutroniques 
sont aussi améliorées, à l’exception de l’inventaire p lutonium et de la perte de réactivité qui 
sont dégradés comparé au CFV-v1 
 
Au final, la configuration proposée n’est pas complètement satisfaisante au regard des 10 
performances. Le design dans un espace à 30 dimensions assisté par des métamodèles est une 
étape complexe. Il n’existe également aucun moyen de s’assurer de l’optimalité des 
configurations produites. Dans le chapitre suivant, les métamodèles construits serviront de 
support à une étape d’optimisation multicritère qui permettra d’identifier strictement des 
configurations optimales.   
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Ce chapitre, cœur de la thèse, détaille l’optimisation multicritère et multi -physique des cœurs de 
type CFV vis-à-vis des performances du cœur et des scénarios de transitoire. Après avoir 
brièvement rappelé les limites de validité des métamodèles et les contraintes d’optimisation qui 
seront prises en compte, on s’attachera à étudier le concept de CFV -v1 vis-à-vis d’une 
optimisation générale des 10 estimateurs de performance. Cette optimisation, menant à un 
ensemble de 5000 configurations limitée au domaine de validité du design du CFV dans sa 
version v1, permet de démontrer que la référence CFV-v1 est optimale du point de vue de 
Pareto. L’analyse des corrélations entre performances, accessible essentiellement au travers des 
études d’optimisation, permet d’identifier les antagonismes entre performances, et d’orienter 
les études de préconception. On constate en particulier, et c’est un point important de l’étude, 
que les corrélations trouvées entre les trois températures maximales en transitoires sont 
positives. Cela signifie que l’on peut améliorer simultanément le comportement naturel du cœur 
lors de ces trois scénarios non protégés. 
 
De nouvelles configurations sont proposées sur le front de Pareto de l’optimisation 
multicritère, qui améliorent certaines performances, sans dégrader les autres, hormis 
l’inventaire plutonium, corrélé négativement à tous les autres critères de performance.  
 
Enfin, le domaine d’optimisation est élargi grâce à 9 paramètres de conception supplémentaires 
générant des degrés de liberté additionnels. Des configurations optimisées par rapport au 
concept de CFV-v1 sont ainsi obtenues.  
Une validation globale d’un front de Pareto est enfin réalisée  ; cependant, elle ne peut se 














La méthode et l’ensemble des métamodèles (neutroniques et thermo -hydrauliques) étant mis en 
place, des optimisations multicritères peuvent être réalisées. Les objectifs d’une telle démarche 
sont multiples : 
- Identifier rapidement des configurations présentant des profils de performances 
intéressants. 
- Identifier les performances antagonistes. 
- Quantifier l’intérêt de certains paramètres de conception  (distribution dans le front de 
Pareto et impact de nouveaux paramètres sur les résultats d’optimisation).  
- Vérifier la validité des métamodèles dans la zone optimale (définie par les fronts de 
Pareto). 
 
Une fois les performances et contraintes définies, un algorithme d’optimisation mult icritère (de 
type algorithme évolutionnaire) est appliqué sur les métamodèles avec le module VIZIR [124] 
d’URANIE et permet d’obtenir un ensemble de configurations optimales, appelé front de 
Pareto. Le principe de fonctionnement d’un algorithme évolutionnaire est rappelé en annexe 
VIII.4. 
 
V.1.1 Domaine de validité des métamodèles 
 
Les métamodèles construits aux chapitres précédents, ont été validé et ont démontré leur 
capacité à prédire les caractéristiques des cœurs dans un domaine de validité bien précis, on 
rappelle ici les principales hypothèses nécessaires à leur utilisation : 
- Les bornes des paramètres de conception sont celles définies au chapitre III (Table III -
7), les capacités d’extrapolation des métamodèles en dehors du domaine n’ont pas été 
testées/validées. 
- La position des assemblages est similaire à celle du CFV-v1. Le modèle géométrique 
implémenté permet d’étudier d’autres configurations. Cependant, par manque de temps, 
des métamodèles incluant ces paramètres n’ont pas été construits. Leur implémentation 
ne pose pas de difficultés pratiques. 
- La gestion du cœur se fait par ¼ et on considère le cœur à son état d’équilibre.  
- Les transitoires considérés sont simulés en fin de cycle à l’équilibre.  
- L’architecture du circuit primaire est identique à celle de la référence  CFV-v1. 
- Les fractions volumiques des assemblages non combustible du cœur sont à leurs valeurs 
de référence 2011 (cette hypothèse peut sembler contraignante sur le domaine 
d’applicabilité des métamodèles ; cependant ces fractions volumiques n’ont a priori 
qu’une influence mineure sur les performances globales du cœur).  
 
V.1.2 Performances optimisées 
 
On rappelle ici les dix performances qui seront optimisées par l’algorithme  : les sept premières 
concernent des performances neutroniques (cf. chapitre III) et les t rois dernières concernent le 
comportement naturel du cœur en transitoire thermo-hydraulique non protégé (cf. chapitre IV): 
 
1. La quantité de plutonium dans le cœur nécessaire à sa divergence  (IPU); 
2. La quantité d’actinides mineurs produits/détruits lors d’un cycle d’irradiation à 
l’équilibre (AMeff); 
3. La destruction/régénération du combustible lors d’un cycle d’irradiation à 
l’équilibre (GR); 








4. La puissance linéique maximale sur une aiguille lors du cycle à l’équilibre  (PLINmax); 
5. La dose maximale dans l’acier constituant les gaines lors de 4 cycles à 
l’équilibre (DPAmax); 
6. La perte de réactivité lors d’un cycle à l’équilibre (DRHO); 
7. La valeur du coefficient de contre-réaction de la dilatation du sodium en fin de cycle à 
l’équilibre (CRNA); 
8. Les températures maximales atteintes par le sodium lors d’ULOF/MdTG, ULOF/PP et 
ULOHS en fin de cycle à l’équilibre (                           ). 
 
V.1.3 Contraintes de conception 
 
Afin d’obtenir uniquement des configurations de cœurs réalistes, on limite les résultats de 
l’optimisation aux contraintes suivantes  : 
 
1. L’entreplat du réseau d’assemblage doit être inférieur à 20cm : au-delà le rayon des 
cœurs serait trop important, menant à des problèmes de contrôle et de coût. 
2. Le rapport             doit être compris entre 5.0% et 8% : plus l’aiguille à un diamètre 
important plus la contrainte mécanique sur la gaine est importante . Les configurations 
avec de grandes aiguilles et une gaine fine doivent donc être évitées pour assurer la 
résistance mécanique de cette dernière (cette contrainte provient des critères RAMSES 
II, sur les contraintes provenant des gaz de fission acceptables par la gaine. Le retour 
d’expérience des RNR-Na en France a montré que les bornes 5.0% et 8.5% étaient 
réalistes et réalisables). 
3. La valeur absolue du gain de régénération doit être inférieure à 0.05  : un des objectifs 
du projet est de concevoir un cœur proche de l ’isogénération. 
4. La puissance linéique maximale doit être comprise entre 325 et 625 W/cm : une valeur 
trop haute mènerait à des marges à la fusion du combustible trop faible. Des valeurs 
trop basses sont écartées car le combustible et la gaine ne se lient pas pendant 
l’irradiation, ce qui ne permet pas d’augmenter la conductivité du jeu pastille-gaine 
menant à des températures combustible trop élevées. 
5. La dose maximale sur la gaine ne doit pas dépasser 150 DPA : l ’acier AIM1 constituant 
les gaines devient fragile au-delà de cette limite, menant à une très grande probabilité de 
rupture. 
6. La perte de réactivité doit être inférieure à 2000pcm : au-delà, le mouvement des barres 
de contrôle serait trop important. 
7. Le coefficient de contre-réaction sodium doit être plus faible que 0.25pcm/°C : la 
valeur de ce coefficient doit être limitée pour des raisons de sûreté et d ’acceptabilité ; 
8. Les températures maximales atteintes par le sodium en transitoire doivent être 
inférieures à 920°C. On a vu au chapitre IV que, autour de 900°C, l’ébullition pouvait 
apparaitre sans que les métamodèles soient capables de la prédire. On a fixé la limite à 
920°C de façon à ce que la référence CFV-v1 respecte cette contrainte.  
 
Il est important de noter que le jeu de contraintes défini n’intervient qu’ici en fin de méthode 
d’optimisation. Ainsi, si la définition des contraintes de conception venait à changer, seule cette 
dernière étape devrait être modifiée. Les métamodèles de neutronique et de thermo hydraulique 
resteront valides, puisqu’ils ont été construits et validés sur l’ensemble du domaine d’étude sans 












V.2 Application aux cœurs type CFV-v1 
 
Pour cette première application de chaînage et d’optimisation multicritère, multi -physique, et 
afin de comparer les résultats de la méthode de substitution avec les résultats de référence de la 
version CFV-v1, seul un sous-espace du domaine d’étude a été considéré. Il correspond aux 
paramètres retenus par les concepteurs lors de l’élaboration de cette version  : 
- Un seul rapport d’enrichissement cœur interne/externe.  
- Un seul rayon interne de pastille. 
- Pas de dilution d’actinides mineurs, ni dans les zones fissiles, ni dans les zones fertiles.  
 
L’espace des performances a 10 dimensions. Afin d’avoir une bonne représentation du front de 
Pareto, on lance une instance de l’algorithme avec pour objectif d’obtenir une population  de 
configurations optimales de 5000 individus. L’optimisation a nécessité le calcul d’un million de 
configurations avec les métamodèles. 
 
Le paragraphe suivant détaille l’analyse du front de Pareto obtenu, des variables d’optimisation 
et des performances associées. Parmi le front de Pareto, certaines configurations feront l’objet 
d’une attention particulière, en les sélectionnant selon certains critères d’objectifs.  
 
V.2.1 Analyse du front de Pareto 
 
L’analyse du front de Pareto est effectuée sur les variables d’optimisation et les estimateurs de 
performance. 
 
V.2.1.1 Analyse des variables d’optimisation 
Afin de vérifier que l’optimisation s’est déroulée de manière adéquate/rigoureuse, on se 
concentrera tout d’abord sur la distribution des paramètres de conception dans la population 
optimale. 19 paramètres, parmi les 21 retenus, varient sur la totalité de leur plage de variation. Le 
domaine d’étude est donc bien exploré. Seuls le nombre de couronnes d’aiguilles et le rayon 
externe des pastilles combustibles ne le sont pas. Aucune configuration avec moins de 8 
couronnes d’aiguilles par assemblage, ou un rayon externe de pastille inférieur à 0.33cm n’a été 
trouvée comme optimale et vérifiant le jeu de contraintes prédéfinies.  
 
La Figure V-1 montre la distribution de certains paramètres de conception 
(                                        ) dans le front de Pareto. On constate alors que : 
- Le rayon externe des pastilles combustibles est très majoritairement compris entre 
0.40cm et 0.48cm (                    ). 
- La durée d’irradiation est majoritairement inférieure à 360JEPP, qui correspond à la 
valeur de la référence. Il semble donc difficile d’augmenter cette durée tout en restant 
optimal (                        ). D’autres études pourraient être menées en 
cherchant à maximiser cette variable. 
- Le rapport d’enrichissement cœur interne/externe est globalement supérieur à 1.0. 
Nous avions choisi d’explorer la possibilité de sous-enrichir le cœur interne par rapport 
à l’externe, cette possibilité apparaît donc comme peu intéressante  (        
           ). 
- L’épaisseur du fil espaceur est globalement plus grande  (la moyenne de la distribution 
obtenue est de 0.13cm et                         ) que celle de la référence 
(          ) dans la zone optimale, le parti pris de la conception du cœur CFV était 








de concevoir un réseau d’aiguille « au pas serré », on montre ici que relâcher cette 
contrainte permet d’obtenir de nombreuses configurations optimales.  
- La hauteur du plénum sodium est quasiment toujours supérieure à 40cm (valeur 
référence et                    ). 
 
 
Figure V-1 – Distributions de certains paramètres de conception dans le front de Pareto 
V.2.1.2 Analyse des performances 
Le front de Pareto obtenu permet de classer chacune des configurations optimales obtenues 
selon des critères de performance globale en fonction des bornes de variation de chacune des 
10 performances de cœurs (Table V-1). Chaque performance    (Équation V-1 et Équation 
V-2) sera normalisée sur sa plage de variation, par rapport à sa valeur maximale      ou 
minimale     . La note    ainsi obtenue pour chaque performance d’une configuration est 
donnée par  
 
Performance à minimiser :        
     –   
     –     
 Équation V-1 
Performance à maximiser :        
       
         
 Équation V-2 
 
Cette notation permet alors de comparer, sur le domaine optimal (au sens de Pareto), les 
configurations entre elles et vis-à-vis de la référence CFV-v1. Dans ces conditions, la 
configuration référence (v1) apparaît comme étant diversement répartie (Figure V-2) sur les 
performances considérées. L’inventaire plutonium, la production d’actinides mineurs, la 
puissance linéique maximale et la température en ULOHS sont, relativement aux configurations 
trouvées, satisfaisants (note proche de 5 ou supérieure à 5). Le gain de régénération, la dose 
maximale, la perte de réactivité et la contre-réaction sodium sont quant à elles dans la partie 
basse du front de Pareto. Les deux températures maximales atteintes en transitoires 








ULOF/MdTG et ULOF/PP sont quant à elles très mauvaises : les notes respectives sont 1.6 et 
0 sur ces critères de performances.  
 










IPU kg              4900 7.2 
Production effective 
d’actinides mineurs 
AMeff kg/JEPP                0.048 4.7 
Gain de 
régénération 
GR -               -0.02 3.0 
Puissance linéique 
maximale 
PLINmax W/cm            480 4.8 
Dose maximale DPAmax DPA           120 4.3 
Perte de réactivité DRHO pcm             1500 2.9 
Contre-réaction 
sodium 








         °C            920 0 
Température 
maximale ULOHS 
       °C            705 5.3 
Table V-1 – Domaine de variation des performances 
 
L’exercice d’optimisation permet principalement de proposer un ensemble de configurations 
optimales parmi lesquelles le concepteur devra néanmoins faire un choix, dépendant des 
critères de performances sélectionnés.  
L’exercice permet également de vérifier l’optimalité (aux incertitudes près) d’une configuration 
déjà existante. En ne prenant en compte que les paramètres de conception considérés pour le 
dessin du CFV-v1, on peut comparer ses performances globales avec celles des configurations 
du front de Pareto. Aucune configuration améliorant simultanément toutes les performances 
du CFV-v1 par rapport aux scénarios de transitoires accidentels n’a été trouvée.  
 
Ainsi la configuration référence CFV-v1 est ici prouvée comme étant optimale au sens de Pareto, 
sur les 10 performances étudiées ici.  
 
La méthode de conception classique montre donc ici son efficacité. La méthode mise au point 
dans cette thèse peut être utilisée pour explorer de nouvelles configurations de cœurs et 
proposer des alternatives. 









Figure V-2 – Carte des performances du CFV-v1 
La population de configurations optimales permet également d’extraire des informations 
globales sur la zone d’optimalité de l’objet étudié. Les projections en deux dimensions du front 
de Pareto ainsi que les indices de corrélations linéaires (Spearman cf. Équation V-3) sont 
montrés en Figure V-3. L’intérêt de cette représentation est d’identifier et quantifier les 
antagonismes entre les performances. Cette représentation, non triviale dans les études 
« classiques », fournit des informations fondamentales sur la possibilité (ou non) d’améliorer 
simultanément deux performances. On montrera que des choix doivent être faits.  
 
 :     
                                  
        




















Une corrélation fortement positive (Figure V-4) indique ainsi que des configurations optimisant 
les deux performances simultanément existent sur le front de Pareto : globalement, 
l’amélioration d’une des performances amène à l’amélioration de la seconde. C’est ici le cas de : 
- L’inventaire plutonium et la production d’actinides mineurs  (0.63). 
- la perte de réactivité et le gain de régénération (0.74). 
- La puissance linéique maximale avec la dose maximale (0.42), la température maximale 
en ULOF/MdTG (0.50) et en ULOF/PP (0.60). 
- la contre-réaction sodium et la température maximale en ULOHS (0.49).  
- la température en ULOF/MdTG avec celle ULOF/PP (0.67) et ULOHS (0.59).  
 
On constate par ailleurs, et c’est un point important de l’étude, que les corrélations trouvées 
entre les trois températures maximales en transitoires sont positives  (elles sont de 0.67, 0.59 et 
0.19). Ceci signifie donc que l’on peut améliorer simultanément le comportement naturel du 
cœur lors de ces trois scénarios.  
 
L’analyse plus poussée de la population du front de Pareto montre que plus de 99% des 
configurations obtenues ont une température maximale atteinte en ULOF/PP supérieure à celle 
en ULOF/MdTG. De même, 100% des configurations optimales atteignent une température 
du sodium en ULOF/PP supérieure à celle atteinte en ULOHS. On prouve donc ici que, dans 
la zone optimale, le scénario ULOF/PP est le scénario dimensionnant. Il sera donc celui le plus 
contraignant si l’on veut imposer un critère sur le comportement naturel du cœur.  
 
 
Figure V-4 – Projection 2D du front de Pareto – Corrélation positive 
 
A l’inverse certaines corrélations sont fortement négatives (un exemple est donné Figure V-5). 
Cela signifie que la marge existante pour améliorer simultanément les deux performances est 
très réduite (voire inexistante). C’est le cas notamment pour  : 
- la production d’actinides mineurs avec la puissance linéique maximale (-0.45), la dose 
maximale (-0.68), les températures en transitoires non protégés ( -0.50, -0.25 et -0.44 
pour respectivement ULOF/MdTG, ULOF/PP et ULOHS). 








- l’inventaire plutonium avec la puissance linéique maximale ( -0.70), la dose maximale (-
0.72), et les trois températures en transitoires (-0.48, -0.24 et -0.48 pour respectivement 
ULOF/MdTG, ULOF/PP et ULOHS). 
- la perte de réactivité avec la contre-réaction sodium (-0.58) et la température maximale 
du sodium en transitoire ULOHS (-0.42). 
On constate que l’inventaire plutonium est corrélé négativement avec 7 autres performances 
(toutes sauf la production d’actinides mineurs et la contre -réaction sodium). Ainsi, si on 
accepte de dégrader cette performance, il est possible d’améliorer quasiment toutes les autres 
performances. Considérant l’excellente note du CFV-v1 pour cette performance (7.2/10), il est 
possible de trouver un grand nombre de configurations aux autres performances améliorés si 
on relâche la contrainte sur l’inventaire plutonium.  
 
 
Figure V-5 – Projection 2D du front de Pareto – Corrélation négative 
Enfin certaines performances ne sont pas ou très peu corrélées (coefficient proche de zéro). 
Cela signifie que soit les deux performances sont relativement indépendante (cf. Figure V-6 
gauche), soit que la variation d’une performance par rapport à une autre n’est pas monotones 
(cf. Figure V-6 droite, la corrélation linéaire est nulle - cependant de basses température en 
ULOF/MdTG ne peuvent être atteintes que pour des contre-réactions sodium élevées).  
 
On montre donc ici que pour un concept CFV, pour lequel la contre-réaction sodium est faible, 
cette dernière contre-réaction n’est pas un bon estimateur de sûreté pour le comportement en 
ULOF/MdTG et ULOF/PP. 
 









Figure V-6 – Projection 2D du front de Pareto – Corrélation nulle 
V.2.2 Extraction de configurations optimisées 
 
Des configurations de cœur parmi celles du front de Pareto peuvent donc être sélectionnées en 
fonction de l’importance relative donnée à chaque performance. Cependant, le choix de 
quelques configurations parmi 5000 dans un espace à 10 dimensions est un exe rcice complexe. 
Afin d’illustrer le principe de l’étude et les potentialités étendues de l’approche implémentée 
dans ce travail, nous avons décidé de ne présenter que 3 configurations. Chacune d’entre elle 
est axée sur un objectif particulier : la durabilité, le comportement naturel en transitoires non 
protégés, ainsi qu’un compromis équilibré entre les différentes performances.  
 
On ne cherche pas ici à proposer « le meilleur cœur », l’objectif est de montrer l’intérêt de la 
méthode pour proposer des alternatives au cœur de référence (qui a été montré optimal). Le 
choix final d’une configuration à étudier finement dépend de l’importance relative donnée à 
chaque performance. Ce travail est celui des ingénieurs projet et est hors du cadre de nos 
développements. 
 
V.2.2.1 Configuration dite « durable » 
La première configuration a été sélectionnée pour favoriser les performances associées à la 
durabilité du cœur. Ont été priorisé : un faible inventaire plutonium, un bon gain de 
régénération (l’association d’un faible inventaire Pu et d’un gain de régénération élevé permet 
d’envisager un déploiement rapide de ce type de cœur) et une production d’actinides mineurs 
faible. 
 
Les caractéristiques de cette configuration sont détaillées dans la Table V-2. Les paramètres de 
conception de cette configuration sont assez proches de ceux de la référence  CFV-v1. Les 
assemblages sont constitués de 9 couronnes d’aiguilles, dont le diamètre est légèrement plus 
important, de même que celui du fil espaceur. La colonne combustible est également 
différente : les zones fissiles inférieures et supérieures sont de même taille (        
            ) et la dimension de la plaque fertile interne est divisée par deux (     
    ). Enfin le temps d’irradiation a été fortement réduit, passant de 360JEPP à 310JEPP.  
  









Variables Unités Valeurs 
     cm 0.4230 
     cm 0.10 
     cm 0.015 
       cm 0.05 
     cm 0.12 
       cm 21 
      - 9 
    cm 0.31 
    cm 0.45 









     cm 32.5 
Inventaire 
plutonium 
kg 4400 4900      cm 10 
Production 
d’actinides mineurs 
kg/JEPP 0.033 0.048         cm 30 
Perte de réactivité pcm 1400 1500         cm 30 
Puissance linéique 
max 
W/cm 570 480          cm 10 
Dose max DPA 122 120      cm 7.5 
Gain de 
régénération 
- 0.01 -0.02         cm 51 
Contre-réaction 
sodium 
pcm/°C 0.046 0.0918      cm 133 
              °C 850 880         - 1.176 
            °C 905 920      - 0.940 
          °C 705 705        JEPP 310 
Table V-2 - Configuration dite « durable » 
L’impact de ces changements sur les performances est intéressant puisque seule la puissance 
linéique maximale est dégradée, elle passe de 480W/cm à 570W/cm. Les trois performances à 
améliorer le sont significativement :  
- L’inventaire plutonium est réduit de 500kg  (–10%). 
- La production d’actinide mineurs passe de 0.048kg/JEPP à 0.033kg/JEPP ( -30%) . 
- Le gain de régénération devient positif à 0.01 (au lieu de -0.02 pour le CFV-v1). 
  
La contre-réaction sodium est également légèrement améliorée, tout comme la perte de 
réactivité (le gain de 100pcm est cependant inférieur à notre incertitude de 300pcm et est donc 
peu significatif). Les autres performances sont similaires à celles de  la référence. 








V.2.2.2 Configuration dite « comportement naturel » 
Pour cette deuxième configuration on a sélectionné, celle présentant la plus basse température 
de sodium atteinte en transitoire dimensionnant ULOF/PP, tout en ne dégradant que 
l’inventaire plutonium. L’analyse des corrélations a montré que cette performance est 
antagoniste avec la plupart des autres performances. La dégradation de l’inventaire devrait donc 
globalement améliorer toutes les autres performances. 
 
La configuration obtenue est détaillée dans la Table V-3. Les assemblages sont constitués de 10 
couronnes d’aiguilles (au lieu de 9), les rayons internes et externes des pastilles combustibles 
sont augmentés. La colonne combustible est également modifiée, la plaque fertile est plus 
épaisse (         ), et la zone fissile inférieure est réduite à (            ). Le temps 
d’irradiation est à sa borne minimale de 300JEPP.  
La hauteur combustible du cœur interne de cette configuration est de 105cm (référence 
110cm), et le diamètre cœur est de 6.24m (référence 5.69m).  Dans nos travaux, nous n’avons 
pas réalisé d’études sur l’impact de la taille du cœur sur son coût.  
 
L’inventaire plutonium est alors largement augmenté (plus de 1.1 tonne de plutonium 
supplémentaire est nécessaire à la divergence). La production d’actinides mineurs est 
sensiblement identique à celle de la référence. Toutes les autres performances sont quant à elles 
globalement améliorées : 
- Les températures maximales atteintes en ULOF/MdTG, ULOF/PP et ULOHS sont 
réduites respectivement à 750°C, 800°C et 650°C ; 
- Le gain de régénération et la contre-réaction sodium sont très proche de zéro ; 
- La puissance linéique maximale est réduite à 425W/cm ; 
- La dose maximale est réduite à 88DPA ; 
- La perte de réactivité en cycle est diminuée de 400pcm pour atteindre 1100pcm.  
 
V.2.2.3 Configuration dite « équilibrée » 
Pour cette dernière configuration, on cherche à obtenir un compromis à cheval entre les deux 
précédentes. Pour cela on sélectionne une configuration dont les notes des performances se 
situent toutes autour de la moyenne (5). Pour atteindre l’équilibre, on dégrade l’inventaire 
plutonium. La configuration obtenue est montrée en Table V-4.  
 
Les assemblages de cette configuration sont composés de 10 couronnes d’aiguilles de rayons 
externe et interne augmentés par rapport à la référence (                       ). La 
plaque fertile est réduite à sa borne minimale (        ) et les hauteurs des zones fissiles 
sont légèrement modifiées (               et              ). Le temps d’irradiation est 
réduit à 320JEPP. 
 
Les performances obtenues sont les suivantes : 
- L’inventaire plutonium passe de 4900 à 5475kg (soit une augmentation de 555kg).  
- La production d’actinides mineurs est réduite de 25% (0.036kg/JEPP au lieu de 
0.048kg/JEPP). 
- La perte de réactivité est réduite de 450pcm pour atteindre 1050pcm par cycle. 
- La puissance linéique maximale est identique à celle de la référence.  
- La dose maximale est réduite de 19dpa. 
- La contre-réaction sodium est diminuée jusqu’à être négative (-0.038pcm/°C). 
- Le gain de régénération devient positif à 0.01. 
- Les températures maximales atteintes en ULOF/MdTG, ULOF/PP et ULOHS sont 
diminuées respectivement de 45°C, 55°C et 15°C. 










Variables  Unités Valeurs 
     cm 0.4545 
     cm 0.19 
     cm 0.0165 
       cm 0.05 
     cm 0.115 
       cm 21 
      - 10 
    cm 0.41 
    cm 0.42 









     cm 30 
Inventaire plutonium kg 6060 4900      cm 25 
Production 
d’actinides mineurs 
kg/JEPP 0.045 0.048         cm 15 
Perte de réactivité pcm 1100 1500         cm 35 
Puissance linéique 
max 
W/cm 425 480          cm 13 
Dose max DPA 88 120      cm 8 
Gain de régénération - 0.0 -0.02         cm 52 
Contre-réaction 
sodium 
pcm/°C 0.006 0.0918      cm 134 
              °C 750 880         - 1.202 
            °C 800 920      - 0.960 
          °C 650 705        JEPP 300 
Table V-3 - Configuration dite « comportement naturel »  
 
  









Variables  Unités Valeurs 
     cm 0.4500 
     cm 0.14 
     cm 0.0145 
       cm 0.06 
     cm 0.075 
       cm 24 
      - 10 
    cm 0.43 
    cm 0.43 









     cm 25 
Inventaire 
plutonium 
kg 5475 4900      cm 5.0 
Production 
d’actinides mineurs 
kg/JEPP 0.036 0.048         cm 27.5 
Perte de réactivité pcm 1050 1500         cm 32.5 
Puissance linéique 
max 
W/cm 480 480          cm 11 
Dose max DPA 101 120      cm 7.0 
Gain de 
régénération 
- 0.01 -0.02         cm 55 
Contre-réaction 
sodium 
pcm/°C -0.038 0.0918      cm 109 
              °C 835 880         - 1.1575 
            °C 865 920      - 0.97 
          °C 690 705        JEPP 320 
Table V-4 - Configuration dite « équilibrée » 
 
Ce domaine d’étude réduit ne permet pas d’identifier de configurations ayant toutes leurs 
performances améliorées de manière significative par rapport à celles de la référence. Cette 
amélioration générale des objectifs de performance ne peut donc se faire qu’en augmentant le 
nombre de degrés de liberté de l’espace d’étude. C’est l’objet du paragraphe suivant.  
  








V.3 Application sur le domaine d’étude complet 
 
Notre domaine d’étude initial est plus vaste que celui considéré lors de la conception du CFV -
v1. 9 autres variables ont été incluses dans les bases de données utilisées pour la construction 
des métamodèles. Ainsi, on a relancé une instance de l’algorithme évolutionnaire d’optimisation 
multicritère en faisant varier cette fois l’ensemble des trente paramètres de conception définis 
précédemment. Dans cette optimisation, chaque zone combustible est caractérisée par son 
propre rayon interne de pastille et enrichissement. On permet en outre une dilution homogène 
des actinides mineurs dans les zones combustibles fissiles et fertiles.  
Comme précédemment, l’exercice d’optimisation est réalisé de façon à obtenir 5000 
configurations optimales. Le calcul du front de Pareto a nécessité la caractérisation de plus d’un 
million de configurations de cœur. 
 
V.3.1 Analyse du front de Pareto 
 
Comme présenté au paragraphe V.2, l’analyse des résultats se fera sur les variables 
d’optimisation et les performances obtenues. De la même manière, t rois configurations 
optimales au sens de Pareto seront identifiées et détaillées.  
 
V.3.1.1 Analyse des variables d’optimisation 
Le front de Pareto obtenu est détaillé partiellement en Figure V-8. Tous les paramètres 
d’entrée, hormis le rayon externe des pastilles et le nombre de couronnes d’aiguilles, varient sur 
l’ensemble de leur plage de variations ; hormis pour le nombre de couronnes d’aiguilles des 
configurations optimales qui est compris entre 8 et 12, et le rayon externe des pastilles qui varie 
entre 0.33cm et 0.50cm. 
 
De même que précédemment, un très petit nombre de configurations optimales présentent des 
durées d’irradiation supérieures à 360JEPP ou des plénums sodium  de hauteur inférieure à 40 
cm. La Figure V-7 montre la distribution de certains des nouveaux paramètres de conceptions 
considérés dans le front de Pareto. On constate que : 
- Les rayons internes de pastilles, les deux taux de dilution d’actinides mineurs ainsi que 
les rapports d’enrichissement des zones fertiles sont bien répartis sur leur domaine de 
variation, les distributions s’approchent de gaussiennes centrée. Elles  ne présentent pas 
de tendance nette à diminuer/augmenter ces paramètres. 
- Les distributions des rapports d’enrichissements         et         sont légèrement 
dissymétriques, le front de Pareto montre que la tendance d’optimisation est à 
l’augmentation de l’enrichissement dans la partie supérieure de la colonne combustible.  
 









Figure V-7 - Distributions de certains paramètres supplémentaires de conception dans 
le front de Pareto 
V.3.1.2 Analyse des performances 
Les bornes du front de Pareto sont peu impactées par l’addition des 9 paramètres de 
conception supplémentaires. Seule la production d’actinides mineurs durant le cycle est 
fortement modifiée : les bornes inférieures et supérieures des variations de cette performance 
sont abaissées (au point d’être essentiellement négatives). Les notes du CFV -v1 changent alors 
relativement peu, excepté celle de la production d’actinides mineurs qui passe à 0. La borne 
supérieure de la température maximale du sodium en ULOHS est diminuée à 750°C. 
 
Les corrélations entre les performances sont également modifiées. Les effets les plus 
importants concernent alors la production d’actinides mineurs. Cette performance est, dans cet 
exercice, moins corrélée que précédemment avec l’inventaire plutonium : le coefficient passe de 
0.63 à 0.33. Les deux performances ne sont en fait plus seulement liées par des effets de tailles 
du cœur : les taux de dilutions d’actinides mineurs dans le combustible permettent en effet 
d’améliorer fortement cette performance sans affecter de façon significative l’inventaire 
plutonium.  
 
Un effet de corrélation positif apparaît entre la production d’actinides mineurs (AMeff) et les 
températures maximales atteintes en transitoires non protégés. De manière assez surprenante, 
et non intuitive, l’amélioration de l’une des deux performances améliorerait également l’autre. 
Dans l’optimisation précédente, les trois coefficients de corrélation étaient négatifs. Dans le cas 
présent, deux sont positifs (AMeff avec ULOF/MdTG et ULOHS) le dernier est proche de 
zéro (AMeff avec l’ULOF/PP). L’introduction de paramètres de conception supplémentaires 
permet donc d’envisager une conception de cœur brûlant les actinides mineurs de manière 








accrue, tout en présentant un comportement naturel amélioré lors des transitoires non 
protégés.  
 





















AMeff kg/JEPP                   0.048 0 -4.7 
Gain de 
régénération 




PLINmax W/cm            480 4.8 0 
Dose 
maximale 
DPAmax DPA           120 4.3 0 
Perte de 
réactivité 
















       °C            705 3.0 -2.3 
Table V-5 – Variations des performances sur le front de Pareto calculé sur le domaine 
d’étude complet 
  
Figure V-8 – Projection 2D du front de Pareto (g) et coefficients de Spearman associés 
(d) sur le domaine d’étude complet 








Les nouvelles configurations obtenues sont également comparées avec le cœur CFV -v1 de 
référence. Cette fois-ci, parmi les 5000 configurations optimales trouvées sur le front de 
Pareto, une cinquantaine d’entre elles permettent d’améliorer simultanément les 10 
performances du cœur. L’introduction de degrés de liberté supplémentaires fait que la 
configuration CFV-v1 n’est plus optimale au sens de Pareto.  
Ces cinquante configurations de cœur sont montrées par des lignes rouges en Figure V-9. Dans 
ce graphique de type « coordonnées parallèles » chaque axe vertical correspond à une 
performance et chaque ligne correspond au profil de performance d’une configuration.  
 
Si on considère uniquement ces 50 configurations, de grandes améliorations sont possibles 
pour de nombreuses performances : 
- Production d’actinides mineurs. 
- Gain de régénération. 
- Perte de réactivité. 
- Puissance et dose maximales. 
- Températures maximales atteintes en ULOF/MdTG, ULOF/PP et ULOHS. 
A l’inverse, les gains possibles sont assez limités concernant l ’inventaire plutonium et la contre-
réaction sodium. 
 
Enfin, on souligne que dans cette application, la température maximale atteinte par le sodium 
en transitoire ULOF/PP est supérieure pour toutes les configurations à celle atteinte en 
ULOF/MdTG et ULOHS. Cet accident reste dimensionnant dans ce nouvel espace d’étude. 
 
 
Figure V-9 – Configurations aux performances améliorées par rapport au CFV-v1 
 
  








V.3.2 Extraction de configurations optimisées 
 
Pour ce nouvel exercice de sélection de cœurs, le choix a été fait de ne sélectionner que 
certaines configurations de cœurs parmi les 50 configurations améliorant simultanément toutes 
les performances par rapport au CFV-v1.  
Il est cependant possible d’effectuer la même démarche que pour l’étude précédente, et de 
sélectionner des configurations dégradant certaines performances pour en améliorer d’autres de 
manière plus accentuée. Afin de ne pas alourdir le document, cet exercice ne sera pas présenté 
ici. 
 
V.3.2.1 Configuration dite « durable » 
 
Variables Unités Valeurs 
     cm 0.403 
            cm 0.05 
            cm 0.18 
            cm 0.12 
            cm 0.14 
            cm 0.09 
     cm 0.0185 
       cm 0.045 
     cm 0.10 
       cm 19 
      - 10 
    cm 0.39 
    cm 0.47 
     cm 87 
     cm 22.5 
     cm 15 
        cm 22.5 
        cm 22.5 









     cm 7.5 
Inventaire 
plutonium 




kg/JEPP -0.210 0.048      cm 150 
Perte de réactivité pcm 1350 1500         - 1.018 
Puissance linéique 
max 
W/cm 450 480         - 1.241 
Dose max DPA 106 120         - 0.108 
Gain de 
régénération 
- 0.03 -0.02         - 0.108 
Contre-réaction 
sodium 
pcm/°C 0.039 0.0918          
     % 5.2 
              °C 760 880          
     % 3.49 
            °C 900 920      - 0.950 
          °C 620 705        JEPP 300 
Table V-6 - Domaine d’étude complet : Configuration dite « durable » 








Comme précédemment, on sélectionne, dans le nouveau front de Pareto étendu, une 
configuration de cœur améliorant fortement la production d’actinides mineurs et le gain de 
régénération. La configuration proposée est montrée Table V-6. 
 
Les gains sur les performances sont alors particulièrement marqués sur  : 
- La production d’actinides mineurs, qui devient négative : ce cœur présente donc des 
caractéristiques d’ « incinérateur ». 
- Le gain de régénération, qui devient positif (à 0.03).  
- Les températures maximales atteintes en transitoire ULOF/MdTG et ULOHS, qui sont 
diminuées respectivement de 120°C et 85°C. 
Sur les autres performances, les gains sont moins nets. On peut cependant noter une bonne 
diminution de la contre-réaction sodium (à 0.039pcm/°C).  
On constate également que la température maximale en ULOF/PP est très peu améliorée, avec 
une valeur réduite de 20°C. Cet écart est d’une part inférieur à l’incertitude des métamodèle et 
d’autre part, à de telles températures, on ne peut s’assurer de la non ébullition qu’avec un calcul 
de validation déterministe.  
 
V.3.2.2 Configuration dite « comportement naturel » 
La configuration sélectionnée pour favoriser le bon comportement naturel du cœur en 
transitoire non protégée est montrée dans la Table V-7.  
Pour cette configuration, 4 performances restent similaires à celles de la référence  : l’inventaire 
plutonium, la perte de réactivité, la dose maximale et la contre-réaction sodium. 
 
A l’inverse, la puissance linéique maximale est diminuée de 100W/cm, et les températures 
maximales atteintes en ULOF/MdTG, ULOF/PP et ULOHS sont diminuées respectivement 
de 140°C, 95°C et 90°C. Considérant les incertitudes de nos métamodèles (70-80°C) ces 
améliorations sont significatives ; la crise d’ébullition lors de ces transitoires pour cette 
configuration devrait donc être exclue. 
 
V.3.2.3 Configuration dite « équilibrée » 
 
Enfin la configuration équilibrée proposée ici est un compromis entre les deux précédentes (cf. 
Table V-8). 
L’inventaire plutonium, la perte de réactivité et la contre -réaction sodium ne sont améliorés que 
légèrement, comme pour la configuration durable.  
La puissance linéique maximale, la dose maximale et le gain de régénération sont augmentés 
notablement. Les gains les plus significatifs concernent la production d’actinides mineurs (qui 
est au même niveau que pour la configuration durable) et les températures maximales atteintes 
en transitoire. Le gain pour l’ULOF/MdTG est de 155°C, celui pour l’ULOF/PP de 65°C et 
celui pour l’ULOHS de 75°C. 
  









Variables Unités Valeurs 
     cm 0.356 
            cm 0.07 
            cm 0.06 
            cm 0.15 
            cm 0.03 
            cm 0.10 
     cm 0.020 
       cm 0.045 
     cm 0.10 
       cm 20 
      - 11 
    cm 0.5 
    cm 0.5 
     cm 82 
     cm 27.5 
     cm 7.5 
        cm 25 
        cm 27.5 









     cm 7 
Inventaire 
plutonium 
kg 4640 4900         cm 55 
Production 
d’actinides mineurs 
kg/JEPP -0.0182 0.048      cm 116 
Perte de réactivité pcm 1450 1500         - 1.063 
Puissance linéique 
max 
W/cm 380 480         - 1.278 
Dose max DPA 120 120         - 0.034 
Gain de 
régénération 
- 0.03 -0.02         - 0.073 
Contre-réaction 
sodium 
pcm/°C 0.067 0.0918          
     % 5.42 
              °C 740 880          
     % 0.36 
            °C 825 920      - 0.955 
          °C 615 705        JEPP 320 
Table V-7 –Domaine d’étude complet : configuration dite « Comportement naturel » 
  









Variables Unités Valeurs 
     cm 0.3885 
            cm 0.09 
            cm 0.16 
            cm 0.09 
            cm 0.13 
            cm 0.05 
     cm 0.020 
       cm 0.05 
     cm 0.135 
       cm 22 
      - 10 
    cm 0.37 
    cm 0.49 
     cm 70 
     cm 25 
     cm 10 
        cm 25 
        cm 25 









     cm 8 
Inventaire 
plutonium 





-0.221 0.048      cm 132 
Perte de réactivité pcm 1450 1500         - 1.150 
Puissance linéique 
max 
W/cm 430 480         - 1.118 
Dose max DPA 106 120         - 0.099 
Gain de 
régénération 
- 0.02 -0.02         - 0.089 
Contre-réaction 
sodium 
pcm/°C 0.083 0.0918          
     % 4.72 
              °C 725 880          
     % 5.61 
            °C 855 920      - 0.945 
          °C 630 705        JEPP 310 
Table V-8 - Domaine d’étude complet : Configuration dite « équilibrée » 
V.3.3 Validation de configurations optimales 
 
La dernière étape de notre méthodologie consiste à valider les résultats de l’optimisation. Plutôt 
que de valider uniquement les quelques configurations proposées dans ce chapitre, on décide 
de valider globalement le front de Pareto. On sélectionne alors 200 configurations parmi les 
5000 optimales de façon à ce que les corrélations entre performances soit proches entre le 
front de Pareto complet et le sous ensemble sélectionné. L’objectif est d’obtenir une sous 
population statistiquement représentative. Pour chacune de ces configurations, à l’instar du 
chapitre IV, une chaîne de calcul complète est relancée, les performances issues de ces calculs 
sont alors comparées aux résultats prédits par les métamodèles. Ces résultats de validation sont 
montrés en Table V-9.  
 
On discute dans la suite de la validité des différents métamodèles, tout en gardant en tête que 
les écarts maximaux trouvés en zone optimales sont des indicateurs pour comparer les 








performances entre deux configurations. En effet, si la variation d’une performance est 
inférieure à l’écart maximal trouvé sur la zone optimale, il est impossible de juger (sans 
validation) de la pertinence de l’amélioration/dégrada tion prédite. 
 
Concernant les métamodèles de neutronique, les écarts maximaux trouvés sur les 
configurations optimales sont inférieurs à ceux prédits par la méthode de validation des 
métamodèles. La méthode de validation apparaît alors comme appropriée pui sque capable de 
prédire correctement la borne supérieure de l’erreur commise.  
L’écart maximal produit par ces métamodèles en zone optimale est inférieur à l’incertitude du 
schéma de calcul Best-Estimate, ces métamodèles sont donc validés dans la zone optimale. 
 
Concernant les métamodèles représentant les températures maximales en transitoires non 
protégés, les résultats sont moins bons pour l’un d’entre eux. Pour la température en 
ULOF/PP et ULOHS les métamodèles sont validés car l’erreur commise dans la zone optimale 
est inférieure à la fois à l’écart maximal prédit par la méthode de validation et à l’incertitude du 
schéma référence. 
Pour le métamodèle de la température maximale en ULOF/MdTG l’erreur maximale calculée 
dans la zone optimale excède à la fois l’incertitude du schéma de calcul référence et la 
prédiction de l’erreur maximale. Compte tenu du bon pouvoir de prédiction du métamodèle 
(94%) pour cette température, on estime que le métamodèle reste capable de représenter 
correctement les tendances (amélioration, dégradation). 
Cela confirme cependant le besoin de valider les configurations obtenues par la méthode, 
d’abord à l’aide de la chaîne de calcul simplifié puis, au besoin, à l’aide d’une chaîne de calcul 










trouvé sur les 
métamodèles 
(   ) sur tout le 
domaine d’étude 
Inventaire plutonium kg 70 n/a 75 
Production d’actinides 
mineurs 
kg/JEPP 0.005 0.007 0.005 
Perte de réactivité Pcm 150 >300 400 
Puissance linéique max W/cm 20 >30 37 
Dose max DPA 5 15 6 
Gain de régénération - 0.01 0.05 0.02 
Contre-réaction sodium pcm/°C 0.01 0.02  
              °C 90 >70 70 
            °C 50 >70 80 
          °C 60 >70 80 
Table V-9 – Validation des résultats sur un front de Pareto réduit 
 










La méthode développée dans nos travaux permet, sur la base des métamodèles construits, 
d’optimiser la préconception de cœurs de RNR-Na, elle est appliqué dans nos travaux aux 
cœurs de type CFV. Dans la limite du domaine d’étude et des hypothèses considérée s, 
l’application d’un algorithme d’optimisation multicritère permet de trouver l’ensemble des 
configurations présentant des compromis idéaux entre les performances.  
 
Le front de Pareto ainsi obtenu est source de nombreuses informations pour l’aide à la 
préconception. Il fournit d’abord les bornes de variation de chacune des performances, et 
permet donc de juger d’un design de cœur par rapport à un autre, tout en soulignant les gains 
possibles pour chacune de ses performances. Une analyse des corrélations entre ces dernières 
permet également d’indiquer aux concepteurs quelles sont les conséquences de l’amélioration 
d’une des performances : dégradation d’une ou plusieurs autres notamment.  
 
Au cours de ces travaux de thèse, nous avons focalisé nos résultats sur deux types 
d’optimisations différentes. Une première ne prenant en compte que les degrés de liberté de la 
configuration référence CFV-v1 considérés par les concepteurs ; et une seconde incluant 
l’ensemble plus étendu des 30 paramètres de conception défin is dans le chapitre précédent. 
 
La première optimisation n’a alors considéré que 21 paramètres parmi les 30 initiaux. La 
comparaison de la configuration de référence avec le front de Pareto a montré que la référence 
CFV-v1 était optimale, avec des performances globalement équilibrées. Son inventaire plutonium 
est cependant très bas et la température atteinte en transitoire ULOF/PP est quant à elle très 
haute. Il n’a pas été trouvé de configuration de cœur améliorant toutes les performances de la 
référence.  
 
L’analyse de la population optimale a également montré que la température maximale atteinte 
par le sodium en ULOF/PP est, dans la quasi-totalité des configurations optimales, supérieure 
à celle atteinte dans les transitoires ULOF/MdTG et ULOHS.  
De plus, les corrélations positives en zone optimales ont montré que l’amélioration du 
comportement naturel dans un de ces scénarios pouvait s’accompagner de l’amélioration du 
comportement des deux autres scénarios. 
 
Ces constats permettent d’affirmer que si un seul scénario doit être considéré dans le processus 
de conception, cela doit être l ’ULOF/PP. Concernant l’apparition de l’ébullition lors d’un 
transitoire non protégé, l’ULOF/PP est donc le scénario dimensionnant .  
 
La sélection d’individus dans le front de Pareto a cependant permis de trouver des 
configurations favorisant d’autres performances. Ainsi, trois configurations ont été dégagées, 
favorisant l’utilisation du combustible, présentant une réponse en transitoire non protégé 
améliorée, et proposant un compromis entre les deux précédentes. 
 
La seconde optimisation a été réalisée sur l’ensemble du domaine d’étude, incluant de nouveaux 
paramètres de conception (augmentation de l’hétérogénéité du cœur, dilution d’actinides 
mineurs). Les résultats obtenus soulignent la pertinence de ces paramètres, puisque 
l’introduction de ces degrés de liberté supplémentaires permet de trouver des configurations 
dont toutes les performances sont meilleures que celles de la référence. De la même façon que 
précédemment trois configurations aux profils différents ont été dégagées parmi ces 
configurations améliorées. L’impact de ces paramètres, notamment sur la faisabilité du cœur et 








sur le coût du cycle du combustible n’a pas été réalisé ici. Il s’agit néanmoins d’une étape 
essentielle pour juger de la viabilité de telles options. 
 
Finalement, une validation globale des configurations optimales a été réalisée. Cette validation 
a permis : 
- De quantifier les écarts minimaux à considérer sur les performances pour discriminer 
deux configurations sur le front de Pareto. 
- De démontrer la qualité des métamodèles construits et de la méthode de validation 
implémentée dans notre méthodologie. Dans la zone optimale, 9 métamodèles sur les 
10 utilisés produisent des écarts inférieurs à l’incertitude du schéma référence et au 
critère     calculé sur la base de validation. Seul le métamodèle de la température 
maximale atteinte en ULOF/MdTG est mis en défaut. Cependant, considérant son bon 
pouvoir de prédiction (94%) on le juge capable d’estimer correctement les tendances de 
cette performance. 
 
Il faut enfin rappeler que l’outil développé permet de dégager rapidement de nombreux profils 
de configurations de cœurs potentiellement intéressantes mais n’a pas vocation à remplacer le 
processus de conception classique. Des études détaillées suivant cette approche classique 
seront toujours nécessaires pour juger précisément de la qualité d’une configuration.  
 













VI. Conclusions, perspectives 
 
VI.1 Conclusions générales 
 
Dans le processus de design d’un réacteur nucléaire, la conception du cœur est particulièrement 
cruciale. Elle va influencer directement la sûreté, la durabilité et le coût  de toute l’installation. 
Concernant la sûreté, si le comportement naturel du cœur n’est pas suffisant pour une 
démonstration robuste, alors des dispositions complémentaires de sûreté seront ajoutées . 
La conception du cœur est un exercice complexe et fortement multidisciplinaire (neutronique, 
thermo-hydraulique, thermomécanique du combustible, physique du cycle, etc.). La conception, 
puis, l’optimisation de ses caractéristiques (ou performances) est un problème multi -objectif à 
grand nombre de dimensions (plusieurs dizaines de paramètres de conception d’un cœur).  
 
Pour un concept de cœur donné, l’approche de conception classique est basée sur un très grand 
nombre d’itérations entre les différentes équipes des différentes disciplines, et la durée de 
conception d’un cœur est d’environ un an limitant de fait les possibilités d’exploration du 
concept. De très nombreux paramètres de conception sont alors fixés de manière conservative. 
Cette approche de conception classique, basée sur l’utilisation de codes et modèles 
sophistiqués, ne permet pas de savoir si le cœur est optimal ou non du point de vue de ses 
performances. La méthodologie et l’outil développé lors de ces travaux de thèse constituent 
une proposition originale pour gérer cette problématique et proposer un outil d’aide à la 
préconception de cœurs de réacteurs à neutrons rapides à caloporteur sodium. 
 
Notre méthode est basée sur l’implémentation de modèles de régression capables de reproduire 
les résultats d’un code de calcul en des temps très courts, avec une précision élevée. Des 
méthodologies pour la planification d’expériences, la construction de métamodèles et leur 
validation ont été implémentées de façon à obtenir des modèles de substitution (de type 
réseaux de neurones) très prédictifs.  
Leur mise en place a également nécessité le développement de deux schémas de calculs dédiés 
(neutronique et thermo-hydraulique) qui ont été validés sur les benchmarks disponibles. 
L’exploration d’un vaste domaine d’étude, nécessitant de générer plusieurs milliers de 
configurations de cœurs différentes, requiert des temps de calcul très réduits pour la 
caractérisation d’un cœur, là où les codes de calculs de référence actuels demandent plusieurs 
jours de calculs.  
 
Ces métamodèles ont alors servi de base à la méthodologie d’aide à la préconception de 
nouveaux designs innovants. Ils permettent : 
- L’accès rapide aux effets d’un changement de géométrie sur les performances 
neutroniques du cœur. 
- Le chaînage complet entre la neutronique et la thermo-hydraulique de façon à estimer 
rapidement et avec précision la réponse du cœur lors de transitoires de perte de  débit 
non protégés.  
- La réalisation d’analyses globales de sensibilité, permettant d’identifier les variables 
influentes sur les performances du cœur et sur le comportement du cœur lors des trois 
transitoires accidentels étudiés. Ces analyses de sensibili té conduisent à proposer des 
configurations alternatives à la référence en modifiant certains paramètres influents.  
- L’optimisation multicritère du concept étudié. L’utilisation d’algorithmes 
d’optimisations a permis d’identifier un ensemble de configurations proposant des 













compromis entre les performances du cœur (performances construites sur des 
considérations de coût, de sûreté et de durabilité) et sa réponse lors de scénarios 
accidentels. 
 
Les résultats d’optimisations multicritères (les fronts de Pareto)  ont été utilisés pour proposer 
des configurations de cœur favorisant soit la durabilité (quantité de déchets et combustible 
produit), soit son comportement naturel en transitoires (températures maximales atteintes par 
le sodium lors de différents scénarios de perte de débit). En plus de proposer un grand nombre 
de configurations optimales, les fronts de Pareto produits ont servi à  : 
- Identifier les performances antagonistes, notablement on a montré que la contre -
réaction sodium était un mauvais estimateur du comportement en transitoire pour les 
cœurs de type CFV. 
- Vérifier que la configuration de référence CFV-v1 est optimale dans son espace de 
contraintes. 
- Démontrer que le scénario accidentel de déclenchement des pompes primaires sans 
chute des barres est le scénario le plus pénalisant (donc dimensionnant). 
- Quantifier l’intérêt de nouveaux paramètres de conception non considérés jusqu’à 
présent lors du design de la configuration référence. L’exercice d’optimisation a montré 
que l’introduction de nouveaux degrés de liberté dans la conception d’un cœur CFV 
permettait de trouver de meilleures configurations que la référence. De même, il a été 
prouvé qu’il est alors possible de concevoir des cœurs bruleurs d’actinides mineurs et 
dont le comportement en transitoire est amélioré.  
 
La validation des résultats après optimisation a montré la qualité des résultats, les écarts 
produits par la méthode étant dans l’essentiel des cas inférieurs aux incertitudes des calculs de 
référence. Nous avons donc développé une méthodologie originale capable d’explorer et 
optimiser des cœurs de réacteurs à neutrons rapides refroidis au sodium  en intégrant le 
comportement neutronique et thermo-hydraulique en transitoire. Ainsi l’objectif initial de ces 
travaux est atteint. 
 
Enfin, il convient de souligner que l’intérêt d’une telle méthode est de servir de support aux 
méthodes de préconception classiques et non de s’y substituer. Ainsi, l’objectif est de pouvoir 
proposer rapidement un large spectre de configurations différentes, tout en montrant le 
potentiel d’un concept vis-à-vis des objectifs du projet. On peut donc considérer que 
l’approche mise en place constitue un outil décisionnel – ou tout du moins un de ses maillons - 
pouvant orienter les études de R&D vers des concepts à forte valeur ajoutée. Cependant, toute 
configuration issue de cette méthode, devra être caractérisée finement par les experts des 

















VI.2 Perspectives  
 
Ces travaux de thèse ont constitué le premier développement d’un outil de préconception de 
cœur de réacteurs à neutrons rapides à caloporteur sodium basé sur l’utilisation de 
métamodèles se substituant aux disciplines physiques que sont la neutronique et la the rmo-
hydraulique. Ainsi, de nombreux axes d’améliorations potentiels ont été identifiés  : 
 
- Les physiques considérées peuvent être élargies afin de prendre en compte de manière 
plus exhaustive le caractère multi-physique de cet exercice. La première physique à 
inclure devrait être la thermomécanique du combustible. Elle permettrait de prendre en 
compte notamment : de vrais critères de contraintes mécaniques (type RAMSES) ainsi 
que l’influence de la préconception du cœur sur le coefficient d’échange pastille -gaine 
(influent sur la température du combustible et du sodium en situations nominales et 
accidentelles). Afin de rester dans la même démarche que dans nos travaux, un schéma 
de calcul avec le code de référence GERMINAL pour le combustible oxyde  pourrait 
être développé. Un tel schéma de calcul nécessite des données issues de la neutronique 
(profils de puissance, de flux, et de dose) qui pourraient être générées par des 
métamodèles, de la même façon que cela a été réalisé avec le code de thermo-
hydraulique système CATHARE. Les valeurs prédites pour le coefficient d’échange 
thermique pastille-gaine pourraient ensuite être transmises au code CATHARE comme 
illustré en Figure VI-1 suivante. 
 
 
Figure VI-1 – Schéma de principe pour la prise en compte du comportement 
thermomécanique des aiguilles combustibles 
- Afin de développer un outil complet, on peut envisager d’incorporer des considérations 
sur la physique du cycle : impact du temps de refroidissement du combustible sur la 
disponibilité du réacteur. La technico-économie et les scénarios accidents graves (avec 
des outils simplifiés tels que ceux développés dans le cadre de la plateforme CEA 
LEONAR/PROCOR [147]) pourraient aussi être pris en compte dans la démarche 
multi-physique et multicritère. 
- Une part importante des futurs travaux devrait être consacrée à l’intégration des 
incertitudes dans la démarche. Leur prise en compte dans le processus d’optimisation a 
été le sujet de travaux menés en parallèle des nôtres au CEA (travaux de Karim 
AMMAR [46]). Par ailleurs, les métamodèles construits lors de nos travaux, incluant les 
paramètres de chaînage (cf. Chapitre IV) pourraient servir pour la propagation des 
incertitudes dues à ces paramètres de chaînage. 
- Des métamodèles pourraient être implémentés pour représenter d’autres concepts de 
cœurs (par exemple, avec une répartition homogène du combustible) ou avec d’autres 
puissances thermiques. La comparaison des résultats d’optimisations permettrait ainsi 
de souligner l’intérêt d’un concept en fonction des objectifs du pro jet. 













- Les capacités des schémas de calculs et modèles utilisés lors des travaux pourraient être 
étendues afin de représenter un spectre plus large de situations accidentelles et de 
performances du cœur. Des développements additionnels pourraient permettre de 
considérer comme critères/objectifs le bilan en réactivité de la vidange complète du 
cœur, le comportement en transitoire d’insertion de réactivité, lors d’une Remontée 
Intempestive de Barre non protégée, de transitoires protégés, etc.  Considérer d’autres 
types d’accidents pourrait souligner des antagonismes, notamment concernant la 
remontée intempestive de barre pour laquelle la contre-réaction Doppler est favorable 
(contrairement aux scénarios de perte de débit étudiés dans nos travaux).  
- Les études de sensibilité réalisées dans ces travaux pourraient servir de base à la 
réduction du domaine d’étude (pour passer de 30 à une dizaine de paramètres). Cette 
réduction permettrait d’envisager l’utilisation de schémas de calcul plus coûteux mais 
plus proches des Best-Estimate pour générer la base d’apprentissage. Les métamodèles 
utilisés pourraient également être plus complexes (processus gaussien typiquement), 
afin d’accroître encore plus leur qualité de reproductibilité. Cette réduction pourrait 
également permettre d’ajouter des paramètres de conception, concernant la chaudière 
en plus de ceux du cœur. En effet, l’approche de sûreté reste itérative entre la 
conception du cœur et la conception système. 
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VIII.1.1 Modèles de régression polynomiale 
 
Le concept de la régression polynomiale a été abordé dans la description de la méthode RSM Il 
s’agit de la généralisation d’une telle approche limitée à des polynômes de faibles degrés. A 
priori, il n’est laissé au concepteur que le choix du degré   du polynôme à construire. 
Cependant, le degré maximal atteignable est dicté par le nombre de niveau minimal pris par les 
facteurs dans le plan d’expérience. Une fois le degré maximal fixé, le modèle de régression 
s’écrit [69] (Équation VIII-1): 
 
                                       
          
 
   
 Équation VIII-1 
 
Les différents coefficients sont déterminés via une minimisation de la somme des carrés des 
erreurs. Cette méthode a l’avantage de posséder une solution analytique [148] ; qui plus est 
pour des polynômes de degré restreint, l’interprétation des coefficients donne immédiatement 
l’information sur la magnitude des termes principaux et/ou interactions. Cet outil est 
couramment décrit dans la littérature notamment dû à la robustesse de la méthode, à sa mise en 
œuvre peu coûteuse et son lien avec un cadre méthodologique bien établi. Des revues 
complètes existent [149][150][67][151], ainsi que de très nombreux articles dans des domaines 
aussi variés que l’aéronautique [152] [153][154], la mécanique [155], l’énergétique [156] ou le 
génie des procédés [157]. 
Concernant les limitations de l’approche, on peut souligner le problème de sur -apprentissage 
potentiel (over-fit) notamment dans le cas d’une utilisation de polynômes de degré trop élevé 
Des méthodes de sélection de termes [158] (algorithmes éliminant certain coefficients) 
permettent d’atteindre une plus grande stabilité et précision pour ce type de régression. 
Cependant, une étape de validation stricte du métamodèle reste fondamentale. 
 
VIII.1.2 Réseaux de neurones artificiels 
 
Un réseau de neurone (Artificial Neural Network ANN) est une méthode de régression non 
polynomiale. Le réseau est une architecture composée d’unités élémentaires que sont les 
neurones. Le neurone est une fonction mathématique de définition générale (Équation VIII-2) : 
 
               
 
   
     Équation VIII-2 
 
Les     sont les composantes du vecteur d’entrée,     les poids associés et    le biais du 
neurone.    est la fonction d’activation : il s’agit d’une fonction sigmoïde (Équation VIII-3), ou 
tangente hyperbolique (Équation VIII-4), dans laquelle    est le paramètre définissant la raideur 
de la fonction d’activation. 
 
Les paramètres     et   sont conceptuellement équivalents aux coefficients d’une régression 
polynomiale ; ils devront être ajustés pour suivre les données extraites du plan d’expérience. 









                       
 
   
  
  
 Équation VIII-3 






    
 
  





Figure VIII-1 - Exemple de fonctions d’activation sigmoïdes 
La Figure VIII-2 montre le fonctionnement d’un neurone, et la Figure VIII-1 souligne la forme 
type de la fonction d’activation ; enfin, la Figure VIII-3 indique l’architecture typique d’un 
réseau de neurones artificiel. 
Les paramètres de cette architecture peuvent être résumés comme su it : 
- le nombre de couches de neurones dites cachées (ensemble de neurones intermédiaires 
entre les variables d’entrés et les valeurs de sortie) ; 
- le nombre de neurones sur chaque couche ; 
- la connectivité entre les neurones (inter-connectivité complète ou partielle). 
 
La difficulté est alors double ; premièrement, définir a priori l’architecture du réseau et ensuite 
« entraîner » (pour utiliser le terme consacré) le réseau pour qu’il soit une fonction 
d’approximation de qualité. Cela correspond respectivement à spécifier le type de modèle de 




Figure VIII-2 - Schéma de principe d’un neurone 
 
 
L’apprentissage du réseau est effectué via un algorithme dit de rétro -propagation. A partir d’un 
ensemble de points d’apprentissage et de valeurs arbitraires des poids    , il s’agit d’estimer la 
performance du réseau via la quantité             
  
   . Les erreurs sont propagées sur les 





   












Figure VIII-3 - Architecture d’un réseau de neurone 
Des limites apparaissent sur ce type de métamodèles ; notamment, l’apprentissage sur des 
données incertaines, où le calcul d’intervalles de prédict ions sont des domaines où les réseaux 
de neurones artificiels peuvent être dépassés par d’autres types d’approches (Krigeage par 
exemple) [160]. 
Cependant, considérant qu’ils ne demandent que très peu d’aprioris sur les modèles  et les 
données d’apprentissage [161], et qu’ils sont théoriquement des approximateurs universels 
[162][163], ils sont très largement utilisés en tant que métamodèles prédictifs, plus 
spécifiquement encore pour une utilisation en soutien à des modèles déterministes.  
Leur champ d’application est si vaste qu’il serait fastidieux d’essayer d’en dresser la liste  ; le 
lecteur pourra se tourner vers des rapports bibliographiques dédiés [164][165].  
La référence [117], focalisée sur leurs nombreuses applications dans des domaines très variés 
(ingénierie, médecine, marketing etc.), conclut que ce type de métamodèle présente des 
performances nettement supérieures comparées à d’autres approches, et ce quel que soit le 
domaine considéré. 
 
VIII.1.3 Processus gaussiens- Méthode du Krigeage 
 
Historiquement développé pour le domaine de la géostatistique, puis étendue dans la référence 
[166], la méthode du Krigeage est une méthode d’interpolation exacte (Équation VIII-5), c’est-
à-dire que les fonctions d’approximation qui en sont issues passent exactement par tous les 
points de la base d’apprentissage [167]. Cette caractéristique explique l’intérêt qui leur est porté 
pour l’interpolation de modèles déterministes. 
 
                                     Équation VIII-5 
 
L’idée originelle est de combiner un modèle polynomial usuel      (de même type que ceux 
utilisés en RSM) avec un processus aléatoire       (Équation VIII-6). 
 
                Équation VIII-6 
 
Le modèle polynomial sert à définir la tendance globale des données. Il s’agit d’un simple 
modèle linéaire voire même une simple constante [168][169][170]) alors que      est un 
processus gaussien stationnaire de moyenne zéro et de variance    servant à déformer le 
modèle polynomial pour qu’il interpole exactement  les données. Le processus gaussien est 
défini par la forme de sa matrice de covariance (Équation VIII-7) : 
 
                 
          Équation VIII-7 
 
Où          est la fonction de corrélation entre deux points de la base d’apprentissage. La 
forme la plus typique est celle de la corrélation gaussienne, où    sont les paramètres inconnus 









           
      





    Équation VIII-8 
 
D’autres types de corrélations existent (exponentielles, de Matern, triangulaire cubique, 
etc.[171]).  
 
Une fois la corrélation choisie, les valeurs prédites par le métamodèle sont  (Équation VIII-9): 
 
                          
                                                                         
                     
                                                                                        





Le choix des corrélations revient à fixer la structure du modèle. L’étape suivante consiste à 
déterminer de la valeur de ses paramètres. On applique une méthode dite de «  maximum de 
vraisemblance ». On a besoin de calculer la variance du métamodèle via  : 
 
    
                
 
 Équation VIII-10 
 
Le choix optimal des paramètres est celui qui maximise la valeur de   définit comme suit : 
 
   
 
 
                   Équation VIII-11 
 
Quelles que soient les valeurs prises par les paramètres du modèle, celui-ci sera par définition 
un interpolateur exact. Cependant, le meilleur atteignable (au sens de la vraisemblance) sera 
celui solution du problème d’optimisation de la quantité  , dans un espace dont la dimension 
est égale au nombre de paramètres dans la corrélation. C’est dans cette étape d’optimisation 
que réside toute la difficulté. Ce processus est coûteux et difficile à résoudre : le grand nombre 
de paramètres impose une démarche séquentielle d’ajout par étapes de groupes de paramètres 
[121]. Le vaste domaine de variations des mêmes paramètres et les irrégularités de la quantité   
obligent à l’utilisation d’algorithmes stochastiques. Plusieurs méthodologies existent en ce sens, 
basées sur des méthodes de simplex [170], ou sur des techniques issues de la statistique 
Bayésienne [172]. 
Une autre des limites associée à ce type de prédicteur est liée à leur dépendance forte au plan 
d’expérience sur lesquels ils sont construits [173][174] [175][176]. Bien souvent le choix de la 
corrélation impose une structure optimale dédiée de la base d’apprentissage, qu i devient donc 
métamodèle dépendante. Ceci est pénalisant dans les cas où il est impossible de changer ou 
d’ajouter des données au plan d’expérience. La présence d’agrégats de points peut aussi être 
problématique lors de la construction du métamodèle[177]. 
 
L’un des intérêts de cette méthode est sa capacité à fournir un estimateur de sa variance     en 
tous les points du domaine. Cet estimateur permet, en plus de la valeur prédite du métamodèle, 
d’avoir une enveloppe associée (cf. Figure VIII-4 issue de la référence [178]) ; à chaque point 
du domaine, on obtient la valeur du prédicteur ainsi qu’une estimation de l’erreur de prédiction 
commise.  
Cette caractéristique est utilisée dans la planification d’expérience numérique dite adaptative ou 
séquentielle [111], où des points sont ajoutés à la base d’apprentissage là où l’estimation de 











Figure VIII-4 - Exemple de Krigeage 1D 
Toutes ces caractéristiques ont fait des métamodèles de type Krigeage un outil très utilisé dans 
la littérature. Bien au-delà de ses applications initiales (géostatistique), on peut trouver des 
applications dans des domaines aussi variés que l’ingénierie [179][180] [181][182], la science des 










VIII.2 Méthodes de validation des métamodèles 
 
Il s’agit d’estimer la fidélité de ce modèle analytique comparé au véritable modèle sous-jacent. 
La mesure de cette caractéristique n’est pas triviale et peut être exprimée et calculée de façon 
très différente, dépendant du type d’informations recherché. Il peut s ’agir notamment d’outils 
de validation statistique ou locale [83]. Nous présentons un inventaire de ces techniques. 
 
VIII.2.1 Critères de validation 
 
VIII.2.1.1 Validation visuelle 
 
L’une des méthodes les plus directe et intuitive concernant la validation d ’un métamodèle est 
une méthode visuelle consistant à tracer sur un graphique la comparaison entre les val eurs de 
sortie du vrai modèle    et celles données par le métamodèle prédicteur     (cf. Figure VIII-5). 
La droite        représente le graphique idéal (métamodèle reproduisant à l’identique le 
modèle) et on peut alors juger de la qualité de l ’approximation par sa déviation à cette droite 
idéale. Ainsi par une analyse visuelle on peut estimer : 
- Si un biais systématique existe : par exemple, si une majorité des points se trouve d’un 
seul côté de la droite ; 
- Si le prédicteur est fiable ou non : dispersion des points autour de la droite ; 
- Si des régions spécifiques sont mal représentées : si une partie des points    appartenant 
à un sous domaine identifié est biaisée, il existe un manque d ’information dans la zone 
correspondante, ou que la structure du métamodèle choisi n ’est pas capable de 
représenter un comportement du modèle spécifique à cette zone ; 
- Si ponctuellement des données sont problématiques : un petit nombre de points très 
éloigné de la droite médiane peut alors dénoter soit d ’une incompatibilité modèle-
métamodèle, soit d’un problème jusqu’à alors non détecté dans le modèle qui demandera 
une inspection plus minutieuse des points concernés. 
 
 
Figure VIII-5 – Validation visuelle d’un métamodèle 
Bien que cette approche ne permette pas une quantification exacte de la qualité du métamodèle, 
il s’agit d’une étape nécessaire. Dans la grande majorité des cas, cette méthode n ’est pertinente 
qu’utilisée sur des points ne faisant pas partie de la base d ’apprentissage (cf. VIII.2.2.2). Un 
interpolateur exact de type processus gaussien donnera des points situés sur la droite médiane, 
si le graphique est tracé avec des points de la base d ’apprentissage. 
 
VIII.2.1.2 Erreurs quadratiques 
Ce type d’indicateur statistique est très utilisé de par la simplicité de son interprétation ; en 
effet, il est intimement lié à la norme euclidienne et estime donc la distance (dans l ’espace des 
sorties y) existant entre les valeurs exactes du modèle et celle prédites par l ’approximation 
 
 





[186]. C’est le cas par exemple de l’erreur quadratique moyenne (MSE pour Mean Squared 
Error) et de sa racine (RMSE pour Root Mean Squared Error) qui a l ’avantage de s’exprimer 
dans les mêmes unités que la sortie    
    
 
 
         
 
 
   
 Équation VIII-12 
            
 
 
          
 
   
 Équation VIII-13 
 
On peut utiliser le NMSE (Normalized Mean Squared Error) qui en est la version normalisée, à 
n’utiliser que dans les cas où les valeurs moyennes de    et    ne sont pas proche de zéro. 
     
 
 
         
  
   
    
 Équation VIII-14 
Enfin, le SMSE (Standardized Mean Squared Error) est la version standardisée, c ’est-à-dire 
divisée par le produit des écarts types, qui est une statistique intéressante quand ces derniers 
sont importants (phénomène fluctuant). 
 
     
 
 
         
  
   
     
 Équation VIII-15 
 
VIII.2.1.3 Biais 
Les estimateurs de biais, dans leur version normalisée (ou non), sont simples à calculer et 
interpréter. Ils permettent de vérifier l ’existence d’une erreur systématique dans le métamodèle. 
S’ils n’autorisent pas à hiérarchiser différents métamodèles, ils permettent par contre de scinder 
ceux-ci en deux catégories, les acceptables et ceux qui ne le sont pas. En effet, un biais moyen 
trop éloigné de zéro est une condition d ’exclusion ; la structure du métamodèle est alors 
probablement à revoir[187]. L’estimateur du biais s’exprime comme : 
        
 
 
         
 
   
 Équation VIII-16 
VIII.2.1.4 Résidus 
Les indicateurs des résidus sont multiples. On peut calculer l ’erreur absolue moyenne (MAE 
pour Mean Absolute Error) dont la signification est sensiblement la même que celle du MSE, à 
ceci près que sa formulation mathématique le rend moins sensible que ce dernier à quelques 
valeurs élevés des résidus locaux         . 
 
    
 
 
         
 
   
 Équation VIII-17 
A l’opposé, le résidu maximal MAX cherche à souligner de l’information locale plus que 
globale. Il est utile car il donne a priori une bonne estimation de la borne supérieure de l ’erreur 
introduite par le métamodèle. Il est en général utilisé de pair avec un indicateur plus global 
 
 





pour permettre dans un même temps de juger de la qualité de l ’approximation sur tout le 
domaine d’étude. 
                   Équation VIII-18 
Enfin, nous citerons les RRM (biais des résidus relatifs) et RRE (résidu relatif en écart type) qui 
sont utiles lorsque les valeurs de   sont réparties sur une plage couvrant plusieurs ordres de 
grandeurs ; l’homogénéisation permet de vérifier que le métamodèle est fiable (faible RRM) sur 
l’ensemble du domaine de variation. 




        
  
 
   
 Équation VIII-19 
         
      
 
  Équation VIII-20 
 
VIII.2.1.5 Coefficients de détermination 
Initialement introduits dans [188], le coefficient de détermination    est calculé comme suit : 
     
          
 
   
        
 
   
 Équation VIII-21 
 
C’est un des critères les plus utilisés car on peut le concevoir comme la fraction de variation du 
véritable modèle expliquée par le métamodèle[120]. Plus cet indice est proche de l ’unité plus le 
métamodèle « passe par les points » ; un interpolateur exact aura un coefficient de 
détermination toujours égal à un, ce qui le transforme alors en mauvais critère. De façon 
générale, le     calculé sur la base d’apprentissage ne quantifie pas le pouvoir de prédiction du 
modèle ; un exemple de statistique en défaut est donné par la figure suivante illustrant la 
possibilité d’un « sur-apprentissage » (Figure VIII-6). 
 
 
Figure VIII-6 - Exemple de sur-apprentissage d’un métamodèle 
 
Deux régressions sont construites sur la même base d ’apprentissage. Le polynôme d’ordre cinq 
passe par tous les points, mais la prédiction entre ces points est dégradée en comparaison avec 
la simple régression linéaire. Pourtant le coefficient de détermination tendrait à favoriser le 
polynôme de degré élevé. C’est pour s’assurer de cette qualité de prédiction que l ’on calcule en 
général ce coefficient sur des points n’appartenant pas à la base d’apprentissage (appelée base 
 
 





de validation) ; le coefficient ainsi calculé est nommé    ou coefficient de prédictivité. Il est 
donné par la relation suivante : 
     
         
  
   
        
 
   
                                Équation VIII-22 
 
VIII.2.2 Estimations des critères de qualité 
 
Le paragraphe précédent a souligné l’importance du choix des points sur lesquels les critères de 
qualité du métamodèle sont évalués ; en effet, leur calcul brut sur la base d ’apprentissage peut 
mener à des estimateurs biaisés. Nous allons passer en revue les différentes méthodes de calcul 
de ces estimateurs. 
 
VIII.2.2.1 Base de validation indépendante 
 
L’idée est de réserver une partie des estimations faites (ou de les rajouter a posteriori) pour la 
validation et d’exclure ces données lors de la construction du métamodèle. Ces points alors 
« inconnus » du métamodèle servent ensuite à estimer son caractère prédictif loin de ses points 
maîtres. Bien que cette méthode soit peu séduisante, car elle nécessite un surplus coûteux 
d’estimations, elle est reportée dans plusieurs références [189][190][89] comme celle étant la 
seule menant à des estimateurs robustes et non biaisés (cf. VIII.2.2.2). Les questions de la taille 
de cette base et de la position des points la constituant sont primordiales [191] : 
- Le problème du nombre de points peut être considéré en prenant en compte des critères 
de convergence. La Figure VIII-7 illustre une approche graphique, analysant l’évolution 
du    en fonction du nombre de points de validation ; 
- La position de ces points est cruciale. Il faut s ’assurer d’une bonne combinaison avec la 
base d’apprentissage. En effet, les positions relatives des deux plans est essentielle  ; des 
points trop rapprochés par exemple mèneront certainement à un biais optimiste 
(corrélation des mesures). La vérification visuelle de la compatibilité des plans n ’est 
efficace que si le nombre de dimensions est réduit. Certaine méthodes plus rigoureuses 
[87][177] préconisent d’adapter complètement la base de validation à celle 
d’apprentissage. Par exemple, via des mesures de la discrépance qui cherchent alors à 
rendre uniforme la distribution de la somme des deux plans d ’expériences. 
 
 
Figure VIII-7 - Evolution et convergence du pouvoir de prédiction Q² en fonction du 
nombre de point de validation 
 
La référence [90] suggère que ce type d’approche impliquant une base de test séparée est la plus 
robuste et compense le surcoût intrinsèque par une utilisation au besoin de l ’information 









VIII.2.2.2 Validation croisée 
 
Le principe de ce type de méthode est d’éviter de recourir à une base de validation séparée 
potentiellement coûteuse à estimer. Ainsi la validation croisée consiste à scinder en     sous-
ensembles de taille égale la base d’apprentissage du métamodèle de taille     . Chacun de ces 
sous-ensembles est considéré comme une base de validation ; un métamodèle est construit 
utilisant les         sous-ensembles restant. Chacun de ces métamodèles donne une 
estimation de l’erreur ; les     valeurs obtenues sont finalement moyennées [192]. 
 
Si          chaque sous ensemble ne contient qu ’un seul point et la méthode s’appelle alors 
« leave-one-out » (ou encore « jack-knife ») [193]. 
Le coût de cette méthode réside alors dans la construction multiple de métamodèles plutôt que 
dans l’estimation de nouveaux points de validation. 
Si la méthode ne permet pas d’estimer l’incertitude associée des paramètres du métamodèle, elle 
autorise à estimer la sensibilité des dits paramètres à la base de construction. Une fois les      
métamodèles construits, l’observation de la distribution d’un paramètre en fonction des 
combinaisons des sous-ensembles va permettre de conforter ou infirmer la confiance en la 
valeur de celui-ci. 
Cette méthode est très souvent citée dans la littérature du fait de sa simplicité (quelques 
paramètres seulement [84] [85]), de son caractère universel et peu onéreux, car de façon 
générale la construction de métamodèle est moins coûteuse que des simulations 
supplémentaires. 
Cependant, plusieurs références pointent ses défauts inhérents [86]. La référence [87] affirme 
que, dans les cas où la base d’apprentissage a une structure définie rigide (type LHD), les sous-
ensembles crées perdront alors cette structure ce qui mènera à des métamodèles moins 
prédictifs et donc à des estimateurs pessimistes de l ’erreur. A l’inverse, les références [88] et 
[89] indiquent deux situations menant à des estimateurs trop optimistes. C ’est pourquoi la 
référence [90], qui souligne les biais introduits par ces méthodes, préconise de n ’utiliser la 
validation croisée qu’uniquement lors des phases finales de développement du métamodèle afin 




La technique de Bootstrap [194] [119] est une généralisation de la méthode de validation 
croisée. Elle est applicable lorsque la base de construction initiale est de taille très limitée, ce 
qui implique alors l’impossibilité de découper cette base en sous-ensembles. Cependant, elle 
nécessite plus de calculs que la validation croisée et est donc encore plus coûteuse.  
Le principe du Bootstrap est celui d ’un ré-échantillonnage intensif qui permet d ’approcher la 
distribution d’une quantité d’intérêt, typiquement celle d’un paramètre du métamodèle. 
L’avantage premier de la reconstruction de la distribution est alors d ’associer à la valeur finale 
du critère un intervalle de confiance statistique. 
A partir de la base d’apprentissage initiale de taille  , on va effectuer    répliques différentes, 
chaque réplique étant constituée d ’un tirage aléatoire avec remise (un point peut être tiré 
plusieurs fois) de   points parmi les   points maîtres. Comme il s’agit d’un tirage avec remise, 
certains de ces points seront omis et constitueront la base de validation. Pour chaque réplique, 
un métamodèle est construit, ses critères de qualité estimés sur la base de validation, et on peut 
estimer la distribution des    répliques. Cette distribution donne accès à une moyenne pour le 
critère considéré ainsi qu’à un écart-type, voire à un intervalle de confiance (via le calcul des 
quantiles associés). 
Plus la statistique attendue est fine (quantile à 5%, 1%, etc.) plus le nombr e de répliques devra 
être important pour permettre à la distribution Bootstrap de converger.  
Outre le calcul de la validité des métamodèles, cette technique d ’inférence statistique est 
largement utilisée dans des calculs de quantiles de défaillance dans le  cadre d’évaluation de 
marge de sûreté dans le domaine du nucléaire ; par exemple, le calcul de la variation de la 
 
 


















VIII.3 Pertes de charges singulières en pied d’assemblage 
 
Dans un cœur RNR-Na, pour des raisons pratiques, chaque assemblage ne dispose pas de son 
propre débit ajusté (finement) à sa puissance. La solution retenue est donc de regrouper 
(physiquement) les assemblages en « zones de débit » : dans chaque zone, tous les assemblages 
ont le même débit (ce dernier est obtenu à l ’aide d’un déprimogène en pied d’assemblage, 
identique pour tous les assemblages d’une même zone de débit). 
Les déprimogènes sont réglés afin d’obtenir une nappe de température homogène dans le 
collecteur chaud du circuit primaire.  
Plus l’assemblage est puissant, plus le débit de sodium le traversant doit être grand pour garder 
la même variation de température « entrée – sortie » pour tous les assemblages (Équation 
VIII-23). 
 
                  Équation VIII-23 
Avec :  
-    : la puissance de l’assemblage i. 
-     : le débit massique de sodium traversant l ’assemblage i. 
-        : la capacité calorifique moyenne à pression constante du sodium. 
-    : la différence de température entre la sortie et l ’entrée de l’assemblage. 
 
Il existe, en entrée de chaque assemblage, un dispositif permettant de créer des pertes de 
charge singulières afin d’imposer le débit de sodium. Dans le code CATHARE, le déprimogène 
est modélisé en entrée de chaque dérivation. Cependant, les valeurs des coefficients de perte 
de charge singulière en entrée des dérivations sont fixées dans le jeu de données CATHARE.  
Pour chaque géométrie créée, il faut donc recalculer ce coefficient de perte de charge singulière 
en prenant en compte la variation des diamètres hydrauliques et des pertes de charge régulières 
dans les différentes dérivations, afin de l ’intégrer au jeu de données CATHARE. 
De plus, étant donné le grand nombre de simulations à lancer, il est nécessaire d ’automatiser ce 
calcul grâce à des scripts écrits en langage C et Python.  
 
Sur la hauteur du faisceau d’aiguilles (c’est-à-dire depuis le vase d’expansion inférieur jusqu’au 
vase d’expansion supérieur inclus), les pertes de charge régulières sont calculées grâce à la loi 
de Pontier (Équation VIII-24, Équation VIII-25 et Équation VIII-26):  
 






     Équation VIII-24 
Avec : 
                  
 
    
            Équation VIII-25 
Et le coefficient de frottement    s’écrit : 
             
 
     
  
    
  
 
   
  
  
 Équation VIII-26 
 
Avec : 
-   : la longueur du faisceau d’aiguilles ; 
-    : le diamètre hydraulique dans le faisceau d ’aiguilles. 
-   : la masse volumique du sodium. 
-   : la vitesse du sodium dans le faisceau d ’aiguilles. 
-   : le pas du réseau d’aiguilles. 
-      : le diamètre des aiguilles. 
 
 





-           
    
 
 . 
-   : le pas d’enroulement des fils espaceurs. 
-   : la rugosité des aiguilles. 
 
En imposant un coefficient de perte de charge singulière minimal constant en entrée de la 
dérivation la plus puissante (la dérivation 4 dans la modélisation) et en souhaitant garder une 
même perte de charge totale pour toutes les dérivations, on peut remonter à la perte de charge 
singulière que doit satisfaire chaque déprimogène pour assurer une nappe de température 
homogène en sortie du cœur.  
 
Pour chaque géométrie générée, ce calcul se fait en plusieurs étapes  : 
 
1ère étape : En imposant pour toutes les géométries le même débit massique de sodium 
passant dans la dérivation 4 (et donc en imposant le coefficient de perte de charge singulière en 
entrée de la dérivation 4), on calcule les pertes de charge régulières dans la dérivation chaude 
grâce à la loi de Pontier (Équation VIII-24). 
 
2e étape : La perte de charge singulière en entrée de la dérivation 4 étant imposée (valeur 
minimale sans déprimogène :                 ), on peut calculer la perte de charge totale 
dans la dérivation 4 (Équation VIII-27) : 
 
                           Équation VIII-27 
 
Des pertes de charge existent aussi dans le plenum sodium et dans la protection neutronique 
supérieure. Cependant, ces dernières sont dix à cent fois inférieures aux pertes de charge dues 
au réseau d’aiguilles de la dérivation, et sont donc négligées dans l’étude. 
 
3e étape : L’Équation VIII-28 ci-après est obtenue à partir de l’Équation VIII-23 pour 






   
   
 Équation VIII-28 
 
La puissance de la dérivation i,    , étant imposée constante quelle que soit la géométrie 
générée, il est alors possible de calculer le débit de sodium pour la dérivation i,    , permettant 
de garder un   (sortie – entrée) pour la dérivation i égal à celui de la dérivation 4. 
 
4e étape : Connaissant le débit de sodium dans la dérivation i, la perte de charge régulière 
due au faisceau d’aiguilles,        , est calculée grâce à la loi de Pontier. 
On souhaite garder une même perte de charge totale pour toutes les dérivations. Quelle que 
soit la dérivation i, l’Équation VIII-29 doit donc être vérifiée. 
 
                 Équation VIII-29 
 
                                   Équation VIII-30 
 
La perte de charge à imposer en entrée de la dérivation i ,         , étant la seule inconnue de 









5e étape : L’expression de la perte de charge singulière en entrée de la dérivation i 
(Équation VIII-31) permet de calculer le coefficient ksing,i à introduire dans le jeu de données 
CATHARE. 
 
          
 
 
                         
   Équation VIII-31 
 
Avec : 
-   la vitesse du sodium dans la dérivation i ; 
-   la masse volumique du sodium (prise à 400 °C, i.e. la température en entrée de 
dérivation en fonctionnement nominal). 
 
Afin de valider ce calcul automatisé des pertes de charges en pied d’assemblage, on compare les 
valeurs des coefficients de perte de charge obtenues avec celles dans le jeu de données 
référence. Les résultats sont montrés dans la Table VIII-1 suivante. L’erreur produite est de 
l’ordre du pourcent, ce qui est très satisfaisant (impact inférieur à un degré sur la température 




1 2 3 4 5 6 7 
      référence 11,2 7,42 4,85 3,77 34,6 15,7 7,54 
      calculé 11,08 7,39 4,80 3,77 34,18 15,45 7,48 
Erreur relative (%) 1,1 0,5 1,0 0,0 1,2 1,6 0,8 
Table VIII-1 – Comparaison des coefficients calculés/référence de perte de charges 
singulières en pied d’assemblage 
La perte de charge cœur étant différente pour chaque géométrie, nous avons également 
implémenté une routine dans CATHARE, ajustant automatiquement  : 
- Le débit dans le circuit secondaire pour obtenir une température d’entrée cœur    
      . 
- Lla vitesse de rotation des pompes primaires pour obtenir une élévation de température 
moyenne dans le cœur               . 
 
 Dériv.1 Dériv.2 Dériv.3 Dériv.4 Dériv.5 Dériv.6 Dériv.7 
Géométrie 1 
Te (°C) 400,03 400,03 400,03 400,03 400,03 400,03 400,03 
Ts (°C) 553,60 553,86 554,12 554,23 552,83 553,33 553,79 
Géométrie 2 
Te (°C) 400,04 400,04 400,04 400,04 400,04 400,04 400,04 
Ts (°C) 553,62 553,83 554,03 554,12 553,01 553,41 553,78 
Géométrie 3 
Te (°C) 400,00 400,00 400,00 400,00 400,00 400,00 400,00 
Ts (°C) 553,60 553,95 554,29 554,43 552,59 553,25 553,85 
Géométrie 4 
Te (°C) 400,00 400,00 400,00 400,00 400,00 400,00 400,00 
Ts (°C) 553,64 553,89 554,12 554,23 552,93 553,39 553,81 
Géométrie 5 
Te (°C) 399,95 399,95 399,95 399,95 399,95 399,95 399,95 
Ts (°C) 553,58 554,07 554,56 554,75 552,15 553,08 553,93 
Table VIII-2 – Températures de fonctionnement nominal obtenues pour des géométries 
de cœur différentes 
 
 





Il reste alors à vérifier la cohérence de ces coefficients sur des géométries différentes de la 
référence. Pour des raisons de simplicité, seuls les résultats de cinq configurations générées 
aléatoirement sont détaillés dans la Table VIII-2 suivante. La température d’entrée obtenue est 
bien conforme au critère de 400°C. De même, la nappe de température en sortie cœur est bien 
aplanie (2°C au maximum entre deux zones de débit). L ’échauffement global est légèrement 
supérieur à 150°C ce qui reste cohérent puisque le critère concerne un échauffement moyen du 













VIII.4 Principe de l’optimisation par algorithme 
évolutionnaire 
 
Les algorithmes évolutionnaires sont un type particulier d ’optimiseurs méta-heuristiques. Leur 
définition est assez large et sous-entend que l’algorithme ne manipule pas les solutions de façon 
individuelle mais en tant qu’ensemble ou population dont les mécanismes sont inspirés de 
mécanismes issus du domaine de la biologie d ’où ils tirent leur nom. 
 
 
L’intérêt de cette gestion d’ensemble est a priori double : 
- premièrement, il s’agit d’accélérer le processus d’apprentissage de l’algorithme puisque 
chaque individu au lieu d’être indépendant profite des informations issues des autres 
individus, 
- deuxièmement, l’objectif est alors de capturer le maximum du front de Pareto en une 
seule instance de l’optimisation. 
 
La description détaillée de ce domaine demanderait une revue dédiée et mènerait au -delà du 
cadre de ce document. La référence [197] contient de très nombreuses informations détaillées 
sur ce domaine ; d’autres revues [198] [199] présentent leurs applications pour les optimisations 
multicritères et on peut trouver des tutoriaux [200] [201] dans la littérature pour se familiariser 
avec ces concepts. 
 
Un algorithme évolutionnaire classique se présente de la façon suivante (voir la Figure VIII-8 
tirée de la référence [197]). Après une étape d’initialisation où plusieurs individus sont générés 
(souvent de façon aléatoire), deux phases distinctes successives exécutées. 
- Une première, où les individus sont classés en fonction de différents critères qui 
définissent la catégorie d’algorithme considéré. La sélection peut se faire par 
comparaison aléatoire d’un seul objectif [202], ou encore via une détermination du 
« rang de Pareto » [203][204], mais aussi via des considérations de diversité / densité de 
la population afin de s’assurer d’une bonne représentativité finale du front de Pareto 
[205]. Une fois les individus triés une sélection doit être faite pour définir les individus 
qui seront utilisés dans les étapes suivantes. Ces solutions sélectionnées sont appelées 
« parents » . 
- Après cette étape de sélection, vient celle de la modification des individus pour créer 
une autre population nommée « descendance ». Les deux mécanismes typique de 
modification sont alors la recombinaison : une association aléatoire avec une certaine 
probabilité des caractéristiques (facteurs) de deux individus ; et la mutation qui est une 
modification aléatoire des caractères individuels. Cependant, il faut souligner que 
d’autres approches plus récentes existent, notamment les algorithmes d ’évolution 
différentielle [206][207][208], les algorithmes immunitaires [209][210], ou encore les 
approches de type « essaim de particules » [211], « colonies de fourmis » [212] ou recuit 
simulé évolutionnaire [213]. 
 
Pour créer la génération suivante, il ne reste plus qu ’à choisir des individus parmi la génération 
en cours et leur descendance. Il s’agit du processus de sélection naturelle, et on peut réitérer les 
démarches précédentes jusqu’à la convergence, dont la définition varie d’une approche à l’autre 















































































































































































































































































La conception du cœur d’un réacteur nucléaire est fortement multidisciplinaire (neutronique, 
thermo-hydraulique, thermomécanique du combustible, physique du cycle, etc.). Le problème 
est aussi de type multi-objectif à grand nombre de dimensions (plusieurs dizaines de paramètres 
de conception). 
Les codes de calculs déterministes utilisés traditionnellement pour la caractérisation des cœurs 
demandant d’importantes ressources informatiques, l’approche de conception classique rend 
difficile l’exploration et l’optimisation de nouveaux concepts innovants. Afin de pallier ces 
difficultés, une nouvelle méthodologie a été développée lors de ces travaux de thèse. Ces 
travaux sont basés sur la mise en œuvre et la validation de schémas de calculs neutronique et 
thermo-hydraulique pour disposer d’un outil de caractérisation d’un cœur de réacteur à 
neutrons rapides à caloporteur sodium tant du point de vue des performances neutroniques que 
de son comportement en transitoires accidentels.  
La méthodologie mise en œuvre s’appuie sur la construction de modèles de substitution (ou 
métamodèles) aptes à remplacer la chaîne de calcul neutronique et thermo-hydraulique. Des 
méthodes mathématiques avancées pour la planification d’expériences, la construction et la 
validation des métamodèles permettent de remplacer cette chaîne de calcul par des modèles de 
régression au pouvoir de prédiction élevé.  
La méthode est appliquée à un concept innovant de cœur à Faible coefficient de Vidange sur 
un très large domaine d’étude, et à son comportement lors de transitoires thermo -hydrauliques 
non protégés pouvant amener à des situations incidentelles, voire accidentelles. Des analyses 
globales de sensibilité permettent d’identifier les paramètres de conception influents sur la 
conception du cœur et son comportement en transitoire. Des optimisations multicritères 
conduisent à des nouvelles configurations dont les performances sont parfois significativement 
améliorées. La validation des résultats produits au cours de ces travaux de thèse démontre la 
pertinence de la méthode au stade de la préconception d’un cœur de réacteur à neutrons 
rapides refroidi au sodium. 
 
Mots-clés : Optimisation, multicritère, multi-physique, RNR-Na, CFV, cœur de réacteur, 
préconception, neutronique, thermo-hydraulique, ASTRID.  
 
Abstract 
Nuclear reactor core design is a highly multidisciplinary task where neutronics, thermal-
hydraulics, fuel thermo-mechanics and fuel cycle are involved. Moreover, the problem is multi-
objective and highly dimensional (several tens of design parameters). 
As the reference deterministic calculation codes for core characterization require important 
computing resources, the classical design method is not well suited to investigate and optimize 
new innovative core concepts. To cope with these difficulties, a new methodology has been 
developed in this thesis. Our work is based on the development and validation of simplified 
neutronics and thermal-hydraulics calculation schemes allowing the full characterization of 
Sodium-cooled Fast Reactor core regarding both neutronics performances and behavior during 
thermal hydraulic dimensioning transients. 
The developed methodology uses surrogate models (or metamodels) able to replace the 
neutronics and thermal-hydraulics calculation chain. Advanced mathematical methods for the 
design of experiment, building and validation of metamodels allows substituting this calculation 
chain by regression models with high prediction capabilities.  
The methodology is applied on a very large design space to a challenging core called CFV 
(French acronym for low void effect core) with a large gain on the sodium void effect. Global 
sensitivity analysis leads to identify the significant design parameters on the core design and its 
behavior during unprotected transient which can lead to severe accidents . Multi-objective 
optimizations lead to alternative core configurations with significantly improved performances. 
Validation results demonstrate the relevance of the methodology at the predesign stage of a 
Sodium-cooled Fast Reactor core. 
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