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We study the equilibration properties of classical integrable field theories at a finite energy density,
with a time evolution that starts from initial conditions far from equilibrium. These classical field
theories may be regarded as quantum field theories in the regime of high occupation numbers. This
observation permits to recover the classical quantities from the quantum ones by taking a proper
~ → 0 limit. In particular, the time averages of the classical theories can be expressed in terms
of a suitable version of the LeClair-Mussardo formula relative to the Generalized Gibbs Ensemble.
For the purposes of handling time averages, our approach provides a solution of the problem of the
infinite gap solutions of the Inverse Scattering Method.
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I. INTRODUCTION
Recent advances in ultra-cold atom systems and other quantum devices [1–3] have revitalized the
study of long standing issues in statistical physics, such as the approach to equilibrium of an extended
system subjected to some non trivial initial conditions. Can we understand the microscopic laws that
drive the system asymptotically to equilibrium? What are the time scales involved in this process? Do
all macroscopic systems equilibrate? How to calculate the expectation values of various observables when
time goes to infinity? These and other related questions have recently received a lot of attention from
various groups and much progress has been made (see, for instance, refs. [4, 5, 10–29]), especially thanks to
the cross-fertilization of new theoretical tools, efficient numerical methods and important inputs coming
from the experiments.
In the quantum setting, a framework sufficiently general to formulate the study of systems out of
equilibrium goes under the name of quantum quench [4, 5]: an isolated system is prepared in the ground
state of a Hamiltonian H0 = H(λ0), where λ0 is some controllable parameter, function of the experimental
knobs. At t0 = 0, such a parameter is abruptly switched to a different value, resulting in a unitary time
evolution of the system under the new Hamiltonian H = H(λ). Since the only role played by H0 consists
of preparing the system in an initial state | Ψ0〉 that is not an eigenstate of the post-quench Hamiltonian
H(λ), we can free ourselves of considering from now on H0 and simply formulate the out-of-equilibrium
problem as the time evolution of a system subjected to some boundary condition encoded in the initial
state |Ψ0〉. It is important to stress that in all the situations we are interested in this paper, the time
evolution is purely Hamiltonian, i.e. there is neither coupling to external bath nor dissipative terms.
In other words, we are interested in understanding the approach to equilibrium of an extended system
subjected only to its own interactions. Still, recently it has been shown how the interactions with quantum
reservoirs can be reproduced by choosing inhomogeneous initial conditions [6–9]. Indeed, in this paper,
we will not assume translation invariance.
In the quantum case, one of the most important problems is to predict the Quantum Dynamical Average
(QDA) of local observables O of these systems defined as
〈O〉QDA ≡ lim
t→∞
1
t
t∫
0
dt 〈Ψ0|O(t)|Ψ0〉 . (1)
Here, we are interested in the equilibration aspects of local quantities in the context of a purely (1+1)
classical relativistic invariant field theory made of a scalar field φ(x, t). In particular, we focus on the
Classical Dynamical Average (CDA) of local functions F [φ(x, t)] of the scalar field φ(x, t) defined as
〈F [φ]〉CDA ≡ lim
t→∞
1
t
t∫
0
dt
 1
L
L∫
0
F [φ(x, t)]dx
 , (2)
where the time and space dependence of the observable F [φ(x, t)] is induced by the field φ(x, t), which
evolves according to the equation of motion and its initial boundary conditions, as discussed in more
details below. L is the size of the interval on which the theory is defined.
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2Although the two averages (1) and (2) seem to be rooted on two different grounds, one the aims of this
paper is to show their deep connection, as it can be intuited from these considerations
1. it is well known that the classical field theories can be regarded as quantum field theory in the
limit in which the Planck constant goes to zero, ~→ 0. This is also the regime in which the mode
occupations of the systems are very high, and the effective description of the quantum dynamics
can be indeed well captured by the classical equation of motion;
2. on the other side, the purely classical field theories and the relative equations of motion can be
regarded as the formalism that only describes the dynamics of a particular set of matrix elements of
the quantum field theory, i.e. those where all the observables are sandwiched between the coherent
states of the system.
As we are going to see, each of these points of view has it own benefits and, altogether, they help in
clarifying several aspects of the equilibration process that occur both at the classical and quantum levels.
In particular, it is worth stressing that a key feature of this paper is the change of perspective with respect
to the traditional studies in classical integrable systems: indeed, our goal is to show how to compute the
time averages of classical quantities, i.e. those expressed in eq (2), not using the formulas coming from
the classical Inverse Scattering Method [30–32] but taking instead full advantage of the known solution
of the quantum problem! As recalled below, for the quantum problem the solution is provided by the
LeClair-Mussardo formula [33] and its out-of-equilibrium generalization established by one of the authors
[26]. The advantage of the approach based on the out-of-equilibrium LeClair-Mussardo formula is that we
can get around the very difficult problem of handling the almost intractable infinite gap solution provided
by the classical Inverse Scattering Method.
At a more technical level, the classical limit of a quantum theory is achieved by firstly restoring ~ in
the path integral and then sending ~→ 0. The relevant quantities selected in this way correspond to the
tree-level Feynman diagrams and, as shown in the text, they match with the classical solutions of the
equation of motion for the elementary field φ(x) and all its various powers : φk(x) : which give rise to
the infinite tower of composite operators. Term by term, these classical solutions can be regarded as the
classical limit of the quantum matrix elements (Form Factors) of the corresponding operator: the check
of this statement is particularly efficient in the case of an integrable QFT, where the exact computation
of these matrix elements can be done thanks to the known expressions coming from the Form Factor
technique [34–37].
In this paper we consider bosonic massive Quantum Field Theories (QFT) in (1+1) dimensions and their
classical counterparts. Let’s briefly present here the relevant formulas relative to the field equilibration
in the quantum case, keeping in mind though that the main goal of this paper is precisely to transpose
to the classical context the quantum identities shown in Eqs. (9) and (10) given below, and in particular
the one encoded in the formula (11).
To start with, an aspect particularly relevant for the equilibration dynamics of quantum field theories
is whether the field theory is integrable or non-integrable. While a generic non-integrable QFT possesses
the Hamiltonian H and the momentum P as the only conserved quantities, an integrable QFT is instead
supported by an infinite number of conserved charges Qi which can be local or non-local and of course
also include the Hamiltonian. For this reason, the dynamics of integrable models is strongly constrained
[38] (see also [39] and references therein). To fix the ideas, in the following we will choose as prototype
of non-integrable field theory the Φ4 Landau-Ginzburg (LG) QFT, with Lagrangian and Hamiltonian
densities given by
L = 1
2
(∂µφ)
2 − m
2
2
φ2 − g
4!
φ4 , (3)
H = 1
2
Π2 +
1
2
φ2x +
m2
2
φ2 +
g
4!
φ4 , (4)
(Π(x, t) ≡ φt(x, t)), while our prototype of an integrable QFT will be the Sinh-Gordon model, with
Lagrangian and Hamiltonian densities
L = 1
2
(∂µφ)
2 − m
2
g2
(cosh(gφ)− 1) , (5)
H = 1
2
Π2 +
1
2
φ2x +
m2
g2
(cosh(gφ)− 1) . (6)
3Both theories share a Z2 symmetry and have only one massive excitation, with no further bound
states. They are sufficiently rich but at the same time sufficiently simple to address many topics of
non-equilibrium physics in the most direct way.
Non-integrable QFT. In the quantum case, for the equilibration process of a generic non-integrable
QFT one expects that, as time goes by, the interactions present in the Hamiltonian give rise to non-trivial
scattering processes among different numbers of particles, with a consequent mixing of the modes (alias,
the occupation number of particles of given momentum). Consequently the systems will asymptotically
reach a situation of thermal equilibrium, with the temperature T = β−1 fixed in terms of the energy E
of the initial state. As well known, this is in a nutshell the basis of the Ergodic Hypothesis: translated
in formula, this implies the equality between the Quantum Dynamical Average and the Gibbs Ensemble
Average (GE)
〈O〉QDA = 〈O〉GE . (7)
where the Gibbs Ensemble Average is defined as
〈O〉GE ≡ Z−1 Tr
(Oe−βH) = Z−1 ∞∑
n=0
〈n|O|n〉 e−βEn , (8)
Z = Tr e−βH =
∞∑
n=0
e−βEn ,
with the vectors |n〉 chosen to be eigenvectors of the Hamiltonian with eigenvalues En. In a QFT context,
notice that the diagonal matrix elements 〈n|O|n〉 on the particle states are divergent quantities which
need to be properly defined in order to give meaning to the ensemble average.
Integrable QFT. For an integrable quantum field theory, the situation is however quite different. In
this case it is easy to see (and we will give some examples below) that the time average of the observables
does not generally coincide with its Gibbs Ensemble Average. In other words, these systems violate the
ergodicity property, yet the time averages may be recovered by employing a Generalized Gibbs Ensemble
(GGE) which involves higher conserved charges – a scenario originally advocated in [14] and further
studied in a series of papers, among which [15–18, 21–29]. Namely, for an Integrable QFT one expects
that it will hold a Generalized Ergodic Hypothesis, expressed by the following equality between the
Quantum Dynamical Average and the Generalized Gibbs Ensemble (GGE) Average
〈O〉QDA = 〈O〉GGE , (9)
where
〈O〉GGE = Z−1 Tr
(
Oe−
∑
i βiQi
)
= Z−1
∞∑
n=0
〈n|O|n〉 e−
∑
i βiqi(n) , (10)
Z = Tr e−
∑
i βiQi =
∞∑
n=0
e−
∑
i βiqi(n) .
In writing eq (10) we have assumed that the basis of vectors |n〉 are made of eigenvectors of all the charges
Qi, with eigenvalues qi(n). As before, in a QFT context one faces the divergence of the ensemble average
for the divergence of the diagonal matrix elements 〈n|O|n〉 on the particle states.
LeClair-Mussardo formula out of equilibrium.The formula that cures the divergences of the
original expression (11) and implemented the GGE Average has been established in [26]: it is very similar
to the LeClair-Mussardo (LM) formula [33], originally established for the pure thermal case, and reads
〈O〉GGE ≡
∞∑
n=0
1
n!
∞∫
−∞
(
n∏
i=1
dθi
2pi
f(θi)
)
〈←−θn|O(0)|−→θn〉conn , (11)
This is the formula we are going to use in this paper and all our further considerations will crucially
depend upon it. Such a formula employs the following quantities:
1. the function f(θ), that is the filling fraction of the states. This function can be obtained in terms of
the so-called pseudo-energy (θ) that satisfies the non-linear integral Bethe Ansatz equation. In the
4thermal case, this function is obtained self-consistently by the solution of the non-linear integral
equations driven by the temperature T ; in the out of equilibrium case, instead, the Bethe Ansatz
equations are driven by the initial state and the corresponding pseudo-energy solution (θ) contains
at once all information about the conserved charges entering the Generalized Gibbs Ensemble (11).
2. the so-called connected Form Factors 〈←−θn|O(0)|−→θn〉conn: these are functions of the various rapidities
θi of the particles, and are obtained as special limit of the matrix elements (Form Factors) of the
operator O. The limit is defined in such a way to ensure that the diagonal Form Factors, computed
in the kinematic configurations where particles in the bra and ket vectors have exactly the same
rapidities, are actually finite expressions.
Plan of the paper. The main idea behind this paper is to compute the Classical Dynamical Average
of quantities F [φ(x, t)], which are functions of the classical field φ(x, t), by using the identity (9) and the
definition of the GGE average which is implemented by the formula (11). In other words, we would like
to make sense in the classical context of the out-of-equilibrium LM formula given in eq (11). To do so,
we will need to implement:
• the classical limit of the connected Form Factors of the observables F [φ(x, t)]. The striking fact is
that, in classical field theory, there is of course neither the notion of particles nor of matrix elements
of operators between such particle states! Despite this puzzling aspect, we will see that it will be
nevertheless possible to make sense of a notion as classical Form Factors and to compute these
expressions.
• the classical notion of ”filling fraction” f(θ) which enters eq (11). We will see that this function
can be numerically determined in terms of the transfer matrix coming from the Inverse Scattering
Method of the classical theories, and it is entirely fixed in terms of the initial boundary conditions
φ0(x, t) and ∂tφ0(x, t) for the classical dynamics.
As we will shown in the following, the definition and the computation of the classical Form Factors and the
classical filling fraction will bring us in an interesting journey through several fields of theoretical physics,
among which: Exact Scattering Theory, Form Factors, Bethe Ansatz, Transfer Matrix Method and Semi-
classical Approach. Given the broad range of topics faced in our study, the paper is naturally divided in
three Parts which coherently address different aspects of the classical and quantum field theories.
Part A, made of Sections II and III, concerns with all relevant aspects of a generic classical field
theory. In this Part we discuss issues as the numerical implementation of the equation of motion, the virial
theorem, the existence of different time scales present in the non-linear dynamics of the field equations
and the useful Transfer Matrix formalism for computing the thermal averages of local observables. We
also comment on the obstructions for directly implementing the GGE Average in classical field theory.
Part B, which includes Sections IV up to Section IX, deals with the formalism of Quantum Field
Theories and the ~ → 0 limit which defines the corresponding classical field theories. In this Part, we
discuss the exact expressions of the S-matrix and the Form Factors, the classical limit of these quantities,
the formalism of the coherent states, the Generalized Bethe Ansatz equations, the equivalence between
the fermionic and bosonic formulations of the Bethe Ansatz, and the classical version of the Bethe Ansatz
equations once we take the limit ~→ 0.
Part C, which includes Sections X up to Section XIV, concerns with the problem of determining
the root density ρ(r)(θ) in the classical field theory. For this aim, we discuss the action-angle structure
of the classical field theory. The analysis carried on in this Part has several by-products, which helps
enlightening the richness of the subject: we introduce, for instance, the monodromy matrix and we show
how it can be numerically determined, we present the computation of the higher conserved charges both
in the light-cone or the laboratory frames, we also present the Inverse Scattering Method at a finite energy
density on a cylinder geometry and its relation with (classical) Bethe Ansatz equations. The important
output of Part C is the identification of the algorithmic steps which lead to the computation of the filling
fraction f(θ) for classical field theories.
The paper also contains several appendices: Appendix A collects the main definitions of Fourier ex-
pansions of the field, Appendix B deals with the ground state energy of the modified Mathieu equation
expressed as solution of a classical Bethe Ansatz integral equations, Appendix C contains the light-cone
formalism, Appendix D gathers the explicit expressions of the lowest conserved charges of the Sinh-Gordon
model.
5PART A
II. TIME EVOLUTION OF CLASSICAL FIELDS
In Part A of the paper we discuss the time evolution of classical fields, we introduce the main quantities
of interest and we analyse their properties. Further, we discuss the time scale(s) involved in the process
of equilibration. All these results refer to equations of motion of purely classical field theories. In this
context, an important source of information is provided by a paper by Boyanovski et al. [40], where one
can find detailed results about the Φ4 LG theory but also several discussions about general aspects of
the time evolution of classical fields in (1+1) dimensions. For non-relativistic field theory, the reader may
consult the classical work by Fermi, Pasta and Ulam [41] or a recent report written by various authors
on the status of the Fermi-Pasta-Ulam problem [42].
A. Classical equation of motion
Since we are interested in the equilibration process that takes place in systems at finite energy density,
in the following we will study the dynamics of the (1+1) dimensional field theories on a cylinder geometry
of width L, in the limit in which L→∞, with E/L finite, where E is the energy of the system. In more
details, the time variable t takes all positive values t ≥ 0, while the space coordinate x spans the interval
0 ≤ x ≤ L, where the field variable φ(x, t) satisfies at all times the periodic boundary conditions
φ(x+ L, t) = φ(x, t) . (12)
Some relevant formulas of various field expansions are collected in Appendix A. For both our prototype
models of interest, the Φ4 Landau-Ginzburg and the Sinh-Gordon models, the Lagrangian density has
the general form
L = 1
2
(∂µφ)−m2V (gφ) , (13)
where m is a mass parameter and g the coupling constant. In both models the canonical momentum of
the field φ is given by Π = ∂φ∂x0 and the Hamiltonian is expressed as
H[Π, φ] =
L∫
0
dx1
[
1
2
Π2 +
1
2
(
∂φ
∂x1
)2
+m2V (gφ)
]
. (14)
As well known, at the classical level the dependence from the mass and the coupling constant of the theory
can be reabsorbed in a proper definition of the field variable and the coordinates: with the rescaling of
both the coordinates and the fields as
t ≡ mx0 , x ≡ mx1 ;
ϕ(x, t) = gφ(x0, x1) , pi(x, t) = ϕt(x, t) (15)
we end up in the dimensionless Lagrangian density Lˆ
L = m
2
g2
Lˆ , Lˆ = 1
2
(∂µϕ)
2 − V (ϕ) . (16)
The Hamiltonian can be also written in dimensionless form as
H(Π, φ) =
m
g2
Hˆ(pi, ϕ) , (17)
Hˆ(pi, ϕ) =
L∫
0
dx
[
1
2
pi2 +
1
2
ϕ2x + V (ϕ)
]
≡ T [pi] +W(ϕ) . (18)
Note that, in addition to the purely potential term V (ϕ), the function W(ϕ) also contains the square
of the space-derivative of the field ϕ, a fact that will be important in computing thermal averages of
6observables which depend only on the field ϕ (see Section III). Together with H, another conserved
quantity which is always present in our theories is the total momentum P of the field
P =
m
g2
Pˆ (pi, ϕ) , Pˆ (pi, ϕ) = −
L∫
0
dxpi(x, t)ϕx(x, t) . (19)
In the following we are concerned with the time evolution of the field ϕ(x, t) given by the (dimensionless)
equation of motion
ϕtt − ϕxx + dV
dϕ
= 0 , (20)
subjected to the initial conditions
ϕ(x, 0) = f(x)
ϕt(x, 0) = g(x) ,
(21)
where f(x) and g(x) are two assigned functions, both periodic with period L in order to enforce the
condition (12). Given their periodicity, they can be expanded as
f(x) = A
Nm∑
n=1
cn cos
(
2pin
L
x+ 2piγn
)
, g(x) = B
Nm∑
n=1
dn cos
(
2pin
L
x+ 2piδn
)
. (22)
In order to study a generic evolution of the field, the ideal choice is to take both f(x) and g(x) as random
functions, a condition that can be easily implemented by allowing the parameters cn, dn, γn and δn to
be random variables distributed according to certain probability distribution, as for instance uniformly
distributed in the interval [−1, 1]. Substituting these initial values of the field and its time derivative
into the Hamiltonian (18), the overall constants A and B can be then used to tune the energy density
Eˆ = E/L to any desired value. Note that, choosing B = 0, we have identically P = 0. Finally, varying the
integer Nm, one has the possibility to start from field configurations with different spreads of the mode
number occupations. For what concerns the equilibration process in non-integrable theories, the most
interesting situation occurs with those initial conditions in which only few low-energy (infrared) modes
are occupied: this because one is mostly interested to observe the energy cascade towards the ultraviolet
modes and the consequent thermalization of the system [40, 41]. For integrable models, instead, the mode
occupations associated to the action variables are essentially frozen during all the time evolution and, in
the absence of such a mixing of the modes, it is then not particularly relevant to concentrate the attention
only on field configurations peaked in the infrared region.
For obtaining a numerical solution of the equation of motion (20), one strategy is to discretize both
the space and time intervals in units of ax and at, with r ≡ at/ax. Each space-time point (x, t) is then
identified by two integers (x, t) = (nax,m at) ≡ (n,m). Approximating the second derivatives as
ϕtt(x, t) ' ϕ(n,m+ 1) + ϕ(n,m− 1)− 2ϕ(n,m)
a2t
,
ϕxx(x, t) ' ϕ(n+ 1,m) + ϕ(n− 1,m)− 2ϕ(n,m)
a2x
,
the equation of motion (20) then becomes the recursive relation
ϕ(n,m+ 1) = r2 [ϕ(n+ 1,m) + ϕ(n− 1,m)]− ϕ(n,m− 1) + (23)
+2ϕ(n,m) (1− r2)− a2t
dV
dϕ
(n,m) .
Therefore, assigning at t = 0 the initial values of the field ϕ(x, t) and its time derivative ϕt(x, t) — i.e.
fixing the values of the field on the two first rows (n, 0) and (n, 1) — one can recursively determine the
field at any later time and at any point. To ensure enough stability of this algorithm for sufficiently large
number of time steps, in addition to take at and ax sufficiently small, it is also necessary to take r < 1.
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FIG. 1: Plot of φ2 at a given space point x as function of time for a typical initial state of the Landau-Ginzburg
theory at E/L = 50.
B. Local observables and their averages
Following the time evolution of the field by solving (say numerically) the equation of motion, one can
focus the attention on the time average of local quantities which do not trivially vanish for symmetry
reasons. As a typical set of operators one can take for instance (in the quantum context it is necessary
to consider their normal order version)
• the family of the even powers of the elementary field, Ok(x, t) ≡ φ2k(x, t);
• the family of the Z2 even combination of vertex operators Vα(x, t) ≡ cosh[αφ(x, t)];
• the derivative operators φ2t (x, t) and φ2x(x, t);
• the trace of the stress-energy tensor Θ(x, t) that, in the two theories, takes the form
Θ(x, t) =

m2
2 φ
2 + g4!φ
4 , φ4 LG theory
m2
g2 [cosh(gφ)− 1] , ShG theory
(24)
In classical systems the time dependence of any local observable F [φ(x, t)] is induced by the time depen-
dence of the elementary field φ(x, t) by a simple substitution. The field, as well as all other observables,
presents then point-wise persistent fluctuations which do not vanish also at t→∞, as shown for instance
in Figure 1 for the observable φ2(x, t). A procedure to smooth out these fluctuations and select a set
of quantities which are less sensitive to the microscopic degrees of freedom of the model consists of a
sequence of two types of averages enforced on the local observables:
The spatial average
F [φ(x, t)]→ F(t) ≡ 1
L
L∫
0
dxF [φ(x, t)] ; (25)
The time average
〈F〉(t) = 1
t
t∫
0
dtF(t) . (26)
In the limit t → ∞, we have that 〈F〉(t) → 〈F〉CDA. Performing, for instance, these two averages on
the observable φ2(x, t) of the LG model, we obtain the plot shown in Figure 2, where the asymptotic
constant value of this curve corresponds to the asymptotic average value of the observable.
8In the following it is useful to consider some Universal Ratios, such as
Rk =
〈φ2k〉CDA
(〈φ2〉CDA)k ; R(α, β) =
log〈cosh[αφ(x, t)]〉CDA
log〈cosh[βφ(x, t)]〉CDA . (27)
For a free bosonic theory (see Section V), these universal ratios assume the values
Rk = (2k − 1)!! ; R(α, β) =
(
α
β
)2
, (28)
and therefore any observed violation of the universal ratios from these values can be attributed to the
interaction present in the theory, as in the example of LG theory shown in Figure 3.
C. Virial theorem
One can get a series of identities involving the CDA of local fields by employing the virial theorem
[40]. These identities only depend on the equation of motion satisfied by the field, therefore their validity
does not rely on the integrable or non integrable nature of the theory. In classical mechanics, the virial
theorem simply expresses the fact that the time average of quantities which are total time derivatives of
bounded functions vanishes. Consider, for instance, the quantity
I(t) =
1
2
L∫
0
dxφ2(x, t) , (29)
where the field φ(x, t) satisfies periodic boundary conditions. Taking its second derivative with respect
to time, one has
I¨ =
L∫
0
dx
{
φ(x, t)φ¨(x, t) +
[
φ˙(x, t)
]2}
. (30)
If now one uses the equation of motion (20) and an integration by part, we can express the quantity
above as
I¨ =
L∫
0
dx
{[
φ˙(x, t)
]2
− [φx(x, t)]2 − φ(x, t)dV
dφ
}
. (31)
Taking now the time average of left and right sides of this expression, with 〈I¨〉CDA = 0, and using the
translation invariance of the EV of the local fields, we arrive to the identity
〈[φ˙]2〉CDA = 〈[φx]2〉CDA + 〈φ dV
dφ
〉CDA. (32)
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FIG. 2: Plot of the space and time averages of φ2 as function of time for a typical initial state of the Landau-
Ginzburg theory at E/L = 50.
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FIG. 3: Plot of the universal ratio R2 as function of time for the Landau-Ginzburg theory at E/L = 1000. The
red dashed line corresponds to the asymptotic free value of R2.
If we now consider the energy of the theory
E =
L∫
0
dx
[
1
2
φ˙2 +
1
2
φ2x + V (φ)
]
, (33)
and its time average, using eq (35) it is easy to see that we can equivalently express the energy density
at equilibrium as
E
L
= 〈φ˙2〉CDA + 〈V − φ dV
dφ
〉CDA . (34)
Let’s now work out explicitly these formulas for the Φ4 LG and the Sinh-Gordon models.
• Φ4 theory. In this case eq. (32) becomes
〈[φ˙]2〉CDA = 〈[φx]2〉CDA +m2〈φ2〉CDA + g
3!
〈φ4〉CDA . (35)
while eq. (34) reads
E
L
= 〈φ˙2〉CDA − g
4!
〈φ4〉CDA . (36)
• Sinh-Gordon theory. For this theory eq. (35) becomes
〈[φ˙]2〉CDA = 〈[φx]2〉CDA + m
2
g
〈φ sinh gφ〉CDA . (37)
while the energy density can be expressed as
E
L
= 〈φ˙2〉CDA − m
2
2g
〈φ sinh gφ〉CDA + m
2
g2
〈(cosh gφ− 1)〉CDA . (38)
It is evident that, varying the quantity given in eq. (29) as the starting point of the procedure, the virial
theorem permits to derive many other identities for the EV’s.
D. Thermalization time scales
Let’s consider an initial configuration of the field where only the soft Fourier modes are occupied, i.e.
|φ˜(k, t)| > 0 only for k < k0 where
φ˜(k, t) =
1√
2pi
L∫
0
dxe−ikxφ(x, t) . (39)
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FIG. 4: Time average of several observables in Φ4 LG theory. The time axis is in logarithmic scale.
On the basis of the equipartition principle, we know that, if the system satisfies an ergodic dynamics, after
some time all the other modes will be occupied. It is clear that the exchange among the different modes is
due to the interaction and, as time goes by, there is a flow of energy from the potential to the kinetic term
– a mechanism that is captured by the virial theorem. If the system asymptotically thermalized and the
equilibrium state were described by the Gibbs ensemble measure e−βH (for some value of β fixed by the
initial conditions), for very large k, where the mass and interaction terms are negligible, only the space
derivative in the Hamiltonian will matter: it follows that |φ˜(k, t)|2 ∝ k−2 for large k. This power-law decay
in the Fourier-transform implies however a non-smooth behaviour for φ(x, t). Since the time evolution of
the field will keep it smooth at any finite time t, this implies that a complete thermalization can occur
in a classical field theory only in an infinite amount of time [43]. From a practical point of view one can
argue however about the possibility to distinguish three different time regimes [40]:
• a small time-scale tS , during which the already occupied modes start to mix, producing a quasi-
thermal state, restricted though only to this subset of modes. Roughly speaking, tS marks the time
scale at which the interaction and the gradient terms are of the same order of magnitude.
• an intermediate time-scale tI , at which the gradient terms are much larger than all non-linear local
terms present in the Hamiltonian. This time scale sets the cross-over of two regimes of the dynamics,
originally dominated by the interaction terms while later by gradient terms.
• and, finally, a long time-scale tL that may be considered as the actual time-scale in which equilibra-
tion takes place through a mechanism that we call the drop-phenomenon. In this latest stage, higher
and higher modes get activated although very slowly, i.e. drop by drop. This happens simply because
the non-linear term in the Hamiltonian has become much smaller than the gradient terms: hence,
in this regime, the equation of motion becomes almost the one of a free theory and the interactions
are unable to efficiently transfer energy among the modes. This explains why the mixing of the
modes becomes slower at larger times, particularly at high k where the interaction is less and less
relevant.
Looking at Fig. 4, which refers to the time averages of kinetic, gradient and potential terms in the Φ4 LG
theory at energy density E/L = 50, one can spot the short time scale tS as the point where the potential
term crosses the kinetic term, i.e. tS ' 100.5; the intermediate time scale tI as the point where the curves
change their concavity, heading to the final stage of equilibration, i.e. tI ' 103, and the long time scale
tL ' 105 as the point where the quantities reach their asymptotic equilibrium values.
It is possible to provide a qualitative estimation of the small and intermediate time scales tS and tI
following an argument originally presented in [43, 44]. We know that the field φ(x, t) has to develop
singularities when t → ∞. By promoting x to a complex variable, we can see that it happens by the
moving of simple poles in the complex x plane toward the real axis, as t→∞. It follows from (39) that
|φ˜(k, t)|2 ' e−2kyS(t) , (40)
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where yS(t) is the imaginary part of the pole of φ(x, t) closest to the real axis. We now estimate the value
of yS(t). Let’s suppose that for small t, the second spatial derivative can be neglected in the equation of
motion so that, separating real and imaginary parts, we have{
φ¨R = −<[∂φV (φ)] ;
φ¨I = −=[∂φV (φ)] . (41)
The corresponding two-dimensional force fields for the Φ4 LG model and the Sinh-Gordon model are
shown in Fig. 5. It is useful to analyse the two cases in details.
LG theory Φ4 LG. It is easy to check from eq. (41) and Fig. 5 (left) that there is an unstable point
on the imaginary axis
φ(t = 0) = iφu ≡ i
√
6m2
g
. (42)
Therefore, for any φ0 > φu, the time evolution will bring the field at infinity in a finite amount of time
t∞ =
∞∫
φ0
(2V (iφ)− 2V (iφ0))− 12 dφ φ01'
√
12
g
φ−10 (43)
If we then assume to start with a plane-wave initial condition
φ(z, 0) = A cos(k0z) ,
where z = x+iy ∈ C, we expect that, at time t, a divergence will appear for all z such that =(φ(z, 0)) ' φ0
in (43). Setting z = x+ iy, we have the approximate estimation for the imaginary part of the pole closest
to the real axis yS(t) in (40)
yS(t) ' −
log
√
gAt√
12
k0
. (44)
This mechanism permits the appearance of divergences if the imaginary part of the initial condition is
sufficiently big. Otherwise, the field would remain in principle always bounded. However, in this case, it
is crucial the role played by the Laplacian in the equation of motion: it produces fluctuations that are
capable of overcoming the barrier φ0 > φu. Neglecting the interaction, one can estimate this time with
the fluctuation in the Gaussian theory, obtaining
yS(t) = m(g log tk
2
0A
2)−
1
2 . (45)
These two expressions (44) and (45) show the behaviour of the tail of the mode distribution, respectively,
for small and intermediate times t. The logarithmic dependence on the time t in eq. (44) is in any case a
manifestation of the slow dynamics of the mixing among the modes.
For the Φ4 LG theory, using an extensive numerical analysis, Boyanovski et al. [40] were also able to
extract the dependence of the long-time scale of thermalization from the energy density and the lattice
spacing a
t '
(pi
a
)α (E
L
)−1
, (46)
where 0.21 < α < 0.25 according to the value of E/L.
Sinh-Gordon theory Even though we know that such an integrable theory never thermalizes, it is
anyhow interesting to evaluate its short-time scale. The analysis proceeds as in the previous case: taking
into account the force field plotted in Fig. 41 (right), we see that for every initial condition of the form
φ(t = 0) = φ0 + ipi, for arbitrary real φ0, the field will reach infinite in a finite amount of time given by
t∞
φ01'
√
2e−
gφ0
2
m
(47)
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FIG. 5: Force field, neglecting the space dependence, for Landau-Ginzburg (left) and Sinh-Gordon (right) at
g = m = 1.
As before, taking a plane wave as initial condition, we obtain the estimation
yS(t) ' 1
k0
ln ln
√
2
mt
(48)
This expression shows the extremely slow evolution of the field with time, even compared with eq. (44).
Moreover, in this case there is no activation mechanism: no threshold appears in the force field. We
remark that this effect can in principle be even stronger once all the details of the exact dynamics are
take into account. All these facts show, from a different perspective, the peculiarities of integrable models.
As we will argue later for the Sinh-Gordon model, its action variables coming from the Inverse Scattering
Transform appear as a smooth deformation of the free ones so that such a dramatic slowing down of the
mode mixing finds a natural explanation in the integrable structure of the model.
For integrable models, the quasi-thermal state reached in the short-time scale has to be promoted to
equilibrium state. On one side, this will represent an advantage from the numerical point of view, since
the simulation time can be considerably reduced to a much smaller value. On the other side, it poses a
technical challenge because the corresponding equilibrium thermodynamics will have to take into account
the constraints set by the initial conditions. A framework to deal with this problem will be developed in
Section VIII. In the meanwhile, it is now instructive to see how, in a generic non-integrable model, one
can deal with the computation of the thermal values alone.
III. THE TRANSFER MATRIX APPROACH FOR THERMAL EQUILIBRIUM
Assuming that the dynamics will bring the classical system to an equilibrium steady state at t→∞, it
becomes important to compare the expectation values of the observables got from the time evolution with
their values computed by employing an equilibrium ensemble. For non-integrable models such ensemble is
provided by the Gibbs Ensemble while for integrable models is given by the Generalized Gibbs Ensemble.
In this section we discuss the formalism of the Gibbs Ensemble for classical field theories and we show that
its implementation is particularly simple in view to a mapping to a one-dimensional Quantum Mechanics
problem via the Transfer Matrix technique. Such a mapping is however not suitable for implementing the
Generalized Gibbs Ensemble and this clearly shows the technical difficulty of handling the asymptotic
values of various observables in classical integrable models.
Here we discuss the formalism of the Gibbs ensemble for both non-integrable and integrable models:
for integrable models it is equally important to develop the formalism of the canonical ensemble in order
to be able to prove or disprove their asymptotic thermalization by comparing the Dynamical Averages of
the observables with the Gibbs Ensemble averages. Let’s discuss then this equilibrium thermal formalism.
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A. Thermal averages
In the Gibbs ensemble, the thermal averages of the various observables O(pi, ϕ) is expressed by a path
integral that involves the Hamiltonian
〈O(pi, ϕ)〉T =
∫ DϕDpiO(pi, ϕ) e−βH∫ DϕDpi e−βH . (49)
Notice that, due to the rescaling (15) of the fields, the variable β entering eq. (49) defines an effective
temperature T , which is related to the physical temperature Tp by
T =
1
β
≡ g
2
m
Tp . (50)
Thanks to this relation, fixed the physical temperature Tp, one can reach the low-temperature limit
T  1 also making the coupling constant smaller, i.e. probing the field theory in its weak-coupling
regime. Similarly, at fixed Tp, the high-temperature limit T  1 is equivalent to the strong coupling
regime of the theory. The value of the temperature can be fixed in terms of the energy density of the
theory, as shown in eq. (68) discussed below.
For observables that separately depend on pi and ϕ, i.e. O(pi, ϕ) = O1(pi)O2(ϕ), the thermal average
factorizes
〈O(pi, ϕ)〉T = 〈O1(pi)〉T 〈O2(ϕ)〉T (51)
with
〈O1(pi)〉T =
∫ DpiO1(pi) e−βT [pi]∫ Dpi e−βT [pi] ; (52)
〈O2(ϕ)〉T =
∫ DϕO2(ϕ) e−βW[ϕ]∫ Dϕe−βW[ϕ] . (53)
For the observable O1(pi) which depends only on the momentum pi, the path integral reduces to a multiple
integral with Gaussian measure. On the other hand, for the observables O2(ϕ) which depend only on the
field ϕ, the corresponding thermal average can be computed in terms of the Transfer Matrix method [45]
or, equivalently, in terms of quantum mechanics formalism, as discussed in the Section III C below.
B. Partition function of free theory and determination of the temperature
Particularly instructive is the computation of the thermal expectation value of pi2(x), because in the
continuum this quantity is divergent. It is then necessary to discretize the field theory on a lattice with
lattice spacing a, with L = Na. The coordinates x’s will be identified by the corresponding integer j,
x→ ja. At this stage it is also not very difficult to perform the computation of the full partition function
of the free theory with Hamiltonian
H =
1
2
L∫
0
dx
[
pi2(x) + (φx)
2 +m2φ2
]
. (54)
This computation will turn out useful for a later comparison with the classical limit of the quantum
partition function done in Section V C. The discretization of such an Hamiltonian turns out to be
Hd =
1
2
a
N∑
j=1
[
pi2j
a2
+
(φj − φj−1)2
a2
+m2φ2j
]
. (55)
Notice that the discretized form of the momentum pi needs to have a factor a−1 in order to preserve the
equation of motion. Indeed, with the expression above we have
φ˙i =
δHd
δpii
=
pii
a
,
p˙ii =
δHd
δφi
= a
[
(φi+1 − 2φi + φi−1)
a2
−m2φi
]
,
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and combining the two equations we get the correct discretized version of the equation of motion
φ¨i =
(φi+1 − 2φi + φi−1)
a2
−m2φi ,
where the first term on the right hand side is easily identified with the discretized version of φxx. With
the discretization adopted, the partition function is given by the multi-integral
Z(0)(β) =
∫ N∏
i=1
(
dpii dφi
h
)
e−βHd ≡ e−βF . (56)
Notice that, in order to get a dimensionless expression for Z(β), we have introduced the Planck constant
h for the phase-space of each degree of freedom. The partition function factorizes as
Z(0)(β) = h−N Z(0)pi Z
(0)
φ . (57)
Let’s first compute Z
(0)
pi
Z(0)pi =
∫
Dpie− β2
∫ L
0
dx pi2(x) =
∫ N∏
i=1
(dpii) e
− β2a
∑N
i=1 pi
2
i =
(
2pia
β
)N/2
. (58)
and then Z
(0)
φ
Z
(0)
φ =
∫
Dφ e− β2
∫ L
0
dx [(φx)2+m2φ2] =
∫ N∏
i=1
dφi e
− β2 a
∑N
j=1
[
(φj−φj−1)2
a2
+m2φ2j
]
(59)
This is also a Gaussian integral which can be easily computed by going to Fourier space
φn =
1√
N
N−1∑
m=0
φˆme
ikman , (60)
where km =
2pim
Na (m = −N/2, . . . N/2). Hence
Z
(0)
φ =
∫ N∏
i=1
dφˆm e
− β2 a
∑N
m=1[ω
2
m|φˆm|2] =
(
2pi
βa
)N/2 N/2∏
m=−N/2
1
ωm
, (61)
where
ω2m = m
2 +
(
sin 12kma
1
2a
)2
. (62)
Combining Z
(0)
pi and Z
(0)
φ into eq. (57), in the limit N →∞ the free energy F (β) is given by
βF (β) =
L
2pi
pi/a∫
−pi/a
dk log[β~(m2 + k2)1/2] . (63)
The free energy is an extensive quantity in L but is divergent in the limit a→ 0 for the infinite number
of degrees of freedom of the field theory
βF (β) ' L
[
a−1 log(~βa−1)− a−1 + m
2
+O(a)
]
. (64)
The factorization of the partition function into a piece that involves only the momentum and another
piece that involves the field also holds in an interacting theory. This allows us to compute in general the
average of pi2(x)
L∫
0
dx 〈pi2(x)〉T → 1
a
N∑
i=1
〈pi2i 〉T =
N
β
=
L
a
T , (65)
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so that
〈pi2〉T = T
a
. (66)
This expectation value has two features: firstly, it provides a direct measure of the temperature; secondly,
it presents an explicit dependence on the cut-off a. Since in the continuum 〈pi(x)pi(y)〉T = Tδ(x− y), the
expression given above then appears as the regularized form of the δ(0) divergence. eq. (66), together
with the virial theorem relation (34), can be used to fix the value of the temperature in terms of the
energy density: in fact, given that
E
L
= 〈pi2〉T + 〈V − φ dV
dφ
〉T , (67)
and L = Na, we have
T =
E
N
− a〈V − φ dV
dφ
〉T . (68)
In particular, if in the limit a → 0 the second term on the right-hand side vanishes, the temperature
becomes equal to the energy per degree of freedom.
C. Transfer Matrix and Quantum Mechanics
Let’s now go back to the problem of performing the path integral for the observables which depend
only on the field φ(x). The path integral (53) involves the weight
W(φ) =
L∫
0
[
1
2
φ2x + V (φ)
]
, (69)
and functions φ(x) which take the same value at the ends of the interval [0, L], φ(0) = φ(L). One can then
interpret the coordinate x as euclidean time τ and therefore convert the path integral in the euclidean
time interval 0 ≤ τ ≤ L into a quantum trace [40, 45]
〈O(φ)〉T =
∫ DφO(φ) e−βW[φ]∫ Dφ e−βW[φ] = Tr
[
e−LHˆT {O(φ)}
]
Tr
[
e−LHˆ
] , (70)
where the quantum Hamiltonian H˜ is given by
H˜ =
p2
2β
+ β V (q) . (71)
Here q ≡ φ, while p is the conjugate momentum of this coordinate variable, with canonical commutation
relation [q, p] = i. In such a formalism, the original classical field φ(x) is promoted to be a quantum
operator, subjected to the time evolution of the Heisenberg representation φ(x) = exH˜φ(0)e−xH˜ . The
operator T in eq. (70) implements the time ordering along x, i.e.
T {φ(x1)φ(x2)} = θ(x1 − x2)φ(x1)φ(x2) + θ(x2 − x1)φ(x2)φ(x1) .
The temperature T = 1/β enters the quantum Hamiltonian H˜ as a parameter and therefore both its
eigenvalues En(T ) and the corresponding eigenfunctions χn(q, T ) depend on T . These eigenfunctions
satisfy the orthogonality conditions
+∞∫
−∞
dq χn(q, T )χm(q, T ) = δn,m .
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For local observables, the translation invariance of the theory implies that the thermal average is inde-
pendent from the point x, 〈O(φ(x))〉T = 〈O(φ(0))〉T . In this formalism the thermal expectation value of
such observables O(φ) is expressed by
〈O(φ)〉T = 1
Z(T )
∞∑
n=0
Onn(T )e−LEn(T ) , (72)
where
Onn(T ) =
+∞∫
−∞
dqO(q)χn(q, T )χn(q, T ) (73)
Z(T ) =
∞∑
n=0
e−LEn(T ) . (74)
If there is a finite gap ∆ = (E1(T )−E0(T )) in the spectrum of H˜ for any value of T , in the limit L→∞
the thermal expectation value of the local observables O(φ) simply reduces to the matrix element of the
operator O(q) on the ground state up to exponentially small terms
〈O(φ)〉T ' O00(T ) + o(e−L∆) , L 1 (75)
Examples of this formula will be give below for various observables and various theories.
D. Thermal expectation values of the Φ4 theory
The formalism of the transfer matrix of the Φ4 theory has been extensively studied in [40] and here we
just report the main findings. First of all, making the canonical transformation q → 1√
T
q, p→ √Tp, the
adimensional version of the quantum Hamiltonian (71) can be written as
H˜ =
1
2
(p2 + q2) +
T
4!
q4 . (76)
It is useful to discuss the low and the high temperature limits.
Low-temperature. In limit T → 0, the thermal expectation values are determined by the vacuum
expectation values of the quantum harmonic oscillator and therefore we have
〈ϕ2〉T = T
2
, 〈ϕ2k〉T =
(
T
2
)k
(2k − 1)!! (77)
and therefore for the Universal Ratios Rk we have
Rk = (2k − 1)!! . (78)
In this limit it is also simple to compute the EV of the cosh(aφ) operators
〈cosh(aϕ)〉T = exp
[(α
2
)2
T
]
, (79)
and therefore for the Universal Ratio R(α, β) we have
R(α, β) =
(
α
β
)2
. (80)
High-temperature. In the limit T →∞, it is convenient to rescale q and p according to the canonical
transformation q → ( T12)1/6 q , p→ ( 12T )1/6 p, so that the quantum Hamiltonian (76) becomes
H˜ =
1
2
[
p2 + q4 +
(
12
T
)2/3
q2
]
, (81)
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FIG. 6: a? as a function of the temperature T , obtained by the condition ∂aH(a) = 0.
i.e. the Hamiltonian of a quartic oscillator perturbed by a quadratic term. In particular, solving numeri-
cally the Schro¨dinger equation for the quartic oscillator in the limit T →∞, one finds [40]
lim
T→∞
〈ϕ2〉T
T 2/3
= 0.456119... , lim
T→∞
〈ϕ4〉T
T 4/3
= 0.56104... (82)
and for the Universal Ration R2 we have
lim
T→∞
R2 = 2.69673... (83)
E. Thermal expectation values of the Sinh-Gordon theory
Although the asymptotic values of local operators of the Sinh-Gordon theory are expected to follow from
a Generalized Gibbs Ensemble, it is nevertheless worth deriving their thermal values. For two reasons: (i)
to compare these thermal values with the ones obtained by the time average and observing, in general,
their discrepancy; (ii) to get the asymptotic values of local operators if the initial state is properly chosen
to be thermal.
The adimensional version of the quantum Hamiltonian associated to the transfer matrix is given in
this case by
H =
T
2
p2 +
1
T
(cosh q − 1) , (84)
and the corresponding Schro¨dinger equation is the modified Mathieu equation. The exact determination
of the ground state energy E0(T ) of this Schro¨dinger equation is presented in Appendix B by using the
Bethe Ansatz techniques developed in Section VIII. However a good approximation of the ground state
energy E0(T ) and the ground state wave-function of the Hamiltonian (84) can be obtained by using as a
variational wave function
ψa(q) =
1
2
√
K0(2a)
exp
(
−a cosh q
2
)
, (85)
where a is a parameter. The functional form of ψa(q) has been chosen to match the behaviour of the
exact solution as |q| → ∞. In the following Kν(x) denotes the modified Bessel function of order ν. We
can easily compute
H(a) ≡ 〈ψa|H|ψ〉a = T
16
aK1(2a)
K0(2a)
+
1
T
(
K2(2a)
K0(2a)
− 1
)
. (86)
The value a?(T ) which minimizes H(a) is determined by the condition ∂aH(a) = 0 and is plotted in
Figure 6. Substituting this function a?(T ) into H(a), we get an estimate of the ground state energy E0(T )
E0(T ) ≤ E˜0 = H(a?(T )) . (87)
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FIG. 7: E˜0(T ) as function of the temperature T , as obtained by the variational method.
The plot of E˜0(T ) is shown in Figure 7. This function starts at T = 0 from 1/2 (the ground state of
the harmonic oscillator) and, for T → ∞, asymptotically grows linearly with logarithmic correction,
E0(T ) ' C T/ log T , with C ' 0.05....
Using the variational wave-function (85) we can now easily compute the thermal expectation values of
the vertex operator
V(α, T ) ≡ 〈coshαϕ〉 =
+∞∫
−∞
cosh(αq)ψ2a(q)dq =
K2α(2a
?(T ))
K0(2a?(T ))
. (88)
At low temperature, using the divergent behaviour of a?(T ) at T → 0 and the asymptotic values of the
Bessel functions, Vf(α, T ) reduces to the free theory results (79)
V(α, T ) '
(
1 +
Tα2
4
)
' eTα2/4 . (89)
At high-temperature, a?(T ) goes to zero and the expectation value is given by the short distance expansion
of the Bessel functions
V(α, T ) ' −1
2
α(2α)
a?2β(T )
(
1
log a?(T )− γ
)
, (90)
where γ is the Euler-Mascheroni constant. The plot of logV(α, T ) as function of T for various values of
α is shown in Figures 8.
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FIG. 8: B ≡ logV(α, T ) as a function of the temperature T for α = 1 (curve a), α = 2 (curve b) and α = 3 (curve
c).
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F. Difficulties to implement the Generalized Gibbs Ensemble in classical field theories
The Transfer Matrix approach proves to be a very efficient tool to compute the thermal expectation
values of local operators in the Gibbs Ensemble. At the basis of this approach there is the interpretation
of the term W(ϕ) in the Hamiltonian as Euclidean action of a one-dimensional particle, with the original
spatial gradient term
(
∂ϕ
∂x
)2
interpreted as the kinetic term for the one-dimensional problem. This has
allowed us to adopt the operator formalism of Quantum Mechanics and to convert the original path
integral problem (70) into the problem of finding the spectrum of the Schro¨dinger operator (71), in
particular its ground state energy and wave function.
Unfortunately this route cannot be followed to compute Expectation Values of local operators in clas-
sical integrable theories by using the Generalized Gibbs Ensemble. There are indeed a series of difficulties
in handling an expression as
〈O(pi, ϕ)〉GGE =
∫ DϕDpiO(pi, ϕ) e−βiQi∫ DϕDpi e−βiQi , (91)
obtained by substituting in (49) βH → βiQi (sum on the index i is understood), where Qi are the
(infinite) number of local conserved charges. The cahier de doleances include:
• first of all, the determination of all the Lagrange multiplier βi of the conserved charges Qi. In
principle, they can be fixed by computing the Expectation Values of the conserved charges Qi,
therefore solving the infinite dimensional system of equations for the βi’s given by
〈Qk(pi, ϕ)〉GGE =
∫ DϕDpiQk(pi, ϕ) e−βiQi∫ DϕDpi e−βiQi . (92)
However, even assuming to be able to compute the path integrals on the right hand side of these
expressions, the solution of these infinite number of transcendental equations is far from being
obvious.
• secondly, the computation of the path integrals (91) at a given value of the βi’s. If one employs
the local conserved charges, as shown in Section X E and in Appendix D, these quantities are given
by integrals of local densities made of higher partial derivatives both in x and t. Moreover, these
higher derivative terms are also mixed up with local expressions in ϕ, preventing any obvious ”one-
dimensional ” interpretation of these terms as it was the case for the path integral in the Gibbs
ensemble.
The higher degrees of these partial derivatives is also an obstacle in setting up, even numerically, a
Transfer Matrix approach because, once discretized, they coupled together sites arbitrarily far away
one from the other. This feature therefore spoils the meaning itself of the Transfer Matrix which
typically couples only sites separated by one or two lattice spacings).
• thirdly, the absence of a ”trace formula”. Let’s assume that one is able to express all the terms
in the conserved charges Qi which contain partial derivative w.r.t. the time t in terms of partial
derivative in x by using the equation of motion (an operation that is however far from obvious and
probably even false). Let’s call the resulting expressions Q˜i. Then one may conceive the idea to
pose the path integral (91) equal to the ”quantum trace” of a suitable operator Gˆ, namely
〈O(ϕ)〉GGE =
∫ DϕO(ϕ) e−βiQ˜i∫ Dϕe−βW[ϕ] = Tr
[
e−LGˆT {O(ϕ)}
]
Tr
[
e−LGˆ
] (93)
Differently from the Gibbs Ensemble, where the corresponding operator Gˆ is linear and a second
order derivative operator, in this case the operator Gˆ is a non-linear and infinite order differential
operator, for which there is no consolidate mathematical literature which ensures the completeness
of its spectrum, the monotonic increasing of its eigenvalues and even the existence of its ”ground
state” eigenvalue and eigenfunction.
In other words, establishing the validity of an identity as the one given in (93) is a very interesting
problem in the subject of classical integrable models but, presently, this is an impracticable route.
This forces us to follow another approach for computing the Generalized Gibbs Ensemble averages,
the one based on Integrable Quantum Field Theory.
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PART B
This part of the paper, which includes Section IV till Section IX, concerns with two basic quantities of
Integrable Quantum Field Theory:
• the connected Form Factors of local operators 〈←−θn|O(0)|−→θn〉conn;
• the filling fraction f(θ) of the particle states of the out-of-equilibrium system.
We recall that these quantities enter the LM formula of the GGE average, eq.(˙11), and allow us to compute
the Quantum Dynamical Average according to the basic identity (9). Hence, the aims of the next Sections
are twofold: (a) firstly, to define all quantities entering the GGE average given in eq. (11); (b) secondly,
to understand how to extend their definition to the classical case, in order to set an identity similar to
eq. (9) for classical integrable field theories. For this reason we are interested in studying quantum field
theory properties and their limit when ~→ 0.
IV. THE CLASSICAL LIMIT OF QUANTUM FIELDS
It is well known that the classical field theory can provide useful insights on the (non-perturbative)
structure of a quantum field theory: this is the case, for instance, of soliton solutions of classical field
equations [57]. But it is also true the vice-versa, alias a quantum field theory may allow us to have access,
in a proper limit, to classical quantities. What makes the difference between the classical and quantum
theories is of course the presence of ~ which enters the commutation relations of conjugate variables.
One then expects that taking the limit ~ → 0 of a quantum theory should provide a way to recover the
classical results. Although there may be certain subtleties going on in this limit (see, for instance, [55]),
the standard implementation of this procedure turns out to be useful for our future purposes. The first
thing to do is to restore the presence of ~ and consider the path integral formulation of a bosonic theory
Z =
∫
Dφ exp
{
i
~
S[φ]
}
. (94)
In the limit ~ → 0, the rapidly varying phase S/~ selects field configurations for which the action S is
stationary, i.e. the solutions of the classical equation of motion. But there is more than that, because a
systematic expansion in ~ allows us to organize differently the perturbative solution of a quantum field
theory: as well known, it provides an expansion in the number of loops of the Feynman diagrams [56].
For a Lagrangian made of a quadratic part L0 = 12 (∂µφ)2 −m2φ2 and interaction term V (φ), the path
integral in the presence of an external current J(x) can be written as
Z{J} = N exp
{
i~−1
∫
dxV
(
δ
δJ
)}
exp
[
i
2
J(x)(~G0(x− y))J(y)dxdy
]
. (95)
where
G0(x− y) = −〈x| (+m2)−1 |y〉 =
∫
dk
2pi
e−ik(x−y)
k2 −m2 + i (96)
is the propagator. Hence, with respect to the case when ~ is put equal to 1, the changes consist in
multiplying each interaction vertex by ~−1 and every internal line (given by the propagator) by ~. In this
way, any previous Feynman diagram of the nth order in perturbation theory which involves E external
points, I internal lines and nr vertices of r legs, gets multiplied by ~I−nr . But a simple combinatoric
argument relates I to the number of loops L of the diagram,
L = I − (nr − 1) (97)
and therefore the original diagram gets multiplied by ~L−1. This argument shows that in the ~ → 0
limit the leading contributions come only from tree level diagrams, which can be regarded as those terms
coming from the iterative perturbative solution of the classical non-linear equation of motion, as we are
going to show below.
Role of ~. It is important to comment more on the role of ~ in the classical field theory and the
computation we are going to present. In the pure classical formalism there is of course no trace of ~. On
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FIG. 9: Perturbative expansion of the classical solution of the Φ4 LG, on the left the term φ1(x) and on the right
the term φ2(x).
the other hand, from the arguments given above, it is clear that the role of ~ simply consists in selecting
the ”classical” terms present in the full quantum theory. So, even though ~ will finally disappear from the
classical expressions by getting reabsorbed into the definition of the various quantities, a rule of thumb
to simply get rid of ~ from the final classical expression is the following:
Rule of thumb: Select the classical quantities by initially restoring ~ and then considering the limit
~ → 0, expanding correspondingly the quantum expressions. Once the classical quantities are identified
and extracted in this way, take ~ = 1 in the remaining expressions.
A. Tree Level Diagrams for the Elementary Field
As examples of our perturbative considerations, let’s analyse the Φ4 Landau-Ginzburg theory and the
Sinh-Gordon model.
Φ4 Landau-Ginzburg theory. Let’s consider the purely classical equation of motion of this theory
(+m2)φ = − g
3!
φ3 , (98)
and let’s look for its solution in terms of a series expansion
φ(x) =
∞∑
n=0
gn φn . (99)
Substituting into (98) and matching the powers in g, we get the iterative equations for φn
(+m2)φn = −
∑
k,l,m
k+l+m+1=n
φkφlφm , (100)
i.e.
(+m2)φ0 = 0 ,
(+m2)φ1 = − 1
3!
φ30 , (101)
(+m2)φ2 = − 1
2
φ20φ1 ,
(+m2)φ3 = − 1
2
(φ20φ2 + φ0φ
2
1) ,
· · · · · · · · · · · ·
The solutions of these equations can be given in terms of φ0 (expressed by the usual Fourier series of
the free theory) and the inverse operator of (+m2), i.e. the propagator G0(x− y). The first terms are
φ1(x) =
1
3!
∫
dy G(x− y)φ30(y) , (102)
φ2(x) =
1
2
∫
dy G(x− y)φ20(y)φ1(y) =
1
12
∫
dy
∫
dz G(x− y)φ20G(y − z)φ30(z)
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and longer expressions for the higher terms. These expressions can be graphically expressed as in Figure
9 and they are clearly in correspondence with the tree level diagrams of the quantum theory. Moreover,
as shown in Section VI, regarding φ0(x) as the field that creates particle excitation at the position x, the
various terms φn(x) may be consider as the classical limit of the Form Factor of the operator φ(x) on the
asymptotic states, namely
φn −→ Fclassical(p1, · · · , p2n+1) = 〈0 | φ(x) | p1, · · · , p2n+1〉 . (103)
Sinh-Gordon theory. The same analysis can be also repeated for the Sinh-Gordon theory by firstly
expanding in series of g the equation of motion
φ+ m
2
g
sinh gφ = φ+m2φ+m2
(
g2
3!
φ3 +
g4
5!
φ5 + · · ·
)
= 0 , (104)
and then looking for a solution as a series expansion
φ(x) =
∞∑
n=0
g2n φn(x) . (105)
While the first differential equations satisfied by the φn’s are similar to φ
4 theory, the presence of the
additional vertices of the Sinh-Gordon model sensibly alters those of higher order
(+m2)φ0 = 0 ,
(+m2)φ1 = − 1
3!
φ30 ,
(+m2)φ2 = − 1
2
φ20φ1 −
1
5!
φ50 , (106)
(+m2)φ3 = − 1
4!
φ40φ1 −
1
2
(φ0φ
2
1 + φ
2
0φ2)−
1
7!
φ70 ,
· · · · · · · · · · · ·
The solution of these equations follows the same scheme as in the φ4 theory and it is expressed in terms
of the propagator G0(x − y) and the field φ0(x). Also in this case there is a correspondence between
the classical solution and the tree level diagrams of the quantum Sinh-Gordon theory relative to the
elementary field φ(x). The various terms φn(x) can be regarded as the classical limit of the Form Factors
of the field φ(x) on the asymptotic states
φn −→ Fclassical(p1, · · · , p2n+1) = 〈0 | φ(x) | p1, · · · , p2n+1〉 . (107)
For the field φ2(x), for example, with respect to the LG φ
4, we have an additional term and both graphs,
with the relative combinatoric factors, enter the expression of the classical Form Factor Fcl(p1, . . . , p5),
as shown in Fig.10.
B. Tree Level Diagrams for the Composite Fields
The perturbative classical solution for the elementary field φ(x) can be further exploited to find explicit
expression for the composite fields O(x) = F [φ(x)], where we consider here only analytic functions F [z].
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FIG. 10: Graphs relative to the second perturbative term φ2(x) of the classical solution of the Sinh-Gordon model.
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FIG. 11: Graphs relative to the classical 4-particle Form Factor of the composite operator φ2(x) of the Sinh-Gordon
model.
The thing to do is to substitute in F [φ(x)] the power series expansion of φ(x) and then expand the
function F [φ(x) in power of the coupling constant. So, for instance, for the composite operators φ2(x)
and φ4(x) of, say, the Sinh-Gordon model we have
φ2(x) ≡
∞∑
n=0
g2n φ(2)n = φ
2
0 + g
2 (2φ0φ1) + g
4 (φ21 + 2φ0φ2) + (108)
+ g6 (2φ1φ2 + 2φ0φ3) + g
8 (φ22 + 2φ1φ3 + 2φ0φ4) + · · ·
φ4(x) ≡
∞∑
n=0
g2n φ(4)n = φ
4
0 + g
2 (4φ30φ1) + g
4 (6φ20φ
2
1 + 4φ
3
0φ2) +
+ g6 (4φ0φ
3
1 + 12φ
2
0φ1φ2 + 4φ
3
0φ3) + (109)
+ g8 (φ41 + 12φ0φ
2
1φ2 + 6φ
2
0φ
2
2 + 12φ
2
0φ1φ3 + 4φ
3
0φ4) + · · ·
Analogous expressions hold for the LG theory φ4 replacing g2 → g. Each perturbative term φ(k)n (x) of
the composite operator φk(x) can then be expressed in terms of the tree level diagrams corresponding
to the perturbative terms φn(x) of the elementary field φ(x). The graphs contributing to φ
(k)
n (x) can be
considered as those entering the classical limit of the Form Factor of the composite operator φk(x) on
the asymptotic particles, whose number is given by the number of fields φ0 entering the final expression.
For instance, at the tree level, the classical Form Factor of the operator φ2(x) on four particle states is
given by the g2 term of the expansion of this operator. Its graphical form is given in Figure 11 and its
analytic expression (up to normalization factor) is
Fφ
2
classical(p1, . . . , p4) =
1
(p1 + p2 + p3)2 −m2 + i +
1
(p1 + p2 + p4)2 −m2 + i (110)
+
1
(p1 + p3 + p4)2 −m2 + i +
1
(p2 + p3 + p4)2 −m2 + i .
As a matter of fact, one can set up a Feynman diagram analysis that allows us to determine the number
of vertices entering the tree level diagrams of the Form Factors of the composite operator. In order to
do so, one needs to absorb differently the ~ dependence of the path integral (94). Let’s discuss how this
method works for our two prototype theories.
Φ4 Landau-Ginzburg theory. Given the Lagrangian density of this theory
L = 1
2
(∂µφ)
2 − m
2
2
φ2 − g
4!
φ4 . (111)
there is a way of absorbing the ~ present in the path integral that consists in introducing a new field
ψ = ~−1/2φ and a new coupling constant gˆ = g~2. Once this is done, consider now the matrix elements
of the composite field : ψk(x) : on the asymptotic particle states of the theory created by the field ψ
〈0| : ψk(x) : |A1 . . . Am〉 . (112)
In this theory, these matrix elements are different from zero only when m and k have the same parity.
Leaving out their momentum dependence, the diagrams which contribute to these matrix elements consists
of graph of external legs E = m, related to the number of vertices n4 (with four legs coming from the
interaction) and to the number of internal lines I by the relation
E + 2I = 4n4 + k . (113)
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In this respect the composite operator : φk(x) : can be considered as an extra vertex of k legs, so that
the previous relation (97) gets modified as L = I − n4. In the ~→ 0 limit only those diagrams with zero
loops survive: therefore, with L = 0, we get I = n4 and therefore the previous equation becomes
E = 2n4 + k , (114)
i.e. there is a diophantine equation that fixes the number of vertices n4 entering the matrix elements of
the composite operator φk(x) in the ~→ 0 limit. Consider for instance the matrix element
〈0| : ψ6 : |A1 . . . A2m〉 . (115)
In this case E = 2m, k = 6 and eq. (114) becomes
n4 = m− 3 . (116)
Sinh-Gordon theory. Given the Lagrangian density of this theory
L = 1
2
(∂µφ)
2 − m
2
g2
(cosh(gφ)− 1) , (117)
also in this case we can re-absorb the ~ present in the path integral by introducing a new field ψ = ~−1/2φ
and a new coupling constant gˆ = ~1/2g. The difference with respect to the previous case is that now we
have interaction vertices with arbitrarily large number of even legs ψ2r and coupling constants 1(2r)! g
2(r−1).
Consider the matrix elements of the composite field : ψk(x) : on the asymptotic particle states of the
theory created by the field ψ
〈0| : ψk(x) : |A1 . . . Am〉 . (118)
Repeating the same argument given above, but keeping track of the presence of n2r vertices with 2r legs,
we arrive to the diophantine equation
E − k =
∑
r
2(r − 1)n2r . (119)
Consider, for instance, k = 2 and E = m = 4, so that E − k = 2 and the above equation becomes
2 = 2n4 + 4n6 + 6n8 + 8n10 + 10n12 + · · · (120)
Hence n4 = 1 while n2l = 0 for l ≥ 2, a solution that corresponds to the graphs of Figure 10.
As another example, consider instead k = 2 and E = m = 6, so that E−k = 4 and the above equation
becomes
4 = 2n4 + 4n6 + 6n8 + 8n10 + 10n12 + · · · (121)
Hence n2l = 0 for l ≥ 4, while solution are found for
n4 = 2 , n6 = 0 (122)
n4 = 0 , n6 = 1
The corresponding graphs at tree level of the matrix elements of φ2(x) on 6-particle states is given in
Figure 12.
More insights on the classical limit of quantum field theories will come from the coherent state formu-
lation of the free theory, that is discussed in Section V.
+ permutations
φ2 = +
+
FIG. 12: Graphs relative to the classical 6-particle Form Factor of the composite operator φ2(x) of the Sinh-Gordon
model. The permutations are with respect to the external momenta.
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V. PROTOTYPE OF INTEGRABLE FIELD THEORY: THE FREE FIELD
As discussed in the Introduction of this paper, integrable models admits a canonical change of variables
that brings them into action-angle coordinates in which the time-evolution consists of multi-frequency
oscillators. In order to enlighten many of the results for the interacting integrable models given below, it
is instructive to work out in certain detail the free field case, in which all computations can be carried out
explicitly. At the conceptual level, interacting and free integrable models are very similar, their difference
being in the canonical transformation that brings them into action-angle variables: in the free case this
is just Fourier transform, while in the interacting case is the Inverse Scattering Transform.
In the following we address a series of issues that will appear later in the interacting case, so that the
results of this section can serve as a guideline for more complicated situations.
A. Action-angle variables
For the free theory, the classical and quantum cases can be treated simultaneously. One has only to care
that classical expressions concerning higher powers of the fields or other composite operators have to be
substituted in the quantum case by proper normal order quantities. Given this rule, in the following we
will adopt for simplicity the notation of the classical case. So, the Lagrangian of the free (Klein-Gordon)
theory is given by
L = 1
2
(∂µφ)
2 − m
2
2
φ2 , (123)
while its Hamiltonian reads
H =
1
2
∫ [
Π2 + φ2x +m
2φ2
]
dx , (124)
where Π(x, t) = δLδφt = φt(x, t). The momentum carried by the field is given by
P = −
∫
Πφx dx . (125)
Such a theory can be considered as Hamiltonian system with coordinates and momenta given by φ(x, t)
and Π(x, t) respectively. Their Poisson bracket (for the classical case) and their commutator (for the
quantum case) are
{φ(x, t),Π(y, t)} = δ(x− y) , [φ(x, t),Π(y, t)] = iδ(x− y) . (126)
The equation of motion
(+m2)φ(x, t) = 0 (127)
has a solution that, in the infinite volume, can be expressed as
φ(x, t) =
∞∫
−∞
dk
2pi
1√
2ω(k)
[
A(k) e−iωt+ikx +A†(k) eiωt−ikx
]
, (128)
where ω(k) =
√
m2 + k2. The modes A(k) and A†(k) are fixed in terms of the boundary conditions at
t = 0 of the field and its time derivative. Using Eqs.(126) and (128), one can derive the Poisson bracket
(for the classical case) and the commutator (for the quantum case) of the variables A(k) and A†
{A†(k), A(q)} = 2piiδ(k − q) , [A(q), A†(k)] = 2piδ(q − k) . (129)
Substituting the solution of the equation of motion into the Hamiltonian, one has
H =
∫
dk
2pi
ω(k) |A(k)|2 dk . (130)
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Therefore the free theory admits an action-angle variable formulation in terms of P (k) and Q(k), with
0 ≤ Q(k) < 2pi, and Poisson bracket {Q(k), P (q)} = δ(k − q), with the role of P (k) and Q(k) played by
P (k) = |A(k)|2 , Q(k) = argA(k) . (131)
The time evolution of A(k) and A†(k) are then given by A(k, t) = A(k)e−iω(k)t and A†(k, t) =
A†(k)eiω(k)t. The action variables P (k)’s are the mode occupations of the field which, in the quantum
case, express the number of bosonic particles of momentum k. Clearly P˙ (k) = 0 for any k and therefore
we have an infinite number of conserved quantities during all the time evolution. Since these expressions
are given in the momentum space, they are non-local. The theory also admits denumerable local conser-
vation laws, as shown in the next section. For the role of local and non-local charges in Quantum Field
Theories, we refer the reader to the reference [29].
B. Conserved Charges
The Klein-Gordon theory admits an infinite number of local conservation laws that can be easily derived
using the light-cone coordinates τ and σ defined by
t =
1
2
(τ − σ) , x = 1
2
(τ + σ) . (132)
In the light-cone variables the equation of motion becomes
φστ = m
2 φ . (133)
Taking τ as ”time” variable, we have the infinite chain of conservation laws coming from the equation of
motion (n = 1, 2, · · · )
∂
∂τ
1
2
φ2nσ = m
2 ∂
∂σ
1
2
φ2(n−1)σ (134)
∂
∂σ
1
2
φ2nτ = m
2 ∂
∂τ
1
2
φ2(n−1)τ
where φnσ =
∂nφ
∂σn and analogously for φnτ . The equations above are the general form
∂τA = ∂σB , (135)
and therefore, going back to the original laboratory coordinates (x, t), they can be expressed in terms of
the continuity equation
∂t(A+B) = ∂x(B −A) , (136)
so that the conserved charges are Q =
∫
dx(A+B). For the Klein-Gordon we have then the following set
of conserved charges
Qn =
∫
dx
[
1
2
φ2nσ +
m2
2
φ2(n−1)σ
]
(137)
Q−n =
∫
dx
[
1
2
φ2nτ +
m2
2
φ2(n−1)τ
]
Taking the sum and the difference of these quantities, we can define the even and odd conserved charges
En = (Qn +Q−n) = 1
2
∫
dx
[
φ2nσ + φ
2
nτ +m
2(φ2(n−1)σ + φ
2
(n−1)τ )
]
(138)
On = (Qn −Q−n) = 1
2
∫
dx
[
φ2nσ − φ2nτ +m2(φ2(n−1)σ − φ2(n−1)τ )
]
It is now easy to see that they can be expressed in terms of the mode occupation of the field. To do so, it
is more convenient to adopt the rapidity variable and use the expansion (A6), arriving to the expressions
En = m2n−1
∫
dθ
2pi
|A(θ)|2 cosh[(2n− 1)θ] (139)
On = m2n−1
∫
dθ
2pi
|A(θ)|2 sinh[(2n− 1)θ]
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The first representatives of these expressions correspond to the energy and the momentum of the field. In
the quantum field theory interpretation, the equations above imply that each particle state |θ〉 of rapidity
θ is a common eigenvectors of all these conserved quantities, with eigenvalues
En |θ〉 = m2n−1 cosh[(2n− 1)θ] |θ〉 , On |θ〉 = m2n−1 sinh[(2n− 1)θ] |θ〉 . (140)
C. Partition Function
The partition function of a classical free field theory
Zclassical(β) =
∫
DΠDφ exp (−βH[Π, φ]) ≡ exp (−βF (β)) , (141)
was computed in Section III B, with the final expression given by
βF (β) =
L
2pi
∞∫
−∞
dk log[~βω(k)] , (142)
where ω(k) = (m2 + k2)1/2. It is interesting to compare this expression with the one coming from the
~ → 0 limit of the partition function of the quantum theory. This is expressed by the path integral in
which one performs the Wick rotation t → −iτ , compactifies the time direction to a circle [0, ~β] and
makes all quantities periodic, with period ~β, along this axis
Zquantum(β) =
∫
DΠDφ exp (~−1 S[φ]) . (143)
~−1 S[φ] = ~−1
β~∫
0
dτ
[∫
Π(x, τ)φ˙(x, τ) dx−H[φ]
]
, (144)
where H and all other quantities are classical quantities. Taking ~ → 0, it is easy to see that the
first term in S[φ] reduces to Π(x, τ) dφ(x, τ) and it vanishes due to the periodic boundary condition
φ(x, 0) = φ(x, β~) for any x, and therefore Zquantum(β) reduces to the classical partition function (141)
in this limit.
For the cylinder geometry of the quantum problem, in the thermodynamic limit L → ∞, one can
express the partition function as
Zquantum ' e−LE0(~β)/~ , (145)
where E0(~β) is the ground state energy of the quantum field with periodic boundary condition. Put
~β = R and r = mR, such a quantity is given by
E0(R)
~
=
[
m
2
+
2pi
R
∞∑
n=1
√
n2 +
( r
2pi
)2 ]
, (146)
and needs to be regularized since it is ultraviolet divergent. This can be done by noticing that the
divergence of the series is due to the large n behaviour of the first two terms of the expansion√
n2 +
( r
2pi
)2
= n+
1
2
( r
2pi
)2 1
n
+O
(
1
n2
)
(147)
Therefore, subtracting and adding these divergent terms we have
S(r) =
∞∑
n=1
√
n2 +
( r
2pi
)2
=
∞∑
n=1
{√
n2 +
( r
2pi
)2
− n− 1
2
( r
2pi
)2 1
n
}
(148)
+
∞∑
n=1
n+
1
2
( r
2pi
)2 ∞∑
n=1
1
n
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FIG. 13: On the left: time evolution of 1
N
∑N
m=0 φ
2
n(t) for t = 10
4t0. On the right: the time average of the same
observable. In both figures the horizontal line is the time measured in unit of m−1.
Regularizing the divergent expressions as
∞∑
n=1
n = − 1
12
,
∞∑
n=1
1
n
=
r
2pi
+ γE (149)
we finally get
E0(R)
~
=
1
R
[
−pi
6
+
r
2
+
r2
4pi
(
log
r
4pi
+ γE − 1
2
)
+
∞∑
n=1
(√
(2pin)2 + r2 − 2pin− r
2
4pin
)]
, (150)
a series which can be summed and put in the form
E0(R)
~
=
∞∫
−∞
dθ
2pi
m cosh θ log
(
1− e−mR cosh θ) = 1
2pi
∞∫
−∞
dk log
(
1− e−Rω(k)
)
. (151)
Substituting now R = ~β and taking the limit ~→ 0, one has
E0(R)
~
' 1
2pi
∞∫
−∞
m cosh θ log(~mβ cos θ)
dθ
2pi
=
∞∫
−∞
dk log (~βω(k)) , (152)
i.e. it reproduces the classical free energy (142).
D. Stationary Expectation Values and Generalized Gibbs Ensemble
In the free theory, given that the exact solution (128) of the equation of motion is known, we can easily
compute the stationary expectation values of any local function F [φ(x, t)]. If the field is defined on a
lattice in a finite volume L, with L = Na, the expectation values is defined by averaging over all points
xn and taking the time average, i.e.
〈F [φ]〉 = lim
t→∞
1
t
t∫
0
dt
(
1
N
N∑
m=1
F [φm(t)]
)
. (153)
The two averages employed in this formula (on the number of points and on time) smooth out all micro-
scopic fluctuations of the observables and give rise to the stationary value that emerges asymptotically.
It is worth to have a look at the result produced by the two averages: the typical time evolution of an
observable F [φ], once we have averaged only on the space lattice points, is shown on the left plot in Figure
13, and one can see that there are persistent fluctuations of the observable as time goes by. However,
taking the time average, the curve flattens and rapidly converges to its asymptotic value.
For simplicity, let’s concentrate our attention on the asymptotic values of powers of the field φ(x, t) for
the lattice theory. It is easy to see that all odd powers φ2n+1(x, t) of the field average to zero, while for
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the even powers we have instead
〈φ2〉 =
N/2∑
n=−N/2
|A(kn)|2
ω(kn)
≡ b , (154)
〈φ2n〉 = (2n− 1)!! bn (155)
These expressions explicitly depend on the initial condition of the occupation numbers |A(kn)|2 and
therefore they cannot be derived by a Gibbs ensemble average, i.e.
〈φ2n〉 6= Z−1
∫
DΠDφφ2n(x) e−βH (156)
where β is the conjugate variable of the conserved value of the energy
E =
N/2∑
n=−N/2
ω(kn) |A(kn)|2 . (157)
Indeed, keeping the energy fixed but varying the various occupation numbers, one get a rather spread set
of asymptotic values for the various observables, as shown in Figure (14) for a representative one. The
reason of such a behaviour is due to all other infinite conserved charges of the model, whose values change
by changing the occupation number of the various modes. Since the motion of the field takes place on
the manifold that is the intersection of the surfaces (in phase space) of constant values of the conserved
charges, the asymptotic values explicitly break the ergodicity property.
In order to derive the asymptotic values of the observable by an ensemble average, one needs to
introduce a Generalized Gibbs Ensemble, which includes in addition to the energy, all other conserved
charges. Since the conserved charges are expressed in terms of the mode occupation, in this case it is
convenient to consider the statistical weight
ρ = Z−1 exp
[
−
∑
k
ηk |Ak|2
]
, (158)
where
Z =
∫
DAk DA†k exp
[
−
∑
k
ηk |Ak|2
]
= pin
∏
k
η−1k . (159)
The Lagrangian multipliers ηk are fixed in terms of the initial occupation numbers, i.e.
n
(0)
k = |Ak|2 = Z−1
∫
DAk DA†k |Ak|2 exp
[
−
∑
k
ηk |Ak|2
]
= η−1k . (160)
It is easy to see that such a statistical weight implies the following ensemble averages
AkA
†
m = δk,m , AkAm = A
†
kA
†
m = 0 . (161)
It is now easy to compute the generating function of all ensemble averages of the field
exp[iaφ(x)] = exp
[
−a
2
2
∑
k
1
ηkωk
]
= exp
[
−a
2
2
∑
k
n
(0)
k
ωk
]
. (162)
Expanding in power series in a left and right terms, one can easily recover the previous result (154)
coming from the time-evolution averages.
While the stationary values of various observables depend on the initial conditions on the field and
its time derivative, there are certain universal ratios which are completely independent. This is case, for
instance, for
〈φ2n〉
〈φ2〉n = (2n− 1)!! ,
log〈cosh(αφ)〉
log〈cosh(γφ)〉 =
(
α
γ
)2
. (163)
It is interesting to notice that the second result coincides with the one relative to the vertex operators of
Conformal Field Theory in the high-temperature limit [33].
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FIG. 14: Time average of φ2 for the same value of the energy density (in this case E/L = 100) but different
occupation numbers of the modes. On the horizontal line there is the time measured in unit of m−1.
E. Coherent states
Classical description of a bosonic quantum field theory is expected to emerge when there is a large
occupation number of the modes, as it happens for Maxwell equations, for instance. The natural formalism
to envisage such a situation is provided by the coherent state approach [60] that, in particular, helps to
enlighten the meaning of the classical configurations of the field and to put in the proper perspective the
study of the time-evolution of the classical field.
Consider the free bosonic quantum field φ(x, t) defined on a circle L, with periodic boundary condition
φ(x+ L, t) = φ(x, t). Discretized on the lattice, this field can be expressed as
φm(t) =
N−1∑
n=0
1√
2ωn
[
An e
−iωnt+iknm +A†n e
iωnt−iknm] ≡ φ+(x, t) + φ−(x, t) , (164)
where An and A
†
n satisfy the commutation relation [An, A
†
m] = δn,m. Consider now the operator
S = N exp
[
1
2
∑
k
√
2ωk fkA
†
k
]
, (165)
where fk is a set of complex numbers with f
∗
k = f−k and N is the constant N = exp
[− 12 ∑ωk |fk|2].
Using the Baker-Haussdorf formula, it is easy to see that
S−1Aq S = Aq +
1
2
√
2ωq fq , (166)
and therefore
S−1 φ+(x, 0)S = φ+(x, 0) +
1
2
f(x) , (167)
where f(x) is the real function defined by the Fourier transform f(x) =
∑
q fq e
iqx. Let’s us now define
the coherent state
|f〉 = S |0〉 , (168)
(with 〈f |f〉 = 1) that is an eigenvector of all annihilation operators Aq,
Aq |f〉 = 1
2
√
2ωqfq |f〉 . (169)
On the state |f〉, the number operators Nk = A†k Ak have expectation values
〈f |Nk|f〉 = 1
2
ωk |fk|2 , (170)
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and the total number of particles contained in the state |f〉 is an extensive quantity in the thermodynamic
limit
N =
1
2
∑
k
ωk|fk|2 −→ L
2
pi/a∫
−pi/a
dk
2pi
ω(k)|f(k)|2 . (171)
Using φ+(x, 0)|0〉 = 0, we have φ+(x, 0) |f〉 = 12f(x) |f〉 and 〈f |φ−(x, 0) = 〈f | 12f(x), so that
〈f |φ(x, 0)|f〉 = f(x) . (172)
This equation provides a direct meaning of the classical configurations of the field, i.e. they can be seen as
matrix elements of the quantum field on the coherent states. This interpretation also extends to arbitrary
normal ordered powers of the field and its space derivatives
〈f | : φ2(x, 0) : |f〉 = f2(x)
〈f | : φ3(x, 0) : |f〉 = f3(x)
〈f | : G[φ(x, 0)] : |f〉 = G[f(x)] (173)
〈f | : ∇φ(x, 0) : |f〉 = ∇f(x)
〈f | : (∇φ)2(x, 0) : |f〉 = (∇f)2(x)
We can also assign a time-dependence to the coherent state of the free theory by let evolving the operator
A†k in (165) as A
†
k(t) = e
iωktA†(0).
The picture that emerges from this formalism is particularly remarkable: we can regard the classical
field configurations as a collection of particles of the quantum field, whose number in each mode is given
by eq. (170). In a free theory, these occupation numbers do not change during the time evolution while in
an interactive theory they change according to the dynamics of the classical field. The time variation of
Nk can be interpreted in this case as due to particle creation and annihilation processes of the quantum
theory.
VI. THE QUANTUM SINH–GORDON MODEL
In this section we are going to remind the key features of the quantum theory of Sinh-Gordon model
which will be important for our later developments. The quantum Sinh-Gordon model is an integrable
relativistically invariant field theory in 1 + 1 dimensions defined by the Lagrangian density
L = 1
2
(
∂φ
∂t
)2
− V (φ) , (174)
where φ = φ(x, t) is a real scalar field and
V (φ) =
m20
g2
(cosh gφ− 1) = m20
(
1
2
φ2 +
g2
4!
φ4 +
g4
6!
φ6 + · · ·
)
. (175)
m0 is a mass scale, related to the physical (renormalized) mass M of the particle by
m20 = M
2 piα
sin(piα)
, (176)
where α is the dimensionless renormalized coupling constant
α =
g2
8pi
(
1 +
g2
8pi
)−1
' g
2
8pi
+O(g4) . (177)
Notice that, if we restore the presence of ~ in the theory, the coupling constant g2 becomes accompanied
by ~, i.e.
g2 → g2~ , (178)
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FIG. 15: First terms of the perturbative expansion of S(θ12).
so that the perturbative expansion in g2 is tantamount a semi-classical expansion in ~.
It is convenient to express the dispersion relation of the energy and momentum of a particle excitation
in terms of the rapidity variable θ as E = M cosh θ, P = M sinh θ, and label the asymptotic states
as |θ1, θ2, · · · , θn〉. The quantum integrability of the model is supported by the existence of an infinite
number of conserved charges, the even E2n+1 and the odd O2n+1, which are diagonal on multi-particle
states and act on them as
E2n+1 |θ1, θ2, · · · , θn〉 = e2n+1
n∑
k=1
cosh[(2n+ 1)θk] |θ1, θ2, · · · , θn〉 (179)
O2n+1 |θ1, θ2, · · · , θn〉 = o2n+1
n∑
k=1
sinh[(2n+ 1)θk] |θ1, θ2, · · · , θn〉
The real quantities e2n+1 and o2n+1 are the eigenvalues of the charges which, by rescaling their normal-
ization, can be put equal to 1. The conserved charges E0 and O0 coincide respectively with the energy
and the momentum. The existence of these conserved charges implies that, in the dynamics of the model,
the momentum of each individual particle is conserved. Hence the S-matrix is elastic and factorizable in
terms of the two-body S-matrix, given by [58]:
SShG(θ12, α) =
sinh θ12 − i sin(piα)
sinh θ12 + i sin(piα)
, (180)
where θ is the rapidity difference of the two particles. Notice that, for α 6= 0, S(0) = −1 while if α = 0,
we have instead S(0) = 1. This discrepancy is entirely due to the interacting nature of the theory that,
in the exact expression of the S-matrix, is captured by the resummation of the perturbative series. In
fact, expanding S(θ12, α) in power series of the coupling constant g, we start from S = 1, with a leading
correction order g2
SShG(θ12, α) ' 1− i g
2
4
1
sinh θ12
+ · · · (181)
Taking into account that the S-matrix S(s) expressed in the usual Mandelstam variable s = (p1 + p2)2
is related to S(θ12) by the relation
S(s) = 4M2 sinh θ12 S(θ12) , (182)
it is easy to see that the term proportional to g2 in eq. (181) comes from the Feynman tree diagram relative
to the φ4 vertex in (175), as shown in Figure 15. One can express this fact by saying that the interacting
theory (g 6= 0) presents ”fermionic” character (i.e. S(0) = −1) while the perturbative expansion done
with respect to the free theory presents instead ”bosonic” character (i.e. S(0) = 1). This observation
will be important in the discussion of the classical limit of the quantum theory. To this aim it is also
important to anticipate some formulas relative to the phase-shift and the fermionic/bosonic nature of the
S-matrix.
Phase-shifts and kernels. The phase-shift is defined through S(θ) = eiς(θ). However, given S(θ), there
is an ambiguity in choosing the branch of −i logSShG(θ) which defines ς(θ). We can in fact choose either
ςf (θ) =
{ −2 arctan (sinpiα/ sinh θ)− 2pi , θ < 0
−2 arctan (sinpiα/ sinh θ) , θ > 0 (183)
called the fermionic phase-shift, or
ςb(θ) = −2 arctan (sinpiα/ sinh θ) , ∀ θ (184)
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FIG. 16: On the left, the fermionic phase-shift ς(θ), on the right the bosonic phase-shift ς(θ).
called the bosonic phase-shift. The difference between the two functions is that, for finite g, ςf (θ) does not
have a discontinuity along the real axis, while ςb(θ) has a jump of −2pi at the origin (see Figure 16). In
the limit g → 0, on the other hand, the fermionic phase shift ςf (θ) goes to the step function −2piΘ(−θ),
while the bosonic ςb(θ) goes to zero.
Associated to these two definitions of the phase-shift, we have two expressions for the kernel
ϕf,b(θ) ≡ dςf,b
dθ
, (185)
which in the two cases are given by
ϕf (θ) ≡ ϕ0 = 2 sinpiα
sinh2 θ + sin2 piα
(186)
ϕb(θ) = ϕ0 − 2piδ(θ) . (187)
Notice that, taking into account the bosonic nature of the classical theory and restoring the presence
of ~ with the substitution (178), in the limit ~→ 0 we can define a classical phase-shift as
ςcl(θ) = −i log
(
1− i g
2~
4
1
sinh θ12
)
' −g
2~
4
1
sinh θ12
. (188)
As well known, the two-body S-matrix uniquely fixes all dynamical properties of the theory, such as
the matrix elements of the local fields and the thermodynamics, as we are going to discuss below.
VII. FORM FACTORS OF THE SINH-GORDON MODEL AND THEIR CLASSICAL LIMIT
In this section we will discuss the exact Form Factors of the Sinh-Gordon model and we will argue that
their leading order in the coupling constant g can be considered as the matrix elements of the classical
fields, i.e. they are in one-to-one correspondence with the tree level Feynman diagrams discussed in Section
IV. As shown below, the Form Factors depends upon the S-matrix and, accordingly to the fermionic or
bosonic nature of the S-matrix, we will have correspondingly fermionic or bosonic Form Factors, meaning
that the matrix elements will be computed on a basis of particles which behave respectively as fermions
or bosons. Let’s anticipate that the most natural basis for the classical Form Factors is the bosonic one.
Let’s initially consider the matrix elements of a local and scalar operator O(x, t) on the asymptotic
states | θ1, θ2, · · · , θn〉
〈0 | O(x, t) | θ1, θ2, · · · , θn〉 = exp
[
i
n∑
k=1
(t cosh θk − x sinh θk)
]
FOn (θ1, θ2, · · · , θn) (189)
where we have used the translation operator U = e−ipµx
µ
to extract the momenta dependence of this
matrix element, so that
FOn (θ1, θ2, . . . , θn) ≡ 〈0 | O(0) | |θ1, θ2, · · · , θn〉 . (190)
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The function FOn is the n-particle Form Factors of this operator (see Fig. 17). A generic matrix element
of the operator O(0, 0)
FOm,n(θ
′
1, . . . , θ
′
m|θ1, . . . , θn) ≡ 〈θ′1, . . . , θ′m|O(0)|θ1, . . . , θn〉 (191)
can be expressed in terms of its Form Factors by using the crossing symmetry, which is implemented by
an analytic continuation in the rapidity variables θ → θ + ipi and the following recursive equations [35]
FOm,n(θ
′
1, . . . , θ
′
m|θ1, . . . , θn) = FOm−1,n+1(θ′1, . . . , |θ′m + ipi, θ1, . . . , θn) (192)
+2pi
n∑
k=1
δ(θ′m − θk)
(
k−1∏
l=1
S(θl − θk)
)
FOm−1,n−1(θ
′
1, . . . , θ
′
m−1|θ1, . . . , θk−1, θk+1, . . . , θn) .
The Form Factors satisfy a series of functional and recursive equations that lead to their exact deter-
mination. The interested reader can find detailed discussion on this point in the literature [34–37]. Here
we briefly recall the main formulas relative to the Sinh-Gordon model which were obtained in [37].
Basic properties. For a scalar operator the Form Factors depend only on the differences of rapidities,
θij = θi − θj . In order to write their exact expression one needs to introduce a series of quantities:
• the function Fmin(θ) that satisfies the equations
Fmin(θ) = S(θ)Fmin(−θ) , (193a)
Fmin(ipi − θ) = Fmin(ipi + θ) , (193b)
whose solution is given by
Fmin(θ) = N exp
4
∞∫
0
dt
t
sinh
(
t
2 α
)
sinh
(
t
2 (1− α)
)
sinh(t) cosh
(
t
2
) sin2( tθˆ
2pi
) , (194)
where θˆ = ipi − θ and N is a normalization constant, here chosen as N = Fmin(ipi). Fmin(θ) also
satisfies the functional equation
Fmin(ipi + θ)Fmin(θ) =
sinh θ
sinh θ + i sin(piα)
. (195)
As already noticed for the S-matrix, Fmin(θ) gets different values at θ = 0 according whether g 6= 0
or g = 0: in the first case, in fact, S(0) = −1 and therefore the first equation in eq. (193) implies
that Fmin(θ) vanishes at θ = 0 as Fmin(θ) ' θ while, if g = 0 we have instead Fmin(0) = 1. Its
perturbative expansion is given by
Fmin(θ) = 1 + g
2 fmin(θ) + · · · (196)
where
fmin(θ) =
1
4pi
∞∫
0
dt
sinh
(
t
2
)
sinh(t) cosh
(
t
2
) sin2( tθˆ
2pi
)
. (197)
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FIG. 17: Form Factor of the operator O.
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• The second quantities we need to introduce are the symmetric polynomials in the variables xi =
eθi . Such polynomials can be expressed in terms of the basis given by the elementary symmetric
polynomials σ
(n)
k of the n variables xi defined by the generating functions
n∏
i=1
(x+ xi) =
n∑
k=1
xn−kσ(n)k (x1, . . . , xn) . (198)
Having defined the quantities above, the final parametrization of the generic n-particle Form Factor
of a scalar local operator can be written as
Fn(θ1, . . . , θn) = HnQn(x1, . . . , xn)
n∏
i<j
Fmin(θij)
xi + xj
, (199)
where Hn is a normalization factor, xi = e
θi and Qn(x1, . . . , xn) is a symmetric polynomial in xi.
For a scalar operator the polynomial Qn has the total degree equal to the degree of the polynomial∏
i<j(xi + xj) in the denominator, i.e. n(n − 1)/2. The actual expression of the polynomials Qn
can be determined by solving the recursive equations of the kinematic poles which occur each time
that a rapidity θi becomes equal to the value (ipi + θj) of another rapidity θj . With the choice
H2n+1 = H1
(
4 sin(piα)
N
)n
, H2n = H2
(
4 sin(piα)
N
)n−1
(200)
the recursive equations for the polynomials Qn entering (199) are given by
(−1)nQn+2(−x, x, x1, . . . , xn) = xDn(x;x1, . . . , xn)Qn(x1, . . . , xn) , (201)
where
Dn(x;x1, . . . , xn) =
n∑
k=1
k∑
m=1,3,5,...
(−1)(k+1)[m]x2(n−k)+mσ(n)k σ(n)k−m . (202)
In this formula σ
(n)
k are the elementary symmetric polynomials while [k] ≡ sin(kpiα)/ sin(piα).
Elementary Solutions and Exponential Operators. As shown in [37], a solution of the recursive
equations (201) is given by the class of symmetric polynomials
Qn(k) = detMn(k) , (203)
where Mn(k) is a (n− 1)× (n− 1) matrix with elements
[Mn(k)]i,j = σ
(n)
2i−j [i− j + k] . (204)
Notice that the form of this matrix is very close to the denominator of eq. (199) that can be expressed
as determinant of the matrix [M˜n]i,j = σ
(n)
2i−j∏
i<j
(xi + xj) = det M˜n . (205)
The corresponding Form Factors can be identified as the matrix elements of a continuous family of
operators identified with the exponential fields ekgφ [37]. With the normalization given in this case by
Hn(k) =
(
4 sin(piα)
N
)n
[k], the explicit form of all Form Factors of these operators is then
Fn(k) = 〈0|ekgφ|θ1, θ2, . . . , θn〉 = [k]
(
4 sin(piα)
N
)n
2
detMn(k)
n∏
i<j
Fmin(θi − θj)
xi + xj
. (206)
Form Factors of Normal Ordered Operators. It is useful to express the operator content of the
theory in terms of a class of particular operators, here denoted by :φk : , which create n particles out of
the vacuum by starting only when n ≥ k, i.e. they satisfy
F :φ
k:
n (θ1, . . . , θn) = 0 if n < k . (207)
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Their polynomial term Qk(x1 . . . , xk) for n = k is equal to the polynomial
∏k
i<j(xi + xj) of the denomi-
nator and they cancel each other, simply giving
F :φ
k:
k (θ1, . . . , θk) = 2
kk!
(
pi2α2
N g2 sin(piα)
) k
2 k∏
i<j
Fmin(θij) . (208)
The reason of introducing these operators is that they will correspond, in the g → 0 limit, to the
composite operators of the classical level, where each power of the classical expression φk(x) in the
perturbative expansion which always starts with φk0(x) (see Section IV B). In view of the kinematic
recursive equations, the absence of kinematic poles in F :φ
k:
k (θ1, . . . , θk) obviously implies the vanishing
values (207). To compute the Form Factors of these operators when n > k, we can use the Form Factors
(206) of the exponential operators. Let us denote by φ˜m the operator whose Form Factors F˜mn are obtained
by extracting the O(km) term in the expansion of Fn(k). Due to Eqs (207) and (208) we have
F˜ kn = F
:φk:
n +
k−2∑
l=2,4,...
Akl F
:φl: . (209)
This equation implies a mixing among the operators :φk : , as discussed in [50]: for the first even levels
these mixings are explicitly given by
φ˜2 = :φ2 : ,
φ˜4 = :φ4 : − 4 pi
2α2
g2
:φ2 : , (210a)
φ˜6 = :φ6 : − 20 pi
2α2
g2
:φ4 : + 16
pi4α4
g4
:φ2 : ,
φ˜8 = :φ8 : − 56 pi
2α2
g2
:φ6 : + 336
pi4α4
g4
:φ4 : − 64 pi
6α6
g6
:φ2 : .
Diagonal Matrix Elements and Connected Form Factors. For the purpose of computing averages,
it is important to consider the diagonal matrix elements of local operators
F2n,diag(θ1, . . . θn|θ1, . . . θn) = 〈θ1, . . . , θn|O|θ1, . . . , θn〉 . (211)
This expression is formally divergent, as it can be seen by a recursive use of eq. (192). A way to regularize
the quantity in (211) in infinite volume is to shift the singularities by the infinitesimal quantities ηi
F2n,diag(θ1 + η1, . . . θn + ηn|θ1, . . . θn) . (212)
As shown in [46], taking ηi = η, all equal, and sending η → 0, the corresponding limit is finite and defines
the functions
F2n,sym(θ1, . . . , θn) = 〈θ1, . . . , θn|O|θ1, . . . , θn〉sym (213)
=
(
lim
η→0
〈0|O|θ1 + ipi + iη, . . . , θn + ipi + iη, θ1, . . . , θn〉
)
.
Another way to regularise the diagonal matrix elements is to go to finite volume and the relation between
the diagonal Form Factors in infinite and finite volume is given by [46]
〈θ1, . . . , θn|O|θ1, . . . , θn〉L = 1Jn(θ1, . . . , θn)
∑
{θ+}
⋃{θ−}
F2l,sym(θ+)Jn−l(θ−) , (214)
where Jk is the Jacobian that will encounter later in the Bethe Ansatz formalism (see eq. (279)) while
the sum runs on all possible bipartite partitions of the set of rapidities {θ1, . . . , θn} in two disjoint sets
made by l and n− l rapidities.
There is, however, a third way to regularize the quantity in (211) through the so-called the Connected
Form Factors, defined as [33, 59]
F2n,conn(θ1, . . . , θn) = 〈θ1, . . . , θn|O|θ1, . . . , θn〉conn (215)
= FP
(
lim
ηi→0
〈0|O|θ1 + ipi + iη1, . . . , θn + ipi + iηn, θ1, . . . , θn〉
)
,
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where FP in front of the expression means taking its finite part, i.e. omitting all the terms of the form
ηi/ηj and 1/η
p
i where p is a positive integer. These are precisely the quantities employed in the generalized
LeClair-Mussardo formula (11) entering the GGE average.
The relation between F2n,sym and F2n,conn was also spelled out in [46] and the final result can be
expressed as follows: let’s consider n vertices labelled by the numbers 1, 2, ..., n and let G be the set of the
directed graphs Gi with the following properties: (a) Gi is tree-like; (b) for each vertex there is at most
one outgoing edge. The edge going from i to j is denoted as Eij . With these definitions, the function
F2n,sym(θ1, . . . , θn) can be evaluated as a sum over all graphs in G, where the contribution of a graph Gi
is given by the following two rules:
1. Let Ai = {a1, a2, ..., am} be the set of vertices from which there are no outgoing edges in Gi. The
Form Factor associated to Gi is F2m,conn(θa1 , θa2 , . . . , θam);
2. for each edge Ejk the Form Factor above has to be multiplied by ϕ(θj − θk), where ϕ(θ) is the
derivative of the phase-shift ϕ(θ) ≡ 1i d logS(θ)dθ and is the kernel entering the Bethe Ansatz equation
(see Section VIII)
So, given that F2(θ) is a constant and F2 = F2,conn = F2,sym, for the next few cases we have
F4,sym(θ1, θ2) = F4,conn(θ1, θ2) + 2ϕ(θ1 − θ2)F2,conn ;
F6,sym(θ1, θ2, θ3) = F6,conn(θ1, θ2, θ3) + [F4,conn(θ1, θ2) (ϕ(θ1 − θ3) + ϕ(θ2 − θ3)) + permutations]
+3F2,conn [ϕ(θ1 − θ2)ϕ(θ1 − θ3) + permutations] .
In conclusions, thanks to eq. (214) and the relation between the symmetric and the connected Form
Factors, the regularized finite volume expression of the diagonal Form Factors can be expressed in terms
of the connected Form Factors F2n,conn(θ1, . . . , θn), the kernel ϕ(θ) of the Bethe Ansatz equations, and
the finite volume density of states Jn.
For the connected FF of the normal ordered even powers : φ2k : of the elementary field, using the
functional equation (195) satisfied by Fmin(θ), it is easy to see that the first non-zero connected FF of
these operators are given by
〈θk, . . . , θ1| : φ2k(0) : |θ1, . . . , θk〉 = 22k(2k)!
(
pi2α2
N g2 sin(piα)
)k k∏
i<j
sinh2 θij
sinh2 θij + sin
2(piα)
. (216)
Higher-particle connected FF of these operators are more involved but they can be computed using the
definition (215) and the exact expressions of their Form Factors.
Form Factors of the stress-energy tensor. Fermionic and bosonic basis. An important set of
connected FF are those associated to the trace of the stress-energy tensor. They can be given both in the
fermionic or bosonic basis. The first two representatives are given by
〈θ|Θ(0)|θ〉f,b = 2pim2 (217)
〈θ2, θ1|Θ(0)|θ1, θ2〉f,b = 4pim2ϕf,b(θ1 − θ2) cosh(θ1 − θ2)
and an inductive application of the FF residue equations leads to (θij = θi − θj) [33]
〈θn . . . θ1|Θ(0)|θ1 . . . θn〉conn = 2pim2 ϕf,b(θ12)ϕf,b(θ23) . . . ϕf,b(θ(n−1)n) cosh(θ1n) + permutations (218)
where the fermionic and bosonic kernels ϕf,b(θ) are given in eq. (186).
Form Factors of Classical Operators. The exact expressions given above encode the sum of all
diagrams of the perturbative series. Expanding them in the coupling constant g (alias in ~) and taking
just the leading order, one is expected to find then the result coming from the sum of the tree level only,
i.e. the expressions for the classical operators previously recovered by solving perturbatively the classical
equation of motion. This can be indeed shown explicitly for the first examples. It is important to notice
that, for the classical operators, there is no mixing among them, because all coefficients Akl vanish when
~→ 0.
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• Consider the Form Factors of the elementary field φ(x) obtained by the O(k) term in the Taylor
expansion in k, divided by g. This is essentially equivalent to take Qn(0), which implies that all
Form Factors with even n vanish. The first non-zero Form Factors are
Fφ1 =
1√
2
,
Fφ3 =
1√
2
(
4 sinpiα
N
)
σ3 σ2
3∏
i<j
Fmin(θij)
xi + xj
, (219)
Fφ5 =
1√
2
(
4 sinpiα
N
)2
σ5 [σ2 σ3 − 2 cos(piα)σ5]
5∏
i<j
Fmin(θij)
xi + xj
.
Fφ1 fixes the normalization of the field when it acts on one-particle state. Let’s now expand the
expressions above in powers of g and keep the leading order. We have
Fφ1 =
1√
2
,
Fφ3 =
g2
2
√
2
σ3 σ2
3∏
i<j
1
xi + xj
(220)
Fφ5 =
g4
4
√
2
σ5 [σ2 σ3 − 2σ5]
5∏
i<j
1
xi + xj
.
One can check that the limiting form of Fφ3 corresponds to the Feynman graph drawn on the left-
side of Figure 9 while the one of Fφ5 corresponds to the sum of the Feynman graphs of Figure 10.
The check may be tedious because, while in the Feynman diagram computation, one deals with the
sum of diagrams, the Form Factor expression is concisely expressed, on the contrary, as a product
which collects altogether all the Feynman diagrams.
• Consider now the Form Factors of the composite field : φ2(x) :, whose Form Factors are given by
the O(k2) term in the Taylor-expansion in k
F :φ
2:
2 = 8
(
pi2α2
N g2 sin(piα)
)
Fmin(θ12) , (221)
F :φ
2:
4 =
32pi2α2
N 2 g2
(
σ21σ4 + σ
2
3
) 4∏
i<j
Fmin(θij)
xi + xj
,
Taking now the leading order in g and dividing for g2 to get the proper normalization of the : φ2(x) :
operator, we arrive to the limiting expressions
F :φ2:2 = 1 , (222)
F :φ2:4 =
g2
2
(
σ21σ4 + σ
2
3
) 4∏
i<j
1
xi + xj
, (223)
While the first expression gives the normalization of this operator, the second expression coincides
with the sum of the tree Feynman diagrams drawn in Figure 11.
Classical Connected Form Factors. In taking the leading term in the limit g → 0 of the Form Factors
above we have set Fmin(θij) = 1 and we have correctly reproduced the sum of the tree level diagrams of
the corresponding matrix elements. However, as we are going to see below, Fmin(θij) plays an important
role when one consider the Classical Connected Form Factors.
The first example is given by the operator : φ2(x) : and its 2-particle Classical Connected Form Factor:
using (215) on the classical expression (223) we find
〈θ2, θ1 |: φ2(0) :| θ1, θ2〉clconn =
g2
2
1
sinh2 θ12
, (224)
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which is singular when θ12 = 0. However, if we had used in the Form Factor also the term Fmin(θij) and
we had used its functional equation (195) we would have arrived instead to
〈θ2, θ1 |: φ2(0) :| θ1, θ2〉conn = g
2
2
1
sinh2 θ12 + sin
2 piα
, (225)
an expression which is instead regular at θ12 = 0: the regularization is provided by the term sin
2 piα in
the denominator, whose origin is the infinite resummation of the contributions coming from all the loop
diagrams of the theory. Said differently, the quantum theory expression is more regular than its classical
version!
As a matter of fact, the regularization, provided by the presence of Fmin(θij) in the connected Form
Factors is quite a general fact in all connected Form Factors: at the practical level, this regularization
can be seen as the substitution rule
1
sinh2 θij
−→ 1
sinh2 θij + sin
2 piα
. (226)
To prove it, notice that by taking the rapidity configuration of eq. (215), the denominator of the Form
Factors becomes
2k∏
i<j
1
xi + xj
−→ 1
ik(x1x2 · · ·xk)2(k−1)(η1η2 · ηk)
k∏
i<j
1(
xi
xj
− xjxi
)2 = (227)
=
(−i)k
2k
1
(x1x2 · · ·xk)2(k−1)(η1η2 · ηk)
k∏
i<j
1
sinh2 θij
. (228)
On the other hand, since the symmetric polynomial which is at the numerator of the Form Factor has the
same total degree of the one at the denominator, in the configuration of the rapidities given by eq. (215)
the numerator will produce a term η1η2 · · · ηk that cancels the one in eq. (227) thus leaving a Finite Part.
Finally, involving the product of Fmin(θij) and using the functional equation (195), it is easy to see that,
in the final expression, the result is equivalent to apply the substitution rule (226).
Summary. The results of this section can be summarized as follows:
• the exact expressions of the Form Factors of the quantum Sinh-Gordon model permit us to assign
a meaning also to matrix elements of classical operators.
• these matrix elements of classical operators are nothing else but the exact resummation of the
tree-level diagrams. From the analysis done in Section IV, we know that these diagrams are in one-
to-one correspondence with the expressions obtained solving perturbatively the classical equation
of motion.
• the classical limit of the Form Factors are more naturally associated to a bosonic basis rather that
a fermionic one, simply because the limit ~→ 0 gives rise to a bosonic S-matrix, with S(0) = 1.
• the connected classical Form Factors turn out to be more singular than the exact ones. This fact
will force us to introduce a prescription when we are going to integrate them in a formula like (11).
• analogous singular expressions appear in the classical version of the Bethe Ansatz equation, dis-
cussed in the next Section, and they have to be handled in the same way.
VIII. GENERALIZED BETHE ANSATZ OF THE SINH-GORDON MODEL
The two-body S-matrix of the Sinh-Gordon model determines its thermodynamic properties, which
may also include the extra conserved charges. The formalism has been developed by several authors
[16, 17, 25, 47, 48]. In this section we are going to briefly recall the Generalized Bethe Ansatz (GBA)
equations of the Sinh-G model and then to present the Caux-Konik formalism which allows us to find
the relevant quantities needed for the out of equilibrium situation.
40
A. Generalized Bethe Ansatz
We will present the formalism of the Generalized Bethe Ansatz in two different but equivalent formu-
lations, the fermionic and the bosonic ones, since they will be important in the sequel of this paper.
L and R channels. The Generalized Bethe Ansatz concerns with the computation of partition function
and an underlying geometrical picture of this computation can enlighten some of its important features.
Let’s consider our (euclidean) quantum field theory defined on rectangular geometry, as the one in Figure
18, with periodic boundary conditions along both the axes R and L. Moreover, let’s take as general-
ized ”Hamiltonian” H the one made of a weighted sum (with positive coefficients αn) of the original
Hamiltonian plus all other conserved charges Qn
H =
∞∑
n=0
αnQn , (229)
where Q0 = H. In the following we will restrict, for simplicity, our attention only on the even charges En.
In our geometry, the partition function Z(R,L) can be computed in two equivalent ways [48]:
1. in the first scheme, we take the L axis as ”time axis”. This will be called the ”L-channel” and the
Hilbert space, on which act the conserved quantities (Qn)L , lives along the orthogonal axis R. In
terms of the stress-energy tensor Tµν (µ, ν = 1, 2), in this channel the Hamiltonian HL is given by
HL =
1
2pi
R∫
0
T11(y) dy . (230)
2. in the second scheme, it is the R axis that plays the role of time. This will be called the ”R-channel”
and the corresponding Hilbert space, on which act the conserved quantities (Qn)R, lives along the
orthogonal axis L. In this case the Hamiltonian HR is expressed in terms of the stress-energy tensor
as
HR =
1
2pi
L/2∫
−L/2
T22(x) dx . (231)
Correspondingly, we have two equivalent expression of the generalized partition function
Z(R,L) =
{
Tr e−LHL ; L− channel
Tr e−RHR ; R− channel (232)
In the limit L/R→∞, the first expression projects on the lowest values E0(R; {αn}) of the generalized
Hamiltonian HL, while the second one gives rise to the generalized free-energy F (R; {αn}) of the system
Z(R,L) =
{
e−LE0(R;{αn}) ; L− channel
e−RLF (R;{αn}) ; R− channel (233)
with the identity
E0(R; {αn}) = RF (R; {αn}) . (234)
R
L
FIG. 18: Finite geometry for the generalized partition function Z(R,L).
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Generalized Free Energy. Let’s now use the R-channel formulation to compute the generalized free-
energy F (R; {αn}) using the Generalized Bethe Ansatz, whose starting point is the quantum integrability
of the model: this implies the conservation of the number of particles and their momenta, so that we can
associate to the N -particle configuration of the field a wave function in the Hilbert space of the R-channel
made of super-position of planes waves
ψ(x1, x2, . . . , xn) = exp
i∑
j
m sinh θj xj
 ∑
Q∈SN
A(Q)Θ(xQ) , (235)
where the second sum runs on the N ! permutations Q ∈ SN of the particle coordinates and
Θ(xQ) =
{
1 if xQ1 < xQ2 < · · · xQN
0 otherwise
The coefficients A(Q) are determined by the S-matrix and for configurations Q and Q′ which differ by
the exchange of the particles i and j they satisfy
A(Q) = S(θi − θj)A(Q′) (236)
On an interval L with periodic boundary conditions, the wave function must satisfy
ψ(x1, . . . , xj + L, . . . , xn) = ψ(x1, . . . , xj , . . . , xn) (237)
for any coordinate xj and this gives rise to the N equations for the rapidities {θ1, θ2, . . . , θn}
exp[iL sinh θj ]
∏
k 6=j
S(θj − θk) = 1 . (238)
Expressing the S-matrix in terms of the phase-shift given in eqs. (183) and (184), they can be written as
Jj ≡ ML sinh θj +
N∑
k 6=j
ςf,b(θj − θk) = 2piNj , (239)
where the Ni are (positive or negative) integers, the so-called Bethe quantum numbers. Employing either
the fermionic or the bosonic phase-shift, it gives rise to two different implementation of the Bethe Ansatz,
whose equivalence we are going to prove later.
Given a set of Ni’s, the θj ’s are uniquely determined. The wave function (235) vanishes when any
pairs of rapidities are equal. Using the fermionic phase-shift ςf (θ) this implies that all N
f
i have to be
different, as it happens for the quantum numbers of fermions. Using instead the bosonic phase-shift ςb(θ),
the quantum numbers N bi are allowed to be equal (as it happens for the quantum numbers of bosons),
since for θk > θj , ς(θj − θk) adds an extra −2pi in the right-hand side of the equation with respect to
the fermionic case, so that N bj must be greater than N
f
j by one for each filled k greater than j. So, for
instance, with Nfi being a sequential integers, N
b
i will be all equal.
In the thermodynamic limit (N → ∞, L → ∞, N/L = n = fixed) the equations (239) turn into the
integral equation
J(θ) = M sinh θ +
∞∫
−∞
dθ′ ςf,b(θ − θ′) ρ(r)(θ′) , (240)
and, by differentiating w.r.t. θ, one gets
ρ(θ) =
M
2pi
cosh θ +
∞∫
−∞
dθ′
2pi
ϕf,b(θ − θ′)ρ(r)(θ′) . (241)
In the equations above
ρ(θ) =
1
2pi
∂
∂θ
J(θ) (242)
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is the density of states per unit length where the fermionic/bosonic form of the kernel ϕf,b(θ) was given
in (186). The root density enters the expression of the energy and all the conserved charges: restricting
the attention to the even conserved charges En, they can be combined together into the functional per
unit length
D[ρ(r)] =
∞∫
−∞
Λ(θ, {α}) ρ(r)(θ) , (243)
where
Λ (θ, {α}) =
∞∑
n=0
αnM
2n+1 cosh[(2n+ 1)θ] (244)
depends on the infinite number of variables αn which can be considered as the conjugated variables of
the conserved charges E2n+1. On the other hand, in the thermodynamic limit L→∞, there is an entropy
per unit length S(ρ, ρ(r)) due to the fact that a large number of quantum states are compatible with the
densities ρ and ρ(r). In the two cases, its expression is given by
Sf [ρ, ρ
(r)] =
∞∫
−∞
dθ
[
ρ log ρ− ρ(r) log ρ(r) − (ρ− ρ(r)) log(ρ− ρ(r))
]
(245)
Sb[ρ, ρ
(r)] =
∞∫
−∞
dθ
[
(ρ+ ρ(r)) log(ρ+ ρ(r))− ρ log ρ− ρ(r) log ρ(r)
]
(246)
To determine ρ(θ) and ρ(r)(θ), one can minimise the Generalized Free-Energy, given by the functional
RFf,b[ρ, ρ
(r)] ≡ RD[ρ]− Sf,b[ρ, ρ(r)] , (247)
with respect to the densities ρ(θ) and ρ(r)(θ) (with the constraint (241)). The final expressions can be
expressed in terms of the pseudo-energy εf,b(θ) defined in the two cases by
ff,b(θ) ≡ ρ
(r)
ρ
=
{
(eεf + 1)−1
(eεb − 1)−1 (248)
The function ff,b(θ) is the filling fraction of the states respectively for the fermionic and bosonic cases. The
relevant formulas for the fermionic and bosonic case are quite similar and we present them simultaneously,
with the convention that the upper sign always refers to the fermionic case while the lower to the bosonic
case. Moreover, in the following formulas we use for the kernel the expression ϕ(θ) for both the fermionic
and bosonic case, and to specialize to one or the other, one has to refer to eq. (186).
The pseudo-energy for the two cases satisfies the integral equation
ε(θ) = RΛ(θ, {α}) ∓
∞∫
−∞
dθ′
2pi
ϕ(θ − θ′) log
(
1± e−ε(θ′)
)
. (249)
while the final formula of the Generalized Free Energy per unit length is given by
RFf,b = ∓ 1
2pi
∞∫
−∞
dθM cosh θ log
(
1± e−ε(θ)
)
. (250)
Equivalence of the bosonic and fermionic formulation. It is now important to notice that, as in
the case of Lieb-Liniger model analysed in [49], also for the relativistic models the fermionic and bosonic
formulation are exactly equivalent: indeed they can be mapped one onto the other by posing
ρf (θ)− ρ(r)f (θ) = ρb(θ) , (251)
1 + e−εf (θ) = (1− e−εb(θ))−1 , (252)
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where ρf (θ) and ρ
(r)
f (θ) denote respectively the density of states and the root density of the fermionic
formulation, while ρb(θ) denotes the density of states of the bosonic formulation. By using the relation
between the fermionic and the bosonic kernels given in eq. (186), it is easy to see that the fermionic version
of eq. (249) transforms into the bosonic one and vice-versa. Correspondingly, the fermionic Generalized
Free Energy given in (250) becomes the bosonic one and vice-versa.
Notice that the fermionic and bosonic filling fractions do not go one into the other under the trans-
formation (252). We have, for instance, that under the mapping (252), the fermionic filling fraction is
expressed as
ff =
fb
1 + fb
= e−εb , (253)
and viceversa
fb =
ff
1− ff = e
−εf . (254)
The meaning of these transformations will become clear soon.
Expectation values of higher charges. The expectation values per unit length of higher charges can
be easily computed in both fermionic and bosonic cases (their Free Energy here denoted by the same
symbol F )
〈En〉 = ∂F
∂αn
=
1
2piR
∞∫
−∞
M cosh θ f(θ)
∂ε
∂αn
. (255)
The function 12piR
∂ε
∂αn
≡ (n)(θ) satisfies the linear integral equation
(n)(θ) =
1
2pi
M2n+1 cosh[(2n+ 1)θ] +
∞∫
−∞
dθ′
2pi
ϕ(θ − θ′) f(θ′) (n)(θ′) , (256)
whose solution can be obtained by iteration. The linearity of this equation comes from the fact that the
pseudo-energy ε(θ) entering the filling fraction f(θ′) has to be considered as a given function, i.e. the
function obtained by the solution of equation (249). Notice that the density of roots ρ(r)(θ) is related to
the density of states ρ(θ) by means of the filling fraction
ρ(r) = f(θ) ρ(θ) . (257)
Substituting this relation into eq. (241) and comparing with eq. (256), one can see that the density of
state can be expressed as
ρ(θ) =
1
2piR
∂ε
∂α0
≡ (0)(θ) . (258)
Using eq. (256) it is easy to see that the following identity holds
∞∫
−∞
M cosh θ f(θ) (n)(θ) =
∞∫
−∞
M2n+1 cosh[(2n+ 1)θ] f(θ) (0)(θ) , (259)
and therefore, using Eqs.(257) and (258), the expectation value of the conserved charges coincides with
its original definition
〈En〉 =
∞∫
−∞
M2n+1 cosh[(2n+ 1)θ] ρ(r)(θ) . (260)
Expectation value of the trace of the stress-energy tensor. The Generalized Bethe Ansatz allows
us to compute the expectation value of the trace of the stress-energy tensor, given by 〈Θ〉 = 〈T11 + T22〉.
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This will be an important formula for setting up the formalism of computing the expectation values of
other local operators. Let’s first doing the computation in the fermionic basis.
The computation of 〈T22〉 is straightforward, since its integral gives the total energy in the R-channel,
see eq. (231): using the translation invariance, its expectation value per unit length is then given by
〈T22〉 = 2piM
∞∫
−∞
M cosh θρ(r)(θ) = 2piM
∞∫
−∞
cosh θ ff (θ) 0(θ) . (261)
To compute 〈T11〉 one needs to exploit instead the L-channel: in this channel, as shown in eq. (230),
its integral provides the total energy in the L-channel. If we denote this energy by e0(R), using the
translation invariance, we have
〈T22〉 = 2pi e0(R)
R
. (262)
The problem is now to extract e0(R) from the expression E0(R, {αn}) which involves all the conserved
charges. This is easily done by using, first of all, the equation (234) and then, integrating by part the
corresponding expression RF (R), so that
E0(R, {αn})
R
= − 1
2piR
∞∫
−∞
M sinh θ ff (θ)
∂f
∂θ
. (263)
The key point is that the quantity 12piR
∂
∂θ ≡ θ satisfies the linear integral equation
θ =
1
2pi
∞∑
n=0
αnM
2n+1(2n+ 1) sinh[(2n+ 1)θ)] +
∞∫
−∞
dθ′
2pi
ϕf (θ − θ′) ff (θ′) θ(θ′) . (264)
Being a linear equation, its solution is given by the sum of solutions (with weights αn) associated to the
each individual equation
n,θ =
1
2pi
M2n+1(2n+ 1) sinh[(2n+ 1)θ)] +
∞∫
−∞
dθ′
2pi
ϕf (θ − θ′) ff (θ′) n,θ(θ′) . (265)
Clearly the quantity e0(R) we are looking for is given by the contribution coming from the solution 0,θ,
so that
〈T11〉 = 2pi e0(R)
R
= −2pi
∞∫
−∞
M sinh θff (θ)0,θ(θ) . (266)
Hence, for the expectation value of the trace we have
〈Θ〉 = 2pi
∞∫
−∞
Mff (θ) [cosh θ 0(θ)− sinh θ 0,θ(θ)] . (267)
Using the linear integral equations satisfied by 0(θ) and 0,θ(θ), the iterative expression of this formula
is given by
〈Θ〉 = 2piM2
 ∞∫
−∞
ff (θ)
dθ
2pi
+
∞∫
−∞
dθ1
2pi
∞∫
−∞
dθ2
2pi
ff (θ1)ff (θ2)ϕf (θ1 − θ2) cosh(θ1 − θ2) + (268)
· · · +
∞∫
−∞
dθ1
2pi
· · ·
∞∫
−∞
dθn
2pi
ff (θ1) . . . ff (θn)ϕf (θ1 − θ2)ϕf (θ2 − θ3) . . . ϕf (θn−1 − θn) cosh(θ1 − θn) + · · ·

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One can easily recognized that this is just the LM formula (11) expressed in the fermionic formulation of
the theory. If we had used instead the bosonic formulation of the theory, we would have ended up instead
in a similar expression
〈Θ〉 = 2piM2
 ∞∫
−∞
fb(θ)
dθ
2pi
+
∞∫
−∞
dθ1
2pi
∞∫
−∞
dθ2
2pi
fb(θ1)ff (θ2)ϕb(θ1 − θ2) cosh(θ1 − θ2) + (269)
· · · +
∞∫
−∞
dθ1
2pi
· · ·
∞∫
−∞
dθn
2pi
fb(θ1) . . . fb(θn)ϕb(θ1 − θ2)ϕb(θ2 − θ3) . . . ϕb(θn−1 − θn) cosh(θ1 − θn) + · · ·

which involves this time the bosonic filling fb(θ) and the bosonic kernel ϕb(θ).
But, are these two expressions of 〈Θ〉 given respectively in eq. (268) and eq (269) equal? They are,
indeed! Notice, in fact, that the bosonic kernel ϕb(θ) differs from the fermionic kernel ϕf (θ) for an extra
δ(θ) term, see eq. (186). Imagine then initially to collect maximally all these extra δ(θ) terms from all the
bosonic kernels present in eq. (269): together with the first term in eq. (269), they group together as
∞∫
−∞
dθ
2pi
[
fb(θ)− f2b (θ) + f3b (θ)− f4b (θ) + · · ·
]
=
∞∫
−∞
dθ
2pi
fb(θ)
1 + fb(θ)
=
∞∫
−∞
dθ
2pi
ff (θ) (270)
where the last identity is ensured by the relation (253). So, in virtue of an exact resummation of all the
bosonic filling fractions and the identity (253), we were able to get the first term of the LM formula (268)
given in the fermionic formulation. Analogously, keeping track of all the other ways of grouping together
the δ(θ) terms coming from the bosonic kernel and resumming them, we are able to reproduce all other
terms of the fermionic expression (268).
The important result of the calculation discussed above is that the LM formula can be equivalently
implemented both in the fermionic or in the bosonic formulation, as far as both the Form Factors and
the filling factor are computed in one scheme or the other.
Classical limit. We can use the bosonic formulation of the Generalized Bethe Ansatz to study the
classical limit of the corresponding formulas. As we will see, some care is needed in this case. Given the
classical phase-shift of eq. (188)
ςcl(θ) = −g
2~
4
1
sinh θ
, (271)
one can compute the classical kernel
ϕcl(θ) =
d
dθ
ςcl(θ) =
g2~
4
cosh θ
sinh2 θ
. (272)
This kernel is highly singular and it is necessary a prescription for using it in integral expressions. This
is provided by the rule ∫
dθ′ϕcl(θ − θ′) f(θ′) ≡ P
∫
dθ′ςcl(θ − θ′) df(θ
′)
dθ′
, (273)
where the symbol P stays for the Principal Value of the integral and the definition (272) of the kernel
and its symmetry have been used to integrate by part the expression on the right-hand-side.
To study the limit ~→ 0 of this equation, we have to remember that R→ ~R. This allows us to make
an expansion in ~ in the bosonic Bethe Ansatz equations. Redefining ~−1→ , ~−1ϕcl(θ)→ ϕcl(θ), the
integral equation for the classical pseudo-energy becomes
εcl(θ) = RΛ(θ, {α}) −
∞∫
−∞
dθ′
2pi
ϕcl((θ − θ′) log (~εcl(θ′)) (274)
With the same substitution, for the Free Energy we have
RFcl =
1
2pi
∞∫
−∞
dθM cosh θ log (~εcl(θ)) . (275)
46
As shown in Appendix B, these equations allows us to find an integral expression for the lowest-energy
value E0(R) of the modified Mathieu equation. In the same Appendix it is also discussed how ~ disappears
from the final formula for E0(R).
B. Caux-Konik formalism
In order to implement successfully the Generalized Bethe Ansatz one needs to provide, as driving terms
of eq. (249), the values of the Lagrangian multipliers of the conserved charges. In principle, these values
are self-consistently fixed by solving the eqs.
E2n+1 = ∂F
∂αn
, (276)
where E2n+1 are the assigned values of the conserved charges. However the solution of this system of
equations turns out, in general, to be quite an insurmountable problem and it would be highly desirable
to have another way to determine the equilibrium properties of the system.
An important step forward the solution of this problem has been made in a paper by Caux and Konik
[17]. The main idea of the Caux-Konik approach is that the knowledge of the root distribution of the
initial state is enough to fix all relevant data of the Generalized Bethe Ansatz, in particular the pseudo-
energy. Let see how this is done using, as example, the fermionic formulation. Similar result holds for the
bosonic case.
Let’s consider as initial state |ψ0〉 of our system a translation invariant state, for simplicity of zero
momentum and zero value of all odd charges (initial states of non-zero values of the momentum and odd
charges can be obtained by a simple boost). In the continuum we can expand such a state on the common
eigenvectors of H and all higher charges given by the rapidity basis
|ψ0〉 = |0〉+
∫
dθ
2pi
K1(θ)|θ〉+ · · · 1
k!
∫
dθ1
2pi
. . .
dθk
2pi
Kk(θ1, . . . , θk)|θ1, . . . θk〉+ · · · (277)
For global quenches, this expansion should necessarily have an infinite number of terms [25] and therefore
|ψ0〉 is not normalizable. In order to regularize it, let’s define the theory on a finite interval L: in this case,
the rapidities are solutions of the Bethe Equation 239) and the finite volume eigenstates are denoted as
|θ1, . . . , θn〉L. Being in correspondence with a given set of integers {Nj} (all different and here taken to
be symmetric with respect to 0), such a set of states can be ordered in terms of an integer p and therefore
the finite volume expression of the original state is given by
|ψ0〉 =
∑
p
cp|p〉 , (278)
where |p〉 → |p; θ1p , . . . , θnp〉 while cp = Knp(θ1p , . . . , θnp) are the overlap coefficients, which we assume
to be calculable. Notice that to recover the continuum limit for L → ∞ one needs to take into account
the density of state, given by the Jacobian J(θ1, . . . , θn) [46]
Jn(θ1, . . . , θn) = detJjk , Jjk = ∂Jj
∂θk
, (279)
where the functions Jj are defined in eq. (239).
Given a set of integers {Ni}’s, the rapidities which are solution of the Bethe Ansatz equations (239)
(the roots) are uniquely fixed and, for L → ∞, they form a distribution ρ(r)(θ). This function, in turns,
determines through the linear integral equation (241) the total distribution ρ(θ). Hence, if one knew both
ρ(r)(θ) and ρ(θ), one could have a direct access to (θ), since this quantity is given by
(θ) = − log ρ
(r)(θ)
ρ(θ)− ρ(r)(θ) , (280)
and finally to the filling fraction f(θ) given in eq. (248).
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FIG. 19: On the left, the root density for a typical initial state |ψ0〉; on the middle, the hole density obtained by
solving the integral equation (241); on the right, the resulting filling fraction ff (θ).
IX. SUMMARY OF THE RESULTS OF PART B
In this part we have discussed in details the connected Form Factors and the filling fraction entering
the LM formula (11) of the GGE average. In particular, we have seen that the Form Factors admit a
classical limit which coincide with the classical equation of motion of the corresponding operators. A
classical limit can also be taken for the Bethe Ansatz equations which determine the filling fraction f(θ).
Moreover, we have seen that the most efficient way to fix the filling fraction is through the knowledge of
the density of the roots ρ(r)(θ) associated to the initial state. The final form can be either expressed in
the fermionic or in the bosonic language, since the two formulations are in one-to-one correspondence:
this is an important property of the problem, since in the quantum case the natural formulation is the
fermionic one while in the classical case is the bosonic one. However, as we have seen for the important
example of the trace of the stress-energy tensor, these two formulations are not in contrast with each
other and we can swap equivalently from one to the other.
What remains now to be done is to show how to get the density of roots ρ(r)(θ) for the classical
integrable field theory. This is the subject of the last part of the paper which relies on the formalism of
the classical Inverse Scattering Method.
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PART C
In the Part C of the paper we will present a series of results relative to classical integrable field theories.
The final goal is to extract the density of roots ρ(r)(θ) of the classical field theories that is needed to
determine the filling fraction f(θ) and to ultimately implement the LM formula for the classical GGE
average. We will see that the classical density of roots ρ(r)(θ) are associated to a classical version of the
Bethe Ansatz equation. To better appreciate the meaning of this result, we find useful to present a basic
review of the classical Inverse Scattering Method formalism, both in the light-cone and in the laboratory
frame, since each of these two formulations has its own advantages. We will first discuss the case of
infinite volume (alias the case of zero energy density) and then the case of the finite volume (and finite
energy density) which is the case of our main concerns. Along the presentation we are going to do, we
will come across many important by-products, such as the identification of the action/angle variables, the
explicit expressions of the local conserved charges, the numerical implementation of the transfer matrix,
the spectral curve and the so-called finite-gap solutions.
For a classical field theory at a finite energy density, notice that a straightforward application of the
Inverse Scattering Method would lead to consider the infinite gap solution and subsequently to employ
such a solution for computing the time average of all possible observables. Unfortunately, the infinite gap
solution gives rise to quite an intractable formula and, as we will see, of very little use. Our presentation
should then help in clarifying the advantage of using the classical version of the LM formula for handling
the time averages of the various observables based on the classical field ϕ(x, t).
Guiding references of this Part are the ”classical” books by Faddev and Takhtajan [30], Novikov et al.
[31], Ablowitz and Segur [32] plus a series of other important papers that will be quoted at the relevant
places.
X. THE CLASSICAL SINH-GORDON MODEL IN INFINITE VOLUME: LIGHT-CONE
COORDINATES
In this section we will discuss the integrable structure of the Sinh-Gordon theory in infinite volume:
although these results need to be modified once we will study the formulation of the model on a finite
volume, yet they are crucial for establishing the integrable nature of the model and for identifying the
proper action-angle variables. Since a certain degree of simplification occurs if one adopts the light-cone
formalism, we will first study the Sinh-Gordon model in the light-cone variables and later on in the
laboratory variables. For more details on various points discussed below, the reader is referred to the
aforementioned books [30–32]. The Lagrangian density of the Sinh-Gordon model is
L = 1
2
(∂µφ)
2 − m
2
g2
(cosh gφ− 1) , (281)
and in the light-cone variables τ and σ, defined in eq. (132), the equation of motion is given by
φτσ =
m2
g
sinh gφ . (282)
For an integrable model such as the Sinh-Gordon’s, its equation of motion can be derived as a consistency
requirement of an auxiliary linear system of differential equations for a bi-dimensional vector Ψ =
(
ψ1
ψ2
)
∂σ Ψ = U(λ) Ψ
∂τ Ψ = V (λ) Ψ
(283)
where
U(λ) =
(
iλ2 i
g
2φσ
−i g2φσ −iλ2
)
, V (λ) =
m2
2iλ
(
cosh gφ −i sinh gφ
−i sinh gφ − cosh gφ
)
. (284)
Assuming that the spectral parameter λ does not depend upon σ and τ , the compatibility of the system
of equations (283) implies
∂U
∂τ
− ∂V
∂σ
+ [U, V ] = 0 , (285)
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which is nothing else but the equation of motion (282) for the field φ entering the two matrices U(λ)
and V (λ). This is, in a nutshell, the main idea of the so-called Inverse Scattering Method [30–32], alias
to regard the equation of motion of integrable systems as compatibility conditions of a linear system of
differential equations. The consequences of this idea are discussed in more details in the next Sections.
A. Scattering data and action/angle variables
Consider for an arbitrary time τ , the scattering problem defined by the first equation in (283)( −i∂σ − g2φσ− g2φσ i∂σ
) (
ψ1
ψ2
)
≡ M
(
ψ1
ψ2
)
=
λ
2
(
ψ1
ψ2
)
. (286)
Since the matrix M is hermitian, its eigenvalues λ are real. Let’s now assume that φσ → 0 when σ → ±∞:
in this case, the two solutions (known as Jost functions) can be specified by the asymptotic behaviour
Ψ(σ, λ) ' Υ(σ, λ) , σ → −∞ , (287)
where
Υ =
(
eiλσ/2 0
0 e−iλσ/2
)
. (288)
Moreover, it is simple to show that Ψ(σ, λ) can be organized as
Ψ =
(
ψ1 ψ¯1
ψ2 ψ¯2
)
, (289)
with ψ¯1(x, λ) = ψ
∗
2(σ, λ) and ψ¯2(σ, λ) = ψ
∗
1(σ, λ). The solutions at σ = −∞ are connected to the ones at
arbitrary σ by means of the transfer matrix T
Ψ(σ, λ) = Υ(σ, λ)T (σ, λ) . (290)
T (σ, λ) has a finite limit for σ → +∞ and its asymptotic expression can be written as
lim
σ→+∞T (σ, λ) ≡ T∞(λ) =
(
a(λ) b∗(λ)
b(λ) a∗(λ)
)
, (291)
with
|a(λ)|2 − |b(λ)|2 = 1 . (292)
This equation can be also written as
|r(λ)|2 + |t(λ)|2 = 1 , (293)
where the reflection and transmission amplitudes are given by
r(λ) =
b(λ)
a(λ)
, t(λ) =
1
a(λ)
. (294)
All information is essentially encoded in the reflection coefficient: indeed, in view of eq. (292), the modulus
of r(λ) uniquely fixes |a(λ)| while the argument of a(λ) can be fixed by a dispersion relation since a(λ)
is analytic in the upper half-plane of the complex variable λ, vanishes as |λ| → 0 and moreover (in the
Sinh-Gordon model) does not have any zeros in Imλ > 0. Therefore it can be expressed as
a(λ) = |a(λ)| exp
−P 1
2pii
λ
∞∫
−∞
dλ′ log |a(λ′)|2
(λ2 − λ′2)

 , (295)
where P in front of the integral denotes its Principal Part.
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One can derive how the scattering data a(λ) and b(λ) evolve in time by employing the second equation
of the original system (283). To this aim, consider the Jost solution f(σ, λ) that behaves at σ → −∞ as
f(σ, λ) ' f1 ≡
(
eiλσ/2
0
)
, σ → −∞ (296)
and at σ → +∞ as
f(σ, λ) ' a(λ)
(
eiλσ/2
0
)
+ b(λ)
(
0
e−iλσ/2
)
≡ a(λ)f1 + b(λ)f2 . (297)
Let’s take now f˜(σ, τ) = η(τ) f(σ, λ) and consider the second equation of the system (283) for this solution
∂τ f˜ = V (λ) f˜ . (298)
At σ → ±∞, where the field φ and its derivative φσ vanish, we have
V∞ =
m2
2iλ
(
1 0
0 1
)
(299)
Hence, for σ → −∞, we get the differential equation satisfied by the function η(τ)
dη(τ)
dτ
=
m2 η(τ)
2iλ
. (300)
Consider now the other limit σ → +∞, where f(σ, λ) behaves as in (297). In this case we have
d
dτ
[η a(λ)] =
m2
2iλ
η a(λ) , (301)
d
dτ
[η b(λ)] = −m
2
2iλ
η b(λ) .
Taking into account eq. (300), one then finds
d
dτ
a(λ) = 0 , (302)
d
dτ
b(λ) = i
m2
λ
b(λ) .
The first equation implies that a(λ) is a conserved quantity for any value of λ. As a consequence also its
modulus is conserved and therefore, from eq. (292), also the modulus of b(λ). With this information, the
second equation implies instead that the argument of b(λ) evolves linearly as
arg b(λ) =
m2
λ
τ = ω(λ) τ . (303)
Notice that ω(λ) = m2/λ is the dispersion relation in the light-cone variables (see eq. (C8)). The action-
angle variables in this case are given by
P (λ) =
2
g2piλ
log |a(λ)| , Q(λ) = arg b(λ) , (304)
and the Hamiltonian of the Sinh-Gordon model can be written as
H =
∫
ω(λ)P (λ) dλ . (305)
B. Integral equation for the transfer matrix
Using eqs. (286) and (290), it is easy to see that the transfer matrix T (σ, λ) satisfies the differential
equation
∂
∂σ
T (σ, λ) = M˜ T (σ, λ) , (306)
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where
M˜ = Υ−1(U − ∂σΥ) =
(
0 i g2φσe
iλσ
−i g2φσe−iλσ 0
)
. (307)
This can be equivalently written as a linear integral equation
T (σ, λ) = I+
σ∫
−∞
dσ′M˜(σ′, λ)T (σ′, λ) . (308)
The Fredholm solution obtained by iterating this equation
T (σ, λ) = I+
σ∫
−∞
M˜(σ′, λ) +
σ∫
−∞
dσ′
σ′∫
−∞
dσ” M˜(σ′, λ) M˜(σ”, λ) + · · · (309)
may be regarded as the perturbative expansion of the solution in the coupling constant g and this holds
in particular for the scattering coefficients a(λ) and b(λ)
a(λ) = 1− g
2
4
+∞∫
−∞
dx1
+∞∫
−∞
dx2 θ(x1 − x2)φσ(x1) eiλx1 φσ(x2) eiλx2 + . . . (310)
b(λ) = i
g
2
+∞∫
−∞
dxφσ(x) e
iλx + . . .
C. Numerical calculation of the transfer matrix
Given a field configuration φ(σ, τ) and its derivative φσ(σ, τ) it is easy to determine numerically the
transfer matrix at any time τ . As a matter of fact, there are two different procedures which give rise to
the same output, up to an overall phase.
1. The first procedure starts by considering the first equation of the system (283)
∂σΨ = U(λ) Ψ , (311)
and integrating at the first order in the infinitesimal step ∆σ
Ψ(σ + ∆σ) = W (λ,∆σ) Ψ(σ) , (312)
with the matrix W (λ,∆σ) given by
W (λ,∆σ) = exp[∆σU(λ)] = (313)
=
(
cosh
(
k∆σ2
)
+ i λ2k sinh
(
k∆σ2
)
i gk φσ sinh
(
k∆σ2
)
−i gk φσ sinh
(
k∆σ2
)
cosh
(
k∆σ2
)− i λ2k sinh (k∆σ2 )
)
,
and
k ≡
√
g2φ2σ −
λ
2
. (314)
In the expression above, φσ = φσ(σ, τ) is the derivative of the field computed at the time τ by
solving the equation of motion (282). Let’s now imagine that the field and its derivative is different
from zero only in an interval I = (−σ0, σ0) in σ which can be discretized in terms of N steps ∆σ.
In this way, given the initial values of the solution at one end -σ0 of the interval, we can find its
values at the other end by means of(
ψ1
ψ2
)
=
N+1∏
j=1
W (λ,−σ0 + j∆σ)
 ( ψ01
ψ02
)
. (315)
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In other words, the asymptotic transfer matrix T∞(λ) is given by
T∞(λ) =
N+1∏
j=1
W (λ,−σ0 + j∆σ) . (316)
Since the expression W (λ, j∆σ) coincides with the transfer matrix of a quantum mechanics scatter-
ing problem on a positive but very small rectangular with respect to the incident energy E (centred
at j∆σ), the final expression of T∞(λ) can be regarded as the transfer matrix of a potential that
has been locally approximated by rectangular barriers, as in Figure 20.
FIG. 20: Scattering potential approximated by a sequence of rectangular barriers.
In order to get enough accuracy, the lattice spacing ∆σ has to be sufficient small to catch up with
the variation of the field. In typical runs of this algorithm we have implemented the numerical
multiplication of around 104 matrices.
2. The second procedure starts instead directly from the differential equation (306) satisfied by the
transfer matrix and solving it at the first order in the infinitesimal step ∆σ
T (σ + ∆σ, λ) = Wˆ (σ, λ)T (σ, λ) , (317)
where
Wˆ (σ, λ) = eiM˜∆σ =
(
cosh
(
∆σ
2 gφσ
)
ie2λσ sinh
(
∆σ
2 gφσ
)
−ie2λσ sinh (∆σ2 gφσ) cosh (∆σ2 gφσ)
)
. (318)
Imagine once again that the support of the field and its derivative is a finite interval I = N∆σ,
with the left end equal to −σ0, the asymptotic transfer matrix T∞(λ) is expressed by the product
T∞(λ) =
N+1∏
j=1
Wˆ (λ,−σ0 + j∆σ) . (319)
D. An interesting check
The limit g → 0 provides an interesting check of both the numerical determination of T∞(λ) and
the action/angle variables (304). In particular P (λ), in the limit g → 0, can be expressed in terms of
the perturbative expression (310) of a(λ). To this aim, let’s use the mode expansion of the field in the
light-cone coordinates
φ(σ, τ) =
∞∫
0
dp+
2pip+
(
A(p+) e
−ip−τ+ip+σ +A†(p+) eip−τ−ip+σ
)
, (320)
so that
φσ(σ, τ) = i
∞∫
0
dp+
2pi
(
A(p+) e
−ip−τ+ip+σ −A†(p+) eip−τ−ip+σ
)
. (321)
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The quantity which counts the number occupation of the modes (which is the conserved quantity in the
free theory and plays the role of action variable) is
N(p+) =
1
2pip+
|A(p+)|2 . (322)
Notice that, in the light-cone variables, one has
∞∫
−∞
dσ φσ(σ, τ = 0) e
ikσ =
{ −iA†(k) k > 0
iA(k) k < 0
. (323)
Hence the first terms of a(λ) are given by
a(λ) = 1− g
2
4
+∞∫
−∞
dx1
+∞∫
−∞
dx2 θ(x1 − x2)φσ(x1) eiλx1 φσ(x2) eiλx2 + · · · (324)
Using the Fourier transform of the step function
θ(x) =
∞∫
∞
θˆ(s) eisx ,
where
θˆ(s) =
1
2
[
δ(s)− i
pi
P
(
1
s
)]
,
in the limit g → 0, we get
a(λ) ' 1 + g
2
4
|A(λ)|2 + i
2pi
P
∞∫
0
dp |A(p)|2
(
1
p+ λ
− 1
p− λ
) . (325)
It is easy to see that the imaginary part of the expression above does not contribute to the module of
a(λ) at order g2. Indeed we have
|a(λ)|2 ' 1 + g
2
2
|A(λ)|2 (326)
and therefore
P (λ) =
1
g2piλ
log |a(λ)|2 ' 1
2piλ
|A(λ)|2 , (327)
namely, in the limit g → 0 the action variable P (λ) coincides with the number occupation N(λ) of the free
theory given in eq. (322). The numerical confirmation of this identity is presented in Figure 21, where:
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FIG. 21: On the left: plot of 1
2piλ
|A(λ)|2 relative to a field configuration on a compact interval I. On the right:
plot of limg→0 1g2piλ log |a(λ)|2 obtained by the numerical evaluation of the transfer matrix.
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FIG. 22: Mode occupation P (λ) versus λ for the interacting theory (blue curve) and the free theory (red curve).
(i) we have prepared the field φ(σ, τ = 0) in a random configuration with finite support on an interval
I and we have computed its modes by the Fourier transform; (ii) we have used this field configuration
in the numerical computation of the transfer matrix in the limit g → 0. As shown in Figure 21, the two
curves coincide.
This check is particularly instructive as it enlightens the integrable structure of the Sinh-Gordon model
in comparison to the free theory, that is also integrable. Namely, while in the free theory the conserved
quantities (which are the mode occupations) are directly expressed in terms of the oscillator modes as
|A(λ)|2, in the Sinh-Gordon model the mode occupation is given by the action variable P (λ) which consists
of a non-linear and non-local expression involving all the free modes |A(λ)|2. A comparison between these
two quantities is shown in Figure 22.
E. Conserved Charges
The light-cone formulation is particularly convenient for deriving the explicit form of the conserved
charges of the Sinh-Gordon model. As a matter of fact, one can exploit the relationship between the KdV
equation and a close model to the Sinh-Gordon model, alias the Sine-Gordon model [54], and use later
the analytic continuation that links the two models. To start with, let’s briefly remind the main steps
which lead to the conserved quantities of the KdV equation.
1. KdV system
As well known [31], the KdV equation
uτ − 6uuσ + uσσσ = 0 , (328)
is associated to the Lax pairs
L = − ∂
2
∂σ2
+ u(σ, τ) , M = −4 ∂
3
∂σ3
+ 3u
∂
∂σ
+ 3
∂u
∂σ
, (329)
and to the evolution equation
Lτ = [M,L] . (330)
This equation ensures that the eigenvalues λ2 of the operator L[
− ∂
2
∂σ2
+ u(σ, τ)
]
ϕ(σ) = λ2 ϕ(σ) , (331)
are time independent. L is clearly a Schro¨dinger operator type where u(σ, τ) plays the role of the potential.
Hence, also in this case one can define the scattering coefficients a(λ) and b(λ) and prove that a(λ) does
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not evolve in time. Since for sufficiently large |λ|, the solution of the Schro¨dinger equation ϕ(σ, λ) can be
represented as
ϕ(σ, λ) = exp
−iλσ + σ∫
−∞
χ(σ′, λ) dσ′
 , (332)
and moreover
lim
σ→∞ϕ(σ, λ) e
iλσ = a(λ) , (333)
we have
log a(λ) =
∞∫
−∞
χ(σ, λ) dσ . (334)
This expression gives rise, for all values of λ, to conserved quantities. With ϕ(σ, λ) solution of the
Schro¨dinger equation, χ(σ, λ) satisfies the Riccati equation
dχ
dσ
+ χ2 − u− 2iλχ = 0 , (335)
and admits the asymptotic expansion
χ(σ, λ) =
∞∑
n=1
χn(σ)
(2iλ)n
. (336)
Substituting into (335), we get the recursive equations
χn+1(σ) =
d
dσ
χn(σ) +
n−1∑
k=1
χn(σ)χn−k(σ) (337)
χ1(σ) = −u(x) .
While all even χ2n(σ) can be proved to be total derivatives, the odd terms χ2n+1(σ) give rise instead to
genuine conserved charges
Q2n+1 =
∞∫
−∞
χ2n+1(σ) dσ , (338)
and they satisfy the continuity equations
∂τχ2n+1 = ∂σθ2n+1 , (339)
with opportune densities θ2n+1. The first expressions of this infinite chain of conserved densities (where
we drop total derivative terms) are
χ1(σ) = −u(σ)
χ3(σ) = u
2(σ) (340)
χ5(σ) = −(u2σ(σ) + 2u3(σ))
χ7(σ) = (u
2
σσ − 5u3uσσ + 5u4)
2. Sine-Gordon vs KdV
As the Sinh-Gordon model, the equation of motion of the Sine-Gordon model in the light-cone coordi-
nates
φτσ =
m2
g
sin gφ , (341)
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can be obtained as compatibility condition of first order system of equations with matrices
USG(λ) =
(
iλ2 i
g
2φσ
i g2φσ −iλ2
)
, VSG(λ) =
m2
2iλ
(
cos gφ −i sin gφ
i sin gφ − cos gφ
)
. (342)
Consider now the eigenvalue problem
∂σΨ = USG(λ) Ψ , (343)
that, written in components, reads
∂σψ1 = i
λ
2 ψ1 + i
g
2φσ ψ2 ,
∂σψ2 = −iλ2 ψ2 + i g2φσ ψ1 .
(344)
Expressed in terms of ψ+ ≡ (ψ1 + ψ2) and ψ− ≡ (ψ1 − ψ2), we have
∂σψ+ = i
λ
2 ψ− + i
g
2ψ+ ,
∂σψ− = iλ2 ψ+ − i g2ψ− .
(345)
Eliminating ψ−, one gets a second order differential equation for ψ+
− ∂2σψ+ +
[
i
g
2
φσ −
(g
2
)2
φ2σ
]
ψ+ =
λ2
4
ψ+ . (346)
Comparing now with (331), we see that the role of the KdV function u(σ, τ) is played by the expression
u(σ, τ)→
[
i
g
2
φσ −
(g
2
)2
φ2σ
]
, (347)
and therefore, making this substitution in (340), we can borrow the expression of the conserved charges
of KdV to get the corresponding conserved charges of the Sine-Gordon model [54]. The conserved charges
of the Sinh-Gordon model can then be obtained by analytic continuation of the coupling constant g → ig.
Two comments are in order. The first concerns the normalization of the charges: in the way they
have been obtained, their normalization seems to be fixed. However, being in involution {Qs,Q}s = 0,
their relative normalization can be fixed differently, as in fact we will do later. The second comment
concerns the fact that this method is quite efficient in getting the densities which are conserved in the
light-cone coordinates but unfortunately it leaves out the determination of the corresponding densities
θ2n+1 entering the continuity equations (339). These densities are needed if one wants to write down the
conserved quantities in the laboratory frame, as evident from eqs. (135) and (136). In the case of Sin(h)-
Gordon, these densities can be explicitly computed by making use of the equation of motion: notice, in
fact, that the equation of motion gives rise to the following chain of identities
φτσ =
m2
g
sin(gφ) ,
φτσσ = m
2φσ cos(gφ) , (348)
φτσσσ = m
2
[
φσσ cos(gφ)− gφ2σ sin(gφ)
]
,
· · · = · · · (349)
(and analogously for the Sinh-Gordon model) which allows us to identify the corresponding densities
θ2n+1 of these models. Few examples will clarify this point.
• Let’s consider the chiral component of the first conserved current of the Sine-Gordon model, here
called J1, normalized as
J1 =
1
2
φ2σ . (350)
It satisfies ∂τJ1 = ∂σJ˜1 and we would like to determine J1. Taking the derivative with respect to τ
of J1 and using the eq. of motion (341), we have
∂τJ1 = φσφτσ =
m2
g
φσ sin(gφ) = −m
2
g2
∂σ cos(gφ) , (351)
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so that the pair components of the conserved current are
J1 =
1
2
φ2σ , J˜1 = −m2/g2 cos(gφ) , (352)
with
∂τJ1 = ∂σJ˜1 .
• Consider now the chiral component of the second conserved current, denoted by J3 and here nor-
malized as
J3 =
1
4
φ4σ −
1
g2
φ2σσ , (353)
of which we want to determine the corresponding component J˜3. Taking the derivative w.r.t. τ of
this quantity and using (348), we get
∂τJ3 = φ
3
σφστ −
2
g2
φσσφσστ = m
2
[
φ3σ
g
sin(gφ)− 2
g2
φσσφσ cos(gφ)
]
= (354)
= −∂σm2
[
1
g2
φ2σ cos(gφ)
]
, (355)
so that the pair components of this conserved current are
J3 =
1
4
φ4σ −
1
g2
φ2σσ , J˜3 = −m2
[
1
g2
φ2σ cos(gφ)
]
, (356)
with
∂τJ3 = ∂σJ˜3 .
• Applying this procedure to the chiral component of the higher conserved currents one can get all the
pairs (J2n+1, J˜2n+1) and determine the corresponding conserved densities in the laboratory frame.
The first few of these expressions for the Sinh-Gordon model are collected in Appendix D.
XI. THE CLASSICAL SINH-GORDON MODEL IN INFINITE VOLUME: LABORATORY
COORDINATES
A. A different gauge
It is possible to obtain the formulation of the Sinh-Gordon equation as the consistency equation of a
linear system directly taking the change of variables from the light-cone coordinates to the laboratory
frame. To simplify the notation, here, we also apply the following gauge transformation
G = 1√
2
( −ie 12 gφ −e 12 gφ
e−
1
2 gφ ie−
1
2 gφ
)
(357)
and set Φ = GΨ in (283). In this way, we arrive to the linear differential system
∂x Φ = U` Φ (358a)
∂t Φ = V` Φ (358b)
where the differential operators U` and V` are obtained by the gauge transformations:
U` = ∂xGG
−1 +
1
2
G(U + V )G−1 =
(
g(φx+φt)
4
λ2−egφm2
4λ
−λ2−e−gφm24λ − g(φx+φt)4
)
(359)
V` = ∂tGG
−1 +
1
2
G(V − U)G−1 =
(
g(φx+φt)
4
λ2+egφm2
4λ
−λ2+e−gφm24λ − g(φx+φt)4
)
(360)
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where in the last expression, we also substituted λ → −m2/λ. This formulation coincides with the one
adopted in [52]. The advantage of this gauge choice is the manifest symmetry between the two operators
U` and V`. Then, the consistency constraint leads to the Sinh-Gordon equation
∂U`
∂t
− ∂V`
∂x
+ [U` , V` ] = 0 ⇒ φtt − φxx = −m
2
g
sinh gφ . (361)
It is useful to proceed directly to the derivation of the conserved charges within this gauge choice.
B. Derivation of conserved charges
We will now build explicitly the conserved charges and show how they are related to the action/angle
variables. The main idea is to show that a(λ) is a conserved quantity for arbitrary value of the spectra
parameter λ and using it as a generating function for the local conserved charges. We will actually see
that two different points of view lead to an expansion in local charges around two values of λ, alias λ = 0
and λ =∞. We start introducing again the Jost solutions of (358a)
f±
x→+∞−→ ψ± (362)
g±
x→−∞−→ ψ± , (363)
where we ψ± is a basis of solutions for limx→∞ U`(x). Explicitly:
ψ± =
(
1
±i
)
e±ikx , λ = meθ , k =
m sinh θ
2
=
1
4
(λ−m2λ−1) . (364)
Since U` is a real matrix, we have
f+ = f
∗
− , g+ = g
∗
− . (365)
In general, once we fix a point x0 and a vector f0, we can obtain a solution of (358a) that takes the value
f0 at x = x0 as
f(x, λ) = T (x0, x, λ)f0 , (366)
where T (x0, x, λ) means the x-ordered exponential of the operator Uλ defined by the equation
dT (x0, x, λ)
dx
= U`(x)T (x0, x, λ) , T (x, x, λ) = 1 . (367)
Taking x0 → ±∞ and f0 → ψ± we obtain(
f+ f−
)
= lim
y0→∞
T (y0, x, λ)
(
ψ+(y0) ψ−(y0)
)
(368)(
g+ g−
)
= lim
x0→−∞
T (x0, x, λ)
(
ψ+(x0) ψ−(x0)
)
. (369)
As the transfer matrix can be written as the change of basis between the Jost solutions, we have
T (λ) =
(
a(λ) b∗(λ)
b(λ) a∗(λ)
)
=
(
f+ f−
)−1 (
g+ g−
)
= lim
x0→−∞
y0→∞
Ψ(y0)
−1T (x0, y0, λ)Ψ(x0) , (370)
where the first equality is implied by eq. (365). First we need an expression for T (y, x, λ) and, in order
to solve (367), it is useful to recast it in the form
T (y, x, λ) = (1 +W (x))eZ(x)C(y) , (371)
where the matrix W (x) is off-diagonal, Z(x) is diagonal and C(y) is fixed by the condition at T (x, x, λ) =
1. Putting (371) inside (367) and separating the diagonal and off-diagonal part of U`, one obtains
W ′(x) +W (x)Z ′(x) = U (O)` (x) + U
(D)
` (x)W (x) (372)
Z ′(x) = U (D)` (x) + U
(O)
` (x)W (x) (373)
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that after eliminating Z ′(x) gives
W ′(x) + [W (x), U (D)` (x)] +W (x)U
(O)
` (x)W (x) = U
(O)
` (x) . (374)
We write explicitly these matrices as
W (x) =
(
0 −w−(x)
w+(x) 0
)
, Z(x) =
(
z+(x) 0
0 z−(x)
)
(375)
and (374) becomes a Riccati differential equation
w±(x)2
(
m2e±gφ(x)
λ
− λ
)
+
m2e∓gφ(x)
λ
= ±2gw±(x)Ω(x) + λ+ 4w′±(x) , (376)
with Ω = φx + φt. With the power expansion w±(x) =
∑∞
k=0 wk,±(x)λ
−k, we get the recursion
wn+1,± =
1
2w0,±
(−4w′n,± ∓ 2gwn,±Ω +m2e∓gφδn,1+
+m2e±gφ
n−1∑
k=0
wn−1−k,±wk,± −
n∑
k=1
wn+1−k,±wk,±
)
(377)
with w0,± = ∓i and, for simplicity, we omit the dependence on x. Employing (373), we get the expansion
dz±(x)
dx
= ∓λi
4
+
1
4
∞∑
k=1
(wk+1,±(x)− e±gφm2wk−1,±(x))λ−k . (378)
Now, it is easy to prove by induction in (377) that wk,±(x)
x→∞→ 0, for k ≥ 1. Therefore we have
T (λ) =
(
eip(λ) 0
0 e−ip(λ)
)
, (379)
where we used that detT (λ) = 1 and we set
log a(λ) = ip(λ) ≡
∞∑
k=1
λ−kIk ≡
∞∑
k=1
λ−k
4
∞∫
−∞
dx wk+1,+(x)− (egφ − δk,1)m2wk−1,+(x) . (380)
As, a(λ) is conserved, also the Ik are conserved quantities. In particular we have
I1 =
ig2
4
∞∫
−∞
dx
[
(φx + φt)
2
2
+
m2
g2
(cosh gφ− 1)
]
. (381)
In a similar way, one can repeat the expansion for small λ ' 0, which leads to another series of conserved
charges, analogous to eq. (380)
log a(λ) = ip(λ) ≡
∞∑
k=1
λk I˜k . (382)
In particular, one has for the first one
I˜1 = − ig
2
4m2
∞∫
−∞
dx
(
(φt − φx)2
2
+
m2
g2
(cosh gφ− 1)
)
. (383)
Thanks to (380) and (382), it is easy to connect the expression of the charges to the action/angle variables.
Indeed, from the dispersion relation of a(λ), we have
log a(λ) = − i
pi
∞∫
−∞
dλ
log |a(λ′)|
λ′ − λ− i
λ→∞
=
i
pi
∞∑
n=0
λ−n−1
∞∫
−∞
dλ(λ′)n log |a(λ′)| , (384)
log a(λ)
λ→0
= − i
pi
∞∑
n=0
λn
∞∫
−∞
dλ(λ′)−n−1 log |a(λ′)| . (385)
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Clearly, as a(λ) = a∗(−λ), only the odd n give non-trivial charges as already discussed in Sec. X E.
Setting I−n = I˜−n, we can write compactly
I2n+1 = sgn(2n+ 1)
2i
pi
∞∫
0
(λ′)2n log |a(λ)| . (386)
Then, the charges I±n and I˜n can be combined to obtain the even/odd charges
En =
2i
g2
[
m2n+2I−2n−1 − I2n+1
m2n
]
, On =
2i
g2
[
I2n+1
m2n
+m2n+2I−2n−1
]
. (387)
Comparing with the explicit expressions in (381) and (383), we see that, as expected, the Hamiltonian
and the total momentum are the first conserved quantities
H ≡ E0 =
∞∫
−∞
dx
Π(x)2 + φx(x)
2
2
+
m2(cosh(gφ(x))− 1)
g2
, (388a)
P ≡ O0 = −
∞∫
−∞
dx Π(x)φx(x) , (388b)
and we deduce the expressions for n ≥ 0
En =
∞∫
−∞
dθ P (θ)m cosh(2n+ 1)θ , On =
∞∫
−∞
dθ P (θ)m sinh(2n+ 1)θ (389)
where we changed variable from the spectral parameter to the rapidity with λ = meθ and we introduced
the action variable
P (θ) =
8
pig2
ln |a(λ(θ))| . (390)
In closing this section let’s comment that, as in the light-cone coordinates, it is also easy to set up a
numerical procedure to compute the transfer matrix T (x, λ) in the laboratory frame. One has simply to
integrate numerically the differential equation (367) and thus determine numerically the transfer matrix
T∞(λ) for the Sinh-Gordon model when the field and all its derivatives vanish at |x| → ∞: if I = (−x0, x0)
is the finite support of the field configurations, we have
T∞(λ) =
N+1∏
j=1
Wˆ (λ,−x0 + j∆x) . (391)
where Wˆ (λ,∆x) = eUl ∆x.
XII. LIFE ON A CIRCLE
The problem we are interested to concerns the equilibration of a classical field theory at a finite density
energy. A way to implement this condition is to define the theory on a finite length L and then send
L→∞ with the ratio E/L kept fixed in this limit. Since our models are massive, the boundary condition
should be essentially irrelevant once we send L → ∞ and for this reason we will choose to work with
periodic boundary conditions. The Inverse Scattering Method becomes in this case more involved but
also much more interesting since it puts nicely together many of the previous results. In the following we
will adopt the laboratory frame variables. In addition to the aforementioned books [30–32], for the aims
of this section it is also useful to consult the references [51–53].
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A. Periodic Scattering Problem
Let the field φ(x, t) of the Sinh-Gordon model and all its derivatives be periodic functions in x with
period L and let’s choose the interval I = (0, L). In such a case, the scattering problem posed by eq. (358a)
∂x Φ = U` Φ , (392)
becomes the quantum mechanical problem of a particle in a periodic potential (for the properties of
this problem see, for instance, [61]). Fixing a point x0 in the interval I, we can specify a complete basis
(ζ+(x, x0, k), ζ−(x, x0, k) for the solution of (392) by the following initial conditions
ζ+(x = x0, x0, k) =
(
1
0
)
, ζ−(x = x0, x0, k) =
(
0
1
)
. (393)
A simple consequence of the periodicity of the potential is that ζ˜±(x, x0, λ) ≡ ζ±(x + L, x0, λ) will be
another basis of solutions. A change of basis between the two will exist{
ζ˜+(x, x0, λ) = t11ζ+(x, x0, λ) + t12ζ+(x, x0, λ) ,
ζ˜−(x, x0, λ) = t21ζ+(x, x0, λ) + t22ζ−(x, x0, λ) ,
(394)
and define a periodic transfer matrix T (λ)(
ζ+(x+ML,x0, λ)
ζ−(x+ML,x0, λ)
)
= T M (λ)
(
ζ+(x, x0, λ)
ζ−(x, x0, λ)
)
. (395)
By definition a point λ will be in the spectrum if the corresponding solution is bounded on the real line;
this will require that both the two eigenvalues ρ+ and ρ− of T (λ) have unit modulus: |ρ±| = 1. Since
ρ+ρ− = det T (λ) = 1, the eigenvalues are given by
ρ± =
1
2
[
∆(k) ±
√
∆2(k)− 4
]
, (396)
where ∆(λ) ≡ Tr T (λ) is called the discriminant. Then, the unit modulus conditions becomes
∆(λ) ∈ R , |∆(λ)| ≤ 2 . (397)
It is useful to re-parametrize ∆(λ)→ ∆(k) using the expression for k(λ) in eq. (364). Then, we have the
usual situations of the band structure:
1. If |∆(k)| > 2, the two eigenvalues are both real and positive, with ρ+ > 1 while ρ− < 1. Hence,
iterating eq. (395), ζ± will necessarily become exponentially large at x→ +∞ or x→ −∞. These
situations are not admissible as spectral data and therefore the regions in k where ∆(k) > 2 are
outside the spectrum and constitutes the so-called gaps of the spectrum.
2. If |∆(k)| < 2, both eigenvalues are complex number of modulus 1, with equal and opposite phases.
In this case, for arbitrary M , in eq. (395), the functions ζ±(x, x0, λ) will remain bounded as the
eigenvectors of T (λ) get multiplied by a phase.
3. When |∆(kn)| = 2 and the roots kn of this equation are not degenerate (i.e. we have simultaneously
∆′(kn) 6= 0), the associated eigenvectors ψ±(x) are respectively periodic (∆ = 2) or anti-periodic
(∆ = −2) functions.
Note that ∆(k) can be expressed in terms of the basis (ζ+, ζ−) as
∆(k) = ζ+,1(x0 + L, x0, k) + ζ−,2(x0 + L, x0, k) . (398)
To verify this expression, it is enough to set x = x0 in (394) and use the initial conditions (393)
ζ+(x0 + L, x0, k) = t11
(
1
0
)
+ t12
(
0
1
)
(399)
ζ−(x0 + L, x0, k) = t21
(
1
0
)
+ t22
(
0
1
)
(400)
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FIG. 23: Plot of ∆(k)/2 versus k (in unit 1/100) where are visible the intersections with the lines ±1 .
and therefore
T (λ) =
(
ζ+,1(x0 + L, x0, λ) ζ+,2(x0 + L, x0, λ)
ζ−,1(x0 + L, x0, λ) ζ−,2(x0 + L, x0, λ)
)
. (401)
Taking now the trace of T (λ) we arrive to the expression (398). A typical plot of ∆(k) is given in Figure
23, where the simple roots kn are explicitly visible. The knowledge of the roots kn contains all the
informations about the function ∆(k) and therefore determines the spectrum. In Sec. XII C, we will show
how these roots lead to the potential at all times and thus to an analytic expression for the solution of
the Sinh-Gordon equation at all times. We will now clarify some properties of ∆(k) and its relation with
the whole-line scattering data.
B. Relation to the whole-line problem
An important step is represented by the relation between the whole line and the periodic case. Given a
periodic field φ(x, t) which solves the Sinh-Gordon equation in (361), we can always associate a compact
support field by restricting the periodic one to any fundamental period, i.e.
φL(x, t) =
{
φ(x, t) x ∈ [x0, x0 + L]
0 otherwise
(402)
As the field φL(x, t) vanishes identically outside [x0, x0 +L], the solution to (358a) outside [0, L] must be
a combination of the asymptotic solutions ψ± given in eq. (364). In particular, from eq. (393), we deduce
ζ+(x, x0, λ) ' 1
2
ψ−eik(λ)x0 +
1
2
ψ+e
−ik(λ)x0 , x ' x0 (403)
ζ−(x, x0, λ) ' i
2
ψ−eik(λ)x0 − i
2
ψ+e
−ik(λ)x0 , x ' x0 (404)
The behaviour for x ' x0 +L can then be obtained using the transfer matrix T (λ) in eq. (370) associated
to φL(x, t). Using these results in eq. (401), it follows
∆(λ) = a(λ)e−ik(λ)L + a?(λ)eik(λ)L , (405)
where a(λ)−1 is the transmission coefficient for the potential φL(x, t). For real λ, this can be also written
as
∆(λ) = 2|a(λ)| cos [k(λ)L− arg a(λ)] , (406)
an expression whose meaning will become clear soon.
C. Finite and Infinite Gap Solution
Let’s briefly discuss how to obtain an analytic expression of the field at all time t using directly the
knowledge of the spectrum of eq. (392), a method known as finite gap solution [31, 32, 52]. In order to
simplify the notation, we set here m = 1/4.
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In absence of an external potential, the transmission coefficient is simply 1 and the discriminant os-
cillates always inside the range [−2, 2]. In a more interesting examples, the curves of the discriminant,
the spectral curve, crosses the two lines ∆ = ±2 in several points corresponding to the boundaries of the
region of spectrum inside the real line, see Figure 24. This set of points is called simple spectrum. From
eq. (396), the eigenvalue of T (λ) are expressed in terms of
y(E) =
√
∆(E)2 − 4 (407)
with E =
√
λ and it is possible to choose the branch-cuts of this function such that they coincide with the
spectrum of (358). The analyticity properties of this function ensure that it is completely defined by the
simple spectrum [31, 32, 52]. It is possible to explicitly determine the most general solution of (361) with
a given (simple) spectrum, at least in the simplifying hypothesis that the number of elements inside the
simple spectrum is finite, say 2n. In practice, we have that y(E)2 is a polynomial and the cuts-structure
of (407) defines a two-sheets Riemann surfaces of genus n − 1. This fact has remarkable consequences
because it puts into the game a powerful machinery coming from algebraic geometry. Let’s briefly sketch
the recipe and we remind to [52] for the details.
By setting y(E)2 = E
∏2n
i=1(E − Ei), the spectrum and the branch cuts will lie in the intervals
[E2k, E2k+1], for k = 0, . . . , n and E0 = 0, E2n+1 = ∞. These intervals identify a Riemann surface
and it can be shown that the relevant quantities are contour integral of Ej/y(E), where j = 0, . . . , n− 1.
The crucial property is that the set of independent contours is actually finite dimensional. Picking two
different basis, they are said to be canonical if each contour crosses only one contour of the other basis.
In this cases, the matrix of change of basis is called period-matrix. To be more concrete, once defined the
two n× n matrices (i, j = 1, . . . , n)
αij = 2
E2j∫
E2j−1
Ei−1dE
y(E)
, βij = 2
E2j−1∫
E2(j−1)
Ei−1dE
y(E)
, (408)
we can obtain the period matrix as
B = −α−1β˜ , (409)
where β˜ij =
∑
k≤j βik is introduced to make the two basis canonical. In terms of these quantities the
general solution of the field φ(x, t) living on the circle takes the form
φ(x, t) ≡ 2 log
(
Θ(l(x, t) + 12 |B)
Θ(l(x, t)|B)
)
, (410)
where Θ(v|M) is the Riemann-Siegel function, defined for a n-vector v and a n× n matrix M
Θ(v|M) =
∑
w∈Zn
exp(piiwtMw + 2piiwtv) , (411)
- 2
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FIG. 24: (Left) Typical plot of the discriminant ∆(λ) vs λ. The points where the curve meets ±2 identify the
simple spectrum that completely characterizes the full function. (Right) A cartoon of the spectrum in the E-plane
(E = λ2), showing bands separated by gaps inside E > 0.
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and the vector l(x, t) has a simple time-evolutions
lj(x, t) = 2[(α
−1
1j + α
−1
1j K)x+ (α−11j − α−1nj K)t] + l(0)j (412)
with K = 1
16
√
E1...En
and l
(0)
j arbitrary constants determining the initial conditions. The Riemann-Siegel
function ensures (quasi)-periodicity in the different components: as expected from an integrable system,
the phase space can be described as a multidimensional torus and the dynamics on each component of
the torus reduces to a simple rotation.
The formula (410) provides the solution of the equation of motion for the field of the Sinh-Gordon
model. Roughly speaking, the number n of the gaps is associated to the number of excitations of the
field present on the circle: if the (numerical) computation of the formula (410) is already difficult for
small values of n (such as n = 2 or n = 3), it shall be stressed that it becomes absolutely prohibitive
for large values of n, in particular for the infinite-gap limit n → ∞ associated to the finite-energy case
that we are interested in. In other words, the classical Inverse Scattering Method provides eq. (410) as a
close and elegant formula for the time-evolution of the field but this formula is of very little practical use,
in particular to compute the time average of the various functions F [φ(x, t)] based on the field φ(x, t)
in the finite-energy case. It is in this respect that the formulation based on the classical limit of the
LM formula comes in our aid, providing a simplest approach to compute asymptotic time averages for
classical integrable models.
XIII. IDENTIFICATION OF THE ACTION VARIABLES AND ROOT DENSITY
As explained in Sec. VIII B, given a finite density initial condition, the essential ingredient in the Caux-
Konik construction for the calculation of the stationary expectation values is to identify the root density
ρ(r)(θ) of the initial state. We discuss in this section how such a root density can be explicitly calculated
and computed numerically. To do so it is worth start discussing how the conserved charges of the periodic
problem are related to the ones in the whole-line case presented in Sec. XI B.
A. Trace of the Transfer Matrix
The trace of the transfer matrix for the periodic problem in (394) can be expressed as:
∆(λ) ≡ Tr T (λ) = Tr[ζ(x0)−1T (x0, x0 + L, λ)ζ(x0)] = Tr[T (x0, x0 + L, λ)] (413)
where T (y, x, λ) was defined in eq. (367) and ζ(x0) = (ζ+, ζ−) contains the solutions introduced in
eq. (393). It is easy to show that ∆(λ) is a conserved quantity. Indeed, the compatibility equation (361)
of the linear system can be equivalently seen as the zero-curvature condition of the differential operators
[30]
L+ =
d
dx
− U`(λ) , L− = d
dt
− V`(λ) . (414)
This implies that for any closed contour C in the space-time plane the Wilson loop given by the path-
ordered integral
W (C) = P exp
∫
C
U` dx+ V` dt
 (415)
is just the unit matrix. Taking the contour as in Figure 25 and separating the space and time contributions
Tt(λ) = P exp
 x0+L∫
x0
U`(x, t) dx
 , Sx(λ) = P exp
 t¯∫
t
V`(x, t) dt
 , (416)
we have
Tt¯(λ) = S−1x0 (λ) Tt(λ)Sx0+L(λ) , (417)
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and because of the periodicity of the field φ(x, t): Tr Tt(λ) = Tr Tt¯(λ) = ∆(λ) = t11(λ) + t22(λ) is a
conserved quantity. We can interpret t11(λ) = t
∗
22(λ) = a
(L)(λ) in analogy to the (inverse) transmission
coefficient a(λ) of the field with compact support on the whole-line introduced in eq. (370). Note that,
while for the infinite volume case, it was a(λ) to be conserved (and therefore <[a(λ)] as well), for the
periodic case with finite L only Tr T (λ) = 2<[a(L)(λ)] is conserved.
As ∆(λ) is conserved, it is a good candidate as a generating function for the local conserved charges as
it was ln a(λ) for the whole line. In particular, one can repeat the procedure described in Sec. XI B and
use the representation in eq. (371) for T (y, x, λ) in eq. (413). As W (x0) = W (x0 + L), we arrive at
∆(k) = Tr eZ(x0+L)−Z(x0) , (418)
where Z(x) was defined in eq. (375). From Eqs.(378), we can set
pper(λ) = arccos
(
∆(λ)
2
)
+ k(λ)L . (419)
Then, the function pper(λ), as the one introduced in eq. (380), generates two sets of charges expanding
around λ = 0 and λ = ∞. These charges have the same densities as the one defined for instance in eqs.
(388a - 388b) but with an integral restricted this time to the fundamental domain [x0, x0 + L], as
H ≡ E0 =
x0+L∫
x0
dx
Π(x)2 + φx(x)
2
2
+
m2(cosh(gφ(x))− 1)
g2
(420a)
P ≡ O0 = −
x0+L∫
x0
dx Π(x)φx(x) . (420b)
Relation between periodic and whole-line conserved charges. The construction, presented above,
seems to suggest that the conserved charges in the periodic case can be simply be obtained considering
the scattering problem for the truncated field φL(x, t) introduced in eq. (402). However, the truncation
in (402) introduces a singularity at both boundaries x = x0, x0 + L. As the conserved charges also
involve space derivatives of the field φL(x, t), it is clear that the whole-line charges (e.g. eq. (388)) and
the periodic one (e.g. eq. (420)) will be different. However, notice that the difference comes only from
boundary terms, while for the extensive bulk of width L, the charges are exactly the same. Hence, it
follows that in the limit of large L, the two expressions can be identified. Therefore, we can employ the
expressions in eq. (389) and a simple comparison with eq. (260) shows that we have to take
ρ(r)(θ) =
P (θ)
L
=
8
pig2L
ln |a(θ)| (421)
where the action variable P (θ) was introduced in eq. (390). We will give in the next section another
verification that this is indeed the correct choice.
B. Classical Bethe Ansatz
In this section we are going to show that the roots kn of the equation
|∆(kn)| = 2 , (422)
~
t
x
−L L
t
FIG. 25: Contour on which is evaluated the Wilson loop W (C).
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which determines the spectrum for the periodic scattering problem (392), can be interpreted as solutions
of a classical Bethe Ansatz equation, once the identification in eq. (421) has been used. Starting from
eq. (406), in fact the root equation (422) can be expressed as
knL− arg a(kn) = pin + cos−1(|a(kn)|−1) . (423)
It is now easy to show that, in the limit L → ∞, these are nothing else but the bosonic Bethe Ansatz
equations (239) in their classical limit: using for k and λ the parametrization in terms of the rapidity in
eq. (364), thanks to the dispersion relation in eq. (295) the argument of a(λ) can be expressed as
arg a(λ) =
2λ
pi
P
∞∫
0
dλ′ log |a(λ′)|
(λ2 − λ′2) =
1
pi
P
∞∫
−∞
dθ′ log |a(θ′)|
sin(θ − θ′) = −
L
2
P
∞∫
−∞
dθ′ ρ(r)(θ′)ςcl(θ − θ′) , (424)
where the classical phase-shift ς(θ) was introduced in eq. (188). Then, eq. (423) can be written as
m sinh θn +
∫
dθ′ ςcl(θ − θ′) ρ(r)(θ′) = 2pin
L
+
2
L
cos−1(|a(kn)|−1) . (425)
Notice that |a(kn)|−1 is the modulus of the transmission amplitude |t(k)| of the truncated potential
φL(x, t): sending L → ∞ we have |t(k)| → 1 and therefore the last term in the equation above simply
modify the integer n since cos−1(|a(kn)|−1)→ 2pin′. Therefore, the final form of eq. (425) is given by
m sinh θn +
∫
dθ′ ςcl(θ − θ′) ρ(r)(θ′) = 2pin
L
, (426)
which indeed coincides with the classical limit of the Bethe Ansatz equations (239).
C. From the root density to the filling fraction
The roots kn of the equation ∆(kn) = ±2 are then nothing else but the root solutions of the classical
Bethe Ansatz equations. Their actual positions ultimately depend upon the initial values at t = 0 of the
field φ(x, t) and its time derivative φt(x, t): in the limit of large L, the behaviour of ∆(k) becomes highly
oscillatory and the intersections ∆(kn) = ±2 tend to the continuous root density distribution ρ(r)(k).
According to eq. (421), this root density distribution ρ(r)(k) can be extracted directly from the coefficient
a(θ) of the transfer matrix T (λ). On the other hand, the transfer matrix T (λ) can be numerically evaluated
from the initial configuration of the field φ(x, t) following the procedure discussed in Section XI B, and
in particular applying the formula (391).
Since the classical phase-shift obtained in eq. (426) is consistent with the classical limit of the bosonic
phase-shift given in eq. (184), we can use in this case the bosonic version of the Bethe Ansatz equation
(241) (in the classical limit) to get the bosonic density of state ρ(θ) and then, from the formula (248) we
can recover the sought filling fraction f(θ) entering the LM formula (11).
XIV. CONCLUSIONS
In this paper we have addressed the problem of computing the time averages of a classical integrable
model (as for instance the Sinh-Gordon model): we have shown that rather than using the almost in-
tractable formula coming from the infinite-gap solution of the classical Inverse Scattering Method, it is
instead possible to employ (the classical limit of) the Leclair-Mussardo formula (11) that rules the asymp-
totic values of various observables in a quantum quench. The classical limit of this formula is obtained by
restoring the ~ dependence in the quantum field theory and then sending ~→ 0 in the relevant quantities.
The main points of the procedure presented in this paper consists of properly interpreting the expres-
sions associated to the classical limit of the two basic quantities entering the quantum Leclair-Mussardo
formula, namely the Form Factors and the filling fraction of the states. Concerning the former quantities,
we have shown that the classical limit of the Form Factors indeed exists and moreover that the resulting
functions can be directly associated to the solution of the classical equation of motion. These functions
are naturally associated to a bosonic formulation of the Form Factors. About the latter quantities, they
are also naturally associated to a bosonic formulation of the Bethe Ansatz. Moreover, we have shown that
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the classical root density ρ(r)(θ) can be directly extracted from the initial conditions of the classical field
φ(x, t) by employing the numerical determination of the transfer matrix of the classical Inverse Scattering
Method: once this root density ρ(r)(θ) is known, one can then apply a classical version of the Caux-Konik
procedure to extract the corresponding total density ρ(θ) and finally the filling fraction f(θ).
In this paper we focus the attention on the Sinh-Gordon model for its relative simplicity but we expect
that the application to other classical relativistic integrable models (such as the Sine-Gordon or the
Bullough-Dodd models) is just question of simple details, but it is a question which is nevertheless worth
exploring. Equally interesting is the problem to study the classical limit of the formula recently proposed
by Smirnov and Nigro [63] and opportunely reformulated for the quantum quench process by Bertini et
al. [64] for the time average of the exponential operators of the Sinh-Gordon model: since in the quantum
case this formula provides an exact resummation of all terms present in the Leclair-Mussardo formula,
we expect that if its classical limit exists, it should be equivalent to the exact values of the time averages
of the exponential operators in the classical integrable Sinh-Gordon model.
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Appendix A: Fourier analysis
In (1+1) dimensions and in the infinite volume, the free real scalar field of mass m admits the following
Fourier decomposition
φ(x, t) =
∞∫
−∞
dk
2pi
1√
2ω(k)
[
A(k) e−iωt+ikx +A†(k) eiωt−ikx
]
, (A1)
where ω(k) =
√
m2 + k2. The modes A(k) are given by the field φ(x, t) and its time-derivative ∂φ(x,t)∂t ≡
φ˙(x, t) at t = 0 as
A(k) =
i√
2ω(k)
∞∫
−∞
dx e−ikx
[
φ˙(x, 0)− iω(k)φ(x, 0)
]
, (A2)
A†(k) = − i√
2ω(k)
∞∫
−∞
dx eikx
[
φ˙(x, 0) + iω(k)φ(x, 0)
]
For the free theory with Hamiltonian and momentum
H =
1
2
∫ [
(φt)
2 + (φx)
2 +m2φ
]
dx ,
P = −
∫
φt φx dx ,
substituting the mode expansion we have
H =
∫
dk
2pi
ω(k) |A(k)|2 , (A3)
P =
∫
dk
2pi
k |A(k)|2 .
Hence, for the free theory in the laboratory frame the action variable which gives the mode occupation is
P (k) =
1
2pi
|A(k)|2 . (A4)
We will also make often use of the rapidity variable θ entering the dispersion relations
E = m cosh θ , P = m sinh θ , (A5)
and will expand the field as
φ(x, t) =
1√
2
∞∫
−∞
dθ
2pi
[
A(θ) e−imt cosh θ+imx sinh θ +A†(θ) eimt cosh θ−imx sinh θ
]
. (A6)
Although for simplicity we use, in both θ and k variables, the same symbols for the creation/annihilation
operators, notice however that these operators have a different normalization of the two schemes. The
corresponding formulas for the Hamiltonian and momentum of free theory in θ variable are
H =
∫
dθ
2pi
m cosh θ |A(θ)|2 , (A7)
P =
∫
dk
2pi
m sinh θ |A(θ)|2 .
On a circle of radius L, with periodic boundary conditions, the expansion of the free field is given in
terms of the Fourier series
φ(x, t) =
∞∑
n=−∞
1√
2Lωn
[
An e
−iωnt+i2pinx/L +A†n e
iωnt−i2pinx/L
]
, (A8)
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where
ωn =
√
m2 + (2pin/L)2 (A9)
and
An =
i√
2Lωn
L∫
0
dx e−2piinx/L
[
φ˙(x, 0)− iωnφ(x, 0)
]
. (A10)
with A†n given by the complex conjugate of the formula above.
If the interval L is discretized in N steps of lattice spacing a, with L = Na, the field φ(x, t) and its
time derivative φ˙(x, t) will be represented at any time t by the set of 2N values φ(ma, t) ≡ φm(t) and
φ˙(na, t) ≡ φ˙n(t) (see Figure 26): these values can be associated to the Discrete Fourier Series of An and
A†n, obtained by restricting the possible values of momentum to the finite set
kn =
2pin
N
, n = 0, 1, 2, · · · , N − 1 . (A11)
In this case the direct and inverse formulas are given by
φm(t) =
N−1∑
n=0
1√
2Nωn
[
An e
−iωnt+i2pimn/N +A†n e
iωnt−i2pimn/N
]
, (A12)
An =
i√
2Nωn
N∑
m=1
e−2piimn/N
[
φ˙m(0)− iωnφm(0)
]
. (A13)
Moreover, in this case the dispersion relation is expressed as
ωn =
√√√√m2 + ( sin 12kn1
2a
)2
. (A14)
and it reduces to (A9) when a → 0. We can make the formulas more symmetric by considering an even
integer value for N and by shifting the index n in (A11), so that the Brillouin zone is described by the
momenta
kn =
2pin
N
, n = −N
2
, · · · , N
2
. (A15)
Since we are mostly concerning with field configurations at finite density, in the paper we will often define
the theory on a finite interval L and on a lattice of N points with L = Na. Keeping finite the ultraviolet
cut-off a, in the thermodynamic limit we have
N/2∑
n=−N/2
f(kn) −→ L
2pi
pi/a∫
−pi/a
dk f(k) (A16)
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FIG. 26: φ(x, 0)) (on the left) and φ˙(x, 0) (on the right) discretized on a finite interval of length L.
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Appendix B: Ground state of modified Mathieu equation
In this Appendix we use the Transfer Matrix formalism and the Thermodynamics Bethe Ansatz equa-
tion to express the ground state energy of the modified Mathieu equation in terms of a solution of an
integral equation. Let’s consider the thermal partition function of the classical Sinh-Gordon model
Z(β) =
∫
DpiDφ exp
[
−β
(
1
2
pi2 +
1
2
(
dφ
dx
)2
+
m2
g2
(cosh(gφ)− 1)
)]
= Zpi(β)Zφ(β) . (B1)
Discretizing the path integral, we have
Zpi(β) =
1
hN/2
∫ N∏
i=1
(dpii) e
− β2a
∑N
i=1 pi
2
i =
(
2pia
hβ
)N/2
. (B2)
For the term which depends on φ we have
Zφ(β) =
1
hN/2
∫ N∏
i=1
dϕi e
−β a ∑Nj=1[ (ϕj−ϕj−1)22a2 +m2g2 (cosh(gφj)−1)
]
(B3)
Let’s define
f(xi+1, xi) ≡ a
[
(xi+1 − xi)2
2a2
+
m2
g2
(cosh(gxi+1)− 1)
]
. (B4)
Introducing a complete set of functions ψm(x)
δ(xi+1 − xi) =
∞∑
m=0
ψm(xi+1)ψ(xi) , (B5)
eigenfunctions of the Transfer Matrix operator
∞∫
−∞
dxe−βf(y,x)ψm(x) = e−aEm(β) ψm(y) (B6)
the path integral above can be written as
Zφ(β) =
∞∑
m=0
e−NaEm(β) , (B7)
that, in the limit L = Na→∞, becomes
Zφ(β) = e
−LE0(β) , (B8)
When a→ 0, the integral equation (B6) can be converted into the Schro¨dinger equation[
− 1
2β
d2
dx2
+
βm2
g2
(cosh(gx)− 1) + V0
]
ψm(x) = Em(β)ψ(x) (B9)
where V0 is a constant given by
V0 =
1
2a
log
(
β
2piha
)
. (B10)
It is easy to see that V0, added to −L−1 logZpi, gives rise to the a→ 0 limit of the Free Energy per unit
length of the free theory (see eq. (64)
V0 − L−1 logZpi = a−1 log
(
β~
a
)
= L−1βFfree(β) . (B11)
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Subtracting V0 and making a canonical transformation on the coordinate and momentum, q →
√
βq and
p→ p/√β, the Schro¨dinger equation (B9) can be written as[
−1
2
d2
dx2
+
βm2
g2
(cosh(
gx√
β
)− 1)
]
ψm(x) = Em(β)ψ(x) (B12)
i.e. a modified Mathieu equation. So, the Transfer Matrix method leads to the following expression for
the Free Energy of the classical Sinh-Gordon model
βFcl(β) = βFfree(β) + E0(β) , (B13)
where E0(β) is the ground state energy of the modified Mathieu equation (B12).
On the other hand, the Free Energy of the classical Sinh-Gordon model is given by the classical
Thermodynamics Bethe Ansatz equations given in the text:
βFcl(β) =
∞∫
−∞
m cosh θ log(~cl(θ)
dθ
2pi
, (B14)
cl(θ) = β cosh θ +
∞∫
−∞
ϕcl(θ − θ′) log(~cl(θ′))dθ
′
2pi
.
Substituting cl(θ) into the first equation and using eq. (152), the first iterative term is identified with
βFfree(β). The remaining terms provides then an expression of E0(β) of the Mathieu equation.
It is worth noticing how ~ disappears from the final expression of E0(β). First of all, notice that ~ does
not enter the solution of cl(θ) because, splitting the logarithmic term as log(~cl(θ′)) = log ~+log(cl(θ′))
and using the integration rule (273), we have
∞∫
−∞
ϕcl(θ − θ′) log(~) = 0 .
Secondly, using eq. (B13) and the expression (152) for the Free Energy of the free theory, we can express
E0(β) as
E0(β) =
∞∫
−∞
m cosh θ log
(
cl(θ)
cosh θ
)
dθ
2pi
, (B15)
which does not contain any longer ~.
Notice that in principle one can also obtain the energies Em (m > 0) of the excited states of the Mathieu
equation using the analytic continuation of the Thermodynamics Bethe Ansatz equations, along the line
of ref. [62].
Appendix C: Light-cone dynamics
In this Appendix we collect the relevant formulas for the light-cone dynamics. Let’s define
τ = x+ t
σ = x− t ,
x = 12 (τ + σ)
t = 12 (τ − σ)
(C1)
so that
∂τ = ∂t + ∂t
∂σ = ∂x − ∂t ,
∂x =
1
2 (∂τ + ∂σ)
∂t =
1
2 (∂τ − ∂σ)
(C2)
The Laplacian operator becomes
 = ∂2t − ∂2x = −∂τ ∂σ (C3)
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while the Lagrangian density reads
L = 1
2
(∂µφ)
2 − V = −1
2
φτ φσ − V . (C4)
The corresponding equation of motion is
φτσ =
δV
δφ
. (C5)
Considering τ as time variable and σ as space variable, the corresponding conjugate variables are the
light-cone Hamiltonian H and momentum P, given by
H = V , P = 1
2
(φσ)
2 . (C6)
The Fourier expansion of the field is given by
φ(σ, τ) =
∞∫
0
dp+
2pip+
(
A(p+) e
−ip−τ+ip+σ +A†(p+) eip−τ−ip+σ
)
, (C7)
with the dispersion relation
p− =
m2
p+
. (C8)
For the free theory, with V = m
2
2 φ
2, the Hamiltonian H and the momentum P can be expressed as
H = m2
∞∫
0
dp+
2pip2+
|A(p+)|2 ,
P =
∞∫
0
dp+
2pip+
p+ |A(p+)|2 .
(C9)
Going back to the laboratory frame, for the corresponding Hamiltonian H and momentum P we have
H =
H+ P
2
=
∞∫
0
dp+
2pip+
|A(p+)|2
(
m2
2p+
+
p+
2
)
P =
H−P
2
=
∞∫
0
dp+
2pip+
|A(p+)|2
(
m2
2p+
− p+
2
)
(C10)
Let us now pose
k ≡ m
2
2p+
− p+
2
, (C11)
and solve for p+. Notice that k(p+) is a monotonic function for p+ > 0 and takes values in (−∞,∞): it
can be inverted as
p+ =
√
k2 +m2 − k , (C12)
so that we have
m2
2p+
+ p+ =
√
k2 +m2 . (C13)
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Introducing the rapidity variable θ, with k = m sinh θ, one can see that p+ = me
θ and therefore H and
P take the usual form of the integral on the modes
H =
∞∫
−∞
cosh θ |A(θ)|2 dθ , (C14)
P =
∞∫
−∞
sinh θ |A(θ)|2 dθ .
Appendix D: Conserved currents
In this Appendix we report the conserved densities of the Sinh-Gordon model in the laboratory frame,
making use of the corresponding quantities obtained in the light-cone coordinates. For a continuity
equation written in light-cone variables,
∂∓j± + ∂±J∓ = 0, (D1)
we have associated conservation laws in space and time variables,
∂0J0 + ∂1J1 = 0, (D2)
where x0 = t, x1 = x, and
J0(x, t) = ρ(x, t) = (j+ + J−) + (j− + J+) , (D3)
J1(x, t) = j(x, t) = (j+ − J−) + (J+ − j−) . (D4)
The conserved quantities for such models are well known, with the first ones given by:
ρ1(x, t) =
1
2
(
φ2t + φ
2
x
)
+
µ2
γ2
(cosh(γφ)− 1) = H(x, t), (D5)
ρ2(x, t) = 2(φ
2
xt + φ
2
xx) +
3
4
φ2tφ
2
xγ
2 +
1
8
(φ4t + φ
4
x)γ
2 +
+
µ2
2
(φ2t + φ
2
x) cosh(γφ) +
µ2
2γ2
sinh(γφ)(µ2 sinh(γφ)− 4γφxx)
ρ3(x, t) = 8(φ
2
xxt + φ
2
xxx) + 5((φ
2
t + φ
2
x)φ
2
xt + 4φtφxφxtφxx + (φ
2
t + φ
2
x)φ
2
xx)γ
2 +
+
1
16
(φ2t + φ
2
x)(φ
4
t + 14φ
2
tφ
2
x + φ
4
x)γ
4 +
µ4
4γ2
sinh(2γφ)(µ2 sinh(γφ)− 4φxxγ) +
+
1
8
(
16(φ2xt + φ
2
xx − 2φtφxxt − 6φxφxxx) + 3(φ4t + 6φ2tφ2x + φ4x)γ2
)
µ2 cosh(γφ) +
+
1
4
(φ2t + φ
2
x)µ
4 sinh(γφ)2 +
1
2
(φ2t + 9φ
2
x)µ
4 cosh(γφ)2 +
− 3(2φtφxφxt + (φ2t + φ2x)φxx)γµ2 sinh(γφ)
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ρ4(x, t) = 4µ
8 sinh4(γφ) + 4γ2µ6
(
7φ2t + 31φ
2
x
)
sinh(γφ) sinh(2γφ) +
+ 16γ2µ6
(
φ2t + 9φ
2
x
)
cosh3(γφ) +
+ 16γ3µ4 sinh(2γφ)
(
7φ2tφxx + 2φtφxφxt + 43φ
2
xφxx
)
+
+ 4µ4 sinh(2γφ)
(
µ4 sinh(2γφ)− 4γµ2 (γ (φ2t + 7φ2x) sinh(γφ) + φxx cosh(γφ))+ 32γφxxxx)+
− 8γ3µ2 sinh(γφ) (32φxxxx (φ2t + 7φ2x)+ 15γ2 (4φtφxφxt (φ2t + φ2x)+ φxx (φ4t + 6φ2tφ2x + φ4x))+
− 16 (6φxt(φtφxxx + φxφxxt) + 6φxx(φtφxxt + φxφxxx)− 8φtφxφxxxt + 15φ2xtφxx + 5φ3xx))+
+ 6γ2µ4 sinh2(γφ)
(
γ2
(
φ4t + 70φ
2
tφ
2
x + 129φ
4
x
)− 16 (4φtφxxt + 4φxφxxx + 3φ2xt + 3φ2xx))+
+ 8γ2µ4 cosh2(γφ)
(
γ2
(
3φ4t + 106φ
2
tφ
2
x + 51φ
4
x
)− 16 (φtφxxt + 3φxφxxx − 8φ2xx)+ 32φ2xt)+
+ 2γ2µ2 cosh(γφ)
(
5γ4
(
φ2t + φ
2
x
) (
φ4t + 14φ
2
tφ
2
x + φ
4
x
)− 16γ2 (10φ3tφxxt + φ2t (58φxφxxx+
+ 5
(
φ2xt + φ
2
xx
))
+ 2φtφx(43φxφxxt + 10φxtφxx) + φ
2
x (38φxφxxx+
+ 5
(
φ2xt + φ
2
xx
)))
+ 128
(−4φxtφxxxt − 8φxxφxxxx + φ2xxt + φ2xxx))+
+ 32γµ6φxx sinh
3(γφ) +
1
4
(−1792γ4 (−2φ2xxt (φ2t + φ2x)− 2φ2xxx (φ2t + φ2x)+
− 8φtφxφxxtφxxx + φ4xt + 6φ2xtφ2xx + φ4xx
)
+ 1120γ6
(
8φtφxφxtφxx
(
φ2t + φ
2
x
)
+
+ φ2xt
(
φ4t + 6φ
2
tφ
2
x + φ
4
x
)
+ φ2xx
(
φ4t + 6φ
2
tφ
2
x + φ
4
x
))
+
+ 5γ8
(
φ8t + 28φ
6
tφ
2
x + 70φ
4
tφ
4
x + 28φ
2
tφ
6
x + φ
8
x
)
+ 4096γ2
(
φ2xxxt + φ
2
xxxx
))
The corresponding first conserved currents read
j1(x, t) = φtφx = P(x, t), (D6)
j2(x, t) = (4φxt(φtt + φxx) + φtφx((φ
2
t + φ
2
x)γ
2 − 2µ2 cosh(γφ)), (D7)
· · · (D8)
In the free coupling limit, for the first representatives we have
ρ
(0)
1 =
1
2
(
φ2t + φ
2
x + µ
2φ2
)
, (D9)
ρ
(0)
2 = 2
(
φ2xt + φ
2
xx − µ2φφxx
)
+ µ2ρ
(0)
1 , (D10)
ρ
(0)
3 = 8(φ
2
xxt + φ
2
xxx) + 5((φ
2
t + φ
2
x)φ
2
xt + 4φtφxφxtφxx +
µ4
2
φ(µ2φ− 4φxx) (D11)
+ 2(φ2xt + φ
2
xx − 2φtφxxt − 6φxφxxx) +
1
2
(φ2t + 9φ
2
x)µ
4
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