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1. INTRODUCTION 
Let X be a Banach space, 0, c [0, T] XX, {A(t)),,,,~,, be a family of 
closed linear operators in X and let F: R, +X. 
In this paper we consider the abstract Cauchy problem 
u’ + A(t) u = F(t, u), 
u(0) = uo. 
(1) 
By “parabolic” we mean essentially that the operators -.4(t) generate 
analytic semigroups emrAcf); cp. Section 2. In the case D@(t)) is independent 
of t it is well known that it is possible to obtain existence if F is only 
continuous from [0, T] X X, into X, where X, = D@(O)“) normed by the 
graph norm of A(O)“, and a E [0, 1), provided some additional hypotheses 
hold. Since the pioneering paper of Sobolevskii [ 151 appeared in 196 1, there 
has been done much work on (1) but in the parabolic case it was always 
assumed that D@(t)) is independent of t. Especially, we mention the papers 
of Martin and Lightbourne [8] and Amann [ 11, which motivated our present 
work. 
Sobolevskii studied (1) in an “open” setting, i.e., R, = [0, T] x 
(0 n D@(O)*)) with a E [0, 1) and R c X open, whereas Martin and 
Lightbourne and Amann considered the “closed” setting, i.e., same R, but 
Q c X closed. In this case one has to presuppose some additional boundary 
condition; they imposed one of separated type, namely, 
U(t, s>a c R for all 0 < s < t < T, 
l$n,:,f h ~ ‘d(x + hF(t, x), Q) = 0 
for all t E [0, T), x E D n D@(O)*), 
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where U(t, s) denotes the evolution system generated by the family {A(t)} 
and d( y, J2) stands for the distance of y E X from R. 
However, in general, (2) is not necessary for local existence of solution to 
(1) for any initial value u,, E 52. On the other hand, Pave1 [ 111 noted that in 
the case a = 0, i.e., F continuous in X, a necessary condition is 
liEl;nf h-‘d(U(t + h, r) x + hF(t, x), Q) = 0, 
for all t E [0, T), x E f2, (3) 
and he was able to construct approximate solutions to (1) in the case where 
(3) holds. But for the case of general a E [0, 1) his arguments fail to be true 
and so the problem of finding a boundary condition which ensures existence 
of approximate solutions to (1) and which also is necessary for local 
existence remained as an open question. 
Our main purposes in this paper are: 
1. To admit D(A(t)) to be time-dependent. 
2. To give a boundary condition which is necessary for local existence 
and suflcient for obtaining approximate solutions. 
3. To prove local existence theorems which are more general than 
known ones, even in the case treated in [ 1,8]. 
After introducing the basic notations and assumptions in Section 2, we 
state a boundary condition, called (S), which is a slight strengthening of (3), 
which coincides with (3) in the case a = 0 and which has the desired 
properties. This will be proved in Section 3. Let us note that following the 
lines of Pave1 [ 121 and Kenmochi [5] we do not confine ourselves to the 
cylindrical case R, = [0, T] X (J2 n D(A(0)“)) but admit Q to be time- 
dependent. In Section 4 we shall prove local existence theorems by means of 
the approximate solutions constructed previously. We have three theorems 
on this topic corresponding to the cases of compactness of U(t, s), estimates 
on F(t, u) involving measures of noncompactness and dissipativeness 
properties of A(t) and F(t, u). Finally, in Sections 5 and 6 we shall apply 
these results to second order systems of semilinear parabolic partial 
differential equations. In Section 5 we consider the case of a bounded domain 
as treated by Amann [ 1 ] but admit the boundary differential operators to 
depend on time. In Section 6 we shall study existence of solutions lying 
between given upper and lower solutions where we admit the domain to be 
unbounded and obtain a result similar to a quite recent one due to Bebernes 
et al. [2]. 
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2. PRELIMINARIES AND BASIC ASSUMPTIONS 
(i) Let X be a Banach space with norm 1 Ix. Then X* denotes the 
normed dual of X and (., .)x stands for the natural pairing between X and 
X*. For D c X and x E X the distance of x to D is denoted by d(x, D), while 
0, d, i3D mean closure, interior and boundary of D with respect to norm 
topology of X, we let B:(x,) = (x E X: 1x - x0 Ix < r). 
If A is a linear operator in X, we denote by D(A), R(A), p(A), and a(A) 
the domain, range, resolvent set and spectrum of A, respectively. 
If Y is another Banach space, then L(X, Y) stands for the Banach space of 
all bounded linear operators mapping X into Y and we let L(X) = L(X, X), 
for short. For a bounded subset B c X, pl,(B) denotes Kuratowski’s and 
v,(B) Hausdorff s measure of noncompactness; i.e., 
pu,(B) = inf(r > 0: B admits a covering by sets of diameter < r}, 
v,(B) = inf{r > 0: B admits a covering by r-balls} 
see [3, Lemma 2.21 for properties of ,u and V. 
The semi-inner-products (., ‘)< on X are defined by 
see [3, Lemma 3.21 for properties of (., ,)z. 
Finally, let us introduce some function spaces: 
C(a, b, X) denotes the space of all continuous X-valued functions u defined 
on (u, b 1 c R normed by 1 u 1: = supl I Al, ; 
LP(a, b, X) denotes the space of all strongly measurable X-valued 
functions u defined on [a, b ] c R for which I u 1; = (J‘i I ~(t)lPy dt)‘lP < 00, 
l<p<o3; 
P(a, b, X) denotes the space of all continuous X-valued functions u for 
which lul~=Iul’d’+sup,,,[Iu(t)-u(s)J,(~--S)~”] <co,qE(O, 11. 
We note that in most cases sub- or superscript “X” will be dropped since 
there is no ambiguity. 
(ii) We describe below the assumptions the linear equation 
u’ + A(f) u = b(t) (4) 
will satisfy throughout this paper. 
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DEFINITION 1. Let A, = {(t, s): 0 Q s Q t < T}. A function U: A, -+ L(X) 
is called the parabolic evolution system generated by the family (A(t)},,,, 
J= [O, T], if: 
(U 1) The function U(t, s) u is continuous on A,, for each fixed u E X, 
in particular 1 U(t, s)] < C, on A,, for some constant C, > 0. 
(U2) The relations U(t, s) U(s, r) = U(t, r) and U(t, t) = I hold for all 
(b s), (s, r> E AT. 
(U3) R(U(t, s)) c D(A(t)) holds for all 0 < s < t < T, and 
IA(f) u(~,W(s)-‘I < C,, IA(t) U(k s>l < C,(t - s)-’ 
hold for some constant C, . Furthermore, V(t, s) u = A(t) U(t, s) A ‘(s) u is 
continuous on A, for each fixed u E X. 
(U4) If b E C(0, T, X) and u E C(s, T, X) is a strict solution of (4) in 
(s, T], then 
u(t) = U(t, s) u(s) + 
I 
’ U(t, 5) b(s) dz (5) 
s 
holds in [s, T]. Conversely, if b E C”(0, T, X) then formula (5) yields the 
solution of (4) which is strict in (s, T]. 
For the family {A(t)},,, to generate a parabolic evolution system, several 
sets of sufftcient conditions are known. Consider 
(Al) The family 1AWJ,,, consists of densely defined closed linear 
operators in X for which p(-A(t)) ZI (1 E C: Re A > 0} holds. There is a 
constant C, > 0 such that 
I(AZ+ A(t))-‘1 < C,(l + Ill>-’ for all t E J, ReL >O. 
642) WA(O) = WW)f or all t E J, and there are C, > 0, o E (0, 1 ] 
such that 
](A(t)-A(s))A-l(s)1 < C, It-~1” for all &SE J. 
(A3) For any fixed u E X, the function A-‘(t) u is continuously 
dl@rentiable on J, and there are constants C, > 0, o E (0, 1 ] such that 
lA(t)(llI+ A(t)))‘dA-‘(t)/dtl < C, /A]-“ for all tEJ, Re13.0. 
Sobolevskii and Tanabe proved that (Al) and (A2) imply that {A(t)},,, 
generates a parabolic evolution system; see [4]. On the other hand, Yagi 
[ 17 ] showed that the same statement is true if (Al) and (A3) hold. In both 
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cases the operators A(t) admit fractional powers by (Al), and we 
additionally get 
(U5) There is a0 E [0, 1) such that for every a,, </I < y< 1 and 
a E 10, 1 ] there are constants C,(p, y) and C,(a) such that 
IAY(f) U(t, s) A -qs)l < C,@, y>(t - s)? 
IA*(t) U(t, s>l < Cda)(t - s)Fa, 
and ]A(() U(t, s)A-“(s)] < C,(a)(t - s)~-’ hold in A,. Furthermore, 
V5(t, s) u = A4(t) U(t, s) A p4(s) u is continuous for each fixed u E X. 
Note that (U.5) implies that the function u(t) defined in (5) is Hdlder- 
continuous in X, provided b E C(s, T, X) and u(s) E D(AV(s)) for some 
q >.O. An important tool in working with fractional powers is the moments 
inequalities; see [7] for a proof. 
IA’(t) ulypa < C,(a,p, y) IA”(t) uIyp4. IAy(t) u)4-a (6) 
if a < p < y; note that C, does not depend on t. 
In the following we will assume 
(A) The family {A(t)},,, fuljNs Condition (Al) and generates a 
parabolic evolution system U(t, s) which satisfies (U5). 
(iii) We want to admit that R is time-dependent; more precisely, 
0: J-+ 2x is supposed to satisfy 
(L?) Zf (t,) c J is a nondecreasing sequence t, + t*, u, E Q(t,) for each 
n E N and u, + u*, then we have u* E Q(t*). 
Let us note that (Q) implies that each slice 0(t) cX is closed and in 
particular that (0) is equivalent to closedness of R in the case Q is time- 
independent. Condition (a) was used first by Kenmochi [5]. The 
nonlinearity F is supposed to satisfy 
(F) F:Q~-,Xiscontinuous,where~*,={(t,u):tEJ,uE~(t)~Y}, 
and Y denotes another Bunuch space. 
Of course, Y cannot be arbitrary; in fact Y is supposed to fulfill: 
(Y) Y denotes a Bunuch space continuously embedded into X and such 
that there is /3 E (a,, 1) with 
A -4(.) u E C(0, T, Y) for each u E X. 
In particular, if (Y) is valid there is a constant C, such that 
Id,,< CL? PV) UIX for each t E J, u E D(A4(t)) (7) 
518 JAN PRijSS 
holds. Note that the second part of (Y) holds if A -I(.) u E C(0, T, Y) for 
each u E X and Condition (7) is satisfied with any a < j?, as an application 
of the moments inequality (6) and the representation 
AP4(t)~=zP’sin/?~ ms-5(s1+A(t))-1uds 
I 0 
shows. 
Next, we state the key lemma which allows us to treat the case of time- 
dependent domains D(A (t)), also. 
LEMMA 1. Let Conditions (A) and (Y) hold. Then: 
(a) (t,,) c J, t, -+ t, U, E o(A4(t,)) and A”(t,) u, + v as n -+ co imply 
u, + u in Y, u E D(As(t)) and As(t) u = v. 
(b) u(t) E D(As(t)) for each t E [a, b] c J and As(.) u(.) E C(a, b, X) 
imply u E C(a, b, Y). 
(c) p,(B) < 2C,p,(A4(t) B), where B c D(A4(t)), t E J, p =,u or p = V. 
Proof. (a) Let (t,) cJ, t, -+ t, U, E D(A4(t,)) and A4(t,) u, + z) hold. 
Then, 1 u, - A p5(tn) u Iy < C, IA4(t,) u, - vIX + 0 and A -‘(t,) v + A -s(t) u in 
Y since A -4(s) z, is continuous in Y. Thus, (a) holds. Statement (b) follows 
immediately from (a) and (c) follows directly from (Y). Q.E.D. 
Although Lemma 1 is almost trivial it will frequently be used since it 
allows the carrying over of convergence statements in Y to statements in X 
involving fractional powers, which can be handled much better. 
(iv) Now we are in a position to give rigorous meanings to the notions 
of “mild” and “strict” solutions to (1). 
DEFINITION 2. A continuous function u: [0, a] -+ Y is said to be a mild 
solution of (1) in [0, a] if u(0) = uo, u(t) E n(t) for each t E [0, a] and the 
integral equation 
u(t) = U(t, 0) u. + 
I 
’ U(t, s) P(s, u(s)) ds (8) 
0 
is valid in [0, a]. u is said to be a strict solution if u is continuously 
d@erentiable as an X-valued function, u(t) E D(A(t)) n Q(t) for each 
t E [O, a] and (1) holds in [0, a]. 
Each strict solution is a mild solution, of course, and in the case where 
(A) holds each mild solution u(t) actually satisfies u(t) E D(As(t)) for each 
t E (0, a] and As(t) u(t) is continuous in (0, a]. Moreover, we have the 
following Regularity Theorem, which we state without proof. 
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REGULARITY THEOREM. Suppose the family {A(t)},,, satisfies alter- 
natively (Al) and (A2) or (Al) and (A3), in particular Condition (A), and 
let (Y) and (F) hold. Furthermore, assume 
(a) A-s(.) E P(O, T, L(X, Y))for some n > 0; 
(b) F: 0; --t X is locally Holder-continuous. 
Then, each mild solution u of (1) in [0, a] is a strict solution in (0, a] and 
even in [0, a] zfuO E D(A(0)) holds. 
Note that in the case where (Al) and (A2) hold Condition (Y) and (a) 
from the Regularity Theorem follow if 
14, G G JAY(O) ul, for each u E D(A’(0)) 
holds, where y E [0, p) is a fixed number. 
In view of the Regularity Theorem, we only study existence of mild 
solutions to (1). 
(v) Last, but not least, we state the generalized subtangential conditions: 
(S) There are numbers /3 E (a,, 1) and n > 0 such that for every 
t E [0, T), u E LI(t)n D(As(t)) and E > 0 there are h > 0 and 
wh E fl(t + h) n D(As(t + h)), and 
zh = U(t + h, t) u + 
I 
tth 
u(t + h, s) F(t, u) ds - w,, (9) 
t 
satisfies ]zh] <sh and ]A4(t + h)z,] < Eh”. 
(s) There are numbers p E (a,, 1) and n > 0 such that for every 
t E [0, T] and u E Q(t) n D(A”(t)) and E > 0 there is h, > 0 such that for 
each h E (0, h,] there is wh E Q(t + h) n D(As(t + h)), and zh defined by (9) 
satisfies ] zh I < sh and ]A4(t + h) zh I < sh”. 
Remark 1. (a) Condition (5) with p E (a,, 1) arbitrary and q = 1 -/I 
is necessary for existence of local mild solutions of (1) to every initial pair 
(to, u,,) E 9; with u,, E D(A4(t,,)). In fact, given such (to, uo) we may take 
wh = u(h + to), where u(t) is a local mild solution of (1) with u(t,,) = u,. 
Then we have 
I 
toth 
Zh = U(t, + h, s)[F(t,, u,,> - F(s, u(s))] ds 
to 
and so by reasons of continuity and estimates (US) we obtain 
IZhl G&h and ]A4(t, + h) zh] Q eh’-4 
provided h, is chosen small enough. 
409/77/Z-13 
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(b) If Y = X we may choose /3 = 0 and in this case Condition (S) reads 
as follows: 
(S’) lim inf,, + h-‘d(U(t + h, t) 2.4 +hF(‘(t, u), fl(t + h)) = 0 for all 
t E [O, q, 24 E Q(r). 
This case was treated by Pave1 [ 121. 
(c) Suppose 17(t, s) n(t) c n(t) holds for all (t, s) E A, and assume 
lirTl;nf h-‘d(u + hF(t, u), Q(t + h) = 0 
for all t E J, 24 E n(t) f7 D@“(t)) (10) 
is valid. Then Condition (S) holds with q = 1 -/I, /I E (a,, 1) arbitrary. If 
“lim inf’ is replaced by “lim” in (10) the same holds true for (S). In 
particular, if R is time-independent, then we have the situation considered by 
Martin [8] and Amann [ 11. 
Throughout the next two sections of this paper we always assume that 
Conditions (A), (n), (Y), (F), (S) and sometimes (5) hold. Therefore 
numbers a0 E [0, l), /I E (a,,, 1) and 9 > 0 are always fixed. We let 
UC) E D(Aq0)). 
3. APPROXIMATE SOLUTIONS 
In this section we construct approximate solutions of (1) and this is done 
by means of the well-known Martin-Webb techniques. But in contrast to the 
case of separated boundary conditions treated in [8] and [ 1 ] (cp. 
Section 2(v)) in our setting the construction is more complicated since one 
has to give upper bounds to upper Riemannian sums of the function t-4 
instead of lower sums and so the estimates become more delicate. 
First, let us fix positive numbers r, ikf, a such that 
I w, u)l < M 
for all 0, u) E {(s,Y): s E [O, a], Y E Q(s) n B:(u,)}, 
I w, 0) uo - %I IY < r/2 for all tE [O,a]. 
CL) 
Such numbers exist by reasons of continuity, by (U5) and Lemma 1. Now, 
let us define stepwise approximate solutions (SAS) to (1). 
DEFINITION 3. Let 0 = to < t, < .. < t,- , < a < tN and u, ,..., u, E Y be 
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given and let u: [0, a] + Y be defined by u(t) = ui on [ti, ti+ 1). u is said to be 
an &-SAS of (1) in [0, a], if 
(El) w = %, Ui E f2(ti) n B:(Uo) n D(A”(ti))y hi = ti+, - ti < 
hi-1 GE; 
(~2) Ui+l=U(ti+L,ti)Ui+I::+’ U(ti+,,s)Fids-Zi, where Fi = 
F(t,, ui) and /zi/ < &hi, lA4(ti+l)zil < ch;; 
(~3) 1 U(t, ti) ui- uijy < E for all t E [ti, ti+,]; hold for each 
i = O,..., N - 1. 
The following lemma can easily be proved by induction. 
LEMMA 2. Suppose u is an &-SAS of (1) in [0, a]. Then 
Ui = U(ti 3 lj) 14/ + 
I 
li U(ti, S) G(S) dS + 21: u(ti, tj) Zj- 1 
II I+ 1 
holds for all 0 < 1 < i <N, where G(s) = Fj in [tj, tj+ ,). 
We establish the crucial estimates concerning &-SAS. They will allow us to 
control the expression 1 u(t) - u. I,, , which is fundamental in the construction 
of u(t). 
LEMMA 3. Suppose u is an &-SAS of (1) in [0, a]. Then 
(a) A5(ti)Jfi U(ti, S) G(S) ds 1 < C,M(ti - t,)‘p4, 
II 
(b) A’(ti) i U(ti, tj)Zj-1 < &c,[(ti - t,)‘-5 + h;], 
If1 
holds for all 0 < I< i < N, where C, is a constant independent of E. 
Proof. Assertion (a) follows immediately from (U5) and (L). To prove 
(b) we define S = {j E {l + l,..., i}: hj-l<3/4. (ti-tj-,)). LetjES; then 
we have (ti - tj)-” < 44(ti-, - tj-l)-4; hence we get 
A’(ti) 1 U(ti, tj) zj-l < EC, )J (ti - tj)-” hj- 1 
jeS jeS 
< E 44c, 
I 
fi-1 
(ti-1 -s)-‘ds I, 
<&45C6(1 -p>-’ (ti- t,)‘-4, 
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where we used (U5) and (s2), On the other hand, if j 6Z S we obtain 
hj < ihj-, if j # i; hence 
<2eC,h: f’ (3p”)k 
k=O 
= 2&&h; 3v(3q - 1)-r, 
where we again exploited (U5), (s2), and the nonincreasing property of hj. 
Patching together these estimates leads to assertion (b). Q.E.D. 
On the existence of E-SAS we have 
PROPOSITION 1. Let (A), (a), (Y), (F), (S), (L) hold and let a, > 0 be 
chosen sufficiently small, in particular a, < a. Then to each E E (0, E,,] there 
is an E-SAS u of (1) on [0, a,] which also satisfies 
(~4) IF(t,U)--iI~E if tE [ti,ti+l] and uER(t)nY is such that 
k”,,:A;< C,(M+ l)hf-” + C,hl + SUp{lU(ti+ h, ti)Ui-Uilu: h < hi} 
,..., N - 1. 
Proof: The construction will be carried out by induction. Let to = 0 
define u(t,) = uo. NOW, let u be defined up to ti < u,. Since Ui E D(A4(ti)) we 
see, exploiting (F), (Y), (S), (U5) and Lemma 1, that there is 6 > 0 satisfying 
(i) 6<hi-l<c, tl+d<ao+co=a,; 
(ii) I U(ti + h, ti) ui - uily < E for all h E [0,6]; 
(iii) (~4) holds for i, where ti+ I = ti + 6; 
(iv) there is ui+r E n(ti + 6) n D(A’(t, + 6)) such that (~2) holds. 
Let ~5~ be defined as the supremum over all 6 satisfying (i)-(iv) and choose 
hi E (Bi,2, Si) such that (i)-(iv) hold. Defining ti+, = ti + hi we see that 
induction is complete if we know that Ui+, E R(ti+ r)nB,Y(u,) holds. But 
this will be proved by the following estimate which is implied by Lemma 2, 
(Y) and Lemma 3: 
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provided a0 is chosen sufficiently small. 
Finally, it remains to prove that the sequence (t,) reaches a, after finitely 
many steps. On the contrary, let us assume (t,) to be infinite, i.e., 
t; + t* < a,. Again from Lemmas 2 and 3 we obtain 
pqti) ui - #(fj) Uj( 
< IA” u(ci, t[> ul -A5(cj) u(tj, li) u,I 
+ c&4+ 1) [&-t,)‘-“+ (tj-t,)‘-D] +2&C,h;. 
These estimates imply by (U5) 
lim sup I A4(ti) ui - A4(tj) ujl < 2C,(M + l)(t* - t,)le4 + 2cC,hy -+ 0 
i .j+cc 
as I--+ co. Therefore, Lemma 1 implies ui -+ u* in Y, u* E D(AD(t*)) and 
A5(li)Ui + A5(t*)u*. Moreover, from (a) we deduce u* E Q(t*). Since 
iA5Cti> Uilidd is relatively compact in X we obtain from (Y) that 
I U(ti + h, ti) Ui - Ui Iy + 0 holds as h + O+, uniformly in i E N, and so it is 
easy for (i), (ii), (iii) to hold for some fixed 6, > 0 for each i. Applying 
Condition (S) at (t*, u*) one gets a contradiction to the choice of 6i, i 
sufficiently large. In fact, by (S) there are h* > 0 and w* E Q(t* + h*) n 
D(A5(t* + h*)) such that t* + h* < a, + s/2 and 
I 
I’ t h’ 
z* = u(t* + h*, t*) u* + U(t* + h*, s) F” ds - w* 
I’ 
satisfies lz* I < h*c/2 and 1A5(t* + h*) zI < (h*)Oc/2, where F* = F(t*, u*). 
But defining vi+ 1 = w*, k, = h* + (t* - ti) and 
i 
I* + h’ 
JJ; = U(t* + h*, ti) Ui + U(t* + h*, S) Fi dS - Ui+ 1 
= Z* + U(t* + h*, t*);‘U(‘* 3 ti) Ui - U* ] 
f*+h* 
-’ + 
I 
U(t* + h*, s)[F, -F*] ds + 
I 
U(r* + h*, s) Fi ds 
I’ li 
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we obtain 
Iyi)<&h* <eki and IA4(ti + ki)yil < e(h*)” < ek:, 
provided i > i,, where i, E N is chosen suffkiently large. Thus we cannot 
have Ji<2hi-+0 as i-+ 00. Q.E.D. 
Let us note that (~4) implies (Fi - Fi+ 1 ] < E for all i. 
By means of the E-SAS we now define another approximate solution which 
is sometimes more appropriate since it is continuous in Y. 
w(t) = U(t, 0) u. + ,(’ U(t, s) H(s) ds, for t E [0, a,], (11) 
0 
where H(s) = [(s - ti) Fi+, + (ti+, - s) F,] h;’ for all s E [ti, ti+,]. Now, we 
choose a sequence E, -+ 0+ and let u,,, w, be the approximate solutions 
defined above corresponding to E,. 
PROPOSITION 2. (a) Zfp=p orp=v we have 
PA~htW n a 1 I> = PY({W”W n > 11) in [0, a,]. 
(b) If 04 or h,> converges in X uniformly on [0, a,] to a function u, 
then both sequences converge in X uniformly on [0, a,]. Zf furthermore a 
subsequence of (w,) convergespointwise in Y then u is a mild solution to (1). 
(c) The sequence (w,) is equicontinuous in X on [0, a,]. 
Proposition 2 can be proved easily by exploiting the properties of (u,), the 
general assumptions and Lemma 1 again, but we will leave it to the reader. 
4. EXISTENCE 
We establish local existence theorems by means of the approximate 
solutions constructed in the previous section. Of course, one has to impose 
an additional supposition besides the general assumptions, since X is infinite 
dimensional in general. First, let us consider the case when A -l(t) is a 
compact operator in X. Theorem 1 is the generalization to our setting of the 
local existence theorem stated in [ 11. 
THEOREM 1. Let the general suppositions (A), (a), (Y), (F), (S), (L) 
hold and assume A-‘(t) is compact in Xfor any t E [0, a,]. Then (1) has at 
least one local mild solution. 
ProoJ Let w,,(f) be the approximate solutions defined by (11) 
corresponding to E, -+ O+. We want to prove that (w,(t): n > 1 } is relatively 
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compact in Y, i.e., py( (w,(t): n > 1)) = 0. Let us note first that the operators 
AD(t) U(t, S) are compact in X for t > s. Therefore, from 
w,(I)=u(t,t-&)W,(t-&)+~f U(t,s)H,(s)ds 
t--r 
we deduce 
&WV) w,w: n > 11 mx(-@(t) w, t - e){w,(t - 8): n > 1)) 
f + 2 sup 
II 
P(t) qt, s) H,(s) ds 
n I--r 
< 2MC,(l -/I-‘&‘-4+0 as c-+0+, 
hence pX({A4(t) w,(t): n > 1 }) = 0. Thus, Lemma 1 implies pr({w,Jt): 
n >, 1)) = 0, also. Now, since {w,),,~ is equicontinuous in X, we can 
substract a subsequence w,, + u uniformly on [0, a,] in X and pointwise in Y 
and so Proposition 2 applies and we are done. Q.E.D. 
A standard situation where Theorem 1 applies is the case of a parabolic 
partial differential equation on a cylindrical domain which is bounded in 
space. But if one has to consider domains unbounded w.r. to the space 
variables, then A -l(t) is no longer compact. Nevertheless, the following 
theorems apply in such a situation, also. 
THEOREM 2. Let the general suppositions (A), (a), (Y), (F), (S), (L) 
hold and assume there is a constant K > 0 such that 
W’(B)) G K v, x y(B) for any B c Qc. (12) 
Then (1) has at least one local mild solution. 
For the proof we shall need the following Lemma due to Month and v. 
Harten [ lo] : 
LEMMA 4. Let X be separable, v, : [0, a] -+X continuous for each n E N 
and uniformly bounded. Then, the function rp(t) = v({v,(t): n > 1)) is 
measurable and the following inequality holds for all 0 Q s ,< t < a: 
V u, (7) ds: n > 1 
Proof of Theorem 2. First, let us note that without loss of generality we 
may assume X to be separable. The reduction to this case can be done very 
similarly to that in the proof of Theorem 3 in [ 131 and therefore we omit it 
here. 
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Now, let p(t) = rX((A4(t) w,(t): n > 1)); then (o is measurable and by 
Lemma 4 we get 
(4(f) < j-’ VX(-Jw> w, s)W,(s): n > 1 I> 
0 
<c, 
I 
f(t-S)-““x((H,(s):n> l})ds. 
0 
But using (12) and Lemma 1 we obtain 
vX(((H,(s): n > 1)) = v({P(tl, ~7): n > 1)) <K vJxY({tr, uj’): n > 1)) 
< Kdl%,(~): n 2 1 I) < 2KC,cp(s), 
where i = i(n) were chosen in such a manner that ty Q s < tr+, holds. 
Therefore, we are led to the integral inequality 
c/~(t) < 2KC, C, 
I 
’ (t - s)-” q(s) ds for all t E [0, a,]. (13) 
0 
Clearly, from (13) we can deduce q(t) = 0 in [0, a,]. Hence (wn(f): n > 1 } is 
relatively compact in Y and X, by Lemma 1 again. Finally, since {w,} is 
equicontinuous in X Proposition 2 applies and the proof is complete. Q.E.D. 
Remark 2. (a) In (12), the Hausdorff measure v can be replaced by p 
since v(B) <,u(B) < 2 v(B) holds for bounded subsets of X. 
(b) Condition (12) with ,U is valid if, for instance, F = F, + I;,, where 
F,, F, satisfy (F), F, : fl; +X is compact, i.e., maps bounded subsets into 
relatively compact sets, and F, is locally Lipschitz with respect to both of its 
places. 
(c) In the case G(t) = Q, we are able to prove Theorem 2 for (12) 
replaced by a condition which is less restrictive, namely, 
PAW, 9) < 46 P,(B)) for all bounded B c R,, (14) 
where p = ,U or p = v and w: (0, a,] x R+ -+ R ’ is continuous nondecreasing 
with respect to its second place and the integral equation 
t&t) = K If (t - s)-” o(s, y(s)) ds 
0 
admits the trivial solution only, for any large constant K. For instance, 
w(s, p) = h(s) w@) is admissible, provided h E L9(0, a), q > (1 -p)-‘, and 
w: Rt + IF?+ is continuous nondecreasing and fulfills o(O) = 0, o@) > 0 if 
p > 0, lim inf,,,, w@)/p < co. 
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(d) More generally, suppose F: Qg -+X is locally uniformly continuous 
and Q,(.)n B~(uJ is continuous w.r. to the Hausdorff distance on 2*, 
R > 0 being fixed; then Remark 2(c) also applies. In fact, using the notations 
from the proof of Theorem 2, for each fixed s E J we can choose a sequence 
( y,} c G(s) such that 
PY(l%&)l) =P*(l Y”l> and ~,(l(ff,(s)l) = PAPIS, Y,)/> 
hold, where p = ,D or p = V. Therefore, estimate (14) suffices to control cp. 
Our next and last theorem concerning local existence treats the case of 
dissipativeness of -A(t) and F(t, .). In this case solutions are unique also, as 
a very general uniqueness theorem presented in [ 131 shows and which can be 
generalized to our setting easily. 
THEOREM 3. Let the general suppositions (A), (a), (Y), (F), (s), (L) 
hold and assume: 
(i) There is a continuous function w,(t) such that 
(64 0) UT 4: > -w&) 124 I:: for all u E D@(t)). (15) 
(ii) There is a continuous function o, : J x iR + + iR such that 
(f(G u> -Sk u>, u- 4: < w*(h Iu - VI*> Iu - UI,Y (16) 
holds for all u, v E Q(t) n Y, t E J. 
(iii) p*(f) = 0 is the maximal solution of 
P’ = %(t)P + %(GP)Y p(0) = 0. 
Then, (1) has exactly one local mild solution. 
Indication of Proof. The basic idea in proving Theorem 3 is to show that 
I u,(t) - u,(t)lx + 0 holds as n, m + 03, uniformly on [O, a]. In this case we 
obtain from the moments inequality (6) and (Y) lu,(t) - u,(t)l,. + 0 
uniformly on [O, a] also, since {AD(t)(u,(t) - u,(t)): t E [0, a], n, m E N} is 
uniformly bounded in X, by Lemma 3. Therefore, Proposition 2 applies and 
we are done. 
To prove lu,(t) - u,(t)lx + 0 as n, m -+ co, suppose for a moment that 
u,(t) E Q(t) holds for all t, n and that each function U, is continuous in X. 
Then, denoting q(t) = I u,(t) - u,(t)l,, by (15) and (16) we obtain the 
differential inequality 
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where D- stands for the left upper Dini derivative; cp. [ 131. Thus, (17) and 
(iii) yield ] U, - U, ]f + 0 as n, m -+ co. However, in general, u,(t) & L!(t) and 
u,(t) is not continuous in X. 
But constructing simultaneously new approximate solutions v,, and v,,,,,, 
which are close to u, and u,, respectively, and which are “comparable,” it is 
possible to obtain an inequality like (17) and to control the jumps of rp, also. 
It is in this part of the proof that the stronger boundary condition (S) instead 
of (S) is needed. As a matter of fact, the construction of v,,,,, v,,,,, uses 
essentially the same techniques as those presented in the proof of 
Proposition 1 and is very tedious. Since it is carried out rigorously at least at 
two places (cp. [9, 141) f or some simpler situations we do not want to bore 
the reader with more details. Q.E.D. 
For the sake of future reference, we state the usual prolongability result 
corresponding to our setting. Since the proof is standard we omit it here, 
referring to [ 13, Theorem 61 or to [9]. 
Let us note that a solution u to (1) is said to be noncontinuable if there is 
no solution to (1) which extends u nontrivially. 
THEOREM 4. Let the general suppositions (A), (o), (Y), (F), (S) holdfor 
each T < I”E < co, let u0 E D(A4(0)) and assume: 
(i) F maps bounded subsets of 0; into bounded subsets of X, 
(ii) To each pair (to, vO) there is a local mild solution to 
1 
I 
v(t) = qt, to) vg + U(t, s) F(s, v(s)) ds. (18) 
10 
Let u be a noncontinuable mild solution to (1). Then, either u exists on all of 
[0, r*) or there is T, E (0, T*) such that u exists on [0, T,) and 
lim sup,,rl ] u(t)1 y= co. 
Some additional remarks seem to be necessary. 
Remark 3. (a) If U(t, s) is an evolution system in Y also, i.e., if 
U(t, s)y is continuous in Y for each fixed y E Y, then in the second alter- 
native of Theorem 4 the expression “lim sup” can be replaced by “lim.” 
(b) If one is given a priori bounds in Y to solutions of (1) on each finite 
subinterval of [0, r*), then local existence of (1) implies global existence by 
Theorem 3. 
(c) A well-known method for obtaining bounds on solutions is to impose 
growth conditions onf, in the simplest case 
IF@, YL Q MM1 + I&> for all t E [0, r*), y E a,(t), (19) 
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where M(t) is some nondecreasing function. By Gronwall’s inequality, (19) 
yields bounds in Y. 
(d) If we already have a bound of AP(t) u(t), p </I, it is possible to 
deduce boundedness of A4(t) u(t) by means of the moments inequality (6), 
provided f grows like 
lF(C Y)lx <Wf)(l + lYIYYts for all f E [0, P), y E Q,(f), (20) 
where M(t) is nondecreasing again and 6 E [0, (1 - p)(@ - p))‘). For 
example, p = 0, p = f would yield p E [0, 1); i.e., F is now allowed to grow 
almost quadratically. 
Finally, let us refer to Kielhofer [6], who uses energy estimates to obtain a 
p,riori bounds and so obtains results much stronger than those mentioned in 
Remark 3. 
5. APPLICATIONS TO PARABOLIC SYSTEMS I 
Let G c IRN be a bounded domain with boundary 8G of Class C2 ’ p, ~1 > 0, 
and consider the following strongly coupled second order system of 
parabolic differential equations with diagonal main part subject to initial and 
boundary conditions 
4 = 2 afj(t, x>&, +&(t, x, u, Vu), xEG, fEJ, 
i,j=l 
bk $ + ck(f, x) uk = 0, fEJ, xEaG, (21) 
Uk(O, x) = z&x), XE~; k= l,...,M, 
where Vu = (u,, ,..., u,,J denotes the gradient of u with respect to x and 
v = v(x) stands for the outer normal of G at x E aG. In this section we are 
interested in classical solutions of (21) which additionally will take values in 
some closed convex subset Q” c F?‘. Since our approach is very similar to 
that presented by Amann [ 11, we shall not carry out all of the details. Note 
that the boundary operators can be time-dependent here. 
We collect some assumptions needed in the sequel: 
(Bl) a: JxG+RN2” is uniformly Hiilder-confinuous and 
continuously d@erenfiable with respect to f; there is a constant co > 0 such 
fhat 
holds for all t E RN, f E J, x E c, k = l,..., M. 
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(B2) c: Jx G+ I?’ is continuously differentiable, c, c,, Vc are 
Holder-continuous; ck(t, x) > 0 for all t, x, k; bk E (0, 1) and ck(t, x) = 1 if 
bk = 0. 
(B3) There are integers 0 = MO < M, < . < M, = M such that 
ak E aMm Ck s PM”, bk E bMm for all k=M+, + l,...,M,,,; no= 
f$ x .‘: ;( @ c RM, where .n,” c RMj+l-Mi . IS closed convex and bounded and 
0 E .n,” for each j = l,..., 1. 
Now, we fix p > 2N and define operators A k(t) in X, = LP(G) by means of 
CA k@) u)(x> = - c a@, x> uxix,(x) + 0 u(x) 
id 
(23) 
for all u E D(A,(t)) = {u E WC(G): bk(3u/&) + ck(t, x) u = 0 on aG}. Of 
course, W;(G) denotes the Sobolev space of all functions u E LP(G) having 
generalized derivatives up to order s in LP(G). Then it is well known that 
(Ak(f)}ls.i satisfies hypotheses (Al) and (A3), provided o > 0 is chosen large 
enough; cp. [ 171. Thus, (A,(t)} generates an evolution system Uk(t, s) on X, 
for each k, and Ak(t) = A,(t), Uk(t, s) = U.Mj(t, s) for k = Mi-, + l,..., Mj, 
j = I,..., 1. We put X = ny X, = LP(G, R”) and A(t) = diag(A,(t),..., A,W(t)); 
then A(t) satisfies (Al) and (A3) also, and U(t, s) = diag(U,(t, s),..., U,(t, s)) 
represents the generated evolution system. Note that A-‘(t) is compact in X 
since G c RN is bounded. Furthermore, from Sobolev’s Embedding Theorems 
(cp. [ 4 J) we have 
D(A”(t)) G C’ ++‘(,, IR”), (24) 
provided GL, 1 E [0, 1 ] satisfy f(1 + N/p) < a < 1, 0 < ,I < 2a - 1 - N/p. We 
define R c X by means of 
Q = {u E X: u(x) E Q” for almost all x E G}. (25) 
Then, 0 is closed convex bounded and 0 E 0. Furthermore, since the main 
part of (21) is uncoupled it is easy to see from the special structure of a0 
that 
ew(‘-‘)U(t, s) L2 c LI, (4 s) E A,, (26) 
holds. Let Y = C’(G, P”) normed in the usual way. Then condition (Y) 
holds, provided f( 1 + N/p) < p < 1. 
On the nonlinear part of (21) we impose 
(B4) f:Jxt?xR”xRNM -+ R” is locally Holder-continuous. 
(B5) For every function u E Y which satisfies the boundary conditions 
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of (2 l), for each x,, E G with u(xO) E XI’, for every p E N(u(x,)) and t E J 
the inequality 
(P, f(t, x0 3 u(xo), Vu(x0)) < 0 
holds. 
By ( , ) we denoted the inner product in IR”’ and for v. E XI0 we let 
N(v,) = {p E lR”: (p, vo) = max66RO(p,<)} be the set of all outer normals 
of 0’ in 21,. 
Defining F: J x 0, -+ X by means of 
F(t, u>(x) = f(t, x, u(x), Vu(x)>, tEJ, uEflnY=R, (27) 
it is clear that F fulfills condition (F) and moreover is locally Holder- 
continuous, and so the hypotheses of the Regularity Theorem are fulfilled. 
Furthermore, (B5) implies that Condition (10) holds (cp. [ 1 I). Therefore, it 
is not hard to verify that (S) holds for U(t, s) and nonlinearity 
F(t, U) + w U. We obtain 
THEOREM 5. Let suppositions (Bl)-(B5) hold. Then to each 
u. E C’(c, R”)n D(A(0)) there exists a local classical solution u(t, x) to 
(2 1) which only has values in 0’. Moreover, if there exists an a priori bound 
K = K(T, uo) such that 
I Wt, >lo < KG? uo> 
holds in J, then (21) has a classical solution on all of J. 
Proof: Applying Theorem 1 and the Regularity Theorem we get a local 
strict solution of (21). Theorem 4 ensures global existence if a priori 
estimates are available. To prove that strict solutions are even classical, note 
that embedding (24) implies that u(t, x) is a solution of a linear system with 
Holder-continuous inhomogeneous part b(t, x) =f(t, x, u(t, x), Vu(t, x)) and 
therefore standard regularity arguments show that u(t.x) is a classical 
solution of (21) (cp. [ 1 I). Q.E.D. 
One might expect that it is possible to dispense with the special structure 
of a0 described within (B3), exploiting the generalized subtangential 
condition (S) somewhat more. We show below that in general this expec- 
tation is false. First note that (S) implies the following condition (cp. [3, 
p. 501): 
(So) For any t E J, u E Rn D(A(t)) and u* E X* such that 
(u, u*) = sup{ (0, u*): u E 0) the relation 
holds. 
(-A(t) u + F(t, u), u*) < 0 (28) 
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COUNTEREXAMPLE. Consider the following 2-system in one space 
variable x E G = (0, 1): 
subject to initial and Dirichlet boundary conditions, where d,, d, > 0, 
d, # d, and f is continuous. Let 
where c, d > 0. We prove that (So) is violated if d, # d,, whatsoever the 
function f might be. 
Let us fix to E J, x0 E (0, 1), a0 = (u;, u:) such that uh, U: > 0 and 
U; + c . U; = d. Put 
u(x) = rp(x - x0) 
( 
240 + ; (x - xo)2 
( 1) 
1,-i 
c ’ 
where q(s) denotes some nonnegative ?-function with o(s) = 1 for 1.~1 < E 
and q(s)-0 in /sI>~“~. E and E = E(U) is such that E < 22’ min(x,, 
(1 -x0)) and U: + as’, U; - (a/c) s2 > 0 hold. Let v(s) 3 1 for 1s 1 < E and 
v(s) = 0 for /sI > E. Then U* = tq(x - xo)n is such that (u, u*) = sup{(v, u*): 
v E a}, where n = (1 + c2)- ’ (1, c) denotes the outer normal of no. Now, if 
we choose first a E R in such a manner that 
(1 + c2W, - d,h + UP,, xo, ~0, 01, n> > 0 
holds and then choose E(U) > 0 such that 
(1 + c2)-’ (4 - d,) a + (fk,, x, u(x), u’(x)>, a> > 0 
holds for x E [x0 - E, x0 + E] also, we obtain 
(-A(t) u + P(t, u), u*> 
I 
XO+C = (1 + c’)-’ (d, - d,) u + (At,, x, u(x), u’(x), n) dx > 0, 
x0-e 
thus contradicting (28). 
This example indicates that condition (B3) is necessary for hypotheses (S) 
to hold, in the setting of this section. 
PARABOLIC EVOLUTION EQUATIONS 533 
6. APPLICATIONS TO PARABOLIC SYSTEMS II 
In this section we consider problem (21) once more, but now G c RN is a 
possibly unbounded domain with compact boundary L?G of class C*+ “, 
,u > 0. We again let (Bl) hold, but for the sake of the convenience we only 
deal with Dirichlet boundary conditions, i.e., bk = 0 and ck(t, x) = 1 for all 
k = l,..., M. The nonlinearity now is supposed to satisfy 
(B4’) j-z JxGxIR’+‘xR”““+R~ is Htilder-continuous with respect 
to all of the variables, uniformly in (t, x), but only locally in (u, Vu); 
moreover f (t, x, 0, q) = 0 for all t, x, q. 
Suppose we are given functions (D, tq: J x G+ RM which are upper and 
lower solutions to (21); i.e., 
6) 
,i;;; 
(iv) 
where r0 > 
(VI 
v and I+Y are of class Cz w.r. to x and C’ w.r. to t on J x c; 
(ok(t, x) < vk(t, x) for all t, x, k; 
cpk(O, x) < u:(x) < ~~(0, x) for all x, k; 
vk(t, x> < -ro, r. < vk(t, x) for all x E L+G, k = l,..., M, t E J, 
0; 
(ok@, x) < -rl, vk (t, x) > r, for all t E J, x E G with 1 XI > R , , 
where R,, r, > 0; 
(vi) VP: < Ci,j a:(& X) cptixj + fk(tv X, & Ir> for all t, X, k & rt with 
rk = qk(t, x), vk = Vpk(t, x) and & E [$(t, x), vi(t, x)], vi E IRN for i # k; 
(Vii) v/f > Ci,j a$(& X) V&, t fk(fr X, t, V> for all 6 X, k t, rt with tk = 
~“(t, x), qk = Vvk(t, x) and ri E [~‘(t, x), $(t, x)], vi E RN for i # k. 
Then we are interested in the existence of a classical solution u(t, x) of 
(12) which lies between rp and w; i.e., 
Vlk(t, x> < Uk(h x) < vk(4 x) for all t, x, k. (29) 
To put this problem into the framework of the theory developed in Sections 
24 we define 
Xo=Co(G)={u:G+IRcont.:u-OonaG,u(x)-+Oas]xl+cr,}; 
(A k(f) u)(x) = - x a:(t, x) uxjx, + wu9 (237 
iJ 
for all u E D@,(t)) = {u E W&,(G) nXo : A,(t) u E X0}, where q denotes 
any number with q > N. 
Stewart [ 161 proved that the operators satisfy Condition (Al), provided 
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w > 0 is chosen large enough. Moreover, he obtained the following estimate 
of Agmon type: 
for all Re ,J > 0, where 0 = N(2q)-’ and rl = rl IJI-“‘. Constants C,,, C,, , 
w, r, do not depend on t and k. 
Now, using estimates (30) and (Bl) it is not difficult to show that 
Conditions (A3) and (Y) hold, if we define 
Y, = c;(G) = {u E C,(G): u is of class C’ and I Vul, < co ) 
normed by lull = 1~1, + IVul,. Now, put X=Xf= C,(G, W’), Y= Yf= 
CA(G, IR”‘), A(t) = diag(A ,(t) ,..., A,,,,(t)), p E (f(1 + N/q), 1). Then it is clear 
that Conditions (A) and (Y) hold and moreover U(t, s) = 
diag(U,(t, s) ,..., UJt, s)) represents the generated evolution system. Note that 
in general the operators A(t) have nonconstant domain of definition although 
the Dirichlet boundary conditions are time-independent. Furthermore, from 
(B) and (30) it also follows that the hypotheses of the Regularity Theorem 
hold, and that D(A4(t)) consists of functions with locally Holder-continuous 
gradients. 
It is natural to define 
O(t) = {u E X: pk(t, x) < u”(x) < tyk(t, x) for x E G, k = l,..., M}. 
It is immediate that Condition (Q) holds. Finally, put 
qt, u)(x) = f(t, x, u(x), Vu(x)) + w(x) t E J, u E Q(t) n Y. 
Clearly, F: 9: -+X is locally Holder-continuous and so Condition (F) is 
valid. 
Since rp, w are upper and lower solutions to (21) it will turn out that the 
subtangential condition (S) holds and so from Section we obtain 
THEOREM 6. Let hypotheses (Bl) and (B4’) hold and suppose ~1 and v 
are upper and lower solutions to (21). Assume alternatively: 
(a) G c RN is bounded; 
(b) f is locally Lipschitz with respect o t, u, Vu, uniformly in x E c; 
(c) There is a continuous function W: J x R + + R such that p*(t) = 0 
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is the maximal solution to p’ = w(t, p), p(0) = 0, and for all t E J, x E G, 
q E IF? M, t, <E RM with #(t, x) < r’ < $(t, x), i = l,..., M, the estimate 
(f(a x3 r, v> - f(4 x3 P, rl), r - n < 46 I r - <I) I r - 51 (31) 
holds, and let ai = at for all i, j, k. 
Then, to each u E C’(c, R”) n D(A(0)) f7 0(O) there exists a local 
classical solution u of (21) (with Dirichlet boundary conditions) which 
satisfies (29). Moreover, if there exists an a priori bound K = K(T, uO) such 
that 
I u(t> Ilo + I Wt, lo < K 
holds in J, then (2 1) has a classical solution on all of Jfor which (29) holds. 
Quite recently, Bebernes et al. [2] obtained a result like Theorem 6 in the 
case G c RN is bounded and f satisfies a Nagumo-type growth estimate. 
They were able to admit general boundary conditions of type (B2) as well 
and their assumptions concerning regularity of the coefficients at are slightly 
weaker than our (Bl). 
Completion of the Proof of Theorem 6. We prove that Condition (S) 
holds. For this purpose let us tix t E J and u f aLn(t) n D(A5(t)). Then there 
are x0 E G and i E (l,..., M} such that ui(xO) = rp’(t, x0) or ui(xO) = y’(t, x,,) 
and rpk(t, x) < u”(x) < v”(t, x) for x E c, k = l,..., M. Moreover, we have 
Vu’(x,) = Vrp’(t, x0) or Vu’(x,) = V@(t, x0), respectively. Since X is a finite 
product of spaces X,, we only have to check (9) componentwise and so let i 
be fixed also. 
For simplicity we always drop index i. 
Let us define 
uh = U(t + h, t) u + hU(t + h, t) F(t, u) 
and 
i 
Ith 
Yh = u(t + h, s) F(t, u) ds - hU(t + h, t) P(t, u). 
t 
Since 1 y, lx0 = o(h) and IAs(t + h)yhlXO= O(h’-“) hold as h + O+, it is 
sufficient to find wh E D(As(t + h)), q(t + h, x) < wh(x) < W(t + h, x), such 
that zh = uh - wh satisfies 
izhiXo = o(h) and IA’(t + h) Z,,(x” = o(h”) as h-+0+, (32) 
40911112-14 
536 JAN PRiiSS 
where q = (0, 1 --/.I) is some number independent of h, u, t, i. As a first step 
we define 
+)h = qqt + h, x) if uh(x) < cp(t + h, x) 
= u/l(x) if ~(t + h, x) < vh < W(C + h, x) 
=w(t+h,x) if ~(t + h, x) < uL(x). 
To prove that 1 Z;rIXO = o(h) as h + O+, Z;, = v,, - 6,,, we choose functions 
6, IJ~ E D@(c)) in such a manner that &t, x) < g(x) < u’(x) < G(x) < I#([, x) 
for x E G, F(x) = o(t, x) and (A(t) $) = A(t) cp(t, x) if u’(x) = pi(t, x), and 
q(x) = ~(t, x) and (A(c) G)(x) = A(C) ~(t, x) if u’(x) = I#(& x). Note that 
there is no trouble with the boundary 8G, by (iv). Since U(t + h, t) 6 < 
U(t + h, c) u < U(t + h, t) i+? holds in e, we obtain 
U(c + h, t)[u + hF(c, u)] > P(C + h, .> + A[-A(t) p(t, .> - rp,(f, .) + W, u)J 
+ h[q,(t, .)- h-‘W + h, .I - cp(f, ,111 
+h[h-‘(U(c+h,c)@-@)+A(c)$] 
+ h[ U(c + h, c) -I] F(c, u) 
and reversed inequality with cp replaced by w. 
Now, let E > 0 be given. From the upper and lower solution properties of 
o, w we thus get existence of 6 = 8(s) and rc = I(E) < r0 such that 
u,,(x) > rp(c + h, x) - he 
u,,(x) < W(C + h, x) + he 
for x E N:, 
for x E fVz 
(33) 
holds for 0 < h < 6, where Nz = {x E G: [u(x) - cp(t, x)1 < T,} and Nz is 
defined analogously. Note that sets Nz, Nz are compact by (v). Furthermore, 
we define 
N, = {x E G: q(t, x) + r,/2 < u(x) < ty(t, x) - r,/2}. 
The sets NF, Nz, N, form a covering of G. Now, by reasons of continuity 
there exists 6, = 6(r,, E) > 0, possibly smaller than 6, such that 
rp(t + h, x) < u,Jx) < v(f + h, x) for x E N,. (34) 
Combining estimates (33) and (34) we conclude that IFhlX, < E h holds 
provided 0 < h < 6, = min(b, 6,). In general, 6,, fZ D(A4(t + h)), and so we 
have to smooth out function @,, in an appropriate manner. For this purpose 
we choose x E C*(lR) satisfying 0 <x(s) < 1, x(s) = 1 for s < 0, x(s) = 0 for 
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s > r, and (x’(s) f rl + Ix”(s) r2/ < C,, for s E R, where C,, denotes some 
constant independent of r > 0. Now, put 
x I (x, = X(Uh(X) - P(t + k x)), x2(x) = X(Y4 + k x) - U/t(X)) 
and define 
w2(x) = U/l(X) + mx1(x) -x2(x))* (35) 
Since we have strict inequality in (ii) and r,, > 0 it is not hard to verify that 
wh satisfies rp(t + h, x) < w,,(x) < v/(t + h, x) in G and ) w,, - vhlx,, < eh, 
provided r, h are chosen sufficiently small. Furthermore, we let r = h112, and 
obtain 
lA(t + h)z,& < C,, ,h[hW2h4-’ + h-l] < 2C,3~, (36) 
where C,, denotes another constant independent of h. Thus, an easy 
application of the moments inequality proves (32) to be true, where 
q E (0, 1 -p) can be chosen arbitrarily. Q.E.D. 
Remark 4. For simplicity, we preferred a rather strong definition of 
upper and lower solutions to (21). It is possible to prove Theorem 6 if (ii) 
and (iv) in the definition of upper and lower solutions are replaced by the 
weaker versions: 
(ii’) o’(t, x) < t&t, x) for all k, t, x; 
(iv’) o’(t, x) ,< 0 < vk(t, x) for all t E J, x E aG, k = l,..., M. 
On the other hand, we do not know if Theorem 6 holds without requiring 
the condition at infinity (v). 
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