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The infinite-dimensional versions of the linear quadratic cost control problem 
and of the linear filtering problem lead to an infinite-dimensional Riccati 
equation with unbounded operators. Existence and uniqueness theorems for 
mild solutions of this Riccati equation are established using a sequential 
approach based on approximating controllers for the linear quadratic cost 
control problem. By using a semigroup and evolution equation approach, the 
results are valid for a large class of unbounded operators and, hence, are 
applicable to many linear infinite-dimensional control systems. 
1. INTRODUCTION 
These results are an improved version of a paper [3] given by the authors 
at a conference on “Recent Mathematical Developments in Control,” Bath, 
England, 1972, and rely heavily on results from a paper [ 1 l] delivered by 
Pritchard at the IFAC Conference on Distributed Parameter Systems at 
Banff, 1971. 
We consider the infinite-dimensional Riccati equation, which arises from 
the solution of the infinite-dimensional linear quadratic cost control problem 
[l l] and from the infinite-dimensional filtering problem [3]. 
The main difficulties in considering the infinite-dimensional version of the 
classical control problem arise in two main areas: In the existence and 
uniqueness of solutions of the Hilbert space differential equation and in the 
interpretation of the infinite-dimensional Riccati equation. We use the 
abstract evolution equation approach when considering the Hilbert space 
differential equation (see Kato [6]), and we include an appendix summarizing 
the main known results and a few minor extensions. In order to give sense to 
the Riccati equation, we define a mild inner product version which solves the 
problems of the domain of the differential operators. 
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Previously, there have been two main approaches to this problem. Lions [8] 
uses a different approach to prove existence and uniqueness theorems for the 
Hilbert space differential equation, which is essentially a weakened coercivity 
condition on the differential operator. He establishes his Riccati equation 
results indirectly by considering a decoupled system of equations formed by 
introducing an adjoint system. Our final theorem includes his results for this 
particular system, although his methods provide more easily verifiable 
criteria. Lukes and Russell [9] consider time-invariant systems but include a 
special class of unbounded operators in the control term and in the cost 
functional. They prove the existence and uniqueness for a solution of an 
integrated version of the Riccati equation, using the abstract evolution equa- 
tion approach. 
Datko [4] uses a similar approach to the one used in this paper but considers 
only the time-invariant case and does not place the emphasis on the Riccati 
equation. 
2. PRELIMINARIES 
Let V, .X be real Hilbert spaces, the control and state spaces, respectively, 
and let T = [0, tr] be a real finite time interval. Consider the following 
abstract evolution equation on X: 
g = d(t) a(t), 40) = x0 , (2.1) 
where d(t) is a closed densely defined linear operator on S that generates an 
evolution operator @(t, S) ensuring that (2.1) has the unique solution 
x(t) = qt, 0) %#J . 
Consider the inhomogeneous form of (2.1): 
g = Jqt) z(t) + f(t), z(0) = x0 . (24 
Then for sufficiently smooth f(t), (2.2) has the unique solution 
q) = qt, 0) 20 + Jot qt, S>f(S) A. (2.3) 
Forf(t) merely integrable, (2.3) is not a “strong” solution, but it is a well- 
defined S-valued function and we call it a “mild solution” of (2.2) as in 
Pritchard [I l] (see A10 in the Appendix). 
Consider now the infinite-dimensional system 
g = 4t> z(t) + a(t) u(t), 40) = x0 9 (2.4) 
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with the cost functional 
Q+> = WA ~4t,)> + jt’ [W), w(s) z(s)) + (u(s), g(s) +)>I 4 (2.5) 
0 
where d(t) is as in (2.1), z. E #, the admissible control u ~La(0, T, V), 
=qt) E =w-9 a 9, ff-(t) E =qz, S) and are self-adjoint and positive 
semidefinite, 9(t), 9(t)-l E 9(T, V) and are self-adjoint and positive 
definite, and a(t), w(t), 9(t), and G%‘(t)-1 are all uniformly bounded in norm 
in t on T. 
Note. We do not distinguish between the inner products on Z and -Y 
since the context makes this clear. 
We first prove the existence and uniqueness of a solution 2,(t) E 9(/F, &?) 
for the associated integrated Riccati equation: 
-R&) = %r,*(tl , t) @L,(t, , t) + j” @m*(s, t) K.,(s) %m(s, t) ds, (2.6) 
t 
where S&S, t) and wm(s) will be defined later in Section 3. 
Then in the time-dependent case we can differentiate an inner product 
form of (2.6) t o obtain the existence and uniqueness of a solution 
J&,(t) E S?(&‘, 8) of the associated inner product version of the Riccati 
equation: 
<[(d-%&)/4 + d*(t) -Co(t) + Z&) 4) 
+ @qt) - %&) -qt> 9-l(t) g*(t) -c(t)1 y, x> = 0, 
-%&l) = 9, 
(2.7) 
where X, y are arbitrary elements of 9 = ~tsr~(~(r)). (A similar result is 
obtained in the time-invariant case under additional assumptions on the 
bounded operators.) 
3. THE INFINITE-DIMENSIONAL RICCATI EQUATION 
As in Pritchard [l 11, we consider the sequence of control problems 
generated by a sequence {uk(t)} of admissible controls of the form 
uz = -ST(t) z(t), where Sk(t) E S?(&‘, Z) an d is uniformly bounded in norm 
on T. The &(t) are inductively defined by 
go(t) = 0, 
%(t> = 4-1+yt> g*(t) -%-1(t) + (3 - 4-l) %-1(t), 
(3.1) 
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K(t) = W(t) + -%*(t) B(t) 8(t) 
and 
The evolution operators 4!Yk(t, s) are generated by 
4(t) = 40 - g’(t) %(t> 
(see Theorems A4 and A8 of the Appendix), and the sequence of control 
problems is 
2 = 4(t) +> + Jw) u(t), 40) = 20 > (3.2) 
for an admissible u(t). As is shown in A10 of the Appendix, we can define a 
mild solution of (3.2), 
zk(t) = @&, 0) z. + 1 t a,&, s) c@(s) U(S) ds. (3.3) 
0 
The {A,} is a sequence of bounded operators converging in the uniform 
topology to the identity 9 as k -+ co. In [ 111, Pritchard shows that for the 
time-invariant case, under suitable conditions on the control system, the 
operators 9,(t), Sk(t), and Y&(t) converge in the strong topology. Here we 
extend the result to the time-dependent case and prove that L&,(t), the strong 
limit of LS!~(~), satisfies (2.6) and is unique. We consider two main classes of 
evolution equations: the time-invariant and time-dependent cases. 
As the proofs here are straightforward extensions of the arguments of 
Pritchard [ll] to the time-dependent case, where s(t), w(t), and&(t) are 
now uniformly bounded in norm, we give the outline only. 
THEOREM 3.1. If 2&(t) and zk(t) are us defined by (3.1) and (3.3), 
<%W~ -%c(~) %c(O) = <+&I), %4hD 
+ s,” [<49, %a +m - <%c(sh %c(4 Ws) m) 
- G&(4 =+I W, 4d>l ds. (3.4) 
Proof of Theorem 3.1. The proof for the time-dependent case follows that 
for the time-invariant case in Pritchard [l l] and follows from the definitions 
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of z*(t), &(t), and various manipulations using the uniform boundedness 
properties of the operators. 
THEOREM 3.2. If A, is chosen such that 
A&e(t) + 92-l(t) A, * - .%-l(t) Ak*9?(t) L&9?(t)-1 > 0, (3.5) 
then &c(t)> -%c(t) ~4t)> is a decreasing sequence and g(uk+J < U(u,). 
Proof. Let ii = 0 in (3.4) to give 
+&), -%(t> dt)) = <dtd> ~.4td) + s:’ MS), @‘Is) G(S)) ds 
+ f,” MS), W(s) u&D ds 
since 
%x4 = Ts) + %*(s) @s) %(4 
Therefore 
and %(S) = - =%x4 %(S)* 
~hc) = c%(O), -%c(O) %(0))- 
Then letting ti = I++~ + s k~k in (3.1) with t = 0, gives an expression for 
w4c+1) - w4 
= - s 6’ (y(s), [4$-(s) + @-l(s) 4 - W--l(s) 43(s) 4?@‘(s)l YW ds 
where 
Y(S) = w*(s) -us) - q4 -f%(s)1 %(S)* 
Hence, the result. 
THEOREM 3.3. If {A,} converge in norm to the identity operator, then 
{Z?,(t)} converges trongly to a self-adjoint operator S&(t) which is uniformly 
bounded in norm and satisfies 
c%$), .cJ(t> &M> = k&), I%> 
+ Jyl [<GM ?vs) co(s)) (3.6) 
+ <u(s), qs> u(s)) - Ws), a(s) W>l ds. 
Proof of Theorem 3.3. Note that 2&(t) given by (3.1) is uniformly bounded 
in norm from the properties of %(t, s) [see Theorems A3 and A6 in the 
Appendix]. Similarly, So(t), &(t), and ^ w;(t) are uniformly bounded in norm. 
409147/I-4 
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By induction, 2k(t), Y$t), and Wb(t) are uniformly bounded in norm with 
respect to K. So (Z&(t)> is a sequence of positive semidefinite self-adjoint 
operators, uniformly bounded in norm with respect to t and K, and {2?,(t)} 
is nonincreasing by Theorem 3.2. Hence, t&(t) converges strongly to a self- 
adjoint operator 2&,(t). Using bounds on Sk(t) and WJt), these also converge 
strongly to the operators F,I(t) and 9fm(t), respectively, where 
and 
F&(t) = B-‘(t) s!Tf*(t) i&(t) 
W,I(t) = W(t) + 2&(t) Lqt) w-l(t) B’*(t) 2?,(t). 
Then (3.6) follows by taking limits in (3.4), which is valid by the Lebesque 
dominated convergence theorem, since all operators are uniformly bounded in 
norm. 
Remark 3.1. The control law 
z&(t) = - .62-‘(t) L%‘*(t) 2&(t) z&(t) 
is the optimal control law, which minimizes U(u) (see [ll]). 
Remark 3.2. Condition (3.5) is trivially satisfied for 
(3.7) 
A, = 9, k = 0, I,... . (3.8) 
However, if one is concerned with generating the optimal u(t) as the limit 
of {uk(t)}, this is not the best choice. For a discussion of this synthesis 
problem see [ll]. 
Remark 3.3. The 2,(t) and zm(t) of Theorem 3.3 are given by 
k(t) - = --qt) G(t) + a(t) Km(t) dt 
= (d(t) - g’(t) %(t)) %J(t) (3.9) 
= (d(t) - iqt) B?(t)-1 a?‘*(t) L?&(t)) z&(t). 
That is, where the control has the special form of (3.7), the solution zm(t) 
is actually a strong solution (see Theorems A3 and A8 in the Appendix). 
4. THE INFINITE-DIMENSIONAL RICCATI EQUATION 
THEOREM. 4.1 THE INTEGRATED RICCATI EQUATION. Consider (2.4) 
and (2.5) under the following assumptions: 
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(i) Either d(t) = JZZ is time invariant and is the infkitesimal generator 
of a strongly continuous semigroup {Y(t), t > O> or S?(t) generates an evolution 
operator %(t, s) as in Theorem A6 of the Appendix. 
(ii) 9, W(t) are self-adjoint and positive semidefinite operators in 
=qz, 8). 
(iii) .2(t), L%?‘(t) E LF(V, “cr) and are self-adjoint and positive de$nite. 
(iv) 32(t) E L?(V, SF), W(t), B(t), and B(t)-’ are uniformZy bounded in 
norm in t on T. 
Then the following integrated Riccati equation has a unique solution 
2&,(t) E 9(X, A?): 
-%(t> = @‘m*(tl , t) 3@rn(tl , t) + it’ So*@, t) ‘w;,(s) %m(s, t) ds. (4-l) 
t 
Proof of Theorem 4.1. From Theorem 3.3 and Remark 3.2, we know 
that i&(t), 9$(t), and Wk(t) converge strongly to S,(t), Fm(t), and %/=(t), 
respectively, as K + co. 
Consider {ak(t, s)}, the sequence of evolution operators generated by 
&i(t) = d(t) - S?(t) &(t). Then by Th eorem A5 or A9 from the Appendix, 
since G?(t) 2&(t) is uniformly bounded in norm in li and t, we have that 
ak(t, s) + @‘,(t, s) strongly as K -+ co, where %‘,(t, s) is the evolution 
operator associated with d(t) - 39(t) gm(t). 
So, if we consider the expression for A!,(t) in (3.1), as all operators are 
uniformly bounded in norm, we can take limits as k + CO, using the Lebesque 
dominated convergence theorem to obtain (4.1). To prove the uniqueness, 
we use Theorem 3.1 and the fact that the control generated by {u*(t)} mini- 
mizes the cost. Suppose that 2$(t) is in 2(X, #) and is uniformly bounded 
in norm in t on T and also satisfies (4.1); that is, 
4(t) = %“(t1 , t) s%(tl , t) + 1 t1 %“(s, t) %0(s) @l(S, t) 4 t 
where Sl(t, s) is the evolution operator generated by 
d-(t) - S(t) w-l(t) a*(t) 221(t). 
Let 2?,(t) be the solution demonstrated in this theorem. Consider the system 
of equations (2.4), 
g = JJ(t) z(t) + g’(t) 4th x(O) = 20 9 
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and the cost functional (2.5) as before. In (2.4) we let 
where 
Now let 
where 
The cost generated by the control u, is 
= WI), ~4h>> + jot' MS), @'i(s) z(s)) ds 
Therefore, 
%4 = ho > -%(O) 20) -t- r,t’ G , @%> A by (4.2). (4.3) 
Similarly, 
Let y * = -B-l@*A’,z and u,* = -B?%@*&+-that is, the controls 
when Ed and &, are zero, respectively. Let C~ = -9!-1B*(91 - 2,) z in 
(4.4); that is, 
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Then 
V(u,*) = V(um*) + jot1 (iz, , Wtim) ds from (4.4). (4.5) 
Let U, = --W-%*(9, - 9,) x in (4.3). Then 
Therefore, 
U(u,*) = %?(t+*) + It’ (t-i1 ,52ii;) ds. 
0 
(4.6) 
Adding (4.5) and (4.6) we obtain 
0 = sd’ (ii, , 9&im) ds + 1 t1 (ziI , WiiJ ds. 
0 
But 9(s) is positive, and so ii- = 17~ = 0; that is, 22,(t) = 9,(t) almost every- 
where on T, or there is a unique solution of (3.1) belonging to 
L”( T; 9(#, 2)). 
THEOREM 4.2. THE INNW PRODUCT RICCATI EQUATION. Consider the 
inner product Riccati equation (2.6): 
<[d-%(t)P + d*(t) -%dt> + -G(t) d(t) 
+ W(t) - %2(t) w(t) w-v> a*(t) -%&)I Y, 4 = 0, 
where 
x, y E .9 = n qd(t)). 
teT 
(a) Time-dependent case. Then if d(t) generates an evolution operator 
%(t, s), as in Theorem A6 of the Appendix, and 
(i) 8, W(t) are self-adjoint positive semide$nite operators in L??(YZ’, &‘), 
(ii) 93(t), &l(t) E _Ep(V, V) are self-adjoint and positive definite, and 
(iii) S?(t) E LZ’(Y, s?), W(t), B(t), and &l(t) are un~ormly bounded 
in norm in t on T, 
then (1.6) has a unique solution. 
(b) Time-invariant case. If ~2 is the in.nitesimal generator of a strongly 
continuous semigroup and conditions (i) and (ii) above hold but the stronger 
condition 
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(iii’) B(t) E L?(V, SF), W(t), 9?(t), and 95-‘(t) are strongly continuously 
differentiable in t on T, 
holds, then (2.6) has a unique solution. 
Proof of Theorem 4.2. (a) Time-dependent case. Consider the integrated 
Riccati equation (4.1). Using the strong differentiability property (4) of 
@(t, s) (see Theorem A6 of the Appendix), we may differentiate an inner 
product (L&,(t) y, x> version, where x, y are arbitrary elements of 
53 = ntc, %e)>: 
= $ c=k(t, 9 t) Y, @&I , t) x> 
= - (~@cok , t) Jeo(t)y, @m(t1 , t) x> 
- (~~c&l , t) Y, a&l , t) do(t) x>, 
and 
d 
z (s,” @a,*(~, t) K(s) @m(s, t> ds y, x) 
= $ f t1 <%,*(s, t) K(s) “@!m(s, t) y, x> ds t 
= - @00*(4 t) K(t) %xl(t, t) y, x> 
+ (’ ; (%*(s, t) K(s) %&, t) y, x> ds, 
(4.7) 
(4-V 
since all operators are strongly continuous in t and uniformly bounded in 
norm 
= - <%?L(t> y, x> - Jtt’ r@m*(s, t) %0,(s) %(s, t> =&WY, x> 
+ <4*(t) @a*(~, t) C(s) %&, t> Y, 41 ds 
= - <T&>Y> x> - (f %*(s, t) Ws) @&, 4 ds 4&) y, x) 
- (k*(t) s,” @a*(~, t> K(s) %m(s, t) dsy, x) 
by taking s&,(t) and a&*(t) outside the integral since they are closed operators 
and the integrands are all integrable. 
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The theorem now follows by substituting for a,(t) from (4.1). 
(b) Time-invariant case. The proof here is the same, except we need 
the stronger assumption (iii’) in order to perform the differentiation steps 
(4.7) and (4.8). See Th eorem A3 in the Appendix for property (v), wherein 
the evolution operator @!,(t, s) is generated by & - g(t) 9?‘(t) .3’*(t) a,(t). 
5. CONCLUSIONS 
We have established an existence and uniqueness theorem for an inner 
product version of the infinite-dimensional Riccati equation for a large class 
on unbounded operators d(t) and bounded operators 3, 9?(t), W(t), :3?(t), 
and w-l(t). The reason for the more stringent smoothness conditions on 
these bounded operators in the time-invariant case is that we are imposing 
very weak conditions on JY. If, for example, & generates a contraction semi- 
group or an analytical semigroup, then it satisfies the assumptions for the 
time-dependent case and the Riccati equation has a unique solution when 
B’(t), a(t)-l, Wt), and a(t) are uniformly bounded in norm in t on T. The 
immediate applications are in the infinite-dimensional linear quadratic 
control problem already studied by Pritchard in [ll] and in the infinite- 
dimensional filtering problem by Curtain [2]. 
APPENDIX: ON SOLUTIONS OF EVOLUTION EQUATIONS 
Here we summarize known results on existence and uniqueness of solu- 
tions of the abstract evolution equation in a Banach space and include some 
easy extensions needed in the proofs of the main theorems (see [l, 6, 7, lo] 
for proofs). 
Let w be a Banach space, let T = [t, , tr] be a finite time interval, and let 
d(t) be a linear operator on xi, which is usually unbounded. Consider the 
equation 
g = Jq) 44 +f(% t E T, 
(4 
THEOREM Al. TIME-INVARIANT HOMOGENEOUS CASE. If d(t) 3 d, 
f(t) = 0, and d is the generator of a strongly continuous semigroup 
{F(t), t 3 0}, then for all z, &B(d), (a) has the unique solution 
z(t) = 9-(t - t,) Z@. 
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THEOREM A.2 If J&’ and .z, are as in Theorem Al avtdf(t) satisjies one of 
the f~l~~.~, 
(i) f(t) is strongl’y continmly d~~~~t~ab~e on T or 
(ii) f(t) ENVOY t E T andf(t) and &f(t) are both Bochner integrubb 
on T, 
then (06) has the urge soZution 
x(t) = 3yt - 
Tabs A3. PERTURBATION R.ESULT. ~~~~~) =0 and a’(t) = s@+&?(t), 
where Jrl’ is as in Theorem Al and ~#{t) E ii?@, %) for t E T and is ~~~~~ly 
bid in ‘IU)TM in t on T, thm &‘(t) grates an ~o~t~~ operatop 
Gqt, s) E qs, jt), w tc h - h is strongZy co~tinuo~ i% (t, s) and is d&ted by 
where 
Y*(t, s) = 3-(t - s) and sqt, s) = j-” Yyt - u) L%(U) L$&, s) do, 
s 
and has the following properties. 
(i) %‘(t, t) = N, the identity operator; 
(i) %(t, s) @!(s, 0) = @(t, u), cr < s < t; 
(iii) 11 %!(t, s)/] < ik&~t~-~) for .&table co~t~ts M a& c ~~~~~t 
of t and s. 
(iv> If (CY) hiss a solution, then it is x(t) = *(t, t,) z, . If, b ~~~~, 
&3(t) is str~g~y co~ti~uo~~y dl~~~t~~~ in t on I; then @(t, s) is stripy 
continuously d~~~~t~~e and has the following add&n& properties. 
69 tw4 s}~~t~ x0 = (Sk’ 4 ~(t~} wt, s) .%, f@y xl3 E q@+); 
(vi) @(t, s): B(af) -+9(d); 
(vii) (iW(t, s)/&) z. = - @(t, 4 (d + W(s)) ss,, for z. E g(d). 
Furthermore, (CX) has the unique solution x(t) = %(t, to) z, for all z, E 9(d). 
Under the same as~mpt~~ above, (98 + a(t))* generates the solution operator 
%(t, s)*, which has analogoecs projkrties to %(t, s). 
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THEOREM A4. If d(t) = G? + a(t), as in Theorem A3, and f (t) is strongly 
continuously d$ferentiable, then (a) has the unique solution 
z(t) = Wt, to) zo + j-1 @(t, s) f (s) ds, for zo E qJq. 
THEOREM A5. A CONVERGENCE RESULT. Let & be the generator of a 
strongly continuous emigroup and let (S’lc(t)} b e a sequence of operators belonging 
to 9(%, 3) such that 11 &(t)ll < c unzformly in k and t on T and S9k( t) + g!(t) 
strongly as k -+ co. Then, if elx(t, s) is the evolution operator generated by 
JZ! + Bk(t), ek(t, s) converges strongly to %(t, s), the evolution operator 
generated by & + g(t). 
THEOREM A6. TIME-DEPENDENT HOMOGENEOUS CASE. Suppose .@t) 
satisjes the following assumptions: 
(i) d(t) is a densely defined closed linear operator on x, whose spectrum 
is contained in a fixed sector 
22 [ arg y 1 < 0 < r/2 and 
(ii) d(t)-1 E P’(jt x) and is Holder cont@ously disfentiable in t in 
the unsform operator topology. 
(iii) II(W) (y=@ - d(t>)-l II < T/I Y P for Y 4 4 0 < P < 1. 
Then for z, E if and f (t) = 0, (CX) has the unique solution z(t) = %(t, to) z, , 
where %(t, s) is the evolution operator generated by d(t) and has the following 
properties, 
(1) @(t, s) E 2(X, x) and is strongly continuous in s and t. 
(2) %(t, s) = %(t, r) qr, s), s < r < t. 
(3) %(t, s): X-&(&qt)). 
(4) ‘%(t, s) is strongly continuously d$%tentiable in t, for t > s, and in s: 
aqt, syat = d(t) @(t, s), 
(M(t, sps + cqt, s) d(s)) x0 = 0 fOY z0 E 9(&?(s)), 
II d(t) @(t, s)ll < c/l t - s I . 
(5) d*(t) generates the evolution operator %*(t, s) with analogous 
properties to %(t, s). 
56 CURTAIN AND PRITCHARD 
THEOREM A7. INHOMOGENEOUS CASE. Suppose &(t)is as in Theorem A6 
and that f (t) is H6lder continuous in t, then (a) has the unique solution 
x(t) = @(t, to) zo + j-1 a(t, 4f (4 & for 20 E ft. 
THEOREM A8. PERTURBATION RESULT. Suppose &‘(t) = dl(t) + g(t) 
and dl(t) and f (t) are as in Theorem A6, and suppose B’(t) sat$ies 
(i) 93(t) is a cZosed linear operator on w with 9(a(t)) 3 2(dl(t)), 
(ii) II g(t) (~9 - scl(t))-l II < c/l y P for y 6 Z: and 
(iii) 2?(t) dl(t)-l is HiiEder continuous with exponent p of (iii), of 
Theorem A6. 
Then d(t) generates an evolution operator @(t, s), as in Theorem A6, and (a) 
has the unique solution 
z(t) = a@, to) xo + j t @!(t, 4f (4 ds. 
to 
- - 
COROLLARY A8. If i%(t) E 9(x, x) an is uniformly bounded in norm in t d 
on T, then Theorem A8 holds. 
THEOREM A9. CONVERGENCE RESULT. Let d(t) be as in Theorem A6 and 
suppose {9Yk(t)} is a sequence of bounded operators on 8, uniformly bounded in 
norm in k and t and converging strongly to 98(t) as k --+ co. If d(t) + ak(t) 
and d(t) + .!AY(t) generate the evolution operators 42,Jt, s) and @(t, s), respec- 
tively, then sk(t, s) --+ %(t, s) strongly as k + CO. 
AlO. Weak and Mild Solutions 
Consider (LX) under the assumption of Theorem A6, i.e., d(t) generates an 
evolution operator, %(t, s). Then 
4) = @(t, 0) zo + (1 @‘(t, 4 f (4 ds 
is well defined for any Bochner integrable f (*), although it is not in general a 
solution of (a). Therefore, one could define z(t) to be a “mild” or “integrated” 
solution of (a) as in [ 111. More specifically, if x = Z’, a Hilbert space, one 
could use the definition of “weak” solution of Kato and Tanabe [7]: x(t) is a 
weak solution of (a) in (s, tJ if (i) x(t) is continuous in (s, tl] and 
(ii) it’ (z(t), g’(t) - d*(t) g(t)> dt + <+), g(s)> = 0, 
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where g(t): T+ 2 and g(t) ~g(&(t)*), where g(t), g’(t), and &*(t)g(t) 
are continuous on (s, tl] and where g(t,) = 0. 
If f(t) is Bochner integrable, our mild solution is also a weak solution in 
this sense. 
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