Abstract. An application of a parallel genetic programming approach to discovering new spatial interaction models is described. It is noted that geographic information systems have resulted in the creation of extremely data-rich environments but it is proving very difficult to exploit this situation because of the lack of suitable models and the difficulties of model creation by more traditional hypothetico-deductive routes. The author describes how to develop new models via a machine-based inductive approach. A Cray T3D parallel supercomputer with 512 processors is used to investigate the potential of this approach to building computer models. Results are described which allude to the potential power of the method for applications where there is a considerable amount of data but no suitable existing models and no good theoretical framework on which to base their development.
Introduction
The majority of spatial models used in geographic information systems (GIS) are 'old'. Most first appeared over 30 years ago and have merely been embellished in various ways. One reason is the belief that they work well enough. Another is that it has traditionally been easier to 'borrow' and extend models that exist than it has been to develop new models from scratch. Perhaps also it needs to be recognised that model building has not been a fashionable research activity in geography for over a decade. A further reason is that model design in a geographical context has never been easy. The mathematical and statistical aspects are complex, relevant theoretical foundations are at best weak and often missing, and until fairly recently there was hardly any data on which to calibrate and evaluate them. The GIS era has breathed fresh life into this area by providing an increasingly spatial data rich environment within which to build models and also by stimulating increasing end-user demands and needs for the intelligent use of both data and modelling within GIS (see Birkin et al, 1996) .
Consider an example: the spatial interaction model is widely used to describe and predict flows of people, money, goods, migrants, etc from a set of geographically distributed origins to a set of destinations. The modern form of these mathematical models was created by Wilson (1971) over 25 years ago and, from a broader historical perspective, their structure has not much changed since their invention 150 years ago. The task of creating genuinely new and totally different models of spatial interaction has proven to be hard and there has been little significant progress since the 1970s; the principal exception being Fotheringham's (1983) competing destination model. Traditionally, mathematical models are specified on the basis of good or strong theoretical knowledge but in many social sciences the available theories are suspect and at best poor. Additionally, the geographical systems of interest that are now observable via GIS databases are usually neither fully nor properly understood because of the immense complexity of the human systems that are involved. Last, there is often a mismatch between the available data riches and the data required to test or evaluate existing models and theories.
The general question is how to ease the task of model building in rich spatial data GIS environments. There are today various possibilities. Artificial neural networks provide one approach that is highly nonlinear and model free, in that the form of the model (namely, a nonlinear mapping of a set of inputs onto one or more outputs) is learnt from data examples rather than being imposed by the model builder (for example, see Fischer and Gopal, 1994; Openshaw, 1993) . Neural networks constitute a powerful nonlinear modelling technology capable of handling complex relationships and noisy data. The principal difficulty is that it is essentially a grey or black-box technology. It cannot tell you what the model is, only that a model exists, and there is little opportunity to input user knowledge into the process. More flexible is fuzzy logic systems modelling. This is an approach that seems to work well on problems with far fewer variables, where data are perhaps scarcer and human knowledge is still an important ingredient to the model design process. Fuzzy modellers which use genetic or neural network algorithms to optimise their membership functions offer another approach to building spatial models based on universal approximators (see Openshaw, 1992; . However, these methods are far removed from the traditional equationbased mathematical model-building activities that geographers and the other social scientists have used for so long. There are also some concerns that black-box representations are not all that helpful as a means of understanding process because the underlying models cannot be understood in an equation format although this is less of a problem with fuzzy logic models because they can be expressed in linguistic terms.
In this paper I explore an alternative model-building approach based on the use of what might be termed model-breeding machines based on genetic algorithms (GA) and genetic programming (GP). These methods can be used to create new models of the traditional mathematical equation-based type of 'breeding' well-performing equations that provide a good description of one or more sets of data. This has the advantage of retaining the algebraic symbolism of the traditional approach whilst removing the total dependency of the model-design process on the skills of the human being. The principal disadvantage is the need for high-performance computers to drive the model breeders. In section 2 I outline the design of model breeders and in section 3 I discuss their implementation on the Cray T3D parallel supercomputer. In section 4 I outline a series of experiments at breeding new forms of spatial interaction models.
Early model-breeding machines
The idea of building models by computer is not new. For over 30 years certain classes of linear statistical models have been created by examining all permutations of the predictor variables; for instance, if there are M predictors there are 2 M_1 possible linear regression models that can be built, explored, and the best one identified. There is no reason why a similar strategy cannot be used to build mathematical models, except that once the model structure is no longer restricted to being linear the number of possible permutations becomes far too large to contemplate, let alone examine in an exhaustive manner. There are also other problems in that the parameters now have to be estimated by using a nonlinear optimisation procedure which uses numerical first derivatives and this may well involve an increase of three or four orders of magnitude in compute times for each new model that is evaluated.
Model design now critically depends on developing an efficient search process able to explore the universe of all possible models so that by examining only a very small sample of models there is some confidence that a good or nearly optimal model has been found. Clearly this task involves a vast amount of computation; for example, the construction and evaluation of several tens or hundreds of thousands of model equations each with an associated nonlinear parameter estimation procedure. The critic may well ask whether this is necessary given that much simpler and relatively computationally trivial statistical modelling packages such as GLIM can be readily used. Equally, the mathematical modeller might well wonder whether this vast amount of computational complexity is at all necessary when by using an entropy-maximising approach you can today readily identify the least biased and most likely model equations without any need for computation. There are three responses. The first concerns the assumption-dependent nature of these alternatives, their restricted applicability, and their total dependency on the skills of the model builder, most of which are informal, artistic, and highly subjective. Second, they fail to address the concern that much of the spatial data riches created by GIS is not currently being used in model applications because the data are often nonideal and the traditional modelling task is too difficult for much progress to be made via a conventional route. Third, there is a most important scientific question that needs to be addressed: how can you be reasonably confident that the existing models (where such models exist) are likely to be amongst the best or near best models in a model universe that may well contain 10 50 or more possible model equations? Developments in high-performance computing creates an opportunity to develop new computational approaches to building models of geographical systems.
One method is to generate and evaluate as many randomly generated model equations as possible in a fixed period of compute time (see Openshaw, 1983) . This model-crunching approach would at least allow current conventionally produced models to be viewed in terms of a broader context. However, although surprisingly good levels of performance can often be achieved by purely randomly generated models, a much better approach is to base the model-generation process on some kind of intelligent search or optimisation procedure. Early attempts involved the use of focused Monte Carlo search methods and simulated annealing (Openshaw, 1988) . However, it soon became apparent that it would be far better to use a genetic algorithm to drive the search process. This was investigated by Openshaw (1988) who developed what was termed an automated modelling system (AMS). A basic GA was used to breed simple mathematical models (for details of GAs, see Goldberg, 1989; Holland, 1975) . The entire process was powered by various Cray IS and Cray X-MP supercomputers in the mid-1980s. These machine-generated equation-based models were evaluated in terms of their ability to fit a data set. The problems were twofold: (1) insufficiently powerful supercomputers and (2) difficulties in the representation of model equations as 0 -1 bit strings needed for the traditional GA.
The basic idea is still relevant. Model-design problems can indeed be regarded as search problems. Moreover, in many modelling applications it is quite apparent that the available model pieces (the data variables; unknown parameters that have to be estimated; standard mathematical functions such as logarithm, exponential, and many others; binary operators such as addition, subtraction, multiplication, and division; and syntactical rules for well-formed arithmetic equations) can be combined in many different ways to form an immense universe containing all possible model equations that could be built which are appropriate for a particular context. In the original research described by Openshaw (1988) the principal problem was how best to represent symbolic algebraic expressions for model equations by a fixed-length bit string that would nevertheless allow the GA maximum freedom to create and search the universe of all potentially possible model equations for well-performing models. Various encoding schemes were investigated, the best being a bit string that could be directly decomposed into a reverse Polish representation of an equation (using a prefix notation, discussed in the next section). This was used in AMS and subsequently in a commercial version called OMIGA (Barrow, 1993) . However, this was still far from being ideal. It is hard for the GA to handle because of the high levels of redundancy, its variable length, and self-defining nature. There was a feeling that the best results were never obtained.
3 Genetic programming 3.1 Serial GP The representational problems that were identified as being a problem with AMS are avoided by using the newer technique of genetic programming (Koza, 1992) . This method of problem representation is much more direct. There is no longer any need for a bit string that has to be decoded to become a model equation. Instead the basic genetic operators of crossover, mutation, and inversion are applied directly to the symbolic equations that represent the model. The trick is to ensure that these symbolic equations are manipulated by the genetic search process in such a way that valid models are always produced. This greatly simplifies the search task and should in principle yield a much more efficient design for a general-purpose model-breeding machine.
In figure 11 provide a description of how the GP algorithm works. It is very similar to a GA except that the genetic operators are applied directly to a 'computer program' that is a possible solution to the problem being investigated. In Koza (1992) the 'computer program' that is being bred is a LISP S expression. In this model-breeding context these 'programs' can be regarded as mathematical models expressed in a symbolic form. The nature and structure of these 'programs' are defined by a list of application-specific terminals (in this context, model pieces). GP works as follows. It starts by generating a population (for example, 500) of purely random S expressions (random model equations) and these are evaluated in terms of a fitness function. In the present context this fitness function is a measure of model goodness of fit. Pairs of parent S expressions are randomly selected with a probability related to their performance.
The genetic operator of crossover is then applied and a new S expression (the offspring of the parents) is created. Figure 2 gives an example of two S equations being combined to create an offspring. Note that this crossover can only occur at certain locations which ensure that only valid S expressions are generated. This process is repeated to create a new population. This generation of 'programs' is then evaluated and the process repeats until available computer time is exhausted. Note that the S expression has to be 'compiled' into a model that can be run on spatial data.
This GP algorithm was programmed in FORTRAN 77 for convenience, since this allowed implementation on various high performance computer hardware. A FORTRAN implementation may seem a little unusual but it is very straightforward. The LISP S expressions are handled as character strings which can only be combined at certain positions which generate well formed sub-strings, thereby completely emulating the LISP tree syntax structure. The equations contained in these character strings are then 'compiled' into an efficient form for ease of implementation. In this case the model is decomposed into a serial set of vector operations designed to maximise floating point performance on high-performance computing hardware. Figure 3 provides an illustration of this process. First, an infix expression is converted into a LISP version of a model, which is subsequently processed as a series of vector operations; for example V 3 = V x + V 2 is actually implemented as V 3 (i) = V\(i) + V 2 (i) where / = 1,...,iV; TV being the number of spatial zones or points in the database. The next step is to tidy up this code to remove redundant expressions, to detect constants, and to apply standard arithmetic optimisation procedures. This is very important because the success of this GP approach, crudely put, depends on how many million models can be evaluated per hour! Finally, the model can also be translated back into infix notation as a standard mathematical equation so that the good models can be identified as equations. The code was initially run on a Cray Y-MP and a Fujitsu VPX 1200-vector supercomputer but, although good levels of vector performance were obtained, it was quite clear that far more compute power was needed. It was subsequently ported onto the Cray T3D 512-node parallel supercomputer at Edinburgh University. The GP algorithm is naturally parallel because each member of the population of equations can be evaluated concurrently. However, this requires that the population size is some integer multiple of the number of available processors. The initial code was parallelised in a data parallel form by using CRAFT. It is noted that the serial code could be parallelised at the vector-loop level (but there was not much work here for a highly parallel machine) or at the complete S-expression evaluation (for example, model) level. The latter is better because there is considerable computation going on here with a nonlinear optimiser being run to estimate values for any unknown parameters. Unfortunately, the compute times for each model equation are highly variable as they are functions of model complexity, the number of parameters to be estimated, and the nature of the mathematical function pieces used (for example, a log takes much longer to compute than a multiply). This unevenness results in a large amount of idle processor time because of poor load balancing. It was obvious that a different form of parallel GP was needed in order to make further progress.
3.2 Parallel GP It was necessary to develop a version of GP that uses what might be termed an asynchronous GA rather than the standard synchronous one. This would allow a message passing interface (MPI) version to be developed that would ensure high levels of load balancing. The principal changes made to suit MPI are twofold: (1) the need to have a population size greater than the available number of processors being used [this is not a problem given the current trend towards highly (rather than massively) parallel systems and the need for large population sizes to ensure GP efficiency]; and (2) the population updating needs to occur asynchronously whereas in the serial GP it would be done synchronously when the complete population of equations had all been evaluated and their fitness ascertained. With this asynchronous approach almost perfect load balancing is achieved because as soon as a processor has finished evaluating an equation it is given another to work on using the latest fitness information available at the time. The task-farm form of message-passing parallel programming is much better suited to GP as it is very efficient at dealing with uneven computational tasks provided they consume more time in computation than they do in communicating their results. In other words, the parallelism has to be relatively coarsely grained, which it certainly is in this modelling application.
Modified parallel GP
Other changes to the standard Koza (1992) form of GP are also necessary. A second major departure was the replacement of the ephemeral constant by a parameter, the value of which is optimised by using an embedded nonlinear parameter estimation procedure. This increased execution times by a factor of between 100 and 1000, but it allowed the GP to concentrate on finding a good equation instead of also having to find optimal parameter values. It seemed quite unreasonable to expect the GP to do everything! This is useful because it avoids a potentially good model being rejected because it has 'poor' parameter values. However, the need to use a nonlinear optimiser causes a number of additional difficulties. In particular: (1) There is a risk of finding suboptimal solutions because underlying assumptions of continuously differentiable functions and parameter spaces may not apply. (2) Arithmetic problems can arise because of overflows, underflows, and mathematical exceptions, such as divide by zero. These can easily happen if you assemble a random equation with a divide by zero or a negative log function argument. The GP has to learn to avoid models with these problems implicit in them as part of the model-building task rather than be presented with artificially protected versions of the functions. (3) There may be problems of computational efficiency because the nonlinear optimiser used numerical derivatives which means that the computer code used to represent the equation has to be very efficient, as it is not unusual to need 1000 or more equation evaluations with different parameter values, for data sets containing several thousand cases. The nonlinear optimisation used is based on a hybrid simulated evolution and quasi-Newton method. It is very straightforward with the simulated evolution method of Schwefel (1995) being used to provide good starting values for a standard quasi-Newton optimiser to fine tune. Both were hardened to handle arithmetic problems. This permits the parameter and GP optimisation process to continue without propagating erroneous results.
A parsimony mechanism was provided which took account of the model complexity within the error function value (sum of squares). This increased the model error if the number of variables, operators, parameters, and functions within the specification exceeded a threshold value. The mechanism was used in some experiments but left out of others.
A final consideration is the need to optimise performance levels. Careful tuning of the code on a single processor resulted in a dramatic speedup of about 140 times on a sample of benchmark equations. Most of the improvements came from the use of vector 32-bit versions of the standard mathematical functions, use of BLAS routines wherever possible, removal of constants, and loop unrolling (Diplock, 1996) .
Breeding new spatial interaction models 4.1 Data and model pieces
The model universe being searched is formed from the set of terminals or model pieces shown in table 1. These reflect the variables commonly used in spatial interaction models so that the GP could 'rediscover' the conventional model if it proved relevant. Most are self-explanatory; the competing destination variable (Z,y) is defined as the sum of competing destinations divided by their distance from an origin. The intervening opportunity term (XiJ) is expressed as a count of intervening destinations between each trip-pair. This permits various hybrid models to be developed if there is some benefit to be gained. Note that the origin size is also used as a destination attraction variable (by putting in Oj as well as 0,), likewise Dj is used as origin-zone attraction (A). Both the bred and the conventional models are origin constrained. These constraints are imposed on the GP-predicted trips prior to the calculation of the goodness-of-fit statistic. In table 1 there are also two logical functions. These functions, < (less than) and > (greater than), are logical operators that permit conditional statements (that is, IF statements) to be included in the model. There are two data sets utilised: the first is Durham journey-to-work flows for a 73-zone matrix and the second Seattle car sales for 85 census tracts and 35 dealerships. These data were converted to probabilities which reduced the incidence of potentially disruptive floating point exceptions, which are discussed in a model-calibration context by Diplock and Openshaw (1996) . 
Vs
Functions absolute value, cos, exp, In, sin, square root, <, > 4.2 GP runs For operational convenience on the Cray T3D the parameters for the model breeding varied according to the size of the job being executed. When 256 or 512 processors were used, the population size was set between 2000 and 5000, with the number of generations set at between 1000 and 2000. For smaller runs (64 or 128 processors), the size of the task was reduced accordingly; for example, evaluating 100 generations of 500 population members, or 200 generations of 250 population members. Several runs of each were undertaken and the best results recorded.
Results
For the basic runs, the best models are given in equations (1) and (2) 
These yield sum-of-squares error values of 136.6631 and 6.3562, respectively. Compared with the conventional model benchmarks of 260.7782 and 7.6712, the former improves significantly on the performance of a basic model specification, although the latter improvement is less impressive. However, although improvements have been observed concerning model performance, the model specifications are extremely complex and hard to interpret, even though they have been simplified with Maple V (release 3). It would be very hard to draw any conclusions on the behaviour within the system from these equations. The parsimony mechanism is designed to prevent such complex models, and when this is incorporated into the GP, the best models discovered are given in equations (3) 
In the case of the Durham data, the error function value of 126.2269 improves further on the previous best and provides a simpler equation compared with previously. For the Seattle data, the equation is much simplified, but this is at the expense of model performance; an error function value of 7.1835 is worse than discovered previously. Although this is disappointing, further investigation suggests that spatial characteristics are not as important for the Seattle data, and other explanatory variables may be needed (Diplock, 1996) . Equation (3) is also relatively complex as far as interpreting the behaviour of the system is concerned, although equation (4) is less complex. The results demonstrate the importance of selecting appropriate function and terminal sets. The models are also quite varied in their form, which is a reflection both of the nature of the model pieces and of the complexity of the nonlinear relationships that exist in flow data. As a consequence, interpretation of the GP results is difficult because of the apparent complexity of the best-performing models, although many of these equations can be simplified as they often contain large amounts of redundant arithmetic. It would clearly be worthwhile developing an equation simplifier as a postprocessor to the GP, as the parsimony mechanism can cause a conflict between model simplicity and model performance.
Cross-validation
The evolutionary models were then applied to the 'unseen' data set, to establish whether the models were data specific. These results are summarised in table 2. For the training data, models which were approximately twice as good as conventional specifications (with respect to their error function values) were discovered for the Durham data, but only small improvements could be made over conventional model specifications for the Seattle data. For the unseen data, the best-bred models were yielding slightly larger sum-of-squares values than their conventional counterparts. It is apparent that if superior GP-bred spatial interaction models are to have any major theoretical impact then it will be necessary to extend the model search over several data sets. This would allow model forms to appear that would be generally applicable rather than data-set specific. However, the outstanding issue of how to derive theoretical worth from these equations remains. 
Portability
Although it is desirable to be able to run the algorithms on a highly parallel supercomputer, it is not essential. A processor in a Sun UltraSparc workstation is comparable in performance to the DEC Alpha chip which is used in the T3D. Given this, table 3 demonstrates the execution times for equivalent GP runs on a single processor. It can be seen that for the short jobs (one-hour batch runs), it is still feasible to use a GP algorithm for similar problems, taking only 5 to 21 days. Long jobs (six-hour batch runs) are more problematic, taking between 32 and 128 days for the various runs.
However, the fact that the algorithm is written using the MPI parallelisation method means that it could easily be ported onto a multiple workstation farm to reduce execution times. If a network of ten workstations were available, then a significant amount of time is saved, again illustrated in table 3. All of the short jobs take a matter of a day or two, and even the long jobs become more manageable. Similarly, if twenty workstations were available, then these times are further reduced, with small jobs taking a matter of hours and long jobs several days. It should be acknowledged that these are only approximate figures and, although speedups similar to those quoted might be possible, those given are theoretical maximums. However, given the coarse-grained MPI parallelism of the algorithm, which makes good use of the hardware available, performance improvements in the order of those demonstrated could be achieved.
Conclusions
It has been argued that GP strategies run on parallel supercomputing hardware offer a viable alternative technology for building models of complex spatial systems. The GP algorithm is extremely flexible and there is an increasing portfolio of applications outside of geography and GIS (see Koza, 1994) . It is possible that the increased awareness of the potential benefits and a greater diffusion of this technology will constitute the beginnings of a new modelling revolution in geography and spatial modelling. For the first time in the history of quantitative geography there are signs of emergent new types of modelling tools that are sufficiently powerful to deal with the problems and complexity of human systems modelling in the world of GIS. The limitations that remain are partly self-imposed (a lack of faith in scientific modelling and confidence that much further progress can be made) and partly the lack of sufficient computing power needed to sustain these new developments; the next generation of parallel supercomputer are desirable as at present a handful of GP runs could easily exhaust the entire ESRC share of the current Cray T3D machine! The second problem is disappearing fast but the first is much more difficult to overcome. Hopefully, this paper will have contributed by demonstrating some of the potential that GP has to offer. Model-breeding machines are about to become a valid and useful technology for dealing with certain types of spatial modelling problems where there is far more data than theoretical knowledge. It appears to provide the practical basis for a very powerful model-discovery technology. Whether it is subsequently possible to convert the best-performing new models into new knowledge and theories of spatial behaviour and spatial systems is still a matter for debate and conjecture. It is still early days. Ultimately, however, the outcome cannot be in doubt; it is only a matter of when not if!
