Abstract. We gain further insight into the use of the Schwarzian derivative to obtain new results for a family of functional differential equations including the famous Wright's equation and the Mackey-Glass type delay differential equations. We present some dichotomy results, which allow us to get easily computable bounds of the global attractor. We also discuss related conjectures,
Introduction
The property of negative Schwarzian derivative plays a prominent role in the qualitative analysis of discrete dynamical systems since the famous paper of Singer [31] . This fact has recently been used to analyze the behaviour of the solutions of a family of delay differential equations, in particular to get sufficient conditions for the global stability of the equilibrium. Our aim in this paper is to gain further insight into the use of this property to obtain some easily computable bounds for the global attractor of the delay differential equation
where a ≥ 0, τ > 0, and f is a continuous function. Some of our main conclusions are given in the form of dichotomy results; related work for a class of cyclic systems may be found in [3] . We also discuss some conjectures concerning the global behaviour
The paper is organized as follows: in Section 2 we review some standard definitions and properties of one-dimensional maps -in particular those with negative Schwarzian derivative -, and some basic facts about the delay differential equation 
Preliminaries

2.1.
One-dimensional maps. First, we recall some basic concepts about onedimensional maps, introduce some necessary definitions, and state an easy but important result for our purposes.
By a one-dimensional map we mean a continuous function f : I → I, where I is a real interval. For each n ∈ N we denote by f n the corresponding power of f under composition, that is,
To each x ∈ I we can associate the orbit of x, given by the set {f n (x) : n = 0, 1, 2, . . . } = {x, f (x), f 2 (x), . . . }.
A fixed point K ∈ I of f is attracting if
for all x in some neighbourhood of K. Assuming that f has a unique fixed point K,
we say that K is globally attracting if (2.1) holds for all x ∈ I. For any differentiable function f , it is well known that K is attracting if |f
A set {α, β} such that f (α) = β, f (β) = α is called a cycle of period 2 of f (or a 2-cycle). Clearly, a 2-cycle is invariant. We say that the 2-cycle {α, β} is globally attracting if f n (x) → {α, β} as n → ∞ for all x = K.
Throughout the paper, we shall consider maps with negative Schwarzian derivative. We recall that the Schwarzian derivative of a C 3 map f is defined by the
Definition 1. We say that f : I → I is an S-map if it is three times differentiable, (Sf )(x) < 0, and f ′ (x) < 0 for all x ∈ I. If I = R, we also assume that at least one of the limits f (−∞) and f (∞) is finite.
We emphasize that an S-map f always has a compact invariant and attracting
Definition 2. We say that a
(Sf )(x) < 0 for all x = x 0 . Moreover, we assume that there is a unique fixed point K of f , and K > x 0 .
The following dichotomy result for SU -maps with negative Schwarzian derivative based on Singer's paper [31] will be very important in our discussions: Theorem 1. Assume that f : I → I is either an S-map or an SU -map, and let K be the unique fixed point of f in I. Then exactly one of the following occurs: Finally, assume that f is an S-map and |f 
This means that {α, β} is globally attracting for f .
Thus, the global dynamics of an S-map is very simple; taking λ = f ′ (K) as a parameter, there is a unique bifurcation point λ = −1, which leads to a perioddoubling bifurcation. Moreover, the fixed point is a global attractor for λ ∈ [−1, 0), and, for λ < −1, the equilibrium becomes unstable and there is a globally attracting 2-cycle. For SU -maps, this is not true in general. In fact, the discrete dynamical system generated by f can exhibit chaotic behaviour. For example, see the analysis made for the logistic family f λ (x) = λx(1 − x), 0 ≤ λ ≤ 4, in [11] , or for the family of unimodal maps f λ (x) = λxe −x , λ > 1, in [30] . On the other hand, there are examples of SU -maps without attracting cycles; moreover, this fact typically leads to the existence of an ergodic absolutely continuous measure for f (see, e.g., [1] ).
We notice that the dynamics for S-maps still holds for SU -maps if the additional assumption f 2 (x 0 ) ≥ x 0 is satisfied, where x 0 is the unique critical point of f .
Indeed, in this case f is an S-map in the attracting interval [f (1.1), then the segment x t ∈ C is defined by x t (s) = x(t + s), −τ ≤ s ≤ 0.
Every φ ∈ C uniquely determines a solution x = x φ : [−τ, ∞) → R of (1.1),
i.e., a continuous function
x 0 = φ, and x satisfies (1.1) for all t > 0.
The solution map F : R + × C → C defines a continuous semiflow. If φ ∈ C and
there is a sequence (t n ) in [0, ∞) with t n → ∞ and F (t n , φ) → ψ as n → ∞} is nonempty, compact, connected and invariant. According to the Poincaré-Bendixson theorem of Mallet-Paret and Sell [27] , if f is an S-map then the ω-limit set of any solution of (1.1) is either the fixed point or a single, nonconstant, periodic solution.
The global attractor of the semiflow F is a nonempty compact set A ⊂ C which is invariant in the sense that F (t, A) = A for all t ≥ 0, and which attracts bounded sets in the sense that for every bounded set B ⊂ C and for every open neighbourhood U of A there exists t ≥ 0 with F ([t, ∞) × B) ⊂ U. The global attractor is characterized by the following property:
If f is an S-map in the sense of Definition 1, then the global attractor A exists. The same applies to SU -maps if a > 0. In Section 3, we get some bounds for the global attractor A of (1.1).
To be more precise, saying that an interval [α, β] contains the global attractor we mean that for each φ ∈ A, we have α ≤ φ(s) ≤ β for any
Dichotomy results for monotone feedback
In this section, we consider Eq. (1.1) assuming that f is an S-map. In this case, Theorem 1 may be used to get some dichotomy results. We distinguish the cases a = 0 and a > 0. Having in mind the most famous examples, we will refer to the first one as Wright type equation, and to the second one as Mackey-Glass type equation .
3.1. Wright type equations. First we consider Eq. (1.1) with a = 0, that is,
where f : R → R is an S-map. Without loss of generality, we assume that f (0) = 0.
We also notice that it is not restrictive to assume τ = 1, since this may also be achieved by rescaling the time.
It is very well-known that in this case all solutions of (3.1) with continuous initial
In this case, we can prove the following dichotomy result:
for every solution x(t) of (3.1) , where {α, β} is the unique 2-cycle of f .
Proof. Part (a) is a direct corollary of Theorem 1.3 in [19] . To prove part (b),
we recall that every solution of (3.1) is oscillatory if |f
. Let x(t) be a solution of (3.1), M = lim sup t→∞ x(t), m = lim inf t→∞ x(t), m ≤ 0 ≤ M . There are two sequences of points t j , s j of local positive maxima and local negative minima, respectively, such that
, it follows that x(t j − 1) = 0. Hence, since f is decreasing,
As a limit form of this inequality, we get M ≤ f (m).
An analogous argument proves that m ≥ f (M ), and
In the applications, finding the exact values of α and β might be difficult. As-
. This interval may be
A famous example of (3.1) with S-map f is
which is obtained from the famous Wright equation
where r > 0. This equation was investigated in an outstanding paper published by E. M. Wright in 1955 [37] . Corresponding to an initial function φ such that φ(0) > −1, there is a unique solution y : [−1, ∞) → R; moreover, y(t) > −1 for all t > 0. Hence, if we only consider this set of initial functions, the change of variables
It is clear that f (x) = −r(e x − 1) is an S-map, f (−∞) = r, and f ′ (0) = −r. An immediate consequence of Proposition 2 is that all solutions of (3.3) with y(0) > −1 converge to 0 if r ≤ 3/2, and, if r > 3/2 and y(t) is a solution of (3.3) with y(0) > −1,
The first part is the famous Wright's 3/2-global stability theorem (see [16, Chapter 4] ). Wright also found the upper bound in (3.4). We emphasize that the lower bound is of independent interest, since it shows that the solutions are bounded away from −1. This is a result of uniform persistence that is important from the biological point of view (we recall that Wright's equation is equivalent to the delayed logistic equation proposed by Hutchinson via the change of variables N (t) = 1 + y(t)).
However, the upper bound e r − 1 is not very sharp, as we show in Example 1 below. In order to improve it, we use a different S-map. 
(ii) (SF )(y) < 0 for all y ∈ R;
Thus, F is an S-map. Next, since |F ′ (0)| = r 2 /2 > 1 for r > √ 2 = 1.4142, and we are assuming r > 3/2, it follows from Theorem 1 that F has a globally attracting As noticed above, the exact values of α 1 and β 1 may be difficult to determine.
The following immediate consequence of Proposition 3 is useful in the applications:
Corollary 4. Assume r > 1, and let y(t) be a solution of (3. 3) with y(0) > −1.
Then,
The next example shows that the upper bound F (−1) is considerably sharper than the one in (3.4). 
3.2.
Monotone Mackey-Glass type equations. Next we consider the case a > 0. We can fix a = 1 to simplify our exposition without loss of generality. Thus, throughout this subsection we consider the family of delay differential equations
where f : R + → R + is an S-map. Although some results may be easily derived from [21] , we provide here a more systematic approach, and further discussion. We mention two well-known examples of (3.6) coming from models in hematopoiesis (see, e.g., [20] and references therein).
(1) The Mackey-Glass equation with decreasing nonlinearity
with p > 0, n > 1.
(2) The Lasota-Wazewska equation
with p > 0, a > 0.
We consider only nonnegative solutions of (3.6). Recall that for each nonnegative and nonzero function φ ∈ C, the unique solution x φ (t) of (3.6) such that
(See, e.g., [6, Corollary 12] .)
Notice that, rescaling the time t → t · τ , (3.6) is equivalent to the singularly perturbed equation where ε = 1/τ . This form was used in [11] , where it was proved that if
is an invariant and attracting interval for the map f , then I contains the global attractor of (3.6). Combining this result with Theorem 1, we have:
Assume that f is an S-map and let K be the unique fixed point of f . Then:
for every solution x(t) of (3.6) , where {α, β} is the unique 2-cycle of f .
Proposition 5 gives a dichotomy for (3.6) independent of the delay τ which cannot be improved. Indeed, Hadeler and Tomiuk [7] have proved that if |f
there exists a τ 0 > 0 such that (3.6) has a nonconstant periodic solution for all τ > τ 0 . This shows that part (a) is sharp. On the other hand, part (b) gives the sharpest invariant and attracting interval containing the global attractor of (3.6) for all values of the delay. This can be proved using Theorems 2.1 and 2.2 in [26] (see [21, Proposition 5] ).
We emphasize that this interval is quite sharp for sufficiently large values of the delay, but it is not so accurate for small delays.
Example 2. Consider equation (3.7)
with p = 2, n = 20, that is,
The equilibrium is K = 1, and f ′ (K) = −10, so that map f has a globally attracting 2-cycle {α, β}. One can check that α and β are very close to 0 and 2 respectively.
Thus, interval [0, 2] contains the global attractor of (3.10) for all values of the delay τ . We plotted in Figure 2 a solution of (3.10) with τ = 1, and other one with τ = 10. We can observe that the bound is much sharper in the latter case.
Example 2 suggests that it would be useful to get bounds for the global attractor of (3.6) that depend on the value of τ .
In a very interesting paper [6] , Győri and Trofimchuk have improved all previously known sufficient conditions for the global stability of the equilibrium of (3.6),
assuming that f has negative Schwarzian derivative and it is decreasing or unimodal. To achieve this, they have proved an analogous result of Proposition 5 for several maps involving the delay parameter. In particular, we choose the following function due to its simplicity:
The following result is a consequence of the proof of Theorem 14 in [6] :
Assume that f is an S-map and let x(t) be a solution of (3.6) . If
, where g is defined in (3.11) .
Notice that g is an S-map because f is an S-map. On the other hand, |g
Thus, we have the following corollary:
Assume that f is an S-map and let K be the unique fixed point of f .
Then: (3.6) , where {α 1 , β 1 } is the unique 2-cycle of g.
Remark 1. As noticed before, sometimes α 1 and β 1 may be difficult to find. Since
] also contains the global attractor of (3.6). Remark 2. We notice that the condition for the global stability of the equilibrium stated in part (a) of Corollary 7 has been improved in [6] and later in [20, 22] .
However, the expressions of the involved maps are much more complicated, and this makes difficult to get new easily computable bounds for the global attractor of (3.6).
For example, Theorem 14 in [6] establishes an analogous to Proposition 6 for the map
. As a consequence, the interval [h 2 (0), h(0)] contains the global attractor of (3.6). In general, it is difficult to obtain an analytic expression for the inverse functions of f and F . However, in the particular case of Example 3, we can easily get F (x) = x − e −1 (2/x − 1) 1/20 , and we can solve numerically equation F (h(0)) = 2(1 − e −1 ) to improve the bound g(0) = 1.6321 to h(0) = 1.6071. From Corollary 7, it follows that the equilibrium of (3.6) is globally attracting for all sufficiently small values of the delay parameter τ . As mentioned in Remark 2, this result was improved in [22] , where it was found a global stability condition very close to the condition of local stability, that is, for each value of |f
is a τ 1 close to τ 0 such that K is globally attracting for all τ < τ 1 . For this reason, it was conjectured that the local asymptotic stability of the equilibrium implies its global asymptotic stability (see more discussions in [23] ). .2)". In this direction, X. Xie [38, 39] has proved that the Wright equation has a unique and asymptotically stable slowly oscillating periodic solution when r ≥ 5.67 (we recall that a periodic solution is slowly oscillating if the distance between two consecutive zeros is bigger than the delay; otherwise, it is called rapidly oscillating). This conjecture has recently been revisited by J.-P. Lessard in his Ph. D. thesis [17] .
Furthermore, both conjectures have been unified and generalized in the recent survey of Tibor Krisztin [14] . This generalized conjecture says that the global attractor of (3.2) is {0} if r ≤ π/2, and for r > π/2 it is formed by zero, a finite number of periodic orbits (the number depends only on r), and heteroclinic connections between 0 and the periodic orbits, and between certain periodic orbits. We call this the Krisztin-Wright conjecture. It would be interesting to study the same conjecture for Equation (1.1) when a ≥ 0 and f is an S-map. We remark that in the case of SU -maps, under some additional conditions, all solutions of (1.1) are attracted by the domain where f ′ is negative (see [29] for details), hence analogous conjectures can be naturally formulated for a class of delay differential equations with SU -maps too. Motivated by the above discussion and numerical experiments, we guess that the dichotomy result given for S-maps in Theorem 1 may be extended to the delay equation (1.1) . This is stated in the following conjecture: We notice that much is known about the global dynamics of (1.1) when f is decreasing and bounded from below or from above. A good source is the mentioned paper of Krisztin [14] , where the most relevant results and references are included.
In particular, Mallet-Paret and Sell [27] have proved that rapidly oscillating periodic solutions are unstable. On the other hand, combining the main results of Walther [35] , and Mallet-Paret and Walther [28] , it follows that if f is Generalizing the Krisztin-Wright conjecture, we also guess that the global attractor of (1.1), when f is an S-map and K is unstable, is formed by K, a finite number N of periodic orbits, and heteroclinic connections between K and the periodic orbits, and between certain periodic orbits. We notice that N is the number of roots λ of the characteristic equation a + λ − f ′ (K)e −λ = 0 associated to (1.1)
with Re(λ) > 0 and Im(λ) > 0 (see [14] for details).
Furthermore, if Conjecture 1 is true, the results of Mallet-Paret and Nussbaum in [25, 26] ensure that, for a > 0, the profiles of the stable periodic solutions of (3.6) approach as τ → ∞ a "square wave" p(t) defined by the unique 2-cycle {α, β} of f , that is, p(t) = α for t ∈ [0, 1), p(t) = β for t ∈ [1, 2), p(t) = p(t + 2) for all t. We emphasize that the limit form of (3.6) as τ → ∞ coincides with (3.9) with ε = 0, that is, the difference equation with continuous argument
Thus, the square wave p(t) is defined by the globally attracting 2-cycle of f given in Theorem 1.
As noticed by Krisztin (see [13, 14] and references therein), Conjecture 1 is true for a class of odd functions with a convexity property. Two examples are
It is not difficult to prove that f 1 and f 2 are S-maps; indeed, (Sf 1 )(x) = −2b 2 < 0 , (Sf 2 )(x) = −2b
2
(1 + b 2 x 2 ) 2 < 0, ∀x ∈ R.
However, in the general case even the first part of the conjecture seems to be very difficult to prove (or disprove). We recall that the Wright conjecture is still an open problem.
Unimodal feedback
Similar results to that obtained for (3.6) in the case of S-maps may be extended to SU -maps; see, e. g., [21, 29] . Moreover, the first statement of Conjecture 1 was also suggested to be true in this case; for the particular case of the Nicholson's blowflies delay differential equation, this problem was proposed by Smith in [32] ; see [22, 23] for more discussions. However, since even chaotic behaviour is possible (see, e.g., [18] ), there is no hope to expect that part (b) hold for SU -maps.
We would like to finish suggesting a different question. Taking into account that SU -maps have at most one stable periodic orbit, it would be interesting to investigate whether or not a similar property holds for Eq. (3.6) with SU -nonlinearity. If
Conjecture 1 is true, the answer is positive for S-maps. Moreover, in this case there would be a unique stable periodic orbit for all values of the delay, which corresponds either to an equilibrium point or to a slowly oscillating periodic solution.
As mentioned before, Eq. (3.6) with monotone negative feedback does not have rapidly oscillating stable periodic solutions. However, in the general case of (3.6) with negative feedback, this result is no longer true. Examples of stable rapidly oscillating periodic solutions may be found in the paper of Ivanov and Losson [10] .
See also the recent paper of Stoffer [33] and references therein. These examples involve functions f which are constant in some intervals, so they are not SU -maps.
However, S. Richard Taylor in his Ph. D. thesis [34] gives a numerical example of the coexistence of two stable periodic solutions in the Mackey-Glass equation x ′ (t) = −6.15385 x(t) + 73.8462 x(t − 1) 1 + x 10 (t − 1) . This shows that multistability is possible in (3.6) with SU -maps. We notice that, in this example, one of the periodic solutions is rapidly oscillating. Thus, we propose to study the following question:
Open problem. Investigate whether or not coexistence of two slowly oscillating periodic solutions for (3.6) with SU -maps is possible.
