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Abstract-Gusein-&de considered a version of the secretary problem in which we are allowed to 
make one choice and regard the choice as successful when the chosen applicant is either the best or 
the second best among all N applicants, where N is a given constant. Here we attempt to generalize 
his problem to the one in which N is a random variable whose distribution is known. The optimality 
equations are derived for any given distribution of N, but our main concerns are to investigate, in 
detail, the case where N is uniformly distributed on [I, m]. It can be shown that, in this case, the 
optimal policy has the form similar to that of the Gusein-Zade problem: pass q - 1 applicants, 
then choose the relatively best applicant thereafter (if any), but beginning with the ~(2 81)~~ stage, 
choose also the relatively second best applicant (if any). Some ssymptotics concerning the critical 
numbers si and 82, and the success probability, are also obtained. @ 2003 Elsevier Ltd. All rights 
reserved. 
Keywords-optimal stopping, Secretary problem, Unknown number of applicants, Relative 
ranks, Dynamic programming. 
1. INTRODUCTION 
We consider the following problem: a set of N rankable applicants (1 being the best and N 
the worst) appears before us one at a time in random order with all N! permutations equally 
likely. Each time an applicant appears, we only observe the.rank of the applicant relative to those 
preceding her/him and decide, based on the observed rank, to choose the applicant or pass over 
her and observe the next (if any). No recall of the previous applicants is allowed and the choice 
is regarded as successful if the chosen applicant is either the best or the second best among all. 
When N is known, this problem was solved by Gusein-Zade [l] (Gilbert and Mosteller [2] also 
solved this problem among others). 
In this paper, we allow N to be a bounded random variable. In Section 2, we give the optimality 
equations for any given distribution of N and then focus our attention on the case of uniform 
distribution. For the sake of convenience, we call an applicant l-candidate (e-candidate) if the 
applicant is, upon arrival, best (second best) relative to those preceding her. l-candidate and 
2-candidate are simply called a candidate when no distinction is necessary. Obviously, from the 
objective of the problem, we do not choose a noncandidate. We define an T(s~, sa)-rule to be a 
stopping rule of the form: for si _< ~2, pass si - 1 applicants, then choose the first l-candidate 
This research was supported by Grant-in-Aid for Scientific Research (c) 10680439. 
0898-1221/03/$ - see front matter @ 2003 Elsevier Ltd. All rights reserved. 
doi: lO.l016/SO898-1221(03)00311-0 
Typeset by d&-m 
1066 M. KAWAI AND M. TAMAKI 
thereafter (if any), but after time sz onward, choose also 2-candidate. We show that the optimal 
policy is an r(sr, sz)-rule when N is uniformly distributed. 
For the best choice problem with a random number of applicants, see [3-61. See also the 
interesting paper by Frank and Samuels [7] who further analyzed the Gusein-Zade problem in a 
different direction. 
2. FORMULATION AND OPTIMAL POLICY 
At most m applicants appear before us, but we have only a priori distribution p, = PT{ N = n} 
on the actual number N of applicants, where cr=, p, = 1 and pm > 0. 
Let f?(r) and fip( r ) f or i = 1,2 and 1 5 r 5 m denote the probability, when the rth applicant 
is an i-candidate, of choosing the best or the second best among all N applicants by observing 
the (r + l)th applicant and behaving optimally thereafter and by choosing the rth applicant, 
respectively. Let also 
h(r) = ma {f,P(r), f?(r)} . (1) 
Then, by letting n,. = C,“=,p,, we easily find 
llrlm, 
21rIm, 
(2) 
(3) 
f?(r) = 
I 
ngl n(nT(rl~~~ 2) (2) [h(n) + fi(n>L i = LT 2 5 r I m7 (4) 
7 [h(2) + f2G-91, i = 1, r = 1. 
In this paper, we do not solve the optimal policy for general a priori distribution but con- 
centrate our attention on the uniform distribution, i.e., p, = l/m, 1 5 n 5 m. Then, equa- 
tions (2)-(4) can be simplified to 
f,“(r) = f: 2<r<m, (6) 
i 
r(r - 1) 
f?(r) = 
m-r+1 ngl n(~BMl;(,” 2) Vi(n) + fdn>l, i = L2, 2 I r I m, 
(7) 
m-l 
ygIy VlG? + f2Wlt i = 1, r= 1, 
respectively. Unless otherwise specified, we assume m 2 3, because we succeed by choosing the 
first applicant for m = 1 or 2. We begin with the following lemma. 
LEMMA 2.1. 
(i) fp(r) and f,“(r) are both nondecreasing in r; 
(ii) f?(r) 2 f,“(r), 2 I r 5 m. 
PROOF. 
(i) The increasing nature of f,“( r is evident from (6). As for f,“(r), we see from the easily ) 
Best or the Second Best 1067 
verifiable fact that C,“,T+I(l/n) L (2(m - r)>/(m + r + 1) 
l 
1 
2 
[ 
2(” + 1) 2(” - r) 3m-r+l 
m-r+1 m-r m+r+l- m I 
m-r-l 
=m(m+r+l) 
(ii) This is immediate since 
We write fR(r) for f%F(r), 2 5 r because f,“(r) is irrelevant to i. If fn(r) is nonincreasing in r 
(which, in fact, holds in Gusein-Zade problem), we can easily conclude from Lemma 2.1 that the 
optimal policy is an r(sr, sz)-rule. However, this is not the case when N is uniformly distributed 
and so it requires some analysis to show the optimality of the r(s1, sz)-rule. 
LEMMA 2.2. Let s2 be defined as 
s2 = min(2 5 r 5 m : g(r) 2 0}, (8) 
where 
s(r)= 
3(m - r + 1) 
2m -2 i, 21rIm. 
Tl=T 
Then the optimal policy chooses the first candidate among ~2, s2 + 1,. . . , m, if no choice has 
occurred previously. 
PROOF. From Lemma 2.l(ii), it suffices to show 
fR(r) I f,“(r), s2 < r 5 m. (9) 
We prove (9) by induction on r. Since 1 = f:(m) > fR(m) = 0, (9) holds for r = m. Assume 
that (9) holds for r + 1, r + 2, . . . , m (~2 5 r). Then we have from (7) 
jRcr) = r(r - l) 2 m-n+1 
m-r+1 n=r+l 4n - l)(n - 2) 
[fc%) + fi” (41 
= 
TL=r 
and so 
f,“(r) - fR(r) = m -“,‘+ 1 
1 
3(m ii + l) - 7n i Cl Il==T = m_2:;+1S(r)> 
which implies f,“(r) L fR( r since a straightforward calculation shows that g(r) changes its sign ) 
from negative to nonnegative at ~2, that is, 
g(r){ :>,,,{ :}s2. 
Thus, the proof is completed. 
Let s2 be denoted by sz(m) to make clear the dependence of s2 on the value of m. Then ss(m) 
is nondecreasing in m. 
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COROLLARY 2.3. 
(i) (m/3) I s2(m) < (2m/3) + 1; 
(ii) s2(m) < s5(m -t 1). 
PROOF. Let g(r) be denoted by g(r; m) to make clear the dependence of g(r) on m and write 
s = sz(m) and s’ = sz(m + 1) for simplicity. 
(i) We have from the definition of s 
ds; m) 2 0, (11) 
g(s - 1; m) < 0. 02) 
Applying the inequality Cz=“=,(l/n) 2 (2(m-s+l))/(m+s) to (11) and C~C=s-l(l/n) 5 
(m - s + 2)/(s - 1) to (12) immediately yields s >_ m/3 and s < 2m/3 + 1, respectively. 
(ii) In order to prove s’ 2 s, it suffices to show that 
g(s - 1; m + 1) < 0. (13) 
A bit of calculation leads to 
g(r;m+l)=g(r;m)-& 
i 
3(r - 1) 
l-7 , 
I 
2Ir<m, 
and substituting s - 1 for r yields, combined with (12), 
g(s-l;m+l)<-& 
{ 
3(s - 2) 
l-2m , 
> 
Thus, to prove (13), we need to show 
l _ 3(s - 2) > 0 
2m ’ 
which is immediate from (i). 
LEMMA 2.4. Let s1 be defined as 
sr = min{l 5 T 5 sz - 1 : h(r) 1 0}, 
where 
(14 
(1 < r 5 ~2 - 1; the vacuous sum is assumed zero). 
Then the optimal policy, up to time s2, can be described as follows: pass the first sr - 1 applicants 
and choose the first l-candidate thereafter if any. 
PROOF. It suffices to show that 
and 
CA(r) I F(r), l<r<sr. (16) 
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First, we prove (15) by induction on T. Since equation (10) is still valid for r = sq - 1, we have 
m 
fR(s2 2(sz 
- 
1) 2(s2 
- 
1) - 1) = -- 1772 - 53 + 2 c ’ n=sz-l n m 
(17) 
and hence, 
ffys2 - 1) - fR(s2 - 1) = 
s2 - 1 
- 20, m 
which, combined with g(s2 - 1) < 0, assures the validity of (15) for r = ss - 1. 
Assume that (15) holds for T + 1, T + 2, . . . , ss - 1 (si _< T). Then, since fR(r) can be written 
=, from (7), 
fR(r) = (m - rm,;;;, + 1) [fdr+ 1) +f2(r + 1) +(r - l)fR(r +1)], 08) 
we obtain from the induction hypothesis 
fR(r) = (m - ry;,;r + 1) [fP(r -I- 1) + f,“(r + 1) + (r - l>fR(r + l,] 
m-r (19) 
= (m-r + l)(r + 1) pi%- + 1) + rfR(r + l)] , 
and the repeated use of this yields 
Hence, using (5) and (17), we have the following expression after a bit of calculation: 
f,“(r) - fR(r) = m-y+1 h(r)’ (20) 
Now let H(r) = C~zr+r((l/n) + (r/m) - (3/2)). Th en since H(r) is decreasing in T and 
h(r) - h(r + 1) = -(2/r)H(r) with h(sz - 1) > 0, we easily see that h(r) is nonnegative for all T, 
in which case si = 1, or h(r) changes its sign from negative to nonnegative at sr (> 1). This 
property of h(r), through (20), proves the right-side inequality in (15). We have from (19) and 
the induction hypothesis 
fR(r) 2 (m _ lln,;,T,, + 1) [fi%- + 1) + rf,“(r + 111 
2 = 
m-r+1 [ 
I2 
L+ Cm-r)(r-l1) 
n=r+l 72 1 2m ’ 
and so 
fR(r) - f,“(r) 2 2 m-r+1 (,.g-;) 
2 
> 
m-r+1 ( 
3(m-r) 1 
2m -5 > 
(from g(r + 1) C 0) 
2m-3r 
= m(m-r+l) 
20 (from Lemma 2.3(i)), 
which proves the left-side inequality in (15). Inequality (16) is an immediate consequence from 
the aforementioned property of h(r). 
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LEMMA 2.5. Let P(success) denote the probability under an optimal policy. Then 
1 
m-s1+2 
s1 - l 
P(success) = 
fPClrt 
[ 
fiA(Sl - 1) - m-sl+2 
h(q - 1) 1 , ifs,>l, (21) 
if s1 = 1. 
PROOF. It is evident when s1 = 1. Assume s1 > 1. Then P(success) is given by fR(l). 
From (18)) we have 
and hence, after repetition 
fR(l)= (v) (~)...(~r~::~)~R(S1-1) 
= (m-;+yR(sl-l), 
which yields the desired result through (20). 
From Lemmas 2.2, 2.4, and 2.5, the optimal policy can be summarized as follows. 
THEOREM 2.6. The optimal policy is an r(sl, sz)-rule, where the critical numbers s1 and s2 
are specified by (14) and (8), respectively. Moreover, the success probability can be calculated 
from (21). 
The following lemma is concerned with the asymptotics of ~1, ~2, and P(success) as m tends 
to infinity. 
LEMMA 2.7. Let ST = limnz.+W (si/m), i = 1,2, and P*(success) = limm--too P(success). Then 
(9 4 z 0.4172 is a unique root x E (0,l) of the equation 
; (1 - Z) + loga: = 0. 
(ii) sT M 0.1204 is a unique root x E (0, sz) of the equation 
(3 + logxsl) . log (2-G;) + (1 - 3s; + 22) = 0. 
(iii) 
P*(success) = -ST (1 - s; + 2 log ST) 
M 0.4038. 
PROOF. (i)-(iii) can be obtained by a straightforward calculation from (8), (14), and (21), re- 
spectively. 
Table 1 gives the numerical values of ~1, ~2, and P(success). 
Table 1. The numerical values of ~1, ~2, and P(success). 
m Sl -52 P(success) m 51 s2 P(success) 
3 1 2 0.8888 20 3 9 0.4643 
4 1 2 0.7916 50 7 22 0.4264 
5 1 3 0.7133 100 13 42 0.4150 
6 1 3 0.6500 200 25 84 0.4094 
7 1 4 0.5979 500 61 209 0.4060 
8 1 4 0.5544 1000 121 418 0.4049 
9 2 4 0.5346 ! 
10 2 5 0.5275 co 0.1204m 0.4172m 0.4038 
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