We present an experimental study of the statistical properties of millimetric spheres floating on the surface of a turbulent flow. The flow is generated in a layer of liquid metal by an electromagnetic forcing. By using two magnet arrays, we are able to create one highly fluctuating flow and one almost stationary flow. In both cases, we follow the motion of hundreds of millimeter-size particles floating at the deformed interface of the liquid metal. We evidence the clustering of floaters by a statistical study of the local density of particles. Some dynamical properties of clusters are exposed. With the almost stationary flow obtained with the random array of magnets, we are able to relate the cluster formation to compression effects. Hence, although floaters are not passive scalar and move on a disturbed interface, we propose that the main clustering effect is the same as the one reported for passive scalar on an almost flat surface of a turbulent flow [1, 2] .
I. INTRODUCTION
The motion of tracers in turbulent flows has attracted a lot of attention because of its impact in pollutant dispersion in the atmosphere as well as in oceans. For instance, floating garbage could concentrate in large litters in middle of the ocean [3] . It also plays a role in the oceanic ecosystem (plankton mixing); in clouds dynamics and rain formation; or in ocean-atmosphere mixing. At a fundamental level it has been conjectured that even a simple passive scalar advected by a turbulent flow has a highly intermittent dynamics,even if the flow itself is not intermittent [4] . The dynamics of finite size particles with inertia is even more intricate because it involves memory effects and a new time scale, the Stokes time τ s = 2a
2 (ρ p − ρ)/(9νρ), with ρ (resp. ρ p ) the fluid (resp. the particle) density, a the particle diameter and ν the kinematic viscosity [5, 6] .
In addition, due to buoyancy, floaters are constrained to stay on the surface. Hence they experience a compressible flow with sources of upwelling fluid, and sinks of downwelling fluid. The clustering of point-like passive floaters constrained on the almost flat surface has been observed. It has been explained by the compressive nature of the flow of particles [1, 7] . Floaters were also sensitive to surface deformation and were used to explore surface waves. In this case capillarity and particles density play an important role [8] .
Previous studies consider fully passive particles advected by the flow at an almost flat surface [1, 2, 7] . These works combine experimental measurements of the surface flow and numerical tracking of point-like fictive particles. There, the clustering is induced by the attraction of the tracers towards the downwelling part of the flow and the repulsion from upwelling flow. In our study, we perform an experiment with real nonwetting floaters, sensitive to capillarity force and surface deformation. We limit the study to a small density of millimetric particles. Two different freesurface flows are generated by an electromagnetic forcing. A first highly fluctuating flow is created by a regular array of magnets whereas a random array of magnets generates an almost stationary flow. Despite this difference, floaters advected by both flows have the same mixing an clustering properties. After a short description of the experimental devices and generated flow, we focus on the cluster of floaters. Clusters are clearly identified by studying the statistical properties of the area of Delaunay triangles linking nearest neighbors. Then, using the stationary random array, we evaluate the correlation between the cluster density and some properties of the flow. We show that the most probable clustering mechanism is the flow compressibility. Effects of curvature and capillarity are also discussed.
II. EXPERIMENTAL DEVICE AND FLOWS CHARACTERISTICS
A. The setup An electric current, of density J, in addition to a magnetic field, B, can generate a Lorentz force F L inside a conducting body with F L = J × B. This force has been used to stir conducting fluids first by Bondarenko et al. [9] in order to force two dimensional (2D) turbulence with a well defined wave length. To do so, they used a uniform current and magnetic strips with alternating polarity. Later, Sommeria [10] applied a strong uniform magnetic field and space-dependent distribution of current to generate an almost 2D flow and to study the transition between large scale structures. Since then, the technique has become a common tool to study 2D turbulence [11, 12] , instabilities [13] [14] [15] and chaotic mixing in 2D flows [16] . We adopted a similar forcing. However, we used a layer of liquid metal which allowed us to reach high density currents (up to 1.5 × 10 5 A/m 2 ) with no need of high power nor cooling (the applied voltage is less than a Volt). Vertical vorticity dominates the flow du to geometrical constrained. Nevertheless, we generate strong turbulence that distorts the interface and involves some vertical velocity components.
A sketch of the experiment is shown in figure 1 . It is performed in a plastic (isolating) rectangular container, with a maximal working area of 40 × 50 cm 2 . This cell is filled with a layer of Gallinstan, a liquid alloy at room temperature. It is made of gallium, indium and tin, with density ρ and depth H = 1 cm [17] . A current up to 600 A is supplied with a Sorensen DHP Series Power supply by two brass electrodes placed along the cell ends. Beneath the container, we can produce two inhomogeneous magnetic fields B. They are produced by arrays of strong permanent Neodymium Iron magnets about 20 mm diameter, as shown in figure 1. One array is made with regular lines of alternating polarity and the second one with magnets placed randomly. Both have a mean distance between magnets of roughly l = 40 mm. At the bottom of the container, the magnetic field just above each permanent magnet is around 1200 Gauss. The oxidation of the gallinstan-air interface creates a thin solid film. To prevent it, the Gallinstan is surmounted by a layer of Chlorite Acid solution (at concentrations lower than a percent). The layer is thick enough (about 10 cm) to make the Gallinstan-Acid interface insensitive to the boundary condition at the top of the Acid layer. The interfacial tension (or simply the surface tension) was measured to be γ = 0.5 N/m. It was determined by the use of Faraday surface instability. Floaters are spherical non-wetting particles of diameter a = 1 mm and of density ρ p ∼ 0.3 ρ. In order to limit the particles-particles interaction and the particles feedback on the properties of the In configuration 1, the camera (C) records the position of particles floating on the Gallinstan. In configuration 2, the beam of the Laser diode (La) is transformed into a laser sheet by the cylindrical lens (Le) and projected on the surface of a mirror (M1). The diffused line, made by the laser sheet on the Gallinstan surface, is tracked with 2 opposite angles by a single Camera (C) by the two mirrors (M2) and the prisms (P). Bottom : Sketches of the random and regular magnet arrays used in the experiment. Black and white indicate the polarity of the magnets.
surface deformation, we follow only around N = 200 particles (corresponding to a filling fraction of order of 8 × 10 −4 ) .
Usual Particles Tracking Velocimetry (PTV) techniques can be used to follow the floaters, despite some difficulties induced by the reflective nature of the liquid metal surface. We use the configuration 1 presented in figure 1: a camera of 2000 × 1700 pixels 2 resolution allows us to follow the 200 particles in the whole cell with a resolution of 4 pixels by particle diameter, at a frame rate of 50 Hz. From the position data, we compute trajectories using a multi-frame predictive tracking algorithm described in [19, 20] . An important advantage of this predictive tracking algorithm is its lack of intrinsic velocity cutoffs, as particles are always searched consequently to their previous motion.
We measure the surface elevation along a line using a classical triangulation technique. This technique tracks the displacement of diffused light spots. However the liquid metal interface is poorly diffusive and highly reflective It implies the use of a very sensitive camera to follow the diffused light. Therefore we also have to deal with direct reflective spots saturating the camera sensor. To recover the information lost due to these spots, we record the line displacement under two opposite angles. Hence, the blinding reflective spot in one angle is not seen in the other. Then the whole line displacement can be reconstructed. This setup corresponds to configuration 2 in figure 1 .
B. Dimensionless parameters
The dimensionless Navier-Stokes Equation, driven by an electromagnetic Lorentz forcing, exhibits a natural velocity scale U o = JBl/ρ, which balances the advection term and the Lorentz force. Here we use the forcing length l as the characteristic length of the flow. Thus one gets the Reynolds number Re = JB/ρ · l 3/2 /ν. In our device we can expect U o ∼ 30 cm/s and Re = 3 × 10 4 . Such estimates give a Kolmogorov length,
o /L the energy flux by unit of mass. Note that another choice for the characteristics length, like the cell size, would give an unrealistic velocity and Reynolds number. In a thin fluid layer, friction on the bottom plate induces velocity damping. This friction term acts textcolorredat all scales and induces interaction between structures of different size [18] . In liquid metal submitted to an electromagnetic forcing, the friction is concentrated to a thin magnetic boundary layer where induction phenomena focus the electric currents and the velocity gradients [10] . The depth of this layer e H = H/Ha, is characterized by the Hartmann number Ha = σ/ρνBH ≤ 45 [17] . Hence e H can be as small as 0.2 mm. One can evaluate this friction strength by the Reynolds number built on Hartmann layer Re H = Re L /Ha · H/L = JlR/σνB ∼ 200. Although the system is highly nonlinear, it is neither isotropic turbulence, nor 2D turbulence. Indeed one observes mainly vertical vorticity, but with a strong deformation of the surface.
As we deal with a free surface flow, gravity and capillarity have important effects on surface deformation. It is useful to introduce first the capillary length l c = γ/ρg. It corresponds to 3 mm in our experiment. At scales larger than l c , gravity dominates. At smaller scale the capillarity prevails. The action of the flow on the surface deformation can be estimated by using two other dimensionless numbers. One is the Froude number, which is the ratio of the flow velocity over the characteristic velocity of gravity waves
As it is not too far from unity, gravity waves generation cannot be completely discarded. On the other hand, at scales smaller than l c , one usually compares the kinetic energy of the flow and the surface tension energy through the Weber number We = ρU 2 o L/γ, with L a characteristic length. At the scale of the forcing L = l one gets We ∼ 50. Therefore the surface tension is negligible at that scale. At the floater scale L = a, We becomes of order of unity and surface tension cannot be neglected anymore. Thus our millimeter-size floaters are sensitive to capillarity.
C. General characteristics of the observed turbulent flows
By using a horizontal current and vertical dipolar magnets to force a fluid layer we mainly apply a horizontal shear in the layer that generates strong vertical vorticity. Although floaters are not passive scalar, one can infer some properties of the flow from the point of view of the particles. To do so, we follow the 200 particles. The duration of one experiment is chosen to ensure that all floaters probe separately the entire cell area. We can first evaluate the root mean square (rms) of particle velocity V 2 P . This rms velocity normalized by U o is shown in figure 2-a. V 2 P evolve between 0.5 U o and 0.3 U o . It is to be expected that the actual value is smaller than U o since the estimate is built on the maximum value of the magnetic field. Moreover we measure here the velocity of the floaters that can be smaller than the one of the sustaining fluid. Above a current of 200 A, the ratio decays for both magnet arrays. This may illustrate the fact that, when the forcing is increased, a larger part of the injected power goes to the vertical velocity component, which is excluded from our measurement. Below 200 A the ratio saturates to a constant value for the random case whereas the regular one decrease continuously. This can be interpreted as a stronger bidimensionalization of the random array at low driving.
Then we define a fictitious grid, to pixelate the cell in N w by N w windows, with N w typically equal to 50 or 100. In each of them, we can compute the velocity and obtain the time-averaged Eulerian velocity field u, where · stands for time averaging. On figure 2-b we compare the energy u 2 of this time-averaged Eulerian flow, to the total kinetic energy of the particles. This gives the ratio of the energy contained in the mean flow. Almost 80% of the energy is contained in the mean flow of the random array, compared to less than 40% in the case of the regular array. Hence the former is significantly more stationary than the latter. In the following, we will take advantage of this difference between the stationarity properties of both arrays.
The difference between both magnet arrays is also observable on the surface elevation induced by the forcing. We study the spatial variance of the elevation along a line perpendicular to the imposed current: ∆h 2 (t) = (h − h ) 2 , where · stands here for an average along a line. After time averaging, both magnet arrays seem to follow a power law as a function of the imposed current: ∆h 2 ∝ I ζ . However the exponent ζ is different in both cases. It is around 1.6 for the regular array and around 2.2 for the random one. Moreover, the stationary part of the elevation, ∆h 2 , is larger for the random array as already observed for the velocity field. Indeed, the stationary part of the deformation induces around 50% of the surface elevation with the random magnet array, whereas it is less than 20% for the regular array.
III. DYNAMICAL PROPERTIES OF THE FLOATERS
Ideal tracers perfectly follow the sampled flow. The motion of our finite-size floaters is also subjected as well to action of the underlying velocity flow, but also to the action of the inertia, the drag, the buoyancy and the capillarity. Therefore, it is important to focus on floaters dynamics. We consider first the diffusion and mixing properties. Then, we study the instantaneous spatial distribution of particles. To do so, we focus on the statistical properties of the Delaunay triangle linking the nearest neighbors. The distribution of triangles obtained experimentally is compared with the one obtained from a homogeneous distribution of points. We are able to quantify the level of clustering and to determine a criterion defining clusters from the discrepancy of both distributions. Finally, the properties of the particles velocity inside a cluster are explored.
A. Particles diffusion and mixing
The usual way to quantify the dispersion properties of particles is to study the statistical properties of the displacement, R(t) = (X(t) − X(0)) 2 + (Y (t) − Y (0)) 2 , for all the single particles that we are able to follow during a time t. It can be compared with the well-known Brownian motion. In this reference case one has R(τ ) 2 = Dτ . The diffusion coefficient, D, is given by the Einstein formula :
, where ν is the fluid viscosity and d is the particle diameter. Unfortunately in our experiment, the range of scales between the forcing and the cell size is too small to prevent finite size effects. We observe mainly a ballistic transport until a time τ ∼ 10 · l/ V 2 p . It corresponds mostly to the mean time necessary to reach the border after a ballistic flight. All the displacement R(τ ) 2 collapse in a single curve in the ballistic regime if we use V 2 p as characteristic time unit. Above τ · V 2 p /l ∼ 10 the displacement bends, probably due to finite size effect.
In order to get a quantitative measurement of the mixing properties of both magnets arrays, we pixelate the cell (of total volume V ) in N p = N w × N w squares of volume v i , as before. Then we compute the relative density in each cell ρ i . It is estimated by the counting of the number of particles n i that can be found in each cell i during the experimental run. We normalized it by the mean density. Thus, ρ i = (n i /v i ) · (V /N ). Then we use an usual tool to quantify mixing: the variance of the relative density σ(
2 , the better the mixing. Other tools to quantify mixing include the relative Rényi entropies [21] :
ranging from 0 to 1. It reaches the limit S α = 1 for the perfectly homogeneous mixing. α = 1 corresponds to the usual Shannon entropy, whereas S 2 is called the correlation entropy, and higher values of α stress the higher fluctuations [21] . We compute σ(ρ i ) and S α for both magnet arrays (up to α = 5 for the Rényi entropy) and we compare their difference in figure 3 . The upper panel shows the difference of the concentration variance between the random array and the regular array, ∆σ( the differences of the Rényi entropies between both arrays at five successive values of α. These quantities are estimated during the 60 s of statistically stationary regimes of the experiment. Below 200 A, there is a discrepancy. It shows that the regular array performs a better mixing. This discrepancy is more important for higher values of α. This result underlines that the difference is increased when higher fluctuations of the concentration are concerned. However above 200 A, both magnet arrays have the same mixing properties, despite that the flows produced by the regular array fluctuate more. It should be recalled that a transition around 200 A has been already observed in the kinetic energy of the particles driven by the random magnet array.
B. Clustering
Characterization
We are now going to focus on the instantaneous spatial distribution of the floaters. To do so, we use the Delaunay triangles linking three nearest neighbors. We borrow this tool from the study of granular packing [22, 23] , and from more recent studies on clustering of inertial particles in fully developed 3D turbulence [24] . In order to quantify floaters density at the surface, we compute the area of the Delaunay triangles. Such triangulations are shown in figure  4 , for an uniform distribution of 254 points (a) and for the same number of particles tracked on a snapshot of our experiment (b). In solid state physics and granular matter, these tessellations are used to study amorphous states. In the case of a random set of point, the tessellation gives a gamma-distribution P (A) for the elementary triangles area A [23] , with:
For uncorrelated points uniformly distributed, one expects an exponential distribution with a = 1 and b = 1/ A [25] . This is indeed the case in figure 4 -a, excepting small deviations due to constraints imposed by the cell boundaries. This uniform distribution will be used as a reference hereafter. All excess of smaller areas from this reference, can be considered as a trace of clusters of correlated particles. More precisely, an exponent a < 1 will be the signature of this excess of smaller areas. Indeed it induces devergence of the PDF at vanishing values of A. Hence the most probable value is 0. b characterizes the exponential cut-off at large value of the triangle area.
We study the areas obtained for each snapshot of the experiment. As the number of followed particles and Delaunay triangles can change slightly from time to time, we normalized the area of each triangle, A i by the mean area of triangles at each instantaneous tessellation:
where N t is the number of triangles of the instantaneous tessellation. Hence A =1. Figure 5 shows the Probability Density Function (PDF) of these normalized areas obtained from 3000 successive snapshots of an experiment performed with the random array and with a driving intensity of I = 300 A (blue crosses). It also shows the PDF of 3000 realizations of independent successive synthetic tessellations for sets of nearly 200 particles uniformly distributed. For both magnet arrays and all applied currents, the distribution of triangle areas follows a Gamma distribution (without any fitting parameters once the mean and the standard deviation are given). Note that, if in the case of the synthetic uniform distribution one gets a and b close to one (within 20% of error due to cell boundary), in the case of the experimental PDF one gets a = 0.311. This value, smaller than one, is responsible of the cusp observed near 0. The smaller a, the stronger is this cusp; i.e. the larger is the excess of smaller areas. Thus, a is indeed a signature of clustering. Figure 6 shows the value of a as a function of the driving current I for both magnet arrays. In both cases, except for the smallest intensity, one gets a decay with 0.24 < a < 0.5. There is therefore always a strong clustering. In the case of the regular array, the decay is almost linear, and a goes from 0.5 to 0.35. For the random array we can observe, again, different behaviors below and above 200 A, once again. Below 200 A, the decay of a, going from 0.5 to 0.35 in 150 A, is faster than for the regular array. Above 200 A, the decay rate becomes of the same order for both magnet arrays.
The areas of the tessellation follow a Gamma distribution (1) for both expeimental setup and for the synthetic set of uniformly distributed points. It allows to find an easy criterion to define particles inside a cluster. We consider that a particle is in a cluster if it belongs to a triangle with an area A smaller than a critical value A c . A c is chosen such that P e (A ≤ A c ) ≥ P r (A ≤ A c ), where the indices r and e refer to the synthetic reference distribution and experimental distribution respectively. Using (1) and neglecting the exponential decay at large A one gets the following critical value:
(with a r and b r close but not exactly equal to 1). This criterion has been used to define the cluster shown in figure  4 , in which A c = 0.14.
We now have the tools to study cluster properties. Indeed, knowing which particles belong to a cluster, we can compare the velocity fluctuations inside clusters with the unconditional global fluctuations. Figure 7 -a exhibits the PDF of the fluctuations of one component of the velocity of particles belonging to a cluster δv y = v y − V cy around the mean velocity, V c , of the cluster. These fluctuations are compared to the unconditioned case corresponding to the fluctuations V y of all the particles in the cell. The conditioned PDF is narrower and its shape, with exponential tails, differs from the nearly Gaussian unconditioned one. The flatness, (δv y − δv y ) 4 /σ(δv y ) 4 of the fluctuations around the cluster velocity is equal to 5.1 whereas the flatness of the unconditioned case is 3.2, close to the value expected for Gaussian variables. This shows that the floaters belonging to the same cluster have correlated velocities. The same result can be obtained from the other velocity component. One can also look for correlations in the direction of displacement. We define θ c as the angle between the velocity of a floater belonging to a cluster and the mean velocity of the cluster itself. θ c can be compared with the angle θ between the direction of the particles velocity and a fixed arbitrary direction in the unconditioned case. The distribution of θ c is narrower than the unconditioned one of θ (which is almost uniformly distributed), as shown in figure 7-b. Both results mean that, as expected, the motions inside the clusters are much more coherent that the unconditioned global ones. This stengthens our definition of clusters. Angle distribution of the direction of the particles displacement around the direction of the cluster, for particles belonging to a cluster (red). It is compared to the unconditioned distribution of directions (blue) and to an uniform distribution of angles (dashed line).
Finally we check that this coherence is conserved when the forcing is increased. The ratio of the conditioned over the unconditioned rms velocities is about 0.55 in the regular array whereas it was slightly smaller for the random one (about 0.45). It means that the cluster is slightly more coherent in the second case although the difference is not significant. In both cases the ratio does not evolve more than 10% when the current is increased. The rms fluctuations of the angles θ c are of the same order for both magnet arrays and the standard deviation is about 40-50% smaller than the unconditioned case.
Physical mechanisms
Now, we will try to explore the origin of the clustering. To do so, we would like to correlate the floater density with the properties of the flow. Here, we take advantage of the stationarity of the random magnet array. Indeed above 200 A, both magnet arrays have the same mixing and clustering properties. However the random array is almost stationary. Therefore it is reasonable to correlate time-averaged quantities from which we can expect a good spatial resolution. We get the time averaged Eulerian velocity field by performing the same discretization procedure described in section II C. In each sub-window, we compute the 2D velocity component u i and v i and their derivatives, together with the floaters density ρ i .
First we check a clustering mechanism similar to the one responsible of the clustering of completely passive tracers at the almost flat surface of a turbulent flow [1, 2, 7] . Hence, we must evaluate first −∂ z w(x, y)| z=h(t) at the surface of the mean flow generated above the random array of magnets. Thus, we compute
in a pixilated grid of N p squares of 5 × 5 mm 2 , where the subscript i refers to the sub-window i. Then, we estimate the local correlator r i , between this quantity and the normalized time-averaged density ρ i , previously introduced:
where ∆X means X − X . For a driving current of 400 A, the global correlator r i , averaged over all the subwindows, is equal to 0.35. The local correlator (3) is larger than one on 19.8% of the pixelate surface. This underlines the spatial coherency between r i and ρ i . Although they are not identical, α i and ρ i present similar patterns. The correlations are not huge, but they are still significant, considering the noise introduced by the coarse-grained gradient and the decoherence induced by time averaging. In order to estimate the relevance of the previous correlations, one can check the correlations of ρ i with other hydrodynamic quantities. For instance, the clustering of inertial particles in 3D turbulence is governed by the divergence of the inertial particles velocities, given at first order by ∇ · V i ∼ −τ s β i [6, 26] with
The spatial distribution of β i allows to define another local correlator
The global correlator s i is about 0.07 and the local correlator overcomes unity only on 9% of the surface. Hence, no common pattern emerges from the comparison between these quantities and it is more questionable to link the clustering with inertia. Particles density can also be correlated to the vertical component of the vorticity, which is the strongest component of the vorticity with our forcing. This component, Ω i , can be evaluated on the N p sub-windows. It should be noted that the hydrodynamic quantities α i and Ω i are correlated due to secondary flows that are induced in a fluid layer around vertical vortices [27] . Indeed, the upwelling flows merge at the vortex core whereas downwelling flows dive at the vortex edge. The global correlator, t i = ∆Ω i · ∆α i /(σ(α i ) · σ(Ω i )) between the vorticity and the vertical velocity gradient is 0.83, which is large. However the global correlator ∆Ω i · ∆ρ i /(σ(ρ i ) · σ(Ω i )) = 0.30 is smaller than r i = 0.35. Actually one has ∆Ω i · ∆ρ i /(σ(ρ i ) · σ(Ω i )) = r i · t i ∼ r i · t i in the present case. Therefore we propose that the apparent correlation between vertical vorticity and the particles density is only the result of the correlation between Ω i and α i . Moreover, we do not find arguments sustaining a scenario where light nonwetting particles are expeled from the vortex core. In contrast, we perform experiments showing that a light nonwetting floater at the parabolic surface of a fluid in solid-body rotation tends to move toward the center. To confirm that clustering is induced by the flow compressibility and not by the vertical component of the vorticity, one can try to generate a flow where the vertical vorticity and the vertical velocity gradient are less correlated. For instance, by imposing a strong horizontal magnetic field.
Our particles are sensitive to the surface tension because they are smaller than the capillarity length l c . Capillarity tends to make attractive particles of similar wetting. However, the attractive capillarity force between particles decays exponentially with the distance [28, 29] , and thus, they are significant on a characteristic length of order l c . This interaction length is an order of magnitude smaller than the mean free path between floaters in our experiment. Hence, due to the low concentration of particles, we expect that capillarity will be initially inefficient to agglomerate floaters. However, once the clusters are formed, the attraction could play a stabilizing role and it could affect the cluster cohesion. Capillarity force also makes particles sensitive to the surface curvature [8] . However, our experiments with a floater on the parabolic surface of a fluid in solid body rotation show that the motion induced by capillarity is much slower than the one observed in the present experiment. These effects deserve additional exploration, to be detailed in a future work.
A last issue is how spatial inhomogeneity of the floaters reflects the intermittent property of the underlying flow. In Appendix A, we propose an argument sustaining the conjecture of Kraichnan claiming that the passive scalar has to be more intermittent than the underlying flow. The high intermittency of the passive scalar stretched and folded by the velocity gradient is revealed by the anomalous scaling of the structure function of the concentration field [4] . It has been related to the ramp and cliff inhomogeneous structure of the passive scalar density [30] . We do not reach a resolution sufficiently accurate to compute the structure function of the concentration field of floaters in our experiment. However, it has been shown that some properties of turbulent flow, or others complex stretched flows, are enclosed in the time evolution of the shape of triangles in 2D (or tetrads in 3D) delimited by Lagrangian points passively advected by the flow [25, 31, 32] . Therefore a forthcoming work will be devoted to the study of the time evolution of such distorted triangles, delimited by floaters, in order to underline discrepancies with the passive scalar case [25, 32] . Moreover, with the tool introduced to define particles belonging to a cluster, we should be able to study the triangle distortion evolution in relation to the particles ability to enter or escape from the clusters and thus to relate spatial inhomogeneity and intermittent properties.
IV. CONCLUSIONS
In this article, we presented an experimental setup allowing us to generate strongly fluctuating free surface flows of liquid metal, thanks to electromagnetic forcing. We used two kinds of magnet arrays. The first is made of regular strips of alternating polarity. The second is made with magnets put randomly. We apply to them an electrical current I going from 25 A to 600 A. The two magnet arrays have a different level of fluctuations, i.e. the energy contained in the temporal fluctuations, as compared to the energy in the mean flow, is twice as high with the regular array. Equally, the surface deformation induced by the flow above the random array, has a larger stationary part. No transition emerges from the flow produced by the regular array, whereas the flow produced by the random magnet array presents several clues of a transition around 200 A. Indeed, kinetic energy of particles, characteristic correlation time, mixing properties or the ability to form clusters, behave differently below and above 200 A. Above this value, both magnet arrays seem to adopt similar behaviors, except that the random array generates a more stationary flow. In any case, floaters do not mix uniformly but tend to form clusters, as identified by the study of the distribution of the Delaunay triangles areas. The statistics of the area of the triangle linking neighbor particles, follow Gamma distributions. These distributions are singular near 0, illustrating the tendency to form clusters. Particles belonging to the same cluster have a coherent displacement. To understand the main clustering mechanism, we study the correlations between surface density of the floaters and velocity gradients at the flow surface. This suggests that the main clustering mechanism is the compressible nature of the surface, as seen from the point of view of the floaters: they are expelled from the upwelling secondary flow at the vortex core and stretched at the vortex edge. Thus, it will be interesting to explore how the clustering is modified in a flow where the vorticity is mainly horizontal. This can be obtained by a change of the magnetic field geometry.
