


























































and  ‘g’  indexes  in  the  context  of  a  time  limited  evaluation  period  and  to  provide  comprehensive 
coverage  of  all  academic  economists  in  all  university‐based  economics  departments within  a  nation 
state.    For  illustration  purposes we  have  selected New  Zealand’s  Performance  Based  Research  Fund 
(PBRF) as our evaluation scheme.  In order to provide a frame of reference for ‘h’ and ‘g’ index output 
measures, we have also estimated research output using a number of journal‐based weighting schemes.  
In general, our findings suggest that  ‘h’ and  ‘g’  index scores are strongly associated with  low‐powered 
journal  ranking schemes and weakly associated with high powered  journal weighting schemes.   More 
specifically, we  found  the  ‘h’ and  ‘g’  indexes  to  suffer  from a  lack of differentiation:  for example, 52 





























approach  is  that  the  value  of  a  paper  is  best  captured  by  the  relative  importance  of  the  publishing 
journal.      For  journal weighting  schemes based on  citation  counts,  the premise  is  that  the  expected 
citation  flow  from  a  given  article  is  the  mean  number  of  citations  generated  by  papers  previously 




the  sciences.    The  basic  argument  in  favour  of  using  citation  counts  (raw  or  adjusted)  is  that  they 
purportedly reflect the quality or impact of a paper.  That is, more heavily cited papers are said to have a 
greater  impact  on  the  distribution  of  knowledge  than  less  cited  papers.    The  increasing  reliance  on 
citations to reflect  impact or quality has been abetted by recent improvements  in the range of  journal 
coverage and ease of data manipulation.  
In this paper we explore the use of various direct citation schemes to measure research  in economics 
departments across all universities  in a nation‐state, within the time  frame  imposed by most research 




tertiary education providers  in  the  country.   The  first version of  the  scheme was  carried out  in 2003 
(covering  research  conducted over  the period 2000‐2002);  the  second exercise was held  in 2006 and 
assessed  research produced over  the period 2000‐2005; and  the next evaluation will be held  in 2012 
covering  research published over  the period 2006‐2011.    It  is our view  that before another  review  is 







The use of  journal weighting schemes has come under  increasing criticism.   For example, consider the 
scheme developed by Kalaitzidakis, Mamuneas and Stengos (2003) (this  journal weighting scheme will 
henceforth be denoted as KMS) – undoubtedly  the most  respected of  the  journal weighting schemes 







developed by Liebowitz and Palmer  (1984)2.       The 2003 version of the KMS scheme ranked only  ISI3‐ 
listed  journals  (143  out  of  over  1500  currently  listed  in  Econlit  as  economics  or  economics  related 
journals).  While this may be an appropriate number of journals for ranking upper echelon schools and 
researchers,  it  fails  to  reflect  the  fact  that  many  economists  publish  in  non‐listed  ISI  journals.  
Furthermore, the nature of the weights assigned to top and lesser journals is such that they are unlikely 
to  reflect  real‐life  decision‐making  in most  tenure,  promotions  and merit  increase  committees.    For 
example, under KMS, the 30th, 50th and 90th ranked journals exhibit weights that are only 7.8, 3.9 and 0.8 
percent  as  large  as  the weight  assigned  to  the  top  ranked  journal.    In  the New  Zealand  setting,  this 
results in the top 30 KMS‐ranked journals utilized by New Zealand researchers generating 85 percent of 
output  (from  only  12  percent  of  refereed  papers).    The  KMS  scheme  has  also  been  criticized  for 
restricting countable citations to those generated by other journals on the ISI‐economics list (Kodrzycki 
and  Yu,  2006)  and  for  failing  to  account  for  differing  citation  practices  across  sub‐disciplines within 
economics (Palacious‐Huerta & Volij, 2004).   





over a 25 year span, more than 26 percent of articles  in the top 40  journals, per the   Journal Citation 
Reports  (JCR)  2Yr  Impact  Factor  list,  fail  to  receive  a  single  cite,  even  of  the  self‐generated  variety.  
Furthermore, the non‐citation rate exceeds 50 percent for six of the journals on this elite list.  Evidence 










adjusted  cites per  capita.   However,  such  an  approach has  limitations  in  ranking  academic units  and 
individuals.    First,  and  perhaps  the  most  fundamental  problem  is  the  basic  premise  that  underlies 
                                                            
2   The basic Liebowitz and Palmer (1984) approach can be characterized as follows: the starting point  is a set of 








citation counting exercises: a  ‘cite  is a cite’.   That  is, equal weight  is given to all cites regardless of the 





papers each of which has been  cited  twenty  times?   This  is  just another example of  the well known 
quantity versus quality problem that researchers face when attempting to measure non‐market output. 
Arguably  the  best‐known  direct  citations‐based  scheme  designed  to  address  the  quantity/quality 




(where papers are ranked  from highest  to the  lowest number of cites) has  five citations, but the  fifth 
ranked paper has only  three citations and hence  fails  to  satisfy  the definition.   The  intent of Hirsch’s 
proposal is clear: to simultaneously give credit to researchers who are adept at capturing citations and 
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Although the h‐index makes an attempt to reflect success  in both publishing and cite capturing,  it has 
detractors.    For  example,  Ravillion  and  Wagstaff  (2011)  provide  a  theoretical  foundation  for  the 
consideration  of  the  scholarly  influence  of  citations  using  a  stochastic  dominance  approach.   They 
describe  the  influence  of  a  paper  as  a  function  of  the  citations  it  receives  and  suggest  that  for  a 








the above theoretical discussion,  is the well known criticism that the h‐index and  its derivatives  ‘leave 
cites on the table’.   For example, two  individuals can have the same h score, but the total number of 











be  less  than h.   New  citation‐related  indexes are  constantly being developed and promulgated  in  an 
attempt  to  better  capture  the  quantity  and  quality  or  impact  dimensions  of  research  output.  4   
However,  for  purposes  of  this  study  we  shall  restrict  ourselves  to  estimating  individual  and 
departmental output using three measures based on the  ISI database: citation counts, h‐index, and g‐
index, with the exact specifications to be discussed in the data section of the paper.    
Until relatively recently  the economics  research measurement  literature was dominated by  the above 
referenced  journal  weighting  approach  (see  Macri  and  Sinha  (2006)  for  an  extensive  survey  of  this 
literature).    Indeed, we have only  located  five studies based on  raw citation counts  that are of direct 
relevance to this study; that is, studies based on raw citation counts that attempt to measure research 
output of  all  academic  economists  on  a nation‐wide basis: Harris  (1990),  Pomfret  and Wang  (2003), 
Anderson  and  Tressler  (2012),  Ruane  and  Tol  (2008),  and  Tol  (2008)  for  Australia,  Australia,  New 
Zealand, and  the  latter  two  for  Ireland,5  respectively.   However, only  the  first  three studies  restricted 





A  general  discussion  of  the  h‐index,  and  other  citation‐based  research  assessment measures,  in  the 
context of economics, can be found in the work of Chang, McAleer and Oxley (2011), and Kim, Min and 









found  in  Ellison  (2010).    Alternatively,  and  as  previously  noted,  Ravallion  and  Wagstaff  (2011) 
demonstrate  that  the  h‐index  (and  similar  measures)  are  ad‐hoc  constructs.    Studies  of  economic 







In  this study we calculate h‐index and g‐indexes  in  the context of a nation‐wide  research assessment 
exercise.    For  this purpose we have adopted  the  framework of  the New Zealand Performance‐Based 
Research Fund (PBRF).  As noted earlier, the PBRF is an assessment exercise that measures the research 
performance  of  all  university  based  academics6  (that  is,  its  basic  building  block  is  the  individual 
researcher,  not  the  academic  unit  as  is  the  case  for  the  UK  and  Australian  research  assessment 
exercises) over a six year period.   Economics  is one of 42 disciplines covered by  the exercise, and the 
resulting aggregation of individual scores yields a numerical estimate of performance for each academic 
unit  and  ultimately  each  institution  (eight  universities  and  a  number  of  polytechnics  –  we  restrict 
ourselves to the university sector).    In 2010, PBRF scores were utilized to distribute approximately 18 







data‐base  incorporates all refereed publications  in  journals recognized by Econlit (as at 15 April 2009).  
In  this study, citations  to papers are excluded  if  they are self‐cites, and  the  remaining cites are share 
adjusted  utilizing  the  widely  employed  1/n  rule  (where  n  is  the  number  of  authors  on  the  paper).  
Rephrased,  all  citation  counts  in  this  study  are  of  the  non‐self,  share‐adjusted  variety.       Given  the 
competitive nature of  the PBRF,  indeed  for any nation‐wide  research assessment exercise with major 
financial payouts, adjustments for self‐citations and multiple authored papers are necessary to prevent 











assessment  information  is 31 December of the  last year of review –  in our example, this would be 31 
December 2008.  However, it is widely known that citations lag publication by a considerable period of 
time, especially in the social sciences (Centre for Science and Technology Studies, 2007).  Indeed, in the 





constrained  for  pragmatic  reasons,  since  governments  are  attempting  to  reward  relatively  current 
performance and institutions can be expected to wish to minimize the time period between the end of 
the evaluation period and the announcement of results and the flow of expected funding.    In order to 
balance these competing themes, we have opted  for a two year  lag structure: that  is, citations  for all 
publications produced over the 2003 to 2008 period have been collected up to 31 December 2010.   
We have utilized the ISI citation data‐base to generate estimates of cites per paper.  This data‐base has 
been utilized by  virtually  all  researchers  in  the bibliographic  field;  it  is  generally  viewed  as  the most 
reliable source of citation data.   However,  it suffers from a major  limitation  in the context of a nation‐











they  are  listed  in  Econlit)  – we  label  this  scheme  as  EQUAL.    In  practice  this  is  really  a measure  of 
quantity  rather  than quality; however  it does serve as a useful  reference point  for demonstrating  the 
impact  of  quality  adjustment  processes.    In  order  to  compare  our  citation‐based  regimes  to  those 
derived  from  ‘impact‐factor’ analysis, we have chosen  two schemes:  the 2011 updated version of  the 
KMS (2003) scheme previously discussed in this paper: we label this set of weights as KMS; and the 2008 
version of the well known two year journal impact factors for ISI listed journals, denoted herein as JCR.7  
Our  fourth  and  final  alternative  weighting  scheme  is  of  the  reputational  variety.  For  illustrative 







Australia  (ERA).   Although  these  journal  rankings proved  to be  controversial,  and will not be directly 











time  period,  the  departmental  results  should  not  be  inherently  biased  by  our  citation  collection 
approach.   Obviously,  the  situation at  the  individual  researcher  level  is different, especially  for  those 
beginning  their  research  career  post‐2002.    To  address  this  situation, we  have  presented  results  for 
individual researchers who have been active throughout our assessment period;  in other words, those 
with  at  least  six  years  of  professional  experience  as  at  31 December  2008.    Let us  now  turn  to  our 
findings.8 
In Table 2 we show ISIg and ISIh results for the 110 researchers in our restricted sample.    Save for one 




individual  researchers  for  any  given  score.    For  example,  researchers  obtaining  an  ISIh  score  of  ‘0’, 
published between zero and 17 papers.  Equally interesting is the fact that one economist receiving an 





However,  the estimates  for pairs of direct and  journal‐based measures yield variable  results.   We see 






























ISIC  ISIg  ISIh  EQUAL  ERA  JCR  KMS 
ISIC  1.00  0.90  0.86 0.58 0.72 0.59  0.40
ISIg  1.00  0.97 0.61 0.78 0.69  0.48
ISIh  1.00 0.62 0.77 0.67  0.46
EQUAL  1.00  0.91  0.57  0.31 










direct  citation  measures  (ISIC,  ISIg  and  ISIh)  are  highly  correlated  (0.92  to  0.94);  however,  the 











ISIC  ISIg  ISIh  EQUAL  ERA  JCR  KMS 
ISIC  1.00  0.94  0.92  0.44  0.65  0.45  0.17 
ISIg  1.00  0.92  0.36  0.65  0.53  0.29 
ISIh  1.00  0.40  0.67  0.50  0.26 
EQUAL  1.00  0.86  0.38  0.09 












researchers who  have  obtained  an  ISIh  score  of  ‘1’.   We  suggest  that most  tenure,  appointment  and 
promotion committees would not be indifferent between a candidate with a research portfolio consisting 
of  the  Journal  of  Economic  Theory,  Review  of  Economics  and  Dynamics  and  the  Journal  of  Monetary 
Economics and a candidate with a single publication from one of the Group B  listed  journals.     Note that 
the  economist with  the  above  portfolio was  ranked  7th  out  of  135  according  to  the  KMS  scheme  but 
received  the  same  ISI h‐index  score as Researchers 4  to 6 who  received  the  lowest possible KMS  score 
(135/135).   A  similar  situation exists with  respect  to  some  researchers with an  ISIh  score of  ‘zero’.   For 






this  point  we  must  remind  the  reader  that  under  the  PBRF  scheme,  both  absolute  and  relative 
performance is important to institutions.  For example, a university’s absolute score is the key variable in 









be without bragging  rights, but  it would now  receive 90% as much  funding as  Institution A  (once again, 








Researcher ID  ISI Shadj Cites ISI Shadj g ISI shadj h EQUAL  ERA  JCR  KMS 
R1  1  1  1  3  2  6  23 
R2  2  2  2  6  7  8  20 
R3  3  2  2  2  3  7  9 
R4  4  4  4  9  6  2  1 
R5  4  4  4  4  1  1  2 
R6  6  4  4  42  28  28  6 
R7  7  7  4  5  5  3  13 
R8  8  7  8  40  43  39  25 
R9  9  13  8  13  12  12  18 
R10  10  9  8  12  9  15  7 
R11  11  9  20  29  31  20  27 
R12  12  9  8  30  16  5  3 
R13  12  9  8  19  21  16  22 
R14  14  13  20  39  26  25  41 
R15  15  13  8  25  15  4  5 
R16  16  28  20  1  4  32  28 
R17  17  13  20  35  49  35  34 
R18  18  13  8  50  46  23  11 
R19  19  13  8  17  18  30  38 
R20  20  13  20  18  22  19  53 
R21  21  28  20  61  67  63  49 
R22  22  13  20  8  11  27  47 
R23  23  13  8  63  60  40  60 
R24  23  13  8  7  10  29  29 
R25  25  13  8  46  35  24  17 
R26  25  13  20  37  27  36  44 
R27  27  13  20  74  74  50  59 
R28  28  13  20  52  30  17  10 
R29  28  28  20  28  23  21  14 
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so  with  KMS  (0.46/  0.38).    However,  our  raw  citation  measure  (ISIC)  exhibits  somewhat  different 
behaviour:  strongly  correlated  with  EQUAL  (0.94)  but  essentially  uncorrelated  with  KMS  (0.09).    In 
general, the departmental correlation coefficients tend to be less stable than those associated with our 
individual results, probably due to the rather small size in the former case (eight observations only). The 
associated  Spearman  Rank  correlation  coefficients  are  displayed  in  TABLE  8.   We  now  find  that  the 
relationship between the three ISI RAMs and KMS  is quite similar to that displayed by the former with 






ISIC  ISIg  ISIh  EQUAL  ERA  JCR  KMS 
ISIC  1.00  0.89  0.88  0.94  0.88  0.67  0.09 
ISIg  1.00  0.98  0.77  0.84  0.91  0.46 
ISIh  1.00  0.77  0.82  0.85  0.38 
EQUAL  1.00  0.93  0.56  ‐0.13 







ISIC  ISIg  ISIh  EQUAL  ERA  JCR  KMS 
ISIC  1.00  0.85  0.81  0.67  0.71  0.64  0.60 
ISIg  1.00  0.85  0.53  0.65  0.87  0.76 
ISIh  1.00  0.67  0.76  0.69  0.55 
EQUAL  1.00  0.95  0.52  0.48 





Although  somewhat  less  sophisticated,  the  importance  of  the RAM  selection  process  in  determining 
institutional winners and  losers can best be  seen  in Table 9 and Table 10.    In  the  former we present 
standardized results for each output measure; that is, listed scores represent the percentage attainment 




of  the  RAM  selection  process  can  be  seen  by  continuing  to  compare  the  above  noted  departments 
under alternative RAMs.   For example,  if we substitute  ISIg and  ISIh  for  ISIC, Auckland’s performance 
relative to Waikato’s  improves dramatically  in absolute terms:  from 23.9 to 66.2 and to 65.0 percent.  
Auckland also  improves  its relative ranking (see Table9): from 5th under  ISIC to 3rd and 2nd for  ISIg and 
ISIh, respectively.  In this case Auckland’s financial payout increases substantially but its bragging rights 
improve modestly  (it  is unusual  for  institutions  to  refer  to  their  ranking unless  they are  ‘#1’).   At  this 
point we  should  stress  that  if  either of our  impact  factor‐based RAMs  (JCR or KMS) were  to be  the 
official weighting scheme, Auckland’s economics department would assume first place in the rankings.   
 
Table 9. Normalized Departmental Scores: Weighted Pages per Capita Various Output Measures 
2003-2008 
ISI Shadj Cites ISI Shadj h ISI Shadj g  EQUAL ERA JCR KMS 
Auckland 23.9 66.2 65.0 39.8 55.9 100.0 100.0 
AUT 4.4 20.0 14.3 45.8 51.8 25.5 5.0 
Canterbury 27.2 60.0 60.7 49.3 59.5 82.5 54.7 
Lincoln 7.3 36.4 26.0 27.9 17.9 14.6 1.8 
Massey 5.2 25.6 20.6 25.4 25.1 17.9 2.7 
Otago 25.8 70.6 57.1 46.2 57.8 64.5 17.8 
Victoria 26.3 56.5 60.5 36.2 50.1 88.5 44.7 
Waikato 100.0 100.0 100.0 100.0 100.0 99.6 18.0 
 
Table 10.    Departmental Rankings: Weighted Pages Per Capita, Various Citation Measures 
2003-2008 
ISI Shadj Cites ISI Shadj h ISI Shadj g EQUAL ERA JCR KMS 
Auckland 5 3 2 5 4 1 1 
AUT 8 8 8 4 5 6 6 
Canterbury 2 4 3 2 2 4 2 
Lincoln 6 6 6 7 8 8 8 
Massey 7 7 7 8 7 7 7 
Otago 4 2 5 3 3 5 5 
Victoria 3 5 3 6 6 3 3 
Waikato 1 1 1 1 1 2 4 
 
The argument that the RAM selection process matters can be clearly seen by referring to the situation 
facing AUT.   Under ISIC,  its per capita performance  is only 4.4% of Waikato’s; however, under ISIg and 
ISIh it improves three and four fold respectively (to 14.3 and 20.0 percent respectively).  Although AUT’s 
financial position  improves greatly  (everything else being equal)  if either  ISIg or  ISIh  is substituted  for 
ISIC, they experience no change in relative ranking‐ 8th in each and every case.  At this point all we can 
say is that ISIg and ISIh yield somewhat similar results with respect to absolute performance and relative 






into  a  New  Zealand‐like  research  assessment  scheme  (PBRF).    Technically,  the  g  and  h  RAMs  yield 
individual and departmental rankings and scores that are somewhat consistent with those generated by 
our  low powered  journal weighting schemes  (EQUAL and ERA),  less so with the scheme based on the 
basic  impact  factor methodology  (JCR) and  far  less  so with  the weighting  scheme based on adjusted 
impact factors (KMS).   Hence, one  is ultimately faced with the same  issues encountered  in the  journal 
weighting scheme  selection process:   which  journals  should be  included  in  the citation exporting and 
importing lists; and is  it appropriate to assume that all cites to and from selected  journals are of equal 
value.   
Our  primary  reason  for  recommending  that  h  and  g‐indexes  not  be  utilized  in  the  PBRF  relates  to 
pragmatic matters: the results by‐and‐large fail the test of reasonableness.   For example, it is difficult to 
imagine  that  most  academic  economists  could  have  faith  in  a  scheme  that  places  52  percent  of 
members  in the  ‘no measureable output’ category, and 94 and 89 percent of participants  in the three 
lowest categories  for  ISIh and  ISIg, respectively.   Or consider the case previously outlined  in which an 








of a nation‐wide  research evaluation  scheme.    For  this purpose we  chose New Zealand’s PBRF.   This 
meant that we only counted citations to work generated over a six year period, although  the citation 
collection period was extended by  two  years  to yield a maximum  citation generation period of eight 






The  PBRF  is  all  inclusive;  that  is,  all  academics  are  part  of  the  assessment  group.   Hence,  the  study 
includes many academics that produce very few, if any, refereed papers over the applicable time period.  
On the other hand, most existing economics papers on g and/or h are based on a selective sample of 
researchers.    For example,  some  studies  include only  Full Professors  (Hendrekson  and Waldenstrom, 
2011),  some  attempt  to  identify  elite  producers  (Bodman,  2010);  others  restrict  the  sample  to 
academics  in a select group of economics departments  (Ellison, 2010; and Courtault et al, 2010); and 










ISI database  throughout the study.    It  is possible  that  the use of a competing scheme such as Google 
Scholar (GS) or Scopus would lead to different results.  For example, GS has the advantage of normally 
yielding a much  larger number of citations per paper, and hence  it should  lead  to a broader  range of 
scores and far fewer zero scores that plague our study.  On the other hand, GS is far less discriminating 
with respect to citing sources, as  it covers working papers, conference papers, books and reports.   We 




once again  followed convention.   Third, our  findings are based on  the performance of New Zealand’s 
academic economists over the period 2003  to 2008.   Hence, our results may be time specific and are 
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