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Анотацiя
В цiй роботi представлено основнi пiдходи побудови моделi порушника в умовах невизначеностi. Описано характери-
стики порушникiв, якi можна визначити лише деяким дiапазоном значень, випадковою величиною, параметричною
залежнiстю вiд iнших характеристик. Запропоновано сценарну модель порушника з неповною iнформацiєю.
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Вступ
Розробка моделi порушника є одним з перших
крокiв при проектуваннi захищених iнформацiйних
систем. Незалежно вiд рiвня деталiзацiї моделi ча-
сто виникає проблема недостовiрностi або неповноти
даних про порушникiв. Джерелами даної проблеми є
неповнота статистичних даних та хибнi припущення,
що були зробленi на основi власного досвiду. Якщо
органiзацiя зазнала збиткiв вiд деякої специфiчної
атаки, то в моделi порушникiв буде вiдведено бiль-
ший прiоритет тим порушникам, якi здатнi подiбну
атаку повторити [1]. Для законного збору iнформацiї
про потенцiйних порушникiв пiдходять лише пасив-
нi методи. Ми не можемо розраховувати на впрова-
дження шпигунських програм в комп’ютери кори-
стувачiв мережi. Найбiльш ефективним пасивним
методом є збiр iнформацiї, яку надає потенцiйний
порушник. В межах органiзацiї – це аналiз трафiку,
перевiрка електронних листiв, перегляд записiв з
камер спостереження, про якi вiдомо потенцiйному
порушнику. В глобальному планi – це дослiджен-
ня пошукових запитiв та активностi в соцiальних
мережах. Недолiк даного пiдходу очевидний – по-
тенцiйний порушник знає, що за ним стежать. Це
дозволяє потенцiйному порушнику спотворити зiбра-
ну iнформацiю, додавши до неї шум. Якщо профiль
порушника формується на основi вiдсотку пiдозрiлих
дiй, порушнику достатньо пiдвищити рiвень дозволе-
ної активностi (або знизити рiвень пiдозрiлої), щоб
профiль став неактуальним. Якщо замiсть вiдсотку
враховуються абсолютнi значення, порушник почне
приховувати iнформацiю, використовуючи шифру-
вання, проксi-сервери, а також залучати iнших осiб,
що знаходяться поза пiдозрою.
1. Типи невизначеностi даних
Iснує декiлька типiв невизначеностi. При розробцi
моделi порушника необхiдно передбачити коректну
обробку даних, значення яких нам невiдомi, вiдомi в
деякому дiапазонi, враховуються лише при виконан-
нi деякої умови. Розглянемо характеристики пору-
шникiв, якi можуть бути вiдомi в деякому дiапазонi.






де 𝑈𝐹 (Unique Failure) – кiлькiсть унiкальних невда-
лих спроб взлому; 𝑈𝑆 (Unique Success) – кiлькiсть
унiкальних успiшних спроб взлому; 𝑅𝐹 ,𝑅𝑆 (Repeated
Failure/Success) – повторюванi невдалi та успiшнi
взломи; 𝑑1>0, 𝑑2>0 (degradation) – коефiцiєнти де-
градацiї досвiду; 𝑠1 ≥ 1, 𝑠2 ≥ 1 (sharing) – коефi-
цiєнти дiлення досвiдом. Якщо зловмисник – script
kiddy, його досвiд буде нижче вiд деякого граничного
значення𝑋0 (кiлькiсть унiкальних невдач та унiкаль-
них успiхiв обмежена можливостями шкiдливого ПЗ,
не унiкальнi успiхи та невдачi постiйно накопичую-
ться для будь-яких 𝑑1,𝑑2), i оцiнка рiвня загрози вiд
такого порушника зводиться до оцiнки загрози шкi-
дливого ПЗ, яким вiн користується. Для script kiddy
модель порушника має бути максимально спроще-
ною, так як всi можливi сценарiї впливу – стандартнi.
Для того, щоб оцiнка досвiду порушника адекватно
вiдображала його можливостi, необхiдно ввести такi
обмеження:
1) порушник зберiгає свої засоби атаки i вмiння їх
використовувати. Ця умова потрiбна для оцiн-
ки всього арсеналу шкiдливого ПЗ, зiбраного
порушником при взломi iнших систем;
2) масову атаку рахуємо як одну. При цьому фор-
мула змiнюється з урахуванням % успiху. Якщо
при масовiй атацi було вражено 40% цiлей, то
𝑈𝐹 , 𝑅𝐹 збiльшують не на одиницю, а на 0, 6, а
𝑈𝑆 , 𝑅𝑆 – на 0, 4 вiдповiдно;
3) 123 тривалi або часто повторюванi атаки (напр.
перебiр паролю) теж рахують як одну атаку. Ко-
жна невдала спроба вгадати пароль не збiльшує
𝑅𝐹 . Якщо перебiр паролю є єдиним способом
атаки, ми можемо збiльшувати 𝑅𝐹 при 𝑑1 → 0
Рис. 1. Залежнiсть рiвня загрози зловмисника вiд
характеристики в дiапазонi [𝑋0;𝑋3]
4) якщо порушник – одинак, вiн навчається лише
на власних невдачах та успiхах. 𝑠1 ≈ 1, 𝑠2 ≈ 1.
Якщо порушник дiє в командi 𝑠2 ≈ 1, 𝑠1=𝑁 , де
𝑁 – кiлькiсть членiв команди.
При досягненнi деякого критичного рiвня досвiду
𝑋2, порушник перестає отримувати досвiд вiд атак
нашої системи. Якщо на цьому етапi вiн не досяг
успiху (кожна атака призводить до не унiкальної
невдачi), вiн буде змушений змiнити цiль атаки.
При досягненнi рiвня досвiду 𝑋1, вмiння порушни-
ка переважують вплив везiння. Зниження досвiду
вiдповiдає деградацiї порушника. Знання порушника
з часом втрачають актуальнiсть. Якщо характери-
стика порушника є випадковою величиною, необхi-
дно знайти її розподiл. Випадковою величиною може
бути географiчне розмiщення порушника (або гео-
графiчне розмiщення вузла мережi, з якого здiйсню-
ють атаку). Якщо випадкова величина неперервна,
її дискретизують. Iнтервали дискретизацiї можуть
вiдрiзнятися. В межах iнтервалу похiдна функцiї не
змiнює знак. У випадку з географiчним розмiщен-
ням порушника величина залишається незмiнною в
межах iнтервалу. Якщо 50% порушникiв – iнсайдери,
40% – порушники з нашої країни, а 10% – порушни-
ки iз-за кордону, то спiввiдношення iнтервалiв буде
5:4:1, в межах кожного з цих iнтервалiв характе-
ристика порушника не змiнюється (похiдна рiвна
нулю). Данi iнтервали опрацьовуються аналогiчно
до попереднього випадку з [𝑋1;𝑋2]. Таким чином, не-
визначенiсть в межах дiапазону значень є частковим
випадком невизначеностi випадкової величини, для
якої на всiх iнтервалах, крiм одного, рiвень загро-
зи порушника або рiвний нулю (наше припущення
про порушника з досвiдом нижче 𝑋1), або не вищий
вiд значення в точцi 𝑋2, для iнтервалiв справа вiд
даного.
Рiвень загрози порушника – це iнтегральна оцiнка
його можливостей. До моделi порушника заносять
лише тi характеристики, вiд яких залежить дана ве-
личина. Представленi на рис. 1 функцiї є функцiями
рiвня загрози порушника (𝑦) вiд його досвiду (𝑥).
Розподiл випадкової величини в межах дiапазону
може бути довiльним.
На першому графiку представлено ситуацiю, що
вiдповiдає загрозi державнiй таємницi. До точки 𝑋1
рiвень досвiду порушника недостатнiй для нанесен-
ня шкоди системi, а пiсля точки 𝑋2 рiвень загрози
не зростає. До точки 𝑋1 функцiя тотожньо рiвна
нулю, так як на такому рiвнi везiння не впливає
на результат. Успiх цiлком залежить вiд перебору
всiх можливих сценарiїв атаки iз пiдвищенням їх
складностi. Так як до захисту державної таємницi
висувають найжорсткiшi вимоги, зростання досвiду
пiсля точки 𝑋2 неможливе. На другому графiку по-
казано аналогiчну ситуацiю, але тепер зловмисник
з досвiдом бiльшим нiж 𝑋2 взагалi не зацiкавле-
ний атакувати нашу систему. Причиною вiдмови вiд
атаки може бути її економiчна недоцiльнiсть. Ще
один можливий варiант – швидка деградацiя. Якщо
зловмисник вибирає цiлi iз деякої множини, вiн має
впорядкувати свої атаки так, щоб для кожної цiлi
його поточне значення досвiду 𝑋 було не нижче,
нiж значення 𝑋1 вiдповiдної цiлi. Причиною швид-
кої деградацiї досвiду найчастiше стає випуск патчiв
та оновлень програмного забезпечення. В такому
випадку порушник атакує системи вiдповiдно до їх
розкладу встановлення оновлень.
Хоча для всiх чотирьох графiкiв рiвень досвiду ле-
жить в дiапазонi [𝑋0;𝑋3], на другому графiку точку
𝑋3 можна не позначати, так як нас цiкавить лише
iнтервал [𝑋1;𝑋2], в той час як на першому графiку
нам бажано знати спiввiдношення iнтервалiв [𝑋1;𝑋2]
та [𝑋2;𝑋3].
Графiки 3 та 4 – некоректнi. Їх не можна вико-
ристовувати для побудови моделей. На графiку 3
немає розриву в точцi 𝑋1. Це означає, що везiння
залишається суттєвим i на дiлянцi [𝑋1;𝑋2]. В такому
випадку ми не можемо видiлити досвiд порушника
як окрему величину для моделi.
Графiк 4 є некоректним, бо мiстить помилку екс-
траполяцiї. Загроза порушника не може безкiнечно
зростати. Кiлькiсть iнтервалiв завжди обмежена.
Якщо рiвень загрози продовжує зростати, треба обо-
в’язково вказати точку 𝑋3.
Останнiм типом невизначеностi, який розглянуто в
цiй статтi, є параметрична залежнiсть вiд iнших хара-
ктеристик. При такiй невизначеностi невiдомим є не
безпосереднє значення деякої характеристики злов-
мисника, а параметр, який використовується при її
розрахунку. Прикладом подiбної невизначеностi є
зацiкавленiсть порушника-iнсайдера, яка залежить
вiд спiввiдношення заробiтної плати в нашiй органi-
зацiї та його гонораром вiд замовника [2],[3],[4]. Так
як рiвень оплати подiбних зловмисних дiй нам невi-
домий, ми повиннi приблизно вказати його max та
min значення. Значення невiдомого нам параметра
є випадковою величиною з даного дiапазону. Таким
чином, цей тип невизначеностi є узагальненням по-
переднiх. При такiй невизначеностi ми пiдставляємо
в модель не саму випадкову величину, а функцiю
вiд неї. Попереднi два випадки можна вважати час-
тковими випадками даного, якщо використати ТРИ-
ВIАЛЬНУ функцiю, тобто функцiю, що повертає
вхiднi параметри.
2. Сценарна модель порушника
За рiвнем деталiзацiї моделi порушникiв подiля-
ють на змiстовнi, сценарнi та математичнi [5]. Змi-
стовнi моделi є найменш деталiзованими i використо-
вуються для визначення мотивацiї порушникiв. Сце-
нарнi моделi дозволяють розглянути рiзнi варiанти
впливу кожного порушника на систему. Математи-
чнi моделi впливу використовують для кiлькiсних
оцiнок збиткiв. Для побудови математичної моде-
лi впливу необхiдно мати чiтке уявлення про пору-
шникiв. Якщо iнформацiя про порушникiв неповна
та/або недостовiрна, будувати математичну модель
недоцiльно, так як отриманi кiлькiснi оцiнки будуть
або суперечливими, або надто загальними. При по-
будовi сценарної моделi, неповнота/недостовiрнiсть
даних впливає лише на частину сценарiїв. Сценарна
модель з неповною iнформацiєю мiстить адекватнi
та необґрунтованi/превентивнi сценарiї впливу.
Адекватнi сценарiї впливу – це сценарiї, що пов-
нiстю обґрунтованi моделлю порушника. Адекватнi
сценарiї впливу можна отримати в моделi з неповною
iнформацiєю в тому випадку, коли вiдсутня частина
iнформацiї не впливає на сам сценарiй. Прикладом
адекватного сценарiю впливу є сценарiй вiддаленої
атаки порушника на систему, при неповнотi iнфор-
мацiї про географiчне розмiщення порушника (в на-
шiй країнi чи iз-за кордону). Для транснацiональних
корпорацiй географiчне розмiщення порушника не
є суттєвим для даного сценарiю, доки порушник
знаходиться в «межах досяжностi». Тобто, якщо в
транснацiональної компанiї є представництво в де-
якiй країнi, порушники з цiєї країни не вiдрiзняю-
ться в межах моделi вiд порушникiв iз країни, в якiй
розмiщено головний офiс корпорацiї.
Превентивнi сценарiї впливу – це сценарiї, що бу-
ли розглянутi без достатнього обґрунтування. При-
кладом превентивного сценарiю є зловмиснi дiї небла-
гонадiйних за деякими критерiями (полiтичними/ре-
лiгiйними/расовими) працiвникiв органiзацiї. Ядром
всiх превентивних заходiв є розглянутi органiзацiєю
необгрунтованi сценарiї.
До сценарної моделi не входять сценарiї, якi не є
очевидними через неповноту/ недостовiрнiсть iнфор-
мацiї (нам намагається нашкодити порушник, про
iснування якого нам невiдомо), та сценарiї, результат
яких не можна передбачити.
Мiнiмiзацiя помилок в сценарнiй моделi здiйснює-
ться за рахунок встановлення додаткових зв’язкiв
мiж її елементами. Двофакторна сценарна модель
порушника представляє повнозв’язний граф, вер-
шинами якого є характеристики порушника. Ребра
графу вiдповiдають зв’язкам мiж характеристиками.
В двофакторнiй моделi в явному виглядi вказано
звязки (або вiдсутнiсть звязкiв) для кожної пари
характеристик. Складнiсть i нелiнiйнiсть зв’язкiв
означає, що найкращим способом їх представлення
є табличне представлення. Недолiком формульного
представлення є виключення, якi необхiдно вказу-
вати окремо. Так як дiапазони значень деякої ха-







Рис. 2. Повнозв’язний граф для трьох характеристик
може нашкодити системi не спiвпадають в загально-
му випадку, їх можна скоротити. Замiсть початкових
дiапазонiв використати їх перетин.
Розглянемо наступний приклад. На рис. 2 вказано
зв’язки мiж трьома характеристиками. Д/М: З на-
копиченням досвiду мотивацiя порушника зростає
(порушника стимулює безкарнiсть у випадку невдачi,
зростають шанси на успiх)[3]. Досвiдчений порушник
краще розумiє, як функцiонує система, як її успiшно
атакувати, як ефективнiше замiтати слiди.
Д/Р: Досвiдчений порушник дiє на ринкову пер-
спективу. Порушник, що використовує власнi ресур-
си, зацiкавлений не лише в успiшнiй атацi, а й в реалi-
зацiї добутого ресурсу. Витрати на проведення атаки
можуть перевищувати потенцiйний прибуток, якщо
порушник вмотивований не лише економiчно. Витра-
ти порушника нiколи не перевищують його бюджет.
Порушник-виконавець може також використовува-
ти ресурси, предоставленi замовником. Порушник-
виконавець теж може проводити економiчно недо-
цiльнi атаки, якщо вони узгодженi iз замовником.
Замовник знає квалiфiкацiю порушника i не видi-
ляє кошти неперевiреному виконавцю. Порушник-
виконавець використовує ресурси рацiонально i не
почне проведення атаки, якщо ресурсiв недостатньо.
М/Р: Нехай 𝐴 – мiнiмальна кiлькiсть ресурсiв для
проведення атаки. Порушник може провести атаку
навiть якщо в нього ресурсiв менше нiж 𝐴, але в такої
атаки немає шансiв на успiх. Величина 𝐵 – макси-
мальний можливий збиток системi вiд атаки. Навiть
якщо систему продовжують атакувати, збитки не
перевищать величину 𝐵. При збитках в розмiрi 𝐵
успiшнi атаки вiдтермiновують вiдновлення системи.
При низьких значеннях мотивацiї i ресурсiв пору-
шник не стане об’єднуватися з iншими порушниками
i просто вiдмовиться вiд атаки.
Зв’язок мотивацiї i ресурсiв – ключовий в данiй
моделi. Саме цей зв’язок вказує на прiоритет пору-
шника. У порушника може бути достатньо досвiду,
ресурсiв та вмотивованостi для проведення атаки,
але атака може не вiдбутися. Наприклад, у спец-
служб є мотивацiя слiдкувати за всiм населенням,
але слiдкування за злочинцями, терористами, гро-
мадськими дiячами має бiльший прiоритет, нiж слiд-
кування за звичайними громадянами. Зв’язок М/Р
вказує, чи вмотивований порушник витрачати ре-
сурси саме на цю систему. Алгоритм застосування
двофакторної сценарної моделi:
1) вiдкидаємо порушникiв, у яких недостатньо ре-
сурсiв для проведення атаки;
2) якщо в порушника не вистачає досвiду, вiн пе-
реходить в категорiю замовника, а в модель за-
писуємо порушника-виконавця;
3) вiдкидаємо порушникiв, що незацiкавленi атаку-
вати нашу систему (напр. партнери по бiзнесу,
спецслужби);
4) визначаємо рiвень загрози порушникiв, у яких
є бiльш прiоритетнi цiлi;
5) якщо система вже зазнала збиткiв в розмiрi 𝐵,
вiдкидаємо порушникiв, яким про це вiдомо;
6) яiдкидаємо необґрунтованi атаки (чи є сенс зни-
щувати носiї/резервнi копiї iнформацiї пiсля її
викрадення?);
7) всiх, кого вiдкинули на кроцi 1) комбiнуємо в
команди так, щоб їх ресурси перевищували 𝐴;
8) для всiх команд з бюджетом бiльше 𝐴 перевiряє-
мо сумарний досвiд. Якщо досвiду недостатньо –
команда переходить в категорiю замовника, а в
модель записуємо порушника-виконавця;
9) Повторюємо кроки 3),4),5),6) для команд. В кро-
ках 3) i 4) вiдкидаємо команди, в яких виника-
ють протирiччя щодо доцiльностi атаки нашої
системи.
Параметрична залежнiсть вiд iнших характери-
стик порушника залишається нерозв’язаною пробле-
мою для даної моделi. Обiйти дану проблему можна,
якщо додати параметри до множини характеристик
порушника, але тодi виникає двi проблеми: модель
стає громiздкою (кiлькiсть зв’язкiв – це кiлькiсть
ребер в повнозв’язному графi, до якого ми додали
вершин); модель перестає бути виключно моделлю
порушника (сюди iнтегруються данi, що не стосую-
ться порушникiв) [6].
Висновки
Ключовими проблемами при розробцi моделi пору-
шника є збiр даних, їх обробка та перевiрка. Основ-
ною функцiєю моделi порушника з неповною iнфор-
мацiєю є обробка даних. Для адекватних сценарiїв
впливу ми можемо вiдновити другорядну iнформа-
цiю. Дослiдження превентивних сценарiїв впливу
дозволяє вiдновити важливi для моделi данi з iмовiр-
нiстю менше 100%. Якщо при обробцi даних в моделi
з’являються суперечностi, це свiдчить про некоре-
ктнiсть даних. Обробка даних в адекватних сценарi-
ях впливу дозволяє виявити причину суперечностi. В
превентивних сценарiях впливу суперечнiсть можна
виявити в тому випадку, коли не iснує комбiнацiї
невiдомих для сценарiю параметрiв, при якiй супере-
чнiсть вiдсутня. При неповнiй iнформацiї розробка
математичної моделi впливу може бути недоцiль-
ною. Сценарна модель впливу може предоставляти
адекватнi сценарiї впливу навiть в умовах невизна-
ченостi. Необгрунтованi сценарiї впливу є основою
для розробки превентивних засобiв захисту. Превен-
тивний сценарiй впливу може стати адекватним при
уточненнi даних.
На даний момент спостерiгається тенденцiя до iн-
теграцiї моделi порушника в бiльш комплекснi моделi
[7], [8]. Це проявляється в поширеннi моделi на всi
типи порушникiв, а не тiльки на порушникiв iнфор-
мацiйної безпеки; iнтегруваннi моделей порушника в
системи виявлення вторгнень [9] та в iнформацiйнi
системи в цiлому (модель модифiкується у вiдповiдь
на будь-якi дiї користувачiв системи).
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