Abstract. In classical molecular dynamics free energy is arguably one of the most important quantities in analyzing a molecular system. In addition to the standard free energy there is a related free energy concept that is prevalent in transition state theory, but which relies on a different ensemble concept. We show that problems that rely on either definition can be treated in a uniform way using constrained molecular dynamics with no need for unbiasing the respective probability ensembles. Not only proves this useful in designing algorithms that sample the free energy landscape, but it also clarifies the relation between various results that are available in the literature. In particular we explain that the famous Blue Moon formula is an instance of Federer's co-area formula, and can easily be generalized to phase space observables. We moreover argue that Blue Moon reweighting also becomes an issue for first-order dynamical systems (e.g., Brownian motion).
Introduction
The calculation of free energy profiles along certain prescribed (reaction) coordinates plays an essential role in physical chemistry and dynamical systems. In particular in molecular dynamics applications there is a variety of phenomena as, for instance, molecular solvation, enzyme catalysis, or conformation dynamics, the understanding of which is directly related to the corresponding free energy landscape.
In recent years progress has been made towards algorithms that efficiently sample free energy profiles, yet the question remained in which sense the derivative of the free energy can be considered a force. In principle free energy profiles could be easily computed from the marginal probability distribution of the reaction coordinate. However the reaction dynamics is typically slow, and so reliably sampling their distribution is a rather tedious issue. One way out is to constrain the system to fixed values of the reaction coordinate, and then sample the average force acting upon them. The free energy is recovered afterwards by numerical integration with respect to the reaction coordinate. This widely-used technique, which exploits the dichotomy of free energy as the potential of mean force, is known as Thermodynamic Integration and goes back to Kirkwood [1] . There is a related concept which has been often confused with the standard free energy, and which is prevalently used in transition state theory [2] . As we will argue, the term potential of mean constraint force applies to this second type of free energy (geometric free energy). Intriguingly it is possible to treat both concepts within a unifying algorithmic framework, where the mean force is simply computed by directly averaging over the respective Lagrange multiplier that is obtained from constraining the reaction coordinate. In contrast to the famous Blue Moon ensemble method [3] our approach requires no reweighting or unbiasing of the expectation values. Moreover, and in contrast to available approaches, there is no need for computing second-order derivatives of the reaction coordinates.
We briefly review the concept of free energy as it is used in molecular dynamics. Then we explain in which sense the free energy can be considered as a potential of mean constraint force by investigating the relation between the two most important definitions. This allows for linking the various results that circulate in the literature, and finally leads to a deeper understanding of the Blue Moon ensemble method for the sampling of rare events.
Two definitions
Consider a Hamiltonian H :
which is the sum of kinetic and potential energy. Here ·, · denotes the usual Euclidean inner product, M is the positive-definite mass matrix containing the molecular masses, and V : R n → R is the molecular interaction potential. For the sake of simplicity we introduce mass-scaled coordinates (q, p) → (M 1/2 q, M −1/2 p), which allows us to set M = 1 and to identify tangent and cotangent space (phase space) in the following.
Let ξ : R n → R s be a smooth function (reaction coordinate), and consider its level sets Σ x = ξ −1 (x) for regular values x ∈ R s of ξ. The Σ x are smooth submanifolds of codimension s in R n . (The submanifold property requires that the Jacobian J ξ (q) = Dξ(q) has maximum rank s almost everywhere on Σ x .) Moreover we assume that the dynamics generated by H(q, p) has the unique invariant distribution ρ ∝ exp(−βH(q, p)), where β = 1/T denotes the inverse temperature.
The traditional way to define free energy is by means of the marginal density of the reaction coordinate
Employing Federer's co-area formula [4] , the marginal density can be equivalently expressed as a surface integral
where dH ξ is the surface element (Hausdorff measure) of Σ x × R n considered as a submanifold of phase space T * R n ∼ = R n × R n . Since the reaction coordinate is merely defined on configuration space, we have dH ξ = dσ ξ dp with dσ ξ being the surface element of Σ x considered as a submanifold of R n . The volume of the rectangular matrix J ξ is defined as
The standard free energy is obtained as the logarithm of the partition function Z(x),
Another way to define a free energy that is important in the context of transition state theory [5, 6] and optimal prediction [7, 8] utilizes the probability density of the submanifold
Here, the free energy is given by the logarithm of Q(x),
In contrast to the standard free energy the last quantity is defined only by the surface Σ x and does not depend on the specific form of the function ξ, as it was pointed out on various occasions [2, 9] . On the other hand the free energy F is directly available from the marginal density of the reaction coordinate ξ, whereas G is not; in fact the authors of [9] call only F a proper free energy. Nevertheless it is easy to see that
where E Q denotes the conditional expectation
According to this we can easily switch between the two free energies, F and G, just by adding or subtracting the averaged Fixman potential
For the sake of clearness, we shall call G the geometric free energy, since it marks an intrinsic property of the foliation defined by the reaction coordinate. Since the quantity F is certainly the most prevalent free energy in the molecular dynamics literature, it will be referred to as standard free energy.
Thermodynamic Integration
The method of Thermodynamic Integration takes advantage of the fact that the derivative of the (standard) free energy can be computed from an average force (or pseudo-force) acting upon the fibres Σ x = ξ −1 (x). Eventually the free energy is recovered by numerical integration of the thus obtained force field.
We shall now try to clarify in which sense the derivative of both standard and geometric free energy can be considered a force. To this end we first establish a relation between the geometric free energy G(x) and the average force acting transversally to the level sets Σ x . Before stating the main result we introduce some notation: For each σ ∈ Σ x we can decompose the momentum space T *
σ Σ x into tangential and normal components. Upon identifying T * σ R n with R n , this is a decomposition of R n . In the same way, p = p t + p n is a decomposition of an arbitrary momentum vector p ∈ R n , such that p t ∈ T * σ Σ x denotes the tangential momentum component, and p n ∈ N * σ Σ x labels its normal part. Then the following statement holds true. Proposition 3.1. Let the geometric free energy G(x) be defined according to (2.5) . Its derivative with respect to the reaction coordinate is given by the conditional average
where (dH) x = ∂H/∂ξ| ξ=x denotes the generalized force along the reaction coordinate evaluated on the subspace (T * R n )|Σ x ∼ = Σ x × R n . It admits the decomposition
where the first term is the constraint force that is needed to constrain a particle with Hamiltonian H to Σ x ; it depends only on points on the constrained phase space,
The rightmost term in (3.2) is a coupling term which is linear in both tangential and normal momenta, and that averages to zero, i.e., E Q ω = 0.
Proof. We give only a short sketch of the proof and refer to [10, 8] for the details. Introducing Fermi coordinates [11] in a small tubular neighbourhood of each level set, the Hamiltonian (2.1) takes the form
where z = (z 1 , . . . , z n−s ) are local coordinates on Σ x and ρ = (ρ 1 , . . . , ρ s ) measures the distance from Σ x with respect to an orthonormal frame attached to Σ x . The matrix g −1 is the inverse of the local metric tensor,
Here A Σ ∈ R (n−s)×(n−s) denotes the metric on Σ x (first fundamental form), and C ∈ R (n−s)×(n−s) involves the extrinsic curvature of Σ x in R n (second fundamental form). The off-diagonal matrices Ω ∈ R (n−s)×s , Ω T ∈ R s×(n−s) are linear in ρ and are related to the orthonormal frame that spans the normal space over Σ x (so-called normal fundamental forms or normal connections). The generalized momenta (w, ζ) are the local coordinate expressions of tangential and normal momenta, p t and p n , above. The result follows by derivation of (2.5) upon noting that
where the matrix Q ∈ R n×s contains the vectors of the normal frame (the orthonormalized columns of the Jacobian J ξ ).
Roughly speaking, the generalized force along the reaction coordinate is the contribution of the Hamiltonian vector field perpendicular to the level set Σ x , where the decomposition (3.2) is an instance of the Fundamental Equations for Submanifolds [12] : The constraint force contains the extrinsic curvature of the submanifold Σ x in the ambient space R n , which is quadratic in the tangential momenta. The components of ω involve the normal connection stemming from the off-diagonal terms of the metric tensor; physically speaking, the normal connection couples vectors fields that are tangential and normal to Σ x , satisfying ω(q, p t , 0) = 0. It is linear in both p t and p n ; hence it vanishes upon taking the average in (3.1), for the momenta follow the Maxwell distribution, i.e., a zero-mean Gaussian distribution. For details on the constraint force geometry, see the textbook [13] .
In the following we can simply ignore the connection term and focus on the constraint force part. Formally the constrained Hamilton equations reaḋ
3) 4) where i = 1, . . . , n, and λ k denotes the Lagrange undetermined multipliers. The fact that ξ explicitly appears in the equations of motion should not conceal that the dynamics is intrinsic to the constrained phase space T * Σ x . That is, a constrained system is completely specified by the submanifold Σ x , not by the, in some way arbitrary, function ξ. As Σ x ⊂ R n , we can take advantage of the natural inclusion of the respective phase spaces T Σ * x ⊂ T * R n , and (similar to the viewpoint of Lagrangian mechanics) construct a constrained Hamiltonian H Σ by simply restricting it to the constrained phase space, i.e., H Σ = H| T * Σx . The canonical density generated by the equations of motion (3.3)-(3.4) thus reads equation (2.4) . The respective constrained expectation is denoted by E Σ . Here dL Σ labels the surface element (Liouville measure) of the constrained phase space T * Σ x ⊂ R n × R n , i.e., the former surface element dH ξ plus the momentum constraint.
The reader may notice that the Lagrange multiplier λ ∈ R s in the constrained equations of motion (3.3)-(3.4) equals the function λ in Proposition 3.1. This can be seen by differentiating the constraint twice and inserting the equations of motion (3.3)-(3.4), which amounts to writing the Lagrange multiplier as a phase space function λ = λ(q, p) with (q, p) satisfying the constraint.
Notice that only the normal momenta p n ∈ N * Σ x distinguish the constrained expectation E Σ from the conditional expectation E Q . Anyway the constraint force does not depend on the normal momenta, and nor does the Lagrange multiplier which is defined subject to the constraint. Hence we can replace the conditional expectation in (3.1) by E Σ , and find for the derivative of the geometric free energy: 5) or, respectively,
Remark 3.2. A special situation comes up, when ξ is scalar. Then the level sets Σ x are codimension-one submanifolds of R n (hypersurfaces), in case of which the normal connection in (3.2) vanishes identically; see [10] .
Potential of mean force
By definition, we can recover G(x) by numerical integration of ∇G(x) over the components of the reaction coordinate. Equation (3.5) is particularly useful in order to compute the mean force during the course of the numerical integration of a constrained system: the mean force is simply the time average of the Lagrange multiplier λ(t) = λ(q(t), p(t)) along the constrained orbits (q(t), p(t)) ∈ T * Σ x , provided the dynamics is ergodic with respect to the constrained canonical density ρ Σ ; no further function evaluations are required. Taking moreover advantage of (2.6) we find F (x) after adding the Fixman potential (2.7) upon replacing E Q by E Σ . Neither does this require any sort of reweighting nor the calculation of second-order derivatives.
The result is in perfect agreement with the formulae that have been derived in various articles for the case when the reaction coordinate is one-dimensional [14, 15, 16, 17] , but also in the multidimensional case [10, 18, 19, 20] . Notice that averaging the Lagrange multiplier over the tangential momenta reduces equation (3.1) to the expression derived in [21, 22] ; this becomes evident if one bears in mind that the average of the second fundamental form, that is contained in the constraint force, is the negative (extrinsic) mean curvature which appears there.
It remains to understand in which sense ∇F and ∇G can be considered a force. It is a straight consequence of the previous considerations that ∇G transforms like a 1-form, i.e., a force. The same does not hold true for the standard free energy, as has been pointed out in [2] for the first time: Suppose we define a new reaction coordinate ζ = h(ξ), where h is a smooth, strictly monotonic function. Clearly ζ has the same level sets Σ x = (ζ −1 • h)(x) as the former reaction coordinate, but
Consequently, ∇F (x) does not transform like a 1-form, and, strictly speaking, cannot be considered a force. (Even worse, the additional term in the transformed standard free energy depends on temperature.) It is easy to see that the gauge term which deteriorates the transformation properties of the standard free energy stems from the matrix volume in the partition function (2.2). Indeed it follows immediately from the definitions of both standard and geometric free energy, that the underlying expectation values are related by the famous Blue Moon reweighting formula of Carter et al. [3] : Let f = f (q, p) be an integrable phase space function. Then
where E Z is the conditional expectation that is associated with the marginal probability in (2.2). If moreover f = f (q, p t ) with p t ∈ T * q Σ satisfying the constraint we can replace E Q by the constrained expectation E Σ , such that
Hence the Blue Moon relation (4.3) turns out to be an instance of Federer's co-area formula; see the work of Fixman [23] for further comparison. This is an intriguing insight, for the typical reasoning that leads to the Blue Moon formula involves reference to a specific type of dynamical system that is used to sample the respective probability densities. However we find that the Blue Moon relation can be understood as a matter of defining certain expectation values. In particular (4.2) holds true, although there are no (hidden) constraints on the momenta at all. This remains true, even if the system does not involve any momenta or velocities. As a example, consider the particular case of constrained Brownian motion as has been addressed recently in [22] : Upon omitting momenta, we have E Q = E Σ which amounts to the proper constraint q ∈ Σ x . In contrast to that, E Z corresponds to the expectation with respect to the unconstrained canonical density conditional on ξ(q) = x.
