ABSTRACT. We give a Hodge-theoretic criterion for a Calabi-Yau variety to have finite Weil-Petersson distance on higher dimensional bases up to a set of codimension ≥ 2. The main tool is variation of Hodge structures and variation of mixed Hodge structures.
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ABSTRACT. We give a Hodge-theoretic criterion for a Calabi-Yau variety to have finite Weil-Petersson distance on higher dimensional bases up to a set of codimension ≥ 2. The main tool is variation of Hodge structures and variation of mixed Hodge structures.
We also give a description on the codimension 2 locus for the moduli space of Calabi-Yau threefolds. We prove that the points lying on exactly one finite and one infinite divisor have infinite Weil-Petersson distance along angular slices. Finally, by giving a classification of the dominant term of the candidates of the Weil-Petersson potential, we prove that the points on the intersection of exact two infinite divisors have infinite distance measured by the metric induced from the dominant terms of the candidates of the Weil-Petersson potential. Viehweg proved that the coarse moduli space S h of polarized Calabi-Yau manifolds, with a fixed Hilbert polynomial h, exists and is quasi-projective [17] . Together with Kawamata's result on the deformation invariance of canonical singularities [10] , Viehweg's construction also leads to a quasi-projective moduli space of polarized Calabi-Yau varieties with at worst canonical singularities as a partial compactification. Thanks to Yau's theorem on the Calabi conjecture, a canonical metric g WP on S h , known as the Weil-Petersson metric, is defined. This metric can be also defined by the corresponding variation of Hodge structures on S h and extended to its compactification (cf. Section 1.3). The classical Weil-Petersson metric on the moduli space of abelian varieties and polarized K3 surfaces 1 are well-known to be complete. For a degeneration of Calabi-Yau manifolds X/S, g WP on the smooth locus is not necessarily complete, and it is thus natural to study its metric completion. Indeed, in higher dimensions, C.-L. Wang gave a Hodge-theoretic criterion for a singular Calabi-Yau to be at finite Weil-Petersson distance when it is smoothable along a one parameter family [18] . The moduli spaces, however, are of higher dimensions in general. He then posed the Conjecture 0.1 (Wang) . Let X/S be an n-dimensional Calabi Note that the situation in the conjecture can always be reached by a sequence of blow-ups on boundaries.
Wang also showed that if the central fiber in a one parameter degeneration X → ∆ is at finite Weil-Petersson distance, then after running a minimal model program, the central fiber X ′ 0 of the output X ′ → ∆ has at worst canonical singularities [18] . This picture connects the finite distance property with the geometry of the central fiber when the base is onedimensional. We may therefore regard Viehweg's moduli S h as charts on the metric completion of Calabi-Yau moduli, and these charts form a covering when h varies. The goal of this note is to understand this picture over higher dimensional bases by way of studying Conjecture 0.1.
For higher dimensional case, the asymptotic behavior of a degeneration of Hodge structures were studied in [8] , [3] by means of the multivariable SL 2 -orbit theorem. The Weil-Petersson potential and the metric are thus controlled in the sectors (for more notations and details, see [8] ). For the curves lie in a sector, we have an estimate on the distance as in the one parameter case. Conjecture 0.1 will then follow if one can show that the geodesic always lies in a sector. This point of view, which was first suggested to me by Wang, is closed related to the algebraicity or regularity of the geodesics towards the degenerate boundary point. However, since this is not known yet, we will not take this approach in this paper.
A differential geometric approach to connect the finiteness of the WeilPetersson distance with Calabi-Yau variety with canonical singularities was recently developed by Takayama [13] and Tosatti [16] , after the fundamental work of Donaldson and Sun [4] . By developing the theory of GromovHausdorff convergence to construct the limiting variety, the finiteness of Weil-Petersson distance along a holomorphic curve was shown to be equivalent to the uniform boundedness of diameters in the family. The case when the family is over a higher dimensional base is also not known in this approach; namely, the finiteness of Weil-Petersson distance along a real curve γ should imply the diameter boundedness of the induced family along γ.
On the other hand, the validity of Conjecture 0.1 will imply this diameter boundedness statement (cf. Remark 3.9). This again gives us strong motivation to study Conjecture 0.1.
Statements of the main results.
In this paper, as the first step to this project, we give an analogous Hodge-theoretic criterion for a Calabi-Yau variety to have finite Weil-Petersson distance. To be precise, we prove that: The idea of the proof is using variation of mixed Hodge structures on codimension one boundary points. This puts a strong constrain on the Weil-Petersson potential as explained in Section 2.2 and hence the metric is controlled.
The case of intersections of finite divisors (i.e. E i with N i F n ∞ = 0, see Definition 2.4) is a consequence of the one-parameter case. The locus of intersections of more than one infinite divisors (i.e. N i F n ∞ = 0) are subtle. It is not easy to pick out the dominant term of the metric in this case. Nevertheless, the case of Calabi-Yau threefolds turns out to be easier to handle because of the symmetry of mixed Hodge diamonds. In the case of a two parameter family of Calabi-Yau threefolds, we can give a complete description of the dominant term of Weil-Petersson potentials, which is called a candidate of the Weil-Petersson potential (cf. Definition 3.1).
The metric is computed on the covering H 2 × (∆) r−2 → (∆ * ) 2 × (∆) r−2 . We define the angular slice to be the set (where c j ∈ R are constants)
Toward a proof of Conjecture 0.1 in this case, we have: (See Corollary 3.7 for some cases that the "dominant" assumption can be removed.) It should be pointed out that there are many hidden constrains on a Weil-Petersson potential, which reflect some non-trivial relations on the polarizationQ. Classification of such potentials is also an important way to understand the (mixed) Hodge theory on the moduli. 
PRELIMINARIES
In this section, we recall some preliminaries and fix some notations. 
Variation of Hodge structures
Then A(z) is invariant under the action z i → z i + 1. It descends to a holomorphic function on S • , which is denoted by a(t). By Schmid's nilpotent orbit theorem [12] , the function a(t) extends over S holomorphically toĎ. The extended values F ∞ (t) := a(t) for t ∈ S − S • are called the limiting Hodge filtration.
In the case r = k = 1, the monodromy operator N defines an increasing filtration, called the monodromy weight filtration, For multivariable case, Cattani and Kaplan showed that the monodromy weight filtration behaves well in the following sense [2] . Let σ be the cone {∑ k i=1 a i N i : a i > 0}. Any N ∈ σ induces the same monodromy weight filtration on V, denoted by W(σ). Furthermore, if τ 1 , τ 2 are faces of σ and N ∈ τ 1 is not contained in the closure of τ 2 , then W(τ 1 ) is the monodromy weight filtration of N relative to W(τ 2 ). We also remark that N i commutes with N j for all i, j.
1.3. The Weil-Petersson metric. We shall only consider the Calabi-Yau case. For a n-dimensional compact Kähler Calabi-Yau manifold (X, ω), by Bogomolov-Tian-Todorov unobstructedness theorem [14] , [15] , the local universal deformation space is smooth. Let X/S be the maximal subfamily with a fixed Käher class [ω] . The Kodaira-Spencer map ρ : T s (S) → H 1 (X s , T X s ) is injective. Since each X s is a Calabi-Yau manifold, by Yau's theorem, we can choose a unique Ricci flat metric in the Kähler class, say g(s), up to a volume normalization. For u, v ∈ T s (S), we define
The resulting metric is called the Weil-Petersson metric. Using the global non-vanishing n-form Ω(s), one can easily compute
where ι(u) is the interior product. It induces an isomorphism
For convenience, putQ := √ −1 n Q. It was proved thatQ is the Kähler potential of the Weil-Petersson metric [14] . In fact, the metric two form is given by
And the metric tensor is given by
where by local subsystems. subject to the following conditions:
(a) For each s ∈ S, these data forms a mixed Hodge structure when restricted to s.
S determined by the local system V C satisfies the Griffiths' transversality.
Let X/S be a degeneration with a fixed Kähler class [ω] and S • be its smooth locus. After some birational modifications, we assume that S − S • = i E i is a simple normal crossing divisor. A point s ∈ S is called a k-boundary point it lies exactly on k smooth divisors. For x ∈ E i − j =i E j , we have a limiting Hodge filtration F ∞ (x) and the monodromy weight filtration determined by N i . When x varies (away from j =i E j ), these data fit together and form a variation of mixed Hodge structures, [12] , [2] and [11] . See also [9] .
A FINITE DISTANCE CRITERION ALONG BOUNDARY DIVISORS
To prove the conjecture, we need to compute the Weil-Petersson distance of all k-boundary points. In this section, we consider the case k = 1 and solve the conjecture completely.
2.1. Review of the one parameter case. We will review the result for r = k = 1. The finite distance property is equivalent to a Hodge-theoretic property. To be precise, we have 
Theorem 2.2. Let X/S be a Calabi-Yau degeneration, which is smooth outside a simple normal crossing divisor
Choose a holomorphic curve C passing through s and meeting S • . Pulling back everything along C, we reduce to the one parameter case. X has finite Weil-Petersson distance along C, and hence along S as desired.
After running a minimal model program, we can replace X by a minimal model [19] . The required MMP now exists in our setting [5] . Hence 
Generalization to higher dimensional bases.
We will give a partial answer to the opposite direction in Conjecture 0.1 in this subsection. Let π : X → S be such a degeneration on the moduli space. Let S • be the π-smooth locus and S − S • = i E i . After some blow-ups, we may assume ∑ E i is a simple normal crossing divisor. Put
This follows from the fact that the limiting Hodge filtrations fit together and form a variation of mixed Hodge structures on
i . This leads to the following definition.
Definition 2.4. An irreducible boundary divisor
, then it has finite distance along a holomorphic curve. Restricting the family to the curve and running the minimal model programing for the total family, the central fiber can be replaced by a Calabi-Yau variety with at worst canonical singularities. The property that N i F n ∞ (t) = 0 for all t near s reflects the fact that the canonical singularities are deformation invariant [10] .
In this section, we prove the following: Theorem 2.6. If s ∈ E 1 with E 1 being an infinite divisor, and s ∈ E j for any j = i, i.e s is a 1-boundary point, then X s has infinite Weil-Petersson distance.
It suffices to prove this in local case. Let
Here [ * ] n means the projection to the n-th flag. It represents a holomorphic top form on X z . A(z) has a holomorphic extension a(t) over S. Locally near
Denote by A the pull-back of [a(t)] n to T (via t 1 = exp(2π √ −1z 1 ) and t s = z s for s ≥ 2), we have 
The first term is a polynomial in y 1 . Writẽ
Here is the key observation. This is a consequence of the variation of mixed Hodge structures. It gives a strong constrain on the degree of the polynomials in a neighborhood so that the Weil-Petersson metric is uniform in this neighborhood. For instance, the potential function can not take the form y 1 + y 2 y 2 1 ; namely, the higher degree y 1 -term occurs with a coefficient going to zero when y 2 → 0. Note that the number d indicates which graded piece in the monodromy weight filtration a 0 sits in. The metric two form
Suppose now E 1 is an infinite divisor, i.e., d ≥ 1. Then we have
Proof. The twice differentiation is just the Laplace operator up to a constant. In this case,Q = p(y 1 ) + H. One computes
Note that "∼" holds since s d is bounded away from 0. Summing together, we obtain the result.
Lemma 2.9.
is dominated by C j /y 2 1 as y 1 large, where C j is a constant depending on j. Proof. One computes
is asymptotic to a polynomial in y 1 with degree at most 2d − 2. (2.2) is dominated by C j /y 2 1 with a constant C j . Finally, for the mixed term,
This can be dominated by C j /y 2 1 as in the previous case. We obtain the result by summing up the above discussions.
Proof of Theorem 2.6. Following (1.2) and Lemma 2.9,
We pick ǫ small enough so that A := d − ǫ 2 (r − 1) is positive. When we integrate over any curve, the second term will be non-negative and the third term will be finite. Now let p ∈ S • and γ be any real curve connecting s with p. 
If a 0 degenerates to the indicated place, there is no element a I such that
Otherwise, the first two rows should be non-zero. This can happen only if a 0 degenerates to the first two rows. The other cases can be checked similarly.
TWO PARAMETER FAMILY OF CALABI-YAU THREEFOLDS
To describe the Weil-Petersson metric in the case k ≥ 2, let us examine the potential functionQ more carefully. We assume at this moment that r = k = 2 and the divisors E 1 , E 2 are all infinite divisors. The holomorphic function a(t) can be expressed locally as
For convenience, write
Here, of course, H 12 is the function class with the property that any partial derivative decays exponentially as y 1 , y 2 → ∞. We decomposeQ(A 1 a 0 , A 2 a 0 ) into the following: The sumQ(
(3.4)
Formally, the functionQ satisfies (1)Q > 0 and (2) The matrix − ∂ i ∂¯j logQ is semi-positive definite. Definition 3.1. We say that a polynomial p(y 1 , y 2 ) is a candidate of WeilPetersson potentials, if it satisfies (1') p > 0 and (2') the matrix − ∂ i ∂¯j log p is semi-positive definite as y 1 , y 2 large enough.
Remark 3.2. Since − logQ is a Weil-Petersson potential, the corresponding polynomial p in (3.4) must be a candidate of Weil-Petersson potential. Indeed, the functions p 1 , p 2 and H 12 decay exponentially. p will dominate them as y 1 , y 2 large. Hence the positivity ofQ implies the positivity of p.
For the second condition, by a direct differentiation, we first note that
E is a hermitian matrix (maybe non-positive definite) whose entries are exponentially decay in y 1 , y 2 (see the computation below). If (− ∂ i ∂¯j log p) is not semi-positive definite, then it will be non semi-positive definite along some algebraic curve C. Hence (− ∂ i ∂¯j logQ) will also be non semi-positive definite along C.
If E 1 is infinite and E 2 is finite, the same computation shows that p only depends on y 1 and p 2 = 0. Naively, to compute the distance, we should compute the metric matrix (− ∂ i ∂¯j logQ) first and then integrate it over any real curve. The first step can be done explicitly (see the computation in Section 3.1). For the second step, in light of (3.5), we may regard (− ∂ i ∂¯j logQ) as a perturbation of the metric (− ∂ i ∂¯j log p). In Section 3.2, we will prove that the metric induced by (− ∂ i ∂¯j log p) have infinite distance. So the problem can be formulated into the following statement:
Suppose p is a polynomial in y i satisfies (1') and (2'). Let M := (− ∂ i ∂¯j log p) be a metric with infinite distance from any smooth point to s and E be any hermitian matrix whose entries consists of exponential decay functions in y i . If M + E is semi-positive definite, then it also has infinite distance.
Unfortunately, the conditions on E are still too weak (cf. Example 3.10) to imply the conjecture in this case since we do not really characterize M + E when it comes from a potential function. We need a detail study on such a perturbation matrix E.
Candidates of Weil-Petersson potentials.
In order to understand the metric, we will classify the dominate polynomial p of all the candidates p in this section.
3.1.1. E 1 is infinite and E 2 is finite. In this case, p depends only on y 1 . Therefore, the condition (1'), (2') are satisfied provided that the leading coefficient of p is positive.
Both E 1 and E 2 are infinite. Let's examine the derivatives of the dominant term first. Put
One computes:
For the other half, note that ∂ x 1 p = ∂ x 1 p 1 = 0 and x 1 only appears together with y 1 on the exponents. A similar computation shows that 
Similarly, we have
provided that it is non-zero. All the other terms in the numerator can be dominated by e −y 1 g 2 (y 2 ), e −y 2 g 1 (y 1 ) or Ce −(y 1 +y 2 ) , where g i is a polynomial of y i with degree at most 2D i − 2 and C > 0 is a constant. Now we consider the cross term:
The term (∂ y 1 p 2 )(∂ x 2 p 1 ) is bounded by Ce −(y 1 +y 2 ) with C > 0. For the remaining two terms:
The degree of y 1 in the numerator is at most 2D 1 − 2 by a direct computation. Note that we can ignore the y 2 terms since the factor e −y 2 appears in the coefficients. Similarly, the numerator of the other term; namely,
is a polynomial in y 2 with degree at most 2D 2 − 2. The off-diagonal term
We associate p with a convex polygon R 2 + as follow. Suppose y a 1 y b 2 is a monomial with non-zero coefficient in p, then we draw a dot at (a, b). Let p be the dominant polynomial; that is, the polynomial consisting of the monomials in p given by all the right-upper dots. The asymptotic behavior of p is completely determined by p. y 1 N 1 + y 2 N 2 defines the same monodromy weight filtration for any positive y 1 , y 2 [2] . Hence p must have at most homogeneous degree d = 3 and 1 ≤ d i ≤ d ≤ 3. We have the following several cases. with A, D > 0 and BC = 0. If one of B, C = 0, M(p) will not be semipositive definite. Note that p is homogeneous of degree three. We can restrict ourselves on the compact set K. We observed that as y 1 → 1 − and
For this to be semi-positive, we must have B 2 − 3AC ≥ 0. Similarly, using
Note that it is also required that det(M(p)) ≥ 0. We make a further substitution. p is a real polynomial of homogeneous degree 3. It has a linear factor over R. Note that p > 0 on the first quadrant. So the factor must be of the form ty 1 + sy 2 with s, t > 0. We decompose p(y 1 , y 2 ) = (ty 1 + sy 2 )(ay VI-(a):
We will show that the first eigenvalue on K has a positive lower bound in this case. Note that we have BC − 9AD < 0. For M(p) being semi-positive definite, we have
If "<" occurs, we are in the previous situation, i.e., the first eigenvalue is bounded below. Suppose "=" holds. Making a further substitution, we have
In either case, we can write p = p 2 1 p 2 , i.e., p factors completely into linear factors with a square factor. But this forces BC > 0 and contradicts to our assumption.
VI-(c):
We summarize the results in this section by the following table: Proof. For simplicity, we start with the case r = 2 first. The general case will follow by the same method. In light of (3.5), if we restrict on the angular slices, only the real part of b contributes to the distance function. We may assume the perturbation matrix E is of the form 0 e −ry 2 g(y 1 , y 2 ) e −ry 2 g(y 1 , y 2 ) ⋆ and the Weil-Petersson metric (up to a constant) is given by 1/y 2 1 0 0 0
Here the function g is a real convergent series in 1/y 1 and e −y 2 and is bounded at infinity. Completing the square and using the semi-positivity of the metric, then, up to a constant, we have
(3.9)
Here (•) are positive constants (they may be different, but we shall use the same notation to avoid introducing new notations).
The right hand side of (3.9) (without the constant) becomes 
a ij dy i ⊗ dy j .
The sum of the later two terms is nonnegative. Then, restricting to the angular slices,
as we did in (3.9) . Note that y 1 − a 12 /r − ∑ i =1,2 a 1i → ∞ as y 1 , y 2 → ∞, y i → 0 for i ≥ 3. The integration of the difference
along any real curve γ in the angular slice is finite. Indeed, we only have to care about y 1 and y 2 directions since the range of y i 's are bounded for i ≥ 3. Note that dy 1 is canceled out from the subtraction. The other terms are always involved 1/y 2 1 or e −y 2 as (3.10). A similar computation shows that they are all finite.
Remark 3.4. The total distance; namely, involving x i direction, is not easy to compute. In general, a semi-positive definite (hermitian) perturbation of an infinite distance metric may have finite distance (cf. Example 3.10). There should be some constrains for these perturbation, at least for those potential − logQ coming from geometric families. Proof. We will analyze all the cases described in Section 3.1. Again, for simplicity we assume r = 2 at this moment.
Case (i) p = Ay 2 + By 1 . This is easy since for any γ in that slice 
gives an infinite distance on any curve. Here η > 0 is a constant. The key point here is that when we compute the distance, the off-diagonal terms 2ABy 4 The same proof shows that it has infinite distance, too. For the last case, we have p = q 3 for some homogeneous degree one polynomial q. Then ∂ i ∂ j log p = 3 ∂ i ∂ j log q and it is reduced to Case (i).
Note that for a higher dimensional base S, the dominant term of the candidate of the Weil-Petersson potential is the same as the one for two parameter families. With these discussions, this completes the proof of Proposotion 3.5.
Remark 3.6. The statement of Proposition 3.5 holds true trivially in the situation that s ∈ ∩ i E i with E 1 infinite and E i finite for i ≥ 2. In this case, the dominant term of the candidates of Weil-Petersson potential is just a polynomial in one variable with positive leading term. Therefore, 
As y 2 large, we can use the diagonal of (3.11) to dominate all the right hand sides of the inequalities simultaneously. Thus Remark 3.8. For the higher dimensional base S, a more detailed analysis of the bounded terms appearing in (3.6) is needed. More precisely, for j ≥ 3,
We do not have a good control on the growing/decaying rate of y 2 -terms in − ∂ 1 ∂¯j logQ at this moment. Such constrains are closed related to the degeneration of mixed Hodge structures on further intersections of boundary divisors. Results on degeneration of Hodge structures [12] , [9] , [11] and [2] connect the Hodge structures (the open part of S) and limiting mixed Hodge structures (the 1-boundary part of S) and yields the Observation 2.7.
Remark 3.9. As we pointed out in introduction, the validity of Conjecture 0.1 implies the diameter boundedness of the family X/S: If X s is at finite distance along a real curve γ, the conjecture says that N i F n ∞ (s) = 0 for all i. Then X s has finite distance along any holomorphic curve and hence X/S has a uniform diameter bound over S, in particular, over γ. Example 3.10. In general, we may regard the matrix form of (1.2) as a Hermitian perturbation of a given matrix (3.5 Therefore, in general, we need more constrains on the potential function logQ; that is, a more detailed information on the variation of mixed Hodge structures along the boundaries and its further degenerations.
Applications on two parameter families.
Explicit examples on two parameter family of Calabi-Yau threefolds were considered by [1] and [7] . The Weil-Petersson distance can be described using the results in this paper. As an application, we focus on the example P(1, 1, 2, 2, 2) [8] , degree 8 hypersurfaces in the weighted projective space.
We follow the notations in [1] . The 1-boundary parts are completely determined by Theorem 0.2 (cf. Figure 1 in [1] ). The divisors C 1 and C con (cf. Figure 1 and Section 4 in [1] ) are finite divisors. Indeed, the corresponding logarithmic part of the monodromies N 1 and N con are of rank one. So the intersection C 1 ∩ C con is at finite distance place.
For the other intersection points, we look at the blown up moduli (cf. 
