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1. Introduction
A graph G consists of a set of vertices V and a set of edges E, where the elements of E are unordered
pairs of vertices. The order ofG, denoted |G|, is the cardinality ofV . A graph is simple if it has nomultiple
edges or loops. We assume all graphs to be simple.
The entries of an n-by-n Hermitian matrix A = (aij) over the complex numbers C naturally corre-
spond to a graph G(A) with vertex set {1, . . . , n} and edge set {{i, j} : aij /= 0, 1 i < j n}. Observe
that the diagonal entries of A have no effect on the structure of G(A).
An area of recent interest is the minimum rank problem, which seeks to determine the smallest
possible rank among all real symmetric matrices with a given graph: for a ﬁeld F let S(F, G) = {A ∈
Mn(F) : G(A) = G, A = AT } and mr(G, F) = min{rank(A) : A ∈ S(F, G)}. For more information on

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this topic, see the survey paper by Fallat andHogben [6]. In this paper, we consider the related problem
of determining the minimum rank among Hermitian positive semideﬁnite (henceforth psd) matrices
with a given graph. Deﬁne:
P(G) = {A ∈ Mn(C) : G(A) = G, A psd}.
Theminimum semideﬁnite rank of G is deﬁned to be
msr(G) = min{rank(A) : A ∈ P(G)}.
Given a ﬁeld F, subsets S, A, B, and C of F, a positive integer d, and a nondegenerate bilinear
form b(x, y) on Fd, a vector representation of a graph G with vertices v1, v2, . . . , vn is a list of vectors
v1, v2, . . . , vn in Fd whose components are in S such that for all i and j, b(vi, vi) ∈ A, if vi is adjacent
to vj in G then b(vi, vj) ∈ B, and if vi is not adjacent to vj in G then b(vi, vj) ∈ C [13]. Lovász deﬁnes
an orthogonal representation with F = R = S = A, and B = {1} and C = {0} in his solution of the
Shannon capacity of the cycle on ﬁve vertices [12] and his characterization (with Saks and Schrijver)
of k−connected graphs [10,11].
Given a set of n column vectors inCd, X = {x1, x2, . . . , xn}, let X be thematrix [x1 · · · xn]. Then X∗X
is a psd matrix called the Gram Matrix of X with regard to the Euclidean inner product. Its associated
graphGhasnverticesv1, v2, . . . , vn corresponding to thevectorsx1, x2, . . . , xn andedgescorresponding
to nonzero innerproducts among those vectors. Since X∗X ∈ P(G) for the graph G, we say X is a vector
representation of G (with F = C = S = A, B = C \ {0}, C = {0}).
As every psd matrix is a Gram matrix and conversely every Gram matrix is psd, msr(G) d if and
only if there is a vector representation of G in Cd. When the context is clear we write v to mean a
vector representing a vertex v.
As our only concern is undirected graphs, an edge {v, u}will usually be written as vu. The subgraph
G[R] of G induced by R ⊆ V(G) is the subgraph of G with vertex set R and edge set consisting of those
edges of G where both vertices are elements of R. For a vertex w of a graph G, let N(w) denote the set
of all vertices adjacent to w in G, called the neighborhood of w in G. By the closed neighborhood of w,
denoted N[w], we mean w ∪ N(w).
LetKn denote the complete graph on n vertices,Km,n the complete bipartite graphwith independent
sets of sizem and n, and Pn the path on n vertices. If H and K are graphs, let H unionsq K denote the disjoint
union of H and K . If G is a graph let
nG = G unionsq · · · unionsq G︸ ︷︷ ︸
n copies
.
A graph G is vertex transitive if for every pair v,w ∈ V(G) there exists an automorphism of Gwhich
sends v to w.
The set of all graphs whose msr is k or less will be denoted by Gk . An open problem is to determine
the structure of graphs in Gk for a given k. The case of k = 1 is more or less trivial: G1 = {Kn ∪ tK1 :
n, t ∈ N}, and G2 has been determined [1,4].
Another avenue of research is to demonstrate relationships between msr and combinatorial graph
parameters. There has been a great deal of success using already known parameters including con-
nectivity [14], independence number [5], and vertex–edge clique covers [5]. There has also been some
success in developing new graph parameters that bound the minimum semideﬁnite rank.
One of the most promising of these parameters is the OS-number of G, denoted OS(G). Hackney
et al. showed that in general OS(G)msr(G) and that OS(G) = msr(G) for all chordal graphs [9]. It
has been conjectured that OS(G) = msr(G) in general [9]. The primary purpose of this paper is to
demonstrate graphs for which OS(G) < msr(G). To further this discussion let Ok = {G : OS(G) k}.
We make the following remark.
Remark 1.1. The following statements are equivalent:
(1) OS(G) = msr(G) for all graphs G.
(2) Ok \ Gk = ∅ for all k ∈ N.
(3) Ok = Gk for all k ∈ N.
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The outline of this paper is as follows: In Section 2, we will deﬁne the OS-number of a graph, relate
it to zero-forcing sets and the graph parameter Z(G), and explore some properties of the OS-number.
In Section 3, we will demonstrate a graph G such that 4 = OS(G) < msr(G) = 5, thereby showing
that O4 \ G4 /= ∅. In Section 4, we will show that On \ Gn+k is either empty or inﬁnite.
2. OS-sets and zero forcing sets
Deﬁnition 2.1. Let G be a graph and let S = (v1, . . . , vm) be an ordered set of vertices of G. Denote by
Gk the subgraph of G induced by v1, . . . , vk for each k, 1 km. LetHk be the connected component of
Gk containing vk . If for each k, 1 km there existswk ∈ V(G),wk /= vl for l k,wkvk ∈ E(G),wkvs /∈
E(G) for all vs ∈ V(Hk) with s /= k, then S is called an ordered subgraph set of vertices, or an OS-set.
The OS-number of a graph G, denoted OS(G), is deﬁned to be the maximum of |S| over all OS-sets
S of G.
The vertexwk is called an OS-set neighbor of vk . To explicitly highlight the existence of valid OS-set
neighbors we will write an OS-set and its OS-set neighbors as lists. For example: let S = (v1, . . . , vm)
be an OS-set of G with OS-set neighbors (w1, . . . ,wm).
Example2.2 [9]. Givenbelow is an example of the construction of anOS-set,with each vi andwi shown,
and dashed lines indicating non-adjacency showing that each wi satisﬁes the deﬁnition. Inspection
will show the constructed OS-set is maximal.
Theorem 2.3 [9]. For a graph G, OS(G)msr(G).
Let G be graph with OS-set S = (v1, . . . , vk) and OS-set neighbors (w1, . . . ,wk), then the subgraph
G[{v1, . . . , vk ,w1, . . . ,wk}] has OS-number at least k, which implies the following:
Proposition 2.4. The set Ok can be characterized by a set of forbidden induced subgraphs each having at
most 2(k + 1) vertices.
BecauseofProposition2.4, itwouldhavebeenextremely convenient if itwere thecase thatGk = Ok .
Example 2.5. As an example of Proposition 2.4, we give a list of forbidden induced subgraphs that
characterize O2. If G /∈ O2, then there are three possible cases.
Case 1. If G has a connected induced subgraph H with OS(H) = 3, then direct inspection of the
six possible graphs induced by {v1, v2, v3,w1,w2,w3} shows that H contains either P4 or K1,3
as an induced subgraph.
Case 2. If G has an induced subgraph H unionsq K such that H and K are connected and OS(H) = 2
and OS(K) = 1, then H must have P3 as an induced subgraph and K must contain P2 as an
induced subgraph.
Case 3:IfG has an induced subgraphH1 unionsq H2 unionsq H3 withOS(Hi) = 1 for each i, then eachHi must
contain P2 as an induced subgraph.
Summarizing,we see that the graphs in Fig. 1 form a characterizing set of forbidden induced subgraphs
of O2. Comparing these with a result of Barrett et al. [1, Theorem 15], we see that O2 = G2.
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Fig. 1. A list of forbidden induced subgraphs that characterizeO2.
The 2006 AIM Minimum Rank-Special Graphs Work Group deﬁned a new graph parameter mz(G)
to bound mr(G, F) [8].
Deﬁnition 2.6 (Color-change rule). If G is a graph with each vertex colored either white or black, u is a
black vertex of G, and exactly one neighbor v of u is white, then change the color of v to black.
Deﬁnition 2.7. Given a coloring ofG, the derived coloring is the result of applying the color-change rule
until no more changes are possible. A zero forcing set for a graph G is a subset of vertices Z such that if
initially the vertices of Z are colored black and the remaining vertices are colored white, the derived
coloring of G is all black. Z(G) is the minimum of |Z| over all zero forcing sets Z ⊆ V(G). For a graph G,
deﬁne mz(G) = |G| − Z(G).
Theorem 2.8 [8]. For a graph G and a ﬁeld F, mz(G)mr(G, F).
Although the deﬁnition of Zero Forcing Sets and OS-sets seem very different we will deﬁne an
OS-number like graph parameter, COS(G), and show that mz(G) = COS(G) for all graphs G.
Deﬁnition 2.9. Let G be a graph and let S = (v1, . . . , vm) be an ordered set of vertices of G. If for each
k, 1 km there exists wk ∈ V(G), wk /= vl for l k, wkvk ∈ E(G), wkvs /∈ E(G) for all vs in S with
s < k, then S is called a connected ordered set of vertices or COS-set. The connected OS-number of a graph
G, denoted COS(G), is deﬁned to be the maximum of |S| over all COS-sets S of G.
Theorem 2.10. For any graph G, mz(G) = COS(G)OS(G).
Proof. As any COS-set is an OS-set we have COS(G)OS(G). To see that mz(G) COS(G), let Z be
a zero forcing set of G. We claim that V(G) \ Z forms a COS-set. Let vi be the vertex colored black
by the ith application of the color-change rule. Deﬁne Z0 = Z and Zi+1 = Zi ∪ {vi+1}. Then, for t =|G| − |Z|, Zt = G. By deﬁnition of a zero forcing set for each vi there exists a wi ∈ Zi−1 such that
N(wi) ∩ (V(G) \ Zi−1) = {vi}. Then (vt , . . . , v1) is a COS-set with neighbors (wt , . . . ,w1).
To see that mz(G) COS(G), let S = (v1, . . . , vk) be a COS-set. Our claim is that V(G) \ S is a zero
forcing set. We will induct on |S|. Color the vertices of V(G) \ S black. By deﬁnition, there exists a
vertex wk ∈ V(G) \ S such that N(wk) ∩ S = {vk}, so vk can be colored black. Then S′ = S \ {vk} is a
Connected OS-set of size k − 1 and the induction hypotheses implies that V(G) \ S′ is a zero forcing
set. 
The COS-set deﬁnition of zero forcing sets has some advantage. For example, Proposition 2.4 can
be recast as follows:
Proposition 2.11. For k ∈ N, the set {G : mz(G) = COS(G) k} can be characterized by a set of forbidden
induced subgraphs each having at most 2(k + 1) vertices.
Remark 2.12. Proposition 2.11 is not an obvious statement using Deﬁnition 2.7. In the AIM Minimum
Rank-Special Graphs Work Group paper [8], it is observed that “the class of graphs G with mz(G) k
can therefore be characterized by a collection (possibly inﬁnite) of forbidden induced subgraphs”.
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Before continuing on to the main results of this paper, a few technical propositions concerning
OS-sets will be presented. To prove these, we will often use the following observations:
Remark 2.13. LetS = (v1, . . . , vk)beanOS-setofG and letG[S]haveconnectedcomponentsG[S1], . . . ,
G[Sc]. Further, let φ be a permutation of k elements with the property that if i < j and vi, vj are both
elements of St for some 1 t  c, then φ(i) < φ(j). Then S′ = (vφ(1), . . . , vφ(k)) is also an OS-set
of G.
Proof. The validity of an OS-neighbor wi for each vi in S only requires wi to not be adjacent to any vj
with j < i in the connected component of G[S] containing vi, and by construction this is not changed
in S′. 
Remark 2.14. Let S = (v1, . . . , vk) be anOS-set ofG. If G[{v1, . . . , vt}] is connected andN[{v1, . . . , vt}]= V(G) then t = k.
Proof. Suppose that G[{v1, . . . , vt}] is connected, N[{v1, . . . , vt}] = V(G), but t < k. Then G[{v1, . . . ,
vt+1}] is also connected and the OS-neighbor wt+1 of vt+1 in S is adjacent to some vi, 1 i t,
contradicting that S is an OS-set of G. 
Remark 2.15. Let S be an OS-set of G. If v is the last vertex of S and w is its OS-set neighbor, then
S′ = (S \ {v}) ∪ {w} is an OS-set of G. That is, the vertices v and w may switch roles.
Proof. Supposenot. Thenvertexvmustbeadjacent to someothervertexu in theconnectedcomponent
of G[S′] containing w. However, following a path from u to w in G[S′] shows there must exist a vertex
u′ in the connected component of G[S] containing v that is adjacent to w, contradicting that S is an
OS-set of G. 
Remark 2.15 can be generalized as follows:
Proposition 2.16. Let G be a connected graph. If S is an OS-set of G, then for each vt ∈ S there exist an
OS-set S′ such that
∣∣S′∣∣ = |S| , {vt ,wt} ∩ S′ = {wt}, and if vi and vt are in different connected components
of G[S] then vi ∈ S′.
Proof. Let St be the connected component in G[S] containing vt . We will induct on |St|. If |St| = 1
then Remarks 2.13 and 2.15 imply the desired result. Now assume |St| = k > 1 let {v|S|−k+1, . . . , v|S|}
be the vertices of St . Now S
′ = (v1, . . . , v|S|−1,w|S|) is an OS-set with OS-set neighbors (w1, . . . ,
w|S|−1, v|S|). If vt = v|S| we are done. Otherwise the connected component in S′ containing vt , namely
St \ {v|S|}, has order strictly less than k and induction guarantees the existence of the desired
OS-set. 
Proposition 2.16 tells us some information about the types of maximal OS-sets that can be found
in a graph.
Corollary 2.17. Let G be a connected graph. For each v ∈ V(G) there exist OS-sets S and S′ such that
OS(G) = |S| = ∣∣S′∣∣ and v ∈ S but v /∈ S′.
For a given graph G with vertex sets A, B ⊂ V , an A, B-path is a path P = p1 . . . pt such that p1 ∈ A
and pt ∈ B.
Proposition 2.18. Let G be a connected graph. If kOS(G) then there exists an OS-set S such that |S| = k
and G[S] is connected.
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Proof. DeﬁneSk to be the set of all OS-sets ofGwith order k, and letS′k be those elements S ofSk whose
connected components S1, . . . , Sc are ordered so that |S1| · · · |Sc|. By Remark 2.13, S′k is nonempty.
Pick a particular S ∈ S′k such that |Sc| is maximized – that is, let S ∈ S′k be an OS-set of order k with
the largest connected component. If S has only a single connected component we are done. Otherwise
let X = S \ Sc and consider a minimum length X , Sc-path P. By deﬁnition P = vαp1 . . . ptvβ where
vα ∈ X , pi ∈ V(G) \ S, and vβ ∈ Sc . There are two possible cases:
Case 1. If t  2 then S′ = X \ {vα} ∪ Sc ∪ {pt} is an OS-set as pt−1 is a valid OS-set neighbor of
pt . Furthermore
∣∣S′∣∣ = k and S′ contains a connected component, namely Sc ∪ {pt}, with at
least |Sc| + 1 vertices, contradicting our original choice of S.
Case 2. If t = 1, let Si (i /= c) be any connected component of G[S] such that p1 ∈ N[Si]. Deﬁne
m = min{ j : vj ∈ Si and vjp1 ∈ E(G)}. Then wm = p1 is a valid OS-neighbor of vm for S.
By Proposition 2.16 there exists an OS-set S′ of size k containing the vertices {p1} ∪ Sc .
However, p1 ∈ N[Sc] so S′ contains a connected component with at least |Sc| + 1 vertices,
again contradicting our original choice of S. 
Let δ(G) denote the minimum of the vertex degrees of G. Empirical evidence suggests that
max{mr(G), msr(G)} |G| − δ(G), an open problem called the “δ conjecture” that is of much current
interest [3]. Proposition 2.18 implies the following weaker result:
Corollary 2.19. Let G be a connected graph. Then OS(G) |G| − δ(G).
Proof. Let S be a OS-set of G such that |S| = OS(G) and G[S] is connected, let v be the last vertex in
S, and let w be the OS-set neighbor of v. By deﬁnition, N[w] ∩ (S − v) = ∅ and |N[w]| δ(G) + 1 so
|S| |G| − |N[w]| + 1 |G| − δ(G). 
3. The Möbius ladder
The hypercube graph Qn (see Fig. 3) is the n-regular graph whose vertex set is the set of bitstrings
of length n such that there is an edge between two vertices if and only if they differ in exactly one bit.
The circular ladder graph CL2n is visualized as two concentric n-cycles in which each of the n pairs of
corresponding vertices is joined by an edge. TheMöbius ladder on 2n 6 vertices (see Fig. 2), denoted
ML2n, is obtained from the circular ladder CL2n by deleting two corresponding edges, one from each
concentric n-cycle, and replacing them with two edges that cross-match their endpoints [7]. In this
section we will derive the following result.
Theorem 3.1. For n ≥ 3,
msr(ML2n) =
⎧⎨
⎩
OS(ML6) = 3 if n = 3,
OS(ML8) + 1 = 5 if n = 4,
OS(ML2n) = 2n − 4 else.
The casewhen n = 3 has already been explored, asML6 is isomorphic toK3,3, and it has been shown
that msr(K3,3) = 3 and either of the two independent sets of size three gives an OS-set of size three
[9].
Lemma 3.2. For n 4, OS(ML2n) = 2n − 4.
Proof. The vertices labeled 1, 2, . . . , 2n − 4 in Fig. 2 form an OS-set with 2n − 4 vertices. As ML2n
is 3-regular on 2n vertices, Corollary 2.19 implies that OS(ML2n) 2n − 3. So OS(ML2n) ∈ {2n − 4,
2n − 3}.
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Fig. 2. The Möbius ladderML2n .
Fig. 3. The hypercube graph Q3.
Assume for an eventual contradiction that OS(ML2n) = 2n − 3, and let S = (v1, . . . , v2n−3) be
a maximal OS-set whose induced subgraph is connected. Let (w1, . . . ,w2n−3) be the OS-neighbors
of S. For all n, ML2n is vertex transitive so without loss of generality we may assume that w2n−3
corresponds to the vertex labeled 1 in Fig. 2. Let S′ = S \ {v2n−3}. AsML2n[S] is connected,N[w2n−3] ∩
S = {v2n−3}, and thus S′ ⊂ (V(G) \ N[w2n−3]). Further, ∣∣S′∣∣ = 2n − 4 so S′ consists of the vertices
labeled, 2n, 4, 5, . . . , 2n − 2. This implies that w2n−4 is either the vertex labeled 2, the vertex labeled
3, or the vertex labeled 2n − 1. However,ML2n[S′] is connected as well implying that w2n−4 has only
one neighbor in S′ which is a contradiction. 
To establish the minimum semideﬁnite rank ofML2n wewill employ an upper bound involving the
superposition of two graphs: a graph G is a superposition of two graphs, G1 and G2, if G is obtained by
identifying G1 and G2 at a set of vertices, keeping all the edges that are present in either G1 or G2.
Theorem 3.3 [2]. Let G be modiﬁed from a superposition of G1 and G2 by the removal of the edges of a star
forest common to G1 and G2. Thenmsr(G)msr(G1) + msr(G2).
We now claim that msr(Q3) = 4. For example, if e1, . . . , e4 is the standard basis for C4,
{e1, e2, e3, e4, e1 − e2 − e4, e2 − e3 − e4, e1 + e2 + e3, e1 − e3 + e4}
is a vector representation of Q3 and any face forms an OS-set.
Lemma 3.4. For n 5,msr(ML2n) = 2n − 4.
Proof. Lemma 3.2 implies that 2n − 4msr(ML2n) for n 4. The Appendix gives matrix representa-
tions of ML10 and ML12 with rank 2n − 4. Then ML2n is the superposition of ML2(n−2) and Q3 minus
two parallel cycle edges, so induction and Theorem 3.3 implies for n 7 that
msr(ML2n)msr(ML2(n−2)) + msr(Q3) = 2(n − 2) − 4 + 4 = 2n − 4. 
Lemma 3.5. msr(ML8) = 5.
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Proof. Assume for a contradiction that msr(ML8) 4 and let {vi}8i=1 ⊂ C4 be a vector representation
ofML8. With the labeling in Fig. 2 the vertices v1, v4, and v8 induce 3K1 so the vectors v1, v4, and v8 are
pairwise orthogonal. Then, without loss of generality, v1 = e1, v4 = e2, and v8 = e3. After appropriate
scaling, we claim any such vector representation must take the form
{vi}8i=1 =
⎧⎪⎪⎨
⎪⎪⎩
⎡
⎢⎢⎣
1
0
0
0
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
a2
b2
c2
1
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
a3
b3
0
1
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
0
1
0
0
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
0
b5
0
1
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
0
0
c6
1
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
a7
0
c7
1
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
0
0
1
0
⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭
with each ai, bi, and ci nonzero. To see this, ﬁrst note that adjacency or non-adjacency with v1, v4, and
v8 dictate the entries in the ﬁrst three coordinates of each of the other vectors. Vertices v5 and v6 must
have nonzero fourth coordinates, or else theywould have the same neighbors as v4 and v8 respectively.
Vertexv2 is not adjacent tov5 orv6 so that anonzero fourth coordinatewould forceb2 = c2 = 0.Vertex
v3 is not adjacent to v5 and v7 is not adjacent to v6 so that nonzero fourth coordinates would force
b3 = 0 and c7 = 0 respectively.
As v2v5 /∈ E(ML8),
0= 〈 v2, v5〉 = b2b5 + 1
⇒ b2 = 1
α
and b5 = −α
for some α ∈ C \ {0}. As v3v5 /∈ E(ML8)
0= 〈 v3, v5〉 = b3b5 + 1
⇒ b3 = 1
α
.
The desired values of c2, c6 and c7 are obtained in a similar manner using v2v6 /∈ E(ML8) and v7v6 /∈
E(ML8).
Now by considering the vertices v2, v3, and v7 we will derive a contradiction. As v2v3 /∈ E(ML8):
0= 〈 v3, v2〉 = a3a2 + 1|α|2 + 1
⇒ a3a2 < 0.
Likewise as v2v7 /∈ E(ML8):
0 = 〈 v2, v7〉 = a2a7 + 1|β|2 + 1
⇒ a2a7 < 0.
Now ﬁnally as v3v7 /∈ E(ML8):
0 = 〈 v3, v7〉 = a3a7 + 1
= |a2|2 + |a2|2 a3a7
= |a2|2 + (a3a2) (a2a7) .
But both terms on the right are positive so this is a contradiction. Therefore there exists no vector rep-
resentation ofML8 inC
4. To see that msr(ML8) = 5, note thatML8 is modiﬁed from the superposition
of Q3 and K5 by the removal of one pair of parallel cycle edges, so by Theorem 3.3,
msr(ML8)msr(Q3) + msr(K5) 5. 
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4. More counterexamples
A vertex v in a connected graph G is a cut-vertex if G[V − v] is disconnected. A maximal connected
induced subgraph without a cut-vertex is called a block. Booth et al. showed that the minimum
semideﬁnite rank is completely determined by the blocks of G independently of how they are joined
[4]. More speciﬁcally: if G1, . . . , Gk are the blocks of G then msr(G) = ∑ki=1 msr(Gi). When G has two
blocks G1 and G2 joined at a vertex v we write G = G1 ⊕v G2.
Theorem 4.1. If G1 and G2 are connected graphs then
OS(G1 ⊕v G2) = OS(G1) + OS(G2).
Proof. By Corollary 2.17 wemay consider amaximal OS-set of G1 ⊕v G2 that does not contain v. Let S1
be the vertices of S in G1 and S2 be the vertices of S in G2, by deﬁnition |S1|OS(G1) and |S2|OS(G2)
implying |S|OS(G1) + OS(G2). To demonstrate equality, let S1 be a maximal OS-set of G1 that does
not contain v and S2 be a maximal OS-set of G2 that does not contain v, then S = S1 ∪ S2 is an OS-set
of G1 ⊕v G2. 
Corollary 4.2. The differencemsr(G) − OS(G) can be arbitrarily large.
Proof. Consider a graphGwith k + 1 blocks all of which areML8, thenmsr(G) = 5k + 5 andOS(G) =
4k + 4. 
Given two graphs G1 and G2 the join of G1 and G2, denoted G1 ∨ G2, is the graph with vertex set
V(G1) ∪ V(G2) and edge set E(G1) ∪ E(G2) ∪ E where
E = {uv : u ∈ V(G1) and v ∈ V(G2)}.
Hackney et al. [9] showed that, for connected graphs G1 and G2 on two or more vertices, msr(G1 ∨
G2) = max{msr(G1), msr(G2)}.
Theorem 4.3. If G1 and G2 are connected graphs on two or more vertices, then
OS(G1 ∨ G2) = max{OS(G1), OS(G2)}.
Proof. As G1 and G2 are induced subgraphs of G1 ∨ G2,
OS(G1 ∨ G2)max{OS(G1), OS(G2)}.
To see the reverse inequality, let S = (v1, . . . , vn) be an OS-set of G1 ∨ G2. For 1 k n deﬁne S(k) :=
(v1, . . . , vk), S
(k)
1 := S(k) ∩ V(G1), and S(k)2 := S(k) ∩ V(G2). If for some t, S(t)1 /= ∅ and S(t)2 /= ∅, then
G[S(t)] is connected andN[S(t)] = V(G1 ∨ G2) implying via Remark 2.14 that t = n. Thereforewe have
the following cases.
Case 1.If S
(n)
1 = S, that is {vi}ni=1 ⊂ V(G1), we wish to show that we can select OS-set neighbors{wi}ni=1 such that {vi}ni=1 ∪ {wi}ni=1 ⊂ V(G1), which would imply that |S|OS(G1). To that
end, we may select w1 to be any vertex in V(G1) adjacent to v1. Now let t > 1 and wt be
an OS-set neighbor of vt . Ifwt ∈ V(G2), thenwt ∈ N[S(t−1)] so by deﬁnition vt /∈ N[S(t−1)].
Therefore any vertex in V(G1) adjacent to vt can serve aswt . Now {vi}ni=1 ∪ {wi}ni=1 ⊂ V(G1).
Case 2. If S
(n)
2 = S, then by symmetry with Case 1 we have |S|OS(G2).
Case 3. If S
(n)
2 = {vn} and n > 1, as vn ∈ V(G2) ⊂ N[S(n−1)], we must have wn ∈ V(G1) and
N[wn] ∩ S(n)1 = ∅. So by Remark 2.15, (v1, v2, . . . , vn−1,wn) ⊂ V(G1) is an OS-set, reducing
the problem to Case 1, and thus |S|OS(G1). If n = 1, we are in Case 2.
Case 4. If S
(n)
1 = {vn}, then by symmetry with Case 3 we have |S|OS(G2).
We have now proven that OS(G1 ∨ G2)max{OS(G1), OS(G2)}. 
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Corollary 4.4. If On \ Gn+k /= ∅ then On \ Gn+k is inﬁnite.
Proof. If G ∈ On \ Gn+k so is G ∨ Kt for any t. 
Appendix
Let V be the matrix
⎡
⎢⎢⎢⎢⎢⎢⎣
1 −10 6 0 0 0 0 0 −3 0
0 3 17 1 −3 0 0 0 0 0
0 0 3 0 14 1 0 −3 0 0
0 0 0 0 3 0 1 11 −6 0
0 3 0 0 0 0 0 −3 −16 1
0 3 3 0 3 0 0 3 6 0
⎤
⎥⎥⎥⎥⎥⎥⎦
and letM = V∗V . ThenM is the matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −10 6 0 0 0 0 0 −3 0
−10 127 0 3 0 0 0 0 0 3
6 0 343 17 0 3 0 0 0 0
0 3 17 1 −3 0 0 0 0 0
0 0 0 −3 223 14 3 0 0 0
0 0 3 0 14 1 0 −3 0 0
0 0 0 0 3 0 1 11 −6 0
0 0 0 0 0 −3 11 148 0 −3
−3 0 0 0 0 0 −6 0 337 −16
0 3 0 0 0 0 0 −3 −16 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
ThenM ∈ P(ML10) and inspection shows that rank(M) = rank(V) = 6. Now, let V be the matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 3 0 1 2 0 2 0 0 0 0
0 0 0 0 0 4 1 −1 27 0 0 0
0 0 −2 1 0 3 0 0 −36 0 0 0
0 0 −6 0 0 0 0 1 27 1 0 0√
7 0 −2 −12 0 0 0 0 −45 −3 0 0√
7 29 0 12 0 0 0 0 −42 −3 0 0
3 6
√
7 0 0 0 0 0 0 29
√
7 2
√
7 −1 0
0 3 0 0 0 0 0 0 0 1 2
√
7 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and letM = V∗V so thatM is the matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
23 47
√
7 −2√7 0 0 0 0 0 0 0 −3 0
47
√
7 1102 0 348 0 0 0 0 0 0 0 3
−2√7 0 53 22 3 0 0 0 0 0 0 0
0 348 22 289 0 3 0 0 0 0 0 0
0 0 3 0 1 2 0 2 0 0 0 0
0 0 0 3 2 29 4 0 0 0 0 0
0 0 0 0 0 4 1 −1 27 0 0 0
0 0 0 0 2 0 −1 6 0 1 0 0
0 0 0 0 0 0 27 0 12430 694 −29√7 0
0 0 0 0 0 0 0 1 694 48 0 1
−3 0 0 0 0 0 0 0 −29√7 0 29 2√7
0 3 0 0 0 0 0 0 0 1 2
√
7 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
ThenM ∈ P(ML12) and inspection shows that rank(M) = rank(V) = 8.
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