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Abstract
Let Xt (x) solve the following Itô-type SDE (denoted by EQ.(σ, b, x)) in Rd
dXt = σ(Xt ) · dWt + b(Xt )dt, X0 = x ∈ Rd .
Assume that for any N > 0 and some CN > 0
∣∣b(x)− b(y)∣∣+ ∥∥∇σ(x)− ∇σ(y)∥∥ CN |x − y|(log |x − y|−1 ∨ 1), |x|, |y|N,
where ∇ denotes the gradient, and the explosion times of EQ.(σ, b, x) and EQ.(σ, tr(∇σ · σ) − b, x) are
infinite for each x ∈ Rd . Then we prove that for fixed t > 0, x → X−1t (x) is α(t)-order locally Hölder con-
tinuous a.s., where α(t) ∈ (0,1) is exponentially decreasing to zero as the time goes to infinity. Moreover,
for almost all ω, the inverse flow (t, x) → X−1t (x,ω) is bicontinuous.
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Consider the Itô-type stochastic differential equation (SDE) on Rd :
{
dXt = σ(Xt ) · dWt + b(Xt )dt,
X0 = x ∈ Rd, (1)
driven by infinitely many Brownian motions W := (W 1,W 2, . . .) on some probability space
(Ω,F ,P ), where σ :Rd → Rd × l2 and b :Rd → Rd are measurable functions. Here l2 is the
usual Hilbert space of real number sequences, of which the norm is denoted by ‖ · ‖l2 . In the
sequel, the norm in Rd is denoted by | · |. This equation will be simply written as EQ.(σ, b, x).
Assume that the coefficients satisfy the following assumptions:
(A1) For some C0 > 0 and any x, y ∈ Rd ,
d∑
i=1
∥∥σ i(x)− σ i(y)∥∥2
l2 C0|x − y|2
(
log |x − y|−1 ∨ 1).
(A2) For some C1 > 0 and any x, y ∈ Rd ,
∣∣b(x)− b(y)∣∣ C1|x − y|(log |x − y|−1 ∨ 1).
Then, there is a unique strong solution Xt(x) to Eq. (1) (see [15,5]). Recently, the second named
author [16,17] proved that the mappings Rd 	 x → Xt(x) ∈ Rd are homeomorphisms for all
t > 0, a.s. under (A1) and (A2). In the case of d = 1, this result has been proved under a slightly
stronger assumption by the authors in [10], but a more precise continuity modulus for the map-
pings x → Xt(x) was given therein. In these works, the main feature is the rapid decreasing of
continuity modulus of Xt(x) in x as t → +∞.
Let H(Rd) be the group of homeomorphisms on Rd , which is endowed with the topology of
compact uniform convergence of both the mapping and its inverse. Let Hα(Rd) be the Hölder
subspace of H(Rd) consisting of the elements g satisfying:
sup
x =y∈BN
|g(x)− g(y)|
|x − y|α + supx =y∈BN
|g−1(x)− g−1(y)|
|x − y|α < +∞ for all N > 0,
where α ∈ (0,1) and BN := {x ∈ Rd , |x|N}. We remark that Hα(Rd) is not a group.
One might ask:
Question. Under how less conditions on σ and b, can one guarantee that for fixed t > 0, the map-
ping x → Xt(x) admits a Hölder continuous version in Hα(t)(Rd) for some α(t) ∈ (0,1) a.s.?
The interest for studying this problem comes from the investigation of Brownian motions on
the diffeomorphism groups of the unit circle and the unit disc (cf. [1,2,11,12]). For t > 0, let
X−1t (x) denote the inverse flow of x → Xt(x). Since we have found the continuity modulus of
x → Xt(x) in our previous works (see [16, Theorem 4.1]), we only need to study the continuity
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plying the time reversal arguments, the mappings x → Xt(x) are diffeomorphism on Rd for all
t > 0 a.e. by the well-known stochastic flows theory (cf. [8,14]).
In order to establish the Hölder continuity of x → X−1t (x), the usual tool is Kolmogorov’s
criterion (cf. [14]). Thus, one has to get the moment estimates of X−1t (x) starting from the equa-
tion satisfied by X−1t (x), appealing to the time reversal and the limit theorem. In the case of
non-Lipschitz coefficients, it cannot be expected that the classical limit theorem would hold.
Nevertheless, we still want to find some conditions to assure the applicability of above ideas. In
particular, these conditions will contain the Brownian motions on the diffeomorphism groups of
the circle and the disc.
Based on the above discussions, this paper is arranged as follows. In Section 2, we first
seek some conditions on the coefficients to establish the SDE satisfied by the inverse map-
pings X−1t (x). Then the continuity modulus of X−1t (x) will be obtained by Kolmogorov’s
criterion for small time t . The time shift method will yield the Hölder continuity for arbitrary
time t . In particular, we obtain that x → Xt(x) belongs to Hα(t)(Rd) for all t > 0 a.e., where
the function [0,∞) 	 t → α(t) ∈ (0,1) is still exponentially decreasing as t → ∞. In Section 3,
we study the conditions proposed in Section 2 for SDE (1) driven by finitely many Brownian
motions applying the mollifying method. Then, using localization argument, we prove our main
Theorem 3.3 in the present paper. In Section 4, we give the examples of Brownian motions on
the diffeomorphism groups of the circle and the disc. Lastly, a necessary limit result is given in
Appendix A.
2. Conditions on σ and b for Hölder’s continuity of x → X−1t (x)
For 0 < η < 1/e, let ρη be defined by:
ρη(x) :=
{
x logx−1, x  η,
η logη−1 + (logη−1 − 1)(x − η), x > η,
which is a concave and increasing function on R+.
The following Bihari’s inequality is needed (cf. [3,16]).
Lemma 2.1. Let g(s) be a strictly positive function on R+ satisfying for some δ > 0
g(t) g(0)+ δ
t∫
0
ρη
(
g(s)
)
ds, t  0.
Then for any T > 0, there is a constant C = C(T , δ, η) such that
g(t)C
((
g(0)
)exp{−δT } + g(0)), t ∈ [0, T ]. (2)
In addition to (A1) and (A2), in this section, we further make the following assumptions on
the coefficients:
(A3) There exist c(x) and smooth σn(x) and bn(x) such that
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x∈Rd
(∥∥σn(x)− σ(x)∥∥+ ∣∣bn(x)− b(x)∣∣+ ∣∣an(x)− c(x)∣∣)C2 · 2−n,
sup
n
∥∥σn(x)− σn(y)∥∥2  C′0 · |x − y|ρη(|x − y|), ∀x, y ∈ Rd,
sup
n
(∣∣bn(x)− bn(y)∣∣+ ∣∣an(x)− an(y)∣∣) C′1 · ρη(|x − y|), ∀x, y ∈ Rd,
where the constants C2 and C′0,C′1 are independent of n, and
an(x) := 1
2
∞∑
i=1
∇σni (x) · σni (x).
Remark 2.2. This assumption has an obvious implication
∣∣c(x)− c(y)∣∣ C′1 · ρη(|x − y|).
Moreover, (A3) also implies (A1) and (A2).
We first establish the following key result.
Lemma 2.3. Under (A1)–(A3), for t > 0, let {Xˆts(x), s ∈ [0, t]} solve the following equation:
Xˆts(x) = x +
s∫
0
σ
(
Xˆtu(x)
) · dWˆu −
s∫
0
(b − 2c)(Xˆtu(x))du, (3)
where Wˆs := Wt−s − Wt is an infinite sequence of independent Brownian motions with respect
to the backward filtration Fˆ ts := σ {Wˆu, u ∈ [0, s]}.
Then, there exists a T0 sufficiently small such that for each t ∈ [0, T0]
X−1t (x) = Xˆtt (x), ∀x ∈ Rd, a.s.
Proof. For every n ∈ N, let {Xns (x), s ∈ [0, t]} and {Xˆns (x), s ∈ [0, t]} be respectively the solu-
tions to
Xns (x) = x +
s∫
0
σn
(
Xnu(x)
)
dWu +
s∫
0
bn
(
Xnu(x)
)
du
= x +
s∫
0
σn
(
Xnu(x)
) ◦ dWu +
s∫
0
(
bn − an)(Xnu(x))du,
and
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s∫
0
σn
(
Xˆnu(x)
) ◦ dWˆu −
s∫
0
(
bn − an)(Xˆnu(x))du
= x +
s∫
0
σn
(
Xˆnu(x)
)
dWˆu −
s∫
0
(
bn − 2an)(Xˆnu(x))du,
where “◦” denotes the Stratonovich integral.
Since the coefficients are smooth and of linear growth, by the classic theory of stochastic
flows we have (cf. [14, Corollary 3.44]) that
Xˆnt
(
Xnt (x)
)= Xnt (Xˆnt (x))= x (4)
for all x ∈ Rd , a.s.
In order to pass to the limit, we need the following uniform estimates: there are four positive
constants p, C, α, β independent of n such that
E
∣∣Xns (x)−Xs(x)∣∣p  C2−βn, (5)
E
∣∣Xˆns (x)− Xˆs(x)∣∣p  C2−βn, (6)
E
∣∣Xns (x)−Xns (y)∣∣p  C|x − y|d+2+α, (7)
E
∣∣Xˆns (x)− Xˆns (y)∣∣p  C|x − y|d+2+α, (8)
E
∣∣Xns (x)−Xns′(x)∣∣p  C|s − s′|d+2+α, (9)
E
∣∣Xˆns (x)− Xˆns′(x)∣∣p  C|s − s′|d+2+α (10)
for all x, y ∈ BN := {x ∈ Rd, |x| <N}, s, s′ ∈ [0, t], where t is sufficiently small.
We only prove the third one. The others are analogue. Set Zs = Xns (x)−Xns (y). Then
Zs = x − y +
s∫
0
[
σn
(
Xnu(x)
)− σn(Xnu(y))] · dWu +
s∫
0
[
bn
(
Xnu(x)
)− bn(Xnu(y))]ds.
By Itô’s formula, we have for any p  4
|Zs |p = |Z0|p + p
∑
i
s∫
0
|Zu|p−2Zis dZis +
1
2
p
∑
i
s∫
0
|Zu|p−2 d
〈
Zi
〉
s
+ 1
2
p(p − 2)
∑
i,j
s∫
0
|Zu|p−4ZiuZju d
〈
Zi,Zj
〉
u
= |Z0|p + a martingale + p
∑
i
s∫
|Zu|p−2Ziu
(
bn,i
(
Xnu(x)
)− bn,i(Xnu(y)))du
0
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2
p
s∫
0
|Zu|p−2 ·
∥∥σn(Xnu(x))− σ (Xnu(y))∥∥2 du
+ 1
2
p(p − 2)
t∫
0
|Zu|p−4
∥∥Zu · [σn(Xnu(x))− σn(Xnu(y))]∥∥2 du.
Taking expectation, by (A1)–(A3) we have for η small enough
E|Zs |p C|x − y|p +C
s∫
0
E
(|Zu|p−1∣∣bn(Xnu(x))− bn(Xnu(y))∣∣)du
+C
s∫
0
E
(|Zu|p−2 · ∥∥σn(Xnu(x))− σn(Xnu(y))∥∥2)du
C|x − y|p +C
s∫
0
E
(|Zu|p−1ρη(|Zu|))du
C|x − y|p +C
s∫
0
ρη
(
E
(|Zu|p))du,
where the last step is due to Jensen’s inequality, and the constant C only depends on C′0,C′1, η
and p.
Applying the inequality (2) yields
E|Zs |p  C
(|x − y|p·exp{−Cs} + |x − y|p). (11)
One first lets p big enough, secondly s small enough, and then obtains (7).
Now taking the limits in (4) by Theorem A.1 in Appendix A produces
Xt−s(x) = Xˆts
(
Xt(x)
)
, Xˆtt−s(x) = Xs
(
Xˆtt (x)
)
for all s ∈ [0, t] and x ∈ Rd , a.s.
Letting s = t gives
Xˆtt
(
Xt(x)
)= x, Xt(Xˆtt (x))= x
which means that X−1t (x) = Xˆtt (x). The T0 can be clearly determined by the estimate (11). The
proof is thus complete. 
Now we can prove the continuity modulus of x → X−1t (x) for small time t by Kolmogorov’s
criterion.
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sup
s =t∈[0,T0]
sup
x =y∈BN
|X−1t (x)−X−1s (y)|
|s − t |α0 + |x − y|α0 < +∞, a.s.
Proof. Using the same argument as in proving (7), we can prove that for p big enough
E
∣∣Xˆts(x)− Xˆts(y)∣∣p C|x − y|2(d+1)+β,
for all x, y ∈ Rd and some β > 0.
In particular, we have
E
∣∣X−1t (x)−X−1t (y)∣∣p  C|x − y|2(d+1)+β. (12)
It is direct from Eq. (3) that
E
∣∣Xˆts(x)− Xˆts′(x)∣∣p C|s − s′|p/2, ∀s, s′ ∈ [0, t], ∀x ∈ BN. (13)
Let ω+tu := ωu+t −ωt be the usual time shift operation, then
Xs
(
Xt(x,ω),ω
+t)= Xt+s(x,ω).
So
X−1t
(
X−1s
(
x,ω+t
)
,ω
)= X−1t+s(x,ω).
Thus by the independence of X−1s (x,ω+t ) and X−1t (y,ω), (12) and (13) we obtain
E
∣∣X−1t+s(x,ω)−X−1t (x,ω)∣∣p = E∣∣X−1t (X−1s (x,ω+t),ω)−X−1t (x,ω)∣∣p
 CE
∣∣X−1s (x,ω+t)− x∣∣2(d+1)+β
 C|s|d+1+β/2.
So we have that there are C > 0, p > 1 and β > 0 such that for all x, y ∈ BN and s, t ∈ [0, T0]
E
∣∣X−1t (x,ω)−X−1s (y,ω)∣∣p C(|x − y| + |s − t |)d+1+β.
Kolmogorov’s criterion yields the result. 
We now extend the above result to arbitrary t > 0 by shifting time.
Theorem 2.5. Under (A1)–(A3), there exist α0 > 0 and T0 > 0 such that for any N > 0 and
k ∈ N,
sup
s =t∈[(k−1)T0,kT0]
sup
x =y∈BN
|X−1t (x,ω)−X−1s (y,ω)|
|t − s|αk0 + |x − y|αk0
< +∞, a.a.-ω.
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theorem for k = 2. By the flow property of the solution, we have
Xt+T0(x,ω) = XT0t
(
XT0(x,ω),ω
+T0), ∀t ∈ [0, T0], a.s., (14)
where ω+T0 is the usual time shift operation.
By the previous theorem, we have for any N > 0
sup
s =t∈[0,T0]
sup
x =y∈BN
|XT0,−1t (x)−XT0,−1s (y)|
|s − t |α + |x − y|α < +∞, a.s.
For t ∈ [0, T0] and x ∈ BN , set ft (x) := XT0,−1t (x,ω+T0). For any N > 0, let N ′ > 0 be
sufficiently large such that
{
ft (x): x ∈ BN, t ∈ [0, T0]
}⊂ BN ′ .
Then we have
sup
t∈[0,T0]
sup
x =y∈BN
|X−1t+T0(x,ω)−X−1t+T0(y,ω)|
|x − y|α2
= sup
t∈[0,T0]
sup
x =y∈BN
|X−1T0 (X
T0,−1
t (x,ω
+T0),ω)−X−1T0 (X
T0,−1
t (y,ω
+T0),ω)|
|x − y|α2
= sup
t∈[0,T0]
sup
x =y∈BN
|X−1T0 (ft (x),ω)−X−1T0 (ft (y),ω)|
|ft (x)− ft (y)|α ·
|ft (x)− ft (y)|α
|x − y|α2
 sup
x′ =y′∈BN ′
|X−1T0 (x′,ω)−X−1T0 (y′,ω)|
|x′ − y′|α ·
(
sup
t∈[0,T0]
sup
x =y∈BN
|ft (x)− ft (y)|
|x − y|α
)α
< +∞, a.a.-ω,
and
sup
x∈BN
sup
s =t∈[T0,2T0]
|X−1t (x,ω)−X−1s (x,ω)|
|s − t |α2
= sup
x∈BN
sup
s =t∈[0,T0]
|X−1T0 (X
T0,−1
t (x,ω
+T0),ω)−X−1T0 (X
T0,−1
s (x,ω
+T0),ω)|
|s − t |α2
= sup
x∈BN
sup
s =t∈[0,T0]
|X−1T0 (ft (x),ω)−X−1T0 (fs(x),ω)|
|ft (x)− fs(x)|α ·
|ft (x)− fs(x)|α
|s − t |α2
 sup
x′ =y′∈BN ′
|X−1T0 (x′,ω)−X−1T0 (y′,ω)|
|x′ − y′|α ·
(
sup
x∈BN
sup
s =t∈[0,T0]
|ft (x)− fs(x)|
|s − t |α
)α
< +∞, a.a.-ω.
The proof is thus finished. 
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Theorem 2.6. Under (A1)–(A3), there exist α0 > 0 and T0 > 0 such that for almost all ω ∈ Ω ,
the mappings x → Xt(x,ω) belong to Hα(t)(Rd) for all t > 0, where α(t) := α1+[t/T0]0 , [a]
denotes the integer part of a real number a.
Remark 2.7. Checking carefully the previous proof, it is not hard to find that the Hölder conti-
nuity index α0 in x may be taken to be close to 1 as T0 → 0.
3. Case study: Equation (1) driven by finite Brownian motions
In this section, we study SDE (1) driven by finitely many Brownian motions, and gives suffi-
cient conditions for (A3) to hold.
Let ϕ ∈ C∞(Rd) be defined by
ϕ(x) :=
{
Cϕ exp{(|x|2 − 1)−1}, |x| < 1,
0, |x| 1,
where Cϕ is the normalized constant such that
∫
Rd
ϕ(x)dx = 1.
Define the regularized sequence ϕn by
ϕn(x) := 3ndϕ
(
3nx
)
.
Set
σn(x) :=
∫
Rd
σ (y)ϕn(x − y)dy,
bn(x) :=
∫
Rd
b(y)ϕn(x − y)dy.
Proposition 3.1. Assume that (A1) is replaced by
(A1′) σ ∈ C1b(Rd) is bounded and has bounded first order derivatives, and satisfies∥∥∇σ(x)− ∇σ(y)∥∥ C′1ρη(|x − y|)
and (A2) is kept. Then (A3) holds with σn, bn and
c(x) := 1
2
∑
i
∇σi(x) · σi(x).
Proof. We only prove the following estimates, the others being analogous:
sup
x∈Rd
∣∣an(x)− c(x)∣∣C2−n,
sup
∣∣an(x)− an(y)∣∣Cρη(|x − y|).
n
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∇σn(x) =
∫
Rd
∇σ(y)ϕn(x − y)dy.
For n sufficiently large, we have
∣∣an(x)− c(x)∣∣ C(∥∥∇σn(x)− ∇σ(x)∥∥+ ∥∥σn(x)− σ(x)∥∥)
 C
∫
Rd
(∥∥∇σ(y)− ∇σ(x)∥∥+ ∥∥σ(y)− σ(x)∥∥)ϕn(x − y)dy
 C
∫
Rd
|x − y|(log |x − y|−1 + 1)ϕn(x − y)dy
 C(n log 3 + 1)3−n  C2−n.
Secondly,
∣∣an(x)− an(y)∣∣
 C
(∥∥∇σn(x)− ∇σn(y)∥∥+ ∥∥σn(x)− σn(y)∥∥)
 C
∫
Rd
(∥∥∇σ(x − z)− ∇σ(y − z)∥∥+ ∥∥σ(x − z)− σ(y − z)∥∥)ϕn(z)dz
 C
(
ρη
(|x − y|)+ |x − y|),
which yields the desired estimate. 
By the localization method (cf. [14]), we may weaken the assumptions on the coefficients. We
start with a simple lemma.
Lemma 3.2. Suppose that {fn} is a sequence of lower semi-continuous functions defined on a
compact set K , and fn(x) ↑ ∞ for every x ∈ K . Then
inf
x∈K fn(x) ↑ ∞.
Proof. Suppose the contrary. Then there exists A > 0 such that for every n, there exists an
xn ∈ K such that fn(xn) < A. In virtue of the compactness of K , there is subsequence xnk and
x ∈ K such that xnk → x as k → ∞. Since fn(x) ↑ ∞, there exists an n0 such that fn0(x) > 2A.
By the lower semi-continuity of fn0 and the monotonicity of {fn(x)↑, n↑}, we obtain that
A lim inf
k→∞ fnk (xnk ) lim infk→∞ fn0(xnk ) fn0(x) 2A,
a contradiction. The proof is complete. 
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∣∣b(x)− b(y)∣∣+ ∥∥∇σ(x)− ∇σ(y)∥∥ CN · ρη(|x − y|), ∀x, y ∈ BN,
for any N > 0 and CN > 0. Let e(x,ω) and f(x,ω) be the respective explosion times to
EQ.(σ, b, x) and EQ.(σ,2c − b, x), where
c(x) := 1
2
∑
i
∇σi(x) · σi(x).
If for each x ∈ Rd , e(x, ·) = +∞ and f(x, ·) = +∞ a.e., then
(i) for each t > 0, the mappings x → Xt(x,ω) belong toHα(t)(Rd) for almost all ω ∈ Ω , where
α(t) := α1+[t/T0]0 ;
(ii) for almost all ω,
R+ 	 t → Xt(·,ω) ∈H
(
R
d
)
is continuous,
where H(Rd) is equipped with the topology of compact uniform convergence of both the
maps and their inverses.
Proof. For m ∈ N, let ψm(x) be smooth functions on Rd with ψm(x) = 1 on Bm and ψm(x) = 0
on Bcm+1. Set
σm(x) := ψm(x)σ (x), bm(x) := ψm(x)b(x).
Let Xmt (x) be the solution of EQ.(σm,bm,x). For x ∈ Rd , define the stopping times
ζm(x,ω) := inf{t  0: ∣∣Xmt (x,ω)∣∣m}.
By the uniqueness of solution, for all ω ∈ Ωx (P(Ωx) = 1)
Xt(x,ω) = Xmt (x,ω), ∀t ∈
[
0, ζm(x,ω)
]
. (15)
By the non-explosion of solution, we have ζm(x, ·) ↑ e(x, ·) = +∞ a.e. as m ↑ ∞ for each
x ∈ Rd . Since (t, x) → Xmt (x) is continuous a.e., there is a common null set N1 such that for all
ω /∈ N1, x → ζm(x,ω) is lower semi-continuous and ζm(x,ω) ↑ ∞ as m ↑ ∞ for any x ∈ Rd .
Thus, by Lemma 3.2 we have for ω /∈ N1 and n ∈ N,
inf
x∈Bn
ζm(x,ω) ↑ ∞ as m → ∞.
Therefore, by (15) and the continuity of (t, x) → Xmt (x) a.s., we may find another null set N2 ⊃
N1 such that for all ω ∈ Nc2 and n ∈ N, m = m(ω,n) sufficiently large
X·(·,ω)|[0,n]×Bn = Xm· (·,ω)|[0,n]×Bn. (16)
Thus, by [16, Theorem 4.1] and Proposition 3.1, there exists a null set N3 such that for all ω ∈ Nc:3
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morphism for all n > t ;
(II) (t, x) → Xt(x,ω) is continuous.
On the other hand, let τ be any stopping times, we have for almost all ω
Xmt+τ(ω)(x,ω) = Xmt
(
Xmτ(ω)(x,ω),ω
+τ ), ∀(t, x) ∈ R+ × Rd .
Hence, there exists a null set N4 (depending on τ ) such that for all ω ∈ Nc4
(III) Xt+τ(ω)(x,ω) = Xt(Xτ(ω)(x,ω),ω+τ ), ∀(t, x) ∈ R+ × Rd .
Now we are ready to prove (i).
Let Ymt (x) be the solution of EQ.(σm,2cm − bm,x), where
cm(x) := 1
2
∑
i
∇σmi (x) · σmi (x).
Using the same analysis as above, there exists a null set N5 such that for all ω ∈ Nc5 and n ∈ N,
m = m(ω,n) sufficiently large
Y·(·,ω)|[0,n]×Bn = Ym· (·,ω)|[0,n]×Bn. (17)
Fixing t > 0, we now prove that for almost all ω
Xt
(
Yt
(
x,ω−t
)
,ω
)= x, ∀x ∈ Rd, (18)
where ω−ts := ωt−s − ωt for s ∈ [0, t] and ω−ts := ωt for s > t . Since for fixed t , the Wiener
measure is invariant under the transformation ω → ω−t , and for almost all ω (cf. [7])
X
m,−1
t (x,ω) = Ymt
(
x,ω−t
)
, ∀x ∈ Rd, m ∈ N, (19)
the surjective property (18) now follows from (16), (17) and (19). Indeed, suppose x ∈ Rd , we
first choose m1 = m1(x,ω) sufficiently large such that for all m>m1
Yt
(
x,ω−t
)= Ymt (x,ω−t)=: y.
Secondly, choose m2 = m2(y,ω) >m1 sufficiently large such that for all m>m2
Xt(y,ω) = Xmt (y,ω).
Consequently
Xt
(
Yt
(
x,ω−t
)
,ω
)= Xmt (Ymt (x,ω−t),ω)= x.
The first conclusion now follows from Theorem 2.6, Proposition 3.1, (16)–(18).
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We use Bismut’s method (cf. [4]) to prove that for almost all ω, x → Xt(x,ω) is surjective
for all t > 0. Set
A := {(t,ω) ∈ R+ × Rd : Xt(Rd ,ω)= Rd}.
Then A is optional (cf. [4, p. 70]). Let πΩ(Ac) denote the projection of Ac to Ω . It suffices to
prove P(πΩ(Ac)) = 0. Assume P(πΩ(Ac)) > 0, then by Section Theorem (cf. [6]), there exists
an optional time τ such that
{
(t,ω): t = τ(ω)}⊂ Ac ⇒ Xτ(ω)(Rd,ω) = Rd on {ω: τ(ω) < +∞} (20)
and P(ω: τ(ω) < +∞) > 0. So, for n large enough, P(ω: τ(ω) n) > 0. By (III) we have
Xn(x,ω) = Xn−τ(ω)
(
Xτ(ω)(x,ω),ω
+τ ) on {ω: τ(ω) n} a.s.
By (I) and (20) we have
Xn
(
R
d ,ω
) = Rd on {ω: τ(ω) n} a.s.,
which is contradict with (i). Now the second conclusion follows from (i), (I), (II) and [13, Theo-
rem 1.2]. 
4. Case study: Diffusion processes on homeomorphism groups of circle or disc
Let S1 be the unit circle. The distance d(eiθ , eiθ ′) between two points eiθ and eiθ ′ on the circle
is given by the absolute value of the angle between the vectors associated to eiθ , eiθ ′ . Thus, for
0 θ < 2π and 0 θ ′ < 2π , we have d(eiθ , eiθ ′) = inf(|θ − θ ′|,2π − |θ − θ ′|) and
0 d
(
eiθ , eiθ
′) π.
For α > 0, let Hα(S1) be the Hölder homeomorphisms of S1 which together with their inverse
are α-Hölder continuous, i.e., for φ ∈Hα(S1) there exist two constants c1, c2 > 0 such that
c2d(θ, θ
′)α  d
(
φ(θ),φ(θ ′)
)
 c1d(θ, θ ′)α.
Since S1  [0,2π)  R/(2π × Z), a function f :S1 → S1 could be regarded as a function f˜
on R in a natural way with the property f˜ (θ + 2π) = f˜ (θ)+ 2π , and vice versa.
Let p ∈ N. Suppose
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
b(x) = 0,
σ2k−1(x) = a2k−1 sin(kpx), k ∈ N,
σ2k(x) = a2k cos(kpx), k ∈ N,
|a2k| = O(k−(p+ 12 )),
−(p+ 12 )|a2k+1| = O(k ).
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∥∥σ(x)− σ(y)∥∥
l2  ρ
(|x − y|)
for sufficiently small |x − y|, where ρ(x) = Cx[logx−1 ∨ 1]1/2, x > 0.
Let θt (θ0) be the solution of Eq. (1) with starting point θ0 ∈ S1 corresponding to the above σ
and b. Since σ are 2π -periodic functions on R, we have θt (θ0) ∈ S1.
Set
σn(x) := (σ1(x), . . . , σ2n(x),0, . . .),
cn(x) :=
2n∑
k=1
∂σk(x)
∂x
σk(x) = 12
2n−1∑
k=1
(
a22k−1 − a22k
)
kp sin
(
2kpx
)
,
c(x) := 1
2
∞∑
k=1
(
a22k−1 − a22k
)
kp sin
(
2kpx
)
.
Then
Theorem 4.1. (A1) and (A3) hold with the above σ , σn, cn, c, and there are two constants
α0 > 0 and T0 > 0 such that for almost all ω ∈ Ω , θ0 → θt (θ0,ω) belong to Hα(t)(S1) for all
t > 0, where α(t) := α1+[t/T0]0 . In particular,
c2(t,ω)d
(
θ0, θ
′
0
)α(t)  d(θt (θ0,ω), θt(θ ′0,ω)) c1(t,ω)d(θ0, θ ′0)α(t).
Proof. Clearly,
sup
x∈Rd
(∥∥σn(x)− σ(x)∥∥+ ∣∣cn(x)− c(x)∣∣) C2−n,
sup
n
∥∥σn(x)− σn(y)∥∥2
l2 
∥∥σ(x)− σ(y)∥∥2
l2 C
′
0|x − y|ρη
(|x − y|), ∀x, y ∈ Rd .
Moreover, by Hölder’s inequality, we have
sup
n
(∣∣cn(x)− cn(y)∣∣)
 1
2
∞∑
k=1
(
a22k−1 − a22k
)
kp
∣∣sin(2kpx)− sin(2kpy)∣∣
 C
∞∑
k=1
1
kp+1
∣∣sin(2kpx)− sin(2kpy)∣∣
 C
∞∑ | sin(kp(x − y))|
kp+1
.k=1
J. Ren, X. Zhang / Journal of Functional Analysis 241 (2006) 439–456 453Now setting φ(s) := sin(spθ)
sp+1 , we have
φ′(s) = ps
2pθ cos(spθ)− (p + 1)sp sin(spθ)
s2p+2
.
So |φ′(s)| (2p+1)θ
s2
for s > 1. Let
g(θ) :=
∞∑
k=1
| sin(kpθ)|
kp+1
, f (θ) :=
∞∫
1
| sin(spθ)|
sp+1
ds.
Then
∣∣g(θ)− f (θ)∣∣
∞∑
k=1
k+1∫
k
∣∣φ(s)− φ(k)∣∣ds  (2p + 1)θ
∞∑
k=1
1
k2
= (2p + 1)π
2θ
6
.
Note that for 0 < θ < 1/e
f (θ) = θ
p
∞∫
θ
| sin t |
t2
dt
 θ
p
1∫
θ
sin t
t2
dt + θ
p
∞∫
1
dt
t2
 θ
p
(
log(1/θ)+ 1).
Therefore, for 0 < θ < 1/e
g(θ) θ
p
(
log(1/θ)+ 1)+ (2p + 1)π2θ
6
,
which gives that for some η > 0 sufficiently small
∞∑
k=1
| sin(kp(x − y))|
kp+1
 Cρη
(|x − y|), ∀x, y ∈ R.
The rest of the proof is just to use Theorem 2.6. 
Remark 4.2. This example specially includes the Brownian motion on the diffeomorphism group
of circle constructed by Malliavin in [9].
We now give another example of Brownian motion on the diffeomorphism group of disc
introduced by Airault, Malliavin and Thalmaier in [2] (see [12]).
Set Xt := (θt , yt ) and for n ∈ N
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1 := 2√
n3 − n
1∫
0
(1 − s) cos(sny)ds · cos(nθ),
σ2n+1(θ, y)1 := 2√
n3 − n
1∫
0
(1 − s) cos(sny)ds · sin(nθ),
σ2n(θ, y)
2 := − 12√
n3 − n
1∫
0
s(1 − s) sin(sny)ds · sin(nθ),
σ2n+1(θ, y)2 := 12√
n3 − n
1∫
0
s(1 − s) sin(sny)ds · cos(nθ).
Then
dXt = σ(Xt ) ◦ dW(t) = σ(Xt )dW(t)+ b(Xt )dt,
where b(θ, y)1 := 0 and b(θ, y)2 =∑n>1 hn(y), and
hn(y) = − 12
n2 − 1
1∫
0
(1 − s)(1 − 6s2) cos(syn)ds
1∫
0
(1 − s)s cos(syn)ds.
We have (cf. [12])
Proposition 4.3.
∥∥∥∥∂σ
1
∂θ
(0,0)
∥∥∥∥
l2
= +∞,
∥∥σ(θ, y)− σ(θ ′, y′)∥∥2  Cρη(|θ − θ ′|2 + |y − y′|2),∣∣b(θ, y)− b(θ ′, y′)∣∣Cρη(|y − y′|).
In particular, σ is not differentiable at (0,0), and (A1) and (A2) hold.
Now we define
σn(θ, y) := (σ1(θ, y), . . . , σ2n(θ, y),0, . . .),
bn(θ, y)1 := 0, bn(θ, y)2 :=
2n−1∑
k=2
hk(y).
Then a simple calculation shows that
Proposition 4.4. (A3) holds with the above σn, bn and c(θ, y) := b(θ, y).
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Let Xn(t, x) and X(t, x) be stochastic processes defined on [0, T ] ×Rd . Assume that for any
N > 0, there are positive constants C,α,β,p such that
E
∣∣Xn(t, x)−X(t, x)∣∣p  C2−βn,
E
∣∣Xn(t, x)−Xn(t, y)∣∣p  C|x − y|d+2+α,
E
∣∣Xn(t, x)−Xn(s, x)∣∣p  C|s − t |d+2+α,
for any s, t ∈ [0, T ] and x, y ∈ BN with |x − y| sufficiently small. Then
Theorem A.1. For any N > 0, we have
lim
n→∞E
(
sup
|x|<N,t∈[0,T ]
∣∣Xn(t, x)−X(t, x)∣∣p
)
= 0.
In particular, there exists a subsequence nk such that
P
{
ω: lim
k→∞ supx∈BN,t∈[0,T ]
∣∣Xnk (t, x,ω)−X(t, x,ω)∣∣= 0, for any N ∈ N
}
= 1.
Proof. We construct the following process:
Z(r, t, x) =
⎧⎪⎨
⎪⎩
X(t, x), r = 0,
Xn(t, x)+ (r − 1n )( 1n+1 − 1n )−1[Xn+1(t, x)−Xn(t, x)],
1
n+1 < r 
1
n
, n ∈ N.
By the assumptions, we can check that
E
∣∣(Z(r, t, x)−Z(r ′, s, y))∣∣p  C(|r − r ′|d+2+ + |t − s|d+2+ + |x − y|d+2+)
for some  > 0 and x, y ∈ BN , s, t ∈ [0, T ] and |x − y| sufficiently small.
Thus, by Kolmogorov’s continuity criterium, there is a p-order integrable random vari-
able C(ω) such that
sup
|x|<N,t∈[0,T ]
∣∣Z(r, t, x)−Z(r ′, t, x)∣∣C(·)|r − r ′|δ, a.s.
where δ ∈ (0, /p). In particular, taking r ′ = 0, r = 1
n
we have
E
(
sup
|x|<N,t∈[0,T ]
∣∣Xn(t, x)−X(t, x)∣∣p
)
 E
(
Cp(·))n−pδ,
which gives the limit. 
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