State-of-the-art person re-identification (re-ID) methods train a deep CNN to extract features and combine these features with a distance metric for final evaluation. In this work, we aim to improve re-ID performance by better utilizing the deeply-learned features. First, we propose an Adaptive Re-Ranking (ARR) method to better incorporate the contextual information embedded in the neighboring features. ARR re-ranks the match results in an iterative manner based on contextual neighborhood structure. In particular, it automatically adds more contextual information after each iteration in order to find more matches. Second, we propose a Deep Feature Fusion (DFF) method to exploit the diverse information in the deeply-learned features. DFF splits these features into sub-features and exchanges feature information by a diffusion process. Consequently, we propose a strategy that combines ARR and DFF to further enhance re-ID performance. Extensive comparative evaluations on three large re-ID benchmarks show that our method is robust and highly competitive.
Introduction
Person re-identification (re-ID) [5] aims to recognize and associate a person of interest across non-overlapping cameras. It becomes increasingly more important but still remains a challenge as the same person observed in various cameras may appear different due to the large intra-class variations in illumination, poses, occlusions, and backgrounds. To compensate the appearance variation across cameras, most previous studies focus on two aspects: (1) extracting effective and robust visual features [14, 16, 38] ; (2) learning an effective metric [7, 32, 34] . With the success of deep learning, deeply-learned features (deep features for short) have demonstrated superior performance against hand-crafted ones and become dominant in the field of re-ID. A typical pipeline of deep feature based re-ID consists of two steps: feature extract and feature match. It first utilizes a part of the well-trained network as a feature extractor and then uses a certain distance metric such as Eu- clidean distance for person retrieval (see Fig. 1 ). Images with high enough score are considered as positives.
Re-ranking is an effective step to boost the performance of re-ID [4, 25, 40] , in which the contextual re-ranking is popular in recent years. The intuition of contextual reranking is that images containing the same person should not only have similar visual content (content similarity), but also possess similar k-nearest neighbors (context similarity) [11] . The contextual re-ranking takes a distance matrix as input and outputs a better matrix as a new metric using additional contextual information. Once the new metric is obtained, the re-ranking method can be re-applied naturally in an iterative manner. However, existing iterative reranking methods in re-ID ignore the fact that the effectiveness of the new metric increases along iterations [40] . To tackle this problem, we propose an Adaptive Re-Ranking method named ARR, in which the contextual information is increasing along iterations automatically to consider more matches.
Although combining deep features with Euclidean distance produces promising performance, there is still information that is not fully utilized such as the diversity of different parts of the feature. Inspired by the idea of "Divide and Fuse" in [40] , thereby we propose a method named Deep Feature Fusion (DFF) to incorporate the diversity information involved in the deep feature with a diffusion process which is widely used in object retrieval.
Both ARR and DFF make certain transformations to the distance metric. They can naturally be incorporated together for further improvements. For example, ARR can take the distance metrics from sub-features as input and outputs new metrics. Multiple new metrics can be fused into a single one by DFF. The details are provided in the following sections. The main contributions of this study are in summary:
• An Adaptive Re-Ranking (ARR) method. It utilizes more contextual information automatically after each iteration to consider more matches and can fully exploit the contextual information encoded in neighborhood structures.
• A Deep Feature Fusion (DFF) method. It integrates the diversity information involved in sub-features. DFF improves the performance considerably, demonstrating itself as an effective method for re-ID.
• A strategy to incorporate ARR and DFF to further improve re-ID performance.
Related Work
Re-ranking and features fusion are essentially the two areas of focus of this study. Hence prior works relevant to these two areas are reviewed in this section.
Re-ranking. Basically, there are two main streams for re-ranking: manifold ranking and contextual re-ranking. In manifold ranking [8] , a similarity matrix or affinity matrix is interpreted as a graph where the weight of each edge represents the affinity of two data points. A key component of the manifold ranking is the diffusion process. It propagates the affinity information of all data points on the weighted graph. Compared to the traditional pairwise affinity which measures the similarity between two data points, the diffusion process explores the affinity information among all data points in a global view. In addition, the manifold ranking can be ranged into two principal types, diffusion on a single graph [8, 36, 37] and on multiple graphs [15, 30, 35, 42] . The latter is designed for features fusion and metrics fusion, named as fusion by diffusion. In particular, each affinity matrix (based on a specific feature or metric) is interpreted as a weighted graph and the affinity information is spread on multiple graphs. Fusion by diffusion not only captures the intrinsic manifold structure, but also leverages the complementarity of multiple visual features or multiple metrics.
In recent years, the contextual re-ranking methods show excellent performance [1, 23, 40, 48] . In contextual reranking, the similarity of two data points is re-defined by the similarity of their rank lists for the same query. The rank list is usually a short list containing the top k nearest neighbors instead of all data points. The motivation for contextual re-ranking is that similar data possess similar neighbors, thus the contextual information is exploited. Contributions on contextual re-ranking are devoted to solving the efficiency problem [1] and effectiveness problem [40, 48] , or both [23] . Motivated by [40] , we introduce an iterative scheme to the k-reciprocal encoding re-ranking [48] to improve the robustness of re-ranking, named Adaptive Re-Ranking (ARR). Different from [40] , the contextual information in ARR increases during iterations rather than remain unchanged.
Features Fusion. Features fusion has been proven effective in object retrieval [20, 39, 41, 42] and re-ID [17, 45] . For example, [45] fuses the hand-crafted features and deep features based on an observation: the score curve for a query exhibits an "L" shape for a good feature but descends gradually for a bad one. Obtaining multiple features can be burdensome. Therefore, [40] proposed "Divide and Fuse" (DaF) method to exploit the information involved in a deep feature under the framework of features fusion. The basis of [40] is that the characteristics of different parts of a deep feature (typically with a high dimension) can be rather diverse [40] . DaF divides a feature into parts, namely subfeatures, instead of treating a feature vector as a whole. DaF then fuses sub-features by a fuzzy aggregation operator in fuzzy theory.
The fusion strategies for multiple features [17, 45] or multiple sub-features [40] in the existing works can be classified as the weighted linear combination. But they did not utilize the rich information embedded in the relationships among data points [18] . The fusion by diffusion process reviewed in this section can address this issue effectively. In this paper, we propose a Deep Feature Fusion (DFF) method which simultaneously leverages "Divide and Fuse" and the fusion by diffusion process. In particular, DFF splits the deep feature into multiple sub-features evenly and then fuses them for re-ID.
Adaptive Re-ranking of Deep Features
The overall architecture of the proposed approach is illustrated in Fig. 2 . Firstly, each deeply trained feature is evenly split into S sub-features. So S distance metrics are obtained. Secondly, the adaptive re-ranking method redefines each metric to a new metric. Thirdly, S re-defined metrics are fused into a single one by the deep feature fusion for the final evaluation. The details of adaptive re-ranking and deep feature fusion are presented in Section 3.1 and 3.2 respectively. In Section 3.3, we describe how to combine ARR and DFF.
Adaptive Re-ranking (ARR)
We first revisit the conventional contextual re-ranking. Without loss of generality, we consider a probe p from camera a and a gallery set G = {g i |i = 1, 2, · · · , M } with M images from camera b. The Euclidean distance for an image pair (p, g i ) is calculated as:
(1) The goal of re-ID is to search in G for images containing the same person with p. Therefore, G is sorted in an ascending order according to their distance to p and the initial rank is obtained:
The subscript (i) is enclosed within parenthesis indicating that i is the position in L(p, G) instead of G. Images in the top ranks of L(p, G) are likely to be the true matches. Most of the possible false matches can be removed easily with L(p, G). However, some false matches may also be included in the top ranks. Hence, re-ranking is an important step to boost the performance. After re-ranking, the ranks of true matches will rise and that of false alarms will decline. The goal of re-ranking is to learn a function:
It takes a distance metric D (usually Euclidean distance) as input and outputs a more effective one. With the new metric, a more faithful rank is obtained. The core idea of contextual re-ranking is that the distance between two points is replaced by the generalized distance between their k-nearest neighbors. But the k-nearest neighbor relationship is asymmetric since
, where top k (q) represents k-nearest neighbors of q. To encode stronger neighborhood information, [19] defines the k-reciprocal neighbor relationship as follows:
r k (q 1 , q 2 ) is either 0 or 1. r k (q 1 , q 2 ) = 1 indicates that q 1 and q 2 are the k-nearest neighbors with each other. The k-reciprocal neighbor relationship is obviously symmetric and encodes stronger neighborhood information than the knearest neighbor relationship. Based on the k-reciprocal neighbor relationship, the k-reciprocal feature of the image q 1 is computed as:
Note that R( * ) is a set instead of a vector. Correspondingly, the distance of a pair (q 1 , q 2 ) is measured by the generalized Jaccard distance:
The smaller d J is, the more co-neighbors between q 1 and q 2 . Except for some changes in detail, most of the reranking methods in re-ID follow a similar procedure as described above. The k-reciprocal encoding re-ranking [48] is adopted in this paper due to its simplicity and effectiveness. It incorporates D E and D J to obtain a more robust metric, where D E represents Euclidean distance. The final distance of an image pair (q 1 , q 2 ) is calculated as:
Recall that the input and output of re-ranking algorithms are both distance metrics. An iterative strategy can be adopted to it naturally. However, the existing iterative reranking algorithm [40] in re-ID ignores the fact that the effectiveness of the distance metric is increasing along iterations. Fig. 3 shows an example of top-20 ranks for a given query along two iterations. After the first round of reranking, there are 10 false matches and most of them receive high ranks. After the second round, 7 false matches with relatively lower ranks are included in top-20 ranks. Existing iterative re-ranking method, refers to vanilla version, sets the number of nearest neighbors to a fixed value, for example, k=9. In fact, k implies the amount of contextual information that can be utilized in the contextual re-ranking. The larger the k, the more contextual information is exploited by the contextual re-ranking. But excessive contextual information may contain some noise information and degrades the performance. Therefore, k is usually set to a small value conservatively as shown in the first round of Fig. 3 . However, in an iterative re-ranking method, the effectiveness of the distance metric increases along iterations so more contextual information can be utilized to boost the performance. Therefore, the adaptive re-ranking method ARR is designed.
As shown in Fig. 3 , k is increased to k+c after each iteration, where c is a constant. By this approach more matching images can be considered.
Deep Feature Fusion (DFF)
In typical implementations of re-ID, deep features are extracted from deep neural networks for distance measures. The Euclidean distance is used as the metric for the final evaluation. Inspired by [40] , we split a good deep feature vector evenly into multiple sub-features and then fuse them.
This method is more suitable for deep features than hand-crafted ones. In our preliminary experiments, fusing multiple hand-crafted sub-features sometimes impairs the performance. As pointed out in [40] , deep features extracted from the fully connected layer are unbiased while hand-crafted ones often maintain a certain structure. Therefore, we believe that splitting the latter into sub-features may undermine their structural information.
Formally, given person images from C non-overlapping cameras, a deep feature vector is extracted from each image and split into S sub-features. The sub-features produce different distance metrics, denoted asD = {D s |s = 1, 2, · · · , S}. Specifically, there are two stages: graph construction and multi-graph fusion. We first construct a graph for every metric. Each metric D s is interpreted as an affinity matrix of a finite weighted graph G s = (V s , W s ), where the vertex set V s represents all images. V s is connected by edges with edge strength W s . Each element W s (i, j) in W s , representing the similarity of image pair (i,j), is calculated as:
A Markov chain is constructed for each graph with the transition probability defined as:
where N k=1 W s (i, k) is the degree of the vertex. P s (i, j) represents the transition probability of i to j under the s-th Figure 4 . The distance distributions before and after DFF on the Market-1501 dataset [44] . Baseline features: ID-discriminative Embedding [46] fine tuned on ResNet [6] .
sub-feature. The more similar i is to j, the more likely that it will jump to j. To further reduce the influence of noise points, a local transition probability is used:
where the "local" refers to the k-nearest neighbors. Witĥ P s , the transition probability of two distant points is set to zero.
In the second stage, multiple graphs are fused with a mixture Markov chain [30] . The fusion process is essentially a random walk on multiple graphs in an iterative manner defined as:
whereP s is viewed as a transition matrix, and the part in parentheses is viewed as an average status matrix after t times' iteration. P t+1 s is the status matrix under s-th subfeature after t + 1 times' iteration. The above equation can be understood as an information exchange process among multiple graphs. After t iterations, the overall status matrix is calculated as:
The final distance metric used for re-ID evaluations is computed as D = 1 P * . Fig. 4 shows the distance distribution of same person vs. different person, with and without DFF. Ideally, the distance between the same person should be as small as possible, preferably close to zero, while the distance between different persons should be larger. As can be seen in Fig. 4 , the distance distributions with DFF is significantly improved.
Combination of DFF and ARR
Both DFF and ARR can be directly deployed into re-ID systems as shown in Fig. 5 or combined together. Fig. 6 illustrates two strategies for combinations assuming each image's feature is evenly split into 3 sub-features (e.g. S = 3): • DFF-ARR. Three metrics are first fused by the DFF into a single one, which is then re-defined by the ARR.
• ARR-DFF. Each of the three distance metrics is first re-defined by the ARR. Then three re-defined metrics are fused into a single one by the DFF for the final evaluation.
Both combination strategies are evaluated although we expect the second strategy, ARR-DFF, would perform better. DFF-ARR has poor performance since the output matrix of DFF is "sparse" (Fig. 6(a) ). In DFF-ARR, multiple metrics are first fused into a single one by DFF, denoted as O which is a "sparse" matrix. The "sparse" here does not mean that most of the elements in O are zero. Instead, they are quite large, almost equivalent to an infinite value. Therefore, O can be viewed as a sparse matrix in a sense. The reason for a sparse O lies in the fact that DFF employs the diffusion process which spreads the affinity information "locally" (see Eq. 10) and sets the distance of two distant points to infinity. Therefore, the distance information which is out of the close neighbors is eliminated in O. Directly inputting O to the ARR may impair the performance because a lot of information has bee discarded. While in ARR-DFF (Fig. 6(b) ), the output of ARR is "non-sparse". ARR utilizes the original Euclidean distance D E to compensate for the lack of information in D J which is also "sparse" (see Eq. 7). 
Experiments

Datasets and Settings
Datasets.Three commonly used benchmarks, namely Market-1501 (Market) [44] , DukeMTMC-reID (Duke) [21] and CUHK03 [12] , are used in our evaluations. We report single-query evaluations for them. The Market-1501 (Market) dataset contains 32,668 images of 1,501 identities detected by Deformable Part Model (DPM) [3] under six cameras. The dataset is divided into a training set with 12,936 images of 751 identities and a testing set with 19,732 images of 750 identities. In testing, 3,368 images of 750 identities are used as the probe set. The DukeMTMC-reID (Duke) dataset consists of 1,404 identities captured by 8 cameras. The training set contains 16,522 images of 702 identities, the testing set 17,661 images of 702 identities, and the probe set 2,228 images. It is one of the most challenging re-ID datasets up to now. The CUHK03 dataset contains 13,164 images of 1,360 identities under two cameras. CUHK03 provides both manually labeled and DPM-detected bounding boxes. We use the latter in this paper as it is more challenging. We follow the new evaluation protocol [48] instead of the single-shot protocol [12] since the new protocol is more consistent with practice.
Evaluation metrics. Two evaluation metrics are used. The first one is the standard Cumulated Matching Characteristics (CMC) curve [31] . The CMC curve shows the probability that a probe appears in different-sized candidate lists. We report the cumulated matching accuracy at rank-1, abbreviated as R-1. The second one is the mean average precision (mAP) [44] . It considers both the precision and the recall when multiple ground truths exist.
Feature representations. Five different feature extractors are used in our evaluation. The ID-discriminative Embedding features [46] trained on CaffeNet [10] (abbreviated as IDE(C)) and ResNet-50 [6] (abbreviated as IDE(R)) are used. In addition, we also evaluate features trained on the AlignedReID (Aligned) [43] , the Pose-Sensitive Embedding (PSE) [23] and the Beyond Part Model (PCB) [29] . They generate feature vectors of different dimensions and manifest merit in re-ID benchmarks. Extracted features are available 1 . Fig. 7 shows the analysis of effectiveness on Adaptive Re-ranking (ARR Fig. 5(a) ), on two datasets (Market and CUHK03) and two baselines (IDE(C) and IDE(R)). We first compare ARR with the vanilla version using both R-1 accuracy and mAP. The initial value k is set as k = 5, 10, 15, 20 respectively. The baseline is the IDE features fine-tuned on ResNet. Fig. 7 shows that mAP of both two methods improve significantly through the iterative update process. But ARR is more robust than the vanilla version under different values of k. The performance of ARR is consistently better while the vanilla version degrades especially in the mAP under small k (k = 5, 10). When k=5, the mAP of the vanilla version first rises along iterations, and then drops gradually along with the iteration. It reaches its peak point after the third iteration. In the case of ARR, mAP grows along iterations and outperforms the vanilla version by a considerable margin at low k. Actually the R-1 accuracy indicates the ability to retrieve the most similar match, while the mAP indicates the ability to find all true matches [29] . Therefore, ARR is especially helpful in finding more matches. The performance of the two methods tends to be similar when k becomes large. Note ARR does not require careful tuning for k.
Evaluation of Adaptive Re-ranking (ARR)
We also compare the performance of ARR with other reranking methods on Market and CUHK03 datasets. The baselines are IDE(C) and IDE(R). We conduct a teniteration ARR and set k to 15, 10 for Market and CUHK03 datasets respectively. Five widely used re-ranking algorithms for image retrieval and re-ID are compared, including contextual dissimilarity measure (CDM) [8] , sparse contextual activation (SCA) [1] , k-reciprocal encoding (k-RE) [48] , divide and fuse re-ranking (DaF) [40] and expanded cross neighborhood (ECN) [23] . The results are shown in Table 1 . As can be seen, ARR achieves competitive results on both two datasets in the R-1 accuracy and mAP.
Compared to the baselines, ARR significantly improves the rank-1 accuracy and mAP. Especially in the mAP of Market dataset, our method gains an impressive increase of 16% (48.9%-32.9%) on IDE(C) and 17.9% (72.9%-55.0%) at the IDE(R) feature. That is because ARR utilizes the neighborhood structures to exploit the contextual information. Furthermore different from other single feature based re-ranking methods (CDM, SCA, k-RE and ECN) and multiple sub-features based method (DaF), ARR involves more contextual information along iterations automatically. Hence compared to the state-of-the-art method, ECN, ARR can achieve highly competitive performance. 
Evaluation of Deep Feature Fusion (DFF)
The effectiveness of Deep Feature Fusion (DFF, Fig. 5(b) ) is evaluated on Market, Duke and CUHK03 datasets. The results are shown in Table 2 . Experiments of each dataset are performed on at least four deep features including average ones (IDE(C) and IDE(R)) and superior ones (AlignedReID, PSE and PCB). Note that all the five features are high dimensional ranging from 1,024 dimensions to 4,096 dimensions. The baselines are the results from Euclidean distance without additional techniques. In the diffusion process of DFF, we conduct a one-iteration fusion with the number of sub-features S = 4 throughout the experiments.
As can be seen in Table 2 , DFF significantly improve the performance on all datasets compared to the baselines. On the Market dataset, DFF has massive gains of 16.6%, 13.0% and 12.0% improvement (marked red in Table 2) in the mAP at PSE, IDE(R) and IDE(C) features respectively. Actually, DFF improves the mAP in all cases on Market. In the R-1 accuracy, DFF consistently leads to improvement except the case of PCB feature. This particular performance degradation is caused by the characteristic of PCB features. In PCB, part-level features are concatenated to form the final descriptor during testing. Therefore, our DFF method may implicitly destroy the structural information of PCB features. The improvement in terms of mAP is larger than that in the R-1 accuracy for all five baselines. Recall that the mAP characterizes the ability to find all true matches. Different sub-features manifest different characteristics which can bring more ground truths and result in a higher mAP. On the Duke dataset, DFF leads to a large absolute improvement of 13.8-14.9% (marked blue) in the mAP at IDE(R), PSE and Alignedreid features. In addition, DFF results in an improvement of 4.4-5.6% (marked cyran) in the R-1 accuracy at the first three features. At the PCB feature, DFF still provides meaningful performance gains. In general, DFF yields consistent improvements at all baselines. On the CUHK03 dataset, we report four baselines. At IDE(C), IDE(R) and Alignedreid, the relative increase achieved by DFF ranges from 2.3% to 8.0% in the R-1 accuracy and 3.9% to 12.8% in the mAP (magenta marked). At the PCB feature, DFF leads no improvement in the R-1 accuracy but still increases the mAP by 3.3%. In summary, experiments conducted with three datasets and five baselines verify the effectiveness of DFF. It is noticeable that DFF achieves large margins compared with the baselines especially in terms of mAP.
Evaluation of Adaptive Re-ranking of Deep Features
Here we evaluates the performances of deep feature fusion with adaptive re-ranking combined, namely DFF-ARR and ARR-DFF, introduced in Section 3.3. Table 3 lists the comparison results of ARR-DFF and DFF-ARR. For the parameters in our method, we set k to 15, 10 for the Market and the CUHK03 dataset, respectively. Three-iteration ARR and one-iteration DFF with the sub-feature S = 4 are used on three datasets.
As shown in Table 3 , DFF-ARR and ARR-DFF has considerable gains compared with the baselines on all datasets. It can be seen that the gains from ARR-DFF are greater than that of DFF-ARR on R-1 accuracy and mAP. To further illustrate that, we demonstrate the performance of DFF, ARR,
Method
Market Duke CUHK03 R-1 mAP R-1 mAP R-1 mAP IDE(C) [10, 46] DFF-ARR and ARR-DFF at IDE(C) on Market dataset in one graph as shown in Fig. 8 . We can see that ARR-DFF generally outperforms DFF-ARR on the R-1 accuracy (66.0 % vs 61.8%) and mAP Method Market Duke CUHK03 R-1 mAP R-1 mAP R-1 mAP ACRN [24] 83.6 62.6 72.6 52.0 --SVDNet [28] 82. In Table 4 , we also compare the performance of ARR-DFF with other state-of-the-art methods on three datasets. Our proposed method achieves best performance on most of them. Specifically, our method exceeds SPreID [9] by 4.2% (87.6%-83.4%) and 7.5% (80.8%-73.3%) in the mAP on the Market and Duke datasets respectively. On the CUHK03 dataset, ARR-DFF obtains remarkable R-1 accuracy at 71.6% and mAP at 74.2%.
Analysis of Parameters
In sub-features splitting, the parameter S represents the number of sub-features. In adaptive re-ranking, the parameter k is the number of nearest neighbors which controls the amount of contextual information. Selecting S and k is an important issue when using ARR-DFF and we analyse the two parameters experimentally in this subsection. The baselines are IDE(R) (an average baseline) and Alignedreid (a superior baseline) features on the challenging CUHK03 dataset.
The impact of S is shown in Fig. 9(a) , Fig. 9(b) . We can see that DFF consistently outperforms the baseline at different features. As S increases, the R-1 accuracy and mAP at IDE(R) feature show a slowly declining trend but generally stable. The performance at Alignedreid feature is also robust under different S.
The impact of k is shown in Fig. 9(c) , Fig. 9(d) . Similar trends can be observed on different features, rising at first and then returning gradually. When k is set to 1, the reranking method exploits no contextual information and the result is similar to the baseline result. When k is large, the contextual information which may become superfluous as noises are included so leading to a decline in performance. 
Conclusion
This paper aims to improve re-ID, mainly by better utilizing deep learned features. First, an adaptive re-ranking (ARR) is proposed based on existing iterative re-ranking method to increase the use of contextual information during the iterations. In this way, non-relevant images are removed and more matches can be considered. Second, a deep feature fusion (DFF) method is proposed, which integrates metrics on sub-features to improve overall improvements. Our study shows that both ARR and DFF are indeed effective in term of improving re-ID accuracies on different datasets using different features. Moreover the combination of these two using the ARR-DFF strategy can bring further improvement. In addition, our study shows that our methods are not sensitive to parameters. Overall adaptive re-ranking with deep feature fusion can outperform stateof-art methods and serve as a competitive candidate to be plugged into existing re-ID systems.
