We study the solutions to the wave equation in a two-dimensional tube of unit width comprised of two straight regions connected by a region of constant curvature. We introduce a numerical method which permits high accuracy at high curvature. We determine the bound state energies as well as the transmission and reflection matrices, T and R and focus on the nature of the resonances which occur in the vicinity of channel thresholds. We explore the dependence of these solutions on the curvature of the tube and angle of the bend and discuss several limiting cases where our numerical results confirm analytic predictions. † Present address:
I. INTRODUCTION
The problem of a quantum particle confined to a two-dimensional tube consisting of two straight regions connected by a region of arbitrary curvature but constant width, d, has aroused interest in recent years because of its applications in both the physics of small devices and electromagnetic waveguides. [1, 2, 4 ] Related geometries such as crossed wires [5] and elbows [3] have also been studied extensively. The primary focus has been on the existence of unanticipated bound states and on the "adiabatic" limit where the radius of curvature is always much greater than the width of the tube. [6] Goldstone and Jaffe proved that such a tube always has a bound state, with energy below the continuum threshold at E = 2 2m π 2 d 2 . [7] In this paper, we study the specific case where the curved region is an arc of a circle. This case can be solved numerically with relative ease, providing a laboratory in which to explore phenomena we believe to be quite general but difficult to demonstrate in arbitrary geometries. We take the tube to have unit width. We use the arc length, s, along the outer boundary of the tube as one coordinate, and the distance y, along the normal from the outer boundary toward the center of the circle as the other coordinate. We mark the boundaries of the curved region as ±s 0 . The angle subtended by the arc of the curved region is defined to be θ, and it satisfies the relation θ = 2κs 0 , where κ is the curvature (here a constant). Figure 1 shows two examples of such a tube. Notice that we allow ourselves to consider tubes with θ > π although such configurations require excursions from strictly planar geometry. Also, we choose units such that 2 /2m = 1 making E = k 2 dimensionless. Scattering in a bent tube is a relatively simple example of a multichannel problem. Incoming and outgoing waves are labelled by an integer, n, the number of non-trivial nodes in the transverse wavefunction, sin nπy. The scattering is described by transmission and reflection matrices T mn and R mn whose dimension grows as each successive channel threshold (at E n = n 2 π 2 ) is passed. In Ref. [7] it was pointed out that the same argument which demonstrates the existence of a bound state, also proves that there is a "quasibound" state just below each channel threshold. The quasibound state below the N th channel threshold would be stable and normalizable if all lower channels (n < N) were artifically closed. Such quasibound states should appear as resonances in the open channel scattering amplitudes.
Our aim in considering this solvable special case is to explore the systematics of the bound states as they depend on κ and θ, and to elucidate the character of the channel threshold resonances. Other workers have studied quantum wires with circular bends. Lent studied scattering in tubes with θ = π/2 and showed that even for the largest curvature tractible there is very little reflection except at values of the energy just above the threshold.
[8] Sols and Macucci have confirmed this result and discovered the presence of resonances associated with quasi-bound states just below propagation thresholds. [9] Moreover, they found that at large angles, more than one bound state may develop, and that the binding energy of these bound states increases as the curvature or angle is increased.
In §II, we establish a formalism for solving for both bound and scattering states in tubes with circular bends. We begin traditionally -by representing the solution in the curved region in terms of Bessel functions and imposing the standard continuity conditions at s = ±s 0 . Normally one would match the open channels to incoming and outgoing waves and the closed channels to falling exponentials. The matching conditions generate a linear algebra problem, which leads eventually to an eigenvalue problem (for the bound states) and a solution for T mn and R mn (for the scattering problem). However, we find that this approach leads to serious convergence problems at high curvature. At this point we abandon the traditional approach and formuate a novel method (as far as we are aware) where we match the interior wavefunction to both rising and falling exponentials in closed channels. We then seek solutions by minimizing the coefficients of the rising exponentials. We argue that this approach should converge more rapidly and reliably. We believe this method has wider application than the problem at hand. Also in this section we derive a small κ approximation to the transmission amplitude in regions far from thresholds and resonances.
In §III we study the convergence of our method of calculating both scattering and bound states. We show that it is more convergent and more efficient than the traditional method (of allowing only falling exponentials in closed channels).
In §IV, we present results for the bound state eigenenergies and the scattering coefficients as functions of curvature and angle. We show that at fixed curvature, further bound states appear with increasing θ. As θ → ∞, so does the number of bound states. The binding energy of the ground state approaches a limit determined by the root of a simple Bessel equation as θ → ∞. For κ = 1 the limit is the square of the first zero of J 0 (≈ (2.405)
2 ). The higher bound state energies approach the same limit as the ground state, but more slowly. We also find the angle at which the first excited state appears, as a function of κ, and give a theoretical explanation why this angle approaches 2π as κ approaches zero. We also plot the scattering coefficients T and R as functions of the energy and verify the presence of resonances associated with quasi-bound states just below the propagation threshold for each channel. Finally, we explore the behavior of R and T in the complex plane. We explain why the elastic transmission amplitude T 11 drops to zero at the energy of the quasibound state just below the second threshold, E = 4π
2 , an effect which is echoed in other components of T at higher thresholds. At the same time we verify the predictions of the small κ approximation for low curvature.
II. THEORY
In this section we summarize the basic formalism common to both the bound and scattering state problems. We then specialize to the bound state case and finally, to the scattering case.
A. General Formalism
We are interested in the solutions to the wave equation, − ∇ 2 ψ = k 2 ψ within a "tube" coordinatized by s and y. ψ vanishes on the boundaries, y = 0 and 1, and we require that ψ and and its normal derivative be continuous at s = ±s 0 where the curvature of the tube jumps abruptly from zero to κ. We treat the curved and straight regions at the same time, taking κ = 0 for the straight region. The coordinate differential is given by d x =ŝds(1 − κy) +ŷdy, and the differential area element is d 2 x = dsdy(1 − κy). Thus, the wave equation becomes
We now make the standard change of variable, ψ =
If we define r ≡ 1 − κy, and separate variables we recognize the radial equation as Bessel's equation, with solutions of the form,
where
and
Here J ν and Y ν are Bessel and Neumann functions respectively. The linear combination of Bessel functions in eq. (4) satisfies Y = 0 at y = 1 (r = 1 − κ). The order, ν l , must be chosen to satisfy Y = 0 at y = 0 (r = 1). ν l may be either real or imaginary, as we discuss below. The label l = 1, 2, . . . denotes the number of non-trivial nodes (l − 1) in Y(r).
To study the character of ν l , we substitute eqs. (4) and (5) back into the wave equation. We find that the momentum satisfies the relation,
where ξ l is a positive term that grows with l. Thus, for fixed k 2 only a finite number of eigenvalues, ν 2 l , can be positive. For any k 2 greater than π 2 there is at least one positive ν 2 -a fact which is closely related to the existence of a bound state. As k increases, more positive ν 2 values appear -associated with the channel threshold resonances discussed below. Let l ≤ ℓ correspond to real ν and l > ℓ give imaginary ν, where we define β ≡ iν. Then,
We have added the subscript "<" to ψ to denote the solution inside the circular region. Depending on k 2 , the exterior solutions, |s| > s 0 , either oscillate or vary exponentially with s. The general exterior solution is of the form,
When k 2 > m 2 π 2 , γ m becomes imaginary and the solutions become oscillatory. In that case we define γ m ≡ ik m with k m > 0.
We now apply continuity conditions at s = s 0 , recalling that in the interior region the normal derivative of ψ < isŝ
and we find
Eqs. (11) give an infinite dimensional matrix linear algebra problem to solve for the energies of bound states or the S-matrix for scattering states. In practice we must truncate the sum over internal and external channels. We superpose L internal solutions and attempt to match to M external channels. When k 2 < N 2 π 2 the {c m } with m > N are coefficients of exponentially rising solutions. Because these solutions are not normalizable, standard practice is to dismiss them as unphysical and set {c m } for m > N to zero from the beginning. This leads to an eigenvalue condition for k which has unique solutions only when L = M, i.e. one is forced to use channel spaces of the same dimension both inside and outside the region of curvature. As the dimension of this channel space (L = M) is increased, the accuracy of the solution should improve. After all, it corresponds to taking more terms in the approximation to the wavefunction. However, we have found that this straightforward approach fails at high curvature (κ > 0.6). As the channel space dimension is increased, the solution does not seem to converge. We believe that this is due to poor matching at the boundary s = s 0 : We expect that an interior function with n nodes should match to a superposition of exterior functions dominated by terms with n, n ± 1, and n ± 2, etc. nodes. However, the L = M restriction forbids the introduction of any exterior functions with higher frequencies than the interior functions, so that the n + 1, n + 2 node terms are not present. Clearly it would be advantageous to allow M > L. However, a simple count of the number of degrees of freedom shows that the there is no solution under these circumstances.
To solve this problem, we have implemented a novel approach: we retain the rising exponentials and seek first the set of {a l } and next the value of k for which M m=1 c 2 m is minimized. As we shall see, this approach removes the L = M restriction, allowing us to take as many terms in either sum as we like. Of course, in the limit L, M → ∞, {c m } → 0 in the closed channels for all physically interesting solutions, whether bound or scattering.
B. Bound state formalism
Bound states correspond to solutions of Eqs. (11) with k 2 < π 2 . Our strategy will be to allow the {c m } to be non-zero and seek solutions which minimize M m=1 c 2 m . We anticipate that the parity of the ground state will be even, so we choose internal solutions which are superpositions of cos κνs or cosh κβs. If there are several bound states, this symmetric ansatz will find the even ones. A corresponding ansatz odd under s ↔ −s finds the odd states. Even and odd bound states alternate as a function of the energy.
We use the method of Lagrange multipliers to minimize c 2 m subject to the constraint that L l=1 a 2 l = 1. There is some arbitrariness in this prescription. The {a l } must be constrained in some way, otherwise the trivial solution {a l } = 0 will follow. The sensitivity of our method to the form of the constraint is discussed in the following section. We define
and seek to minimize ∆ first with respect to the {a l } and then with respect to k. The conditions ∂∆ ∂a l = 0, lead to an algebraic problem, with a solution {a 0 l (k)}. Substituting back into eq. (12) , ∆ reduces to a function of k, whose minima we locate numerically.
First we combine eqs. (11) to obtain c m as a function of the {a l },
G ml a l , where (13)
Next we substitute for c m in eq. (12), and differentiate with respect to a l to obtain,
Ξ lj a j = λa l , where
This is an L dimensional, matrix eigenvalue problem. The external channel space dimension, M, appears in the definition of Ξ, but does not complicate eq. (15). Since Ξ is a positive definite matrix, it has real, positive eigenvalues, λ 1 (k), λ 2 (k) etc., ordered from smallest to largest, and associated eigenvectors, a 
so the smallest eigenvalue gives the minimum ∆(k) at fixed k. To find the best approximation to the bound states for fixed L and M, we search for a value of k < π that minimizes the lowest eigenvalue, λ 1 (k). The magnitude of λ 1 (k) measures the squared sum of coefficients of rising exponentials, and is a measure of the accuracy of our solution. There is always at least one minimum of λ 1 (k) for k < π -a consequence of the general theorem of Ref. [7] . For small values of s 0 , there is only one minimum at k ≡k 1 , corresponding to a ground state energy ofk 2 1 . As s 0 is increased (at fixed κ), there will be multiple minima of λ 1 (k) which we denote byk 1 ,k 3 ,k 5 , etc., withk p < π. (k 1 corresponds to the ground state,k 3 to the second excited state, and so on.) The odd-numbered excited states (p even) are antisymmetric in s and are obtained from an antisymmetric ansatz .
We must set the number of terms in the sums in eqs. (15) to values such that the computations are tractable while still retaining reasonable accuracy. Studies of convergence and accuracy are presented in §III. We emphasize, though, that the convergence is not a trivial issue for this problem: the default assumption, L = M, fails to converge as L → ∞ for interesting values of κ, forcing us to take a different approach. Anticipating the results of §III, we note that the results presented in §IV were obtained with L = 4 and M = 10, which generated accuracy to about five decimal places.
C. Formalism for scattering states
We now extend our formalism to handle scattering solutions. At an energy E = k 2 , the "longitudinal" momentum in the n th channel is
for n ≤ N, k n is real and wavefunctions in the external regions are oscillatory. For n > N, k n is imaginary. These channels are "closed": we define ik n = γ n ; the solutions are exponential as in the bound state problem. Since internal and external channel sums cover different ranges we will use different indices as follows: i, j, k, and l label internal (curved region) solutions; and m, n, p, q, and r label external (straight region) channels. N will always denote the number of open channels.
An incident wave in the q th channel will couple to all channels. However, the solutions in the closed channels die exponentially, so that at a distance (s → ±∞), we see reflection and transmission in only the open channels. We wish to solve for these R and T coefficients and explore their behavior as functions of the channel and energy of the incoming wave as well as the parameters of the tube. Unlike the bound state problem, this is not an eigenvalue problem. There are many solutions (in fact 2N) for each value of the energy. Our aim is to find the solutions and parametrize them in terms of the matrices R and T .
Since our internal solutions are naturally constructed as either symmetric or antisymmetric (in s), it is convenient to do likewise with the external solutions. We consider the symmetric case explicitly -from which we will obtain T + R. The antisymmetric case proceeds along identical lines and yields T − R. The solutions are labelled by the indices q, the channel of the incoming wave, and p, the channel under consideration. The symmetric solution is the sum of the left-and right-incoming solutions:
Unitarity requires (T +R) † (T +R) = 1, and from the antisymmetric solution, (T −R)
These constraints can be summarized by the requirement that the matrix
be unitary, S † S = 1. This is a special case (for Hamiltonians symmetric under s → −s) of the general definition of the S-matrix,
where R and T are reflection and transmission coefficients for waves incident from the left and R ′ and T ′ are the analogous coefficients for right incident waves. Time reversal invariance requires S T = S, which requires T T = T and R T = R for symmetric Hamiltonians. [10] To solve for the matrices T and R, we return to the basis wavefunctions for the bound state problem, modified to accommodate the open channels and the factor of √ ik. Note that this factor is present only in the open channels where n ≤ N. Because our solution is symmetric, we take S l (s) to be cos κν l s,
By comparing Eqs. (17) and (21) we can identify T + R in terms of b and c for open channels,
for p, q ≤ N. By analysis similar to the bound state problem,
1 It is convenient to redefine the internal wavefunction S l in the case where ν l is imaginary. Instead of cosh κβ l we use
. This amounts to multiplying by a constant e −κβ l s 0 , which will not change our result but keeps the numbers tractably small when s 0 is large. We must now examine where ν l is actually imaginary. For real ν the s-dependence of ψ takes the form cos κνs = 1 2 (e iκνs + e −iκνs ). By strict analogy with the straight regions, we would then expect real ν for open channels l ≤ N and imaginary ν for l > N . However, the energy thresholds for propagation are actually lower in the curved region [9] , so that we will find, for example, ν 2 real beginning not at k 2 = 4π 2 , but at k 2 = 4π 2 − ǫ 2 , where ǫ 2 is a number that we can find numerically because we expect ν = 0 at the threshold.
As in the bound state case, tradition would dictate setting the coefficients of growing exponentials in closed channels to zero ab initio. We seek to improve convergence and accuracy by instead keeping the growing exponentials and minimizing their contributions. We have found that the best convergence for high κ is obtained by minimizing the ratio of the growing contributions relative to the falling contributions, i.e. minimizing n>N |c n | 2 subject to the constraint that n>N |b n | 2 = 1. Because scattering boundary conditions are complex (viz. eq. (22)), we must be more careful about the reality properties of the variables we consider. Certainly c n and b n are complex in open channels. Likewise, the matrices H and G are complex, although they are clearly real for n > N. Our manipulations will be simplified considerably by using matrix notation. Even though G and H are not square matrices, there should be no ambiguity in the definition of quantities such as G † H, etc.. We define a matrix projection onto the closed channels: P mn = 0, except P mm = 1 when M ≥ m > N. Note that P is an M dimensional matrix in the external channel space.
For an incoming wave in the q th channel (suppressing the q superscript), we can once again define the projection onto rising exponentials, and implement the constraint n>N |b n | 2 = 1 by a lagrange multiplier,
where Ξ ≡ G † PG and Ω ≡ H † PH. Note that Ξ and Ω are both real, symmetric matrices in the internal (L-dimensional) space. In practical calculations, L is small (compared to the external channel space dimension, M), so these matrices are relatively easy to manipulate.
It is convenient to work in the basis of eigenvectors of Ω. Let { v k , k = 1, L} be the orthonormal eigenvectors of Ω corresponding to (real, positive) eigenvalues {ω k },
We rewrite a in the basis of the { v k }, using √ ω k as a metric,
Inserting this definition back into eq. (27), we obtain
Now, the condition
an L dimensional eigenvalue problem with solutions { η q and λ q , for q = 1, L}. As in the bound state case, the eigenvalue λ q is the value of ∆ at the stationary point. Small λ q therefore correspond to solutions to the wave equation with negligible projection on exponentially growing solutions in the closed channels and are therefore physically interesting.
The number of physically significant solutions to this eigenvalue problem depends on the energy, k 2 . Below the lowest threshold, k 2 < π 2 , we do not expect (and did not find) any solutions with small ∆ except at the energies of bound states.
where d r is the expansion coefficient and the sum over k corresponds to the expansion in terms of η k as defined in eq. (29). Finally, we define the L × N matrix
so that we may write compactly
We are now prepared to return to our identifications of b 22), we obtain at last
Note that in the end the matrix manipulations which are calculationally intensive -finding eigenvalues, eigenvectors and inverses -are only carried out on matrices of dimension L. The external channel index, M, can therefore be taken very much greater than L without increasing the computation time significantly. The antisymmetric scattering states can be analyzed in the same fashion, beginning with the parameterization of the scattering states,
obtained by subtracting the left-and right-incoming wave solutions. This allows us to solve for the quantity (T −R) pq , which we then combine with eq. (38) to yield the desired matrices T and R.
D. Small curvature approximation for the transmission amplitude
When the curvature, κ, is small, the solutions to our problem simplify somewhat. There is a quite well developed theory of the adiabatic approximation for a quantum wire with small and slowly varying curvature -κ ≪ 1 and dκ ds ≪ 1 -but it does not apply to a circular region joining two straight regions because κ jumps abruptly to zero at s 0 . Also, most of the results are restricted to sqrt(k 2 − π 2 ) ≈ 0. Nevertheless we can use the fact that κ is small to simplify the calculation of the elastic scattering amplitudes T mm and R mm in regions away from resonances and bound states. The result is
where k m = √ k 2 − π 2 and these expressions are only valid when k 2 m ≫ κ 2 . The derivation of these results begins from eq. (2), which we expand in a Fourier series, φ(s, y) = n f n (s) sin nπy,
Since D mn is of order κ when m = n, it is easy to see that the effect of the n th channel on a wave incident in the m th channel begins at order κ 2 . This confirms our decision to work only to order κ. To this order D mm = 1 + κ, which makes this system unusual, since the perturbation appears in lowest order only in the kinetic term. In the end this will lead to the result that an arbitrarily small curvature can result in a large scattering phase provided the product κs 0 ∝ θ is large.
Working to order κ we can ignore the "potential" κ 2 /4, with the result that f m ∝ exp ±(iq m s), where q 2 m = k 2 m (1−κ+O(κ 2 )). We now construct symmetric and antisymmetric combinations of these interior solutions, and match them and their normal derivatives to the appropriate external scattering states eqs. (17) and (39). Since channel coupling is of higher order in κ, T mm ± R mm are both unitary, so we parametrize them by phases, T mm ± R mm = exp(2iδ m ± ). The result of the matching calculation is
Note that q m s 0 and k m s 0 differ by −k m κs 0 /2 which need not be small even when κ → 0 because 2κs 0 = θ can be held fixed in this limit. So the leading effect on T mm and R mm arises from this accumulating phase along the bending section. The prefactor (1 ± ) determines the modulus of T mm and R mm . When we solve for |T mm |, we find that effects of order κ cancel, which they must do since |R mm | ∼ κ and |T mm | 2 + |R mm | 2 must give unity to order κ 2 . This completes our derivation. The results, eqs. (40), give a useful approximation to the elastic amplitudes over much of their range when κ ≪ 1.
III. COMPUTATION AND CONVERGENCE
The straightforward approach to solving the wave equation by matching interior to exterior solutions failed for physically interesting values of curvature and angle, forcing us to develop a different method of calculation. We are not aware of any studies of this method in the literature, and therefore present some details of our studies of convergence here. Readers not interested in calculational methods should skip directly to the results presented in §IV.
A. Convergence of calculations for the bound state energies
The traditional method of matching L independent internal solutions to L independent external solutions does not converge as L increases at large values of κ. This is illustrated graphically in Figure 2 , where we plot the calculated ground state energyk 1 as a function of L for κ = 0.8 and θ = π. We have attributed this failure to converge to the absence of small wavelength (in y) states on the outside, necessary to accurately expand the internal states. In order to demonstrate that this is indeed the case, we have studied the convergence as a function of L and M. Table I shows the effect on the calculated ground state energȳ k 1 of varying the channel spaces L and M in the case where κ = 0.8 and θ = π. The best accuracy for the least amount of computation time is obtained by setting M > L. We can see from the lower left corner of the table that setting M ≤ L does not produce favorable results, because as higher-frequency interior functions enter the picture, we require even more high-frequency exterior functions for a good match at the boundary s = s 0 . We notice a few general trends in the convergence ofk 1 . As expected, increasing M at fixed L improves the accuracy of the result. Note that the larger the value of L, the larger M must be taken to capture this improvement. Note also that once the improvement has occured, there is little to be gained by further increasing M. So, for example, L = 5 improves dramatically as M increases from 5 to 10, and improves little thereafter. In contrast L = 9 
improves through M = 30, and little thereafter. Also, for fixed M, the convergence worsens as L is increased past the value of M, as we can see clearly in the M = 5 case. Increasing the number of interior basis functions should improve the accuracy of the representation of the interior wavefunction, but apparently this is useless when the corresponding higherfrequency terms needed to match to the outside wavefunction are omitted, as is the case when M ≤ L. As can be seen from the table, our parameters of L = 4 and M = 10 yield accuracy to about one part in 10 6 . We also note that as the number of interior basis functions L is increased, the value of ∆(k 1 ) = c 2 m decreases, again provided that M > L. Table II illustrates this convergence for the same parameters κ = 0.8 and θ = π. This is to be expected; as the bound state approximation is improved, the contributions of the exponentially rising terms should approach zero. Although the value of ∆(k 1 ) does not decrease for fixed L and increasing M, we suspect that this is a result of the increased number of terms in the sum For the case L = M, ∆(k 1 ) deviates from the trend in that it is many orders of magnitude smaller than for the other cases. This can be explained by recalling the traditional approach discussed in §II.A, where the coefficients of the rising exponential exterior functions are set to zero from the beginning. The resulting set of equations has solutions only when L = M. With our approach, we thus expect to find a solution where the sum of these coefficients ∆(k) is zero (limited only by machine precision) when L = M.
B. Convergence of different methods for scattering states
In our study of scattering we explored further the choice of constraint in the Lagrange multiplier problem. One obvious choice is simply to constrain our solution to match to the asymptotic conditions in a channel of interest, namely that the equations for b q n (eq. (24)) must be satisfied in the open channels. Our equation for ∆ would then require a Lagrange multiplier for each separate channel, leading to We note that the incoming channel label, q, introduced in §II.C, which should appear on ∆, a j , and b n , has been suppressed for clarity. Extremizing this expression for ∆ yields a set of equations from which we can determine a l and λ n in a straightforward manner. However, we have found that this method has poor convergence for large κ. Next we considered the same condition as used for the bound states, namely eq. (12) with the extension that the coefficients a l may now be complex. While this second method converges for significantly higher values of κ than the previous method, we get even slightly better convergence with the procedure outlined in §II.C, in which we use the constraint |b q n | 2 = 1. Table III illustrates the convergence of |R 11 | for different L and M in the case k = 6.28, κ = 0.9, and θ = π/2 for the constraints H nl a l = b n and |b n | 2 = 1. This is a region -near the second threshold at 2π and at large κ -where convergence is problematic. By examining |R 11 (L, M) − R 11 (14, 24)| for the two choices of constraint, we see that convergence is better for the second method. This is primarily due to the fact that for a given value of L, increasing M continues to improve accuracy for a longer range in the second method. For example, in the case L = 10 ,M = 12, the two methods are comparable, but when we reach L = 10, M = 22, the quantity |R 11 (L, M) − R(14, 24)| is a full order of magnitude smaller for the second method.
As with the bound state problem, we find that we must take M > L to achieve convergence. To illustrate this further, Figure 3 plots |R 11 | for the same parameters, using the method outlined in §II.C, as a function of L for M = 50 and for M = L. From this, we can see clearly that the M = L case is unsatisfactory, as expected. Although the speed of convergence varies with the region of interest-it is significantly slower when the energy is near a resonance-we have taken parameters which give accuracy to at least a part in 100. .4129e-01 4 2.3975e-01 1.2888e-01 6 2.3969e-01 4.3621e-02 1.3154e-01 8 2.3968e-01 3.1081e-02 2.3833e-02 1.8675e-01 10 2.3968e-01 2.7993e-02 9.4324e-03 2.7598e-02 2.7725e-01 12 2.3968e-01 2.7046e-02 5.8291e-03 7.0832e-03 4.6534e-02 3.6196e-01 14 2.3968e-01 2.6712e-02 4.6140e-03 2.5538e-03 9.8018e-03 9.1442e-02 4.0612e-01 16 2.3968e-01 2.6580e-02 4.1339e-03 1.1407e-03 2.4954e-03 1.8614e-02
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TABLE III. Tabulation of |R 11 (L, M )| − |R 11 (14, 24)| for k = 6.28, κ = 0.9, and θ = π/2 for two different choices of constraint. 
IV. RESULTS AND DISCUSSION

A. Eigenenergies of the bound states
We first examine the dependence of the bound state energies on the parameter s 0 , the length of the curved region of the tube. Figure 4 plots the momentak j corresponding to bound state eigenenergies against the angle of the circular arc θ (= 2κs 0 ) for curvature κ = 0.8. Eigenenergies for both symmetric states and antisymmetric states are shown. The curved region introduces a term that behaves like an attractive finite square well potential with depth κ 2 /4. Increasing the length of this curved region both lowers the energy of the ground state and allows for more excited states. Figure 5 shows plots of the lowest eigenvalue of the matrix Ξ as defined in §II.B against k, for curvature κ = 0.8 and different values of the angle θ. The minima on these graphs are candidate (symmetric) bound states providedk < π, and correspond to points in Figure 4 along a line of fixed angle. As the angle increases, the number of eigenstates also increases.
In the limit θ → ∞, all thek j approach the same value, which we will denote byk ∞ . The value ofk ∞ is that which corresponds to ν = 0 for any given curvature. To see this, note that in the limit θ → ∞, the external straight region becomes negligible (for bound states), and the internal curved region becomes very long. In this limit it becomes possible to accomodate wavefunctions with any number of nodes (in s) without introducing significant energy. The longitudinal wavefunction, cos κνs, (the antisymmetric case can be handled analogously) can oscillate any number of times over the range −s 0 < s < s 0 contributing only κ 2 ν 2 to the energy. By choosing ν very small this contribution to the energy can be made negligible. A minute tuning of ν allows one to match the wavefunction to a falling exponential at s = s 0 . Thus as s 0 → ∞ there are an infinite number of bound states accumulating at the value of k corresponding to ν = 0. At any fixed very large s 0 there are also many other bound states at energies betweenk ∞ and π. The value ofk ∞ is determined by solving the transcendental equation, Next we turn our attention to determining the angle at which the first (antisymmetric) bound excited state appears. We label the angles at which new bound states appear asθ 1 , θ 2 , etc. whereθ 1 corresponds to the ground state andθ j (j > 1) to the (j − 1) th excited state. For any κ,θ 1 is zero, since there exists a bound state for any tube with a curved region, no matter how short. Figure 7 shows a plot ofθ 2 (κ). As can be seen from the graph,θ 2 approaches 2π as κ approaches zero. We can see that this must be the case by considering the one-channel approximation to the interior wavefunction, namely ψ = sin πy sin ν 1 κs.
It is sufficient to consider this approximation because in the limit that κ → 0, the tube is very close to straight and thus the contributions from higher channels are negligible. In this limit, the problem reduces to that of a square well potential. The Schrödinger equation then requires
At the angle where the bound state first appears, k = π so eq. (47) implies
. For a bound state to exist, the interior wavefunction (sin ν 1 κs) must be able to match to a falling exponential at the boundary s = s 0 . The smallest value of s 0 at which this can occur is that which satisfies the condition ν 1 κs 0 = π/2. Recalling that s 0 = θ/2κ, we then have
We note that as κ is increased, the value ofθ 2 also increases. This seems somewhat counter-intuitive, as we expect from the Schrödinger equation that higher curvature implies greater binding, so that the length of the curved region necessary to bind an excited state should decrease with large κ. This is indeed the case. However, we must recall that θ depends on κ as well as s 0 . For a fixed value of θ, s 0 is much larger for small κ than for large κ. Thus, the attractive potential acts over a much longer distance for small κ, and this effect overshadows the difference in binding energy due to differences in κ alone.
B. Scattering results
Previous workers have noted many features of the scattering problem, and we do not have any qualitatively new phenomena to add to their treatments. [8, 9] The primary features of interest to us are the rapid rise of |T 11 | from threshold, the steady increase of the phase of T mm in regions of energy away from thresholds, and finally, the dramatic fluctuations in T and R at energies just below thresholds. Our interest lies in understanding better the physical origins of these effects. These features are due to the presence of a bound state just below threshold, a steadily growing phase over a wide range of k, and weakly coupled quasibound states just below each channel threshold, respectively. The last of these provides an elegant example of a resonance manifesting itself as total destructive interference -a phenomenon familiar to particle physicists in the form of the sudden drop in the ππ → ππ S-wave cross section just belowKK threshold, due to the presence of the a 0 resonance. [12] We begin by examining |T 11 | and |R 11 | as functions of k. Figure 8 plots |T 11 | 2 and |R 11 | 2 , the measures of transmitted and reflected flux, for 1 ≤ N ≤ 3 at fixed κ = 0.9 and θ = π/2. Note that in the region where N = 1 (π ≤ k < 2π), |T 11 | 2 + |R 11 | 2 = 1. This is required by unitarity and serves as a check on our numerical calculations. We have checked that our S-matrix remains unitary in the N × N case as well. As k crosses the second threshold at 2π there is significant inelasticity into the newly open channel evidenced by the fact that |T 11 | 2 + |R 11 | 2 < 1. We also observe that at energies just below N 2 π 2 , the transmission amplitude in the highest open channel (T N −1 N −1 ) drops sharply almost to zero. We shall show that this and other rapid variations in T and R are manifestations of resonances related to the presence of quasibound states just below each new channel threshold. They are the energies at which we would find a bound state if all open channels were artificially closed.
It is difficult to figure out what is happening by considering |T | and |R| alone. We will learn much more by looking at the Argand diagrams for T and R. The general characteristics will be illustrated by considering plots of T 11 and R 11 in the complex plane for π < k < 2π as shown in figure 9 . R 11 and T 11 are not independent when only one channel is open. Unitarity (S † S = 1) requires both |T 11 | 2 + |R 11 | 2 = 1 and Re T * 11 R 11 = 0. We can parameterize both by the modulus (M) and phase (φ) of T 11 ,
So it suffices to discuss the behavior of T 11 . According to Fig. (9) , T 11 vanishes at k = π. As k increases, T 11 rapidly executes a clockwise circle of radius 1/2 in the complex plane until |T 11 | ≈ 1 at a k only slightly larger than π. Then T 11 moves clockwise on the unit circle until suddenly, at a k just below 2π, T 11 suddenly executes an almost complete counterclockwise circle of radius 1/2. T 11 briefly resumes its steady phase growth, until the second channel opens at k = 2π and T 11 moves off the unit circle. First consider the behavior near k = π. We know on general grounds that T 11 = 0 and R 11 = −1 at threshold. Furthermore, we know that there is a symmetric bound state at an energy k 2 =k
This must appear as a pole in T + R at this energy. Since S must be unitary for any real k 2 , T 11 + R 11 must be of the form,
where k 1 = √ k 2 − π 2 , and f σ (k) is a smoothly varying function of k near k = π. There is no nearby antisymmetric bound state, so T 11 − R 11 is a smooth function of k,
near k = π. Comparing with the threshold behavior, T 11 = 0 and R 11 = −1, we see that f σ (π) = 0 and f α (π) = 1. Combining all these results we obtain,
At threshold, φ = π/2, and as k increases, φ drops rapidly to zero over an interval scaled by ε. Eqs. (52) parameterize a semicircle of radius 1/2 centered at T 11 = 1/2, which T 11 executes as k 1 grows from zero to a value greater than ε. The speed at which T 11 moves measures ε, by the formula
For k 1 ≫ ε the conditions of the small κ approximation discussed in §II are satisfied, provided κ is small. Thus we expect to find R 11 ≈ 0 and T 11 = T 0 11 ×exp(−ik 1 θ/2). We verify this by comparing the rate of change of the argument of T 11 with the small κ prediction, d arg T 11 /dk 1 = −θ/2. So in the range where the approximation is valid, we expect that the graph of the phase angle φ of T will be linear with respect to k 1 , with a slope equal to half the angle subtended by the curved region of the tube. Computing T 11 for 4.0 < k 1 < 5.0 with κ = 0.001 and θ = π/2, a range and curvature for which the small κ approximation is valid, we have found d arg T 11 /dk 1 ≈ −π/4 = −θ/2, which confirms that this relation is indeed satisfied.
Finally we turn to the dramatic behavior of T and R near channel thresholds. It is clear from Fig. (9) that T 11 resonates (i.e. it rapidly executes a counterclockwise circle in the complex plane [13] ) at the energy where |T 11 | drops precipitously to zero. This behavior is indicative of a pole in the complex k 2 plane just below the real axis. The pole appears in T 11 + R 11 because the quasibound state is symmetric in s. T 11 − R 11 is smooth over this region in k. If we denote the pole location as q 1 − iγ 1 , where q 1 2π and γ 1 is small and positive (by causality). Then in the neighborhood of the pole,
where . . . denotes other, smooth terms in T 11 + R 11 . Combining this with a smooth form for T 11 − R 11 we see that T 11 executes a counterclockwise circle of radius 1/2 in the complex k-plane as k passes over the pole. Just before the vicinity of the pole, T 11 lay nearly on the unitarity circle, |T 11 | ≈ 1. The only way that it could rapidly execute a counterclockwise circular path consistent with unitarity is if the resonant circle is tangent to the unitarity circle. [Otherwise T 11 would have to pass outside the unit circle at some point on its circular path.] Since the radius of the resonance circle is 1/2, the (tangent) resonant circle must pass through the origin. Thus |T 11 | must vanish in the near vicinity of the quasibound state as observed by Ref. [9] , and shown in Fig. (9) . The basic structure of T 11 and R 11 can be seen in the scattering coefficients for higher channels. As we observe in figure 10 for N = 2, T 12 and T 22 follow the same pattern. For k 2 = √ k 2 − 4π 2 just above zero, T executes rapid clockwise motion as a result of the pole located near k = π. This is followed by smooth phase growth until k reaches the quasi-bound state just under the N = 3 threshold, at which time it executes the rapid counterclockwise circle in the complex plane characteristic of an elastic resonance. Our conclusion from this exercise is that the behavior observed in Fig. 9 is characteristic of scattering in bent tubes. The bound states, quasibound states and regions of smooth phase growth are robust properties of these systems. They do not depend specially on our choice of a circular geometry which facilitated our numerical calculations. Perhaps the most interesting observation is the appearance of violent fluctuations in transmission and reflection properties of bent tubes in the vicinity of channel thresholds. The fluctuations occur over very narrow intervals in energy (the resonances are narrow), so low resolution experiments would quite likely fail to detect them. On the other hand, careful experiments using, for example, microwave radiation in waveguides, should see these rapid fluctuations
