拡散過程及びジャンプ型拡散過程に対する疑似尤度解析 by 荻原 哲平 & Ogihara Teppei
????
?????
Quasi-Likelihood Analysis for Diusion Processes
and Diusion Processes with Jumps
(?????????????????????????)
?????????

Preface
In this paper, we study asymptotic behaviors of quasi-maximum likelihood estimators and Bayes type estimators
for parameterized diusion processes and diusion processes with jumps.
Let a d-dimensional stochastic process X = fXtg0t<1 satisfy a stochastic dierential equation :
dXt = (Xt; )dt+ b(Xt; )dWt; t 2 [0;1); (1)
where fWtg0tT is a multi-dimensional standard Wiener process,  is a vector-valued function and b is a
matrix-valued function. Then we consider the problem of estimating true values  and  of parameter  and
, respectively. We may consider two sampling schemes of X : continuous time observations and discrete time
observations. From a practical viewpoint, discrete time observations are realistic because it is dicult to observe
a continuous path of X. The asymptotic theory of statistical estimation have been well developed for discretely
observed diusion processes.
Suppose that X is ergodic and discrete samples fXkhngnk=0 are observed for some hn > 0. Then it is
well-known that the quasi-maximum likelihood estimators ^n and ^n generated by the Euler-Maruyama type
quasi-log-likelihood function have consistency :
(^n; ^n)!p (; ); (2)
asymptotic normality :
(
p
n(^n   );
p
nhn(^n   ))!d ; (3)
and moment convergence :
E[f(
p
n(^n   );
p
nhn(^n   ))]! E[f()] (4)
as n ! 1; hn ! 0; nhn ! 1 for any continuous function f of at most polynomial growth, where  is a multi-
dimensional normal random variable. Similar results as (2)-(4) hold when one replaces ^n and ^n with Bayes
type estimators ~n and ~n, respectively.
Though the above results are obtained under the assumption T = nhn ! 1, there are also asymptotic
results when the end time T is xed. We denote the observations of X by fXkT=ngnk=0, then the quasi-maximum
likelihood estimator ^n based on the quasi-likelihood function has consistency :
^n !p ; (5)
asymptotic mixed normality : p
n(^n   )!s-L   1=20 N0; (6)
moment convergence :
E[f(
p
n(^n   ))]! E[f(  1=20 N0)] (7)
for any continuous function f of at most polynomial growth, where !s-L denotes stable convergence,  0 is
a symmetric positive denite random matrix, N0 is a multi-dimensional standard normal random variable
independent of  0. Similar results also hold true for Bayes type estimators ~n.
In this paper, we extend these results for regularly sampled diusion processes to nonsynchronously observed
diusion processes and regularly sampled diusion processes with jumps.
3
4In Chapter 1, we consider a two-dimensional stochastic process Y = f(Y 1t ; Y 2t )g0tT satisfying a stochastic
integral equation :
Yt = Y0 +
Z t
0
sds+
Z t
0
b(Xs; )dWs; t 2 [0; T ]; (8)
where fWtg0tT is a two-dimensional standard Wiener process, ftg0tT and X = fXtg0tT are two-
dimensional and n2-dimensional stochastic processes, respectively, and b is a 2  2 matrix-valued function. As
an example, Y becomes a diusion process if t = (t; Yt) and Xt = (t; Yt).
We investigate asymptotic behaviors of a quasi-maximum likelihood estimator and a Bayes type estima-
tor when the end time T > 0 is xed, observation times fSigi; fT jgj and fT jk gj of fY 1t g; fY 2t g and fXkt g,
respectively, are random and nonsynchronous and maxi;j;k(jSi   Si 1j _ jT j   T j 1j _ jT jk   T j 1k j)!p 0.
The problem of nonsynchronous observations appears when one estimates covariation of two security log-
prices by high-frequency nancial data. Security log-prices are observed when transactions occur. Then obser-
vations are inevitably nonsynchronous because transactions for dierent securities occur at dierent time points.
Linear interpolation or 'previous tick' is a natural method to solve this problem. However, it is known that
these simple methods of 'synchronization' cause serious bias of the estimator. Recently, there are large numbers
of studies about various covariance estimators solving this problem.
However, previous works about estimation problems of nonsynchronous observations are mainly focused on
nonparametric methods. In this paper, we consider Y given by (8) and prove similar results to (5)-(7), that is, a
quasi-maximum likelihood estimator and a Bayes type estimator have consistency, asymptotic mixed normality
and convergence of moments.
Theory of the random eld of likelihood ratio enables us to reduce the asymptotic behavior of estimators to
more tractable asymptotic properties of the quasi-likelihood function Hn. To specify the asymptotic behavior
of Hn, we assume that certain functions of observation times converge in probability. Asymptotic variance
of estimation error described by these limit function. See [A3] in Section 1.3 for details. Thus the eects of
nonsynchronous observations appear in asymptotic variance of estimators.
In the two previous settings of synchronously observed diusion processes, quasi-maximum likelihood es-
timators and Bayes type estimators are asymptotically ecient, that is, they attains the minimal asymptotic
variance. Asymptotic eciency of the quasi-maximum likelihood estimators and the Bayes type estimators
is unknown for nonsynchronously observed diusion processes. However, Example 1.1 shows that the quasi-
maximum likelihood estimator has lower estimation error than that of a nonparametric estimator of quadratic
covariation hY 1; Y 2iT . Thus performance of our estimator is preferable as a parametric estimator.
In Chapter 2, we consider a d-dimensional stochastic process X = fXtg0t<1 satisfying
dXt = a(Xt ; )dt+ b(Xt ; )dWt +
Z
E
c(Xt ; z; )p(dt; dz); t 2 [0;1); (9)
where fWtg0t1 is a d-dimensional standard Wiener process, p is a Poisson random measure, a; b and c are
Borel functions and E = Rd n f0g,  2  and  2  are parameters and  and  are bounded open sets
in Euclidean spaces. We assume that X is ergodic and discrete samples fXkhngnk=0 are observed for some
hn > 0. We study asymptotic behaviors of a quasi-maximum likelihood estimator and a Bayes type estimator
as n!1; hn ! 0; nhn !1.
Shimizu and Yoshida [46] proposed a method using a threshold detecting whether jumps occur in an interval
((k   1)hn; khn] by the value jXkhn   X(k 1)hn j. They constructed a quasi-log-likelihood function by using
this threshold and proved consistency and asymptotic normality of the quasi-maximum likelihood estimators.
In Chapter 2, we use an improved quasi-log-likelihood function Hn(; ) and prove consistency, asymptotic
normality and moment convergence of the quasi-maximum likelihood estimators and the Bayes type estimators.
In particular, results of the asymptotic behavior of Bayes type estimators for diusion processes with jumps are
new to the best of my knowledge. Moment convergence of estimators plays important roles in developments
of theory of information criteria and asymptotic expansion. Shimizu and Yoshida [46] assumed that the Levy
measure f satises jf(z)j  Cjzj for some C > 0 and  > 3 near the origin. We weaken the assumption and
our assumption is satised by many distributions whose density function f is bounded near the origin.
To discuss the asymptotic properties of estimators, we prove polynomial type large deviation inequalities :
5For any L > 0 there exists CL > 0 such that
P

sup
(u1;)2V 1n (r)
exp

Hn

 +
u1p
n
; 

 Hn(; )

 e  r2

 CL
rL
;
P

sup
u22V 2n (r)
exp

Hn

^n; 
 +
u2p
nhn
 Hn(^n; )  e  r2   CL
rL
(10)
for any r > 0, where  and  are true values of  and , respectively, ^n is the quasi-maximum likelihood
estimator for the parameter , and
V 1n (r) = fu1; + n 1=2u1 2 ; ju1j  rg; V 2n (r) = fu2;  + (nhn) 1=2u2 2 ; ju2j  rg:
The inequalities (10) yield
P [jpn(^n   )j  r]  CL
rL
; P [j
p
nhn(^n   )j  r]  CL
rL
for quasi-maximum likelihood estimators ^n and ^n, and so give moment estimates of estimators. These esti-
mates play an important role in the proof of consistency and asymptotic normality of Bayes type estimators
and moment convergence of estimators.
Results in Chapters 1 and 2 are published in [35] and [34], respectively.
I am very grateful to Professor Nakahiro Yoshida who was my supervisor for his valuable instructions and
advices. I learned many things about statistical and mathematical theories from him. I would also like to thank
Professor Masayuki Uchida for giving useful comments and encouraging me.
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Chapter 1
Quasi-Likelihood Analysis for
Nonsynchronously Observed Diusion
Processes
1.1 Introduction
Given a probability space (
;F ; P ) with a right-continuous ltration F = fFtgt2[0;T ], we consider a stochastic
regression model specied by the following equation :
Yt = Y0 +
Z t
0
sds+
Z t
0
b(Xs; )dWs; t 2 [0; T ]; (1.1)
where Y = fYtg0tT = f(Y 1t ; Y 2t )g0tT is a two-dimensional F-adapted process, fWtg0tT is a two-
dimensional standard F-Wiener process, b = (bij)1i;j2 : Rn2 ! R2
R2 is a Borel function,  = ftg and
X = fXtg are F-progressively measurable processes with values in R2 and Rn2 , respectively,  2 , and  is a
bounded open subset of Rn1 . For example, if t = (t; Yt) and Xt = (t; Yt), then fYtg is a time-inhomogeneous
diusion process.
Our purpose is to estimate the true value  of parameter  2  by nonsynchronous observations fY 1Sigi,
fY 2T jgj and fXkT jk gj;k, where fS
igi; fT jgj and fT jk gj;k are observation times of Y 1; Y 2 and X, respectively. In
our setting,  is completely unobservable and unknown.
The problem of nonsynchronous observations appears in the analysis of high-frequency nancial data. Re-
cently, as availability of intraday security prices gets increase, the analysis of high-frequency data becomes more
signicant. In particular, the realized volatility has been studied actively as an estimator of security returns'
volatility.
In the study of portfolio risk management of nancial assets, the quadratic covariation of two security log-
prices is also a signicant risk measure. Therefore estimation of quadratic covariation with high-frequency data
has also been studied by many authors. One problem of estimation is nonsynchronous trading. The observation
times of two dierent security prices do not necessarily coincide with each other.
If Y 1 = fY 1t g0tT and Y 2 = fY 2t g0tT are synchronously observed at some stopping times fSig, then the
realized covariance between Y 1 and Y 2 converges to hY 1; Y 2iT in probability as maxi jSi   Si 1j !p 0. When
observation times of Y 1 and Y 2 are nonsynchronous, to calculate the realized covariance, we need to synchronize
the data by some method. However, the realized covariance has serious bias if we use a simple synchronizing
method such as previous-tick interpolation or linear interpolation. Epps [13] rst indicated this phenomenon by
U.S. stock data analysis, and this phenomenon is called the Epps Eect.
To solve this problem, Malliavin and Mancino [29] proposed a Fourier analytic method, and Hayashi and
Yoshida [17] proposed an estimator based on overlapping of observation intervals. In sequent papers [18, 19],
Hayashi and Yoshida studied the asymptotic distribution of estimation error of their estimator and proved
asymptotic mixed normality. There also exist some works about estimation of the quadratic covariation with
9
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nonsynchronous data contaminated by market microstructure noise. We refer the reader to Barndor-Nielsen et
al. [4] for a kernel based method, Christensen, Kinnebrock and Podolskij [9] for a pre-averaged Hayashi-Yoshida
estimator, At-Sahalia, Fan and Xiu [3] for a method with the maximum likelihood estimator of a model with
deterministic diusion coecients, and Bibinger [5, 6] for a multiscale estimator.
With respect to the problem of nonsynchronous observations, nonparametric approaches have been studied
mainly. In this work, we use a quasi-likelihood function, that approximates the likelihood function in diusion
cases and construct a quasi-maximum likelihood estimator and a Bayes type estimator for a parametric stochastic
regression model with nonsynchronous observations. The asymptotic behavior of estimators will be investigated
when the end time T is xed and maxi;j;j0;k jSi   Si 1j _ jT j   T j 1j _ jT j
0
k  T j
0 1
k j ! 0 in probability. Hence
our method can be applied not only to estimating the quadratic covariation but also to identifying nonlinear
structure of the process Y .
There exist many studies about asymptotic theory of parametric estimation for stochastic dierential equa-
tions with high-frequency data. Among many studies in a long history, we refer the reader to Prakasa Rao [36,37],
Yoshida [52{54], Kessler [24] under ergodicity, Shimizu and Yoshida [46], Ogihara and Yoshida [34] for jump
diusion processes, Masuda [33] for Ornstein-Uhlenbeck processes driven by heavy-tailed symmetric Levy pro-
cesses, Srensen and Uchida [47], Uchida [48, 49] for perturbed diusions, Dohnal [11], Genon-Catalot and
Jacod [14,15], Gobet [16], Uchida and Yoshida [50,51] for the xed interval case.
One of the most useful approaches to study asymptotic behaviors of quasi-maximum likelihood estima-
tors and Bayes type estimators is the theory of random eld of likelihood ratios initiated by Ibragimov and
Has'minskii [20{22]. Their theory enabled to reduce the problem of asymptotic behaviors of estimators to
more tractable properties of the random eld of likelihood ratios. In [22], they applied their theory to inde-
pendent observations and white Gaussian noise models. Kutoyants [25{28] developed Ibragimov-Has'minskii's
theory for diusion processes and point processes. Yoshida [54] investigated polynomial type large deviation
inequalities to apply Ibragimov-Has'minskii's theory and discussed consistency and asymptotic normality of
quasi-maximum likelihood estimators and Bayes type estimators for ergodic diusion processes. This scheme
was also applied to jump diusion processes in Ogihara and Yoshida [34], Ornstein-Ohlenbeck processes driven
by heavy-tailed symmetric Levy processes in Masuda [33], and diusion processes in the xed interval in Uchida
and Yoshida [50,51].
In this work, we construct a quasi-log-likelihood function for the stochastic regression model (1.1) with
nonsynchronous observations. Then we will show consistency, asymptotic mixed normality and the convergence
of moments of the quasi-maximum likelihood estimator and the Bayes type estimator with the aid of polynomial
type large deviation inequalities. The advantage of our approach is to obtain asymptotic mixed normality,
exact representation of asymptotic variance and convergence of moments of the estimators. The convergence of
moments of the estimators is important, e.g., when we investigate the asymptotic expansion and the theory of
information criteria. Moreover, our method does not require any synchronization methods.
When the sampling scheme is synchronous and equi-spaced : Si = T i = iT=n, Gobet [16] showed local
asymptotic mixed normality of the likelihood function of observations and obtained the asymptotic minimax
bound for the variance of estimators. In the case of nonsynchronous observations, we expect that local asymp-
totic mixed normality of the likelihood function holds and our estimators attain the asymptotic minimax bound
since our quasi-likelihood function seems to be asymptotically equivalent with the true likelihood function and
our quasi-likelihood ratio has a limit distribution of LAMN type. However, these problems are not proved in
this paper and left as future work.
This chapter is organized as follows. In Section 1.2, we construct a quasi-log-likelihood function Hn and
discuss its non-degeneracy. Section 1.3 gives the asymptotic behavior of Hn. Section 1.3.1 deals with two
equivalent conditions of the asymptotic behavior of observation times fSig and fT jg to control the asymptotic
behavior of Hn. In Section 1.3.2, we specify the limit of Hn and estimate the rate of convergence. Section 1.4
studies the degree of separation of the limit of Hn, which is necessary to prove asymptotic properties of the
quasi-maximum likelihood estimator and the Bayes type estimator. We also introduce sucient conditions for
the condition of separation. In Section 1.5, our main results about asymptotic properties for estimators are
stated. Section 1.6 introduces easily tractable sucient conditions for assumptions about the observation times
in the main theorems. Proofs are collected in Section 1.7.
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1.2 Construction of a quasi-likelihood function
In this section, we dene a quasi-log-likelihood function Hn to construct a quasi-maximum likelihood estimator
and a Bayes type estimator.
First, we dene some notations. For a real number a, [a] denote the maximum integer which is not greater
than a. For a matrix A, A? denotes transpose of A and k A k represents the norm of A as a linear map. We
often regard a p-dimensional vector v as a p 1 matrix. Ep denotes unit matrix of size p. We set sup ; =  1,
inf ; = +1 and 2N = f2k; k 2 Ng. For M 2 N and K  RM , K denotes the closure of K. For a set K  
,
Kc denotes the complementary set of K. For an interval K  [0; T ] and a stochastic process fZtg0tT , we
denote L(K) = infK;R(K) = supK, Z(K) = ZR(K)   ZL(K), Kt = K \ [0; t) and jKj = R(K)   L(K). Let
bi(x; ) = (bi1(x; ); bi2(x; ))? (i = 1; 2). For a vector  = (1;    ; M ), we denote @k = ( @
k
@i1 @ik
)Mi1;ik=1.
We denote jxj2 =Pi1; ;iM jxi1; ;iM j2 for x = fxi1; ;iM gi1; ;iM .
Let  satisfy Sobolev's inequality, that is, for any p > n1, there exists C > 0 such that
sup
x2
ju(x)j  C
X
k=0;1
k @kxu(x) kp
for u 2 C1(). It is the case if  has Lipschitz boundary. See Adams [1], Adams and Fournier [2] for more
details.
We recall the denition of stable convergence. Given an extension (~
; ~F ; ~P ) of (
;F ; P ), let fZngn2N and
Z be random variables on (~
; ~F ; ~P ) with values in a metric space E. Then we say that Zn stably converges
in law to Z, and write Zn !s-L Z, if E[Yf(Zn)] ! E[Yf(Z)] as n ! 1 for any bounded continuous function
f : E ! R and any bounded variable Y on (
;F). See Jacod [23] for more details.
For 1  k  n2, let observation times fSigi, fT jgj and fT jk gj;k be strictly increasing with respect to i or
j almost surely and satisfy S0 = T 0 = T 0k = 0, Si = infft  0;N1t  ig ^ T , T j = infft  0;N2t  jg ^ T ,
and T jk = infft  0;Nk+2t  jg ^ T for i; j  1, where fNk
0
t gt are simple point processes, that is, fNk
0
t g is
a cadlag Z+-valued stochastic process whose jumps are equal to 1 and Nk
0
0 = 0 (1  k0  n2 + 2). These
observations and point processes depend on a positive integer n 2 N. Let  = n = ((Si)i; (T j)j ; (T jk )j;k),
ln = N
1
T +1;mn = N
2
T +1;m
k
n = N
k+2
T  +1 for 1  k  n2, then ln;mn; fmkngn2k=1 are observation counts. We
also assume fngn2N are independent of FT . Denote Ii = [Si 1; Si) (1  i  ln), Jj = [T j 1; T j) (1  j  mn),
rn = max
i;j
(jIij _ jJj j) _ max
1kn2
max
1jmkn
jT jk   T j 1k j;
and T 0k(K) = maxfT jk ; j 2 Z+; T jk  L(K)g for 1  k  n2 and an interval K  [0; T ]. Let fbngn2N be a
sequence of positive numbers such that bn  1 (n 2 N) and bn ! 1 as n ! 1. fbng represents order of
observation counts. Conditions for fbng are given in [A2-q; ], [A30-q; ], [A4-q; ] later.
For a function g : Rn2 ! R, let gt = g(Xt; ); gt; = g(Xt; ), gK;t = g(fXkT 0k(K)^tgk; ) and gK = gK;T
for interval K  [0; T ]. We use the symbol C for a generic positive constant which is independent of n and p,
and is varying from line to line.
We assume the following conditions.
[A1]
1. The mapping b : Rn2! R2
R2 has the continuous derivative @jx@ib and @ib can be continuously
extended to Rn2   for 0  j  3 and 0  i  4. Moreover,
sup
2
j@jx@ib(x; )j  C(1 + jxj)C
for 0  j  3, 0  i  4 and x 2 Rn2 .
2. There exists  > 0 such that det bb?(x; )   for (x; ) 2 Rn2  .
3. jb(x; )  b(y; )j  Cjx  yj for x; y 2 Rn2 and  2 .
4. Y0 2 \q>0Lq(
).
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5. There exists  2 (0; 1) such that
sup
0tT
E[jtjq] <1 and sup
0s<tT
E[jt   sjq]
jt  sjq <1
for any q > 0.
6. There exists n3 2 Z+ such that X can be decomposed as
Xt = X0 +
Z t
0
~b1sds+
Z t
0
~b2sdWs +
Z t
0
~b3sdW^s;
where
~bit =
~bi0 +
Z t
0
b^i1s ds+
Z t
0
b^i2s dWs +
Z t
0
b^i3s dW^s; (i = 2; 3)
f~bitg0tT (1  i  3) and fb^ijt g0tT (2  i  3; 1  j  3) are F-progressively measurable
processes, fW^tg0tT is an n3-dimensional standard F-Wiener process independent of fWtg and
E[sup0tT (jb^ijt j _ j~bitj _ jX0j)p] < 1 for any i; j and p > 0. We ignore the terms ~b3t ,
R t
0
~b3sdW^s andR t
0
b^i3s dW^s when n3 = 0.
Our setting contains the case where X or Y0 depends on  and main results hold in this case. However, if
X or Y0 depends on , our estimator ^n may not be the quasi-maximum likelihood estimator since we need to
consider the density of observations fXkT jk g or Y0. Nevertheless, we use the terms \quasi-maximum likelihood
estimator" and \Bayes type estimator" in this case. If Xt = (t; Yt) and Y0 does not depend on , we can see ^n
is the maximum likelihood type estimator.
Under [A1] 2, there exists  > 0 such that
det(btb
?
t ) = jb1t j2jb2t j2(1  2t )   (1.2)
for (x; ) = b1  b2jb1j 1jb2j 1(x; ). Therefore
 = sup
t2[0;T ];2
jtj < 1 a:s: (1.3)
by [A1] 1.
Let us denote
S() =
0BB@ diag(fjb
1
I j2gI)

b1I  b2J jI\JjpjIjpjJj

IJ
b1I  b2J jI\JjpjIjpjJj

JI
diag(fjb2J j2gJ )
1CCA
and dene a quasi-log-likelihood function Hn = Hn() of ((Y
1(I)=
pjIj)?I ; (Y 2(J)=pjJ j)?J) by
Hn =  1
2

Y 1(I)pjIj
?
I
;

Y 2(J)pjJ j
?
J

S 1

Y 1(I)pjIj
?
I
;

Y 2(J)pjJ j
?
J
?
  1
2
log detS
when detS > 0. If Xt  t and   0, S is the covariance matrix for the Euler-Maruyama type approximation
(( ~Y 1(I))I ; ( ~Y
2(J))J) of ((Y
1(I))I ; (Y
2(J))J ) dened by ~Y
1(I) = b1(L(I)) W (I), Y 2(J) = b2(L(J)) W (J).
Though Hn is the quasi-log-likelihood function for   0, we can see that the eect of drift term  in a
quasi-likelihood function can be ignored asymptotically. So Hn is applicable for general cases.
Remark 1.1. Though the quasi-likelihood function Hn is dened as functions on (
;F ; P ), we often regard it
as a function on the state space. We adopt the same thing to the quasi-maximum likelihood estimator and the
Bayes type estimator.
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When the sampling scheme is synchronous, we have uniform non-degeneracy of S by the condition [A1] 2.
However, in the case of nonsynchronous observations, the problem becomes more complicated since the observa-
tion times of diusion coecients are not the same for Y 1 and Y 2. However, the following proposition ensures
that Hn is well-dened under [A1] 2:
Proposition 1.1. Assume [A1] 2. Then detS() > 0 almost surely for any  2 .
Proof. Fix ! 2 
. It is sucient to show that S is positive denite. Let ((uI)I ; (vJ)J) be a real vector satisfying
((uI)I ; (vJ )J )S((uI)I ; (vJ )J)
? = 0:
We assume that ((uI)I ; (vJ)J) has a non-zero element and show this leads to a contradiction.
Let f ~Wtg be a two-dimensional standard Wiener process on some probability space, and fMtg0tT be a
stochastic process on the same probability space, satisfying
Mt =
X
I
uIpjIjb1I  ~W (It) +X
J
vJpjJ jb2J  ~W (Jt):
Then fMtg is a martingale satisfying
hMit =
X
I
u2I
jIj jb
1
I j2jItj+
X
J
v2J
jJ j jb
2
J j2jJtj+ 2
X
I;J
uIvJb
1
I  b2J
j(I \ J)tjpjIjjJ j :
Since
hMiT = ((uI)I ; (vJ )J )S((uI)I ; (vJ )J)? = 0;
it follows that hMit = 0 for 0  t  T .
We may assume some I satises L(I) = minfL(I);uI 6= 0g ^minfL(J); vJ 6= 0g without loss of generality.
We x this I below.
First, we consider the case that L(I) < minfL(J); vJ 6= 0g. Then
hMiL(I)+ = jb1I j2u2I=jIj = 0
for suciently small  > 0. Therefore we have jb1I j = 0, which contradicts [A1] 2:
In the case that L(I) = L(J) for some J with vJ 6= 0, we obtain
hMiL(I)+ = jb1I j2
u2I
jIj + jb
2
J j2
v2J
jJ j + 2
uIvJpjIjjJ jb1I  b2J = 0 (1.4)
for suciently small  > 0. Since L(I) = L(J), we obtain b2J = b
2
I . Therefore
uIpjIj ; vJpjJ j

bIb
?
I

uIpjIj ; vJpjJ j
?
= 0
by (1.4). This contradicts the fact that bIb
?
I is positive denite by [A1] 2:
Let
t = sup
0st
jsj; I;J;t =
b1I;t  b2J;t
jb1I;tjjb2J;tj
; ~n(t) = sup
;I;J;I\J 6=;
jI;J;tj _ t;
To discuss asymptotic behavior of the quasi-likelihood, we need a more precise estimate for non-degeneracy
of S. To this end, we will estimate 1   ~n(t) from below. Assuming [A1] and rn !p 0 (n ! 1), we have
supt jt  ~n(t)j !p 0 (n!1) by uniform continuity of b1 and b2 with respect to t and  for xed !. Therefore
limn!1 P [supt ~n(t)  1] = 0 by (1.3).
We need a stronger estimate for ~n. For stochastic processes fsn(t)g0tT;n2N, we consider the following
condition:
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[S] There exists M 2 N, stochastic processes fsn(t; x)g and a (n)-measurable RM -valued random variable X
such that sn(t) = sn(t;X), sn(t; x) is continuous with respect to (t; x) a.s., sn(0; x)  1  j0j, t 7! sn(t; x)
is non-increasing and fsn(t; x)g0tT is a [0; 1]-valued F-adapted process for n 2 N and x 2 RM .
Let
n = (sn) = infft 2 [0; T ]; ~n(t)  1  sn(t)g ^ T:
We consider the following condition for q > 0 and  > 0.
[S-q; ] fsn(t)gt;n satises [S], P [(sn) < T ] = O(b n ) and supnE[(sn(T )) q] <1.
Dene S^ = S^(; sn) and H^n = H^n(; sn) similarly to S and Hn respectively, substituting b
1
I;n
for b1I and
b2J;n for b
2
J in the denition of S. Under [S-q; ], it is easy to see that sup jHn   H^nj !p 0 as n ! 1. To
investigate asymptotic properties of estimators, it is convenient to use H^n.
If supt ~n(t) < c almost surely for some 0 < c < 1, we can set sn  1  c. However, in general, we need the
following conditions to obtain fsng for q > 0 and  2 (0; 1).
[A2] rn !p 0 as n!1.
[A2-q; ] E[rqn] = O(b
 q
n ).
The following lemma gives examples of fsng in general cases.
Lemma 1.1. Let P > 1; q0 > 0, 0 <  < 1 and sn(t) = (1  t)=P . Assume [A1]; [A2-q0; ]. Then fsng satises
[S-q; ] for any q > 0 and 0 <  < q0.
Proof. It is clear that fsng satises [S]. Since 1=(1 jtj)  2jb1t j2jb2t j2= by (1.2), we obtain supnE[(sn(T )) q] <
1 for any q > 0 by [A1].
Moreover, let  = (   =q0)=9 and q0  =, then by [A1] and the mean value theorem, we obtain
sup
0tT
~n(t)  t  C sup
t
(1 + jXtj)C  sup
jt sjrn
jXt  Xsj:
For t 2 (0; T ), we have
1  ~n(t)  sn(t) ) 1  ~n(t)
1  t 
1
P
) 1  1
P
 ~n(t)  t
1  t
) 1  t  b n or b n (1  1=P )  (~n(t)  t):
From this relation, we see that
P [n < T ] = P [There exists t 2 [0; T ) s:t: 1  ~n(t)  sn(t)]
 b q0n E[1=(1  T )q0 ] + P [b n (1  1=P )  b2n r1=3n ]
+P

C sup
t
(1 + jXtj)C _ sup
s 6=t
jXt  Xsj
jt  sj1=3  b

n

:
Then by [A1], [A2-q0; ] and Kolmogorov criterion( [39] Chapter I, Theorem (2.1)), we obtain
P [n < T ]  E[(b3n (1  1=P ) 1r1=3n )3q
0
] +O(b n ) = O(b
 
n ):
From now on, we x fsng which satisfy [S-q; ] for some q > 0 and  > 0 unless otherwise indicated.
Next, we expand H^n. We denote
D = diag(fjb1I;n jgI ; fjb2J;n jgJ); L =

I;J;n
jI \ J jpjIjjJ j

I;J
;
~L =

0 L
L? 0

; Z =

Y 1(I)
jb1I;n j
pjIj
?
I
;

Y 2(J)
jb2J;n j
pjJ j
?
J
?
:
1.3. THE LIMIT OF HN AND OBSERVATION TIMES 15
Since S^ = D(Eln+mn + ~L)D,
H^n =  1
2
Z?MZ   log detD + 1
2
log detM
for M = (Eln+mn + ~L) 1. Moreover, for G = fjI \ J j=
pjIjjJ jgIJ , we obtain
k ~L k2=k fI;J;nGIJgIJ k2 _ k fI;J;nGIJgJI k2 (1  sn(T ))2(k G k2 _ k G? k2):
Lemma 1.2. For any n 2 N and ! 2 
, all the eigenvalues of the symmetric matrices GG?; G?G are in [0; 1].
In particular, k G k _ k G? k 1.
Proof. Fix ! 2 
. We denote by figlni=1 the eigenvalues of GG?. Obviously, 0  i (1  i  ln). Let f ~Wtgt be
a one-dimensional standard Wiener process on some probability space and
1 =
 Eln G
G? Emn

; 2 =
 Eln  G
0 Emn

;
then 1 is the covariance matrix of (( ~W (I)=
pjIj)I ; (( ~W (J)=pjJ j)J ) and
21
?
2 =
 Eln  GG? 0
0 Emn

:
Since 1 is non-negative denite, Eln   GG? is also non-negative denite, and hence 1   i  0 (1  i  ln).
Therefore we conclude 0  i  1 (1  i  ln).
In particular, we have k G? k2=k GG? k= maxi i  1. The same conclusion can be drawn for G?G and
k G k.
Since k ~L k 1 sn(T ) by Lemma 1.2,
P1
p=0( 1)p ~Lp exists almost surely and this givesM =
P1
p=0( 1)p ~Lp,
under [S-q; ]. Moreover, we obtain
max
1kln+mn
jkj =k ~L k 1  sn(T );
where fkgln+mnk=1 are the eigenvalues of ~L. Hence
log det(Eln+mn + ~L) =
ln+mnX
k=1
log(1 + k) =
ln+mnX
k=1
1X
p=1
( 1)p+1pk
p
=
1X
p=1
( 1)p+1
p
tr(~Lp)
almost surely. Therefore
H^n =  1
2
Z?
 1X
p=0
( 1)p ~Lp
!
Z   log detD + 1
2
1X
p=1
( 1)p
p
tr(~Lp)
=  1
2
Z?
1X
p=0

(LL?)p  (LL?)pL
 (L?L)pL? (L?L)p

Z   log detD + 1
2
1X
p=1
( 1)p
p
tr(~Lp) (1.5)
almost surely.
1.3 The limit of Hn and observation times
In this section, we investigate the asymptotic behavior of Hn and H^n to apply Ibragimov-Has'minskii's theory.
To obtain these estimates, we need some convergence conditions ([A3]; [A30] and [A30-q; ] given in Section 1.3.1)
for the observation times. Proposition 1.3 in Section 1.3.2 will give asymptotic properties of Hn and H^n.
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1.3.1 Convergence conditions of functions of the observation times
Since M is a functional of fIi;Jj ;ngi;j , we can write
M =

M11(fIi;Jj ;ng) M12(fIi;Jj ;ng)
(M12(fIi;Jj ;ng))? M22(fIi;Jj ;ng)

:
Let An be dened as
An(C1; C2; C3; C4) = tr(M11(C4)C1) + 2tr((M12(C4))?C3) + tr(M22(C4)C2);
where C1; C2; C3; C4 are complex matrices of size ln  ln;mn mn; ln mn and ln mn, respectively, and the
absolute value of each element of C4 is less than 1. Then we see Z?MZ can be rewritten as
Z?MZ = An(fZiZi0glni;i0=1; fZj+lnZj0+lngmnj;j0=1; fZiZj+lngi;j ; fIi;Jj ;ngi;j):
Let 1 denote an ln mn matrix with all elements equal 1, fp;in gn2N;p2Z+;i=1;2 be random measures on [0; T )
which satisfy
p;1n ([0; t)) = b
 1
n
X
I
((GG?)p)II1fL(I)2[0;t)g; p;2n ([0; t)) = b
 1
n
X
J
((G?G)p)JJ1fL(J)2[0;t)g;
and
E1(t) = fi;i01fIi\[0;t) 6=;gglni;i0=1; E2(t) = fj;j01fJj\[0;t)6=;ggmnj;j0=1;
where  denotes the Kronecker delta function. Moreover, for p 2 Z+ and i = 1; 2, let
	p;i(f; g) = 	p;i;n(f; g) =
Z T
0
f(s)p;in (ds) 
Z T
0
f(s)g(s)ds;
for R-valued functions f; g on [0; T ] such that f is cadlag and g is Lebesgue integrable. Note that b 1n An(E1(t);0;0; z1) =P1
p=0 z
2pp;1n ([0; t)), b
 1
n An(0; E2(t);0; z1) =
P1
p=0 z
2pp;2n ([0; t)), 	
0;1(1[0;t); g) = b
 1
n
P
I 1fL(I)2[0;t)g 
R t
0
g(s)ds
and 	0;2(1[0;t); g) = b
 1
n
P
J 1fL(J)2[0;t)g  
R t
0
g(s)ds for z 2 C, jzj < 1 and t 2 (0; T ].
To obtain convergence of Hn, we consider the following condition.
[A3] There exist (fngn)-measurable left-continuous processes a0(t) and c0(t) such that
R T
0
a0(t)dt_
R T
0
c0(t)dt <
1 almost surely and
	0;1(1[0;t); a0) _	0;2(1[0;t); c0)!p 0 as n!1 (1.6)
for any t 2 (0; T ]. Moreover, at least one of the following conditions holds true.
1. There exist  2 (0; 1) and a (fngn)-measurable process a(z; t) such that a is continuous with respect
to z and left-continuous with respect to t,
R T
0
a(z; t)dt <1 and b 1n An(E1(t);0;0; z1)!p
R t
0
a(z; s)ds
as n!1 for z 2 C; jzj <  and t 2 (0; T ].
2. There exist  2 (0; 1) and a (fngn)-measurable process c(z; t) such that c is continuous with respect
to z and left-continuous with respect to t,
R T
0
c(z; t)dt <1 and b 1n An(0; E2(t);0; z1)!p
R t
0
c(z; s)ds
as n!1 for z 2 C; jzj <  and t 2 (0; T ].
In particular, fln=bngn and fmn=bngn are tight under (1:6).
An(E1(T );0;0; z1) and An(0; E2(T );0; z1) appear in an asymptotically equivalent representation of Hn
when b(x; ) does not depend on x and t  0. Therefore convergence conditions for observation times like [A3]
1 and 2 are natural conditions to specify the limit of Hn.
[A30] There exist (fngn)-measurable left-continuous processes a0(t) and c0(t) such that
R T
0
a0(t)dt_
R T
0
c0(t)dt <
1 almost surely and (1.6) holds for any t 2 (0; T ]. Moreover, at least one of the following conditions holds
true.
1. For any p 2 N, there exists a (fngn)-measurable left-continuous process ap(t) such that
R T
0
ap(t)dt <
1 a.s. and for any t 2 (0; T ], 	p;1(1[0;t); ap)!p 0 as n!1.
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2. For any p 2 N, there exists a (fngn)-measurable left-continuous process cp(t) such that
R T
0
cp(t)dt <
1 a.s. and for any t 2 (0; T ], 	p;2(1[0;t); cp)!p 0 as n!1.
As we will show later in Proposition 1.2, [A3] and [A30] are equivalent under [A2].
Let q > 2 and  2 (0; 1). For  2 (0; 1=2) and f : [0; T ] ! R,  Holder continuous, we denote !(f) =
supt 6=s jft   fsj=jt  sj.
[A30-q; ] There exist n0 2 N,  2 (0; 1=2   1=q) and (fngn)-measurable left-continuous processes fa0(t)g,
fc0(t)g, fap(t)gp2N such that
R T
0
(c0 _ ap)(t)dt 2 Lq(
) for p 2 Z+, E[(ln +mn)q] <1 for n 2 N and
sup
nn0
E[(bnj	0;1(f; a0)j)q] _ E[(bnj	0;2(f; c0)j)q]  C

sup
t
jftjq + !(f)q

;
max
i=1;2
sup
p2N
sup
nn0
E[(bnj	p;i(f; ap)j)q]=(1 + p)C  C

sup
t
jftjq + !(f)q

for any -Holder continuous function f on [0; T ].
For q > 2 and  2 (0; 1), it can be shown that [A30-q; ] implies [A30].
The following lemma is easy to check.
Lemma 1.3. Let fpgp2N  C with
P1
p=1 jpj <1 and fnp gn;p2N and fFngn2N be random variables satisfying
np !p 0 (n!1) for p 2 N, fFngn2N are tight, and jnp j  Fn; (n; p 2 N). Then
P1
p=1 p
n
p !p 0 as n!1.
The equivalence of [A3] 1 and [A3] 2 is established by our next lemma.
Lemma 1.4. Assume [A2] and that there exist stochastic processes a0(t) and c0(t) such that
R T
0
a0(t)dt _R T
0
c0(t)dt < 1 a.s. and (1:6) holds for t 2 (0; T ]. Then p;1n ([0; t))   p;2n ([0; t)) !p 0 as n ! 1 for
t 2 [0; T ]; p  1 and
b 1n An(E1(t);0;0; z1)  b 1n An(0; E2(t);0; z1)!p
Z t
0
(a0   c0)(s)ds
as n!1 for z 2 C; jzj < 1 and t 2 [0; T ].
In particular, [A3] 1 () [A3] 2, [A30] 1 () [A30] 2 and ap  cp dt  P -a.e. (t; !) for p  1 under the
assumptions above.
Proof. Since k G k _ k G? k 1 by Lemma 1.2, we have j((GG?)p)II0 j  1, jGIJ j  1 for any I; I 0; J and p 2 Z+.
Then since G?JI 6= 0 implies I \ J 6= ;, we obtain
jp;1n ([0; t))  p;2n ([0; t))j = b 1n
 X
I;L(I)2[0;t)
X
I0
X
J
((GG?)p 1)II0GI0JG?JI
 
X
J;L(J)2[0;t)
X
I
X
I0
G?JI((GG
?)p 1)II0GI0J

 2b 1n
X
t rnL(I)t+rn
1!p 0
as n!1 for p  1 by [A2] and (1:6).
Since jp;1n ([0; t))   p;2n ([0; t))j  b 1n (ln +mn), the desired conclusions are given by tightness of fb 1n (ln +
mn)gn and Lemma 1.3.
Proposition 1.2. [A3] and [A30] are equivalent under [A2]. Moreover, under [A2] and [A3], a(; t) =
P1
p=0 ap(t)
2p,
c(; t) =
P1
p=0 cp(t)
2p and
b 1n An(x
2E1(t); y2E2(t); xyE1(t)G; 1)!p
Z t
0
A(x; y; ; ; s)ds
as n!1 for x; y 2 R; ;  2 ( 1; 1); t 2 (0; T ], where
A(x; y; ; ; t) = x2a(; t) + y2c(; t)  2xy(a(; t)  a0(t))=1f6=0g:
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The convergent sequence which appears in Proposition 1.2 is asymptotically equivalent representation of
b 1n Z
?MZ if t  0 and b(x; ) does not depend on x. Therefore, the convergence result in Proposition 1.2 is
the convergence result of b 1n Z
?MZ with ignoring the structure of diusion coecients (b1t ; b
2
t ).
1.3.2 The limit of Hn
We discuss the asymptotic behavior of Hn under [A3]; [A3
0-q; ].
First, we assume one more condition. Let I be a set of intervals dened by
I = fIiglni=1 [ fJjgmnj=1 [ f[T j 1k ; T jk ); 1  k  n2; 1  j  mkng:
Let 0;k = I
k for 1  k  ln, 0;k = Jk ln for ln < k  ln +mn, and
p;k = [fK2p;K1;    ;K2p 2 I;K1 \ 0;k 6= ;;Kj \Kj 1 6= ; (1  j  2p)g
for p 2 N and 1  k  ln +mn. Moreover, let p;i =
P
k jp;kji, p1;p2 =
P
k1;k2
jp1;k1 \ p2;k2 j for i 2 f1; 2g
and p; p1; p2 2 Z+. For q  2 and   1, we consider the following conditions.
[A4] There exists 0  1 such that
(b 1n _ r2n)
1X
p=0
(2p+2;1)
2
(p+ 1)20

_

b 1n
1X
p1;p2=0
2p1+3;2p2+3
(p1 + 1)
0(p2 + 1)
0

!p 0
as n!1.
[A4-q; ]
1.
lim
n!1E

(b
  q2
n _ rqn)
1X
p=0
(2p+2;1)
q
(p+ 1)q

= 0:
2.
lim
n!1E

b 1n
1X
p1;p2=0
2p1+3;2p2+3
(p1 + 1)(p2 + 1)
 q
2

= 0:
We can see that [A4-q; ] implies [A4] for any q  2 and   1 by Jensen's inequality. Moreover, we can use the
following condition instead of [A4].
[A40] There exist positive constants 1; 2; 3 such that (31 + 23) _ (1 + 2) < 1 and the following two
conditions hold:
1. limn!1 P [rn  b 1+1n ] = 0.
2.
lim
n!1 b
2
n sup
j1;j22N;jj1 j2jb2n
P

ln  j1 _ j2 and jS
j2   Sj1 j
jj2   j1j  b
 1 3
n

= 0;
lim
n!1 b
2
n sup
j1;j22N;jj1 j2jb2n
P

mn  j1 _ j2 and jT
j2   T j1 j
jj2   j1j  b
 1 3
n

= 0:
Lemma 1.5. Assume [A40] and that f(ln +mn)=bngn2N is tight. Then [A4] holds.
Proof. Let (k) denote minimal k0 > ln which satisfy Ik \ Jk0 ln 6= ; for 1  k  ln,
Unj1;j2 =

ln  j1 _ j2 and jS
j2   Sj1 j
jj2   j1j  b
 1 3
n
c\
mn  j1 _ j2 and jT
j2   T j1 j
jj2   j1j  b
 1 3
n
c
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for j1; j2 2 N and
Un = frn < b 1+1n g \ \j1;j22N;jj2 j1jb2n U
n
j1;j2 :
Then on Un, for k1  ln, ln < k2  ln+mn and p1; p2 2 Z+ which satisfy j(k1) k2j  b2n and p1;k1\p2;k2 6= ;,
we have
j(k1)  k2jb 1 3n < jT(k1)   T k2 j  (2p1 + 2p2 + 2)rn < (2p1 + 2p2 + 2)b 1+1n :
Therefore j(k1)  k2jb 1 3n < 2(p1 + 1)(p2 + 1).
Then by using the relation jp1;k1 \ p2;k2 j  f(4p1 + 1) ^ (4p2 + 1)grn, we obtain
1X
p1;p2=0
X
k1ln;k2>ln
jp1;k1 \ p2;k2 j
(p1 + 1)5(p2 + 1)5
 C
X
k1ln
 X
k2>ln;j(k1) k2jb2n
X
p1;p2
f(4p1 + 1) ^ (4p2 + 1)gb 1+1n
(p1 + 1)3(p2 + 1)3j(k1)  k2j2b 21 23n
+ b2n b
 1+1
n

 Cb 1+(31+23)_(1+2)n
X
k1ln
 X
k2>ln;j(k1) k2jb2n
1
j(k1)  k2j2 + 1

 Clnb 1+(31+23)_(1+2)n
on Un. Similar arguments for other combinations of k1 and k2 yield
1X
p1;p2=0
2p1+3;2p2+3
(p1 + 1)5(p2 + 1)5
 C(ln +mn)b 1+(31+23)_(1+2)n on Un:
On the other hand, for any  > 0 there exists a positive constant K such that P [(ln +mn)=bn > K] <  for any
n 2 N by tightness of f(ln +mn)=bngn. Then we obtain lim supn!1 P [ Ucn]   by [A40] and the inequality
P [ Ucn]  P [rn  b 1+1n ] + P [(ln +mn)=bn > K] +
X
1j1;j2[Kbn];jj2 j1jb2n
P [(Unj1;j2)c]:
Since  > 0 is arbitrary, we have
b 1n
1X
p1;p2=0
2p1+3;2p2+3
(p1 + 1)5(p2 + 1)5
!p 0:
It is easier to prove the convergence about 2p+2;1.
Let Bi(x; ) = jbi(x; )j=jbi(x; )j (i = 1; 2),
C(; t) =
1X
p=1
ap(t)
p
2p =
1X
p=1
cp(t)
p
2p;
and
h1t () =  
1
2
A(B1t ; B
2
t ; t; t;; t)  a0 log jb1t j   c0 log jb2t j+
1
2
C(t; t) (1.7)
for t 2 [0; T ];  2 ( 1; 1).
Proposition 1.3. 1. Let 0  v  3. Assume [A1]  [A3]. Then
sup
2
b 1n @vHn()  Z T
0
@vh
1
t ()dt
!p 0
as n!1.
2. Let 0  v  3, q 2 2N, q > 2 _ n1,  > 1,  > 0,  2 (0; 1) and fsngn2N be stochastic processes. Assume
[A1]; [A2]; [A30-q; ]; [A4-(2q); ]; [S-((2v+2[]+ 12)q); ] for fsng, and that supnE[b 2qn (ln+mn)2q] <1.
Then
sup
n
E
" 
sup
2
b
0
n
b 1n @vH^n(; sn)  Z T
0
@vh
1
t ()dt

!q#
<1
for 0   ^ (1=2) ^ (=(2q)).
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1.4 Separation of the limit of Hn
We deal with Condition [H] about separation of the limit of Hn which is necessary to apply Ibragimov-
Has'minskii's theory. When the sampling scheme is synchronous and equi-spaced : Si = T i = [bn]
 1iT (0 
i  [bn]), Uchida and Yoshida [51] discussed tractable sucient conditions for Condition [H0] of separation. In
this section, we will conrm that [H0] implies [H] under certain conditions.
Under [A1]  [A3], we dene Yn(;) = b 1n (Hn() Hn()), and Y(;) denotes the probability limit
of Yn(;). By Proposition 1.3, we obtain Y(;) =
R T
0
(h1t ()  h1t ())dt.
Moreover, the equation (1.7) can be rewritten as
h1t () =  
1
2
(B1t )
2(a0 +A(t))  1
2
(B2t )
2(c0 +A(t)) +B1tB2tA(t)
t;
t
 a0 log jb1t j   c0 log jb2t j+
Z t
0
A()

d; (1.8)
where A() = A(; t) = a(; t)   a0(t) = c(; t)   c0(t) and we regard A()= = 0 when  = 0. Since
B1t; = B
2
t; = 1,
h1t () =  
1
2
a0   1
2
c0   a0 log jb1t;j   c0 log jb2t;j+
Z t;
0
A()

d:
Therefore for yt() = h
1
t ()  h1t (), it follows that
yt() =  1
2
(B1t )
2(a0 +A)  1
2
(B2t )
2(c0 +A) +B1tB2tA
t;
t
+
a0
2
+
c0
2
+a0 logB
1
t + c0 logB
2
t +
Z t
t;
A

d
=  1
2
(a0 +A)(B1t  B2t )2 + a0 + a0 logB1tB2t +
Z t
t;
A

d
+
c0   a0
2
(1  (B2t )2 + log(B2t )2) +B1tB2t (At;=t  A  a0)
=  1
2
(c0 +A)(B1t  B2t )2 + c0 + c0 logB1tB2t +
Z t
t;
A

d
+
a0   c0
2
(1  (B1t )2 + log(B1t )2) +B1tB2t (At;=t  A  c0): (1.9)
Let F (x) = 1  x+ log x (x > 0).
Lemma 1.6. Let 1 2 (0; e 1], 2  1. Then
  log(1=1)(x  1)2  F (x)   (x  1)2=422;
for x 2 [1; 1 + 2].
Proof. For 0 < x  1 + 2, since  1=2 < (x  1)=2  1, it follows that
F (x)   ((x  1)2 ^ 1)=4   (x  1)2=422:
On the other hand, for x  1, let f(x) = F (x)+ log(1=1)(x  1)2 then since f 0(x) = (x  1)(2 log(1=1)  1=x),
we have f(x)  f(1) ^ f(1)  0.
Let
f1(t; x; ; ) = a0 + a0 log x+
Z 

A(0)=0d0 + x(A= A  a0);
f2(t; x; ; ) = c0 + c0 log x+
Z 

A(0)=0d0 + x(A= A  c0);
1.4. SEPARATION OF THE LIMIT OF HN 21
R = max
0i4
max
0j3
max
1p2
sup
2;tk2[0;T ] (1kn2)

j@jx@ibpj _
@jx@i 1jbpj
(fXktkgn2k=1; )
_ max
1i3
sup
t2[0;T ]
j~bitj _ max
2i3;1j3
sup
t2[0;T ]
jb^ijt j;
and C1 = (1  2T )2=(12R8). Then R  1 and E[Rq] <1 for any q > 0 under [A1].
Lemma 1.7. Assume [A1]  [A3]. Then
(f1 _ f2)(t; B1tB2t ; t; t;)   C1

a1(t)(t   t;)2 + (a0 ^ c0)(t)(B1tB2t   1)2
	
for dt P -a.e. (t; !) 2 [0; T ] 
.
We write Y0 for Y dened by using the same processes X;Y and the synchronous, equi-spaced sampling
Si = T i = T ik = [bn] 1iT (0  i  [bn]; 1  k  n2). Let
() = inf
 6=
 Y(;)
j   j2 ; 0() = inf 6=
 Y0(;)
j   j2 :
Moreover, we consider the following conditions.
[H] For every L > 0, there exists cL > 0 such that for all r > 0, P [  r 1]  cL=rL.
[H0] For every L > 0, there exists cL > 0 such that for all r > 0, P [0  r 1]  cL=rL.
[H 0]  > 0 almost surely.
Obviously, [H] implies [H 0].
Lemma 1.8. Assume [A1]. Then there exists a positive random variable R0 which does not depend on ; ,
such that E[(R0)q] <1 for any q > 0 and
Y0(;)   R0
Z T
0

(B1t  B2t )2 + (B1tB2t   1)2 + (t   t;)2
	
dt
for any ;  2 .
The following proposition ensures that to prove [H], it is enough to prove [H0] which is the condition of
separation for synchronous, equi-spaced observations.
Proposition 1.4. Assume [A1]   [A3]. Then there exists a positive random variable R which do not depend
on ;  such that E[R q] <1 for any q  1 and
Y(;)   R
Z T
0

(a0 ^ c0)f(B1t  B2t )2 + (B1tB2t   1)2g+ a1(t   t;)2
	
dt
for ;  2 . In particular, if E[(ess inft2[0;T ]a1(t)) q] <1 for any q > 0, [H0] implies [H].
Proof. In the equation (1.9), by using the second representation if a0  c0 and using the third representation if
a0 > c0, we obtain
yt()   1
2
(a0 ^ c0 +A)(B1t  B2t )2 + (f1 _ f2)(t; B1tB2t ; t; t;):
By Lemma 1.7, we have
yt()   1
2
(a0 ^ c0)(B1t  B2t )2   C1a1(t   t;)2   C1(a0 ^ c0)(B1tB2t   1)2
for dt P -a.e. (t; !), where C1 = (1  2T )2=(12R8). Therefore by integrating with respect to t,
Y(;)   R
Z T
0
 
(a0 ^ c0)f(B1t  B2t )2 + (B1tB2t   1)2g+ a1(t   t;)2

dt;
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where R = C1. In particular, let E[(ess inft2[0;T ]a1(t)) q] < 1 for any q > 0 and [H0] holds. We can see
a0 ^ c0  a1 for dt  P -a.e. (t; !) since 1;i([0; t))  0;i([0; t)) for any t 2 (0; T ] and i = 1; 2. Therefore by
Lemma 1.8 we have
Y(;)   Ress infta1(t)
Z T
0
 
(B1t  B2t )2 + (B1tB2t   1)2 + (t   t;)2

dt
 R(R0) 1ess infta1(t)Y0(;)
almost surely, where R0 is dened in Lemma 1.8. Hence   R(R0) 1ess infta1(t)0 a.s. and for any L > 0,
there exists a constant cL > 0 such that
P [  r 1]  P [0  r 1=2] + P [R(R0) 1ess infta1(t)  r 1=2]
 c2L;0
rL
+
1
rL
E
h R0R 1(ess infta1(t)) 12Li  cL
rL
;
where c2L;0 denotes the coecient of r
 2L in [H0]. This gives [H].
Remark 1.2. In the case of nonsynchronous observations, under [A1] and [A3], we can prove an inequality
Y(;)   R0
Z T
0
 
(a0 _ c0)f(B1t  B2t )2 + (B1tB2t   1)2g+ a1(t   t;)2

dt;
which corresponds to Lemma 1.8.
Remark 1.3. By Proposition 1.4, it follows that
Y0(;)   R
Z T
0
f(B1t  B2t )2 + (B1tB2t   1)2 + (t   t;)2gdt:
On the other hand, we can see that there exists a positive random variable ~R such that E[ ~Rq] < 1 for any
q > 0 and
j(bb?)t   (bb?)t;j2  ~Rf(B1t  B2t )2 + (B1tB2t   1)2 + (t   t;)2g
for any t 2 [0; T ]; ;  2  by using the inequality (x   1)2 + (y   1)2  (x   y)2 + 2(xy   1)2 (x; y  0).
Therefore [H0] holds if there exists a constant  > 0 such that
j(bb?)(x; 1)  (bb?)(x; 2)j  j1   2j
for any x 2 Rn2 ; 1; 2 2 . Weaker sucient conditions for [H0] can be found in Uchida and Yoshida [51].
1.5 Asymptotic properties of the quasi-maximum-likelihood estima-
tor and the Bayes type estimator
In this section, we investigate consistency and asymptotic mixed normality of the quasi-maximum-likelihood
estimator and the Bayes type estimator as main results.
Let the quasi-maximum likelihood estimator ^n of the parameter  be  2  which maximizes Hn. If
maximizing points are not unique, we select so that ^n is measurable.
Theorem 1.1. Assume [A1]  [A3]; [H 0]. Then ^n !p  as n!1.
Proof. By Proposition 1.3, we have sup jYn(;)   Y(;)j !p 0 as n ! 1. On the other hand, by [H 0],
for any ;  > 0, there exists  > 0 such that P [  ]  . Since Yn(^n;)  0, it follows that
P [j^n   j  ]  P [  ] + P [Y(^n;)   2]  + P [sup

jYn(;)  Y(;)j  2]:
Therefore there exists n0 2 N such that P [j^n   j  ]  2 if n  n0.
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Let fsngn2N be stochastic processes which satisfy [S],
  =  
Z T
0
@2h
1
t ()dt;
Un() = fu 2 Rn1 ;+b 1=2n u 2 g, Vn(r; ) = fjuj  rg\Un(), and Zn(u; ) = exp(H^n(+b 1=2n u; sn) 
H^n(; sn)) for u 2 Un().
Proposition 1.5. (polynomial type large deviation inequalities) Let L > 0 and  2 (0; 1=2). Assume for any
q > 0 there exists q0 2 2N; q0 > q and 0  1 such that [A1], [A2], [A30-q0; ], [A4-q0; 0], [H] and [S-q0; 2q0] hold
for fsng. Then there exists CL > 0 such that
P

sup
u2Vn(r;)
Zn(u; )  e r=2

 CL
rL
for any n 2 N and r > 0.
Let N be an n1-dimensional standard normal random variable which is dened on an extension of (
;F ; P )
and independent of F . We use the same notation E for expectations on the extension of (
;F ; P ).
Theorem 1.2. 1. Assume [A1]  [A4]; [H 0]. Then b1=2n (^n   )!s-L   1=2N as n!1.
2. Let  2 (0; 1=2). Assume for any q > 0, there exists q0 2 2N; q0 > q and 0  1 such that [A1], [A2-q0; ],
[A30-q0; ], [A4-q0; 0], [H] hold. Then E[Y 0f(b1=2n (^n   ))] ! E[Y 0f(  1=2N )] as n ! 1 for any
continuous function f of at most polynomial growth and any bounded random variable Y 0 on (
;F).
We also consider the Bayes type estimator ~n for a prior density  : ! R+ dened as
~n =
Z

exp(Hn())()d
 1 Z

 exp(Hn())()d: (1.10)
Theorem 1.3. Let  2 (0; 1=2). Assume for any q > 0 there exists q0 2 2N; q0 > q and 0  1 such
that [A1], [A2-q0; ], [A30-q0; ], [A4-q0; 0], [H] hold, and that the prior density  is continuous and 0 <
inf ()  sup () <1. Then b1=2n (~n   )!s-L   1=2N as n!1. Moreover, E[Y 0f(b1=2n (~n   ))]!
E[Y 0f(  1=2N )] as n!1 for any continuous function f of at most polynomial growth and any bounded random
variable Y 0 on (
;F).
1.6 Sucient conditions for the conditions about the observation
times
In this section, we will introduce tractable sucient conditions for [A2-q; ], [A30-q; ], [A4-q; ], and the estimate
with respect to ess infta1 in Proposition 1.4.
Let q > 0. We consider the following conditions for point processes fN itg0tT;1in2+2 which generate
observations.
[B1-q] There exists n0 2 N such that
sup
nn0
max
1in2+2
sup
0tT b 1n
E
h
(N i
t+b 1n
 N it )q
i
<1:
[B2-q] There exists n0 2 N such that
lim sup
u!1
sup
nn0
max
1in2+2
sup
0tT ub 1n
uqP [N i
t+ub 1n
 N it = 0] <1:
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For example, let X  Y , fbng be a positive integer valued sequence, f N1t g; f N2t g be two independent
homogeneous Poisson processes with positive intensities 1; 2 respectively, and stochastic processes fN1t g; fN2t g
satisfy N it = N
i
bnt
; (i = 1; 2). Then [B1-q] obviously holds for any q > 0. Moreover, [B2-q] holds for any q > 0
since
lim
u!1u
q sup
i=1;2
sup
n2N
sup
0tT ub 1n
P [N i
t+ub 1n
 N it = 0] = lim
u!1u
qe (1^2)u = 0:
We will investigate sucient conditions of [A30-q; ]. First, we denote tk = Tk=[bn] (0  k  [bn]), Gnj;k =
(N it  N is; tj  s < t  tk; i = 1; 2) (0  j < k  [bn]), n0 = 1=4 and
nk = 0 _ sup
1j1;j2[bn] 1;j2 j1k
sup
A2Gn0;j1
sup
B2Gn
j2;[bn]
jP (A \B)  P (A)P (B)j (1.11)
for k 2 N.
Let p;in be measures which satisfy 
p;i
n ([s; t)) = E[
p;i
n ([s; t))]. Moreover, for n0 2 N, 0 > 0, a Lebesgue
integrable function g : [0; T ] 7! R, and a continuous function f : [0; T ] 7! R, we dene
	p;in0;0(f ; g) = sup
nn0
b
0
n
 Z T
0
ft
p;i
n (dt) 
Z T
0
ftgtdt
:
Proposition 1.6. Let q 2 2N, q > 2,  2 (0; 1),  > 0 and  2 (0; 1=2   1=q). Assume that [B1-(q(1 + ))],
[B2-(q)] hold, E[(N1T +N
2
T )
q] <1 for n 2 N and there exists n0 2 N such that
S = sup
nn0
1X
k=0
(k + 1)q 2+(q 1)=nk <1: (1.12)
Moreover, assume that there exist 0 > 0, C > 0, and left-continuous deterministic functions a0(t); c0(t); ap(t) (p 2
N) such that
R T
0
ap(t)dt <1 (p 2 Z+),
R T
0
c0(t)dt <1 and
	0;1n0;0(f ; a0) _ 	
0;2
n0;0(f ; c0) _ maxi=1;2 supp2N
	p;in0;0(f ; ap)
(p+ 1)C
 C(sup
t
jftj+ !(f)) (1.13)
for any -Holder continuous function f : [0; T ]! R. Then [A30-q; ] holds for  = 0 ^  ^ (=(2(1 +    )))
with  in [A30-q; ] equal to .
For example, let f N itgt0 be a point process where the distribution of ( N it+tk   N it+tk 1)Mk=1 does not depend
on t  0 for i = 1; 2, M 2 N and 0  t0 < t1 <    < tM . Moreover, let fN itgt satisfy N it = N i[bn]t for t 2 [0; T ],
i = 1; 2 and n 2 N. Then the relation (1.13) holds if [B1-2] and [B2-] hold for some  2 (0; 2]. In this case,
we obtain ap = T
 1 limn!1E[p;1n ([0; T ))], c0 = T
 1 limn!1E[0;2n ([0; T ))], and 
0 = (=4) ^ . In particular,
fapgp2Z+ ; c0 are constants.
For general fN itg, the following propositions are sucient conditions for [A4-q; ]; [A2-q; ] and the estimate
of ess infta1(t) in Proposition 1.4.
Proposition 1.7. Let q 2 2N, q > 2, p01; p02 > 1, 1=p01 + 1=p02 = 1. Assume [B1-(p01q)] and [B2-(p02(q + 2))].
1. Then there exists n0 2 N such that supnn0 E[(p;1)q]  C(p + 1)q+1 for any p 2 Z+. In particular,
[A4-q0; (1 + 3=q0)] 1 holds for any q0 2 [2; q).
2. Then there exists n0 2 N such that
sup
nn0
E[(p1;p2)
q
2 ]  C(p1 + 1)
q
2+1(p2 + 1)
q
2+1
for p1; p2 2 Z+. In particular, [A4-q; 3] 2 holds.
Proposition 1.8. Let q 2 N and we assume [B2-(q+1)]. Then there exists n0 2 N such that supnn0 E

bq 1n r
q
n

<
1.
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Proposition 1.9. Assume there exists n1 2 N and q > 0 such that [A30] and [B2-q] hold, a1(t) does not depend
on t, fN it+[bn] 1T  N itg0tT [bn] 1T;nn1;i=1;2 is tight and -mixing coecients fnkgk dened by (1:11) satisfy
supnn1
P1
k=1 k
n
k <1. Then there exists a constant  > 0 such that a1   almost surely.
Finally, we state a corollary of main theorems.
We assume f N itgt0 is an exponential -mixing point process where E[( N11 + N21 )q] <1 for q > 0 and the
distribution of ( N it+tk  N it+tk 1)Mk=1 does not depend on t  0 for i = 1; 2,M 2 N and 0  t0 < t1 <    < tM for
1  i  2. Let fN itg satisfy N it = N i[bn]t for t 2 [0; T ], i = 1; 2 and n 2 N, ^n be the quasi-maximum-likelihood
estimator dened by Hn,  : ! R+ be a continuous function and ~n be dened by (1.10).
Corollary 1.1. Assume [A1]; [H0]; [B1-q]; [B2-q] for any q > 2.
1. Then ^n !p , b1=2n (^n  )!s-L   1=2N and E[Y 0f(b1=2n (^n  ))]! E[Y 0f(  1=2N )] as n!1 for
any continuous function f of at most polynomial growth and any bounded random variable Y 0 on (
;F).
2. Assume that 0 < inf ()  sup () < 1. Then ~n !p , b1=2n (~n   ) !s-L   1=2N and
E[Y 0f(b1=2n (~n   ))]! E[Y 0f(  1=2N )] as n!1 for any continuous function f of at most polynomial
growth and any bounded random variable Y 0 on (
;F).
Example 1.1. We consider a simple model with deterministic diusion coecients:8<: dY
1
t = 1dW
1
t
dY 2t = 3dW
1
t + 2dW
2
t
(Y 10 ; Y
2
0 ) = (0; 0)
where  > 0, R0 >  and  = (1; 2; 3) 2  = (; R0) (; R0) ( R0; R0). Let f N1t g; f N2t g be two independent
homogeneous Poisson processes with positive intensities 1; 2 respectively and point processes fN1t g; fN2t g which
generate observations satisfy N i;nt = N
i
nt (i = 1; 2).
Then we can easily check [A1]; [B1-q]; [B2-q] hold for any q > 2. Since (x+ y)2  x2=2  y2 for x; y 2 R, we
have
jbb?()  bb?()j2  (21   21)2 +
2
(R0)2
(13   13)2 + 
4
16(R0)4
(22 + 
2
3   22   23)2
 42(1   1)2 + 
2
(R0)2

21(3   3)2
2
  23(1   1)2

+
4
16(R0)4

(22   22)2
2
  (23   23)2

 
6
8(R0)4
j   j2
for ;  2 . Then by Remark 1.3, we obtain [H0].
Hn can be written as
Hn() =  1
2

Y 1(Ii)pjIij
?
i
;

Y 2(Jj)pjJj j
?
j

21Eln 13G
13G
? (22 + 
2
3)Emn
 1


Y 1(Ii)pjIij
?
i
;

Y 2(Jj)pjJj j
?
j
?
  1
2
log det

21Eln 13G
13G
? (22 + 
2
3)Emn

:
By calculating  which maximizes Hn, we obtain the quasi-maximum likelihood estimator ^n = (^1;n; ^2;n; ^3;n).
By Corollary 1.1, we have ^n !p ,
p
n(^n   )!d N(0;  1) as n!1, where  = (1;; 2;; 3;) is the
true value. In this case,  = t() can be written as  = 3;=
q
22; + 
2
3;, fapg1p=0; fcpg1p=0 in [A30] become
constants and a; c in [A3] can be written as a(0)  a0 = c(0)  c0 = A(0) =
P1
p=1 ap  (0)2p for 0 2 ( 1; 1).
If  6= 0,   and   1 can be calculated by using Proposition 1.10 later as
  = T
0BB@
a0+a
21;
0   A1;3;
0
2c(1 2)2+@A(1 2)2
22;
2c2(1 2) @A(1 2)2
2;3;
  A1;3;
2c2(1 2) @A(1 2)2
2;3;
 A+2c4+@A(1 2)2
23;
1CCA ;
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Table 1.1: Sample means of estimators for 10; 000 independent simulated sample paths. T = 1; (1; 2) = (1; 1).
The left table represents the result for (1; 2; 3) = (1; 1; 0:5) and the right table represents the result for
(1; 2; 3) = (0:5; 2; 1). Sample standard deviations are given in parentheses.
n 50 100 500
true value
^1;n 1 0:994 0:998 0:999
(0:102) (0:070) (0:031)
^2;n 1 0:968 0:983 0:996
(0:129) (0:091) (0:040)
^3;n 0:5 0:499 0:502 0:5
(0:224) (0:154) (0:067)
^1;n^3;nT 0:5 0:5 0:503 0:5
(0:238) (0:165) (0:071)
HYn 0:5 0:501 0:504 0:5
(0:336) (0:236) (0:106)p
v=n 0:228 0:161 0:072p
v0=n 0:339 0:239 0:107
n 50 100 500
true value
^1;n 0:5 0:497 0:499 0:499
(0:050) (0:035) (0:015)
^2;n 2 1:936 1:968 1:995
(0:259) (0:181) (0:079)
^3;n 1 0:986 0:996 0:997
(0:449) (0:307) (0:135)
^1;n^3;nT 0:5 0:495 0:499 0:498
(0:239) (0:164) (0:072)
HYn 0:5 0:498 0:499 0:498
(0:335) (0:237) (0:108)p
v=n 0:228 0:161 0:072p
v0=n 0:339 0:239 0:107
  1 =
1
Tf4acA+ 2@A(a0c+ c0a)gdiag(f1;; 2;; 3;g)Pdiag(f1;; 2;; 3;g);
where
P =
0BB@
 2cA+ (c0 + c)@A Af  2c
2
1 2 + @Ag A(2c+ @A)
Af  2c21 2 + @Ag  2aA+(a0+a)f2c
4+@A(1 2)2g
(1 2)2 (a0 + a)f  2c
2
1 2 + @Ag
A(2c+ @A) (a0 + a)f  2c
2
1 2 + @Ag (a0 + a)(2c+ @A)
1CCA
and 0 =  is substituted for a; c;A; @A.
We can see the estimator ^1;n^3;nT for the cross variation hY 1; Y 2iT = 1;3;T also has consistency and
p
n(^1;n^3;nT   hY 1; Y 2iT )!d N(0; v)
as n!1 by using the delta method, where
v = T21;
2
3;
2a()c() + @A()(a() + c())
 2a()c()A() + @A()(a0c() + c0a()) :
By using the result in Hayashi and Yoshida [18], we can calculate the asymptotic variance of estimation
error of the Hayashi-Yoshida estimator HYn. In the settings in this example, we obtain
p
n(HYn   hY 1; Y 2iT )!d N(0; v0)
as n!1, where
v0 = T
2
1;
2
3;

(1 +  2)

2
1
+
2
2

  2
1 + 2

:
We also simulate ^n; ^1;n^3;nT;HYn for some values of parameters. Table 1.1 represents the results. We
can see that each estimators work well and sample standard deviation of ^1;n^3;nT is about two-thirds of that of
HYn. The lowest two rows represent numerical calculation results of asymptotic standard deviation of estimators
and we can nd these values are close to sample standard deviation of estimators.
1.7 Proofs
1.7.1 Proof of Proposition 1.2
Proof of Proposition 1.2.
[A30]) [A3]:
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Since p;1n ([0; t))  b 1n ln, fb 1n lngn2N is tight,
R t
0
ap(s)ds 
R t
0
a0(s)ds and 
p;1
n ([0; t)) converges to
R t
0
ap(s)ds
in probability by [A30] for p 2 Z+, we have
P1
p=0 z
2p
R t
0
ap(s)ds <1 and
b 1n An(E1(t);0;0; z1) =
1X
p=0
z2pp;1n ([0; t))!p
1X
p=0
z2p
Z t
0
ap(s)ds
for any t 2 (0; T ] and z 2 C; jzj < 1 by Lemma 1.3.
[A3]) [A30]:
Fix t 2 (0; T ]. Let ffng be functions on fz 2 C; jzj < 1g satisfying
fn(z) = b
 1
n An(E1(t);0;0; z1) =
1X
p=0
z2pp;1n ([0; t)):
Then since p;1n ([0; t))  b 1n ln, the power series in the right-hand side converges absolutely on fjzj < 1g.
Consequently, fn is a holomorphic function. Then we have
p;1n ([0; t)) =
1
2i
Z
jzj==3
fn(z)
z2p+1
dz: (1.14)
Let f(z) =
R t
0
a(z; s)ds. Since
jfn(z)j  ln
bn
1
1  (2=3)2 =
9ln
5bn
(1.15)
on fjzj  2=3g, fsupjzj2=3 jfn(z)jg are tight. Moreover, since fn(z) !p f(z) (n ! 1) for z 2 C; jzj < ,
supjzj=2 jf(z)j  (9=5)
R T
0
a0(t)dt <1, almost surely. Therefore fsupjzj=2 jfn(z)  f(z)jg are also tight.
Let   : jzj = 2=3. For any z1; z2 2 fjzj < 1=2g, the Cauchy integral formula gives
2jfn(z1)  fn(z2)j =
 Z
 

fn()
   z1  
fn()
   z2

d
 =  Z
 
fn()(z1   z2)
(   z1)(   z2)d

 jz1   z2j  2  2
3
 62  sup
jzj2=3
jfn(z)j  Cb 1n lnjz1   z2j:
By the convergence fn(z)!p f(z) (n!1) for z 2 C; jzj < , we obtain
jf(z1)  f(z2)j  Cjz1   z2j
Z T
0
a0(s)ds a:s:
for z1; z2 2 fz; jzj  =2g. Then for any  > 0, tightness of fb 1n lng gives
lim
0!0
sup
n
P

sup
z1;z22fjzj=2g;jz1 z2j<0
j(fn   f)(z1)  (fn   f)(z2)j > 

= 0:
Then by the tightness of fsupjzj=2 jfn(z) f(z)jgn and tightness criterion in C space in Billingsley [8] which can
be extended to the one in C(fjzj  =2g), ffn   fgn is tight in C(fjzj  =2g). Therefore, since fn(z)!p f(z)
as n!1, we see that ffn   fg converge in probability to 0 in C(fjzj  =2g). Therefore by (1.14), we have
p;1n ([0; t))!p
1
2i
Z
jzj==3
f(z)
z2p+1
dz
as n!1 for p  1.
By the equation f(z) =
R t
0
a(z; s)ds and Fubini's theorem, there exists ap(s) such that
R T
0
ap(s)ds <1 and
p;1n ([0; t))!p
R t
0
ap(s)ds as n!1. We thus get [A30].
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Moreover, under [A2] and [A3], the above proof gives the relations between a; c and fapg; fcpg in the
statement. The rest of the proof is easy since
b 1n An(x
2E1(t); y2E2(t); xyE1(t)G; 1)
=
1X
p=0
2pfx2p;1n ([0; t)) + y2p;2n ([0; t))  2xyp+1;1n ([0; t))g:
1.7.2 Proof of Proposition 1.3
To prove Proposition 1.3, we use some Lemmas.
Lemma 1.9. Let q 2 N, M 2 N[ f1g, (
0;F 0; P 0) be a probability space, fFjgMj=1 be random variables, and G
be a sub -eld of F 0.
1. Then E0
PM
j=1 Fj
qG   PMj=1E0[jFj jqjG] 1q q, where E0 denotes expectation with respect to P 0.
2. We assume q 2 2N and fPkj=1 Fjg0kM is martingale with respect to some ltration. Then there exists
a constant Cq > 0 which depends only q, such that E
0PM
j=1 Fj
q  Cq PMj=1E0[jFj jq] 2q  q2 :
Proof. We expand the summation and use Holder's inequality.
E0
 MX
j=1
Fj
qG  MX
j1;:::;jq=1
E0[jFj1 : : : Fjq jjG] 
MX
j1;:::;jq=1
E0[jFj1 jqjG]
1
q : : : E0[jFjq jqjG]
1
q

 MX
j=1
E0[jFj jqjG] 1q
q
:
For 2., we use the Burkholder-Davis-Gundy inequality and apply 1. for G = f;;
0g.
Lemma 1.10. Let fGpgp2Z+ be a sequence of positive numbers, a 2 N; b; r; s 2 Z+ and  2 [0; 1). Then there
exists a constant C > 0 which depends only on a; b; r; s such that
1X
p=0
a(p b)_0(p+ 1)sGp  C(1  ) (s+
r+1
2 )
 1X
p=0
G2p
(p+ 1)r
 1
2
:
Proof. By the Cauchy-Schwarz inequality, we have
1X
p=0
a(p b)_0(p+ 1)sGp 
 1X
p=0
2a(p b)_0(p+ 1)2s+r
 1
2
 1X
p=0
G2p
(p+ 1)r
 1
2
:
Then the conclusion follows since
1X
p=0
2a(p b)_0(p+ 1)2s+r  C + C
1X
p=0
2ap(p+ 1)2s+r  C + C (2s+ r)!
(1  2a)2s+r+1 :
Lemma 1.11. Let (
0;F 0; P 0) be probability space and fGngn2N  F 0 be sub -elds.
1. Let fX 0ngn2N  L1(
0). Assume E0[jX 0njjGn]!p 0 (n!1). Then X 0n !p 0 (n!1).
2. Let d1; d2 2 N, p > d1, 0  Rd1 be a bounded open set and X 0n : 
0 ! C1(0;Rd2) be random variables
(n 2 N). Assume that 0 satises Sobolev's inequality, fsup20 jX 0n()jp _ j@X 0n()jpgn2N  L1(
0) and
sup2Qd1\0 E
0[j@X 0n()jp _ jX 0n()jpjGn]!p 0 as n!1. Then sup20 jX 0n()j !p 0 as n!1.
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Proof. 1. For any ;  > 0, there exists N 2 N such that P 0[E0[jX 0njjGn]  =2] < =2 for n  N . Therefore,
for n  N , we have
P 0[jX 0nj  ]  P 0[E0[jX 0njjGn]  =2] + P 0[jX 0nj  ; E0[jX 0njjGn] < =2]
 
2
+
1

E0[jX 0nj; E0[jX 0njjGn] < =2]
=

2
+
1

E0[E0[jX 0njjGn]; E0[jX 0njjGn] < =2]  :
2. First, by Sobolev's inequality, we have
E0

sup
20
jX 0nj
pGn  CE0 Z
0
j@X 0njpd
Gn+ CE0 Z
0
jX 0njpd
Gn :
Moreover, for v = 0; 1 and A 2 Gn, it follows that
E0
 Z
0
j@vX 0njpd;A

=
Z
0
E0[E0[j@vX 0njpjGn]; A]d

Z
0
E0

sup
2Qd1\0
E0[j@vX 0njpjGn]; A

d  E0

sup
2Qd1\0
E0[j@vX 0njpjGn]  j0j; A

;
where j0j denotes volume of 0. Since A 2 Gn is arbitrary, we have
E0
 Z
0
j@vX 0njpd
Gn  sup
2Qd1\0
E0[j@vX 0njpjGn]  j0j a:s:
Therefore we obtain
E0

sup

jX 0nj
pGn  Cj0j 1X
v=0
sup
2Qd1\0
E0[j@vX 0njpjGn]!p 0
as n!1. Then the proof is completed by 1.
Lemma 1.12. Let (
0;F 0; P 0) be a probability space, T 0 > 0, q 2 2N, fF 0tg0tT 0 be a ltration,M 2 N, fKigMi=1
be a deterministic partition of [0; T 0] where L(Ki) < L(Kj) for i < j. Let ( ~W lt ;F 0t)0tT 0 be standard Brownian
motions (l = 1; 2; 3), and Fi;j;k be F 0L(Ki)^L(Kj)^L(Kk)-measurable random variables. Assume h ~W p1 ; ~W p2i are
deterministic for 1  p1 < p2  3. Then for  ~W li = ~W l(Ki), F 1i;j = Fi;j;j ; F 2i;j = Fj;i;j and F 3i;j = Fj;j;i, there
exists a constant Cq > 0 which depends only on q such that
E0
X
i;j;k
 ~W 1i  ~W
2
j  ~W
3
kFi;j;k
q  CqX
i;j;k
jKijjKj jjKkjE0[jFi;j;kjq] 2q
 q
2
+Cq
X
i
jKij
X
j 6=i
jKj j
3X
l=1
E0[jF li;j jq]
1
q
2 q2
:
Proof. In this proof, general constants denoted by C depend only on q.
Let us denote
Hi;j;k =  ~W 1i  ~W 2j  ~W 3kFi;j;k; H2i;j = Hi;j;j +Hj;i;j +Hj;j;i;
H3i;j;k = Hi;j;k +Hi;k;j +Hj;i;k +Hj;k;i +Hk;i;j +Hk;j;i;
then it follows that X
i;j;k
Hi;j;k =
X
i
Hi;i;i +
X
i
X
j<i
(H2i;j +H2j;i) +
X
i
X
j<i
X
k<j
H3i;j;k:
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Since h ~W p1 ; ~W p2i is deterministic for 1  p1 < p2  3, Ito^'s formula yields
E0[Hi;i;ijFL(Ki)] = E0[H2i;j jFL(Ki)] = E0[H3i;j;kjFL(Ki)] = 0
for k < j < i. Therefore by Lemma 1.9 we have
E0
X
i;j;k
Hi;j;k
q  CX
i
E0[jHi;i;ijq] 2q +
X
i
E0
X
j<i
(H2i;j +H2j;i   E0[H2j;ijF 0L(Ki)])
q 2q
+
X
i
E0
X
j<i
X
k<j
H3i;j;k
q 2q
q
2
+ CE0
X
i
X
j<i
E0[H2j;ijF 0L(Ki)]
q: (1.16)
We will estimate each term of the right-hand side of (1.16). First,X
i
E0[jHi;i;ijq] 2q =
X
i
E0[jFi;i;ijqE0[( ~W 1i  ~W 2i  ~W 3i )qjF 0L(Ki)]]
2
q  C
X
i
jKij3E0[jFi;i;ijq] 2q : (1.17)
Let
H2;1i;j =  ~W 2j  ~W 3j Fi;j;j ; H2;2i;j =  ~W 1j  ~W 3j Fj;i;j ; H2;3i;j =  ~W 1j  ~W 2j Fj;j;i:
Since
E0
X
j<i
H2;li;j
q 2q
 C
X
j<i
E0

(H2;li;j   E0[H2;li;j jF 0L(Kj)])q
 2
q + C
X
j<i
E0

E0[H2;li;j jF 0L(Kj)]q
 1
q
2
for each i; l by Lemma 1.9, we obtain
X
i
E0
X
j<i
(H2i;j +H2j;i   E0[H2j;ijF 0L(Ki)])
q 2q
 C
X
i
jKijE0
 3X
l=1
X
j<i
H2;li;j
q 2q
+ C
X
i
jKij2E0
 3X
l=1
X
j<i
 ~W ljF
l
j;i
q 2q
 C
X
i
jKij
X
j<i
jKj j2
3X
l=1
E0[(F li;j)
q]
2
q + C
X
i
jKij
3X
l=1
X
j<i
jKj jE0[(F li;j)q]
1
q
2
+C
X
i
jKij2
X
j<i
jKj j
3X
l=1
E0[(F lj;i)
q]
2
q : (1.18)
Moreover, let
H3;1i;j;k =  ~W 2j  ~W 3kFi;j;k + ~W 2k ~W 3j Fi;k;j ;
H3;2i;j;k =  ~W 1j  ~W 3kFj;i;k + ~W 1k ~W 3j Fk;i;j ;
H3;3i;j;k =  ~W 1j  ~W 2kFj;k;i + ~W 1k ~W 2j Fk;j;i;
then by Lemma 1.9 we have
X
i
E0
X
j<i
X
k<j
H3i;j;k
q 2q
 C
X
i
jKij
3X
l=1
E0
X
j<i
X
k<j
H3;li;j;k
q 2q
 C
X
i
jKij
3X
l=1
X
j<i
E0
X
k<j
H3;li;j;k
q 2q
 C
X
i
jKij
X
j<i
jKj j
X
k<j
jKkj

E0[(Fi;j;k)q]
2
q + E0[(Fi;k;j)q]
2
q
+E0[(Fj;i;k)q]
2
q + E0[(Fj;k;i)q]
2
q + E0[(Fk;i;j)q]
2
q + E0[(Fk;j;i)q]
2
q

: (1.19)
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Furthermore, let g1(K
i) = h ~W 2; ~W 3i(Ki), g2(Ki) = h ~W 1; ~W 3i(Ki), g3(Ki) = h ~W 1; ~W 2i(Ki), then we obtain
E0
X
i
X
j<i
E0[H2j;ijF 0L(Ki)]
q = E0X
i
X
j<i
3X
l=1
gl(K
i) ~W ljF
l
j;i
q  3q 3X
l=1
E0
X
j
X
i>j
g(Ki)F lj;i

 ~W lj
q:
Hence Lemma 1.9 yields
E0
X
i
X
j<i
E0[H2j;ijF 0L(Ki)]
q  C 3X
l=1
X
j
jKj jE0
X
i>j
gl(K
i)F lj;i
q 2q q2
 C
X
j
jKj j
X
i>j
jKij
3X
l=1
E0[(F lj;i)
q]
1
q
2 q2
: (1.20)
By (1.16)-(1.20), we obtain the conclusion.
For p  0, we denote
Lp = fL([p=2];i[[p=2];j+ln )^nGIi;Jjgi;j ; ~Lp =

0 Lp
L?p 0

; ~M =
1X
p=0
( 1)p ~Lpp;
~Mp =

(GG?)p (GG?)pG
(G?G)pG? (G?G)p

; Z^k;t =
( R
Ikt
b1s;dWs=(jb1Ik;n j
pjIkj) (k  ln)R
Jk lnt
b2s;dWs=

jb2Jk ln ;n j
p
jJk ln j

(k > ln)
and Dt = diag(fjb1I;n jgI\[0;t)6=;; fjb2J;n jgJ\[0;t)6=;). Though fZ^k;tgt is not necessarily a local martingale, we
denote by hZ^it the quadratic variation of Z^ regarding  as deterministic functions, that is, hZ^it be an (ln +
mn) (ln +mn) symmetric matrix with
(hZ^it)k;k0 =
8><>:
R
Ikt
jb1s;j2dsk;k0=(jb1Ik;n j2jIkj) (k; k0  ln)R
Jk lnt
jb2s;j2dsk;k0=(jb2Jk ln ;n j2jJk ln j) (k; k0 > ln)R
Ikt \Jk
0 ln
t
b1s;  b2s;ds=(jb1Ik;n jjb2Jk0 ln ;n j
pjIkjjJk0 ln j (k  ln; k0 > ln)
Moreover we dene
~H1n(t) = ~H
1
n;sn(t;) =  
1
2
Z^?;t ~MZ^;t   log detDt +
1
2
1X
p=1
( 1)p
p
X
k
(~Lpp)k;k1f0;k\[0;t)6=;g;
~H2n(t) = ~H
2
n;sn(t;) =  
1
2
tr( ~MhZ^it)  log detDt + 1
2
1X
p=1
( 1)p
p
X
k
(~Lpp)k;k1f0;k\[0;t) 6=;g;
~H3n(t) = ~H
3
n;sn(t;) = bn
1X
p=0
2X
i=1
Z t
0
Dip(s ^ (sn); s;)p;in (ds);
Z^k = Z^k;T , and ~H
i
n = ~H
i
n(T ) (1  i  3), where
Dip(s; t;) =
8><>:
  jb
i
t;j2
2jbisj2   log jb
i
sj (p = 0)
  jb
i
t;j2
2jbisj2 
2p
s +
1
2

jb1t;jjb2t;j
jb1sjjb2sj +
jbit;j
jbisj  
jb3 it; j
jb3 is j

2p 1s t; +
2ps
4p (p  1)
for i = 1; 2. Then we have @ ~H
3
n;sn(t;)  0 on f(sn) = Tg.
Let q 2 2N,  2 (0; 1) be dened in [A1] 5:, 1p = sup0tT E[jtjp], 2p = sup0s<tT E[jt sjp]=jt sjp ,
and fsn(t)g0tT;n2N be stochastic processes which satises [S]. Moreover, we dene 'q(fxpg) = (
P1
p=0 xp)
q _
(
P1
p=0 x
2q=(2q 1)
p )q 1=2 for fxpg1p=0  R+ and q 2 2N.
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Lemma 1.13. Assume [A1]. Let r 2 N; r  2. Then there exists a constant C > 0 which depends only on
q; r; n2 and n3 such that
E[j@vH^n(; sn)  @v ~H1n;sn(T ;)jqj]
 C(T 32 q _ 1)(E[RC ] + 1C)E[RCsn(T ) (2v+2r+7)qj]
1
2


(T _ 1) q2 + ((rq(^ 12 )n (ln +mn)
q
2 ) _ 1)f(18q)
1
8 + (28q)
1
8 g
+'q
p
(ln +mn)2p+2;2 _ 2p+2;1
(p+ 1)r

p

+
 1X
p1;p2=0
2p1+3;2p2+3
(p1 + 1)r(p2 + 1)r
 q
2

(1.21)
and
E[j@v ~H2n;sn(T ;)  @v ~H3n;sn(T ;)jqj]
 CE[RC(1  T ) C ]
 1X
p=0
2p+2;1
(p+ 1)r
q
+
 1X
p1;p2=0
2p1+2;2p2+2
(p1 + 1)r(p2 + 1)r
 q
2

for 0  v  4 and  2 .
Proof. In this proof, general constants denoted by C depend only on q; r; n2; n3.
We rst prove (1.21). Let
~k =
( R
Ik
1sds=(jb1Ik;n j
pjIkj) (k  ln)R
Jk ln 
2
sds=(jb2Jk ln ;n j
pjJk ln j) (k > ln)
for 1  k  ln +mn. Then H^n(; sn)  ~H1n;sn(T ;) can be decomposed as
H^n(; sn)  ~H1n;sn(T ;) =  
1
2
Z?(M   ~M)Z   ~? ~M(Z^ + ~
2
) +
1
2
1X
p=1
( 1)p
p
(tr(~Lp)  tr(~Lpp)):
We will estimate each term of the right-hand side of this equation.
First, we assume that  is deterministic. Let Wt = (Wt; W^t), then we can write
((~L)2p   (~L)2p+1)kk0   ((~L2p)2p   (~L2p+1)2p+1)kk0 =
Z
2p+2;k
k;k
0
p;t  dWt +
Z
2p+2;k
k;k
0
p;t dt;
by Ito^'s formula, where
j@vk;k
0
p;t j  2  2  4v+1(2p+ 1)v+1  n2R2v+3(1  sn(T ))(2p v 1)_0( ~Mp)kk012p+2;k(t);
j@vk;k
0
p;t j  4  2 
1
2
4v+2(2p+ 1)v+2  n22R2v+6(1  sn(T ))(2p v 2)_0( ~Mp)kk012p+2;k(t):
Moreover, let ~k;k
0
p;t be the one constructed by 
k;k0
p;t substituting L(2p+2;k)^ (sn) for all times of X, ~b2 and
~b3, then we can write ~k;k
0
p;t =
P
K
~k;k
0
p;K 1K(t) for some random variables f~k;k
0
p;K gK , where fKg denotes the set of
intervals obtained by unifying partitions fSig,fT jg and fT jk g. Furthermore, let
kk
0
p;t   ~kk
0
p;t =
Z t
0
^k;k
0
p;s  dWs +
Z t
0
^k;k
0
p;s ds; (1.22)
then we have
j@v ^k;k
0
p;s j  2  4  4v+1(2p+ 1)v+1  4(2p+ 2)  n22R2v+6(1  sn(T ))(2p v 2)_0( ~Mp)k;k012p+2;k(s);
j@v ^k;k
0
p;s j  2  8  4v+1(2p+ 1)v+1 
1
2
42(2p+ 2)2  n32R2v+9(1  sn(T ))(2p v 3)_0( ~Mp)k;k012p+2;k(s):
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Therefore we can write
 1
2
Z?(M   ~M)Z =  1
2
1X
p=0
X
k;k0
Z
k;k
0
p;t  dWt +
Z
k;k
0
p;t dt

ZkZk0
=  1
2
1X
p=0
X
k;k0
Z
~k;k
0
p;t  dWt ~Zk;p ~Zk0;p  
1
2
1X
p=0
X
k;k0
Z
(k;k
0
p;t   ~k;k
0
p;t )  dWtZkZk0
 1
2
1X
p=0
X
k;k0
Z
~k;k
0
p;t  dWt(ZkZk0   ~Zk;p ~Zk0;p) 
1
2
1X
p=0
X
k;k0
Z
k;k
0
p;t dtZkZk0
= X +R1 +R2 +R3;
where
( ~Zk;p)
ln+mn
k=1 =
 b1L(2p+2;i); W (Ii)
jb1L(2p+2;i)^n j
pjIij
ln
i=1
;
 b2L(2p+2;j+ln ); W (Jj)
jb2L(2p+2;j+ln )^n j
pjJj j
mn
j=1

:
Let k1(K) denotes k  ln which satises K  Ik, k2(K) denotes k > ln which satises K  Jk ln and
~Bk;p =
(
b1L(2p+2;k);=(jb1L(2p+2;k)^n j
p
jIkj) (k  ln)
b2L(2p+2;k);=(jb2L(2p+2;k)^n j
pjJk ln j) (ln < k  ln +mn):
Then X can be rewritten as
X =  1
2
1X
p=0
X
k;k0
X
K00
~k;k
0
p;K00  W(K 00) ~Zk;p ~Zk0;p
=  1
2
X
K;K0;K00
2X
i;j=1
1X
p=0
~
ki(K);kj(K0)
p;K00  W(K 00) ~Bki(K);p W (K) ~Bkj(K);p W (K 0):
Let
F i;j;vK;K0;K00 =
1
2
X
v1;v2;v30;v1+v2+v3=v
v!
v1!v2!v3!
1X
p=0
j@v1 ~k
i(K);kj(K0)
p;K00 jj@v2 ~Bki(K);pjj@v3 ~Bkj(K0);pj
for 1  i; j  2, then F i;j;vK;K0;K00 = F j;i;vK0;K;K00 . Hence for general  and any q 2 2N, we have
E[j@vXjqj]
 C
2X
i;j=1
 X
K;K0;K00
jKjjK 0jjK 00jE[(F i;j;vK;K0;K00)qj]
2
q
 q
2
+
X
K
jKj
X
K0
jK 0j(2E[(F i;j;vK;K0;K0)qj]
1
q + E[(F i;j;vK0;K0;K)
qj] 1q
2 q2
 C
 X
k;k0;K00
jK 00jE
 1X
p=0
RC(p+ 1)v+1(1  sn(T ))(2p 5)_0( ~Mp)k;k012p+2;k(K 00)
q 2q
q
2
+C
X
k
j0;kj
X
k0
j0;k0 j

E
 1X
p=0
RC(p+ 1)v+1
(1  sn(T ))(2p 5)_0pj0;kjpj0;k0 j ( ~Mp)k;k0
q 1q
+E
 1X
p=0
RC(p+ 1)v+1
(1  sn(T ))(2p 5)_0
j0;k0 j 12p+2;k\0;k0 6=;
q 1q2
q
2
by Lemma 1.12.
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Moreover, by Lemma 1.10, we have
E[j@vXjqj]  CE[RCsn(T ) (v+
2r+3
2 )qj]
 X
k;k0;K00
jK 00j
1X
p=0
( ~Mp)k;k012p+2;k(K00)
(p+ 1)2r
 q
2
+
X
k
X
k0
q
j0;k0 j
 1X
p=0

( ~Mp)k;k0
(p+ 1)r
2 122 q2
+
X
k
j0;kj
X
k0
 1X
p=0
12p+2;k\0;k0 6=;
(p+ 1)2r
 1
2
2 q2
:
Since (
P
p2N p)
1=q0 Pp2N 1=q0p for p  0 (p 2 N) and q0 > 1, we have
E[j@vXjqj]  CE[RCsn(T ) (v+
2r+3
2 )qj]
X
k;k0
1X
p=0
( ~Mp)k;k0 j2p+2;kj
(p+ 1)2r
 q
2
+
X
k
X
k01;k
0
2
q
j0;k01 j
q
j0;k02 j
1X
p1;p2=0
( ~Mp1)k;k01(
~Mp2)k;k02
(p1 + 1)r(p2 + 1)r
 q
2
+
X
k
j0;kj
X
k01;k
0
2
1X
p1;p2=0
12p1+2;k01\0;k 6=;
12p2+2;k02\0;k 6=;
(p1 + 1)r(p2 + 1)r
 q
2

Therefore, E[j@vXjqj] is less than the right-hand side of (1.21) since k ~Mp k 2,X
k
j0;kj12p1+2;k01\0;k 6=;12p2+2;k02\0;k 6=;  j2p1+3;k01 \ 2p2+3;k02 j;
X
k;k0
( ~Mp)k;k0 j2p+2;kj k ~Mp k (ln +mn) 12
1
2
2p+2;2  2(ln +mn)
1
2
1
2
2p+2;2;
and X
k
X
k01;k
0
2
q
j0;k01 j
q
j0;k02 j( ~Mp1)k;k01( ~Mp2)k;k02 k ~M?p1 ~Mp2 k
X
k
j0;kj  8T:
We will estimate E[jR2jqj] in the next step. Since
E[(@v(ZkZk0   ~Zk;p ~Zk0;p))2qj]
1
2q  Cq(T _ 1)(E[RC ] + 1C)(j2p+2;kj
1
2 + j2p+2;k0 j 12 );
Lemma 1.9 and the Cauchy-Schwarz inequality yield
E[j@vR2jqj] 
1
2q
X
k;k0
1X
p=0
X
v1;v20;v1+v2=v
v!
v1!v2!
E
Z
2p+2;k
@v1
~k;k
0
p;t  dWt
2q 12q
E

(@v2 (ZkZk0   ~Zk;p ~Zk0;p))2q
 12qq
 C
X
k;k0
1X
p=0
(p+ 1)v+1j2p+2;kj 12E[RC(1  sn(T ))2q(2p 5)_0j] 12q ( ~Mp)k;k0
(E[RC ] + 1C)(T _ 1)(j2p+2;kj
1
2 + j2p+2;k0 j 12 )
q
:
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Hence by the Holder inequality, we have
E[j@vR2jqj]  C(T q _ 1)(E[RC ] + 1C)E[RCsn(T ) (2v+2r+3)qj]
1
2

 1X
p=0
X
k;k0
( ~Mp)k;k0(j2p+2;kj+ j2p+2;kj1=2j2p+2;k0 j1=2)
(p+ 1)r
 2q
2q 1
q  12
 C(T q _ 1)(E[RC ] + 1C)E[RCsn(T ) (2v+2r+3)qj]
1
2

 1X
p=0

((ln +mn)2p+2;2)
1=2 _ 2p+2;1
(p+ 1)r
 2q
2q 1
q  12
:
Then E[jR2jqj] is less than the right-hand side of (1.21).
Furthermore, by Lemma 1.9 and the Cauchy-Schwarz inequality, we have
E[j@vR1jqj]  C
X
k;k0
E
@vZ 1X
p=0
(k;k
0
p;t   ~k;k
0
p;t )  dWtZkZk0
q 1qq
 C(E[RC ] + T q(18q)1=4)
X
k;k0
X
0v1v
E
 Z  1X
p=0
@v1 (
k;k0
p;t   ~k;k
0
p;t )
2
dt
q 12qq:(1.23)
Since  is independent of f(Xt; (~bit)i)gt, we can choose conditional expectation for which t 7! E[(
P1
p=0 @
v1
 (
k;k0
p;t  
~k;k
0
p;t ))
2qj] is Lebesgue integrable almost surely for 0  v1  v. Therefore, by (1.23) and similar argument to
the proof of Lemma 1.9, we have
E[j@vR1jqj]  C(E[RC ] + T q(18q)1=4)
X
k;k0
X
0v1v
Z
E
 1X
p=0
@v1 (
k;k0
p;t   ~k;k
0
p;t )
2q
j
 1
q
dt
 1
2
q
: (1.24)
By Lemma 1.10, (1.24), (1.22) and the estimates after that, we have
E[j@vR1jqj]
 C(E[RC ] + T q(18q)
1
4 )
X
k;k0
Z
E
 1X
p=0
(p+ 1)v+3R2v+9
(1  sn(T ))(2p 7)_0( ~Mp)k;k0 j2p+2;kj 12 (T 12 _ 1)12p+2;k0 (t)
2q 1q dt 12q
 C(E[RC ] + T q(18q)
1
4 )(T
q
2 _ 1)E[RCsn(T ) (2v+2r+7)qj] 12
X
k;k0
 1X
p=0
(( ~Mp)k;k0)
2j2p+2;kjj2p+2;k0 j
(p+ 1)2r
 1
2
q
 C(E[RC ] + T q(18q)
1
4 )(T
q
2 _ 1)E[RCsn(T ) (2v+2r+7)qj] 12
 1X
p=0
2p+2;1
(p+ 1)r
q
:
Then E[j@vR1jqj] is less than the right-hand side of (1.21). Similarly, we can see
E[j@vR3jq]  CE[RCsn(T ) (2v+2r+5)qj]
1
2 (E[RC ] + T q(18q)
1
4 )
 1X
p=0
p
(ln +mn)2p+2;2
(p+ 1)r
q
:
Hence E[j@v(Z?(M   ~M)Z=2)jqj] is less than the right-hand side of (1.21).
Similaly, we can see
E
@v12
1X
p=1
( 1)p
p
(tr(~Lp)  tr(~Lpp))
q
is less than the right-hand side of (1.21).
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Moreover,
E[j@v(~? ~M ~=2)jqj]  CE
 vX
v1=0
j@v1 ~j
2q vX
v2=0
k @v2 ~M k
q  CE[(RCsn(T ) (v+1)q)2j] 12 (2T )q(14q) 12
since
Pv
v2=0
k @v2 ~M k CR2v
P1
p=0((2p)
v _ 1)(2p v)_0n  CR2vsn(T ) (v+1).
We will estimate E[j@v(~? ~MZ^)jqj] at last. Let Lp;k;k0 = ((~L2p)2p   (~L2p+1)2p+1)k;k0 . ~? ~MZ^ can be
decomposed as
~? ~MZ^ =
X
k;k0
1X
p=0
Lp;k;k0 ~p;kZ^k0 +
X
k;k0
1X
p=0
Lp;k;k0(~k   ~p;k)Z^k0 = 1 + 2;
where
~p;k =
(
1L(p+1;k)
pjIkj=jb1L(p+1;k)^n j (k  ln)
2L(p+1;k)
pjJk ln j=jb2L(p+1;k)^n j (k > ln)
Then by the Burkholder-Davis-Gundy inequality, we obtain
E[j@v1jqj]  C
X
v1+v2=v
E
X
k0
X
k
1X
p=0
@v1 (Lp;k;k0 ~p;k)
2
(@v2 Z^k0)
2
 q
2

 C
X
v1+v2=v
X
k0
E
X
k
1X
p=0
@v1 (Lp;k;k0 ~p;k)
q
(@v2 Z^k0)
q
 2q
q
2
 CE[R4q] 12
vX
v1=0
X
k0
X
k
1X
p=0
E[(@v1 (Lp;k;k0 ~p;k))2qj]
1
2q
2 q2
:
Since
E[(@v1 (Lp;k;k0 ~p;k))2qj]
1
2q  C(2p+ 1)vE[RC 4q(2p 5)n j]
1
4q ( ~Mp)k;k0(
1
4q)
1
4q
q
j0;kj;
we obtain
E[j@v1jqj]  CE[R4q]
1
2 (14q)
1
4
X
k0
X
k1;k2
1X
p1;p2=0
E[RC 4q(2p1 5)n j]
1
4q (p1 + 1)
v(p2 + 1)
v
E[RC 4q(2p2 5)n j]
1
4q ( ~Mp1)k1;k0(
~Mp2)k2;k0
q
j0;k1 j
q
j0;k2 j
 q
2
 CT q=2E[R4q] 12 (14q)
1
4
 1X
p=0
E[RC 4q(2p 5)n j]
1
4q (p+ 1)v
q
:
Then E[j@v1jqj] is less than the right-hand side of (1.21) since
1X
p=0
E[RC 4q(2p 5)n j]
1
4q (p+ 1)v 
 1X
p=0
E[RC 4q(2p 5)n j](p+ 1)q(4v+
9
2 )
 1
4q
 1X
p=0
(p+ 1) 
9
8
1  14q
 CE[RCsn(T ) q(4v+5)j]1=4q:
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On the other hand, Lemma 1.9 yields
E[j@v2jqj]
 C
 1X
p=0
X
k;k0
E

RC (2p v)_0n (2p+ 1)
v( ~Mp)k;k0
 vX
v1=0
j@v1 (~k   ~p;k)j
 vX
v2=0
j@v2 Z^kj
q 1qq
 CE[RC ]
X
p=0
X
k;k0
( ~Mp)k;k0E[R
C 2q(2p v)_0n (2p+ 1)
2qvj] 12q


E[RC ]
1
8q
q
j0;kj(28q)
1
8q jp+1;kj + E[RC ] 18q
q
j0;kj(18q)
1
8q (T
1
2 _ 1)
q
jp+1;kj
q
 CE[RC ](T q2 _ 1)((18q)
1
8 + (28q)
1
8 )
 1X
p=0
E[RC 2q(2p 4)_0n j](p+ 1)(2v+6)q
 1
2

 1X
p=0
1
(p+ 1)2
X
k;k0
( ~Mp)k;k0
q
j0;kj ((4p+ 1)rn)
 _ ((4p+ 1)rn)1=2
p+ 1
 2q
2q 1
 2q 1
2
 CE[RC ]rq(^ 12 )n (T 32 q _ 1)(ln +mn)
q
2 ((18q)
1
8 + (28q)
1
8 )E[RCsn(T )
 (2v+7)qj] 12 ;
where we use the fact rn_ r
1
2
n = T (rnT
 1) _T 12 (rnT 1) 12  (
p
T _1)r^ 12n . This complete the proof of (1.21).
We next estimate E[j@v ~H2n;sn(T ;)   @v ~H3n;sn(T ;)jqj]. Let J (k) = 1 (1  k  ln), J (k) = 2 (ln < k 
ln +mn) and B
i
k = jbiL(0;k);j=jbiL(0;k)^n j for 1  k  ln +mn; i = 1; 2. For p 2 Z+ and 1  k; k0  ln +mn,
we dene fk;k0p;t g; fk;k
0
p;t g as if follows.
1. the case k = k0:
 1
2
((~L2p)
2p)k;k(hZ^iT )k;k + 1
2
( B
J (k)
k )
22pL(0;k)(
~Mp)k;k
 (log jbJ (k)0;k;n j   log jb
J (k)
L(0;k)^n j)1fp=0g +
1
4p
(((~L2p)
2p)k;k   2pL(0;k)^n( ~Mp)k;k)1fp1g
=
Z
k;kp;t  dWt +
Z
k;kp;t dt:
2. the case (k  ln and k0 > ln) or (k > ln and k0  ln):
 1
2

( B1k B
2
k + B
J (k)
k )
2p+1
L(0;k)^nL(0;k);   B
J (k)
k0 
2p+1
L(0;k0 )^nL(0;k0 );
	
( ~Mp)k;k0( ~M0)k;k0 + 1
2
((~L2p+1)
2p+1)k;k0(hZiT )k;k0 =
Z
k;k
0
p;t  dWt +
Z
k;k
0
p;t dt:
3. other case : We set k;k
0
p;t  0 and k;k
0
p;t  0.
Then by Ito^'s formula, we obtain
j
X
k;k0
@v
k;k
0
p;t j  CRC(p+ 1)v+1(2p v 1)_0T
X
k
f( ~Mp)k;k + ( ~Mp+1)k;kg12p+2;k(t);
j
X
k;k0
@v
k;k0
p;t j  CRC(p+ 1)v+2(2p v 2)_0T
X
k
f( ~Mp)k;k + ( ~Mp+1)k;kg12p+2;k(t):
Moreover, we have
~H2n;sn(T ;)  ~H3n;sn(T ;) =
Z X
k;k0
1X
p=0
k;k
0
p;t  dWt +
Z X
k;k0
1X
p=0
k;k
0
p;t dt:
Therefore we obtain the conclusion by Lemma 1.10.
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Lemma 1.14. 1. Assume that [A1]; [A2] hold and fb 1n (ln +mn)gn is tight. Then
sup

b 1n j@vHn()  @v ~H3n;sn(T ;)j !p 0
as n!1 for 0  v  3, where sn = r1=42n ^ ((1  j0j)=2).
2. Let 0  v  3, q 2 2N; q > n1,   1, and fsngn2N be stochastic processes which satisfy [S]. Assume that
[A1]; [A2]; [A4-(2q); ] hold,
lim sup
n!1
E[sn(T )
 (2v+2[]+12)q] <1 and lim sup
n!1
E[b 2qn (ln +mn)
2q] <1: (1.25)
Then there exists n0 2 N such that
sup
nn0
E

sup

b 1=2n j@vH^n(; sn)  @v ~H3n;sn(T ;)j
q
<1:
Proof. We rst prove 2. Since frngn is bounded and rn !p 0 as n ! 1, we have limn!1E[rq0n ] = 0 for any
q0 > 0. Then by [A1]; [A4-(2q); ]; (1:25), Lemma 1.13 with r = [] + 2, Cauchy-Schwarz inequalities, Jensen's
inequality and the estimate 2p+2;2  rn(8p+9)2p+2;1, we have limn!1 sup E[b q=2n j@v(H^n  ~H1n)jq] = 0 for
0  v  4. Hence limn!1E[b q=2n sup j@v(H^n   ~H1n)jq] = 0 for 0  v  3 by Sobolev's inequality. Similarly,
we have limn!1E[b
 q=2
n sup j@v( ~H2n   ~H3n)jq] = 0 for 0  v  3.
We estimate ~H1n   ~H2n in the next step. Let 0  v  4 and  be deterministic. By Ito^'s formula and
symmetry of ~M , we have
~H1n(t)  ~H2n(t) =  
1
2
X
k;k0
~Mk;k0

Z^k;tZ^k0;t   (hZ^it)k;k0
	
=  
X
k;k0
~Mk;k0
Z t
0
Z^k;sdZ^k0;s:
Therefore, f@v( ~H1n(t)  ~H2n(t))g0tT is the martingale. By the Burkholder-Davis-Gundy inequality, we obtain
E[j@v( ~H1n   ~H2n)jq]  CE[h@v( ~H1n   ~H2n)iq=2T ] (0  v  4):
Moreover,
h@v( ~H1n   ~H2n)iT  CR4 k ~M0 k
 X
0j1+j2v
j(@j1 Z^)j k fj@j2 ~Mk;k0 jgk;k0 k
2
;
where j(@j1 Z^)j2 =
P
k supt j@j1 Z^k;tj2. Since E[j(@jZ^)j2q]  CE[R4q](ln+mn)q; k ~M0 k 2 and k fj@j ~Mk;k0 jgk;k0 k
CR2j(1  T ) j 1 for 0  j  4, we have
b
  q2
n E[j@v( ~H1n   ~H2n)jq]  CE[RC ]E[(b 1n (ln +mn))q=2]E[RC(1  T ) 2(v+1)q]1=2
for general . Then by Sobolev's inequality, there exists n0 2 N such that
sup
nn0
E

sup

b
  12
n j@v( ~H1n   ~H2n)j
q
<1
for 0  v  3. This completes the proof of 2.
Finally, we prove 1. Since j2p+2;ij  C(p+1)irin(ln+mn) and j2p1+3;2p2+3j  C(p1+1)(p2+1)(ln+mn)2rn
for p1; p2 2 Z+ and i = 1; 2, by Lemma 1.13 with r = 3, we have
sup
2Qn1\
E[j@v(H^n(; sn)  ~H1n;sn(T ;))jqj]  C(1 + r
  q4
n )(1 + r
q(^ 12 )
n (ln +mn)
q
2 + r
q
2
n (ln +mn)
q)
for q 2 2N, q > n1 and 0  v  4. Therefore, by Lemma 1.11 2., the assumptions and the inequality
T =
P
I jIj  rnln, we obtain fb 1n r 1n gn is tight and
sup

b 1n j@v(H^n(; sn)  ~H1n;sn(T ;))j !p 0
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as n ! 1 for 0  v  3. Similarly, we obtain sup b 1n j@v( ~H2n;sn(T ;)   ~H3n;sn(T ;)j !p 0 as n ! 1 for
0  v  3.
Moreover, similarly to the proof of 2., we have
E[jb 1n @v( ~H1n   ~H2n)jqj]  CE[RC ]b q=2n (b 1n (ln +mn))q=2E[RC(1  T ) C ]
for q > n1 and 0  v  4. Hence by Lemma 1.11 2., we have b 1n sup j@v( ~H1n   ~H2n)j !p 0 as n ! 1 for
0  v  3.
Moreover, since P [(sn) < T ] ! 0 as n ! 1, b 1n sup j@v(Hn()   H^n(; sn))j !p 0 as n ! 1, which
completes the proof.
Lemma 1.15. Assume [A30]. Then
sup
2
j	p;1(f(; ); ap)j !p 0 and sup
2
j	p;2(f(; ); cp)j !p 0
as n!1 for p 2 Z+ and f(t; ) : random variable dened on [0; T ]  such that f is continuous with respect
to (t; ).
Proof. Let ffkgk be step functions such that supt; jf(t; )   fk(t; )j !p 0 as k ! 1. By [A30], we obtain
sup j
R T
0
fk(t; )p;1n (dt) 
R T
0
fk(t; )ap(t)dtj !p 0 as n!1 for any k 2 N.
Since f0;1n ([0; T ))gn is tight, for any ;  > 0, there exists K 2 N such that
P

sup

 Z T
0
(f   fk)p;1n (dt)
 _ sup

 Z T
0
(f   fk)ap(t)dt
 >  <  (k  K;n 2 N):
Then there exists N 2 N such that P [sup j	p;1(f(; ); ap)j > 3] < 2 for n  N . Similarly, we have
sup j	p;2(f(; ); cp)j !p 0 as n!1.
Proof of Proposition 1.3.
We rst prove 1. By Lemma 1.14, it is sucient to show sup jb 1n @v ~H3n(T ;)  
R T
0
@vh
1
t ()dtj !p 0 as
n!1 for 0  v  3, where sn = r1=42n ^ ((1  j0j)=2).
Since P [(sn) < T ]! 0 as n!1,
1X
p=0
2X
i=1
sup

 Z T
0
(@vDip(t ^ (sn); t;)  @vDip(t; t;))p;in (dt)
!p 0
as n!1 for 0  v  3.
Moreover, by Lemma 1.15, sup j	p;1(@vD1p(; ;); ap)j !p 0 as n!1 for p 2 Z+ and 0  v  3.
Then by Lemma 1.3, the tightness of f0;1n ([0; T ))gn, and the estimates p;1n ([0; T ))  0;1n ([0; T )) and
j@vD1p(t; t; )j  CRC (2p v)_0T (p+ 1)v, we have
1X
p=0
sup

j	p;1(@vD1p(; ;); ap)j !p 0
as n!1 for 0  v  3. Similarly, we obtain
1X
p=0
sup

j	p;2(@vD2p(; ;); cp)j !p 0
as n!1 for 0  v  3. Since h1t () =
P1
p=0(D1p(t; t;)ap(t) +D2p(t; t;)cp(t)), we obtain 1.
We next prove 2. First, [S-((2v+2[]+12)q); ] and the estimate p;in ([0; T ))  0;i([0; T ))  b 1n (ln+mn) (p 2
Z+) yield
sup
n
E

sup

b 2qn 1X
p=0
2X
i=1
Z T
0

@vDip(t ^ (sn); t;)  @vDip(t; t;)
	
p;in (dt)
q <1
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for 0  v  3.
Then by Lemma 1.14, it is sucient to show that there exists n0 2 N such that
sup
nn0
E

sup

bn 1X
p=0

	p;1(@vD1p(; ;); ap) + 	p;2(@vD2p(; ;); cp)
	q <1:
By [A30-q; ] and independence of fngn and X, we have
sup
nn0
E
bn 1X
p=0
	p;1(@vD1p(; ;); ap)
q
 C
1X
p=0
1
(p+ 1)2
sup
nn0
E[(bn(p+ 1)
2j	p;1(@vD1p(; ;); ap)j)q]
 C
1X
p=0
(p+ 1)CE

sup
t
j@vD1p(t; t;)jq + !(@vD1p(; ;))q

(1.26)
for 0  v  4,  in [A30-q; ] and n0 which is renewed if necessary.
By Ito^'s formula, we obtain
E[j@vD1p(t; t;)  @vD1p(s; s;)jq]  CE[((p+ 1)v+2(2p v 2)_0T RC)q]jt  sjq=2
for s < t.
Hence by Kolmogorov's criterion( [39] Theorem (2.1)) and its proof, we have
E[!(@
v
D1p(; ;))q]  CE[((p+ 1)v+2(2p v 2)_0T RC)q]: (1.27)
(1.26),(1.27) yield sup supnn0 E[jbn
P1
p=0	
p;1(@vD1p(; ;); ap)jq] < 1. Then by Sobolev's inequality, we
have supnn0 E[sup jbn
P1
p=0	
p;1(@vD1p(; ;); ap)jq] < 1 for 0  v  3. Similarly, there exists n1 2 N such
that
supnn1 E[sup jbn
P1
p=0	
p;2(@vD2p(; ;); cp)jq] <1 for 0  v  3.
1.7.3 Proof of Lemmas 1.7 and 1.8
Proof of Lemma 1.7.
Let G[s;t) = fGI;JgL(I);L(J)2[s;t) for 0  s < t  T , f0igl
0
i=1 be the eigenvalues of G[s;t)G
?
[s;t) and f
(s)
1 (t) =
f1(t; B
1
sB
2
s ; s; s;). Since jb 1n tr((G[s;t)G?[s;t))p)   p;1n ([s; t))j !p 0 as n ! 1 by a similar argument to the
proof of Lemma 1.4, we have Z t
s
ap(u)du = P- lim
n!1 b
 1
n
l0X
i=1
(0i)
p;
where P- lim denotes the limit in probability. Moreover, similarly to the proof of Lemma 1.2, we have supi j0ij 
1.
Let gi = gi(s) =
p
1  0i2s, gi; = gi(s;). Then since
A()

 A()  a0 =
1X
p=1
ap
2p



  1

  a0 =
1X
p=0
ap+1
2p+1  
1X
p=0
ap
2p;
Z 

A(0)
0
d0 =
1
2
1X
p=1
ap
p
(2p   2p )
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for ;  2 ( 1; 1), we haveZ t
s
f
(s)
1 (u)du
= P- lim
n!1 b
 1
n
l0X
i=1

1 + log(B1sB
2
s ) +B
1
sB
2
s
1X
p=0
 
(0i)
p+12p+1s s;   (0i)p2ps

+
1
2
1X
p=1
(0i)
p
p
(2ps   2ps;)

= P- lim
n!1 b
 1
n
l0X
i=1

1 +B1sB
2
sg
 2
i (
0
iss;   1) + log(B1sB2sgi;g 1i )
	
= P- lim
n!1 b
 1
n
l0X
i=1

B1sB
2
sg
 2
i (
0
iss;   1) +B1sB2sgi;g 1i + F (B1sB2sgi;g 1i )
	
(1.28)
by Lemma 1.3. Since
g 2i (
0
iss;   1) + gi;g 1i =  
(0iss;   1)2   g2i;g2i
g2i (1  0iss; + gi;gi)
=   
0
i(s   s;)2
g2i (1  0iss; + gi;gi)
  0i(s   s;)2=3 (1.29)
and B1sB
2
sgi;g
 1
i   1  R4=
p
1  2T , it follows thatZ t
s
f
(s)
1 (u)du  P- limn!1 b
 1
n
l0X
i=1

 B
1
sB
2
s
0
i
3
(s   s;)2   1  
2
T
4R8
(B1sB
2
sgi;g
 1
i   1)2

from (1.28),(1.29) and Lemma 1.6.
Moreover, since
(B1sB
2
sgi;g
 1
i   1)2  (B1sB2sgi;   gi)2  g2i;(B1sB2s   1)2=2  (gi   gi;)2
= g2i;(B
1
sB
2
s   1)2=2  (0i)2(s   s;)2(s + s;)2=(gi + gi;)2
 (1  2T )(B1sB2s   1)2=2  0i(s   s;)2=(1  2T );
we obtainZ t
s
f
(s)
1 (u)du
  B
1
sB
2
s (s   s;)2
3
Z t
s
a1(u)du  1  
2
T
4R8

(1  2T )(B1sB2s   1)2
2
Z t
s
a0(u)du  (s   s;)
2
1  2T
Z t
s
a1(u)du

=  

B1sB
2
s
3
  1
4R8

(s   s;)2
Z t
s
a1(u)du  (1  
2
T )
2
8R8
(B1sB
2
s   1)2
Z t
s
a0(u)du
  C1
Z t
s

a1(u)(s   s;)2 + a0(u)(B1sB2s   1)2
	
du:
Since s < t is arbitrary, we obtainZ t
s
f1(u;B
1
uB
2
u; u; u;)du   C1
Z t
s

a1(u)(u   u;)2 + a0(u)(B1uB2u   1)2
	
du:
Then we have
f1(t; B
1
tB
2
t ; t; t;)   C1

a1(t)(t   t;)2 + a0(t)(B1tB2t   1)2
	
dt P - a:e: (t; !):
Similar argument using the eigenvalues of G?[s;t)G[s;t) instead of that of G[s;t)G
?
[s;t) yields
f2(t; B
1
tB
2
t ; t; t;)   C1

a1(t)(t   t;)2 + c0(t)(B1tB2t   1)2
	
dt P - a:e: (t; !):
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Proof of Lemma 1.8.
For the case that observation intervals fIg; fJg are synchronous and equi-spaced : jIj = jJ j = T=[bn], we
obtain a0  c0  a1  1, A() = 2=(1 2). Let us denote yt by yt;0 for the synchronous, equi-spaced sampling
case, then by (1.9) we have
yt;0 =   (B
1
t  B2t )2
2(1  2t )
+ 1 + logB1tB
2
t +
1
2
log
1  2t;
1  2t
+B1tB
2
t
tt;   1
1  2t
=   (B
1
t  B2t )2
2(1  2t )
+ F
0@B1tB2t
s
1  2t;
1  2t
1A+B1tB2t
0@tt;   1
1  2t
+
s
1  2t;
1  2t
1A :
Since B1tB
2
t
q
1  2t;=
p
1  2t  R 4
p
1  2T , by Lemma 1.6 and similar argument to (1.29), it follows that
yt;0    (B
1
t  B2t )2
2(1  2T )
 
 
log
R4p
1  2T
_ 1
!0@B1tB2t
s
1  2t;
1  2t
  1
1A2  R4 (t   t;)2
(1  2T )2
:
Since
(B1tB
2
t
q
1  2t;=
q
1  2t   1)2 
2(B1tB
2
t   1)2 + 2(
q
1  2t;  
p
1  2t )2
1  2T
 2(B
1
tB
2
t   1)2
1  2T
+
(t;   t)2(t; + t)2
2(1  2T )2
;
there exists a positive random variable R0 which does not depend on ; ; t such that E[(R0)q] < 1 for any
q > 0 and
yt;0   R0

(B1t  B2t )2 + (B1tB2t   1)2 + (t   t;)2
	
:
By integrating with respect to t, we have the desired conclusion.
1.7.4 Proof of Proposition 1.5 and Theorem 1.2
Proof of Proposition 1.5.
We use Theorem 2 in Yoshida [54].
Let 1 = , 2 = 1=2  , 0 < 02 < ; 0 <  < 1^ (02=2),  = =(1 ) and 0 < 01 < 1^  ^ (21=(1 )).
Let
Y^n(;) = b 1n (H^n()  H^n());  ^n() =  b 1n @2H^n();
then it is sucient to prove the following ve conditions for any L > 0.
1. There exists cL > 0 such that for any r > 0, we have P [  r (02 2)]  cL=rL and P [fr 01 juj2 
u? u=4 for any u 2 Rn1gc]  cL=rL.
2. For M1 = L(1  01) 1, supnE[(b 1=2n j@H^n()j)M1 ] <1.
3. For M2 = L(1  22   02) 1,
sup
n
E

sup

b
1
2 2
n jY^n(;)  Y(;)j
M2
<1:
4. For M3 = L(   01) 1, supnE[(b 1n sup j@3H^n()j)M3 ] <1.
5. For M4 = L(21=(1  )  01) 1, supnE[(b1n j ^n()   j)M4 ] <1.
1.7. PROOFS 43
By using Taylor's formula for h1t ()   h1t (), we obtain   infu2Rn1nf0g u? u=(2juj2). Then [H]
yields 1. Moreover, 3: and 5: obviously hold by Proposition 1.3 2. By Proposition 1.3 and the estimate
E[(sup j
R T
0
@3h
1
t ()dtj)M3 ] <1, 4: also holds. Finally, Lemma 1.14, [S-q0; 2q0] for some suciently large q0
and the estimate @ ~H
3
n(T ;)  0 on f(sn) = Tg show 2.
Proposition 1.10. Assume [A1]   [A4]. Then (Vn(u1);    ;Vn(uk)) !s-L (V(u1);    ;V(uk)) as n ! 1 for
k 2 N, u1;    ; uk 2 Rn1 , where Vn(u) = b 1=2n @Hn()u+ b 1n u?@2Hn()u=2, V(u) = u? 1=2N  u? u=2 and
N is dened before the statement of Theorem 1.2. Moreover,
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1
t () = A(t;)
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t;
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Proof. By (1.8) we have
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:
Since B1t; = B
2
t; = 1 and each term of the right-hand side of the previous equation has a factor which equals
0 if we substitute  = , it follows that
@2h
1
t () = (@B
1
t;@B
2
t; + @B
2
t;@B
1
t;)A   ((@B1t;)2 + (@B2t;)2)A   (@B1t; + @B2t;)A
@t;
t;
 2a0(@B1t;)2   2c0(@B2t;)2   @A(t;)
(@t;)2
t;
+A @t;
t;

@t;
t;
  @B1t;   @B2t;

= A

@t;
t;
  @B1t;   @B2t;
2
  @A(t;) (@t;)
2
t;
  2(a0 +A)(@B1t;)2   2(c0 +A)(@B2t;)2;
where A = A(t;).
On the other hand, for u 2 Rn1 , let sn(t) = (1   t)=2, 1 = b 1=2n (@H()   @H^n(; sn))u, 2 =
b
 1=2
n (@H^n(; sn)+
P3
i=1( 1)i@ ~Hin;sn(T ;))u, 3 = b 1n u?@2Hn()u=2+u? u=2, 4 = b 1=2n @ ~H3n;sn(T ;)
and ~Xt = ~Xt;n(u) = b 1=2n (@ ~H1n;sn(t;)  @ ~H2n;sn(t;))u. Then
Vn(u) = ~XT;n(u)  1
2
u? u+
4X
j=1
j :
As n ! 1, since P [(sn) < T ] ! 0, we have 1 !p 0. By [A1]   [A4] and Lemmas 1.11 and 1.13 with
q = 2, we have 2 !p 0. Furthermore, we obtain 3 !p 0 by Proposition 1.3. Moreover, 4 !p 0 since
P [(sn) < T ]! 0 and @ ~H3n;sn(T ;)  0 on f(sn) = Tg.
Then it is sucient to show
kX
i=1
vi( ~XT;n(ui)  1
2
u?i ui)!s-L
kX
i=1
viV(ui)
as n!1 for any v1;    ; vk 2 R and u1;    ; uk 2 Rn1 .
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Let Fyt = \t0>tfFt0
W
(fngn)g for t 2 [0; T ) and FyT = FT
W
(fngn). Then fWt;Fyt g0tT is also a
Wiener process and f ~Xt(u);Fyt gt is a martingale for u 2 Rn1 . By Theorem 2-1 of Jacod [23], it is sucient to
show that
h ~X;n(u)it !p u? tu; h ~X;n(u);W it !p 0; h ~X;n(u); N 0it !p 0
as n ! 1 for any t 2 [0; T ], u 2 Rn1 and N 0 2 Mb(W?), where  t =  
R t
0
@2h
1
s ()ds and Mb(W?) is the
class of all bounded Fyt -martingales which are orthogonal to W .
By Ito^'s formula and symmetry of ~M , we obtain
~Xt =  b 
1
2
n
X
k1;k2
@

~Mk1;k2
Z t
0
Z^k1;sdZ^k2;s

=
u:
Hence it is obvious that h ~X ; N 0it = 0 for all N 0 2Mb(W?).
Moreover,
h ~X ;W iit =  b 
1
2
n
X
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X
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@v1 ~Mk1;k2
Z t
0
@v2 Z^k1;sdh@v3 Z^k2 ;W iisu
=  b  12n
X
k
Z t
0
R
(0;k)s
b
J (k)
v; dWvpj0;kj Bik;sds+ op(1)
for i = 1; 2, where J (k) = 1 (1  k  ln), J (k) = 2 (ln < k  ln +mn) and
Bik;s =
X
k2
X
v1+v2+v3=1
@v1 ~Mk;k2@
v2


jbJ (k)0;k;(sn)j 1

b
J (k2);i
L(0;k);@
v3


jbJ (k2)L(0;k)^(sn)j 1
 10;k2 (s)pj0;k2 ju:
On the other hand, we have
E
  b  12n X
k
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2
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0)
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
 b 1n E

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X
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( ~M0)k;k0
Z t
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0
jBik;s1 jjBik0;s2 jds1ds2

 b 1n E

RC
X
k
Z t
0
jBik;sjds
2
! 0
as n ! 1 since j@v( ~M)k;k0 j  CR2v(1   T ) (v+5=2)M 0k;k0 , where M 0k;k0 =
P1
p=0(
~Mp)k;k0=(p + 1)
2. Hence we
have h ~X ;W it !p 0 as n!1 for any t 2 [0; T ].
Then it is sucient to show h ~X (u)it !p u? tu as n!1 for any t 2 [0; T ] and u 2 Rn1 .
h ~Xit
= b 1n u
?
X
k1;k2;k3;k4
Z t
0
@

~Mk1;k2Z^k1;s
b
J (k2)
s;
jbJ (k2)0;k2 ;(sn)j

@

~Mk3;k4Z^k3;s
b
J (k4)
s;
jbJ (k4)0;k4 ;(sn)j

10;k2\0;k4 (s)pj0;k2 jpj0;k4 jds

=
u
= b 1n
X
k1;k2;k3;k4
Z t
0
~Bk1;k2  ~Bk3;k4
Z 0k1;sZ
0
k3;spj0;k1 jpj0;k3 j 10;k2\0;k4 (s)pj0;k2 jpj0;k4 jds+ op(1); (1.30)
where ~Bk1;k2 = @
 
~Mk1;k2 jbJ (k2)L(0;k1 )^(sn)j
 1jbJ (k1)0;k1 ;(sn)j
 1j=bJ (k2)L(0;k1 );u and Z 0k;s = R(0;k)s bJ (k)v; dWv.
Ito^'s formula yields
Z 0k1;sZ
0
k3;s =
Z s
0
Z 0k1;vdZ
0
k3;v +
Z s
0
Z 0k3;vdZ
0
k1;v + hZ 0k1 ; Z 0k3is: (1.31)
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Moreover, let
Fk(v; s) =
X
k1;k2;k4
~Bk1;k2  ~Bk;k4
Z 0k1;vpj0;k1 jpj0;kj 10;k2\0;k4 (s)pj0;k2 jpj0;k4 j ;
then we have
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v
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X
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Then we obtain
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X
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0
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2n
=
X
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0
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X
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X
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Hence we obtain
b 1n
X
k
Z t
0
Z s
0
Fk(v; s)dZ
0
k;vds!p 0 (1.32)
as n!1 by Lemma 1.11.
By (1.30)-(1.32), we have
h ~Xit = b 1n
X
k1;k2;k3;k4
Z t
0
~Bk1;k2  ~Bk3;k4
hZ 0k1 ; Z 0k3ispj0;k1 jpj0;k3 j 10;k2\0;k4 (s)pj0;k2 jpj0;k4 jds+ op(1):
Let
L^p(1; 2) =

1(GG
?)p  2(GG?)pG
 2(G?G)pG? 1(G?G)p

; B^(x; y) =

xEln 0
0 yEmn

;
D0(t) =
1X
p=0
@
n
B^(B1t ; B
2
t )L^p(
2p
t ; 
2p+1
t )B^(B
1
t ; B
2
t )
o
=
and
D^(t) =
 D^11(t) D^12(t)
D^21(t) D^22(t)

= D0(t)L^0(1; t;);
where El denotes the unit matrix of size l. Then by [A2] and the estimate P [(sn) < T ]! 0, we obtain
h ~Xit = b 1n u?
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(D0(L(0;k1)))k1;k2(D0(L(0;k1)))k3;k4
b
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Since for intervals K1;K2, we haveZ t
0
Z s
0
1K1(v)1K2(s)dvds+
Z t
0
Z s
0
1K2(v)1K1(s)dvds = j(K1)tjj(K2)tj;
then by symmetry of D0, we have
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((D^(L(0;k)))2)k;ku+ op(1):
On the other hand, for p 2 Z+, x; y 2 R, 1; 2;  2 [ 1; 1], we can write
B^(x; y)L^p(1; 2)B^(x; y)L^0(1; ) =

x21(GG
?)p   xy2(GG?)p+1 (x21   xy2)(GG?)pG
(y21   xy2)(G?G)pG? y21(GG?)p   xy2(G?G)p+1

:
Then for Q1t = (@B1t;   @B2t;) + @t;=t;, Q2t = (@B2t;   @B1t;) + @t;=t;, we have
D^11(t)
=
1X
p=0

(2@B
1
t;
2p
t; + 2p@t;
2p 1
t; )(GG
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Similarly, we have
D^22(t) = 2@B2t;Emn +Q2t
1X
p=1
2pt;(G
?G)p;
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D^12(t) =  Q2t
1X
p=0
2p+1t; (GG
?)pG; D^21(t) =  Q1t
1X
p=0
2p+1t; (G
?G)pG?:
Then by the estimate ap  cp (p  1), [A3] and Lemma 1.15, it follows that
h ~Xit = 1
2
b 1n u
?
 X
i;L(Ii)2[0;t)
(D^211 + D^12D^21)ii(L(Ii)) +
X
j;L(Jj)2[0;t)
(D^222 + D^21D^12)jj(L(Jj))

u+ op(1)
= u?
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1
s;)
2a0(s) + 2(@B
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s;)
2c0(s) + (@B
1
s;Q1s +Q1s@B1s;)A(s;)
+(@B
2
s;Q2s +Q2s@B2s;)A(s;) +
Q1sQ2s +Q2sQ1s
2
1X
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1X
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+
(Q1s)2 + (Q2s)2
2
1X
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1X
p2=1
2p1+2p2s; ap1+p2(s)

dsu+ op(1):
Since
1X
p1=0
1X
p2=0
2p1+2p2+2s; ap1+p2+1(s) =
@A(s;)s;
2
;
1X
p1=1
1X
p2=1
2p1+2p2s; ap1+p2(s) =
@A(s;)s;
2
 A(s;);
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we have
h ~Xit = u?
Z t
0

2(a0(s) +A(s;))(@B1s;)2 + 2(c0(s) +A(s;))(@B2s;)2 +
(Q1s +Q2s)2
4
@A(s;)s;
 A(s;)
2

(Q1s   2@B1s;)2 + (Q2s   2@B2s;)2
	
dsu+ op(1)
= u? tu+ op(1):
Proof of Theorem 1.2.
1. Since  is open, there exists  > 0 such that O(; ) = f; j   j < g  . For ^n 2 O(; ),we have
 @Hn() =
Z 1
0
@2Hn( + u(^n   ))(^n   )du
since @Hn(^n) = 0. Therefore, for ~ n =  b 1n
R 1
0
@2Hn( + u(^n   ))du, we obtain b1=2n (^n   ) =
~  1n b
 1=2
n @Hn() on fdet ~ n 6= 0 and ^n 2 O(; )g. Then since Proposition 1.3 and Theorem 1.1 yield
P [det ~ n = 0]! 0, P [^n 2 O(; )c]! 0 and ~  1n 1fdet ~ n 6=0g !p   1, we have b
1=2
n (^n   )!s-L   1=2N by
Proposition 1.10.
2: Let sn(t) = (1   t)=2 for n 2 N and t 2 [0; T ] and f0ngn2N be random variables where 0n maximizes
H^n(; sn) and 0n  ^n on f(sn) = Tg. We rst show the statement of Theorem 1.2 replacing ^n with 0n.
To this end, we extend Zn(;) to a continuous function which is dened on Rn1 , tend to zero as juj ! 1,
and has the same supremum as Zn(;). We denote the extension of Zn(;) by the same symbol.
Let Z(u; ) = exp(u? 1=2N   u? u=2) and B(R0) = fu; juj  R0g for R0 > 0. Then it is sucient to show
that lim supn!1E[jb1=2n (0n   )jp] <1 for any p > 2 and Zn(; )!s-L Z(; ) in C(B(R0)) as n!1 for
any R0 > 0, by virtue of Theorem 5 and Remark 5 in Yoshida [54].
By Lemmas 1.14 and 1.1 and Proposition 1.3, for any R0 > 0, there exists n0 2 N such that
sup
nn0
E
"
sup
u2C(B(R0))
j@u logZn(u;)j
#
<1:
Then by Propositions 1.3 and 1.10 and tightness criterion in C space in Billingsley [8] which can be extended
to the one in C(B(R0)), it follows that logZn(; )!s-L logZ(; ) in C(B(R0)) as n!1.
On the other hand, for any p > 2, let L > p, then by Proposition 1.5 and Lemma 1.1, we have
P [jb 12n (0n   )j  r]  P
"
sup
u2Vn(r;)
Zn(u; )  1
#
 CL
rL
(r > 0):
Therefore we obtain supnE[jb1=2n (0n   )jp] < 1. This complete the proof of the statement of Theorem 1.2
for 0n.
We will prove the statement for ^n. By [A1]; [A2-q; ] for any q > 2 _ n1, and Lemma 1.1, we have
P [(sn) < T ] = O(b
 
n ) for any  > 0. Then it follows that b
1=2
n (^n   )!s-L   1=2N as n!1 by the result
for 0n and the inequality
P [0n 6= ^n]  P [(sn) < T ] = O(b n )
for any  > 0.
Moreover, for any continuous function f of at most polynomial growth, we have
jE[f(b1=2n (^n   ))]  E[f(b1=2n (0n   ))]j  C(1 + b1=2n R00)CP [0n 6= ^n]! 0
as n!1, where R00 denotes the diameter of the parameter space .
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Proof of Theorem 1.3. Similarly to the argument in the proof of Theorem 1.2, we have P [Hn  H^n(; sn)] =
1 O(b n ) for any  > 0, where sn(t) = (1  t)=2. Then by virtue of Theorem 10 in Yoshida [54], it is sucient
to show that there exists n00 2 N such that
sup
nn00
E
Z
Un()
Zn(u)( + b 1=2n u)du
 1
<1: (1.33)
By Proposition 1.3 and Lemmas 1.14 and 1.1, for any  > 0, there exists p 2 2N; p > n1 _ 2, n00 2 N and C0 > 0
such that
sup
nn00
E[jH^n( + b 1=2n u)  H^n()jp]  C0jujp
for any u 2 U 0() where U 0() = fu 2 Rn1 ; juij   (i = 1; : : : ; n1)g. Then we have (1.33) by Lemma 2 in
Yoshida [54].
1.7.5 Proof of Propositions 1.6 - 1.9
First, we look back Rosenthal-type inequalities in Doukhan and Louhichi [12] (Theorem 3 and Lemma 7).
Theorem 1.4. (Rosenthal-type inequalities) Let q  2 and q 2 N. Let fX 0ngn2N be a centered process, 0 = 1=4
and
k = sup
i;j2N;j ik
sup
A2(X0l ;li)
sup
B2(X0m;mj)
jP (A \B)  P (A)P (B)j
for k 2 N. Suppose k ! 0 (k !1). ThenE nX
j=1
X 0j
q  2q(2q   2)!(q   1)!
( 
nX
i=1
Z 1
0
( 1(u) ^ n)q 1QqX0i(u)du
!
_
 
nX
i=1
Z 1
0
( 1(u) ^ n)Q2X0i(u)du
! q
2
)
;
where  1(u) =
P1
k=0 1fk>ug and QX0(s) = infft > 0; P [jX 0j > t]  sg.
Proof of Proposition 1.6.
In this proof, general constants denoted by C do not depend on n; p; f .
By Lemma 1.2, we obtain
((GG?)p)II _ ((G?G)p)JJ k (GG?)p k _ k (G?G)p k 1
for p 2 Z+. Hence bnp;in ([tk 1; tk))  N itk   N itk 1 + 1 for 1  k  [bn], p 2 Z+ and i = 1; 2. Therefore we
obtain
sup
1k[bn]
E[ max
p2Z+;i=1;2
jbnp;in ([tk 1; tk))jq(1+)]  sup
k
E[max
i=1;2
(N itk  N itk 1 + 1)q(1+)]  C (1.34)
for suciently large n by [B1-(q(1 + ))].
For h > 0 and k 2 N, let
Ap;+h;t = \i=1;2 \l2[1;p^h 1(T t)]\N f!;N it+lh  N it+(l 1)h > 0g;
Ap; h;t = \i=1;2 \l2[1;p^h 1t]\N f!;N it (l 1)h  N it lh > 0g;
Apk;h := A
2p+1;+
[bn] 1hT;tk
\A2p+1; [bn] 1hT;tk 1 ;
where \; = 
.
Fix p 2 Z+, i = 1; 2 and a  Holder continous function f on [0; T ]. Then we have
p;in ([tk 1; tk))1Apk;h 2 Gn(k 2 [(2p+1)h])_0;(k+[(2p+1)h]+1)^[bn]:
Let  1(u) =
P1
k=0 1fnk>ug; f
n
k = ftnk 1 , 
0 = (1 + )=(2(1 +    )) and
X 0k = bnf
n
k

p;in ([tk 1; tk))1Ap
k;b
0
n
  E[p;in ([tk 1; tk))1Ap
k;b
0
n
]
	
;
1.7. PROOFS 49
then by Rosenthal-type inequalities, we obtain
E
b 1n [bn]X
k=1
X 0k
q  b qn 2q=2(2q   2)!(q   1)!
 [bn]X
k=1
Z 1
4
0
( 1(u) + 2[(2p+ 1)b
0
n ] + 3)
q 1QqX0k(u)du

_
 [bn]X
k=1
Z 1
4
0
( 1(u) + 2[(2p+ 1)b
0
n ] + 3)Q
2
X0k
(u)du
 q
2

 Cb qn [bn]q=2 sup
k
Z 1
4
0
( 1(u) + 2[(2p+ 1)b
0
n ] + 3)
q 1QqX0k(u)du
 C(p+ 1)q 1bq
0  q2
n
Z 1
0
( 1(u))
(1+)(q 1)
 du
 
1+

sup
k
Z 1
0
Q
q(1+)
X0k
(u)du
 1
1+
:
For suciently large n, since (1.12) and (1.34) hold,
R 1
0
Q
q(1+)
X0k
(u)du = E[jX 0kjq(1+)], (x + 1)q
0   xq0  q0(x+
1)q
0 1 (x  0; q0  1) and  1(u) = k0 if nk0  u < nk0 1, we haveZ 1
0
( 1(u))q
0
du =
1X
k=1
kq
0
(nk 1   nk )  q0
1X
k=0
(k + 1)q
0 1nk
for q0  1 and
E
b 1n [bn]X
k=1
X 0k
q  C(p+ 1)q 1bq0  q2n sup
t
jftjq:
On the other hand,
E
 [bn]X
k=1
fnk 
p;i
n ([tk 1; tk))1(Ap
k;b
0
n
)c
q  [bn] 1 [bn]X
k=1
sup
k
E[jN itk  N itk 1 + 1jq(1+)]
1
1+ sup
t
jftjqP [(Apk;b0n )
c]

1+ :
Moreover, by [B2-(q)], we obtain
P [(Ap
k;b0n
)c]  4(2p+ 1) sup
i=1;2
sup
t
P [N i
t+[bn] 1b
0
n T
 N it = 0]  C(p+ 1)b q
0
n :
Hence we have
E
 [bn]X
k=1
fnk 
p;i
n ([tk 1; tk))(1Ap
k;b
0
n
  1)
q  C(p+ 1)b  q01+n sup
t
jftjq:
Therefore we obtain
E
 [bn]X
k=1
fnk (
p;i
n ([tk 1; tk))  p;in ([tk 1; tk)))
q  C(p+ 1)q 1b qn sup
t
jftjq: (1.35)
Furthermore, Holder continuity of f and (1.34) yield
E
 [bn]X
k=1
Z tnk
tnk 1
(ft   fnk )dp;in
q  [bn]q 1!(f)q [bn]X
k=1
(T [bn]
 1)qE[p;in ([tk 1; tk))
q]  Cb qn !(f)q: (1.36)
By (1.35) and (1.36), we have
E
" Z T
0
ftd
p;i
n  
Z T
0
ftd
p;i
n
q
#
 C(p+ 1)q 1b qn

sup
t
jftjq + !(f)q
	
: (1.37)
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Since p 2 Z+ and i = 1; 2 are arbitrary, we obtain [A30-q; ] by (1.13) and (1.37).
Proof of Proposition 1.7.
1. For h > 0 and 1  i  [bn], let
A^p;+h;t = \n2+2r=1 \l2[1;p^h 1(T t)]\N f!;Nrt+lh  Nrt+(l 1)h > 0g;
A^p; h;t = \n2+2r=1 \l2[1;p^h 1t]\N f!;Nrt (l 1)h  Nrt lh > 0g;
A^pi;h := A^
2p+1;+
[bn] 1hT;ti
\ A^2p+1; [bn] 1hT;ti 1 :
Then ! 2 A^pi;j and ti 1 < R(0;k)  ti imply jp;kj  j(4p + 2)[bn] 1T for ! 2 
, 1  k  ln + mn,
n 2 N, 0  i  [bn] and j 2 N. Moreover, A^pi;j = 
 if j is suciently large for each i and p. Therfore, for
Ni = N
1
ti  N1ti 1 +N2ti  N2ti 1 and _Api;j = A^pi;j n [j 1j0=0A^pi;j0 , we obtain
E[(p;1)
q] = E
 [bn]X
i=1
X
k;R(0;k)2(ti 1;ti]
jp;kj
1X
j=1
1 _Api;j
q
 E
 [bn]X
i=1
1X
j=1
j  (4p+ 2)[bn] 1TNi1 _Api;j
q
 [bn]q 1
[bn]X
i=1
1X
j=1
jq  (4p+ 2)qT q[bn] qE[(Ni)q1 _Api;j ]
for p 2 Z+, since f _Api;jgj2N are disjoint. Then by [B1-(p01q)]; [B2-(p02(q+2)], the Holder inequality and a similar
estimate for P [(Apk;h)
c] in the proof of Proposition 1.6, we have
E[(p;1)
q]  C[bn] 1
[bn]X
i=1
1X
j=1
jq(4p+ 2)qP [(A^pi;j 1)
c]1=p
0
2  C(p+ 1)q
1X
j=1
jqfC(p+ 1)j p02(q+2)g
1
p02  C(p+ 1)q+1
for suciently large n.
In particular, by the Holder inequality and Jensen's inequality, we have
E

rq
0
n
1X
p=0
(2p+2)
q0
(p+ 1)q0+3

 E[r
qq0
q q0
n ]
q q0
q E
 1X
p=0
1
(p+ 1)2

(2p+2)
q
(p+ 1)
q+ q
q0

:
Therefore [A4-q0; (1 + 3=q0)] holds since rn !p 0 by the next Proposition 1.8.
2. The proof is similar to that of 1. For suciently large n, we have
E[(p1;p2)
q=2]  [bn]
q
2 1E
 [bn]X
i=1
1X
j=1
 X
R(0;k1 )2(ti 1;ti]
X
k2
jp1;k1 j ^ jp2;k2 j1p1+p2;k1\0;k2 6=;
 q
2
1 _Ap1+2p2+1i;j

 [bn]
q
2 1E
 [bn]X
i=1
1X
j=1
f(4p1 + 2)j ^ (4p2 + 2)jg
q
2 [bn]
  q2T
q
2 (Ni)
q
2

 2X
v=1
(Nv(ti+(2p1+2p2+1)j[bn] 1T )^T  Nv(ti 1 (2p1+2p2+2)j[bn] 1T )_0)
 q
2
1 _Ap1+2p2+1i;j

 C[bn] 1
[bn]X
i=1
1X
j=1
f(4p1 + 2)j ^ (4p2 + 2)jg
q
2 f(4p1 + 4p2 + 3)j + 1g
q
2P [(A^p1+2p2+1i;j 1 )
c]
1
p02 :
Since (a ^ b)(a+ b)  2ab (a; b  1), we obtain
E[(p1;p2)
q=2]  C
1X
j=1
(p1 + 1)
q
2 (p2 + 1)
q
2 jqfC(p1 + p2 + 1)j p02(q+2)g
1
p02  C(p1 + 1)q=2+1(p2 + 1)q=2+1;
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which completes the proof.
Proof of Proposition 1.8.
Let A0j = A^
[bnj
 1T ];+
jb 1n ;0
for j 2 N. Then since rn  2jb 1n on A0j , for suciently large n, we have
E[rqn] = E

rqn
1X
j=1
1A0jn[j 1j0=0A0j0


1X
j=1
(2jb 1n )
qP [(A0j 1)
c]  Cb qn
1X
j=1
jq  [bnj 1T ]  j q 1  Cb1 qn ;
where A00 = ;.
Proof of Proposition 1.9.
By [B2-q], there exists N 2 N such that
sup
nn0
max
i=1;2
sup
0tT N [bn] 1T
P [N it+N [bn] 1T  N it = 0] 
1
12
: (1.38)
For M = [bn=3N ], h = [bn]
 1T and sk = 3kNh, we have
a1 =
1
T
Z T
0
a1dt =
1
T
P- lim
n!1 b
 1
n
X
I;J
jI \ J j2
jIjjJ j =
1
T
P- lim
n!1 b
 1
n
MX
k=1
X
I;J;L(I)2[sk 1;sk)
jI \ J j2
jIjjJ j :
Let
A0k = ;; Ajk = A2;+jh;sk \A
1; 
jh;sk 1 ;
Ajk =
Ajk n [j 1j0=0 Aj
0
k ;
and
Ek = \3l=1fN1sk 1+lNh  N1sk 1+(l 1)Nh > 0g
for 1  k  M and j 2 N. Then for suciently large j, Ajk = 
. Moreover, for suciently large n, we have
inf1kM P [Ek]  3=4 by (1.38) andX
I;J;L(I)2[sk 1;sk)
jI \ J j2
jIjjJ j 
1X
j=1
X
I;J;L(I)2[sk 1;sk)
jI \ J j21 Ajk
((3N + j)h)((3N + 3j)h)

1X
j=1
(N + j) 2
9h2
1 Ajk
X
I;J;L(I)2[sk 1;sk)
jI \ J j21Ek :
For r 2 N and u > 0, we have x21 + : : :+ x2r  u2=r when xi  0 (1  i  r), x1 + : : :+ xr  u. HenceX
I;J;L(I)2[sk 1;sk)
jI \ J j2
jIjjJ j 
1X
j=1
(N + j) 2
9h2
(Nh)21 Ajk
1Ek
N1k +N
2
k + 1
;
where N ik = N
i
sk
 N isk 1 (1  k M; i = 1; 2). Then we obtain
b 1n
T
X
I;J
jI \ J j2
jIjjJ j  b
 1
n
1X
j=1
MX
k=1
X 0j;k a:s:; where X
0
j;k =
N2
9Tj(N + j)2
1 Ajk
1Ek
N1k +N
2
k + 1
: (1.39)
On the other hand, Theorem 1.4 and a similar argument to the proof of Proposition 1.6 yield
E
 MX
k=1
(X 0j;k   E[X 0j;k])
2  Cbnj(N + j)4
for j 2 N and suciently large n. Therefore
b 1n
1X
j=1
MX
k=1
(X 0j;k   E[X 0j;k])!p 0 (1.40)
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as n!1.
(1.39) and (1.40) yield
a1  lim sup
n!1
b 1n
1X
j=1
MX
k=1
E[X 0j;k]: (1.41)
Furthermore, since fN ikg1kM;i=1;2;nn1 are tight by the assumption, there exists R0 > 0 such that
supnn1;k;i P

N ik > R
0 < 1=8. Consequently,
sup
nn1;k
P

(N1k +N
2
k + 1)
 1 < (2R0 + 1) 1

< 1=4: (1.42)
On the other hand, by [B2-q], we obtain
P
h
[1j=J+1 Ajk
i
 P [( AJk )c]  6 sup
nn0;t;i
P [N it+Jh  N it = 0]  CJ q
for J 2 N and n  n0. Thus, there exists J which does not depend on n; k such that
P
h
[Jj=1 Ajk
i
= 1  P
h
[1j=J+1 Ajk
i
 3
4
: (1.43)
Therefore by (1.41),(1.42),(1.43) and the estimate inf1kM P [Ek]  3=4, we obtain
a1  N
2
9TJ(N + J)2
lim sup
n!1
b 1n M
1
2R0 + 1
 1
4
=
N2(2R0 + 1) 1
36TJ(N + J)2
1
3N
:
Chapter 2
Quasi-Likelihood Analysis for diusion
processes with jumps
2.1 Introduction
Given a probability space (
;F ; P) with ltration F = (Ft)t2R+ , let X = fXtgt2R+ be a d-dimensional cadlag
F-adapted process satisfying the stochastic dierential equation(
dXt = a(Xt ; )dt+ b(Xt ; )dWt +
R
E
c(Xt ; z; )p(dt; dz);
X0 = x0;
(2.1)
where x0 is a random variable, fWtgt2R+ is an r-dimensional standard F-Brownian motion, and p(dt; dz) is a
Poisson random measure on R+  E, E = Rdnf0g, with compensator q(dt; dz) = P [p(dt; dz)]. We assume
Ft, (Wu  Wt;u  t) and (p(A);A  (t;1)  E is a Borel set) are independent for any t  0. We denote
 = (; ) for the two statistical parameters  2   Rd1 and  2   Rd2 which are unknown to the
observer. On the other hand, the coecients a and c are assumed to be known Rd-valued Borel functions dened
on Rd  and Rd  E  respectively, and b is a known Rd 
 Rr-valued Borel function dened on Rd .
We want to estimate  = (; ) from the discrete observations fXtni g0in, where tni = ih, h = hn.
In this chapter, we will present a quasi-likelihood analysis for jump diusion processes. First we propose a
quasi-likelihood function and then show the asymptotic normality of the quasi-maximum likelihood estimator
and a Bayes type estimator based on it.
Recently, jump diusion models are becoming powerful tools to model various stochastic phenomena in many
areas such as econometrics, physics, biology, and so on. Numbers of studies worked with jump diusion models;
for example among vast literature, we refer the reader to Prakasa Rao [38] and Cont and Tankov [10] and also
references therein.
An earlier work of estimation of discretely observed jump diusions is in Shimizu and Yoshida [43, 45, 46].
They proved consistency and asymptotic normality of the quasi-maximum likelihood estimator, under h ! 0,
nh!1 and nh2 ! 0. Dierently from diusion models, one of the diculties caused by the existence of jumps
is that the observer cannot distinguish the increments of the data with jumps from those without jumps though
classication of increments is necessary to assign each increment to the diusion/jump likelihood function, when
a likelihood analysis is executed. To solve the problem, they proposed a discrimination lter, which enabled to
discriminate asymptotically between increments with jumps and increments without jumps. After that, Shimizu
studied M-estimation for innite activity jump processes in [42], and nonparametric estimation of density of
Levy measure in [43]. It should be noted that Mancini [30] independently presented consistent estimation of
the characteristics of jumps for Poisson-diusion model.
We construct a quasi-likelihood analysis for stochastic dierential equations with jumps. For this attempt, we
will take a general approach by the convergence of the statistical random eld associated with the quasi-likelihood
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function. In the philosophy of the Ibragimov-Has'minskii-Kutoyants program (Ibragimov and Has'minskii [20{
22] and Kutoyants [25{28]), we expect that the asymptotic properties of statistics based on the quasi-likelihood
function can be derived in a unied way once the convergence of the statistical random eld is established with
a large deviation estimate for it. Though the Ibragimov-Has'minskii-Kutoyants program features it, the large
deviation inequality becomes a technical obstacle, as explained in Yoshida [54]. However recently we obtain
a methodology to produce a polynomial type large deviation inequality systematically. It is a general way
independent of any particular nature of stochastic processes; inevitably we can apply it to the quasi-likelihood
analysis for jump-diusion processes, as we will do it in this article. We refer the reader to Yoshida [54] for
details and a construction of the quasi-likelihood analysis for diusion processes.
The Bayesian analysis reects the advantage of the quasi-likelihood analysis so constructed. That is, we
propose a Bayesian type estimator for the jump-diusion and derive its asymptotic behavior. It becomes
possible by our methodology. We also obtain certain tail probability estimates of the quasi-maximum likelihood
and Bayesian estimators, which yield the convergence of moments of those estimators. The convergence of
moments plays an essential role in key steps of theoretical statistics, for example, the asymptotic expansion of
statistics, the theory of information criteria and the theory of prediction. For instance, the correction term of
AIC, which is dened as the bias of the estimated Kullback-Leibler divergence of the predictive distribution,
is validated as the expectation of the square of the scaled maximum likelihood estimator though mathematical
backing in this rigorous sense has been neglected in most of literature even in i.i.d. settings.
In Section 2.2, we describe a quasi-likelihood function for the jump-diusion model, and state the assump-
tions. Shimizu and Yoshida [46] assumed that the Levy density f satises f(z)1fjzj<rg  Kjzj for some
 > 3, r > 0 and K > 0. The condition on  in Shimizu and Yoshida [46] is weakened in this paper to admit
models in which f(z) = O(1) near the origin, such as a normal distribution. We present the main theorems
on the asymptotic normality and the convergence of moments of any order for the quasi-maximum likelihood
estimator and a Bayesian type estimator with respect to the quasi-likelihood. Section 2.3.1 gives an exposition
of the polynomial type large deviation theory in Yoshida [54]. Then the main theorems are proved in Section
2.3.2.
2.2 Quasi-likelihood and asymptotic property of the estimators
In this section, we will present the main results on the asymptotic properties of the quasi-maximum likelihood
estimator and the Bayesian type estimator. In order to dene the quasi-likelihood function (2.3)-(2.4) below,
we introduce certain functions, for which we need precise descriptions in a sequence of assumptions below. The
quasi-likelihood function looks involved due to the truncation function 'n. However it is unavoidable in general
because the sampled data are only available and the substitution of them for the continuously observed data
breaks the function of the compensator; consequently we would meet many problems of divergence without
truncations. On the other hand, too strong truncation would cause lack of eciency. The balance is important
and it is far from straightforward. This is the reason why we set a rather long sequence of assumptions before
introducing the quasi-likelihood function. However, in some "good" cases, we can omit 'n. See Condition
[H10].
Now we detail the setting and notation. We assume that q

has a representation q

(dt; dz) = f(z)dzdt
with a density f(z) disintegrated as f(z) = ()F(z) by a nonnegative function () and a probability density
F for  2 . For a vector  = (1; 2; : : : ; l), we denote @ = ( @@1 ; @@2 ; : : : ; @@l ), @2 = ( @
2
@i@j
)1i;jl and
@3 = (
@3
@i@j@k
)1i;j;kl. It will be assumed that the full parameter space  =  is a bounded open subset
of Rd1 Rd2 , and that , , and  admit Sobolev's inequality. An open set U  Rm is said to admit Sobolev's
inequality if for any p > m, there exists a positive constant C depending U and p, such that
sup
x2U
ju(x)j  C
X
k=0;1
k@kxu(x)kp
for all u 2 C1(U). It is the case if U has a Lipschitz boundary.
We will use the following notation: (x; ) = b(x; )bT (x; ) for  2 . For S  Rm, S denotes closure
of S. For  = (ij)1i;jl and  = (ijk)1i;j;kl, we dene jj =
qPl
i;j=1 
2
ij and jj =
qPl
i;j;k=1 
2
ijk,
2.2. QUASI-LIKELIHOOD AND ASYMPTOTIC PROPERTY OF THE ESTIMATORS 55
respectively. For a function g dened on Rd  , we write gi 1() = g(Xtni 1 ; ), Xni = Xtni  Xtni 1 ;Xt =
Xt  Xt ; Xi;n() = Xni   hai 1() and Xi;n = Xi;n(). We abuse the notation and write Fi 1 = Ftni 1 .
Let k 2 N and un be a sequence of positive numbers. Denote by R = Rn :   R  Rd  
 ! Rk a
sequence of random functions for which there exists a constant C such that jR(; un; x)j  unC(1 + jxj)C for
all  2 ; x 2 Rd; n 2 N; ! 2 
. Moreover, in the case that k = 1, let ~R(; un; x) = 1 R(; un; x). We use the
symbol C for a generic positive constant varying from line to line. The symbols R(; un; x) and ~R(; un; x) are
also used to express generic variables that satisfy the inequality as above. Let C^(Rm) be the space of continuous
functions on Rm that tend to zero as jxj ! 1. Equip C^(Rm) with the supremum norm. For nonnegative
sequences fangn2N and fbngn2N, an  bn means that there exists C > 0 such that an  Cbn for all n 2 N. We
denote E for expectation with respect to P . Let n
 3=5  h  n 4=7 for h = hn > 0, 0 < b < 1=8 and let fng
be a sequence of positive number such that n ! 0,
p
nh
2n
_ h
b
n
 1; and 1  n3h416n : (2.2)
For example, b = 1=10 and n := h
1=16.
We consider the following conditions to obtain the main results.
[H1 ] For some constant L and function (z) of at most polynomial growth in z,
ja(x; )  a(y; )j+ jb(x; )  b(y; )j  Ljx  yj;
jc(x; z; )  c(y; z; )j  (z)jx  yj; jc(x; z; )j  (z)(1 + jxj):
[H2 ] The process fXtg has the exponential -mixing property, i.e., there exists c > 0 such that,
sup
t2R+
sup
A2[Xr:rt];B2[Xr:rt+h]
jP [A \B]  P [A]P [B]j  1
c
e ch (h > 0):
Moreover, we will assume the stationarity of X for simplicity.
The ergodicity of X follows from [H2]. Denote by (dx) the invariant probability measure, i.e.,
1
T
Z T
0
f(Xt)dt!P
Z
f(x)(dx)
as T !1 for any -integrable function f. For the exponential mixing property [H2] of a jump diusion process
and the following condition [H3], we refer the reader to Masuda [32] and [31].
[H3 ] For every p  1, supt0E[jXtjp] <1.
[H4 ] For each  2 , the derivatives @kxb(x; ) (k = 0; 1; 2) exist on Rd and they are continuous in x. Moreover,
for xed x, the derivatives @la(x; ) and @
l
b(x; ) (l = 0; 1; 2; 3; 4) exist and continuous on  and  respec-
tively, and a and b can be continuously extended to  and  respectively, for any x 2 Rd. Furthermore,
a, b, and their derivatives are of at most polynomial growth in x uniformly in :
j@kxb(x; )j; j@la(x; )j; j@lb(x; )j  C(1 + jxj)C (x 2 Rd;  2 );
for l = 0; 1; 2; 3; 4, and k = 1; 2.
[H5 ] There exist constants r > 0 and K > 0 such that f(z)1fjzjrg  Kjzj1 d, and that
sup
2
Z
jzjpf(z)dz <1
for all p  1.
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[H6 ] For each (; x), the mapping z 7! y = c(x; z; ) is an injection from E into E and has an inverse
z = c 1(x; y; ) from the image of c onto E, which is dierentiable with respect to y. Furthermore, the
set B(x) := Im(c(x; ; )) = fy 2 E; there exists z 2 E; such that y = c(x; z; )g is open and independent
of  2 , and the set f(x; y) 2 Rd  E;x 2 Rd; y 2 B(x)g is a Borel set. Moreover, for the absolute value
J(x; y; ) of the Jacobian of c 1(x; y; ) and
	(y; x) = f(c
 1(x; y; ))J(x; y; ) (y 2 B(x); x 2 Rd;  2 );
the set A(x) = fy 2 B(x);	(y; x) 6= 0g does not depend on .
[H7 ] There exists positive constants c0 and r1 such that jyj  c0jc 1(x; y; )j for any x 2 Rd and y 2
B(x) \ fy; jyj  r1g.
[H8 ] infx2Rd;2 det(x; ) > 0.
We assume that 	 of [H6] admits an extension to E  Rd in such a way that 	 satises [H9]-[H12] below.
[H9 ] The function 	(y; x) has derivatives @
k
	(y; x); @y@
k
	(y; x)(k = 0; 1; 2; 3; 4) in (x; y; ) 2 Rd  E  
which is continuous in y, and for x 2 Rd; y 2 E, 	(y; x) can be continuously extended to . Moreover,
for x 2 Rd and k = 0; 1; 2; 3; 4, Z
B(x)
sup
2
j@k	(y; x)jdy  C(1 + jxj)C ;Z
A(x)
sup
2
j@k log	(y; x)j 	(y; x)dy  C(1 + jxj)C ;
sup
2
Z
A(x)
j@k log	(y; x)j2 	(y; x)dy  C(1 + jxj)C ;
sup
2
Z
A(x)
j@ log	(y; x)jl 	(y; x)dy  C(1 + jxj)C (l = 3; 4):
Let @k log	(y; x)

	(y;x)=0
; @y@
k
 log	(y; x)

	(y;x)=0
=  1 (k=0,1,2,3,4).
As anticipated at the beginning of this section, we need a sequence of truncation functions.
[H10 ] At least one of the following two conditions holds true.
1. There exists a sequence of real valued Borel functions f'n(x; y)gn2N on Rd  E, possessing the
following properties: 0  'n  1, and there exists M > 0 such that 'n(x; y) = 0 whenever (x; y) 2
Dn, where
Dn = [4k=0

(x; y)2 Rd  E; sup
2
j@k log	(y; x)j 
M(1 + jxj)M
k_1n

[ [4k=0

(x; y)2 Rd  E; sup
2
j@y@k log	(y; x)j 
M(1 + jxj)M (1 + jyj)M
k+1n

:
Moreover, 'n is dierentiable with respect to y, @y'n is continuous in y,
@y'n = 0 on Dn; and sup
x2Rd;y2E
j@y'nj = O( 1n ):
2. It holds that j@ly@k log	(x; y)j  C(1+jyj)C(1+jxj)C (x 2 Rd; y 2 E;  2 ; l = 0; 1; k = 0; 1; 2; 3; 4).
In this case, we set 'n  1 and n = h 116^b.
[H11 ] There exists a > 0 such that
sup
2
Z
A(x)
j@k log	(y; x)j 	(y; x)(1  'n(x; y))dy  Cha(1 + jxj)C(k = 0; 2):
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sup
2
Z
B(x)
j	(y; x) 	(y; x)j(1  'n(x; y))dy  Cha(1 + jxj)C :Z
B(x)
j@2	(y; x)j(1  'n(x; y))dy  Cha(1 + jxj)C :
The condition [H9]-[H11] are rather complicated in the case that [H10] 2 does not hold. The conditions [H9]-[H11]
are satised if there exist constants a1; a2; a3; a4 > 0 such that the following [G1] and [G2] are satised.
[G1 ] The function 	(y; x) has derivatives @
k
	(y; x); @y@
k
	(y; x) (k = 0; 1; 2; 3; 4) in (x; y; ) 2 Rd  E 
which is continuous in y, and for x 2 Rd; y 2 E, 	(y; x) can be continuously extended to . Moreover,
sup
2
j@k log	(y; x)j  C
n
jyja1 _ j log jyjja2
o
(1 + jxj)C (y 2 A(x));
sup
2
j@y@k log	(y; x)j  C
n
jyja1 _ 1jyj
o
(1 + jxj)C (y 2 A(x));
sup
2
j@k	(y; x)j  Ce a3jyj(1 + j log jyjj)a4(1 + jxj)C (y 2 B(x));
for x 2 Rd, k = 0; 1; 2; 3; 4.
[G2 ] There exist a sequence of real valued Borel functions f'n(x; y)gn2N on Rd  E and positive constants
fcig5i=1 such that c1 < c2, c3 < c4, n  hc5 , 0  'n  1, and for x 2 Rd and n 2 N,
'n(x; y) = 0 if jyj  c4

1=a1
n
or jyj  c1n;
'n(x; y) = 1 if c2n  jyj  c3

1=a1
n
;
for large n. Moreover, 'n is dierentiable with respect to y, @y'n is continuous in y and
sup
x2Rd;y2E
j@y'nj = O( 1n ):
Dene Y 1 and Y 2 as follows:
Y 1(;) =
1
2
Z
tr
 
Id    1(x; )(x; )

(dx)  1
2
Z
log
det(x; )
det(x; )
(dx);
and
Y 2(;) =  1
2
Z
(a(x; )  a(x; ))T 1(x; )(a(x; )  a(x; ))(dx)
+
Z Z
A(x)
(log	(y; x)  log	(y; x))	(y; x)dy(dx)
 
Z Z
B(x)
(	(y; x) 	(y; x))dy(dx)
=  1
2
Z
(a(x; )  a(x; ))T 1(x; )(a(x; )  a(x; ))(dx)
+
Z Z
A(x)
(log	(y; x)  log	(y; x))	(y; x)dy(dx)  (()  ()):
[H12 ] There exist positive constants () and 0() such that
Y 1(;)   ()j   j2 for all  2 ;
and
Y 2(;)   0()j   j2 for all  2 :
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Let D > 0 be a constant1 and let  satisfy
3
8
+ b   < 1
2
;
where b is the constant in the denition of n. Our quasi-likelihood is given by
Ln() = exp(Hn()); (2.3)
where
Hn() =   1
2h
nX
i=1
XTi;n()
 1
i 1() Xi;n()1fjXni jDhg
 1
2
nX
i=1
log deti 1()1fjXni jDhg
+
nX
i=1
flog	(Xni ; Xtni 1)g'n(Xtni 1 ;Xni )1fjXni j>Dhg
 h
nX
i=1
Z
B(Xtn
i 1 )
	(y;Xtni 1)'n(Xtni 1 ; y)dy: (2.4)
The above quasi-likelihood function is slightly dierent from that of in Shimizu and Yoshida [46] by technical
reasons.
The intuitive meaning of Hn is the following. If no jumps occur in the interval (t
n
i 1; t
n
i ] then we have
Xni =
Z tni
tni 1
a(Xt ; )dt+
Z tni
tni 1
b(Xt ; )dWt  ai 1()hn + bi 1()(Wtni  Wtni 1); (2.5)
and the conditional log-likelihood function of the variable of the right-hand side corresponds to the rst two
terms of Hn without a constant term.
If the process fXtg jumps only once in the interval (tni 1; tni ] at the time ni and c(x; z; )  z, then we obtain
Xni  Xni ; (2.6)
for suciently large n since the diusion part of Xni is negligible compared with the jump part. The distri-
bution of the variable of the right-hand side of (2.6) corresponds F and we have
logF(X
n
i ) = log	(X
n
i )  log (): (2.7)
The rst term of (2.7) corresponds approximately to the third term of Hn.
Therefore, Hn is the quasi-log-likelihood function that if jXni j  Dh then Hn judges no jumps occur in
the interval (tni 1; t
n
i ], and if jXni j > Dh then Hn judges a jump occurs in the interval (tni 1; tni ]. We refer
the reader to Shimizu and Yoshida [46] for more detail of the rationale of the derivation of Hn.
We dene  1() and  2() as follows:
 1() =
1
2
Z
tr(@2
 1(x; )(x; ))(dx) +
1
2
Z
@2 log det(x; 
)(dx)
=
1
2
Z
tr( 1@ 1@(x; ))(dx)
1We may set D = 1 in what follows. It is theoretically the same, however the choice of D will have a practical meaning.
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 2() =
Z
@a
T (x; ) 1(x; )@a(x; )(dx) +
Z Z
B(x)
@2	(x; y)dy(dx)
 
Z Z
A(x)
@2 log	(y; x)	(y; x)dy(dx):
=
Z
@a
T (x; ) 1(x; )@a(x; )(dx)
+
Z Z
A(x)
(@	(y; x))
2
	(y; x)
dy(dx):
Let (^n; ^n) be a quasi-maximum likelihood estimator for Hn, i.e., (^n; ^n) is a random variable and
Hn(^n; ^n) = max2;2Hn(; ). Let u^n = (
p
n(^n   );
p
nh(^n   )), and u be a random vector which
follows a normal distribution N(0; diag( 1() 1; 2() 1)).
Theorem 2.1. Suppose that [H1]  [H12] are fullled. Then u^n!d u as n!1. Moreover E[f(u^n)]! E[f(u)]
as n!1 for any continuous function f of at most polynomial growth.
We also discuss consistency and asymptotic normality of the adaptive Bayes type estimator. Let
1;n; 2;n be prior densities of  and  respectively and parameter spaces  and  are convex sets. We as-
sume 0 < inf2;2;n2N(1;n ^ 2;n)  sup2;2;n2N(1;n _ 2;n) < 1, and fk;ngn2N is equicontinuous
(k = 1; 2). Then the adaptive Bayes type estimators (~n; ~n) for (; ) with respect to the quadratic loss
function are dened inductively by
~n =
Z

 exp (Hn(; 
?))1;n()d
.Z

exp (Hn(; 
?))1;n()d

~n =
Z

 exp (Hn(~n; ))2;n()d
.Z

exp (Hn(~n; ))2;n()d

where ? is an arbitrary dummy value of . Let
~un = (
p
n(~n   );
p
nh(~n   )):
Theorem 2.2. Suppose that [H1]  [H12] are satised. Then ~un!du as n!1. Moreover, E[f(~un)]! E[f(u)]
as n!1 for any continuous function f of at most polynomial growth.
Remark 2.1. As there is exibility to choose parameters D, , k, 
? and the function 'n which satises the
assumptions of Theorems 2.1 and 2.2, the choice aects estimation results for nite n in practice. In particular,
the choice of the threshold Dh is important because we might detect no jumps in any interval if we set a too
high threshold, and we might judge that jumps occur in all intervals if we set a too low threshold. The problem of
the choice of the threshold seems dicult and there seems no deciding theory yet. However Shimizu [44] argued
about a method of selecting a threshold with a certain criterion.
Remark 2.2. Though the quasi-likelihood function Hn and the estimators (^n; ^n) and (~n; ~n) are dened as
functions on (
;F ; P), we often regard them as functions on the state space.
We will show some examples of models which satisfy [H1]  [H12].
Example [Levy OU processes] Let d = 1, n = h
1=16, 0 < R i < R
+
i (1  i  5). Suppose that fXtg satises
dXt =  aXt dt+ dWt +
Z
E
zp(dt; dz);
where (a; ) 2 (R 1 ; R+1 ) (R 2 ; R+2 ) and X0 follows the invariant probability measure .
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(i) Let
f(z) = 

 ()
z 1e z1fz>0g;
where  = (a; ; ; ) 2 (R 1 ; R+1 ) (R 3 ; R+3 ) (R 4 ; R+4 ) (1; R+5 ). Then
log	(y) = log +  log  log  () + (   1) log y   y (y > 0):
Moreover, we take a function (x) such that  2 C1(R), 0    1,   1 on fjxj  1g and   0 on
fjxj  2g, and
'n(x; y) =

1  ( yn )  ( 1yn ) (y > 0)
0 (y < 0)
for large n. Then this model satises [H1]  [H12]. The symbols  1 and  2 become
 1() =
2
()2
and
 2() =
0BB@
2=(
)2 0 0 0
0 1= 0 0
0 0 =()2  =
0 0  = f () 00()  ( 0())2g=( ())2
1CCA ;
respectively, where 2 =
R
x2(dx). For the Levy OU process,  can be calculated explicitly. See Sato [40]
and [41] and Wolfe [55].
(ii) Let
f(z) = 
1p
22
exp
n
  (z   1)
2
22
o
;
where R4; R
0
4 > 0,  = (a; ; 1; 2) 2 (R 1 ; R+1 ) (R 3 ; R+3 ) ( R04; R4) (R 5 ; R+5 ). Then
log	(y; x) = log   (y   1)
2
22
  1
2
log(22):
In this case, [H10] 2. holds. So we can set 'n  1. Then this model satises [H1]   [H12]. Let
n1 =
Pn
i=1 1fjXni j>Dhg. Then the quasi-maximum likelihood estimator (^n; a^n; ^n; ^1;n; ^2;n) can be
calculated as
^2n =
1
h(n  n1)
nX
i=1
(Xni + a^nhXtni 1)
21fjXni jDhg;
a^n =  
 
nX
i=1
Xtni 1X
n
i 1fjXni jDhg
! 
h
nX
i=1
X2tni 11fjXni jDhg
!
;
^n =
n1
nh
; ^1;n =
1
n1
nX
i=1
Xni 1fjXni j>Dhg; ^2;n =
1
n1
nX
i=1
(Xni   ^1;n)21fjXni j>Dhg;
if 0 < n1 < n and the parameter space  is suciently large to contain this point. The symbols  
1 and
 2 become
 1() =
2
()2
;  2() = diag(
2
()2
;
1

;

2
;

2(2)2
);
where 2 =
R
x2(dx). So by Theorem 2.1, the asymptotic distribution of (
p
n(^n );
p
nh(^n )) for
the quasi-maximum likelihood estimator (^n; ^n) becomesN(0; diag((
)2=2; ()2=2; ; 2=
; 2(2)
2=)).
2.3. PROOF OF THE MAIN RESULTS 61
2.3 Proof of the main results
In this section, we will prove Theorems 2.1 and 2.2. For this purpose, let us begin with a few basic results on
the polynomial type large deviation inequality and its applications to the quasi-likelihood analysis. This scheme
is applicable to various stochastic structures, in particular it works well for nonlinear stochastic processes.
2.3.1 Polynomial type large deviation inequality and the quasi-likelihood analysis
To show consistency and asymptotic normality of the quasi-maximum likelihood estimator and the Bayes type
estimator, we will use the method in Yoshida [54].
Let   Rm be bounded open set admitting Sobolev's inequality, while T is an arbitrary set. We apply the
quasi-likelihood analysis based on a random eld Hn(; ) : 
    T ! R, that is C3 on  and continuous
on  for every ! 2 
 and  2 T . Let fangn2N be a sequence of positive numbers such that an ! 0 as n!1.
Set bn = a
 2
n , 
 = (; ) 2   T , and Un = fu 2 Rm;  + anu 2 g. We consider the ratio of the
quasi-likelihood functions dened by
Zn(u;  ; 
) = expfHn( + anu; ) Hn(; )g (u 2 Un;  2 T ):
Corresponding to the log likelihood function and the observed information in likelihood analysis, we also set
Yn(;  ; 
) =
1
bn
(Hn(; ) Hn(; ));
and  n(; ) =  b 1n @2Hn(; ) ( 2 ;  2 T ).
The key of our arguments is the so-called polynomial type large deviation inequality. In order to derive it, we
will assume several conditions, however, they are rather mild compared with the assumptions to ensure the usual
exponential type large deviation inequality. In the conditions stated below,  ( ; ) and Y (;  ; ) are given
deterministic functions and the latter satises Y (;  ; ) = 0. Suppose that L > 0,  > 0,  = =(1   ),
0 < 1 < 1=2, 2  0, 0 < 1 < 1 and 2 > 0. The following conditions [P1]-[P5] are the conditions
[A100],[A40],[A6],[B1],[B2] in Yoshida [54], respectively.
[P1 ] For M3 = L(   1) 1,
sup
n2N
E
24 b 1n sup
(;)2T
j@3Hn(; )j
!M335 <1:
Moreover, for M4 = L(
21
1    1) 1,
sup
n2N
E

sup
2T
(b1n j n(; )   ( ; )j)M4

<1:
[P2 ] 1 <  ^ 211  ,  < 2=2, and 1  22   2 > 0.
[P3 ] For M1 = L(1  1) 1,
sup
n2N
E
"
sup
2T
jan@Hn(; )j
M1#
<1:
For M2 = L(1  22   2) 1,
sup
n2N
E
24 sup
2; 2T
b
1
2 2
n jYn(;  ; )  Y (;  ; )j
!M235 <1:
[P4 ] The matrix  ( ; ) is positive denite uniformly in  2 T .
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[P5 ] There exists a deterministic and positive number  such that
Y (;  ; ) = Y (;  ; )  Y (;  ; )   j   j2
for all  2  and all  2 T .
The following theorems are Theorems 3, 5 and 10 of Yoshida [54]. Here we give a simplied version of them.
Theorem 2.3. Suppose that [P1]-[P5] are satised. Then there exists a constant CL > 0 such that
P
"
sup
(u;)2Vn(r)T
Zn(u;  ; 
)  e r2 (1_2)=2
#
 CL
rL
(2.8)
for all n 2 N and r > 0 where sup ; =  1, and
Vn(r) = fu 2 Rm;  + anu 2 ; juj  rg:
Let k  Rmk be bounded open set (k = 1; 2; : : : ;K),  = 12 : : :K , m =
PK
k=1mk. Let fakngn2N
be positive sequence such that akn ! 0 (n!1), an = diag(a1nIm1 ; : : : ; aKn ImK ). Set
Zn(u; 
) = expfHn( + anu) Hn()g (u 2 Un);
where Il denotes a unit matrix of rank l. We extend Zn(; ) to a function in C^(Rm) so that its norm is
not greater than that of Zn(; ), and denote it by the same symbol. Let ^n be a random variable and
Hn(^n) = max2Hn(), and let u^n = ((an) 1(^n   )).
Write B(R) = fu 2 Rd; juj  Rg for R > 0.
Theorem 2.4. Assume the following conditions.
(1) There exists a random function Z(; ) in C^(Rm) such that for every R > 0, Zn(; ) !d Z(; ) in
C(B(R)) as n!1.
(2) There exists a measurable mapping u^ that is a unique maximum point of Z(; ) a.s.
Moreover, we assume that for any L > 0, lim supn!1 jju^njjL <1.
Then u^n !d u^ as n ! 1, and E[f(u^n)] ! E[f(u^)] as n ! 1 for any continuous function f of at most
polynomial growth.
The adaptive Bayes type estimator for parameters k (k = 1; : : : ;K) is generally dened as follows. Let k;n
be a prior density of the parameter k for each k = 1; : : : ;K. Let k = (1; 2; : : : ; k) and
k = (k; k+1; : : : ; K).
We assume 0 < infk2k;n2N k;n  supk2k;n2N k;n < 1, and fk;ngn2N is equicontinuous (k = 1; : : : ;K).
Then the adaptive Bayes type estimators (~k;n)k=1;:::;K for parameters (k)k=1;:::;K with respect to the quadratic
loss function are dened inductively by
~k;n =
Z
k
exp

Hn(~k 1;n; k; 
?
k+1)

k;n(k)dk
 1

Z
k
k exp

Hn(~k 1;n; k; 
?
k+1)

k;n(k)dk;
where ?k+1 is a known dummy value of
k+1. By convention, we neglect 0 and
K+1.
Let ; fkgKk=1;Hn() and fakngn2N be the same setting as above and we assume k is convex for k =
1; 2; : : : ;K. We denote V kn (r; 

k) = fuk 2 Rmk ; k + aknuk 2 k; jukj  rg , u = (u1; : : : ; uK), and
Zkn(uk; k 1; 

k;
k+1) = expfHn(k 1; k + aknuk; k+1) Hn(k 1; k; k+1)g:
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Let (~k;n)k=1;:::;K be adaptive Bayes type estimators for parameters (k)k=1;:::;K with prior densities fk;ngn2N;1kK .
We denote
~ukn = (a
k
n)
 1(~k;n   k)
=
 Z
Ukn(k)
Zkn(uk;
~k 1;n; 

k;
?k+1)k;n(

k + a
k
nuk)duk
! 1

Z
Ukn(k)
ukZ
k
n(uk;
~k 1;n; 

k;
?k+1)k;n(

k + a
k
nuk)duk;
~uk =
Z
Rmk
Zk(uk; 
)duk
 1 Z
Rmk
ukZ
k(uk; 
)duk;
~un = (~u
1
n; : : : ; ~u
K
n ) and ~u = (~u1; : : : ; ~uK), where Ukn(k) = fuk 2 Rmk ; k+aknuk 2 kg and Zk is a random eld
(k = 1; : : : ;K).
Theorem 2.5. Assume the following conditions.
(1) For every k = 1; : : : ;K, Zk(; ) 2 C^(Rmk) and for every R > 0, (Zkn(uk; ~k 1;n; k; ?k+1))k=1;:::;K !d
(Zk(uk; 
))k=1;:::;K in C(fu; juj  Rg) as n!1.
(2) For any L > 1, there exists CL > 0 such that
P
"
sup
uk2V kn (r;k)
Zkn(uk;
~k 1;n; 

k;
?k+1)  e 
r
2
#
 CL
rL
for all n 2 N, r > 0, and k = 1; 2; : : : ;K.
(3) For some N 2 N,
sup
nN
E
24 Z
Ukn(k)
Zkn(uk;
~k 1;n; 

k;
?k+1)k;n(

k + anuk)du
! 135 <1:
Then
~un !d ~u as n!1;
and
E[f(~un)]! E[f(~u)];
as n!1 for any continuous function f of at most polynomial growth.
Theorem 2.3 implies that the polynomial type large deviation inequality (2.8) is obtained by some mo-
ment conditions on the contrast function Hn and its derivatives and regularity conditions [P4] and [P5].
The polynomial type large deviation inequality will be necessary in application of Theorem 2.4 to check that
lim sup k u^n kL< 1 for any L > 0 and in application of Theorem 2.5 to check Condition (2) above. These
conditions are immediate consequence of (2.8) and control a probability that ju^nj becomes large. This control
plays an essential role in the proof of convergence of moments of any order for u^n and the convergence of the
Bayes type estimator. The rest of this chapter is mainly devoted to verifying the moment conditions [P1] and
[P3] for parameters  and  in order to obtain the polynomial type large deviation inequality.
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2.3.2 Proof of Theorems 2.1 and 2.2
As the rst step, we will apply Theorem 2.3 to  as \" and  as \" there. In this case, \ n" and \Yn" in
Theorem 2.3 are as follows:
 1n(; ) =  
1
n
@2Hn(; )
=
1
2nh
nX
i=1
XTi;n()@
2

 1
i 1() Xi;n()1fjXni jDhg
+
1
2n
nX
i=1
@2 log deti 1()1fjXni jDhg;
and
Yn(; ;
) =
1
n
fHn(; ) Hn(; )g
=   1
2nh
nX
i=1
XTi;n()f 1i 1()   1i 1()g Xi;n()1fjXni jDhg
  1
2n
nX
i=1
log
deti 1()
deti 1()
1fjXni jDhg:
At the second stage of the proof, we will consider the random eld  7! Hn(^n; ) for the estimator of .
When applying Theorem 2.3, as \ n" and \Yn", we take the ones given by
 2n() =  
1
nh
@2Hn(^n; )
=   1
nh
nX
i=1
f@2aTi 1() 1i 1(^n) Xi;n()  h@aTi 1() 1i 1(^n)@ai 1()g1fjXni jDhg
  1
nh
nX
i=1
f@2 log	(Xni ; Xtni 1)g'n(Xtni 1 ;Xni )1fjXni j>Dhg
+
1
n
nX
i=1
Z
B(Xtn
i 1 )
@2	(y;Xtni 1)'n(Xtni 1 ; y)dy;
and
Yn(;
) =
1
nh
(Hn(^n; ) Hn(^n; ))
=   1
2nh2
nX
i=1
( XTi;n()
 1
i 1(^n) Xi;n()  XTi;n 1i 1(^n) Xi;n)1fjXni jDhg
+
1
nh
nX
i=1
flog	(Xni ; Xtni 1)  log	(Xni ; Xtni 1)g'n(Xtni 1 ;Xni )1fjXni j>Dhg
  1
n
nX
i=1
Z
B(Xtn
i 1 )
(	(y;Xtni 1) 	(y;Xtni 1))'n(Xtni 1 ; y)dy:
To prove main theorems, we need several lemmas. Let Jni = p((t
n
i 1; t
n
i ]  E), Zt =
R
[0;t]E z p(dt; dz),
and  := 16 , then n
2  nh for large n. We set ni = infft; jXtj > 0; tni 1 < t  tni g and ni = supft; jXtj >
0; tni 1 < t  tni g. If the inmum or supremum on the right-hand side does not exist, then we dene the random
times to equal tni . Let C
n
i;0 = fJni = 0; jXni j  Dhg, Cni;1 = fJni = 1; jXni j  Dhg, Cni;2 = fJni 
2; jXni j  Dhg, Dni;0 = fJni = 0; jXni j > Dhg, Dni;1 = fJni = 1; jXni j > Dhg, Dni;2 = fJni  2; jXni j >
Dhg.
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Lemma 2.1. (Shimizu and Yoshida [46]) Assume [H1]; [H3] and [H5]. Then for 0   < 1=2, D > 0 and any
p  1,
P

sup
tni 1t<ni
jXt  Xtni 1 j >
Dh
2
jFi 1

 R(; hp; Xtni 1);
P

sup
ni t<tni
jXtni  Xtj >
Dh
2
jFi 1

 R(; hp; Xtni 1);
where sup ; =  1. Each function R does not depend on i.
Remark 2.3. [H5] is a little weaker condition than the corresponding condition in Shimizu and Yoshida [46].
However, by reading the proof of the corresponding lemma in Shimizu and Yoshida [46] carefully, we can verify
that [H5] is a sucient condition to prove Lemma 2.1. A similar argument holds for [H4] and [H5] of Lemma
2.3.
Lemma 2.2. Assume [H1]; [H3]; [H5]; [H6] and [H7]. Let 38 + b   < 12 , where b is the constant appearing in
(2.2). Then for any p  1, as n!1
P [C
n
i;0jFi 1] = ~R(; h;Xtni 1)
P [D
n
i;0jFi 1] = R(; hp; Xtni 1)
P [C
n
i;1jFi 1] = R(; h11=8+b; Xtni 1)
P [D
n
i;1jFi 1] = ()h ~R(; h3=8+b; Xtni 1)
P [C
n
i;2jFi 1]  ()2h2
P [D
n
i;2jFi 1]  ()2h2:
Proof. The proof is almost the same as the proof of Lemma 2.2. in Shimizu and Yoshida [46]. First, it is obvious
that P [C
n
i;2jFi 1]  ()2h2, and P [Dni;2jFi 1]  ()2h2. On Cni;1,
P [C
n
i;1jFi 1]  P
h
j(Xtni  Xni ) + (Xni    Xtni 1) + Xni j  Dh; jZni j >
2Dh
c0
; Jni = 1jFi 1
i
+P
h
jZni j 
2Dh
c0
; Jni = 1jFi 1
i
;
where Zni has density F under Fi 1 and c0 is the constant in condition [H7]. If j(Xtni  Xni ) + (Xni    
Xtni 1) + Xni j  Dh and jXni j is small enough, then by [H7], we have
jXtni  Xni j+ jXni    Xtni 1 j  c0jZni j  Dh:
Therefore, by Lemma 2.1, we have for large n,
P [C
n
i;1jFi 1]  P
h
sup
t2[tni 1;ni )
jXt  Xtni 1 j+ sup
t2[ni ;tni ]
jXtni  Xtj > DhjFi 1
i
+()he (
)h
Z
jzj2Dh=c0
Kjzj1 d
()
dz
 R(; hp; Xtni 1) + Ch+1
= R(; h11=8+b; Xtni 1)
if we take p  + 1.
For Dni;0, by applying Lemma 2.1 again, we have
P [D
n
i;0jFi 1] = P [jXni  Xtni 1 j > Dh; ni = tni jFi 1]
= R(; hp; Xtni 1):
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Finally,
P [C
n
i;0jFi 1] = P [Jni = 0jFi 1]  P [Dni;0jFi 1]
= e (
)h  R(; hp; Xtni 1)
= ~R(; h;Xtni 1);
and
P [D
n
i;1jFi 1] = P [Jni = 1jFi 1]  P [Cni;1jFi 1]
= ()he (
)h ~R(; h3=8+b; Xtni 1):
Lemma 2.3. (Shimizu and Yoshida [46]) Assume [H1]; [H3]  [H7]. Then for kj = 1; 2; : : : ; d (j = 1; 2; 3; 4),
E[ X
(k1)
i;n 1Cni;0 jFi 1] = R(; h
p
h;Xtni 1);
E[ X
(k1)
i;n
X
(k2)
i;n 1Cni;0 jFi 1] = h
(k1;k2)
i 1 (
) +R(; h2; Xtni 1);
E[ X
(k1)
i;n
X
(k2)
i;n
X
(k3)
i;n 1Cni;0 jFi 1] = R(; h2; Xtni 1);
E[ X
(k1)
i;n
X
(k2)
i;n
X
(k3)
i;n
X
(k4)
i;n 1Cni;0 jFi 1] = h2(
(k1;k2)
i 1 
(k3;k4)
i 1 + 
(k1;k3)
i 1 
(k2;k4)
i 1 + 
(k1;k4)
i 1 
(k2;k3)
i 1 )
+R(; h3; Xtni 1);
where X
(k)
i;n and 
(k;l)
i 1 denote the elements of the vector Xi;n and the matrix i 1,respectively (1  k; l  d).
Before proceeding to the next step, since we have dened several parameters and their relationships, we list
up those relations again for convenience of reference:
n 3=5  h  n 4=7; 0 < b < 1=8; n ! 0;
p
nh
2n
_ h
b
n
 1;
1  n3h416n ;
3
8
+ b   < 1
2
;  =
1
6
; and n2  nh;
as n!1.
Proposition 2.1. (Yoshida [54]) Let (
;F ; P ) be a probability space, fFjgj2N be a stationary process with mean
0 and suppose that for some 0 < h < 1 and C > 0,
sup
j2N
sup
A2[Fl;lj];B2[Fl;lj+k]
jP [A \B]  P [A]P [B]j  C exp( hk)
for all k 2 N and that for every p  2, supj2N jjFj jjp  Cp for some constant Cp depending on p but independent
of h. Then for some constant C 0 = C 0(C; p; Cp+1) <1 independent of h and the sequence fFjg,
E
"
sup
j=1;:::;n
 jX
i=1
Fi
p#  C 0 h(nh 1) p2 + nh1 pi
for all n 2 N.
The following proposition is stronger than the ergodic property for the sum of the function of the jump-
diusion process with the exponential mixing property.
Proposition 2.2. Suppose that [H2] and [H3] are satised, and Borel functions Fn : Rd  Rd   satisfy
jFn(x; y; )j  C(1 + jxj)C (n 2 N; x; y 2 Rd;  2 ) for some constant C > 0. Then for every p  2,
sup
2
sup
n2N
E
n 1n
nX
i=1

Fn(Xtni 1 ;X
n
i ; )  E[Fn(Xtni 1 ;Xni ; )]
	p < 1:
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Proof. By Proposition 2.1, we have
sup
2
sup
n2N
E
n 1n
nX
i=1

Fn(Xtni 1 ;X
n
i ; )  E[Fn(Xtni 1 ;Xni ; )]
	p
 C sup
n2N
np( 1+)

(nh 1)
p
2 + nh1 p
	
= C sup
n2N
 n2
nh
 p
2

1 + (nh)1 
p
2
	
<1:
The following proposition takes an essential role in estimating the third term of Hn, later in Lemmas 2.6
and 2.7. This proposition is the key element of the proof of Theorems 2.1 and 2.2.
Proposition 2.3. Let k 2 N and p  2k 1. Suppose fFig0in is a ltration on a probability space (
;F ; P ),
and fFig1in is a random sequence adapted to fFig such that E[jFijp] <1 (1  i  n). Then
E
" nX
i=1
Fi
p#  Cp;kE " nX
i=1
 k+1i (Fi)
 p2k #+ Cp;k kX
l=1
E
" nX
i=1
E[ li(Fi)jFi 1]
 p2l 1 # ;
E
" nX
i=1
fFi   E[FijFi 1]g
p#  Cp;kE " nX
i=1
 k+1i (Fi)
 p2k #+ Cp;k kX
l=2
E
" nX
i=1
E[ li(Fi)jFi 1]
 p2l 1 # ;
where Cp;k is a constant depending only on p and k, and
 1i (F ) = F
 l+1i (F ) = f li(F )  E[ li(F )jFi 1]g2 (l 2 N):
For k = 2; 3, we have
 2i (F ) = F
2   2FE[F jFi 1] + (E[F jFi 1])2
E[ 2i (F )jFi 1] = E[F 2jFi 1]  (E[F jFi 1])2
 3i (F ) =

F 2   2FE[F jFi 1] + 2(E[F jFi 1])2   E[F 2jFi 1]
	2
= F 4   4F 3E[F jFi 1] + 8F 2(E[F jFi 1])2   8F (E[F jFi 1])3 + 4(E[F jFi 1])4
 2F 2E[F 2jFi 1] + 4FE[F jFi 1]E[F 2jFi 1]  4(E[F jFi 1])2E[F 2jFi 1]
+(E[F 2jFi 1])2:
These equations are used repeatedly later to apply Proposition 2.3 for k = 2.
Proof of Proposition 2.3. We will prove the second inequality by induction on k. The rst one is a trivial
consequence of the second inequality. For k = 1, since fPmi=1fFi   E[FijFi 1]gg0mn is a martingale, by the
Burkholder-Davis-Gundy inequality,
E
" nX
i=1
fFi   E[FijFi 1]g
p#  CpE " nX
i=1
fFi   E[FijFi 1]g2
 p2 # :
Suppose the second inequality holds for k. Suppose that p  2k. Then since fPmi=1f k+1i (Fi) E[ k+1i (Fi)jFi 1]gg0mn
is martingale, by the Burkholder-Davis-Gundy inequality and induction hypothesis, we obtain
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E
" nX
i=1
fFi   E[FijFi 1]g
p#  Cp;kE " nX
i=1
 k+1i (Fi)
 p2k #+ Cp;k kX
l=2
E
" nX
i=1
E[ li(Fi)jFi 1]
 p2l 1 #
 Cp;k2
p
2k E
" nX
i=1
f k+1i (Fi)  E[ k+1i (Fi)jFi 1]g
 p2k #
+Cp;k2
p
2k E
" nX
i=1
E[ k+1i (Fi)jFi 1]
 p2k #+ Cp;k kX
l=2
E
" nX
i=1
E[ li(Fi)jFi 1]
 p2l 1 #
 Cp;k+1E
" nX
i=1
f k+1i (Fi)  E[ k+1i (Fi)jFi 1]g2
 p2k+1 #
+Cp;k+1
k+1X
l=2
E
" nX
i=1
E[ li(Fi)jFi 1]
 p2l 1 #
= Cp;k+1E
" nX
i=1
 k+2i (Fi)
 p2k+1 #+ Cp;k+1 k+1X
l=2
E
" nX
i=1
E[ li(Fi)jFi 1]
 p2l 1 # :
Proposition 2.4. Suppose that [H1],[H3],[H5]-[H7] are satised. Let fung and fvng be the sequences of positive
numbers and gn(x; y; ) (n 2 N;  2 ) be Borel functions. Assume gn is dierentiable with respect to y 2 E,
@ygn is continous in y, and
j@ygn(x; y; )j  Cvn(1 + jyj)C(1 + jxj)C ;
for n 2 N,  2 , x 2 Rd; y 2 E. Moreover, assume at least one of the following two conditions holds true.
1. jgn(x; y; )j  Cun(1 + jxj)C (n 2 N,  2 , x 2 Rd; y 2 E).
2. jgn(x; y; )j  C(1 + jyj)C(1 + jxj)C (n 2 N,  2 , x 2 Rd; y 2 E) and there exists p > 0 such that
u pn  h.
Then
1
h
E[gn(Xtni 1 ;X
n
i ; )1fjXni j>DhgjFi 1] =
Z
B(Xtn
i 1 )
gn(Xtni 1 ; y; )	(y;Xtni 1)dy
+R(; h3=8+bun _
p
hvn; Xtni 1) (n 2 N):
Proof. The proof is similar to that of Proposition 3.6 of Shimizu and Yoshida [46]. First, by Proposition 3.1 of
Shimizu and Yoshida [46], it holds for k 2 N; k  2 that
E[jXni jkjFi 1] = R(; h;Xtni 1):
So if Condition 2 holds, then
E[jgn(Xtni 1 ;Xni ; )j1fjgn(Xtni 1 ;Xni ;)j>ungjFi 1]  u
1 2p
n E[jgn(Xtni 1 ;Xni ; )j2pjFi 1]
 R(; h2un; Xtni 1)E[(1 + jXni j)2CpjFi 1]
= R(; h2un; Xtni 1): (2.9)
Therefore by Lemma 2.2, we have
E
h
jgn(Xtni 1 ;Xni ; )j1Dni;0[Dni;2 jFi 1
i
= E
h
jgn(Xtni 1 ;Xni ; )j(1(Dni;0[Dni;2)\fjgn(Xtni 1 ;Xni ;)j>ung + 1(Dni;0[Dni;2)\fjgn(Xtni 1 ;Xni ;)jung)jFi 1
i
= R(; h2un; Xtni 1): (2.10)
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Consequently we obtain
1
h
E
h
gn(Xtni 1 ;X
n
i ; )1fjXni j>DhgjFi 1
i
=
1
h
E
h
gn(Xtni 1 ;X
n
i ; )1Dni;1 jFi 1
i
+R(; hun; Xtni 1): (2.11)
In the case that Condition 1 holds, Lemma 2.2 leads (2.11).
In both cases, we have for q 2 N and q  2,
E[jXtni  Xni jq
1fJni =1g
P [Jni = 1]
jFi 1] = R(; h;Xtni 1);
and
E[jXni    Xtni 1 jq
1fJni =1g
P [Jni = 1]
jFi 1] = R(; h;Xtni 1):
Let ni (t) = tX
n
i + (1   t)Xni and Gni = fjXni j  jXtni   Xni j + jXni     Xtni 1 jg, then it holds that
ni (t) 6= 0 (0  t  1) on Dni;1 \ (Gni )c. So by the Cauchy-Schwartz inequality, we have
1
h
E
"gn(Xtni 1 ;Xni ; )  gn(Xtni 1 ;Xni ; )1Dni;1\(Gni )cFi 1
#
 ()

E
h
j
Z 1
0
@ygn(Xtni 1 ; 
n
i (t); )dtj2
1Dni;1\(Gni )c
P [Jni = 1]
jFi 1
i 1
2


E
h
(jXtni  Xni j+ jXni    Xtni 1 j)2
1Dni;1\(Gni )c
P [Jni = 1]
jFi 1
i 1
2
= R(;
p
hvn; Xtni 1): (2.12)
Moreover, by Lemma 2.1, we have for any p > 0,
P [D
n
i;1 \Gni jFi 1]  P [jXtni  Xni j+ jXni    Xtni 1 j > DhjFi 1]  R(; hp; Xtni 1): (2.13)
Therefore by similar argument to the derivation of (2.11) with an equation
E[(jXni    Xtni 1 j+ jXtni  Xni j)pjFi 1] = R(; h;Xtni 1) = R(; 1; Xtni 1);
where p  2, we obtain
1
h
E
"gn(Xtni 1 ;Xni ; )  gn(Xtni 1 ;Xni ; )1Dni;1\Gni Fi 1
#
= R(; hun; Xtni 1): (2.14)
Then (2.11), (2.12), and (2.14) yield
1
h
E
h
gn(Xtni 1 ;X
n
i ; )1fjXni j>DhgjFi 1
i
=
1
h
E
h
gn(Xtni 1 ;Xni ; )1Dni;1 jFi 1
i
+R(; hun _
p
hvn; Xtni 1): (2.15)
The equation (2.15), Lemma 2.2 and a similar argument to the derivation of (2.14) yield
1
h
E
h
gn(Xtni 1 ;X
n
i ; )1fjXni j>DhgjFi 1
i
=
1
h
E
h
gn(Xtni 1 ;Xni ; )1fJni =1gjFi 1
i
+R(; h3=8+bun _
p
hvn; Xtni 1): (2.16)
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Let ~ni (t) = tc(Xni  ;Zni ; 
) + (1  t)ci 1(Zni ; ). If d  2, we have
1
h
E
gn(Xtni 1 ; ci 1(Zni ; ); )  gn(Xtni 1 ; c(Xni  ;Zni ; ); )1fJni =1gFi 1
= R(;
p
hvn; Xtni 1); (2.17)
by a similar argument to the derivation of (2.12) and modifying ~ni (t) so that
~ni bypass the origin and the
length of modication is O(h
p
h), if necessary. If d = 1 and Jni = 1, then since the function x 7! c(x;Zni ; )
is continuous and c(x;Zni ; 
) 6= 0 (x 2 Rd), we have ~ni (t) 6= 0 (0  t  1). So similarly, (2.17) holds.
Then by (2.17), we can rewrite the right-hand side of (2.16) by changing residual terms as
1
h
E
h
gn(Xtni 1 ; ci 1(Zni ; 
); )1fJni =1gjFi 1
i
+R(; h3=8+bun _
p
hvn; Xtni 1)
=
1
h
E
h Z tni
tni 1
Z
gn(Xtni 1 ; ci 1(z; 
); )p(ds; dz)jFi 1
i
+R(; h3=8+bun _
p
hvn; Xtni 1)
=
1
h
E
h Z tni
tni 1
Z
gn(Xtni 1 ; ci 1(z; 
); )q

(ds; dz)jFi 1
i
+R(; h3=8+bun _
p
hvn; Xtni 1)
= E
h Z
gn(Xtni 1 ; ci 1(z; 
); )f(z)dzjFi 1
i
+R(; h3=8+bun _
p
hvn; Xtni 1)
=
Z
B(Xtn
i 1 )
gn(Xtni 1 ; y; )	(y;Xtni 1)dy +R(; h
3=8+bun _
p
hvn; Xtni 1):
Remark 2.4. Let
D(k)n (x; y; ) = @k log	(y; x)'n(x; y) (k = 0; 1; 2; 3; 4):
Then since hb=n  1, by Proposition 2.4, [H1]; [H3]; [H5]  [H7]; [H9] and [H10], we have
1
h
E
h
D(k)n (Xtni 1 ;X
n
i ; )1fjXni j>DhgjFi 1
i
=
Z
B(Xtn
i 1 )
D(k)n (Xtni 1 ; y; )	(y;Xtni 1)dy
+R(;
h3=8
k_1 1n
_
p
h
k_1+1n
; Xtni 1) (k = 0; 1; 2; 3; 4):
1
h
E
hD(k)n (Xtni 1 ;Xni ; )21fjXni j>DhgjFi 1i = Z
B(Xtn
i 1 )
D(k)n (Xtni 1 ; y; )2	(y;Xtni 1)dy
+R(;
h3=8

2(k_1) 1
n
_
p
h

2(k_1)+1
n
; Xtni 1) (k = 0;1; 2; 3; 4):
E
hD(1)n (Xtni 1 ;Xni ; )l1fjXni j>DhgjFi 1i = R(; h;Xtni 1) (l = 3; 4):
For the last equation, we use
1
h
E
hD(1)n (Xtni 1 ;Xni ; )l1fjXni j>DhgjFi 1i = Z
B(Xtn
i 1 )
D(1)n (Xtni 1 ; y; )l	(y;Xtni 1)dy
+R(;
h
3
8+b
ln
_
p
h
l+1n
; Xtni 1)
= R(; 1; Xtni 1) +R(;
 p
h
4n
! 3
4
_
p
h
5n
; Xtni 1)
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and p
h
5n

p
h
6n
 1p
n3h5
 1: (2.18)
We will verify the conditions of Theorem 2.3 with (; ) 7! (; ) where (; ) are parameters in Section 2.3.
First, we verify [P1].
Lemma 2.4. Assume [H1]  [H8]. Then for any p > d1 + d2,
(1) supn2NE

1
n sup2 j@3Hn(; )j
p
<1;
(2) supn2NE

n sup2 j 1n(; )   1()j
p
<1:
Proof. (1) From Lemmas 2.2 and 2.3, it follows that
sup
n2N
E
 1
n
sup
2
j@3Hn(; )j
p
= sup
n2N
E
 1
n
sup
2
 1
2h
nX
i=1
XTi;n()@
3

 1
i 1() Xi;n()1fjXni jDhg
+
1
2
nX
i=1
@3 log deti 1()1fjXni jDhg
p
 C sup
n2N
E
 1
n
sup
2
 1
2h
nX
i=1
XTi;n@
3

 1
i 1() Xi;n1fjXni jDhg
p+ C
 C sup
n2N
E
 1
n
sup
2
 1
2h
nX
i=1

XTi;n@
3

 1
i 1() Xi;n1fjXni jDhg
  E[ XTi;n@3 1i 1() Xi;n1fjXni jDhgjFi 1]
	p+ C:
Moreover, by the Burkholder-Davis-Gundy inequality,
sup
2
sup
n2N
E
 1
n
 1
2h
nX
i=1

XTi;n@
3

 1
i 1() Xi;n1fjXni jDhg
  E[ XTi;n@3 1i 1() Xi;n1fjXni jDhgjFi 1]
	p
 C sup
n2N

nh4
n2h2
 p
2
<1; (2.19)
because  > 1=4. Similarly,
sup
2
sup
n2N
E
 1
n
 1
2h
nX
i=1
@
@

XTi;n@
3

 1
i 1() Xi;n1fjXni jDhg
 E[ XTi;n@3 1i 1() Xi;n1fjXni jDhgjFi 1]
	p <1: (2.20)
Then by (2.19), (2.20) and Sobolev's inequality, we have
sup
n2N
E

sup
2
 1
n
 1
2h
nX
i=1

XTi;n@
3

 1
i 1() Xi;n1fjXni jDhg
  E[ XTi;n@3 1i 1() Xi;n1fjXni jDhgjFi 1]
	p <1:
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This completes the proof of (1).
(2) By the denition of  1n and  
1, we have
 1n(
; )   1() = 1 + 2;
where
1 =
1
2nh
nX
i=1
XTi;n()@
2

 1
i 1(
) Xi;n()1fjXni jDhg
 1
2
Z
tr(@2
 1(x; )(x; ))(dx);
and
2 =
1
2n
nX
i=1
@2 log deti 1(
)1fjXni jDhg
 1
2
Z
@2 log det(x; 
)(dx):
We will estimate 1 and 2. In order to estimate 1, we rst notice that
sup
n2N
E
"
sup
2
n 2 1
n
nX
i=1
1
2h
 
XTi;n()@
2

 1
i 1(
) Xi;n()  XTi;n@2 1i 1() Xi;n

1fjXni jDhg
p#
 Csup
n2N

n

2 h
p
<1: (2.21)
Furthermore, the Burkholder-Davis-Gundy inequality implies
sup
n2N
E
hn 1
n
nX
i=1
  1
2h
XTi;n@
2

 1
i 1(
) Xi;n1fjXni jDhg
 E[ 1
2h
XTi;n@
2

 1
i 1(
) Xi;n1fjXni jDhgjFi 1]
pi
 Csup
n2N

n2h4
nh2
 p
2
= C sup
n2N

n2
nh
 h4 1
 p
2
<1: (2.22)
Moreover, by Lemmas 2.2, 2.3 and Proposition 2.2, we have
sup
n2N
E
h
n
 1
n
nX
i=1
E[
1
2h
XTi;n@
2

 1
i 1(
) Xi;n1fjXni jDhgjFi 1]
 1
2
Z
tr(@2
 1(x; )(x; ))(dx)
pi <1: (2.23)
From (2.21), (2.22) and (2.23), it follows that
sup
n2N
E

n sup
2
j1j
p
<1: (2.24)
Next we will estimate 2. By using Proposition 2.2, we have
sup
n2N
E
"n 1
2n
nX
i=1
 
@2 log deti 1(
)1fjXni jDhg   E[@2 log deti 1()1fjXni jDhg]
 p# <1: (2.25)
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Moreover, by Lemma 2.2, we have
sup
n2N
E
"pn 1
2n
nX
i=1
E[@2 log deti 1(
)1fjXni jDhg] 
1
2
Z
@2 log det(x; 
)(dx)
!p# <1: (2.26)
From (2.25) and (2.26), it follows that
sup
n2N
E
n2p <1: (2.27)
Inequalities (2.24) and (2.27) complete the proof.
By this lemma, we can verify [P1] of Theorem 2.3 for any L > 1 if we take 1 > 0 small enough.
Conditions [P4] and [P5] are easily veried by [H12]. Next, we will verify [P3].
Lemma 2.5. Assume [H1]  [H8]. Then for any p > d1 + d2,
(1) supn2NE
h
sup2
 1p
n
@Hn(
; )
pi <1;
(2) supn2NE
 
sup2 n
jYn(;  : )  Y 1( : )j
p
<1:
Proof. (1) By the denition of Hn, we have
  2p
n
@Hn(
; ) =
1p
nh
nX
i=1
XTi;n()@
 1
i 1(
) Xi;n()1fjXni jDhg
+
1p
n
nX
i=1
@ log deti 1()1fjXni jDhg: (2.28)
We will estimate the right-hand side of (2.28). First, we notice that
sup
n2N
E
"
sup
2
 1p
nh
nX
i=1
 
XTi;n()@
 1
i 1(
) Xi;n()  XTi;n@ 1i 1() Xi;n

1fjXni jDhg
p#
= sup
n2N
E

sup
2
 1pn
nX
i=1
(ai 1()  ai 1())T@ 1i 1()( Xi;n + Xi;n())1fjXni jDhg
p
 C sup
n2N
E

sup
2
 1pn
nX
i=1
n
2(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhg
  E[2(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhgjFi 1]
op
+C sup
n2N
E

sup
2
 1pn
nX
i=1
E
h
2(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhgjFi 1
ip+ C:(2.29)
The second term of the right-hand side is nite because of Lemmas 2.2 and 2.3.
Moreover, the summation in the rst term becomes a martingale. Then, by the Burkholder-Davis-Gundy
inequality, we have
sup
n2N
sup
2
E
 1pn
nX
i=1
n
(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhg
  E[(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhgjFi 1]
op <1: (2.30)
Similarly,
sup
n2N
sup
2
E
 1pn
nX
i=1
@
@
n
(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhg
  E[(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhgjFi 1]
op <1: (2.31)
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Then by (2.30), (2.31), and Sobolev's inequality, we have
sup
n2N
E

sup
2
 1pn
nX
i=1
n
(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhg
  E[(ai 1()  ai 1())T@ 1i 1() Xi;n1fjXni jDhgjFi 1]
op <1: (2.32)
Therefore, (2.29) and (2.32) yield
sup
n2N
E
"
sup
2
 1pnh
nX
i=1
n
XTi;n()@
 1
i 1(
) Xi;n()  XTi;n@ 1i 1() Xi;n
o
1fjXni jDhg
p
#
<1: (2.33)
Let Ki;n =

1
h
XTi;n@
 1
i 1(
) Xi;n + @ log deti 1()
	
1fjXni jDhg. Then, to complete the proof, it is
sucient to estimate the summation of Ki;n. For this purpose, we will use Proposition 2.3. First, by Lemmas
2.2 and 2.3, we have
E
h 1
h
XTi;n@
 1
i 1(
) Xi;n1fjXni jDhgjFi 1
i
= tr(@
 1
i 1(
)i 1()) +R(; h;Xtni 1)
=  @ log deti 1() +R(; h;Xtni 1):
Therefore, it follows that
sup
n2N
E
 1p
n
nX
i=1
E [Ki;njFi 1]
p <1: (2.34)
Moreover, by Lemmas 2.2 and 2.3, we have
sup
n2N
E
 1
n
nX
i=1
E

 2i (Ki;n)jFi 1
  p2  <1: (2.35)
So by Proposition 2.3 for k = 2, we have
sup
n2N
E
 1p
n
nX
i=1
Ki;n
p  C sup
n2N
E
 1
n2
nX
i=1
 3i (Ki;n)
 p4 + C
 C sup
n2N

h8
nh4
 p
4
+ C C sup
n2N

1
nh
 h8 3
 p
4
+ C <1: (2.36)
By (2.28), (2.33) and (2.36), we have
sup
n2N
E

sup
2
 1p
n
@Hn(
; )
p <1:
(2) By the denition of Yn and Y1, we have
Yn(; ;
)  Y 1(;) = 3 + 4; (2.37)
where
3 =   1
2nh
nX
i=1
XTi;n()f 1i 1()   1i 1()g Xi;n()1fjXni jDhg
 1
2
Z
tr
 
Id    1(x; )(x; )

(dx);
and
4 =   1
2n
nX
i=1
log
deti 1()
deti 1()
1fjXni jDhg +
1
2
Z
log
det(x; )
det(x; )
(dx):
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We rst estimate 3. By the Burkholder-Davis-Gundy inequality and Sobolev's inequality, we have
sup
n2N
E

sup
2
n 12nh
nX
i=1
n
XTi;n()f 1i 1()   1i 1()g Xi;n()1fjXni jDhg
  E  XTi;n()f 1i 1()   1i 1()g Xi;n()1fjXni jDhgjFi 1 op
 C sup
n2N

n2h4
nh2
 p
2
<1: (2.38)
Moreover,
sup
n2N
E

sup
2
n 12nh
nX
i=1
n
E

XTi;n()f 1i 1()   1i 1()g Xi;n()1fjXni jDhgjFi 1

  E  XTi;nf 1i 1()   1i 1()g Xi;n1fjXni jDhgjFi 1 op
 sup
n2N
C (nh)
p
<1: (2.39)
Furthermore, by Lemmas 2.2 and 2.3, Proposition 2.2 and Sobolev's inequality, we have
sup
n2N
E

sup
2
nn  12nh
nX
i=1
E

XTi;nf 1i 1()   1i 1()g Xi;n1fjXni jDhgjFi 1

  1
2
Z
tr
 
Id    1(x; )(x; )

(dx)
op <1: (2.40)
From (2.38), (2.39) and (2.40), it follows that
sup
n2N
E

sup
2
jn3jp

<1: (2.41)
Next, we will estimate 4. By Proposition 2.2 and Sobolev's inequality, we have
sup
n2N
E

sup
2
n 12n
nX
i=1
n
log
deti 1()
deti 1()
1fjXni jDhg
  E
h
log
deti 1()
deti 1()
1fjXni jDhg
iop <1: (2.42)
Moreover, by Lemma 2.2, we have
1
2n
nX
i=1
E

log
deti 1()
deti 1()
1fjXni jDhg

=
1
2
Z
log
det(x; )
det(x; )
(dx) +O(h): (2.43)
From (2.42) and (2.43), it follows that
sup
n2N
E

sup
2
jn4jp

<1: (2.44)
Inequalities (2.41) and (2.44) complete the proof.
By Lemmas 2.4 and 2.5, we can verify conditions of Theorem 2.3 for any L > 0, by setting parameters so
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that
1
2
> 2  1
2
  ;
0 < 2 < 1  22;
0 <  <
2
2
;
 =

1  ;
0 < 1  ;
0 < 1 < 1 ^  ^ 21
1  :
So by Theorem 2.3, we have
P
"
sup
(u1;)2V 1n (r)
Z1n(u1; ;
)  e  r2
#
 CL
rL
; (2.45)
for all n 2 N and r > 0, where CL > 0 is a constant,
V 1n (r) := fu1 2 Rd1 ; +
u1p
n
2 ; ju1j  rg;
and
Z1n(u1; ;
) := exp

Hn(
 +
u1p
n
; ) Hn(; )

:
Then for any L > 0,
P
h
jpn(^n   )j  r
i
 P
"
sup
(u1;)2V 1n (r)
Z1n(u1; ;
)  1
#
 CL
rL
:
Therefore for any p > 0, let L > p, then it follows that
sup
n2N
E
h
jpn(^n   )jp
i
 sup
n2N
p
Z 1
0
rp 1P
h
jpn(^n   )j  r
i
dr
 p
Z 1
0
rp 1(1 ^ CL
rL
)dr <1: (2.46)
Next, we will verify the conditions of Theorem 2.3 with  in place of "" and T being a point.
Lemma 2.6. Assume [H1]   [H12]. Let p1 > d2 _ 2, p2  2 and 0 < 1  a ^ , where a is the constant
appearing in [H11]. Then
(1) supn2NE
 
1
nh sup2 j@3Hn(^n; )j
p1
<1;
(2) supn2NE
 
(nh)1 j 2n()   2()j
p2
<1:
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Proof. (1) By dierentiating Hn with respect to  three times, we have
1
nh
@3Hn(^n; )
=
1
nh
nX
i=1
@3a
T
i 1()
 1
i 1(^n) Xi;n()1fjXni jDhg
  3
n
nX
i=1
@2a
T
i 1()
 1
i 1(^n)@ai 1()1fjXni jDhg
+
1
nh
nX
i=1
D(3)n (Xti 1 ;Xni ; )1fjXni j>Dhg  
1
n
nX
i=1
Z
B(Xtn
i 1 )
@3	(y;Xti 1)'n(Xti 1 ; y)dy: (2.47)
We will estimate each term of the right-hand side of (2.47). First, it is easily shown that
sup
n2N
E
" 
3
n
sup
2
 nX
i=1
@2a
T
i 1()
 1
i 1(^n)@ai 1()1fjXni jDhg
!p1# <1;
and
sup
n2N
E
" 
1
n
sup
2
 nX
i=1
Z
B(Xtn
i 1 )
@3	(y;Xti 1)'n(Xti 1 ; y)dy
!p1# <1;
so the second term and the forth term of the right-hand side of (2.47) are estimated.
To estimate the rst term of (2.47), let  > 0 and f 2 Rd1 ; j   j  g  . Then by (2.46), mean-value
theorem and the Cauchy-Schwarz inequality, we have
sup
n2N
E
h
sup
2
 1
nh
nX
i=1
@3a
T
i 1()(
 1
i 1(^n)   1i 1()) Xi;n()1fjXni jDhg1fj^n jg
p1i
 C sup
n2N

hp
nh
p1
<1: (2.48)
By (2.46), it is easy to show that
sup
n2N
E
h
sup
2
 1
nh
nX
i=1
@3a
T
i 1()(
 1
i 1(^n)   1i 1()) Xi;n()1fjXni jDhg1fj^n j>g
p1i <1:
(2.49)
Moreover, the Burkholder-Davis-Gundy inequality and Sobolev's inequality yield
sup
n2N
E
h
sup
2
 1
nh
nX
i=1
n
@3a
T
i 1()
 1
i 1(
) Xi;n()1fjXni jDhg
  E @3aTi 1() 1i 1() Xi;n()1fjXni jDhgjFi 1 op1i
 C sup
n2N

h2
nh2
 p1
2
 C sup
n2N
1
np1hp1
<1: (2.50)
Furthermore, by Lemmas 2.2 and 2.3, we have
sup
n2N
E
h
sup
2
 1
nh
nX
i=1
E

@3a
T
i 1()
 1
i 1(
) Xi;n()1fjXni jDhgjFi 1
 p1i <1: (2.51)
Inequalities (2.48), (2.49), (2.50) and (2.51) give
sup
n2N
E
h
sup
2
 1
nh
nX
i=1
@3a
T
i 1()
 1
i 1(^n) Xi;n()1fjXni jDhg
p1i <1: (2.52)
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This completes the estimate of the rst term of (2.47).
Finally, we will estimate the third term of (2.47). By Remark 2.4 and (2.18), we have
E[D(3)n (Xti 1 ;Xni ; )1fjXni j>DhgjFi 1] = R(; h;Xtni 1); (2.53)
and
E[jD(3)n (Xti 1 ;Xni ; )j21fjXni j>DhgjFi 1] = R(;
h11=8
5n
_h
p
h
7n
_ h;Xtni 1): (2.54)
So by using Proposition 2.3 for k = 2, we have
sup
2
sup
n2N
E
h 1
nh
nX
i=1
D(3)n (Xti 1 ;Xni ; )1fjXni j>Dhg
p1i
 sup
2
sup
n2N
E
h 1
n4h4
nX
i=1
 3i
 
D(3)n (Xti 1 ;Xni ; )1fjXni j>Dhg
 p14 i
+C sup
n2N

nh
nh
p1
+ C sup
n2N
 
n
n2h2

 
h11=8
5n
_ h
p
h
7n
_ h
!! p1
2
 C sup
n2N

1
n3h412n
 p1
4
+ C + C sup
n2N

1
nhn
 p1
2
<1: (2.55)
Similarly,
sup
2
sup
n2N
E
h 1
nh
nX
i=1
@D(3)n (Xti 1 ;Xni ; )1fjXni j>Dhg
p1i
 C sup
n2N

1
n3h416n
 p1
4
+ C sup
n2N

1
nh3n
 p1
2
+ C <1: (2.56)
By (2.55), (2.56) and Sobolev's inequality, we have
sup
n2N
E
h
sup
2
 1
nh
nX
i=1
D(3)n (Xti 1 ;Xni ; )1fjXni j>Dhg
p1i <1: (2.57)
This completes the estimate of the third term.
(2) By the denition, we obtain
 2n(
)   2() = 5 + 6 + 7 + 8;
where
5 =   1
nh
nX
i=1
@2a
T
i 1(
) 1i 1(^n) Xi;n1fjXni jDhg;
6 =
1
n
nX
i=1
@a
T
i 1(
) 1i 1(^n)@ai 1(
)1fjXni jDhg
 
Z
@a
T (x; ) 1(x; )@a(x; )(dx);
7 =   1
nh
nX
i=1
D(2)n (Xtni 1 ;X
n
i ; 
)1fjXni j>Dhg +
Z Z
A(x)
@2 log	(y; x)	(y; x)dy(dx);
and
8 =
1
n
nX
i=1
Z
B(Xtn
i 1 )
@2	(y;Xtni 1)'n(Xtni 1 ; y)dy  
Z Z
B(x)
@2	(x; y)dy(dx):
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To estimate 5, rst by (2.46), we have
sup
n2N
E
h
(nh)1
1
nh
 nX
i=1

@2a
T
i 1(
)( 1i 1(^n)   1i 1()) Xi;n1fjXni jDhgj
p2i
 C sup
n2N

hp
nh
(nh)1
p2
 C sup
n2N
 
1p
nh
h 
1
3
h
(nh)1
!p2
 C sup
n2N

(nh)1
nh
p2
<1: (2.58)
Moreover, since by Lemmas 2.2 and 2.3, we have
sup
n2N
E
h
(nh)1
1
nh
 nX
i=1
E[@2a
T
i 1(
) 1i 1(
) Xi;n1fjXni jDhgjFi 1]
p2i
 C sup
n2N

(nh)1
p
h
p2
<1;
and
sup
n2N
E
h
(nh)21
1
n2h2
 nX
i=1
E[ 2i (@
2
a
T
i 1(
) 1i 1(
) Xi;n1fjXni jDhg)jFi 1]
 p22 i
 C sup
n2N

(nh)21
nh
 p2
2
<1;
therefore, it follows from Proposition 2.3 for k = 2 that
sup
n2N
E
h
(nh)1
1
nh
 nX
i=1
@2a
T
i 1(
) 1i 1(
) Xi;n1fjXni jDhg
p2i
 C sup
n2N
E
h (nh)41
(nh)4
 nX
i=1
 3i
 
@2a
T
i 1(
) 1i 1(
) Xi;n1fjXni jDhg
  p24 i+ C
 C sup
n2N
 (nh)41
n3h4
 p2
4
+ C  C sup
n2N

1
n2h3
 p2
4
+ C <1: (2.59)
Inequalities (2.58) and (2.59) give
sup
n2N
E
h
(nh)1
5p2i <1:
Next, we will estimate 6. First by (2.46), we have
sup
n2N
E
hp
nh
 1
n
nX
i=1
@a
T
i 1(
)

 1i 1(^n)   1i 1()
	
@ai 1()1fjXni jDhg
p2i <1: (2.60)
Moreover, Proposition 2.2 yields
sup
n2N
E
h
(nh)j 1
n
nX
i=1
 
@a
T
i 1(
) 1i 1(
)@ai 1()1fjXni jDhg
 E @aTi 1() 1i 1()@ai 1()1fjXni jDhg jp2i <1: (2.61)
Furthermore, by Lemma 2.2, we have
sup
n2N
E
h
(nh)j 1
n
nX
i=1
E

@a
T
i 1(
) 1i 1(
)@ai 1()1fjXni jDhg

 
Z
@a
T (x; ) 1(x; )@a(x; )(dx)j
p2i
<1: (2.62)
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Inequalities (2.60), (2.61) and (2.62) give
sup
n2N
E
h
(nh)j6j
p2i
<1:
On the other hand, Proposition 2.2 and [H11] lead
sup
n2N
E
h 
(nh)1 j8j
p2i
<1:
Finally, we will estimate 7. By using Proposition 2.3 for k = 2 and Remark 2.4, we have
sup
n2N
E

(nh)1
 1
nh
nX
i=1
n
D(2)n (Xtni 1 ;X
n
i ; 
)1fjXni j>Dhg
  ED(2)n (Xtni 1 ;Xni ; )1fjXni j>DhgjFi 1op2
 C sup
n2N
 (nh)41
n3h48n
 p2
4
+C sup
n2N

(nh)21
nh
 p2
2
 C sup
n2N

(nh)41
n
3
2h2
 p2
4
+C
 C sup
n2N

n
12
7 1  310
 p2
4
+C <1: (2.63)
Moreover, by [H11], Proposition 2.2 and Remark 2.4, we have
sup
n2N
E

(nh)1
 1
nh
nX
i=1
E

D(2)n (Xtni 1 ;X
n
i ; 
)1fjXni j>DhgjFi 1

 
Z Z
A(x)
@2 log	(y; x)	(y; x)dy(dx)
p2 <1: (2.64)
Inequalities (2.63) and (2.64) give
sup
n2N
E
 
(nh)1 j7j
p2
<1:
By Lemma 2.6, we can verify [P1] of Theorem 2.3 for the random eld  7! Hn(^n; ), if 1 is small enough.
By [H12], we can verify [P4] and [P5]. We will verify [P3] by the following lemma.
Lemma 2.7. Assume [H1]  [H12]. Then for p3 > d1 _ 4, p4 > d2 _ 2, and 12>2  ( 12   ) _ ( 12   a),
(1) supn2NE
h 1p
nh
@Hn(^n; 
)
p3i <1;
(2) supn2NE
h
sup2(nh)
1
2 2 jYn(;)  Y 2(;)j
p4i
<1:
Proof. (1) By the denition of Hn,
1p
nh
@Hn(^n; 
) =
1p
nh
nX
i=1
@a
T
i 1(
) 1i 1(^n) Xi;n1fjXni jDhg
+
1p
nh
nX
i=1
D(1)n (Xtni 1 ;X
n
i ; 
)1fjXni j>Dhg
 
p
hp
n
nX
i=1
Z
B(Xtn
i 1 )
@	(y;Xtni 1)'n(Xtni 1 ; y)dy: (2.65)
First, we will estimate the rst term of the right-hand side of (2.65). Since
E[@a
T
i 1(
) 1i 1() Xi;n1fjXni jDhgjFi 1] = R(; h
p
h;Xtni 1);
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and
E[j@aTi 1() 1i 1() Xi;n1fjXni jDhgj2jFi 1] = R(; h;Xtni 1);
by using Proposition 2.3 for k = 2, we have
sup
2
sup
n2N
E
h 1p
nh
nX
i=1
@a
T
i 1(
) 1i 1() Xi;n1fjXni jDhg
p3i  C sup
n2N

h4
nh2
 p3
4
+ C <1: (2.66)
Similarly, we obtain
sup
2
sup
n2N
E
h 1p
nh
nX
i=1
@a
T
i 1(
)@ 1i 1() Xi;n1fjXni jDhg
p3i <1: (2.67)
Therefore by Sobolev's inequality, we have
sup
n2N
E
h
sup
2
 1p
nh
nX
i=1
@a
T
i 1(
) 1i 1() Xi;n1fjXni jDhg
p3i <1: (2.68)
Inequality (2.68) complete the estimate of the rst term of the right-hand side of (2.65).
Next, we will estimate the second term and the third term of the right-hand side of (2.65). Let
Mni = D(1)n (Xtni 1 ;X
n
i ; 
)1fjXni j>Dhg   h
Z
B(Xtn
i 1 )
@	(y;Xtni 1)'n(Xtni 1 ; y)dy:
Then by Remark 2.4, we have
E[Mni jFi 1] = R(; h11=8_
h
p
h
2n
;Xtni 1);
E[(Mni )
ljFi 1] = R(; h;Xtni 1) (l = 2; 3; 4):
So it follows that
sup
n2N
E
h 1p
nh
nX
i=1
E[Mni jFi 1]
p3i = C sup
n2N
 
nh11=8p
nh
_ nh
p
hp
nh2n
!p3
<1;
sup
n2N
E
h 1
nh
nX
i=1
E[ 2i (M
n
i )jFi 1]
 p32 i <1;
and
sup
n2N
E
h 1
n2h2
nX
i=1
E[ 3i (M
n
i )jFi 1]
 p34 i
= sup
n2N
E
h 1
n2h2
nX
i=1
E
h
(Mni )
2   2Mni E[Mni jFi 1] + 2E[Mni jFi 1]2   E[(Mni )2jFi 1]
	2jFi 1i p34 i
= C sup
n2N

1
nh
 p3
4
<1:
Therefore by using Proposition 2.3 for k = 3, we have
sup
n2N
E
h 1p
nh
nX
i=1
Mni
p3i  C sup
n2N

1
n3h48n
 p3
8
+ C <1:
This completes the proof.
(2) By the denition of Yn and Y
2,
Yn(;
)  Y 2(;) = 9 + 10 + 11 + 12
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where
9 =
1
nh
nX
i=1
(ai 1()  ai 1()) 1i 1(^n) Xi;n1fjXni jDhg;
10 =   1
2n
nX
i=1
(ai 1()  ai 1()) 1i 1(^n)(ai 1()  ai 1())1fjXni jDhg
+
1
2
Z
(a(x; )  a(x; )) 1(x; )(a(x; )  a(x; ))(dx);
11 =
1
nh
nX
i=1
fD(0)n (Xtni 1 ;Xni ; )  D(0)n (Xtni 1 ;Xni ; )g1fjXni j>Dhg
 
Z Z
A(x)
(log	(y; x)  log	(y; x))	(y; x)dy(dx);
and
12 =   1
n
nX
i=1
Z
B(Xtn
i 1 )
(	(y;Xtni 1) 	(y;Xtni 1))'n(Xtni 1 ; y)dy
+
Z Z
B(x)
(	(y; x) 	(y; x))dy(dx):
To estimate 9, we rst notice that by (2.46),
sup
n2N
E
h
sup
2
(nh) 1
nh
nX
i=1
(ai 1()  ai 1())( 1i 1(^n)   1i 1()) Xi;n1fjXni jDhg
p4i
 C sup
n2N

(nh)hp
nh
p4
= C sup
n2N

(nh)p
nh
h 
1
2
p4
 C sup
n2N

(nh)
nh
h+ 
1
2
p4
<1: (2.69)
Moreover, by the Burkholder-Davis-Gundy inequality, Lemmas 2.2 and 2.3 and Sobolev's inequality, we have
sup
n2N
E
h
sup
2
(nh) 1
nh
nX
i=1
(ai 1()  ai 1()) 1i 1() Xi;n1fjXni jDhg
p4i
 C sup
n2N
E
h
sup
2
(nh) 1
nh
nX
i=1
n
(ai 1()  ai 1()) 1i 1() Xi;n1fjXni jDhg
  E (ai 1()  ai 1()) 1i 1() Xi;n1fjXni jDhgjFi 1 op4i
+C sup
n2N
E
h
sup
2
(nh) 1
nh
nX
i=1
E

(ai 1()  ai 1()) 1i 1() Xi;n1fjXni jDhgjFi 1
 p4i
 C sup
n2N

(nh)2
h2
nh2
 p4
2
+ C sup
n2N
(nh2)p4  C sup
n2N
 
(nh)
1
3
h
3
4
nh2
! p4
2
+ C sup
n2N
(nh2)p4 <1: (2.70)
Inequalities (2.69) and (2.70) give
sup
n2N
E
h sup
2
(nh)9
p4i <1:
Next, to estimate 10, we have by (2.46),
sup
n2N
E
h
sup
2
pnh 1
2n
nX
i=1

(ai 1()  ai 1()) 1i 1(^n)(ai 1()  ai 1())1fjXni jDhg
  (ai 1()  ai 1()) 1i 1()(ai 1()  ai 1())1fjXni jDhg
p4i <1: (2.71)
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Moreover, by using Proposition 2.2 and Sobolev's inequality, we have
sup
n2N
E
h
sup
2
(nh) 1
2n
nX
i=1

(ai 1()  ai 1()) 1i 1()(ai 1()  ai 1())1fjXni jDhg
  E (ai 1()  ai 1()) 1i 1()(ai 1()  ai 1())1fjXni jDhg p4i <1: (2.72)
Furthermore, Lemma 2.2 yields
sup
n2N
E
h
sup
2
pnh 1
2n
nX
i=1
E

(ai 1()  ai 1()) 1i 1()(ai 1()  ai 1())1fjXni jDhg

  1
2
Z
(a(x; )  a(x; )) 1(x; )(a(x; )  a(x; ))(dx)
p4i <1: (2.73)
Inequalities (2.71), (2.72) and (2.73) give
sup
n2N
E
h sup
2
(nh)10
p4i <1:
To estimate 11, by using Proposition 2.3 for k = 2, Remark 2.4, and Sobolev's inequality, we have
sup
n2N
E
h
sup
2
 (nh)
nh
nX
i=1

D(0)n (Xtni 1 ;X
n
i ; )  D(0)n (Xtni 1 ;Xni ; )
	
1fjXni j>Dhg
  E
h
D(0)n (Xtni 1 ;X
n
i ; )  D(0)n (Xtni 1 ;Xni ; )
	
1fjXni j>DhgjFi 1
i p4i
 C sup
n2N

(nh)4
n3h44n
 p4
4
+ C = C sup
n2N
 
1
n3h416n
 1
4
 (nh)
2
3
n
9
4h3
! p4
4
+ C <1: (2.74)
Moreover, by Proposition 2.2, Remark 2.4, [H11], and Sobolev's inequality, we have
sup
n2N
E
h
sup
2
(nh)a^ 1
nh
nX
i=1
E
h
fD(0)n (Xtni 1 ;Xni ; )  D(0)n (Xtni 1 ;Xni ; )g1fjXni j>DhgjFi 1
i
 
Z Z
A(x)
(log	(y; x)  log	(y; x))	(y; x)dy(dx)
p4i <1: (2.75)
Inequalities (2.74) and (2.75) lead
sup
n2N
E
h sup
2
(nh)a^11
p4i <1:
Finally, to estimate 12, by Proposition 2.2 and Sobolev's inequality, we have
sup
n2N
E
h
sup
2
(nh) 1
n
nX
i=1
Z
B(Xtn
i 1 )
(	(y;Xtni 1) 	(y;Xtni 1))'n(Xtni 1 ; y)dy
 
Z Z
B(x)
(	(y; x) 	(y; x))'n(x; y)dy(dx)
p4i <1: (2.76)
By [H11], we have
sup
n2N
E
h
sup
2
(nh)a Z Z
B(x)
(	(y; x) 	(y; x))(1  'n(x; y))dy(dx)
p4i
 C sup
n2N
((nh)aha)
p4 <1: (2.77)
Inequalities (2.76) and (2.77) give
sup
n2N
E
h sup
2
(nh)a^12
p4i <1:
This completes the proof.
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Using Lemmas 2.6 and 2.7, we can verify the condition of Theorem 2.3 for any L > 0, with the parameters
satisfying
(
1
2
  ) _ (1
2
  a)  2 < 1
2
;
0 < 2 < 1  22;
0 <  <
2
2
;
 =

1  ;
0 < 1  a ^ ;
0 < 1 < 1 ^  ^ 21
1  :
So by Theorem 2.3, there exists CL > 0 such that
P
"
sup
u22V 2n (r)
Z2n(u2; ^n; 
)  e  r2
#
 CL
rL
; (2.78)
for all n 2 N and r > 0, where
V 2n (r) := fu2 2 Rd2 ;  +
u2p
nh
2 ; ju2j  rg;
and
Z2n(u2; ; 
) := exp

Hn(; 
 +
u2p
nh
) Hn(; )

:
Proof of Theorem 2 :1 : We will prove Theorem 2.1 by using Theorem 2.4. To use Theorem 2.4, we rst prove
weak convergence of Zn(u1; u2;
). By the Burkholder-Davis-Gundy inequality and Sobolev's inequality, we
have for any p  1,
E

sup
2
 1p
n
@@Hn(; )
p
= E
"
sup
2
 1p
n
nX
i=1
@ai 1()@ 1i 1() Xi;n()1fjXni jDhg
p#
 CE
h
sup
2
 1p
n
nX
i=1
f@ai 1()@ 1i 1() Xi;n()1fjXni jDhg
  E[@ai 1()@ 1i 1() Xi;n()1fjXni jDhgjFi 1]g
pi
+CE
"
sup
2
 1p
n
nX
i=1
E[@ai 1()@ 1i 1() Xi;n()1fjXni jDhgjFi 1]
p#
! 0 (n!1):
Therefore, by using Lemmas 2.4 and 2.5, we have
logZ1n(u1; ; 
) = Hn( +
u1p
n
; ) Hn(; )
=
1p
n
@Hn(
; )[u1] +
1
2n
@2Hn(
; )[(u1)
2]
+
Z 1
0
(1  t)2
2
@3Hn(
 +
u1p
n
t; )
"
u1p
n

3#
dt
=
1p
n
@Hn(
)[u1]  1
2
 1()[(u1)
2] + op(1)
! d 41 [u1]  1
2
 1()[(u1)
2];
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where 41  Nd1(0; 1()) by martingale central limit theorem. Similarly,
logZ2n(u2;
; ) = Hn(;  +
u2p
nh
) Hn(; )
=
1p
nh
@Hn(
; )[u2] +
1
2nh
@2Hn(
; )
+
Z 1
0
(1  t)2
2
@3Hn(
;  +
u2p
nh
t)
"
u2p
nh

3#
dt
=
1p
nh
@Hn(
)[u2]  1
2
 2()[(u2)
2] + op(1)
! d 42 [u2]  1
2
 2()[(u2)
2];
where 42  Nd2(0; 2()). Moreover, similar arguement yield
logZn(u1; u2;
)
= logZ1n(u1; 
 +
u2p
nh
; ) + logZ2n(u2;
; )
! d 41 [u1] +42[u2]  1
2
 1()[(u1)
2]  1
2
 2()[(u2)
2] (n!1);
where 41 and 42 are independent.
On the other hand, let B(R) = f(u1; u2) 2 Rd1  Rd2 ; ju1j2 + ju2j2  R2g, then the tightness of the family
flogZn(u1; u2;)jC(B(R));n 2 Ng follows if we show
sup
n2N
E
"
sup
u2C(B(R))
j@u logZn(u1; u2;)j
#
<1 (2.79)
because of the tightness criterion in C space in Billingsley [8]. However, since
@u logZn(u1; u2;
)
=
@
@u

Hn(
 +
u1p
n
;  +
u2p
nh
) Hn(; )

=

1p
n
@Hn(
 +
u1p
n
;  +
u2p
nh
);
1p
nh
@Hn(
 +
u1p
n
;  +
u2p
nh
)

;
by using Lemmas 2.4 and 2.5, and similar to the proof of Lemmas 2.6 and 2.7, we can prove (2:79).
Then for
Z(u1; u2;
) : = exp

41[u1] +42[u2]  1
2
 1()[u
21 ] 
1
2
 2()[u
22 ]

;
it follows that
Zn(u1; u2;
)!dZ(u1; u2;) in C(B(R)) (2.80)
as n!1. So the weak convergence of Zn(u1; u2;) is proved.
Next, we prove the moment condition of u^n. By a similar argument to the derivation of (2:46), using (2:78),
we have for any p > 0,
sup
n2N
E
h
(
p
nh(^n   ))p
i
<1:
Therefore, for u^n := (
p
n(^n   );
p
nh(^n   )),
sup
n2N
E [ju^njp] <1: (2.81)
By (2.80), (2.81) and Theorem 2.4, we have
u^n !d u^ := ( 1() 11; 2() 12)  N(0; diag( 1() 1; 2() 1));
86 CHAPTER 2. QLA FOR DIFFUSION PROCESSES WITH JUMPS
and
E[f(u^n)]!E[f(u^)];
as n!1, for any continuous function f with at most polynomial growth.
Proof of Theorem 2 :2 : We will prove Theorem 2.2 by using Theorem 2.5. First, we prove weak convergence of
(Z1n(; ?; ); Z2n(; ~n; )). Let
Z1(u1;
) = exp

41[u1]  1
2
 1()[u
21 ]

;
and
Z2(u2;
) = exp

42[u2]  1
2
 2()[u
22 ]

;
then by the proof of Theorem 2.1, logZ1n(u1; 
?; ) ! logZ1(u1;) as n ! 1. Next, By Lemmas 2.4, 2.5
and Lemma 2 in Yoshida [54], there exists  > 0 such that
sup
nN
E
24 Z
ju1j
Z1n(u1; 
?; )1;n( +
u1p
n
)du1
! 135 <1: (2.82)
So by using Theorem 2.5 for xed ?, we have
sup
n2N
E[jpn(~n   )jp] <1; (2.83)
for any p > 0. Therefore, in a similar way to the proof of Lemmas 2.6 and 2.7 and discussion after them, we
have for any L > 0,
P
"
sup
u22V 2n (r)
Z2n(u2; ~n; 
)  e  r2
#
 CL
rL
; (2.84)
for any n 2 N and r > 0.
Moreover, similarly to the proof of Theorem 2.1, it follows that
(Z1n(; ?; ); Z2n(; ~n; ))!d (Z1(;); Z2(;)) in C(B(R)) (n!1); (2.85)
and there exists 0 > 0 such that
sup
nN
E
24 Z
ju2j0
Z2n(u2; ~n; 
)2;n( +
u2p
nh
)du2
! 135 <1: (2.86)
By (2.45), (2.82), (2.84), (2.85), (2.86) and Theorem 2.5, we have
~un := (
p
n(~n   );
p
nh(~n   ))
!d ~u := ( 1() 11; 2() 12)  N(0; diag( 1() 1; 2() 1));
and
E[f(~un)]!d E[f(~u)];
as n!1. for any continuous function f with at most polynomial growth.
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