Abstract. Symmetry reduction is a technique to counter state explosion for systems with regular structure. It relies on idealistic assumptions about indistinguishable components, which in practice may only be similar. In this article, we present a flexible, lazy approach to symmetry-reducing a structure without any prior knowledge about its global symmetry. Instead of a-priori checking for compliance with symmetry conditions, each encountered state is annotated on the fly with information about how symmetry is violated along the path leading to it. The method naturally favors "very symmetric" systems: more similarity among the components leads to greater compression. A notion of subsumption is used to prune the annotated search space during exploration. Previous solutions to the approximate symmetry reduction problem are restricted to specific types of asymmetry, such as up to bisimilarity, or incur a large overhead, either during preprocessing of the structure or during the verification run. In contrast, the strength of our method is its balance between ease of implementation and algorithmic flexibility. We include analytic and experimental results that witness its efficiency.
Introduction
Symmetry reduction is a well-investigated technique to curb the impact of state explosion on temporal logic model checking. It has been applied mainly to domain-specific abstract models of concurrent systems of processes, such as communication and memory consistency protocols. In an ideal scenario, symmetry reduction makes it possible to verify a model over a reduced quotient, which is not only much smaller, but also bisimulation-equivalent to the original.
The aforementioned ideal scenario is characterized by a transition relation that is invariant under any interchange of the components. In other words, consistently renaming components in both source and target state of any transition yields again a valid transition in the structure. This condition can be formally violated by systems that nevertheless seem to be approximately symmetric. For example, consider an initially perfectly symmetric system that evolves into an asymmetric one through customizations on some components. The number of transitions of the asymmetric system that would have to be modified in order to make the system symmetric is small compared with the total number of transitions. There is thus an incentive to exploit the structure of the asymmetric system.
In this article we present a new approach to verifying systems of processes with similar behavior. Intuitively, similarity can be expected if many transitions of the system remain valid under many permutations of the processes. Our approach is to annotate each state, space-efficiently, with information about whether and how symmetry is violated along the path to it. More precisely, the annotation is a partition of the set of all component indices: if the path to the state contains a transition that distinguishes two components, their indices appear in different partition cells. An annotated state (s, P) functions as a representative for all states that can be obtained from s by applying a permutation generated by P: only components in the same P-cell may be permuted. The symmetry exploitable during future explorations from s is thus restricted by P; the algorithm is in this sense adaptive.
Suppose a state s can be reached along two paths: one with only symmetric transitions, giving rise to a coarse partition P, and one with many asymmetric transitions, giving rise to a finer partition Q. We now observe that every state represented by (s, Q) is also represented by (s, P). When analyzing the future of s, we can therefore discard the inconveniently fragmented state (s, Q); we say it is subsumed by (s, P). Subsumption allows us to collapse many states during the exploration and results in an implicit reduced structure that is shortest-path equivalent to the original. The price we have to pay for the reduction is that the algorithm is only suitable for reachability analysis. As we demonstrate in Sect. 10, the significant speedups obtained by the reduction make the price worth paying.
Our proposed technique can be viewed as lazy symmetry reduction: it postpones worrying about the precision of the reduction until symmetry violations actually occur. Repeatedly adjusting the set of applicable permutations appears more expensive than detecting symmetry up front on the program text, and it is. The advantages of delaying the detection to the model checking run are that (i) unreachable parts of the system's Kripke structure have no impact on the exploitable symmetry, and (ii) symmetric substructures can be reduced locally. Standard symmetry reduction imposes an unreasonable penalty on systems where strict symmetry is violated merely because all processes have a few transitions that distinguish them from their peers.
We present an exact algorithm for reachability analysis, particularly efficient for approximately fully symmetric Kripke structures. The predicate whose reachability is being checked may be asymmetric, i.e. it may distinguish between components. Errors are discovered at minimum distance from the initial state, and concrete paths to them can be recovered, making the algorithm complete for safety property verification or falsification.
Organization. We begin by introducing the main ideas of this article by means of an example (Sect. 2). We continue with mathematical preliminaries (Sect. 3) and the computational model used (Sect. 4). We then present the technical ingredients of the proposed technique (Sects. 5, 6). The algorithm itself is given in Sect. 7, followed by the proof of its correctness (Sect. 8), details on its implementation and efficiency (Sect. 9), and an experimental evaluation (Sect. 10). We conclude with a detailed discussion of related work (Sect. 11) and then summarize this article in Sect. 12.
An example
Consider the variant of the Readers-Writers problem shown in Figure 1 . We assume two "reader" processes (indices 1, 2) and one "writer" (3). In order to access some data item, each process must enter its critical section, denoted by local state C . The edge from (the non-critical section) N to (the trying region) T is unrestricted, as is the one from C back to N . There are two edges from T to C . The first is executable by any process provided no process is currently in its critical section (∀j : s j C , for current state s). The second is available only to readers (i < 3), and the writer must be in a non-critical local state (s 3 C ). The intuition is that readers, who only read, may enter their critical sections simultaneously, as long as the writer is not residing in its own critical section.
With each process initially in local state N , the induced (asymmetric) 3-process Kripke structure has 22 reachable states. We propose a method that, in contrast, constructs a reachability tree of only 9 abstract states ( Figure 2 ). An abstract state of the form XY Z represents the set of concrete states obtained Now consider the abstract state N T C. None of the six concrete states it represents satisfies the condition ∀j : s j C . Thus, regarding local transitions from T to C , we have to look at the second-asymmetric-edge, guarded by i < 3 ∧ s 3 C . Of the six represented states, two satisfy this condition for an index i such that s i T , namely (T , C , N ) and (C , T , N ). In both cases, the edge leads to state (C , C , N ). We now have to make a note that this state is reached through an asymmetric edge. The edge's guard is invariant under the transposition (1 2), but not under any permutation displacing index 3. We express this succinctly in Figure 2 as abstract state CC | N . Intuitively, permutations across the "|" are illegal; this abstract state hence represents neither (N , C , C ) nor (C , N , C ) (both of which happen to be unreachable).
To keep the representation legible, the effect of subsumption is not shown in the reachability tree in Figure 2 , with one exception for illustration: consider again the abstract state N N T . The edge guarded i < 3 ∧ s 3 C is applicable to this state both for i 1 and concrete state (T , N , N ), as well as i 2 and concrete state (N , T , N ), respectively. The two resulting concrete successor states can be represented abstractly as N C | N . This abstract state is new, but is fortunately subsumed by the abstract state N NC, which is implicitly annotated by the set of all permutations on {1, 2, 3}. Therefore, abstract state N C | N can be discarded. This example illustrates the scenario mentioned earlier: concrete state (N , C , N ) is reachable along different paths, one that uses a symmetry-violating edge, and one that does not. We can ignore the former.
We finally remark that the structure induced in Figure 1 is not virtually symmetric and hence not nearly or roughly so [EHT00, ET99, see Section 11]. To see this, consider the (valid) transition (T , C , T ) → (C , C , T ). Applying transposition (2 3) to it we obtain the transition (T , T , C ) → (C , T , C ), which is invalid, but belongs to the structure's symmetrization [EHT00] . Virtual symmetry requires a way to permute the target state that makes the transition valid, which is impossible in this example. As a corollary, this structure is not bisimilar to its standard symmetry quotient, obtained by existential abstraction with respect to symmetry equivalence of states. Moreover, the reachable part of this quotient contains many states that are concretely unreachable, such as the state (N , C , C ). The standard quotient is thus unsuitable even for reachability analysis: it strictly overapproximates the set of reachable states.
Preliminaries: permutations, symmetry, partitions
Consider a Kripke structure M (S , R) modeling a system of n concurrently executing processes. Let Sym n be the group of permutations on {1, . . . , n}, and let π ∈ Sym n act on a state s ∈ S in the form π (s 1 , . . . , s n ) (s π(1) , . . . , s π(n) ). We extend π to act on a transition (s, t) ∈ R pointwise, in the form π ((s, t)) (π (s), π(t)).
M is said to be symmetric if for every π ∈ Sym n , π (R) R, that is,
A symmetric structure can be reduced to a smaller, bisimilar quotient structure based on the orbit relation: s ≡ t iff ∃ π : π (s) t. Model-checking this quotient yields an exact and efficient verification procedure [CEFJ96, ES96] . A partition of {1, . . . , n} is a set of disjoint, non-empty subsets, called cells, that cover {1, . . . , n}. We use a notation of the form | 1, 4 | 2, 5 | 3, 6 | to represent the partition into the three cells {1, 4}, {2, 5} and {3, 6}. The coarsest partition | 1, . . . , n | consists of a single cell, the finest partition | 1 | . . . | n | consists of n singleton cells. A partition P induces an equivalence relation on {1, . . . , n}: we write i ≡ P j exactly if i and j belong to the same cell of P.
We say a partition P generates a permutation π on {1, . . . , n} if for all i ∈ {1, . . . , n}, i ≡ P π (i ). InSect. 4.2, we use the permutations generated by a partition to represent a subgroup of the automorphism group of a process transition. We therefore establish:
Property 1
The permutations generated by a partition P form a group, denoted P .
Proof by a standard argument, which we include here for later reference. Any partition generates the identity permutation. For closure under the group operation function composition (which is an associative operation), assume α, β are permutations generated by a given partition P, and consider i ∈ {1, . . . , n}. Since β ∈ P , i and β(i ) belong to the same cell in P. Since α ∈ P , β(i ) and α(β(i )) belong to the same cell in P. By transitivity, i and α(β(i )) belong to the same cell in P.
For closure under inversion, assume α ∈ P ; we show that the inverse permutation α − : {1, . . . , n} → {1, . . . , n} also belongs to P . To this end, let P ∈ P such that i ∈ P ; we show α
By induction over the exponent of α, all elements of this sequence belong to P . Since {1, . . . , n} is finite, the sequence contains a repetition, say α r (i ) α s (i ) for some r , s with r < s. Applying the function (α r +1 ) − to this equality yields α
In fact, a permutation group generated by a partition is a product of orthogonal subgroups of Sym n . For example, the partition | 1, 4 | 2, 5 | 3, 6 | generates a group of order 2 × 2 × 2 8. The coarsest partition | 1, . . . , n | generates the entire symmetry group Sym n . The finest partition | 1 | . . . | n | generates only the identity permutation.
Modeling approximately symmetric systems
Our work targets concurrent systems with an asynchronous execution semantics; we refer to the concurrent components as processes. In this section we describe the system model, which allows asymmetry in the behavior of the processes. If the processes have very little behavior in common, the description can be as large as linear in their number.
Modeling asymmetry
A system is asymmetric if it is not symmetric. By Eq. (1), this means that the condition π (R) R is not satisfied for all permutations. When we use the intuitive term approximate symmetry, we mean that for most transitions r ∈ R and most permutations π , the condition π (r ) ∈ R holds. Consider r (s, t) ∈ R and π such that π (r ) ∈ R. Suppose transition r ∈ R is due to process i making a local transition, namely from s i to t i . The condition π (r ) ∈ R then states that process π (i ) may not move from s π(s) to t π(r ) , given the local states of the other processes in s. Thus, to model symmetry violations in executing a transition, we need to consider the process identity and the global state context in which the transition is executed. We now introduce a computational model for describing approximately symmetric systems.
Computational model
We assume we are given a parameterized local state transition diagram describing the behavior of a single process.
1
The overall system is understood as the concurrent execution of a number of instances of this template. Formally, the system is specified as a number n of processes and a graph with local states as nodes. Local transitions, called edges, have the form
φ is a two-place predicate taking an index i and a state s. The state defines the context in which the edge is to be executed. The intended semantics is that φ(i , s) evaluates to true exactly if, in state s, process i is allowed to transit from local state A to local state B . Predicate φ can be written in any efficiently decidable logic, such as propositional logic with simple arithmetic. We say that φ is symmetric if, for any permutation π ,
is valid, and asymmetric otherwise. An edge labeled with φ, L is said to be symmetric if φ is. For example, in Figure 1 we have seen the predicate
It is asymmetric because for i : 1, s : (N , T , C ), and π : (1 3) (which transposes indices 1 and 3),
On the other hand, asymmetric edges are often symmetric with respect to a subgroup of Sym n . For instance, predicate (3) is invariant under the transposition π
In common variants of the r -readers/(n − r )-writers problem, the asymmetric edges are immune to any products of permutations of {1, . . . , r } and {r +1, . . . , n}. Such permutations are generated by the partition
Symbol L in Eq. (2) stands for a partition generating the automorphism group of the edge, i.e. a set of permutations that preserve predicate φ. For the asymmetric edge in (3), we choose L | 1, 2 | 3 |. In approximately symmetric systems, L is-for most edges-the coarsest partition, generating Sym n . For the remaining edgesthose that violate symmetry-we expect the user to provide an as-coarse-as-possible L. The program text giving rise to the edge may suggest a group of automorphisms; see Sect. 10 for an example. If deemed necessary, a propositional SAT-solver can aid the formal derivation of the automorphism property.
Letting l be the number of local states, an asynchronous semantics of the induced n-process concurrent system is given by the following Kripke structure M (S , R): define S : {1, . . . , l } n and R as the set of transitions (s 1 , . . . , s n ) → (t 1 , . . . , t n ) with the property that there is an index i ∈ {1, . . . , n} such that 1. there exist φ and L such that s i φ,L −→ t i is an edge and (i , (s 1 , . . . , s n )) | φ, and 2. s j t j for all j with j i .
We do not explicitly define a labeling function. Instead, atomic properties are formed over predicates specifying the local state of each process; explicit atomic propositions can be viewed as an abstraction of such predicates. Also note that L is vacuous in the definition of M ; it is merely a user-supplied annotation that guides the exploration algorithm.
Shared variables
In practice, system models usually rely on shared variables for communication. These may appear in the edge predicate φ, and they may be assigned as a result of a transition. Most shared variables have no bearing on the symmetry of the model. This includes synchronization variables such as semaphores, and the busy variable in the resource controller example used in Sect. 10, which indicates whether a server is currently serving a request. Some shared variables refer to process indices, such as one that stores the next client to be served in a clientserver model. Conditions on, and assignments to, these id-sensitive variables may impact symmetry [EW03] and must thus be taken into account when determining a suitable partition L for an edge A φ,L −→ B . Suppose after each service to a client, control must be passed back to the server, indicated by a pointer p reset to index 1 after each client transition. This pointer is an id-sensitive shared variable; the assignment p : 1 implies a partition label L : | 1 | 2, . . . , n | for the edge.
Annotating states with partitions
The goal of this paper is an efficient exploration algorithm for the Kripke structure defined in the previous section. The formal search space of the exploration is the set S : {1, . . . , l } n × Part n , where Part n is the set of all partitions of {1, . . . , n}. The algorithm accumulates states annotated with partitions that indicate how symmetry was violated in reaching this state. The partition is used to determine which permutations can be applied to the state in order to obtain the concrete states it represents. These permutations are precisely those generated by the partition. This naturally gives rise to the following definition of a permutation action on an annotated state:
The extension of π to act on an elementŝ (s, P) of S is defined as
otherwise.
Note that a permutation never changes the partition a state is annotated with. Extending the orbit relation to S , we writeŝ ≡t if there exists π such that π (ŝ) t . The notions of permutation action and orbit relation thus have distinct meanings in S and S ; if necessary, the domain will be explicitly qualified in the text. It turns out that the permutation action from Definition 2 is not a group action: there exist permutations π and σ and a stateŝ ∈ S such that σ (π (ŝ)) (σ • π)(ŝ). 2 The group action property would imply that the permutation action is a bijection, and that the orbit relation is an equivalence relation on S . Without being an equivalence, the orbit relation would not even give rise to a meaningful existential abstraction. Fortunately, even without the group action property, we can still show:
Property 3 The permutation action from Definition 2 is a bijection on S . Further, the orbit relation on S is an equivalence on S .
Proof (1) Bijectivity of π : S → S : For injectivity, first observe that π (s, P) π (t, Q) implies P Q; hence either both P and Q generate π , or neither does. Since π is a bijection on S {1, . . . , l } n , s t follows in both cases of Definition 2. For surjectivity, consider (s, P).
(2) We show that ≡ is an equivalence relation on S : reflexivity: The identity permutation id on {1, . . . , n} satisfies id(ŝ) ŝ. symmetry: Let π (ŝ) t , sayŝ (s, P),t (t, P). Note that π ∈ P iff π − ∈ P (see proof of Property 1). We show π − (t) ŝ:
transitivity: Let π (ŝ) t , σ (t) û, which implies that all three states have the same annotation, sayŝ (s, P), t (t, P),û (u, P). We have to find a permutation ρ such that ρ(ŝ) û.
(a) If P generates both π and σ , then π (s) t, σ (t) u. Choose ρ : σ • π , and we obtain ρ(ŝ) σ (π (s), P) (σ (t), P) (u, P) û.
Choose ρ : σ , and we obtain ρ(ŝ) σ (ŝ) (σ (s), P) (σ (t), P) (u, P) û.
(d) If P generates neither π nor σ , then s t u. Choose ρ : id, and we obtain ρ(ŝ) ŝ û.
In standard symmetry reduction, algorithms operate on representative states of orbit equivalence classes. Systems with asymmetries require a generalized notion of an orbit that defines the relationship between states in S and in S :
Definition 4
The orbit of a stateŝ (s, P) ∈ S is defined as
If t ∈ Orbit(ŝ), we sayŝ represents t.
If P is the coarsest partition | 1, . . . , n |, then Orbit(s, P) reduces to the equivalence class that s belongs to under the standard orbit relation on S . If P is the finest partition
Examples. For n 4, consider the following states and the sizes of their orbits:
Canonization. Algorithms exploring state spaces under symmetry typically replace each encountered state by a unique representative of its orbit; this facilitates the detection of states identical up to permutations. In our case, the representative mapping must respect the partition boundaries in each abstract state. More precisely, given some total order on the set of local states, we call an abstract state (s, P) canonical if for each cell P ∈ P, the projection of s onto the indices in P forms a non-decreasing sequence of local states. For example, using the lexicographic ordering, the state (ADBC , | 1, 2 | 3, 4 |) is in canonical form, whereas (ADBC , | 1, 2, 3 | 4 |) is not. The latter state can, however, be canonized to (ABDC , | 1, 2, 3 | 4 |). Two abstract states with the same canonization have the same orbits and thus represent the same set of concrete states. Canonization is therefore a suitable representative mapping.
Discussion. Annotations are frequently used to store additional information on a state [SG04, for example]. They incur, however, an increase of the conceivable state space. The information they provide must be used aggressively to not only compensate for this increase, but to in fact decrease the size of the reachable state space. In the case of the exploration algorithm we describe in Sect. 7, the annotations inform about the history that led to the state. Our algorithm occasionally has to refine a state by refining its partition if it determines that future exploration differs between members of its orbit. Without any further mechanism, the sizes of the orbits and thus the compression rate of the algorithm would gradually decrease. The idea to counter this effect is that, although the refinement may be necessary at the current point of the exploration, the refined state may later turn out to be redundant. We describe this idea next.
Subsumption
Orbits in standard symmetry reduction are equivalence classes and, as such, are either disjoint or equal. In contrast, the new orbit definition is not based on an equivalence relation. Indeed, the orbits of the four states in the table below Definition 4 form a strictly descending chain with respect to the subset ordering. If they are encountered during exploration and we only care about reachability of the represented concrete states, it is unnecessary to remember all four states: the first subsumes the other three.
Definition 5 Stateŝ ∈ S subsumest ∈ S , writtenŝ t , if Orbit(ŝ) ⊇ Orbit(t).

Examples. For n 3, consider the following states and examples of what they subsume and do not subsume (Q is arbitrary):
s (s, P)ŝ subsumes:ŝ does not subsume:
Definition 5 provides no clue about how to efficiently detect subsumption. An alternative characterization is the following. Recall that i ≡ P j iff i and j belong to the same cell within P.
Theorem 6 Stateŝ (s, P) subsumes statet (t, Q) exactly if
Remark. The implication in condition 1 is slightly weaker than (i ≡ Q j ) ⇒ (i ≡ P j ), which states that P is at least as coarse as Q. To illustrate why the term t i t j is needed in 1. to achieve an equivalent characterization of subsumption, considerŝ (AAB , | 1 | 2 | 3 |), which has a finer partition thant (AAB , | 1, 2 | 3 |), but subsumest, according to Definition 5.
Proof of Theorem 6
⇒: Assume Orbit(ŝ) ⊇ Orbit(t). Condition 2 of the theorem follows from t ∈ Orbit(t). Regarding condition 1, consider i , j with i ≡ Q j . If t i t j , the implication is proved. Assume now t i t j , and let π (i j ), the transposition of i and j . This permutation is generated by Q, thus π (t) ∈ Orbit(t) ⊆ Orbit(ŝ). Therefore, there exists a permutation β ∈ P that satisfies β(s)
. Thus, we have found a permutation α : β • σ − that satisfies α(t) π (t) and α ∈ P since β, σ ∈ P . Now consider the sequence i , α(i ), α 2 (i ), . . .. Since α ∈ P , the sequence's elements belong to the same cell within P. The goal is to show that j is part of this sequence, which shows that i ≡ P j and thus completes the proof. By a cancellation argument similar to the one used in the proof of Property 1, there is an index x > 0 such that i α x (i ). Now consider the local state sequence
This sequence begins and ends with the same local state t i . Since t α(i) t π(i) t j , it also contains an element that differs from t i , namely t j . Thus, there is an index k such that t α k (i) t i , and
th element of α(t). Recalling that t and α(t) are identical except for positions i and j , it follows that
⇐: Assume conditions 1 and 2, and consider u ∈ Orbit(t); we show u ∈ Orbit(ŝ). Let π ∈ Q be such that π (t) u. According to 2., we have some σ ∈ P such that σ (s) t. We have to find a permutation α ∈ P that
However, π may not be generated by P, thus α may not be either. We construct a permutation π with the following requirements:
, and Requirement 2: π ∈ P , i.e. for all i , i ≡ P π (i ).
Once we have π satisfying these requirements, choosing α : π • σ completes the proof, since P generates both π and σ , and
To construct π , let i ∈ {1, . . . , n}, and let Q ∈ Q be the cell containing i . We distinguish two cases:
(a) Q is fully contained in some P ∈ P. In this case, define
(b) Q is not fully contained in any cell of P. We show that in this case 
Finally, π is a permutation on {1, . . . , n} since it is identical to π on all cells from Q fully contained in some cell in P, and is the identity on all other cells.
Condition 1 of Theorem 6 can be verified in O(n 2 ) worst-case time, using partition data structures that allow deciding i ≡ P j in constant time. In practice, violations of condition 1 are often detected much faster using heuristics such as comparing the numbers of cells in P and Q. Condition 2 requires checking whether P generates a permutation π that satisfies π (s) t. This can be decided in O(n) time by treating each cell P ∈ P separately: we project both s and t to the positions in P and verify that the projections are the same up to permutation, using counting sort.
Algebraic properties of subsumption. The relation is a preorder: it is reflexive and transitive. It is, however, neither symmetric (e.g.
and (BA, | 1, 2 |) subsume each other but differ). Thus, it is neither an equivalence nor a partial order. We can, however, derive an equivalence relation from by making it bidirectional: two statesŝ,t ∈ S are subsumption equivalent, denotedŝ t , ifŝ t andt ŝ, that is, if their orbits are equal. The following lemma elucidates the relationship between the subsumption equivalence and the orbit equivalence on S from Definition 2.
Lemma 7 For anyŝ,t ∈ S ,ŝ ≡t impliesŝ t .
Proof Let as usualŝ (s, P),t (t, Q). Suppose π (ŝ) t for some π . We show thatŝ t ; the resultt ŝ follows with a symmetric argument.
If π ∈ P , then π (ŝ) (π (s), P) (t, Q). Thus P Q, which establishes condition 1 of Theorem 6, and π (s) t, which establishes condition 2. If π ∈ P , then π (ŝ) (s, P) (t, Q), soŝ t , which establishesŝ t by reflexivity of .
The converse of the lemma does not hold; consider the states (AAB , | 1 | 2 | 3 |) and (AAB , | 1, 2 | 3 |) (see also the remark below Theorem 6). Thus, the subsumption equivalence is coarser than ≡, it relates more states. Moreover, the algorithm we present in the next section does not even require mutual subsumption: ifŝ subsumeŝ t, the latter will be discarded. Subsumption in one direction achieves strictly more compression than the orbit relation. To summarize, in general we have ≡ .
In perfectly symmetric systems, where each state is (implicitly) annotated with the coarsest partition | 1, . . . , n |, the three relations coincide.
Discussion. In this and the previous section, we introduced the notions of state annotation by partitions, and subsumption. Roughly speaking, the annotations ensure the exactness of the exploration algorithm proposed in the next section, as they prevent the abstraction from becoming an overapproximation. Subsumption, on the other hand, contributes to efficiency, as it captures redundancy in the exploration that was not foreseeable at the time an abstract state was created, and uses it to prune the search. It is the symbiosis of the two notions that distinguishes our exploration algorithm, which we present next.
Lazy symmetry reduction
We are now ready to present our algorithm for state space exploration on the (approximately symmetric) structure M (S , R). The goal is to compute the set of states of M that are reachable from some initial state λ ∈ S . Algorithm 1 actually accumulates elements of S , i.e. states annotated with partitions that indicate how symmetry was violated in reaching this state. In Section 8 we formalize the relationship between the states reachable in M and the states found by the algorithm. 
Algorithm 1 Lazy Symmetry Reduction
for all states u ∈ U do 8:
for all cells Q ∈ Q do 9:
update(t, Q) Annotating the initial state. In line 1, the concrete initial state λ is annotated with a partition P 0 that reflects the symmetry λ exhibits. P 0 consists of one cell for each local state that appears in λ; the cell contains all indices of processes residing in this local state. For instance, for λ (A, C , A, B ), we let P 0 | 1, 3 | 2 | 4 |. In practice, the initial state is often fully symmetric, i.e. of the form λ (A, . . . , A). In this case, P 0 reduces to the coarsest partition | 1, . . . , n |. Of course, the actual symmetry group of M depends on much more than the initial state-the algorithm lazily postpones worrying about the precision of the reduction. A finer initial partition may be appropriate if the symmetry group of the system at hand is (approximately) a product of disjoint fully symmetric subgroups of Sym n . Suppose the system is orthogonally composed of n 1 processes of type 1 and n 2 processes of type 2, and the processes across the types share no behavior other than the common initial local state A. In this case we can choose P 0 | 1, . . . , n 1 | n 1 + 1, . . . , n 1 + n 2 | as the initial partition. This prevents Algorithm 1 from wasting time by considering permutations across the two disjoint index sets. In practice, however, it is generally more useful to choose a generous value for P 0 and refine it later as needed, especially when there is at least some common behavior across the process types, as is case in the examples in Figure 1 and Section 10. Note that in any case, the orbit of the abstract initial state (λ, P 0 ) is a singleton.
The abstract initial state is put on the U nex plored queue and the Reached list. While available, one stateŝ is selected from U nex plored for expansion (lines 2, 3). Successors ofŝ (s, P) are found by iterating through all edges (line 4). We now have to reconcile two partitions: P, expressing symmetry violations on the path to s, and L, expressing violations about to be caused by edge e. Function glb in line 5 determines the partition Q such that Q P ∩ L . Partition Q is the greatest lower bound (meet) of P and L in the complete partition lattice, which uses "at-most-as-coarse-as" as the partial order relation. Again, the algorithm behaves lazily, in that the two incompatible partition annotations P and L are reconciled to a minimal extent: Q is the coarsest, "most optimistic" partition that is not coarser than P and L.
Edge predicate φ may not be invariant under permutations from P . It is, however, invariant under permutations from L and thus from Q ⊆ L . We account for this fact by unwinding s into a set of states to be annotatedby Q whose orbits precisely cover the orbit ofŝ (s, P), i.e. into a set U ⊆ S that satisfies
It is always possible to find such a set U ; a trivial choice is U {π (s) : π ∈ P } Orbit(s, P). The objective is of course to find a small set U with property (5). Function unwind in line 6 returns the set U {s} ∪ {π (s) : π ∈ P \ L }, which is shown in Section 8 to satisfy (5). Line 6 is the price we pay for the laziness. Fortunately, the unwind procedure is only a worst-case scenario; we discuss in Section 9 how to avoid it in most cases, and how to perform it as efficiently as possible in the remaining cases.
Processes with indices in different cells of Q are distinguishable; we must consider these cells separately (line 8
The call to update in line 12 determines whether to add a new statet (t, Q) to U nex plored and Reached, as defined in the second part of Algorithm 1. If some state in Reached subsumest, nothing needs to be done; this also covers the case thatt itself already belongs to Reached. Otherwise,t is checked for errors (line ii, discussed below). If none are found, states thatt subsumes are removed from U nex plored: such states are implicitly explored as part oft and are thus redundant.
3 Finally,t is added to both containers.
Error checking
The error condition to be checked in line ii of subroutine update need not be symmetric; it can be an arbitrary formula E (t) in some efficiently decidable logic. Often E is simply a property over a single index. For example, suppose it is an error for process 3 to ever enter local state X : E (t) (t 3 X ). Line ii determines the unique cell Q ∈ Q such that 3 ∈ Q. An error is reported exactly if the property ∃ p ∈ Q : t p X evaluates to true. For multi-index properties, say over indices i and j , we determine the unique cells Q i and Q j that contain i and j , respectively, and then check the formula ∃p ∈ Q i , q ∈ Q j : E , where occurrences of the constants i and j in E as process indices are replaced by p and q, respectively.
If M has an error at distance d from λ, then Algorithm 1 finds an abstract path of length d to a state that represents the concrete error state, as we prove in the next section. In particular, shortest counterexample paths are preserved. In line iii, a concrete error path is obtained by reversing the abstract transitions fromt back to the abstract initial state, and lifting each abstract transition as follows. In each step, we pick a concrete state s in the current abstract state's orbit that has a concrete transition to the previously picked concrete state. We prove in Section 8.2 that such a concrete predecessor s can always be found; see the comments at the end of that subsection.
Remark. Regarding line iv of Algorithm 1, the only reason not to removeŵ from Reached (only from U nex plored)
is to retain the ability to trace encountered errors back to the initial state, for which previously subsumed states may be needed. They are not needed for merely deciding the presence or absence of errors.
Correctness
In this section we show the efficacy of Algorithm 1 for reachability analysis, by establishing a relationship between the states reachable in the concrete structure M as defined in Eq. (4), and the abstract states collected by the algorithm. We split the proof into four steps: In this section we denote the length of a finite path p (number of its edges) by | p | and the i th state along the path by p i . In particular, p 0 and p |p| denote the first and the last state of p, respectively. We say a state t ∈ S is reachable in M with depth d if t is reachable and d is the length of a shortest path in M to t. We are interested in reachability from the initial state λ of M . Thus, when we speak of a path p in M , we mean a path that starts from λ.
Transition system M
We define a transition system that is partially explored by Algorithm 1. To simplify the notation, we write "(s, t) ∈ R via L" to mean that the transition (s, t) is due to an edge in the local state transition diagram that is labeled with partition L.
Definition 8 Let M ( S , R) be the abstract transition system defined by S S × Part n and
R
{(ŝ (s, P),t (t, Q)) :ŝ andt are canonical, and there exists ∈ Orbit(ŝ),t ∈ Orbit(t), L: 
Remark. Kripke structure M is not equipped with a labeling function, for the following reason. Under genuine symmetry, atomic propositions are required to be invariant under all applicable permutations, as is the case for the fully symmetric proposition ∃ i , j : i j ∧ C i ∧ C j . In our lazy approach, the set of applicable permutations shrinks from state to state as the exploration progresses. We therefore stipulate neither a logic fragment for expressing atomic propositions, nor a labeling function. This omission is, however, without consequences, as Algorithm 1 only claims to explore reachable states, rather than perform full-fledged temporal-logic model checking.
Finite-path correspondence between M and M
The relationship between M and M is not as strong as one typically enjoys with symmetry reduction: the structures are not bisimilar; we discuss this at the end of Section 8.2. This is in part because it is not possible to assign atomic propositions to abstract states in a meaningful way. Instead, we strive for a purely graph-based relationship, which we call finite-path correspondence. This correspondence holds in both directions as follows.
Lemma 9
For every finite path p in M , there is a pathp in M of the same length such that for all i ≤ |p|,
Proof by induction on the length m of p. (t, Q). By construction, there arẽ s ∈ Orbit(s, P) andt ∈ Orbit(t, Q) such that (s,t) ∈ R via some L and Q glb(P, L). Further, let u ∈ Orbit(t, Q) be arbitrary, say u π (t) for π ∈ Q . Also t σ (t) for some σ ∈ Q . Since Q ⊆ L and thus σ ∈ L , we conclude from (
). This state belongs to Orbit(s, P), sinces does and π, σ ∈ Q ⊆ P . Applying the induction hypothesis to the prefixq ofp of length m, which ends in p m (s, P), there is a path q in M of length m leading to v . We can build a path in M of length m + 1 by appending u to q, since (v , u) ∈ R.
Looking back at Figure 3 , clearly for every path in M there is a corresponding path in M , and vice versa, in the sense of Lemmas 9 and 10. Note that the concrete states AI and I A, which are collapsed to the abstract state (AI , | 1, 2 |), are not bisimilar-even their immediate futures differ. However, the path correspondence lemmas hold and are in the end enough for preserving shortest paths and reachability, which is the objective of this paper.
The path correspondence also sheds light on the path lifting procedure sketched in Section 7, "Error Checking". Supposet has been found in line ii of Algorithm 1 to represent a concrete error state u. Letp be the abstract path leading tot; pathp is obtained straight-forward by following abstract back-edges recorded during the exploration. We then have u ∈ Orbit(p |p| ), and Lemma 10 applies. The lemma guarantees the existence of a concrete error path p; its proof constructively describes how the edges of p can be found.
Reachability on M without subsumption
Consider now a variant of our lazy algorithm in which the update function behaves as in standard reachability analysis: it checks whether the new statet already exists in Reached and, if not, adds it to Reached and to U nex plored. This variant is shown in Algorithm 2. ift represents a concrete error state iii:
return concrete error path and exit iv:
addt to Reached; enqueuet into U nex plored Algorithm 2 repeatedly dequeues an element from U nex plored, expands it and simply adds anything new to Reached and to U nex plored (line iv in Algorithm 2). It thus performs breadth-first style reachability analysis on the structure whose edges are defined by the expansion procedure in lines 4-11, which is identical to that in Algorithm 1. To prove that Algorithm 2 implements reachability analysis on M , it remains to show that lines 4-11 generate exactly the successors of stateŝ under the transition relation R of M (Definition 8).
We first prove that the value computed by function unwind satisfies the important Eq. (5):
Lemma 11
Let s ∈ S , P and L be partitions, and let Q glb(P, L).
Orbit(u, Q) Orbit(s, P).
Proof ⇒: Consider u ∈ U and σ ∈ Q ; we show σ (u) ∈ Orbit(s, P). By the definition of U , there exists π ∈ P such that u π (s). Hence σ (u) σ (π (s)) ∈ Orbit(s, P) since σ ∈ Q ⊆ P , π ∈ P . ⇐: Consider σ (s) for σ ∈ P . We distinguish two cases:
u∈U Orbit(u, Q) since s ∈ U . We now prove in two lemmas that lines 4-11 generate exactly all successors under R (Definition 8).
Lemma 12 State (t, Q) passed to update in line 12 is a valid successor of (s, P) under transition relation R.
Proof Considert : (t, Q) with t and Q as defined in the algorithm. We use Definition 8 to show that ((s, P), (t, Q)) ∈ R. Lets : u (line 7),t : v (line 10, before canonization), and L from line 4. Theñ s u ∈ Orbit(ŝ) by the definition of U (Eq. (5)),t v ∈ Orbit(v , Q) Orbit(t, Q) Orbit(t), since canonization does not change orbits. Further, (s,t) (u, v ) ∈ R via L, since line 9 implements precisely the conditions on R as defined in Eq. (4) (Section 4.2). Finally, Q glb(P, L) by construction (line 5), so ((s, P), (t, Q)) ∈ R by Definition 8.
Lemma 13
Every successor of (s, P) under transition relation R is eventually passed to update in line 12.
Proof Let ((s, P), (t, Q)) ∈ R for some (t, Q). Then there exists ∈ Orbit(s, P),t ∈ Orbit(t, Q) and L such that (s,t) ∈ R via L and Q glb(P, L). From (s,t) ∈ R, we conclude that there is an edge e labeled with L that accounts for this transition in M . Let j be the index of the process component that changes its local state in (s,t). Edge e is eventually selected by Algorithm 1 in line 4. Line 5 computes Q glb(P, L), equal to the Q that t is annotated with.
Sinces ∈ Orbit(s, P), by Eq. (5) there exist an element u such thats ∈ Orbit(u, Q). Element u is eventually selected in line 7. Since u is identical tos up to a permutation from Q and edge e is invariant under permutations from L and thus from Q , it follows that the conditions in line 9 are satisfied for some index i that is identical to j up to a permutation from Q . Value v computed in line 10 is identical tot and to t from above up to a permutation from Q . Since (t, Q) is canonical, the canonization in line 11 maps v to t. Thus, ((s, P), (t, Q)) is recognized by Algorithm 1 as a transition in M .
As an example, when given the state transition diagram that induces the Kripke structure in Figure 3 , Algorithm 2 generates the abstract states on the right of the same figure. Recall that the structures in Figure 3 are not bisimilar. As a consequence, even without subsumption the algorithm presented in this paper cannot preserve bisimulation. This is not a bug, but a feature: virtual symmetry [EHT00, see Section 11] is the most generous condition permitting a bisimilar quotient structure. The goal of this paper is to increase the coverage of systems (i.e. allow yet more irregularity), while focusing on state space exploration as opposed to full model checking.
Reachability on M with subsumption
We finally show that incorporating subsumption into the procedure, resulting in Algorithm 1, gives a routine equivalent to reachability analysis on the original structure M . 
Lemma 14 Let t ∈ S . If t is reachable in
Lemma 15 Let t ∈ S . If t is not reachable in M , then Algorithm 1 finds not with t ∈ Orbit(t).
Proof via the contrapositive. If Algorithm 1 finds an elementt with t ∈ Orbit(t), then so does Algorithm 2: it is identical to Algorithm 1 except that it does not employ subsumption, which may at most prune states. By the result of Section 8.3,t is reachable in M . By Lemma 10, there is a path in M to t, so t is reachable in M .
The following corollary summarizes the relationship between states reachable in M and states found by Algorithm 1 in Reached.
Corollary 16
Let t ∈ S . State t is reachable in M iff Algorithm 1 finds an abstract state that represents t. If so, the depth of t in M equals the length of a shortest path Algorithm 1 finds to any such abstract state.
Implementation and efficiency
We discuss essential refinements of Algorithm 1 and derive efficiency upper bounds.
In approximately symmetric systems, most edges are symmetric, resulting in a search that annotates many states with the coarsest partition | 1, . . . , n |. We encode this partition space-efficiently using the empty string.
A symmetric edge e in line 4 of Algorithm 1 allows dramatic simplifications: Lines 5, 6 and 7 can be skipped, 728 T. Wahl, V. D'Silva as Q equals P and U reduces to {s}. The test (i , u) | φ can be factored out of the loop in line 8 (replacing i with 1), since it is independent of i (due to φ's symmetry). Almost the same simplifications apply if e is asymmetric but L is coarser than P ( L ⊇ P , which is easy to test): again Q equals P and U reduces to {s}. The test in line 9 is performed separately for each Q ∈ Q. If L is finer than-or incomparable to-P, we must compute U {s} ∪ {π (s) : π ∈ P \ L }. We remark that the set of permutation groups generated by partitions is, although closed under intersection, not closed under set difference: P \ L is not even a group. To compute the elements of {π (s) : π ∈ P \ L }, we can proceed as follows. Since P \ L ⊆ P , every permutation from P \ L is a product of permutations of elements of the partition cells in P. The procedure below therefore steps through the cells P ∈ P and builds the set Perm P of permutations in P \ L that permute elements from P . The elements of {π (s) : π ∈ P \ L } are then obtained by composing the permutations Perm P , for all P , and applying the compositions to s.
add to Perm P all permutations π such that π (x ) y Line 2 ensures that permutation π added in line 3 is not a member of L, by finding two elements x and y from different L-cells. Note that the condition (x , y) ∈ P × P ∧ x ≡ L y is unsatisfiable whenever P is completely contained in some cell of L. Such cells P can therefore be skipped. Line 3 can be optimized by exploiting potential redundancy in state s in the form of duplicate local states. Many permutations of P \ L may result in the same state when applied to s. This redundancy can be avoided using buckets, i.e. process counters for each local state, separately in each cell of L, and forcing π to change the contents of the buckets.
To make the update function efficient, the list Reached is sorted such that states with local state vectors that are permutations of each other are adjacent, irrespective of their partitions, for example states of the forms (AAB , P 1 ), (AAB , P 2 ), (BAA, P 3 ). Given the newly reachedt (t, Q), we first use binary search to identify the range in which to look for candidates for subsumption, namely the contiguous range of states in Reached whose local state vectors are permutations of t. The search in line i of Algorithm 1 for states subsumingt can now be limited to this range. Within the range, however, the search must be performed in a linear fashion. The quest for unexplored statesŵ witht ŵ in line iv is also linear, but U nex plored is usually much smaller than Reached. Finally, to insertt into Reached in line v we can again take advantage of the previously determined range within Reached to whicht belongs.
We present complexity bounds for the lazy exploration technique. Consider the abstract state space S S × Part n , which is much bigger than S . 4 Our algorithm, however, generates only a few of the possible partitions of {1, . . . , n} and prunes the search whenever an unexplored state is subsumed by another encountered state.
5
Comparing the lazy technique to standard symmetry reduction and to plain exploration (oblivious to symmetry), the informal goal is to show that complexit y(lazy) ≤ complexit y(standard) < complexit y( plain).
If the automorphism group of the structure induced by a program is non-trivial, standard symmetry reduction is guaranteed to achieve some compression (barring pathological cases), thus the "<" in Eq. (6). The meaning of "≤" is that this compression is at least preserved by our technique.
To demonstrate this, we first quantify the effect of standard symmetry reduction on a program in our input syntax. Call two processes friends if they are not distinguished by any edge, i.e. for each edge A
there is a cell L ∈ L containing both processes. Friendship is an equivalence relation on {1, . . . , n}. Each class of friends induces a group of automorphisms of the program's Kripke structure. Friends, therefore, enjoy the following property: The quantity in the property equals the number of representative states under standard symmetry reduction over the group Sym F of all permutations of F and can be calculated using a combinatorial argument: it is equal to the number of combinations (ignoring order) of l objects, taken | F | at a time, with repetition. This quantity can be shown to be at most l |F | , and to be much smaller than that if l and | F | get large. The orthogonal product of all groups of the form Sym F , for a class of friends F , is the largest symmetry group that can be derived from the program text. As a special case, if all n processes are friends, Algorithm 1 reduces to standard symmetry reduction and introduces nearly no search overhead.
Whether the "≤" in (6) is actually "<" or even " " depends on the way symmetry is violated and is hard to quantify in general. We observe, however, that for the lazy technique, the notion of friends can be extended to include processes not distinguished by edges that are actually used during the exploration. Unreachable asymmetric edges reduce the automorphism group, but have no effect on the lazy algorithm. This observation is supported by our experimental results.
Experimental evaluation
We tested the lazy method in a variety of experiments that compare its power to plain state space exploration, to standard symmetry reduction, to lazy exploration without subsumption, and to standard symbolic reachability analysis. We borrow a resource controller example from [SG04, p. 729ff.] . The example consists of a server and a family of n clients. There are two communication channels between the server and each client, one for requests and one for replies. Requests cannot be made as long as the server is busy, which is generally the case while it is processing a request; this is recorded in a shared variable. Once idle, the server is ready to receive requests and eventually responds to them.
Interesting for us is that the client processes are partitioned into intervals of equal priority. In case of simultaneous requests, a server grants the resource to one of the highest-priority processes, thus introducing asymmetry. For a process belonging to the priority interval {i : a ≤ i ≤ z }, we label each asymmetric edge in the local state transition diagram with the partition | 1, . . . , a − 1 | a, . . . , z | z + 1, . . . , n |, separating higher, equal and lower priority. A global state's partition annotation can, however, consist of more than three cells.
We fully explore the state space of the system at hand, in order to compare the numbers of reachable states according to various search strategies, and for various values of n. In a first set of experiments, we compare the lazy technique to plain exploration, oblivious to symmetry. Figure 4 plots the numbers of reached states over various process counts n on a logarithmic scale. The graphs on the left and on the right differ in the priority scheme, as explained in the caption. For n 18, the plain algorithm reaches 1, 310, 716 states on the left and 3, 808, 000 on the right, whereas our algorithm reaches only 505 abstract states on the left and 316 on the right. The right scheme enjoys more compression due to larger priority classes.
In a second set of experiments, we compare the lazy technique with standard symmetry reduction, based on the induced structure's automorphism group (Figure 5 ). For the highly fragmented scheme on the left, the standard algorithm does quite poorly (thus again the logarithmic scale): for n 18, it reaches 78, 729 states, compared with 505 in the lazy way. The maximum symmetry group is the product of the nine transpositions (1 2) through (17 18), yielding a group size and expected compression factor of only 2 9 512. The actual compression Figure 4 factor 1, 310, 716/78, 729 ≈ 17 is much smaller. This effect is less severe for the less fragmented scheme on the right (thus a linear scale), as is confirmed by the graph.
In a third set of experiments, we investigate the impact of subsumption on the overall algorithm. Recall that subsumption destroys the finite-path correspondence between the original and the implicit abstract structure. If efficiency did not call for its use, the algorithm would be better off without it. We thus repeated the runs for the two priority schemes without subsumption; the results are shown in Figure 6 . Comparing this and Figure 5 , we can see that lazy exploration without subsumption generates a number of states in the same order of magnitude as standard symmetry reduction (black dots in corresponding graphs). The reduction effect achieved by the lazy technique without subsumption is ultimately bounded by what the automorphism group of the state graph permits. Table 1 shows the physical time and memory consumption for the experiments with n 18. As is recognizable from Figure 5 , too, standard symmetry reduction performs quite well with the coarse priority scheme; the advantage of the lazy technique here is marginal. In contrast to the number of reachable states reported in the charts above, the time and memory data obviously depend on the machine architecture, which in our case was a 3 GHz Intel TM Pentium TM 4 dual-core processor with 2 GB of main memory. Compiler optimizations were not used. In a fourth set of experiments, we directly investigate how the lazy method scales with increasing fragmentation; the idea to do this is again borrowed from [SG04] . The resource controller example with k priority classes is run with 80 processes; see Table 2 . In a first variant, denoted "1, . . . , 1, rest", the first k − 1 classes contain a single process; the final class contains the rest. In a second variant, denoted "2, . . . , 2, rest", the first k − 1 classes contain two processes; the final class contains the rest. We see from Table 2 that the number of reached abstract states grows roughly linearly with k ; computation times are very reasonable. For fixed k , the fragmentation grows with the size of the initial k − 1 classes (1 vs. 2), since these classes reduce the size of the final class, which hosts the majority of the processes. In a final set of experiments, we compared the lazy technique (with subsumption) against plain, BDD-based symbolic state space exploration. The symbolic method computes the set of reachable states as a fixed-point; BDD manipulations are done using the Cudd decision diagram package [Som] . In these experiments, we consider process counts larger than before, since both the lazy and the BDD-based methods can handle them. The results are shown in Table 3 . As the BDD-based method does not exploit symmetry, the number of reached states is very large and not shown.
We can see that the memory demands of the BDD-based method are higher than for the lazy method, and considerably so for the coarse priority scheme on the right. The BDD-based method is faster only for the scheme on the left, and the advantage shrinks with problem size. We point out the remarkably small number of lazily reached abstract states (a few thousand), despite computation times of up to 3 min. We draw two conclusions from these data. First, further efforts to optimize the lazy method should focus on time, rather than memory-the representation is very compact. Second, a symbolic implementation of the lazy technique would likely enjoy the same compactness properties and thus not suffer from the typical BDD memory bottleneck. The success of such an attempt would therefore hinge mostly upon the ability to implement the steps of Algorithm 1 time-efficiently using BDDs.
Related work
There are many publications on the use of symmetry for state space exploration and model checking, both of fundamental nature [CEFJ96, ES96] and specific to tools [HBL + 03, ID99]. One of the first to apply symmetry reduction strategies to approximately symmetric systems is [ET99] . The authors present the notions of near and rough symmetry, which are defined with respect to a Kripke structure. In the former case, symmetry violations are allowed only for transitions originating from symmetric states, where all components reside in the same local state. Such transitions can serve as a tie-breaker in applications where priority decides which process gets to enter some exclusive local state first. The second notion is defined using a rather involved concept of coverage among transitions of individual components; it is unclear how to verify coverage on a high-level system description. Examples are limited to versions of the Readers-Writers problem.
Near and rough symmetry was generalized in [EHT00] to virtual symmetry, the most general condition that allows a bisimilar symmetry quotient. A limitation of this and the preceding approaches is that while bisimilarity makes these approaches suitable for full μ-calculus model checking, it also excludes many asymmetric systems, where bisimilarity to the quotient is simply not attainable. The lazy technique, instead, trades quotient bisimilarity in for coverage of more systems. As with [ET99] , it is left open in [EHT00] how the imposed preconditions can be verified efficiently; the techniques presented seem to incur a cost proportional to the size of the unreduced Kripke structure. Our method is adaptive and does not impose any preconditions.
Closest in spirit to our work is that by Sistla and Godefroid [SG04] . As in the present work, they allow arbitrary divergence from symmetry, and account for this divergence initially by conservative optimism, namely in the form of a symmetric super-structure. A guarded annotated quotient is then obtained from the super-structure, by marking transitions that were added to achieve symmetry. Loss of precision during the exploration is prevented by means of frequent symmetry checks during runtime. As an advantage, this method can handle arbitrary CTL* properties. Our technique, on the other hand, seems more space-efficient: it applies annotations to states, not edges; in [SG04] there can be multiple annotations to a quotient edge. Further, our method does not require a costly preprocessing of the program text, such as in order to determine a symmetric super-structure. Instead, our method initially lazily ignores the potential lack of symmetry. The idea of one abstract state subsuming another one also appears in [APV06] towards software model checking with the Java PathFinder. Critical is the ability to detect subsumption efficiently (Theorem 6, in our case).
Symmetry detection solves the problem of suspected but formally unknown symmetry, by inferring structure automorphisms from the program text; recent approaches are given in [DM05, DM06] . An advantage of these approaches is their applicability to quite arbitrary structural symmetries. Our method targets approximately fully symmetric systems and might, when confronted with less regular structures, end up annotating each encountered state with the trivial partition consisting of singleton sets. On the other hand, a structure automorphism is global in nature, constraining the entire transition relation. It ignores the possibility of a large part of the state space being unaffected by symmetry breaches. Our lazy symmetry reduction approach detects symmetry (precisely, violations thereof) on-the-fly and can, as such, reduce local substructures with more symmetry than is revealed by global automorphisms.
Our technique bears some resemblance with lazy abstraction [HJMS02] , which starts from an overapproximation of the concrete model, detects spurious counterexamples, and uses those to locally refine the model. In lazy symmetry reduction, the initial assumption of full symmetry can be viewed as an overapproximation of the actual symmetry group, which is unknown. In both approaches, the idea is to allow the precision of the abstraction to vary across the structure being explored, and to decide on this precision on demand. The difference is when the abstraction is refined. In lazy abstraction, this happens when spurious counterexamples have actually been encountered, preventing the target property from being proved. Lazy symmetry reduction is more eager: we do not want to allow spurious paths. Instead, we refine (the symmetry group) as soon as a transition about to be made would introduce imprecision. Our approach therefore remains exact throughout the interleaved exploration and refinement procedure.
Summary
We presented a new lazy method for exhaustive state space exploration under partial symmetry. It is intended for, and efficient with, approximately fully symmetric systems, where most local state transitions are available to most processes. Verification of this feature is not required; the method is exact for any input. Besides its broad applicability compared to bisimulation-preserving reduction methods, we believe the algorithm is easy to implement, and incurs justifiable overhead.
The effectiveness of the algorithm rests on two principles: state annotations, in the form of partitions of the set of processes indices, and subsumption. The annotation of a state s tracks how symmetry was violated on the path along which s was encountered; this determines to what extent symmetry may be exploited during future exploration from s. An annotated state subsumes another if its orbit contains that of the other one. As a result of discarding subsumed states, in the end each state is annotated with the coarsest partition induced by any path leading to the state. This reduction gives rise to an abstract structure with an equivalent set of reachable states.
We focused in this article on full symmetry, in part because this type is the most frequent and profitable in practice. A natural question for the future is whether the lazy method can be made to work for smaller groups. We first note that for such groups, the benefit of exact symmetry reduction diminishes. Non-exact symmetry additionally incurs an (unavoidable) overhead to keep track of the imperfect symmetry. In this paper, we track approximate full symmetry in the form of partitions that represent products of fully symmetric subgroups. Partitions are simple enough to permit relatively inexpensive algorithmic manipulations.
Our implementation uses an explicit-state representation. It should be possible to incorporate the algorithm into the model checkers Murϕ [ID99] and Spin [Hol97] and thus extend their scope to asymmetric systems. A symbolic implementation, say using BDDs, appears non-trivial and is one avenue for future work. We have discussed the prospects for such an endeavor near the end of Section 10.
