As one of the most effective sequential optimization techniques, retiming is a structural transformation that relocates flip-flops in a circuit without changing its functionality. The min-area retiming problem seeks a solution with the minimum flip-flop area (or number) under a given clock period. Even though having polynomial runtime, the best existing algorithms for this problem still need to first construct a dense path graph and then find a min-cost network flow on it, thus incur huge storage and time expenses for large circuits. Recently, provable incremental algorithms have been discovered for min-period retiming, and heuristic incremental algorithms have been proposed for min-area retiming. However, given the complexity of the problem, min-area retiming is still resisting an efficient provable incremental algorithm. In this paper, we fill the gap by presenting an efficient algorithm to solve the min-area retiming problem incrementally and optimally. Contrary to existing approaches, no dense path graph is constructed; only the active timing constraints are dynamically generated in the algorithm. Experimental results show that the total runtime of our algorithm for all the benchmarks is at least 60× faster than the best existing approach.
INTRODUCTION
Retiming [5] is one of the most powerful sequential transformations that relocates the flip-flops (FFs) in a circuit while preserving its functionality. As relocating the FFs could balance the longest combinational paths and reduce the circuit states, the clock period and the FF area (or number) in a circuit can be reduced through retiming optimizations. As the minimum clock period (min-period) retiming minimizes the clock period, and thus might significantly increase the FF area, the minimum area (min-area) retiming minimizes the FF area under a given clock period, thus could be used to minimize the FF area even under the minimum clock period. Therefore, the min-area retiming problem is more important for sequential circuit design, but of higher complexity [10] .
All existing provable approaches to min-area retiming follow the basic ideas of Leiserson and Saxe [5] . Given a circuit represented as a graph of n vertices and m edges, the minimum number of FFs between any two vertices and the maximum delay over the paths of the minimum number of FFs are first computed. Then, besides one constraint for each edge requiring that the FF number is nonnegative, for each pair of the vertices whose computed path delay is larger than the given clock period, i.e. the timing critical path, a constraint is generated requiring that there is at least one FF between them. Minimizing the FF area under those constraints formulates a dual of the min-cost network flow problem. Since each constraint forms an arc in the flow network, the number of arcs in the network is usually Θ(n 2 ). Even though polynomially solvable, min-cost network flow computation (see [1] ) over a dense graph is usually expensive on large problems.
Shenoy et al. [10] were among the first to consider a practical implementation of the min-area retiming algorithm. They found that the storage requirement to compute the timing critical paths and the number of constraints are the bottleneck and proposed techniques to reduce memory usage and to prune some redundant constraints. Minaret, proposed by Maheshwari et al. [8] , further pruned redundant constraints to reduce the size of the flow network by exploring the equivalence of retiming and clock skew optimization as proposed in ASTRA [9] . However, even with these pruning techniques, as experimental results indicate, the flow networks could still be very dense compared to the original circuit graphs. Our experiments with Minaret showed that a circuit with more than 180K gates had to formulate and solve a min-cost network flow problem with more than 122M arcs, which used up all the 2GB virtual memory on our machine.
Recently, Zhou [13] proposed an efficient incremental algorithm for min-period retiming which iteratively moves FFs to decrease the clock period while guarantees to find the optimal solution in a short time. To overcome the expenses of existing approaches to min-area retiming, Singh et al. [11] also proposed to incrementally move FFs in the circuit. However, since they only allow moves that are better in cost and feasible in timing, their approach is a heuristic that may end up with a suboptimal solution. An efficient incremental algorithm with provably optimal solution is evasive till now.
In this paper, we fill the gap with an efficient algorithm named iMinArea that solves the min-area retiming problem incrementally and optimally. Contrary to existing algorithms, iMinArea directly attacks the FF area minimization problem instead of its dual network flow problem. Starting with the circuit satisfying the clock period constraint, iMinArea will iteratively reduce the number of FFs by moving FFs backward over some gates with fanouts larger than fanins. If a fanout edge currently has no FF or is on a timing critical path requesting at least one FF, such a move may require FF moves over other gates. iMinArea dynamically maintains such relations among the gates as a forest. If there is a cluster of gates whose fanouts are larger than its fanins, the number of FFs can be reduced by moving one FF over the cluster; otherwise, the current solution is optimal. An outstanding feature of iMinArea is that a critical timing constraint is dynamically generated only when it is needed. Maintaining a forest on the gates, it requests only linear storage (that is, O(n)) on top of the circuit graph. As can be expected, iMinArea is extremely efficient in handling large circuits. For the same circuit with more than 180K gates that failed Minaret, our iMinArea algorithm solved the min-area retiming problem with 65MB memory in less than 1 minutes, which is at least 100 times faster than Minaret and uses at most 1 30 th of the memory used by Minaret. The rest of this paper is organized as follows. The retiming problems are introduced in Section 2. Our algorithmic idea is presented in Section 3. The iMinArea algorithm is proposed in Section 4. After experimental results are given in Section 5, Section 6 concludes the paper.
PROBLEM FORMULATION
As in Leiserson and Saxe [5] , a synchronous sequential circuit is modeled by a directed graph G = (V, E) whose vertices V represent combinational gates and whose edges E represent signals between vertices. Nonnegative gate delays are given as vertex weights d : V → R * and the nonnegative numbers of FFs on the signals are given as edge weights w : E → N. A special host vertex, the edges from host to the primary inputs, and the edges from the primary outputs to host, are introduced into the graph to represent interfaces with the external environment. Given such a graph, the min-area retiming problem asks for an FF relocation w : E → N such that the total FF area in the circuit is minimum while it works under a given clock period φ.
Conventionally, to guarantee that w is a relocation of w, a retiming is given by a vertex labeling r : V → Z representing the number of FFs moved backward over each gate from fanouts to fanins. Given r, the FF number on the edge (u, v) after retiming is wr(u, v) = w(u, v)+r(v)−r(u). A retiming r is valid iff the FF number of every edge is nonnegative, P0(r) : (∀(u, v) ∈ E : wr(u, v) ≥ 0). For a circuit to work under a given clock period φ, the maximum combinational path delay in the circuit can be at most φ. To compute the maximum path delay, we introduce a vertex labeling t : V → R to represent the arrival time at the output of each gate. A valid retiming r is feasible for φ iff the following condition holds for some arrival times t,
Note that the host vertex and the edges entering and leaving host should be ignored in the above condition.
The total FF number is P e∈E wr(e). For any vertex v ∈ V , let FI(v) and FO(v) be the sets of the fanins and the fanouts of v respectively. To minimize the total FF number is equivalent to maximize the quantity
More generally, let b : V → R represent the reduction in FF area if one FF is moved from the fanouts of the given vertex to its fanins. The FF area reduction for the retiming r is P v∈V b(v)r(v). With these notations, the min-area retiming problem can be formally stated as follows.
For ease of presentation, we extend b to any graph X = (VX , EX ) with VX ⊆ V and any I ⊆ V by defining b(X)
, and b(∅) ∆ = 0. We assume that b(G) = 0 without loss of generality and that the minarea retiming problem is bounded.
More complicated retiming problems can be solved in the same formulation of Problem 1. One example is to consider the sharing of the FFs at the fanouts of a gate. As proposed by Leiserson et al. [5] , this scenario is handled by including additional constraints in P0(r) and setting the labeling b accordingly. Let wmax(u) = max (u,v)∈E w(u, v) and assume that all the fanout edges of u have the same breadth β(u), which is the costs of adding a FF along each edge. For each vertex u where the FFs at the fanouts of u should be shared, a dummy vertex um is introduced. For each fanout v of u, the breadth of the edge (u, v) is changed to
and one constraint is added to P0(r) by adding the edge (v, um) to G with w(v, um)=wmax(u)−w(u,v) and the breadth
ALGORITHM OVERVIEW
In this section, we present the general idea behind our incremental algorithm without delving into technical details, which will be presented in the next section.
As a motivation and comparison to our algorithm, we first discuss Leiserson and Saxe's approach to the min-area retiming [5] . Two n × n matrices W and D are first computed to capture the critical timing constraints, and based on them, a dual of the min-cost network flow problem is formulated and solved. For any vertex pair (u, v), W (u, v) is the minimum number of FFs along any path from u to v, and D(u, v) is the maximum delay of the paths from u to v with W (u, v) FFs. If D(u, v) > φ, then there is a timing critical path from u and v and a critical timing constraint requiring at least 1 FF on the path should be generated. The dual of the mincost network flow problem is formulated to maximize the FF area reduction subject to the nonnegative FF number requirement and all the critical timing constraints. As W and D would usually be much denser than the circuit graph, the flow network would be dense when the given clock period is tight. Despite the many efforts [10, 8] to reduce the storage requirement for computing the critical timing constraints and to prune the redundant constraints, the large number of constraints is still the bottleneck for solving the min-area retiming problems.
To totally avoid the bottleneck, our algorithm does not compute the matrices W or D at all. The feasibility of clock period φ is checked by dynamically updating the gate arrival times and comparing them with φ, as in [5, 13] . The objective in Problem 1 indicates that, in order to improve a given solution, some vertices with b > 0 must have their r increased. However, a vertex may not be independent: if w r (u, v) = 0, increasing r(u) requests increasing r(v) at the same time. It is not hard to maintain such a relation. However, a more involved case happens when the increase of r over a path extends it to be longer than φ. Incremental arrival time updating can identify such a situation, and we will keep a relation between the source u and sink v of the violating path. It is revealing to note that we have D(u, v) > φ and r(v) + W (u, v) − r(u) = 1 for such u and v. In other words, our algorithm dynamically identifies timing arcs in Leiserson and Saxe's flow network and only identifies the currently tight ones that "lie on the road to improvement". The relations thus identified on normal circuit edges and on tight timing arcs are called active constraints. They will force vertices with b > 0 to be bundled with vertices with b ≤ 0. When there is still a bundle I with b(I) > 0, the objective can be improved by increasing r on I; otherwise, the current retiming is already optimal.
The flow of our algorithm is shown in Fig. 1 . A feasible retiming r for the clock period φ and a set of active constraints A are maintained throughout the algorithm. An initial feasible retiming r on line 1 may be obtained by any efficient fixed period retiming algorithms [5, 13] . We call a vertex set I closed under active constraints
Find a feasible retiming r under clock period φ.
Find a positive vertex set I closed under A.
5
If no such I exists: Stop, r is optimal. 6
Else if wr(u, v) = 0 for an edge (u, v) leaving I:
Else: r ← rI ; update A. u ∈ I ⇒ v ∈ I. A vertex set I is positive if b(I) > 0, meaning that the increment of r on I will reduce the FF area. We use rI to denote the new retiming after the increment. However, such an increase may violate the nonnegative FF number requirement on an edge leaving I -an active constraint is added in this case on line 7. Such an increase may also violate the timing constraint if a path longer than φ is created. We use q(v) to record the source of the critical path to v. If t(v) > φ in rI , an active constraint (q(v), v) is added on line 9. If a positive I is found that will not generate more active constraints, the FF area can be reduced by increasing r on I, as on line 10. If, with the growth of active constraints, there is no positive I closed under A, then r is claimed optimal. The above idea seems natural but the difficulty to realize it lies in how to effectively and efficiently maintain the active constraints A. Keeping every identified active constraint in A is not efficient since it might make |A| very large. On the other hand, if not careful, removing some active constraints from A may not lead to algorithm convergence, since it is possible to have active constraints cycling in and out of A. We successfully overcome the difficulty by maintaining A as a regular forest, which is a forest with special properties. The details are presented in the next section; we only note here that |A| is at most n − 1 while the termination of the algorithm is guaranteed. Similar ideas of maintaining constraints as a forest have been used in other works [6, 3] . However, a major contribution by our algorithm is to incrementally handle dynamically generated constraints in a regular forest, which can not be done by any existing algorithm. Therefore, our algorithm is much more efficient when it is expensive to generate all the constraints.
We use an example as illustrated in Fig. 2 to further clarify our idea of incremental min-area retiming. Detailed executing information is listed in the following table.
{f, e, g, c, d}
ALGORITHM DESCRIPTION 4.1 Regular Forests
Consider a forest F with vertices V consisting of rooted trees. For any vertex v ∈ V , let Tv be the subtree rooted at v. For any non-root vertex v ∈ V , let pv be its parent. A labeling B : V → R is maintained such that B(v) = b(Tv). For any non-root vertex v ∈ V , a direction is assigned to the edge {pv, v} such that an active constraint can be derived from the edge. A labeling U(v) is used to maintain the direction: if U(v) = true, then (v, pv) is the active constraint; if U(v) = false, then (pv, v) is the active constraint. Let A(F ) Figure 2 : An example of our incremental min-area retiming algorithm. The labeling b is shown in (a) after gate names. Gate delays are inside each gate. The clock period is 6. Dotted arcs are active constraints. Exactly one FF is moved from the fanouts of the gray gates to their fanins. be the set of the active constraints derived from the edges of F . We define a tree T to be regular iff for any vertex v of T that is not the root of T , the following conditions hold, which are illustrated in Fig. 3 We call a tree T positive (respectively zero and negative) iff b(T ) > 0 (respectively b(T ) = 0 and b(T ) < 0). Let P (F ) (respectively Z(F ) and N (F )) be the set of all the positive trees (respectively zero trees and negative trees) in F . Let the vertices in P (F ) be V P (F ) . If P (F ) = ∅, then I = V P (F ) is positive and closed under A(F ). Actually, the following lemma states that such I is the one with the maximum b(I).
Lemma 1. Let I be a vertex set that is closed under A(F ). Then b(I ) ≤ b(I) for I = V P (F ) .
On the other hand, if P (F ) = ∅, we can claim optimality as in the following lemma, Lemma 2. Suppose that A(F ) is a set of the active constraints of a feasible retiming r for the clock period φ, i.e.,
. If P (F ) = ∅, then r is the optimal solution of the min-area retiming problem. We store the forest F in an adjacency list data structure using O(n) storage. We assume that there are two operations that can be completed with O(n) time and space: the first one is CreateTree(F, v), which either removes the edge {pv, v} from the forest if v is not a root, or keep F unchanged if v is a root; the second one is MergeTree (F, u, v) , which assumes that v is the root of a tree not containing u and makes u the parent of v. We design the subroutine ChangeRoot(F, v) as shown in Fig. 4 to update the regular forest F in order to make v the root of a tree without introducing additional active constraints into A(F ). In each iteration of the For loop on line 2, vi−1 is the root of the tree containing v, vi is a child of vi−1, and v is in the subtree rooted at vi. The subtree rooted at vi is cut off from the tree rooted at vi−1 on line 4. In order to keep the vertices of P (F ), Z(F ), and N (F ) unchanged, we assign vi−1 to be a child of vi on line 7 if necessary. The correctness of the ChangeRoot subroutine is stated in the following lemma.
Lemma 3. The invariants of the For loop on line 2 are that, first, the regular forest F is regular; second, A(F ) contains no new active constraint; third, the vertices of P (F ), Z(F ), and N (F ) are not changed. When the subroutine terminates, v is the root of a tree in F .
Subroutine UpdateForest Inputs F : a regular forest. u: a vertex belongs to V P (F ) . v: a vertex does not belong to V P (F ) .
Outputs
Updated regular forest F with (u,v) added to A(F ).
ZeroCut(F, u, bT ). Figure 5 : The UpdateForest subroutine. Let F0 be the forest with no edge, i.e., every vertex is a tree in F0. Then F0 is regular and A(F0) = ∅. Our algorithmic idea in Section 3 suggests to start with the forest F being F0 and to satisfy P (F ) = ∅ eventually with additional active constraints. Note that b(P (F )) ≥ 0 always holds and P (F ) = ∅ is equivalent to b(P (F )) = 0. Intuitively, either we combine a positive tree with a negative tree to reduce b(P (F )), or we combine a positive tree with a zero tree to expand P (F ) in order to reduce b(P (F )) later. We propose to capture such progress by a potential tuple,
with the lexicographic ordering, i.e., for Ψ(F ) = (x, y) and Ψ(F ) = (x , y ), Ψ(F ) ≤ Ψ(F ) iff x < x or (x = x ) ∧ (y ≤ y ). Assuming that the additional active constraint is (u, v) satisfying u ∈ V P (F ) and v / ∈ V P (F ) , we design the UpdateForest subroutine as shown in Fig. 5 that will decrease Ψ(F ) by adding (u, v) to A(F ) and removing active constraints from A(F ) if necessary. Note that such active constraint must exist eventually as we move FFs from the fanouts of V P (F ) to their fanins; otherwise the min-area retiming problem is unbounded. In this subroutine, we first simplify the problem by the ChangeRoot subroutine on line 1 in order to make v a root in the regular forest. If v is the root of a zero tree, we assign v to be a child of u on line 3. Otherwise, we further simplify the problem by ChangeRoot on line 5 in order to make u a root. Then we assign v to be a child of u on line 7. Since after line 7, the tree rooted at u will not always be regular but will always be almost regular, we call the ZeroCut subroutine on line 8 to recover F as a regular forest without increasing the potential tuple. The ZeroCut subroutine is shown in Fig. 6 , which recursively cuts off the subtrees that do not satisfy the conditions of a regular tree. The correctness of the ZeroCut and the UpdateForest subroutines are stated in the following lemmas.
Lemma 4. Assume that every tree in F is regular expect T which is almost regular. Let u be the root of T . Then after we apply ZeroCut(F, u, b(T )), F becomes regular and b(P (F )) remains unchanged.
Lemma 5. Assume that F is a regular forest, u ∈ V P (F ) , and v / ∈ V P (F ) . Then after we apply UpdateForest(F, u, v), F remains a regular forest, Ψ(F ) is strictly decreased, and (u, v) is the only active constraint added to A(F ).
Subroutine ZeroCut Inputs F :a forest. u :a vertex in an almost regular tree T . bT :equals to b(T ).
Updated forest F where the subtree of T rooted at u becomes a set of regular trees. 1
For each child v of u:
Else: 6 ZeroCut(F, v, bT ). 
The iMinArea Algorithm
Combining the algorithmic idea in Section 3 and the regular forest data structure, we design the iMinArea algorithm that solves the min-area retiming problem incrementally and optimally as shown in Fig. 7 . The invariants of the loop on line 3 are stated in the following lemma.
Lemma 6. At the beginning of each iteration of the loop on line 3, r is a feasible retiming for φ, F is a regular forest, A(F ) is the set of the active constraints of r.
The preconditions for line 8 and 9 are established by the following lemma.
Lemma 7. If wr(u, v) = 0 for any fanout edge (u, v) of I, then rI is valid. If t(v) > φ in rI for some vertex v on line 8, then q(v) ∈ V P (F ) and v / ∈ V P (F ) .
When the optimality is not claimed on line 5, either the FF area of r will be strictly decreased by b(I) > 0 for some I ⊂ V and Ψ(F ) remains the same on line 10, or Ψ(F ) will be strictly decreased and the FF area of r remains the same on line 7 and 9 according to Lemma 5. Since the problem is bounded, the number of the subsets of V is finite, and the number of the regular forests with vertices V is finite, we can claim the termination of the iMinArea algorithm. Together with Lemma 2 and 6, we have the following theorem, Algorithm iMinArea Inputs φ:the clock period.
Outputs
The optimal feasible retiming r for φ. 1 Initialize a feasible retiming r for φ. 2 Initialize F to be a forest with no edge. 3
Loop:
Else if t(v) > φ in rI for some vertex v:
Else: r ← rI . Figure 7 : The iMinArea algorithm.
Theorem 1. The iMinArea algorithm will terminate and when it terminates, r is an optimal solution of the min-area retiming problem. 
Such time complexity is comparable to that of the minperiod retiming problem, which is much simpler than the min-area retiming problem -the best theoretical time complexity for min-period retiming is O(nm log n) [5] , while the worse-case runtime for the most efficient practical algorithm is O(n 2 m) [13] .
Implementation Details
Many details of the iMinArea algorithm are not specified. We extend the incremental idea to the implementation of the algorithm. All the techniques introduced in this section will not affect the theoretical complexity but will effectively improve the practical runtime of the algorithm.
First of all, it is not necessary to generate I on line 4 from scratch every time. It can be proved that the UpdateForest subroutine changes V P (F ) by either inserting vertices or removing vertices but not both. We modify the UpdateForest subroutine to provide such information so that we can construct I to be V P (F ) incrementally. Let the inserted vertices or the removed vertices be Q. They will be used later when the constraints on line 6 and 8 are checked incrementally.
Secondly, it is not efficient to check every fanout edge of I, to compute the labelings t and q in rI , and to check every vertex every time when the algorithm reaches line 6 and 8. The constraints should be checked incrementally, i.e. the constraints that are known to hold should be excluded from being checked, and the labelings t and q should be updated incrementally. We maintain two vertex queues J and K for such purpose. For any vertex u / ∈ J, if u ∈ I, then for any edge (u, v), either v ∈ I or wr(u, v) > 0. For any vertex u / ∈ K and any vertex v in the combinational fanin cone of u (including u) in rI , t(v) and q(v) are upto-date, and t(v) ≤ φ. On line 6, we repeatedly remove a vertex u from J until a edge (u, v) leaving I satisfying wr(u, v) = 0 is found or J is empty. On line 8, we repeatedly remove a vertex and its combinational fanin cone from K, compute t(v) and q(v) for any vertex v in the cone, until t(v) > φ for some vertex v or K is empty. The queues J and K are updated incrementally when I is changed. When I is changed by inserting the vertex set Q, it is sufficient to insert every vertex in Q to J and to insert every vertex in the combinational fanout cone of Q in rI to K. Computing the cone could be time consuming when |Q| is large. In such case we insert every vertex of G to K. When I is changed by removing the vertex set Q, it is sufficient to insert to J the vertices u ∈ I that fanouts to a vertex v ∈ Q satisfying wr(u, v) = 0. Identifying such vertices could be inefficient when |Q| is large. In such case we insert every vertex of G to J. For the queue K, we insert every vertex of G to it.
If the sharing of the FFs at the fanouts of gates is considered, we introduce redundant constraints to P0. Let u be any vertex with the dummy vertex um and let v be a fanout of u. In P0(r), we should have w(u, v) + r(v) − r(u) ≥ 0 and wmax(u) − w(u, v) + r(um) − r(v) ≥ 0. Thus, wmax(u) + r(um) − r(u) ≥ 0. This redundant constraint is inserted to P0 and is checked first on line 6 after we remove u from the vertex queue J. The effect is that when both (u, v) and (v, um) are active constraints, we directly identify (u, um) as an active constraint and thus include u and um in one regular tree without requiring a detour to v. As b(u) > 0 and b(u) + b(um) = 0 for most u, b(P (F )) is reduced more frequently without the necessity to expand P (F ) first and the algorithm runs faster.
EXPERIMENTAL RESULTS
We implement the iMinArea algorithm in C++. We obtain the code of Minaret [8] for comparison and obtain the code of the incremental min-period retiming algorithm [13] to compute the minimum clock period and the initial feasible retiming in the iMinArea algorithm. All the codes are compiled by GCC version 3.4 and run on a Linux workstation with dual 2.4GHz Intel Xeon processors and 2GB memory.
We perform experiments with three benchmark suites: the first one are the conventional ISCAS89 sequential circuits; the second one are the large circuits (myex1 through myex5) created by the authors of Minaret from combining ISCAS89 circuits; the third one are the ITC'99 sequential circuits [15] , among which there are a few even larger circuits. We follow Minaret [8] to assume unit FF area and unit gate delay. Note that this is only for the purpose of comparison and our iMinArea algorithm can handle arbitrary FF areas and gate delays. For each circuit, we first apply Zhou's min-period retiming algorithm [13] to obtain the minimum clock period. Then we use both the iMinArea algorithm and Minaret to minimize the number of FFs, subject to the minimum clock period and considering the sharing of the FFs at the fanouts of gates.
The experimental results of the largest 26 circuits among all the benchmark suites are reported in Table 1 . The iMinArea algorithm solved the problem for all the other circuits in less than 0.1 second and thus the results of them are excluded from being reported here. The statistics of the circuits are reported in the columns "|V |" and "|E|". For each circuit and each algorithm, we report the number of FFs in the columns "# FFs" and the runtime in seconds in the columns "t mp(s)", "tmr(s)", and "tima(s)" respectively. The number of FFs obtained by Minaret and that obtained by iMinArea are the same as expected, which is significantly less than that obtained by min-period retiming ignoring the FF area. The minimum clock period is reported in the column "φ". The size of the flow network is tremendous in Minaret, as indicated by the number of arcs reported in the column "# arcs". The iMinArea algorithm can find ". Our iMinArea algorithm is much more efficient than Minaret with a speedup of up to more than 100× and more than 60× in total for all the circuits. We do not report the detailed memory usage but mention that while Minaret used up all the 2GB virtual memory on our machine for the circuits "b19(std)" and "b19-1(std)", our iMinArea algorithm required at most 65MB memory as for the circuit "b19(std)".
We are also curious about iMinArea's performance for a degenerated special case: the unconstrained min-area retiming problem without clock period constraints. This problem is conventionally solved as a dual min-cost network flow problem on the circuit graph. We simply turn off line 1, 8, and 9 in iMinArea. Experimental results show that our algorithm is 4× faster than the conventional approach using the min-cost network flow solver CS2 version 4.3 [16] . We also compare our algorithm to Hurst et al. [4] , which is an efficient algorithm specially designed only for the problem with unit FF area and implemented in ABC [14] . Surprisingly, even though iMinArea is designed for a much more general problem, it is only 3× slower than Hurst et al. on the special problem.
CONCLUSIONS
In this paper, we presented an efficient algorithm named iMinArea to solve the min-area retiming algorithm incrementally and optimally. Instead of attacking the problem by formulating and solving a min-cost network flow problem in a dense flow network, our iMinArea algorithm generates the critical timing constraints dynamically, maintains active constraints in a forest, and retimes a circuit incrementally. Experimental results confirmed that our algorithm is significantly faster and uses much less memory in comparison to the best existing approach.
Even though only backward retiming is discussed in iMinArea, forward retiming can be symmetrically handled and mixed with backward retiming. Therefore, initial state can be easily enforced in the retimed circuits [12, 2] . Moreover, similar to [7] for min-period retiming, if the hold conditions need to be satisfied, iMinArea can be extended to solve the problem optimally.
We should also note that, since it is incremental, iMinArea can be stopped any time when a designer is satisfied (with the area) or impatient (with the runtime). However, we have not (yet) found it necessary to do so.
