Abstract: We introduce the branching transitive closure operator on weighted monadic second-order logic formulas where the branching corresponds in a natural way to the branching inherent in trees. For arbitrary commutative semirings, we prove that weighted monadic second order logics on trees is equivalent to the definability by formulas which start with one of the following operators: (i) a branching transitive closure or (ii) an existential second-order quantifier followed by one universal firstorder quantifier; in both cases the operator is applied to step-formulas over (a) Boolean first-order logic enriched by modulo counting or (b) Boolean monadic-second order logic.
Introduction
In [BM92] monadic second order logic (MSO) for strings is characterized by the extension of first-order (FO) logic with unary transitive closure (FO + TC Thm.10] weighted restricted MSO for strings is characterized by the application of a (progressing) unary transitive closure operator to step formulas over FO formulas extended by modulo counting. For trees such a characterization of MSO in terms of transitive closure existed neither for the weighted nor for the unweighted case. In [tCS08] is was proved that MSO on trees is strictly more powerful than FO + TC [1] .
Moreover, MSO is strictly less powerful than k≥1 FO+TC [k] where TC [k] denotes the transitive closure of some binary relation over the set of k-tuples of positions in trees [TK09] ; even FO + TC [2] contains a tree language which is not definable in MSO (cf. [TK09, Prop. 4] ). This raises the following question: is there a version of transitive closure for trees which characterizes MSO in the unweighted and the weighted case?
In this paper we define the concept of branching transitive closure for trees (ψ-TC), 1 and we characterize MSO on trees by ψ-TC applied to FO extended by modulo counting. Let us informally explain the concept of ψ-TC by first recalling how TC [1] works. The operator TC [1] is applied to a formula ϕ(x, y) with two free variables x and y, called input and output variable, respectively. Then TC [1] (ϕ) is interpreted as the transitive closure of the binary relation induced by ϕ. If TC [1] (ϕ) is interpreted on a tree, then a sequence of positions is chosen; these positions might be thought of as intermediate points of a tree-walk (cf. Fig. 1(a) ). Contrary to this scenario, the operator ψ-TC x is applied to a finite family Φ = (ϕ k (x, y 1 , . . . , y k ) | 0 ≤ k ≤ m) of formulas where ϕ k (x, y 1 , . . . , y k ) has the free input variable x and the free output variables y 1 , . . . , y k . Then ψ-TC x (Φ) is interpreted on a tree as follows (cf. Fig. 1(b) ). The interpretation starts by choosing an arbitrary position v as assignment for x. Then, the operator chooses a branching degree k and thereby the formula ϕ k (x, y 1 , . . . , y k ).
To each y i it assigns a position v i such that ϕ k (v, v 1 , . . . , v k ) holds. This process is iterated where the output positions of an iteration step become the input positions for the next step. Finally, the formula ϕ 0 (x) has to be chosen which finishes the iteration. Hence, ψ-TC x (Φ) reflects in a natural way the branching structure of trees.
In our paper we characterize MSO by formulas of the form ψ-TC(L) where L is a class of FO formulas extended by modulo counting (similar to [BGMZ10] ). Let us explain how an MSO formula is transformed into formulas of ψ-TC(L). For this we represent an arbitrary MSO formula by a finite state tree automata A [TW68, Don70] . Then we use the idea of [Tho82] of splitting the given input tree into slices, where the number n of states completely determines the shape and the number of the slices. However, due to the branching inherent in trees, the appropriate definition of a slice was a technical challenge (cf. Section 6.1). For instance, in Fig. 2 , for n = 3 the input tree ξ is splitted into the shown slices ζ 1 , . . . , ζ 6 .
The state behaviour of A on ξ induces a state behaviour on the slices of ξ. Then, due to the idea invented in [Tho82] , the state in which the evaluation of a slice starts can be represented by a position of this slices. The retrieval of the state from a position uses the modulo counting technique. The state behaviour on the slices is handled by assigning the representing positions to the free variables of the instances of the ϕ k -formulas.
To understand the idea, let us consider Fig. 2 . Let us assume that A has the state set {0, 1, 2} and that the evaluation of the slices ζ 1 , . . . , ζ 6 are started in states 0, 1, 1, 2, 0, and 1, respectively. Then, e.g., the state 0 in the slice ζ 1 is represented by position ε, the state 1 in ζ 2 by 2111, and the state 2 in ζ 4 by 32111. Hence, the state behaviour on ζ 1 is handled by ϕ 2 (x, y 1 , y 2 ) under the assignment x → ε, y 1 → 2111, y 2 → 32111.
This way of using the transitive closure operator shows that it suffices to choose the assignments to the free variables in a progressing manner downwards the tree. In general, for the formula ϕ k (x, y 1 , . . . , y k ) and the assignment x → v, y 1 → v 1 , . . . , y k → v k , the positions v 1 , . . . , v k are descendants of v. Actually, we describe explicitly by means of a progress formula ψ(x, y i ) how the progress from v to v i looks like. This shows the meaning of the parameter ψ in the closure operator ψ-TC.
For the other inclusion ψ-TC(L) ⊆ MSO we first simulate every formula of ψ-TC(L) by a formula of the form ∃X.∀x.ϕ where ϕ ∈ L (as it was done in [BGMZ10] for strings), and then observe that ∃X.∀x.ϕ is in MSO.
In fact, we prove our characterization result in a more general setting, viz. for weighted MSO logics over semirings [DV06] . There, the expression ξ |= ϕ does not have a Boolean value, indicating whether ξ is a model of ϕ or not; rather, this expression takes a value in some given semiring [Gol99] . The progress formula ψ guarantees that no infinite summations occur in the definition of the semantics of the operator ψ-TC. If the Boolean semiring (with disjunction and conjunction) is employed, then the classical, unweighted case is reobtained. The weighted MSO logics over semirings (on strings) was introduced in [DG05, DG07, DG09]. In our main result (Theorem 4.1) we generalize [BGMZ10, Thm. 10] to recognizable weighted tree languages, but only for commutative semirings. We prove that the expressive power of the logics
are equivalent, where RMSO stands for restricted MSO, L ∈ {BFO+mod, BMSO} and BFO and BMSO are the Boolean fragments of FO and MSO, resp., and mod allows modulo counting. Moreover,
• desc + refers to the particular progress formula desc + (x, y i ), which holds for an assignment x → v, y i → v i only if v i is a descendant of v, • the operator B-TC is a bounded version of desc + -TC in which the distance between v and v i is bounded by a natural number, and • the logic ∃∀(L step ) contains the set of formulas of the form ∃X.∀x.ϕ where ϕ ∈ L step .
The handling of the weights is done in the same way as in [BGMZ10] , from which we borrow several notations and notions; also we follow their lines of argumentation. However, the switch from strings to trees created two technical difficulties: (1) the appropriate splitting of an input tree into slices and (2) the unique representation of states in a slice in order to avoid counting a state behaviour too often. We employed the BFO-formulas form-cut and on-lmp, respectively, for handling these difficulties (cf. Section 6.2). Moreover, we use [Mal06, Prop. 18] (cf. Lemma 6.4) for the fact that the state-value behaviour of a weighted tree automaton on an input tree ξ induces a state-value behaviour on the slices of ξ. This needs the commutativity of the semiring multiplication.
In Section 2 we recall general notations on trees, the definitions of weighted tree automata and (fragments of) weighted MSO. In Section 3 we introduce our branching transitive closure operator and illustrate it by means of an example. Section 4 shows the main result of this paper (cf. Theorem 4.1); its proof uses results which are proved in Sections 5, 6, and 7. We conclude in Section 8 by indicating some open problems.
We will use a number of macros in weighted MSO, and we introduce them at the places where they are needed first time. For the convenience of the reader we have collected all the macros in alphabetic order in an appendix.
Preliminaries

General Notation
Let N denote the set {0, 1, 2, . . .} of natural numbers; let N + = N\{0}. The cardinality of a set A is denoted by |A|. Frequently we we abbreviate a tuple (a 1 , . . . , a k ) ∈ A k by a 1 . . . a k . Note that A 0 = {( )}, and we abbreviate ( ) by ε.
As usual, an alphabet is a non-empty and finite set. The set of strings over an alphabet ∆ is denoted by ∆ * . The empty string is denoted by ε and the length of w ∈ ∆ * is denoted by |w|.
Trees
We use the usual notions and notations concerning trees, cf., e.g., [FV09] . For a ranked alphabet Σ we denote by Σ (k) the set of symbols of Σ having rank k and by maxrk(Σ) the maximal rank of symbols in Σ. The set of Σ-trees indexed by some set A is denoted by T Σ (A). In case A = ∅ we write T Σ for T Σ (A). Given a tree ξ ∈ T Σ (A), we denote the set of its positions by pos(ξ) ⊆ N * + (using the usual Gorn-notation). We abbreviate a sequence v 1 , . . . , v k of positions by v 1,k . The lexicographic ordering on pos(ξ) is denoted by . For every ξ ∈ T Σ (A) and w ∈ pos(ξ), we denote the label of ξ at w by ξ(w) and the subtree of ξ at w by ξ| w . For any set B ⊆ A ∪ Σ, we denote by pos B (ξ) the set {w ∈ pos(ξ) | ξ(w) ∈ B}. If, additionally, ζ ∈ T Σ (A), then ξ[ζ] w denotes the tree obtained from ξ by replacing the subtree at w by ζ.
If
A is finite, then we can define the ranked alphabet (Σ ∪ A, rk) by rk(a) = 0 for every a ∈ A and rk(σ) = rk Σ (σ) for every σ ∈ Σ.
We define the height height(ξ) and the size size(ξ) of a tree ξ ∈ T Σ (A) recursively as follows. For every α ∈ A ∪ Σ (0) , let height(α) = 0 and size(α) = 1, and for every σ ∈ Σ (k) with k ≥ 1 and
and Σ (0) = {e} is a singleton. For such a Σ there is an obvious bijection from T Σ to (Σ (1) ) * which transforms monadic trees into strings.
Weighted Tree Languages and Weighted Tree Automata
A commutative semiring is an algebra (S, +, ·, 0, 1) where (S, +, 0) and (S, ·, 1) are commutative monoids, · distributes over +, and 0 is absorbing with respect to ·. As usual, we abbreviate (S, +, ·, 0, 1) by S.
In this paper, S will always denote an arbitrary commutative semiring.
For more details on semirings we refer the reader to [HW98, Gol99] . A weighted tree language is a mapping r : T Σ → S for some ranked alphabet Σ. In particular, for every tree language L ⊆ T Σ , we denote by 1 L the weighted tree language 1 L : T Σ → S with 1 L (ξ) = 1 for every ξ ∈ L, and 0 otherwise. We call 1 L the characteristic weighted tree language of L. A recognizable step function [DG05, DG07, DG09] is a weighted tree language r : T Σ → S such that there are n ≥ 0, recognizable tree languages L 1 , . . . , L n over Σ [GS84, GS97] , and coefficients a 1 , . . . , a n in S such that r = n i=1 a i · 1 Li . We recall the concepts of weighted tree automata from [FV09] . A weighted tree automaton over S (wta) is a tuple A = (Q, Σ, δ, F ) where Q is a finite, nonempty set (of states), Σ is a ranked alphabet (of input symbols), F ⊆ Q is a set of final states, and δ is a family (δ k | k ∈ N) of weighted transitions with δ k :
Let k ∈ N and q 1 , . . . , q k ∈ Q. The mapping h q1...q k : T Σ (Z k ) → S Q is recursively defined for every q ∈ Q and
• for every z i ∈ Z k by h q1...q k (z i ) q = 1 if q = q i , and 0 otherwise, and
• for every σ ∈ Σ (l) with l ≥ 0 and ξ 1 , . . . , ξ l ∈ T Σ (Z k ) by
We abbreviate h ε by h. The weighted tree language recognized by A, denoted also by A, is the mapping r A : T Σ → S defined for every ξ ∈ T Σ by
A weighted tree language r : T Σ → S is recognizable if there exists a wta A such that r A = r.
We note that a wta over a monadic ranked alphabet of input symbols is equivalent to an initial state normalized weighted automaton (as, e.g., used in [BGMZ10] ). For a more detailed discussion about this special case we refer to [FV09, p.324 ].
We call a wta A = (Q, Σ, δ, F ) final state normalized if |F | = 1. 
Weighted Logics
The Basic Weighted MSO-Logic Here we recall the weighted MSO-logic on trees which we will use in this paper. This weighted logic has its origin in [DG05, DG07, DG09] where it was defined for strings. It has been extended to trees in [DV06, FV09, DV10] . We present it in the form of [BGMZ10] .
As usual in MSO-logic, we use first-order variables, like x, x 1 , x 2 , . . . , y, z and secondorder variables, like X, X 1 , X 2 , . . . , Y, Z.
We define the set of weighted MSO-logic formulas over Σ and S, denoted by MSO(Σ, S) (or shortly: MSO), to be the set of formulas generated by the following EBNF with nonterminal ϕ:
where a ∈ S, x, y are first-order variables, σ ∈ Σ, 1 ≤ i ≤ maxrk(Σ), and X is a second-order variable. We will abbreviate a sequence ∃x 1 . . . ∃x k of quantifications by ∃x 1,k . The set of free variables of a formula ϕ is denoted by Free(ϕ). The formula ϕ is called sentence if Free(ϕ) = ∅. Often we indicate the free variables of a formula explicitly. For instance, if a formula ϕ has the free variables x, y, and z, then we denote this fact by ϕ(x, y, z). If x 1 , . . . , x k are the free variables of some formula ψ, then we write ψ(x 1,k ), and accordingly for other sequences of variables.
As usual in logics, we deal with free variables of a formula by means of variable assignments. Rather than repeating all the technical details here we only collect the most important notations and refer to the reader to [DG05, DG07, DG09, DV06, FV09, DV10, BGMZ10] for details.
Let ξ ∈ T Σ . For a finite set V of first-order and second-order variables we denote a V-assignment for ξ by ρ. For any position w ∈ pos(ξ) and set W ⊆ pos(ξ), we denote the x-and X-update of ρ by ρ[x → w] and ρ[X → W ], respectively.
In the usual way, we can encode a pair (ξ, ρ), where ρ is a V-assignment for ξ, as a tree ζ over the ranked alphabet Σ V with Σ
A tree ζ ∈ T Σ V is called valid if for every first-order variable x ∈ V there is a unique w ∈ pos(ζ) such that x occurs in the second component of ζ(w). We denote the set of all valid trees in
Let ϕ ∈ MSO and V be a finite set of variables containing Free(ϕ). The semantics of ϕ is the weighted tree language
The order of the factors in the product over pos(ζ) is arbitrary because S is a commutative semiring. Let ϕ be a formula with free variables x 1 , . . . , x n , ξ ∈ T Σ , and ρ a Free(ϕ)-assignment for ξ such that ρ(
. We say that two formulas ϕ and ψ with the same set of free variables are equivalent, and write
. . , u n ) = 1 for some ξ ∈ T Σ , and u 1 , . . . , u n ∈ pos(ξ), then we abbreviate this fact by writing that "ϕ ξ (u 1 , . . . , u n ) holds" or "we have ϕ ξ (u 1 , . . . , u n )" or just "ϕ ξ (u 1 , . . . , u n )".
For every ϕ, ψ ∈ MSO, we define the macro ϕ
If ζ is valid and ϕ is Boolean-valued, then we have that
Clearly, if ϕ and ψ are Boolean-valued, then ϕ
The Boolean Fragment BMSO: Next we define the Boolean fragment of MSO according to [BGMZ10] . The Boolean fragment of MSO, denoted by BMSO, is the set of all formulas generated by the EBNF
Clearly, every ϕ ∈ BMSO is Boolean-valued.
In BMSO we define the following macros: for every ϕ, ψ ∈ BMSO we let
Let ϕ be a BMSO-formula. Then the semantics of ϕ in S coincides with that in B (cf. [BGMZ10] ). Moreover, ϕ can be considered as a classical (unweighted) MSOformula for trees, and we can show easily that the semantics of ϕ in B is 1 L , where L is the recognizable tree language defined by ϕ (as classical MSO-formula). By Lemma 3.3(1) of [DV06] , the weighted tree language 1 L is recognizable. Hence, we obtain the following.
Observation 2.2 The semantics of any BMSO-formula is a recognizable weighted tree language.
L-step Formulas: Let L ⊆ BMSO be closed under ∧ and ¬. According to [BGMZ10] , the set of L-step formulas, denoted by L step , is the set of all MSO-formulas generated by the EBNF
We will use the following technical result.
In particular, the semantics of ϕ is a recognizable step function. 
for some formula ϕ in L. A weighted tree language r :
where ϕ has the free variables x, X, and y, and
The Fragment RMSO: We define the fragment RMSO of restricted MSO in the spirit of [Gas10, BGMZ10] .
Formally, the fragment RMSO is the set of all weighted restricted MSO-formulas generated by the EBNF:
where ψ is a BMSO-step formula and χ is a BMSO-formula.
The Fragments of First-Order Logic FO and BFO: Another fragment of MSO is the set of weighted first-order formulas over Σ and S, denoted by FO, which is the set of all formulas generated by the EBNF
Note that second-order variables may occur (as free variables).
The fragment BFO is defined to be the intersection BMSO ∩ FO. That is, BFO is the set of all formulas generated by the EBNF
The Fragment using Modulo Constraints BFO+mod: Let n ∈ N + and m ∈ N such that 0 ≤ m < n. We introduce the macro |x| ≡ n m with the only free variable x, and its intended meaning is as follows. For every tree ξ ∈ T Σ and v ∈ pos(ξ) we have
We define |x| ≡ n m by the following BMSO-formula:
where
(y 0 , . . . , y n form a path via w 1 . . . w n ).
• (y/n ∈ X) := ∃x. (x ∈ X) ∧ desc n (x, y),
• root(x) := ∀y.¬ edge(y, x),
It is easy to see that (2) holds.
Let us denote by BFO+mod the fragment of BMSO which we obtain by adding the formula |x| ≡ n m for every n ∈ N + and m ∈ N to the list of the alternatives defining the fragment BFO.
Branching Transitive Closure
In this section we introduce our branching transitive closure operator ψ-TC x with progress formula ψ, and we define its application to a family Φ of formulas of the form ϕ k (x, y 1 , . . . , y k ) with one free input variable and k free output variables. First let us deal with the possible forms of the progress formulas.
As indicated in the introduction, it suffices to use progress formulas which restrict the choice of positions to a progress downwards the tree. Moreover, in order to avoid infinite summations in the semiring, we require that the progress formula is irreflexive. Formally, let ψ(x, y) be a formula in BFO with two free variables. We call ψ(x, y) a progress formula if ψ ξ (v, v ) implies desc ξ + (v, v ) for every ξ ∈ T Σ and v, v ∈ pos(ξ) where the BFO-formula desc + (x, y) is defined by
(y is a direct descendant of x)
• (x ≺ y) := (x y) ∧ ¬(x = y).
Since the progress should be made at each of the free output variables of ϕ k (x, y 1 , . . . , y k ), we extend the progress formula ψ to a formula ψ k which fits to ϕ k . Formally, for every k ≥ 1, we define the macro
(x is a younger sibling of y).
The branching transitive closure operator is applied to a family of formulas. For an arbitrary L ⊆ MSO, by a family of formulas in L we mean a family
where m ∈ N, ϕ k (x, y 1,k ) ∈ L, and ϕ k (x, y 1,k ) has the free variables x, y 1 , . . . , y k . Now let ψ(x, y) be a progress formula and Φ be a family of formulas in L. We define the family (ψ-TC l x (Φ) | l ≥ 1) of MSO-formulas by induction as follows:
Notice that the upper index l in TC l denotes the level of the iteration, while in TC [l] it denotes the dimension of the relation of which the transitive closure is considered (cf. Section 1).
The ψ-branching transitive closure of Φ (on x) is the formula ψ-TC x (Φ) which has the following semantics. For every ξ ∈ T Σ and v ∈ pos(ξ), we have
We note that it suffices to let l range over the finite set {1, . . . , size(ξ)}, because the progress formula ψ(x, y) is irreflexive, and hence we have
Moreover, we define ψ-TC(L) to be the class of formulas of the form ψ-TC x (Φ), where Φ is a family of formulas in L. Finally, a weighted tree language r :
In this paper we will deal with two particular progress formulas: desc + (x, y) and desc [1,n] (x, y). We call the desc [1,n] -branching transitive closure also n-bounded branching transitive closure. We abbreviate n∈N+ desc [1,n] -TC(L) by B-TC(L) and we define B-TC(L)-definable weighted tree languages in the obvious way.
Since desc [1,n] implies desc + , the n-bounded branching transitive closure can be expressed by the desc + -branching transitive closure. More precisely, for every family
. Thus the following statement holds.
Observation 3.1 Let L be any subclass of MSO which is closed under conjunction. If desc [1,n] ∈ L, then every B-TC(L)-definable weighted tree language is also desc + -TC(L)-definable. In particular, the statement holds for L = BMSO and L = (BFO+mod) step .
, α (0) } be two ranked alphabets. We define the tree homomorphism h :
(For the definition of tree homomorphism cf. [GS97, p. 18].) For the commutative semiring of natural numbers (N, +, ·, 0, 1), we define the weighted tree language r :
that is, r(ξ) is the number of decompositions according to h. For instance, for
and for ξ 2 = σ(α, σ(α, α)) we have r(ξ 2 ) = 1.
Our goal is to define a family Φ = (
. For this we let
• ϕ 2 (x, y 1,2 ) := label σ (x) ∧ edge 1 (x, y 1 ) ∧ edge 2 (x, y 2 ) and
Then, for every ξ ∈ T Σ we have that
In particular, for our given tree ξ 1 , we have that size(h −1 (ξ 1 )) = {6, 7}, and we obtain:
We can further calculate:
Let us consider a 1 in more detail. Obviously, since x is assigned to ε, the formula ϕ 3 (x, y 1,3 ) uniquely determines the positions 11, 12, and 2 which have to be assigned to y 1 , y 2 , and y 3 , resp., in order to obtain values different from 0. Thus: , w) and obtain eventually that a 1 = a 2 = 1. Moreover,
Since Φ is a family of FO-formulas, the weighted tree language r is desc [1,2] -TC(FO)-definable.
The Main Result
Theorem 4.1 Let S be an arbitrary commutative semiring and r : T Σ → S a weighted tree language. Then the following are equivalent:
Proof By Theorem 5.1 (a) and (b) are equivalent. Since BFO + mod ⊆ BMSO, we have that (c) implies (d), (e) implies (f), and (g) implies (h). Theorem 6.1 and Observation 6.5 prove that (b) implies (c). By Observation 3.1 we obtain that (c) implies (e) and (d) implies (f). By Corollary 7.2, (e) implies (g) and (f) implies (h). Since ∃∀(BMSO step ) ⊆ RMSO, also (h) implies (a).
As a corollary of our main result, we obtain a characterization of recognizable tree languages in terms of our branching transitive closure operator. Let us denote by MSO t (Σ) (or shortly by MSO t ) the set of (unweighted) monadic second order formulas for trees over Σ (cf. [Don70, TW68] ) and by FO t its first order segment.
Corollary 4.2 Let L ⊆ T Σ be an arbitrary tree language. Then the following are equivalent: To prove case x = c, we observe that (BFO+mod) step (Σ, B) and FO+mod(Σ, B) are equivalent. Moreover, FO t +mod(Σ)-formulas and FO+mod(Σ, B)-formulas correspond to each other in the natural way described above for MSO t (Σ) and MSO(Σ, B). The proof of the other cases is similar.
RMSO-definability is Equivalent to Recognizability
We have defined the fragment RMSO of restricted MSO in the spirit of [Gas10] (and of [BGMZ10] ). It is, however, syntactically slightly different from the fragment with the same name introduced in [DG05, DG07] and used in [DV06, DV11] . In the restricted MSO-fragment of [DG05, DG07] , (cf. e.g. [DV06, Def. 4.1 and 4.8]) x y is not an atomic formula, negation is only applicable to atomic formulas except coefficients from S, and second-order universal quantification is not allowed. Henceforth we will call this fragment RMSO (cf. [DV06, Def. 4.8]). In the RMSO of the present paper, x y is an atomic formula, negation can be applied to BMSO-step formulas, and second-order universal quantification can be applied to BMSO formulas. However, semantically both fragments are equivalent. We prove this by showing that a weighted tree language r is recognizable if, and only if it is RMSO-definable, and by using the fact that this equivalence was proved for RMSO -definability in [DV06, Thm. 5.1].
Theorem 5.1 Let r : T Σ → S be a weighted tree language. Then r is recognizable if, and only if it is RMSO-definable.
Proof By [DV06, Thm. 5.1], a weighted tree language is recognizable if, and only if it is definable in RMSO . In the proof of the present theorem we indicate that we can replace RMSO by our RMSO.
First we show that every RMSO-definable weighted tree language is recognizable. If the formulas have the form a, label σ (x), edge i (x, y), x ∈ X, ϕ∧ψ, ϕ∨ψ, ∃x.ϕ, or ∃X.ϕ, then they are also in RMSO , hence by [DV06, Lm. 5.2-5.4] they are recognizable. For the formula x y we apply Observation 2.2. Next we consider a formula ϕ of the form ¬ψ where ψ is a BMSO-step formula. Then ϕ is also a BMSO-step formula, and by Lemma 2.3 its semantics is a recognizable step function. Using the fact that recognizable weighted tree languages are closed under scalar product and summation (cf. [DV06, Lm. 3.3 of]), we obtain that the semantics of ϕ is recognizable. Next let ϕ be of the form ∀x.ψ where ψ is a BMSO-step formula. By Lemma 2.3, the semantics of ψ is a recognizable step function and thus by [DV06, Lm. 5.5] the semantics of ϕ is recognizable. Finally let ϕ be of the form ∀X.χ where χ is a BMSO-formula. Then also ϕ is a BMSO-formula of which the semantics is a recognizable weighted tree language again due to Observation 2.2. Thus, summing up, every RMSO-definable weighted tree language is recognizable.
Second we show that every recognizable weighted tree language is RMSO-definable. In [DV06, Thm. 5.11] it was proved that every recognizable weighted tree language is definable by some RMSO -formula. Thus it suffices to show that every weighted tree language which is definable by some RMSO -formula is also definable by some RMSO-formula. We observe that all RMSO -formula are also RMSO-formulas except the RMSO -formula ϕ = ∀x.ψ, where [[ψ] ] is a recognizable step function. However, by the definition of the recognizable step function, it should be clear that in this case ψ is equivalent to a BMSO-step formula and hence ϕ is equivalent to an RMSO-formula.
From wta To Bounded Branching Transitive Closure
In this section we will simulate the behaviour of a wta by the bounded branching transitive closure of a particular family of formulas. For this let A = (Q, Σ, δ, F ) be a wta with Q = {0, . . . , n − 1} and n ∈ N + . By Lemma 2.1 we can assume that F = {0}. Our goal is to construct a family Φ A = (ϕ k (x, y 1,k ) | 0 ≤ k ≤ max(Σ, n)) of formulas in (BFO+mod) step such that the following theorem holds.
The main idea for the construction of Φ A and the inductive proof of Theorem 6.1 (cf. Statement 1 on page 26) is due to [Tho82] . For this we decompose an input tree ξ into slices (cf. Section 6.1). Then the behaviour of A on ξ induces a behaviour on the slices of ξ (cf. Lemma 6.4) which is simulated by desc [1,2n] -TC x (Φ A ). More precisely, let us denote the topmost slice of the decomposition of ξ at some position u by head n (ξ, u) and the positions of ξ at which the slices below head n (ξ, u) start, by u 1 . . . u k . Then we construct Φ A such that the decomposition
of the behaviour of A is synchronized with one level of the iteration
In Fig. 3 we visualize this synchronization for a wta A with state set {0, 1, 2}. In part (a) we show the subexpression h 20 (head 3 (ξ, u)) 1 · h(ξ| u1 ) 2 · h(ξ| u2 ) 0 of the righthand side of (4) with n = 3, k = 2, q = 1, q 1 = 2, and q 2 = 0. In part (b) we have abbreviated desc [ 
We will represent the states of A by positions of ξ. Roughly speaking, the synchronization happens in the way that [[desc [1,2n] 
, where v and v 1,k are the positions of head n (ξ, u) and head n (ξ, u 1 ), . . . , head n (ξ, u k ) which encode q and q 1 , . . . , q k , respectively. Moreover,
Decomposition of a Tree into Slices
We represent slices as particular trees with variables. For this, we introduce the sets Z = {z 1 , z 2 , z 3 , . . .} and Z k = {z 1 , . . . , z k }, k ∈ N of variables. Then we denote by C Σ,k the set of all trees ξ ∈ T Σ (Z k ) such that each z i ∈ Z k occurs exactly once in ξ and the variables occur in the order z 1 , . . . , z k from left to right. Note that C Σ,0 = T Σ . For every k ∈ N, let
We note that C n Σ,0 = {ξ ∈ T Σ | height(ξ) < 2n}. Moreover, it should be clear that there is a k 0 (depending also on Σ) such that C n Σ,k = ∅ for every k > k 0 . We denote the smallest such k 0 by max(Σ, n). It is also clear that C n Σ,i ∩ C n Σ,j = ∅ for every i = j. The next observation is crucial when decomposing a tree into slices.
Observation 6.2 For every ξ ∈ T Σ and u ∈ pos(ξ), there is a unique k ∈ N and a unique sequence u 1 , . . . , u k ∈ pos(ξ) such that We will denote the tree (ξ[z 1 ] u1 . . . [z k ] u k )| u by head n (ξ, u) and the sequence (u 1 , . . . , u k ) by cut n (ξ, u). In particular, head n (ξ, u) = ξ| u and cut n (ξ, u) = ( ), i.e., k = 0, if and only if ξ| u ∈ C n Σ,0 . We abbreviate head n (ξ, ε) and cut n (ξ, ε) by head n (ξ) and cut n (ξ), respectively.
The tree head n (ξ, u) is the slice of ξ at u and the positions u 1 , . . . , u k are cutpositions for ξ and u. By applying Observation 6.2 repeatedly, we obtain a unique decomposition of ξ into slices (cf. Fig. 2) . Formally, we define the ranked alphabet C n Σ such that (C n Σ ) (k) = C n Σ,k for every k ≥ 0 (recall that C n Σ is finite). Moreover, we define the mapping dec n : T Σ → T C n Σ inductively as follows. For every ξ ∈ T Σ , let
where cut n (ξ) = (u 1 , . . . , u k ).
Observation 6.3 For every ξ ∈ T Σ , size(dec n (ξ)) = 1 if and only if height(ξ) < 2n.
The following decomposition lemma will be crucial in the simulation of a wta by means of branching transitive closure (see Section 6). We note that the lemma can be derived from [Mal06, Prop. 18], which is proved for bottom-up tree series transducers, i.e. for a generalization of weighted tree automata. Recall that S is commutative.
Lemma 6.4 Let ξ ∈ T Σ , q ∈ Q, and cut n (ξ) = (u 1 , . . . , u k ). Then
Proof (Sketch.) We can prove the following, more general statement: for every k ∈ N, ζ ∈ C Σ,k , ξ 1 , . . . , ξ k ∈ T Σ , and q ∈ Q, we have
where ζ[ξ 1 , . . . , ξ k ] denotes the tree obtained by replacing every occurrence of z i in ζ by ξ i for 1 ≤ i ≤ k. Since the case k = 0 is trivial, we may assume that k ∈ N + and proceed by induction on the height of ζ. If height(ζ) = 0, then k = 1 and ζ = z 1 , hence the statement holds again trivially. Now let height(ζ) > 0, i.e., ζ = σ(ζ 1 , . . . , ζ l ) for some l ∈ N + , σ ∈ Σ l , and ζ 1 , . . . , ζ l ∈ T Σ (Z k ). By standard arguments, there are k 1 , . . . , k l ∈ N and there are η j ∈ C Σ,kj for 1 ≤ j ≤ l, such that k 1 + . . . + k l = k and
Now we can prove the statement by unfolding h(ζ[ξ 1 , . . . , ξ k ]) q and organizing the computation appropriately. In the first step we apply the weighted transition for σ. Then the statement is proved for indexes j with k j = 0, while we apply the induction hypothesis on height(ζ) for indexes j with k j ∈ N + .
The construction of Φ A
The formulas ϕ k (x, y 1,k ) are composed of subformulas that simulate certain properties of A (cf. Lemma 6.7). Let us first establish these subformulas and then assemble ϕ k (x, y 1,k ). Conceptually, we follow the construction of the corresponding formulas in [BGMZ10] and we borrow several notions from there. However, due to the branching inherent in trees, we have to employ sometimes more sophisticated formulas.
As mentioned we will represent (encode) states of A by positions of the input tree. A subtask of ϕ k (x, y 1,k ) is to find out, for a position v, the base position of v and the state encoded by v. Next we define these concepts, and we start with a list of useful macros.
Identifying Base Nodes and Coded States. Let ξ ∈ T Σ and v ∈ pos(ξ). Then v determines (encodes) uniquely a state q ∈ Q as follows. In fact, there are uniquely determined i ∈ N and q ∈ Q such that |v| = i · n + q. We denote by
• v the prefix of v of length i · n and call it the base position of v, and by
the state q and call it the state encoded by v.
Note that v ∈ pos(ξ) and [v] ∈ Q. Now we define the macro y = x n in BFO+mod which allows to identify the base position in the sense that:
(where x and y are assigned to v and u, resp.) The definition of the macro is
certainly this satisfies (6).
It is clear from the definition that [v] = |v| − | v | ∈ Q, i.e., the state represented by a position v is the number given by the distance between v and v. However, for reasons detailed later, we would like the base node v to coincide with a cut-position of ξ. But then, due to the branching inherent in ξ, the state [v] may be represented by another node v satisfying that v = v and [v ] = [v] . We will avoid this by forcing the assignment to choose a v which is on the leftmost path from v , and this leftmost path must have at least length n − 1 (in order to be able to encode each of the n states). Thus we define the following macros to identify states:
• form-path(y 0,n ) := w∈N n form-path w (y 0,n ), (y 0 , . . . , y n form a path)
• form-lmp(y 1,n ) := form-path(y 1,n ) ∧ ∀z.(desc n−1 (y 1 , z) + → (y n z)) (the positions y 1 , . . . , y n form the leftmost path of length n − 1),
(there is a path of length n − 1 starting from x, and y is a position of the leftmost such path).
Identifying the Cut-Positions. Due to Observation 6.2, any position u uniquely determines the sequence cut n (ξ, u) of cut-positions. The next subtask of ϕ k (x, y 1,k ) is to identify this sequence. For this we employ the macro form-cut n,k (x, y 1,k ) with k ≥ 0 such that, for every u, u 1 , . . . , u k ∈ pos(ξ):
. . , u k ) and 0 otherwise.
We define
where we have used the following auxiliary macros:
Taking the definition of cut n (ξ, u) into account, it is not difficult to see that our macro satisfies (7). In particular, form-cut Identifying the Head. For every u ∈ pos(ξ) with cut n (ξ, u) = (u 1 , . . . , u k ), we can identify the piece of ξ which starts at u and ends in (u 1 , . . . , u k ), which is head n (ξ, u). More precisely, for every k ∈ N and ζ ∈ C n Σ,k we define the macro check ζ (x, y 1,k ) such that for every ξ ∈ T Σ , u, u 1 , . . . , u k ∈ pos(ξ):
Hence in case k = 0 we have
The definition of the macro is as follows:
In case k = 0 we have
It is easy to observe that (8) is satisfied.
Construction of Φ A . Now we define the family n) ) of MSO-formulas where
with
and for every 1
Observation 6.5 Φ A is a family of (BFO+mod)-step formulas.
Proof of Theorem 6.1
Now we will prove Theorem 6.1. We split the proof into three steps. In the first step we determine the semantics of the formula ϕ k (x, y 1,k ). We prepare this by the following technical lemma.
Proof The direction ⇐ holds by definition. To show the direction ⇒, assume that there are u, u 1 , . . . , u k ∈ pos(ξ) such that θ ξ q,q 1,k ,ζ (v, v 1,k , u, u 1,k ) holds. Then, in particular, we have that
Now we are able to give the semantics of ϕ k (x, y 1,k ).
Lemma 6.7 For every ξ ∈ T Σ , 0 ≤ k ≤ max(Σ, n), and v, v 1 , . . . , v k ∈ pos(ξ), we have
Altogether this means that
Case 2: form-cut
does not hold and thus, by Lemma 6.6, (∃z,
Proof It follows from Lemma 6.7 because the fact that form-cut
In the second step, we prove that in the disjunction (on l) which defines [[desc [1,2n] -TC x (Φ A )]](ξ, ε) only one member may differ from 0. In the following we abbreviate Φ A by Φ and the expression desc [1,2n] by 2n.
Lemma 6.9 For every l ∈ N + , ξ ∈ T Σ , and v ∈ pos(ξ), if l = size(dec n (ξ| v )), then
Proof 
By condition (b) and Lemma 6.7, we obtain that form-cut In the third step we prove that in the disjunction (on k) which defines 2n-TC l+1 x (Φ) only one member may differ from 0.
Lemma 6.10 Let ξ ∈ T Σ and v ∈ pos(ξ) with cut n (ξ, v ) = (u 1 , . . . , u j ) for some
Proof First we show by contradiction that, for every k ∈ N with k = j and
Then, by Lemma 6.7, we have form-cut ξ n,k ( v , v 1,k ) holds, i.e., cut n (ξ, v ) = ( v 1 , . . . , v k ) (by Equation 7). But this contradicts the fact that the breadth of cut n (ξ, v ) is j and the uniqueness of the breadth of a cut (cf. Observation 6.2). Then we can calculate as follows: Case 2: height(ξ) ≥ n. We consider the following statement: Statement 1. For every l ≥ 1 and v ∈ pos(ξ), if l = size(dec n (ξ| v )) and on-lmp
where the first and the second equalities are justified by Lemma 6.9 and Statement 1, respectively.
Finally, we prove Statement 1 by induction on l.
(by Lemma 6.7) .
l ⇒ l + 1: We assume that l + 1 = size(dec n (ξ| v )) and that Statement 1 holds for every 1 ≤ l ≤ l. We denote the cut-positions below v by u i , i.e., cut n (ξ, v ) = (u 1 , . . . , u k ) for some k ≥ 1. Then we can calculate as follows.
(by Lemma 6.4) .
The last but one step is justified by the fact that there is a one-to-one correspondence between the two index sets. In fact, it is easy to see that, for every 1 ≤ i ≤ k, the set {v ∈ pos(ξ) | u i = v and on-lmp n−1 (u i , v)} has exactly n elements.
From Bounded Transitive Closure to ∃∀(BMSO step )
In this section let L be a fragment of BMSO which contains BFO. Moreover, let m ∈ N, and Φ = (ϕ k (x, y 1,k ) | 0 ≤ k ≤ m) be a family of formulas in L step . We will construct a ∃∀(L step )-formula Ψ(x) which is equivalent to desc + -TC x (Φ) in the following sense.
Then we obtain the following as a direct corollary.
Corollary 7.2 Let r : T Σ → S be a weighted tree language and L ∈ {BFO + mod, BMSO}. If r is desc + -TC(L step )-definable, then r is ∃∀(L step )-definable.
Clearly, Ψ(x) should have the form ∃X.∀y.θ(x, X, y) for some L-step formula θ(x, X, y). We will define θ(x, X, y) such that it decomposes a set J ⊆ pos(ξ) of positions of an input tree ξ ∈ T Σ into forks, which are tuples of the form v, v 1,k , and then applies ϕ k (x, y 1,k ) to every such fork. First let us define the concept of a fork in J.
Forks in a Set of Positions
Throughout this subsection let ξ ∈ T Σ be a tree and J ⊆ pos(ξ).
Note that the third condition assures both that (1) there is no position w ∈ J with desc ξ + (v, w) and desc ξ + (w, v i ) for some i, and (2) that a k-fork is maximal in the sense that the list v 1,k cannot be extended by a further position in J such that we get an (k + 1)-fork in J.
For instance, if ξ = δ(α, β, σ(α, α)) and J = {ε, 2, 3, 31}, then ε, 2, 3 is a 2-fork of J at ε, and 3, 31 is a 1-fork of J at 3. However, neither ε, 2 nor ε, 3 is a 1-fork of J at ε (because they can be extended to ε, 2, 3 ). Moreover, ε, 2, 31 is not a 2-fork of J at ε.
Observation 7.3 For every v ∈ J there is exactly one k ∈ N and exactly one sequence v 1,k ∈ pos(ξ) such that v, v 1,k forms a k-fork in J.
We call the unique k the branching degree of v, v 1,k . The branching degree of J is the number
Observation 7.4 Let bd(J) ≤ m. Then, for every v ∈ J there is exactly one 0 ≤ k ≤ m and exactly one sequence v 1,k ∈ pos(ξ) such that v, v 1,k forms a k-fork in J.
We are going to describe the fact that certain positions of a tree form a k-fork by the macro
In fact, for every v ∈ J, and v 1,k ∈ pos(ξ), we have that Next let w ∈ J. We will consider those forks in J, of which the top position is equal to or below w and the branching degree is at most m. Hence, we define
If bd(J) ≤ m and J has the form of a cone, i.e., there is a w ∈ J such that desc ξ (w, J) holds, then J and Forks m (J, w) are bijective.
Observation 7.6 Let bd(J) ≤ m and desc ξ (w, J) for some w ∈ J. Then the mapping
is a bijection, where fork
We can split off the topmost fork from Forks m (J, w) as follows.
Observation 7.7 Let bd(J) ≤ m and desc ξ (w, J) for some w ∈ J. Then
Forks m (J, v i ) .
Construction of Ψ(x)
Now consider the formula
and let Ψ(x) :=∃X.∀y.θ(x, X, y).
Proof We show that the formula θ(x, X, y) is equivalent to an L-step formula. Since ϕ
is an L-step formula. By Lemma 2.3, we have
for some finite set I k , a i k ∈ K, and formulas
where in the last step we use Observation 7.5. The last formula is an L-step formula because (i) fork k (X, y, z 1,k ) is in BFO and (ii) ∃z 1,k . fork k (X, y, z 1,k )∧ψ i k is a formula in L because we have assumed that BFO ⊆ L.
Branching Degree of J
The formula Ψ(x) quantifies over an arbitrary subset J ⊆ pos(ξ). On the other hand, the branching degree of the forks is bounded by m. Due to the form of Ψ we can bind also the branching degree of J to m. 
The last equality follows from the fact that fork 
Conclusion and Open Problems
We have introduced the branching transitive closure operator on weighted MSOformulas and have proved that, for trees and commutative semirings, the application of this operator to step-formulas of Boolean-valued weighted MSO-formulas characterizes MSO.
We mention three open problems. As mentioned in the Introduction, for string languages the expressive power of MSO and FO + TC ξ " in the definition of the progress formula. The progress formulas desc + and ≺ work on monadic trees as the numerical relation < of [BGMZ10] on strings, hence both desc + and ≺ can be viewed as a natural generalization of the progress formula < on strings. In Theorem 6.1 we have proved that the two logics desc + -TC(BMSO step ) and RMSO are equivalent. Moreover, it is easy to see that ≺ -TC(BMSO step ) is at least as powerful as desc + -TC(BMSO step ), and hence as RMSO. Is it more powerful?
• (m ∈ |X|) := ∃x, y. root(x) ∧ desc m (x, y) ∧ (y ∈ X) • (y = x n ) := 0≤q<n (|x| ≡ n q) • fork k (X, y, z 1,k ) :
desc(z i , z)
• form-cut n,k (x, y 1,k ) := edge i (z, x) ∧ edge j (z, y)
• sibl + (x, y) := ∃x , y . sibl(x , y ) ∧ desc(x , x) ∧ desc(y , y) • sibl n (x, y) := ∃x , y . sibl(x , y ) ∧ desc n−1 (x , x) ∧ desc n−1 (y , y)
