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Abstract
We exhibit small size measure-once one-way quantum finite automata (mo-1qfa’s) inducing multiperiodic stochastic events.
Moreover, for certain classes of multiperiodic languages, we exhibit: (i) isolated cut point mo-1qfa’s whose size logarithmically
depends on the periods; (ii) Monte Carlo mo-1qfa’s whose size logarithmically depends on the periods and polynomially on the
inverse of the error probability.
c© 2007 Elsevier B.V. All rights reserved.
Keywords: Quantum automata; Periodic languages
1. Introduction
Quantum finite automata (qfa’s, for short; see [3,7] for a survey) represent a theoretical model for quantum
computers with finite memory. Qfa’s exhibit both advantages and disadvantages with respect to their classical
(deterministic or probabilistic [13]) counterparts. Basically, quantum superposition offers some computational
advantages on probabilistic superposition. On the other hand, quantum dynamics are reversible: because of limitations
of memory, it is sometimes impossible to simulate deterministic automata by quantum automata.
Here, we focus on the simplest model of qfa’s, namely, measure-once one-way qfa’s (mo-1qfa’s, for short) [2,6,9].
In this model, the probability of accepting strings is evaluated by “observing” just once, at the end of a single left-
to-right input processing. The computational power of mo-1qfa’s is well established. In [2,6] it is proved that they
recognize with isolated cut point exactly the class of group languages [12], a proper subclass of regular languages.
Hence, the question mo-1qfa’s vs. classical automata is focused on the size – number of states – of automata when
they perform certain tasks. In some cases, mo-1qfa’s turn out to be more succinct than classical counterparts. As a
typical example, for a fixed prime n, consider the unary language Ln = {1kn | k ∈ N}. For Ln , n states are necessary
and sufficient on isolated cut point probabilistic automata [11]. On the other hand, in [5], a Monte Carlo mo-1qfa
is exhibited with error probability ε and O(log n/ε3) states. Several other results on the descriptional complexity of
1qfa’s can be found, e.g., in [1,4,7].
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In [4], probabilistic techniques are proposed for constructing small size mo-1qfa’s inducing periodic stochastic
events. (We recall that an event p : Σ ∗ → [0, 1] is n-periodic whenever, for any w ∈ Σ ∗, p(w) depends only on
the number mod n of occurrences in w of each symbol in Σ .) This has lead to a mo-1qfa with O(|Σ | log n) states
recognizing with isolated cut point the language L ⊆ Σ ∗ consisting of the strings in which the number of occurrences
of each symbol in Σ is a multiple of n. Notice that n|Σ | states are necessary and sufficient for recognizing L on a
deterministic automaton.
In this paper, (Section 3) we extend the probabilistic techniques given in [4], and construct small size mo-1qfa’s
inducing multiperiodic events: given an alphabet Σ = {σ1, . . . , σH }, an event p : Σ ∗ → [0, 1] is (n1, . . . , nH )-
periodic whenever, for any w ∈ Σ ∗, p(w) depends only on the number mod ni of occurrences in w of σi , for
1 ≤ i ≤ H . Then, we consider the following multiperiodic languages on the alphabet Σ = {σ1, . . . , σH }: L∧(n1,...,nH )
consisting of the strings in which the number of occurrences of each symbol σi ∈ Σ is a multiple of ni , and
L∨(n1,...,nH ) consisting of the strings in which there exists at least one symbol σi occurring a multiple of ni times. We
prove that, for recognizing L∧(n1,...,nH ) and L∨(n1,...,nH )
• ∏Ht=1 nt states are necessary and sufficient on deterministic automata (Section 4);
• O(∑Ht=1 log nt ) and O(H2∑Ht=1 log nt ) states, respectively, are sufficient on isolated cut point mo-1qfa’s
(Section 5);
• O((∑Ht=1 log nt )/εH+2) and O((∑Ht=1 log nt )/ε3H ) states, respectively, are sufficient on Monte Carlo mo-1qfa’s
with error probability ε (Section 6). Yet, we end Section 6 by also exhibiting succinct Monte Carlo mo-1qfa’s for
languages defined by monotone formulas on periodicity conditions.
2. Preliminaries
We first briefly recall some linear algebra notions (see, e.g., [10] for details) in order to describe the model of
measure-once one-way quantum finite automata.
Given a complex number z ∈ C, |z| denotes its modulus. By Cn×m and C[n] we denote the set of n × m and
n × n matrices with complex entries, respectively. Given a vector ξ ∈ C1×m , ‖ξ‖ denotes its norm. Given a matrix
M ∈ C[n], its adjoint is denoted by MĎ. M is unitary whenever MMĎ = I [n] = MĎM , where I [n] denotes the n × n
identity matrix. In what follows, a particular role will be played by the 2× 2 unitary matrix
Rϑ =
(
cosϑ i sinϑ
i sinϑ cosϑ
)
.
For matrices A ∈ Cn×m and B ∈ Cp×q , their direct sum and Kronecker’s (or direct) product are the (n+p)×(m+q)
and np × mq matrices defined, respectively, as
A ⊕ B =
(
A 0n×q
0p×m B
)
, A ⊗ B =
A11B · · · A1mB... . . . ...
An1B · · · AnmB
 ,
where 0h×k denotes the h × k zero matrix. For vectors pi ∈ C1×n and ξ ∈ C1×m , their direct sum is the 1× (n + m)
vector pi ⊕ ξ = (pi1, . . . , pin, ξ1, . . . , ξm).
Let us now introduce the model of measure-once one-way quantum finite automata [2,6,9]. From now on, we will
simply write 1qfa, understanding the designation “measure-once”.
A 1qfa on input alphabet Σ and with m basis states Q (also m-state 1qfa) is a system A = (ζ, {U (σ )}σ∈Σ , η),
where:
• ζ ∈ C1×m , with ‖ζ‖ = 1, is the initial superposition of the basis states;
• U (σ ) ∈ C[m] is the unitary evolution matrix on σ , for each σ ∈ Σ ;
• η = (η1, . . . , ηm) ∈ {0, 1}m is the characteristic vector of the accepting states.
The computation of A on input x = x1 · · · xn ∈ Σ ∗ starts in the initial superposition ζ . After reading the first k
input symbols, the state of A is the superposition υ = ζU (x1)U (x2) · · ·U (xk). Notice that ‖υ‖ = 1, since ‖ζ‖ = 1
and U (xi )’s are unitary. After entering the final superposition ξ = ζ ∏ni=1U (xi ), we observe A by the standard
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observable given by the decomposition of the Hilbert space l2(Q) into the two orthogonal subspaces spanned by the
accepting and nonaccepting states, respectively. The probability of accepting x is given by the square norm of the
projection of ξ onto the subspace spanned by accepting states. Formally:
pacc(x) =
∑
{ j | η j=1}
∣∣∣∣∣∣
(
ζ
n∏
i=1
U (xi )
)
j
∣∣∣∣∣∣
2
,
where (ξ) j denotes the j-th component of the vector ξ .
The stochastic event induced by A is the function pA : Σ ∗ → [0, 1] defined, for any x ∈ Σ ∗, by pA(x) = pacc(x).
In what follows, we will use some compositions of 1qfa’s as in the proof of
Proposition 2.1. Let A = (ζA, {UA(σ )}σ∈Σ , ηA), B = (ζB, {UB(σ )}σ∈Σ , ηB) be two 1qfa’s. There exists a 1qfa
A satisfying pA = 1 − pA. For any nonnegative reals α, β satisfying α + β = 1, there exists a 1qfa C satisfying
pC = αpA + βpB . There exists a 1qfa D satisfying pD = pA · pB .
Proof. Define A as A except for the accepting states given by the bitwise negation of ηA. Define C = (√αζA ⊕√
βζB, {UA(σ )⊕UB(σ )}σ∈Σ , ηA ⊕ ηB). Define D = (ζA ⊗ ζB, {UA(σ )⊗UB(σ )}σ∈Σ , ηA ⊗ ηB). 
With a slight abuse of terminology, we say that the 1qfa D is the Kronecker’s product of the 1qfa’s A and B, and
C is a direct sum of A and B. If α = β, then C is the uniform direct sum of A and B.
A language L ⊆ Σ ∗ is said to be recognized by a 1qfa A with cut point λ ∈ [0, 1] if and only if L =
{w ∈ Σ ∗ | pA(w) > λ}. Moreover, if there exists δ ∈ (0, 1/2] such that |pA(w) − λ| ≥ δ for every w ∈ Σ ∗, we
say that λ is isolated by δ and that A is an isolated cut point 1qfa for L . The relevance of isolated cut point recognition
on automata is due to the fact that, in this case, we can arbitrarily reduce the classification error probability of an
input string w by repeating a constant number of times (not depending on the length of w) its parsing and taking the
majority of the answers.
Results in [2,6] state that the class of languages accepted by isolated cut point 1qfa’s coincides with the class
of group languages [12], a proper subclass of regular languages. Notice that the proof of Proposition 2.1 explicitly
displays isolated cut point 1qfa’s for the complementation, union and intersection of languages recognized by isolated
cut point 1qfa’s.
A language L ⊆ Σ ∗ is said to be recognized by a 1qfa A inMonte Carlo mode if and only if there exists ε ∈ (0, 1/2]
such that, for any w ∈ Σ ∗, w ∈ L implies pA(w) = 1, and w 6∈ L implies pA(w) ≤ ε. In this case, we say that
A is a Monte Carlo 1qfa with error probability ε for L . Notice that the construction for the product of events given
in Proposition 2.1 directly yields a Monte Carlo 1qfa for the intersection of languages recognized by Monte Carlo
1qfa’s; the same does not hold for the other two constructions.
3. Inducing multiperiodic events on 1qfa’s
In this section, we consider multiperiodic events, generalizing the notion of (commutative) n-periodic events given
in [4]. Informally, an event is n-periodic whenever, on any string, its value depends only on the number mod n of
occurrences of every symbol of the alphabet in the string. For the multiperiodic case instead, we associate a different
period ni with every symbol σi of the alphabet. We are going to extend to multiperiodic events tools and results
obtained in [4] for n-periodic events.
In what follows, we let 〈x〉n = x mod n, for any x ∈ Z and n > 0; for any w ∈ Σ ∗ and σ ∈ Σ , we let |w|σ denote
the number of occurrences of σ in w.
Definition 3.1. Given an alphabet Σ = {σ1, σ2, . . . , σH }, a stochastic event ϕ : Σ ∗ → [0, 1] is said to be
(n1, . . . , nH )-periodic if there exists a function ϕˆ : Zn1 × · · · × ZnH → [0, 1] such that, for any w ∈ Σ ∗, we
have
ϕ(w) = ϕˆ(〈|w|σ1〉n1 , . . . , 〈|w|σH 〉nH ).
Notice that ϕˆ can be viewed as a real vector whose components are indexed by Zn1 × · · · × ZnH .
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In [4, Thm. 3], a general result concerning the approximation of convex linear combinations of n-periodic events
induced by 1qfa’s is stated. We recall that a δ-approximation of a given stochastic event p : Σ ∗ → [0, 1] is any
stochastic event q : Σ ∗ → [0, 1] satisfying supw∈Σ∗ {|p(w)− q(w)|} ≤ δ.Moreover, given a family Ψ of stochastic
events on alphabet Σ , a convex linear combination of the events in Ψ is any event ξ defined, for any w ∈ Σ ∗, as
ξ(w) =∑ϕ∈Ψ bϕϕ(w) for real bϕ ≥ 0 and∑ϕ∈Ψ bϕ = 1. We can rephrase the result in [4, Thm. 3] for multiperiodic
events. We need the well-known Ho¨ffdings’ inequality [8]: If X i ’s are i.i.d. random variables with values in [0, 1] and
expectation µ, then for any S ≥ 1
prob
{∣∣∣∣∣ 1S
S∑
i=1
X i − µ
∣∣∣∣∣ ≥ δ
}
≤ 2e−2δ2S .
Theorem 3.1. Let Ψ be a family of (n1, . . . , nH )-periodic events induced by m-state 1qfa’s on an alphabet with H
symbols. For any convex linear combination ξ of the events in Ψ , there exists a O((
∑H
t=1 log nt )/δ2)-tuple of these
m-state 1qfa’s whose uniform direct sum induces a δ-approximation of ξ .
Proof. LetΣ = {σ1, . . . , σH }, and letΨ = {ϕα : Σ ∗ → [0, 1] | α ∈ I } be the family of (n1, . . . , nH )-periodic events,
the event ϕα being induced by the m-state 1qfa Aα . Let ξ(w) =∑α∈I bαϕα(w) be a convex linear combination of the
events in Ψ .
Choose independently S many 1qfa’s Aα1 , . . . , AαS with probability bα1 , . . . , bαS (αi ∈ I ), respectively, and
construct their uniform direct sum B, i.e., with coefficient
√
1/S (see Proposition 2.1). Denoting with ψS the event
induced by the 1qfa B, we get:
prob
{
supw∈Σ∗ {|ψS(w)− ξ(w)|} ≥ δ
} = prob {maxk∈Zn1×···×ZnH {|ψˆS(k)− ξˆ (k)|} ≥ δ}
≤
H∏
t=1
nt ·
(
max
k∈Zn1×···×ZnH
{prob{|ψˆS(k)− ξˆ (k)| ≥ δ}}
)
(by union bound)
≤
H∏
t=1
nt · 2e−2δ2S (by Ho¨ffdings’ inequality).
By requiring
∏H
t=1 nt · 2e−2δ2S < 1, we get the result. 
As an application of Theorem 3.1 restricted to unary alphabets, in [5] a Monte Carlo 1qfa with error ε is exhibited
for the language Ln = {1kn | k ∈ N}. This is the first example of a Monte Carlo 1qfa for Ln having a number of basis
states logarithmic in the period n and polynomial in 1/ε. Previous results in [1] show an exponential dependence
on 1/ε.
Let us now introduce the notion of multidimensional discrete Fourier transform. Given an alphabet Σ =
{σ1, . . . , σH }, let p : Σ ∗ → [0, 1] be a (n1, . . . , nH )-periodic event, and pˆ be the associated vector according to
Definition 3.1. The discrete Fourier transform of pˆ is the complex vector P = F( pˆ), with P : Zn1 × · · · ×ZnH → C
and
P( j1, . . . , jH ) =
n1−1∑
k1=0
· · ·
nH−1∑
kH=0
pˆ(k1, . . . , kH ) e
i2pi
∑H
t=1
kt jt
nt .
By the inversion formula, we have
pˆ(k1, . . . , kH ) = 1H∏
t=1
nt
n1−1∑
j1=0
· · ·
nH−1∑
jH=0
P( j1, . . . , jH ) e
−i2pi∑Ht=1 kt jtnt . (1)
The `1-norm of P : Zn1 × · · · × ZnH → C is defined as
‖P‖1 =
n1−1∑
j1=0
· · ·
nH−1∑
jH=0
|P( j1, . . . , jH )|.
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The discrete Fourier transform of the event p is that of the associated vector pˆ.
In [4, Thm. 4], the `1-norm of the discrete Fourier transform of an n-periodic event on an alphabet of H symbol is
related to its approximability by 1qfa’s with O(H log n) basis states. In what follows, we are going to generalize this
result to multiperiodic events.
First, we need the following technical
Lemma 3.1. Let Rϑ1 , . . . , RϑH be a family of matrices defined as in Section 2. For any product Rϑi1 Rϑi2 · · · Rϑim , let
kt be the number of occurrences of Rϑt in the product, i.e., kt = |{ϑi j | 1 ≤ j ≤ m and i j = t}| for 1 ≤ t ≤ H. Then
Rϑi1 Rϑi2 · · · Rϑim = Rk1ϑ1+k2ϑ2+···+kHϑH .
Proof. Just observe that Rϑ Rϑ ′ = Rϑ+ϑ ′ , for any ϑ and ϑ ′. 
We are now ready to show
Theorem 3.2. Let p : Σ ∗ → [0, 1] be a (n1, . . . , nH )-periodic event on an alphabet Σ = {σ1, . . . , σH }. Then, the
event 12 + 12
∏H
t=1 nt
‖F( pˆ)‖1 p is δ-approximable by the event induced by a 1qfa with O((
∑H
t=1 log nt )/δ2) basis states.
Proof. Let P = F( pˆ). For ( j1, . . . , jH ) ∈ Zn1 × · · · × ZnH , let ρ( j1, . . . , jH ) and ϑ( j1, . . . , jH ) be the modulus
and the phase of P( j1, . . . , jH ), respectively. By Eq. (1), and since pˆ has values in [0, 1], we get
H∏
t=1
nt
‖F( pˆ)‖1 pˆ(k1, . . . , kH ) =
n1−1∑
j1=0
· · ·
nH−1∑
jH=0
ρ( j1, . . . , jH )
‖F( pˆ)‖1 cos
(
2pi
H∑
t=1
kt jt
nt
− ϑ( j1, . . . , jH )
)
. (2)
Now, consider the event φ j1,..., jH (w) = cos2(
∑H
t=1
pi |w|σt jt
nt
− ϑ( j1,..., jH )2 ), which is induced by the 2-state 1qfa
A j1,..., jH defined as(
ζ =
(
cos
(
ϑ( j1, . . . , jH )
2
)
,−i sin
(
ϑ( j1, . . . , jH )
2
))
,U (σt ) = R pi jt
nt
, (1, 0)
)
.
In fact, let w ∈ Σ ∗ and kt = |w|σt , for 1 ≤ t ≤ H . By Lemma 3.1, we have
pA j1,..., jH (w) =
∣∣∣∣(ζ R∑Ht=1 pikt jtnt
)
1
∣∣∣∣2 = cos2
(
H∑
t=1
pikt jt
nt
− ϑ( j1, . . . , jH )
2
)
.
By the identity cos2 x = 12 + cos 2x2 and considering (2), we obtain
n1−1∑
j1=0
· · ·
nH−1∑
jH=0
ρ( j1, . . . , jH )
‖F( pˆ)‖1 φ j1,..., jH (w) =
1
2
+ 1
2
H∏
t=1
nt
‖F( pˆ)‖1 p(w).
Since
∑n1−1
j1=0 · · ·
∑nH−1
jH=0 ρ( j1, . . . , jH ) = ‖F( pˆ)‖1 then
∑n1−1
j1=0 · · ·
∑nH−1
jH=0
ρ( j1,..., jH )
‖F( pˆ)‖1 = 1, and hence 12 +
1
2
∏H
t=1 nt
‖F( pˆ)‖1 p is a convex linear combination of the events φ j1,..., jH ’s induced by the 2-state 1qfa’s A j1,..., jH ’s. By
Theorem 3.1, there is a 1qfa with O(
∑H
t=1 log nt/δ2) basis states inducing a δ-approximation of 12 + 12
∏H
t=1 nt
‖F( pˆ)‖1 p. 
As a simple consequence, we get
Corollary 3.1. If ‖F( pˆ)‖1 = ∏Ht=1 nt , then the event 12 + 12 p is δ-approximable by the event induced by a
O((
∑H
t=1 log nt )/δ2)-state 1qfa.
We will use results in this section to exhibit small size isolated cut point and Monte Carlo 1qfa’s for classes of
languages defined on multiperiodic events.
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4. Multiperiodic languages
Let us introduce the notion ofmultiperiodic language. Given an alphabetΣ = {σ1, . . . , σH }, we say that a language
L ⊆ Σ ∗ is (n1, . . . , nH )-periodic if and only if there exists a set S ⊆ Zn1 × · · · × ZnH such that
L = {w ∈ Σ ∗ | (〈|w|σ1〉n1 , . . . , 〈|w|σH 〉nH ) ∈ S}.
We call S the characteristic set of L . It is not hard to verify that L can be recognized by a (
∏H
t=1 nt )-state
deterministic automaton D on Σ whose components are as follows:
• Zn1 × · · · × ZnH as set of states, with (0, . . . , 0) as initial state,
• δ : Zn1 × · · · × ZnH × Σ → Zn1 × · · · × ZnH as transition function defined as δ((x1, . . . , xt , . . . , xH ), σt ) =
(x1, . . . , 〈xt + 1〉nt , . . . , xH ), for any state (x1, . . . , xH ) and symbol σt ,• S as set of final states.
Here, we focus on two families of multiperiodic languages on Σ : the familyA = {L∧n | n ∈ (N \ {0, 1})H }, where
every language in the family has {(0, . . . , 0)} as characteristic set, and the family O = {L∨n | n ∈ (N \ {0, 1})H },
where the language L∨(n1,...,nH ) has {(x1, . . . , xH ) | x j ∈ Zn j and ∃t (xt = 0)} as characteristic set. Notice that every
language L∧(n1,...,nH ) ∈ A and every language L∨(n1,...,nH ) ∈ O can also be defined, respectively, as
L∧(n1,...,nH ) = {w ∈ Σ ∗ | 〈|w|σ1〉n1 = 0 ∧ · · · ∧ 〈|w|σH 〉nH = 0},
L∨(n1,...,nH ) = {w ∈ Σ ∗ | 〈|w|σ1〉n1 = 0 ∨ · · · ∨ 〈|w|σH 〉nH = 0}.
We are now going to show that the deterministic automaton D above provided for general multiperiodic languages
is minimal for languages in A and O.
Suppose there exists a deterministic automaton A for L∧(n1,...,nH ) with less than (
∏H
t=1 nt ) states. By a simple
counting argument, there exist two distinct input words v = σ k11 · · · σ kHH and w = σ s11 · · · σ sHH , with kt , st ∈ Znt for
1 ≤ t ≤ H , which take A to the same state q . Let z = σ (n1−k1)1 · · · σ (nH−kH )H ; clearly vz ∈ L∧(n1,...,nH ) since each σt
occurs nt times. Then, A being deterministic, a final state is reached from q upon reading z. So, A accepts wz as well.
We have wz ∈ L∧(n1,...,nH ) that is, 〈st − kt + nt 〉nt = 0, for 1 ≤ t ≤ H . This yields kt = st for 1 ≤ t ≤ H , against
the hypothesis v 6= w.
An analogous argument can be used for a language L∨(n1,...,nH ), but now we choose z = σ γ11 · · · σ
n j−k j
j · · · σ γHH ,
where j is the first component in which v and w differ (i.e., j is the smallest index satisfying k j 6= s j ) and, for
1 ≤ t 6= j ≤ H , we let γt = 0 if st 6= 0, 1 otherwise. We get vz ∈ L∨(n1,...,nH ) since σ j occurs n j times and
hence wz ∈ L∨(n1,...,nH ) as well. By definition of γt , we have 〈st + γt 〉nt 6= 0 for 1 ≤ t 6= j ≤ H and so it must be〈s j + n j − k j 〉n j = 0, yielding the contradiction k j = s j .
These arguments enable us to state
Theorem 4.1.
∏H
t=1 nt states are necessary and sufficient for recognizing languages L∧(n1,...,nH ) and L∨(n1,...,nH ) by
deterministic automata.
5. Small size isolated cut point 1qfa’s
In this section, we provide isolated cut point 1qfa’s for languages in the familiesA andO, which are exponentially
more succinct than equivalent deterministic automata.
Let us begin by the language L∧(n1,...,nH ). It can be defined by the (n1, . . . , nH )-periodic event p : Σ ∗ → {0, 1}
whose associated function is
pˆ(k1, . . . , kH ) =
{
1 if (k1 = 0) ∧ · · · ∧ (kH = 0)
0 otherwise.
Let now P = F( pˆ). For 1 ≤ t ≤ H and jt ∈ Znt , we have P( j1, . . . , jH ) = 1 and hence ‖P‖1 =
∏H
t=1 nt . By
applying Corollary 3.1, we have that the event 12 + 12 p is 18 -approximable by a 1qfa with O(
∑H
t=1 log nt ) basis states,
thus accepting L∧(n1,...,nH ) with cut point 3/4 isolated by 1/8.
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Let us now turn to the language L∨(n1,...,nH ), defined by the (n1, . . . , nH )-periodic event q satisfying
qˆ(k1, . . . , kH ) = 1 if (k1 = 0) ∨ · · · ∨ (kH = 0), 0 otherwise. By some computation, one may verify that in
general ‖F(qˆ)‖1 > ∏Ht=1 nt . Hence, we cannot directly apply Corollary 3.1 to obtain an isolated cut point 1qfa for
L∨(n1,...,nH ). Instead, for any σt ∈ Σ , define the (1, . . . , 1, nt , 1, . . . , 1︸ ︷︷ ︸
H
)-periodic event pt : Σ ∗ → {0, 1} as
pt (w) =
{
1 if 〈|w|σt 〉nt = 0
0 otherwise,
and let gˆ = 1H
∑H
t=1 pˆt . The event g is (n1, . . . , nH )-periodic and, clearly, we can regard every pt as a (n1, . . . , nH )-
periodic event as well. Let Pt = F( pˆt ) and G = F(gˆ). The only nonzero components of G are:
G(0, . . . , 0) = 1
H
H∑
t=1
Pt (0, . . . , 0) = 1H
H∑
t=1
H∏
r=1
nr
nt
, and
G(0, . . . , 0, jt , 0, . . . , 0) = 1H Pt (0, . . . , 0, jt , 0, . . . , 0) =
1
H
H∏
r=1
nr
nt
,
for any 1 ≤ t ≤ H and 0 < jt < nt , from which ‖G‖1 = ∏Ht=1 nt . Now, Corollary 3.1 ensures that there exists a
1qfa’s A with O(
∑H
t=1 log nt/δ2) basis states inducing a δ-approximation of
1
2
+ 1
2
g(w) = 1
2
+ h
2H
, where h = |{t | 1 ≤ t ≤ H and 〈|w|σt 〉nt = 0}|.
By letting δ = 18H , we have that the language L∨(n1,...,nH ) is recognized by A with cut point 12 + 14H isolated by 18H ,
and O(H2
∑H
t=1 log nt ) basis states.
In conclusion, we can state
Theorem 5.1. Languages L∧(n1,...,nH ) and L∨(n1,...,nH ) can be recognized by isolated cut point 1qfa’s with
O(
∑H
t=1 log nt ) and O(H2
∑H
t=1 log nt ) basis states, respectively.
6. Small size Monte Carlo 1qfa’s
Now, we exhibit Monte Carlo 1qfa’s for languages of families A and O, which have a number of basis states
logarithmic in the periods and polynomial in the inverse of the error probability.
Let us start with some matrix properties.
Lemma 6.1. Given a family U1, . . . ,UH ∈ C[n] of matrices, define the nH × nH matrices Mt = (⊗t−1s=1 I [n])⊗Ut ⊗
(⊗H−ts=1 I [n]) for 1 ≤ t ≤ H. For any product Mi1Mi2 · · ·Mim , let kt be the number of occurrences of Mt in the product,
i.e., kt = |{i j | 1 ≤ j ≤ m and i j = t}| for 1 ≤ t ≤ H. Then Mi1Mi2 · · ·Mim = U1k1 ⊗ · · · ⊗UHkH .
Proof. First, observe that matrices Mt commute. So, the product Mi1 · · ·Mim can be rearranged as M1k1 · · ·MHkH .
Now, by using simple properties of Kronecker’s product and matrix multiplication, we get Mt kt = (⊗t−1s=1 I [n]) ⊗
Ut kt ⊗ (⊗H−ts=1 I [n]), whence the result follows. 
In the following lemma, we construct 1qfa’s inducing particular events
Lemma 6.2. Let Σ = {σ1, . . . , σH }. For any vector (n1, . . . , nH ) of periods and any v ∈ Zn1 ×· · ·×ZnH , there exist
2H -state 1qfa’s A and O inducing, respectively, the events pA, pO : Σ ∗ → [0, 1] defined as
pA(w) =
H∏
t=1
cos2
(
pivt |w|σt
nt
)
and pO(w) = 1−
H∏
t=1
sin2
(
pivt |w|σt
nt
)
.
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Proof. For any 1 ≤ t ≤ H , set the matrix Ut of Lemma 6.1 as the matrix R pivt
nt
given in Section 2, and define the
2H × 2H matrices Mt accordingly. Let the 2H -state 1qfa’s A = (ζ = (1, 0, . . . , 0) ,U (σt ) = Mt , (1, 0 . . . , 0)) and B
defined as A except for the accepting states, now given by (1, . . . , 1, 0). For any w ∈ Σ ∗, let us evaluate pA(w) and
pO(w) by letting kt = |w|σt , for 1 ≤ t ≤ H . By Lemma 6.1 and Lemma 3.1, we have
pA(w) =
∣∣∣∣∣
(
ζ
H⊗
t=1
R pivt
nt
kt
)
1
∣∣∣∣∣
2
=
∣∣∣∣∣
(
ζ
H⊗
t=1
R pivt kt
nt
)
1
∣∣∣∣∣
2
=
H∏
t=1
cos2
(
pivtkt
nt
)
,
pO(w) =
2H−1∑
j=1
∣∣∣∣∣∣
(
ζ
H⊗
t=1
R pivt
nt
kt
)
j
∣∣∣∣∣∣
2
= 1−
∣∣∣∣∣
(
ζ
H⊗
t=1
R pivt kt
nt
)
2H
∣∣∣∣∣
2
= 1−
H∏
t=1
sin2
(
pivtkt
nt
)
. 
Note that the 1qfa A in the previous lemma, with vt = 1 for 1 ≤ t ≤ H , recognizes with certainty words in
L∧(n1,...,nH ), and accepts words not in L∧(n1,...,nH ) with a probability approaching 1 for increasing periods. The same
happens for the 1qfa O on language L∨(n1,...,nH ). We are now going to improve this by exhibiting small size Monte
Carlo 1qfa’s for L∧n and L∨n with arbitrarily small error probability.
Theorem 6.1. Let Σ be an alphabet with H = |Σ | > 1.
• For any ε ∈ (0, 12 ] of the form ε = 22κ , with κ > 1, the language L∧(n1,...,nH ) is recognized by a Monte Carlo 1qfa
with error ε and O((
∑H
t=1 log nt )/εH+2) basis states.
• For any ε ∈ (0, 12 ) of the form ε = 2eκ , with κ > 1, the language L∨(n1,...,nH ) is recognized by a Monte Carlo 1qfa
with error ε and O((
∑H
t=1 log nt )/ε3
H
) basis states.
Proof. Let us begin with L∧(n1,...,nH ). We construct a family Φ of (n1, . . . , nH )-periodic events on alphabet Σ ={σ1, . . . , σH }. The events in Φ are indexed by H × s matrices M with Mt, j ∈ Znt , for 1 ≤ t ≤ H and 1 ≤ j ≤ s. We
callM the set of such matrices; clearly |M| = (∏Ht=1 nt )s . As usual, for any w ∈ Σ ∗, we let kt = |w|σt . Thus, Φ is
defined as
Φ =
{
φM (w) =
s∏
j=1
H∏
t=1
cos2
(
piMt, jkt
nt
)∣∣∣∣∣M ∈M
}
.
By Lemma 6.2, for 1 ≤ j ≤ s, the event ∏Ht=1 cos2(piMt, j ktnt ) is induced by a 2H -state 1qfa A j . Hence, for any
M ∈M, φM is induced by the 2Hs-state 1qfa AM obtained as Kronecker’s product of A j ’s. Notice that AM accepts
with certainty words in L∧(n1,...,nH ). Let now consider the following convex linear combination of the events in Φ:
ϕ(w) = 1(∏H
t=1 nt
)s ∑
M∈M
φM (w)
= 1∏H
t=1 nt s
(
n1−1∑
m=0
cos2
(
pimk1
n1
))s
· · · · ·
(
nH−1∑
m=0
cos2
(
pimkH
nH
))s
.
We observe that
∑nt−1
m=0 cos2(
pimkt
nt
) yields nt whenever kt is a multiple of nt , otherwise it returns nt2 . Thus, we get
ϕ(w) = 1 if w ∈ L∧(n1,...,nH ), otherwise ϕ(w) ≤ 12s . By Theorem 3.1, we can 12s -approximate the convex linear
combination ϕ by a 1qfa B obtained as uniform direct sum of O(22s
∑H
t=1 log nt ) many AM ’s, each with 2Hs basis
states. For properties of AM ’s, B induces the event
pB(w)
{= 1 if w ∈ L∧(n1,...,nH )
≤ 22s otherwise.
By letting ε = 22s , we conclude that pB can be induced by a 1qfa with a number of basis states
O(
∑H
t=1 log nt/εH+2).
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To exhibit a Monte Carlo 1qfa for L∨(n1,...,nH ), let us define the family Ψ of (n1, . . . , nH )-periodic events as
follows (M,M, kt have the same meaning as in the definition of Φ):
Ψ =
{
ψM (w) =
s∏
j=1
(
1−
H∏
t=1
sin2
(
piMt, jkt
nt
))∣∣∣∣∣M ∈M
}
.
By Lemma 6.2, there is a 2H -state 1qfa O j for the event 1−∏Ht=1 sin2(piMt, j ktnt ). Then ψM is induced by the 2Hs-
state 1qfa OM obtained by the Kronecker’s product of O j ’s. Notice that sin2(
piMt, j kt
nt
) = 0 whenever kt is a multiple
of nt , so that OM accepts with certainty words in L∨(n1,...,nH ). As before, we consider the following convex linear
combination of the events in Ψ :
ξ(w) = 1(
H∏
t=1
nt
)s ∑
M∈M
ψM (w)
= 1
H∏
t=1
nt s
(
H∏
t=1
nt −
n1−1∑
m=0
sin2
(
pimk1
n1
)
· · · · ·
nH−1∑
m=0
sin2
(
pimkH
nH
))s
.
We observe that
∑nt−1
m=0 sin
2(pimktnt
) yields 0 whenever kt is a multiple of nt , otherwise it returns nt2 . Then, we get
ξ(w) = 1 if w ∈ L∨(n1,...,nH ), otherwise ξ(w) = ( 2
H−1
2H )
s . By choosing s = r2H , for r ≥ 1, and recalling that
limx→+∞(1− 1x )r x = ( 1er )−, we obtain ξ(w) < 1er . Theorem 3.1 ensures that we can 1er -approximate ξ by a 1qfa C
obtained as uniform direct sum of O(e2r
∑H
t=1 log nt )many OM ’s, each with 2r H2
H
basis states. Moreover, C induces
the event
pC (w)
{= 1 if w ∈ L∨(n1,...,nH )
≤ 2er otherwise.
If we set ε = 2er , for H > 1 we have (e22H2
H
)r < (er )3
H = ( 2
ε
)3
H
. Hence, pC can be induced by a 1qfa with
O(
∑H
t=1 log nt/ε3
H
) basis states. 
6.1. Mixing
∧
and
∨
on periodicity conditions
In the definition of L∧n or L∨n we use conditions of the form 〈|w|σ 〉n = 0. However, also conditions 〈|w|σ 〉n = c,
for any given c ∈ Zn , can be managed. To this aim we can reformulate Lemma 6.2, by elaborating on 2-state
unary 1qfa’s of the form ((1, 0) R− pivcn , R pivn , η), for v, c ∈ Zn , inducing the event p(σ k) = cos2(
piv(k−c)
n ) (resp.,
p(σ k) = sin2(piv(k−c)n )) for η = (1, 0) (resp., for η = (0, 1)). This can be used to exhibit succinct Monte Carlo
1qfa’s for more general languages of the following form, for alphabet Σ = {σ1, . . . , σH }, a constant h > 1, a matrix
n ∈ (N \ {0})h×H , and a h × H matrix c satisfying c`,t ∈ Zn`,t :
L∧∨n,c =
{
w ∈ Σ ∗
∣∣∣∣∣ h∧
`=1
(
〈|w|σ1〉n`,1 = c`,1 ∨ · · · ∨ 〈|w|σH 〉n`,H = c`,H
)}
,
L∨∧n,c =
{
w ∈ Σ ∗
∣∣∣∣∣ h∨
`=1
(
〈|w|σ1〉n`,1 = c`,1 ∧ · · · ∧ 〈|w|σH 〉n`,H = c`,H
)}
.
Notice that, to avoid setting a periodicity condition on a symbol σt , it is enough to let n`,t = 1. We can state the
analogous of Theorem 6.1 for languages L∧∨n,c and L∨∧n,c:
Theorem 6.2. Let Σ be an alphabet with H = |Σ | > 1 and a constant h > 1.
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• For any ε ∈ (0, 12 ) of the form ε = 2eκ , with κ > 1, the language L∧∨n,c is recognized by a Monte Carlo 1qfa with
error ε and O((
∑h
`=1
∑H
t=1 log n`,t )/εh3
H
) basis states.
• For any ε ∈ (0, 12 ) of the form ε = 2eκ , with κ > 1, the language L∨∧n,c is recognized by a Monte Carlo 1qfa with
error ε and O((
∑h
`=1
∑H
t=1 log n`,t )/εH3
h
) basis states.
Proof (Outline). We proceed as in the proof of Theorem 6.1, but now we consider, respectively, the following families
of events induced by 2hHs-state 1qfa’s:
Ω =
{
ωM (w) =
s∏
j=1
h∏
`=1
(
1−
H∏
t=1
sin2
piM`,t, j (kt − c`,t )
n`,t
)∣∣∣∣∣M`,t, j ∈ Zn`,t
}
,
Ξ =
{
χM (w) =
s∏
j=1
(
1−
h∏
`=1
(
1−
H∏
t=1
cos2
piM`,t, j (kt − c`,t )
n`,t
))∣∣∣∣∣M`,t, j ∈ Zn`,t
}
. 
7. A final remark on unary languages
We can use the results for languages L∨n to build 1qfa’s for unary periodic languages. A unary n-periodic
language is a set L = {1m | 〈m〉n ∈ S}, for a given S = {s1, . . . , sk} ⊆ Zn . More explicitly, we can also write
L = {1m | 〈m〉n = s1 ∨ · · · ∨ 〈m〉n = sk}. By applying results in Sections 5 and 6 for L∨n, and recalling from
Section 6.1 that conditions 〈m〉n = s j can be easily handled, one might obtain the following for L: (i) There exists a
1qfa with cut point 12 + 14|S| isolated by 18|S| and O(|S|3 log n) basis states. (ii) For any ε ∈ (0, 12 ) of the form ε = 2eκ ,
with κ > 1, there exists a Monte Carlo 1qfa with error ε and O(|S| log n/ε3|S|) basis states. Notice that such 1qfa’s
are not always more succinct than corresponding classical automata. It is enough, e.g., to apply these constructions
for the language Lnc = {1m | 〈m〉n ∈ {1, . . . , n − 1}}.
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