This paper studies a multi-objective optimization (MOO) problem in full-duplex (FD) networks with simultaneous wireless information and power transfer (SWIPT). In the considered networks, an FD base station (BS) communicates with multiple half-duplex (HD) uplink (UL) and downlink (DL) users simultaneously. The energy receivers (ERs) harvest energy from the ambient radio frequency (RF) signals and may act as potential eavesdroppers. Specifically, there exists two conflicting yet important system design objectives, i.e., secrecy energy efficiency (SEE) maximization and energy harvesting efficiency (EHE) maximization. An MOO design based on the weighted Tchebycheff approach is proposed to investigate the tradeoff between these two design objectives. The proposed design takes into account the quality-ofservice (QoS) guarantees of secrecy rate and energy harvesting (EH) under the imperfect channel state information (CSI) of ERs. The formulated MOO problem is solved with a two-layer optimization algorithm, where the modified Dinkelbach method is applied to deal with the generalized fractional programming (FP) in the outer layer problem and semidefinite relaxation (SDR), successive convex approximation (SCA) as well as S-procedure methods are applied to transfer the inner layer problem into a convex iterative program. Moreover, we propose a suboptimal solution to the formulated problem and analyze the computational complexities. Finally, numerical results are provided to demonstrate the effectiveness of the proposed algorithms and reveal a tradeoff region between SEE and EHE.
I. INTRODUCTION
With the exponential growth of ubiquitous Internet of Things (IoT) devices, supplying adequate energy to sustain the self-sustainability of IoT devices has become one of the most important challenges. Therefore, wireless energy transfer (WET), which scavenges energy from ambient radio frequency (RF) signals, has been a promising technique for prolonging the lifetime of energy-constrained IoT devices. Since RF signals can carry both information and energy, many researches have been carried out in simultaneous wireless information and power transfer (SWIPT) [1] - [8] .
However, allowing simultaneous wireless information transfer (WIT) and WET gives rise to information security The associate editor coordinating the review of this manuscript and approving it for publication was Yongpeng Wu .
issue. On the one hand, to facilitate energy harvesting (EH), energy receivers (ERs) are usually deployed more closer to the transmitter than information receivers (IRs), so ERs have better channels than IRs and can easily eavesdrop the information sent to IRs. On the other hand, the transmitter amplify the power of RF signals to satisfy the WET requirement, which also leads to the leakage of information transmission. As a result, in addition to fulfilling the EH requirements of ERs, it is necessary to guarantee communication security in the presence of possible eavesdropping by any of all ERs [9] - [11] . Note that the above works mainly focus on the half-duplex (HD) systems with SWIPT which generally results in low spectrum utilization.
Recently, the combination of SWIPT and full-duplex (FD) systems has gained an upsurge of interests from both academia and industry for its simultaneous transmission of information and energy as well as the improvement of spectrum efficiency [12] - [16] .
However, due to the introduction of FD technology, both downlink (DL) and uplink (UL) communication security should be guaranteed concurrently, which creates new challenges to system design.
Motivated by the above issues, in this paper we focus on studying the relationship between secure information transfer (SIT) and WET in FD SWIPT systems from energy efficiency (EE) perspective. Since the considered systems have to provide both secure data transfer and required energy transfer services, multi-objective optimization (MOO) is a very promising mathematical tool to simultaneously optimize multiple performance metrics. Specifically, there exists two different system design objectives in FD SWIPT systems, namely, secrecy energy efficiency (SEE) and energy harvesting efficiency (EHE). The former evaluates the efficiency of SIT while the latter denotes the efficiency of WET.
A. RELATED WORK AND MOTIVATION
As a complement to conventional cryptographic security mechanisms, physical layer security (PLS) has attracted great attention from academia and industry. Employing PLS technology to secure communication in SWIPT systems has gained much attentions [9] , [10] , [14] - [16] . The authors in [9] investigated the secure beamforming design in a multi-user multiple-input single-output (MISO) SWIPT system, in which the secrecy rate maximization and weighted sum-energy maximization problems are formulated. The authors in [10] investigated the transmission power minimization problem considering the secrecy rate constraints under the imperfect channel state information (CSI) of eavesdroppers in a multiuser MIMO SWIPT systems. Note that [9] , [10] both focused on HD communication scenarios. References [14] - [16] studied PLS in FD SWIPT systems for its advantage in improving the utilization of spectrum. In [14] , the authors focused on joint transceiver design for an FD SWIPT cellular network to maximize the weighted sum secrecy rate taking in account the transmit power and EH constraints. The authors in [15] extended the FD SWIPT cellular networks to multiuser scenarios and studied the total transmit power minimization problem under the constraints of information rates, eavesdropping rates and EH. In [16] , the authors formulated the sum-information transmission rate maximization problem subject to the information-leakage and energy-harvesting constraints in FD SWIPT system.
Nonetheless, all the aforementioned works focus on single-objective optimization (SOO) problems. In the vision of 5G/B5G, various performance metrics have been proposed to characterize diverse application scenarios, such as higher throughput, better energy efficiency, and lower latency, etc [17] . These performance metrics often conflict with each other, and an increase in one metric may lead to a decrease in another metric. Thus, MOO theory has been a promising mathematical tool to cope with the existence of multiple metrics and reveal the tradeoffs among them [18] , [19] . For example, the author in [18] developed an MOO framework in cognitive radio networks with SWIPT incorporating three system design objectives: total transmit power minimization, EHE maximization, and interference-power-leakage-totransmit-power ratio minimization. Reference [19] utilized MOO theory to study three critical issues for MIMO interference networks, i.e., signal transmission, energy and security.
On the other hand, to achieve the purpose of green communication, EE has been envisioned as a fundamental system performance metric owing to both economical and ecological concerns [20] - [23] . The authors in [20] , [21] employed different signal processing means based on PLS such as AN and FD jamming to maximize SEE in multiple-antenna wiretap channels. In [22] , the authors studied the SEE maximization in single-user FD bidirectional system with SWIPT. In [23] , the authors investigated the EHE maximization under the constraints of secrecy rate and transmit power in MIMO wiretapping systems with SWIPT.
To address above issues, we consider an FD SWIPT system that provides simultaneous SIT and WET services. To be more in line with green communications, we define two system design objectives, SEE and EHE. Then, an MOO framework based on the weighed Tchebycheff method is proposed to jointly maximize SEE and EHE. To the authors' best knowledge, this is the first time that MOO theory is employed to investigate the security issue and EH from EE perspective in FD SWIPT systems.
B. CONTRIBUTIONS AND ORGANIZATION
In this paper, we consider an FD cellular network with SWIPT under a general setup of multiple UL and DL users with the existence of multiple external ERs who harvest energy from the ambient RF signals. It is assumed that ERs may act as potential eavesdroppers. We take advantage of MOO framework to study security and EH issues. The main contributions of the work are summarized as follows.
• We formulate two joint information and AN beamforming optimization problems with the objectives of maximizing SEE and EHE subject to the minimal secrecy rates on both UL and DL, the minimal harvested power for ERs and the maximal transmit power. Then, an MOO problem is proposed to balance the tradeoff between SEE and EHE by adopting the weighed Tchebycheff method. Besides, the formulated problems take into account the imperfectness of the CSI of ERs.
• The formulated non-convex problems are solved with a two-layer optimization algorithm, where the modified Dinkelbach method is employed to deal with generalized fractional programming (FP) of the outer layer problems and semidefinite relaxation (SDR), successive convex approximation (SCA) as well as S-procedure methods are used to convert the inner layer problems to convex optimization problems. Also, we prove the optimality of the rank-unconstrained problem via the Lagrangian dual method.
• Simulation results show that the proposed algorithm has performance advantages compared to the baseline schemes and the system performance can be improved by properly designing the parameter thresholds. Moreover, the tradeoff region between SEE and EHE is obtained and the Pareto optimal resource allocation policy set is achieved. The remainder of this paper is organized as follows. Section II presents the system model and the performance metrics of the considered system. The problem formulation is described in Section III. In Section IV, a two-layer iterative optimization algorithm is proposed to tackle the formulated non-convex problems. Section V provides the suboptimal solution and complexity comparison. Section VI presents the numerical results, followed by conclusions in Section VII. Notation: Bold upper and lower case characters represent matrices and vectors, respectively. The operators (A) T , (A) H , (A) −1 and (A) † denote the transpose, conjugate transpose, inverse and Moore-Penrose pseudoinverse of matrix A, respectively. tr (A) null (A) and rank (A) represent the trace, null space and rank of matrix A, respectively. diag (A) returns a diagonal matrix with the main diagonal element of A on its main diagonal. |·| and · denote the absolute operator and Euclidean norm operator, respectively; E (·) stands for statistical expectation; (·) represents the real part of a complex number; [x] + denotes max (0, x). A 0 indicates that A is a positive semidefinite matrix; I N is the N × N identity matrix; C N ×M denotes the set of all N × M matrices with complex entries; x ∼ CN (0, ) indicates that x is a complex Gaussian random vector with zero mean and covariance matrix .
II. SYSTEM MODEL
We consider a multiuser FD cellular system with SWIPT, as show in Fig. 1 . The system consists of one FD BS, J HD UL users, K HD DL users, and L HD ERs. The FD BS is equipped with N R receive antennas and N T transmit antennas. The users and ERs are equipped with a single antenna. The FD BS communicates simultaneously with UL users and DL FIGURE 1. A multiuser FD cellular system with SWIPT. Solid lines represent the desired signals, while dashed lines denote the undesired signals (interference/information leakage). users on the same spectrum. ERs can harvest energy from both UL and DL signals. In addition, ERs also act as potential eavesdroppers. For clarity of exposition, we denote J = {1, . . . , J }, K = {1, . . . , K } and L = {1, . . . , L} as the index sets of all UL users, DL users and ERs, respectively.
Denote d ul,j with E d ul,j 2 = 1 and p j as the transmitted signals and the corresponding transmission power of UL user j, respectively. The received signal at the FD BS is expressed as
where h ul,j ∈ C N R ×1 is the channel coefficient vector from UL user j to the FD BS. H bb ∈ C N R ×N T is the self-interference (SI) channel coefficient matrix of the FD BS. n bs ∼ CN 0, σ 2 bs I N R is the received additive white Gaussian noise (AWGN) at the FD BS.
For the DL communications, AN is in conjunction with information signals at the FD BS to confuse ERs. The transmitted signals at the FD BS is expressed as
where w k ∈ C N T ×1 is the beamforming vector aiming at DL user k. d dl,k with E d dl,k 2 = 1 is the information-bearing signal for the DL user k. z ∈ C N T ×1 is the AN vector and follows complex Gaussian distribution, i.e., z ∼ CN (0, Z) with Z 0. Therefore, the received signal at DL user k is expressed as
where h dl,k ∈ C N T ×1 and f j,k ∈ C denote the channel coefficient vector from the FD BS to DL user k, and the channel coefficient between UL user j and DL user k, respectively. The second term on the right hand side of (3) indicates co-channel interference (CCI). n dl,k ∼ CN 0, σ 2 dl,k is the received AWGN at DL user k.
The received signal at ER l is expressed as
where g dl,l ∈ C N T ×1 and g ul,j,l ∈ C represent the channel coefficient vector from the FD BS to ER l, and the channel coefficient between UL user j and ER l, respectively. n er,l ∼ CN 0, σ 2 er,l is the received AWGN at ER l. In this paper, we assume ERs are low-power IoT devices and are usually silent to save their energy and cannot respond to channel reciprocity as frequently as legitimate users. Hence, it is difficult to obtain perfect CSI between the FD BS and ERs. In order to capture the effect of imperfect CSI, we adopt a deterministic channel uncertainty model. In particular, the actual channel between the FD BS and ER l, denoted by g dl,l , and the actual channel between ER l and UL user j, denoted by g ul,j,l , are modeled as g dl,l =ĝ dl,l + g dl,l , ∀l,
g ul,j,l =ĝ ul,j,l + g ul,j,l , ∀j, ∀l,
whereĝ dl,l andĝ ul,j,l denote the corresponding estimated channel available at the FD BS and UL user j, respectively. g dl,l and g ul,j,l represent channel errors, bounded as g dl,l ε dl,l and g ul,j,l ε ul,j,l , respectively.
A. THE SINR MEASUREMENT
In this subsection, we derive the SINRs for the considered FD SWIPT systems. For the sake of brevity, we define
For the UL detection, we adopt zero-forcing (ZF) receiver at the FD BS for its advantage of low complexity and high performance. Thus, the receive beamforming vector q j at the FD BS for UL user j is given by
On the other hand, although there has been a great breakthrough in SI cancellation technology recently [24] , SI still cannot be completely eliminated due to the limited dynamic range of the transceiver. In this paper, to capture the effects of FD operation, we model the residual SI after cancellation as zero-mean complex Gaussian random variable (adopted in [25] , [26] ) whose variance is S si,j and given by
where Q j = q j q H j and W k = w k w H k . 0 ρ 1 is a constant related to the capability of the SI cancellation techniques. Notice that if W k instead of w k is used as optimization variables, the rank of beamforming matrices W k should be constrained to rank (W k ) = 1 [27] . Therefore, the SINR of UL user j at the FD BS is derived as 
Note that, ERs can intercept the desired signals in both UL channel and DL channel. Since our goal is to guarantee the security of both UL channel and DL channel, it is assumed that ERs process UL and DL signals independently [14] . From (4), when the goal of ERs is to decode the information transmitted from UL user j, the SINR at ER l is derived as wt ul,j,l = p j g ul,j,l 2 J i =j
When ERs aim to decode the information intended for DL user k, the SINR at ER l is computed as
B. SECRECY ENERGY EFFICIENCY
In this subsection, we define SEE as the system performance metric to evaluate the efficiency of SIT. We assume ERs eavesdrop the confidential information in a non-colluding mode. The achievable secrecy rates of UL user j and DL user k are thus, respectively, given by
and
On the other hand, the total power consumption of the considered system is expressed as
where the first part P C is the static power consumption, including the fixed circuit power consumption and increased power consumption in digital signal processor caused by algorithm operation. The second part on the right hand side of (14) represents the dynamic power consumption, including transmit power of the FD BS and UL users. ξ denotes the efficiency of the power amplifier.
As a consequence, the definition of SEE is given in the following.
Definition 1: SEE in FD cellular system with SWIPT is defined as the weighted sum of the total UL and DL secrecy rates per Joule energy consumption [20] and given by
where R s W k , Z, p j denotes the weighted sum of the total UL and DL secrecy rates and is given by
where w ul and w dl are weighted factors and set to be 1 for simplicity. Remark 1: By adding the constraint w ul + w dl = 1 and varying the ratio w ul w dl , we can investigate the fairness issue between UL security and DL security. Since the focus of this paper is to study the relationship between SEE and EHE, the fairness problem between UL and DL security is reserved for future work.
C. ENERGY HARVESTING EFFICIENCY
In SWIPT system, ERs harvest the energy from the RF sources to prolong their lifetimes. EHE plays an important role in measuring the efficiency of WET. As for the considered system, ERs are able to harvest energy from both UL and DL signals. Thus, the harvested energy at energy harvester l is expressed as
where ς l represents the RF energy conversion efficiency at ER l. Note that in (17), we adopt a widely used linear EH model and ignore the noise power, because it is negligible compared to the power of the received signal. In fact, the methodology for studying SEE and EHE is also applicable for non-linear EH models.
Then, we give the definition of EHE in the following. Definition 2: EHE in FD cellular system with SWIPT is defined as the ratio of the total harvested energy by all ERs and the total power consumption [23] and given by
III. PROBLEM FORMULATION
The main objective of this paper is to investigate the relationship between SEE and EHE. Toward this end, an SEE maximization and an EHE maximization problems are firstly formulated by jointly optimizing the UL transmission power and DL beamforming vectors. Then, an MOO problem is proposed to coordinate and balance the tradeoff between SEE and EHE. Finally, the feasibility of the problems is also analyzed.
A. SEE MAXIMIZATION
The first considered optimization problem is given by
where C1 and C2 denote respectively the secrecy rate constraints for UL users and DL users, andR ul,j andR dl,k are the corresponding secrecy rate thresholds. C3 is the EH constraint for ER l andĒ eh,l denotes the corresponding harvested energy threshold. P max ul,j in C4 and P max dl in C5 are the maximum transmit power limits for the UL user j and the FD BS, respectively.
B. EHE MAXIMIZATION
The second problem is designed to maximize EHE for ERs while guaranteeing UL and DL security simultaneously and given by
Remark 2: Problems P1 and P2 are desirable system design objectives from the perspective of the system designer who would like to design the network to maximize the two objectives simultaneously. However, SEE and EHE are conflicting system design objectives that the increase of SEE will lead to the decrease of EHE. On the one hand, to maximize SEE, the power of received information-bearing signals at ER l, i.e., g H dl,l W k g dl,l should be minimized to avoid information leakage. On the other hand, to facilitate efficient EH of ERs, the power of received signals at ER l is required to be increased appropriately. As a consequence, it is of critical necessity to balance the tradeoff between SEE and EHE.
C. MULTI-OBJECTIVE OPTIMIZATION
In order to balance the tradeoff between SEE and EHE, we formulate an MOO problem to jointly maximize SEE and EHE in this part. In the literature [28] , MOO is a mathematical framework to investigate the tradeoff among conflicting system design objectives and has been fully applied in engineering field. The optimal solution of the MOO problem is a set of points that satisfy the concept of Pareto optimality [28] . To facilitate the following exposition, we denote the objective functions as η 1 = η SEE and η 2 = η EHE . As such, a Pareto optimal resource allocation policy is defined as follows:
Definition 3: Pareto optimal [28]: a resource allocation policy, W k , Z, p j , is Pareto optimal iff there does not exist another policy,
In order to obtain the Pareto optimal set, we adopt the weighted Tchebycheff method [28] (also known as the weighted min-max method) to develop the MOO problem for that it not only provides complete Pareto optimal set but also has lower computational complexity. Hence, the MOO problem is formulated as follows:
where η * 1 and η * 2 are the optimal objective values and can be obtained by solving SOO problems P1 and P2, respectively. ω i is the weight coefficient for objective function η i subject to 0 ≤ ω i ≤ 1 and ω 1 + ω 2 = 1, representing the preference of decision-maker for problem Pi. By varying the weight coefficient ω i and keeping ω 1 + ω 2 = 1, we can obtain an optimal Pareto resource allocation policy.
D. PROBLEM FEASIBILITY
The feasibility of P1, P2 and P3 depends on the transmission conditions and system parameters, including the channel realizations, the constraint targets and the number of antennas and users. For instance, the formulated problems are infeasible when the values of P max ul,j , ∀j and P max dl are too low and/or the required secrecy rate thresholds,R ul,j , ∀j andR dl,k , ∀k, and EH thresholdĒ eh,l , ∀l are too high. According to the method of feasibility analysis [16] , we are motivated to consider the special case where there is no transmission of legitimate information, i.e., W k = 0, ∀k and p j = 0, ∀j. Thus, only the AN signals are transmitted by the FD BS to satisfy the energy requirements of ERs. Therefore, the feasibility of problem P1, P2 and P3 can be checked by solving the following problem
Although the feasible region of problem (22) is convex, there exists semi-infinite constraint (22b), which is generally intractable. Hence, by applying the S-procedure, the problem (22) can be transformed into a convex optimization problem and can be solved by CVX [29] . Therefore, we conclude that if Z is obtained via solving (22), W k = 0, Z, p j = 0 ∀k,j is a feasible solution to the problem P1, P2 and P3. Without loss of generality, we assume the problem P1, P2 and P3 are feasible.
Notice that it is difficult to figure out the feasible regions of P1, P2 and P3 due to the high computational complexity. Fortunately, compared with the SINR constrained security policies that specify two sets of SINR thresholds at legitimate users and eavesdroppers [15] , [25] , the secrecy rate constrained scheme has a larger feasible domain [30] . The feasible regions of above problems still remain as an open problem for future work.
IV. SOLUTION OF THE OPTIMIZATION PROBLEMS
Due to the coupled optimization variables, the complicated objective functions and constraints, the problems P1, P2 and P3 are highly non-convex and intractable to directly solve.
To solve these problems efficiently, in this section, we propose a two-layer iterative optimization algorithm. For the outer problem, we apply the modified Dinkelbach method to deal with generalized FP; for the inner problem, various convex optimization techniques are applied to recast non-convex constraints to convex ones. Since problem P3 is equivalent to SOO problem Pi when ω i = 1 and ω p = 0, ∀p = i, we will focus on the methodology of solving problem P3 in the sequel.
A. OUTER-LAYER ITERATIVE ALGORITHM
In this subsection, we use the modified Dinkelbach method to deal with the fractional form of the objective function in P3.
For the sake of the following exposition, we first substitute η 1 and η 2 into (21), the objective function can be equivalently rewritten as
where
Notice that P3 is a generalized FP problem whose objective function is defined as the maximum of several ratios of functions [31] . For brevity, we assume F3 denotes the set of feasible domain of P3. Then, we consider a parametric problem with respect to (w.r.t.) λ > 0 as follows:
is the optimal value of P3. According to the following theorem, P3 is the equivalent subtractive form of P3. 
where λ * = max i∈{1,2}
Proof : Please refer to [31] for a proof of Theorem 1. By Theorem 1, we can convert the generalized FP problem into the parametric problem in subtractive form. Particularly, the optimal solution λ * can be found if D * (λ * ) = 0. Based VOLUME 8, 2020 on the modified Dinkelbach method, we develop an iterative algorithm to update λ at each step by solving the parametric problem P3 . According to [31] , the iterative algorithm creates an increasing sequence λ n , n 1, converging from initial value to the optimal solution λ * . The details of the iterative algorithm are summarized in Algorithm 1.
Algorithm 1
Outer Layer Iterative Algorithm Based on the Modified Dinkelbach Method 1: Initialize λ = 0, the error tolerance τ and iteration index n = 1 2: repeat 3: Solve problem P3 for a given λ to obtain resource allocation policies W k , Z, p j 
10:
end if 11: until convergence = ture Consequently, the remaining challenge is mainly to solve problem P3 in the third step of Algorithm 1.
B. INNER-LAYER ITERATIVE ALGORITHM
The transformed parametric problem P3 is still non-convex due to the complicated secrecy rate expressions and semi-infinite constraints. In this subsection, we first employ the change of variable idea proposed in [32] and define the following equations to substitute the numerators and denominators of the fractions in the secrecy rate expressions in the objective function of P3
where r j , s j , t l , u j,l , m k , n k and v k,l are introduced auxiliary variables. Since the first terms and second terms on the right hand side of (29a)-(29g) are no less 0, e r j , e s j , e t l , e u j,l , e m k , e n k and e v k,l should be no less 0. Due to the maximal transmit power constraint, e r j , e s j , e t l , e u j,l , e m k , e n k and e v k,l won't be infinity. Therefore, r j , s j , t l , u j,l , m k , n k and v k,l are bounded. Plugging (29a)-(29g) into P3 , secrecy rates in the objective function of P3 can be transformed into the following Equation (30) and (31) while constraining r j , s j , t l , u j,l , m k , n k and v k,l by the expressions at the right hand sides of (29a)-(29g), respectively.
R sec ul,j = log 2 e r j e s j − max l log 2 e t l e u j,l
According to the properties of the exponential and the logarithmic functions, (30) and (31) can be rewritten aŝ
Therefore, by introducing auxiliary variable τ and defining the set of optimization variables T {W k , Z, p j , r j , s j , t l , m k , n k , u j,l , v k,l , τ }, the problem P3 is reformulated as P3 , shown at the top of next page.
Note that the objective function of P3 is equivalently transformed into the objective function in P3 and nine constraints C8-C16. C8-C14 is to ensure the equivalence of secrecy rates conversion. C15 and C16 are the epigraph representation of the objective function of P3 . It should be noticed that C8-C14 will hold with equality at the optimum, which can be verified by the monotonicity of the objective function. Specifically, in the optimization process, we increase e r j , e u j,l , e m k and e v k,l or decrease e s j , e t l and e n k to make the seven constraints hold with equalities. Further, the optimal value of problem P3 will be increased and eventually reach the maximum. Thus, P3 is equivalent to P3 .
It can be observed that the problem P3 is still non-convex due to the constraints C9, C10 and C13. In order to deal with it efficiently, we conservatively approximate these non-convex constraints by using the first order Taylor expansions of e s j , e t l and e n k , such that e s j = e¯s j s j −s j + 1 , ∀j, e t l = e¯t l t l −t l + 1 , ∀l and e n k = en k (n k −n k + 1) , ∀k, where s j ,t l ,n k are points around which non-convex constraints are linearly approximated. Consequently, restrictive approximations for C9, C10 and C13 are, respectively, given by C9:
C10:
C13: tr H dl
Next, we focus on the constraints C3, C10, C11, C14 and C15 which are semi-infinite due to the channel uncertainties. To deal with them efficiently, we introduce auxiliary variables E l , φ j,l , ϕ k,l to relax constraints C3, C11 and C14, respectively. Hence, these constraints are transformed into
C11a :
C11b : φ j,l e u j,l , ∀j, ∀l, 
It can be seen that the original constraints are decoupled into two parts, one of which is semi-infinite constraint and the other is convex constraint. It can be easily verified the above inequalities hold with equalities for the optimal solution. Then, in order to facilitate the presentation, we define g ul,l = g ul,1,l , . . . , g ul,J ,l T ,ĝ ul,l = ĝ ul,1,l , . . . ,ĝ ul,J ,l T , g ul,l = g ul,1,l , . . . , g ul,J ,l T , = diag (p 1 , . . . , p J ) and j = diag(p 1 , . . . , p j−1 , 0, p j+1 , . . . , p J ). Thus, the collection of channel between ER l and UL user j is modeled as g ul,l =ĝ ul,l + g ul,l , ∀l,
where g ul,l ε ul,l = J j=1 ε ul,j,l .
We observe that the semi-infinite constraints C3a, C10, C11a and C14a contain two-dimensional uncertainties for g ul,jl and g dl,l . To obtain the one-dimensional uncertainty of these semi-infinite constrains, we substitute (5) and (44) into C3a, C10, C11a and C14a and rewrite them in following matrix form:
C10 :
C14a : , B j = 0 0 j , and C k = k 0 0 .
Note that, the channel error x is bounded as
Now, we introduce the following lemma to transform semiinfinite constraints into linear matrix inequalities (LMIs).
Lemma 1: (S-Procedure [33] ) Let a function f m (x), m ∈ {1, 2}, x ∈ N ×1 , be defined as
provided that there is a pointx such that f k x < 0. According to Lemma 1, constraints C3a, C10, C11a and C14a are equivalently rewritten as
respectively, withX I N T +J ,x , and new auxiliary variables α l , β l , γ j,l , δ k,l 0 ∀j,k,l . Combining the above analysis and dropping the rank-one constraint C7, problem P3 is transformed into a convex optimization problem P3 , shown at the top of next page, where S = {T, L}, L E l , α l , β l , γ j,l , δ k,l , φ j,l , ϕ k,l , denotes the set of optimization variables.
Problem P3 can be solved iteratively by Algorithm 2 using standard convex solvers such as CVX [29] . The proposed inner iterative algorithm is summarized as follows. for j ∈ J , k ∈ K, l ∈ L. 4: repeat 5: Solve the problem P3 and obtain the optimal solution
k . 8: until the algorithm converges or n = N iter 9: return W k , Z, p j Note that we drop the rank-one constraint C7 during the convex approximation process. Suppose W * k is the optimal solution of the formulated problem. If rank W * k = 1, then it is the optimal solution of the original problem and thus the optimal beamforming vectors are calculated using eigenvalue decomposition; if rank W * k > 1, then an optimal rank-one solution can be calculated by using the following theorem which is based on the framework in [32] .
Theorem 2: Having the optimal solution S * = {T * ,
, v * k,l } , that satisfies a rank-one constraint, rank W * a = 1 and can achieve the same objective value as S * .
Proof: Please refer to Appendix A.
V. SUBOPTIMAL SOLUTIONS AND COMPLEXITY COMPARISON A. SUBOPTIMAL SOLUTION
As discussed in Appendix A, the optimal rank-one solution W * a = 1 can be constructed by solving the dual problem of problem P3 when rank W * k > 1, which may not be provided by some solvers and cause high computational complexity. In the section, we propose a suboptimal solution with low complexity based on fixing the direction of w k . To be specific, the vector w k is designed to lay in the null space of the DL users and ERs [15] . In this case, the DL-to-DL multiuser interference is eliminated and there is no information leakage from the FD BS to ERs. Therefore, the information beamforming vector w k can be repressed as 
B. COMPLEXITY COMPARISON
The complexity of the optimal and suboptimal solution depends on the type of optimization, the number of optimization variables and the number of constraints. The optimal and suboptimal problems are convex and solved by CVX software. Note that the solvers supported by CVX software (such as SDPT3 and SeDuMi) are based on symmetric primal-dual interior-point algorithm which cannot deal the exponential function in the constraints C11b, C14 and C14b. Therefore, the exponential functions are approximated in a polynomial form internally by CVX solvers. Since the optimal and suboptimal solutions have similar structure, we present detailed complexity analysis of the optimal solution. We observed that the outer-layer complexity of the optimal solution are related to the tolerance τ out . Therefore, for the same tolerance, we compare the complexity of the optimal and the suboptimal solution by comparing the complexity of their corresponding inner-layer algorithms. In fact, as for the Dinkelbach algorithm, the iteration number I out can be calculated by I out = log U −L τ out [20] , where L and U are a lower-bound and an upper-bound U for the objective of P3, respectively.
As for the inner-layer problem, we adopt the complexity analysis steps in chapter 6 in [32] to transform P3 into standard SDP or LP form. First, we introduce the slack variables π ul,l , l ∈ L and π dl,l , l ∈ L to deal with the max operator expressions max l t l − u j,l and max l t l − v k,l in constraints C1, C2 and C16, respectively. Thus, C1, C2 and C16 are recast as LP forms with JL constraints π ul,l t l − u j,l and KL constraints π dl,l t l − v k,l . Then we observe that the number of decision variables are at the order of x 0 = O (K + 1) N 2 T + 3J + 2K + (3J + 3K + 6)L + 1 . Moreover, P3 contains 2L + JL + KL semidefinite constraints of size N T + J + 1, 2K semidefinite constraints of size N T + 1, 2JL+2KL + 3J + K + L + 2 linear constraints of size one. Hence, the number of arithmetic oper-
The number of inner-layer algorithm iterations is calculated
Therefore, the computational complexity of the inner-layer algorithm of the optimal solution is O
Similarly, the computational complexity of the suboptimal solution can be obtained by these analysis steps, shown in Table 1 at the top of next page.
Notice that the computational complexity of both optimal and suboptimal scheme are in polynomial time, which is assumed to be fast algorithms in the literature [34] and are desirable for real-time implementation.
VI. NUMERICAL RESULTS
In this section, we provide the numerical results to evaluate the system performance of the proposed resource allocation algorithms. We consider a cellular network with an FD BS located at the center of a cell, and the radius of the cell is 50 meters. The FD BS is equipped N R = 4 receive antennas and N T = 4 transmit antennas. There are J = 3 UL users and K = 2 DL users randomly generated between the reference distance of 10 meters and the radius of 50 meters. Moreover, in order to facilitate EH, L = 2 ERs are deployed closer to the FD BS at a distance of between 2 to 10 meters. The path loss follows the channel model of [26] , [35] and is given by
where d 0 and d are the reference distance and the transmit-receive separation distance, respectively. L FS (d) = 32.4 + 20log 10 (f c ) + 20log 10 (d) is the free-space path loss. The small scale fading of the UL channels, DL channels and CCI channels are independently generated from i.i.d. Rayleigh fading. The EH channels and SI channel are modeled as the Rician fading with Rician factor 6 dB. For simplicity but without loss of generality, we set σ 2 bs = σ 2 dl,k = σ 2 eh,l = σ 2 , ς l = ς = 0.8,R ul,j =R ul = 0.8 bits/s/Hz, R dl,k =R dl = 3 bits/s/Hz andĒ eh,l =Ē = −10 dBm for all j, k and l. We further set the maximum transmit power for the FD BS and UL user j to be P max dl = 46 dBm and P max ul,j = 23 dBm, ∀j, respectively. To facilitate presentation, we define the maximum normalized estimation error of EH channels as ε 2 ul,j,l |gul,j,l| 2 = ε 2 dl,l g dl,l 2 = ε 2 . The remaining simulation parameters are provided in Table 2 .
For comparison, we consider two baseline schemes. Baseline scheme 1 is a suboptimal solution (called ''suboptimal'' scheme) as shown in Section V-A. Baseline scheme 2 is P3 : max S τ s.t. C1, C2, C3a, C3b C4 -C6, C8, C9, C10, C11a, C11b, C12, C13,C14a, C14b, C16 C15: ω 2 η * 1 P tot − L l=1 E l − λG 2 τ, C17: α l , β l , γ j,l , δ k,l 0, ∀j, k, l.
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FIGURE 2.
A cellular network of randomly generated user locations. based on HD communication (called ''half-duplex'' scheme), where a TDD protocol with half duration for transmission and half duration for reception is adopted. Thus, the required secrecy rates and EH thresholds need to be doubled in each HD slot. In addition, both SI and CCI can be avoided in HD scheme.
A. CONVERGENCE BEHAVIOR OF THE PROPOSED ALGORITHMS Figure 3 shows the convergence behavior of the proposed algorithms. For the sake of simplicity, we consider the convergence behavior of problem P3 with ω 1 = 1 and ω 2 = 0 which is equivalent to problem P1. The left side figure in Figure 3 shows the convergence speed of inner layer algorithm for different initial points under a given λ = 0. It can be seen that Algorithm 2 yields a monotonically increasing objective value R s and converges to the optimal solutions within 8 loops. The right side figure in Figure 3 reveals the convergence speed of outer iterative algorithm for different initial value λ. It can be observed that SEE is monotonically increasing with the increasing iteration numbers, which indicates that the Dinkelbach algorithm creates a nondecreasing sequence λ n , n 1, converging from initial value to the optimal solution λ * . Moreover, the convergence of outer layer algorithm can be achieved within 3 loops.
B. PERFORMANCE EVALUATION OF SEE MAXIMIZATION
In this part, we study the SEE performance under different schemes with different maximum normalized channel estimation error, ε 2 . Figure 4 depicts SEE versus the DL secrecy rate thresholdR DL . It can be observed that, for all schemes, SEE is very high and keeps nearly unchanged whenR DL is small, which means SEE can reach its maximum value and is almost unconstrained byR DL . Then, SEE is decreasing with the increase ofR DL . This is due to the fact that the FD BS needs to transmit both the DL information and AN with higher power to fulfill the more stringent DL security requirements, which results in an inefficient use of the transmit power from an EE perspective. Furthermore, the proposed scheme outperforms two baseline schemes over allR DL (approximate 16.5% gain on suboptimal scheme and 38.4% gain on half-duplex scheme in SEE withR DL = 2).
In Figure 5 , we display SEE versus the UL secrecy rate thresholdR UL . It can be observed that, for proposed scheme and suboptimal scheme, SEE is decreasing with increas-ingR UL . This is due to the following reasons. On the one hand, UL users need to transmit with higher power to satisfy UL security requirements asR UL increases. On the other hand, the higher UL transmit power will cause stronger CCI for DL users' reception. Thus, the FD BS has to transmit with higher power to combat the increased CCI. Such inefficient utilization of the total transmit power leads to a decrease in SEE. However, for half-duplex scheme, SEE is nearly unchanged with the growth ofR UL . This is because that CCI and SI are avoided in HD communication so that the UL and DL transmission are independent with each other. Hence, SEE under half-duplex scheme is only related to UL transmit power which is negligible compared to the total power consumption. It is further observed that the proposed scheme outperforms two baseline scheme. Figure 6 depicts the SEE versus the harvested power thresholdĒ at each ER. It can be seen that SEE for all schemes is an decreasing function in terms of the harvested power threshold. This is owing to the fact that with the increased harvested power threshold at each ER, the FD BS and UL users need more transmission power to satisfy the energy requirements, which leads to a dropping in SEE. In addition, it can be observed that SEE under the proposed scheme is higher than that under two baseline schemes, which indicates that our proposed scheme outperforms two baseline schemes in terms of the harvested power threshold. Unfortunately, the performance gain is decreasing with the increasingĒ. It can be also seen from Figures 4, 5 and 6 that SEE under all schemes decreases with increasing maximum normalized channel estimation error, ε 2 . This is because the more imperfect of the CSI, the more difficult it is for the FD BS to perform accurate beamforming. Thus, the FD BS needs to increase the transmission power to meet various requirements which is not conducive to EE.
C. PERFORMANCE EVALUATION OF EHE MAXIMIZATION
In this part, we evaluate the EHE performance under different schemes with different maximum normalized channel estimation error, ε 2 . Figure 7 shows EHE versus the DL secrecy rate thresholdR DL . It can be seen that EHE for all schemes decreases with the DL secrecy rate threshold increasing. This happens because the FD BS has to increase more power to fulfill the more stringent DL security requirements. Meanwhile, the higher DL transmit power would cause significant SI, which forces UL users transmit with a higher power to compensate this interference. Therefore, the increase in UL and DL transmission power leads to a reduction in energy utilization efficiency. Besides, it is revealed that the proposed scheme outperforms two baseline schemes over allR DL FIGURE 7. EHE versus DL secrecy rate thresholdR DL . VOLUME 8, 2020 (approximate 35.5% gain on suboptimal scheme and 81.8% gain on half-duplex scheme in EHE withR DL = 2). Figure 8 illustrates EHE versus the UL secrecy rate thresh-oldR UL . For proposed scheme and baseline scheme 1, it can be observed that EHE is almost unchanged whenR UL is small, since UL secrecy rate requirements can be fulfilled when EHE achieves its maximal value. Then EHE decreases asR UL increases further. This is due to the fact that the FD BS needs to reduce the transmit power to avoid impairing UL users' reception by SI, which causes a dropping in the power of EH. For the suboptimal scheme, EHE is almost unchanged due to the absence of SI and CCI. In addition, compared to the two baseline schemes, the proposed scheme exhibits its performance advantage and this performance advantage is decreasing with the increasing ofR UL . At last, we display EHE versus the harvested power thresh-oldĒ at each ER in Figure 9 . From this figure, it is clear that EHE monotonically decreases with the harvested power threshold for the proposed scheme and suboptimal scheme. For better explain this curve, the total harvested power versus the harvested power thresholdĒ is revealed in Figure 10 . It can be observed that the total harvested power is increasing with the harvested power threshold. Combining the results in Figure 9 and Figure 10 , we can see that a larger transmit power is required to satisfy the more stringent EH requirements, which in turn leads to a decline in EHE. Nonetheless, for the half-duplex scheme, EHE keeps still due to the fact that when EHE achieves the optimal value, the total power consumption reaches maximum. Moreover, it is obvious that the proposed scheme always outperforms suboptimal scheme. However, compared to half-duplex scheme, the proposed scheme shows its performance advantage only when there are no severe EH requirements.
Additionally, from Figures 7, 8 and 9 , EHE decreases with increasing maximum normalized channel estimation error, ε 2 for all schemes. The reason is similar to the previous part of SEE.
D. TRADEOFF REGION BETWEEN SEE AND EHE
In this part, we investigate the tradeoff between SEE and EHE for different numbers of antennas at the FD BS. The tradeoff region in Figure 11 is obtained by solving the MOO problem via varying the value of ω i ∈ [0, 1] with step 0.02 and keeping ω 1 + ω 2 = 1. It can be observed that SEE is monotonically increasing with the increasing EHE, which confirms SEE and EHE are conflicting objective functions. Interestingly, the points at the head and tail of the curve corresponding to ω 1 = 1 and ω 2 = 1 subject to ω 1 + ω 2 = 1 indicates SOO problems, i.e., SEE maximization and EHE maximization, respectively. Moreover, SEE drops rapidly in the high EHE regime. This can be explained that with more preference for EHE and less preference for SEE, more transmit power is allocated to AN instead of information signals. Furthermore, the tradeoff region is enlarged by increasing the number of BS antennas. This is thanks to the fact that more antennas can provide more degrees of freedom, which is conducive to resource allocation. Finally, it is obvious that the tradeoff region achieved by our proposed algorithm is distinctly larger than that by two baseline schemes. This indicates that our proposed scheme outperforms baseline schemes.
VII. CONCLUSION
In this paper, we utilized MOO framework to coordinate and balance the tradeoff between SEE and EHE in the FD cellular systems. Specifically, the formulated MOO problem considered the QoS constraints of secrecy rates on both UL and DL, EH at ERs and transmit power under imperfect CSI of ERs. To handle the formulated highly non-convex problems, a two-layer optimization algorithm was proposed with many classic optimization techniques. Finally, simulation results confirmed the performance advantages of the proposed scheme compared to baseline schemes and revealed the tradeoff region between the two conflicting system design objectives. This paper could provide guidance not only for SWIPT networks but also for future 5G networks, which aim at providing diverse services with diverse performance metrics.
APPENDIX A
The proof of Theorem 2 consists of two parts. In the first part, we study the structure of the solution of optimal rank-unconstrained solution W * k . Then, in the second part, we construct a new solution S * that not only achieves the same objective value as S * but also satisfies a rank-one constraint, rank W * k = 1. Since the relaxed problem P3 is jointly convex with respect to the optimization variables and satisfies the Slater's condition, strong duality holds. The Lagrangian of problem P3 is given by 
where denotes the collection of the terms whose variables are independent of W k . µ 1 , µ 2,j , µ 3,j , µ 4,k , µ 5,k , µ 6 , µ 7 are the Lagrange multipliers associated with constraints C5, C8, C9, C12, C13, C15 and C16, respectively. Matrix Y k is the Lagrange multiplier matrix for the semidefiniteness constraint C6, and D C3a l , D C10 l , D C11a j,l , D C14a k,l are the Lagrange multiplier matrices for constraints C3a, C10, C11a and C14a, respectively. Since the Lagrange dual function is the infimum of L over S, the following constraints have to be imposed to to guarantee a bounded solution of the dual problem µ 1 , µ 2,j , µ 4,k , µ 6 , µ 7 > 0, µ 3,j , µ 5,k = 0, µ 6 +µ 6 = 1. (60)
Then, the Karush-Kuhn-Tucker (KKT) conditions for the optimal W * k are given by Y * k , D * , µ * 1 , µ * 2,j , µ * 3,j , µ * 4,k µ * 5,k , µ * 6 and µ * 7 are the optimal Lagrange multipliers for dual problem P3 . Considering the constraints (60), the KKT condition in (64) can be expressed as
where *
where l = I N T , 0 N T ×J ,ĝ dl,l H . VOLUME 8, 2020 Since W * k lies in the null space of Y * k , we define rank(Y * k ) = δ 1 k , rank ( 
According to APPENDIX in [32] , we draw the conclusion:
Therefore, we can write the optimal solution for W * k as
where σ k,i is unit norm vector. In the following, we construct a new solution S * that satisfies rank W * k = 1 based on (70) as follows:
whereδ k ∈ 1, . . . , δ 2 k − δ 1 k , and
By substituting the constructed solution into problem P3 , it can be seen that the new solution S * achieves the same optimal value as the optimal solution S * while satisfying all the constraints. Therefore, S * is also the optimal solution of problem P3 but with rank( W * k ) = 1. This concludes the proof.
