We study the constrained linear quadratic regulator with unknown dynamics, addressing the tension between safety and exploration in data-driven control techniques. We present a framework which allows for system identification through persistent excitation, while maintaining safety by guaranteeing the satisfaction of state and input constraints. This framework involves a novel method for synthesizing robust constraint-satisfying feedback controllers, leveraging newly developed tools from system level synthesis. We connect statistical results with cost sub-optimality bounds to give non-asymptotic guarantees on both estimation and controller performance.
I. INTRODUCTION
Data-driven design has considerable potential in contemporary control systems where precise modeling of the dynamics is intractable, whether due to complex large-scale interactions or nonlinearities resulting from contact forces. However, one of the biggest hurdles to overcome for practical deployment is maintaining safe execution during the learning process.
Motivated by this issue, we study the data-driven design of a controller for the constrained Linear Quadratic Regulator (LQR) problem. In constrained LQR, we design a controller for a potentially unknown linear dynamical system that minimizes a given quadratic cost, subject to the additional requirement that both the state and input stay within a specified safe region. This is a problem that has received much attention within the model predictive control (MPC) community.
For the LQR problem with no constraints, a natural method of exploration for learning the dynamics is to excite the system by injecting white noise. When safety is not an issue, this method is effective and recently Dean et al. [1] provide an end-to-end sample complexity on this "identifythen-control" scheme. However, this method fails to consider safety or constraint satisfaction.
We directly address the tension between exploration for learning and safety, which are fundamentally at odds. We do this by synthesizing a controller which simultaneously excites and regulates the system; we propose to learn by additively injecting bounded noise to the control inputs computed by a safe controller. By leveraging the recently developed system level synthesis (SLS) framework for control design [2] , we give a computationally tractable algorithm which returns a controller that (a) guarantees the closed loop system remains within the specified constraint set and (b) ensures that enough noise can be injected into the system S. Dean to obtain a statistical guarantee on learning. To the best of our knowledge, our algorithm is the first to simultaneously achieve both objectives. Furthermore, the controller synthesis is solved by a convex optimization problem whose feasibility is a certificate of safety, and no considerations of robust invariant sets are required.
Our second contribution is to provide a sub-optimality bound on control performance for constrained LQR. Using the same SLS framework, we quantify the excess cost incurred by playing a controller designed on the uncertain dynamics obtained from learning, in terms of both the size of the uncertainty sets and a type of constraint robustness margin of the optimal constrained controller for the true system. This allows us to provide the first end-to-end sample complexity guarantee for the control of constrained systems.
A. Related Work
Estimation and control of the unconstrained LQR problem has been studied in the non-asymptotic setting [1] , [3] . However, the identification schemes rely on pure excitation and system restarts, which is unsuitable in the constrained setting. On the other hand, the online learning literature simultaneously considers learning and control, where strategies are based on optimism in the face of uncertainty [4] or Thompson Sampling [5] . These approaches guarantee system estimation only up to optimal closed-loop equivalence, and do not consider safety. Building on a statistical result by Simchowitz et al. [6] which allows for non-asymptotic guarantees on parameter estimation from a single trajectory of a linear system, Dean et al. [7] provide a robust online method that guarantees parameter estimation and stability throughout.
The design of controllers that guarantee robust constraint satisfaction has long been considered in the context of model predictive control [8] , including methods that model uncertainty in the dynamics directly [9] , or model it as a bounded state disturbance for computational efficiency [10] , [11] . Strategies for incorporating estimation of the dynamics include experiment-design inspired costs [12] , decoupling learning from constraint satisfaction [13] , and setmembership methods rather than parameter estimation [14] . Due to the receding horizon nature of model predictive controllers, this literature relies on set invariance theory for infinite horizon guarantees [15] . Our framework considers the infinite horizon problem directly, and therefore we do not require computation of invariant sets.
Finally, the machine-learning community has begun to consider safety in reinforcement learning, where much work positions itself as being for general dynamical systems in lieu of providing statistical guarantees [16] - [19] . Some works assume the existence of an initial safe controller for learning [20] , and robust MPC methods have been proposed to modify potentially unsafe learning inputs [21] . Our framework gives an alternative procedure for designing such a controller using coarse system estimates. Most similar to this work is that of Lu et al. [22] , who propose a method to allow excitation on top of a safe controller, but consider only finite-time safety and require non-convex optimization to obtain formal guarantees.
II. PROBLEM SETTING AND PRELIMINARIES
We fix an underlying linear dynamical system x k+1 = A x k + B u k + w k , with full state observation, initial condition x 0 ∈ R n , sequence of inputs {u k } ⊆ R d , and disturbance process {w k } ⊆ R n . The dynamics matrices (A , B ) are unknown. We denote the errors on estimates of the system ( A, B) in terms of the p → p matrix operator norm as
and similarly for ∆ B and ε B,p . In this work, we will focus on the errors for p = 2 and p = ∞. We assume some prior knowledge is given in the form of initial estimates ( A 0 , B 0 ) and uncertainty measures (ε 0 A,p , ε 0 B,p ). We note that the initial estimates may be coarse grained, and the goal of the learning procedure will be to refine this uncertainty prior to optimal control design.
A. System Level Synthesis
Many approaches to optimal control for systems with constraints involve receding horizon control, where an open loop finite-time trajectory is computed at each timestep; indeed, parameterizing optimal control problems by a state feedback controller generally leads to nonconvex optimization. As a motivating example, consider the static feedback law u k = Kx k applied to a linear system. Then we can write
and a similar expression for u k . Then it is clear that convex constraints on x k and u k will be non-convex in K. Instead, we can parametrize the problem in terms of convolution with the closed-loop system response,
where we defined w −1 = x 0 the fixed initial condition. We note that the expression above is valid for any linear dynamic controller, i.e. any controller which is a linear function of the state and its history. Since the relation in (1) is linear, convex constraints on state and input translate to convex constraints on the system response elements. The system level synthesis (SLS) framework shows that for any elements {Φ x (t), Φ u (t)} constrained to obey, for all k ≥ 1,
there exists a feedback controller that achieves the desired system responses (1) . The state-feedback parameterization result in Theorem 1 of Wang et al. [2] formalizes this principle, and therefore any optimal control problem over linear systems can be cast as a constrained optimization problem over system response elements. We remark that similar observations have been used for constrained state feedback control in the finite horizon setting [11] .
In what follows, we use boldface letters to denote transfer functions and signals, e.g.
x k z −k . Under this notation, the affine constraints can be rewritten as
and the corresponding control law u = Kx is given by
In this paper, we restrict our attention to the function space RH ∞ , consisting of (discrete-time) stable matrixvalued transfer functions. We use 1 z RH ∞ to denote the set of transfer functions G such that zG ∈ RH ∞ . We further use the notation
..} for transfer functions that satisfy a certain decay rate in the spectral norm of their impulse response elements.
When working with transfer functions and signals, denote the coefficient of the term of degree k as G[k] = G(k) and x[k] = x k . We will also denote G[k : 1] as the block row vector of system response elements of G
As is standard, we let x p denote the p -norm of a vector x. For a matrix M , we let M p denote its p → p operator norm. We will consider the H 2 , H ∞ , and L 1 norms, which are infinite horizon analogs of the Frobenius, spectral, and ∞ → ∞ operator norms of a matrix, respectively:
Finally, for two numbers a, b, we let a b (resp. a b) denote that there exists an absolute constant C > 0 such that a ≤ Cb (resp. a ≥ Cb).
C. Optimal Control Problem
We now describe the constrained optimal control problem that we would want to solve given perfect knowledge of the system dynamics. First, we consider the infinite horizon quadratic cost for the system (A , B ) in feedback with K:
We assume that {w k } is any distribution that satisfies E[w k ] = 0 and E[w k w k ] = σ 2 I and is independent across time, i.e., w k ⊥ w for = k. Note that any distribution satisfying these constraints induces the same expected quadratic cost, so it is unnecessary to specify a specific distribution.
Next, we consider polytopic constraint sets of the form
We will constrain the state and input trajectories to lie within these sets for any possible disturbance sequence {w k } satisfying w k ∞ ≤ σ w for all k ≥ 0. Putting the cost and the constraints together, the optimal control problem that acts as our baseline is:
Above, we let the set K enumerate all inputs that result from linear dynamic stabilizing feedback controllers for (A , B ) of the form u = Kx. This is made possible by the system level synthesis framework described in the previous section.
As we show in the following section, the optimal control problem given in (2) is a convex, but infinite-dimensional problem. It is an idealized baseline to compare our actual solutions to; our sub-optimality guarantees will be with respect to the optimal cost achieved by this problem. It is a relevant baseline, since it optimizes for average case performance J σ but ensures safety for the worst-case behavior, consistent with MPC literature [10] , [23] . We remark that an alternative to (2) is to replace the worst case constraint behavior with probabilistic chance constraints [24] . We do not work with chance constraints because they are generally difficult to directly enforce on an infinite horizon; arguments around recursive feasibility using robust invariant sets are common in the MPC literature to deal with this issue.
III. CONSTRAINT-SATISFYING CONTROL
We begin by formulating a method for robustly operating a system while maintaining safety. First, a system level synthesis approach to the constrained LQR problem is described and then modified to be robust to uncertainties in system dynamics.
A. A System Level Approach
Using the SLS formulation, we define an optimization problem that solves the optimal control problem defined in the previous section.
Proposition 1: The following convex optimization problem solves optimal control problem (2). min Φx,Φu
where
with j indexing the rows of F x and F u .
Examining the form of the optimization problem above, we see that the quadratic cost transforms into a system H 2 norm, while the worst-case polytopic constraints on state and input become closed-form polytopic constraints on the system response. For a controller K = Φ u (Φ x ) −1 , we define the LQR cost on the true system (omitting the constant multiple σ):
Lastly, we remark that the feasibility of the convex synthesis problem in (1) for an initial condition x 0 implies that x 0 is a member of a robust control invariant set. Proof: By the state-feedback parameterization result in Theorem 1 of [2] , the SLS parametrization encompasses all internally stabilizing state-feedback controllers acting on the true system (A , B ). Thus, it is necessary only to show that the optimization problem in (3) is consistent with that of (2) . The equivalence between the LQR cost and the H 2 system norm is standard. The appendix of [1] presents this reformulation in terms of system responses for Gaussian process noise, but the argument applies unchanged to any distribution satisfying our assumptions.
Therefore, it remains to consider the inequality constraints. Because the constraints must be satisfied robustly, it is equivalent to consider
Then considering elements in the second term for j indexing rows of F x ,
Thus the inequality constraint on the function G x (Φ x ; k) is an equivalent condition. A similar computation holds for the input constraint. We note the appearance of the row-wise 1 norm over the multiplication of the the system response elements with the constraint matrix. The expression can be understood as an analog to the ∞ → ∞ operator norm, mediated by the shape of the polytope. In the next section when we introduce robustness to system dynamics, the L 1 system norm will come into play for similar reasons.
B. Robust Control
We are further motivated to reformulate the optimal control problem in terms of system responses so that we can transparently consider uncertainties in the dynamics. We are interested in controller synthesis under model errors, where only nominal estimates of the system are known. Suppose that the system responses Φ x , Φ u are designed on the estimated system. Then define
Supposing that ∆ H∞ < 1, the model mismatch impacts the closed-loop behavior of the true system in feedback with the controller K = Φ u ( Φ x ) −1 in a transparent way. In particular, it achieves the system response and bounded cost:
This follows from the robust stability result in Theorem 2 of Matni et al. [25] and arguments similar to those presented in Lemma 3.4 of Dean et al. [1] . This expression provides an upper bound on the cost which depends only on the dynamics estimates and the size of the error system ∆. This motivates the following robust optimization problem:
where we define c 0 = max(1, 1 σw x 0 ∞ ). In this problem, γ bounds the increase in the H 2 cost due to the dynamics uncertainty, while τ determines the increase in the state and input values with respect to the constraints. In fact, both values can be related to bounding an enlarge noise processw = (I + ∆) −1 w driving the system. Theorem 2: Any controller designed from a feasible solution to the robust control problem (5) for any 0 ≤ γ, τ < 1 will stabilize the true system. Furthermore, the state and input constraints will be satisfied.
Proof: First, note that
Then using (4), the true system trajectory will be given by x = Φ x (I + ∆) −1 w, u = Φ u (I + ∆) −1 w. Therefore, the state constraints are satisfied as long as
The first term reduces to G x (Φ x ; k) as in the non-robust case. Because information about ∆ is not known, we resort to a sufficient condition to bound the second term, letting w = ∆(I + ∆) −1 w,
Consequently, a sufficient condition for satisfying state constraints is to have for j indexing rows of F x ,
Therefore, the constraints on Φ x imply that the state constraints are satisfied. Similar logic shows that the constraints on Φ u imply that the input constraints are satisfied. We remark on differences between the presented constrainttightening and approaches common in the MPC literature. In both cases, the uncertainty in the dynamics induces an enlarged disturbance process. The additive disturbance approximation assignsw
Then w ∞ can be bounded using the state and input constraint sets. Because this bound degrades as the constraint sets increase in size, this strategy can lead to counterintuitive behavior. On the other hand, our approach writesw = w + ∆(I + ∆) −1 w. While bounding w ∞ in this setting does not depend on the constraint set, it is affected by the size of the initial condition. Further comparison between the two approaches is presented in the extended version [26] .
IV. SUBOPTIMALITY GUARANTEES
How much is control performance degraded by uncertainties about the dynamics? In this section, we derive a sub-optimality bound which answers this question for the constrained LQR problem. Consider the addition of an outer minimization over γ and τ : 1 min γ,τ (5) .
Denote the solution to the optimal control problem (3) with true dynamics as (Φ x , Φ u ), then define K = Φ u Φ x −1 and J = J(A , B , K ). Then the relative performance of the robust controller will depend on the quantities:
and the constraint robustness margins
and similarly for margin u . Here ζ 2 relates to the H 2 cost and ζ ∞ , margin x , and margin u relate to the constraint satisfaction. , margin u 10 , 1 4 , we have that the cost achieved by K = Φ u Φ −1 x synthesized from the minimizers of (7) satisfies
While this result is stated in terms of quantities related to the unknown true system, we note that a data-dependent performance bound follows directly from (4) . Furthermore, we remark that the condition on constraint robustness margins may be restrictive; for systems operating close to their constraints, our theorem requires near-perfect knowledge before guaranteeing sub-optimality. To some extent, this is an artifact of the proof technique, in which we construct a feasible solution to (5) using the true optimal dynamics. We leave relaxing this assumption to future work. Proof: Using (4) along with the norm bounds (6) and the constraints in optimization problem (7) ,
Next, we will use the following lemma Lemma 4: Under the conditions of Theorem 3, we have that the following is a feasible solution to (7) 
The proof of Lemma 4 follows by checking that the proposed solution satisfies all the constraints and is presented in the extended version [26] . Applying Lemma 4,
This is true because ( K, γ) is the optimal solution to (7) , so objective function with feasible (Φ uΦ −1
is an upper bound. Then we have A , B , K ) .
The second inequality follows from an application of (4) with the roles of the nominal and true systems switched. The final follows from bounding ∆ 2 by √ 2ζ and noticing that
V. LEARNING WITH CONTROL Finally, we connect the previous results on robust control with system estimation. We adopt control actions that both keep the system safe and provide excitation,
where each η = (η 0 , η 1 , . . . ) is stochastic and ∞ -bounded, i.e. η k ∞ ≤ σ η . Given a trajectory sequence {(x k , u k )} T k=0 , we propose to learn the dynamics (A , B ) via least-squares regression on a trajectory of length T :
In what follows, we will prove a statistical rate on the leastsquares estimate ( A, B) in terms of the system response and the trajectory length. The bulk of the proof for the statistical rate comes from a general theorem regarding linear-response time series data from Simchowitz et al. [6] . Recently, this proof was adopted by Dean et al. [7] to show a rate of estimation in the setting given by (8) when both η and the disturbance w are Gaussian distributed. We modify the reduction given by Dean et al. to the case when the excitation and disturbance are no longer Gaussian, but instead zero-mean and bounded. We assume that w k and η k are both zero-mean sequences with independent coordinates and finite fourth moments. In particular, we assume
η . These assumptions are quickly verified for common distributions such as uniform on a compact interval or over a discrete set of points. The main estimation result is the following.
Theorem 5: Fix a failure probability δ ∈ (0, 1). Suppose the stochastic disturbance {w t } and the input disturbance {η t } satisfy the assumptions above. Assume for simplicity that σ η ≤ σ w , and that the stabilizing controller K achieves a SLS response Φ
Then as long as the trajectory length T satisfies the condition:
we have the following bound on the least-squares estimation errors that holds with probability at least 1 − δ,
The proof of this result is presented in the extended version [26] . We remark on the interpretation of statistical learning bounds. A priori guarantees, like the one presented here, depend on quantities related to the underlying true system. As such, they are not directly useful when the system is unknown, 2 but rather they indicate qualities of systems that make them easier or harder to estimate. For example, we see that this bound on estimation errors decreases with the size of the excitation, and increases with the size of the process noise. The bound also increases with C u , a constant which bounds the transients of map from disturbance to control inputs, suggesting that strict controller actions dampen excitations. Applying our robustness results to the learning controller (8) , it is possible to guarantee safety during the estimation process. We can define an expanded noise processw k = B η k +w k to synthesize K using the robust control synthesis problem (5) . As long as it is feasible for initial system estimates (A 0 , B 0 ), initial dynamics uncertainties (ε 0 A , ε 0 B ), σ w replaced with 3 σ η B ∞ + σ w , and b u,j replaced with b u,j −σ η F u,j 1 , then the control law u = Kx+η stabilizes the true system, satisfies state and input constraints, and allows for learning at the rate given in Theorem 5.
Finally, we connect the sub-optimality result to the statistical learning bound for an end-to-end sample complexity bound on the constrained LQR problem.
Corollary 6: Assume initial feasibility of the learning problem. For simplicity, assume 0 < margin x ≤ min(margin u , 5 2 ). Then for a trajectory of length
the cost achieved by K = Φ u ( Φ x ) −1 synthesized from (5) on the least-squares estimates A, B satisfies with probability at least 1 − δ,
Proof: (Sketch) This result follows by combining the statistical guarantee in Theorem 5 with the sub-optimality bound in Theorem 3. Note that we use the naïve bound ε A,∞ ≤ √ nε A,2 and similarly ε B,∞ ≤ √ dε B,2 ; this results in an extra factor of (n + d) appearing in (11) .
Our final result depends both on the true system and the initial system estimates by way of the learning controller, which affects T 0 and constants C x , C u , and ρ. The system constraints enter through their effect on margin x , and while they may impact the waiting time, they do not influence the ultimate cost sub-optimality.
VI. NUMERICAL EXPERIMENTS
We demonstrate the utility of this framework with numerical experiments. To make controller synthesis tractable, 2 Statistical bounds in terms of data-dependent quantities can also be worked out; however, modern methods like bootstrapping generally provide tighter statistical guarantees [27] . 3 Note that since the quantity B ∞ would not generally be known, it can be bounded by B 0 ∞ + ε 0 B,∞ . we solve a finite approximation to optimization problem (5) wherein we only optimize over the first L impulse response elements of Φ x and Φ u , treating them as finite impulse response filters. In this setting, the optimization variables and constraints admit finite-dimensional representations, and the resulting problem is a semi-definite program. Further details of the formulation and results on its sub-optimality are deferred to the extended version [26] .
For numerical experiments, we use a double integrator example. In this case, the true dynamics are given by
with the constraints as states bounded between −8 and 8, and inputs bounded in between −4 and 4. We have σ w = 0.1. Our initial estimate comes from a randomly generated initial perturbation of the true system with ε A,∞ = ε B,∞ = 0.1. Safe controllers are generated with finite truncation length L = 15, and for larger initial conditions, the system is warmstarted with a finite-time robust controller with horizon 20 to reduce the initial condition. Figure 1 displays safe trajectories and input sequences for several example initial conditions. In 1a, the plotted trajectories are used for learning: the controller both regulates and excites the system (σ η = 0.5), and is robust to initial uncertainties. Figure 1b demonstrates an ability to operate closer to the margin when there is less uncertainty: in this case, there is no added excitation (σ η = 0) and the system estimates are better specified (ε ∞ = 0.001), so larger initial conditions are feasible. Figure 2a displays the decreasing estimation errors over time, demonstrating learning. Shaded areas represent quartiles over 400 trials. Figure 2b displays the trade-off between safety and exploration by showing the largest value of σ η for which the robust synthesis is feasible, given a size for the state constraint set r x . Here, we leave x 0 = 0, and examine a variety of errors in the dynamics estimates. As the uncertainties in the dynamics decrease, higher levels of both safety and exploration are achievable. 
VII. DISCUSSION
In this paper, we propose a method for learning unknown linear systems while ensuring that they satisfy state and input constraints. By synthesizing a controller that both excites and regulates the system, we address the trade-off between safety and exploration directly. We further derive an end-to-end finite sample bound on the performance of LQR controllers synthesized from collected data.
There are several directions for possible extensions of this work. To mitigate the conservativeness of the robust controller, tighter bounds on the uncertainty in the system response ∆ could be derived for structured settings, where more than just the norm of the error is known. To connect this work to experiment design literature, the objective in the synthesis problem (5) could be replaced with an exploration inspired cost function for the learning stage.
Alternatively, the constrained LQR problem could be cast in the setting of online learning, where one seeks to minimize cost at all times, including during learning. This would require an analysis of recursive feasibility, to understand the transition that occurs when controllers are updated based on refined system estimates. It would also likely require a direct quantification of performance loss when the robustness margin conditions are not satisfied. Finally, we remark that the exploration vs. safety trade-off is compelling for nonlinear systems.
