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a b s t r a c t
Like for smooth quadratic systems, it is important to determine the maximum order of a
fine focus and the cyclicity of discontinuous quadratic systems. Previously, examples of
discontinuous quadratic systemswith five limit cycles bifurcated from a fine focus of order
5 have been constructed. In this paper we construct a class of discontinuous quadratic
systemswith a fine focus of order 9. In addition, by using amethod similar to that developed
by C. Christopher for smooth systems, which allows one to estimate the cyclicity just from
the lower order terms of Lyapunov constants, we show that the cyclicity of discontinuous
quadratic systems is at least 9, thus improving on previous results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, there has been considerable interest in studying bifurcations and chaos in non-smooth systems because
these systems are widely encountered in applications. Examples include relay feedback systems in control theory [1,2],
switching circuits in power electronics [3], impact and dry frictions in mechanical engineering [4–6], etc. A good deal
of work has been done investigating whether some classical bifurcation methods for treating smooth systems, such as
the Hopf, homoclinic and subharmonic bifurcation methods, can be generalized to non-smooth cases. Non-smooth Hopf
bifurcation was considered by Leine and Nijmeijer in [7] and also by Zou et al. in [8]. In [9] Freire et al. discussed the
focus–center–limit cycle bifurcation for a symmetric three-dimensional piecewise linear system. In addition, the Melnikov
method for homoclinic bifurcation was extended to non-smooth systems in [10,11]. Efforts were also made to develop
effective general methods in the study of non-smooth systems. For instance, normal form calculations for impact oscillators
were studied in [12] and a generalmethodology for reducingmultidimensional flows to lowdimensionalmaps for piecewise
nonlinear oscillators was proposed in [13]. Due to the variety of the forms of non-smoothness, non-smooth systems can
exhibit not only all kinds of bifurcations that occur in smooth systems, but also complicated nonstandard bifurcation
phenomena that are unique to non-smooth ones, such as grazing [14,15], sliding effects [4], border collision [16] etc. There is
an enormous literature on the study of various kinds of nonstandard bifurcations for non-smooth systems; see, for example,
[2,4–6,14–17] and the references therein.
The purpose of this paper is to study small amplitude limit cycles that bifurcate from the origin in the following
discontinuous quadratic system:
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(
x˙
y˙
)
=

(
δx− y+ p1x2 + p2xy+ p3y2
x+ δy+ p4x2 + p5xy+ p6y2
)
, if y ≥ 0,(
δx− y+ q1x2 + q2xy+ q3y2
x+ δy+ q4x2 + q5xy+ q6y2
)
, if y ≤ 0.
(1.1)
Clearly, (0, 0) is a point of focus–focus type of (1.1) (see [18] for definition) and the orbits near (0, 0) of both components of
(1.1) intersect the line y = 0 transversely. Thus there are no grazing or sliding orbits near (0, 0). System (1.1) is a special
case of the following class of discontinuous systems:
(x˙, y˙) =
{
(X+(x, y), Y+(x, y)), if y ≥ 0,
(X−(x, y), Y−(x, y)), if y ≤ 0, (1.2)
where X±(x, y) and Y±(x, y) are real analytical functions and (0, 0) is a pseudo-focus (see [18] for the definition). As in
the smooth cases, a very important issue associated with (1.2) is that of solving the center–focus and cyclicity problems,
namely determiningwhether (0, 0) is a center and determining themaximumnumber of limit cycles that can bifurcate from
(0, 0). These problems for some particular forms of (1.2) have been discussed by several mathematicians in recent years.
In [18], Coll, Gasull and Prohens studied the computation of Lyapunov constants for system (1.2) and applied techniques to
generate limit cycles for some concrete examples. They also considered the center problem for the discontinuous Liénard
system in [19]. On the basis of a suitable decomposition of certain 1-forms, Gasull and Torregrosa [20] developed a new
method for computing Lyapunov constants of (1.2) for when (X±(x, y), Y±(x, y)) is of the form (−y + P±(x, y), x +
Q±(x, y)), and applied the method to solve the center and cyclicity problems for some special discontinuous polynomial
systems. Center–focus and isochronous center problems for some discontinuous polynomial systems were also discussed
in [21,22].
Another interesting question that is closely related to the center–focus and cyclicity problems is that of determining
the maximum order of a fine focus of system (1.2). For smooth quadratic systems, this problem and the cyclicity problem
were completely solved by Bautin in the 1950’s [23]. He proved that for a smooth quadratic system, the maximum order of
a fine focus is 3 and the cyclicity is also 3. However, those problems for the discontinuous quadratic system (1.1) are still
open and only some partial results have been obtained. Examples of (1.1) with four limit cycles bifurcating from a fine focus
of order 4 were given in [18]. Recently Gasull and Torregrosa [20] constructed an example of (1.1) with five limit cycles
bifurcated from a fine focus of order 5. As far as we know, this is the best result for system (1.1) in the literature obtained so
far.
Stimulated by the works [18–22], in this paper we present examples of discontinuous quadratic system (1.1) with a fine
focus of order 9 and show that the cyclicity of (1.1) is at least 9, thus improving on the results obtained in [18,20]. As shown
in the aforementioned works, the center–focus and cyclicity problems for discontinuous systems are more difficult than
those for analytical systems because more parameters are involved. In addition, for analytical systems, all of the even order
Lyapunov constants for a critical point of focus type can be ignored, but this is not true in general for non-smooth ones.
This makes the Lyapunov constants for non-smooth systemsmore difficult to compute and deal with. For the discontinuous
quadratic system (1.1), the works [18,20] assumed that qk = 0 for k = 1, 2, . . . , 6. However, it is believed (see [20]) that
no more than five limit cycles can bifurcate from (0, 0) under this assumption. Thus in order to create more limit cycles,
more general casesmust be considered. Consequently, the computation here ismore complicated than those in the previous
works. To overcome this difficulty, the techniques developed by Christopher [24], which allow one to estimate the cyclicity
just from the lower order terms of Lyapunov constants, are employed.
Our presentation is organized as follows. In Section 2, we state the main results of the paper. In Section 3, we define the
concepts of Lyapunov constants for the discontinuous system (1.2) and extend the techniques of [24] to (1.2). The proofs of
the main results are given in Section 4. In Section 5 we present a concrete example of (1.1) with nine limit cycles bifurcating
from (0, 0).
2. The main results
Without loss of generality, system (1.1) can be written as
(
x˙
y˙
)
=

(
δx− y− a3x2 + (2a2 + a5)xy+ a6y2
x+ δy+ a2x2 + (2a3 + a4)xy+ (a1 − a2)y2
)
, if y ≥ 0,(
δx− y− b3x2 + (2b2 + b5)xy+ b6y2
x+ δy+ b2x2 + (2b3 + b4)xy+ (b1 − b2)y2
)
, if y ≤ 0.
(2.1)
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When a1 = b1 = 0, (2.1) has the following form:
(
x˙
y˙
)
=

(
δx− y− a3x2 + (2a2 + a5)xy+ a6y2
x+ δy+ a2x2 + (2a3 + a4)xy− a2y2
)
, if y ≥ 0,(
δx− y− b3x2 + (2b2 + b5)xy+ b6y2
x+ δy+ b2x2 + (2b3 + b4)xy− b2y2
)
, if y ≤ 0.
(2.2)
Clearly, both the upper and the lower systems of (2.2) are in Bautin form; hence we call (2.2) a discontinuous Bautin system.
In particular, if ai = bi for i = 2, . . . , 6, then (2.2) is reduced to the following well-known smooth Bautin system:(
x˙
y˙
)
=
(
δx− y− a3x2 + (2a2 + a5)xy+ a6y2
x+ δy+ a2x2 + (2a3 + a4)xy− a2y2
)
. (2.3)
Unlike for the case of smooth quadratic system, it seems that it is impossible to convert the general discontinuous
quadratic system (2.1) to the discontinuous Bautin system (2.2) by an invertible transformation. Hence it is very difficult
to classify centers of system (2.1) due to the computational complexity. We are even unable to obtain the complete center
conditions of system (2.2) in this paper. Thus we first consider the following subclass of system (2.2), which is obtained by
substituting b2 = a2, b5 = a5, a6 = a3, b6 = b3 into (2.2):
(
x˙
y˙
)
=

(
δx− y− a3x2 + (2a2 + a5)xy+ a3y2
x+ δy+ a2x2 + (2a3 + a4)xy− a2y2
)
, if y ≥ 0,(
δx− y− b3x2 + (2a2 + a5)xy+ b3y2
x+ δy+ a2x2 + (2b3 + b4)xy− a2y2
)
, if y ≤ 0.
(2.4)
In the following result we classify the centers of system (2.4) and obtain a fine focus of order 9 of this system.
Theorem 2.1. System (2.4) has a center at the origin if and only if one of the following conditions holds:
(1) δ = a3 + b3 = a4 + b4 = 0, (2) δ = a3 − b3 = a4 − b4 = 0,
(3) δ = a4 = a5 = b4 = 0, (4) δ = a4 + 4a3 = a5 + 4a2 = b4 + 4b3 = 0,
(5) δ = a2 = a5 = 0, (6) δ = a2 = a4a3 + 3a23 − b3b4 − 3b23 = 0,
(7) δ = a3 = b3 = 0, (8) δ = a3 = b4 = a5 = 0,
(9) δ = a3 = a5 + 4a2 = b4 + 4b3 = 0, (10) δ = b3 = a4 = a5 = 0,
(11) δ = b3 = a5 + 4a2 = a4 + 4a3 = 0.
Otherwise, the origin is a fine focus of order at most 9 of system (2.4) and the origin is a fine focus of order 9 if a2a3b3(a2 +
a5)(a3 + b3)(a3 − b3) 6= 0 and
a5 = −7a2, a4 = −7(4a
2
2 + 3a23)
6a3
, b4 = −7(4a
2
2 + 3b23)
6b3
. (2.5)
Although we are unable to obtain complete center conditions for the discontinuous Bautin system (2.2) in this paper, we
can get the following 14 classes of centers of (2.2) by combining the result given in Theorem 2.1 and the center conditions
for system (2.3) obtained in [23]:
Type I: δ = a2 − b2 = a3 + b3 = a4 + b4 = a5 − b5 = a6 + b6 = 0,
Type II: δ = a2 = b2 = a5 = b5 = 0,
Type III: δ = a2 − b2 = a3 − a6 = b3 − b6 = a4 = b4 = a5 = b5 = 0,
Type IV: δ = a2 − b2 = a3 − a6 = b3 − b6 = a5 − b5 = a4 + 4a3 = a5 + 4a2 = b4 + 4b3 = 0,
Type V: δ = a2 = b2 = a3 − a6 = b3 − b6 = a5 − b5 = a4a3 + 3a23 − b3b4 − 3b23 = 0,
Type VI: δ = a2 − b2 = a3 = b3 = a5 − b5 = a6 = b6 = 0,
Type VII: δ = a2 − b2 = a3 = b3 − b6 = b4 = a5 = b5 = a6 = 0,
Type VIII: δ = a2 − b2 = a3 = b3 − b6 = a5 − b5 = a5 + 4a2 = b4 + 4b3 = a6 = 0,
Type IX: δ = a2 − b2 = a3 − a6 = b3 = a4 = a5 = b5 = b6 = 0,
Type X: δ = a2 − b2 = a3 − a6 = b3 = a5 − b5 = a5 + 4a2 = a4 + 4a3 = b6 = 0,
Type XI: δ = ai − bi = a4 = a5 = 0,
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Table 1
Number of limit cycles bifurcated from centers of systems (2.2) (nA) and (2.1) (nB).
Type I II III IV V VI VII VIII IX X XI XII XIII XIV
nA 5 4 5 7 5 4 5 6 5 6 3 6 8 4
nB 6 5 5 7 7 6 6 7 6 7 3 8 9 5
Type XII: δ = ai − bi = a3 − a6 = 0,
Type XIII: δ = ai − bi = a5 = a4 + 5a3 − 5a6 = a3a6 − 2a26 − a22 = 0,
Type XIV: δ = ai − bi = a2 = a5 = 0,
where i = 2, . . . , 6. The center obtained in Theorem 2.1 is of Type I, . . . ,X or XII.
It is very important to determine howmany limit cycles can bifurcate from a center when the parameters are perturbed.
Obviously, this depends on which space the parameters are perturbed in. If we restrict the perturbation of the parameters
such that the system is still of the same form as (2.2), then as shown in the following theorem, eight limit cycles can bifurcate
from a center of (2.2):
Theorem 2.2. For system (2.2), there are bifurcations which produce eight limit cycles from the center of Type XIII. Furthermore,
for the center of Type I (II, III, IV, V, VI, VII, VIII, IX, X, XI, XII, XIV, respectively), there are bifurcations for
system (2.2) which produce 5 (4, 5, 7, 5, 4, 5, 6, 5, 6, 3, 6, 4, respectively) limit cycles.
However, as shown in the following result, more limit cycles can be produced if we perturb the parameters such that the
system has the same form as system (2.1). In particular, there are perturbations that produce nine limit cycles.
Theorem 2.3. If a1 = b1 = 0, then for each of the Type I through Type XIV centers of system (2.2), (0, 0) is also a center of
system (2.1), and is still called a Type I or Type II, . . . , Type XIV center of (2.1) respectively. Furthermore, for system
(2.1), there are bifurcations which produce nine limit cycles from the center of Type XIII, and for the center of Type I (II, III, IV,
V, VI, VII, VIII, IX, X, XI, XII, XIV, respectively), there are bifurcations for system (2.1)which produce 6 (5, 5, 7, 7, 6, 6, 7,
6, 7, 3, 8, 5, respectively) limit cycles.
The results of Theorems 2.2 and 2.3 are summarized in Table 1, where nA (resp. nB) denotes the number of limit cycles
bifurcated from centers of Type I through Type XIV for system (2.2) (resp. (2.1)). From Table 1, we see that nA = nB for Types
III, IV and XI, nB = nA+2 for Types V, VI and XII, and for the remaining cases, nB = nA+1. In fact, system (2.1) is an unfolding
of (2.2). By adding two parameters a1 and b1, at most twomore limit cycles could be created in each case. However since the
unfolding might not be a universal unfolding, the maximum increment might not be attained in each case. Sometimes only
one more cycle is found and sometimes no more cycles are found. As shown in the sequel, whether the number of cycles
increases depends on whether the added parameters a1 and b1 increase the degree of freedom of the Lyapunov constants.
Since the form of the universal unfolding of (2.2) is unknown, we do not know for each case whether a1 and b1 are useful
for finding more limit cycles before the actual computation.
3. Lyapunov constants
Consider the following particular form of system (1.2):
(x˙, y˙) =
{
(δ+x− y+ P+(x, y), x+ δ+y+ Q+(x, y)), if y ≥ 0,
(δ−x− y+ P−(x, y), x+ δ−y+ Q−(x, y)), if y ≤ 0, (3.1)
where P±(x, y) and Q±(x, y) are analytic functions in x and y starting from at least the second-order terms. Transforming
(3.1) to polar coordinates by using x = r cos θ , y = r sin θ and then eliminating t yields
dr
dθ
=
{
r(δ+ + R+(r, θ))/(1+Θ+(r, θ)), if θ ∈ [0, pi],
r(δ− + R−(r, θ))/(1+Θ−(r, θ)), if θ ∈ [pi, 2pi ], (3.2)
where R± andΘ± are analytic functions in r, sin θ and cos θ starting from at least the first-order terms in r .
Let r+(ρ, θ, δ+) and r−(ρ, θ, δ−) be solutions of (3.2) satisfying r+(ρ, 0, δ+) = ρ and r−(ρ, pi, δ−) = ρ respectively.
Define the positive half-returnmapΠ+ : R+×R→ R− and the negative half-returnmapΠ− : R−×R→ R+ respectively
byΠ+(ρ, δ+) = r+(ρ, pi, δ+) andΠ−(ρ, δ−) = r−(ρ, 2pi, δ−). Thenwe can construct the returnmapΠ : R+×R2 → R+
for (3.1) as Π(ρ, δ+, δ−) := Π−(Π+(ρ, δ+), δ−). It is known that Π and Π± are all analytic functions for |ρ| small
enough [18]. Hence for |ρ| small enough, we have the expansion
Π(ρ, δ+, δ−) = epi(δ++δ−)ρ +
∑
k≥2
vk(δ
+, δ−)ρk. (3.3)
For each k ≥ 2, Vk := vk(0, 0) is called the k-th Lyapunov constant.
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It is known that for analytic systems the ideal generated by all Lyapunov constants equals the ideal generated only by
V2j+1’s, j = 1, 2, . . . . But in general this is not true for non-smooth systems; see e.g. [18,20]. Hence in order to investigate
the center–focus and cyclicity problems for (3.1) we have to consider all Vj’s, j = 2, 3, . . . . We call (0, 0) a fine focus of order
k of (3.1) if δ+ + δ− = V2 = · · · = Vk = 0 and Vk+1 6= 0. If for any j ≥ 2, δ+ + δ− = Vj = 0, then (0, 0) is called a
weak center of (3.1). As indicated in [18,20], at most k limit cycles can bifurcate from a fine focus of order k of (3.1) and this
number can be attained. A difference between (3.1) and a smooth system is that it is possible to generate k limit cycles only
from V2, . . . , Vk+1 for (3.1) while for a smooth system, V3, . . . , V2k+1 must be used.
Although the calculation of Vk for k ≥ 2 is straightforward, it is very difficult to solve the center–focus and cyclicity
problems for system (1.1) because the complexity of finding the common zeros of the Lyapunov constants grows very fast.
For example, as we have found by experiment, it seems that even for the general discontinuous quadratic system (1.1), those
problems are intractable as regards direct computation. The same issue arises for smooth systems. In [24], Christopher
suggested using center bifurcations instead of multiple Hopf bifurcations to find good lower bounds of the cyclicity of a
system and developed a simple computational technique which allows one to estimate the generic cyclicity of a family of
centers. Although this technique was stated for smooth polynomial systems in [24], we will see in the following lemma that
the idea can also be applied to the discontinuous system (3.1):
Lemma 3.1. Let P±(x, y) and Q±(x, y) be polynomials in x and y and K ≡ RN be the corresponding parameter space consisting
of the coefficients of P±(x, y) and Q±(x, y). Suppose that s ∈ K is a point on the center variety of (3.1) (i.e. the subset of K such
that (0, 0) is a weak center of (3.1)) and that V2, V3, . . . , Vk+1 have independent linear parts with respect to the expansion of
Vi (2 ≤ i ≤ k+1) about s. Then s lies on a component of the center variety of codimension at least k+1 and there are bifurcations
which produce k limit cycles locally from the center corresponding to the parameter value s.
Furthermore, if s lies on a component of the center variety of codimension k + 1, then s is a smooth point of the variety, and
the cyclicity of the center for the parameter value s is exactly k and, in this case, the cyclicity of a generic point on this component
of the center variety is also k.
The proof for Lemma 3.1 is almost the same as that of Theorem 2.1 of [24] and thus is omitted here. Sometimes the
requirement that V2, V3, . . . , Vk+1 have independent linear parts with respect to the expansion about s is not satisfied. In
order to apply the technique developed in [24], we need the following weaker result.
Lemma 3.2. Let P±(x, y), Q±(x, y) and K be the same as in Lemma 3.1. Suppose that s ∈ K is a point on the center variety
of (3.1) and that the rank of the Jacobian matrix of V2, V3, . . . , Vm with respect to the parameter value s is k. Then there are
bifurcations which produce k limit cycles locally from the center corresponding to the parameter value s.
Proof. By the assumption, we can choose k elements Vi1 , Vi2 , . . . , Vik with i1 < i2 < · · · < ik from Υ = {V2, V3, . . . , Vm}
such that the linear parts of Vi1 , Vi2 , . . . , Vik with respect to the expansion about s are independent, and for any Vj ∈ Υ with
i1 ≤ ip < j < ip+1 ≤ ik, the linear part of Vj is a linear combination of the linear parts of Vi1 , Vi2 , . . . , Vip in a neighborhood
of s. By the implicit function theorem, we can choose Vi1 , Vi2 , . . . , Vik independently in a neighborhood of s. Since we are
only interested in a small neighborhood of s, as in [24], we can perform a change of coordinates so that Vi1 = λ1, Vi2 = λ2,
. . ., Vik = λk, where λ1, . . . , λk are parameters of (3.1) which can be chosen independently. Thus we can take λp = mpεik−ip
and pi(δ+ + δ−) = m0εik−1 for some fixed valuesmp with 0 ≤ p ≤ k, wherem0,m1, . . . ,mk can be chosen independently.
From (3.3), we have
Π(ρ, δ+, δ−)− ρ
ρ
= m0εik−1 +
k∑
p=1
mpεik−ipρ ip−1 + Φ(ρ, ε), (3.4)
where Φ(ρ, ε) contains only terms of order greater than ik − 1 in ρ and ε. It is elementary to prove that for appropriate
choices ofm0,m1, . . . ,mk, the function
ϕ(ρ, ε) := m0εik−1 +
k∑
p=1
mpεik−ipρ ip−1
has k distinct positive zeros ρp(ε) (1 ≤ p ≤ k) such that for each p, ρp(ε) is smooth in ε, ρp(ε) → 0 as ε → 0 and
ρ ′p(0) 6= 0. By the implicit function theorem and (3.3), these k distinct positive zeros of ϕ(ρ, ε) can be extended to k distinct
positive zeros ofΠ(ρ, δ+, δ−)−ρ, implying that there are bifurcations which produce k limit cycles locally from the center
corresponding to the parameter value s. The proof of Lemma 3.2 is completed. 
The advantage of applying Lemma 3.1 or Lemma 3.2 is that in order to estimate the lower bounds of the cyclicity of
system (3.1), we only need to compute the linear parts of the Lyapunov constants with respect to the expansion about a
point on the center variety. Thus greatly reduced the computation complexity.
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4. Proof of the main results
In this sectionwe prove Theorems 2.1–2.3. For Theorem2.2 (resp. Theorem2.3), we only prove that there are bifurcations
which produce eight (resp. nine) limit cycles from a center of Type XIII for system (2.2) (resp. (2.1)). The proofs for the
remaining cases are similar, and hence are omitted here for brevity.
Proof of Theorem 2.1. Like for the case of a smooth polynomial system, the center conditions (1)–(11) are obtained by
first computing the Lyapunov constants, which are polynomials in the coefficients of (2.4). By Hilbert’s basis theorem, the
ideal that they generate has a finite basis. Since we don’t know a priori the maximum order of a fine focus of (2.4), it is
not clear in advance howmany Lyapunov constants should be calculated. Our method is to calculate the reduced constants
using the Gröbner basis. The calculation stops when a few consecutive reduced constants are zero. This is a sign that the
maximum order of a fine focus might have been reached. By considering the common zeros of those computed constants,
we obtain the necessary conditions for a center. Then we prove the sufficiency of these conditions. For all cases except for
conditions (1), (2) and (5), this is done by computing their first integrals H+(x, y) for y ≥ 0 and H−(x, y) for y ≤ 0 with
H+(x, 0) ≡ H−(x, 0) for the upper and the lower systems respectively, where the first integrals are found by constructing
corresponding integrating factors. The systematic approach to finding the integrating factors described in [25] is employed
here.
For system (2.4), the reduced Lyapunov constants V2 to V12 with δ = 0 obtained using the Gröbner basis with the term
order (a5, a2, a3, a4, b3, b4) are found by straightforward computation:
V4 = 215
[
(a3a4 − b3b4)(a2 + a5)+ 3a5(a23 − b23)
]
,
V6 = 2a2315 [2(a2 + a5)(4a2 + a5)(b3b4 − a3a4)+ 27a3b3(a3b4 − a4b3)] ,
V8 = 2a
2
2b3
567
{21a2a3(a3b4 − b3a4)+ [3a5b3 + (a2 + a5)b4](b3b4 − a3a4)} ,
V10 = 2a
3
2a3b
2
3
693
(7b3 + 2b4)(a4b3 − a3b4),
and V2 = V12 = V2i+1 = 0 for i = 1, . . . , 5. Then we compute the common zeros of V4, V6, V8 and V10; consequently the
necessity of conditions (1)–(11) is proved. At the same time, the maximum order of a fine focus for the system, i.e., a fine
focus of order 9, is found. For the sake of brevity, we only give a short description of how these conditions are obtained.
First assume that a2a3b3 6= 0. If a2 + a5 = 0, then V4 = 0 implies that a3 = b3 or a3 = −b3. Conditions (1) and (2) can
be easily obtained by setting V6 = V8 = V10 = 0. If a2+ a5 6= 0, then we solve for a4 from V4 = 0, then substitute the result
into V6 to V10; we have
V6 = 2a2(a3 − b3)(a3 + b3)105(a2 + a5) h6, V8 =
2a22b3(a3 − b3)(a3 + b3)
189(a2 + a5) h8,
V10 = −2a
3
2b
2
3(a3 − b3)(a3 + b3)
693(a2 + a5) h10,
where
h6 = 2a35 + 10a2a25 + 27a5b23 + 8a22a5 + 9a2b3b4 + 9b3b4a5,
h8 = (a5 + 7a2)(a2b4 + b4a5 + 3a5b3),
h10 = (7b3 + 2b4)(a2b4 + b4a5 + 3a5b3).
Thus V6 = V8 = V10 = 0 implies that (a3 − b3)(a3 + b3) = 0 or h6 = h8 = h10 = 0. If (a3 − b3)(a3 + b3) = 0, then again
we obtain conditions (1) and (2). Otherwise we solve b4 from V6 = 0 and substitute the result into V8 and V10. Then V8 = 0
implies that a5(4a2 + a5)(a5 + 7a2) = 0. If a5 + 7a2 = 0, then
V10 = −112891a
7
2(a3 − b3)(a3 + b3).
Hence if a2a3b3(a2 + a5)(a3 − b3)(a3 + b3) 6= 0 and (2.5) is satisfied, V2 = · · · = V9 = 0 and V10 6= 0, (0, 0) is a fine focus
of order 9. If a5(4a2 + a5) = 0, then we have V8 = V10 = 0. Hence conditions (3) and (4) are obtained.
Now assume that a2a3b3 = 0. If a2 = 0, then V6 = V8 = V10 = 0. From V4 = 0 we get conditions (5) and (6). If a2 6= 0
but a3 = 0, then V10 = 0. Setting V4 = V6 = V8 = 0, we get b3 = 0 or a2b4 + a5b4 + 3b3a5 = b4(a2 + a5)(4a2 + a5) = 0.
Clearly b3 = 0 implies (7). If b3 6= 0, then from V6 = 0, we get b4 = 0 or (a2 + a5)(4a2 + a5) = 0. If b4 = 0, then
by setting V4 = V8 = 0 we obtain condition (8). Now assume that (a2 + a5)(4a2 + a5) = 0. If a2 + a5 = 0, then from
a2b4 + a5b4 + 3b3a5 = 3b3a5 = 0 and b3 6= 0 we get a2 = a5 = 0 which contradicts the assumption that a2 6= 0. Hence
4a2+a5 = 0 andwe obtain condition (9). Similarly if a2a3 6= 0, then b3 = 0, implying that V8 = V10 = 0. From V4 = V6 = 0
we obtain condition (10) or (11).
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Now we prove the sufficiency of conditions (1)–(11). As explained above, for all cases except for conditions (1), (2) and
(5), the sufficiency is proved by computing the corresponding first integrals. The results are given below. If condition (1)
(resp. (5)) holds, the phase portrait has a symmetry line y = 0 (resp. x = 0); thus the origin is a center of (2.4). If condition
(2) is satisfied, then (2.4) is actually the same as (2.3) with a3 = a6 and δ = 0. Thus, by the results in [23] the origin is a
center.
When condition (3) holds, system (2.4) has a smooth first integral given by
H(x, y) =

h− 1
2a2
(x2 + y2)− 1
3
x3 + xy2 + a3
3a2
(y3 − 3x2y), y ≥ 0,
h− 1
2a2
(x2 + y2)− 1
3
x3 + xy2 + b3
3a2
(y3 − 3x2y), y ≤ 0,
where h ∈ R. When condition (4) holds, (2.4) has a smooth first integral given by
H(x, y) =

(a3x+ a2y)2 + (1− a3y+ a2x)2
1− 2a3y+ 2a2x + h, y ≥ 0,
a22 + a23
a22 + b23
· (b3x+ a2y)
2 + (1− b3y+ a2x)2
1− 2b3y+ 2a2x + 1+ h−
a22 + a23
a22 + b23
, y ≤ 0,
where h ∈ R. Thus in both cases (0, 0) is a center of (2.4).
Nowassume that condition (6) holds.We only consider the case a5 6= 0 and (2a3+a4)2+(2b3+b4)2 6= 0 because it is easy
to see that the case a5 = 0 and the case 2a3+a4 = 2b3+b4 = 0 are special cases of (1), (2) and (5). If (2a3+a4)(2b3+b4) 6= 0,
then (2.4) has a first integral
H(x, y) =
{
H+(x, y)+ h, y ≥ 0,
H−(x, y)+ h, y ≤ 0,
where h ∈ R and
H+(x, y) =

(1+ (2a3 + a4)y)
2a3
2a3+a4 `k+(a3,a4)+ (a3, a4)`
k−(a3,a4)− (a3, a4), $ > 0,
(2− a5x− 2a3y)(1+ (2a3 + a4)y)
a3
2a3+a4 exp
(
a5x
2− a5x− 2a3y
)
, $ = 0,
(1+ (2a3 + a4)y)
2a3
2a3+a4 `1(a3, a4)`2(a3, a4), $ < 0,
H−(x, y) =

(1+ (2b3 + b4)y)
2b3
2b3+b4 `k+(b3,b4)+ (b3, b4)`
k−(b3,b4)− (b3, b4), $ > 0,
(2− a5x− 2b3y)(1+ (2b3 + b4)y)
b3
2b3+b4 exp
(
a5x
2− a5x− 2b3y
)
, $ = 0,
(1+ (2b3 + b4)y)
2b3
2b3+b4 `1(b3, b4)`2(b3, b4), $ < 0,
where$ = 12a23 + 4a3a4 + a25 and
k±(s, ξ) = 1± a5√
12s2 + 4sξ + a25
, (4.1)
`±(s, ξ) = 2− a5x± x
√
12s2 + 4sξ + a25 − 2sy, (4.2)
`1(s, ξ) = 1− a5x− (3s2 + sξ)x2 − 2sy+ sa5xy+ s2y2,
`2(s, ξ) = exp
 2a5√
−(12s2 + 4sξ + a25)
arctan
x
√
−(12s2 + 4sξ + a25)
2− a5x− 2sy
 .
If 2a3 + a4 6= 0 and 2b3 + b4 = 0, then system (2.4) has a first integral
H(x, y) =
(1+ (2a3 + a4)y)
2a3
2a3+a4 `k+(a3,a4)+ (a3, a4)`
k−(a3,a4)− (a3, a4)+ h, y ≥ 0,
`
k+(b3,b4)+ (b3, b4)`
k−(b3,b4)− (b3, b4) exp(2b3y)+ h, y ≤ 0,
where h ∈ R and functions `±, k± are given by (4.2) and (4.1). Finally, the case for 2a3 + a4 = 0 and 2b3 + b4 6= 0 can be
reduced to the case 2a3 + a4 6= 0 and 2b3 + b4 = 0 above by making the change
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(x, y, a3, a4, b3, b4)→ (−x,−y, b3, b4, a3, a4).
Therefore (0, 0) is a center of system (2.4).
For condition (7) we assume that a2 6= 0. Otherwise condition (6) is satisfied. If 2a2+a5 6= 0, then (2.4) has a first integral
H(x, y) =
{
H+(x, y)+ h, y ≥ 0,
H−(x, y)+ h, y ≤ 0,
where h ∈ R and
H+(x, y) =

(1− (2a2 + a5)x)`k+(a4)− (a4)`k−(a4)+ (a4), Υ + > 0,
(1− (2a2 + a5)x)`2k11 (a4) exp(`2(a4)), Υ + = 0,
(1− (2a2 + a5)x)`k13 (a4) exp(k2(a4) arctan(`4(a4))), Υ + < 0,
H−(x, y) =

(1− (2a2 + a5)x)`k+(b4)− (b4)`k−(b4)+ (b4), Υ − > 0,
(1− (2a2 + a5)x)`2k11 (b4) exp(`2(b4)), Υ − = 0,
(1− (2a2 + a5)x)`k13 (b4) exp(k2(b4) arctan(`4(b4))), Υ − < 0,
where Υ + = 12a22 + a24 + 4a2a5, Υ − = 12a22 + b24 + 4a2a5 and
`±(s) = 1+ a2x+ y
 s
2
± (2a2 + a5)
2
√
12a22 + s2 + 4a2a5
(2a2 + a5)2
 ,
`1(s) = 1+ a2x+ s2y,
`2(s) = − s(2a2 + a5)ya2(2+ 2a2x+ sy) ,
`3(s) = 1+ 2a2x+ a22x2 + sy+ a2sxy− 3a22y2 − a2a5y2,
`4(s) = −y 2a2 + a52+ 2a2x+ sy
√
−12a
2
2 + s2 + 4a2a5
(2a2 + a5)2 ,
k±(s) = 2a2 + a52a2 ±
s(2a2 + a5)2
2a2(12a22 + s2 + 4a2a5)
√
12a22 + s2 + 4a2a5
(2a2 + a5)2 ,
k1 = 2a2 + a52a2 ,
k2(s) = − s(12a
2
2 + s2 + 4a2a5)
a2(2a2 + a5)2
√
−12a
2
2 + s2 + 4a2a5
(2a2 + a5)2 .
If 2a2 + a5 = 0, then (2.4) has a first integral
H(x, y) =
{
H+(x, y)+ h, y ≥ 0,
H−(x, y)+ h, y ≤ 0,
where h ∈ R and
H+(x, y) =
{
`
k1(a4)
1 (a4)`
k2(a4)
2 (a4) exp(−2a2x), a4 6= 0,
(1+ a2x+ a2y)(1+ a2x− a2y) exp(−2a2x), a4 = 0,
H−(x, y) =
{
`
k1(b4)
1 (b4)`
k2(b4)
2 (b4) exp(−2a2x), b4 6= 0,
(1+ a2x+ a2y)(1+ a2x− a2y) exp(−2a2x), b4 = 0,
where
`1(s) = 1+ a2x− 2a
2
2s
s2 +
√
4a22s2 + s4
y,
`2(s) = 1+ a2x+
s
(
s2 + 2a22 +
√
4a22s2 + s4
)
s2 +
√
4a22s2 + s4
y,
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k1(s) =
4a22 + s2 +
√
4a22s2 + s4
4a22 + s2
,
k2(s) =
4a22s
2
(
4a22 + s2 +
√
4a22s2 + s4
)
(
s2 +
√
4a22s2 + s4
)2
(4a22 + s2)
.
Hence (0, 0) is a center of system (2.4).
When condition (8) holds and a2 = 0, then condition (5) is satisfied. Thus we assume that a2 6= 0. Then system (2.4) has
a first integral
H(x, y) =
{
(1− 2a2x)`k+− `k−+ + h, y ≥ 0,
1− a22x2(3+ 2a2x+ 6b3y)− a22y2(3− 6a2x− 2b3y)+ h, y ≤ 0,
where h ∈ R and
`± = 1+ a2x+ a2
(
a4
2a2
±
√
3+ a
2
4
4a22
)
y, k± = 1± a42a2
(
3+ a
2
4
4a22
)−1/2
.
Thus (0, 0) is a center of system (2.4).
When condition (9) holds and a2 = 0, then condition (5) is satisfied. Now we assume that a2 6= 0. Then system (2.4) has
a first integral
H(x, y) =
{
H+(x, y)+ h, y ≥ 0,
H−(x, y)+ h, y ≤ 0,
where h ∈ R and
H+(x, y) =

(1+ 2a2x)−1`k−+ `k+− , a24 > 4a22,
(1+ 2a2x)−1`21 exp(a4y/`1), a24 = 4a22,
(1+ 2a2x)−1
(
`21 +
a24y
2
k21
)
exp
(
−k1 arctan
(
a4y
k1`1
))
, a24 < 4a
2
2,
H−(x, y) = a22(x2 + y2)(1+ 2a2x− 2b3y)−1 + 1,
where
`± = 1+ a2x+ a2y
(
a4
2a2
±
√
a24
4a22
− 1
)
, `1 = 1+ a2x+ a42 y,
k± = 1± a4
2a2
√
a24
4a22
− 1
, k1 = a4
a2
√
1− a24
4a22
.
Thus (0, 0) is a center of system (2.4).
Conditions (10) and (11) can be transformed to conditions (8) and (9) respectively by the following transformation:
(x, y, a2, a3, b4)→ (−x,−y,−a2,−b3,−a4). (4.3)
Thus (0, 0) is also a center of system (2.4) in both cases.
Therefore, conditions (1)–(11) are also sufficient for the origin to be a center of (2.4). The proof of Theorem 2.1 is
complete. 
Proof of Theorem 2.2. We only prove that there are bifurcations which produce eight limit cycles from the center of Type
XIII for system (2.2). The proofs for the remaining cases are similar.
Suppose that λ = (δ, a2, a3, a4, a5, a6, b2, b3, b4, b5, b6) ∈ R11 and let (0, 0) be a center of Type XIII for system (2.2).
Then λ0 = (0, 1, 3,−10, 0, 1, 1, 3,−10, 0, 1) is a point in the center variety of Type XIII. We compute the linear parts of
V2, . . . , V12 for (2.2) with λ = λ0 + (0, a2, . . . , a6, b2, . . . , b6) and obtain the Jacobian matrix A of V2, . . . , V12 with respect
to (a2, . . . , a6, b2, . . . , b6) as follows:
A =
 A1...
A11
 ,
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where A1, . . . , A11 are row vectors of dimension 10 which are given as follows:
A1 =
(
2
3
, 0, 0,
2
3
, 0,
−2
3
, 0, 0,
−2
3
, 0
)
,
A2 =
(
0, 0, 0,
−pi
4
, 0, 0, 0, 0,
−pi
4
, 0
)
,
A3 =
(
20
9
,
4
3
,
−2
15
,
52
45
− pi
12
,
−8
3
,
−20
9
,
−4
3
,
2
15
,−52
45
− pi
12
,
8
3
)
,
A4 =
(
32
81
,
8
9
− 25pi
12
,− 4
45
− 5pi
12
,−128
405
− 7pi
12
,
25pi
12
− 16
9
,
−32
81
,−8
9
− 25pi
12
,
4
45
− 5pi
12
,
128
405
− 7pi
12
,
25pi
12
+ 16
9
)
,
A5 =
(
956
81
,
284
21
− 25pi
12
,
326
105
− 5pi
12
,
13 642
2835
− 13pi
36
,
25pi
12
− 104
7
,
−956
81
,
− 284
21
− 25pi
12
,−326
105
− 5pi
12
,−13 642
2835
− 13pi
36
,
25pi
12
+ 104
7
)
,
A6 =
(
128
9
− 25pi
4
,
10 000
567
− 125pi
12
,
11 848
2835
− 65pi
24
,
14 792
2835
− 3077pi
864
,
125pi
12
− 10 784
567
,−128
9
− 25pi
4
,−10 000
567
− 125pi
12
,−11 848
2835
− 65pi
24
,
− 14 792
2835
− 3077pi
864
,
125pi
12
+ 10 784
567
)
,
A7 =
(
1042 672
15 309
− 125pi
12
,
125 560
1701
− 5675pi
324
,
166 036
8505
− 2945pi
648
,
2 077 328
76 545
− 44 747pi
7776
,
5675pi
324
− 131 048
1701
,−1 042 672
15 309
− 125pi
12
,−125 560
1701
− 5675pi
324
,−166 036
8505
− 2945pi
648
,−2 077 328
76 545
− 44 747pi
7776
,
5675pi
324
+ 131 048
1701
)
,
A8 =
(
2056 112
15 309
− 535pi
12
,
251 504
1701
− 155 915pi
2592
,
337 496
8505
− 42 739pi
2592
,
4038 088
76 545
− 167 549pi
7776
,
155 915pi
2592
− 259 792
1701
,−2056 112
15 309
− 535pi
12
,−251 504
1701
− 155 915pi
2592
,−337 496
8505
− 42 739pi
2592
,−4038 088
76 545
− 167 549pi
7776
,
155 915pi
2592
+ 259 792
1701
)
,
A9 =
(
20 347 784
45 927
− 11 135pi
108
,
7205 384
15 309
− 1035 005pi
7776
,
10 047 536
76 545
− 287 173pi
7776
,
445 980 272
2525 985
− 374 861pi
7776
,
1 035 005pi
7776
− 7353 112
15 309
,−20 347 784
45 927
− 11 135pi
108
,
− 7205 384
15 309
− 1035 005pi
7776
,−10 047 536
76 545
− 287 173pi
7776
,
− 445 980 272
2525 985
− 374 861pi
7776
,
1035 005pi
7776
+ 7353 112
15 309
)
,
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A10 =
(
440 011 456
413 343
− 435 475pi
1296
,
51 600 832
45 927
− 3 099 185pi
7776
,
72 788 032
229 635
− 440 561pi
3888
,
9636 849 664
22 733 865
− 27 908 971pi
186 624
,
3099 185pi
7776
− 52 423 808
45 927
,
− 440 011 456
413 343
− 435 475pi
1296
,−51 600 832
45 927
− 3 099 185pi
7776
,
− 72 788 032
229 635
− 440 561pi
3888
,−9636 849 664
22 733 865
− 27 908 971pi
186 624
,
3099 185pi
7776
+ 52 423 808
45 927
)
,
A11 =
(
438 663 760
137 781
− 1120 105pi
1296
,
1965 978 832
597 051
− 2580 775pi
2592
,
2825 548 504
2985 255
− 46 261pi
162
,
124 971 586 384
98 513 415
− 634 250 281pi
1 679 616
,
2580 775pi
2592
− 1987 523 264
597 051
,−438 663 760
137 781
− 1120 105pi
1296
,
− 1965 978 832
597 051
− 2580 775pi
2592
,−2825 548 504
2 985 255
− 46 261pi
162
,
− 124 971 586 384
98 513 415
− 634 250 281pi
1679 616
,
2580 775pi
2592
+ 1987 523 264
597 051
)
.
With Maple, it is easy to find that the rank of matrix A is 8. Consequently, there are bifurcations which produce eight limit
cycles from the center of Type XIII for system (2.2) by Lemma 3.2. 
Proof of Theorem 2.3. Again, we only prove that there are bifurcations which produce nine limit cycles from the center of
Type XIII for system (2.1).
Suppose that λ = (δ, a2, a3, a4, a5, a6, b2, b3, b4, b5, b6, a1, b1) ∈ R13 and let (0, 0) be a center of Type XIII for system
(2.1). Then λ0 = (0, 1, 3,−10, 0, 1, 1, 3,−10, 0, 1, 0, 0) is a point in the center variety of Type XIII. We calculate the linear
parts of V2, . . . , V12 for (2.1) with λ = λ0+(0, a2, . . . , a6, b2, . . . , b6, a1, b1) and obtain the Jacobianmatrix B of V2, . . . , V12
with respect to (a2, . . . , a6, b2, . . . , b6, a1, b1) as follows:
B =
 B1...
B11
 , (4.4)
where Bi = (Ai, βi) (1 ≤ i ≤ 11) are row vectors of dimension 12 whose first ten components are the same as Ai given in
the proof of Theorem 2.2 and the last two components, denoted by the two-dimensional row vector βi, are given as follows:
β1 = 43 e2, β2 =
3pi
4
e1,
β3 = pi4 e1 −
16
45
e2, β4 = 7pi4 e1 −
976
405
e2,
β5 = 13pi12 e1 −
26 716
2835
e2, β6 = 2177pi288 e1 −
496
35
e2,
β7 = 31 247pi2592 e1 −
4038 584
76 545
e2, β8 = 109 769pi2592 e1 −
8254 144
76 545
e2,
β9 = 241 241pi2592 e1 −
848 605 376
2 525 985
e2, β10 = 17 457 571pi62 208 e1 −
18 248 458 432
22 733 865
e2,
β11 = 392 307 601pi559 872 e1 −
230 839 479 232
98 513 415
e2,
where e1 = (1, 1), e2 = (1,−1). Again, with Maple we find that the rank of matrix B is 9. Hence there are bifurcations
which produce nine limit cycles from the center of Type XIII for system (2.1) by Lemma 3.2. 
5. A concrete example
In this section we construct a concrete example of system (2.1) with nine limit cycles bifurcate from the center of Type
XIII.
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As pointed out in the proof of Theorem 2.3, (δ, a2, . . . , a6, b2, . . . , b6, a1, b1) = (0, 1, 3,−10, 0, 1, 1, 3,−10, 0, 1, 0, 0)
is a point in the center variety of Type XIII of system (2.1). Let B = (bij)11×12 be the same matrix as is given in (4.4). It is
straightforward to check that
D :=

b14 b15 · · · b1,12
b24 b25 · · · b2,12
...
...
...
...
b74 b75 · · · b7,12
b94 b95 · · · b9,12
b11,4 b11,5 · · · b11,12

is a 9 × 9 invertible submatrix of B, i.e. D is obtained by removing the elements of B in the first three columns and in rows
8 and 10. In system (2.1), let a2 = 1, a3 = 3, a4 = −10 and (a5, a6, b2, . . . , b6, a1, b1) = (0, 1, 1, 3,−10, 0, 1, 0, 0) +
(a∗5, a
∗
6, b
∗
2, . . . , b
∗
6, a
∗
1, b
∗
1), where (a
∗
5, a
∗
6, b
∗
2, . . . , b
∗
6, a
∗
1, b
∗
1)
T = D−1(h1, h2, . . . , h9)T . Then we obtain the linear parts of
the Lyapunov constants V2, . . . , V8, V10, V12, which are respectively given by h1, h2, . . . , h9 and the linear parts of V9, V11,
which are respectively given by g1(h1, . . . , h7) and g2(h1, . . . , h8), where
g1(h1, . . . , h7) = 437810h1 −
24649
9720
h2 + 18491620h3 −
437
216
h4 − 664135h5 +
19
5
h6 + 2h7,
g2(h1, . . . , h8) = 263129196830h1 −
1672453
139968
h2 + 287592916 h3 −
25433
3240
h4 − 243111215 h5 +
6077
540
h6 − 89h7 +
8
3
h8.
Furthermore, let e2piδ − 1 = µ0ε11, hi = µiε11−i for i = 1, . . . , 7, h8 = µ8ε2, h9 = µ9; µ0, . . . , µ9 can be chosen
independently. From (3.3) we have
f (ρ) := Π(ρ, δ, δ)− ρ
ρ
= φ(ε, ρ)+ Φ(ε, ρ),
where φ(ε, ρ) = ε11F ( ρ
ε
)
andΦ(ε, ρ) contains only terms of order at least 12 in ε and ρ, where
F(x) = µ0 +
7∑
i=1
µixi + µ8x9 + µ9x11.
It is easy to chooseµ0, . . . , µ9 such that F(x) changes sign nine times for x > 0. Hence for such choice ofµ0, . . . , µ9, F(x) =
0 has exactly nine distinct positive roots x1, . . . , x9, implying thatφ(ε, ρ)has exactly nine distinct positive zerosρk(ε) = εxk
with ρ ′k(0) = xk 6= 0 for every k = 1, . . . , 9. By the implicit function theorem, ρ1(ε), . . . , ρ9(ε) can be extended to nine
distinct positive zeros of f (ρ) for sufficiently small ε, implying that for system (2.1), nine limit cycles can bifurcate from the
center of Type XIII.
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