This is the first tutorial in our ongoing series on time series spectral analysis. In this entry, we will closely examine the discrete Fourier transform (aka DFT) and its inverse, as well as data filtering using DFT outputs. The DFT is basically a mathematical transformation and may be a bit dry, but we hope that this tutorial will leave you with a deeper understanding and intuition through the use of NumXL functions and wizards.
Background
You have probably occasionally transformed your data to stabilize the variance (e.g. log transform) or to improve the values distribution in the sample data. In sum, the Fourier transform has the following properties:
1. The transformed data is no longer in the time domain. 2. The transformation operates on the whole data set. It is not a point-by-point transformation as we have seen with earlier transformations in the time domain. 
What is the DFT?
In plain words, the discrete Fourier transform decomposes the input time series into a set of cosine functions. What is  ?  is the fundamental or the principal radian frequency. IT is expressed as follows:
 T is the number of observations in the equally-spaced input time series.
What is N?
A  pairs we need to have, so we can recover the original input time series with a floor value of 2 T .
Note that the zero-frequency component (i.e. k=0) is always real-value, and in the case of even-sized time series, the last frequency component is also real-value, which brings the total number of values (amplitude and phase) to T. There is no gain or loss of information or storage requirement because of this transform.
Finally, note that Now, let's compute the time series using a subset of the frequency sequence:
Case 1: Using a zero frequency component: Case 2: Using first and second frequency components (k=2)
(1) In essence, the process of recovering the original time series from the subset is similar to time series smoothing, but without the drawback of the lag effect.
Case 3: Using the first 8 frequency components (k=8)
(1) (0) 1 1 1 1
cos ( 3 ) ....
In sum, by decomposing the input time series into cosine functions, we can separate the component(s) attributed to noise (high frequency), uncover periodicity, and find a long-run value for the process.
In the first table (on the left), it displays the amplitude and phase (in radians) for different frequency components (i.e. cosine functions). Note that component zero has zero phase.
In the second table, it carries on the inverse Fourier transform using a subset of the frequencies.
If you wish to change the number of components, simply edit the number in the cell table, and the values under the "Fitted" title will be recalculated.
Conclusion
In this tutorial, we presented the interpretation of the discrete Fourier transform (DFT) and its inverse (IDFT), as well as the process to carry out the related calculation in Excel using NumXL's add-in functions.
Where do we go from here?
Using DFT, we constructed an analytical formula representation for the input time series.
One direct application that we can think of is to compute values for the new intermediate observation, or to alter the sampling frequency (i.e. up-sample) and introduce a new time series.
But what about missing values? What if we don't have a fixed sampling rate? Different types of Fourier transforms are available (e.g. non-uniform time discrete Fourier transform (NUT-DFT)) to handle unequally spaced input time series, which generate a finite discrete set of frequencies. This will prove to be useful for imputing intermediate missing values using the dynamics of the whole data set, rather than adjacent observations, as is the case in interpolation or Gaussian bridge methods.
