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Résumé
APPROCHE NUMÉRIQUE
MULTIÉCHELLE / MULTIMODÈLE DE LA
DÉGRADATION DES MATÉRIAUX COMPOSITES
Nos travaux concernent la mise en œuvre d’une méthode multiéchelle pour faciliter la si-
mulation numérique de structures complexes, appliquée à la modélisation de composants
aéronautiques (notamment pour les pièces tournantes de turboréacteur et des structures com-
posites stratifiées).
Ces développements sont basés autour de la méthode Arlequin qui permet d’enrichir des
modélisations numériques, à l’aide de patchs, autour de zones d’intérêt où des phénomènes
complexes se produisent. Cette méthode est mise en œuvre dans un cadre général permettant
la superposition de maillages incompatibles au sein du code de calcul Z-set{Zébulon, en
utilisant une formulation optimale des opérateurs de couplage. La précision et la robustesse
de cette approche ont été évaluées sur différents problèmes numériques.
Afin d’accroître les performances de la méthode Arlequin, un solveur spécifique basé sur
les techniques de décomposition de domaine a été développé pour bénéficier des capacités de
calcul offertes par les machines à architectures parallèles. Ces performances ont été évaluées
sur différents cas tests académiques et quasi-industriels.
Enfin, ces développements ont été appliqué à la simulation de problèmes de structures
composites stratifiées.
MOTS-CLEFS : MÉTHODE ARLEQUIN, MULTIÉCHELLE, DÉCOMPOSITION DE DO-




MULTISCALE / MULTIMODEL COMPUTATIONAL
APPROACH TO THE DEGRADATION OF COMPOSITE
MATERIALS
Our work concerns the implementation of a method for convenient multiscale numerical
simulation of complex structures, applied to the modeling of aircraft components (including
rotating parts made of jet engine from laminate composite structures).
These developments are based on the Arlequin method which allows to enrich numerical
modeling, using patches around areas of interest where complex phenomena occur. This me-
thod is implemented in a general framework in order to link made of incompatible meshes
in the Z-set{Zébulon finite element code, using an optimal formulation of the coupling ope-
rators. The accuracy and robustness of this approach were evaluated on various numerical
problems.
To increase the performance of the Arlequin method, a specific solver based on domain
decomposition techniques has been developed to take advantage of computing capabilities
offered by parallel machine architectures. Its performance has been evaluated on different
numerical assessments from academic to industrial tests.
Finally, these developments have been applied to the simulation of problems made of
laminate composite structures.
KEY-WORDS : ARLEQUIN METHOD, MULTISCALE, DOMAIN DECOMPOSITION, NON
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Introduction
LE travail de thèse que nous présentons dans ce manuscrit a été réalisé dans le cadre duprojet RupScen, financé par la FRAE (Fondation de Recherche pour l’Aéronautique et
l’Espace), au sein de l’unité de mécanique numérique du département mécanique des struc-
tures métalliques à l’Onera. Le but de ce projet est de développer des outils numériques
permettant de simuler les scénarios d’endommagement et de rupture des structures compo-
sites utilisées dans le secteur aéronautique.
Pour réduire la consommation des aéronefs, les objectifs de réduction de masse des com-
posants mécaniques utilisés sont tels qu’il est de plus en plus fait appel à l’utilisation de nou-
veaux matériaux composites. En effet, par les possibilités d’optimisation qu’offre ce type
de matériaux (choix de la répartition et l’orientation des couches, pour les stratifiées, par
exemple), il est possible de remplir efficacement les objectifs de résistance et de durabilité
requis avec une densité massique inférieure aux matériaux métalliques traditionnels. Cepen-
dant, l’utilisation des composites dans un domaine aussi réglementé que l’aéronautique, avec
des exigences de sécurité extrêmement élevées, pose de nombreuses difficultés pour les in-
dustriels aussi bien au niveau de la caractérisation des constituants que de l’évaluation de la
durée de vie des composants particulièrement sollicités, puisque le retour d’expérience est
encore relativement faible. De plus, au sein d’une démarche de conception, les simulations
numériques, qui requièrent des modélisations fiables particulièrement complexes sont elles-
mêmes problématiques : le caractère intrinsèquement multiéchelle des structures composites
influe particulièrement sur l’étude de leurs phénomènes et requiert des descriptions très fines,
rendant la simulation quasi-impossible pour des structures de grandes dimensions.
En pratique, la modélisation d’une structure composite et de ces phénomènes d’endom-
magement, s’effectue sur des échelles différentes. Autant le modèle qui permet de décrire la
structure est souvent à une échelle macroscopique ( de l’ordre du mètre), autant certains
phénomènes (fissure, délaminage, etc...) nécessitent une description à une échelle microsco-
pique ( de l’ordre du millimètre voire du micromètre). La complexité du modèle tient alors
à l’existence d’interactions mutuelles entre les phénomènes agissant à chacun des niveaux,
qui doivent être pris en compte de la manière la plus efficace possible pour ne pas pénaliser
le coût de calcul qui devient vite rédhibitoire.
En réponse à la nécessité de faire cohabiter des descriptions différentes dans un pro-
blème mécanique avec des coûts contrôlés, une multitude d’approches multiéchelles ont été
développées durant les dernières décennies. C’est dans cette dynamique de recherche que
s’inscrivent les travaux présentés dans ce document ; travaux dans lesquels nous avons choisi
le cadre de modélisation Arlequin, proposé par Ben Bhia en 1998 [12]. Elle présente, d’un
point de vue industriel, l’avantage de permettre une utilisation simple et flexible pour un
ingénieur, car elle propose d’insérer un modèle supplémentaire, adapté à l’étude d’un phé-
nomène local, dont la représentation est nécessaire, sans avoir à modifier un modèle global
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plus grossier de la structure. De plus, sa mise en œuvre peut s’effectuer à l’aide d’un module
additionnel, extérieur au code de simulation, avec une application directement sur le modèle
à enrichir tout en profitant des méthodes de résolution relatives à ce code.
Dans ces travaux de thèse, plusieurs développements autour de la méthode Arlequin et
leurs mises en œuvre sont effectués sous la contrainte de disposer d’une approche carac-
térisée par une simplicité d’utilisation, une grande robustesse, de bonnes performances en
temps de calcul. En effet, c’est véritablement dans l’objectif que ces travaux soient repris
comme possibilité de modélisation concrète, au niveau d’un bureau d’étude par exemple,
que nos développements ont été menés. À l’usage, des utilisateurs non-spécialistes des mé-
thodes numériques doivent pouvoir réaliser des simulations sur des structures complexes, en
conservant le plus possible leurs outils de calcul privilégiés.
Ce manuscrit est organisé en quatre principaux chapitres.
Le premier chapitre expose les problématiques relatives aux structures aéronautiques. Ces
structures, soumises à d’importantes contraintes, peuvent nécessiter dans certaines zones, des
niveaux de représentations à des échelles fines pour reproduire des phénomènes localisés.
Un panel de ces phénomènes est brièvement présenté. Afin de faciliter la simulation de ce
type de problème, il est possible d’employer des méthodes multiéchelles. Ces approches
permettent, dans un même problème, de coupler différentes représentations pour être en
mesure de capter les phénomènes complexes et, en même temps, de modéliser des problèmes
de grandes dimensions.
Le second chapitre présente et détaille les caractéristiques de la méthode multiéchelle
Arlequin sur laquelle est basée l’ensemble de nos travaux. On y expose tout particulièrement
la façon non intrusive dont nous l’avons mise mise en œuvre pour coupler des modèles
possédant des maillages incompatibles dans le code de calcul Zset{ZéBuLoN, employé à
l’Onera. La mise en œuvre est ensuite évaluée et validée, en résolution séquentielle, sur
différents cas tests.
Le troisième chapitre détaille les rapprochements effectués avec les méthodes de décom-
position de domaine afin de résoudre, à l’aide de calculateurs à architecture parallèle, les
problèmes Arlequin discrets. On évalue ensuite les capacités d’une résolution parallèle pour
calculer des problèmes se rapprochant des structures quasi-industrielles.
Le quatrième et dernier chapitre traite de l’utilisation de la méthode Arlequin pour mo-
déliser et simuler les phénomènes d’endommagement des structures composites stratifiées.
Ces cas tests sont définis à partir d’outils et de lois développées et employées au DMSC, à
l’Onera, afin de caractériser ou valider des problèmes industriels sur structures composites.
Notations
Calcul tensoriel et différentiel
– ÝÑa : tenseur du premier ordre
– a : tenseur du deuxième ordre
– a : tenseur du quatrième ordre
– Id : tenseur unité du deuxième ordre
– ÝÑ0 : tenseur nul du premier ordre
– 0 : tenseur nul du deuxième ordre
– aT : transposé d’un tenseur du second ordre, d’une matrice ou d’un vecteur
Topologie, ensembles et espaces fonctionnels
– Ω : ouvert de Rn
– BΩ : frontière de Ω




– H1pΩq : espace de Sobolev d’ordre 1
Grandeurs mécaniques
– ÝÑu : champs de déplacement
– ÝÑε : tenseur des déformations linéarisé
–
ÝÑ
fd : densité massique d’effort
– a : tenseur d’élasticité
– σ : tenseur des contraintes
Caractéristiques des matériaux
– E : module d’Young
– ν : coefficient de Poisson

CHAPITRE
1 Problématique et État del’Art
Ce chapitre présente le contexte de nos travaux, entre problématiques et besoins, puis une
exploration détaillée de différentes méthodes existantes développées pour résoudre ce type
de problème.
Dans la première partie de ce chapitre, certains phénomènes physiques et{ou nécessi-
tés numériques rencontrés lors de simulations complexes, liés au secteur de la conception
aéronautique, sont exposés et permettent d’établir la problématique de nos travaux. Celle-
ci s’axe principalement sur la simulation virtuelle de structures nécessitant une description
particulière dans une région définie. En effet, due au besoin toujours plus essentiel que les
modèles numériques reproduisent soigneusement le comportement réel de la structure, une
analyse de différents problèmes représentatifs est réalisée pour mieux comprendre ce besoin
d’un changement de représentation. Cette analyse permet de situer le cadre pour lequel ces
travaux sont développés ainsi que les exigences propres à la mise en œuvre.
Dans la seconde partie de ce chapitre, une revue des méthodes numériques, développées
pour répondre à ce type de problématiques, est exposée. Ces approches sont principalement
basées sur la combinaison de deux échelles de représentation. La première permet de décrire
l’ensemble de la structure et d’imposer des chargements réels. La deuxième échelle permet
de reproduire fidèlement certains phénomènes singuliers ou géométries complexes, qui né-
cessitent une description très fine. C’est du mélange de ces deux échelles et de l’impossibilité
de résolution de problèmes trop complexes que sont apparues les méthodes multiéchelles.
Afin de comprendre et de situer la démarche choisie dans nos travaux, un inventaire non
exhaustif de ces approches est proposé.
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1.1 Problématique
Dans de nombreux domaines de l’industrie de pointe tels que les secteurs de l’aéronau-
tique, de l’automobile ou encore ferroviaire, la simulation numérique est devenue indispen-
sable. En effet, il est primordial pour les entreprises, attachées aux secteurs de la conception,
d’être innovantes pour faire face à une concurrence croissante et d’augmenter leur expertise
pour rester compétitives. En particulier, dans l’aéronautique, la conception et l’élaboration
des structures exigent des certifications strictes avant une exploitation en vol. Ces certifica-
tions, indispensables, requièrent de longues et coûteuses campagnes d’essais expérimentales
que les acteurs majeurs du secteur veulent restreindre par le biais de simulations numériques.
En plus d’avoir un impact sur la cadence de production, l’expérimentation virtuelle, sur or-
dinateur, rend possible la conception de structures innovantes répondant de façon pertinente
à des cahiers des charges, toujours plus contraignants.
Il n’est cependant pas aisé de réaliser la simulation de telles structures toujours plus com-
plexes. En effet, lorsque la géométrie et le comportement de ces structures sont modélisés,
la question de la validité de ces modèles, liée à la mesure de l’erreur de représentation entre
la modélisation et la structure réelle, se pose. L’appréciation de cette erreur est laissée à l’ex-
pertise du modélisateur, ainsi qu’aux exigences et pré-requis du cahier des charges. Une fois
cette première approximation effectuée pour passer du réel au modèle, il est réalisée une se-
conde approximation permettant d’effectuer des simulations, en pratiquant une discrétisation
du modèle. Cette deuxième étape génère aussi son lot d’erreurs, lié au type de discrétisations
utilisées pour représenter le modèle de la structure. De plus, le modèle numérique résultant
est en général très lourd.
Fort heureusement, la représentation d’une structure réelle n’a pas toujours besoin d’être
fine partout. En effet, l’objectif d’une simulation virtuelle est souvent axé sur la prise en
compte et la description de phénomènes particuliers dans des zones limitées de la structure.
Le degré de finesse de la représentation se révèle ainsi différent selon les diverses zones de
la structure. Dans les structures aéronautiques, on peut relever trois types de zones où des
phénomènes particuliers nécessitent une description adaptée :
1. les régions où se développent des phénomènes de dégradation de type endommagement
ou rupture.
2. les zones où la structure est fortement hiérarchisée.
3. les zones comportant des détails géométriques localisés.
Ces différents cas de figures sont présents dans de nombreuses structures. Afin de mieux
cerner le besoin en moyens numériques, nous allons les illustrer par des exemples.
1.1.1 Représentation des principaux phénomènes de dégradation
Lorsqu’une structure subit des chargements, son comportement peut être décrit à par-
tir de lois matériaux et des formulations mathématiques. Dans le domaine de la conception
aéronautique, une part importante des structures est métallique avec un comportement duc-
tile. Pour un tel comportement, la première phase de déformation est en régime élastique,
gardant le comportement du matériau réversible et, en l’absence de chargement, permet un
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retour de la structure à sa forme initiale sans dégradation. Lorsque le chargement croît, le
comportement du matériau devient plastique, générant une déformation permanente. Avec
la poursuite de l’augmentation du chargement, certaines zones de la structure sont endom-
magées. Cet endommagement se localise et dégénère en fissure. Dans le cas de matériaux
fragiles, la rupture s’effectue de façon plus brutale (avec une phase plastique réduite).
Dans la suite, on détaille un phénomène de détérioration représentatif de ceux rencontrés
sur les structures aéronautiques. Ce phénomène, dérivé du mécanisme de fissuration, est
particulièrement présent dans les matériaux composites, c’est le délaminage. Le paragraphe
suivant n’a pas pour objectif d’étudier les détails de ce phénomène mais plutôt de l’illustrer
afin de comprendre les aspects mécaniques qu’il provoque ainsi que de présenter la façon
dont il peut être modélisé.
Le délaminage
Le délaminage est le terme qualifiant la décohésion entre deux couches matériaux collées
ayant des comportements en rigidité différents ; pouvant ainsi créer des concentrations de
contraintes d’ouverture au niveau de l’interface. Ce phénomène de rupture est principalement
associé aux modes de ruine des matériaux composites, en particulier les structures stratifiées
[111].
Il existe quatre sortes de phénomènes de dégradations principaux dans les matériaux
composites :
– les microfissures de la matrice,
– les ruptures de fibres,
– la décohésion fibre/matrice,
– le délaminage.
Les deux premiers phénomènes peuvent être attachés à celui de la fissuration alors que
les deux derniers sont apparentés à des phénomènes de décollement entre deux phases ayant
des comportements différents. Si l’attention est plus particulièrement centrée sur le délami-
nage, c’est parce qu’il s’agit d’un phénomène apparaissant sous de faibles sollicitations à
proximité de détails structurels (rivetage par exemple). Pour modéliser correctement ce type
de defaut, il est nécessaire de considérer la mécanique de la rupture, en tenant compte de
l’anisotropie des matériaux. La constitution des différents plis, pour un stratifié (cf figure
1.1), est assujettie à de nombreux critères tels que la séquence d’empilement, l’orientation
des plis, le nombre de plis, le chargement, la taille ainsi que la forme.
De la même manière que pour l’amorçage d’une fissure, les différents phénomènes de
ruine d’un stratifié peuvent être découpés suivant plusieurs étapes :
– la dégradation est initiée par l’existence de microdéfauts dans la matrice ou à l’inter-
face de collage entre la matrice et les fibres (cf figure 1.2),
– l’évolution du chargement influe, dans une seconde étape, sur ces microdéfauts qui
croissent et finissent par coalescer. Ce changement de régime se marque par l’appari-
tion de microfissures dans la matrice et l’augmentation des micro-décohésions de type
fibre/matrice (cf figure 1.3),
– dans une troisième étape, ces différents phénomènes de ruine font apparaître des fissu-
rations transverses qui altèrent les plis (cf figure 1.4),








Figure 1.1 — Vue en coupe d’un stratifié ayant des interfaces reliant des plis avec des orien-
tations différentes.
– dans la quatrième étape, lorsque les fissurations transverses atteignent les interfaces, et
sous l’effet de contraintes interlaminaires, apparaît le délaminage qui se propage dans












Figure 1.3 — Apparition de microfissures dans la matrice.
Quand le phénomène de délaminage est plus spécifiquement observé (cf figure 1.6), le
constat est que sa croissance est provoquée par les microfissures, initialement présentes,
qui s’agrandissent sous l’effet de chargements interlaminaires. Les microdéfauts, présents



















Figure 1.5 — Apparition du délaminage sous l’effet de contraintes interlaminaires.
des défauts de fabrication, des chocs, des différences de températures ou des chargements
résiduels. Il est observé que le décollement complet, dû à la coalescence de ces microfissures,
est alors accompagné par la formation de pointes de déchirement sur les surfaces de chaque
pli au niveau de l’interface (cf figure 1.6).
(a) Formation de      
      microfissures
(b) Croissance des   
      microfissures
(c) Coalescence des 
      microfissures.
Figure 1.6 — Les différentes étapes de la formation du délaminage.
Pour cet exemple commun de phénomène de dégradation, une description très précise
s’avère nécessaire pour étudier son amorçage ainsi que sa propagation. De plus, son appari-
tion ainsi que sa croissance surgissent et évoluent à de très petites échelles.
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1.1.2 Les structures multi-niveaux
Un modèle est censé représenter au mieux la structure réelle à simuler. Cependant, le
matériau de cette structure réelle est souvent complexe et désordonné. En effet, un matériau
peut contenir, de façon localisée, des imperfections, des inclusions, etc... La structure peut
aussi avoir une constitution hiérarchique, de sorte que la tenue du matériau est différente
selon l’échelle d’étude prise en compte. Pour ces matériaux, le comportement de la structure
n’est pas forcément équivalent à celui de l’élément représentatif. De plus, le comportement
macroscopique peut être directement déduit des propriétés microscopiques à partir d’une
approche "déductive".
Dans la section suivante, on détaille le composite stratifié qui permet de représenter la
notion de structures multi-niveaux.
Un stratifié
La famille des structures stratifiées est sans doute le plus commune au sein des matériaux
composites. Ce type de structure est formé à partir de différents constituants. Plus spéci-
fiquement, le stratifié est composé de couches successives de plis (cf figure 1.1). C’est la
séquence d’empilement des plis qui génère les caractéristiques du comportement global de
la structure. Chaque pli est un assemblage entre une phase solide qui assure la rigidité (fils,
mat, tissu, etc...) et une phase matricielle qui réalise la cohésion de ces renforts (résine, etc..).
Pris indépendamment, le comportement d’un pli est souvent unidirectionnel, en privilégiant
la rigidité dans une direction. Trois échelles peuvent être distinguées dans un stratifié (cf
figure 1.7) :
– l’échelle du stratifié, dite macroscopique, où le comportement est lié à l’empilement
ainsi que l’épaisseur et l’orientation de chaque pli. L’épaisseur complète d’un stratifié
étant en général supérieure au millimètre.
– l’échelle du pli, dite mésoscopique, où le comportement est inhérent au couple
fibre/matrice. Généralement chaque pli possède une direction de résistance privilégiée.
L’épaisseur d’un pli pouvant atteindre quelques centaines de micromètres.
– enfin, l’échelle de la fibre dite microscopique. Le comportement est alors lié prin-






(a) Stratifié (b) Pli (c) Fibre/matrice
z
Figure 1.7 — Les différentes échelles du stratifié : macro-méso-micro.
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Pour cette structure empilée, le comportement global est fortement dépendant de ses
constituants. Le pli est construit à partir de fibres unidirectionnelles et d’une matrice iso-
trope, peu résistante. Son comportement est orthotrope. La séquence de superposition de ces
plis rend le comportement du stratifié anisotrope dans le plan des fibres. Le comportement
mésoscopique est souvent obtenu à partir du comportement microscopique par la loi des
mélanges, alors que le comportement macroscopique est couplé au comportement mésosco-
pique par homogénéisation.
C’est la séquence d’empilement des couches qui détermine la résistance du stratifié. Cette
séquence est réalisée de sorte à répondre, de façon optimale, au cahier des charges. Deux ca-
tégories de structures stratifiées sont réalisées communément. Les stratifiés symétriques sont
obtenus par empilement symétrique des plis. Ils offrent une bonne planéité au démoulage.
Les stratifiés hybrides, dont les nuances constituant les plis sont diverses (carbone, kevlar,
métaux, etc...), permettent d’avoir des performances supérieures grâce à l’utilisation opti-
male des propriétés de chaque matériau à chaque couche.
1.1.3 Les détails géométriques
Les pièces issues de la conception des aéronefs sont souvent géométriquement très com-
plexes. De plus, les évolutions technologiques actuelles ont plutôt tendance à les complexi-
fier davantage. En effet, l’optimisation de ces structures, qui vise à les alléger et à ce qu’elles
répondent toujours plus efficacement au cahier des charges, peut passer par une phase de
modification de la géométrie. Cela produit des structures avec des géométries particulière-
ment difficiles à simuler. De plus, il peut apparaître d’autres difficultés de représentation
géométrique lorsque ces structures sont issues d’assemblages où les phénomènes de contact
requièrent des descriptions particulièrement fines.
La conséquence majeure pour ces géométries, comportant des détails complexes, est que
leurs modélisations sont difficiles (cf figures 1.8(c)). En effet, les zones où apparaissent les
complexités géométriques sont souvent les lieux de fortes concentrations de contraintes, res-
ponsables de l’endommagement. Ces zones font ainsi l’objet d’une attention particulière,
avec une description détaillée.
(a) Simulation de perçage (b) Simulation de bou-
lonnage
On peut classer les complexités géométriques en trois catégories :
– celles issues d’enlèvements de matière tels que perçage (cf figure 1.8(a)), rainure, etc...
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(c) Simulation d’une géométrie
complexe
(d) Simulation de contact
Figure 1.8 — Exemples de détails géométriques
– celles liées à l’ajout de matière tels que boulon (cf figure 1.8(b)), vis, rivet, etc...
– et celles isochores tels que courbure, angle, contact (cf figure 1.8(d)), inclusion, etc...
La description du modèle doit donc être très fine dans certaines zones, tout en étant plus
grossière dans le reste de la structure qui ne nécessite pas de raffinement particulier. Le
degré de finesse, exigé pour la description, est lié à la complexité de ces détails géométriques.
Les éléments donnés ci-dessus dévoilent une partie de la grande complexité des struc-
tures aérospatiales notamment lorsque l’on s’y intéresse à un stade de leur vie où elles com-
mencent à subir des détériorations. Les travaux présentés dans ce document visent à propo-
ser une stratégie numérique pouvant aider la conception et l’analyse de ces structures en des
temps ingénieurs. Mais, l’ensemble des problèmes présentés, étant trop vaste, nous limitons
nos développements aux problèmes types qui suivent.
1.1.4 Présentation des problèmes types
Notre objectif est d’étudier numériquement le comportement macroscopique d’une struc-
ture pour laquelle le modèle macroscopique est supposé être valable partout sauf en certaines
zones localisées de cette structure. Par rapport à ce que nous avons décrit ci-dessus, nous
pouvons imaginer que le comportement macro du matériau ne soit pas connu localement ou
qu’un des modèles comporte des défauts (raidisseur, trou, fissure, délaminage, etc ) ou des
singularités locales. Par ailleurs, nous supposons que nous disposons d’un modèle micro va-
lable dans ces zones localisées (mais aussi valable sur le reste de la structure). Essayons de
proposer une stratégie visant à correctement appréhender ce type de problème.
Une première manière de procéder consiste à user de la "force brute",i.e., utiliser le mo-
dèle micro partout. Mais, ce procédé produit des simulations avec un trop grand nombre
d’inconnues. Les résolutions étant liées aux capacités de traitement et de mémoire des ma-
chines de calcul, les coûts engendrés demeurent trop élevés pour des utilisations ingénieurs
malgré l’augmentation continuelle des progrès technologiques informatiques.
Une seconde manière repose sur l’homogénéisation du modèle micro afin de pouvoir ré-
soudre des structures de plus grandes dimensions. L’unification des paramètres et nuances
matériaux produit alors un comportement macroscopique homogénéisé. Cependant l’homo-
généisation de ces caractéristiques matérielles donne une représentation insuffisante dans les
zones de géométrie plus complexes ou aux niveaux des bords libres.
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Une autre manière est d’utiliser deux modèles possédant des descriptions différentes,
l’objectif étant de séparer les deux échelles afin d’adapter la représentation de chacun aux
besoins. C’est l’optimisation des transmissions entre ces modèles qui génère l’efficacité de
ce procédé. Pour les méthodes les plus simples, la simulation du modèle le plus fin s’effectue
à l’aide de conditions aux limites tirées d’un calcul du modèle grossier. Ce dernier n’est pas
influencé par un retour correctif issu du modèle fin. Bien que cette technique simple apporte
une première approximation, il est parfois nécessaire d’établir une réelle communication à
double sens entre les deux échelles afin d’éviter de grossières erreurs. Ce constat a motivé le
développement de méthodes multiéchelles.
1.2 État de l’art des méthodes multiéchelles
Dans cette partie, on expose une sélection de méthodes multiéchelles peuvent s’inscrire
dans notre problématique.
Dans le cas le plus simple d’application de problèmes multiéchelles, deux niveaux se
distinguent : le niveau global, qui définit le comportement macroscopique de la structure,
et le niveau local, qui apporte une information plus riche car il expose un comportement se
déroulant à une échelle inférieure, éventuellement microscopique. Ces deux échelles sont
reliées par le biais de relations d’échanges.
Il existe une quantité notable de méthodes multiéchelles dans la littérature. Dans ce cha-
pitre, nous ne retenons que des approches pouvant être utilisées pour la résolution de tout
ou partie de la problématique abordée dans ces travaux de thèse. Nous les classons en trois
catégories : les méthodes d’enrichissement, les méthodes de sous-domaines et les méthodes
de superpositions.
La première catégorie de méthodes n’est pas à proprement parlé "multiéchelle" puis-
qu’elles n’ont pas un caractère d’échelle aussi clairement défini cependant, de part leur
présence importante dans les codes de calcul industriels et leur capacité à introduire une
représentation supplémentaire, une présentation détaillée s’avère intéressante.
1.2.1 Méthodes d’enrichissement
Dans cette catégorie de méthodes, nous pouvons citer celles adaptatives et celles utilisant
l’idée de Trefftz [117, 69] tout en localisant l’enrichissement.
Approches adaptatives
Dans le cadre de la méthode des éléments finis, on distingue trois familles classiques de
méthodes adaptatives : la r-méthode, la h-méthode [7] et la p-méthode [5]. Des combinaisons
de ces approches sont possibles [3, 49, 50, 70, 98]. La r-méthode procède par (re)localisation
des nœuds d’un maillage fixé pour diminuer les erreurs. Pour le même objectif, la h-méthode
procède par diminution de la taille (h) des éléments d’un maillage et ce par subdivision de ces
éléments. La p-méthode augmente le degré polynomial des fonctions de base éléments finis.
La procédure du raffinement est fondée sur un estimateur d’erreur a posteriori permettant
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d’indiquer, de manière itérative, les zones à raffiner. On distingue dans la littérature classique
trois types d’estimateurs a posteriori : l’estimateur de Babüska et al [4], le ZZ-estimateur
[128] et l’estimateur en relation de comportement de P. Ladevèze [71]. Nous renvoyons à
[39, 40], par exemple, pour plus de détails.
Les méthodes adaptatives sont opérationnelles. Mais elles peuvent, pour des problèmes
complexes, générer des systèmes numériques de très grandes tailles et restent soumise à la
performance des remailleurs automatiques.
Méthode de Partition de l’Unité (PUM)
À l’instar des méthodes de Treftz, les méthodes de Partition de l’Unité (PUM) [86] enri-
chissent les espaces d’approximations standards par le rajout de champs analytiques, repré-
sentant le comportement de la solution recherchée pour un problème donné. Leur caracté-
ristique principale est de localiser ces enrichissements par l’usage d’une partition de l’unité,
définie sur le domaine dans lequel le problème à résoudre est posé. Une partition de l’unité,
très utilisée en pratique, est celle définie par les éléments finis.
Plus précisément, si nous supposons que Vn est un espace d’approximation éléments finis






où N est la fonction associée au nœud. Comme la somme des fonctions de forme NI
constitue une partition de l’unité :
¸
IPN
NIpÝÑx q  1 @ÝÑx P Ω (1.2)
Il est possible de compléter le déplacement
ÝÝÝÑ
upÝÑx q par une fonction d’enrichissement
ΦpÝÑx q sous la forme suivante :
ÝÝÝÝÑ





NJpÝÑx qÝÑU eJ ΦpÝÑx q (1.3)
où N e est un sous-ensemble de N où sont placés des degrés de liberté d’enrichissementÝÑ
U eJ .
De ce concept, basé sur la partition de l’unité, deux approches ont été dérivées. Il s’agit de
la méthode G-FEM (comme Generalized Finite Element Method) et de la méthode X-FEM
(comme Extended Finite Element Method).
La méthode G-FEM, développée par Strouboulis et al. [114], repose sur un enrichisse-
ment utilisant la PUM de l’espace éléments finis standard par des fonctions spéciales, dites
"fonctions chapeaux". Ainsi, des champs connus sous forme de modes ou de solutions élé-
ments finis locales (répertoriées dans des "handbooks" [65]) sont rajoutés à cet espace pour
approcher les solutions de problèmes de structures comportant, par exemple, des détails géo-
métriques ou des défauts de type inclusions, trous ou fissures.
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Dans cette approche, les fonctions spéciales peuvent être dépendantes des fonctions de
base éléments finis standards. Cette dépendance est surmontée par des stratégies de factori-
sation partielle ou de régularisation. Un autre problème apparaît au niveau de l’intégration
numérique des travaux virtuels impliquant les fonctions chapeaux. Pour limiter les erreurs
liées à cette intégration numérique, des schémas adaptatifs sont utilisés. Mais ces schémas
peuvent être coûteux pour des structures tridimensionnelles avec maillages libres.
La méthode, X-FEM développée, par Moës, Dolbow et Belytschko [11, 87] est une se-
conde variante de la PUM. Elle se distingue par la très grande flexibilité avec laquelle elle
permet d’introduire une fissure (discontinuité forte de la matière) ou une interface matériaux
(discontinuité faible) dans une approximation éléments finis standard ne tenant pas compte
de ces discontinuités. Dans le cas de la fissure, par exemple, si l’approximation éléments
finis classique est donnée par (1.1), le champ enrichi par la X-FEM est défini comme suit :



















où trois termes peuvent être distingués. Le premier terme correspond au champ de dé-
placement éléments finis classique. Le second représente le saut de déplacement qui a lieu
au niveau des lèvres de la fissure. Dans ce terme, Jcut est le sous-ensemble de nœuds qui
sont enrichis pour tenir compte de la discontinuité (nœuds ronds sur la figure (cf 1.9)) sans
contenir ceux en pointe de fissure. Les degrés de libertés additionnels correspondants sont
notés ÝÑAJ et HpÝÑx q est la fonction discontinue d’Heaviside :
Hpx, yq 
"
1 si x ¥ 0
1 si x   0 (1.5)
Le dernier terme représente l’enrichissement tenant compte des modes singuliers de Wes-
tergaard [44] en pointes de la fissure. Dans ce terme, Lsing est les sous-ensembles de nœuds
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qui sont enrichis (nœuds carrés sur la figure (cf 1.9)), BKL sont les degrés de liberté addi-
tionnels et FkpÝÑx q les fonctions de Westergaard.
Le grand avantage de l’approche XFEM est qu’elle ne nécessite pas de remaillage lors de
l’étude d’une fissure ou de sa propagation. Observons que l’intégration numérique sur des
éléments traversés par la fissure demande un sous-découpage approprié.
Cette méthode est largement utilisée pour l’approximation numérique de problèmes de
structures [33, 34, 116, 112, 115, 10]. Elle a également été utilisée dans le cadre d’approches
multi-grilles [99, 100]. Elle a été aussi utilisée dans le cadre Arlequin [17, 67], pour des
problèmes où les modes dans les zones critiques ne sont pas connus analytiquement.
1.2.2 Méthodes de sous-domaines
Les méthodes de décomposition de domaine proposent de diviser une structure en sous-
structures et relations d’interfaces. Ces approches sont généralement employées pour ré-
soudre des problèmes discrets à très grand nombre de degrés de liberté à l’aide d’architec-
tures parallèles.
Afin d’illustrer ces méthodes de sous-domaines, le fonctionnement de trois approches est
détaillé dans les sections suivantes.
Méthodes de Schwarz
Les méthodes de Schwarz ont leurs racines dans la stratégie itérative initiée par Schwarz
[109, 110]. Ces approches sont de nature décomposition de domaine avec recouvrement
(elles peuvent également être sans recouvrement cf [81]). La résolution d’un problème mé-
canique complet par ces méthodes s’effectue de manière itérative par des résolutions suc-
cessives sur chaque sous-domaine, avec des conditions aux limites tirées des solutions pré-
cédentes. Afin d’expliquer les différents algorithmes qui découlent des travaux de Schwarz
(avec recouvrement), on considère un problème posé sur un domaine Ω, partitionné en deux
sous-domaines Ω1 et Ω2 se recouvrant (cf figure 1.10). On note Γ1 et Γ2 les parties de fron-





Figure 1.10 — Problème de Schwarz avec deux domaines superposés.
Sur le domaine global, considérons le problème linéaire d’équations aux dérivées par-
tielles suivant :
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Lu  f sur Ω (1.6)
u  0 sur BΩ (1.7)
Avec L un opérateur linéaire défini sur le domaine Ω. La méthode de Schwarz consiste à
utiliser un processus itératif dans lequel, à chaque itération, le problème (1.6,1.7) est décom-
posé sur les deux sous-domaines Ω1 et Ω2, moyennant des conditions aux limites sur Γ1 et
Γ2 qui sont ajustées au cours des itérations. On distingue deux approches principales, l’une
est qualifiée de multiplicative et l’autre d’additive.
L’approche multiplicative, dite Multiplicative Schwarz Method, permet de résoudre le
problème à l’itération n avec comme condition initiale de connaître un12 . On calcule u
n
1 puis
un2 en résolvant :
Lun1  f sur Ω1 Lun2  f sur Ω2
un1  0 sur BΩ1zΓ1 un2  0 sur BΩ2zΓ2
un1  un12 sur Γ1 un2  un1 sur Γ2
(1.8)
Le système linéaire du problème (1.6) est discrétisé sous la forme AÝÑu  ÝÑb . Le principe
des méthodes de Schwarz est de corriger la solution globale. On note
ÝÑ
un à la n-ième itération
du vecteur solution ÝÑu et ÝÑrn  ÝÑb  AÝÑun le résidu correspondant. La correction du dépla-
cement
ÝÑ
un par le résidu
ÝÑ
rn est réalisée par projection du résidu sur chaque sous-domaine.
Lorsque la méthode est dite multiplicative, cette projection est faite successivement sur les
sous-domaines à l’aide d’opérateurs de restriction R
i
(Ω vers Ωi) et de prolongation RTi . La








Pour la méthode multiplicative, le calcul d’une itération pour obtenir
ÝÝÑ
un 1 est déterminé








2 ne sont que les pro-
jections de l’erreur sur Ω1 puis Ω2. Il est possible d’écrire les deux étapes d’une itération de




























spÝÑb  AÝÑunq (1.11)
(1.12)
Cet algorithme itératif possède un taux de convergence qui est inverse au nombre de
sous-domaines et lié à la taille de la zone de recouvrement. Néanmoins, malgré sa conver-
gence rapide, cette approche présente l’inconvénient d’avoir une mauvaise parallélisation car
l’algorithme est limité à la correction d’un sous-domaine actif à la fois.
C’est dans le but de développer des méthodes itératives parallèles, pour résoudre de
grands systèmes linéaires creux, qu’est apparue la méthode additive, dite Additive Schwarz
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Method. Cette méthode a été développée de manière indépendante à la première [35]. Le
dessein de ces développements était de pouvoir résoudre, de façon parallèle, afin de pouvoir
utiliser des processeurs séparés. Lorsque la méthode est dite additive, la projection est faite
simultanément sur les sous-domaines. Pour cela, le problème décomposé (1.8) est remplacé
par :
Lun1  f sur Ω1 Lun2  f sur Ω2
un1  0 sur BΩ1zΓ1 un2  0 sur BΩ2zΓ2
un1  un12 sur Γ1 un2  un11 sur Γ2
(1.13)
Dans la dernière équation, le champ de déplacement qui est appliqué à chaque sous-
domaine est la solution de l’itération précédente. Cela ralentit la convergence et peut même la
rendre inaccessible mais cette approche permet de rendre complètement découplé, à chaque
itération, la résolution sur les sous-domaines. La solution itérative est alors obtenue par une
combinaison de la solution de chaque sous-domaine.
ÝÝÑ












spÝÑb  AÝÑunq (1.14)
ASM :
ÝÝÑ









spÝÑb  AÝÑunq (1.15)
Ainsi, dans le cadre de la méthode ASM, le nombre de sous-domaines peut correspondre
au nombre de processeurs qu’il est possible d’utiliser, permettant ainsi d’accélérer le proces-
sus de résolution à chaque itération.
Une version améliorée de l’approche ASM est la Restricted Additive Schwarz Method
[26, 25]. Cette variante réduit le coût d’utilisation en utilisant une matrice de restriction R0i
qui réduit à la partie non superposée du sous-domaine Ωi, soit uniquement l’interface de
l’autre sous-domaine. Ainsi le calcul d’une itération du champ de déplacement est égal à :
RASM :
ÝÝÑ









spÝÑb  AÝÑunq (1.16)
La méthode RASM donne des meilleurs résultats que la méthode ASM, tant en terme
de diminution du nombre d’itérations, que de temps CPU ainsi que de coûts mémoire. Cette
réduction est obtenue grâce au fait qu’une partie des échanges de données est évitée entre les
sous-domaines.
De cette méthode a découlé la Additive Schwarz with Harmonic extension Method, qui
est voisine de la RASM et a un comportement équivalent :
ASHM :
ÝÝÑ









spÝÑb  AÝÑunq (1.17)
Ainsi que la Restricted Additive Schwarz with Harmonic extension Method qui est la
réunion de ces deux approches. Elle présente l’avantage d’être symétrique mais donne des
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spÝÑb  AÝÑunq (1.18)
La dernière approche qui découle de la ASM est la Weighted Additive Schwarz Method
qui définit les matrices de restriction avec une certaine pondération afin que la somme totale
soit égale à l’identité.
WASM :
ÝÝÑ









spÝÑb  AÝÑunq (1.19)
Les méthodes de Schwarz font encore l’objet de nombreux travaux et font partie de cer-
taines bibliothèques d’outils standardisés pour le calcul scientifique tel que le PETSc [6].
Cependant leurs usages ne sont, a priori, pas destinés à introduire des formulations locales
différentes et leurs mises en données demeurent spécifiques.
Parmi les derniers travaux concernant les méthodes de Schwarz, il y a ceux de Brezzi et
al [24] qui utilisent les transferts de champs et des régularisations adéquates afin d’améliorer
la convergence. La ASM a aussi été optimisée pour résoudre des problèmes fortement hé-
térogènes de décomposition de domaine non recouvrants [82] ainsi que pour être employée
avec des techniques de zooms numériques [57].
Une extension importante de la méthode de Schwarz est aussi retrouvée dans le domaine
de la mécanique des fluides avec la méthode Chimère [113, 29, 24] qui permet de perfection-
ner la simulation de fluide autour d’obstacles rigides à géométries complexes. Un maillage
grossier caractérise le fluide qui n’est pas au voisinage immédiat des obstacles. Pour les zones
proches des obstacles, un maillage plus fin permet de mieux prendre en compte l’interaction
du fluide avec l’obstacle.
Il est à noter que les travaux de Schwarz sont le point de départ des méthodes de dé-
composition de domaine sans recouvrement. Ces méthodes sont détaillées dans le troisième
chapitre ( cf chapitre 3).
Méthode LaTIn micro-macro
La méthode LaTIn micro-macro de Ladevèze et Dureisseix [73, 74] a été développée
afin d’associer au mieux les techniques classiques d’homogénéisation et les stratégies de
résolution par décomposition de domaine mixte sans recouvrement. Cette approche découpe
la structure en sous-structures et interfaces avec, dans le même temps, une séparation des
inconnues s (déplacements, efforts d’interfaces, contraintes, déformations) en une somme
d’inconnues de type "micro" et "macro", i.e., s  sM   sm où sM et sm représentent les
composantes Macro et micro respectivement. L’échange entre les deux échelles s’effectue
au niveau des interfaces où les inconnues macro sont uniquement définies, à l’aide d’une
"rigidité" d’interface, alors que les inconnues micro évoluent dans les sous-structures.







Figure 1.11 — Décomposition de la structure en sous-structures et interfaces
Pour clarifier, nous considérons un domaine Ω séparé en deux sous-domaines ΩE et ΩE1
avec pour interface de communication ΓEE1 . Comme pour un problème standard, sur chaque
sous-domaine, les équations linéaires de compatibilité cinématique, d’équilibre ainsi que les
équations de relation constitutive du modèle sont établies. Sur l’interface, les équations de
raccord régissant le comportement sont l’équation d’équilibre des efforts et l’équation de
continuité des déplacements : " ÝÑ
FE  ÝÑFE1  ÝÑ0ÝÑ





Avec ÝÑF le champ d’efforts, ÝÑW le champ de déplacement etAΓEE1 qui est l’opérateur dé-
crivant le comportement de l’interface. Si l’interface est parfaite, les conditions de continuité
du champ de déplacement sont assurées par :
ÝÝÑ
WE  ÝÝÑWE1 (1.21)
L’ensemble des variables d’états est séparé en deux parties : la partie macro, notée M et
la partie micro, notée m. Sur chaque interface ΓEE1 , les champs d’efforts et de déplacements












Deux types de séparations peuvent être envisagés :
– Le premier est basé sur le champ d’effort qui est projeté sur l’interface, par l’intermé-
diaire d’un opérateur de projection ΠF
ΓEE1
, afin de distinguer un champ macro et un
champ micro.
ÝÝÝÝÑ




FmE|ΓEE1  rId  ΠFE|ΓEE1 sp
ÝÝÝÝÑ
FE|ΓEE1 q (1.25)
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La part macro correspondante, du champ de déplacement, est obtenue par la dualité du










avec xF iE,W iEyΓEE1 
»
ΓEE1
F iE|ΓEE1 W iE|ΓEE1dΓ pi  m,Mq (1.27)
Ainsi les nouvelles quantités d’interfaces sont introduites telles que :
pÝÝÑFM ,ÝÝÑWMq P FMad WMad , (1.28)
pÝÑFm,ÝÝÑWmq P Fm Wm (1.29)
Avec Fm l’espace des efforts micro, FM l’espace des efforts macro, Wm l’espace
des déplacements micro et WM l’espace des déplacements macro. Suivant la stratégie
basée sur le champ d’effort, nous choisissons l’espace des efforts macro admissibles
FMad tel que
ÝÝÑ
FM vérifie les conditions de transmission de chaque interface et soit en
équilibre avec chaque sous-structure.
FMad  t
ÝÝÑ




FME1  ÝÑ0 sur ΓEE1u (1.30)
Avec EE l’ensemble des sous-structures E.
– Le second est basé sur le champ de déplacement projeté sur l’interface, par l’intermé-
diaire d’un opérateur de projection ΠW
ΓEE1
, afin d’avoir, de la même façon, les champs
micro et macro :
ÝÝÝÝÝÑ




WmE|ΓEE1  rId  ΠWE|ΓEE1 sp
ÝÝÝÝÝÑ
WE|ΓEE1 q (1.32)
La part macro correspondante, du champ d’efforts, est aussi obtenue par la dualité du










avec xF iE,W iEyΓEE1 
»
ΓEE1
F iE|ΓEE1 W iE|ΓEE1dΓ pi  m,Mq (1.34)
Les nouvelles quantités d’interfaces sont définies telles que :
pÝÝÑFM ,ÝÝÑWMq P FMad WMad , (1.35)
pÝÑFm,ÝÝÑWmq P Fm Wm (1.36)
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Suivant la stratégie basée sur le champ de déplacement, nous choisissons l’espace des
déplacements macro admissibles WMad tel que
ÝÝÑ
WM réalise les conditions de transmis-
sion de chaque interface et soit en équilibre avec chaque sous-structure.
WMad  t
ÝÝÑ




WME1 sur ΓEE1u (1.37)
Un point important à noter, pour les deux approches, est que les efforts micro et les
déplacements micro n’ont pas à satisfaire les conditions de transmission à travers l’interface.
Au contraire, les quantités macro sont choisies dans le but de satisfaire ces conditions dans
un sens faible.
Cette décomposition de domaine est ensuite résolue à l’aide de la méthode de calcul
itérative non-incrémentale LaTIn (Large Time Increment) [72] en cherchant l’ensemble des
champs de déplacement et des champs d’efforts micro et macro qui vérifient, simultanément,
l’ensemble des équations globales linéaires Ad et l’ensemble des équations locales non li-
néaire Γ. La procédure de résolution recherche successivement un élément s de l’espace
des champs admissibles Ad et un élément du second ensemble Γ à chaque itération. Durant
l’étape locale, un élément sn est sélectionné, appartenant à Ad pour déterminer un élément
sˆn  1
2
appartenant à Γ par la direction montante de recherche E . Ensuite, pour l’étape li-
néaire, le choix de l’élément sˆn 1{2 appartenant à Γ est employé pour déterminer l’élément
sn 1 appartenant à Ad par la direction descendante de recherche E et ainsi de suite jusqu’à








Figure 1.12 — Une itération de la méthode LATIN
L’approche LATIN micro-macro, reposant sur les principes des méthodes de décomposi-
tion de domaine, est résolue de façon parallèle et les problèmes de différence de discrétisation
qui peuvent survenir, aux niveaux des interfaces, sont surmontées par l’utilisation des mé-
thodes de raffinement (h-adaptation) ainsi que l’utilisation d’éléments de plus haut degrés
(p-adaptation).
Cette approche multiéchelle a été appliquée à la résolution de problèmes de contact [75],
de multi-contacts sur des systèmes de tenségrité par Nineb et al [90], multiéchelle en espace
et en temps avec les grandeurs macro définies par un milieu de Cosserat [76], de suivi de
fissure par un couplage avec l’approche X-FEM permettant d’obtenir une méthode non in-
trusive dans l’étude de Guidault et al [53, 52]. Des travaux récents de Trovalet et al. essayent
de décrire plus précisément le comportement microscopique de matériaux composites avec
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un modèle micro hybride discret ; pour les microfissures, le délaminage et les ruptures dans
le sens des fibres ; et continu, pour décrire la plasticité, la viscosité et la dégradation dif-
fuse [118]. D’autres travaux récents portent sur l’accélération de la résolution de la méthode
en recherchant des approximations de directions de recherches radiales, des méthodes de
résolution de modèles de type PGD (Proper Generalized Decomposition), pour la méthode
LATIN [77].
Méthode de type itérative globale-locale
L’approche itérative globale-locale de Gendre [46, 45] est basée sur l’approche de Whit-
comb [123, 124, 125] ; elle est de type méthode de sous-domaine primale. Elle consiste à
insérer un modèle local non-linéaire pouvant porter des détails géométriques, un raffinement
de maillages ou encore une loi matériau différente. Cette stratégie de calcul repose sur le
constat que certains phénomènes tels que la plasticité apparaissent souvent dans une zone
limitée du domaine occupé par la structure étudiée. Ainsi, suite à un premier calcul global,
il est possible de déterminer la région limitée qui nécessite une description plus fine. L’im-
pact du modèle local est ensuite reporté sur le modèle global par le biais d’une correction
au niveau de l’interface conférant ainsi un caractère multiéchelle. Cette technique présente
l’avantage d’être non intrusive.
Dans cette approche, le modèle local remplace, dans une certaine zone ΩL, le modèle
global. Le domaine global ΩG est alors divisé en deux régions : la partie superposée qui est
corrigée par le modèle local et la partie complémentaire ΩGC où perdure le comportement du











Le couplage des deux modèles est réalisé par une stratégie itérative. À chaque itération
de calcul, trois étapes sont effectuées :
1. un calcul du modèle local avec des conditions limites issues du modèle global,
2. un calcul de résidu représentant le chargement relatif provenant du calcul local (Lors-
qu’il devient assez faible, le système itératif est arrêté.),
3. en cas de non convergence, le résidu est injecté en tant que chargement supplémentaire
afin de corriger le modèle global.
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La communication entre les deux modèles est obtenue par l’intermédiaire de l’interface
de la même manière que dans les approches de décomposition de domaine. Les conditions
de transmission y sont classiques :
ÝÑ
uL  ÝÑuG sur Γ paq
σLÝÑni   σGÝÑnc  ÝÑ0 sur Γ pbq
(1.39)
où Γ désigne l’interface séparant les domaines tel que ΩGC

ΩL. Dans [46, 45], L. Gendre
utilise un point de vue primal en imposant la continuité des déplacements (1.39.(a)). L’équi-
libre des efforts (1.39.(b)) est atteint à convergence.
Cette stratégie itérative globale-locale a l’avantage d’être facilement intégrable dans un
code de calcul. Ce qui la prédestine à une utilisation industrielle. Mais son spectre d’appli-
cations multi-modèles/échelles est limité. De plus, comme pour toutes les méthodes de type
Schwarz, la convergence globale est une question critique. Nous renvoyons à [46] pour des
considérations sur ce sujet.
1.2.3 Méthodes de superposition
Les approches numériques qui introduisent le chevauchement de modèles sont capables
de mélanger un problème éléments finis particulier avec un autre problème de même type.
Elles permettent d’insérer sur une structure donnée des détails spécifiques avec une descrip-
tion plus fine. Il suffit d’incorporer dans un second domaine éléments finis, le phénomène
à adjoindre au problème initial. Ces approches numériques, qui utilisent la superposition,
présentent l’avantage de s’approcher de méthodes non intrusives fortement plébiscitées par
les bureaux d’études industriels (car ces méthodes permettent de travailler sur des modèles
existants qui ont souvent demandés une longue période de conception.).
Afin d’illustrer la notion de superposition, le fonctionnement de deux approches est dé-
taillé. La première est la s-méthode, accompagnée d’une méthode dérivée, la HSMM. La
deuxième est la méthode de projection de Dirichlet homogénéisée.
S-méthode et la version HSSM
La s-méthode de Fish [41, 43, 42] est une stratégie d’analyse de type global-local. Elle
est de la famille des techniques superposant un patch avec un maillage fin sur une structure
possédant un maillage plus grossier (cf figure 1.14). Les discrétisations de chacun des do-
maines sont indépendantes entre elles. Le principal avantage de cette stratégie réside dans la
facilité d’enrichissement local par un modèle fin.
Pour expliquer brièvement les principes de cette méthode, considérons, comme indiqué
sur la figure (1.14), un domaine global ΩG, maillé "grossièrement". Imaginons que nous
souhaitons tenir compte de la présence d’un défaut (type fissure) dans la zone d’intérêt ( en
pointillé sur la figure 1.14). La s-méthode propose alors de considérer un domaine local ΩL,
comportant la fissure et maillé finement pour tenir compte des singularités de contraintes en
fonds de fissure. Ce domaine{modèle local est superposé au domaine{modèle global dans la
zone d’intérêt et la solution
ÝÝÝÑ
upÝÑx q est recherchée sous la forme additive suivante :
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uGpÝÑx q avec ÝÑx P ΩG  ΩLÝÝÝÝÑ
uGpÝÑx q   ÝÝÝÝÑuLpÝÑx q avec ÝÑx P ΩL
(1.40)
Afin d’assurer la continuité du champ de déplacement total, le champ local est annulé sur
la frontière du domaine local (
ÝÝÝÝÑ
uLpÝÑx q  0 sur ΓGL). Le système linéaire résultant de cette
méthode s’écrit alors en fonction des variables globales et locales (
ÝÝÝÝÑ
uLpÝÑx q,ÝÝÝÝÑuGpÝÑx q). Cette
méthode pose quelques difficultés techniques surmontables, liées à l’évolution des termes
de couplage entre fonctions de base globales et locales. Son principal inconvénient est la
redondance et{ou la quasi-redondance qu’elle peut produire dans le cas général. Elles ne
sont pas toujours possible d’être isoler dans un contexte industriel, où il peut exister d’autres
sources de dégénérescence.
La s-méthode a été développée, à l’origine, pour résoudre des problèmes de plaques et
coques laminées multi-couches [43, 42] en 2D. L’approche a été améliorée en utilisant des
indicateurs d’erreurs pour localiser les régions critiques qui nécessitent une description plus
précise par un maillage local. Des travaux récents utilisent la s-méthode pour simuler la
propagation de fissures en 2D [93]. L’approche HSMM, pour Hierarchical Simultaneous
Multiple Model, de Reddy et Robbins [103, 105] a été développée sur la base de la s-
méthode. Il s’agit d’une approche multi-modèle développée pour les simulations de struc-
tures en matériaux composites. Elle permet de coupler un modèle ESL (Equivalent Single
Layer) avec un modèle LW (LayerWise).
Méthode de projection de Dirichlet homogénéisée
L’approche de Dirichlet homogénéisée dite HDPM (Homogenized Dirichlet Projection
Method) a été introduite par Oden et Zohdi [129, 92, 91] pour permettre de résoudre de
façon multiéchelle un problème avec un matériau fortement hétérogène. Le comportement
est limité au cas d’élasticité linéaire.
Cette méthode utilise deux niveaux de modélisation.
– le niveau macro est caractérisé par un modèle éléments finis régulier relativement gros-
sier avec une loi de comportement basée sur une homogénéisation du comportement






Figure 1.15 — Représentation des deux niveaux de modélisation de la méthode HDPM.
du matériau. Un élément du maillage grossier correspond à une zone représentative du
matériau considéré.
– le niveau micro est limité au domaine de la cellule. Il peut y avoir plusieurs problèmes
cellulaires qui sont indépendants entre eux. La cellule est constituée d’un maillage
éléments finis fin qui représente les différents détails et caractéristiques particulières
du matériau pour décrire le comportement hétérogène de celui-ci.
Le modèle macro est enrichi par le modèle micro : la solution globale est corrigée par
des calculs locaux effectués sur des cellules identifiées à partir d’estimateurs d’erreurs. Des
estimateurs de sensibilité sont construits sur la solution macro afin de localiser les éléments
du maillage macro qui nécessitent une réanalyse. Dans un second temps, pour les cellules
considérées Ωi, le champ de déplacement global
ÝÑ
uG est imposé au niveau de la frontière de
la cellule micro, lorsque les frontières n’ont pas de conditions préalablement assujetties, afin
de calculer le champ de déplacement local
ÝÑ
uL satisfaisant l’équilibre. Ces différents champs
locaux sont ensuite reportés sur le modèle macro grâce à des opérateurs de prolongement
Π
ΩiÑΩ
pour corriger le champ global.








Cette approche multiéchelle utilise un comportement homogénéisé qui n’est modifié que
dans certaines zones nécessitant une correction apportée par un modèle fin. Il est démontré
que l’erreur, après correction, est toujours inférieure à celle obtenue précédemment, prou-
vant la fiabilité de la méthode (au pire, le domaine macro est entièrement couvert de patchs
micro.). Il est important de noter que la méthode de Dirichlet homogénéisée donne une cor-
rection localisée qui est adaptée à l’échelle de modélisation du matériau et non à sa discréti-
sation.
La méthode a été améliorée par un raccord en efforts [130] et après une étude sur les
erreurs de modélisation effectuée par Moës et al. [88], une technique de correction globale




Après une présentation de la problématique industrielle à l’origine de ces travaux de
thèse, nous avons décrit brièvement et commenté des méthodes multiéchelles adaptées à
notre problématique. Ceci nous permet, entre autres, de situer la méthode Arlequin utilisée
dans nos travaux et présentée dans le chapitre suivant.

CHAPITRE
2 La méthode ArlequinPrincipes et Mise en œuvre
Ce second chapitre présente plus particulièrement la méthode multiéchelle Arlequin sur
laquelle sont basés nos travaux.
Dans un premier temps, nous exposons les trois constituants clés de la formulation Ar-
lequin qui permettent d’aboutir au problème Arlequin, pour le cas particulier d’un couplage
entre deux domaines. Dans un second temps, nous décrivons la façon dont la méthode a
été mise en œuvre numériquement, dans le code de calcul éléments finis : Z-set{ZéBuLoN.
Nous observons que ces développements permettent une mise en œuvre séparée de mo-
dèles incompatibles superposés, avec une communication qui s’effectue par le biais d’un
maillage intermédiaire. Enfin, nous donnons certaines recommandations ainsi que l’explica-
tion des spécificités liées à l’opérateur de couplage énergétique dans le cas de superpositions
de maillages incompatibles.
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2.1 Introduction
La méthode Arlequin a été développée et testée sur des problèmes modèles par H. Ben
Dhia [12, 13]. Sa première analyse mathématique a été réalisée dans le cadre des travaux de
thèse de G. Rateau [18]. Son intégration, dans un code de calcul industriel (Code_Aster) a
également été réalisée dans le cadre des travaux de thèse de Rateau [19, 101]. Ces premiers
travaux ont permis de vérifier les bases mathématiques de l’approche. Ils ont également
permis de développer les premières techniques de mise en œuvre de la méthode dans un cadre
industriel et de démontrer sa pertinence comme méthode multimodèle flexible et générale
[16, 19, 101].
Développée depuis une quinzaine d’années, la méthode Arlequin a été utilisée dans de
nombreux domaines de la mécanique :
– en statique, pour introduire des défauts dans des structures [13, 19, 16], coupler
des modèles de structures [12, 13, 16] ou des modèles de composites sandwichs
[59, 60, 61, 56], traiter des problèmes de contacts en localisant les zones de contact
[22, 20], tenir compte des couches limites [12, 62], coupler des modèles discrets et
continus [8, 95], coupler des modèles atomistiques et continus [96, 9, 28] ou encore,
plus récemment, pour coupler des modèles déterministes et stochastiques [32] ou des
modèles granulaires et continus [122]. Elle a aussi été utilisée pour propager de l’en-
dommagement et des fissures [17, 67].
– en dynamique, pour coupler et simuler des propagations d’ondes hautes fréquences
dans un domaine à deux échelles spatiales [21], pour des impacts en couplant élé-
ments finis et méthode SPH [30, 27] et également pour des couplages dynamiques
moléculaires{dynamique continuum [126].
Les constituants de la méthode Arlequin ont été étudiés dans différents papiers [18, 19,
16, 51, 14]. La parallélisation de la méthode a été réalisée récemment dans des cadres mo-
dèles [15, 37].
Les travaux que nous présentons, dans cette thèse, prolongent ceux développés dans le
cadre de la thèse de N. Elkhodja [15, 37] à un cadre industriel.
Dans la suite du chapitre, nous rappelons ce qu’est la méthode Arlequin et nous détaillons
notre mise en œuvre de cette méthode dans le Code Z-set{ZéBuLoN [132]. Le chapitre se
termine par quelques résultats numériques montrant une première validation de nos dévelop-
pements.
2.2 Le problème d’élasticité classique
Voici la description du problème modèle que nous allons étudier. Considérons un do-
maine Ω0 de Rn (n=2 ou 3) sur lequel est posé un problème d’élasticité linéaire (voir fi-
gure 2.1). BΩ0 désigne la frontière de ce domaine qui est divisée en deux parties telle que
BΩ0  Γu

ΓT . Un déplacement
ÝÑ
u0 est imposé sur la partie Γu. Sur la partie complémen-
taire ΓT agit un effort surfacique
ÝÑ
T . Un effort volumique
ÝÑ
f est imposé sur le domaine Ω0.
Le comportement reliant le tenseur des contraintes σ et le tenseur des déformations  obéit à








Figure 2.1 — Problème d’élasticité classique.
la loi de Hooke.
σ  a :  (2.1)
L’équilibre fort de ce solide s’écrit :
divσ  ÝÑf  ÝÑ0 , dans Ω0 (2.2)
Son équilibre faible, utilisant la loi de comportement (2.1) et les conditions aux limites,
consiste à rechercher ÝÑu PWadu0 tel que :
@ÝÑu PWad0 , kpÝÑu ,
ÝÑ





















u P pH1pΩ0qqn;ÝÑu  ÝÑu 0 sur Γu
)
(2.6)
kpÝÑu ,ÝÑuq représente le travail virtuel des forces internes et lpÝÑuq le travail virtuel des
forces externes. La formulation énergétique du problème revient à minimiser l’énergie E sur







kpÝÑu,ÝÑuq  lpÝÑuq (2.7)
Si les données du problème sont régulières et que mes(BuΩ)>0, alors le champ ÝÑu , solu-
tion de (2.3)-(2.6) ou de (2.6)-(2.7), est défini de façon unique.
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2.3 La méthode Arlequin
La méthode Arlequin a été développée pour permettre la résolution numérique de pro-
blèmes mécaniques pour lesquels une représentation macro (grossière) est suffisante, sauf en
des zones localisées (que l’on qualifiera de zones d’intérêt). Dans ces zones, des représen-
tations micro (fines) sont nécessaires. Les phénomènes micro et macro sont fortement cou-
plés tels souhaités pour la problématique soulevée en introduction. Il s’agit d’une méthode
multiéchelle. Elle est fondée sur trois constituants clés : la superposition de modèles, la par-
tition des énergies et les couplages énergétiques des modèles superposés. Pour expliciter ces
constituants, nous considérons le cas typique représenté sur la figure (2.2(c)) (substitution)






















Figure 2.2 — Problème multimodèle constitué de deux domaines.
Considérons toujours le cas du solide élastique linéaire, occupant le domaine Ω0, comme
présenté à la section (2.2). Supposons que nous avons identifié une zone d’intérêt, c’est à
dire un sous-domaine Ω1 de Ω0 (cf figure 2.2(a)), dans lequel la modélisation héritée de celle
globale, utilisée dans Ω0, n’est pas suffisamment précise. Pour pouvoir adapter le modèle
global de cette zone, la première idée de la méthode Arlequin est de concevoir le modèle
local complet souhaité (cf figure 2.2(b)) et de le superposer au modèle global dans la zone
d’intérêt (cf figure 2.2(c)). Ainsi, dans la zone d’intérêt, nous pouvons disposer de deux
représentations mécaniques différentes et, donc, de deux états mécaniques différents.
2.3.2 Partition énergétique
Le second constituant de la méthode Arlequin est une conséquence du premier. En effet,
la coexistence de deux états mécaniques dans une même zone Ω1 d’un solide impose, par
simple exigence de conservation des énergies, de répartir ces énergies entre ces états. Dans
la méthode Arlequin, cette répartition est réalisée par l’introduction de fonctions poids qui
forment une partition de l’unité sur Ω0, dans le sens où leur somme sur Ω0 vaut toujours 1.
Ces fonctions peuvent être soit constantes, soit variables (cf figures 2.3).
Plus concrètement, si nous considérons le problème de l’élasticité exprimé de manière
faible primale, les états mécaniques sont formés par les champs des déplacements ÝÑu0 global,
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défini sur tout Ω0, et ÝÑu1 local, défini seulement sur Ω1.
Les travaux virtuels des forces internes et externes pour les modèles macro et micro sont
des "portions" de ceux du problème classique mono-modèle. Pour i  t0, 1u, ils sont définis
par :
kipÝÑui ,ÝÑvi q 
»
Ωi

















où les poids αi vérifient :
Sur Ω0{Ω1, α0  1; α1  0;
Sur Ω1 , α0   α1  1 (2.11)


















(c) Pondération de plus haut degré
Figure 2.3 — Les différents types de fonctions de pondération
Observons ici que, pour simplifier la présentation et sans réduire la généralité, nous avons
supposé BΩ0
 BΩ1  ∅. Notons qu’il est possible d’utiliser des pondérations différentes
pour les travaux virtuels internes et externes.
2.3.3 Liaison entre les domaines
Le dernier constituant clé de la méthode est le raccord entre les deux domaines. Plusieurs
méthodes peuvent être utilisées (cf [12, 13, 16, 19, 18, 14]). Nous considérons ici la mé-
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thode de couplage énergétique basée sur une méthode de Lagrange en volume. Dans ce cas,





Figure 2.4 — Division du modèle local.
cpÝÑµ , rrÝÑu ssq 
»
Ω1c
ÝÑµ .rrÝÑu ss   l2pÝÑµ q : prrÝÑu ssqdv, @µ PM (2.12)
oùM est un espace qualifié de médiateur, Ω1c est la sous-zone de Ω1 servant au couplage. Sa
partie complémentaire dans Ω1 est Ω1f (cf figure 2.4) et l est une longueur caractéristique.
Cet opérateur a de multiples variantes (cf 2.49,2.50,2.51). Une étude de l’influence de tel ou
tel choix est réalisée dans la suite de ce chapitre.
2.3.4 Formulation continue du problème Arlequin
Grâce à ces trois constituants, le problème classique d’élasticité (2.3)-(2.6) est transformé
en la recherche de trois champs (ÝÑu0,ÝÑu1,ÝÑλ ) dans W0 W1 M, tels que :
@ÝÑv0 PW0, k0pÝÑu0,ÝÑv0q   cpÝÑλ ,ÝÑv0q  l0pÝÑv0q
@ÝÑv1 PW1, k1pÝÑu1,ÝÑv1q  cpÝÑλ ,ÝÑv1q  l1pÝÑv1q (2.13)
@ÝÑµ PM, cpÝÑµ ,ÝÑu0 ÝÑu1q  0
où ki, li pi  t0, 1uq et c sont définis par (2.8), (2.9), (2.10) et (2.12). Dans ce système,
les espaces de champs de déplacements cinématiquement admissibles sont Wu0  tÝÑv0 P
pH1pΩ0qqn;ÝÑv0  ÝÑu 0 sur Γuu, W1  tÝÑv1 P pH1pΩ1qqnu et M  tÝÑµ P pH1pΩ1cqqnu. Le
problème (2.13) est la formulation Arlequin (bi-modèle) équivalente au problème classique
(2.3), (2.4) et (2.5) (cf ref [14]). L’intérêt majeur de cette formulation est qu’elle permet de
changer, quasiment à volonté, le modèle local, appelé aussi patch. La stabilité de ce problème
Arlequin est établie dans [18] puis dans [14] dans un cadre plus large.
2.4 Discrétisation et mise en œuvre numérique
La mise en œuvre de la méthode Arlequin est effectuée avec deux exigences majeures :
d’une part la robustesse de résolution numérique du problème et d’autre part la facilité d’uti-
lisation par des non experts de la méthode. Ces exigences expliquent en grande partie les
choix effectués dans notre démarche. Observons que notre mise en œuvre permet aussi, pour
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des utilisateurs plus expérimentés, de modifier les paramètres relatifs à la méthode Arlequin
lors de simulations plus complexes.
La mise en œuvre est réalisée dans le code de calcul Z-set{ZéBuLoN [132], logiciel dédié
aux domaines de la recherche et du développement (développé en partenariat entre l’Onera,
l’école des Mines de Paris et NorthWest Numerics). Ce logiciel, basé sur la méthode des
éléments finis, présente l’avantage d’être capable de traiter des problèmes industriels, tout
en étant suffisamment souple pour expérimenter de nouveaux outils numériques.
L’approximation numérique d’un problème Arlequin est réalisée par la méthode des élé-
ments finis (ici des éléments de Lagrange). La mise en œuvre réalisée dans nos travaux per-
met de traiter des problèmes bidimensionnels et tridimensionnels. Rappelons que la méthode
Arlequin permet aussi le couplage de modèles de structures différents (poutre{3D, coque{
3D, etc.) [101, 59, 97, 16].
2.4.1 Discrétisation de la formulation continue Arlequin
Pour simplifier la présentation, le développement de notre mise en œuvre est effectué sur
un problème de couplage entre deux modèles linéaires. Le couplage (2.12), faisant intervenir
trois champs, on fait le choix de définir une discrétisation éléments finis pour chaque champ.
Les domaines où sont définis ces champs sont maillés. Nous notons T k (k  t0, 1, cu) les
maillages résultants. Ils sont constitués d’un nombre fini d’éléments Dek. Nous supposons
que :





Dans la suite, nous notons Ωc par Ω1c pour plus de cohérence. Nous supposons également
que ces maillages soient réguliers au sens classique du terme (cf e.g. [31, 64]). Sur les trois
domaines, les champs sont définis par des approximations, faisant intervenir les variables no-
dales. Ainsi, les approximations éléments finis des champs s’écrivent en fonction des degrés








Figure 2.5 — Représentation éléments finis de trois domaines.
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@pÝÑx q P Ω0, ÝÝÝÝÑu0pÝÑx q 
n0¸
i1
N i0pÝÑx q.pU0qi (2.16)
@pÝÑx q P Ω1, ÝÝÝÝÑu1pÝÑx q 
n1¸
j1
N j1 pÝÑx q.pU1qj (2.17)
@pÝÑx q P Ω1c, ÝÝÑλpxq 
nc¸
k1
Nkc pÝÑx q.Λk (2.18)
où nk ( k P t0, 1, cu) désigne le nombre de degrés de liberté du maillage T k. Ces champs
peuvent aussi s’écrire sous forme matricielle :
ÝÝÝÑ
uipÝÑx q  NipÝÑx q.ÝÑUi (2.19)
de laquelle nous tirons les expressions de tenseurs de déformations linéarisés ( avec les no-
tations classiques) :
ipÝÝÝÑupÝÑx qq  BipÝÑx q.ÝÑUi (2.20)
L’approximation éléments finis du problème Arlequin (2.13) consiste à trouver












où K0, K1 sont les matrices de rigidité assemblées, C0, C1 les matrices de couplage assem-
blées et F0, F1 les vecteurs assemblés des efforts extérieurs. Ces différents termes sont définis
comme suit :




































Comme expliqué précédemment, il y a trois champs nodaux qui interviennent dans le
système matriciel de la formulation discrétisée, (ÝÑU0,ÝÑU1 etÝÑΛ ). Les modèles n’étant reliés que
par l’intermédiaire des opérateurs de couplages définis sur le domaine intermédiaire (2.23),
la méthode possède un découpage naturel. Ainsi, lors d’une simulation, il est possible de
raisonner en deux étapes pour un problème bidomaine, tel celui considéré ici.
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2.4.2 Stratégie d’évaluation des différents termes Arlequin
Un des atouts les plus intéressants de la méthode Arlequin est que le patch inséré peut
posséder une discrétisation différente de celle du substrat et incompatible avec celle-ci.
Afin de bénéficier pleinement de cet atout, on se place dans le cas le plus complexe où
les maillages sont incompatibles. Sachant que quand les maillages sont compatibles, le cal-
cul des termes de couplage et de rigidité est classique puisque l’on peut ramener le calcul
de ces termes à des assemblages sur des éléments où les fonctions de base N0, N1 etNc sont
régulières.
Pour des maillages incompatibles, l’évaluation des termes de couplage (2.23) et de rigi-
dité (2.22) est plus complexe. Ces évaluations s’effectuant sur le maillage intermédiaire T c
dans notre mise en œuvre, elles nécessitent des techniques d’intégration adaptées puisque
les fonctions de base N0 et N1 ne sont pas forcément régulières sur les éléments Dec du
maillage intermédiaire. Le calcul de ces termes exige une règle d’intégration spécifique en
coopération avec une procédure de localisation d’éléments.
Pour clarifier ces difficultés, considérons d’abord les termes de couplage :
Maillage substrat
Maillage zone de collage














Figure 2.6 — Règle d’intégration adaptée pour l’opérateur de couplage du substrat avec





NTc Nk   l2BTc Bk
(
dv , k  t0, 1u (2.26)
En éléments finis, le calcul des termes Ck se fait par assemblage de calculs élémen-
taires. Même si l’on peut construire des situations plus complexes, imaginons le cas simplifié
mais représentatif où le domaine intermédiaire Ω1c est formé par un ensemble d’éléments du
maillage T 1, restreint au domaine Ω1c et que cette restriction correspond au maillage inter-
médiaire T c. Dans cette configuration simplifiée, il est clair que le calcul de l’opérateur C1
peut se faire de manière tout à fait standard. En revanche, le calcul de l’opérateur C0 pose







NTc N0   l2BTc B0
(
dv (2.27)
Or, en considérant par exemple le cas représenté sur la figure (2.6), nous constatons clai-
rement que les fonctions de base N0 ne sont pas régulières, en général, sur les éléments Dec .
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Il est impossible de représenter correctement, par une fonction polynomiale, les champs des
autres modèles sur le maillage T c. Par conséquent, les produits NTc N0 et BTc B0 ne sont pas
réguliers sur Dec . Leurs intégrales sur D
e
c ne peuvent donc suivre des règles d’intégrations
numériques standards (de type Gauss, par exemple).
L’évaluation précise de ces intégrales nécessite une procédure d’intégration élaborée.
Une solution pour les évaluer correctement consiste à utiliser une règle d’intégration liée
aux parties sous-découpées de chaque élément Dec en fonction de la triangulation T 0. Cette
méthode définit une règle d’intégration adaptée pour chaque élémentDec . Sur chaque élément
Dec , afin que l’on puisse évaluer correctement les produits de l’opérateur de couplage, on
détermine ensuite les fonctions de base N0 de l’élément contenant le point d’intégration (ces
deux procédures sont expliquées en détails dans la partie suivante). Ainsi, en employant des
formules de quadratures adaptées, on peut approcher les intégrales de l’opérateur de couplage







 pNcpgqqT pN0qipgq   l2 pBcpgqqT pB0qipgq( (2.28)
où le couple (g, ρg) représente les coordonnées et les poids des points d’intégration as-
sociés à l’élément Dec défini par l’intersection avec la triangulation T 0. La fonction de forme
pN0qi est à relier à l’élément Di0 appartenant à la discrétisation du modèle substrat. Sa dé-
termination étant établie à partir des coordonnées du point g (cf figure droite 2.6). Dans nos
travaux, l’emploi de la règle d’intégration spécifique nécessite de sauvegarder l’ensemble
des coordonnées des points d’intégration et leurs poids associés (g, ρg).





® = (1¡ ²)
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Figure 2.7 — Carte des coefficients de pondération et règle d’intégration pour l’évaluation






k Ak Bkdv , k  t0, 1u (2.29)
Pour ces termes et suivant notre choix de modélisation, l’incompatibilité des maillages
est problématique aux niveaux des frontières du domaine de collage Ω1c qui traversent cer-
tains éléments du domaine substrat Ω0 (cf frontières de l’ensemble des éléments rouges avec
les éléments bleus sur la figure 2.7). L’évaluation des termes de rigidité étant plus complexe
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pour le modèle substrat, la suite des explications est réalisée sur le terme K0. Sur certains
éléments de la triangulation T 0, la fonction α0 est hétérogène et ne peut être approchée par
des fonctions polynomiales sur les éléments De0 (sauf fonctions de pondération régulières
à l’aide de polynômes d’ordre élevé). Dans notre mise en œuvre, afin d’être le moins in-
trusif possible, nous n’avons pas cherché à évaluer l’énergie pondérée mais plutôt l’énergie
qu’il est nécessaire de décompter aux énergies totales des modèles substrat et patch. Ainsi,




BT0 A0B0 dv 
»
Ω0XΩ1
p1  α0qBT0 A0B0 dv (2.30)
Par simplicité et suivant les relations des fonctions de pondération (2.11), on remplace la
fonction p1  α0q par α dans la suite de nos explications. Par analogie, la fonction p1  α1q
devient p1  αq. Cette fonction α est définie à partir de valeurs de pondération définie à
chaque nœud du maillage intermédiaire. Dans cette configuration, la fonction α permet d’in-
diquer l’énergie qu’il faut ôter pour qu’elle ne soit pas doublée dans la zone de superposition.
Dans notre mise en œuvre, on évalue uniquement l’énergie à enlever K 1k sur les éléments du
maillage intermédiaire :





αBT0 A0B0 dv (2.31)
Dans l’expression du terme de rigidité à enlever (2.31) et suivant la mise en œuvre choi-
sie, la difficulté d’évaluation réside dans le fait que les fonctions de base N0 ne sont pas
régulières sur certains éléments Dec de la triangulation T c (cf figure 2.7) alors que la fonction
de pondération s’évalue simplement sur le maillage intermédiaire. Pour évaluer correctement
l’intégrale d’énergie pondérée sur ces éléments Dec , on utilise la même méthode d’intégra-
tion qui consiste en un assemblage de calculs élémentaires où les fonctions de base N0 sont
évaluées par rapport aux coordonnées de points d’intégration. Chaque élément Dec est sous-
découpé suivant la triangulation T 0 afin de générer une règle d’intégration adaptée. À partir
de ces éléments Dec , l’évaluation des intégrales (2.30) peut être approchée, avec les formules
de quadratures adaptées, par :







αpgq ppB0qipgqqT A0 pB0qipgq
(
(2.32)
avec (g, ρg) qui représente les coordonnées et les poids associés des points d’intégration
de la règle d’intégration adaptée sur la triangulation T c. Cette écriture nécessite d’avoir un
maillage sur l’ensemble de la zone de superposition Ω1 et pas uniquement sur la couronne
employée pour le couplage Ω1c, néanmoins le maillage de la partie intérieure du domaine
intermédiaire Ω1f n’a pas besoin d’être très raffinée, puisque qu’elle n’est utilisée que pour
évaluer le terme de rigidité (2.31) là où la fonction de pondération est constante (α  p1 q
avec  ¡ 0 très faible). Pour évaluer les termes de rigidité (2.32), il suffit d’évaluer les
coefficients α à chaque point d’intégration puisque l’ensemble des coordonnées de ces points
et leurs poids associés (g, ρg) sont déjà sauvegardés.
Pour les termes de rigidité, quelques particularités supplémentaires sont à noter dans
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notre mise en œuvre. La première est que les fonctions de pondération peuvent être de diffé-
rentes formes (cf figures 2.3). Si la fonction de pondération est régulière (linéaire ou d’ordre
supérieur), l’évaluation du coefficient au point d’intégration αpgq s’effectue en interpolant
la valeur des coefficients calculés aux nœuds des éléments Dec . Mais lorsque les fonctions
de pondération sont constantes, certains nœuds situés, sur la frontière du domaine Ω1, pos-
sèdent deux valeurs de coefficients. Dans ce cas, le coefficient est évalué par élément et non
aux nœuds. Selon le type de fonction de pondération, la formulation du coefficient à un point
d’intégration αpgq, utilisé dans l’équation (2.32), est : αpgq  °nci1pN icpgqqαi si pondération continueαpgq  αcst si pondération constante (2.33)
avec αi qui représente la valeur nodale du coefficient de pondération sur l’élément Dez
et αcst la valeur du coefficient de pondération sur l’ensemble de l’élément Dez. La seconde
particularité est que la pondération ne s’effectue que pour des énergies de même espèce.
L’évaluation des termes de couplage et de rigidité nécessite d’assembler les calculs réa-
lisés sur les éléments Dec . Ces termes sont évalués avec une règle d’intégration adaptée issue
de l’intersection entre le maillage intermédiaire et le maillage du modèle correspondant (le
modèle substrat pour notre choix de moédalisation). Ces évaluations exigent, ensuite, l’uti-
lisation d’une procédure de repérage des éléments des modèles Dek, k  t0, 1u intervenant
dans les intégrales calculées sur les éléments Dec pour en déterminer les fonctions de base
Nk. Le choix de mise en œuvre de ces deux procédures est détaillé dans la section suivante.
Génération d’une règle d’intégration pour maillages éléments finis incompatibles et
procédure de repérage
Pour la mise en œuvre de la méthode Arlequin, la plupart des travaux trouvés dans la lit-
térature utilisent des zones de raccords compatibles ou des maillages qui s’emboîtent comme
dans la méthode multigrille [99, 100]. En ce qui concerne les travaux dédiés à des modèles
utilisant des maillages incompatibles [101, 16, 67] 1, l’évaluation des termes de couplage et
de rigidité s’opère à l’aide de la génération d’un maillage d’intersection entre les maillages
des deux modèles à coupler. Dans [101, 16, 67], le maillage intermédiaire T c est remplacé
par un maillage d’intersection T z créé à partir des deux maillages T 0, T 1. On utilise en-
suite la règle d’intégration associée à ce maillage T z pour calculer les approximations des
différents termes du système Arlequin. Dans nos travaux nous ne générons pas de maillage
d’intersection mais uniquement la règle d’intégration associée aux éléments sous-découpés.
L’emploi d’une telle règle d’intégration, pour évaluer les termes d’une formulation Arlequin,
nécessite une procédure de production d’une règle d’intégration spécifique et une méthode
rapide de localisation des éléments.
Ces techniques ont déjà fait l’objet d’explications dans [101, 16, 67]. Cependant, les
procédures que nous avons mises en œuvre présentent des différences par rapport à celles
développées dans [101, 16, 67]. Elles sont détaillées dans les deux sections qui suivent.
– Construction d’une règle d’intégration
1. Une méthode d’intégration adaptative est proposée dans [19]
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La procédure crée une règle d’intégration afin d’évaluer correctement les intégrales
comportant des fonctions de base issues de maillages incompatibles. Dans les précé-
dents travaux [101, 67], l’évaluation correcte des intégrales est obtenue à partir d’un
maillage d’intersection T z. Ce maillage qui remplace le maillage intermédiaire est
calculé par un algorithme d’intersection des triangulations T 0 et T 1 (cf figure 2.8).
Chacun de ces éléments sont redécoupés de façon à obtenir des éléments standards Dez
dont on connaît la règle d’intégration. Ainsi, sur chaque élément de cette triangulation
T z, on est capable d’intégrer correctement des fonctions issues des deux maillages
(T 0, T 1) puisque ces fonctions de base y sont régulières. Ce maillage d’intersection






Figure 2.8 — Génération du maillage d’intersection.
T t0,1u  T z 
#¸
e
Dez ; DDe0 P T 0 et De1 P T 1 ; Dez  De0 XDe1
+
(2.34)
où Dez représente un élément de la triangulation T z. La génération de ce maillage
induit un coût supplémentaire de plus, il faut porter une attention particulière aux élé-
ments allongés. Cependant, le recours à des méthodes multiéchelles, permettant de
coupler des modèles non compatibles, est motivé par des simulations complexes pour
lesquelles les coûts requis, afin de générer le maillage d’intersection, représentent une
faible partie des coûts globaux. En outre, cette intersection n’est calculée que dans une
partie réduite, correspondant à la zone de couplage Ω1c, du problème.
Dans notre mise en œuvre, il est choisi de ne pas générer de maillage d’intersection
mais uniquement la règle d’intégration associée. Sur le maillage intermédiaire, cette
règle est construite, élément par élément, en fonction du maillage du modèle à cou-
pler. La règle complète revient à définir l’ensemble des coordonnées et les poids des
points d’intégration des domaines Dec qui permettent d’intégrer les fonctions de base
des autres triangulations. Les données des points d’intégration sont obtenues à l’aide
d’un algorithme (cf annexe B) qui est capable de définir la règle d’intégration associée
aux parties des éléments Dec . De façon succincte, cet algorithme procède en plusieurs
étapes :
1. si deux éléments polygonaux s’intersectent, on commence par déterminer le som-
met A de l’élément De0 qui se situe dans l’élément D
e
c . Dans le même temps, on
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procède de la même manière pour le sommet B de l’élément Dec qui se situe dans
l’élément De0. Lorsque ces deux points sont déterminés, on peut définir les points
d’intersection entre ces deux éléments (segment-segment ou segment-face). Ces
points permettent de définir le volume commun aux deux éléments (cf figure
2.9.(a)).
2. à partir de tous ces points, on détermine l’enveloppe convexe Dp qui les contient
(cf figure 2.9.(b)) à l’aide de la librairie (Qhull).
3. on triangule alors ce domaine en triangle (2D) ou tétraèdres (3D) et on crée la
règle d’intégration associée à l’ordre voulu sur chacun des sous-élémentsDez (cf













Figure 2.9 — Définition d’un domaine Dp d’intersection entre un élément De0 et Dec en 2D.
Cette triangulation locale s’effectue élément par élément et contrairement aux précé-
dents travaux, on ne génère pas de maillage global sur le domaine intermédiaire. En
terme de performance, on vérifie que l’on intègre avec une très bonne précision puisque
l’erreur relative mesurée est de l’ordre de 1010, montrant ainsi que les problèmes d’ar-
rondis numériques, qui se produisent massivement lors de ce type d’opérations, n’ont
pratiquement aucune influence sur la qualité de la règle d’intégration fournie. Les dé-
tails d’implémentation ainsi que les coûts nécessaires à la construction et l’utilisation
de cet algorithme sont exposés dans l’annexe (A).
– Localisation des éléments superposés
L’évaluation des intégrales est maintenant effectuée correctement. Cependant, localiser
rapidement l’élément d’une triangulation qui contient un point particulier est une opé-
ration essentielle dans l’évaluation rapide des intégrales faisant intervenir des fonctions
de base issues de maillages différents. Cette opération de localisation est effectuée par
une méthode de tri des éléments, dite arbre, basée sur des classifications binaires qui
répartissent l’ensemble des éléments d’une triangulation en un nombre fini d’étapes,
nommées branchements. Afin d’en simplifier la répartition, chaque élément à classer
est englobé dans une boîte. Les côtés de la boîte sont établis par des plans perpendi-
culaires aux directions principales px, y, zq. La boîte est construite avec des plans en
xmin et xmax ainsi que ymin, ymax, zmin et zmax. Chaque boîte peut être simplement
déterminée à partir de deux points : le coin minimal qui est déterminé par les plus
faibles coordonnées (xmin, ymin, zmin) et le coin maximal qui possède les plus grandes
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coordonnées (xmax, ymax, zmax) (cf figure 2.10). La manière de construire ces boîtes









Figure 2.10 — Construction d’une boîte englobant un élément.
Dans l’arbre, les feuilles représentent ces boîtes auxquelles on accède suite à plusieurs
embranchements à deux choix (cf figure 2.11). Chaque embranchement représente la
division, par un hyperplan séparateur, d’un ensemble fini de boîtes. En formant deux
groupes de boîtes à chaque embranchement, il est possible de répartir rapidement l’en-
semble de ces boîtes en un faible nombre de divisions. Dans notre mise en œuvre,
les hyperplans sont choisis perpendiculairement aux directions principales et placés
de façon à avoir autant de boîtes de chaque côtés à chaque embranchement. Ces hy-
perplans sont définis, en boucle, selon l’axe x puis y puis z jusqu’à ce qu’il n’y ait
plus qu’une boîte dans chaque embranchement. Ce type d’arbre permet de trouver en
quelques étapes une liste de boîtes pouvant contenir un point donné. Dans cette liste
réduite de boîtes sélectionnées, il devient rapide de trouver à quel élément appartient
le point.
Tronc  (Triangulation complète)
Embranchement  (division)
Feuille  (boîte)
Figure 2.11 — Arbre de répartition des boîtes.
En pratique, pour trouver la liste des boîtes, on procède de manière récursive. C’est à
dire que l’on commence par chercher une première boîte pouvant contenir le point. De
cette feuille, on remonte successivement à l’embranchement précédemment traversé
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puis on teste le deuxième choix, etc, jusqu’à trouver une seconde feuille, représentant
une boîte. Une telle procédure a un coût de construction en Opn. log2pnqq opérations
pour un nombre de n boîtes. Cependant, la recherche de la liste des boîtes contenant le
point n’est que de Oplog2pnqq opérations.
L’algorithme réalisé, durant nos travaux, est un peu différent de ceux utilisés dans les
travaux précédents pour construire l’arbre de répartition des boîtes. Ces différences
concernent le mode de construction des boîtes englobant les éléments ainsi que le
choix des hyperplans séparateurs. Pour bien comprendre les spécificités de notre mise
en œuvre, on résume brièvement les arbres de tri développés dans les autres travaux
liés aux maillages incompatibles :
– pour G. Rateau [101], les éléments sont aussi approchés par des boîtes. Cependant,
la construction des boîtes est établie à partir des normales issues des côtés ou des
faces. La construction des boîtes est plus complexe mais permet d’englober des
éléments courbes. Le tri à chaque embranchement s’effectue par des hyperplans
séparateurs établis selon les plans des boîtes et sélectionnés par un critère d’équi-
librage et un critère de redondance. Ce critère de redondance s’explique par le fait
qu’à chaque embranchement les boîtes sont reparties en deux ensembles avec, pour
le cas particulier des boîtes intersectant le plan séparateur, une duplication de ces
boîtes dans les deux ensembles. Ce critère permet de sélectionner l’hyperplan sépa-
rateur qui limite le nombre de boîtes à dupliquer. La construction de cet arbre est
arrêtée lorsque la division d’un embranchement est constituée d’un nombre assez
faible de boîtes.
– pour O. Jamond [67], les éléments sont représentés par leurs centres. La répartition
de ces points s’effectue par des hyperplans établis perpendiculairement aux direc-
tions principales (x, y, z). Cependant, pour chaque embranchement, on sélectionne
l’hyperplan qui offre la meilleure répartition qui s’effectue au sens strict, sans
élément dupliqué. À chaque embranchement, on emboîte l’ensemble des éléments
de chaque division afin d’accélérer le parcours de l’arbre, lors de la recherche de
l’appartenance d’un point. Ces boîtes sont définies à partir de plans perpendiculaires
aux directions principales (x, y, z) encadrant tous les éléments d’une division.
L’arbre binaire, qui est établi dans notre étude, comporte certaines divergences.
Contrairement aux deux autres arbres, on se limite aux éléments à faces planes (en
3D) englobés dans des boîtes qui facilitent le tri. Ce tri s’effectue au sens strict à partir
du coin minimal de chaque boîte et, après chaque embranchement, l’enveloppe des
boîtes d’une division est agrandie en fonction des coins maximaux des boîtes afin de
corriger l’espace occupé pour plus de précision. Le choix des hyperplans séparateurs
s’effectue très simplement, dans notre mise en œuvre, limitant le coût de calcul.
Néanmoins, la sélection des hyperplans n’est pas forcément optimisée comme dans les
deux autres arbres. L’arbre qui a été mis en place, dans nos travaux, présente l’avan-
tage d’être rapide et robuste tout en étant adapté à nos caractéristiques de modélisation.
Ces deux procédures permettent d’évaluer correctement et rapidement les intégrales utili-
sant des fonctions de formes provenant des maillages des modèles (substrat, patch et intermé-
diaire) sur les éléments du maillage d’intersection. La procédure de détermination des points
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d’intégration permet d’effectuer une évaluation adaptée sur les éléments Dec , malgré les ir-
régularités de fonctions de base issues des autres triangulations T 0 et T 1 sur ces éléments.
Ces intégrales élémentaires sont évaluées sur le maillage intermédiaire T c en déterminant les
fonctions de base de l’élément De0 contenant le point d’intégration g. Ces deux procédures
sont principalement employées pour les termes liés au modèle substrat puisque, dans notre
choix de modélisation, le maillage intermédiaire est une restriction de la triangulation du
patch dans la zone de collage.
2.4.3 Écriture du problème sur le maillage intermédiaire
Maintenant que tous les termes de la méthode peuvent être correctement évalués, la for-
mulation matricielle (2.21) ne pose plus de complication pour le cas de maillages incom-
patibles. Dans notre mise en œuvre, nous décidons de raisonner au niveau du domaine in-
termédiaire. L’utilisation de la méthode Arlequin consiste à déterminer les termes, affectant
chaque modèle, évalués sur le maillage intermédiaire. Cela permet, en outre, d’être non in-
trusif sur les modèles substrat et patch puisque les termes du système Arlequin ne sont écrits
que sur le maillage intermédiaire. Par simplicité, la suite de nos explications est définie sur
un problème avec deux modèles.
Suivant notre stratégie d’application de la méthode Arlequin, on se donne pour consigne
que la mise en œuvre demeure la moins intrusive possible. Ainsi, notre implémentation peut
s’appliquer sur un problème de deux modèles non couplés, dont les expressions sont, sur les
domaines concernés :  K0 . U0  F0K1 . U1  F1 (2.35)















N1 f1 dv (2.38)
Afin d’obtenir un système Arlequin (2.21), on évalue les matrices de correction des éner-
gies des modèles (K 1k, F
1
k avec k  t0, 1u) ainsi que les matrices de couplage (Ck) sur le
domaine intermédiaire. À partir des informations issues des modèles substrat et patch, ce









où les différents termes sont définis tels que :
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K 11  
»
Ω1




NcNk   l2BcBk dv , k  t0, 1u (2.42)
F 10  
»
Ω1
αN0 f0 dv (2.43)
F 11  
»
Ω1
p1  αqN1 f1 dv (2.44)
L’assemblage de ce système matriciel (2.39) aux systèmes des modèles non couplés
(2.35) permet d’obtenir le système Arlequin intégral (2.21) écrit sur le domaine complet.
Cette mise en œuvre permet d’obtenir un problème Arlequin grâce aux matrices (2.39), dé-
finies sur les éléments du maillage intermédiaire Dec , qui sont calculées avec les fonctions
de base des modèles N0 et N1. Dans la pratique, ce système matriciel est construit en deux
étapes qui correspondent au couplage avec chaque modèle. Ainsi, ce système (2.39) est sé-






























Le terme RΛ désigne les réactions dues aux multiplicateurs de Lagrange Λ. Pour la ré-
solution séquentielle, ces réactions n’ont cependant pas besoin d’être évaluées puisqu’elles
sont opposées et leur somme est nulle.
Cette stratégie d’application permet d’employer simplement le couplage Arlequin pour
les cas de modélisations incompatibles ou des modélisations multi-patchs. Dans le cas d’un
problème possédant plusieurs patchs (nb patchs), on peut trouver deux types de configura-
tions : une modélisation avec plusieurs patchs sur le même niveau (cf figure 2.12) ou une











Figure 2.12 — Schéma explicatif de la modélisation d’un couplage avec plusieurs patchs sur
un seul niveau.
Pour la modélisation multi-patchs sur un seul niveau (cf figure 2.12), les patchs sont
tous reliés à un unique modèle substrat. Un choix d’écriture consiste à réunir les matrices
du domaine intermédiaire composées du rassemblement de tous les maillages intermédiaires









Figure 2.13 — Schéma explicatif de la modélisation d’un emboîtement de patchs.
relatifs à chaque patch. Pour le lien avec le modèle substrat, le système écrit sur le domaine
intermédiaire total est :
°nb


















A contrario, pour chaque patch, il est nécessaire d’évaluer chaque système matriciel écrit
sur le maillage intermédiaire associé. Ainsi, ces systèmes s’écrivent :



























où pK 1kq, pCTk q et pF 1kq désignent les termes de rigidité pondérés, les termes de couplage
et les termes d’efforts pondérés relatifs au kèmepatch. En ce qui concerne la modélisation
de patchs emboités où un second patch est contenu dans un premier patch (cf figure 2.13),
l’écriture des systèmes suit la logique de deux systèmes matriciels associés à chaque maillage
intermédiaire.


























L’avantage de cette mise en œuvre est qu’elle rapproche les systèmes matriciels des
maillages intermédiaires de ceux issus de méthodes de décomposition de domaine classiques
pour la résolution sur des machines parallèles.
2.4.4 Aspects techniques liés à l’opérateur de couplage énergétique
Dans les différents travaux dédiés à la méthode Arlequin, l’opérateur de couplage C
(2.12) a été décliné de plusieurs manières :
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– le raccord de type L2, où seuls les termes liés aux fonctions de forme sont conservés
dans la formulation. Ce raccord n’utilise qu’un paramètre KL2 , dit coefficient, qui
permet d’influencer le conditionnement de la matrice globale (2.49).
– le raccord de type H1, qui définit la formulation standard Arlequin pour un problème
bien posé. Cet opérateur requiert un paramètre supplémentaire de longueur caractéris-
tique l permettant à l’opérateur d’être homogène (2.50) en plus du coefficient KH1 .
– le raccord de type énergétique qui est similaire à un terme de rigidité (2.51). Il s’agit
de l’opérateur de couplage H1 privé du terme L2. Il n’y a qu’un paramètre KE , choisi
équivalent à un module de rigidité, pour que cet opérateur soit homogène à un terme
de raideur. Ce couplage ne transmettant pas les modes rigides, une opération supplé-
mentaire est nécessaire pour son utilisation.
C
L2




T pÝÑx qNkpÝÑx qdv (2.49)
C
H1
pÝÑx q  KH1
»
Ω1c
tNcT pÝÑx qNkpÝÑx q   l2BcT pÝÑx qBkpÝÑx qudv (2.50)
C
E




T pÝÑx qBkpÝÑx qdv (2.51)
Ce dernier opérateur de couplage (2.51), proposé dans les travaux de thèse de N. El-
khodja [15, 37] avait été testé uniquement dans le cadre d’interfaces hiérarchiquement com-
patibles. Cet opérateur présente l’avantage d’avoir une écriture similaire à un opérateur de
rigidité lorsque le paramètre KE est analogue à un tenseur de raideur. Du fait que l’opérateur
s’écrive sur une interface volumique, trouver le bon coefficient KE permet d’optimiser le
conditionnement de la matrice du système complet (2.21).
Malgré les avantages qu’apporte l’opérateur énergétique CE , il ne peut pas être employé
sans une mise en œuvre spécifique. En effet, cet opérateur (2.51) ne transmet pas les mouve-
ments de corps rigides. Il est donc nécessaire de le modifier pour que le modèle, ne possédant
pas assez de conditions de Dirichlet, ne soit pas flottant. La stratégie détaillée dans la suite
consiste à rajouter une couronne supplémentaire Ω à la frontière de la zone de collage Ω1c
(cf figure 2.14) dont on ne conserve que les contributions qu’elle apporte sur les termes
de couplage de la frontière BΩ1c en imposant des conditions de Dirichlet sur le bord libre







Figure 2.14 — Division du domaine intermédiaire avec couronnes.
La non transmission des modes rigides se traduit par un noyau non nul de l’opérateur
de couplage (KerpCEq  t0u), puisqu’il est construit exactement comme un opérateur de
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rigidité mécanique sans condition de Dirichlet. Afin d’obtenir un opérateur modifié pouvant
être inversé et qui transmette des modes rigides, F.X. Roux, N. Elkhodja et H. BenDhia [15]
proposent d’ajouter une couronne intérieure et{ou extérieure Ω à la frontière de la zone de
collage BΩ1c (cf figure 2.14). L’opérateur de couplage s’écrit alors :
c pÝÑλ , rrÝÑu ssq  KE
»
Ω1cYΩ
pÝÑλ q : prrÝÑu ssqdv, @
ÝÑ
λ P pH1pΩ1c Y ΩqqÝÑ
λ  ÝÑ0 sur BextΩ (2.52)
D’un point de vue formulation éléments finis, cette zone est composée d’une couronne
intérieure et{ou extérieure d’un élément d’épaisseur d’ordre 1 (cf figure 2.15). On utilise les
contributions sur les termes de collages de la frontière BΩ1c, apportées par cette couronne.
Pour expliquer l’utilité de cette couronne, séparons les inconnues nodales entre celles as-
sociées aux inconnues internes de couplage habituelles Λi, celles associées aux inconnues
Λb relatives aux frontières extérieures BΩ1c et celles Λe relatives aux frontières externes des










Figure 2.15 — Intégration des couronnes intérieure et extérieure sur le maillage intermé-
diaire.
Dans ces conditions, il est possible d’obtenir une matrice de couplageCE pour le domaine
Ω1c qui peut se décomposer en fonction des variables internes Λi et des variables de bords

















Les dimensions de cette matrice CE étant basées sur le nombre de degrés de liberté n
c
du domaine Ω1c. nc étant la somme de l’ensemble ni des degrés de libertés internes Λi et de
la somme nb des degrés de libertés de frontières Λb. Sur le domaine des couronnes Ω, la
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Les dimensions de la matrice CE étant liées à la somme des degrés de libertés n
 des do-
maines couronnes Ω. Ce nombre n est l’addition des nb et de la somme des degrés de liberté
ne des frontières BextΩ. Ces deux matrices ne sont toujours pas inversibles (KerpCEq  t0u
et KerpCEq  t0u ). La matrice de l’opérateur de couplage écrite sur la zone complète
(Ω1cYΩ) est construite par l’assemblage des deux matrices CE (2.53) et CE (2.54) de sorte
que :
C4E 





La matrice du domaine de collage complet n’est toujours pas inversible, cependant on
constate que le bloc relatif aux variables Λi,Λb est inversible dans cette configuration. En
effet, la contribution liée aux interactions d’interfaces entre Ω1c et Ω assure cette propriété
si l’interface BΩ1c est suffisamment grande. Ainsi, le but de ces couronnes n’est pas d’aug-
menter le nombre de degrés de liberté ou la taille de la zone de couplage, mais d’utiliser les
réactions de cette couronne afin de contraindre les mouvements de corps rigides de la zone
de collage. Pour que le problème complet soit correctement posé, on utilise un opérateur
de trace qui permet de restreindre la matrice C4E (2.55) au bloc inversible rΛi,Λbs qui est










L’opérateur de couplage C4E (2.55) peut être réduit à la matrice bloc rΛi,Λbs, de sorte
que l’on définisse le nouvel opérateur de couplage CE (2.57) par :










En pratique, on ajoute des conditions de Dirichlet sur la frontière des couronnes (Λe 
0 sur BextΩ) pour que le problème soit bien posé. Le terme de couplage ainsi défini est
inversible avec un noyau nul (KerpCEq  t0u). Cette inversibilité étant assurée par les
termes relatifs aux efforts apportés par la présence de couronnes intérieure et{ou extérieure.
Notons que l’application de l’opérateur de trace T nécessite cependant que les variables
de l’opérateur énergétique C4E soient toutes évaluées sur le maillage intermédiaire T c. Ainsi,




BTc Bc dv (2.58)
avec les variables des domaines sous-jacents projetées sur le domaine intermédiaire. La stra-
tégie employée pour ce transfert nécessite d’utiliser un opérateur de projection global de
champs Πk  ΠkÑc (k  t0, 1u) pour que l’opérateur de couplage puisse être défini avec les
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variables des domaines Ωk. Cette projection de variables e du domaine Ωk sur le domaine
intermédiaire Ωc peut s’écrire :
eλ  Πkek (2.59)
On propose d’utiliser un opérateur de projection L2 qui assure la propriété suivante 2 :
»
Ω1cYΩ
NTc Nc eλ dv 
»
Ω1cYΩ










De plus amples explications concernant l’opérateur de projection Πk sont données dans
l’annexe (A).
Pour le raccord de type énergétique, l’écriture matricielle des systèmes élémentaires du


























K 11 ΠT1 pT C4E
T
T T q
pT T C4E T qΠ1 0
ﬀ
(2.63)
La formulation des systèmes élémentaires Arlequin telle que nous l’avons proposée, né-
cessite que l’opérateur de collage C4E soit exprimé sur le maillage intermédiaire, afin d’être
en mesure d’appliquer l’opérateur de trace (2.62,2.63), modifiant la matrice complète (2.39)
avec des matrices de projection (2.61) et des matrices de couplage définies sur le domaine
intermédiaire (2.58). Le système Arlequin sur le domaine intermédiaire peut ainsi s’écrire : K 10 0 ΠT0 CT0 K 11 ΠT1 CT








2.4.5 Stratégie de modélisation
Pour la mise en place, réalisée dans ces travaux, d’une modélisation d’un problème Ar-
lequin, nous adoptons un point de vue de modélisateur. Supposons que le modèle substrat,
avec son maillage T 0, soit une donnée qui ne doit pas être modifiée. Le modélisateur, voulant
enrichir ce modèle par le biais de la méthode Arlequin, aura simplement à rajouter un détail
géométrique (un perçage, une fissure, ...) ou un comportement spécifique (plasticité, endom-
magement, ...) dans une partie d’intérêt et limitée de la structure. Cet enrichissement est
2. On peut remarquer que ce type de transfert est équivalent à l’écriture d’un opérateur de collage Arlequin
L2 (2.49)
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défini sur un patch possédant son maillage. Remarquons que nous pouvons même imaginer
que ce patch provient d’une banque de modèles paramétrisés.
Pour appliquer la méthode Arlequin sur un modèle substrat, nous considérons le cas où
le modèle de la zone libre du patch Ω1f (ou zone d’intérêt) est une donnée qu’il est juste
nécessaire d’adapter pour compléter le patch. Afin de répondre à une utilisation industrielle,
nous ne faisons aucune hypothèse sur la compatibilité du maillage du patch, autant en volume
qu’en frontières, avec le maillage du modèle substrat.
Dans nos travaux, un outil de construction de maillage est développé pour aboutir plus
simplement à un problème Arlequin. Cet outil de construction procède en deux étapes. La





(b) Modèle de la zone libre du patch
Figure 2.16 — Modèle substrat et modèle libre du patch donnés initialement.
Comme indiqué, le modèle substrat est une donnée initiale qui n’est pas modifiée (cf
figure 2.16(a)). La partie libre du patch Ω1f est une création nouvelle (cf figure 2.16(b))
que l’utilisateur propose pour simuler un comportement local dont la complexité n’est pas
accessible au modèle global. Ce modèle secondaire est défini de dimensions suffisantes pour
capter la complexité de la zone d’intérêt. Le constructeur automatique rajoute alors plusieurs
couches d’éléments, servant pour le couplage, au niveau et à partir de la zone périphérique du
patch BΩ1f (cf figure 2.17(a)). Observons que la zone de couplage Ω1c n’existe que là où elle
se superpose physiquement au domaine substrat Ω0 (cf figure 2.17(b)). Plus explicitement, si
le patch a une frontière en commun avec une frontière du substrat, il n’y aura pas de création
de zone de collage autour de la zone libre du patch en dehors de la matière. Le maillage de
cette zone Ω1c est créé en continuité du maillage défini pour la partie libre du patch Ω1f (cf
figure 2.18(a)). À partir de chaque nœud de la frontière BΩ1f , où il y a présence du modèle
substrat, on calcule une normale à la frontière à partir de la moyenne des normales issues
des nœuds voisins. En définissant certains paramètres, tels que l’épaisseur des éléments ou
le nombre de couches d’éléments de couplage, il est possible de construire le maillage de la
zone de collage Ω1c. Le comportement de cette zone est identique à la partie libre. Ces deux
maillages compatibles en frontière définissent le maillage T 1 du patch.
Une fois que le modèle patch est entièrement défini avec sa zone de couplage, le maillage
de cette zone de couplage Ω1c est dupliqué pour former le maillage de l’espace médiateurM.
Ainsi, la difficulté d’évaluation des termes de couplage, liée à l’incompatibilité des maillages
dans la zone de couplage Ω1c, n’existe que pour la matrice de couplage notée C0. Une se-









(b) Patch débordant du domaine substrat
Figure 2.17 — Construction de la zone de collage selon la géométrie.
conde modification intervient sur la "structure" intermédiaire afin d’être en mesure d’évaluer
correctement les termes de pondération à retrancher aux rigidités des modèles. La zone Ω1f
du maillage intermédiaire est nécessaire mais n’a pas besoin de description précise, puisque
la pondération s’effectue de façon constante. Le maillage de la zone Ω1f , du maillage inter-
médiaire, est défini de dimension identique mais avec une discrétisation déraffinée au maxi-
mum afin de simplifier le calcul des intégrales de rigidités corrigées pour le modèle substrat
K 10. Cette zone interne Ω1f n’a pas besoin d’être reliée de façon compatible à la zone de
collage Ω1c parce qu’elle n’influence pas le champ de multiplicateur servant au couplage (cf










Figure 2.18 — Modèle patch et maillage intermédiaire construits.
2.4.6 Détails et recommandations
Même si la mise en œuvre que nous avons effectuée permet une utilisation facilitée de la
méthode Arlequin, il est important de respecter certaines règles de modélisation pour garder
à l’approche toute sa pertinence. On note deux préconisations :
1. la zone libre du patch Ω1f doit être telle que cette zone contienne tous les éléments du
substrat affectés par l’altération (contenue dans la zone libre).
2. lorsque les deux modèles superposés ont des représentations différentes de la physique
du problème (homogène{hétérogène, coque{3D, continue{discrétisée, etc ). L’espace
médiateur doit être choisi de sorte à éviter le "verrouillage" de la solution fine sur la
solution grossière.
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2.4.7 Résolution directe
L’ensemble de cette mise en œuvre permet d’avoir une utilisation simple de la méthode
Arlequin tout en gardant un calcul précis des termes composant ses différents opérateurs.
L’étape suivante est de penser à la rapidité d’exécution de la méthode qui est particulièrement
attachée aux méthodes de résolution du système Arlequin complet. L’idéal étant que l’uti-
lisation de la méthode Arlequin ne se fasse pas au détriment du temps de calcul, la rendant
plus difficilement applicable du point de vue de la conception industrielle. Les performances
d’utilisation de la méthode doivent égaler, (voire être meilleures) que celles obtenues avec
les approches habituellement utilisées pour faire de la simulation numérique avec une repré-
sentation adaptée dans certaines zones, comme les méthodes rigides de relations linéaires
entre nœuds (MPC) ou les méthodes de minimisation pour les utilisateurs plus expérimentés
(Mortier surfacique).
Pour évaluer et valider la méthode, le système Arlequin est résolue dans un premier temps
de façon séquentielle. La structure du système assemblé (2.21) que fournit la méthode est une
matrice symétrique mais non définie positive. Cette matrice possède, en effet, des termes nuls
sur la diagonale. La résolution de ce système nécessite qu’une stratégie de sélection de pivots
soit utilisée pour pallier cette difficulté. Le solveur MUMPS [2] (Multifrontal Massively
Parallel Solver) a été retenu pour la résolution. Ce solveur possède en plus la particularité
d’être capable de fournir une base du noyau du système, qui est utile pour la recherche des
modes rigides, mais aussi d’effectuer la factorisation du système avec du multi-threading.
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2.5 Validation des performances
Maintenant que la méthode Arlequin est mise en œuvre dans un code de calcul, nous al-
lons évaluer les performances sur quelques cas tests. De plus, afin de faciliter l’utilisation de
la méthode, une proposition de réglages de base nécessite d’évaluer l’influence des différents
paramètres de la méthode.
Ces différentes évaluations sont étudiées en même temps que l’application de la méthode
sur des simulations de plus en plus complexes.
2.5.1 Cas d’une plaque percée en deux dimensions
Pour cette première modélisation, on veut simuler le cas d’une plaque percée en deux
dimensions, sollicitée en traction dans son plan. On considère pour cela une plaque carrée,
de côté 200mm avec un perçage de 2mm de diamètre, placé au centre de la plaque. Deux
côtés opposés sont soumis à des déplacements donnés, égaux en modules et opposés en sens.












Figure 2.19 — Schéma de modélisation d’une plaque percée.
On adopte les hypothèses de petites perturbations et on suppose que le matériau consti-
tuant est élastique homogène et isotrope, de module d’Young E  2  105MPa et de coeffi-
cient de Poisson ν  0, 3.
Pour la modélisation de ce problème dans le cadre Arlequin, la plaque sans perçage est
représentée par un modèle substrat élastique ayant une discrétisation régulière de type grille.
Cette grille est composée de 32  32  1024 carrés, tous identiques de type bi-linéaire
avec 4 nœuds (élément C2D4). Le perçage est représenté par un patch, élastique et linéaire,
carré de 40mm de côté avec une discrétisation triangulaire de Delaunay, raffinée en bord
de perçage. Cette discrétisation est constituée de 630 éléments quadratiques triangles avec 6
nœuds, isoparamétriques (élément C2D6) (cf figure 2.20). Les zones de couplage du patch et
du maillage intermédiaire sont constituées d’éléments quadratiques rectangulaires à 8 nœuds
(élément C2D8). Le zone libre du maillage intermédiaire est constitué de 3 éléments triangles
linéaires (élément C2D3). Ainsi, on démontre la possibilité d’effectuer une modélisation avec
un couplage entre éléments finis possédant des ordres et des géométries différentes.
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Figure 2.20 — Modélisation Arlequin du problème de plaque percée en deux dimensions.
Afin d’évaluer les performances de la méthode, les résultats Arlequin sont comparés à
ceux obtenus à l’aide d’une modélisation monomodèle d’éléments triangulaires quadratiques
classiques à 1402 éléments. Le nombre d’éléments entre les deux modélisations est donc
équivalent sachant que les discrétisations au voisinage du trou sont identiques. Pour ce cas
bidimensionel, la comparaison porte sur la valeur de la contrainte σyy, au nœud le plus proche
du bord de perçage (point A cf figure 2.19). Par ailleurs, les influences de la pondération des
énergies, de l’opérateur de couplage et du nombre des couches de couplage sur les résultats
sont examinés. Ils sont reportés dans le tableau (2.1).
(a) Cas de référence (b) Patch Arlequin
Figure 2.21 — Comparaison de la réponse de la contrainte σyy entre le cas de référence et le
patch Arlequin.
Ce tableau permet de comparer des patchs ayant une, deux, quatre ou huit couches d’élé-
ments assurant le couplage entre les modèles (cf figures 2.22). De plus pour chaque cas, on
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Ponderation L2 H1 Energ + int Energ + ext Energ + int et ext
n = 1 w=cst 0,16 % 0,15 % 0,11 % 0,17 % 0,10 %
n = 1 w=lin 0,16 % 0,15 % 0,11 % 0,17 % 0,10 %
n = 1 w=R 0,16 % 0,15 % 0,11 % 0,17 % 0,10 %
n = 2 w=cst 0,16 % 0,15 % 0,11 % 0,16 % 0,11 %
n = 2 w=lin 0,16 % 0,15 % 0,11 % 0,15 % 0,12 %
n = 2 w=R 0,16 % 0,15 % 0,11 % 0,15 % 0,12 %
n = 4 w=cst 0,18 % 0,15 % 0,12 % 0,25 % 0,11 %
n = 4 w=lin 0,16 % 0,15 % 0,13 % 0,16 % 0,12 %
n = 4 w=R 0,16 % 0,16 % 0,13 % 0,69 % 0,12 %
n = 8 w=cst 0,16 % 0,16 % 0,14 % 0,20 % 0,12 %
n = 8 w=lin 0,17 % 0,17 % 0,17 % 0,21 % 0,14 %
n = 8 w=R 0,18 % 0,17 % 0,18 % 0,21 % 0,16 %
Tableau 2.1 — Tableau d’erreurs de σyy par rapport à un cas de référence quadratique.
teste différents opérateurs de couplage (L2, H1, énergétique avec blocage par couronne in-
térieure, extérieure ou les deux). Enfin, pour toutes ces simulations, le type de pondération
varie entre des fonctions constantes (valant 0, 5), des fonctions linéaires ou des fonctions
plus régulières. Les paramètres choisis pour les opérateurs de couplage suivent les recom-
mandations données dans [37], en prenant le coefficientK relatif à la raideur du matériau. Le





Figure 2.22 — Patch avec augmentation du nombre d’éléments dans la zone de collage.
On constate que, pour le couplage d’un modèle substrat linéaire avec un modèle patch
quadratique, l’opérateur de couplage, le type de fonction de pondération ou le nombre de
couches d’éléments de couplage n’influent pas sur la qualité du résultat de la contrainte
σyy en bord de perçage. Ainsi, changer le type d’opérateur peut s’effectuer sans modifier la
qualité des résultats.
Les résultats de ces simulations peuvent aussi s’observer sur le couplage des déplace-
ments entre les deux modèles. Observons la progression des déplacements selon ÝÑe2 par rap-
port aux points situés sur la ligne "trame_y" (cf figure 2.19). Pour améliorer la visualisation
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du couplage entre les deux modèles, on ne représente qu’une partie des nœuds du maillage
substrat, compris entre les coordonnées en y [20, 20], pour les cinq différents types d’opé-
rateur. La zone d’intérêt du patch est située dans la zone [10, 10] avec une zone de couplage
qui diverge selon le type d’opérateur de couplage. La zone de couplage pour les opérateurs
L2 etH1 est située dans les parties [11,10] et [10, 11] (cf figures 2.23(a) et 2.23(b)). Pour
les opérateurs à une couronne de type énergétique, la zone de couplage est située dans les
parties [12,10] et [10, 12] (cf figures 2.23(c) et 2.23(d)). Enfin pour le couplage énergé-
tique avec couronnes intérieure et extérieure, cette zone est [13,10] et [10, 13] (cf figure
2.23(e)).
En bilan, on remarque que les modèles sont parfaitement reliés quelque soit l’opérateur
de couplage utilisé (cf figures 2.23). Malgré les maillages incompatibles, le champ de dépla-
cement Uy du modèle patch suit le champ de déplacement du modèle substrat dans la zone
de collage et évolue suivant le rapprochement du perçage.
Comme expliqué lors de la mise en œuvre de la méthode, l’opérateur de couplage éner-
gétique nécessite l’utilisation d’un opérateur de projection ainsi qu’une stratégie de blocage
des modes rigides. Pour bien comprendre l’utilité de ce blocage, on expérimente certaines
situations basées uniquement sur des mouvements de corps rigides. Pour cela, le problème
de plaque percée est repris et seuls les chargements sont modifiés. On impose un mouvement
de corps rigide à la plaque par le biais d’un déplacement vertical vers le haut, au niveau des
frontières supérieure et inférieure. Pour le domaine patch, un déplacement vertical opposé,
vers le bas, est apposé en bord de perçage (cf figure 2.24).
– dans un premier scénario, l’opérateur énergétique est employé sans utiliser de cou-
ronne de blocage. Dans ce cas, lors de la simulation, le solveur détecte trois modes
rigides correspondant à deux déplacements et une rotation du domaine patch. L’ob-
servation des résultats nous montre que les mouvements de corps rigides du modèle
substrat ne sont pas transmis au modèle patch. De plus, on constate que les contraintes
de Von-Mises sont nulles sur l’ensemble des modèles (cf figures 2.25(b)).
– dans un deuxième scénario, l’opérateur énergétique est employé avec blocage des
modes rigides par une couronne interne. Cependant, plutôt que d’utiliser le terme de
projection L2, l’opérateur employé est de type H1 sans les termes L2 (cf annexe A).
Lors de la simulation, le solveur ne détecte pas de modes rigides néanmoins, lors de
l’observation des résultats, on constate que les mouvements du substrat ne sont pas
transmis au modèle patch (cf figure 2.25(a)). De plus, de la même manière que pour la
configuration précédente, les contraintes de Von-Mises sont nulles (cf figure 2.25(b)).
Les résultats visuels de simulations sont exactement les mêmes que dans la configura-
tion précédente. Dans ce cas, le noyau de l’opérateur de couplage est bien nul rendant la
matrice inversible, cependant, les modes rigides du modèle substrat ne sont pas trans-
férés lorsque l’on utilise un opérateur de transfert de ce type. Il est possible d’utiliser
un opérateur de transfert de type H1, puisque le terme L2 transmet les modes rigides,
cependant, il est plus compliqué à mettre en œuvre. En effet, on doit alors régler le pa-
ramètre de longueur caractéristique. De plus, son évaluation est plus complexe qu’un
opérateur de transfert de type L2.























































































(e) Opérateur de couplage énergétique avec couronne
interne et externe
Figure 2.23 — Courbe de déplacement selon l’axe y des nœuds situés sur la ligne trame_y
des modèles substrat et patch.
60
CHAPITRE 2. LA MÉTHODE ARLEQUIN






Figure 2.24 — Schéma de sollicitations des modes rigides d’une plaque percée.
(a) Déplacement vertical (b) Contraintes de Von-Mises
Figure 2.25 — Tests de configurations concernant l’opérateur énergétique
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2.5.2 Cas d’une simulation multipatch en trois dimensions.
Pour cette deuxième modélisation, on considère le cas d’une poutre en forme de L en trois
dimensions comportant une rigole (cf figure 2.26). Cette poutre a un déplacement imposé nul
sur la surface rCDJKs et est sollicitée par un déplacement vertical vers le bas sur la surface
rAFHGs. Le matériau employé pour tous les modèles est un acier possédant un module
d’Young E  2  105MPa et un coefficient de Poisson de ν  0, 3. On reste dans le cadre
















, sur la surface AFGH








Figure 2.26 — Schéma de la poutre L en 3 dimensions.
Pour la modélisation du problème dans le cadre Arlequin, il y a cinq modèles (cf figure
2.27). Le premier, noté ¬, est le modèle substrat qui représente l’ensemble de la poutre et
possède un maillage régulier de type brique trilinéaire de 3072 éléments avec deux éléments
dans l’épaisseur. Le premier patch, noté ­, est un modèle raffiné permettant d’intégrer une
rigole, de 2mm de diamètre de centre rEIs. Ce patch est positionné dans le coin de la poutre
et composé de 2900 éléments avec cinq éléments dans l’épaisseur (même nombre d’éléments
dans l’épaisseur que les autres patchs). Le deuxième patch, noté®, est composé de 2010 élé-
ments et permet de faire le lien avec des patchs plus raffinés (dans notre cas, c’est surtout
plus démonstratif des possibilités que d’une quelconque utilité). Ce patch, ®, fait la passe-
relle entre le modèle substrat,¬, et les deux patchs raffinés,¯ et° : ces deux derniers patchs
ne sont collés que sur le patch ®. Pour ces deux patchs qui représentent les coins surcon-
traints, les modèles sont identiques et sont composés de 960 éléments (¯,°). Le maillage
du modèle ° est construit par une duplication du maillage ¯, puis une rotation pour que le
raffinement soit dans le coin inférieur droit. On montre la possibilité d’employer un même
maillage pour plusieurs patchs sans devoir en créer un nouveau.
Le but de cette simulation est de montrer la robustesse et les possibilités qu’offrent la
méthode Arlequin pour la modélisation des structures. Dans ce cas, la modélisation est
constituée à l’aide de quatre patchs qui permettent d’avoir une discrétisation raffinée dans
les zones de fortes contraintes. Ces patchs ont pour particularités supplémentaires d’avoir
des maillages incompatibles, autant de façon longitudinale que dans l’épaisseur par rapport
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Figure 2.27 — Modélisation d’une poutre avec 4 patchs dont 2 patchs situés sur un patch.
au modèle substrat. Dans cette simulation, on expose aussi le fait que l’on puisse superposer
un patch sur un autre patch intermédiaire comme pour les modèles ¯ et ° sur le modèle ®.
Afin de montrer l’efficacité de la modélisation Arlequin, on montre le champ de
contraintes de Von-Mises obtenu sur les trois patchs raffinés (¬,¯,°). On constate que les
zones de surcontraintes sont localisées dans trois coins de la poutre (cf figure 2.28) et que,
si on compare à un cas monomodèle, les erreurs sur les contraintes maximales varient entre
0, 4 à 6% pour 2, 5 fois moins de degrés de liberté.
Figure 2.28 — Représentation de la contrainte de VonMises sur les trois patchs raffinés.
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2.6 Bilan
Dans ce chapitre, la formulation Arlequin a été rappelée avec tous les constituants, utilisés
en mécanique continue, que l’on peut trouver dans la littérature. L’originalité porte sur la
façon avec laquelle nous avons choisi de la mettre en œuvre dans le code de calcul éléments
finis, Z-set{ZéBuLoN. Cette mise en œuvre voulant répondre aux besoins de robustesse et
de flexibilité, aucune hypothèse restrictive ne porte sur la compatibilité des modèles. Seuls le
modèle substrat et le modèle libre du patch font parties des données initiales, nécessaires à la
formulation du système Arlequin. Grâce à un outil de construction de maillage, une zone de
collage est ajoutée à la périphérie de la zone libre du patch. Un espace intermédiaire, dérivé
du modèle patch, fait alors la liaison entre le substrat et le patch. Seule la zone du maillage
intermédiaire, utilisée dans la zone de collage, est conservée. La zone interne, ne servant qu’à
la pondération des modèles, est déraffinée afin de réduire les coûts de calcul des matrices de
rigidités pondérées. Une fois que les modèles sont construits, il est possible d’évaluer les
termes de rigidités et de couplages grâce à des techniques de transferts de champs ainsi que
par l’utilisation d’un algorithme qui génère une règle d’intégration adaptée pour le maillage
intermédiaire. Cet algorithme permet l’utilisation robuste de la méthode Arlequin dans le cas
de maillages non compatibles.
Dès que les termes, nécessaires à la formulation Arlequin, peuvent être évalués, la mise
en œuvre est complétée à l’aide d’éléments créés dynamiquement. Pour une bonne utilisation
de la méthode, des détails et recommandations sont donnés. Une explication plus détaillée de
l’opérateur de couplage de type énergétique est également fournie. Enfin, les performances
de cette mise en œuvre sont testées et validées.

CHAPITRE
3 Décomposition etParallélisation de la
méthode Arlequin
Dans ce chapitre, une stratégie de résolution, permettant d’utiliser efficacement les ma-
chines à architecture parallèle, est présentée pour une application à des problèmes issus de
formulation Arlequin. L’objectif est de disposer, à terme, d’un outil robuste et efficace pour
traiter des problèmes complexes produisant des systèmes d’équations de grande taille.
Dans la première partie, sont expliqués les principes des méthodes de décomposition de
domaine sur lesquelles sont basés ces développements. On détaille les approches primale et
duale ainsi que certains préconditionneurs, qui permettent d’améliorer considérablement les
performances des solveurs itératifs employés dans ce type d’approches.
Dans une seconde partie, l’association des techniques par décomposition de domaine à la
méthode Arlequin est exposée, ainsi qu’un préconditionneur allégé fournissant d’excellentes
performances lorsqu’il est associée à une méthode originale de transmission des modes ri-
gides. La mise en œuvre de cette méthode a été menée au sein du code Z-Set{ZéBuLoN. La
fin du chapitre est ainsi consacrée à l’évaluation des performances de cette approche pour la
résolution de problèmes mécaniques mono et multipatchs.
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3.1 Introduction
La mise en œuvre opérationnelle de la méthode Arlequin, exposée au chapitre précédent,
nous permet de disposer d’une stratégie numérique à fort potentiel pour la modélisation
d’une grande variété de problèmes multiéchelles. Cependant, alors que le logiciel Z-Set{
Zébulon dispose de fonctionnalités évoluées pour la résolution par décomposition de do-
maine, il semble regrettable de ne pas pouvoir en bénéficier lors de résolutions de problèmes
Arlequin, où la nature même des conditions de raccords semble fournir un cadre particuliè-
rement favorable pour ce type d’approche.
Si l’utilisation de solveurs gérant le multi-processus, dit multithreading, sont capables
de répartir un calcul sur plusieurs unités de traitement, ce type d’approche n’est malheu-
reusement pas bien adapté aux modélisations Arlequin. En effet, la présence de nombreux
termes diagonaux nuls (liés aux multiplicateurs) conduit à devoir recourir à des stratégies de
pivotements, qui ne facilitent pas la tâche de parallélisation éventuelle, lors d’approche mul-
tifrontale ou par dissection. En conséquence, ce type de résolution, employé pour un système
Arlequin, s’avère non adapté pour la factorisation puisque le temps de résolution ne diminue
pratiquement pas lorsque le nombre de threads, ou tâches, augmente.
L’approche que nous avons retenue, ici, repose sur l’écriture du système matriciel Arle-
quin dans un contexte de décomposition de domaine avec interfaces recouvrantes. La mé-
thode Arlequin, par sa nature multiéchelle, distingue naturellement des sous-problèmes sé-
parés. Ainsi, le recours à un solveur parallèle itératif semble bien approprié. Les travaux
précédents relatifs à la résolution parallèle des systèmes Arlequin sont ceux développés dans
le cadre de la thèse de N. Elkhodja [37, 15]. Ils ont permis d’établir un préconditionneur
allégé qui est repris dans la suite et exploité efficacement sur des problèmes complexes, avec
interfaces incompatibles.
Pour simplifier et clarifier les développements qui suivent, une présentation basée sur la
décomposition en deux sous-domaines a été choisie, ce qui nous a semblé pertinent au vu de
l’application à un cadre Arlequin où les jonctions entre modèles sont généralement réalisées
par paires.
3.2 Décomposition de domaine sans recouvrement
L’origine des approches par décomposition de domaine remonte aux travaux de
H. Schwarz [109, 110] (cf section 1.2.2). Leur réel essor est dû à l’augmentation des tailles
des problèmes à résoudre et la nécessité de disposer de stratégies de résolution pouvant tirer
parti des calculateurs à architecture parallèle.
Depuis une vingtaine d’années, des méthodes de décomposition de domaines (MDD)
[38, 85, 48] ont pris un essor considérable dans le cas de domaines non-recouvrants (le
plus souvent pour des interfaces surfaciques compatibles). D’un point de vue algébrique,
il n’existe pas d’obstacle insurmontables au traitement par décomposition de domaine d’un
recouvrement volumique dont la discrétisation dans un cadre éléments finis fait apparaître
des maillages incompatibles.
Reconsidérons le problème classique d’élasticité linéaire défini au chapitre précédent
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(cf 2.2). Il est possible de partitionner ce domaine Ω en deux sous-domaines Ωp1q et Ωp2q




















Un déplacement ÝÑu 0 est appliqué sur la partie Γu, du sous-domaine Ωp1q, et des efforts
imposés T piq sur les parties ΓpiqT (i  t1, 2u). Le problème complet (cf partie 2.3), peut
s’écrire sous la forme des deux problèmes suivants où il faut trouver pÝÑu p1q,ÝÑu p2qq P Wp1q
Wp2q ;
@ÝÑv p1q PWp1q, ³
Ωp1q
















@ÝÑv p2q PWp2q, ³
Ωp2q



























Il est à noter queÝÑT piq  σpiq.ÝÑn piq. Les deux domaines sont reliés, au niveau de l’interface
Υ, par les conditions de transmissions suivantes :
– la continuité des déplacements :
ÝÑu p1q  ÝÑu p2q sur Υ (3.8)
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– l’équilibre des efforts :
σp1q.ÝÑn p1q   σp2q.ÝÑn p2q  ÝÑ0 sur Υ (3.9)
Les équations (3.4),(3.5) et les équations de raccord (3.8) et (3.9) produisent alors un
système équivalent au problème écrit sur le domaine global.
En pratique, la stratégie de résolution usuelle de ce type de problème revient à conden-
ser l’écriture d’un système d’équations aux interfaces en utilisant deux approches. La pre-
mière, dite primale, consiste à imposer la continuité des déplacements d’interface (3.8), en ne
conservant qu’une unique inconnue de déplacement d’interface, pour les deux systèmes puis
de satisfaire, à convergence, l’équilibre des efforts (3.9). La deuxième approche, dite duale,
fonctionne en imposant l’équilibre des efforts sur l’interface, en utilisant une unique incon-
nue d’interefforts, puis en assurant, à convergence, la continuité des déplacements d’inter-
face. Il existe aussi d’autres procédures dites mixtes qui sont basées sur une communication
d’une combinaison de déplacements et d’efforts d’interface. Les deux premières procédures
de résolution sont expliquées plus en détail dans les deux parties suivantes, car c’est à partir
de celles-ci que sont développées l’approche de résolution par décomposition de domaine
du système Arlequin. Pour détailler les explications relatives aux deux premières approches
pour des discrétisations de type éléments finis, définissons tout d’abord quelques opérateurs
indispensables.
Notons l’espace fonctionnel de l’interface entre ces deux sous-structures, qui est d’une





Les ensembles définis, il faut s’intéresser aux passages entre les différents espaces. La
première opération qui permet de passer d’un sous-domaine à son interface est l’opérateur
de trace Trpsq :
Trpsq : H1pΩpsqq Ñ H1{2pΥpsqq (3.11)
ÝÑv psq Ñ ÝÑv psq
|Υpsq
(3.12)
Cette écriture est due aux méthodes de décomposition de domaine où l’on distingue les
aspects "globaux" (termes définis sur l’ensemble de la structure Ω ou sur l’interface Υ) des
aspects "locaux" (termes définis séparément pour chacun des sous-domaines Ωpsq ou de leur
interface respectif Υpsq). On constate que l’opérateur de trace Trpsq est une opération locale.
Afin de communiquer entre les différents sous-domaines, on emploie des opérateurs qui s’in-
téressent aux passages entre les grandeurs locales et les grandeurs globales. Ces opérations
sont de type assemblages, nommées projection, ou de type localisation, nommées restriction.
L’opération la plus simple est l’injection canonique de Υpsq dans Υ est :
Apsq : YΥpsq Ñ YΥ (3.13)
ÝÑv psq Ñ
 ApsqÝÑv psq  ÝÑv psq surΥpsqApsqÝÑv psq  ÝÑ0 ailleurs (3.14)
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et réciproquement de Υ dans Υpsq :
Apsq
1
: YΥ Ñ YΥpsq (3.15)
ÝÑv psq Ñ Apsq1 ÝÑv psq  ÝÑv psq
|Υpsq
(3.16)
On remarque que ces opérations sont définies différemment selon le type d’approche
lorsque l’on a plusieurs interfaces et notamment par rapport aux types de connectivités et à
l’apparition de points triples. Plus de détails sont disponibles dans les travaux de P. Gosselet
[47].
3.2.1 Approche primale
L’approche Primale est aussi dénommée BDD pour Balancing Domain Decomposition.
Elle a été proposée par J. Mandel [85]. Dans cette approche, la continuité des déplacements
est imposée sur l’interface puis, via une condensation des sous-systèmes, un solveur itératif
assure, à convergence, l’équilibre des interefforts. À partir de l’équation du système global,
pour chaque sous-domaine Ωpsq, s P t1, 2u, le système est redéfini en fonction des variables
internes (i) et des variables d’interfaces (b) :




























Kpsq étant la matrice de rigidité d’un sous-domaine, U psq le déplacement relatif, F psq le
vecteur d’efforts extérieurs. Le déplacement à l’interface Ub est défini de façon unique afin
d’avoir automatiquement la continuité des interfaces, les réactions sont alors naturellement
éliminées. Le déplacement interne Uipsq peut s’obtenir à partir de l’inverse de l’opérateur de




Ce système est régulier. Ce champ interne peut être remplacé dans les équations relatives
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avec comme définitions des termes :#
Sp










L’équation (3.20) représente la condensation d’un sous-domaine au niveau de l’inter-
face, Sppsq étant l’opérateur de Schur primal d’un sous-modèle et bppsq les efforts résultants.
Pour assembler les deux sous-domaines dans l’approche primale, on impose la continuité des
déplacements (3.8) à l’interface. Ainsi, pour notre problème à deux sous-domaines, sur l’in-







Ub  Ap1qbp1qp   Ap2qbp2qp
Sp Ub  bp (3.22)












C’est la vérification de cette équation (3.22) qui permet de vérifier l’équilibre des efforts.
3.2.2 Approche duale
Dans cette deuxième méthode dénommée FETI pour Finite Element Tearing and
Interconnecting, développée par C. Farhat et F.X. Roux [38], c’est l’équilibre des efforts qui
est imposé sur l’interface puis, via une condensation des sous-systèmes, le solveur itératif
assure, à convergence, la continuité des déplacements. En partant des problèmes (3.17) mais
sans imposer l’unicité du déplacement d’interface, les systèmes relatifs aux sous-domaines
s’écrivent :
KpsqU psq  F psq   λpsq (3.24)¸
psq
ApsqtpsqU psq  0 (3.25)¸
psq
Apsqtpsqλpsq  0 (3.26)
avec tpsq, la discrétisation de l’opérateur de trace Trpsq (3.11). Si on impose l’unicité de
l’inconnue d’interface λb, où λpsq  ApsqTλb. L’équation (3.27) devient :
KpsqU psq  F psq   tpsqTApsqTλb (3.27)
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Pour écrire le problème en fonction des variables d’efforts λb, il faut éliminer les incon-
nues de déplacements U psq en inversant éventuellement la matrice de rigidité Kpsq. Or, ce
système définit l’équilibre du sous-domaine Ωpsq soumis à un effort sur son interface. Ceci
peut conduire à un système posé, pour une solution définie, à un mouvement de corps rigides
près (suite à un potentiel manque de conditions de Dirichlet) comme pour le sous-domaine
Ωp2q pour notre problème à deux sous-domaines. Dans ces conditions, on utilise la pseudo-
inverse de Kp2q, notée Kp2q , définie par :
@x P ImpKp2qq, Kp2qKp2q x  x (3.28)
Les variables du problème sont ainsi décomposées en celles appartenant à la partie défor-
mée de la structure (dans ImpKp2qq) et celles appartenant à la partie rigide (dansKerpKp2qq)
à énergie nulle. Il est donc nécessaire de faire apparaître une base R de KerpKp2qq et α un
vecteur d’amplitudes des déplacements de solides rigides. On écrit alors :
U p2q  Kp2q pF p2q   tp2qTAp2qT .λbq  R.α (3.29)
Cette expression doit être accompagnée d’une condition nécessaire pour fixer les modes
rigides. En notant que x P ImpKp2qq Ø x K KerpKp2qT q et en utilisant la symétrie de Kp2q,
cette condition s’écrit :
RT pF p2q   tp2qTAp2qT .λbq  0 (3.30)
Lorsque l’on condense l’équation (3.29) au niveau de l’interface, à l’aide de l’équation
de continuité des déplacements (3.8) et de l’équilibre des efforts (3.9), le système complet














F p1q  Ap2qtp2qKp2q F p2q

(3.31)













 °psq ApsqtpsqKpsq F psq (3.32)
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Sd étant le complément de Schur dual global et bd le vecteur des déplacements géné-
rés par les efforts condensés aux interfaces. Le système complet (3.32), en approche duale,














où on désigne les termes G et e de notre problème à deux sous-domaines par : G  Ap2qtp2qReT  F p2qTR (3.35)
Dans ce système, le second bloc ligne, qui fait référence à l’équation (3.30), est un pro-
blème de faible dimension, dit grossier, posé sur l’ensemble des interfaces. La résolution de
cette contrainte d’admissibilité peut s’effectuer par un algorithme de gradient projeté, faisant
intervenir une condition d’initialisation des efforts λ0 ainsi qu’un projeteur P sur KerpGT q
qui assure la recherche des réactions dans l’espace des modes rigides (cf [38]). Ainsi, dans le
même temps qu’on résout le problème de décomposition de domaine, le champ des réactions
λb est aussi contraint pour tenir compte des mouvements de corps rigides. Ainsi, à chaque
itération k, on assure la recherche dans le bon espace (3.36) sous les conditions (3.37,3.38)
:
λb  λ0   Pλk (3.36)
GT λ0  e (3.37)
GT P  0 (3.38)
3.2.3 Préconditionneurs liés aux approches
Le développement des approches de décomposition de domaine est directement relié à
la recherche d’exploitation des performances des architectures parallèles pour effectuer du
calcul intensif. Le problème global est divisé en sous-problèmes, puis condensé au niveau
des interfaces. La résolution du problème d’interface est réalisée par un algorithme itératif
qui ne factorise pas les raideurs d’interfaces. La performance de ces solveurs itératifs dépend
fortement du conditionnement des opérateurs d’interfaces ainsi générés. En pratique, il est
essentiel de préconditionner les problèmes d’interfaces. Afin d’optimiser le conditionnement
du système (3.39), on utilise un préconditionneur S˜ pour modifier le système tel que :
S x  b Ñ S˜ S x  S˜ b (3.39)
Du point de vue des approches de décomposition de domaine, un "bon" préconditionneur
doit autant que possible être issu d’un assemblage d’opérateurs locaux, relatifs aux sous-
domaines, afin de limiter les coûts de factorisation. Il existe deux types de préconditionneurs :
1. les préconditionneurs dits optimaux, valables pour les deux approches, s’apparentent à
l’inverse d’un complément de Schur d’interface assemblé par une somme pondérée des
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inverses des contributions locales. Ces préconditionneurs notés Sp1 pour l’approche

















Cette somme d’opérateurs locaux utilise des matrices diagonales de pondération W psq
qui permettent de donner plus ou moins d’importance à un sous-domaine. Ces ma-
trices jouent généralement un rôle important dans les performances du précondition-
neur, puisqu’elles permettent de respecter les propriétés mécaniques. Dans le cas d’un
raccordement entre structures homogènes, elles sont généralement égales à l’inverse de
la multiplicité du degré de liberté d’interface considéré (dans notre cas 1
2
puisqu’il n’y







Les préconditionneurs optimaux présentent l’avantage d’approcher au mieux l’opéra-
teur d’interface à l’aide de calculs locaux. Cependant, ils occasionnent des coûts de cal-
cul conséquents. Des préconditionneurs allégés ont été développés, mais uniquement
pour l’approche duale.
2. Afin de limiter le coût des calculs, les opérateurs allégés ne prennent en compte qu’une
approximation du comportement du sous-domaine, sous-jacent. Le premier, dit lumped,
ne prend en compte que les degrés de liberté de l’interface et néglige les contributions
dues aux degrés de liberté intérieurs. Il est défini par (3.43). Le second, nommé super-
lumped, simplifie le premier en ne tenant pas compte de l’interdépendance des degrés
















W psqApsqdiagpKbbpsqqApsqTW psqT (3.44)
Remarque :
Dans le cas d’une approche primale préconditionnée, le préconditionneur optimal uti-
lise le complément de Schur dual local Sdpsq. Or, cet opérateur est issu d’un problème de
Neumann mal posé s’il n’y a pas suffisamment de conditions de Dirichlet. Il existe des mé-
thodes pour redresser cette situation (cf [47]) qui permettent de rendre l’approche primale
très efficace.
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3.3 Résolution de systèmes mixtes Arlequin
En reprenant l’analyse des approches de décomposition de domaine, il est possible d’ap-












































Avec comme conditions de raccord :
Λp0q  Λp1q  Λ Sur Sc (3.46)
R
p0q
Λ  Rp1qΛ  0 Sur Sc (3.47)
Dans notre cas, l’interface est volumique et recouvrante (en comparaison aux interfaces
surfaciques rencontrées en décomposition de domaine sans recouvrement). Pour un problème
de type Arlequin, le système est établi en fonction des inconnues primales d’interface Λ. Pour
la résolution, les sous-problèmes (3.45) sont condensés au niveau de l’interface Ω1c en une
équation posée en fonction des inconnus uniques de liaison Λ. Il est, aussi, possible d’avoir
une seconde approche en condensant le problème aux interfaces et en posant une équation
en fonction des inconnues dualisées RΛ, cependant elle apparaît moins naturelle que la pre-
mière approche qui possède un sens physique plus fort. En outre, difficulté supplémentaire,
la condensation à l’interface en inconnue dualisée requiert la factorisation d’un opérateur
dense qui s’avère extrêmement coûteux voir quasi impossible à obtenir à l’aide de nos sol-
veurs creux directs multifrontaux (c’est aussi cette difficulté qui nous conduira à abandonner
l’utilisation des préconditionneurs optimaux dans la résolution itérative du problème aux in-
terfaces, comme nous le verrons par la suite). En conséquence, seule l’approche en fonction
de multiplicateur Λ est présentée par la suite, dans le cadre d’une formulation par décompo-
sition de domaine Arlequin.
3.3.1 Problème aux interfaces Arlequin
Pour obtenir le système, en fonction des seules inconnues Λ, commençons par écrire le
déplacement de chaque sous-domaine à l’aide de la première ligne de chaque sous-système
(3.45) : $&% U
p0q  Kp0q1rF p0q  Π0T CT Λs
U p1q  Kp1q rF p1q   Π1T CT Λs  B.α
C Π0 U
p0q  C Π1 U p1q  0
(3.48)
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Dans notre cas (cf chapitre 2), le problème interne issu du patch p1q n’est pas parfaitement
défini. Ainsi, comme dans l’équation de condition d’orthogonalité (3.29), la construction
d’une base du noyau KerpKp1qq, B, ainsi que la recherche d’un vecteur d’amplitude des
mouvements de modes rigides α est nécessaire. La condition d’admissibilité associée s’écrit :
BT

F p1q   Π1T CT Λ
  0 (3.49)
Kp1q
  représentant la pseudo-inverse de la matrice de rigidité du domaine patch dont le
noyau est de mesure non nulle lorsque les conditions de Dirichlet ne sont pas suffisantes.
La condition d’admissibilité est établie à partir des propriétés d’orthogonalités avec la base
B du noyau. Le déplacement extrait peut être remplacé dans les secondes lignes de chaque
sous-domaine (3.45) :#
pCΠ0Kp0q1 Π0T CT qΛ  C Π0Kp0q1 F p0q Rp0qΛ
pCΠ1Kp1q  Π1T CT qΛ  C Π1Kp1q  F p1q  C Π1B α Rp1qΛ
(3.50)
Les compléments de Schur de chaque domaine Spsq, ainsi que les seconds membres bpsq
s’écrivent alors :
#
Sp0q  C Π0Kp0q1 Π0T CT
Sp1q  C Π1Kp1q  Π1T CT
#
bp0q  C Π0Kp0q1 F p0q Rp0qΛ
bp1q  C Π1Kp1q  F p1q Rp1qΛ
(3.51)
En substituant les équations précédentes (3.50) dans la dernière équation du système
(3.50) qui traduit les conditions de raccord à l’interface. En tenant compte des conditions
de raccord (3.46,3.47) et des conditions liées aux modes rigides, il est possible d’écrire le
système global en fonction du champ de multiplicateur Λ et du vecteur d’amplitude des














avec pour composants :"
S   Sp0q   Sp1q
b    bp0q   bp1q et
"
G  rC Π1Bs
e  rBT F p1qs (3.53)
On constate que cette écriture ressemble au système obtenu dans le cadre d’une approche
de décomposition de domaine duale (3.34).
Pour résoudre ce problème, une démarche itérative est classiquement utilisée sur le mo-
dèle des approches de décomposition de domaine. Le complément de Schur, agissant dans
l’équation (3.52), est composé de l’assemblage des opérateurs (3.51), lui conférant ainsi une
propriété d’opérateur symétrique défini positif (dans la mesure d’opérateurs locaux symé-
triques définis positifs). On se propose de mettre en application un solveur de type gradient
conjugué pour résoudre le problème complet. La présence éventuelle de modes rigides nous
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conduit à rechercher une solution Λ projetée dans un espace orthogonal à G, ce qui agit di-
rectement comme un problème grossier et peut grandement améliorer la convergence de la
méthode de résolution itérative. Ainsi, pour la condition d’admissibilité :
GT Λ  e (3.54)
On introduit le champ de multiplicateur de la même façon que l’équation (3.36) relative
à un algorithme projeté. Ainsi, à chaque itération, on utilise un projecteur pour s’assurer que
la recherche des inconnues Λ s’effectue dans le bon espace :
Λ  Λ0   P Λk (3.55)
GT P  0
ce qui conduit à établir pour les différents paramètres, dans le cas de structures homo-
gènes, comme condition d’initialisation et comme projecteur :
Λ0  GpGT Gq1 e (3.56)
P  I GpGT Gq1 GT (3.57)
Avec l’équation de problème grossier (3.55) et ses composants bien définis (3.56,3.57),
l’évaluation de la convergence s’effectue par la mesure du résidu projeté du problème d’in-
terface r défini par :
r  P T pb S Λq (3.58)
3.3.2 Étude des préconditionneurs associés
Un des intérêts majeurs des approches par décomposition de domaine, utilisant une mé-
thode de résolution itérative du problème d’interface, tient à l’existence de préconditionneurs
efficaces qui permettent d’améliorer significativement la convergence de la méthode et de la
rendre extensible.
Dans ce cadre, un préconditionneur efficace est un opérateur d’interface qui fourni une
bonne approximation de l’inverse du complément de Schur global, construit à l’aide d’un as-
semblage d’opérateurs locaux. Dans la démarche de calcul distribué, un tel préconditionneur
doit aussi requérir un minimum d’échanges entre les sous-domaines. Ainsi, d’une manière
équivalente aux préconditionneurs des approches de décomposition de domaine (3.40,3.41),






T  W p0q Sp0q W p0qT  W p1q Sp1q W p1qT (3.59)
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Pour un problème Arlequin où, dans la zone de collage, les deux modèles mélangés doivent
posséder le même type de comportement, les opérateurs W p0q,W p1q sont évalués égaux à la
matrice identité divisée par l’ordre de multiplicité de chacune des inconnues. Soit dans le
cadre d’un raccord entre deux domaines, ces matrices de pondérations sont égales à 1
2
Id.
Cependant, le problème principal de ce préconditionneur tient au fait que, pour l’évaluer,
il serait nécessaire de calculer la pseudo-inverse des compléments de Schur :
Spsq
   pC ΠsKpsq  ΠsT CT q  (3.60)
La principale difficulté tient dans sa structure dense alors que sa dimension demeure liée
au nombre de degrés de liberté d’interface. Or, d’une part les solveurs creux utilisés dans
les codes éléments finis ont énormément de difficultés à anticiper cette situation, lors de la
factorisation symbolique et rencontrent ainsi beaucoup de difficultés de gestion mémoire, et
d’autre part l’existence elle-même d’un tel opérateur dense est extrêmement problématique,
puisqu’il peut être nécessaire de factoriser un opérateur dense dont la taille peut aisément
atteindre plus de 104 inconnues.
Ces difficultés d’utilisation de l’opérateur optimal nécessitent de trouver un opérateur
plus fonctionnel et moins coûteux. Plusieurs constatations peuvent être menées sur un tel
problème : la première est liée à la nature du couplage volumiqueH1 dont les propriétés sont
théoriquement de produire un opérateur de couplage mieux conditionné que ceux obtenus
lors de décompositions sans recouvrement (comme nous le verrons par la suite). La seconde
est liée à la nature de l’opérateur de couplage C, défini sur le maillage intermédiaire, selon le
type de formulation choisie. En effet, lorsqu’aucun terme L2 n’est présent dans cet opérateur,
il possède une structure très proche de celle d’un opérateur de rigidité. Dans ces conditions,
en suivant les préconisations de N. Elkhodja, il est possible de proposer l’approximation
suivante pour l’inverse du complément de Schur local :
Spsq   C  (3.61)
Cette approximation propose d’utiliser l’opérateur de couplage C qui peut être inversible
si l’on fait, par exemple, le choix d’utiliser une formulation sans terme L2 avec utilisation
d’une couronne pour annuler le noyau de C. En pratique, cette simplification est rendue pos-




T , qui peut être vu comme un opérateur de souplesse lié à la structure sous-





T  W p1qC1 W p1qT  W p2qC1 W p2qT (3.62)
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3.3.3 Résolution parallèle de façon itérative
Dans le but de répondre au besoin d’accélérer la résolution, on désire utiliser les archi-
tectures dédiées au calcul parallèle. Pour résoudre le système Arlequin de façon itérative, on
utilise la généralisation des solveurs de décomposition de domaines pour des interfaces vo-
lumiques non compatibles, dues aux différences de maillages. La résolution du problème dé-
composé s’effectue entre interfaces conformes puisque, dans notre mise en œuvre, une copie
du maillage intermédiaire est réalisée puis distribuée à chaque sous-domaine. L’incompati-
bilité des maillages n’est présente que dans les sous-domaines (entre le maillage du modèle
intermédiaire et le maillage du modèle substrat, par exemple). La résolution s’effectue alors
sur un problème de décomposition de domaine avec interfaces volumiques conformes par un
solveur de Krylov ainsi que des préconditionneurs adaptés.
Cette démarche de résolution a été intégrée au sein du code Z-Set/ZéBuLoN. En pratique,
il s’agit essentiellement de modifications, dans le module de décomposition de domaine
développé principalement par P. Gosselet, pour l’adapter aux particularités des problèmes
Arlequin et permettre l’utilisation de décomposition de domaine avec recouvrement et de
















Figure 3.2— Principe de la décomposition de domaine dans le cadre de la méthode Arlequin.
La résolution utilise un solveur itératif de Krylov, de type gradient conjugué au niveau
global. Les résolutions locales sont toujours réalisées par le solveur direct MUMPS. L’algo-
rithme mis en œuvre est détaillé dans l’algorithme (3.1).
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Algorithme 3.1 Résolution itérative préconditionnée, par gradient conjugué réorthogonalisé,
d’un problème Arlequin en décomposition de domaine.
1: I G  GT G1GT Ñ P
2: G  GT G1 f Ñ Λ
3: P T pb SΛq Ñ r
4: P C1r Ñ w
5: tant que }r}{}f} ¡ ε faire
6: P T S w Ñ p
7: pw, rq{pp, wq Ñ a
8: Λ   aw Ñ Λ
9: r  a pÑ r
10: P C1r Ñ w





14: w   °ki0 βiwi Ñ w





GT r Ñ α
17: Kp0q
   
F p0q  ΠT0 CT Λ
 Bp0qαp0q Ñ U p0q
18: Kp1q
   
F p1q   ΠT1 CT Λ
 Bp1qαp1q Ñ U p1q
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3.4 Validation des performances
3.4.1 Cas d’une plaque percée tridimensionnelle
Pour valider et évaluer les performances de la résolution parallèle, on reprend le cas de la
plaque percée, déjà calculée au chapitre 2, mais traitée, ici, en trois dimensions par extrusion
d’une section plane selon la direction z. On veut simuler le cas d’une plaque percée, sollicitée
en traction. La section plane de la plaque est carrée de 200mm de côté et son épaisseur est
de 10mm. Elle comporte un perçage dont la section plane est de 2mm de diamètre, situé au
centre de la plaque. Deux faces opposées au bord, de normales ÝÑe2 et ÝÑe2 , sont soumises à
des déplacements donnés, égaux en modules et opposés en sens. Les autres faces du bord












Figure 3.3 — Schéma de modélisation d’une plaque percée en trois dimensions.
On continue d’adopter les hypothèses de petites perturbations, on suppose que le matériau
constituant est élastique homogène et isotrope, de module d’Young E  2  105MPa et de
coefficient de Poisson ν  0, 3.
Pour la modélisation de ce problème dans le cadre Arlequin, la plaque sans perçage
est représentée par un modèle substrat élastique ayant une discrétisation régulière de type
grille. Cette grille est composée de 32  32  1  1024 briques, toutes identiques de type
tri-linéaire avec 8 nœuds (élément C3D8). Le perçage est intégré localement par un patch,
ayant un comportement élastique et linéaire, de section carrée de 20mm de côté et ayant
10mm d’épaisseur avec une discrétisation triangulaire de Delaunay extrudée, raffinée en
bord de perçage. Cette discrétisation est constituée de 630 éléments quadratiques prismes
avec 15 nœuds, isoparamétrique (élément C3D15). Comme pour le cas de la plaque percée
en 2D du chapitre 2 (cf section 2.5.1), la zone de collage du patch ainsi que celle du maillage
intermédiaire sont constituées d’éléments briques tri-linéaires. La partie libre du maillage
intermédiaire, ne servant que pour la pondération, n’est représentée que par deux prismes,
puisqu’il n’est pas nécessaire d’avoir une description précise.
Pour ce cas test, le solveur itératif employé est de type gradient conjugué avec MUMPS
pour solveur local direct, qui est capable de détecter les modes rigides, éventuellement pré-
sents. Dans notre simulation, le problème est décomposé en deux sous-domaines : le premier
est constitué du substrat et du maillage d’interface alors que le second est constitué du patch
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et d’une copie du maillage d’interface. Ainsi, la résolution peut s’effectuer sur deux cœurs
de calcul. Si la résolution itérative est préconditionnée, on emploi l’opérateur allégé, basé
sur l’opérateur de collage énergétique avec blocage des modes rigides à l’aide d’une ou deux
couronnes. Pour évaluer les différentes performances en résolution itérative, les résultats
sont présentés par des courbes de convergence du résidu normalisé obtenu par un gradient
conjugué, en fonction du nombre d’itérations.
Pour notre première comparaison, il s’agit de voir l’impact du choix de l’opérateur de





















Figure 3.4 — Comparaison des différents types de couplage sur la convergence d’un calcul
parallèle.
On peut, dans un premier temps, observer qu’un couplage de typeH1 converge bien plus
rapidement qu’un couplage de type L2. Cela confirme que l’opérateur de couplage H1 four-
nit un problème bien mieux conditionné. Ensuite, on peut constater que la convergence avec
un opérateur de type énergétique est plus rapide que celle obtenue avec un opérateur de type
H1, mais sans nécessiter un paramètre de longueur caractéristique. Ces conclusions avaient
déjà été établies pour des raccords compatibles, dans les travaux de N. Elkhodja [37], et ces
résultats démontrent qu’elles restent vraies pour des couplages de maillages incompatibles.
Le résolution itérative avec l’opérateur énergétique, dont le blocage des modes rigides est
réalisé avec une couronne extérieure, est similaire à la convergence avec un opérateur de
typeH1. En opposition, les convergences, pour les opérateurs énergétiques avec blocage par
une couronne l’une intérieure ou deux couronnes, l’une intérieure et l’autre extérieure, sont
analogues et deux fois plus rapide qu’avec l’opérateur énergétique avec couronne extérieure.
Lorsque la résolution est préconditionnée, à l’aide du préconditionneur allégé, le nombre
d’itérations pour atteindre la convergence est encore réduit pour les opérateurs énergétiques.
Cette amélioration est d’un facteur 2, sur le nombre d’itérations sans préconditionnement,
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dans notre cas test. On constate que la meilleure convergence est obtenue avec le blocage des
modes rigides par couronne intérieure. La résolution itérative préconditionnée, pour l’opéra-
teur énergétique avec couronne intérieure, donne une convergence accélérée par un facteur
9, par rapport à une résolution itérative avec un opérateur L2. Maintenant que l’opérateur
de couplage énergétique avec utilisation d’un préconditionneur allégé semble tout à fait sa-
tisfaisante, la suite des essais consiste à étudier les influences de certains paramètres de la
méthode sur les performances.
On commence, tout d’abord, par faire varier la taille de la zone de collage, puis on valide
l’utilisation d’un préconditionneur et l’impact du type de pondération. Ainsi, identiquement
au premier cas test du chapitre 2, la taille de la zone de collage varie de une, deux, quatre à




Figure 3.5 — Augmentation de la taille de la zone de collage : 1, 2, 4 et 8 couches.
Pour étudier ces différentes influences, on réalise quatre simulations différentes. Pour ces
comparaisons, on trace les courbes correspondant aux quatre cas d’augmentation de la zone
de collage. Pour les deux premières comparaisons, on effectue une résolution itérative non
préconditionnée, et pour les deux dernières, on utilise un préconditionneur allégé. Pour ces
deux cas de résolutions, on a recours à une pondération de types continue ou constante.
Pour le cas d’une résolution sans utiliser de préconditionneur (cf figures 3.6,3.7), on
constate que le nombre d’itérations, nécessaire à la convergence, augmente lorsque la taille
de la zone de collage et donc le nombre d’inconnus augmente. Pour une zone de collage
assez petite, le type de fonction de pondération n’affecte pas le nombre d’itérations. Ce-
pendant, lorsque cette zone augmente, les simulations utilisant des fonctions de pondération
continues nécessitent un plus grand nombre d’itérations pour la convergence. Ainsi, l’utilisa-
tion d’une fonction de pondération constante a moins d’influence sur le nombre d’itérations
requis lorsque la taille de la zone de collage croit. Pour le cas d’une résolution itérative em-
ployant un préconditionneur (cf figures 3.8,3.9), le premier constat est que l’amélioration du
conditionnement est probant. En effet, il permet une diminution du nombre d’itérations par
un facteur allant de 2 à 5. Dans le cas de l’utilisation de fonctions de pondération continues,
les influences de la taille de la zone de collage est semblable à celle constatée sans précondi-
tionnement. Cependant, une observation intéressante mérite mention pour le cas d’utilisation
d’une fonction de pondération constante. En effet, quelle que soit la taille de la zone de col-
lage et donc le nombre d’inconnues du champ discret de collage, on constate que le nombre
d’itérations reste constant pour atteindre la convergence.





















Figure 3.6 — Influence de la taille de la zone de collage sur le nombre d’itérations (pondé-





















Figure 3.7 — Influence de la taille de la zone de collage sur le nombre d’itérations (pondé-
ration constante de 0,5 avec résolution itérative non préconditionnée).
Si on se base sur l’étude de l’erreur définie au chapitre précédent, alors, une seule couche
d’éléments est nécessaire à l’obtention d’une solution de bonne qualité. Afin de vérifier l’ex-
tensibilité de la méthode sur un cas incompatible tridimensionnel, on fait varier le nombre
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Figure 3.8 — Influence de la taille de la zone de collage sur le nombre d’itérations (pondé-





















Figure 3.9 — Influence de la taille de la zone de collage sur le nombre d’itérations (pondé-
ration constante de 0,5 avec résolution itérative préconditionnée).
d’éléments utilisés pour discrétiser l’épaisseur de la structure. Ainsi, pour une valeur de p,
le nombre d’éléments intervenant dans l’épaisseur du maillage du modèle plaque, le nombre
d’éléments dans l’épaisseur du maillage patch est de 2  p  1.











































Figure 3.11 — Influence de l’incompatibilité dans l’épaisseur (pondération constante de 0,5
avec résolution itérative préconditionnée).
Pour ces deux ensembles de courbes (cf figures 3.10,3.11), on remarque que le type de
fonction de pondération influence peu le nombre d’itérations nécessaires à la convergence.
De plus, quelle que soit la non-conformité entre les maillages substrat et patch, le système
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est assez bien conditionné pour que le nombre d’itérations ne soit pas perturbé. En outre,
l’augmentation considérable du nombre de degrés de liberté (jusqu’à 272 028 ddl dont 12 240
au niveau de l’interface) n’affecte pas le nombre d’itérations à convergence, ce qui témoigne
d’une très bonne extensibilité de la méthode.
3.4.2 Cas multipatch de plaque percée tridimensionnelle
Afin d’illustrer l’intérêt de la résolution parallèle des systèmes Arlequin, on réalise une
seconde simulation de plaque percée en trois dimensions mais avec, dans ce cas, cinq per-
çages de 2mm de diamètre. Les dimensions de la plaque et du patch restent identiques à
celles du cas précédent. Pour représenter les perçages, on démultiplie le modèle patch, défini
précédemment, ainsi que le modèle intermédiaire associé. On place ensuite les modèles de
façon à avoir cinq perçages dont les sections planes sont centrées aux points de coordon-
nées (r30; 30s,r30;30s,r0; 0s,r30; 30s et r30;30s). On ne construit qu’un seul modèle
patch avec son maillage intermédiaire associé que l’on reproduit et déplace afin de générer
de nouveaux perçages.
La plaque est soumise à un déplacement imposé (u   p0.5, 1., 2.q) sur la face de nor-
male ÝÑe2 et à un déplacement nul (u0  p0., 0., 0.q) sur la face opposée de normale ÝÑe2 (cf
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Figure 3.12— Schéma de modélisation d’une plaque avec cinq perçages en trois dimensions.
Dans le cadre d’une modélisation Arlequin, le problème est représenté à l’aide d’un mo-
dèle substrat de plaque sans perçage et cinq patchs, prenant en charge chacun des perçages.
L’ensemble des éléments employés sont linéaires avec des éléments briques pour le maillage
du modèle substrat et des éléments prismes pour le maillage de la zone libre du patch. La
zone de couplage du patch ainsi que le maillage intermédiaire est construit par des éléments
briques. On continue à adopter les hypothèses de petites perturbations et on suppose que le
matériau constituant est élastique homogène et isotrope, de module d’Young E  2  105
MPa et de coefficient de Poisson ν  0.3.
Pour cette simulation, l’idée est qu’elle soit effectuée à l’aide autant de processeurs de
calcul que le nombre de sous-structures (soit six au total). Le problème possède 734 094 de-
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grés de liberté dont 39 600 pour le collage. Les résultats de cette simulation sont visibles sur
les figures des iso-contraintes présentes sur les maillages patchs (3.13(a)) et sur le maillage
substrat (3.13(b)), qui coïncident avec les résultats obtenus par une modélisation monomo-
dèle de référence avec des perçages établis directement sur la plaque (cf figure 3.15). Cette
modélisation de référence est constituée par des prismes tri-linéaires.
(a) Les maillages des différents patchs (b) Le maillage substrat
Figure 3.13 — Iso-contraintes de Von-Mises sur un cas de traction-flexion 3D avec 5 patchs
percés (amplifiées 30 fois).
Figure 3.14 — Iso-contraintes de Von-Mises sur une modélisation référence d’un cas de
traction-flexion en 3D (amplifiées 30 fois).
Les courbes de convergence (cf figure 3.15) montrent qu’un opérateur de couplage de
type L2 est moins performant qu’un opérateur de couplage de type H1. Cela nous permet
de constater, une fois de plus, que cet opérateur H1 produit un système global mieux condi-
tionné. Pour cette simulation, l’opérateur énergétique délivre des performances identiques à
une résolution avec un opérateur de type H1. L’utilisation d’un préconditionneur permet de
conserver l’extensibilité de la méthode avec un nombre d’itérations à convergence de 55, qui
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Figure 3.15 — Influence des différents opérateurs de couplage dans le cas d’une simulation
multipatch.
est justement un nombre voisin des résultats obtenus pour la simulation de problème avec
un unique patch. Concernant les aspects de performances en temps, la résolution parallèle
itérative est comparée à une résolution séquentielle multithreadée avec un nombre identique
d’unités de calcul. La résolution est menée en 1727 secondes de façon séquentielle, avec un
solveur direct multithreadé sur douze cœurs. Cette résolution est menée en 665 secondes,
pour une décomposition en six domaines. L’utilisation du préconditionneur et un solveur lo-
cal direct multithreadé sur deux cœurs, avec un gain en temps de facteur 2, 6, pour un nombre
équivalent d’unités de calcul.
3.4.3 Étude d’une aube multiperforée avec 31 patchs
Pour finir de valider les performances de la méthode Arlequin, on simule un problème
ayant des caractéristiques industrielles. Il s’agit de modéliser et de simuler le comportement
mécanique d’une aube turbine ; une des pièces les plus sollicitées dans un turboréacteur
d’avion. Dans un moteur d’avion, on révèle différents types d’aube dont les caractéristiques
thermo-mécaniques dépendent de leur localisation dans le turboréacteur (cf figure 3.16(a)).
Nous avons choisi de nous intéresser au cas d’une aube à convection, située au niveau de
la turbine haute pression (cf figure 3.16(b)). Ces aubes sont de faibles dimensions mais su-
bissent de fortes sollicitations mécaniques et thermiques. Ainsi, alors que le pied de l’aube
est encastré, la pale de celle-ci se dilate sous l’effet de forces centrifuges et de températures
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pouvant atteindre 1000˚C.
(a) Coupe détaillée d’un turboréacteur (b) Schéma explicatif d’un turboréacteur
Figure 3.16 — Schéma d’un turboréacteur d’avion.
Une aube, de façon similaire à une aile, a une forme profilée afin d’accélérer l’écoulement
des gaz chauds. Ainsi, avec le développement des performances des turboréacteurs, la tem-
pérature de ces gaz a augmentée, nécessitant le refroidissement de l’aube en fonctionnement
afin de diminuer les contraintes thermiques et d’éviter son érosion rapide (cf figure 3.17(a)).
Dans notre cas, on s’intéresse au cas d’une aube à convection, comportant des perçages au
niveau du bord d’attaque (cf figure 3.17(b)).
(a) Évolution du design des aubes (b) Aube avec perçages de refroidissement
Figure 3.17 — Modèle d’aube étudiée.
Une aube à convection est creuse, suite à la mise en place de canaux de refroidissement,
et possède, généralement, des perçages sur le bord d’attaque afin de permettre la circulation
d’un flux d’air froid à l’intérieur et l’extérieur de l’aube (cf figure 3.17(b)). Ainsi, l’air pro-
venant du compresseur haute pression pénètre à l’intérieur de l’ailette, au niveau du pied,
puis s’échappe par le bord d’attaque en créant un refroidissement par film protecteur sur
l’extrados et l’intrados et par convection sur le bord de fuite (cf figure 3.18).
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Figure 3.18 — Schéma d’explication du refroidissement d’une aube en fonctionnement.
Avec la méthode Arlequin, on propose, ici, de simuler le comportement statique d’une
aube encastrée à sa base et soumise à un chargement de forces centrifuges, agissant dans la
direction ÝÑe3 . Ce chargement est censé reproduire l’effort mécanique centrifuge auquel l’aube
est soumise (cf figure 3.19). Pour des problèmes de droits et de propriétés industrielles, on
ne traite qu’une version simplifiée de l’aube, sans le pied d’accrochage. Cette représentation
de l’aube conserve une forme profilée, ainsi que ses canaux internes servant à son refroidis-
sement. Dans notre cas, le modèle de l’aube est construit à partir de l’extrusion d’un profil,
en deux dimensions, qui a été redessiné. On propose d’utiliser la méthode Arlequin afin d’in-
sérer, dans une aube non percée, 31 perçages situés sur le bord d’attaque de l’aube (cf figure
3.19). L’apport de la modélisation Arlequin réside dans la possibilité d’insérer des maillages
locaux servant à la représentation des perçages dans un maillage global non percée. La mo-
délisation monomodèle du même problème est extrêmement difficile et requiert un temps
conséquent, rien que pour la composition du modèle.
Dans le cadre de la modélisation par la méthode Arlequin, un modèle substrat représente
l’aube sans perçage. Les dimensions de la section plane du modèle substrat sont d’environ
265mm de long sur 60mm de large. Cette section est extrudée sur une hauteur de 320mm
dans la directionÝÑe3 . Le maillage de ce modèle est composé de 143 600 tétraèdres tri-linéaires
(C3D4). Chaque perçage placé au niveau du bord d’attaque de l’aube, est incorporé dans un
patch. Chaque patch est construit à l’aide de 3600 éléments tétraédriques P1.
L’aube est sollicitée à l’aide de forces centrifuges selon la direction ÝÑe3 , imposées sur
l’ensemble des modèles, avec un taux de rotation de 2100 rad{sec. L’axe de rotation choisi
est situé à la coordonnée p0., 0.,3000.q, pour représenté l’axe du disque qui portant l’aube.
Les faces de l’aube sont libres de contraintes, à l’exception de la surface inférieur de direc-
tion ÝÑe3 où les déplacements sont nuls, pour représenter l’encastrement du pied de l’aube.
On continue d’adopter les hypothèses de petites perturbations et on suppose que le maté-
riau constituant est élastique homogène et isotrope, de module d’Young 5  105MPa, de
coefficient de Poisson ν  0.3 et de masse volumique 7600 kg{m3.























Figure 3.19 — Schéma de modélisation d’une aube simulacre avec 31 perçages d’aération
sur le bord d’attaque.
Figure 3.20 — Critère de Von-Mises en contraintes sur le modèle substrat.
En résultat, nous observons que le modèle substrat montre des zones de surcontraintes
aux niveaux inférieurs du bord d’attaque et du bord de fuite (cf figure 3.20). Pour les modèles
locaux, on constate que les réponses sont de même type. Ainsi, pour chaque patch, on montre
deux zones de surcontraintes, localisées sur les bords du perçage (cf figures 3.21). Ce type
de réponse est logique et s’apparente au cas d’un chargement en traction dans les directions
opposées ÝÑe3 et ÝÑe3 .
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Figure 3.21 — Critère de Von-Mises en contraintes sur les différents modèles patchs.
En résolution séquentielle, ce calcul, de plus de 259 000 degrés de liberté, nécessite
1368, 2 secondes. En résolution parallèle, si on répartit le problème sur sept domaines pour
avoir une répartition un peu plus homogène sur les processeurs de calcul, le temps est de
614 secondes. Augmenter le nombre de sous-domaines n’a que peu d’intérêt étant donné que
c’est le temps lié à l’intégration et à la factorisation du substrat qui est prédominant et restera
identique quelque soit le nombre de sous-domaines de calcul. Le résolution du problème est
plus rapide avec un solveur parallèle. Cette résolution itérative est réalisée en 40 itérations
pour une convergence de 108, ce qui démontre le bon fonctionnement de l’opérateur de
couplage énergétique avec un préconditionneur allégé.
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3.5 Bilan
Dans ce chapitre, nous avons exposé les travaux menés pour appliquer une stratégie de
résolution de type décomposition de domaine, dans le cadre d’une formulation Arlequin.
L’écriture du problème d’interface dans un contexte Arlequin, ne nécessite que peu de modi-
fications par rapport à la formulation issue des approches de décomposition de domaine sans
recouvrement. Néanmoins, le développement d’un préconditionneur adapté a été nécessaire
pour optimiser les performances du solveur itératif.
De la même façon que pour la résolution séquentielle, on constate que l’opérateur de
couplage énergétique permet d’atteindre de bonnes solutions tout en égalant le nombre d’ité-
rations obtenu avec un opérateur de couplage H1, avec une longueur caractéristique judi-
cieusement choisie. Le complément de Schur possédant une structure dense, l’utilisation du
préconditionneur optimal n’est pas opportune. Le préconditionneur allégé, issu des travaux
de N. Elkhodja, requérant seulement la factorisation de l’opérateur de couplage énergétique,
permet de grandement améliorer les performances de convergence. De plus, on constate que
l’usage d’une fonction de pondération constante, sur une seule couche d’éléments de liaison,
permet à la fois de préserver l’extensibilité de la méthode Arlequin et d’obtenir une solu-
tion de précision remarquable. Le développement de la méthode Arlequin aux résolutions
parallèles itératives permet de simuler des modèles plus industriels. Ainsi, on démontre les
possibilités de ces travaux sur le cas d’une représentation d’une aube complète comportant
31 perçages, dont la modélisation et la simulation, à l’aide d’outils classiques, s’avère encore
extrêmement compliquée pour les bureaux d’études.

CHAPITRE
4 Applicationaux matériaux composites
Ce dernier chapitre présente les possibilités d’utilisation de la méthode Arlequin pour fa-
ciliter la modélisation de phénomènes de ruines se produisant dans les structures composites
stratifiés [23].
Plusieurs cas d’études sont présentés dans cette partie. Aux travers de quatre exemples, on
étudie les capacités de la méthode Arlequin à simuler la dégradation de plis, la propagation






La compréhension et la caractérisation des stratifiés sont un enjeu stratégique dans la
conception aéronautique. En effet, de part les vastes possibilités d’assemblage des différents
constituants, ces matériaux peuvent disposer, une fois les structures optimisées, de propriétés
mécaniques supérieures à celles obtenues communément à l’aide de structures en matériaux
conventionnels (acier, alliage d’aluminium, etc...), le tout pour une densité volumique plus
faible. Cependant, contrairement aux matériaux métalliques, la modélisation de leur com-
portement à la rupture est plus complexe, ce qui suscite un manque de confiance auprès
des industriels. L’endommagement, souvent dû à la présence d’effets de bords, est issu des
conséquences de fabrication ou de dégradations en phase d’utilisation (impacts d’oiseaux,
chocs de nacelles, etc.). Il nécessite encore d’importantes et coûteuses campagnes d’essais
expérimentaux.
Comme introduit dans le premier chapitre, une structure stratifiée est réalisée par un em-
pilement de plis unidirectionnels. Elle est définie sur trois niveaux d’échelles (cf section
1.1.2) : l’échelle de l’empilement, dite macroscopique, l’échelle du pli, dite mésoscopique
et l’échelle des fibres, dite microscopique. Les phénomènes de rupture, qui influencent ma-
joritairement la durée de vie des stratifiés tels que le délaminage ou les ruptures transverses,
nécessitent un degré de modélisation au niveau du pli. Or, cette exigence d’échelle accroît
de façon importante le coût de calcul et la durée des simulations. C’est dans ce contexte, de
réduction des coûts et de facilité de mise en œuvre, que l’on utilise la méthode Arlequin. Les
phénomènes de ruines des stratifiés apparaissant, généralement, dans des zones localisées, il
n’est pas nécessaire d’avoir une représentation fine sur l’ensemble de la structure.
Nos travaux s’orientant vers une utilisation de type industrielle, les modèles et compor-
tements employés dans ces simulations sont issus de travaux du département des matériaux
composites de l’Onera (DMSC), dont la principale mission est de chercher à caractériser
le comportement de structures destinées au secteur de la conception aéronautique. Afin de
prouver l’intérêt de la méthode Arlequin, pour des problèmes de structures composites, on
présente quatre cas de modélisations composites :
– le premier cas est une plaque stratifiée avec un perçage, soumise à un chargement de
traction. Ce premier test est traité dans le cadre Arlequin en superposant à un modèle
global stratifié, sans perçage, un modèle local stratifié, comportant le trou. En outre,
pour ce cas, on commence par choisir des comportements élastiques pour examiner
particulièrement les paramètres de la méthode en lien avec ses performances numé-
riques.
– le deuxième cas est similaire au premier. La seule différence est que pour ce cas, le
comportement du stratifié global est homogénéisé.
– dans le troisième cas, on s’intéresse à un problème de plaque possédant deux perçages,
en intégrant un endommagement des plis (rupture de fibres et de la matrice) dans les
patchs Arlequin.
– dans le dernier cas, on simule un essai de propagation de délaminage par une modéli-
sation utilisant des éléments de zones cohésives ; ces éléments étant intégrés dans un
patch fin. Cette étude de propagation reproduit un essai expérimental, nommé DCB
(Double-Cantilever Beam).
L’ensemble de ces cas tests est effectué avec l’opérateur de couplage énergétique avec
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blocage des modes rigides par couronne intérieure.
4.2 Plaque stratifiée percée
Cette première partie est consacrée à l’utilisation de la méthode Arlequin pour la modéli-
sation d’une structure stratifiée. Pour expliquer la modélisation utilisée dans nos travaux, on
choisit de reproduire le cas où la plaque est percée. La plaque considérée est constituée d’une
superposition de plis possédant un comportement anisotrope. Suivant la séquence d’empile-
ment, le comportement varie dans l’épaisseur du stratifié et change le comportement global
de la structure. Dans ce cas, on propose d’utiliser la méthode Arlequin pour insérer dans un
modèle global (grossier) de la plaque stratifiée, sans trou, un modèle raffiné local comprenant
le perçage.
Avant d’expliquer les caractéristiques du couplage Arlequin, on détaille la modélisation
employée pour représenter la structure stratifiée.
4.2.1 Modélisation d’une structure composite stratifiée.
Comme expliqué précédemment, la modélisation d’un stratifié peut se faire à trois
échelles de représentation : l’échelle de l’empilement, l’échelle du pli et l’échelle des fibres{
matrice. Dans nos travaux, nous souhaitons représenter la réponse globale de la structure
ainsi que certains phénomènes de dégradation locale (délaminage, endommagement de pli).
Un premier choix de représentation, pour décrire les phénomènes critiques de ruine des
structures stratifiées, est l’échelle du pli (cf figure 4.1(b)). Nous faisons le choix de repré-
senter chaque pli par une couche d’éléments (cf figure 4.1(a)), constituant ainsi le modèle
mésoscopique. Le pli étant défini à partir de la position z de la surface moyenne s et de son
épaisseur e. Cette description ne nécessite pas de représenter les interactions fibres/matrice,
ainsi chaque pli peut être décrit comme un matériau homogène possédant un comportement
unidirectionnel. Le comportement phénoménologique du pli est obtenu à partir d’observa-
tions d’essais expérimentaux qui sont reliées de façon cohérente avec la théorie. Lors de la























4.2.2 Première modélisation Arlequin d’une plaque stratifiée percée.
Dans le cadre d’une modélisation avec l’approche Arlequin, on propose de lier un modèle
global, représentant les plis avec une discrétisation longitudinale grossière, avec un modèle
local qui possède une discrétisation longitudinale, de la surface moyenne s, plus raffinée,
pour représenter plus fidèlement ce qui se déroule en bord d’une zone de concentration de
contrainte. Pour cette première modélisation Arlequin, le substrat et le patch utilisent des
maillages reproduisant la structure à l’échelle mésoscopique (cf figure 4.2).







Figure 4.2 — Modélisation d’une plaque stratifiée percée par la méthode Arlequin.
On propose dans cette première modélisation de discrétiser transversalement les modèles
substrat et patch de façon identique, dans l’épaisseur du matériau. La description transverse
du modèle intermédiaire est identique à celles des deux modèles. Cependant, la particularité,
relative aux structures composites, est que le comportement de chaque pli est anisotrope.
L’opérateur de couplage énergétique étant similaire à un terme de raideur (cf 2.51), l’ap-
proche nous donne la possibilité de choisir le paramètre KE pour s’approcher du compor-
tement mésoscopique. L’opérateur de couplage est habituellement défini avec un paramètre











εpλq : rrεpuGi q  εpuLi qss dz ds (4.1)
Il peut aussi être défini avec les tenseurs de rigidité de chaque pli Ki comme paramètre.










σipλq : rrεpuGi q  εpuLi qss dz ds (4.2)
où z0   z1   ...   zi   ...   znp , avec z0 la coordonnée de la surface moyenne
du premier pli et znp la coordonnée de la surface moyenne du dernier pli. uGi représente le
champ de déplacement du pli i issu du modèle global et uLi celui du modèle local. Le calcul
4.2. PLAQUE STRATIFIÉE PERCÉE 99
de cet opérateur est basé sur une intégration transverse par pli, avec ei l’épaisseur du pli i,
sur l’ensemble des np plis et une intégration longitudinale (dans le plan xy), selon la surface
moyenne s de la zone de collage. Observons que le paramètre de raideur, choisi équivalent
au comportement isotrope, est remplacé, pli par pli, par un tenseur traduisant l’anisotropie
du matériau.
4.2.3 Premiers tests numériques pour une plaque stratifiée percée
L’évaluation de la pertinence de la méthode Arlequin avec le couplage (4.2) est effec-
tuée, ici, sur une plaque stratifiée possédant un perçage. Pour cette première simulation de
structure composite, on réutilise le cas de la plaque percée, sollicitée par un chargement
de traction dans le plan longitudinal. La surface moyenne de la plaque est carrée mesurant
200mm de côté. Cette plaque est composée par un empilement de plis, chacun de 0, 250mm
d’épaisseur. Cette plaque stratifiée comporte un perçage, passant par les centres des surfaces
moyennes, de 2mm de diamètre (cf figure 4.3). Le stratifié est sollicité en traction par l’in-
termédiaire de déplacements, égaux en module mais opposés en sens, imposés sur les faces
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Figure 4.3 — Schéma de la simulation de la plaque stratifiée percée par la méthode Arlequin.
Pour la modélisation Arlequin, le modèle substrat représente la plaque sans perçage, mo-
délisée à un niveau mésoscopique, pli par pli (cf figure 4.2). Le maillage de chaque pli est
constitué de 32  32  1024 éléments briques dans la surface moyenne de chaque pli, avec
un seul élément dans l’épaisseur. Le perçage est représenté sur un modèle patch carré de
40mm de côté, discrétisé pour chaque pli par un seul élément dans l’épaisseur et par 63
éléments triangulaires dans la surface moyenne. Ce maillage est raffiné en bord de perçage.
La représentation du stratifié est donc conforme dans l’épaisseur entre les deux maillages
(cf figures 4.4). De façon identique aux cas des chapitres précédents, la zone de couplage
est composée d’éléments briques qui sont dupliqués pour constituer la zone de collage du
maillage intermédiaire. La partie libre du maillage intermédiaire est composée de 10 élé-
ments tétraèdres, indépendamment du nombre de plis composant le stratifié. L’ensemble de
ces maillages utilisent des éléments linéaires tridimensionnels.
Pour les modèles substrat et patch, on adopte les hypothèses de petites perturbations et on












Figure 4.4 — Maillages du modèle substrat et du modèle patch pour un stratifié à 4plis.
Autour de ce problème, on teste premièrement, pour différentes séquences d’empilement,
l’impact du paramètre de raideur de couplage sur le nombre d’itérations d’une résolution
parallèle. Dans un second temps, on compare différents champs de contraintes en bord de
perçage pour une modélisation Arlequin par rapport à un cas monomodèle de référence.
Cette modélisation de référence représente chaque pli par 2196 éléments prismes avec un
unique élément pour discrétiser l’épaisseur d’un pli. Ainsi, le maillage de référence, pour
cet empilement de quatre plis, contient 8784 éléments. Notons que ce maillage possède une
discrétisation identique au modèle patch dans la zone d’intérêt pour une comparaison à re-
présentation égale.
Examinons l’influence du paramètre de rigidité de l’opérateur de couplage qui relie les
deux modèles. Dans le système complet, le terme de couplage modifie le conditionnement de
la matrice complète (cf système 2.21). Afin d’évaluer l’impact d’une telle modification, on
effectue quatre calculs de structures stratifiées à plis anisotropes. Pour chaque cas, on teste
des raideurs de couplage constante (dénotéeKcst) et intégratrice d’anisotropie (notéeKaniso)
et ce avec et sans préconditionneur. Les résultats sont donnés sur les figures (4.6).
Pour l’ensemble des simulations (cf figures 4.6), on constate que le système avec un
opérateur de couplage, intégrant l’anisotropie, nécessite moins d’itérations pour converger.
Ce type de comportement est aussi observé lors de l’application d’un préconditionneur, bien
que les différences soient moins significatives. Lorsque l’on utilise un préconditionneur, on
remarque que les simulations convergent avec un nombre plus faible d’itérations ; ce qui
confirme l’intérêt du préconditionneur, observé dans le chapitre précédent. Le fait nouveau,
Matériau : T300 / 914
El 140GPa Module longitudinal
Et 10GPa Module transverse
νlt 0, 31 Coefficient de Poisson longitudinal
νtt 0, 48 Coefficient de Poisson transverse
Glt 8, 8GPa Module cisaillement
Figure 4.5 — Tableau des propriétés du T300 / 914.

















































































(d) 4 plis avec empilement non symétrique
Figure 4.6 — Courbes de convergence de résolutions itératives pour 4 types d’empilements.
ici, est que l’on constate que le système, utilisant un couplage intégrateur d’anisotropie,
semble offrir un système mieux conditionné que le système utilisant un coefficient constant
Kcst.
On évalue à présent, plus en détail, la précision des résultats obtenus par la méthode
Arlequin sur le cas d’une structure stratifiée symétrique à quatre plis dont l’empilement est
p0˚,90˚qsym. L’empilement du stratifié étant symétrique, on focalise nos observations sur
les deux plis supérieurs. Notons l1, le pli orienté à 90˚, situé au dessus du plan médian
(0.5 ¤ z ¤ 0.75, cf figure en bas à droite 4.3), et l2, celui orienté à 0˚, situé au dessus de
l1 (0.75 ¤ z ¤ 1., cf figure en bas à droite 4.3). Afin de vérifier les valeurs obtenues avec
la méthode Arlequin, on privilégie quatre reproductions de champs de contraintes, obser-
vées aux points de Gauss, au centre de la zone d’intérêt. La première figure (4.7(a)) détaille
le champ de contrainte σxx pour les deux plis l1 et l2. Les valeurs du champ σxx sont bor-
nées par une valeur maximale à 454, 885MPa et une valeur minimale de 1813, 96MPa.
Sur la deuxième figure (4.7(b)), on représente ce champ uniquement sur le pli l1. Les va-
leurs du champ de contraintes σxx sont bornées par la valeur maximale 375, 539MPa et
par 267, 414MPa comme valeur minimale. Dans la troisième figure (4.7(c)), on montre
le champ de contraintes σyy sur le pli l1. La plaque trouée étant sollicitée en traction selon la
direction y, les valeurs de ce champ sont les plus importantes. Ce champ a pour valeur maxi-
male 13 036, 5MPa et pour valeur minimale 314, 704MPa. Sur la dernière figure (4.7(d)),
on représente le champ de contraintes de cisaillement σxy. Sur cette représentation, les va-
leurs du champ sont bornées par 404, 414MPa au maximum et par 378, 127MPa en valeur
minimale.




(a) Champ de contrainte σxx sur plis l1-l2 (b) Champ de contrainte σxx sur pli l1
(c) Champ de contrainte σyy sur pli l1 (d) Champ de contrainte σxy sur plis l1-l2
Figure 4.7 — Figures de champs de contraintes autour du perçage pour la modélisation mo-
nomodèle.
cadre de la modélisation Arlequin, avec un opérateur de couplage, tenant compte de l’aniso-
tropie du matériau. Mais, nous observons que ces résultats ne changent pas en utilisant une
raideur de couplage constante. Seul le nombre d’itérations change.
En bilan, on constate que, pour tous les champs représentés, la méthode Arlequin permet
de simuler correctement ce type de structures puisque les figures sont quasiment identiques.
De plus, lorsque l’on compare les valeurs maximales et minimales de ces champs, les erreurs
relatives calculées sont inférieures à 0, 8%. Cela démontre les capacités de la méthode Ar-
lequin à reproduire, dans le cas d’un chargement en traction, le comportement d’un stratifié
composite possédant une faiblesse structurelle et ce, à coûts moindres.
Le test, que nous venons de traiter et commenter, utilise le cadre Arlequin pour les
plaques stratifiées en se contentant de l’intégration d’une altération géométrique locale (un
perçage) et en ne raffinant que le modèle patch. Ce premier calcul étant déjà valorisant pour
la méthode Arlequin, nous cherchons à explorer davantage les potentialités de la méthode
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(a) Champ de contrainte σxx sur plis l1-l2 (b) Champ de contrainte σxx sur pli l1
(c) Champ de contrainte σyy sur pli l1 (d) Champ de contrainte σxy sur plis l1-l2
Figure 4.8 — Figures de champs de contraintes autour du perçage pour la modélisation Ar-
lequin.
dans des modélisations encore plus intéressantes en pratique.
4.3 Deuxième modélisation Arlequin d’une plaque strati-
fiée percée (modèle substrat homogénéisé).
Dans cette seconde modélisation Arlequin du problème considéré dans la section précé-
dente, on transforme le comportement du modèle grossier du stratifié en un comportement
macroscopique homogénéisé dans l’épaisseur. Ce modèle est une approximation du modèle
grossier précédent où chaque pli était représenté avec son propre comportement. Le com-
portement macroscopique homogénéisé est calculé à partir des comportements, orientations




puisqu’il n’est pas capable de représenter les effets de bords, les interactions entre plis et ne
peut être sollicité en flexion (il est limité aux chargements de membranes).
Dans cette partie, on étudie le couplage de ce modèle grossier avec un modèle fin qui
comporte le perçage et prend en compte le comportement de chaque pli (cf figure 4.9). Dans
la suite, après avoir brièvement introduit le principe de l’homogénéisation employée, on
évalue les performances d’un collage, dans le cadre Arlequin, entre le modèle global ma-
croscopiquement homogénéisé et le modèle local qui empile des modèles mésoscopiques
homogénéisés.







Figure 4.9 — Modélisations des deux modèles de la plaque stratifiée percée avec homogé-
néisation par la méthode Arlequin
4.3.1 Homogénéisation macroscopique
La représentation, à l’échelle macroscopique, permet de décrire correctement le com-
portement global de déformation que subit la structure dans certains types de chargements.
Afin de minimiser les variables intervenant dans ce modèle, le stratifié est représenté, dans
l’épaisseur, par un unique élément avec un comportement homogénéisé. Bien que cette des-
cription ne permette pas de prendre en compte des phénomènes liés à chaque pli, elle est
souvent suffisante pour représenter le comportement global moyen de la structure complète
hors des zones critiques. Dans notre cas, nous choisissons d’utiliser des éléments volumiques
standards, parce que nous ne disposons pas de modèles de coques performants actuellement.
Observons qu’il est possible de coupler des formulations coques avec des formulations volu-
miques par la méthode Arlequin [101, 59]. Donc, nos développements peuvent être adaptés
pour de tels couplages.
Le comportement utilisé, pour décrire l’allure du stratifié, est calculé à partir d’une ho-
mogénéisation de l’empilement des plis. Cette homogénéisation utilise la théorie classique
des stratifiés, fondée sur un schéma standard de déformation du premier ordre de plaque, se
limitant aux chargements en membrane [68, 106, 107, 102]. Le cadre mathématique de cette
homogénéisation est issu des méthodes de changements d’échelles reprenant le cadre TFA
(Transformation field analysis [108]).
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Dans le domaine des stratifiés, le changement d’échelle s’effectue entre les champs ma-
croscopiques de contrainte et de déformation (Σ, E) et les champs mésoscopiques relatifs à
chaque pli (σi, εi). À l’aide de relations de changement d’échelles, il est possible de déduire
la loi de comportement macroscopique du stratifié. Ce calcul s’effectue à partir des propriétés
du pli, établies par le tenseur de rigidité Ci tel que :
σi  Ci : εi (4.3)
Le passage entre les champs macroscopiques et les champs microscopiques est accompli
par l’intermédiaire d’opérateurs de localisation et de prolongation. Ces opérateurs sont cal-
culés avec deux hypothèses. La première est que les déformations planes restent constantes
dans l’épaisseur et égales aux déformations planes du stratifié. La deuxième est que les
contraintes hors-plan restent constantes dans l’épaisseur et égales aux contraintes hors-plan
macroscopiques. Cependant, l’utilisation d’une loi de comportement homogénéisée, avec ce
formalisme, n’est rendu possible que dans le cas de chargements homogènes sur l’ensemble
de la structure. Ce comportement ne peut donc pas être appliqué pour des sollicitations en
flexion, pour lesquelles la déformation ne reste pas constante dans l’épaisseur. Les deux hy-
pothèses s’écrivent :
@i, εpi  Ep (4.4)
σti  Σt (4.5)
avec le terme Ep qui représente les déformations planes macroscopiques et le terme Σt les
contraintes transverses macroscopiques. Pour chaque pli i, le terme εpi représentent les dé-
formations planes mésoscopiques et σti les contraintes transverses mésoscopiques. Le com-
portement élastique macroscopique du stratifié peut s’écrire en fonction des propriétés de
chaque pli et de tenseurs de localisation relatifs :




ciCi : Ai (4.7)
avec ci la fraction volumique du pli i, Ci l’opérateur de rigidité de chaque pli et Ai le tenseur
de localisation tel que εi  Ai : E. Suite à une série d’essais virtuels, selon les directions
principales, on identifie les six composantes qui constituent le tenseur de rigidité homogé-
néisé CH qui représente le comportement global du stratifié.
Dans ce cadre d’utilisation de la méthode Arlequin, où le comportement du substrat dans
l’épaisseur est différent de celui du modèle patch, le maillage intermédiaire peut avoir diffé-
rentes discrétisations. En effet, le maillage intermédiaire peut être similaire au maillage du
modèle patch, avec quatre éléments dans l’épaisseur (cf cas 1 sur la figure 4.10), comme dans
le premier cas de modélisation expliqué dans la section précédente, où celui-ci peut décrire
l’épaisseur du stratifié de la même manière que le modèle substrat, avec un seul élément (cf














Figure 4.10 — Maillages intermédiaires pour une modélisation Arlequin avec modèle sub-
strat possédant un comportement homogénéisé.
Un dernier point d’explication, concernant la modélisation Arlequin pour ce type de re-
présentation, implique l’opérateur de couplage lorsqu’il utilise le comportement anisotro-
pique. Les comportements étant différents, il est nécessaire de choisir celui utilisé dans
l’opérateur de couplage avec les deux modèles. Afin de coupler avec le modèle le moins








σhomogeneisepλq : rrεpuGq  εpuLi qss dz ds (4.8)
où σhomogeneisepλq  Chomogeneise εpλq avec le terme Chomogeneise qui représente le tenseur
de rigidité du comportement macroscopique homogénéisé.
4.3.2 Test de la deuxième modélisation.
On teste l’emploi d’un modèle de comportement homogénéisé, pour le substrat, sur le
cas de la plaque stratifiée soumise à une traction, comportant un perçage en son centre.
Dans ce cas test, les conditions limites ainsi que le modèle patch sont identiques à ceux
utilisés dans la simulation précédente. Mais, on modifie le maillage du modèle substrat. Le
comportement étant homogénéisé dans le substrat, un unique élément dans l’épaisseur est
suffisant pour le représenter. Ainsi le maillage du substrat est constitué de 1024 éléments
briques tri-linéaires d’épaisseur égale à la somme des épaisseurs des plis (pour un stratifié
à quatre plis, l’épaisseur est de 1mm, (cf figure 4.9)). On se place selon les hypothèses de
petites perturbations avec un matériau élastique homogène. Identiquement au cas précédent,
le matériau utilisé pour caractériser le comportement du pli est toujours le T300 / 914 (cf
tableau 4.5), qui est élastique homogène, anisotrope.
Le comportement macroscopiquement homogénéisé est calculé à partir du comporte-
ment des plis ainsi que de la séquence d’empilement (épaisseur de pli, orientation des fibres,
ordre d’empilement). Pour cette simulation, l’homogénéisation est obtenue par l’intermé-
diaire d’un calcul annexe. Le tenseur de rigidité homogénéisé du modèle substrat est présenté
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Figure 4.11 — Maillages du modèle substrat et du patch pour un stratifié à 4 plis avec un
comportement homogénéisé pour le substrat.
par la matrice suivante (exprimé en MPa) :
Chomogeneise 

78522, 8 6125, 84 6310, 47 0 0 0
6, 12584 78, 5228 6310, 47 0 0 0
6310, 47 6310, 47 13254, 5 0 0 0
0 0 0 7644, 2 0 0
0 0 0 0 7644, 2 0
0 0 0 0 0 8800
 (4.9)
L’évaluation des performances, pour l’utilisation d’un modèle de comportement homo-
généisé pour le substrat, est réalisée sur les mêmes champs de contraintes que ceux montrés
dans le test précédent. Ainsi, les valeurs trouvées peuvent être comparées au cas de réfé-
rence monomodèle. On commence par observer ces champs de contraintes dans le cas où
le maillage intermédiaire possède une discrétisation, dans l’épaisseur, identique au modèle
patch.
On constate, tout d’abord, que les résultats sont encore identiques, quelque soit le type
d’opérateur de couplage utilisé. Notons alors que les champs représentés sont obtenus avec
un opérateur de couplage utilisant le tenseur des rigidités anisotropes des plis. Pour ces quatre
figures (4.12(a),4.12(b),4.12(c) et 4.12(d)), on montre que les champs obtenus sont quasi-
identiques à ceux de référence. De plus, les erreurs relatives entre les valeurs maximales
et minimales avec les deux types de modélisation sont inférieures à 0, 8%. Cela indique la
pertinence du calcul effectué avec une modélisation Arlequin, sachant que le modèle homo-
généisé du substrat n’est pas aussi précis qu’un modèle substrat stratifié.
Dans une deuxième modélisation, le maillage intermédiaire est modifié de façon à ne
comporter qu’un unique élément dans l’épaisseur. Cette description est à rapprocher de celle
du substrat. Ainsi, dans cette situation, l’opérateur de couplage, tenant compte de l’anisotro-
pie, doit être basé sur le tenseur de rigidité du modèle substrat homogénéisé.
Dans ce cadre de modélisation, le nombre de variables, assurant le couplage, est moindre,
donnant une plus grande souplesse au collage. En étudiant les champs de contraintes autour
du perçage (cf figures 4.13(a), 4.13(b), 4.13(c) et 4.13(d)), on confirme les performances
de l’utilisation de la méthode Arlequin. Lorsque l’on observe les erreurs relatives pour les




(a) Champ de contrainte σxx sur plis l1-l2 (b) Champ de contrainte σxx sur pli l1
(c) Champ de contrainte σyy sur pli l1 (d) Champ de contrainte σxy sur plis l1-l2
Figure 4.12 — Figures de champs de contraintes autour du perçage pour la modélisation
Arlequin avec le modèle substrat possédant un comportement homogénéisé dans l’épaisseur.
pour les modélisations précédentes ; mais elles restent faibles.
En résumé, on remarque que l’utilisation d’une loi de comportement macroscopique-
ment homogénéisée, pour le substrat, donne de bonnes représentations pour les champs de
contraintes tout en réduisant les coûts. Ce procédé peut donc être employé pour fortement
diminuer les coûts dans les zones non critiques avec un modèle substrat suffisant pour re-
produire l’allure du stratifié dans son ensemble. Cependant, l’homogénéisation est limitée à
certains types de chargement (ainsi lorsque la structure est sollicitée en flexion, il n’est pas
possible d’utiliser ce type d’approximation de comportement). L’homogénéisation n’est pas
acceptable, non plus, aux bords des structures stratifiées.
Maintenant que l’on a évalué l’utilisation de la méthode Arlequin pour coupler des struc-
tures stratifiées, on poursuit notre étude en introduisant différents modèles d’affaiblissement
(endommagement et rupture).
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(a) Champ de contrainte σxx sur plis l1-l2 (b) Champ de contrainte σxx sur pli l1
(c) Champ de contrainte σyy sur pli l1 (d) Champ de contrainte σxy sur plis l1-l2
Figure 4.13 — Figures de champs de contraintes autour du perçage pour la modélisation
Arlequin avec le modèle substrat possédant un comportement homogénéisé dans l’épaisseur
et un modèle intermédiaire n’ayant qu’un seul élément dans l’épaisseur.
4.4 Plaque stratifiée avec endommagement.
Dans cette section, nous proposons une modélisation Arlequin pour le problème de l’en-
dommagement mésoscopique (i.e. à l’échelle du pli) d’une plaque composite stratifiée. Ce
problème occupe une place très importante au sein du département des matériaux composites
de l’Onera (DMSC). Il a fait l’objet de nombreuses études [78, 80, 79].
Dans un premier temps, nous commençons par rappeler la loi d’endommagement que
nous utilisons dans nos tests. Dans un second temps, nous détaillons notre mise en place de
la méthode Arlequin pour le calcul d’une plaque stratifiée, ayant deux perçages, en tenant





Dans le domaine des matériaux composites, de nombreux travaux ont été menés sur les
critères de rupture des structures stratifiées ([58] en tant que bonne synthèse). Parmi les
critères existants, les critères macroscopiques ainsi que les critères multiéchelles, liés aux
propriétés microscopiques, ont tendance à surestimer les valeurs des efforts par rapport aux
expériences. Dans les critères utilisés, ceux attachés aux propriétés mésoscopiques s’avèrent
souvent plus performants [78] en terme de rapport (finesse d’étude{coûts de calcul).
Pour nos simulations, nous choisissons d’employer une loi de comportement qui lie la
dégradation des propriétés du pli en fonction de variables d’endommagement et de critères
multiéchelles mésoscopiques de type phénoménologique [83, 78, 80]. Dans cette section,
cette loi est simplifiée à une écriture élastique endommageable. Sans aucune détérioration,
la relation élastique initiale s’écrit :
σ  C0 ε (4.10)
Avec ε et σ, les termes qui représentent les déformations et contraintes totales reliées par
le terme C0 qui incarne la rigidité élastique initiale du pli. La loi endommageable utilise un
terme de rigidité rC, dégradation de la rigidité initiale C0, qui prend en compte les effets de
rupture de fibre et de ruptures interfibres. Elle s’écrit :
σ  rCpC0, d1, d2q ε (4.11)
La diminution de la rigiditéC0 est équivalente à une augmentation de la souplesse initiale
S0. La souplesse tenant compte de l’endommagement peut s’écrire [78] :
rS  S0   ∆S  S0   d1H1   d2H2 (4.12)
Dans ce cadre d’écriture, deux phénomènes de ruine sont pris en compte : la rupture
de fibre et la rupture interfibres. Le terme d1 tient compte de la cinétique du premier mode
d’endommagement, dirigée par un tenseur d’effets H1. Les termes d2 et H2 sont liés au
second type d’endommagement. Les cinétiques de dégradation dépendent de l’historique de
dépassement des valeurs des critères de rupture multiéchelle, s’appliquant à chaque pli :
d1  α Supt px
?
f1  1y q : Rupture de fibre (4.13)
d2  β Supt px
?
f2  1y q : Rupture de interfibres (4.14)
où α, β sont des coefficients de réglage qui définissent la rupture du pli, dès que la première
fibre est cassée, tout en laissant l’endommagement croître sous l’effet des fissures de la ma-
trice. Supt est une fonction qui prend en compte l’histoire du chargement et rend l’endom-
magement irréversible. Les cinétiques de déformations sont fonctions des critères de rupture
f1 et f2. Ces critères sont initialement basés sur ceux de Hashin [55, 54] et distinguent les
chargements en traction de ceux en compression. Il y a quatre types de critères qui ont été
adaptés pour être plus déterministes.
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– pour la rupture de fibre, dans le cas de la traction, le critère est modifié pour tenir
compte de l’influence de la dégradation de la matrice.




siσ11 ¥ 0 (4.15)
avec rXt la résistance efficace du pli en traction longitudinale qui considère la perte des
propriétés, due à la décohésion, de l’ensemble matrice{fibres car la résistance d’une
fibre décorrélée (i.e. séparée) de la matrice peut être 50% inférieure [78] à une fibre
reliée à la matrice.
– pour la rupture de fibre, dans le cas de la compression, le critère est modifié pour tenir
compte de l’influence du cisaillement.









Sfc p1  pσ22q

2
siσ11   0 (4.16)
avec Xc le terme qui représente la résistance en compression longitudinale selon le
chargement σ11, Sfc le terme qui représente la résistance en cisaillement pour un mode
fibre, sachant que Sfc ¡ Sc (résistance en cisaillement de l’ensemble), et le coefficient
p qui décrit le renforcement du matériau en compression transverse.
– pour la rupture interfibres, dans le cas de la traction, le critère est modifié afin de
prendre en compte l’affaiblissement de la résistance due aux contraintes de cisaille-
ment.












 p1  df q2 siσ22 ¥ 0 (4.17)
avec Yt le terme qui représente la résistance en traction longitudinale selon le charge-
ment σ22.
– pour la rupture interfibres, dans le cas de la compression transverse, le critère prend en
compte le renforcement.












 p1  df q2 siσ22   0 (4.18)
avec la variable de dégradation df qui est totalement définie par la connaissance du
seuil de dégradation et d’un coefficient cinétique. Cette variable de dégradation dépend
de l’historique du chargement et du caractère irréversible de la dégradation.
Remarque :
On peut noter que cette loi de comportement mésoscopique peut être complétée afin de
tenir compte de certains effets micromécaniques [63] et notamment des effets de dégradation
hors-plan à l’aide d’une grandeur dz. Un tenseur de variation de souplesse supplémentaire
a été rajouté, représentant la déformation d’endommagement induite par les fissures trans-
verses qui traduit les conséquences du délaminage local liée à la densité de ces fissures




Notons que, suite à une campagne d’essais virtuels, il est possible de déterminer l’impact
du taux de délaminage µ et de la densité de fissures transverses ρ sur la résistance du pli.
Ainsi, un tenseur de souplesse efficace ∆S pS0, ρ, µq permet de réduire, encore, la rigidité
en ajoutant les effets des délaminages locaux produits par les fissures transverses.
rSpS0, d1, d2, µ, ρq  S0   ∆S   ∆S (4.19)
Figure 4.14 — Définitions des paramètres d’endommagement du pli (ρ, µ) et de l’épaisseur
h pour déterminer le tenseur de rigidité équivalente C du pli.
4.4.2 Simulation d’un couplage avec une loi endommageable
L’évaluation de l’utilisation de la méthode Arlequin dans le couplage entre un modèle
de comportement élastique et un modèle de comportement endommageable est effectuée
sur une plaque stratifiée possédant deux perçages. Pour cette première modélisation de l’en-
dommagement avec la méthode Arlequin, on utilise un modèle de comportement endomma-
geable pour représenter la propagation des ruptures dans les plis, uniquement sur le patch
qui contient les zones critiques. Le substrat emploie un modèle de comportement élastique
non endommageable pour diminuer les coût de calcul dans les zones sans endommagement.
Pour cela, on considère une plaque rectangulaire stratifiée, de surface moyenne mesurant
120mm  38mm, constituée d’un empilement de cinq plis de 0, 262mm d’épaisseur, dont
les orientations sont (0˚,0˚,90˚,0˚,0˚). Cette plaque comporte deux perçages de 7, 8mm de
diamètre, centrés aux points de coordonnées p0, 6, 0q et p0,6, 0q (cf figure 4.15). La plaque
stratifiée est sollicité en traction par l’intermédiaire de déplacements normaux appliqués sur
les deux faces de normales ÝÑe1 et ÝÑe1 . Afin de bloquer les modes rigides de la plaque, deux
conditions limites sont ajoutées sur deux ensembles de nœuds du maillage. Ainsi, les nœuds
du centre de la plaque (de coordonnées p0, 0, zq) sont bloqués selon la direction x, y dans
toute l’épaisseur, avec un déplacement écrit ÝÑu  u.ÝÑe3 . Les nœuds situés sur une ligne de
l’axe y (de coordonnées p0, y, 0q) sont bloqués selon la direction z, avec un déplacement écritÝÑu  u.ÝÑe2 . Les autres faces de bord et appartenant aux frontières des perçages sont libres de
contraintes.
Dans le cadre de la modélisation Arlequin, le substrat définit la plaque stratifiée sans
perçage, où chaque pli est discrétisé. Le maillage du modèle substrat est constitué de
24  10  6  1440 éléments briques tri-linéaires (le pli à 90˚, situé au milieu, compor-
tant deux couches d’éléments dans l’épaisseur). Le matériau, utilisé pour chaque pli de ce
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Figure 4.15 — Schéma de modélisation d’une plaque stratifiée avec deux perçages.
Matériau : T700 / M21
El 115GPa Module longitudinal
Et 8, 5GPa Module transverse
νlt 0, 32 Coefficient de Poisson longitudinal
νtt 0, 51 Coefficient de Poisson transverse
Glt 9GPa Module cisaillement
Figure 4.16 — Tableau des propriétés du T700 / M21.
modèle, est du T700 / M21 dont les caractéristiques sont données dans le tableau (4.16).
Ce matériau est supposé avoir un comportement élastique homogène, anisotrope. Le modèle
patch représente une plaque rectangulaire, de surface moyenne mesurant 40mm  32mm,
possédant la même discrétisation des plis que le substrat dans l’épaisseur. Le modèle patch
intègre deux perçages et utilise une loi de comportement T700 / M21, endommageable ho-
mogène et anisotrope pour chaque pli (cf tableau 4.17). Le maillage de la zone libre du patch
est raffiné aux bords des perçages et est constitué de 177 744 éléments prisme tri-linéaires.
Dans la zone de collage, les éléments utilisés sont des briques tri-linéaires. Le nombre im-
portant d’éléments permet de représenter plus fidèlement l’évolution de l’endommagement.
On montre les résultats de simulation de la plaque stratifiée pour les deux valeurs d’en-
dommagement pd1, d2q pour le chargement en traction selon la direction ÝÑe1 . Le problème est
résolu en 50 incréments de temps avec 2-3 itérations de Newton-Raphson à chaque pas de
temps. Les figures (4.18) montrent l’évolution de l’endommagement de la matrice, noté d2,
à différents incréments du calcul en bord de perçages. On constate que l’endommagement
interfibres apparaît dans les plis à 0˚, puis se propage au pli à 90˚, avant de s’étendre de
façon linéaire dans le sens du chargement. Cette évolution linéaire, aussi appelée "splitting",
est visible sur les figures (4.19), où l’on observe le champ de la variable d2 sur l’ensemble
du patch à différentes étapes du calcul.
L’évolution de l’endommagement interfibres obtenu par simulation numérique et simi-
laire à celle observée expérimentalement [79] (cf figure 4.20). Avec l’endommagement de la




Matériau : T700 / M21 endommageable
Propriétés élastique
El 115GPa Module longitudinal
Et 8, 5GPa Module transverse
νlt 0, 32 Coefficient de Poisson longitudinal
νtt 0, 51 Coefficient de Poisson transverse
Glt 9GPa Module cisaillement
Contraintes à rupture
Xt 2000MPa Résistance des fibres en traction
Xc 1300MPa Résistance des fibres en compression
Yt 76MPa Résistance interfibres en traction
Yc 260MPa Résistance interfibres en compression
Sc 81MPa Résistance en cisaillement
cinétiques
α 10 facteur cinétique de la rupture des fibres
β 10 facteur cinétique de la rupture interfibres









Figure 4.17 — Tableau des propriétés du T700 / M21 endommageable.
blème, on constate que la rupture des fibres se produit plus tardivement au niveau des bords
de perçages, mais uniquement dans les plis à 90˚(cf figure 4.21).
Dans ce test, on a mis en évidence la possibilité d’utiliser la méthode Arlequin pour
coupler deux modèles ayant des lois de comportement différentes. Ainsi, pour de grandes
structures, on peut employer une loi de comportement endommageable de façon localisée ;
le modèle substrat global pouvant utiliser un modèle de comportement plus simple et ainsi
limiter les coûts de calculs non-linéaires. De plus, on a montré, pour le cas étudié, que les
résultats obtenus par simulations numériques sont cohérentes avec ceux observées expéri-
mentalement. Après avoir démontré qu’il est possible d’utiliser la méthode Arlequin pour
réduire les coûts d’un problème d’endommagement localisé, poursuivons notre étude avec
de l’endommagement entre plis.
4.4. PLAQUE STRATIFIÉE AVEC ENDOMMAGEMENT. 115
(a) 5ème incrément (b) 7ème incrément
(c) 9ème incrément (d) 11ème incrément
Figure 4.18 — Évolution du champ de la variable d’endommagement de la matrice au bord
d’un perçage.
(a) 5ème incrément (b) 10ème incrément
(c) 15ème incrément (d) 20ème incrément





Figure 4.20 — Figures de comparaison avec une simulation éléments finis monomodèle et
un essai expérimental [79].
(a) 20ème incrément (b) 23ème incrément
(c) 30ème incrément
Figure 4.21 — Évolution du champ de la variable de rupture des fibres sur le patch.
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4.5 Essai de délaminage
Cette section est dédiée à la mise en application de technique Arlequin pour la simulation
des phénomènes de dégradations entre les plis (délaminage). Pour simuler ces phénomènes
de délaminages, on utilise ici des modèles de zones cohésives dont la bonne approximation
numérique nécessite des discrétisations très fines. Cette exigence locale est prise en compte
par la méthode Arlequin en superposant un modèle local très raffiné (le patch) à un modèle
grossier (le substrat) dans la zone de délaminage.
Pour montrer la faisabilité de cette approche, nous considérons l’essai expérimental, le
plus couramment utilisé pour étudier le délaminage, à savoir l’essai DCB (Double-Cantilever
Beam). Il consiste à charger une poutre stratifiée délaminée transversalement, dans un sens
orthogonal à la fissure d’interface (cf figure de gauche 4.22) et à étudier la propagation de ce
délaminage initial.
Nous proposons ici de modéliser ce test dans le cadre Arlequin en deux dimensions.
4.5.1 Loi d’interface
De façon identique à un phénomène de fissuration, la décohésion entre les plis se déroule
en deux étapes : l’amorçage et la propagation. L’approche choisie pour décrire le délaminage
des stratifiés correspond aux modèles éléments finis de zones cohésives, basés sur la descrip-
tion entre les sauts de déplacement de deux nœuds, initialement superposés, avec les efforts












Figure 4.22 — Description modèle de zone cohésive.
Ces éléments possèdent une loi de comportement adoucissante qui caractérise le déplace-
ment d’ouverture δ des nœuds superposés (cf figure de droite 4.22). Il existe plusieurs formes
de lois adoucissantes (bilinéaire [1], multi-linéaire, exponentielle [127], trapézoïdale [36] ou
encore polynomiale [89]) dont les variations apparaissent sur des parties différentes (cf fi-
gure 4.23). En général, une loi adoucissante se divise en trois phases définies en fonction du








Figure 4.23 — Division et modèles de loi adoucissante.
La première partie représente l’augmentation de la contrainte interlaminaire jusqu’à at-
teindre la valeur critique σc. L’évolution du comportement est, ici, élastique linéaire. Ensuite,
la seconde partie traduit une perte de rigidité d’interface par une décroissance de la courbe
jusqu’à une rigidité nulle. La troisième partie correspond, suite à la rupture interlaminaire, à
la possibilité d’un déplacement sans effort.
Dans le modèle bilinéaire de Crisfield [1], que nous avons retenu pour un chargement
d’interface en traction, l’évolution du dommage est représentée par la variable d’endomma-





















, µ  1  U0n
δn
 1  U0t1
δt1
 1  U0t2
δt2
(4.21)
avec (Un, Ut1, Ut2) qui caractérise le déplacement normal, tangentiel dans le plan et tan-
gentiel hors-plan ainsi que (δn, δt1, δt2) qui représente les déplacements d’ouverture. Les
paramètres (U0n, U0t1, U0t2) représente les déplacements d’ouvertures relatifs à la traction
cohésive maximale pour les composantes normale et de cisaillement (cf U0 sur la figure
4.23). La notation x y  étant les crochets de Macaulay, utilisés pour décrire une fonction
rampe. À l’aide de cette variable d’endommagement, il est possible d’obtenir les relations





Tti  αi Uti
U0ti
F pλmaxq, i  t1, 2u
où F pλq  σmaxp1  λq (4.22)
avec 0 ¤ λ ¤ 1. Les termes σmax et ασmax représentent les valeurs critiques de contraintes
normale et tangentielle en modes pures. Le paramètre λ évoluant de 0 à 1 traduit la transition
entre l’état intègre et rompu de l’interface. De plus, la fonction F pλq  0 lorsque le para-
mètre λ  1, permettant alors que les sauts de solution δn, δt1, δt2 soient maximaux pour les
déplacements Un, Ut1, Ut2 et que les contraintes s’annulent.
Bien que permettant de représenter efficacement les phénomènes de dégradation d’inter-
face (tels que le délaminage), les modèles cohésifs font apparaître plusieurs difficultés dans
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les modèles numériques. Une discrétisation d’espace particulièrement fine est requise dans
la zone d’évolution de l’endommagement (appelée généralement "process zone") et le ca-
ractère fortement non linéaire conduit à utiliser des incréments de chargement très petits.
Le tout conduisant à des coûts de calculs extrêmement importants (cf thèse de T. Vandellos
[120, 121]).
4.5.2 Simulation d’un essai de DCB en deux dimensions
On examine les possibilités de la méthode Arlequin sur le cas d’un essai, DCB, de propa-
gation de délaminage en deux dimensions. Ce cas est basé sur une poutre de huit plis, chacun
de 0, 375mm d’épaisseur. La poutre rectangulaire a pour dimensions 140mm de long pour
3mm d’épaisseur. Afin de faciliter et de diriger le délaminage, on considère un décollement,
entre les plis médians, au niveau de l’extrémité, de normale ÝÑe1 . La poutre est soumise à un
chargement d’ouverture avec deux déplacements, égaux en module mais opposés en sensÝÑ
u ,
ÝÑ
u, de normale ÝÑe2 et ÝÑe2 imposé aux niveaux des points A et B (cf figure 4.24). Pour li-
miter les mouvements de corps rigides, on impose un déplacement nul, ÝÑu0, selon la direction












¡!u = u¡:¡!e2¡!u :¡!e2 = 0
u+ = 8
u¡ = ¡8
Figure 4.24 — Schéma de modélisation d’un modèle substrat de l’essai DCB en 2D.
Dans le cadre Arlequin, le modèle numérique est réalisée avec un maillage substrat qui
représente la poutre globale et un modèle patch, avec un maillage très fin, qui permet l’emploi
d’éléments de zones cohésives au niveau de l’interface qui s’endommage. Le maillage du
modèle substrat est constitué de 70  8  540 éléments rectangle bi-linéaires. Ce maillage
est préfissuré sur 78mm (cf figure 4.24). Le matériau utilisé pour chaque pli est du XAS /
914C (cf tableau 4.25) élastique homogène et anisotrope.
Pour cette simulation, le patch a pour dimensions 46mm0, 8mm. Le patch est préfissuré
sur une longueur de 7mm puis, comporte une bande de 38mm d’éléments de zones cohésives
(cf figure 4.26). Ces éléments sont placés au niveau de l’interface de l’axe médian, puisque
Matériau : XAS / 914C
El 138GPa Module longitudinal
Et 9, 4GPa Module transverse
νlt 0, 32 Coefficient de Poisson longitudinal
νtt 0, 32 Coefficient de Poisson transverse
Glt 6, 7GPa Module cisaillement












Figure 4.26 — Schéma de modélisation d’un modèle patch de l’essai DCB en 2D.
Modèle d’interface
K 1.e5N.mm3 Raideur d’interface
σmax 5MPa Résistance
τmax 10MPa Résistance
GIc 400J{m2 Ténacité mode I
GIIc 1450J{m2 Ténacité mode II
α 10 Facteur de pénalisation en compression
Figure 4.27 — Tableau des propriétés de l’interface.
le délaminage suit l’interface entre ces deux plis. Ce maillage est constitué de 4448 éléments
rectangle bi-linéaires ainsi que 304 éléments de zones cohésives linéaire à 4 nœuds (i2d4).
Le modèle de comportement du patch est identique au modèle substrat et les éléments de
zones cohésives ont un comportement d’interface de type bilinéaire dont les données sont
rassemblées dans le tableau (4.27). Les caractéristiques choisies pour le comportement de
l’interface sont similaires à celle employées dans les démonstrations mais demeurent plus
faibles que celles employées pour des simulations réalistes. Cette différence s’explique par
le choix de démontrer la possibilité de cette modélisation sans surcharger le modèle patch
d’une discrétisation très raffinée. Les deux maillages se superposent (cf figure 4.24), de façon
à permettre que le délaminage soit représenté uniquement sur le modèle patch (cf figure
4.28). La simulation reste dans le domaine des petites perturbations.
Figure 4.28 — Maillages des deux modèles pour l’essai DCB en 2D.
Le problème est résolu en 800 incréments de calcul. L’évolution du délaminage est re-
présentée en six étapes par des cartes de champs de déplacements selon l’axe y (cf figure
4.29).
Ces images, représentant le champ de déplacement Uy montrent que la propagation du
délaminage est simulée de façon graduelle. Ce décollement est modélisé par des éléments
de zones cohésives qui nécessitent une discrétisation très fine. L’utilisation de la méthode
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(a) Uy = 1,33 (b) Uy = 2,66
(c) Uy = 4 (d) Uy = 5,33
(e) Uy = 6,66 (f) Uy = 8
Figure 4.29 — Champ de déplacement sur le modèle patch avec propagation du délaminage
Arlequin permet d’insérer un patch sur un modèle grossier possédant une modélisation suffi-
sante pour représenter les plis du stratifié. La discrétisation du patch est ensuite choisie assez
fine autour de l’interface entre les plis qui se décollent pour éviter les problèmes de diver-
gence de calcul. Les éléments de zones cohésives se rompent lorsque le déplacement entre
deux nœuds est trop important. L’avancée du délaminage est réalisée avec la rupture de ces
éléments est illustrée sur trois figures (4.30).
(a) Uy = 1,33 (b) Uy = 2,66
(c) Uy = 3,33
Figure 4.30 — Représentation des éléments rompus lors de la propagation du délaminage
















Figure 4.31 — Courbe de la force Fy en fonction du déplacement Uy au point A.
Sur cette courbe, nous constatons, dans un premier temps, le comportement élastique de
la structure avec un début d’endommagement à partir d’une valeur de déplacement égale à
2. Dans un second temps, nous notons la réduction de la force Fy, par palier, représentant la
propagation du délaminage suite aux ruptures des éléments de zones cohésives. Cette des-
cente en palier peut être lissée en optant pour une discrétisation encore plus fine au niveau de
l’interface. Dans un dernier temps, à partir de la valeur de déplacement 6, 4, la structure se ri-
gidifie, suite à la rupture complète de l’ensemble des éléments de zones cohésives incorporés
dans le modèle patch.
Les éléments de zone cohésive, qui permettent de simuler le délaminage entre les plis,
nécessitent une description très fine qui peut rapidement devenir problématique pour des cas
de structures complexes. La faculté de limiter l’emploi de discrétisations raffinées unique-
ment aux zones d’intérêts devient indispensable. La méthode Arlequin prouve qu’elle peut
être utilisée afin de faciliter la simulation du délaminage avec des éléments de zones co-




Dans ce chapitre, on teste l’utilisation de la méthode Arlequin pour modéliser et simuler
quatre différents cas représentatifs de structures composites stratifiées. On évalue d’abord
le collage entre deux modélisations de stratifiés avec l’application d’un paramètre anisotro-
pique dans l’opérateur de couplage. On compare les champs de contraintes à une modéli-
sation monomodèle de référence. Ensuite, on teste le couplage entre un substrat, possédant
un modèle de comportement homogénéisé dans l’épaisseur et un modèle patch, représenté à
l’échelle mésoscopique. Cette modélisation, bien que limitée en application, permet, aussi,
de représenter correctement les champs de contraintes importants. Le troisième cas repré-
sentatif concerne les modèles d’endommagements mésoscopiques qui tiennent compte des
ruptures de fibres et interfibres. On constate que le couplage entre un substrat, ayant un
modèle de comportement élastique, et un patch, possédant un modèle de comportement en-
dommageable, reproduit l’évolution des dommages obtenue dans les essais expérimentaux
ou les simulations numériques monomodèles sur l’ensemble de la structure stratifiée. Suite à
l’endommagement des plis, on réalise un cas test de rupture d’interface très commun, l’essai
DCB. Cet essai de caractérisation d’amorçage et de propagation du délaminage est modélisé
par l’intermédiaire d’éléments de zones cohésives. L’utilisation de la méthode Arlequin per-
met de faciliter la génération de la discrétisation nécessaire à la stabilité requise par l’emploi
de ce type d’éléments.

Conclusion
L’ENSEMBLE de nos développements s’est axé autour de la mise en œuvre de la mé-thode multiéchelle Arlequin, dans le code de calcul Z-set{ZéBuLoN. Nous nous sommes
attachés, plus particulièrement, à délivrer un outil capable de répondre de façon robuste et
efficace aux problématiques de modélisations multiéchelles requises par des utilisateurs non
spécialistes dans un contexte de bureau d’étude. En effet, ces développements ont été menés
afin de traiter des problèmes mécaniques représentatifs de ceux rencontrés dans l’industrie
aéronautique pouvant, par exemple, comporter des détails géométriques particuliers ou em-
ployant des lois de comportement complexes. Néanmoins, ces travaux ont aussi tenu compte
de contraintes de performances et de coûts de calcul afin que l’utilisation d’une telle méthode
soit compétitive par rapport aux méthodes existantes. Ces différents besoins ont conduit à
axer ces travaux de thèse selon certaines orientations.
L’utilisation de la méthode Arlequin pour concevoir ou analyser des structures réalistes,
a imposé que la mise en œuvre soit réalisée de la façon la plus générale possible. Ainsi, il
était nécessaire que la méthode soit capable de coupler des modèles aux maillages incompa-
tibles. Cet impératif impose des développements d’outils et de stratégies spécifiques, tels que
la génération d’une règle d’intégration adaptée ou l’utilisation d’opérateurs de projection de
champs pour des maillages différents. De plus, afin de faciliter l’usage de la méthode Arle-
quin, nous avons développé un outil spécifique de génération de patchs, pour simplifier la
modélisation. Le temps d’exécution de ces calculs, devant être optimisé pour correspondre
aux impératifs industriels, nous avons prolongé l’écriture du système Arlequin afin qu’il
puisse être résolu avec des machines à architectures partagées, en parallèle, en bénéficiant
de solveurs itératifs. Cette mise en œuvre générique a permis de poser de solides bases pour
traiter efficacement des problèmes de structures mécaniques complexes.
Dans le cadre de la méthode Arlequin mixte, l’emploi d’un champ de multiplicateur pour
coller les modèles, augmente le nombre d’inconnues. En outre, le système mixte généré,
nécessite l’emploi de méthodes de résolution capables de traiter des opérateurs symétriques
non-définis positifs. Dans le cadre de résolutions séquentielles, nous avons exclusivement
utilisé le solveur Mumps, avec une stratégie de sélection de pivots. Pour les résolutions mul-
tiprocessus, l’utilisation de solveurs multithreadés ne s’est pas avérée efficace pour la fac-
torisation de l’opérateur. Elle peut, cependant, accélérer l’intégration des différents termes
composant le système. La solution pour résoudre des systèmes Arlequin de taille consé-
quente, i.e., possédant un grand nombre d’inconnues, est d’utiliser les résolutions parallèles
avec des solveurs itératifs. Nous avons donc mis en œuvre la méthode Arlequin pour des
résolutions parallèles, en rapprochement des méthodes de décomposition de domaines, pour
accroître les capacités de la méthode Arlequin à résoudre des calculs hautes performances.
Ainsi, cette méthode, en plus d’être robuste et générale, devient performante en terme de
coûts et de temps de calcul.
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Enfin, l’ensemble de ces développements a permis de tester l’apport de la méthode Ar-
lequin pour simuler des problèmes à l’aide de modélisations complexes dans le domaine
des structures composites stratifiées. Ainsi, après avoir vérifié le couplage entre modèles
anisotropes, nous avons pu relier des modèles représentant chaque pli avec des modèles pos-
sédant un comportement homogénéisé macroscopiquement dans l’épaisseur. L’emploi de ce
type de comportement, bien que limité en applications, permet de diminuer sensiblement le
nombre d’inconnues dans les zones dénuées d’intérêt. Nous avons aussi testé l’utilisation de
la méthode Arlequin pour représenter des phénomènes non linéaires d’endommagement de
façon localisée. Il devient ainsi possible d’utiliser, dans Z-set{ZéBuLoN, une méthode mul-
tiéchelle pour limiter significativement la complexité de modélisation numérique dans les
structures composites, tout en représentant fidèlement les zones où apparaissent et évoluent
les phénomènes de dégradations (ruptures fibres, interfibres, délaminage,etc.).
Ces travaux offrent de nombreuses perspectives à différents niveaux et dans différents
horizons. Dans le domaine de la mécanique de la rupture, ce type de méthode doit permettre
de pouvoir calculer, avec une meilleur précision, les paramètres énergétiques (taux de res-
titution d’énergie et facteur d’intensité des contraintes) en associant des patchs à l’aide de
maillages réguliers en front de fissure (là où les solutions issues de discrétisation résultantes
de mailleurs libres en X-FEM ou représentation conforme peuvent être mis en défaut et où
des erreurs de transfert de champs apparaissent, avec des conséquences pouvant être rédhi-
bitoire dans des problèmes élastoplastiques). De façon plus applicative, dans le cadre des ap-
proches adaptatives locales, l’utilisation de patchs permet d’apporter une grande flexibilité,
en assurant un raccord non-conforme avec la zone d’intérêt, on envisage de mettre en œuvre
des méthodes permettant de faire évoluer dynamiquement la position des patchs au cours de
la simulation pour suivre les phénomènes de dégradation. Ce type de méthode peut avoir un
intérêt majeur dans l’étude de la transition endommagement{rupture sur des problèmes 3D
complexes, où le caractère non-local des modèles requière une finesse de maillage particu-
lièrement importante dans une zone très localisée en évolution.
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A Projection optimal d’unchamp entre deux
maillages
Dans nos travaux, le transfert d’un champ entre deux domaines est calculé de façon
optimale en utilisant les transferts de type Mortar. Concrètement, considérons un champÝÑe1pxq  N1pxqE1 interpolé sur un maillage T 1 constitué de n1 nœuds. N1pxq étant les fonc-
tions de forme et E1 le vecteur des valeurs nodales de ÝÑe1pxq. On souhaite trouver ÝÑe2pxq la
projection optimale de ce champ interpolé sur un second espace T 2, constitué de n2 nœuds,





Figure A.1 — Transfert de champ entre deux domaines aux discrétisations différentes.
L’écriture de la technique Mortar consiste à vérifier l’égalité des champs à l’aide d’une
fonction Φpxq : »
T 1
ΦpxqT N1pxqE1 dV 
»
T 2
ΦpxqT N2pxqE2 dV (A.1)
Afin de déterminer le vecteur des inconnues nodales E2 projeté, on choisit comme fonc-
tion Φpxq la fonction de forme N2pxq telle que :»
T 12
N2pxqT N1pxqE1 dV 
»
T 2
N2pxqT N2pxqE2 dV (A.2)
On constate que l’équation (A.2) reliant les champs utilise un espace T 12 qui est un
maillage permettant d’intégrer à la fois les fonctions provenant de l’espace T 1 mais aussi
de l’espace T 2. Cet espace peut, par exemple, être obtenu par l’intersection de ces deux
domaines (cf annexe B). L’équation précédente traduit une projection de type L2 entre les
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espaces T 1 et T 2. Il est alors possible de définir l’opérateur de transfert linéaire optimal






N2pxqT N2pxq dV s1r
»
T 12
N2pxqT N1pxq dV s (A.3)
Ce système est bien posé dans le cadre d’une formulation éléments finis puisque l’opéra-
teur qui intervient est semblable à la matrice de masse. De la même manière, il est possible
















B2pxqT B2pxq dV s1r
»
T 12
B2pxqT B1pxq dV s (A.5)
ANNEXE
B Algorithme de créationd’une règle d’intégration
entre deux maillages
Afin d’évaluer des termes faisant intervenir des champs définis sur différents espaces
(un domaine Ω1 et un domaine Ω2), il est nécessaire de générer un maillage ou une règle
d’intégration spécifique. Posons l’expression d’un champ Eipxq, appartenant au domaine Ωi,
telle que :
ÝÑei pxq  NipxqEi (B.1)
Avec Nipxq, les fonctions de forme du maillage T i et Ei, le vecteur des inconnues
nodales. Fixons l’écriture d’un terme, faisant intervenir des champs définis sur différents











1 pxq. N2pxqE2 dv (B.2)
En pratique, ce terme (B.2) est évalué par un assemblage de calculs effectués sur des
domaines sous-découpés, issus de l’intersection entre les maillages des espaces relatifs. Dé-
finissons le maillage T 1, relatif au domaine Ω1, constitué d’éléments De1 et le maillage T 2,
relatif au domaine Ω2, constitué d’éléments De2. Ainsi, pour évaluer l’intégrale sur un élé-
ment De1 utilisant des fonctions de formes issues des éléments d’un autre maillage T 2, il faut
morceler l’élément De1. En effet, le champ ÝÑe2 n’est pas, en général, régulier sur l’élément
De1. Il n’existe pas d’approximation polynomiale du champ issu du maillage T 2. La solution
pour évaluer correctement le terme (B.2) consiste à découper l’élément De1 en fonction du








1 pxqN2pxqE2 dv (B.3)
Les produits des fonctions de base N1pxq et N2pxq deviennent réguliers sur les éléments
Dep. Les sous-éléments D
e
p pouvant être complexes et ne pas avoir de règle d’intégration
142












Figure B.1 — Définition des sous-éléments Dez d’intersection entre des élément De1 et De2 en
2D.
propre, on les redécoupe en éléments triangles ou tétraèdres Dez dont on connaît facilement








La règle complète revient à définir l’ensemble des coordonnées et les poids (g, ρg) des
points d’intégration des sous-élémentsDez qui permettent d’intégrer les fonctions de base des








1 pgqN2pgqE2 dv (B.5)
L’ensemble de cette procédure, qui génère les données des points d’intégration, est réalisé
à l’aide d’un algorithme (B.1) qui définit la règle d’intégration associée aux élémentsDe1. Cet
algorithme permet de créer la règle d’intersection pour des maillages basés sur des éléments
convexes.
En terme de performance, on vérifie que l’on intègre avec une très bonne précision
puisque l’erreur relative mesurée est de l’ordre de 1010, montrant ainsi que les problèmes
d’arrondis numériques, qui se produisent massivement lors de ce type d’opérations, n’ont
pratiquement aucune influence sur la qualité de la règle d’intégration fournie. En ce qui
concerne le temps CPU, ce type d’opérations, quand même coûteuses, suit une évolution
quasi-linéaire en n.plogpnqq voir même n. Le temps passé dans l’algorithme étant concentré
sur le calcul des intersections arrêtes{éléments qui reste lié linéairement au nombre d’élé-
ments et à leur connectivité moyenne. Le temps requis n’étant pas actuellement excessi-
vement limitant par rapport au temps consacré au calcul, il n’a pas été jugé nécessaire de
multi-threader cet algorithme, même si sa parallélisation est directe. L’évolution des temps
requis en deux dimensions est fonction de la taille des maillages (B.2) comme pour le cas
tridimensionnel (B.3).
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Algorithme B.1 Algorithme de création de la règle d’intégration pour les maillages.
1: bb_tree_maillage_2Ñ BB_tree
2: tu Ñ integration
3: pour i  t0 . . . nb_elempmaillage_1qu faire
4: maillage_1.elementris Ñ elem_1
5: BB_tree.find_in_boxpenglobepelem_1qq Ñ list_elem
6: tu Ñ integration_i
7: pour j  t0 . . . nb_elemplist_elemqu faire
8: list_elemrjs Ñ elem_2
9: tu Ñ list_inter
10: elem_1.edgesÑ list_edge
11: pour k  t0 . . . nb_edgeplist_edgequ faire
12: list_edgerks Ñ edge
13: intersection_edge_elempedge, elem_2, list_interq1
14: fin pour
15: elem_2.edgesÑ list_edge
16: pour k  t0 . . . nb_edgeplist_edgequ faire
17: list_edgerks Ñ edge
18: intersection_edge_elempedge, elem_1, list_interq1
19: fin pour
20: cleanduplicatesplist_inter, toleranceq
21: QHULL.build_hullplist_interq Ñ hull_faces
22: si hull_faces.no_degenerate alors
23: hull_faces.centerÑ center_node
24: pour k  t0 . . . nb_facephull_facesqu faire
25: build_simplexptcenter_node, hull_facesrks.nodesuq Ñ simplex
26: pour h  t0 . . . simplex.nb_GPu faire
27: simplex.GP_real_weightpkq Ñ w_GP
28: elem_1.find_ref_pospsimplex.GP_real_pospkqq Ñ xi_1
29: elem_2.find_ref_pospsimplex.GP_real_pospkqq Ñ xi_2








ANNEXE B. ALGORITHME DE CRÉATION D’UNE RÈGLE D’INTÉGRATION
ENTRE DEUX MAILLAGES
Figure B.2 — Évolution des temps CPU pour un calcul des intersections 2D.
Figure B.3 — Évolution des temps CPU pour un calcul des intersections 3D.

Approche numérique multiéchelle / multimodèle de la dégradation des
matériaux composites
Nos travaux concernent la mise en oeuvre d’une méthode multiéchelle pour faciliter la
simulation numérique de structures complexes, appliquée à la modélisation de
composants aéronautiques (notamment pour les pièces tournantes de turboréacteur et des structures
composites stratifiées).
Ces développements sont basés autour de la méthode Arlequin qui permet d’enrichir
des modélisations numériques, à l’aide de patchs, autour de zones d’intérêt où des
phénomènes complexes se produisent. Cette méthode est mise en oeuvre dans un cadre général
permettant la superposition de maillages incompatibles au sein du code de calcul Z-set/Zébulon,
en utilisant une formulation optimale des opérateurs de couplage. La précision et la robustesse de
cette approche ont été évaluées sur différents problèmes numériques.
Afin d’accroître les performances de la méthode Arlequin, un solveur spécifique basé sur les
techniques de décomposition de domaine a été développé pour bénéficier des capacités de calcul
offertes par les machines à architectures parallèles. Ces performances ont été évaluées sur différents
cas tests académiques et quasi-industriels.
Enfin, ces développements ont été appliqué à la simulation de problèmes de structures composites
stratifiées.
Mots-clés : METHODE ARLEQUIN ; MULTIECHELLE ; DECOMPOSITION DOMAINE ; MAILLAGE
INCOMPATIBLE ; STRUCTURE STRATIFIEE ; ENDOMMAGEMENT COMPOSITE
Multiscale/multimodel computational approach to the degradation o composite
materials
Our work concerns the implementation of a method for convenient multiscale numerical simulation of
complex structures, applied to the modeling of aircraft components (including rotating parts made of jet
engine from laminate composite structures).
These developments are based on the Arlequin method which allows to enrich numerical modeling,
using patches around areas of interest where complex phenomena occur. This method is implemented
in a general framework in order to link made of incompatible meshes in the Z-set/Zébulon finite
element code, using an optimal formulation of the coupling operators. The accuracy and robustness of
this approach were evaluated on various numerical problems.
To increase the performance of the Arlequin method, a specific solver based on domain
decomposition techniques has been developed to take advantage of computing capabilities offered by
parallel machine architectures. Its performance has been evaluated on different numerical
assessments from academic to industrial tests.
Finally, these developments have been applied to the simulation of problems made of laminate
composite structures.
Keywords :  ARLEQUIN METHOD ; MULTISCALE ; DOMAIN DECOMPOSITION ; NON CONFORM MESHES ; 
LAMINATE STRUCTURE ; DAMAGE COMPOSITE
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