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FI-modules and the cohomology of modular
representations of symmetric groups
Rohit Nagpal
Abstract
An FI-module V over a commutative ring K encodes a sequence (Vn)n>0 of repre-
sentations of the symmetric groups (Sn)n>0 over K. In this paper, we show that for a
"finitely generated" FI-module V over a field of characteristic p, the cohomology groups
Ht(Sn,Vn) are eventually periodic in n. We describe a recursive way to calculate the
period and the periodicity range and show that the period is always a power of p. As an
application, we show that if M is a compact, connected, oriented manifold of dimension
> 2 and confn(M) is the configuration space of unordered n-tuples of distinct points
in M then the mod-p cohomology groups Ht(confn(M),K) are eventually periodic in n
with period a power of p.
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1 Introduction
Nakaoka showed in his 1960 paper [Nak] that the cohomology groups Ht(Sn,V) stablizes in
n when V is a finitely generated abelian group with a trivial action of Sn. More precisely he
showed that
Ht(Sn,V) ∼= H
t(Sn−1,V), if n > 2t. (1)
Immediately afterwards, A. Dold published his paper [Do] significantly simplifying Nakaoka’s
arguments. Over the next two decades the cohomology groups Ht(Sn,Z/pZ) were of great
research interest. Nakaoka and others studied theses groups extensively determining the
structure of the groups and the cohomology operations on them; see [Nak1], [Nak2], [Mi],
[May], [Man].
It is natural to ask what happens if we allow V to vary with n or let Sn act nontrivially
on V. But, to make sense out of this we need coherent sequences of Sn-representations.
The coherent sequences of Sn-representations were first observed as a ubiquitously occurring
phenomena by Church and Farb in [CF]. Soon after, the theory of FI-modules was introduced
and developed by Church, Ellenberg and Farb in [CEF] to study such sequences. The notion
of coherence of such a sequence was made precise by the natural notion of finite generation
of an FI-module.
In [CEF], it was shown that the finitely generated FI-modules over a characteristic 0
field form an abelian category and several new theorems in topology, algebra, combinatorics
and algebraic geometry were proved as an application. Almost at the same time, Sam and
Snowden studied a category equivalent to the category of finitely generated FI-modules in
[SS] and provided a detailed analysis of the algebraic structure of the category in characteristic
0.
In [CEFN], Church-Ellenberg-Farb and the current author studied the category of finitely
generated FI-modules over a general Noetherian ring showing that the category is abelian and
that there is an inductive description of a finitely generated FI-module V = (Vn)n>0: there
exists some N > 0 such that if n > N then Vn can be described in terms of Vj, j 6 N. Such
an inductive description had appeared before in characteristic 0 (see Putman’s paper [Pu])
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and has several applications. In this paper, the techniques introduced in [CEFN] are used
extensively.
Recently, FI-modules and the related theories have been very fruitful. Church-Ellenberg-
Farb has related it to the point counts on varieties defined over finite fields via Grothendieck-
Lefschetz fixed point theorem ([CEF2]). Related theory of FI-groups has been developed by
Church and Putman in [CP] to obtain results about the Johnson filtration on the mapping
class groups. The theory has also been generalized to coherent sequences of representations
of classical Weyl groups by Wilson which yields another set of applications ([Wi]).
In this paper, we generalize Nakaoka’s stability theorem and show that the cohomology
groups Ht(Sn,Vn), where the sequence of Sn-representations (Vn)n>0 is given by a finitely
generated FI-module V, are eventually periodic in n. A map f : U→ V of finitely generated
FI-modules determine Sn-equivariant maps fn : Un → Vn for each n > 0. We show that
kernel and image of f⋆,n : H
t(Sn,Un)→ H
t(Sn,Vn) are eventually periodic in n. Similarly,
if
0→ U→ V →W → 0
is an exact sequence of finitely generated FI-modules then the kernel and the image of the
connecting homomorphisms in the cohomology long exact sequence are eventually periodic
in n.
The simplest example where periodicity can be observed is constructed as follows. Working
over F2, let (Vn)n>0 be the sequence consisting of permutation representations (Vn = (F2)n)
and (Un)n>0 be the sequence consisting of trivial representations (Un = F2). These se-
quences form finitely generated FI-modules V and U respectively and the map φ : V → U
given by
φn(a1,a2, . . . ,an) =
n∑
i=1
ai ∀n
is an FI-module homomorphism. Now W := kerφ = (kerφn)n>0 forms an FI-module with
H0(Sn,Wn) =W
Sn
n which is nontrivial only when n > 2 and 2 | n.
We remark that our results do not provide another proof of Nakaoka’s theorem. Rather
we build on Nakaoka’s theorem addressing a seemingly orthogonal set of difficulties. Unlike
Nakaoka’s stability theorem our periodicity result is nontrivial even in the case when t = 0
(see example 3.35).
As a direct application to our results, we show that the mod-p cohomology of the un-
ordered configuration space of a compact, connected and oriented manifold of dimension
> 2 is periodic. The precise statement and a short history of related works on configuration
spaces is provided in §1.5.
Related work on other categories. Parallel theories for the twisted cohomology (or homol-
ogy) of several different sequences of groups exist or are being worked out. Some examples
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include: cohomology of free groups via polynomial functors [DPV]; rational cohomology of
classical groups via polynomial functors [To], [Ku]; homology groups Ht(GLn(R), T(Adn(R))
where T : Z-Mod→ Z-Mod is a functor of finite degree [Dw]; homology groups Ht(Sn,Vn)
where V is a finitely generated FI-module [Wa] (note here that the universal coefficient the-
orem cannot be used to deduce the cohomology version from the homology version and
vice-versa because the coefficients are nontrivial representations of Sn); stability of twisted
homology groups Ht(SLn(R),Mn) and Ht(Sp2n(R),Mn) where R is a finite ring [PuSa].
A general twisted homological stability result for sequences of representations of wreath
product groups G ≀Sn, where G is a polycyclic-by-finite group, is proved in [SS4]. Andrew
Snowden and the current author are developing a cohomological version for sequences of
representations of the groups G ≀ Sn [NS]. In particular, when G is the trivial group, [NS]
provides an alternate proof of periodicity of the cohomology groups Ht(Sn,Vn) with better
bounds on the periodicity range but without optimal bounds on the period.
Outline of the paper. We start with an overview of FI-modules in §1.1 and the rest of the
§1 presents precise statements of our results and an outline of the proofs. In §2, we prove
results about the structure of finitely generated FI-modules over a Noetherian ring. Our main
theorem is proved in §3 and the application to configuration spaces is given in §4. In §5, we
provide some related open questions.
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Chicago that greatly influenced the paper as it is now. I thank Eric Ramos and Jenny Wilson
for going through parts of the paper and for their comments. This work is a part of my thesis
at University of Wisconsin Madison and I thank the institution for the support throughout.
1.1 An overview of Church-Ellenberg-Farb’s theory of FI-modules
Let FI be the category whose objects are finite sets and a morphism between finite sets A
and B is an injection f : A → B. The category FI is equivalent to its full subcategory whose
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objects are the sets {1, 2, . . . ,n}, n > 0. For simplicity we denote {1, 2, . . . ,n} by [n] and
{−1,−2, . . . ,−n} by [−n]. The empty set is denoted by [0].
An FI-module over a commutative ring K is a covariant functor from the category FI to
the category of K-modules. The category of FI-modules over K is denoted by FI-ModK. For
an FI-modules V, we denote the K-module V([n]) by Vn. Since the group EndFI([n]) of
endomorphism of [n] is naturally isomorphic to the symmetric group Sn, any FI-module V
determines a sequence of K[Sn]-modules (Vn)n>0 with linear maps between them respecting
the group actions. For an FI-morphism f : [m] → [n], we denote the map V(f) : Vm → Vn
by f⋆.
It is known that the category of functors from any small category to an abelian category
is abelian ([CEF, Remark 2.1.2], [We, A.4.3]), so FI-modules form an abelian category.
Moreover, notions such as kernel, cokernel, subobject, quotient object, injection, or surjection
are all defined "pointwise", meaning that a property holds for an FI-module V if and only if
it holds for each Vn. For example, we say a map V →W of FI-modules is an injection if and
only if the maps Vn →Wn are injections for all n.
An FI-module V is finitely generated if there is a finite set S of elements in
⊔
i Vi so that
no proper sub-FI-module of V contains S.
Definition 1.1 (The FI-moduleM(m) [CEF, Definition 2.2.3], [CEFN, Definition 2.2]). For
anym > 0, the FI-moduleM(m) takes a finite set S to the free K-moduleM(m)S on the set
of injections [m] →֒ S. In other words, M(m) = K[HomFI([m],−)]; by the Yoneda lemma,
M(m) is uniquely determined by the natural identification
HomFI-Mod(M(m),V) ∼= Vm.
An FI-module V is said to be free if
V =
⊕
i∈I
M(mi). 
Definition 1.2 (The FI-moduleM(W) [CEF, Definition 2.2.2]). For any K[Sm]-moduleW,
the FI-module M(W) takes a finite set S of size n to the K[Sn]-module M(W)S given by
M(W)S := K[HomFI([m], S)]⊗K[Sm]W. In other words,
M(W)n = Ind
Sn
Sm×Sn−m
W ⊠K = K[Sn]⊗K[Sm]×K[Sn−m] (W ⊠K).
By the Yoneda lemma, M(W) is uniquely determined by the natural identification
HomFI-Mod(M(W),V) ∼= HomSm(W,Vm).
Note here that M(K[Sm]) is same as M(m). 
5
Remark 1.3. It is shown in [CEF, Theorem 4.1.5] that FI-modules of the form
V =
⊕
i∈I
M(Wi)
for some K[Smi ]-modules Wi are precisely the FI-modules with FI ♯ (see [CEF, Defini-
tion 4.1.1]) structure on them. For our purpose, an FI ♯-module is an FI-module admitting a
decomposition as above.
If an FI ♯-module V is finitely generated as an FI-module. Then it follows (for example,
from the argument in Proposition 2.5) that the cohomology groups Ht(Sn,Vn) stabilizes
and hence are periodic with period 1. 
We have the following characterization of finite generation in terms of FI-modulesM(m).
Definition 1.4 (Finitely generated FI-modules [CEF, Proposition 2.3.4], [CEFN, Defini-
tion 2.1]). Let V be an FI-module. We say that V is finitely generated if there exists a
surjection
d⊕
i=1
M(mi)։ V
for some integers mi > 0. We say that V is generated in degree 6 m if there exists a
surjection
Π :
⊕
i∈I
M(mi)։ V with all mi 6 m.
Here the sum may be infinite. The data of the integers mi, i ∈ I is the degree structure of
Π and maxi∈Imi is the degree of Π. 
We need the following Noetherian property of finitely generated FI-modules.
Theorem 1.5 (Noetherian property [CEFN, Theorem A]). If V is a finitely-generated FI-
module over a Noetherian ring K, andW is a sub-FI-module of V, thenW is finitely generated.
The positive shift functors were used extensively to prove the above Noetherian property.
Shift functors are essential for our purpose as well.
Definition 1.6 (Positive shift functor S+a [CEFN, Definition 2.8]). Given an FI-module V
and an integer a > 1, the functor S+a : FI-Mod→ FI-Mod is defined by
(S+aV)S := VS⊔[a]
It follows that as a K[Sn]-module S+aVn ∼= Res
Sn+a
Sn
Vn+a Since kernels and cokernels are
computed pointwise, S+a is an exact functor. Also note that there is a natural isomorphism
S+(a+b)V ∼= S+aS+bV. 
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Definition 1.7. The natural inclusion S →֒ S ⊔ [a] is a morphism in the category FI, which
induces a map Xa(V) : V → S+aV of FI-modules. The torsion submodule of V denoted
T(V) is a sub-FI-module of V given by:
T(V) =
⋃
a>0
kerXa(V).
Working over a Noetherian ring K, T(V) is finitely generated by Theorem 1.5 and hence for
each a > 0, (Xa(V))n is injective for large enough n (see [CEFN, Lemma 2.15] for more
details). 
In some fortunate situations we can define a meaningful map in the opposite direction;
S+aV → V. An example where this holds is when V is free, which can be seen from the
following lemma.
Lemma 1.8 ([CEFN, Proposition 2.12]). For any a > 0 and any d > 0, there is a natural
decomposition
S+aM(d) =M(d)⊕Qa (2)
where Qa is a free FI-module finitely generated in degree 6 d−1. In particular, if V is a free
FI-module then V is a direct summand of S+aV.
Remark 1.9. When a = 1 we have S+1M(m) =M(m)⊕M(m−1)
⊕m. The decomposition
of S+aM(m) can be computed using the case a = 1 and the natural isomorphism S+(a+b)V ∼=
S+aS+bV. We generalize the above decomposition in Lemma 2.2 which shows in particular
that if V is an FI ♯-module and a > 0, then V is a direct summand of S+aV. 
1.2 Introduction to ♯-filtered FI-modules
In §2, we show that if V is a finitely generated FI-module over a Noetherian ring K then V
is built out of FI-modules of the formM(W) which, by Remark 1.9 is a member of a strictly
smaller category. To make it precise we need a couple of definitions.
Definition 1.10 (♯-filtered FI-modules). A ♯-filtered FI-module is a surjection
Π :
d⊕
i=1
M(mi)։ V
of FI-modules such that the filtration
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vd = V
given by
Vr := Π(
r⊕
i=1
M(mi)), 0 6 r 6 d
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has graded pieces of the form M(W), that is, the filtration satisfies V
r
Vr−1
∼= M(Wr) where
Wr are some K[Smr]-modules. We call the filtration induced by Π, the ♯-filtration of V. We
use Π and V interchangeably if there is an obvious surjection giving V a ♯-filtered FI-module
structure.
We call d the length of the ♯-filtration and the pair V˜ := (
⊕d
i=1M(mi), (mi)16i6d) a
cover of V. The second coordinate just keeps track of the order which yields the desired
♯-filtration. We dispense with the second co-ordinate whenever it is clear from the context
and identify the cover with the first co-ordinate. 
The above definition implies that there are surjections pir :M(mr)։M(Wr) and hence
each Wr is a singly generated K[Smr]-module. But this is just a matter of convenience (see
Lemma 2.2). Note that NOT every finitely generated FI-module admits a ♯-filtration. But if
a finitely generated FI-module V admits a filtration
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vd = V
satisfying V
r
Vr−1
∼= M(Wr) where Wr are some K[Smr]-modules, then V admits a ♯-filtered
FI-module structure. The definition of a ♯-filtered FI-module just contains extra data of a
cover (this extra data is useful in producing bounds on the period of the cohomology groups).
Definition 1.11. Let Π1 :
⊕d1
i=1M(mi) → V and Π
2 :
⊕d2
k=1M(nk) → W be ♯-filtered
FI-modules. An FI-module map φ : V →W is called sequential if there are subsets S ⊂ [d1],
T ⊂ [d2] and an isomorphism fφ : S → T such that nk = mf−1φ (k) for each k ∈ T and the
map of covers φ˜ :
⊕d1
i=1M(mi)→
⊕d2
k=1M(nk) given by
(φ˜n(L))k =


Lf−1φ (k)
, if k ∈ T
0, otherwise
determines φ. In other words, if l ∈ Vn and L = (Li)16i6d1 ∈
⊕d1
i=1M(mi)n is any lift of l
(that is, Π1n(L) = l) then φ˜n(L) is a lift of φ(l). 
The following theorem is proven in §2.
Theorem A (A ♯-filtered resolution of a finitely generated FI-module). Let V be a finitely
generated FI-module over a Noetherian ring K and is generated in degree D, that is, V admits
a surjection
Π : V˜ :=
d⊕
i=1
M(mi)→ V
with mi 6 D for each i. Then,
(A) for large enough a, S+aV is ♯-filtered;
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0 V˜ J˜0 J˜1 J˜2 . . . J˜N 0
0 V J0 J1 J2 . . . JN 0
0 0 0 0 0
ι˜
Π
φ˜0
Π0
φ˜1
Π1 Π2
φ˜2 φ˜N−1
ΠN
ι φ
0 φ1 φ2 φN−1
Figure 1
(B) there exists a commutative diagram (Figure 1) with the columns and the first row exact
and the second row exact in high enough degree (say n > C), that is, the sequence
0→ Vn → J
0
n → J
1
n → . . .→ J
N
n → 0
is exact if n > C. Here for each 0 6 i 6 N, Ji is a ♯-filtered FI-module with cover
Πi : J˜i → Ji and for each 0 6 i 6 N − 1, the map φi is sequential (sequentialness is
witnessed by φ˜i). Moreover, N 6 D and J˜i is generated in degree at most D− i.
Remark 1.12. If W is a projective K[Sm]-module, then M(W) is a projective FI-module
(see [CEF, Remark 2.2.A] or [We]). This implies that if K is a field of characteristic 0 or
of characteristic > D then each Ji in Theorem A is a direct sum of FI-modules of the form
M(W). Thus [CEF, Theorem 1.13], which shows that a finitely generated FI-module is
uniformly representation stable in the sense of [CF], follows from Theorem A because by
Pieri’s rule FI-modules of the form M(W) are uniformly representation stable. 
Remark 1.13. Over a field of characteristic 0, Sam and Snowden showed in [SS] that FI-
modules of the formM(W) are injective in the category of finitely generated FI-modules and
that every finitely generated FI-module admits a finite injective resolution.
Example 3.35 shows that in positive characteristic, there are ♯-filtered FI-modules which
are not NOT direct sums of M(W)’s. Unlike the category of K[Sm]-modules, projective
objects in FI-Mod may not be injective. We believe that the category of finitely generated
FI-modules over a field of positive characteristic does not have enough injectives. 
Remark 1.14. We believe that it is possible to obtain a good bound on the constant C
in Theorem A via upcoming works of Church and Ellenberg ([ChEl]) and that of Ramos
([Ram]). 
Note that whenK is a field andW is aK[Sm]-module, then dimKM(W)n =
(
n
n−m
)
dimKW
is an integer valued polynomial in n. It is proven in [CEFN, Theorem B] that for a finitely
generated FI-module V, dimK Vn is eventually a polynomial in n. Theorem A immediately
yields a strengthening of this result.
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Theorem 1.15 (Polynomiality). Suppose K is a Noetherian ring. Let V be a finitely-
generated FI-module over K. Then there exist finitely many integer-valued polynomials
Pi(T) ∈ Q[T ] and nontrivial K-modules Wi so that for all sufficiently large n,
[Vn] =
∑
i
Pi(n)[Wi]
in the Grothendieck group K0(K) of K.
Definition 1.16. For a finitely generated FI-module V over a Noetherian ring K, we define
χ(V) to be the smallest nonnegative integer c such that for each of the finitely many poly-
nomials Pi(T) in Theorem 1.15 the degree of Pi(T) 6 c. When K is a field, χ(V) is equal to
the degree of the polynomial P(T) which satisfies dimK Vn = P(n) for large enough n.
We define DV to be the least number c such that V is generated in degree 6 c. 
Remark 1.17. Note that for a finitely generated FI-module V, we have DV > χ(V). For a
♯-filtered FI-module J the equality holds: DJ = χ(J). Moreover, Theorem A and its proof
(see §2) implies that χ(V) = χ(J0) and that J˜i are generated in degree 6 χ(V) − i. 
1.3 Statements of the main theorems for ♯-filtered FI-modules
The goal of §1.3 is to state Theorem B, which is the special case of our main theorem where
V is a ♯-filtered FI-module. In order to state the theorem, we need to set up some preliminary
notations and definitions.
For any n > 0, let Bt(Sn) be the free abelian group on S
t+1
n with Sn acting diagonally.
Then B•(Sn)→ Z→ 0 is the bar resolution of Sn where the differential ∂t : Bt−1(Sn)→
Bt(Sn) is given by
∂t(σ0,σ1, . . . ,σt) =
t∑
i=0
(σ0,σ1, . . . , σˆi, . . . ,σt).
We allow t to equal −1 and define B−1(Sn) to be the trivial K[Sn]-module. We assume
that K is a field of characteristic p and fix a ♯-filtered FI-module Π : V˜ :=
⊕d
i=1M(mi)→ V
over K of length d. Let
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vd = V
be the ♯-filtration induced by Π. For each 1 6 r 6 d, the map Πr : V˜r :=
⊕r
i=1M(mi)→ V
r
obtained by restricting Π to
⊕r
i=1M(mi) is a cover of V
r and gives Vr a ♯-filtered FI-module
structure. Let D = maxi∈[d]mi be the degree of Π.
Remark 1.18. Recall that the definition of a ♯-filtered FI-module Π : V˜ :=
⊕d
i=1M(mi)→ V
contains the data of the d-tuple (m1, . . . ,md). Hence Π gives rise to the ♯-filtered FI-modules
Πr for 1 6 r 6 d as above in a unique way. 
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With these notations, we have the following definition.
Definition 1.19. Let zr ∈ HomSn(Bt+1(Sn), V˜
r
n). We call
lr ∈ HomSn(Bt(Sn),V
r
n)
a twisted zr-cycle if
lr ◦ ∂t+1 = Π
r
n ◦ z
r.
We say that two twisted zr-cycles lr1 and l
r
2 are equivalent if l
r
1−l
r
2 is a boundary (classical
coboundary) in the usual sense, that is, there exists a b ∈ HomSn(Bt−1(Sn), V˜
r
n) such that
lr1 − l
r
2 = Π
r
n ◦ b ◦ ∂t.
This defines an equivalence relation ≡ on twisted zr-cycles. We denote the set formed by
these equivalence classes by Ht,z
r
(Sn,V
r
n) and the equivalence class of l
r by [lr]. Note that
when zr = 0, Ht(Sn,V
r
n) := H
t,zr(Sn,V
r
n) is the classical cohomology group and for any z
r,
Ht,z
r
(Sn,V
r
n) is a H
t(Sn,V
r
n)-torsor. 
Since the data of zr is contained in the data of a twisted zr-cycle, the above definition is
NOT independent of the cover. The nice lift construction that we describe in §3.2 depends
on this fact.
In Definition 3.17, we describe periodic elements of HomSn(Bt+1(Sn), V˜
r
n) where a pe-
riod is a r-length sequence of nonnegative which keeps track of periodicity in each of the
r component (recall V˜rn =
⊕r
i=1M(mi)). To be able to state the main theorem for ♯-
filtered FI-modules we need certain maps on d length sequences which depend on the tuple
~m = (m1,m2, . . . ,md) appearing in the cover V˜
d of Vd. We first define the operator ∆H.
∆H(b1,b2) :=


vp((b1 − b2)!) + 1, if b1 > b2
0, otherwise.
(3)
Definition 1.20. Suppose Π : V˜ :=
⊕d
i=1M(mi)→ V be a ♯-filtered FI-module. Recall that
the d-tuple ~m = (m1,m2, . . . ,md) is a part of the data of the cover V˜. Let (H
i,d)16i6d ∈
Zd>0 be a sequence of nonnegative integers. We define integers H
i,r for i ∈ [r], r < d
recursively by
Hi,r−1 :=


max(Hi,r,Hr,r + ∆H(mr,mi)), if mr > mi
Hi,r, otherwise
(4)
This recursive definition clearly depends on ~m but we have suppressed the dependence here
for clarity. We define the operators DrΠ : Z
d
>0 → Z
r
>0, DΠ : Z
d
>0 → Z
d
>0 and IΠ : Z
d
>0 → Z>0
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given by
DrΠ((H
i,d)16i6d) := (H
i,r)16i6r. (5)
DΠ((H
i,d)16i6d) := (H
i,i)16i6d, and (6)
IΠ((H
i,d)16i6d) := max
16i6d
(Hi,i + ∆H(mi, 0)), (7)
We may replace the subscript Π by V when a ♯-filtered structure on V is clear (or equivalently
when ~m is clear from the context), or remove the subscript altogether when it is clear which
♯-filtered FI-module is under discussion. 
Example 1.21. Suppose Π : M(0) ⊕M(m) → V be a ♯-filtered FI-module of length d = 2
(see Example 3.35). Then D2V((0, 0)) = (0, 0), D
1
V((0, 0)) = ∆H(m, 0), DV((0, 0)) =
(∆H(m, 0), 0) and IV ((0, 0)) = ∆H(m, 0).
We also need the following map to state our theorem.
Definition 1.22 (The map R). Let U be an FI ♯-module. By Lemma 2.2 in §2, U admits a
natural projection λa : S+aU→ U which induces a map
HomSn−a(Bt(Sn−a), S+aUn−a)→ HomSn−a(Bt(Sn−a),Un−a).
Also we have the natural restriction map
HomSn(Bt(Sn),Un)→ HomSn−a(Bt(Sn−a), S+aUn−a).
Let
Rn,at,U : HomSn(Bt(Sn),Un)→ HomSn−a(Bt(Sn−a),Un−a)
be the composition of these two maps. We allow ourself to shed some of the subscripts and
superscripts when there is no risk of confusion. 
Remark 1.23. For a general FI-module, there is no analog of the map λa (as in Defini-
tion 1.22). In fact, [CEF, Theorem 4.1.5] implies that if there is a natural map λa : S+aV → V
for each a then V must admit a FI ♯-structure. 
Remark 1.24. Let Π1 :
⊕d1
i=1M(mi) → V and Π
2 :
⊕d2
k=1M(nk) → W be ♯-filtered FI-
modules. And let φ : V →W be a sequential map (see Definition 1.11). Then Rt commutes
with the corresponding map of covers φ˜n, that is, if L ∈ HomSn(Bt(Sn),
⊕d1
i=1M(mi)n)
then we have
Rt(φ˜n ◦ L) = φ˜n−a ◦ Rt(L). 
With the notations of Definition 1.19, we show in Claim 3.25, that the map
Rn,a,z
d
t,Vd
: Ht,z
d
(Sn,V
d
n)→ H
t,Rt+1(z
d)(Sn−a,V
d
n−a) (8)
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given by [ld] 7→ [Πdn−a ◦ Rt(˜l
d)] (here l˜d is any "nice lift" of ld as defined in §3.2) is well-
defined if a is divisible by a sufficiently large power of p. We now state the main theorem for
♯-filtered FI-modules.
Theorem B (The main theorem for ♯-filtered FI-modules). Let Πd : V˜d :=
⊕d
i=1M(mi)→
Vd be a ♯-filtered FI-module of length d as in Definition 1.19 and let D = maxi∈[d]mi. Let
SQ be the sequence of length d consisting of zeros. If pIVd◦DVd(SQ) | a and n − a >
2(t+ d − 1) +D, then
Rn,a,0
t,Vd
: Ht(Sn,V
d
n)→ H
t(Sn−a,V
d
n−a)
is an isomorphism.
We also extend Theorem B to Ht(Sn,V
d
n)-torsors.
Theorem C (Periodicity of torsors). Let SQ ∈ Zd>0 and let z
d be SQ-periodic (periodicity
is defined later in Definition 3.17). If pIVd◦DVd(SQ) | a and n− a > 2(t+ d− 1) +D, then
Rn,a,z
d
t,Vd
: Ht,z
d
(Sn,V
d
n)→ H
t,Rt+1(z
d)(Sn−a,V
d
n−a)
is an isomorphism (as sets) provided Ht,z
d
(Sn,V
d
n) is nonempty.
In Lemma 3.33, we give bounds on the period depending only on the degree D and
the periodicity of zd. In particular, such a bound on the period in Theorem B is p2D. In
example 3.35 we show that the smallest period for the cohomology groups of a ♯-filtered
FI-module of length 2 could be an arbitrarily large power of p.
1.4 Statements of the main theorem and its generalizations
We keep the assumption that K is a field of positive characteristic.
Let V be a finitely generated FI-module over K generated in degree 6 D. By Theorem A,
there exists a resolution
0→ V → J0 → J1 → . . .→ JN → 0
of V with ♯-filtered FI-modules Ji, which is exact in high enough degree; say n > C. Let
φi : Ji → Ji+1 and ι : V → J0 be the maps given by the exact sequence above. Note that by
Theorem A, the maps φi are sequential. For each n > 0, let E•,•(n) be a double complex
spectral sequence supported in columns 0 6 x 6 N, with the following data on page 0:
Ex,y(n) = HomSn(By(Sn), J
x
n), (E)
→d
x,y(n) : Ex,y(n)→ Ex+1,y(n), induced by φx and,
↑d
x,y(n) : Ex,y(n)→ Ex,y+1(n), induced by ∂y+1.
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In §3.7, we analyze the spectral sequence (E) and define maps
Rx,y∞ (n,a) : ↑Ex,y∞ (n)→ ↑Ex,y∞ (n− a)
where ↑E
x,y∞ is the K-vector space at the position (x,y) of the page ∞ of the vertically
oriented spectral sequence (where we take the homology with respect to vertical maps to get
the first page) as above. This leads us to our main theorem for finitely generated FI-modules.
Theorem D (The main theorem for finitely generated FI-modules). Let V be a finitely
generated FI-module generated in degree 6 D. Then for n > C, Ht(Sn,Vn) admits a
filtration of length N + 1 with (↑E
x,y∞ (n))x+y=t,06x6N as graded pieces (here N 6 D and
C are constants as in Theorem A). And there are constants Mt∞ and SDt∞ such that if
pM
t∞ | a and n − a > max{SDt∞,C} then the map Rx,y∞ (n,a) : ↑Ex,y∞ (n) → ↑Ex,y∞ (n − a) is
an isomorphism. In particular, dimHt(Sn,Vn) is eventually periodic in n with period p
Mt∞ .
We provide an algorithm to calculate the stable range SDt∞ and the period pM
t∞ (see
Remark 3.36). Lemma 3.37 provides the following estimates:
Mt∞ 6 min{(t+ 3)D, max{2D,D(D+ 1)/2}},
SDt∞ 6 2(t+max
x
dx − 1) +D.
where dx is the length of the ♯-filtered FI-module J
x. By Remark 1.17, we can replace D in
the bounds above by χ(V) (recall that χ(V) 6 D).
At the expense of increasing the period slightly, we construct isomorphism Ht(Sn,Vn)→
Ht(Sn−a,Vn−a) in Theorem 3.41 preserving the filtration as in the Theorem D.
In §3.8, we generalize our main theorem to a complex of finitely generated FI-module.
Consider an arbitrary complex of finitely generated FI-modules
0→ V0 → V1 → . . .→ Vx → . . .
with differential δ. For each n > 0, define a double complex spectral sequences E•,•(n) with
the following data on page 0:
Ex,y(n) = HomSn(By(Sn),V
x
n), (~E)
→d
x,y(n) : Ex,y(n)→ Ex+1,y(n), induced by δx and,
↑d
x,y(n) : Ex,y(n)→ Ex,y+1(n), induced by ∂y+1.
We deduce the generalization to the main theorem by analyzing the spectral sequence (~E).
Theorem E (Periodicity of the cohomology of the FI-complexes). Let V• be a complex
of finitely generated FI-modules and E•,• be the corresponding spectral sequence as defined
above. Let r ∈ N ∪ {∞}. Then, if p ~Mx,yr | a and n − a > max( ~SDx,yr ,Cx,y) then the map
~Rx,yr (n,a) : ↑E
x,y
r (n)→ ↑E
x,y
r (n− a) is an isomorphism.
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Equations 28 and 29 (that are stated in §3.8) provide a recursive way to calculate the
period p
~M
x,y
r and the stable range max( ~SD
x,y
r ,C
x,y). Remark 3.44 gives an estimate on these
quantities. The full strength of this theorem is used for the application to configuration
spaces. Also, see some of the interesting consequences (Corollary 3.45 and Corollary 3.46)
of Theorem E.
1.5 Statements of the results on unordered configuration spaces
Let M be a manifold. As noted in [CEF, §6] or [CEFN, §4], the configuration space of
M is a co-FI-space, that is, a contravariant functor from FI to topological spaces: For any
finite set S, let ConfS(M) denote the space Inj(S,M) of injections S →֒ M. An inclusion
f : S →֒ T induces a restriction map f∗ : ConfT (M) → ConfS(M) giving Conf(M) a co-FI-
space structure.
When S = [n], the space of injections [n] →֒ M can be identified with the classical
configuration space Confn(M) of ordered n-tuples of distinct points in M:
Confn(M) := {(P1,P2, . . . ,Pn) ∈M
n
∣∣ Pi 6= Pj}
Since cohomology is contravariant, the functor taking S to Hm(ConfS(M),K) is an FI-
module Hm(Conf(M),K) over K. Under certain mild conditions on M, this FI-module is
finitely generated.
Theorem 1.25 ([CEFN, Theorem E]). Let K be a Noetherian ring, and let M be a connected
orientable manifold of dimension > 2 with the homotopy type of a finite CW complex (e.g.
M compact). Then, for any m > 0, the FI-module Hm(Conf(M),K) is finitely generated.
The classical configuration space of unordered n-tuples of distinct points in M is defined
as:
confn(M) := {(P1,P2, . . . ,Pn) ∈M
n
∣∣ Pi 6= Pj}/Sn.
In the past, there have been several investigations on the stability of the cohomology groups
Ht(confn(M),K) but all of them required either as assumption on the manifoldM (restricting
to an open or a punctured manifold or an odd-dimensional manifold), or an assumption on the
characteristic of the field K (restricting to F2 or a field of characteristic 0), or an assumption
on the boundary (restricting to manifolds with nonempty boundary); see – [BCT], [Nap],
[Ch], [RW], [McD], [Se], [KJ]. For a more complete history of the subject, see [Fa].
In this paper, we assume that the manifold satisfy the mild assumptions from Theo-
rem 1.25 and we allow the field to be of arbitrary positive characteristic. In particular, our
result is new when the manifold is even-dimensional and the field is different from F2 and
unique in the sense that we show periodicity and not stability (see Remark 1.27). Our method
is similar in spirit to Church’s method in [Ch] (which we later updated in [CEF] and [CEFN])
15
but we have to deal with nonexactness of the functor H0(Sn, .) and that forces us to make
use of the full strength of Theorem E. Now we state our result.
Theorem F (Periodicity of cohomology of unordered configuration spaces). Let K be a
field of characteristic p > 0 and let M satisfies the hypothesis of Theorem 1.25. There exist
constants ~Mt∞, ~SD
t
∞ and Ct such that
dimKH
t(confn(M),K) = dimKH
t(confn−a(M),K)
whenever p
~Mt∞ | a and n − a > max( ~SD
t
∞,Ct). (See (30), (31)and (32) for the definitions
of the constants ~Mt∞, ~SD
t
∞ and Ct.)
Remark 4.1 in §4 implies that ~Mt∞ above can be taken to be (t+ 3)(2t+ 2).
Remark 1.26. Recent work of Cantero and Palmer ([CaPa, Corollary E]) implies that if p is
an odd prime and the Euler characteristic χ(M) of M is nonzero then, Ht(confn(M),K) is
eventually periodic with period pvp(χ(M))+1 where vp(−) is the p-adic valuation. Note that
our results give bounds that are independent of χ(M) but depend only on t. 
Remark 1.27. The easiest example where period is not 1 is the 2-sphere, where we have [Bi,
Theorem 1.11]:
H1(confn(S
2),Z) = Z/(2n − 2)Z
and by the universal coefficient theorem
H1(confn(S
2),Z/pZ) =


Z/pZ, if p | 2n − 2
0, otherwise
Thus when p 6= 2, the smallest period is p. 
2 Theory of ♯-filtered FI-modules over Noetherian rings
The aim of this section is to prove Theorem A and see some of its immediate consequences.
Except in Lemma 2.2, which holds over a general commutative ring, K is assumed to be a
Noetherian ring throughout §2.
Definition 2.1 (The set Dm,n and the coset representatives γf). For m 6 n, let Dm,n be
the set of subsets of [n] of size m. Sn acts naturally on Dm,n. For each f ∈ Dm,n, we have
a unique element γf ∈ Sn such that γf|[m], γf|[n]\[m] are order preserving and γf([m]) = f.
Then K[Sn] ∼=
⊕
f∈Dm,n
K[Sm ×Sn−m]γ−1f as a K[Sm ×Sn−m]-module.
We do not distinguish Dm,n from the set of order preserving injections f : [m] →֒ [n]. We
adopt the conventions f(0) := 0 and f(m+ 1) := n+ 1. 
The definition above is used extensively only in section §3 but we give it here because of
its use in the following lemma.
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Lemma 2.2. Let m > 0 and W be a K[Sm]-module over a commutative ring K. Then the
following hold:
1. Let
0→ U1 →M(W)→ U2 → 0
be an exact sequence of FI-modules with U1 generated in degree m. Then U1 and U2
are FI ♯-modules. More precisely,
Ui =M(Uim), for i ∈ {1, 2}.
2.
S+1M(W) =M(W)⊕M(Res
Sn
Sn−1
W).
3. If W is finitely generated as a K[Sm]-module, then for any a, S+aM(W) is ♯-filtered
with M(W) as a direct summand.
Proof. 1. Proof follows from the exactness of IndGH.
2. It is enough to show that
Res
Sn+1
Sn
Ind
Sn+1
Sm×Sn+1−m
W⊠K = (IndSnSm×Sn−mW⊠K)⊕(Ind
Sn
Sm−1×Sn−m+1
(ResSmSm−1W)⊠K).
Any element of the module on left may be written uniquely as
∑
f∈Dm,n+1
γf ⊗ af, af ∈W for each f ∈ Dm,n+1.
Note thatDm,n+1 = Dm,n⊔(Dm,n+1\Dm,n) andDm,n+1\Dm,n is naturally isomorphic
to Dm−1,n. This induces the decompostion
∑
f∈Dm,n+1
γf ⊗ af =
∑
f∈Dm,n
γf ⊗ af +
∑
f∈Dm−1,n
γf ⊗ af
finishing the proof.
3. By the exactness of the shift functor and the natural isomorphism S+(a+b)V ∼= S+aS+bV,
it is enough to show part 3 for the case a = 1. By part 2, it is enough to show that
M(W) is filtered. Now by exactness of IndGH we are reduced to showing that W admits
a filtration with graded pieces which are singly generated K[Sm]-modules; which follows
because W is finitely generated.
Remark 2.3. The above lemma implies that the shift functor S+ preserves sequentialness
(see Definition 1.11): if δ : V →W is sequential and a > 0, then S+aδ is sequential. 
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Proof of Theorem A. We first show that S+aV is ♯-filtered when a is large enough. Our
proof is by induction on maximi and the number of times maximi appears in the tuple
(m1, . . . ,md). We will refer to this tuple as the degree structure of Π (see Definition 1.4).
The base case is trivial because if maximi = 0 and 0 appears only once in the degree structure
of Π, then for large enough a, S+aV is a torsion free FI-module singly generated in degree
0; and such an FI-module must be either 0 or M(0).
By Lemma 1.8, S+aV˜ =
⊕d
i=1(M(mi)
⊕
Qi,a) where Qi,a =
⊕di
j=1M(mi,j) and mi,j <
mi for each j. We pick an i so that mi is maximum. The natural projection S+aV˜ ։
M(mi) induces the following natural commutative diagram (Figure 2) with exact rows and
columns. Here Πa is the restriction of S+aΠ to U
a. The K-modules (kerϕa)mi ⊂ K[Smi]
0 U˜a S+aV˜ M(mi) 0
0 Ua S+aV A
a 0
0 0 0
Πa S+aΠ ϕa
Figure 2
are increasing in a and hence must stabilizes for a large enough (see Proof of Theorem A in
[CEFN] for a proof that these modules are increasing). Fixing such an a, kerϕa is generated
in degree mi and hence by part 1 of Lemma 2.2, A
a is of the formM(W) for some quotient
W of K[Smi]. So we have an exact sequence:
0→ Ua → S+aV →M(W)→ 0
with the cardinality of mi in the degree structure of Π
a one less than the cardinality of mi
in the degree structure of Π (or S+aΠ). Hence by induction, S+bU
a is ♯-filtered for large
enough b. Shifting the exact sequence above by b yields:
0→ S+bU
a → S+(a+b)V → S+bM(W)→ 0.
By part 3 of Lemma 2.2, S+bM(W) is ♯-filtered and hence S+aV is ♯-filtered for a large,
completing the first part of the proof. For the second part we fix such an a and proceed as
follows.
Let Q be the cokernel of the map ι := Xa(V) (Definition 1.7). Then we have a com-
mutative diagram (Figure 3) with exact columns, exact first row and the second row exact
in large enough degree; say C1. Recall, from Definition 1.7, that the failure of exactness in
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0 V˜ S+aV˜ Q˜ 0
0 V S+aV Q 0
0 0 0
ι˜
Π
φ˜ ′
S+aΠ Ξ
ι φ
′
Figure 3
certain finitely many degrees is coming from the torsion submodule of V (which vanishes in
high enough degree). It follows from Lemma 1.8 that Q˜ is generated in degree < D. By
induction on degree, the theorem is true for Ξ : Q˜ → Q, that is, we have a commutative
diagram as in Figure 4 which satisfies the assertions of theorem.
0 Q˜ K˜0 K˜1 K˜2 . . . K˜N
′
0
0 Q K0 K1 K2 . . . KN
′
0
0 0 0 0 0
ι˜ ′
Ξ
ψ˜0
Ξ0
ψ˜1
Ξ1 Ξ2
ψ˜2 ψ˜N
′−1
ΞN
′
ι ′ ψ
0 ψ1 ψ2 ψN
′−1
Figure 4
The theorem for Π : V˜ → V then follows by concatenating the two diagrams (Figure 3
and 4), setting J0 := S+aV, J
i := Ki−1, φi := ψi−1 for i > 0 and noting that φ0 := ι ′ ◦ φ ′ is
sequential.
Remark 2.4. The proof of Theorem A shows that a resolution with ♯-filtered FI-modules can
be constructed for complexes of FI-modules (in §3.8, we will need a version of Theorem A
for complexes of finitely generated FI-modules). Consider an arbitrary complex
0→ V0 → V1 → . . .→ Vx → . . .
of finitely generated FI-modules with differential δ and assume that Vx = 0 for x > N.
Note that we may construct free finitely generated FI-modules V˜x and surjections Πx :
V˜x → Vx such that the diagram in Figure 5 commutes. Moreover, the maps δ˜x may be
assumed to be sequential: by induction on x pick finite generating set Gx of Vx containing
the image δx−1(Gx−1). These Gx define V˜x and make δ˜x sequential. Let V˜x be generated
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0 V˜0 V˜1 V˜2 . . .
0 V0 V1 V2 . . .
0 0 0
δ˜0 δ˜1 δ˜2
δ0 δ1 δ2
Figure 5
in degree Dx. Unlike Theorem A, we may not assume that Dx is the smallest so that V
x is
generated in degree 6 Dx. But, if D is large enough so that each V
x is generated in degree
6 D then we may assume that Dx 6 D for each 0 6 x 6 N.
The shift functor S+ preserves the sequentialness. Hence by applying the construction in
Theorem A simultaneously for each x (that is, choosing a large enough so that for each x,
S+aV
x is ♯-filtered and repeating the process with Qx := S+aV
x
V
), we obtain resolutions
0→ Vx → J0,x → J1,x → . . .→ JNx,x → 0
exact in high enough degree (say n > Cx) making the diagram in Figure 6 commutes and
such that the maps δy,x, 0 6 y 6 Nx, 0 6 x 6 N are sequential.
. . . . . . . . .
0 J1,0 J1,1 J1,2 . . .
0 J0,0 J0,1 J0,2 . . .
0 V0 V1 V2 . . .
0 0 0
δ1,0 δ1,1 δ1,2
δ0,0 δ0,1 δ0,2
δ0
ι0
δ1
ι1 ι2
δ2
Figure 6
As in Theorem A, the maps φx : Jy,x → Jy+1,x, 0 6 y 6 Nx − 1 0 6 x 6 N given by
the diagram above are sequential, Nx 6 Dx and J
y,x is generated in degree 6 Dx − y. We
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also have the corresponding diagram (Figure 7) on covers with exact columns and sequential
rows. 
. . . . . . . . .
0 J˜1,0 J˜1,1 J˜1,2 . . .
0 J˜0,0 J˜0,1 J˜0,2 . . .
0 V˜0 V˜1 V˜2 . . .
0 0 0
δ˜1,0 δ˜1,1 δ˜1,2
δ˜0,0 δ˜0,1 δ˜0,2
δ˜0
ι˜0
δ˜1
ι˜1 ι˜2
δ˜2
Figure 7
Proposition 2.5. Assume that K is a field with positive characteristic and V be a finitely
generated FI-module. Then,
lim sup
n→∞
dimHt(Sn,Vn) <∞.
Proof. As in the proof of Theorem A the sequence,
0→ V → S+aV → Q→ 0
is exact in high enough degree, S+aV is ♯-filtered and Q is generated in lower degree. Hence
by induction on the degree, it is enough to show the result for ♯-filtered FI-modules. By
induction on the length of the ♯-filtration, it is enough to show the result for V = M(W),
where W is a finitely generated K[Sm]-module. By the Shapiro’s lemma and the Künneth
formula we have,
Ht(Sn,M(W)n) = H
t(Sm ×Sn−m,W ⊠K) =
⊕
a+b=t
Ha(Sm,W)⊗H
b(Sn−m,K).
Now it is proved in [Nak] thatHb(Sn,K) ∼= Hb(Sn−1,K) if n > 2b. Hence dimHb(Sn−m,K)
is bounded in n, completing the proof.
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3 Periodicity of invariants
In this section we prove our main results on the periodicity of the cohomology groups
Ht(Sn,Vn) for a finitely generated FI-module V. By Theorem A, V admits a resolution with
♯-filtered FI-module. So we can expect that a spectral sequence argument should reduce the
problem to showing the periodicity when V is a ♯-filtered FI-module. This is discussed in detail
in §1.4. With the notations of the aforementioned section, let l ∈ HomK[Sn](Bt(Sn),V
d
n)
be a zero cycle (a classical cocycle) then it admits "a nice lift" l˜ ∈ HomK[Sn](Bt(Sn), V˜
d
n)
that is "periodic". §3.2 provides the nice lift construction, §3.3 defines "periodic" and §3.4
proves that "a nice lift" is "periodic".
Our main technical result is the following: if l˜ ∈ HomK[Sn](Bt(Sn), V˜
d
n) is "periodic" and
Πdn ◦ l˜ = 0 then Π
d
n−a ◦ R
n,a
t (˜l) = 0 (see Definition 1.22) as long as a is divisible by a high
enough power of p. This is proved in Claim 3.23 of §3.4.
§3.5 and 3.6 use the technical result above to show periodicity of the cohomology groups
Ht(Sn,V
d
n) for a ♯-filtered FI-module V
d. §3.7 contains a spectral sequence argument that
proves our main theorem for finitely generated FI-modules and §3.8 contains its generalization
to complex of finitely generated FI-modules.
Throughout K is assumed to be a field of characteristic p. We start with some preliminary
definitions and notations.
3.1 Preliminaries
Let B(Sn)• → Z → 0 be the bar resolution of Sn over K and for m 6 n, Dm,n and γf be
as in Definition 2.1.
Definition 3.1 (The trace maps tr and Tr). We have a K[Sm×Sn−m]-module isomorphism
K[Sn] ∼=
⊕
f∈Dm,n
K[Sm ×Sn−m]γ−1f . The map
trm : K[Sn]→ K[Sm ×Sn−m]
is the K[Sm×Sn−m]-module homomorphism defined by γ−1f 7→ 1, f ∈ Dm,n. It induces the
natural K[Sm ×Sn−m]-module homomorphism
Trmt : Bt(Sn)→ Bt(Sm ×Sn−m)
defined by (σ0,σ1, . . . ,σt) 7→ (tr
m
n (σ0), tr
m
n (σ1), . . . , tr
m
n (σt)). 
We denote the natural inclusion Bt(Sm × Sn−m) → Bt(Sn) by ι
m
t . Now note that
we have a commutative ladder as in Figure 8 that extends the identity map id : Z → Z.
This implies that there is a commutative ladder with idmt −ι
m
t ◦ Tr
m
t as vertical maps, that
extend the zero map 0 : Z→ Z. Thus there exist Sm ×Sn−m-equivariant homotopy maps
hmt : Bt(Sn)→ Bt+1(Sn), t > −1 satisfying id
m
t −ι
m
t ◦ Tr
m
t = h
m
t−1 ◦ ∂t + ∂t+1 ◦ h
m
t .
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. . . B1(Sn) B0(Sn) Z 0
. . . B1(Sn) B0(Sn) Z 0
ιm1 ◦Tr
m
1 ι
m
0 ◦Tr
m
0 id
Figure 8
Given ω : {0, 1, . . . , t + 1} → {0, 1, . . . , t} and ε : {0, 1, . . . , t + 1} → {0, 1}, we define an
Sm ×Sn−m-equivariant map ht,ω,ε : Bt(Sn)→ Bt+1(Sn) by
(σ0,σ1, . . . ,σt) 7→ ((tr
m)ε(0)(σω(0)), (tr
m)ε(1)(σω(1)), . . . , (tr
m)ε(t+1)(σω(t+1)))
where (trm)0 is the identity map. The proof of the following lemma is classical and pointed
out to us by Thomas Church. The homotopy map constructed in the proof is quite explicit
but we still emphasize the description in terms of ht,ω,ε because it is useful in understanding
the proof of Claim 3.19 later.
Lemma 3.2. There are ωi, εi and ai ∈ K, 0 6 i 6 t (all the quantities here are independent
of n) such that ht =
∑t
i=0 aiht,ωi,εi.
Proof. One may check that
ht(σ0,σ1, . . . ,σt) =
t∑
i=0
(−1)i(trσ0, trσ1, . . . , trσi,σi,σi+1, . . . ,σt)
is an explicit description of the homotopy map.
Remark 3.3. When we need to be more precise we add a subscript and write trmn , Tr
m
t,n,
hmt,n and ι
m
t,n. These maps satisfy the following compatibility conditions:
trmn−a = tr
m
n |K[Sn−a]
Trmt,n−a = Tr
m
t,n |Bt(Sn−a)
hmt,n−a = h
m
t,n |Bt(Sn−a)
ιmt,n−a = ι
m
t,n |Bt(Sn−a) 
The following maps are essential to describe the nice lift construction.
Definition 3.4 (The maps ↓ and ↑). For any K[Sm]-module W and K[Sn]-module P, we
denote the natural restriction isomorphism HomSn(P,M(W)n)
∼= HomSm×Sn−m(P,W ⊠ K)
with ↓m and its inverse (the adjunction) with ↑m. A concrete description of these maps
is as follows: Recall that M(W)n = Ind
Sn
Sm×Sn−m
W ⊠ K. Thus any element x ∈ M(W)n
may be written uniquely as
∑
f∈Dm,n
γf ⊗ af, af ∈ W (here we identify W ⊠ K with W for
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convenience). This implies that any F ∈ HomSn(P,M(W)n) has a unique description of the
form F =
∑
f∈Dm,n
γf ⊗ Ff for some maps Ff : P →W. We define the map ↓m by
F ↓m:= F[m], for any F ∈ HomSn(P,M(W)n).
We also have a relation Ff(p) = F[m](γ
−1
f p) for each f ∈ Dm,n that let us recover F from
F ↓m. The map ↑m is therefore given by
(H ↑m)(p) =
∑
f∈Dm,n
γf ⊗H(γ
−1
f p), for any H ∈ HomSm×Sn−m(P,W).
When we need to be more precise we add superscripts and write ↓nm and ↑
n
m. 
Definition 3.5 (The transfer map T). Let V be an FI-module and m 6 n. We define the
natural Sn-equivariant map
TV ,mn :M(Vm)n → Vn
by ∑
f∈Dmr,n
γf ⊗ af 7→
∑
f∈Dm,n
f⋆(af).
This is the degree n piece of the natural map TV ,m : M(Vm) → Vn of FI-modules. In
particular when 0 6 mi 6 mr 6 n the map
TM(mi),mrn :M(M(mi)mr)n →M(mi)n
is given by
∑
f∈Dmr,n
(γf ⊗
∑
g∈Dmi,mr
γg ⊗ af,g) 7→
∑
f∈Dmr,n
∑
g∈Dmi,mr
γf◦g ⊗ af,g. 
3.2 The nice lift construction
As in §1.3, consider a ♯-filtered FI-module Π : V˜ :=
⊕d
i=1M(mi) → V over K of length d.
Let
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vd = V
be the ♯-filtration induced by Π. For each 1 6 r 6 d, the map Πr : V˜r :=
⊕r
i=1M(mi)→ V
r
obtained by restricting Π to
⊕r
i=1M(mi) is a cover of V
r and gives Vr a ♯-filtered FI-
module structure. Assume that V
r
Vr−1
∼= M(Wr) for some singly generated K[Smr]-module
Wr. We have natural projection maps ψ
r : Vr → M(Wr), pr
r :
⊕d
i=1M(mi) → M(mr),
pr6r :
⊕d
i=1M(mi)→
⊕r
i=1M(mi) and pi
r :M(mr)→M(Wr). Henceforth T
i,r
n stands for
the transfer map T
M(mi),mr
n (see Definition 3.5). We have the following definition.
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Definition 3.6. Fix an n > 0. Let zd ∈ HomSn(Bt+1(Sn),
⊕d
i=1M(mi)n) and l
d ∈
HomSn(Bt(Sn),V
d
n) be a twisted z
d-cycle (see Definition 1.19). A nice lift of a twisted
zd-cycle ld is the data of an element
l˜d ∈ HomSn(Bt(Sn), V˜
d
n)
satisfying Πdn ◦ l˜
d ≡ ld (the two elements are equal up to a coboundary) together with the
data of the following quantities (see Figure 13) and compatibility conditions:
1. twists zr ∈ HomSn(Bt+1(Sn),
⊕r
i=1M(mi)n) for each r ∈ [d− 1];
2. twisted zr-cycles lr ∈ HomSn(Bt(Sn),V
r
n) for each r ∈ [d− 1];
3. elements ar ∈ HomSmr×Sn−mr (Bt(Smr ×Sn−mr),K[Smr]) for each r ∈ [d] such that
prrn ◦˜l
r := (ar ◦ Trmrt +(pr
r
n ◦z
r) ↓mr ◦h
mr
t ) ↑mr (9)
where l˜r := pr6rn ◦˜l
d (in the special case t = −1, l˜d = 0);
4. elements xr ∈ HomSmr×Sn−mr (Bt+1(Sn), kerΠ
r
mr
) for each r ∈ [d] such that
prrmr ◦x
r = wr
(see Figure 11) where wr := (prrn ◦˜l
r ◦ ∂t+1 − pr
r
n ◦z
r) ↓mr. We require x
r to satisfy
the following compatibility condition: if ej := (σ0,j,σ1,j,σ2,j, . . . ,σt+1,j) ∈ Bt+1(Sn),
j ∈ {1, 2} then
xr(e1) = x
r(e2) (10)
whenever wr(e1) = w
r(e2) and tr
mr(σ0,1) = tr
mr(σ0,2);
5. elements yr ∈ HomSn(Bt+1(Sn), V˜
r
n) for each r ∈ [d] obtained by composing x
r ↑mr
with T V˜ ,mrn = (T
i,r
n )16i6r. This implies Π
r
n◦y
r = 0 (see Step 3 in §3.2.1 and Figure 12).
Since T r,rn is the identity map we also have
prrn ◦y
r = wr ↑mr= pr
r
n ◦˜l
r ◦ ∂t+1 − pr
r
n ◦z
r; (11)
6. elements cr ∈ HomSn(Bt(Sn),
⊕r−1
i=1M(mi)n) for each r ∈ [d] such that
(cr ◦ ∂t+1(e), pr
r
n ◦˜l
r ◦ ∂t+1(e)) − z
r(e) = 0 mod kerΠrn (12)
for any e ∈ Bt+1(Sn) (in the special case t = −1, c
r = 0);
7. lr−1 = Πr−1n ◦ c
r;
8. zr−1 = ′cr + ′′cr where ′cr := pr
6(r−1)
n ◦yr and ′′c
r := pr
6(r−1)
n ◦zr. 
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Every twisted cycle admits a nice lift. Before proving the existence of a nice lift, we record
a relation between the parameters xr and yr in Definition 3.6 which will be used to prove the
"periodicity" of the nice lift construction in §3.4.
Lemma 3.7. Let e ∈ Bt+1(Sn) and i 6 r. We have,
(prin ◦y
r ↓mi)(e) =
∑
g∈Dmr ,n
[mi]⊆g
(primr ◦x
r ↓mrmi )(γ
−1
g e)
In particular, both the expressions vanish if mi > mr.
Proof. By definition of the map ↑ we have,
(primr ◦x
r ↑mr)(e) =
∑
g∈Dmr,n
γg ⊗
(
primr ◦x
r(γ−1g e)
)
=
∑
g∈Dmr,n
γg ⊗
( ∑
f∈Dmi ,mr
γf ⊗ (pr
i
mr
◦xr ↓mrmi )(γ
−1
f γ
−1
g e)
)
and hence by applying the transfer map we obtain,
(prin ◦y
r)(e) = (T i,rn ◦ (pr
i
mr
◦xr ↑mr))(e)
=
∑
g∈Dmr,n
∑
f∈Dmi,mr
γg◦f ⊗ (pr
i
mr
◦xr ↓mrmi )(γ
−1
f γ
−1
g e) (13)
The proof now follows by noting that the order preserving maps g and f satisfy g ◦ f = [mi]
if and only if f = [mi] and [mi] ⊆ g.
Next we describe how to construct a nice lift. This construction can be read after the
proof of the main theorem in §3.7
3.2.1 Construction of a nice lift of a twisted cycle
We keep the notations of Definition 3.6.
The construction is by downward induction on r. Assume that we have constructed
a twist zr ∈ HomSn(Bt+1(Sn),
⊕r
i=1M(mi)n) and a z
r-cycle lr ∈ HomSn(Bt(Sn),V
r
n).
The following steps (Step 1–Step 4) construct the corresponding quantities for r − 1. The
commutative diagram in Figure 9 summarizes the situation.
Step 1. The first step of the construction is to analyze the projection ψrn ◦ l
r of lr. We start
by post-composing the relation
idmrt −ι
mr
t ◦ Tr
mr
t = h
mr
t−1 ◦ ∂t + ∂t+1 ◦ h
mr
t
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Bt+1(Sn)
M(mr)n
Bt(Sn)
⊕r
i=1M(mi)n
⊕r−1
i=1M(mi)n M(Wr)n
Vrn
Vr−1n
∂t+1
zr
pirn
lr
Πrn
prrn
ψrn
Figure 9
with (ψrn ◦ l
r) ↓mr to obtain:
(ψrn◦l
r) ↓mr= (ψ
r
n◦l
r) ↓mr ◦ ι
mr
t ◦Tr
mr
t +(ψ
r
n◦l
r) ↓mr ◦ h
mr
t−1◦∂t+(ψ
r
n◦l
r) ↓mr ◦ ∂t+1◦h
mr
t .
This breaks (ψrn ◦ l
r) ↓mr into three parts; the first factors through the trace map
hence is "nice", the second is a boundary that we can get rid of while staying within
the equivalence class and the third has a description in terms of zr because lr ◦ ∂t+1 =
Πrn ◦ z
r. Since the second term (ψrn ◦ l
r) ↓mr ◦ h
mr
t−1 ◦ ∂t is a boundary, it follows that
the extension ((ψrn ◦ l
r) ↓mr ◦ h
mr
t−1 ◦ ∂t) ↑mr is a boundary (because ↑mr commutes
with taking ∂t). By projectivity of Bt−1(Sn), ((ψ
r
n ◦ l
r) ↓mr ◦h
mr
t−1 ◦ ∂t) ↑mr can be
lifted to a boundary br ◦ ∂t ∈ HomSn(Bt(Sn),V
r
n) (see Figure 10).
Bt(Sn) Bt−1(Sn)
Vrn M(Wr)n 0
∂t
((ψrn ◦ l
r) ↓mr ◦h
mr
t−1) ↑mr
br
ψrn
Figure 10
Let ′lr = lr − br ◦ ∂t. Clearly
′lr ≡ lr and we have
(ψrn ◦ (
′lr)) ↓mr= (ψ
r
n ◦ l
r) ↓mr ◦ι
mr
t ◦ Tr
mr
t +(ψ
r
n ◦ l
r) ↓mr ◦∂t+1 ◦ h
mr
t .
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Let ar ∈ HomSmr×Sn−mr (Bt(Smr ×Sn−mr),K[Smr]) be a lift of (ψ
r ◦ lr) ↓mr ◦ι
mr
t .
Then we have (ψr ◦ ( ′lr)) ↓mr= pi
r
mr
◦ ar ◦ Trmrt +(pi
r
n ◦ pr
r
n ◦z
r) ↓mr ◦h
mr
t . We now
define
prrn ◦˜l
r := (ar ◦ Trmrt +(pr
r
n ◦z
r) ↓mr ◦h
mr
t ) ↑mr .
Note that in the special case t = −1, prrn ◦˜l
r = 0.
To complete the description of l˜r we still need to define prin ◦˜l
r for 1 6 i 6 r− 1. We
do it by induction on r in the following steps.
Step 2. We construct the parameters wr and xr in this step. We define
wr := (prrn ◦˜l
r ◦ ∂t+1 − pr
r
n ◦z
r) ↓mr .
It is clear from Step 1 that wr maps to ker pirmr. Hence by projectivity of Bt+1(Sn),
we may find Smr × Sn−mr-equivariant map x
r : Bt+1(Sn) → kerΠ
r
mr
such that
prrmr ◦x
r = wr (see Figure 11).
kerΠrmr
⊕r
i=1M(mi)mr
Bt+1(Sn) ker pi
r
mr
M(mr)mr
xr
wr
Figure 11
But for our proofs to go through, we require xr to be a particularly nice choice of lift of
wr. To make it precise, note that G := {(1,σ1,σ2, . . . ,σt+1) : σi ∈ Sn∀i ∈ [t+ 1]} is a
basis of Bt+1(Sn) as a free Sn-module. Hence γ
−1
f s, f ∈ Dmr,n, s ∈ G forms a basis
of Bt+1(Sn) as a free Smr × Sn−mr-module. So by freeness of Bt+1(Sn), we may
assume that xr(γ−1f1 s1) = x
r(γ−1f2 s2) whenever w
r(γ−1f1 s1) = w
r(γ−1f2 s2), s1, s2 ∈ G.
This allows us to say that if ej := (σ0,j,σ1,j,σ2,j, . . . ,σt+1,j) ∈ Bt+1(Sn), j ∈ {1, 2}
then
xr(e1) = x
r(e2)
whenever wr(e1) = w
r(e2) and tr
mr(σ0,1) = tr
mr(σ0,2).
Step 3. By extending and then using the transfer we construct the parameter yr in this step.
Note that xr ↑mr maps to M(V˜
r
mr
)n =
⊕r
i=1M(M(mi)mr)n. Composing x
r ↑mr
with T V˜ ,mrn = (T
i,r
n )16i6r we obtain a map y
r : Bt+1(Sn) → V˜
r
n =
⊕r
i=1M(mi)n
(see commutative diagram in Figure 12). We claim that yr has its image contained in
kerΠrn ⊂ V˜
r
n: note that by definition of transfer y
r(e) =
∑
g∈Dmr,n
g⋆(x
r(γ−1g e)) for
any e in Bt+1(Sn) and the claim follows because x
r maps to kerΠrmr
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HomSmr×Sn−mr (Bt+1(Sn), V˜
r
mr
)
HomSn(Bt+1(Sn),M(V˜
r
mr
)n)
HomSn(Bt+1(Sn), V˜
r
n) HomSn(Bt+1(Sn),M(mr)n)
HomSmr×Sn−mr (Bt+1(Sn),M(mr)mr)
↑mr
T V˜ ,mrn = (T
i,r
n )16i6r
prrn
↑mr
prrmr
Figure 12
Since T r,rn is the identity map we have
prrn ◦y
r = wr ↑mr= pr
r
n ◦˜l
r ◦ ∂t+1 − pr
r
n ◦z
r
Step 4. We define parameters ′′lr, cr, ′cr, ′′cr, zr−1 and lr−1 in this step completing the
construction by induction (see Figure 13). By projectivity of Bt(Sn), there is a lift
′′lr : Bt(Sn) →
⊕r
i=1M(mi)n of
′lr such that prrn ◦(
′′lr) = prrn ◦˜l
r. Thus we have
′′lr = (cr, prrn ◦˜l
r) where cr ∈ HomSn(Bt(Sn),
⊕r−1
i=1M(mi)n). Since
′lr is a zr cycle,
for any e ∈ Bt+1(Sn) we have,
(cr ◦ ∂t+1(e), pr
r
n ◦˜l
r ◦ ∂t+1(e)) − z
r(e) = 0 mod kerΠrn.
Also, there exist ′cr, ′′cr ∈ HomSn(Bt+1(Sn),
⊕r−1
i=1M(mi)n) defined by
zr = ( ′′c
r
, prrn ◦z
r)
and
yr = ( ′cr, prrn ◦˜l
r ◦ ∂t+1 − pr
r
n ◦z
r).
It follows from the three equations above that
cr ◦ ∂t+1(e) −
′c
r
(e) − ′′c
r
(e) = 0 mod kerΠr−1n
Hence lr−1 := Πr−1n ◦ c
r is a zr−1-cycle where zr−1 := ′cr + ′′cr. By induction on r
there is a nice lift l˜r−1 of lr−1. We define l˜r = (˜lr−1, prrn ◦˜l
r). This completes the
construction of a nice lift l˜r of lr.
3.3 Combinatorial lemmas and the definition of periodicity
The aim of §3.3 is to provide the definition of "periodicity" and the combinatorial motivation
behind it. We start with some elementary definitions and lemmas.
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Bt+1(Sn) kerΠ
r
n
M(mr)n
Bt(Sn)
⊕r
i=1M(mi)n
⊕r−1
i=1M(mi)n M(Wr)n
Vrn
Vr−1n
∂t+1
( ′′c
r
, prrn ◦z
r)
zr
′′c
r
zr−1
′c
r
yr
( ′c
r
,wr ↑mr)
pirn
′l
r
′′l
r
(cr, prrn ◦l˜
r)
cr
Πrn
prrn
ψrn
Figure 13: This diagram does not commute.
Definition 3.8 (The map β). We define the map βm : Sn → Dm,n by β
m(σ) = g if σ can
be written as σ = hγ−1g , h ∈ Sm ×Sn−m and g ∈ Dm,n. In other words,
βm(σ) = g ⇐⇒ σ = hγ−1g ⇐⇒ g = σ
−1[m] ⇐⇒ trm(σ)−1σ = γ−1g . 
Note that βm satisfies compatibility relation analogous to the one mentioned in Re-
mark 3.3 and has the following properties:
trm(ab) = trm(a) trm(γ−1βm(a)b) (14)
βm(ab) = b−1(βm(a)) = βm(γ−1βm(a)b) (15)
trm(σ1) = tr
m(σ2) =⇒ σ
−1
2 σ1 : β
m(σ1)→ β
m(σ2) is order preserving. (16)
Lemma 3.9. Let 0 6 n1 6 n2 6 . . . 6 nL be a finite chain. Assume that n > nL and
consider subsets fq,j ∈ Dnq,n, 1 6 q 6 L, j ∈ {1, 2}. Let gq,j = β
nq(ηq,j) where,
ηq,j =
q∏
ξ=1
γ−1fq−ξ+1,j = γ
−1
fq,j
. . .γ−1f1,j ∈ Sn.
Then,
1. For each 2 6 q 6 L,
gq−1,j ⊆ gq,j ⇐⇒ [nq−1] ⊆ fq,j
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additionally, we have
ηq−1,j(gq,j \ gq−1,j) = fq,j \ [nq−1].
2. Assume that we have filtrations g1,j ⊆ g2,j ⊆ . . . ⊆ gL,j for j ∈ {1, 2}. Augment these
by defining g0,j := ∅ and gL+1,j := [n]. Then,
τ := η−1L,2ηL,1 : gL+1,1 → gL+1,2
is filtration preserving, that is, τ(gq,1) = τ(gq,2) for each 0 6 q 6 L+1. The restrictions
to the successive differences, τ : gq,1 \ gq−1,1 → gq,2 \ gq−1,2 are order preserving for
each 1 6 q 6 L+ 1. And trnL(ηL,j) = (αj, δj) ∈ SnL ×Sn−nL satisfy
δj = idSn−nL , for j ∈ {1, 2}.
Moreover, the following are equivalent.
A. trnL(ηL,1) = tr
nL(ηL,2).
B. The unique order preserving bijection τ ′ : gL,1 → gL,2 preserves the filtration, that
is, τ ′(gq,1) = gq,2 for each 1 6 q 6 L.
C. trnq(ηq,1) = tr
nq(ηq,2) for each 1 6 q 6 L.
Remark 3.10. We can imagine ηL,j in the following way: assume that balls labeled 1 to n
are arranged in the increasing order in a row (which we think of as the identity permutation)
and that the balls with labels in gq,j \ gq−1,j are of color Cq where 1 6 q 6 (L + 1). This
way each ball gets a unique color. Lift all the balls with color C1 and put them in the front
(the leftmost position in the row) without changing the relative order of balls of color C1.
Now pick all the balls with color C2 and put them just after all the balls of color C1 keeping
the relative order of balls of color C2. Similarly repeat the steps for q = 3, . . . , L. Now this
defines a permutation which is ηL,j.
If we repeat the steps of lifting and placing just for the colors C1 to Cq, we get the
permutation ηq,j. Also note that fq+1,j \ [nq] is the set of positions of balls of color Cq+1 in
the row we get after following the steps of lifting and placing for colors C1 to Cq. 
Proof of Lemma 3.9. Part 1. By definition of β, we have gq,j = η
−1
q,j[nq]. This implies,
gq−1,j ⊆ gq,j ⇐⇒ η
−1
q−1,j[nq−1] ⊆ η
−1
q,j[nq]
⇐⇒ [nq−1] ⊆ ηq−1,j η
−1
q,j[nq]
⇐⇒ [nq−q] ⊆ γfq,j [nq]
⇐⇒ [nq−1] ⊆ fq,j
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The second assertion is then immediate.
Part 2. Note that η−1q,j([nq]) = gq,j. And by part 1, for each k > 0, we have [nq] ⊆ fq+k,j
which implies γ±1fq+k,j : [nq]→ [nq] is the identity map. Thus,
τ(gq,1) =
(
η−1q,2γfq+1,2 . . .γfL,2
)(
γ−1fL,1 . . .γ
−1
fq+1,1
ηq,1
)
(gq,1)
=
(
η−1q,2γfq+1,2 . . .γfL,2
)(
γ−1fL,1 . . .γ
−1
fq+1,1
)
([nq])
= η−1q,2([nq])
= gq,2.
Hence τ preserves filtration. For the second assertion we first show that δj = id. Note that it
is equivalent to showing that ηL,j : [n] \gL,j → [n] \ [nL] is order preserving. By equation 15,
βnL(γ−1fL,j . . .γ
−1
f2,j
) = γ−1f1,jgL,j. Hence by induction on the length of the product
ηL,jγf1,j = γ
−1
fL,j
. . .γ−1f2,j : [n] \ γ
−1
f1,j
gL,j → [n] \ [nL]
is order preserving. The assertion now follows by noting that γ−1f1,j : [n] \ gL,j → [n] \ γ
−1
f1,j
gL,j
is order preserving (which is true because f1,j = g1,j ⊆ gL,j).
Replacing L by q − 1, we see that ηq−1,j : [n] \ gq−1,j → [n] \ [nq−1] is order preserving.
Using part 1, we deduce that ηq−1,j : gq,j \ gq−1,j → fq,j \ [nq−1] is order preserving. Also,
γfq,j : fq,j\ [nq−1]→ [nq]\ [nq−1] is order preserving and γ
±1
fq+k,j
is identity on [nq]\ [nq−1] for
k > 0. Now note that τ =
(
η−1q−1,2γfq,2 . . .γfL,2
)(
γ−1fL,1 . . .γ
−1
fq,1
ηq−1,1
)
which, when restricted
to gq,j \ gq−1,j, is a composition of order preserving functions. Thus τ is order preserving on
gq,j \ gq−1,j.
A =⇒ B: By equation 16, τ := η−1L,2ηL,1 : gL,1 → gL,2 is order preserving and we have
already shown that τ preserves filtration.
B =⇒ A: τ ′ must agree with τ because τ preserves filtration and is order preserving on
each successive difference. This implies that τ is order preserving. Now note that
τ = γgL,2α
−1
2 α1γ
−1
gL,1
: gL,1 → gL,2.
It follows that α−12 α1 : [nL] → [nL] is order preserving. Thus α
−1
2 α1 = id which shows that
trnL(ηL,1) = tr
nL(ηL,2).
It is now immediate that A ⇐⇒ B ⇐⇒ C.
Remark 3.11. Let nL 6 m 6 n. Keeping the notations and hypothesis of Lemma 3.9 above,
for each j ∈ {1, 2} we have two natural decompositions of the set
D ′m,n := {f ∈ Dm,n : f ⊇ [nL]}.
The first decomposition is given by
D ′m,n =
∏
κ∈Sm×Sn−m
{f ∈ D ′m,n : tr
m(γ−1f ηL,j) = κ}.
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Let Γ j be the set of sequences (mα)16α6nL+1 satisfying
0 6 mα 6 gL,j(α) − gL,j(α− 1) − 1, and
∑
mα = m− nL.
Then the second decomposition is given by
D ′m,n =
∏
(mα)∈Γ j
{f ∈ D ′m,n : |β
m(γ−1f ηL,j) ∩ (gL,j(α− 1),gL,j(α))| = mα, 1 6 α 6 nL + 1}
∼=
∏
(mα)∈Γ j
∏
16α6nL+1
Dmα,nα,j
where nα,j = |(gL,j(α − 1),gL,j(α))|. The equivalence A ⇐⇒ B in Lemma 3.9 implies
that the two decompositions are essentially the same, that is, there is an injection κj : Γ
j →
Sm ×Sn−m such that the set
{f ∈ D ′m,n : |β
m(γ−1f ηL,j) ∩ (gL,j(α− 1),gL,j(α))| = mα, 1 6 α 6 nL + 1}
is same as the set
{f ∈ D ′m,n : tr
m(γ−1f ηL,j) = κj((mα))}
and {g ∈ Djm,n : tr
m(γ−1g ηL,j) = κ} is nonempty if and only if κ is in the image of κj. Note
that the trace condition trnL(ηL,1) = tr
nL(ηL,2) implies that κ1 agrees with κ2 on Γ
1 ∩ Γ 2 and
induces an isomorphism
κ1 = κ2 : Γ
1 ∩ Γ 2 → im Γ 1 ∩ im Γ 2. 
Definition 3.12 (The equivalence relation ≡ua on Dm,n). Let u > 0 and let f1, f2 ∈ Dm,n,
we define the equivalence relation ≡ua by f1 ≡
u
a f2 if and only if f1 ∩ [n − a] = f2 ∩ [n − a]
and f1(j) ≡ f2(j) mod u for j ∈ [m]. Note that ≡
u1
a is a refinement of ≡
u2
a if u2 | u1. 
The following two lemmas are essential in proving the "periodicity" of the nice lift con-
struction. See the proofs of Claim 3.19 and Claim 3.24 for a justification of the names
assigned to them.
Lemma 3.13 (First collision lemma). Assume n > a > 0 and u > 0. Let δ ∈ Dm,n/ ≡
u
a be
any equivalence class such that δ * Dm,n−a. Then |δ| =
(
⌊a/u⌋−s+b
b
)
for some 0 < b 6 m
and 0 6 s 6 b. Moreover, if upvp(b!)+1 | a then s > 0 and,
|δ| ≡ 0 mod p.
Here vp(−) is the p-adic valuation.
Proof. We have a = ⌊a/u⌋u + t for some 0 6 t 6 u − 1. By hypothesis, there exists
a b > 0 such that for each f ∈ δ we have |f ∩ ([n] \ [n − a])| = b. Note that δ has a
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natural lexicographic order on it. Assume that f is the least element under this order and let
o = max f, that is, o = ming∈δmaxg. Note that o > n− a and by the division algorithm
(s− 1)u+ t < o− (n− a) 6 su + t
for some s > 0 (clearly we may assume s > 0 when t = 0). Minimality of f implies that
s 6 b. Now note that |δ| equals the number of nonnegative integer solutions (k1, k2, . . . , kb)
satisfying the inequality
(o− (n− a)) +
b∑
q=1
kqu 6 a.
It follows that |δ| =
(
⌊a/u⌋−s+b
b
)
and the second assertion now follows by noting that b >
b − s > 0 and applying the classical result that
(
x
b
)
mod p is periodic in x with period
pvp(b!)+1.
Lemma 3.14 (Second collision lemma). Let 0 6 n1 6 n2 6 . . . 6 nL be a finite chain
and n > m > nL. Let fq,j, gq,j, and ηq,j for 1 6 q 6 L, j ∈ {1, 2} be as defined in
Lemma 3.9. Assume that we have filtrations g1,j ⊆ g2,j ⊆ . . . ⊆ gL,j for j ∈ {1, 2} satisfying
trnL(ηL,1) = tr
nL(ηL,2) and gL,1 ≡
w
a gL,2. Let δ ∈ Dm,n/ ≡
u
a be any equivalence class and κ
be any element of Sm ×Sn−m. Define the sets
Γj(δ, κ) = {f ∈ Dm,n : β
m(γ−1f ηL,j) ∈ δ, tr
m(γ−1f ηL,j) = κ, [nL] ⊆ f}, j ∈ {1, 2}.
If up∆H(m,nL) | w (see equation 3) then,
|Γ1(δ, κ)| ≡ |Γ2(δ, κ)| mod p.
Proof. Assume first that for each j, the set Γj(δ, κ) is nonempty. As in Remark 3.11, the
trace conditions trm(γ−1g ηL,j) = κ, j ∈ {1, 2} specify a sequence of numbers {mα}16α6nL+1,
independent of j, such that g satisfies trm(γ−1g ηL,j) = κ if and only if |β
m(γ−1f ηL,j)∩(gL,j(α−
1),gL,j(α))| = mα, 1 6 α 6 nL + 1. Let nα,j be as in Remark 3.11 and define aα,j :
= max{0,min{a − (n − gL,j(α) + 1),nα,j}}. Then as in Remark 3.11, we have the natural
decomposition
Γj(δ, κ) =
∏
16α6nL+1
δα,j, where δα,j ∈ Dmα,nα,j/ ≡
u
aα,j
.
Since gL,1 ≡
w
a gL,2 there exists 1 6 α0 6 nL + 1 such that δα,j * Dmα,nα,j−aα,j or nα,j = 0
for each α > α0 and j ∈ {1, 2}. If nα,j = 0 or mα = 0, we define bα,j := 0 and sα,j := 0.
Hence by Lemma 3.13, we have
|Γj(δ, κ)| =
∏
α0<α6nL+1
(
⌊aα,j/u⌋ − sα,j + bα,j
bα,j
)
(17)
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for some bα,j 6 mα and sα,j as in the proof of Lemma 3.13. Again by gL,1 ≡
w
a gL,2, it
follows that bα,j and sα,j are independent of j. Also aα,1 ≡ aα,2 mod w and sα,1 ≡ sα,2
mod w/u. This implies
⌊aα,j/u⌋ − sα,j + bα,j ≡ ⌊aα,j/u⌋− sα,j + bα,j mod p
∆H(m,nL).
To avoid dealing with the case when exactly one of Γj(δ, κ) (say Γ2(δ, κ)) is empty separately,
we extend our observation that bα,j and sα,j, if exist, are independent of j and define bα,2 :=
bα,1 and sα,2 := sα,1 for each α. It is easy to see that with these conventions the equation 17
is always valid when at least one of Γj(δ, κ) is nonempty.
The result now follows from the classical fact that
(
x
bα,j
)
mod p is periodic in x with
period pvp(bα,j!)+1 and noting that bα,j 6 mα 6 m− nL.
The following lemma together with the collision lemmas provide the motive behind the
forthcoming definition of periodicity (Definition 3.17).
Lemma 3.15. Let σ ∈ Sn−a ⊆ Sn and n1 6 n2 6 . . . 6 nL be a finite chain. Let fq,j,
gq,j, and ηq,j for 1 6 q 6 L, j ∈ {1, 2} be as defined in Lemma 3.9. Assume that we
have filtrations g1,j ⊆ g2,j ⊆ . . . ⊆ gL,j for j ∈ {1, 2} satisfying tr
nL(ηL,1) = tr
nL(ηL,2) and
gL,1 ≡
1
a gL,2. Consider arbitrary εq ∈ {0, 1} for 1 6 q 6 L. Define σq,j recursively by
σq,j = (tr
nq)εq(γ−1fq,jσq−1,j)
where σ0,j = σ and (tr
nq)0 denotes the identity map. Then we have,
trnL(σL,1) = tr
nL(σL,2) ∈ SnL ×Sn−nL−a+oL ⊆ Sn−a+oL
where oq := |gq,j ∩ ([n] \ [n− a])|.
Proof. By Lemma 3.9, the trace condition trnL(ηL,1) = tr
nL(ηL,2) says precisely that there is
an order preserving bijection τ : gL,1 → gL,2 that preserves the filtration. Hence the condition
gL,1 ≡
1
a gL,2 implies that gq,1 ≡
1
a gq,2 for each 1 6 q 6 L. By Lemma 3.9 again, we have
trnL(ηL,1) = tr
nL(ηL,2) ∈ SnL ⊆ SnL ×Sn−nL−a+oL ⊆ Sn−a+oL.
The assertion of the lemma is easily verified in the base case when L = 1, because we have
f1,1 = g1,1 ≡
1
a g1,2 = f1,2 and σ0,1 = σ0,1 = σ ∈ Sn−a.
For the general case L > 1 assume first that εL−1 = 0. Then we have
trnL(σL,j) = tr
nL(γ−1fL,jγ
−1
fL−1,j
σL−2,j)
= trnL(γ−1fL,jγ
−1
fL−1,j
) trnL(γ−1
βnL(γ−1fL,j
γ−1fL−1,j
)
σL−2,j) (18)
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where equation 18 follows from the identity in equation 14. Now note that we have fL−1,j ⊆
βnL(γ−1fL,jγ
−1
fL−1,j
) and there is a filtration and order preserving bijection τ ′ : βnL(γ−1fL,1γ
−1
fL−1,1
)→
βnL(γ−1fL,2γ
−1
fL−1,2
) hence
trnL(γ−1fL,1γ
−1
fL−1,1
) = trnL(γ−1fL,2γ
−1
fL−1,2
) ∈ SnL ⊆ SnL ×Sn−nL−a+oL ⊆ Sn−a+oL.
By induction on L and noting that
f ′q,j =


fq,j ∈ Dnq,n if 1 6 q 6 L− 2
βnL(γ−1fL,jγ
−1
fL−1,j
) if q = L− 1
or equivalently (by equation 15),
g ′q,j =


gq,j ∈ Dnq,n if 1 6 q 6 L− 2
gL,j if q = L− 1
satisfy the hypothesis of the lemma with o ′L−1 = oL we conclude that
trnL(γ−1
βnL(γ−1fL,1
γ−1fL−1,1
)
σL−2,1) = tr
nL(γ−1
βnL(γ−1fL,2
γ−1fL−1,2
)
σL−2,2) ∈ SnL×Sn−nL−a+oL ⊆ Sn−a+oL
completing the proof of the lemma in the case when εL−1 = 0.
Now if εL−1 = 1, then by induction we have
σL−1,1 = σL−1,2 ∈ Sn−a+oL−1.
Note that by Lemma 3.9 part 1, it follows that fL,1 = γ
−1
gL−1,1
gL,1 ≡
1
a γ
−1
gL−1,2
gL,2 = fL,2 and in
particular, fL,1 ≡
1
a−oL−1
fL,2. We also have |fL,j ∩ ([n] \ [n− a+ oL−1])| = oL − oL−1. Hence
from the base case, we have
trnL(γ−1fL,1σL−1,1) = tr
nL(γ−1fL,2σL−1,2) ∈ SnL ×Sn−nL−a+oL ⊆ Sn−a+oL
completing the proof of the lemma.
Definition 3.16 ((n1, . . . ,nL)-structure). Let n1 6 n2 6 . . . 6 nL be a finite chain of
nonnegative integers. An (n1, . . . ,nL)-structure s on n is a collection of subsets fq ∈ Dnq,n,
1 6 q 6 L.
Let H be a nonnegative integer. Let sj = (fq,j)16q6L, j ∈ {1, 2} be two (n1, . . . ,nL)-
structures on n. We say that s1 ≡
H
a s2 if all of the following three conditions hold:
• trnL(ηL,1) = tr
nL(ηL,2) where ηq,j =
∏q
ξ=1 γ
−1
fq−ξ+1,j
,
• gq,1 ≡
uq
a gq,2 with uq = p
H+
∑L−q
ξ=1 ∆H(nL−ξ+1,nL−ξ) for 1 6 q 6 L where gq,j = β
nq(ηq,j),
and
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• [nq−1] ⊆ fq,j (or equivalently gq−1,j ⊆ gq,j) for 2 6 q 6 L.
Let s = (fq)16q6L be a (n1, . . . ,nL)-structure. For an element e = (σ0,σ1, . . . ,σt+1) ∈
Bt+1(Sn) and an arbitrary function ε : [L] × {0, 1, . . . , t + 1} → {0, 1} we define eq,ε,s :=
(σ0,q,σ1,q, . . . ,σt+1,q) where σk,q is given recursively by
σk,q = (tr
nq)ε(q,k)(γ−1fq σk,q−1)
and σk,0 = σk. 
Definition 3.17 (Periodicity). Let z ∈ HomSn(Bt+1(Sn),M(m)n) and H be a nonnegative
integer. Then z is H-periodic if for every chain n1 6 n2 6 . . . 6 nL = m of nonnegative
integers and every function ε : [L]× {0, 1, . . . , t+ 1}→ {0, 1}, we have
(z ↓m)(eL,ε,s1) = (z ↓m)(eL,ε,s2)
whenever e = (σ0,σ1, . . . ,σt+1) ∈ Bt+1(Sn−a) ⊆ Bt+1(Sn) and s1 ≡
H
a s2 are two equiva-
lent (n1, . . . ,nL)-structures.
Let z ∈ HomSn(Bt+1(Sn),
⊕d
i=1M(mi)n) and pr
i :
⊕d
i=1M(mi) → M(mi) be the
natural projection. Let SQ = (Hi,d)16i6d be a sequence of nonnegative integers. Then z is
SQ-periodic if prin ◦z is H
i,d-periodic for each 1 6 i 6 d. 
Remark 3.18. Note that if zj ∈ HomSn(Bt+1(Sn),
⊕d
i=1M(mi)n), j ∈ {0, 1} is (H
i
j)16i6d-
periodic then any K linear combination xz0 + yz1 is also periodic with period
gcd((Hi0)16i6d, (H
i
1)16i6d) := (max(H
i
0,H
i
1))16i6d. 
3.4 Periodicity of the nice lift construction
This section contains all the technical results we need. We keep the notations from §3.2.
Claim 3.19 (Inheritability of periodicity). With the notations of the nice lift construction
in §3.2, let zd be SQ-periodic where SQ = (Hi,d)16i6d is a sequence of nonnegative inte-
gers. Then for any r 6 d, zr is Dr
Vd
(SQ)-periodic and l˜r is DVr ◦D
r
Vd
(SQ)-periodic. (See
Definitions 6 and 5.)
Proof. We first prove the periodicity of zr by downward induction on r. The base case r = d
is true by hypothesis. We now prove the assertion for r−1: for r 6 d, i 6 r−1, we show that
prin ◦z
r−1 is Hi,r−1-periodic. For that let sj = (fq,j)16q6L, j ∈ {1, 2} be two (n1, . . . ,nL)-
structures with nL = mi and let e = (σ0,σ1, . . . ,σt+1) ∈ Bt+1(Sn−a) ⊆ Bt+1(Sn). We
let eL,j := eL,ε,sj, j ∈ {1, 2} be as defined in Definition 3.17 with H := H
i,r−1 and ε arbitrary.
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Assume that s1 ≡
H
a s2. By the definition of a nice lift (Definition 3.6), we have
(prin ◦z
r−1 ↓mi)(eL,j) = (pr
i
n ◦(
′c
r
) ↓mi)(eL,j) + (pr
i
n ◦(
′′c
r
) ↓mi)(eL,j)
= (prin ◦z
r ↓mi)(eL,j) + (pr
i
n ◦ y
r ↓mi)(eL,j)
= (prin ◦z
r ↓mi)(eL,j) + (T
i,r
n ◦ (pr
i
mr
◦xr ↑mr) ↓mi)(eL,j)
= (prin ◦z
r ↓mi)(eL,j) +
∑
g∈Dmr,n
[mi]⊆g
(primr ◦x
r ↓mrmi )(γ
−1
g eL,j) (19)
where equation 19 follows from Lemma 3.7. We use a shorthand ≡i,r for ≡p
Hi,r
a and split the
summation in (19) as a double sum to obtain
(prin ◦z
r−1 ↓mi)(eL,j) =
(prin ◦z
r ↓mi)(eL,j) +
∑
δ∈Dmr,n/≡
r,r
κ∈Smr×Sn−mr
∑
βmr(γ−1g ηL,j)∈δ
trmr(γ−1g ηL,j)=κ
[mi]⊆g
(primr ◦x
r ↓mrmi )(γ
−1
g eL,j) (20)
Note that Hi,r 6 Hi,r−1 by equation 4. Hence by downward induction on r we have,
(prin ◦z
r ↓mi)(eL,1) = (pr
i
n ◦z
r ↓mi)(eL,2). This completes the inductive step in the case when
mi > mr because then pr
i
mr
◦xr ↓mrmi= 0. So we assume that mi 6 mr and our remaining
task is to show that the second term (the double sum) in equation 20 is independent of j.
We accomplish this task by showing that every term in the second summation of the double
summation in equation 20 is the same irrespective of j and the number of terms for j = 1
and j = 2 differ by a multiple of p. In a sense, a collision is happening here. We need the
following sub-lemmas.
Sub-lemma 3.20. Let Γj(δ, κ) = {g ∈ Dmr,n : β
mr(γ−1g ηL,j) ∈ δ, tr
mr(γ−1g ηL,j) = κ, [mi] ⊆
g}. Then,
|Γ1(δ, κ)| ≡ |Γ2(δ, κ)| mod p.
Proof. Note that mr > nL and H
r,r + ∆H(mr,nL) 6 H
i,r−1. The proof now follows from
Lemma 3.14. K
Sub-lemma 3.21. There are κ ′k ∈ Smr ×Sn−mr, 1 6 k 6 t+ 1 such that ∀g ∈ Γj(δ, κ), j ∈
{1, 2} we have
trmr(γ−1g σk,L,j) = κ
′
k
Proof. Proof immediately follows from Lemma 3.15 noting that ≡ua is a refinement of ≡
1
a if
1 | u. K
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By Sub-lemma 3.20 and 3.21, and the equation 10 relating xr and wr, it is enough to
show that there is C ∈ K[Smr] such that w
r(γ−1g eL,j) = C for all g ∈ Γj(δ, κ), j ∈ {1, 2}.
We also know from Definition 3.6 (or Step 2 of the nice lift construction) that wr is a linear
combination of the following three functions
wr = ar ◦ Trmrt ◦ ∂t+1 + (pr
r
n ◦z
r) ↓mr ◦ h
mr
t ◦ ∂t+1 − (pr
r
n ◦z
r) ↓mr .
By sub-Lemma 3.21 again and the commutativity of Tr and ∂, there is C1 such that a
r ◦
Trmrt ◦ ∂t+1(γ
−1
g eL,j) = C1 for all g ∈ Γj(δ, κ), j ∈ {1, 2}. Note that H
i,r−1 > Hr,r +
∆H(mr,mi). Hence by Lemma 3.2 and downward induction on r, there are C2, C3 such that
(prrn ◦z
r) ↓mr ◦h
mr
t ◦∂t+1(γ
−1
g eL,j) = C2 and (pr
r
n ◦z
r) ↓mr (γ
−1
g eL,j) = C3 for all g ∈ Γj(δ, κ),
j ∈ {1, 2}. Thus we may take C = C1 + C2 − C3, completing the proof of the first assertion
in claim.
For the second assertion, it is enough to prove the result for r = d (because by the nice
lift construction prin ◦ l˜
r = prin ◦ l˜
d for any i 6 r 6 d). The proof is now immediate by the
periodicity of zr, Lemma 3.2 and the equation 9 relating l˜r to zr.
The following corollary follows from the proof of the claim above by taking L = 1, f1,j =
[mi] and ε1 to be identically zero.
Corollary 3.22. Let e ∈ Bt+1(Sn−a) and δ ∈ Dmr,n/ ≡
r,r. Then for each 1 6 i 6 r there
is a constant C such that primr ◦x
r ↓mrmi (γ
−1
g e) = C for all [mi] ⊆ g ∈ δ.
The following is the most crucial result. It provides another motive behind the definition
of periodicity.
Claim 3.23 (Periodicity of ♯-filtered kernels). Let zd ∈ HomSn(Bt+1(Sn),
⊕d
i=1M(mi)n)
be SQ-periodic. If Πdn◦z
d = 0 and pIVd(SQ) | a, then Πdn−a◦Rt+1(z
d) = 0 (see Definition 1.22
for the definition of the R map).
Proof. First we deal with the case when t = −1. Our proof is by induction on d. The case
d = 1 is trivial because then Vd is of the form M(W) and Rt+1 is a well-defined map on
M(W) (see Definition 1.22). For d > 1 note that ld = 0 ∈ HomSn(Bt(Sn),V
d
n) = 0 is
a twisted zd-cycle (because Πdn ◦ z
d = 0). By the nice lift construction, a nice lift of ld is
l˜d := 0 (it has to be zero because for t = −1, Bt(Sn) is defined to be the trivial space)
and there are parameters xr, yr and zr satisfying the conditions in Definition 3.6 (definition
of a nice lift). It follows from that definition that Πdn ◦ y
d = 0, zd = ( ′′cd,− prdn y
d) and
zd−1 = zd + yd. Hence Πd−1n ◦ z
d−1 = 0. By Claim 3.19, zd−1 is Dd−1
Vd
(SQ)-periodic. Thus
by induction on d, Πd−1n−a ◦Rt+1(z
d−1) = 0 (note that pIVd−1(D
d−1
Vd
(SQ))
| pIVd(SQ)). Hence, to
finish the proof, it is enough to show that Πdn−a ◦ Rt+1(y
d) = 0 whenever pIVd(SQ) | a. For
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that let e ∈ Bt+1(Sn−a). By Lemma 3.7, for each 1 6 i 6 d, we have the following:
prin ◦y
d ↓nmi (e) =
∑
g∈Dmd,n, [mi]⊆g
primd ◦x
d ↓mdmi (γ
−1
g e)
=
∑
δ∈Dmd,n/≡
d,d
∑
g∈δ
[mi]⊆g
primd ◦x
d ↓mdmi (γ
−1
g e)
=
∑
δ∈Dmd,n−a/≡
d,d
∑
g∈δ
[mi]⊆g
primd ◦x
d ↓mdmi (γ
−1
g e) (21)
=
∑
g∈Dmd,n−a, [mi]⊆g
primd ◦x
d ↓mdmi (γ
−1
g e)
= (T i,dn−a ◦ Rt+1(pr
i
md
◦xd ↑nmd)) ↓
n−a
mi
(e)
Here equation 21 is another instance of collision and follows from Corollary 3.22 to Claim 3.19
and the first collision lemma (this is Lemma 3.13; to be able to apply this lemma we need
pSQd+∆H(md,mi) | a which is true by hypothesis on a). This implies,
Rt+1(y
d)(e) = Rt+1(T
V˜d,md
n ◦ (x
d ↑nmd))
= T V˜
d,md
n−a ◦ Rt+1(x
d ↑nmd) ∈ kerΠ
d
n−a
completing the proof in the case when t = −1.
For the general case, note that the domain of Rt+1(z
d) is Bt+1(Sn−a). Let e ∈
Bt+1(Sn−a) and define a function z˘
d ∈ HomSn(B0(Sn),
⊕d
i=1M(mi)n) by z˘
d(σ) = zd(σe).
Hypothesis on zd implies that Πdn ◦ z˘
d = 0 and that z˘d is {Hi,d}-periodic. By the t = −1 case
above, we have Πdn−a ◦R0(z˘
d) = 0. Hence Πdn−a ◦Rt+1(z
d)(e) = Πdn−a ◦R0(z˘
d)(1Sn−a) = 0,
completing the proof.
3.5 Well-definedness and commutativity results
The aim of §3.5 is to use the technical results in §3.4 to prove some well-definedness and
commutativity results.
Claim 3.24. Let SQ be a d-length sequence of nonnegative integers. With the notation of
the nice lift construction, let zd be SQ-periodic. Let l˜d ∈ HomSn(Bt(Sn),
⊕d
i=1M(mi)n)
be a nice lift of a zd-cycle ld. If pI(SQ) | a, then Πdn−a ◦ Rt(˜l
d) is a Rt+1(z
d) cycle in
HomSn−a(Bt(Sn),V
d
n−a) and Rt(˜l
d) is one of its nice lifts.
Proof. Proof is very similar to the one for Claim 3.23. We still provide details.
Note that during the construction of l˜d we define l˜r for 1 6 r 6 d. We prove by upward
induction on r that Πrn−a◦Rt(˜l
r) is a Rt+1(z
r)-cycle and Rt(˜l
r) is one of its nice lifts. For that
let Resr : HomSmr×Sn−mr (Bt(Sn),M(mr)mr) → HomSmr×Sn−a−mr (Bt(Sn−a),M(mr)mr)
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be the natural restriction map and σt : Bt(Smr ×Sn−a−mr) → Bt(Smr ×Sn−mr) be the
natural inclusion. Then we have
prrn−a ◦Rt(˜l
r) = Resr(prrn ◦ l˜
r ↓nmr) ↑
n−a
mr
= Resr(ar ◦ Trmrt,n+(pr
r
n ◦z
r) ↓nmr ◦h
mr
t,n) ↑
n−a
mr
= (ar ◦ σt ◦ Tr
mr
t,n−a+Res
r(prrn ◦z
r ↓nmr) ◦ h
mr
t,n−a) ↑
n−a
mr
= (ar ◦ σt ◦ Tr
mr
t,n−a+(pr
r
n−a ◦Rt(z
r)) ↓n−amr ◦h
mr
t,n−a) ↑
n−a
mr
(22)
For the case r = 1, Vr is an FI ♯-module and hence it is clear that Π1n−a ◦ Rt(˜l
1) is a
Rt+1(z
1) cycle and equation 22 shows that Rt(˜l
1) is a nice lift.
For r > 1, equation 22 implies that a nice lift of Πrn−a◦Rt(˜l
r) is given by (o˜, prrn−a ◦Rt(˜l
r))
where o˜ is a nice lift of the ′zr−1 cycle Πr−1n−a ◦Rt(˜l
r−1) where, from the nice lift construction,
we have prin−a ◦(
′zr−1) = prin−a ◦Rt+1(
′′cr)+T i,rn−a ◦Rt+1(pr
i
mr
◦xr ↑nmr). Hence to complete
the proof of the claim it is enough to show that ′zr−1 = Rt+1(z
r−1) because then, by induc-
tion on r, o˜ may be replaced by Rt(˜l
r−1). And that is equivalent to showing the following
commutativity relation for 1 6 i 6 r,
T i,rn−a ◦ Rt+1(pr
i
mr
◦xr ↑nmr) = Rt+1(T
i,r
n ◦ (pr
i
mr
◦xr ↑nmr)).
For that let e ∈ Bt+1(Sn−a). As in the proof of Claim 3.23 we have
prin ◦y
r ↓nmi (e) =
∑
g∈Dmr,n, [mi]⊆g
primr ◦x
r ↓mrmi (γ
−1
g e)
=
∑
δ∈Dmr,n/≡
r,r
∑
g∈δ
[mi]⊆g
primr ◦x
r ↓mrmi (γ
−1
g e)
=
∑
δ∈Dmr,n−a/≡
r,r
∑
g∈δ
[mi]⊆g
primr ◦x
r ↓mrmi (γ
−1
g e)
=
∑
g∈Dmr,n−a, [mi]⊆g
primr ◦x
r ↓mrmi (γ
−1
g e)
= (T i,rn−a ◦ Rt+1(pr
i
mr
◦xr ↑nmr)) ↓
n−a
mi
(e)
This implies,
(T i,rn−a ◦ Rt+1(pr
i
mr
◦xr ↑nmr)) ↓
n−a
mi
= Resi(prin ◦y
r ↓nmi)
= (Rt+1(pr
i
n ◦y
r)) ↓n−ami
= (Rt+1(T
i,r
n ◦ (pr
i
mr
◦xr ↑nmr))) ↓
n−a
mi
completing the proof of the claim.
Note that I ◦D(SQ) > I(SQ) for any SQ ∈ Zd>0. We claim the following.
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Claim 3.25 (Well-definedness of R). Let zd be SQ-periodic and assume that pI◦D(SQ) | a.
Then the map
Rn,a,z
d
t,Vd
: Ht,z
d
(Sn,V
d
n)→ H
t,Rt+1(z
d)(Sn−a,V
d
n−a)
defined by [ld] 7→ [Πdn−a ◦ Rt(˜l
d)] is well-defined.
Proof. Let lj ∈ [l
d], j ∈ {1, 2}. Let l˜j be any of their nice lifts. We have l1 − l2 =
b ◦ ∂t for some b ∈ HomSn(Bt−1(Sn),V
d
n). Also, Π
d
n ◦ l˜j = lj + bj ◦ ∂t for some bj ∈
HomSn(Bt−1(Sn),V
d
n). Combining these equations yields Π
d
n ◦ (˜l1− l˜2) = (b+b1−b2)◦∂t.
This shows that b3 := b + b1 − b2 is a twisted (˜l1 − l˜2)-cycle. Let b˜3 be one of its nice
lifts. By Claim 3.19, (˜l1 − l˜2) is D(SQ)-periodic. Hence by Claim 3.24, Π
d
n−a ◦Rt−1(b˜3) is a
Rt(˜l1− l˜2) cycle if p
I◦D(SQ) | a. This translates into Πdn−a◦Rt(˜l1− l˜2) = Π
d
n−a◦Rt−1(b˜3)◦∂t,
completing the proof because Πdn−a ◦ Rt−1(b˜3) ◦ ∂t is a boundary.
Definition 3.26. For a sequential map φ : V → W corresponding to fφ : S → T as in
Definition 1.11, we define a map φ⋆ : Z
d1
>0 → Z
d2
>0 by φ⋆((H
i)16i6d1) = (G
k)16k6d2 where
Gk is given by
Gk =


Hf
−1
φ (k), if k ∈ T
0, otherwise

Remark 3.27. With the notations of Definition 1.11, Definition 1.19 and Definition 3.26,
let zd1 ∈ HomSn(Bt+1(Sn), V˜
d1
n ) be SQ-periodic then,
1. zd1 ◦ ∂t+2 is SQ-periodic,
2. φ˜n ◦ z
d1 is φ⋆(SQ)-periodic, and
3. Rt+1(φ˜n ◦ z
d1) = φ˜n−a ◦ Rt+1(z
d1). 
Note that Ht,0(Sn,V
d
n) is same as the usual cohomology group H
t(Sn,V
d
n). We have
the following lemma.
Lemma 3.28. Let φ : V →W be a sequential map as in Definition 1.11 and let SQ be the
sequence of length d1 consisting only of zeros. If p
max{IW◦DW◦φ⋆◦DV(SQ), IV◦DV(SQ)} | a, then
the diagram in Figure 14 commutes.
Ht(Sn,V
d1
n ) H
t(Sn,W
d2
n )
Ht(Sn−a,V
d1
n−a) H
t(Sn−a,W
d2
n−a)
φ¯n,t
Rn,a,0
t,Vd1
Rn,a,0
t,Wd2
φ¯n−a,t
Figure 14
42
Proof. Let l ∈ HomSn(Bt(Sn),V
d1
n ) (we keep the superscript d1, which just denote the
length of the filtration of V, to keep our notations consistent with Definition 1.19) be a
0-cycle and let l˜ be a nice lift of l. Then φn ◦ l is a twisted φ˜n ◦ l˜ ◦ ∂t+1-cycle. Let l˜1 be
a nice lift of φn ◦ l. By Claim 3.19, l˜ is D(SQ)-periodic. This implies that φ˜n ◦ l˜ ◦ ∂t+1 is
φ⋆ ◦D(SQ)-periodic. If p
I◦φ⋆◦D(SQ) | a and pI◦D(SQ) | a, then by Claim 3.24 we have that
Rt(˜l1) is a nice lift of a φ˜n−a ◦Rt(˜l) ◦∂t+1 cycle and also that Rt(˜l) is a nice lift of a 0 cycle.
This implies Π2n−a ◦ φ˜n−a ◦ Rt(˜l) ◦ ∂t+1 = 0. Hence Rt(˜l1) is a lift (not necessarily nice) of
a zero cycle. Since Π2n ◦ φ˜n ◦ l˜ ◦ ∂t+1 = 0, φn ◦ l is also a 0 cycle.
Let l˜2 be a nice lift of φn ◦ l as a 0 cycle. This yields the equation, Π
2
n ◦ (˜l1− l˜2) = b ◦∂t
for some b. Here b is a l˜1 − l˜2 cycle and l˜1 − l˜2 is D ◦ φ⋆ ◦ D(SQ)-periodic. Thus if
pI◦D◦φ⋆◦D(SQ) | a then, as in Claim 3.25, we have Π2n−a ◦ Rt(˜l1 − l˜2) = Π
2
n−a ◦Rt−1(b˜) ◦ ∂t.
This completes the proof because Π2n−a ◦ Rt−1(b˜) ◦ ∂t is a boundary,
φ¯n−a,t ◦R
n,a,0
t,Vd1
([l]) = [Π2n−a ◦ Rt(φ˜n ◦ l˜)] = [Π
2
n−a ◦ Rt(˜l1)], and
Rn,a,0
t,Wd2
◦ φ¯n,t([l]) = [Π
2
n−a ◦ Rt(˜l2)].
Let l0 ∈ H
t,zd(Sn,V
d
n). Then it is clear that the map U
n,zd,l0
t,Vd
: Ht,z
d
(Sn,V
d
n) →
Ht,0(Sn,V
d
n) defined by l 7→ l − l0 is bijective.
Lemma 3.29. Let zd be SQ-periodic and let pI◦D(SQ) | a, then the diagram in Figure 15
commutes provided Ht,z
d
(Sn,V
d
n) is nonempty. (The obvious subscripts and superscripts are
omitted here.)
Ht,z
d
(Sn,V
d
n) H
t(Sn,V
d
n)
Ht,Rt+1(z
d)(Sn−a,V
d
n−a) H
t(Sn−a,V
d
n−a)
U
R R
U
Figure 15
Proof. The proof is similar to the proof of well-definedness. We need to show that, under
the hypothesis on a, R(l) − R(l0) and R(l − l0) differ by a boundary. Let l˜, l˜0 and l˜1 be
nice lifts of l, l0 and l − l0 respectively. Then we have Π
d
n ◦ (˜l − l˜0 − l˜1) = b ◦ ∂t for some
b. Then b is a (˜l− l˜0 − l˜1) cycle. Also (˜l− l˜0 − l˜1) is D(SQ)-periodic. Hence if p
I◦D(SQ) | a
then by Claim 3.24, we have Πdn−a ◦ Rt(˜l − l˜0 − l˜1) = Π
d
n−a ◦ Rt−1(b˜) ◦ ∂t, completing the
proof.
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3.6 Proof of the main theorem for ♯-filtered FI-modules
The aim of §3.6 is to show that the map R as in Claim 3.25 is an isomorphism whenever
n− a is large and a is divisible by a sufficiently large power of p (see Theorem B). We keep
the notations from §1.3.
Consider the exact sequence
Ht(Sn,V
d−1
n )
φ¯dn,t
−−→ Ht(Sn,V
d
n)
ψ¯dn,t
−−→ Ht(Sn,M(Wd)n)
δdn,t
−−→ Ht+1(Sn,V
d−1
n )
induced by the exact sequence
0→ Vd−1
φd
−→ Vd
ψd
−→M(Wd)→ 0.
We have the following lemma:
Lemma 3.30. Let SQ be the sequence of length d consisting of zeros. If pI◦D(SQ) | a (needed
for the maps to be well-defined), then the diagram in Figure 16 commutes. Moreover, if
n− a > 2t+md, then the right vertical arrow is an isomorphism.
Ht(Sn,V
d−1
n ) H
t(Sn,V
d
n) H
t(Sn,M(Wd)n)
Ht(Sn−a,V
d−1
n−a) H
t(Sn−a,V
d
n−a) H
t(Sn−a,M(Wd)n−a)
φ¯dn,t
Rn,a,0
t,Vd−1
ψ¯dn,t
Rn,a,0
t,Vd
Rn,a,0
t,M(Wd)
φ¯dn−a,t ψ¯
d
n−a,t
Figure 16
Proof. The first statement about the diagram is immediate because the maps φd and ψd
are sequential. Also, note here that if l ∈ HomSn(Bt(Sn),V
d−1
n ) is a 0-cycle and l˜ is one
of its nice lifts then, φ˜dn ◦ l˜ is already a nice lift of the 0-cycle φ
d
n ◦ l. A similar statement
holds for ψd. Hence we have a simpler condition on a then in Lemma 3.28. For the second
statement, note that the right vertical map is induced by the map
Rn,a
t,M(Wd)
: HomSn(Bt(Sn),M(Wd)n)→ HomSn−a(Bt(Sn−a),M(Wd)n−a)
coming from the FI ♯ structure on M(Wd).
Consider the commutative diagram in Figure 17 (where res1 and res2 are natural restriction
maps). Vertical arrows are isomorphisms and res2 induces an isomorphism on the cohomology
groups. Hence it is enough to show that res1 induces an isomorphism. By Künneth formula,
res1 induces the map
(idi ⊗R
n−md,a,0
j,M(0) )i+j=t :
⊕
i+j=t
Hi(Smd,Wd)⊗H
j(Sn−md,K)→
⊕
i+j=t
Hi(Smd,Wd)⊗H
j(Sn−md−a,K)
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HomSn(Bt(Sn),M(Wd)n) HomSn−a(Bt(Sn−a),M(Wd)n−a)
HomSm
d
×Sn−m
d
(Bt(Sn),Wd) HomSm
d
×Sn−m
d
−a
(Bt(Sn),Wd) HomSm
d
×Sn−m
d
−a
(Bt(Sn−a),Wd)
Rn,a
t,M(Wd)
↓nmd ↓
n−a
md
res1 res2
Figure 17
up to isomorphisms
⊕
i+j=tH
i(Smd,Wd) ⊗ H
j(Sn−md,K) ∼= H
t(Smd × Sn−md,W ⊠ K)
and
⊕
i+j=tH
i(Smd,Wd) ⊗ H
j(Sn−md−a,K) ∼= H
t(Smd ×Sn−md−a,W ⊠ K). Thus it is
enough to show that the map Rn−md,a,0j,M(0) induces isomorphism for n−a > 2j+md, but that
is the content of Nakaoka’s stability theorem (see equation 1).
Lemma 3.31. Let SQ be the sequence of length d−1 consisting of zeros. If pIVd◦φ
d
⋆ ◦DVd−1(SQ) |
a, then the diagram in Figure 18 commutes.
Ht(Sn,M(Wd)n) H
t+1(Sn,V
d−1
n )
Ht(Sn−a,M(Wd)n−a) H
t+1(Sn−a,V
d−1
n−a)
δdn,t
Rn,a,0
t,M(Wd)
Rn,a,0
t+1,Vd−1
δdn−a,t
Figure 18
Remark 3.32. Note here that for the right vertical arrow to be well-defined we need that
pIVd−1◦DVd−1(SQ) | a. But it is easy to see that
pIVd◦DVd◦φ
d
⋆ (SQ) > pIVd◦φ
d
⋆ ◦DVd−1(SQ) > pIVd−1◦DVd−1(SQ).
In the following proof we will not write the obvious subscripts. 
Proof. Note that it is enough to show that the natural map δ ′n : ker φ¯
d
n,t+1 → coker ψ¯
d
n,t
that induces δdn,t, commutes with R. For that, let l ∈ HomSn(Bt+1(Sn),V
d−1
n ) be a 0-cycle
such that φdn ◦ l is a boundary. Since δ is a well-defined map on cohomology, we may assume,
by picking an appropriate element in the equivalence class of l, that l admits a lift l˜ that is
nice. So we have, Πdn ◦ φ˜
d
n ◦ l˜ = b ◦∂t for some b. Then by Claim 3.19 and sequentialness of
φd, φ˜dn ◦ l˜ is φ
d
⋆
◦D(SQ)-periodic. By the nice lift construction, we may find a nice lift b˜ of
the φ˜dn ◦ l˜ cycle b. Now note that δ
′
n([l]) = [pi
d ◦ ψ˜dn ◦ b˜]. Hence it follows from Claim 3.24,
that the diagram in Figure 18 commutes if pI◦φ
d
⋆◦D(SQ) | a.
Proof of Theorem B. Proof is by induction on d which is the length of the ♯-filtration.
When d = 1 then the proof follows from the second assertion of Lemma 3.30. In the general
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Ht−1(Sn,M(Wd)n) H
t(Sn,V
d−1
n ) H
t(Sn,V
d
n) H
t(Sn,M(Wd)n) H
t+1(Sn,V
d−1
n )
Ht−1(Sn−a,M(Wd)n−a) H
t(Sn−a,V
d−1
n−a) H
t(Sn−a,V
d
n−a) H
t(Sn−a,M(Wd)n−a) H
t+1(Sn−a,V
d−1
n−a)
Rn,a,0
t−1,M(Wd)
δdn,t−1 φ¯
d
n,t
Rn,a,0
t,Vd−1
ψ¯dn,t
Rn,a,0
t,Vd
Rn,a,0
t,M(Wd)
δdn,t
Rn,a,0
t+1,Vd−1
δdn−a,t−1 φ¯
d
n−a,t ψ¯
d
n−a,t δ
d
n−a,t
Figure 19
case, by Lemma 3.30 and 3.31, the diagram in Figure 19 commutes. Note that the rows are
exact. First and the fourth vertical arrows are isomorphism by the base case. Let SQ ′ be the
sequence of length d − 1 consisting of zeros. Since pIVd◦DVd(SQ) > pIVd−1◦DVd−1(SQ
′), the
induction hypothesis holds. Hence the second and the fifth vertical arrows are isomorphisms.
The proof now follows from the five lemma.
Proof of Theorem C. Let SQ ′ be the sequence of length d consisting of zeros. The proof
is immediate from the fact that pI◦D(SQ) > pI◦D(SQ
′), Theorem B and the commutativity of
the diagram in Lemma 3.29.
We have the following bound on the period.
Lemma 3.33. Let SQ = (Hi,d)16i6d ∈ Zd>0 and define D1 := max16i6dH
i,d. Then,
I(SQ) 6 D1 +D,
D(SQ)i 6 D1 +D−mi and
I ◦D(SQ) 6 D1 + 2D.
In particular, the cohomology groups Ht(Sn,V
d
n) are eventually periodic in n with period
dividing p2D.
Proof. We have I◦D(SQ) = max16i6d(D◦D(SQ)i+∆H(mi, 0)). It is elementary that if b
is positive integer, then vp(b!) =
∑∞
j=1⌊
b
pj
⌋ 6 b−1. This implies ∆H(a,b) 6 max(a−b, 0).
Moreover, the recursive definition of Hi,r−1 implies by induction on r that Hi,r−1 6 D1+D−
mi. Thus D(SQ)i = H
i,i 6 D1 + D −mi. This proves the second assertion and the first
follows immediately. Iterating the argument we get, D ◦ D(SQ)i 6 D1 + 2D −mi. Hence
I ◦D(SQ) 6 D1 + 2D, completing the proof.
We record the following lemma to be used in the next section.
Lemma 3.34. Let Π1 :
⊕d1
i=1M(mi) → V and Π
2 :
⊕d2
k=1M(nk) → W be ♯-filtered
FI-modules. Define D1 := max16i6dmi and DW := max16k6d2 nk. Let φ : V → W
be a sequential map (see Definition 1.11 and Definition 3.26) and let SQ ∈ Zd1>0. Then
D(φ⋆(SQ))k 6 D1 +DW − nk for each 1 6 k 6 d2.
Proof. Proof follows immediately from Lemma 3.33.
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Example 3.35. Working over F2, for any d > 3 let V be the quotient of M(0) ⊕M(d) by
the sub FI-module generated by the element (1,
∑
f:[d]→[d] f) ∈ (M(0)⊕M(d))d. Note that
V admits a natural exact sequence
0→M(0)→ V →M(W)→ 0 (23)
whereW is the quotient ofM(d) by the sub FI-module K generated by
∑
f:[d]→[d] f ∈M(d)d.
It is clear that the image of M(0)n lie inside H
0(Sn,Vn) = V
Sn
n ⊆ Vn. We show that
dimM(W)Snn = dimW
Sd = 1 and hence dimVSnn is either 1 or 2 depending on n. The first
equality is clear by Shapiro’s lemma. For the second, let 0 6= x ∈ WSd and let y ∈ M(d)d
be a lift of x. By construction, if σ ∈ Sd then σy is either y or y +
∑
f:[d]→[d] f. This
define a surjective homomorphism φ : Sd → {0, 1}. By simplicity of Ad (or when d = 4, the
fact that the only index two subgroup of S4 is A4), we have ker(φ) = Ad. This shows that
x =
∑
f∈Ad
f mod Kd and hence the second equality.
Now we calculate the dimension of VSnn . Note that dimV
Sn
n = 2 if and only if there
exists 0 6= x ∈ VSnn admitting a lift, say y = (y1,y2) ∈ (M(0) ⊕M(d))n, such that y2 6= 0
mod Kn. In that case, by the previous paragraph we may take y2 =
∑
g∈Dd,n
∑
f∈Ad
g ◦ f
and this implies
σx = x ⇐⇒ Γn(σ) := |{g ∈ Dd,n : Ad 6∋ γ
−1
σ(g)σγg : [d]→ [d]}| ≡ 0 mod 2
for any σ ∈ Sn. Note that the transposition σ0 = (1, 2) and the cycle σ1 = (1, 2, 3, . . . .,n)
generate Sn and
Γn(σ) =


(
n−2
d−2
)
, if σ = σ0(
n−1
d−1
)
, if σ = σ1 and 2 | d
0, if σ = σ1 and 2 ∤ d.
We conclude that
dimVSnn =


2⇔
(
n−2
d−2
)
≡
(
n−1
d−1
)
≡ 0 mod 2, if 2 | d and,
2⇔
(
n−2
d−2
)
≡ 0 mod 2, if 2 ∤ d.
The residue
(
n
x
)
mod 2 is periodic in n with the smallest period > x. This implies that
the smallest period of dimH0(Sn,Vn) could be an arbitrarily large power of 2. In particular,
when d = 5, dimVSnn is eventually periodic in n with smallest period 2
2. Our argument also
shows that (23) does not split because otherwise the smallest period would be the lcm of
periods for H0(Sn,M(0)n) and H
t(Sn,M(W)n) which are both 1.
3.7 Proof of the main theorem for finitely generated FI-modules
The aim of this section is to prove the main theorem for finitely generated FI-modules (The-
orem D) and develop machinery for the generalization to FI-complexes which is the content
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of §3.8. We keep the notations from §1.4.
Proof of Theorem D. Assume n − a > C and consider the spectral sequences E•,•(n)
defined in (E). Note that the rightward oriented first page is given by
→E
x,y
1 (n) =


0, if x > 0
HomSn(By(Sn),Vn), if x = 0
and it follows that the rightward oriented second page satisfy
→E
x,y
2 (n) = →E
x,y∞ (n) =


0, if x > 0
Hy(Sn,Vn), if x = 0
Hence the y-th cohomology group of the associated total complex is isomorphic toHy(Sn,Vn).
Thus, if we change orientation, then the upward oriented spectral sequence ↑E
•,•
r (n) abuts
to H•(Sn,Vn) and ↑E
x,t−x∞ (n), 0 6 x 6 N are graded pieces of the induced filtration
on Ht(Sn,Vn). We show by induction on the page number r that if a is divisible by
a large enough power of p and n − a is sufficiently large then there is an isomorphism
↑E
x,y
r (n)
∼= ↑E
x,y
r
(n− a).
We start with the base case. Observe that ↑E
x,y
1
(n) = Hy(Sn, J
x
n) and, by the results of
the previous section (Theorem B and Lemma 3.33), we have a map Rx,y1 (n,a) : ↑E
x,y
1
(n)→
↑E
x,y
1
(n − a) defined by Rx,y1 (n,a) := R
n,a,0
y,Jx that is an isomorphism as long as p
2Dx | a
and n − a > 2(y + dx − 1) + Dx. Here dx and Dx are the lengths of the ♯-filtration and
the degree of generation (resp.) of Jx. Note that by Theorem A, Dx 6 D0 − x. Moreover,
D0 is less than or equal to the degree of generation D of V. We set M
x,y
1 = 2Dx and
SDx,y1 = 2(y+ dx − 1) +Dx.
Assume, by induction, that Rx,y1 (n,a) induces a map R
x,y
r (n,a) : ↑E
x,y
r (n)→ ↑E
x,y
r (n−
a) that is an isomorphism as long as pM
x,y
r | a and n − a > SDx,yr . Consider the diagram in
Figure 20. We find a condition on n and a such that this diagram commutes and the vertical
↑E
x−r,y+r−1
r (n) ↑E
x,y
r (n) ↑E
x+r,y−r+1
r (n)
↑E
x−r,y+r−1
r (n− a) ↑E
x,y
r (n − a) ↑E
x+r,y−r+1
r (n− a)
↑d
x−r,y+r−1
r
(n)
R
x−r,y+r−1
r (n,a)
↑d
x,y
r
(n)
R
x,y
r (n,a) R
x+r,y−r+1
r (n,a)
↑d
x−r,y+r−1
r
(n− a) ↑d
x,y
r
(n− a)
Figure 20
arrows are isomorphisms.
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Following Vakil’s notes [Va, §1.7], we define an (x,y) strip associated to a spectral se-
quence E•,• to be an element of ⊕i>0E
x+i,y−i (This is same as the Vakil’s definition but with
orientation changed to upward instead of rightward). Note that, in our case, the differential
d(n) = →d(n)+ ↑d(n) sends a (x,y) strip s to a (x,y+1) strip ds. We shall now use Vakil’s
description of the differential ↑dr in terms of (x,y) strips throughout.
Let l¯ ∈ ↑E
x,y
r (n). Then there is a corresponding (x,y) strip s = (li) ∈ ⊕i>0E
x+i,y−i(n)
such that ds is a (x+r,y−r+1) strip. This implies that l0 is a 0 cycle and φ
x+i
n ◦ li = li+1 ◦
∂y−i, 0 6 i 6 r−2. Moreover, the image of l¯ under ↑d
x,y
r (n) is determined by φ
x+r−1
n ◦ lr−1.
The well-definedness of ↑d
x,y
r (n) allows us to change each li up to a boundary. Hence, by
induction on i, we may assume that the φ˜x+i ◦ l˜i cycle li+1 admits a lift l˜i+1 that is nice.
Let SQdx be the sequence of length dx consisting only of zeros. It follows from Claim 3.19
that l˜0 is SQ
x,y
r,0 := D(SQ
dx)-periodic and that l˜i+1 is SQ
x,y
r,i+1 := D(φ
x+i
⋆
(SQx,yr,i ))-periodic.
Define Nx,yr := max{I(SQ
dx), max06i6r−1 I(φ
x+i
⋆
(SQx,yr,i ))}. Then, by Claim 3.24 and the
definition of the map R1 (recall that R commutes with a sequential map, see Remark 1.24),
the right square in the diagram above commutes if pN
x,y
r | a. We now define
Mx,yr+1 := max{M
x,y
r ,M
x−r,y+r−1
r ,M
x+r,y−r+1
r ,N
x,y
r ,N
x−r,y+r−1
r }, (24)
SDx,yr+1 := max{SD
x,y
r , SD
x−r,y+r−1
r , SD
x+r,y−r+1
r } (25)
and note that the diagram above commutes and vertical arrows are isomorphisms as long
as pM
x,y
r+1 | a and n − a > SDx,yr+1. Hence, under these assumptions on n and a, R
x,y
r (n,a)
induces an isomorphism Rx,yr+1(n,a) : ↑E
x,y
r+1(n) → ↑E
x,y
r+1(n − a), completing the inductive
step of the proof. Now taking r→∞ completes the proof of the theorem.
Remark 3.36. The proof above also provides an algorithm to calculate the period pM
t∞ and
the stable range SDt∞ because we have (24) and (25) together with the following equations.
Mt∞ = max
x+y=t,16r<∞M
x,y
r ,
SDt∞ = max
x+y=t,16r<∞SD
x,y
r . 
The following lemma gives bounds on the period and the stability range in Theorem D.
Lemma 3.37. We have
Mt∞ 6 min{(t+ 3)D, max{2D,D(D+ 1)/2}},
SDt∞ 6 2(t+max
x
dx − 1) +D.
(by Remark 1.17, we can replace D above by χ(V))
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Proof. Recall that Dx 6 D− x. This implies M
x,y
1 6 2D. Next we provide bounds on M
x,y
r
and Nx,yr independent of x and y. Note that by Lemma 3.33 and Lemma 3.34, we have
I(SQdx) 6 Dx and
I(φx+i
⋆
(SQx,yr,i )) 6
x+i+1∑
y=x
Dy
which show that
Nx,yr 6


(r+ 1)D if r < D
D(D+ 1)/2 if r > D
This implies, by induction on r, that
Mx,yr+1 6


(r+ 1)D if r < D
max{2D,D(D+ 1)/2} if r > D
We know that if x+ y = t the spectral sequence stabilizes when r = t+ 2. This shows that
Mt∞ 6 min{(t+ 3)D, max{2D,D(D+ 1)/2}}. Proof of the second assertion is similar.
Theorem D establishes the periodicity of dimensions of the groups Ht(Sn,Vn) but does
not give explicit maps Ht(Sn,Vn)→ H
t(Sn−a,Vn−a). Instead it provides us with a filtration
on Ht(Sn,Vn) and H
t(Sn−a,Vn−a) such that the graded pieces are isomorphic. In the
remaining of this section we remedy this and construct explicit maps at the expense of
increasing the period slightly.
Let
TE•(n) :=
⊕
x+y=•
HomSn(By(Sn), J
x
n)
with the differential dT (n) denote the total complex associated to E
•,•(n). For each 0 6
x 6 N, let Πx : J˜x =
⊕dx
i=1M(mi,x)։ J
x be a cover as in Theorem A. We define
T˜E
•
(n) :=
⊕
x+y=•
HomSn(By(Sn), J˜
x
n)
to be the cover of TE• with the obvious surjective map,
~Πtn : T˜E
t
(n)→ TEt(n)
given by ~Πtn((lx)06x6t) = (Π
x
n ◦ lx)06x6t.
Definition 3.38. Let ~z = (zx)06x6t+1 ∈ T˜E
t+1
(n). We call ~l = (lx)06x6t ∈ TE
t(n) a
twisted ~z-cycle if we have
dtT (n)(~l) = ~Π
t+1
n (~z).
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Two twisted ~z cycles ~l1 and ~l2 are equivalent if they differ by a boundary, that is, ~l1 −~l2 =
dt−1T (n)(
~b) for some ~b ∈ TEt−1(n). We denote the set (which is in fact a group when ~z = 0)
formed by these equivalence classes by Ht,~z(TE•(n)) and the equivalence class of ~l by [~l].
Let SQx = (Hi,dx)16i6dx , 0 6 x 6 N be sequences of nonnegative integers. We say that ~z
is (SQx)06x6t+1-periodic if zx is SQ
x-periodic for each x. 
Remark 3.39. Note that the map
ι⋆ : HomSn(Bt(Sn),Vn)→ TE
t(n) =
⊕
x+y=t
HomSn(By(Sn), J
x
n)
given by l 7→ (lx)06x6t where
lx =


ιn ◦ l, if x = 0
0, otherwise
induces an isomorphism ι¯⋆ : H
t(Sn,Vn)→ H
t(TE•(n)) = Ht,
~0(TE•(n)) for n > C. 
Define the map
~Rn,a
t+1, ˜TE•
: T˜E
t+1
(n)→ T˜E
t+1
(n− a)
by (zx)06x6t+1 7→ (Rt+1−x(zx))06x6t+1. We will drop some of the subscripts and superscripts
when there is no discrepancy. Let ~l = (lx)06x6t ∈ TE
t(n) be a ~z cycle and assume that ~z is
(SQx)06x6t+1-periodic. This amounts to the following equations:
l0 ◦ ∂t+1 = Π
0
n ◦ z0
lx+1 ◦ ∂t−x = φ
x
n ◦ lx + Π
x+1
n ◦ zx+1, for 0 6 x 6 t− 1
0 = φtn ◦ lt + Π
t+1
n ◦ zt+1
By changing each lx upto a boundary we may assume, by induction on x, that the φ˜
x◦ l˜x+
zx+1 cycle lx+1 admits a lift l˜x+1 that is nice. It follows that l˜0 is SQ
t,0 := D(SQ0)-periodic
and that l˜x+1 is SQ
t,x+1 := D(gcd(φx
⋆
(SQt,x), SQx+1))-periodic. We call ~˜l := (˜lx)06x6t a
nice lift of ~l. By Claim 3.24, ~Πtn−a(~Rt((˜lx)06x6t)) is a ~Rt+1(~z) cycle if p
~It
TE•
((SQx)06x6t+1) | a.
Here the maps ~ItTE• and
~DtTE• are analogous to the maps I and D (resp.) and are defined by
~ItTE•((SQ
x)06x6t+1) := max{I(SQ
0), max
06x6t
I(gcd(φx
⋆
(SQt,x), SQx+1))} and,
~DtTE•((SQ
x)06x6t+1) := (SQ
t,x)06x6t.
Note that ~˜l is ~Dt
TE•
((SQx)06x6t+1)-periodic. We can now prove the following analog of
Claim 3.25.
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Claim 3.40. Let ~z be (SQx)06x6t+1-periodic and assume that p
~It−1
TE•
◦~Dt
TE•
((SQx)06x6t+1) | a and
p
~It
TE•
((SQx)06x6t+1) | a. Then the map
~Rn,a,~z
t,TE•
: Ht,~z(TE•(n))→ Ht,
~Rt+1(~z)(TE•(n− a))
defined by [~l] 7→ [~Πtn−a(~Rt((˜lx)06x6t))] is well-defined.
Proof. Let ~lj ∈ [~l], j ∈ {1, 2}. Let
~˜lj be any of their nice lifts. We have ~l1 −~l2 = d
t−1
T (n)(
~b)
for some ~b ∈ TEt−1(n). Also, ~Πtn(
~˜lj) = ~lj + d
t−1
T (n)(
~bj) for some ~bj ∈ TE
t−1(n).
Combining these equations yields ~Πtn(
~˜l1 −
~˜l2) = d
t−1
T (n)(
~b + ~b1 − ~b2). This shows that
~b3 := ~b + ~b1 − ~b2 is a twisted (
~˜l1 −
~˜l2)-cycle. Let
~˜b3 be one of its nice lifts. By what we
have observed in the paragraph above the lemma, (~˜l1 −
~˜l2) is ~D
t
TE•((SQ
x)06x6t+1)-periodic.
Hence ~Πt−1n−a(~Rt−1,n,a(
~˜b3)) is a ~Rt,n,a(
~˜l1 −
~˜l2) cycle if p
~It−1
TE•
◦~Dt
TE•
((SQx)06x6t+1) | a. This trans-
lates to ~Πtn−a(~Rt,n,a(
~˜l1−
~˜l2)) = d
t−1
T (n)(
~Πt−1n−a(
~Rt−1,n,a(
~˜b3))), completing the proof because
dt−1T (n)(
~Πt−1n−a(
~Rt−1,n,a(
~˜b3))) is a boundary.
Let ~z = 0 and for each x let SQx be the sequence consisting of zeros. Define the quantities
(the subscript 1 will be useful in the next section)
~Mt1 := max{M
t∞, ~It−1TE• ◦ ~DtTE•((SQx)06x6t+1), ~ItTE•((SQx)06x6t+1)} (26)
~SD
t
1 := SD
t∞ . (27)
Then we have the following theorem.
Theorem 3.41. Assume p
~Mt1 | a and n− a > max{ ~SD
t
1,C}. Then the map
~Rn,a,0
t,TE•
: Ht,0(TE•(n))→ Ht,0(TE•(n− a))
is an isomorphism.
Proof. Notice that for each x, y satisfying x+y = t, ~Rn,a,0t,TE• induces the maps R
x,y∞ (n,a) on
the graded piece ↑E
x,y∞ (n) of Ht,0(TE•(n)) to the corresponding graded piece ↑Ex,y∞ (n − a)
of Ht,0(TE•(n− a)). Hence the result follows by Theorem D.
Remark 3.42. By a similar argument as in Lemma 3.37, it can be checked that
~Mt1 6 (t+ 3)D,
~SD
t
1 6 2(t+max
x
dx − 1) +D. 
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3.8 Generalizations: complexes of finitely generated FI-modules
We work with the following arbitrary complex of finitely generated FI-modules with differential
δ.
0→ V0 → V1 → . . .→ Vx → . . .
Consider the corresponding spectral sequences E•,•(n) defined in (~E). Our aim in this section
is to show that for any page r > 1 of the corresponding upward oriented spectral sequence
and position (x,y), ↑E
x,y
r
(n), im ↑d
x,y
r
(n) and ker ↑d
x,y
r
(n) are periodic in n. Since these
objects depend only on first few columns (depending on x and y) we may assume that the
complex is supported in finitely many columns say 0 6 x 6 N. Hence we can follow the
notation from Remark 2.4.
As in Remark 3.39, for a fixed x we have an embedding
ιx
⋆
: HomSn(B•(Sn),V
x
n)→ TE
x,•(n) :=
⊕
ux+vx=•
HomSn(Bvx(Sn), J
ux,x
n )
of complexes. The later complex is the total complex associated to Vxn as in previous section
(see (E)) and hence is equipped with the natural differential dx,•T (n). This yields an embedding
~ι⋆ : E
•,•(n) → TE•,•(n) given by ιx
⋆
: Ex,y → TEx,y for a fixed x. Here the differentials
associated to TE•,• are given by:
→d
x,y
T (n) : TE
x,y(n)→ TEx+1,y(n), induced by ~δx,y := (δux,x)06ux6y and,
↑d
x,y
T (n) : TE
x,y(n)→ TEx,y+1(n), induced by dx,yT .
Remark 3.43. Note that, by Remark 3.39 again, ~ι⋆ induces an isomorphism on the first
upward oriented page ~ι⋆,1 : ↑E
•,•
1
(n) ∼= ↑TE
•,•
1
(n) and hence on any higher upward oriented
page~ι⋆,r : ↑E
•,•
r (n)
∼= ↑TE
•,•
r (n) given that n > C := max06x6N Cx. Hence for our purpose, it
is enough to analyze the complex TE•,•(n) which is secretly a triple complex with co-ordinates
ux, vx and y. 
We may define the vector analogs of quantities defined in previous sections as follows:
T˜E
x,y
:=
⊕
ux+vx=y
HomSn(Bvx(Sn), J˜
ux,x
n )
~˜δx,y := (δ˜ux,x)06ux6y
~δx,y
⋆
:= (δux,x
⋆
)06ux6y
Let ~l ∈ TEx,y and let ~˜l = (˜lux)06ux6y ∈ T˜E
x,y
be a lift of ~l. Assume that ~˜l is
(SQux)06ux6y-periodic. Then it follows by the sequentialness of the maps δ
ux,x, 0 6 ux 6 y
that →d
x,y
T (n)(
~l) has a lift ~˜δx,yn ◦
~˜l = (δ˜ux,xn ◦ l˜ux)06ux6y which is ~δ
x,y
⋆
((SQux)06ux6y) =
(δux,x
⋆
(SQux))06ux6y-periodic.
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Proof of Theorem E. We show by induction on r that if a is divisible by a large enough power
of p and n − a is sufficiently large then there is an isomorphism ↑TE
x,y
r (n)
∼= ↑TE
x,y
r (n −
a). The proof is similar to the proof of Theorem D. For the base case, observe that by
Theorem 3.41, we have the map
~R
x,y
1 (n,a) : ↑TE
x,y
1
(n)→ ↑TE
x,y
1
(n− a)
defined by ~Rx,y1 (n,a) :=
~Rn,a,0y,TEx,• that is an isomorphism as long as p
~M
x,y
1 | a and n − a >
~SD
x,y
1 .
Assume, by induction that ~Rx,y1 (n,a) induces a map ~R
x,y
r (n,a) : ↑TE
x,y
r (n)→ ↑TE
x,y
r (n−
a) that is an isomorphism as long as p
~M
x,y
r | a and n − a > ~SD
x,y
r . Consider the diagram in
Figure 21.
↑TE
x−r,y+r−1
r (n) ↑TE
x,y
r (n) ↑TE
x+r,y−r+1
r (n)
↑TE
x−r,y+r−1
r
(n− a) ↑TE
x,y
r
(n− a) ↑TE
x+r,y−r+1
r
(n− a)
↑d
x−r,y+r−1
T ,r (n)
~R
x−r,y+r−1
r (n,a)
↑d
x,y
T ,r(n)
~R
x,y
r (n,a) ~R
x+r,y−r+1
r (n,a)
↑d
x−r,y+r−1
T ,r (n− a) ↑d
x,y
T ,r(n−a)
Figure 21
We now find a condition on n and a such that this diagram commute and the vertical
arrows are isomorphisms. For that let ~¯l ∈ ↑E
x,y
r (n). Then there is a corresponding (x,y) strip
s = (~li) ∈ ⊕i>0TE
x+i,y−i(n) such that ds is a (x + r,y − r + 1) strip. This implies that ~l0
is a ~0 cycle and ~δx+i,y−in ◦ li = ↑d
x+i+1,y−i−1
T (n)(
~li+1), 0 6 i 6 r− 2. Moreover, the image
of ~¯l under ↑d
x,y
T ,r(n) is determined by
~δx+r−1,y−r+1n ◦~lr−1. The well-definedness of ↑d
x,y
T ,r(n)
allows us to change each ~li up to a boundary. Hence, by induction on i, we may assume
that the ~˜δx+i,y−i ◦ ~˜li cycle ~li+1 admits a lift
~˜li+1 that is nice. It follows that if for each ux,
SQux is the sequence of length = length(Jux,x) and consisting only of zeros then ~˜l0 is ~SQ
x,y
r,0 :
= ~D
y
TEx,•
((SQux)06ux6y+1)-periodic and that
~˜li+1 is ~SQ
x,y
r,i+1 :=
~D
y−i−1
TEx+i+1,•
(~δx+i,y−i
⋆
( ~SQ
x,y
r,i ))-
periodic. Define
~Nx,yr := max{~I
y
TEx,•
((SQux)06ux6y+1), max
06i6r−1
~I
y−i−1
TEx+i+1,•
(~δx+i,y−i
⋆
( ~SQ
x,y
r,i ))}.
Then, as in the proof of Theorem D, the right square in Figure 21 commutes if pN
x,y
r | a.
We now define:
~Mx,yr+1 := max( ~M
x,y
r , ~M
x−r,y+r−1
r , ~M
x+r,y−r+1
r , ~N
x,y
r , ~N
x−r,y+r−1
r ), (28)
~SD
x,y
r+1 := max( ~SD
x,y
r , ~SD
x−r,y+r−1
r , ~SD
x+r,y−r+1
r ) (29)
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and notice that the diagram above commutes and vertical arrows are isomorphisms as long as
p
~M
x,y
r+1 | a and n−a > ~SD
x,y
r+1. Hence, under these assumptions on n and a, ~R
x,y
r (n,a) induces
an isomorphism ~Rx,yr+1(n,a) : ↑TE
x,y
r+1(n)→ ↑TE
x,y
r+1(n− a), completing the inductive step of
the proof. The proof is now complete by Remark 3.43 and defining Cx,y to be max06x6NCx
for N sufficiently large such that the ↑TE
x,y
∞ depends only on the first N columns of the
complex.
Remark 3.44. Assume that each Vx is generated in degree at most D and that for each x
and ux, the length of J
ux,x is bounded by d. Then a proof similar to the one in Lemma 3.37
gives the following bounds:
~Mx,y∞ 6 (x+ y+ 3)D
~SD
x,y
∞ 6 2(x + y+ d− 1) +D.
By Remark 1.17, we can replace D above by maxx χ(V
x). 
Corollary 3.45. Let δ : U → V be a map of finitely generated FI-modules and let δn,t :
Ht(Sn,Un) → H
t(Sn,Vn) be the induced map on cohomology. Then ker δn,t and im δn,t
are eventually periodic in n, with period a power of p.
Proof. Consider the complex 0 → V0 → V1 → 0 where V0 := U, V1 := V and δ0 := δ and
note that ker δn,t = ↑E
0,t
2
(n). Hence by Theorem E, ker δn,t is periodic in n. The statement
about im δn,t follows from it.
Corollary 3.46. Let 0→ V0 → V1 → V2 → 0 be an exact sequence and cn,t : H
t(Sn,V
2
n)→
Ht+1(Sn,V
0
n) be the connecting homomorphism. Then, ker cn,t is eventually periodic in n,
with period a power of p.
Proof. The proof follows by applying Theorem E to the exact sequence 0 → V0 → V1 →
V2 → 0.
4 mod-p cohomology of unordered configuration spaces
We maintain the assumption that K is a field of characteristic p and we fix a manifold M.
With the notations of §1.5, let C• and V
• be the singular chain and cochain complexes
associated to Conf(M) with differentials δ• and δ
• respectively. Then for each x > 0, Cx is
a co-FI-module and Vx is an FI-module. The degree n part, Cx,n of Cx is K[Sn] projective
and we have Vxn = Hom(Cx,n,K). The following argument stolen from the classical reference
[CaEi] and included for the sake of completeness shows that Ht(Sn,V
x
n) = 0 for t > 0.
Since Cx,n is projective, then the natural K[Sn]-module exact sequence
0→ ker gn → K[Sn]⊗K Cx,n
gn
−−−−→ Cx,n → 0
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splits. By taking Hom(.,K), we see that the following sequence is split exact.
0→ Vxn
Hom(gn,K)
−−−−−−−−→ Hom(K[Sn]⊗K Cx,n,K)→ Hom(ker gn,K)→ 0.
Then, it follows from the natural isomorphism Hom(K[Sn] ⊗K Cx,n,K) ∼= Hom(K[Sn],Vxn)
that Vxn is a direct summand of Hom(K[Sn],V
x
n) as a K[Sn]-module. By Shapiro’s lemma,
we have Ht(Sn, Hom(K[Sn],Vxn)) = Ext
t
K[Sn]
(K, Hom(K[Sn],Vxn)) ∼= Ext
t
K
(K,Vxn). Since
K is a field, Extt
K
(K,Vxn) = 0 for t > 0. This implies H
t(Sn,V
x
n) = 0 for t > 0 because V
x
n
is a direct summand of Hom(K[Sn],Vxn).
Consider the natural spectral sequence F•,•(n) given by Fx,y(n) := HomSn(By(Sn),V
x
n).
The previous paragraph shows that ↑F
x,y
1
(n) = 0 for y > 0 and ↑F
x,0
1
(n) = (Vxn)
Sn. Hence
↑F
•,•
r (n) =⇒ H
•((V•n)
Sn), the mod-p cohomology of confn(M). Thus we must also have
→F
•,•
r (n) =⇒ H
•((V•n)
Sn). Note that By(Sn) is free as a K[Sn]-module, which implies that
we have a natural isomorphism →F
x,y
1 (n)
∼= HomSn(By(Sn),H
x(V•)n). We can now prove
the main theorem of this section.
Proof of Theorem F. SinceM satisfies the hypotheses of Theorem 1.25, Hx(V•) is a finitely
generated FI-module. Note that Vx may not be a finitely generated FI-module. We construct
a sub-complex U• →֒ V• of finitely generated FI-modules as follows. By induction on x assume
that Ux has been constructed and consider the exact sequence
0→ im δx → ker δx+1 → Hx+1(V•)→ 0.
Since δx(Ux) and Hx+1(V•) are finitely generated FI-modules there exists a finitely generated
sub FI-module Ux+1 ⊂ ker δx+1 ⊂ Vx+1 such that the following sequence is exact.
0→ δx(Ux)→ Ux+1 → Hx+1(V•)→ 0.
Consider the spectral sequence E•,•(n) given by Ex,y(n) := HomSn(By(Sn),U
x
n). We
have a natural map Ψ(n) : E•,•(n) →֒ F•,•(n). By construction we have, Hx(U•) ∼= Hx(V•)
for each x. Hence Ψ(n) induces an isomorphism →E
x,y
1 (n)
∼= →F
x,y
1 (n). It follows that
↑E
•,•
r
(n) =⇒ H•((V•n)
Sn), the mod-p cohomology of confn(M). By applying Theorem E to
the complex U• and defining
~Mt∞ := max
x+y=t,16r<∞
~Mx,yr , (30)
~SD
t
∞ := max
x+y=t,16r<∞
~SD
x,y
r , and, (31)
Ct := max
x+y=t,16r<∞C
x,y
r (32)
completes the proof.
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Remark 4.1. The proof of [CEFN, Theorem E] implies that dimKH
t(Confn(M),K) is even-
tually a polynomial of degree at most 2t. Also note that to find out Ht(Confn(M),K) we
only need to consider the complex V• for x 6 t + 1. Hence Remark 3.44 implies that an
upper bound on ~Mt∞ is (t+ 3)(2t+ 2). 
Remark 4.2. If K = Z then it is known that the cohomology groups H2(conf(S2),K) are
not eventually periodic; see [Nap]. This implies that Theorem E does not hold with integer
coefficients. 
5 Further questions and comments
In this section we list some related open problems:
Question 5.1. Does Theorem B hold when K = Z? More precisely, Is it true that if V is a
finitely generated ♯-filtered FI-module over Z, then the cohomology groups Ht(Sn,Vn) are
eventually periodic and t > 0?
Question 5.2. Let V and W be finitely generated FI-modules over a field K of positive
characteristic. Is it true that the groups ExtK[Sn](Vn,Wn) are eventually periodic in n?
Question 5.3. Does there exist a manifold M satisfying the hypothesis of Theorem 1.25
such that, for some t > 0, the smallest period (eventually) of the mod-p cohomology groups
Ht(confn(M),Fp) is p2 or a higher power of p? For all the examples we know so far, either
the period is p or the stabilization occurs.
Let FId be the category whose objects are finite sets and morphisms are injections with
d-coloring of the complement. More precisely, any f ∈ HomFId(A,B) is a pair f = (g,h)
where g : A→ B is an injection and h : B\g(A)→ [d] is any function. We have the following
conjecture:
Conjecture 5.4. Let K be an arbitrary field and V be a finitely generated FId-module over
K. Then dimKHt(Sn,Vn) is a quasi-polynomial in n of degree at most d− 1.
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