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We present a new automatic data labelling
framework called ALGA - Automatic Logic Gate
Annotator. The framework helps to create large
amounts of annotated data for training domain-specific
financial news events detection classifiers quicker.
ALGA framework implements a rules-based approach
to annotate a training dataset. This method has
following advantages: 1) unlike traditional data
labelling methods, it helps to filter relevant news articles
from noise; 2) allows easier transferability to other
domains and better interpretability of models trained on
automatically labelled data. To create this framework,
we focus on the U.S.-based companies that operate in
the Apparel and Footwear industry. We show that event
detection classifiers trained on the data generated by
our framework can achieve state-of-the-art performance
in the domain-specific financial events detection task.
Besides, we create a domain-specific events synonyms
dictionary.
1. Introduction
A company’s stock price is mostly driven by
its fundamentals and release of new information.
Stock market-related news might change investors’
expectations and affect an asset price [1]. Financially
relevant news can either be about the macro events
such as economic, political, sector-specific events or
company-specific events that are directly or indirectly
(e.g. news about company’s suppliers, competitors or
customers) linked to a company. News-worthy events
are shown to be associated with a company’s stock
price changes [2]. Therefore, an ability to automatically
identify which news articles are talking about financially
relevant events and measure their impact may give
additional insight into a company’s future financial
performance.
Two main research directions analyse news impact
on stock prices: event-driven and sentiment-driven.
Majority of studies in this area are focusing on building
predictive models that use news sentiment [3, 4, 5]
or event mentions, knowledge [2, 6, 7] to forecast
stock price movements. Another research area is
aimed at building models that detect financially relevant
news events [8, 9]. In this work, we focus on the
event detection problem and present a framework for
identifying financially relevant news events, i.e. events
that are likely to affect a company’s stock price.
We argue that to build better event detection models,
they have to be domain-specific as the importance of
events across different industries varies. For example,
news articles about ‘successful clinical trials’ affect
companies operating in the Pharmaceutical sector. In
contrast, news about ‘store closures’ would impact
companies in the Retail Trade or Consumer Goods
sectors. However, there is a lack of research in the
domain-specific event detection area mainly due to the
absence of annotated corpus for training supervised
learning algorithms [8]. In the previous studies, a
training corpus for supervised learning financial event
detection task is usually created by either human
annotators or labelling articles based on a company’s
stock price movements. Both methods have associated
challenges. The annotators introduce human-bias, data
is time-consuming to label and therefore, expensive to
obtain. Meanwhile, labelling articles based on stock
price movements alone is ambiguous since both price
data and news articles are extremely noisy. For example,
if a set of articles about a company is released during
a single day and its share price changes significantly,
using the traditional labelling approach adopted by
most of the studies, all articles would be labelled as
‘event’ articles even though only a fraction of them are
talking about a financially relevant event and remaining
stories are irrelevant. Figure 1 demonstrates an example
of such scenario. The plot shows 80 news articles
published on the 4th of June 2019 that mentioned Nike
(sportswear company). On the same day, Nike’s stock
price dipped significantly. Only 36 articles (out of
80) mentioned financially relevant event - a lawsuit





over Nike, the remaining stories were irrelevant. The
challenge is how to create a labelled training dataset
for the domain-specific event detection task quickly,
cheaply and build event classifiers that can distinguish
between the financially important news and noise.
Figure 1. Example of a noisy news dataset. The plot
shows 80 articles about Nike (4th of June, 2019).
Only 36 stories mention the lawsuit over Nike (green)
that affected the company’s stock price that day,
remaining stories are irrelevant (red). After passing
the articles through ALGA’s filters, the framework
filters out the noise leaving relevant event articles
only, then labels them accordingly. Originally, each
article is represented by 768-dimensional BERT
vector, for this visualisation only, we reduce the size
of vectors to 3 dimensions using PCA.
The main objective of this work is to build
domain-specific event classifier that can filter through
noisy articles and detect stories that are likely to impact a
company’s stock price. Therefore, to solve the problem
mentioned above, first, we design the Automatic
Logic Gate Annotator (ALGA) framework that uses a
systematic approach to label training data. Second,
we use this data to train an event detection classifier.
We design a domain-specific event detection model
for the Apparel and Footwear industry news. ALGA
framework contains modular combinations of logic
gates that help to filter noisy data and automatically
separate articles into event and non-event. Logic gates
impose conditions on an article that have to be met for
it to be annotated with an event label (1) otherwise it is
labeled with a non-event label (0). The conditions are
combinations of the following features that are derived
from articles, company’s stock prices and sector indices:
1) topic popularity, is an article talking about a popular
topic on that day; 2) is a daily volume of articles
higher than a threshold; 3) relevancy, is a company’s
name mentioned in the title; 4) is an article part of
a cluster i.e. are there more similar articles; 5) does
an article contain event synonyms from our predefined
domain dictionary; 6) stock price volatility; 7) is there
a significant difference between sector index and stock
price returns. By passing the articles in Figure 1 through
ALGA, the framework extracts only relevant events and
labels them with event labels (1).
In this work, we use headlines as article
representations. We embed the headlines using:
BERT encoder [10], Doc2Vec [11] and TF-IDF [12].
Figure 2 shows the architecture of ALGA framework.
By using this framework, we achieve state-of-the-art
results in the domain-specific financial events detection
task. To summarize, the contributions of this work are:
• We present ALGA - Automatic Logic Gate
Annotator, an original framework for systematic
news articles labelling, that can automatically
generate large amounts of annotated data by
separating news articles into financially relevant
events and noise. Unlike studies [8, 9], we focus
on English news.
• We design domain-specific news events classifier
with a focus on a single financial industry.
• Using the training data generated by our
framework, we train financial news events
detection classifier and show state-of-the-art
results.
• We compare the behaviour of different text
embedding methods: Doc2Vec, TF-IDF,
fine-tuned BERT (BERT encoder tuned on
the financial text corpus consisting of Form
10-K reports) and general BERT (original BERT
encoder). We assume that BERT embeddings
should be able to generalise better for unseen
words and domain-specific language (fine-tuned
BERT).
• ALGA framework demonstrates scalability and
transferability. As use a systematic approach
to create the training dataset, the behaviour of
the final financial event classifier can be easier
interpretable.
This article is structured as follows. First, we review
related research in Section 2. We give an overview of the
data and methodology used during this study in Section
3. Sections 4 and 5 present the architecture of ALGA
framework and an overview of the classifier model. We
describe the results in Section 6 and conclude our work
in Section 7, where we also discuss the areas for future
work.
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Figure 2. ALGA: Automatic Logic Gate Annotator Framework. We propose a scalable and transferable
systematic method to create large amounts of labelled data for training domain-specific financial news events
classifiers. The framework contains modular combinations of logic gates that help to filter noisy data and
automatically separate articles into event (1) and non-event (0) news.
2. Related Work
In this section, we review the research studies
that use news content to depict relationships between
news and stock returns. We focus on studies that
utilize news events rather than sentiment. Two main
research directions exist that mainly differ by how news
articles are preprocessed before they are used for further
modelling: 1) articles are represented by headlines or
both headlines and bodies; 2) articles are represented by
event tuples E = (Actor, Action, Object, Time) or article
topics.
The most ubiquitous approach is to represent an
article by either it’s title or title and body, text is
then encoded using methods such as bag-of-words
[13, 14, 15], paragraph vectors [16], word (Word2Vec
[17]) or sentence (Doc2Vec) embeddings [18, 19, 20,
21]. Restricted Boltzmann Machines framework was
used to create document vectors [22]. Recent studies
built news embeddings by concatenating news titles
with technical indicators [23, 24]. Research work
[1] utilized a tensor-based method to integrate text
and technical data instead of concatenating it. After
article embeddings are created, they are used to model
relationships with stock returns across different time
windows, e.g. same-day closing price, next day price,
etc. Researchers implemented a range of different
algorithms to model this: Long Short-Term Memory
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(LSTM) [16, 25, 1], bidirectional Gated Recurrent Unit
(GRU) [26], Attention Mechanisms [27] together with
Recurrent Neural Networks (RNN) [19, 24], hybrid
Convolutions Neural Networks (CNN) models [28].
Another research direction is focusing on detecting
financially relevant events in the news and uses them to
model returns. One way to extract events is to use topic
modelling. Research works [29, 30] analysed which
topics yield non-zero stock market returns. To extract
topics, scholars used Latent Dirichlet Allocation (LDA)
algorithm. Another study [31] proposed density-based
clustering method to extract topics.
In addition to the topic modelling, researchers
followed the work [32] to design structured
representation scheme for events in the form of
event tuples E = (Actor, Action, Object, Time) and
used dependency parsing to extract events. Study [2]
implemented this method to get event representations,
then used Support Vector Machines (SVM) and Deep
Neural Networks to model the relationship between
events and stock returns. Events were encoded as sparse
one-hot vectors. To reduce the sparsity of event vectors,
work [6] introduced event embeddings that were trained
on news corpus using Neural Tensor Network (NTN).
Event embeddings can capture syntactic and semantic
information but not the relationship to other similar
events. Subsequent studies [7, 33, 28] improved event
embeddings further by combining a knowledge graph,
article bodies together with event representations to
train the embeddings.
The majority of the studies mentioned above created
the training data for a task by labelling the articles
based on the stock price movements. The critical
issue with this approach is that the news and stock
price datasets are extremely noisy, and it is hard to
know what indeed drives the price movements. It is
essential to differentiate the relevant news from the
noise and explain the reason for changes in stock prices
[9]. Research work [18] tried to solve this problem
by proposing an attention-based RNN model to predict
returns based on the news sequence. Nevertheless, none
of the studies tried to analyse the training data more
in-depth to understand how well the final models can
differentiate between the useful information and the
noise.
Besides, there is a gap in the research for
domain-specific events detection methods, especially
with a focus on different financial industries mainly
due to the lack of labelled news corpus for training
such models. Recent study [8] developed a business
events extraction framework for Chinese financial news.
The method consists of the following steps: define
business event dictionary (a predefined vocabulary of
business event types); expand the dictionary using word
embeddings; extract news articles based on relevant
event types, and using these articles find relationships
between the stock prices and news events. Another
study [9] designed an automatic article labelling
technique for Chinese news articles and trained news
events extraction model. This research work aims to fill
the research gaps mentioned above.
3. Data & Methodology
In this section, we give an overview of the data
and methodology used during this study. The main
motivation behind our work is to build a model that
classifies news articles into financially relevant and
noise. We define a financially relevant article as a
newsworthy event that is likely to affect a company’s
stock price. We want to identify articles that mention
events such as CEO departure, bribery scandal, factory
disaster, etc. and capture their relationship with a
company’s stock returns. Our objective is to build a
binary classifier that takes an article as an input and
outputs 1 for financially relevant event or 0 for noise.
We do this by following:
1. Automatic Logic Gate Annotator (ALGA) - we
create a rules-based approach to annotate news
articles using ALGA framework which generates
our training dataset. As part of the framework,
we create a domain-specific event dictionary
that contains synonyms associated with important
events in the Apparel and Footwear industry.
2. Domain Specific Event Classifier - after creating
the training dataset, we train Logistic Regression
classifier that can distinguish between event
articles from noisy irrelevant information.
3. Results - we evaluate the performance of the
classifier and analyse the behaviour of different
article embeddings.
Below we describe the datasets used during this
study, article representations (embeddings), evaluation
metrics together with an overview of the algorithms used
for topic modelling (Latent Dirichlet Allocation) and
clustering (DBSCAN).
3.1. Data
To build a domain-specific event detection model for
this study, we choose 42 publicly listed U.S. companies
that belong to the Apparel and Footwear industry. The
datasets are collected for the period between January
2014 and September 2019 and include the following:
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• Business related news articles that mention 42
companies across multiple news sources1. In
total, we obtain 488,000 articles. We use
article headlines to create the following features:
relevancy, synonyms, topic popularity, article
volume, article cluster.
• Stock prices of 42 U.S. companies operating
in the Apparel and Footwear industry across
2 sectors - Retail Trade and Consumer
Non-Durables. We use the stock prices to
create stock price volatility features that show
how volatile a company’s stock price is when an
article is published.
• U.S. Retail Trade and Consumer Non-Durables
sector indices. We use the sector indices in
conjunction with stock prices to create stock
price and sector index difference features that
show if a company’s stock price exhibits different
behaviour from its sector index when an article is
published.
• Form 10-K reports, in total 2,947 reports. We
use the reports to fine-tune BERT encoder on the
financial text corpus.
See section 4.4 for more details on how each dataset
is used.
3.2. Article Representations
Research work [34] found that summarized articles
predict stock price movement better than a full article,
therefore for this study we choose to use a headline as a
representation of an article instead of a full article. We
encode article headlines using three different methods:
BERT [20], Doc2Vec [17] and TF-IDF [12]. According
to the study [20], words used in the financial text
such as bull or bear are not associated with animals
in the same way as pre-trained general language word
embeddings are (c.f. [17]). Hence, it is important to
introduce domain-specific language representations into
a model. We utilize pre-trained language representation
model BERT (Bidirectional Encoder Representations
from Transformers) [10]. We fine-tune BERT model
using the financial text corpus consisting of Form 10-K
reports. We assume that the fine-tuned encoder should
be able to generalize better for the domain-specific
language, in this case finance. Two types of BERT
encoders are used for further modeling - general BERT
(originally trained on general language corpus) and
fine-tuned BERT. We sum the last 4 layers of BERT
1We obtain news articles for our study from EventRegistry - news
aggregator service (https://eventregistry.org).
encoder output across all input words (i.e. an article
headline) and use the result as a title embedding.
3.3. Evaluation Metrics
To evaluate the final classification models, we use
the following metrics: accuracy, F1-score and ROC
(Receiver Operating Characteristics) curve together with
AUC (Area Under the Curve) measure. The ROC curve
is a plot of the True Positive Rate (Recall) against the
False Positive Rate (FPR) [35].
3.4. Topic Extraction and Clustering
To cluster articles and extract topics, we use
Latent Dirichlet Allocation (LDA) [36] and Density
Based Spatial Clustering of Applications with Noise
(DBSCAN) [37] algorithms.
3.5. Event Dictionary
Similarly to the authors of work [20], who used
Loughran McDonald’s financial domain dictionary [38],
we build domain-specific event dictionary with a focus
on the Apparel and Footwear industry events. To
build the dictionary, LDA and DBSCAN are used to
generate topics and event clusters across news articles.
We implement the clustering using BERT embeddings.
Using the cluster analysis and extracted topics, we
manually select the event-related synonyms from news
articles. In total, we identify 17 event topics with
a dictionary of 320 synonyms related to these topics.
Figure 3 presents a snapshot of this dictionary.
4. ALGA: Automatic Logic Gate
Annotator
This section describes the Automatic Logic Gate
Annotator architecture in more detail and shows how
we create the training data. The full framework is
represented in Figure 2.
4.1. Data Input
The framework takes 3 types of data - article
titles, stock prices of the 42 assets mentioned in these
articles and 2 sector indices (U.S. Retail Trade and U.S.
Consumer Non-durables). The titles are cleaned using
standard text preprocessing techniques [29].
4.2. Embeddings
We embed 2 versions of article titles - original
titles and titles with masked company name. Each
title is then embedded using 4 different embedding
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Figure 3. Domain-specific event synonyms dictionary
for the Apparel and Footwear industry. As part of the
study, we design a dictionary that contains 17 event
topics together with 320 synonyms related to these
events. The domain-specific event dictionary is
subsequently used as one of the filters in ALGA
framework.
methods: fine-tuned BERT, general BERT (original
version), Doc2Vec and TF-IDF. In total, there are 8
variations of embedded article titles.
4.3. Synonyms Search
We upload articles to ElasticSearch2 (optimized text
search engine) which helps us to identify titles that
contain words from our predefined event dictionary.
We search for exact word matches as defined in the
dictionary and also their synonym words by utilizing
WordNet English synonyms dictionary [39]. This allows
us to find articles that mention events related to 17 event
categories as defined in our dictionary.
4.4. Features
Using articles, their corresponding title embeddings
and financial data, the following features are created:
• Relevancy - we consider an article to be relevant
if a company’s name is mentioned in its headline
and body.
• Synonyms - identify whether an article headline
contains words from our event synonyms
dictionary or their synonyms (WordNet).
• Topic popularity - LDA algorithm is used to
extract topics from all articles. An article is
2ElasticSearch is an optimized text search engine
(https://www.elastic.co).
considered to contain a popular topic if it talks
about a trending topic on that day. We define
trending as per the following - if there are 50
articles about a company published during one
day and more than 50% of them (i.e. 35) are
talking about the same topic, all (35) articles are
considered as trending.
• Article volume - we count the total number of
articles published about a company each day. If
the volume of articles during one day exceeds a
predefined threshold - all articles on that day are
considered as volume articles.
• Article cluster - DBSCAN is used to cluster
articles in order to find similar articles. If an
article falls within a cluster, it is assumed that
there are more similar articles talking about a
similar event/topic.
• Stock price volatility - we consider stock price to
be volatile if standard deviations of returns for
3 or 7-day periods are higher than a predefined
threshold. These periods are referred as stock
price events.
• Stock price and sector index difference - we
identify periods where a company’s returns are
significantly different (by a predefined threshold)
from its sector index returns. This helps us to find
the periods where a company’s stock price has
different behaviour from other companies within
the same sector.
After creating above features for the news articles
and financial data (stock prices and sector indices),
both datasets are combined based on the date value. 5
different datasets are created using time shift where the
financial data is shifted by the following windows: 0,
-1, -2, -3 and -5 days. The intuition behind the time
shift is that if an article about a financially relevant
event is published today, can we observe an impact on
a company’s returns on the same day (0), after one day
(-1), after two days (-2), after three days (-3) or after five
days (-5).
4.5. Gates
To design an event detection model that can be
applied in practice for stock trading, the model needs to
be interpretable and robust to noise. By having a good
understanding of data that is used to train such model,
we can interpret its outputs better. For this reason, we
design a rule-based systematic labelling technique using
logic gates that filters and annotates training dataset.
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We aim to understand how different filtering rules (i.e.
article volume, stock price volatility, etc.) imposed by
gates impact the accuracy of the final event classification
model i.e. how sensitive the final model is to training
data that contains different noise levels.
We design the logic gates system that helps to filter
articles based on the features defined in section 4.4. The
logic gates help us to create annotated training dataset.
In total, we handcraft 9 different types of logic gates
configurations. Figure 4 shows an example of 5 different
types of logic gates (see Appendix Figure 8 for all 9
logic gates). For example, let us consider Gate Type
2, when passing an article through this gate the article
needs to meet the following conditions to be labelled
as an event article: 1) the article has to be relevant - a
company’s name appears in the title and the body AND
the article has to contain an event synonym from the
dictionary; 2) the article has to be published during the
period when the company’s returns were volatile OR
there was a significant difference between a company’s
returns and sector index returns. Both 1) AND 2)
conditions have to be met for the article to be labelled as
an event article (1), otherwise it is labelled as non-event
(0). The same logic is applied when labelling news
articles using all 9 types of gates. The output is 9
different types of training datasets. We want to analyse
how different labelling conditions (gates) impact the
accuracy of the final classification model trained on the
data generated using the framework.
In literature, Gate Type 0 and Gate Type 1
correspond to the most commonly used methods to label
training data that are based on stock price volatility
and article relevance (i.e. if a company’s name is
mentioned in the title). The main difference between
our method and the standard approach is that we label
articles based on more advanced features such as sector
index difference, topics, related articles (clusters) and
event synonyms.
To summarize, using ALGA framework, we
generate several training datasets that we use to train
event classification models. The datasets contain news
articles with binary labels where 1 is financially relevant
event and 0 - financially irrelevant event. The logic
gates help to filter noisy data. It can be observed that the
more restrictive gate is, the fewer articles pass through
it, hence reducing the total number of articles labelled
as events. For future work, the optimal configuration of
logic gates can be designed to be learnable.
5. Domain-Specific Event Classifier
Using the training datasets generated by ALGA























































Figure 4. Logic gates systems - 9 different types of
logic gates configurations are used to labels the
articles. Here we show an example of 5 gates (Gate
Type 0, 1, 2, 4 and 8). The logic gates are a part of
ALGA framework. They are used to impose a set of
conditions on an article for it to be labelled as an
event (1) or non-event (0) article during the training
data labelling process.
implement Logistic Regression algorithm to train the
models. Considering training set D with m training
samples D = {(xi, yi)|i = 1 : m}, where xi ∈ IRn+1
and y ∈ {0, 1}, Logistic Regression is defined as per
equation 1 where cost function 2 is used to minimise the




1 + exp (−θxi)
(1)
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To analyse the performance of models trained using
different training datasets and title embeddings, we
use the following evaluation metrics: accuracy, F-1
score, AUC-ROC curves. Besides, as a benchmark, we
randomly label news articles and train classifier on the
randomly annotated dataset to compare its performance
against other models. Below we summarize the key
results and insights from this study:
• Model trained on dataset produced by Gate Type 8
(the gate with the most restrictive conditions) has
the highest accuracy. Figure 5 shows how model
accuracy varies across different types of gates.
Models represented in Figure 5 are trained on title
embeddings with masked company names. Gate
Type 0 and Gate Type 1 are the most commonly
used approaches in the literature to label training
data. Here, a company’s news articles are labelled
based on its stock price volatility (Gate Type 0)
and in some cases considering company’s name
mention in a headline (Gate Type 1). It can be
observed that the accuracy of both models that use
traditional labelling approach is between 0.5 and
0.6, which is closer to the accuracy of the model
trained on randomly labelled data. Meanwhile,
Gate Type 4 and Gate Type 8 produce the highest
accuracy - 0.85. Both gates impose the most
conditions on the articles during the labelling
process (see Figure 4). This shows that by
implementing stricter noise filtering techniques,
we can achieve better classification accuracy. F-1
scores of the models show a similar trend.
• Models trained on datasets produced by Gate
Type 4, Gate Type 8 are better at separating
between the two binary classes - achieving
AUC above 0.88. Figure 6 shows ROC curves
for models trained on fine-tuned BERT title
embeddings with masked company names for
window -5. Meanwhile, the model trained on data
generated by Gate Type 0 achieves AUC value of
approximately 0.55, which again is closer to the
random behaviour of a classifier.
• Fine-tuned BERT, general BERT and TF-IDF
embeddings performed similarly. Accuracies
Figure 5. Accuracy of models trained on different
types of datasets produced by ALGA framework.
Accuracies vary across different gate types. The
model trained on dataset produced by Gate Type 8,
(the gate with the most conditions) has the highest
accuracy. The figure shows the model accuracies for
window -5 with masked companies names in the
headlines.
of models trained using these embeddings are
similar across all gate types, whilst the Doc2Vec
accuracy is noticeably lower (see Figure 5).
• Models trained on TF-IDF title embeddings
with masked company names show a better
performance in differentiating between the
classes, achieving AUC value of above 0.91 (see
Figure 7). In comparison, both BERT embeddings
(fine-tuned and general) are fluctuating around
a similar AUC value of 0.9. In this experiment,
models trained on TF-IDF embeddings achieved
better performance than BERT embeddings. For
future work, we will investigate how TF-IDF
based embeddings perform when introduced
to unseen words (words that were not in the
original training corpus) in comparison to BERT
embeddings.
7. Conclusion
In this study, we present original work in building
domain-specific financial news events detection model.
We introduce a new scalable and transferable automatic
data labeling framework - ALGA (Automatic Logic
Gate Annotator). The framework can systematically
label training data for event detection classification
task. For this study, ALGA framework is designed to
annotate news for the Apparel and Footwear industry,
although the method can be easily transferable to other
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Figure 6. ROC curves for models trained on
fine-tuned BERT title embeddings with masked
company names and a window -5. Models trained on
datasets produced by Gate Type 4, Gate Type 8 are
better at separating between the two binary classes -
achieving AUC above 0.88.
industries by using different input data and designing
an industry-specific events dictionary. We show the
state-of-the-art performance of our event detection
model trained on data produced by ALGA framework.
For future work, we will apply the framework to other
industries and train different types of classification
models such as Deep Neural Networks with attention
layers.
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Figure 8. Logic gates systems - 9 different types of logic gates configurations that are used to label the articles.
The logic gates are part of ALGA framework. They are used to impose a set of conditions on an article for it to
be labelled as an event (1) or non-event (0) article during the annotation process.
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