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LATTICES IN THE COHOMOLOGY OF U(3) ARITHMETIC
MANIFOLDS
DANIEL LE
Abstract. Under hypotheses required for the Taylor–Wiles method, we prove
for forms of U(3) which are compact at infinity that the lattice structure on up-
per alcove algebraic vectors or on principal series types given by the λ-isotypic
part of completed cohomology is a local invariant of the Galois representation
attached to λ when this Galois representation is residually irreducible locally
at places dividing p. As a crucial input, we establish corresponding mod p
multiplicity one results. Our main innovation is the combination of integral
Hecke theory and the Taylor–Wiles method.
1. Introduction
1.1. Background and the main result. Our goal is to prove a p-adic local-global
compatibility result. Let K/Qp be a finite extension and ρ : GK → GLn(Qp) a reg-
ular de Rham Galois representation. Let pi be the smooth GLn(K)-representation
corresponding to the Weil–Deligne representation WD(ρ) via the local Langlands
correspondence, and let V be the algebraic GLn(K)-representation corresponding to
the Hodge–Tate weights of ρ. If n = 2 andK = Qp, the p-adic Langlands correspon-
dence for GL2(Qp), initiated in [Bre03] and established in [Col10, Pasˇ13, CDP14],
attaches to ρ a p-adic Banach space completion of pi ⊗ V . Moreover, the corre-
spondence satisfies p-adic local-global compatibility by [Eme11], that is, the above
completion coincides with the completion found in the r-part of completed coho-
mology of modular curves if r : GQ → GL2(Qp) is a modular Galois representation
whose restriction r|Dp is isomorphic to ρ.
If n > 2 or K 6= Qp, there is increasing evidence, though no definitive conjec-
ture, for an analogous correspondence for GLn(K) (see [Bre10]). However, if ρ is
the local restriction r|Dv of a modular Galois representation r : GF → GLn(Qp) of
a CM field F , then the completed cohomology of U(n) arithmetic manifolds gives a
natural integral structure, and thus a norm, on pi⊗V . Though this norm is of global
origin, it is natural to hope for p-adic local-global compatibility results relating this
norm to ρ, and thus informing our understanding of the hypothetical correspon-
dence. In recent years, significant progress on p-adic local-global compatibility has
been made in the case when n = 2 and K/Qp is an unramified extension, most
notably the proof in [EGS15] of [Bre14, Conjecture 1.2]. If OK denotes the ring
of integers of K, then one can study GLn(K)-representations by studying certain
GLn(OK)-subrepresentations called GLn(OK)-types. This is a powerful tool in the
smooth representation theory of p-adic groups (see [Bus95]), and it is natural to im-
port it to the study of p-adic representations. [EGS15] proves a p-adic local-global
compatibility result for the integral structure on generic tame GLn(OK)-types. We
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2 DANIEL LE
prove analogous results for generic tame principal series GL3(Zp)-types in super-
singular cases, to our knowledge, the first local-global compatibility results in the
p-adic Langlands program for a group of semisimple rank greater than one.
We now explain our generalization in more detail. We now take n to be 3. Let
F be a CM field with totally real subfield F+ and assume that F/F+ is unram-
ified at all finite places. Suppose that p 6= 2 splits completely in F . Let E be
a finite extension of Qp with ring of integers OE , uniformizer $E , and residue
field kE such that r is defined over E. Suppose for simplicity that r is unramified
outside of p (see Theorems 6.1.3 and 6.2.6 for weaker hypotheses). Let λ be the
Hecke eigensystem corresponding to r. Consider an integral model U/OF+ , which
is reductive at all split places, for a form of U(3) over F+ that splits over F , is
quasisplit at all finite places, and is compact at infinity. Let Ĥ0 be the completed
cohomology with OE-coefficients of the associated arithmetic manifold (with tame
level as described in §4.1.3) and assume that Ĥ0[λ] 6= 0. For each place v|p of
F+, choose a place v˜|v of F . Let Vv˜ be the algebraic representation correspond-
ing to the Hodge–Tate weights of r|Dv˜ and τv˜ ⊂ piv˜ be the GL3(OFv˜ )-type and
GL3(Fv˜)-representation, respectively, corresponding to WD(r|Dv˜ ) by the (inertial)
local Langlands correspondence as in [BC09, Proposition 6.5.3]. Since
Hom(⊗v|ppiv˜ ⊗ Vv˜, Ĥ0[λ]⊗OE E) ∼= Hom(⊗v|pτv˜ ⊗ Vv˜, Ĥ0[λ]⊗OE E)
(as
∏
v|pU(F
+
v ) and
∏
v|pU(OF+v )-representations, respectively, under the natural
isomorphism ιv˜ : U(F
+
v )
∼→ GL3(Fv˜)) is one-dimensional over E by [Lab11, Theo-
rems 5.4 and 5.9], the intersection (⊗v|pτv˜ ⊗ Vv˜ ⊗Qp E) ∩ Ĥ0[λ] gives a homothety
class of lattices in ⊗v|pτv˜ ⊗ Vv˜ ⊗Qp E. In this paper we will study the following
two situations: either r|Dv˜ is crystalline with upper alcove Hodge–Tate weights, in
which case τv˜ is trivial and Vv˜ is what we will call an upper alcove algebraic repre-
sentation (see §1.4); or else r|Dv˜ is potentially crystalline of principal series Galois
type, in which case τv˜ is a principal series type and Vv˜ is trivial. The following is
our main result.
Theorem 1.1.1. Suppose that for all places v|p of F+, r|Dv˜ is crystalline of Hodge–
Tate weights (cv˜ + p + 1, bv˜ + 1, av˜ − p + 1) or potentially crystalline at all places
v|p of Hodge–Tate weights (0, 1, 2) and type η−av˜ ⊕ η−bv˜ ⊕ η−cv˜ . Suppose that r
satisfies the Taylor–Wiles conditions, r|GFv˜ is irreducible for places v|p, and that
av˜ − bv˜ > 6, bv˜ − cv˜ > 6, and av˜ − cv˜ < p − 5. Then the homothety class of the
lattice (⊗v|pτv˜ ⊗ Vv˜ ⊗Qp E) ∩ Ĥ0[λ] in τv˜ ⊗ Vv˜ ⊗Qp E can be described in terms of
the crystalline Frobenius eigenvalues of r|Dv˜ (see Theorems 6.1.3 and 6.2.6 for the
precise description).
Note that in the crystalline case with lower alcove Hodge–Tate weights, there
is only one lattice up to homothety, and so the analogous result is trivial. In the
GL2(Qp) crystalline case, an analogous relationship between lattices in algebraic
vectors and Hecke eigenvalues is used in [BG09, BG13, BG15, BGR15] to compute
the reduction of two-dimensional crystalline representations. See Corollary 6.1.5
for a partial result in this direction for GL3(Qp). In the unramified GL2 tame prin-
cipal series case, [BP12, Bre14] use analogous results to study the representations
occuring in the mod p cohomology of Shimura curves. It is natural to hope for a
similar theory for the U(3) arithmetic manifolds that we study.
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1.2. Methods and an overview of the paper. The first step, which is the sub-
ject of §2, is to classify lattices in τv˜⊗Vv˜. For the relevant algebraic representations,
this follows from [Jan03, Part II]. For generic tame principal series types, there are
partial classifications of lattices in the literature, e.g. in [CL76, §8] and [Jan84],
using classical intertwiners for principal series. To get a full classification, it turns
out to be sufficient to compute the submodule structure of the reduction of natural
lattices in principal series types, which we compute using results of [Her11a]. The
next step, which is the subject of §3, is to isolate certain integral Hecke operators
and show how they determine invariants of lattices. The computation of these
integral Hecke operators can be seen as an extension of some results of [Her11a].
Finally, we combine our representation theoretic results with recent modifications
of the Taylor–Wiles method ([TW95]). Kisin’s local-global modification ([Kis09])
provides a natural setting to compare the local and global Langlands correspon-
dences integrally and in families. More specifically, we prove Theorem 1.1.1 by
studying a patching functor applied to maps between lattices. The modification
in [CEG+16] allows us to describe these maps in terms of Hecke operators. We
describe the necessary results of [CEG+16] in §4. In §5, we take the geometric per-
spective of [EG14] and [EGS15] and prove Theorem 1.1.1 in families where one can
use that patched modules are Cohen–Macaulay. The Cohen–Macaulay property is
used in two essential ways. First, we use our representation theoretic results to aug-
ment (see Theorems 5.3.2 and 5.3.5) the argument of [Dia97, Fuj06] that uses the
Auslander–Buchsbaum formula to prove mod p multiplicity one results. Second,
we use that a generically vanishing submodule of a Cohen–Macaulay module is in
fact zero to show that a single Hecke operator determines lattices in the crystalline
case. Finally, in §6, we use classical local-global compatibility to compute Hecke
eigenvalues, and thus lattices in cohomology, from crystalline Frobenius eigenvalues
of r|Dv˜ .
1.3. Acknowledgments. This work grew out of my thesis. I am deeply indebted
to my adviser Matthew Emerton for guidance, support, and numerous conversations
about patching and the p-adic Langlands program. I thank Florian Herzig for
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this paper. This paper also owes a debt to ideas (some unpublished and some in
[EGH13, EGS15, CEG+16]) of Ana Caraiani, Matthew Emerton, Toby Gee, David
Geraghty, Florian Herzig, Vytautas Paskunas, David Savitt, and Sug Woo Shin,
and it is a pleasure to acknowledge this. We thank Matthew Emerton, Toby Gee,
Florian Herzig, and Bao V. Le Hung for comments on previous drafts of this paper.
Finally, we heartily thank the referee for several comments which improved the
exposition and accuracy of the paper.
1.4. Notation. For a field k, Gk denotes the absolute Galois group of k. We denote
the cyclotomic character by . Hodge–Tate weights are normalized so that  has
weight −1. We denote by F+ ⊂ F the maximal totally real subfield of a CM field.
The letter v is used to denote places of F+ while the letter w is used to denote
places of F . Further, v˜ denotes a place of F dividing a place v of F+. We use E
to denote a finite extension of Qp with ring of integers OE , uniformizer $E , and
residue field kE .
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Compact induction is denoted indGH , while usual induction is denoted Ind
G
H .
The symbols (·)∨ and (·)d are used to denote the Pontriagin dual and Schikhof
dual, respectively (see [CEG+16, §1.8]). The symbol (·)∗ is used to denote the
contragredient of a representation.
Let B and T ⊂ GLn/Z be the algebraic subgroups of upper triangular and diag-
onal matrices, respectively. As usual, the group of characters (resp. cocharacters)
of T are denoted by X∗(T) (resp. X∗(T)). These groups are identified with Zn
in the usual way. Further subscripts with + (resp. −) denote dominant (resp. an-
tidominant) characters and cocharacters. For a dominant character ν ∈ X∗(T)+,
we say that ν is p-restricted if 0 ≤ 〈ν, α∨〉 < p for all simple positive roots α. If
ν ∈ X∗(T)+ is a dominant and p-restricted character, let W (ν) be the Zp-points
of the algebraic GLn-representation Ind
GLn
B w0ν, where w0 denotes the longest el-
ement of Sn. Let W (ν) be the reduction of W (ν) modulo p, and let F (ν) be the
(irreducible) socle of W (ν). These characteristic p representations factor through
GLn(Fp). Every (absolutely) irreducible representation of GLn(Fp) is isomorphic
to F (ν) for some ν, and the representations F (µ) and F (ν) are isomorphic if and
only if µ ≡ ν (mod p − 1) (see [Her09, Theorem 3.10]). The representations F (ν)
are called (Serre) weights (of GLn(Fp)).
Usually, we will take n above to be 3. We label the elements of S3 as e = (),
s1 = (12), s2 = (23), r1 = (123), r2 = (132), and w0 = (13). The ordered pair (i, j)
often denotes some permutation of the ordered pair (1, 2). Let (x, y, z) ∈ X∗(T)+.
The character (x, y, z) is in the lower alcove (resp. upper alcove) if x − z < p − 2
(resp. x− y, y − z < p− 1 and p− 2 < x− z) (see the paragraph following [Her06,
Corollary 4.8]). We say that F (ν) is a lower (resp. upper) alcove Serre weight if ν
is a lower (resp. upper) alcove character.
The triple (a, b, c) with a > b > c will be used to denote the highest weight
of an algebraic representation of GL3(Fp). We will assume throughout (with the
exception of §2.2) that a− c < p and usually that a− c < p− 1. In §6, we assume
that a − b > 6, b − c > 6, and a − c < p − 5 (the strong genericity hypothesis of
[EGH13]) to apply [EGH13, Theorem 7.5.5].
By [And87, Theorem 2.8 and §4], we have the following results. Note that
[And87] describes SL3(Fp)-representations, but the proofs carry over verbatim to
the GL3(Fp)-setting. Alternatively, the results in the GL3(Fp)-setting can be easily
deduced from the SL3(Fp)-setting via the inflation-restriction exact sequence. If σ
and σ′ are weights, then
dimFp Ext
1
GL3(Fp)(σ
′, σ) = dimFp Ext
1
GL3(Fp)(σ, σ
′) ≤ 1.
If F (x, y, z) is a weight, let E(x, y, z) be the set of triples (a, b, c) such that
Ext1GL3(Fp)(F (x, y, z), F (a, b, c)) 6= 0.
If (x, y, z) is a lower alcove character, then
E(x, y, z) := {(y + p− 1, x, z), (x, z, y − p+ 1), (z + p− 2, y, x− p+ 2),
(x+ 1, z − 1, y − p+ 1), (y + p− 1, x+ 1, z − 1), (x, z − 1, y − p+ 2),
(y + p− 2, x+ 1, z)}.
Moreover, Ext1GL3(Fp)(σ
′, σ) = 0 if both σ and σ′ are upper alcove weights.
LATTICES IN THE COHOMOLOGY OF U(3) ARITHMETIC MANIFOLDS 5
2. Lattices in locally algebraic representations
Let τ be either an upper alcove algebraic representation or a sufficiently generic
principal series type over E. Then τ is residually multiplicity free in the sense that
the semisimplification τ ss of the reduction of any lattice in τ is multiplicity free. By
[EGS15, Lemma 4.1.1], this condition implies that for each Jordan–Ho¨lder factor
σ of τ ss, there is up to homothety a unique lattice τσ in τ with cosocle isomorphic
to σ. In this section we make a detailed study of the lattices τσ (and the relations
between them for varying σ) for upper alcove algebraic representations (§2.1) and
principal series types (§2.2). In §2.3, we use Morita theory to explain how this
information leads to a classification of lattices in these representations.
2.1. Lattices in algebraic vectors. In this section, we define two natural integral
structures on upper alcove algebraic vectors. We follow the notation of [Her09, §3].
Let K be GL3(Zp) and K1 be the kernel of the reduction map GL3(Zp)  GL3(Fp).
Fix a > b > c integers such that a− c < p. Note that (a− 1, b, c+ 1) is a lower
alcove character. Let ν be the (p-restricted) upper alcove character (c+p−1, b, a−
p+1). Throughout this paper, we will denote W (ν) and W (−w0ν)∗ by W and W 0,
respectively, where ·∗ denotes the contragredient representation. By Serre duality
for GL3/B, there is an isomorphism W
0 ∼= R3 IndGL3B (ν − 2ρ)(Zp) where 2ρ is the
sum of the positive roots of GL3 (see [Jan03, Chapter II.4(8)]).
Let V = W [p−1] = IndGL3B w0ν(Qp). By the Borel-Weil-Bott theorem, V ∼=
R3 IndGL3B (ν − 2ρ)(Qp) ∼= W 0[p−1] (see [Jan03, II.5.3]), and so W 0 is (isomorphic
to) a lattice in V . The next proposition shows that the lattices W and W 0 are
the two lattices up homothety with irreducible cosocle. Let W and W
0
be the
reductions modulo p of W and W 0, respectively. Note that K1 acts trivially on W
and W
0
.
Proposition 2.1.1. There are nonsplit exact sequences
0→ F (c+ p− 1, b, a− p+ 1)→W → F (a− 1, b, c+ 1)→ 0
and
0→ F (a− 1, b, c+ 1)→W 0 → F (c+ p− 1, b, a− p+ 1)→ 0
of K-representations.
Proof. The first exact sequence follows from [Her06, Proposition 4.9]. The nonsplit-
ness follows from [Her06, Theorem 4.1]. The second nonsplit exact sequence follows
similarly after applying contragredients, where we use that the contragredient of
F (x, y, z) is F (−z,−y,−x). 
Fix an injection i : W 0 ↪→ W that is nonzero modulo p (see [Jan03, II.8.13] for
particular choices) and let i∨ : W ↪→W 0 be the unique map that is nonzero modulo
p such that i ◦ i∨ is a power of p.
Proposition 2.1.2. The composition i ◦ i∨ is p.
Proof. This follows from [Jan03, II.8.15 (3)(4)]. We take G to be GL3 so that H
i in
loc. cit. is Ri IndGL3B . We take µ to be w0ν so that w0 ·µ = ν−2ρ. Let α1 and α2 be
(1,−1, 0) and (0, 1,−1), respectively. Then sαi in loc. cit. is si. Since T˜α(sα · µ) ◦
T˜α(µ) is multiplication by (〈µ, α∨〉)! for all µ, we see that T˜α1(µ) and T˜α1(s2s1 · µ)
are isomorphisms while T˜α2(s2s1 ·µ)◦T˜α2(s1 ·µ) is, up to a unit, multiplication by p.
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As T˜α(µ) is nonzero for all µ, we can take i = T˜α1(s1 ·µ)◦ T˜α2(s2s1 ·µ)◦ T˜α1(w0 ·µ)
and i∨ to be a unit multiple of T˜α1(s2s1 · µ) ◦ T˜α2(s1 · µ) ◦ T˜α1(µ). This gives the
desired result. 
2.2. Lattices in principal series types. In this section, we classify lattices in
generic principal series types which are residually multiplicity free.
2.2.1. Principal series types in characteristic p. We describe the submodule struc-
ture of principal series types in characteristic p. We begin with the submodule struc-
ture of inductions from the minimal parabolic subgroups P1 =
{( ∗ ∗ ∗∗ ∗ ∗
0 0 ∗
)}
, P2 ={( ∗ ∗ ∗
0 ∗ ∗
0 ∗ ∗
)}
of GL3(Fp), strengthening [EGH13, Lemma 6.1.1].
For s ∈ S3, let s(a, b, c) be a dominant p-restricted character congruent mod
p−1 to the s-permutation of (a, b, c) (e.g. if (a, b, c) is p-restricted, then r1(a, b, c) =
(c+ p− 1, a, b)).
Proposition 2.2.1. Let a, b, and c be integers such that 0 < a − b < p − 1 and
0 < b− c < p− 1.
(1) The socle and cosocle of Ind
GL3(Fp)
P1
F (a, b)⊗F (c) are isomorphic to F (r1(a, b, c))
and F (a, b, c), respectively. The socle and cosocle filtration have three nonzero
graded pieces.
(2) The socle and cosocle of Ind
GL3(Fp)
P2
F (a)⊗F (b, c) are isomorphic to F (r2(a, b, c))
and F (a, b, c), respectively. The socle and cosocle filtration have three nonzero
graded pieces.
Proof. We prove only the first item as the proof of the second item is similar. For
i = 1 and 2, let Ni ⊂ Pi be the maximal normal p-subgroup, and Mi = Pi/Ni.
We begin by calculating the cosocle of Ind
GL3(Fp)
P1
F (a, b) ⊗ F (c). By Frobenius
reciprocity,
HomGL3(Fp)(Ind
GL3(Fp)
P1
F (a, b)⊗F (c), F (x, y, z)) ∼= HomM1(F (a, b)⊗F (c), F (x, y, z)N1).
As F (x, y)⊗ F (z) ⊂ F (x, y, z)N1 , and the latter is irreducible by [Her11a, Lemma
2.5(i)], we have that F (x, y, z)N1 ∼= F (x, y) ⊗ F (z). Thus the Hom-space above is
nonzero if and only if it is one-dimensional and F (x, y, z) ∼= F (a, b, c).
The socle computation is similar. By Frobenius reciprocity,
HomGL3(Fp)(F (x, y, z), Ind
GL3(Fp)
P1
F (a, b)⊗F (c)) ∼= HomM1(F (x, y, z)N1 , F (a, b)⊗F (c)).
By [Her11a, Lemma 2.5(ii)], F (x, y, z)N1
∼= F (x, y, z)N1 . Since r1N1r−11 = N2 and
F (x, y, z)N2 ∼= F (x)⊗ F (y, z), we see that F (x, y, z)N1 ∼= F (y, z)⊗ F (x). Arguing
as in the previous paragraph, we see that (a, b, c) ≡ (y, z, x) mod (p− 1) and that
F (x, y, z) = F (c+ p− 1, a, b).
The remaining Jordan–Ho¨lder factors of Ind
GL3(Fp)
P1
F (a, b)⊗ F (c) can be deter-
mined by the analogue of [EGH13, Lemma 6.1.1]. The crucial observation is that
the remaining Jordan–Ho¨lder factors do not admit extensions between them since
they all lie in the same alcove. Thus the socle and cosocle filtrations have exactly
three nonzero graded pieces. 
Let I ⊂ K (resp. I1 ⊂ K) be the inverse image of B(Fp) ⊂ GL3(Fp) (resp.
maximal p-subgroup of B(Fp)) under the reduction map K  GL3(Fp). Let
η : F×p → F×p be the identity character. For integers a, b, and c, we consider the
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character χ = ηa⊗ ηb⊗ ηc of (F×p )3, which we view as a character of I by inflation
via the usual map I → I/I1 ∼→ (F×p )3. Let τ be the K-representation indKI χ
over Fp. We suppose that a, b, and c are integers such that 0 < a − b < p − 1,
0 < b−c < p−1, and a, b, and c are distinct modulo p−1. The following proposition
describes the submodule structure of τ . Its proof was explained to us by Florian
Herzig.
Proposition 2.2.2. If a − c < p − 1 or a − c > p − 1, then the socle and cosocle
filtrations of τ agree and have associated graded pieces
F (a, b, c)
F (a, c, b− p+ 1)⊕ F (b+ p− 1, a, c)
F (c+ p− 1, a, b)⊕ F (b− 1, c, a− p+ 2)⊕ F (a− 1, b, c+ 1)
⊕F (c+ p− 2, a, b+ 1)⊕ F (b, c, a− p+ 1)
F (c+ p− 1, b, a− p+ 1),
or
F (a, b, c)
F (a, c+ p− 1, b)⊕ F (b+ p− 2, a, c+ p)⊕ F (c+ p− 2, b, a− p+ 2)
⊕F (a− p, c, b− p+ 2)⊕ F (b, a− p+ 1, c)
F (c+ 2p− 2, a, b)⊕ F (b, c, a− 2p+ 2)
F (c+ p− 1, b, a− p+ 1),
respectively, where any number of bottom rows are the graded pieces of a submodule.
Furthermore, all nontrivial extensions that can occur do occur (see §1.4).
Proof. As a, b, and c are distinct mod p − 1, the Jordan–Ho¨lder factors of τe are
distinct by [Her06, Proposition 3.1, Theorems 4.1 and 5.1] and Proposition 2.1.1.
Exactly as in the proof of Proposition 2.2.1, one can use Frobenius reciprocity and
[Her11a, Lemma 2.5], to show that the socle and cosocle of τ are F (c+ p− 1, b, a−
p+ 1) and F (a, b, c), respectively. Hence, F (c+ p− 1, b, a− p+ 1) and F (a, b, c) are
pieces of the associated graded for both the socle and cosocle filtrations.
We now assume that a − c < p − 1. The other case can be treated simi-
larly, or by using duality. By [EGH13, Lemma 6.1.1], there is a natural inclusion
Ind
GL3(Fp)
P1
F (b + p − 1, a) ⊗ F (c) ⊂ τ . From Proposition 2.2.1, we see that in the
socle filtration, F (b − 1, c, a − p + 2), F (a − 1, b, c + 1), F (c + p − 2, a, b + 1), and
F (b, c, a − p + 1) are in the layer above the socle F (c + p − 1, b, a − p + 1), and
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F (b + p − 1, a, c) is in the next layer up as taking socles respects inclusions. Fur-
thermore, all possible nontrivial extensions between these weights occur. The same
argument applies to Ind
GL3(Fp)
P2
F (a)⊗ F (c, b− p+ 1). The only remaining weight
is the cosocle F (a, b, c), which must be in the final layer of the socle filtration.
Furthermore, since the cosocle is isomorphic to F (a, b, c), this weight must extend
F (b + p − 1, a, c) and F (a, c, b − p + 1). Finally, we observe that every irreducible
factor of τ , aside from F (a, b, c), is extended nontrivially by at least one irreducible
factor in row of the socle filltration immediately above it, which implies that the
cosocle filtration coincides with the socle filtration. 
2.2.2. Integral structure on principal series types. We begin by defining natural in-
tegral structures on principal series. Let η : F×p → Z×p be the Teichmuller character.
For integers a, b, and c, we consider the character χ = ηa⊗ ηb⊗ ηc of (F×p )3, which
we view as a character of I by inflation via the map I → I/I1 ∼→ (F×p )3. Let τe be
the K-representation indKI χ over Zp, and let τ = τ
e⊗ZpQp. As in §2.2.1, suppose
that a, b, and c are distinct modulo p− 1, so that in particular τ is absolutely irre-
ducible. By reordering a, b, and c and adding multiples of p− 1, let us now assume
without loss of generality that a > b > c and a− c < p− 1. Let χs be the character
with factors permuted by s ∈ S3. Let e be the identity, w0 = (13), r1 = (123),
r2 = (132), s1 = (12), and s2 = (23). Then for example χ
r1 = ηc ⊗ ηa ⊗ ηb and
χr2 = ηb ⊗ ηc ⊗ ηa.
For each s ∈ S3, consider the K-representation τs = indKI χs over Zp. The
representations τs are lattices in the principal series types τs ⊗Zp Qp ∼= τ . Then
by Proposition 2.2.2 and [EGS15, Lemma 4.1.1], for each s ∈ S3, the lattice τs is
the unique lattice up to homothety with cosocle F (s(a, b, c)). Having described the
reductions of lattices in τ with cosocle F (s(a, b, c)) in Proposition 2.2.2, we now
describe the submodule structure of τ1, τ2, and τ3 where τ1, τ2, and τ3 ⊂ τ are the
unique lattices up to homothety with cosocle F (b−1, c, a−p+ 2), F (a−1, b, c+ 1),
and F (c+ p− 2, a, b+ 1), respectively.
Proposition 2.2.3. For i = 1, 2, or 3, the cosocle filtration of τ i has three asso-
ciated graded pieces. The quotient is an irreducible lower alcove weight, the next
layer is the direct sum of the upper alcove weights in JH(τ i), and the final layer is
the direct sum of the remaining lower alcove weights in JH(τ i). For example, for
τ1, the associated graded pieces are
F (b− 1, c, a− p+ 2)
F (b+ p− 1, a, c)⊕ F (a, c, b− p+ 1)⊕ F (c+ p− 1, b, a− p+ 1)
F (a, b, c)⊕ F (b, c, a− p+ 1)⊕ F (c+ p− 1, a, b)
⊕F (c+ p− 2, a, b+ 1)⊕ F (a− 1, b, c+ 1).
Proof. We will prove the proposition for τ1, the other cases being similar. The
weight F (b− 1, c, a− p+ 2) is in the top layer for both filtrations by construction.
Recall from the proof of [EGS15, Lemma 4.1.1], τ1 ⊂ τw0 is the minimal submodule
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such that the quotient τw0/τ1 does not contain F (b− 1, c, a− p+ 2) as a Jordan–
Ho¨lder factor. We claim that the image of τ1 in τw0 is the minimal submodule M
of τw0 containing F (b− 1, c, a− p + 2) as a Jordan–Ho¨lder factor. It clearly must
contain it. On the other hand, the quotient of τw0 by the preimage of M does not
contain F (b− 1, c, a− p+ 2) as a Jordan–Ho¨lder factor, and so the preimage of M
must contain τ1 by minimality of τ1.
Proposition 2.2.2 shows that F (a, c, b−p+1) and F (b+p−1, a, c) are in the second
layer of the cosocle filtration of im τ1. Since formation of the radical submodule
commutes with quotients, F (a, c, b− p+ 1) and F (b+ p− 1, a, c) are in the second
layer of the cosocle filtration of τ1. Similarly, looking at the inclusion τ1 ⊂ τs1 , we
see that F (c+ p− 1, b, a− p+ 1) is also in the second layer of the cosocle filtration
of τ1. In fact, F (a, c, b− p+ 1)⊕F (b+ p− 1, a, c)⊕F (c+ p− 1, b, a− p+ 1) is the
second layer of the cosocle filtration since these weights are the only Jordan–Ho¨lder
factors of τ1 that nontrivially extend F (b − 1, c, a − p + 2) (see §1.4). The other
five weights are all in the third layer of the cosocle filtration since there are no
nontrivial extensions between them (see §1.4). 
For s, s′ ∈ S3, the intertwiner ιss′s : indKI χs
′s ↪→ indKI χs from the classical
representation theory of GL3(Fp) is nonzero modulo p and induces isomorphisms
τs
′s ⊗Zp Qp ∼→ τs ⊗Zp Qp, as we now recall.
Let vs ∈ indKI χs be the function supported on I defined by extending χs by 0.
By Frobenius reciprocity, the intertwiner ιss′s is determined by the image of v
s′s.
Identifying S3 with the group of permutation matrices in GL3, the intertwiner is
given by
(2.2.1) ιss′s : v
s′s 7→
∑
g∈I1/(s′I1s′−1∩I1)
gs′vs,
which is easily checked to be nonzero modulo p. Let ` denote the length function
on S3.
Proposition 2.2.4. The composition ιs
′′s′s
s′s ◦ ιs
′s
s : ind
K
I χ
s ↪→ indKI χs
′′s′s is
p
1
2 (`(s
′′)+`(s′)−`(s′′s′))ιs
′′s′s
s .
Proof. A more general result can be obtained from [CL76, Propositions 3.6 and
3.10]. We provide a short summary. Let the ordered pair (i, j) be a permutation of
(1, 2). By induction, it suffices to show that ι
sjsis
sis ◦ ιsiss = ιsjsiss and ιsisissis ◦ ιsiss = p.
Note that ∪g∈I1/(s′I1s′−1∩I1)gs′I1 = I1s′I1. To prove that ιsjsissis ◦ ιsiss = ιsjsiss ,
it suffices to show that the convolution of 1I1sjI1 and 1I1siI1 is 1I1sjsiI1 . Since
I1sjsiI1 ⊂ I1sjI1·I1siI1, we have that 1I1sjsiI1 ≤ 1I1sjI1∗1I1siI1 . As #I1sjsiI1/I1 =
#I1siI1/I1 ·#I1sjI1/I1, 1I1sjsiI1 and 1I1sjI1 ∗ 1I1siI1 have the same integrals for
any Haar measure. We conclude that they are equal. The identity ιsisissis ◦ ιsiss = p
reduces to a calculation for the GL2 minor coming from the i-th and i+ 1-th rows
and columns. This identity then follows from the computation in the proof of
[Bre14, Lemme 2.2]. 
We now use Proposition 2.2.6 to complete the classification of maps between
lattices with irreducible cosocle. For i = 1, 2, 3, s ∈ S3, let ιsi : τ i → τs be fixed
inclusions of lattices that are nonzero modulo p. For i and j in the set {1, 2, 3}
with i < j, let ιji : τ
i → τ j be fixed inclusions of lattices that are nonzero modulo
p. These inclusions are unique up to unit scalar by [EGS15, Lemma 4.1.1]. Let
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ιis : τ
s → τ i and ιij : τ j → τ i be the unique inclusions of lattices that are nonzero
modulo p such that ιis ◦ ιsi and ιij ◦ ιji are powers of p.
Proposition 2.2.5. The compositions of inclusions of lattices are given as follows:
(1) ιij ◦ ιji = p2;
(2) if s = s1, s2, or w0, then ι
s
i ◦ ιis = p; and
(3) if s = e, r1, or r2, then ι
s
i ◦ ιis = p2.
Proof of (2). By relabelling a, b, and c, we can assume without loss of generality
that i = 1. We use the symbol ∼ to denote equality up to a unit. Let s′ be one
of s1, s2, or w0 with s
′ 6= s. By Proposition 2.2.3, the minimal submodule of τ1
containing F (s′(a, b, c)) as a Jordan–Ho¨lder factor does not contain F (s(a, b, c)) as a
Jordan–Ho¨lder factor. Thus, the image of the composition ι1s′ ◦ ιs
′
s is zero modulo p,
and hence a positive power of p times ιis up to a unit. Then again using Proposition
2.2.2, we have p2 = ιss′ ◦ ιs
′
s ∼ ιs1 ◦ ι1s′ ◦ ιs
′
s so that p
2 is a positive power of p times
ιs1 ◦ ι1s. We conclude that ιs1 ◦ ι1s = p. 
To prove (1) and (3), we need the following result.
Proposition 2.2.6. For i = 1, 2, or 3, the socle and cosocle filtrations of τ i agree
and have three associated graded pieces (see Proposition 2.2.3). Moreover, all non-
trivial extensions between pieces that can occur do occur (see §1.4).
Proof. We first show the second statement. Clearly all possible nontrivial ex-
tensions between the top two rows occur. We now show that all possible non-
trivial extensions between the bottom two rows occur. Since the composition
ιs11 ◦ ι1s1 = p by Proposition 2.2.5(2), the image of ιs11 : τ1 → τs1 and the cokernel of
ι1s1 : τ
s1 → τ1 have the same Jordan–Ho¨lder factors, namely F (b− 1, c, a− p+ 2),
F (a, c, b − p + 1), F (c + p − 1, b, a − p + 1), and F (c + p − 1, a, b) by Proposition
2.2.2. Hence all possible nontrivial extensions of F (b+ p− 1, a, c) occur in τ1 since
they occur in im(τs1 → τ1) by Proposition 2.2.2. All other nontrivial extensions
are established analogously. The first statement follows from Proposition 2.2.3 and
the second statement. 
Proof of Proposition 2.2.5(1) and (3). We now turn to (1). We continue to use the
symbol ∼ to denote equality up to a unit. By Propositions 2.2.2 and 2.2.6, we
have ιw0s1 ∼ ιw0i ◦ ιis1 , ιs1w0 ∼ ιs1j ◦ ιjw0 , ιij ∼ ιis1 ◦ ιs1j , and ιji ∼ ιjw0 ◦ ιw0i . Hence
ιw0i ◦ ιij ◦ ιji ∼ ιw0i ◦ ιis1 ◦ ιs1j ◦ ιjw0 ◦ ιw0i ∼ ιw0s1 ◦ ιs1w0 ◦ ιw0i ∼ p2ιw0i by Proposition 2.2.4,
and so ιij ◦ ιji = p2.
For (3), by relabelling a, b, and c, we can assume without loss of generality that
s = e. From Propositions 2.2.2 and 2.2.6, we see that ιie ∼ ιis1 ◦ ιs1e and ιei ∼ ιes1 ◦ ιs1i .
Hence ιei ◦ ιie ∼ ιes1 ◦ ιs1i ◦ ιis1 ◦ ιs1e = p2 by Proposition 2.2.4 and (2). 
2.3. Lattices via Morita theory. In this subsection, we use Morita theory to
explicitly describe the moduli of lattices in a given residually multiplicity free K-
representation. The idea to use Morita theory to describe the moduli of lattices
was suggested by David Helm (see [EGS15, §1.6]).
2.3.1. The abelian category generated by lattices. Let τ be a continuous irreducible
(finite dimensional) K-representation over Qp, which is residually multiplicity free.
Let L be the category of all finitely generated Zp-modules with a K-action which are
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isomorphic to subquotients of Zp-lattices in τ
⊕n for some n ∈ N. The irreducible
objects of L are σ where σ is a Jordan–Ho¨lder factor of τ . Let τσ ⊂ τ be a lattice
(unique up to homothety by [EGS15, Lemma 4.1.1]) with cosocle σ.
Let Γ be the group GL3(Fp). Let P
σ → σ be a projective envelope in the
category of Zp[Γ]-modules. Then there exists a surjection ϕ : P
σ  τσ, which we
fix. The following lemma appears in the proof of [EGS15, Proposition 4.2.1].
Lemma 2.3.1. The space HomZp[Γ](P
σ, τσ) is a free Zp-module generated by ϕ.
Proof. The space is clearly free over Zp, being finitely generated and torsion-free.
By projectivity of Pσ, we have
HomZp[Γ](P
σ, τσ)/pHomZp[Γ](P
σ, τσ) ∼= HomFp[Γ](P
σ
, τσ) ∼= HomFp[Γ](P
σ
, τ ss),
where the last isomorphism follows from projectivity of P
σ
as an Fp[Γ]-module.
Since HomFp[Γ](P
σ
, τ ss) is one-dimensional and generated by the image of ϕ, the
result now follows from Nakayama’s lemma. 
Lemma 2.3.2. For any M ∈ L, any Zp[Γ]-homomorphism Pσ → M factors
through ϕ.
Proof. Suppose that M is a quotient of a lattice N ⊂ τ⊕n. Then the map Pσ →M
lifts to a map Pσ → N . For some embedding τσ ⊂ τ , we have N ⊂ (τσ)⊕n. So
we can assume without loss of generality that M = (τσ)⊕n. Since by Lemma 2.3.1
HomZp[Γ](P, (τ
σ)⊕n) is generated by maps which factor through ϕ, any such map
factors through ϕ. 
Proposition 2.3.3. The lattices τσ are projective objects in L.
Proof. We show that τσ satisfies the lifting property. Let M  N be a surjection
in L. We wish to lift a map τσ → N to a map τσ → M . The composition
Pσ  τσ → N with ϕ lifts to Pσ → M by projectivity of Pσ, which factors
through ϕ by Lemma 2.3.2. Since ϕ is surjective, this gives the required lifting. 
Let P = ⊕στσ where σ runs over the distinct Jordan–Ho¨lder factors of τ . Let
E = EndK(P).
Proposition 2.3.4. The functor M 7→ HomK(P,M) gives an equivalence of cat-
egories L → f.g. Eop-modules.
Proof. By Proposition 2.3.3, P is projective generator of the category L. The
equivalence follows from Morita theory with quasi-inverse given by (·)⊗Eop P. 
2.3.2. Moduli of lattices in algebraic vectors. We use the notation V,W, and W 0
from §2.1. Let Ealg := EndK(W 0 ⊕ W ). Using Proposition 2.1.2, it is easy to
calculate that there is an isomorphism
Ealg ∼→
(
Zp pZp
Zp Zp
)
,
where
(
1 0
0 0
)
and
(
0 0
0 1
)
restrict to the identity on W 0 and W , respectively, and
(
0 p
0 0
)
and
(
0 0
1 0
)
correspond to i∨ and i, respectively.
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We now use Proposition 2.3.4 to describe the moduli space of lattices in V (with
rigidifications). Let M be the functor which takes a Zp-algebra R to the set
{(PR, ψ1, ψ2)|PR is a free R-module with an Ealg-action,
ψ1 : R
∼→ ( 1 00 0 )PR, ψ2 : R ∼→ ( 0 00 1 )PR}/ ∼=
We consider Ealg-modules rather than Ealg,op-modules because of the variance of
the patching construction in §4.
Proposition 2.3.5. The functor M is represented by the ring Zp[x, y]/(xy − p)
where the map Zp[x, y]/(xy − p) → R classifying (PR, ψ1, ψ2) is given by x 7→
ψ−11 ◦
(
0 p
0 0
) ◦ ψ2 and y 7→ ψ−12 ◦ ( 0 01 0 ) ◦ ψ1.
Proof. Let A = Zp[x, y]/(xy−p). Then we define PA to be A2 where Ealg →M2(A)
is given by (
1 0
0 0
) 7→ ( 1 00 0 )(
0 0
0 1
) 7→ ( 0 00 1 )(
0 p
0 0
) 7→ ( 0 x0 0 )(
0 0
1 0
) 7→ ( 0 0y 0 )
The triple (PA, idA, idA) is universal since ψ1⊕ψ2 : (R2, idR, idR)→ (PR, ψ1, ψ2) is
an isomorphism. Here the Ealg-action of R2 is given by the map A→ R described
in the statement of the proposition. 
3. Hecke algebras
In this section, we describe integral Hecke operators for some locally algebraic
types, and relate them to maps between lattices. We give some general facts about
Hecke algebras in §3.1 that we specialize to extensions of weights in §3.2 and to
principal series types in §3.3.
3.1. Hecke algebras for split reductive groups. We first describe integral
Hecke algebras for general representations of the Zp-points of split reductive groups.
Let G be a split reductive group over Zp, and T ⊂ B a maximal torus and a Borel
subgroup. Let X∗(T) (resp. X∗(T)−) denote the group of cocharacters (resp.
antidominant cocharacters) of T. Let K = G(Zp) be a maximal compact open
hyperspecial subgroup of G = G(Qp) and
K1 = ker(G(Zp)→ G(Fp)).
For K-representations W1, and W2 over Zp, define the Hecke bimodule
H(W1,W2) := HomG(indGKW1, indGKW2),
which by Frobenius reciprocity is isomorphic to the space of compactly supported
functions f : G → HomZp(W1,W2) such that f(k2gk1) = k2 ◦ f(g) ◦ k1 for all
k1, k2 ∈ K and g ∈ G. If W is a K-representation, let H(W ) = H(W,W ) be the
Hecke algebra of W . If pi is a G-representation over Zp, then HomK(W,pi) is a right
HG(W )-module.
Recall the Cartan decomposition
G = unionsqµ∈X∗(T)−KtµK
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where tµ = µ(p). This gives the decomposition
(3.1.1) indGKW =
⊕
µ∈X∗(T)−
Ind
KtµK
K W
as K-representations where
IndKtKK W = {f : KtK →W
∣∣f(kx) = kf(x) ∀k ∈ K,x ∈ KtK}
and the K-action is the right regular action. We can simplify this as follows:
(3.1.2) IndKtKK W
∼= IndtKK∩tKt−1 W ∼= IndKt−1Kt∩KW (t)
where W (t) is identified with W as vector spaces, but the superscript denotes the
twisted action on W (t) defined by kw(t) = (tkt−1w)(t) for w(t) ∈ W (t) and k ∈
t−1Kt.
Given a coweight µ ∈ X∗(T)−, let H(W1,W2)µ = HomK(W1, IndKtµKK W2) ⊂
H(W1,W2) denote the subspace of elements supported on the double coset KtµK.
Let N˜µ and P˜µ be t
−1
µ K1tµ ∩ K and t−1µ Ktµ ∩ K, respectively. The following
proposition is contained in the proof of [Her11b, Theorem 1.2].
Proposition 3.1.1. Suppose that K1 acts trivially on W1 and W2. We have a
natural isomorphism H(W1,W2)µ ∼= HomP˜µ((W1)N˜µ , (W
N˜−µ
2 )
(tµ)).
Proof. We have a natural injection
HomP˜µ((W1)N˜µ , (W
N˜−µ
2 )
(tµ)) ↪→ HomP˜µ(W1,W
(tµ)
2 )
∼= HomK(W1, IndKP˜µW
(tµ)
2 )
∼= H(W1,W2)µ
where the first isomorphism follows from Frobenius reciprocity and the second iso-
morphism follows from (3.1.2). It suffices to show surjectivity of the first map. Let
f ∈ HomP˜µ(W1,W
(tµ)
2 ). Since W1 is K1-invariant, the image of f is contained in(
W
(tµ)
2
)K1∩t−1µ Ktµ
=
(
W
tµK1t
−1
µ ∩K
2
)(tµ)
=
(
W
N˜−µ
2
)(tµ)
.
Similarly, since W2 is K1-invariant, W
(tµ)
2 is N˜µ-invariant. Therefore the map f
factors through (W1)N˜µ . 
We can rephrase Proposition 3.1.1 as follows. Given a P˜µ-morphism (W1)N˜µ →
(W
N˜−µ
2 )
(tµ), we obtain a K-morphism IndK
P˜µ
(W1)N˜µ → Ind
K
P˜µ
(W
N˜−µ
2 )
(tµ). By
Frobenius reciprocity, we have a natural map W1 → IndKP˜µ(W1)N˜µ . The com-
position
W1 → IndKP˜µ(W1)N˜µ → Ind
K
P˜µ
(W
N˜−µ
2 )
(tµ) ⊂ IndK
P˜µ
W
(tµ)
2
∼= IndKtµKK W2
is the corresponding element of H(W1,W2)µ.
We can further simplify this when µ is minuscule, which we now suppose. See
§3 and particularly [Her11b, Proposition 3.8] for a more general context. Let Nµ
and Pµ be the images of N˜µ and P˜µ in G(Fp), respectively. Then Nµ and Pµ are
the usual unipotent and parabolic subgroups in G(Fp), respectively, corresponding
to µ. Let Mµ = Pµ/Nµ. Note that tµP˜µt
−1
µ = P˜−µ and tµN˜µK1t
−1
µ = N˜−µK1, and
so conjugation by tµ gives an isomorphism Mµ ∼= M−µ.
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Proposition 3.1.2. Suppose that µ is minuscule and that K1 acts trivially on W1
and W2. We have a natural isomorphism H(W1,W2)µ ∼= HomMµ((W1)Nµ ,WN−µ2 )
where Mµ acts on W
N−µ
2 through the isomorphism Mµ
∼→M−µ given by conjugation
by tµ.
Proof. Since µ is minuscule, K1 ⊂ P˜µ. Using Proposition 3.1.1 we have
H(W1,W2)µ ∼= HomP˜µ((W1)N˜µ , (W
N˜−µ
2 )
(tµ))
∼= HomP˜µ((W1)N˜µK1 , (W
N˜−µK1
2 )
(tµ))
∼= HomMµ((W1)Nµ ,WN−µ2 ).

We specialize the above discussion to the case when W1 = W2 = σ is an ir-
reducible G(Fp)-representation over Fp (and hence a K-representation by infla-
tion) and µ is a minuscule coweight. By [Her11a, Lemma 2.5], σNµ is irreducible,
and the composition of canonical maps σN−µ ⊂ σ  σNµ is an isomorphism of
Mµ ∼= M−µ-representations. Recalling that the isomorphism Mµ ∼= M−µ is given
by tµ-conjugation, we get a P˜µ-isomorphism σNµ
∼→ t−µ · σN−µ ⊂ indGP˜−µ σN−µ .
This composite induces a nonzero map
(3.1.3) T ′σ,µ : ind
G
P˜µ
σNµ → indGP˜−µ σ
N−µ .
As H(σ)µ is one-dimensional by loc. cit. and Proposition 3.1.2, the composition of
T ′σ,µ with the natural inclusion ind
G
P˜−µ
σN−µ ∼= indGP˜µ(σN−µ)(tµ) ⊂ ind
KtµK
K σ is a
generator of H(σ)µ. The following is a rephrasing of weight cycling as in [EGH13,
Proposition 2.3.1].
Proposition 3.1.3. The map (3.1.3) is an isomorphism.
Proof. Symmetrically to the definition of T ′σ,µ, one can define P˜−µ-isomorphism
σN−µ
∼→ tµ · σNµ ⊂ indGP˜µ σNµ . The composite induces a map ind
G
P˜−µ
σN−µ →
indG
P˜µ
σNµ which is the inverse of T
′
σ,µ. 
We omit µ from the notation if it is clear from context. The following proposition
follows from the discussion after Proposition 3.1.1.
Proposition 3.1.4. If T ′ ∈ H(W1,W2)µ corresponds via Proposition 3.1.2 to a
map that factors through σNµ
∼= σN−µ , then T ′ factors through T ′σ,µ as indGKW1 →
indGK Ind
K
P˜µ
σNµ → indGK IndKP˜−µ σN−µ → ind
G
KW2.
3.2. Hecke algebras of extensions for GL3. We specialize §3.1 to the case
of G = GL3 and certain extensions of weights, extending some of the results in
[Her11a]. Let µ be an antidominant minuscule coweight. If µ is (0, 0, 1) (resp.
(0, 1, 1)), then Nµ = N1 (resp. N2) in the notation of §2.2.1. Let a, b, and c be
integers such that a > b > c and a − c < p − 1. Let σ′ be the upper alcove
Serre weight F (c + p − 1, b, a − p + 1) so that σ′Nµ ∼= F (b + p − 1, a) ⊗ F (c) or
F (a)⊗F (c, b−p+1). Let σ be F (a−1, b, c+1). Recall that we defined W and W 0
in §2.1. Then W is a nonsplit extension of σ by σ′ and W 0 is a nonsplit extension
of σ′ by σ. Note that there is an injection W ↪→ IndK
P˜µ
σ′Nµ = Ind
GL3(Fp)
Pµ
σ′Nµ .
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Proposition 3.2.1. We have WNµ
∼= σNµ ⊕ σ′Nµ ,W
N−µ ∼= (σ′)N−µ ,W 0Nµ ∼= σ′Nµ ,
and (W
0
)N−µ ∼= σN−µ ⊕ (σ′)N−µ . The spaces H(W )µ and H(W 0)µ are both one-
dimensional over Fp.
Proof. We have exact sequences
0→ (σ′)N−µ →WN−µ → σN−µ
0→ σN−µ →(W 0)N−µ → (σ′)N−µ
σ′Nµ →WNµ → σNµ → 0
σNµ →W
0
Nµ → σ′Nµ → 0.
By [Her11a, Lemma 2.5] and the fact that c 6≡ a−1 (mod p−1), the irreducible Mµ-
representations (σ′)N−µ ∼= σ′Nµ and σN−µ ∼= σNµ have different actions of the GL1
factor of Mµ. Thus, if the above exact sequences extend to short exact sequences,
they must split. It suffices then to determine whether these exact sequences extend
to short exact sequences.
Since σ′ is not a Jordan–Ho¨lder factor of IndGL3(Fp)P−µ σ
N−µ (resp. Ind
GL3(Fp)
Pµ
σNµ)
as can be checked casewise using [EGH13, Lemma 6.1.1], any map Ind
GL3(Fp)
P−µ σ
N−µ →
W (resp. W
0 → IndGL3(Fp)Pµ σNµ) must be zero. By Frobenius reciprocity, we con-
clude that W
N−µ ∼= (σ′)N−µ and W 0Nµ ∼= σ′Nµ .
On the other hand, we have an inclusion W ⊂ IndGL3(Fp)Pµ σ′Nµ . By Frobenius
reciprocity, we conclude that WNµ
∼= σNµ ⊕ σ′Nµ . We claim that there exists a
surjection Ind
GL3(Fp)
P−µ (σ
′)N−µ W 0, as can be checked from Proposition 2.2.1. By
Frobenius reciprocity, we conclude that (W
0
)N−µ ∼= σN−µ ⊕ (σ′)N−µ . The second
part now follows from Proposition 3.1.2. 
Remark 3.2.2. An analogous result (with some hypotheses on a,b, and c) could be
proven for σ one of the weights F (c+ p− 2, a, b+ 1) and F (b− 1, c, a− p+ 2) and
W replaced by the extension of σ by σ′ and W
0
similarly replaced, but we will not
use this in what follows.
Proposition 3.2.3. The standard G-action on V gives an isomorphism indGK V
∼=
V ⊗ indGK 1 which induces a canonical isomorphism H(V )µ ∼= H(1)µ. For an ar-
bitrary µ ∈ X∗(T)−, H(W,W0)µ, H(W 0)µ, and H(W )µ are canonically lattices in
the one dimensional space H(V )µ ∼= H(1)µ via i : W0 ↪→ W ⊂ V . Moreover, the
double coset operator p〈µ,w0ν〉KtµK lies in all these lattices.
Proof. The isomorphism H(V )µ ∼= H(1)µ comes from the fact that V is irreducible.
The space H(1)µ is one-dimensional over Qp by the Satake isomorphism. Since tµ
acts on the λ-weight space of V ∗ by p〈µ,λ〉 and −w0ν is the highest weight of V ∗,
p〈µ,w0ν〉KtµK stabilizes
H(W ) ∼= HomK(W, indGKW ) ∼= (W d ⊗ indGKW )K ⊂ V ∗ ⊗ indGK V
and thus is the image of an element in H(W )µ. (Recall that W d is the Schikhof or
Zp-dual of W .) The proof for the other lattices are the same. 
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The reduction i : W
0 → W factors through a map σ′ ↪→ W which we fix.
Let T ′ ∈ H(W,W 0)µ be the element which maps to the double coset operator
p〈µ,w0ν〉KtµK in Proposition 3.2.3.
Proposition 3.2.4. The inclusion i induces natural maps H(W,W 0)µ → H(W 0)µ
and H(W,W 0)µ → H(W )µ, which are isomorphisms between rank one Zp-modules.
Furthermore, the map H(W,W 0)µ → H(σ′)µ, induced by the fixed maps σ′ ↪→ W
and i, is an isomorphism. Finally, T ′ generates H(W,W 0)µ over Zp.
Proof. As in the proof of Proposition 3.2.3, p〈µ,w0ν〉tµ stabilizes on W d. Mod p,
it acts by zero on all weight spaces except for the −w0ν-weight space. Let h be
the natural isomorphism from H(σ′) to the space of compactly supported functions
f : G → EndK(σ′) satisfying f(k1gk2) = k1 ◦ f(g) ◦ k2. If T is the image of T ′ in
H(W ), then the reduction of T mod p stabilizes indGK σ′ and h(T )(p) is the pro-
jection to the w0ν-weight space. In particular, the map H(W,W 0)µ → H(σ′)µ is
nonzero and thus an isomorphism since the domain and codomain are both one-
dimensional by Proposition 3.2.1. Furthermore, the maps H(W,W 0)µ → H(W )µ
and H(W,W 0)µ → H(W 0)µ induced by i are isomorphisms. By Nakayama’s
lemma, the maps H(W,W 0)µ → H(W )µ and H(W,W 0)µ → H(W 0)µ induced
by i are isomorphisms and T ′ generates H(W,W 0)µ over Zp. 
By abuse of notation, let T denote the generator which is the image of T ′ in
H(W )µ,H(W )µ,H(W 0)µ,H(W 0)µ, and H(σ′)µ via the maps in Proposition 3.2.4.
We record this in the following proposition.
Proposition 3.2.5. The morphism T ∈ H(W 0)µ factors as indGKW 0 i→ indGKW T
′
→
indGKW
0.
3.3. Hecke algebras for principal series types. In this section, we describe
Hecke operators for principal series types. We use the notation of §2.2.2, with the
following abuses of notation: vs also denotes the image of vs ∈ indKI χs under the
natural map indKI χ
s → indGI χs, and ιss′ also denotes indGK(ιss′). Let t1 =
(
p−1 0 0
0 1 0
0 0 1
)
and t2 =
( p−1 0 0
0 p−1 0
0 0 1
)
. Let (i, j) be a permutation of (1, 2).
Proposition 3.3.1. The element ritiv
s spans an I1-invariant subspace of ind
G
I χ
s
on which I acts by χris. Moreover, the map vris 7→ tirivs induces via Frobenius
reciprocity isomorphisms νsris : ind
G
I χ
ris → indGI χs.
Proof. First, since (tiri)
−1I1tiri is I1, tirivs spans an I1-invariant subspace. Sec-
ond, we have that ttiriv
s = tiri(r
−1
i tri)v
s = χris(t)tiriv
s for any t ∈ T(Zp).
For the second statement, note that the composition
νsris ◦ νriss : indGI χs → indGI χris → indGI χs,
which maps vs to ritirjtjv
s =
( p 0 0
0 p 0
0 0 p
)
vs, is invertible and hence an isomorphism.

Let Ui be the operator on ind
G
I χ
s given by vs 7→∑g∈t−1i I1ti/(t−1i I1ti∩I1) tigvs.
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Proposition 3.3.2. The composition
ιsris ◦ νriss : indGI χs
∼→ indGI χris ↪→ indGI χs
is the operator Uj.
Proof. From the respective formulas in (2.2.1) and Proposition 3.3.1, we see that
the composition is defined by
vris 7→
∑
g∈I1/(riI1r−1i ∩I1)
(tjrj)(gri)v
ris =
∑
g∈r−1i I1ri/(r−1i I1ri∩I1)
tjgv
s
=
∑
g∈t−1j I1tj/(t−1j I1tj∩I1)
tjgv
s.

4. Patching
Following [EGS15], we use Kisin’s local-global modification of the Taylor–Wiles
method to study lattices in completed cohomology in families over local deforma-
tion rings. In this section, we introduce the Taylor–Wiles patching method, as
in [CEG+16], in order to deduce Theorem 4.1.5. This result crucially shows that
patched modules have a natural action by integral Hecke algebras at p.
4.1. Galois representations and automorphic forms. We now consider some
Galois representations and automorphic forms relevant to our implementation of
the Taylor–Wiles patching method. Let F be a CM field with F+ its totally real
subfield such that F/F+ is unramified at all finite places and places of F+ dividing
p split in F .
4.1.1. Galois representations. Following [CHT08, §2], let G/Z be the group scheme
defined to be the semidirect product of GL3×GL1 by the group {1, j}, which acts on
GL3×GL1 by j(g, s) = (s · (g−1)t, s). Let E be a finite extension of Qp with ring of
integers OE , uniformizer $E , and residue field kE . We consider a continuous Galois
representation ρ : GF+ → G(kE) such that r−1(GL3(kE)×GL1(kE)) = GF . Then
the composition r : GF → GL3(kE) × GL1(kE) → GL3(kE) of ρ|GF and the first
projection is an essentially conjugate self-dual Galois representation. Recall that
 denotes the cyclotomic character and  its reduction. Assume that rc ∼= r∨−2
where ·c denotes complex conjugation. Suppose that r ramifies only at places that
are split in F/F+.
Axiom 4.1.1. We say that r satisfies the Taylor–Wiles conditions (TW) if
• r has image containing GL3(F) for some F ⊂ kE with #F > 9, and
• F ker ad r does not contain F (ζp).
Note that the first condition, which is stronger than the usual condition of ade-
quacy (see [Tho12, Definition 2.3]), allows us to choose a place v1 of F
+ which is
prime to p and satisfies the following properties (see [CEG+16, §2.3]).
• v1 splits in F as v1 = w1wc1
• v1 does not split completely in F (ζp).
• r(Frobw1) has distinct F-rational eigenvalues, no two of which have ratio
(N v1)
±1.
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See Remark 4.1.2 for an explanation of the choice of v1.
Let Σ be a finite set of places of F+ away from p such that r is unramified away
from places dividing p and those in Σ. Let S be the set of places v1, those in Σ,
and those dividing p in F+. For each place v in S, fix a place v˜ in F lying over v
and let S˜ be the set of these places v˜. For places w of F , let Rw be the universal
OE-lifting ring of r|GFw . For v ∈ Σ, let R,τv˜v˜ be the reduced p-torsion free quotient
of Rv˜ corresponding to lifts of the inertial type τv˜.
4.1.2. The ring R∞. Let δF/F+ denote the quadratic character of F/F+. Then we
define
S =
(
F/F+, S, S˜,OE , r, −2δF/F+ , {Rv˜1} ∪ {Rv˜ }v|p ∪ {R,τv˜v˜ }v∈Σ
)
to be the deformation problem in the terminology of [CHT08]. There is a universal
deformation ring RunivS and a universal S-framed deformation ring R
S
S in the sense
of [CHT08, Definition 1.2.1].
Let
Rloc = ⊗̂v|pRv˜ ⊗̂
(
⊗̂v∈ΣR,τv˜v˜
)
⊗̂Rv˜1
where all completed tensor products are taken over OE . Choose an integer q ≥
3[F+ : Q] as in [Tho12, Proposition 4.4]. We introduce the ring
R∞ = Rloc[[x1, . . . , xq−3[F+:Q]]],
over which we construct a patched module of automorphic forms in §4.2.
4.1.3. Automorphic forms on definite unitary groups. As in [CEG+16, §2.3], we let
U/OF+ be a model for a definite unitary group that is quasisplit at all finite places
of F+ and splits over F . For each place v of F+ that splits as v = wwc in F , let
Ov and Ow denote OF+v and OFw , respectively. Let ιw : U(Ov)
∼→ GL3(Ow) be the
natural isomorphism. For r as in §4.1.1, one defines a corresponding ideal λ ⊂ T,
where T = TSp,univ is defined in [CEG+16, §2.3].
For a compact open subgroup U ⊂ U(A∞F+) and a OE [U ]-module V , we define
the OE-module of algebraic modular forms S(U, V ) to be the space of functions
f : U(F+)\U(A∞F+)→ V
such that f(gu) = u−1f(g) for all g ∈ U(A∞F+) and u ∈ U .
For m ∈ N, let Um =
∏
v Um,v ⊂ U(A∞F+) be the compact open subgroup where
• Um,v = U(Ov) for all places v which split in F other than v1 and those
dividing p;
• Um,v1 is the preimage of the upper triangular matrices under the map
U(Ov1)→ U(kv1) ∼→
ιv˜1
GL3(kv˜1);
• Um,v is the kernel of the map U(Ov)→ U(Ov/pm) for v|p;
• Um,v is a hyperspecial maximal compact open subgroup of U(Fv) if v is
inert in F .
Remark 4.1.2. Note that v1 was chosen in §4.1.1 so that for all t ∈ U(A∞F+),
t−1U(F+)t ∩ U does not contain an element of order p, necessary for Theorem
4.1.5(1).
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Let r, Σ, v˜1, and τv˜ be as in §4.1.1. For v ∈ Σ, denote by σ(τv) the U(Ov) ∼→
ιv˜
GL3(Ov˜)-representation over E which is the type corresponding to τv˜ by results
towards inertial local Langlands (see [BC09, Proposition 6.5.3]). Note that σ(τv)
does not depend on the choice of place v˜|v of F . For each v ∈ Σ, let σ◦(τv) be
a U(Ov)-invariant OE-lattice in σ(τv), and σ(τv) be its reduction. Let σ◦(τ) be
⊗v∈Σσ◦(τv) and σ(τ) be ⊗v∈Σσ(τv). Let Ĥ0 and H0 be lim←−r lim−→m S(Um, σ
◦(τ)/pirE)
and lim−→m S(Um, σ(τ)), respectively. These are spaces of algebraic modular forms
with level at v˜1, infinite level at places dividing p, and coefficients at places in Σ.
Let TΣ∪p∪{v1},univ be the commutative OE-algebra generated by the formal vari-
ables T
(j)
w for 1 ≤ j ≤ 3, where w is a place of F lying over a place v of F+ away
from v1, p, and Σ which splits as ww
c in F . Then Tuniv acts naturally on Ĥ0
and H
0
as in [EG14, §5.3]. For a Galois representation r : GF → GL3(OE) lifting
r, let λ be the ideal generated by the relations given by det(XI − r(Frobw)) =
X3 − (Nw)T (1)w X2 + (Nw)T (2)w X − (Nw)T (3)w for w as above. Similarly define the
ideal m ⊂ Tuniv with respect to r so that m = λ+ ($E).
Axiom 4.1.3. We say that r is modular (M) if
Hom∏
v|pU(Ov)(W, Ĥ
0)[λ] 6= 0
for some finite locally algebraic OE [
∏
v|pU(Ov)]-module W .
We now assume that r is modular. In particular, we have that rc ∼= r∨−2, r is
unramified outisde of Σ, and the inertial type of r|GFv˜ is τv˜ for all places v ∈ Σ.
Let pi and pi be Ĥ0[λ] and H
0
[λ].
Remark 4.1.4. As explained in the section following [CEG+16, Remark 2.9], one
chooses a surjection R∞  RSS .
With the choice in the previous remark fixed, let ℘ ⊂ m ⊂ R∞ be the inverse
images of the ideals in RSS corresponding to r and r. Though an abuse of notation,
the two uses of m are compatible via the usual map from the deformation ring to
the Hecke algebra. The following theorem summarizes some of the main results of
[CEG+16]. The proof is postponed to §4.2.
Theorem 4.1.5. There exists an R∞[[
∏
v|pU(Ov)]]-module M∞ with a compati-
ble action of
∏
v|pU(F
+
v ) satisfying the following properties. For a
∏
v|pU(Ov)-
representation ⊗v|pWv which is finite over Zp, let M∞(⊗v|pWv) denote
Hom∏
v|pU(Ov)(⊗v|pWv,M∨∞)∨,
where ·∨ denotes the Pontrjagin dual. Then
(1) M∞ is projective as an OE [[
∏
v|pU(Ov)]]-module;
(2) for ⊗v|pWv as above which is either a p-power-torsion or p-torsion-free
locally algebraic representation, M∞(⊗v|pWv) is maximal Cohen-Macaulay
over its scheme-theoretic support in SpecR∞ or is 0; and
(3) pi = Md∞[℘] and pi = M
∨
∞[m], where ·d denotes the Schikhof dual (see
[CEG+16, §1.8]).
Remark 4.1.6. By [CEG+16, Lemma 4.14], if ⊗vWv is $E-torsion-free, then
M∞(⊗vWv) ∼= HomK(⊗vWv,Md∞)d.
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Note that in [CEG+16], M∞(⊗vWv) is only defined for p-torsion-free objects and
the definition with Schikhof duality is used instead.
4.2. The construction of patched modules. In this section, we describe the
construction of the patched module M∞ satisfying the properties in Theorem 4.1.5.
The main difference from [CEG+16] is that we allow ramification away from p, and
we patch at all places dividing p simultaneously. The necessary modifications are
straightforward and the proofs are identical.
4.2.1. Compact open subgroups and Taylor–Wiles primes. Recall the definition of
Um,v for m ∈ N and v a finite place of F+ from §4.1.3. We now choose Taylor–
Wiles primes. Recall that in §4.1.1, we chose an integer q. As in [CEG+16, §2.6]
(which follows [Tho12, §4]), for each N ≥ 1 we use (TW) to choose a set QN of q
places of F+ satisfying the following properties: for each place v ∈ QN ,
• v is not in Σ, does not divide p, and splits in F ;
• N v ≡ 1 mod pN
• if w|v is a place of F , then r|GFw has a nonzero direct summand ψw which
is an eigenspace on which Frobenius acts semisimply.
For each v ∈ QN , choose a place v˜|v of F and let Q˜N = {v˜ : v ∈ QN}. For
v ∈ QN , we let U1(QN )v ⊂ U(Ov) be the corresponding parahoric compact
open subgroup defined in [EG14, §5.5]. Let U1(QN )m,v = Um,v for v 6∈ QN
and U1(QN )m,v = U1(QN )v for v ∈ QN . We define the compact open subgroup
U1(QN )m =
∏
v U1(QN )m,v ⊂ U(A∞F+). Recall from §4.1.3 the definition of the set
of places Σ and σ◦(τ).
For each v ∈ QN , let Rψv˜v˜ be the quotient of Rv˜ defined in [EG14, §5.5]. We let
SQN be the deformation problem
SQN = (F/F+, S ∪QN , S˜ ∪ Q˜N ,OE , r, −2δF/F+ ,
{Rv˜1} ∪ {Rv˜ }v|p ∪ {R,τv˜v˜ }v∈Σ ∪ {R
ψv˜
v˜ }v∈Qn).
Again, we have the universal deformation ring RunivSQN and the universal S-framed
deformation ring RSSQN . The above properties of the set QN crucially guarantee
that RSSQN is topologically generated over R
loc by q− [F+ : Q]n(n−1)/2 elements.
LetM1,QN = pr
(
(S(U1(QN )2N , σ
◦(τ)/$N )mQN
)∨
where ·∨ denotes the Pontrjagin
dual, pr is defined in [CEG+16, §2.6], and mQN ⊂ TΣ∪p∪{v1}∪QN ,univ is the maximal
ideal defined as in §4.1.3. Let
M1,QN = M1,QN ⊗RunivSQN R
S
SQN
and
S∞ = OE [[z1, . . . , z9#S , y1, . . . , yq]].
As in [CEG+16, §2.8], we patch the spaces M1,QN together using the Taylor–Wiles
method to get an R∞[[
∏
v|pU(Ov)]]-module M∞.
Proof of Theorem 4.1.5. For part (1) of Theorem 4.1.5, the proof of [CEG+16,
Proposition 2.10] shows that M∞ is in fact projective as an S∞[[
∏
v|pU(Ov)]]-
module and admits a
∏
v|pU(F
+
v )-action that extends the action of
∏
v|pU(Ov).
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Part (2) follows from [CEG+16, Lemma 4.18(1)]. Part (3) follows directly from
the construction of M∞ (see [CEG+16, §2.8]). 
5. Cyclicity of patched modules
We deduce axiomatic mod p multiplicity one results (see Theorems 5.3.2 and
5.3.5) for upper alcove algebraic vectors and tame principal series types. Let F/F+
and r and r be as in §4. Throughout §5-6, assume that p splits completely in
F . For each place v|p of F+, choose a place v˜|v of F . For U(Ov) ∼→
ιv˜
GL3(Ov˜)-
representations Vv˜, let M∞(⊗vVv˜) be defined as in Theorem 4.1.5. Fix a place v|p
of F+. In what follows, we will sometimes fix a choice of GL3(Ov˜′)-representation
Vv˜′ for each v
′ 6= v and simply write M∞(Vv˜) for a GL3(Ov˜)-representation Vv˜ to
denote M∞(Vv˜ ⊗v′ 6=v Vv˜′).
5.1. A key isomorphism. In this section, we prove Lemma 5.1.5, which provides
the key input in proving cyclicity of patched modules for upper alcove algebraic
representations. Suppose that r satisfies (TW) and r satisfies (M) from §4.1.1
and §4.1.3. Fix a place v|p of F+. We say that r is modular of GL3(Ov˜)-weight
σ at v˜ if HomGL3(Ov˜)(σ, pi) is nonzero. Note that since we define m in terms of r
rather than r∨ and use HomGL3(Ov˜)(σ, pi) rather than (σ⊗pi)GL3(Ov˜), our definition
agrees with that of [Her09, EGH13]. We denote the set of modular Serre weights
for r at v˜ by Wv˜(r). Note that the corresponding set of U(Ov)-representations does
not depend on the choice of v˜. The following is an immediate corollary of Theorem
4.1.5(3).
Proposition 5.1.1. A weight σ belongs to Wv˜(r) if and only if M∞(σ) 6= 0 for
some choice of Vv˜′ .
We introduce the following axiom.
Axiom 5.1.2. We say that r satisfies weight elimination (WE) for µ at v˜ if
IndK
P˜µ
σ′Nµ/W has no Jordan–Ho¨lder factors in Wv˜(r).
Example 5.1.3. Suppose that r|Fv˜ is irreducible with r|Iv˜ ∼= ψ ⊕ ψp ⊕ ψp
2
where
ψ ∼= ω−(av˜+1)−p(bv˜+1)−p
2(cv˜+1)
3 . Then, r satisfies (WE) for µ1 at v˜ by [EGH13,
Theorem 7.5.5] (see [Her06, Theorem 5.1 and Conjecture 6.6] for a formula for
W ?(r)).
Remark 5.1.4. By Proposition 5.1.1 and Theorem 4.1.5(1), if r satisfies (WE) for
µ at v˜ then M∞(IndKP˜µ σ
′
Nµ
/W ) = 0 and M∞(ker(IndKP˜−µ σ
′N−µ →W 0)) = 0 for all
choices of Vv′ .
An element of H(W,W 0) induces an R∞-homomorphism
HomG×∏v′ 6=vU(Ov′ )(indGKW 0⊗⊗v′ 6=vVv˜′ ,M∨∞)→ HomG×∏v′ 6=vU(Ov′ )(indGKW⊗⊗v′ 6=vVv˜′ ,M∨∞),
and by duality an element of HomR∞(M∞(W ),M∞(W
0
)). This defines a ring
homomorphism H(W,W 0) → HomR∞(M∞(W ),M∞(W
0
)). It is here that we
use that the R∞[[
∏
v′|pU(Ov′)]]-module M∞ in Theorem 4.1.5 has a compatible∏
v′|pU(F
+
v′ )-action. By abuse of notation, we also denote the image of T
′ in
HomR∞(M∞(W1),M∞(W2)) by T
′.
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Lemma 5.1.5. Suppose that r satisfies (WE) for µ at v˜. Then the R∞-module
homomorphism T ′ : M∞(W )→M∞(W 0) is an isomorphism.
Proof. By Proposition 3.1.4 and Theorem 4.1.5, the map T ′ : M∞(W )→M∞(W 0)
can be written as the composition
M∞(W )→M∞(IndKP˜µ σNµ)→M∞(Ind
K
P˜−µ
σN−µ)→M∞(W 0).
By Frobenius reciprocity and Proposition 3.1.3, the second morphism is an isomor-
phism. By the exactness of M∞(·) from Theorem 4.1.5(1) and Remark 5.1.4, the
first and third morphisms are isomorphisms. 
5.2. Multiplicity one for extensions. From Lemma 5.1.5, we deduce cyclicity
of certain patched modules, extending the method of [Dia97] and [Fuj06]. Recall
that τv˜ is the inertial type of r at v˜ for each place v ∈ Σ.
Axiom 5.2.1. We say that r has regular type (RT) if ⊗̂v∈ΣR,τv˜v˜ is a regular local
ring.
Remark 5.2.2. We note that the axiom (RT) is satisfied if r is minimally ramified
in the sense of [CHT08, Definition 2.4.14] by [CHT08, Corollary 2.4.21].
Suppose that for each place v|p of F , σv˜ is a Serre weight F (xv˜, yv˜, zv˜) with
xv˜ ≥ yv˜ ≥ zv˜ and xv˜ − zv˜ < p − 3. The following theorem is a well-known
consequence of the method of Diamond and Fujiwara.
Theorem 5.2.3. Assume that r satisfies (RT). Then M∞(⊗vσv˜) is cyclic over
R∞ or 0.
Proof. Let R∞(⊗vW (xv˜, yv˜, zv˜))′ be the quotient
⊗̂v|pRψv˜,v˜ ⊗̂
(
⊗̂v∈ΣR,τv˜v˜
)
⊗̂Rv˜1 [[x1, . . . , xq−3[F+:Q]]]
of R∞, where R
ψv˜,
v˜ is the crystalline lifting ring of r|GFv˜ of Hodge–Tate weights
(xv˜ + 2, yv˜ + 1, zv˜). Since the Hodge–Tate weights (xv˜ + 2, yv˜ + 1, zv˜) are in the
Fontaine-Laffaille range, Rψv˜,v˜ is formally smooth over O by [CHT08, Lemmas
2.4.27 and 2.4.28]. By the choice of v1, R

v˜1
is formally smooth over O by [CHT08,
Lemma 2.5]. Finally, R,τv˜v˜ is formally smooth over O for all v ∈ Σ by (RT). We
conclude that R∞(⊗vW (xv˜, yv˜, zv˜))′ is formally smooth over O.
Assume that M∞(⊗vW (xv˜, yv˜, zv˜)) is nonzero. Then by the proof of [CEG+16,
Lemma 4.18], it is maximal Cohen–Macaulay over R∞(⊗vW (xv˜, yv˜, zv˜))′. By
[Dia97, Theorem 2.1], M∞(⊗vW (xv˜, yv˜, zv˜)) is a free module overR∞(⊗vW (xv˜, yv˜, zv˜))′.
By the proof of [CEG+16, Lemma 4.18(1)], M∞(⊗vW (xv˜, yv˜, zv˜))[1/p] is locally free
of rank at most one over R∞(⊗vW (xv˜, yv˜, zv˜))′[1/p]. Thus M∞(⊗vW (xv˜, yv˜, zv˜)),
and therefore its reduction M∞(⊗vσv˜), is free of rank one over its support. 
We fix a place v|p of F+ and continue to use the notation of §5.1. Suppose that
Vv˜′ is p-torsion free for all v
′ 6= v.
Lemma 5.2.4. Suppose that r satisfies (WE) for µ at v˜ for some minuscule
coweight µ. Let R′ ⊂ EndR∞(M∞(W 0)) be a commutative local R∞-algebra which
commutes with the action of T , and let R be R′[T ]. If M∞(σ) is nonzero, then R
is a local ring.
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Proof. By the definition of T in §3.2, we have the commutative diagram
0 M∞(σ′) M∞(W ) M∞(σ) 0
0 M∞(σ′) M∞(W
0
) M∞(W
0
)/T 0,
T ′
where the map M∞(σ′) → M∞(W 0) is defined to be the composition of the map
M∞(σ′) → M∞(W ) and T ′. The middle vertical arrow is an isomorphism by
Lemma 5.1.5, and hence so is the right vertical arrow. The module M∞(σ) is cyclic
and nonzero by assumption. Let a = (z1, . . . , z9#S , y1, . . . , yq) be the augmenta-
tion ideal of S∞ in the notation of §4.2. Then M∞(W 0)/a is p-torsion free by
[CEG+16, Corollary 2.11]. By definition of T and [BLGGT12, Theorem 1.2], T
acts on (M∞(W 0)/a) ⊗OE E semisimply. Since M∞(W 0)/(a, T ) is nonzero, each
eigenvalue of the action of T on M∞(W 0)/a ⊗OE E must have positive valuation.
We conclude that the image of T in R/a must be in the Jacobson radical. Since R
is finite over R∞ (because EndR∞(M∞) is), any maximal ideal of R must contain
a. Thus, T is in the Jacobson radical of R, and R is local. 
5.3. Multiplicity one for locally algebraic types. In this section, we prove
some mod p multiplicity one results for upper alcove algebraic vectors and principal
series types. For v′|p, let av˜′ , bv˜′ , and cv˜′ be integers such that av˜′ > bv˜′ > cv˜′ and
av˜′ − cv˜′ < p− 1. Let σv˜′ = F (av˜′ − 1, bv˜′ , cv˜′ + 1) and σ′v˜′ = F (cv˜′ + p− 1, bv˜′ , av˜′ −
p+ 1).
Axiom 5.3.1. We say that r is modular of weight ⊗v′σv˜′ (M’) if
Hom∏
v′|pU(Ov′ )(⊗v′σv˜′ , pi) 6= 0.
By Theorem 4.1.5(3), (M’) holds if and only if M∞(⊗v′σv˜′) 6= 0.
5.3.1. The case of algebraic vectors. We continue to denote by v a fixed place of F+
dividing p and continue to use the notation of §5.1. Define Wv˜′ , W 0v˜′ , Tv˜′ , etc. as
in §2.1. Let Ralg ⊂ EndR∞(M∞(⊗v′W 0v˜′)) be the subring generated by the images
of R∞ and Tv˜′ .
Theorem 5.3.2. For each place v′|p, let µv˜′ be some minuscule coweight. Suppose
that r satisfies (M’), (RT), and (WE) for µv˜′ at v˜
′. Then Ralg is a local ring and
M∞(⊗v′W 0v˜′) is free of rank one over Ralg.
Proof. By changing R′ and R as necessary, Lemma 5.2.4 inductively shows that Ralg
is a local ring. Moreover, by the proof of Lemma 5.2.4, M∞(⊗v′W 0v˜′/($E , Tv˜′)v˜′) is
isomorphic toM∞(⊗v′σv˜′). By Nakayama’s lemma and Theorem 5.2.3, M∞(⊗v′W 0v˜′)
is a cyclic Ralg-module. By definition, it is also a faithful Ralg-module, and is thus
free of rank one. 
5.3.2. The case of principal series types. For places v′|p of F+, let τv˜′ = indKI χv˜′ ,
where χv˜′ = η
av˜′ ⊗ ηbv˜′ ⊗ ηcv˜′ . So τv˜′ is a tame principal series GL3(Ov˜′)-type.
Axiom 5.3.3. We say that r satisfies weight elimination (WE) for τv˜ and v˜ if
Wv˜(r) ∩ JH(τ v˜) ⊂ {F (av˜ − 1, bv˜, cv˜ + 1), F (bv˜, cv˜, av˜ − p+ 1),
F (bv˜ + p− 1, av˜, cv˜), F (cv˜ + p− 1, bv˜, av˜ − p+ 1)}.
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Lemma 5.3.4. Suppose that r satisfies (M’), (RT), and (WE) for τ v˜ and v˜ for
some v|p. Let R′ ⊂ EndR∞(M∞(τs2)) be a commutative local R∞-algebra which
commutes with the actions of U1 and U2, and let R be R
′[U1, U2]. If M∞(σ) is
nonzero, then R is a local ring.
Proof. The proof is similar to Lemma 5.2.4. By Proposition 3.3.2, we have isomor-
phisms
M∞(τs2v˜ /ι
s2
s1(τ
s1
v˜ ))
∼→M∞(τs2v˜ )/U2,v˜
and
M∞(τs2v˜ /ι
s2
w0(τ
w0
v˜ ))
∼→M∞(τs2v˜ )/U1,v˜.
The left sides are nonzero since M∞(σv˜) is. Replacing T in the proof of Lemma
5.2.4 by U1 and U2, we see that R is local. 
Let Rps ⊂ EndR∞(M∞(⊗v′|pτs2v˜′ )) denote the subring generated by the image of
R∞ and the Hecke operators U2,v˜′ and U1,v˜′ for all v′|p.
Theorem 5.3.5. Assume that r satisfies (M’), (RT), and (WE) for τ v˜′ and v˜
′
for all v′|p. Then Rps is a local ring and the Rps-module M∞(⊗v′|pτs2v˜′ ) is free of
rank one.
Proof. By changing R′ and R as necessary, Lemma 5.3.4 inductively shows that
Rps is a local ring. By (WE) for τv˜′ and v˜
′ for all v′|p and Proposition 2.2.2, the
natural inclusion
M∞(⊗v′|pσv˜′)→M∞(⊗v′|pτs2v˜′ /(ιs2s1(τs1v˜′ )+ιs2w0(τw0v˜′ ))) ∼= M∞(⊗v′|pτs2v˜′ )/(U1,v˜′ , U2,v˜′)v′|p
is an isomorphism. By Nakayama’s lemma and Theorem 5.2.3, M∞(⊗v′|pτs2v˜′ ) is a
cyclic Rps-module. Since it is also a faithful Rps-module, it is free of rank one. 
5.3.3. An application of cyclicity. In this subsection, we deduce a lemma which
allows one to use multiplicity one to relate the reduction of lattices to modularity
of Serre weights. We again fix a place v|p of F+ and continue to use the notation
of §5.1.
Lemma 5.3.6. Fix a place v|p and let Vv˜′ be OE [GL3(Ov˜)]-modules for v′ 6= v.
Let τ be a finite locally algebraic E[GL3(Ov˜)]-module, and let τ1 ⊂ τ be an OE
lattice with irreducible cosocle σ where M∞(σ) 6= 0. Let R be a local R∞-algebra
which acts on M∞(τ1) extending the action of R∞. Suppose that M∞(τ1) is a cyclic
R-module and τ2 ( τ1 is a sublattice. Then M∞(τ2) ⊂ mRM∞(τ1).
Proof. The inclusion τ2 ↪→ τ1 and surjection τ1  σ, whose composition is 0, induce
the diagram
M∞(τ2) M∞(τ1) M∞(σ)
M∞(τ1)/mR M∞(σ)/mR
where the composition of the top row is 0. The map M∞(τ1) → M∞(σ) is surjec-
tive by exactness of M∞(·), and so the bottom row is surjective. By assumption,
M∞(τ1)/mR is one dimensional and M∞(σ) 6= 0, and so the bottom row is an iso-
morphism. We conclude that the composition M∞(τ2)→ M∞(τ1)→ M∞(τ1)/mR
is 0. 
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6. Lattices in patched modules
In this section, we deduce our main theorem, Theorems 6.1.3 and 6.2.6, on
lattices in cohomology. We again fix a place v|p of F+ and continue to use the
notation involving Vv˜′ from §5.1.
6.1. Lattices in patched modules for upper alcove algebraic vectors. Re-
call the definitions of W and W 0 from §2.1, T and T ′ from §3.2, and Ralg from
§5.3.
Lemma 6.1.1. Suppose that r satisfies (WE) for µ at v for some minuscule
coweight µ. Then the R∞-module homomorphism T ′ : M∞(W ) → M∞(W 0) in-
duced by T ′ ∈ H(W,W 0)µ is an isomorphism.
Proof. The map T ′ : M∞(W )→M∞(W 0) is an isomorphism by Lemma 5.1.5. By
Nakayama’s lemma, T ′ : M∞(W )→M∞(W 0) is surjective.
We now prove that T ′ : M∞(W )→M∞(W 0) is injective. Let I be the kernel of
the map M∞(W ) → M∞(W 0). Suppose that M∞(W ) and M∞(W 0) are nonzero
and have support of dimension d as R∞-modules. Let Zd be the functor that assigns
to an Ralg-module the associated d-dimensional cycle (see [EG14, Definition 2.2.5]).
We have
Zd(M∞(W/pn)) = Zd(M∞(W 0/pn))
by exactness of M∞(·) from Theorem 4.1.5(1), the fact that W and W 0 have the
same Jordan–Ho¨lder factors, and additivity of Zd in exact sequences.
Let In be the image of I/p
n in M∞(W/pn). Then we have the exact sequence
0→ In →M∞(W/pn)→M∞(W 0/pn)→ 0.
Again by additivity of Zd, we see that Zd(In) = 0 and so In has support of dimension
less than d. SinceM∞(W/pn) is maximal Cohen-Macaulay over its scheme-theoretic
support, there are no embedded associated primes by [Mat89, Theorem 17.3(i)], and
so In = 0 and the map I/p
n →M∞(W/pn) must be 0 for all n. We conclude that
the map I →M∞(W ) is 0 and so I = 0. 
Let Vv′ = Wv′ or W
0
v′ for v
′ 6= v and v′|p a place of F+. With this fixed choice
of Vv′ , we continue to use the notation of §5.1. By Theorem 5.3.2, we can and do
fix an isomorphism s : Ralg
∼→ M∞(W 0), which also gives an isomorphism of R∞-
modules (T ′)−1 ◦ s : Ralg ∼→M∞(W ) by Lemma 6.1.1. This induces an Ralg-action
on M∞(W ). Consider the element
(M∞(W 0)⊕M∞(W ), s, (T ′)−1 ◦ s) ∈M(Ralg),
with M the functor defined in §2.3.2. Let Λ : Zp[x, y]/(xy − p) → Ralg be the
corresponding morphism from Proposition 2.3.5.
Theorem 6.1.2. For each place v′|p, let µv˜′ be some minuscule coweight. Suppose
that r satisfies (M’), (RT), and (WE) for µv˜′ at v˜
′. Then Λ(y) = s−1 ◦ T ◦ s.
In other words, in the composition Zp[x, y]/(xy−p)→ Ralg → EndRalg(M∞(W 0)),
the image of y is T .
Proof. By Proposition 2.3.5, we have that
Λ(y) = ((T ′)−1 ◦ s)−1( 0 01 0 )s = s−1 ◦ T ′ ◦ i ◦ s = s−1 ◦ T ◦ s.

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Theorem 6.1.3. Let F be a CM field in which p splits completely. Let F+ be its
totally real subfield and assume that F/F+ is unramified at all finite places. Let
r : GF → GL3(OE) be a Galois representation satisfying (M). Assume further that
• r satisfies (RT);
• for all places v|p of F , r|Fv˜ is a lattice in a crystalline representation with
Hodge–Tate weights (cv˜+p+1, bv˜+1, av˜−p+1) with av˜−bv˜ > 6, bv˜−cv˜ > 6,
and av˜ − cv˜ < p− 5;
• for all places v|p of F+, r|Fv˜ is irreducible with r|Iv˜ ∼= ψ ⊕ ψp ⊕ ψp
2
where
ψ ∼= ω−(av˜+1)−p(bv˜+1)−p
2(cv˜+1)
3 ;
• and the reduction r : GF → GL3(kE) satisfies (TW).
Let λv˜ be the trace of ϕ acting on Dcris(r|GFv˜ ). Let Vv˜, Wv˜, and W 0v˜ be as in§2.1 and pi as in §4.1.3. Then the lattice ⊗vVv˜ ∩ pi ⊂ ⊗vVv˜ is isomorphic to
⊗v|p(i(W 0v˜ ) + pcv˜+p−1λv˜Wv˜) ⊂ ⊗v|p(Wv˜ ⊗Zp E).
Proof. Let θ : Ralg → E be the map corresponding to r, defined as follows. Re-
call that in Remark 4.1.4, we fixed a surjection R∞  RSS . The composition of
this map and the map RSS → E defining r gives a map θ′ : R∞ → E. Note
that M∞(W )/ ker(θ′) is nonzero for some locally algebraic module W by Theorem
4.1.5(3) and axiom (M). Moreover, W must be isomorphic to ⊗vWv˜ by local-global
compatibility at p as in [BLGGT12, Theorem 1.2]. Hence, the E-point given by
θ′ is an E-point of the scheme-theoretic support of M∞(⊗vWv˜). In other words,
the map θ′ factors through the faithful quotient of R∞ acting on M∞(⊗vWv˜). Let
µ = µ1 = (0, 0, 1). Again by [BLGGT12, Theorem 1.2], the double coset oper-
ator ι−1v˜ (GL3(Ov˜)tµGL3(Ov˜)) acts by λv˜. Then Tv˜ acts on M∞(⊗vWv˜)/ ker(θ′)
by pcv˜+p−1λv˜ ∈ O. Thus, there is a map θ : Ralg → E extending θ′ such that
θ(Tv˜) = p
cv˜+p−1λv˜ by [EGH13, Corollary 4.4.3], [BLGGT12, Theorem 1.2], Theo-
rem 4.1.5(3), and the unramified local Langlands correspondence.
By [BLGG, Theorem A], r satisfies (M’). By Example 5.1.3, r satisfies (WE)
for µ1 at all places v|p. By Theorem 6.1.2, the composition θ ◦ Λ takes yv˜ to
pcv˜+p−1λv˜. By Theorem 4.1.5(3) and Remark 4.1.6, HomK(⊗vW 0v˜ ⊕⊗vWv˜, pi)d ∼=
(M∞(⊗vW 0v˜ )⊕M∞(⊗vWv˜))⊗θE as E-modules. We conclude that the Eop-module
HomK(⊗vW 0v˜ ⊕ ⊗vWv˜, pi) is isomorphic to the Eop-module corresponding to the
lattice ⊗v|p(i(W 0v˜ ) + pcv˜+p−1λv˜Wv˜) ⊂ ⊗v|p(Wv˜ ⊗Zp E) for each place v|p. 
Remark 6.1.4. If instead r|Iv˜ ∼= ψ⊕ψp⊕ψp
2
where ψ ∼= ω−(av˜+1)−p(cv˜+1)−p
2(bv˜+1)
3 ,
then a similar result holds using the Hecke operator corresponding to µ = (0, 1, 1).
Corollary 6.1.5. Keep the assumptions of Theorem 6.1.3. Then −cv˜ − p + 1 <
val(λv˜) < −cv˜ − p+ 2.
Proof. Note that the first inequality follows from [EGH13, Corollary 4.4.3 and
Proposition 4.5.2]. Let W and W 0 be Wv˜ and W
0
v˜ , respectively, and let Vv˜′ be
Wv˜′ in the notation of §5. Lemma 5.3.6 shows that i(M∞(W 0)) ⊂ mR∞M∞(W ).
Thus T (M∞(W )) ⊂ mM∞(W ), and we deduce from the proof of Theorem 6.1.3
that pcv˜+p−1λv˜ ∈ $OE . On the other hand, Proposition 2.1.2, Lemma 5.2.4, and
Lemma 5.3.6 show that pM∞(W ) ⊂ mi(M∞(W 0)). We deduce that pM∞(W ) ⊂
mT (M∞(W )), and that p−cv˜−p+2λ−1v˜ ∈ $EOE . 
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6.2. Lattices in patched modules for principal series types. In this section,
we prove Theorem 1.1.1 in the case of principal series types. We keep the notation
of §2.2.2 and §5.3.2 such as τsv˜′ for s ∈ S3 and τ iv˜′ for i = 1, 2, 3. We continue to
assume that r satisfies (M’), (RT), and (WE) for τ v˜′ and v˜
′ for all v′|p.
Fix a place v|p of F+. Fix sv′ ∈ S3 for places v′|p of F+ with v′ 6= v. From now
on we denote M∞(Vv˜′ ⊗⊗v′ 6=vτsv′v˜′ ) by M∞(V ) where V is a GL3(Ov˜) ∼= GL3(Zp)-
representation.
Proposition 6.2.1. The map ιsis2rjs2 : M∞(τ
rjs2)→M∞(τsis2) is an isomorphism.
Proof. The map is injective by Theorem 4.1.5(1). By Proposition 2.2.2 and (WE)
for τv, the cokernel of ι
sis2
rjs2 : τ
rjs2 ↪→ τsis2 contains no Serre weights in Wv(r).
By Proposition 5.1.1, the cokernel of ιsis2rjs2 : M∞(τ
rjs2) → M∞(τsis2) is 0. By
Nakayama’s lemma, the cokernel of ιsis2rjs2 : M∞(τ
rjs2) ↪→M∞(τsis2) is 0. 
The following propositions are proved similarly.
Proposition 6.2.2. The induced map ιs22 : M∞(τ
2) ↪→ M∞(τs2) is an isomor-
phism.
For i = 1, 2, 3, let ιi : τs1 ⊕ τw0 → τ i denote the sum of ιis1 and ιiw0 .
Proposition 6.2.3. For i = 1, 3, the map ιi : M∞(τs1 ⊕ τw0) → M∞(τ i) is
surjective.
Using Theorem 5.3.5, we can and do choose an isomorphism ψs2 : Rps
∼→
M∞(τs2). The compositions ψris2 := νris2s2 ◦ ψs2 : Rps
∼→ M∞(τs2) ∼→ M∞(τ ris2)
are also isomorphisms by Proposition 3.3.1.
For each i, Proposition 6.2.1 gives an isomorphism ψsis2 := ιsis2rjs2 ◦ψrjs2 : Rps
∼→
M∞(τ rjs2)
∼→M∞(τsis2). This also gives an isomorphism
ψw0s2 := νw0s2s1s2 ◦ ψs1s2 : Rps
∼→M∞(τw0s2).
Through these isomorphisms, we endow M∞(⊗v′τsv′v′ ) with the structure of an Rps-
module for all choices of (sv′)v′ .
Lemma 6.2.4. We have the following identities:
(1) (ψs2)−1 ◦ ιs2ris2 ◦ ψris2 = (ψs2)−1Ujψs2 ;
(2) (ψs2)−1 ◦ ιs2sis2 ◦ ψsis2 = (ψs2)−1Uiψs2 ; and
(3) (ψs2)−1 ◦ ιs2w0s2 ◦ ψw0s2 = (ψs2)−1U1ψs2 · (ψs1s2)−1U2ψs1s2 .
Proof. For (1), we note that
(ψs2)−1 ◦ ιs2ris2 ◦ ψris2 = (ψs2)−1 ◦ ιs2ris2 ◦ νris2s2 ◦ ψs2 = (ψs2)−1Ujψs2
using Proposition 3.3.2. For (2), Proposition 2.2.4 gives
(ψs2)−1 ◦ ιs2sis2 ◦ ψsis2 = (ψs2)−1 ◦ ιs2sis2 ◦ ιsis2rjs2 ◦ ψrjs2 = (ψs2)−1 ◦ ιs2rjs2 ◦ ψrjs2 ,
which is (ψs2)−1Uiψs2 by (1). For (3),
(ψs2)−1 ◦ ιs2w0s2 ◦ ψw0s2 = (ψs2)−1 ◦ ιs2s1s2ιs1s2w0s2 ◦ ψw0s2
= (ψs2)−1 ◦ ιs2s1s2 ◦ ψs1s2(ψs1s2)−1ιs1s2w0s2 ◦ ψw0s2
= (ψs2)−1U1ψs2 · (ψs1s2)−1U2ψs1s2 ,
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where the first equality uses Proposition 2.2.4 and the third equality uses (2) and
the fact that (ψs1s2)−1ιs1s2w0s2 ◦ψw0s2 = (ψs1s2)−1U2ψs1s2 by an argument similar to
the one for (1). 
Proposition 6.2.5. Let α1, α2, and α3 be the eigenvalues of ϕ acting on the η
av ,
ηbv , and ηcv -eigenspaces, respectively, of WD(r∨|GFv )F−ss. Then U1 and U2 act on
HomGL3(Ov)(τ
s
v , pi) by αs(1) and αs(1)αs(2)/p, respectively.
Proof. This follows from the first two paragraphs of the proof of [HLM16, Theorem
4.5.2]. 
Theorem 6.2.6. Let F be a CM field in which p splits completely. Let F+ be its
totally real subfield and assume that F/F+ is unramified at all finite places. Let
r : GF → GL3(OE) be a Galois representation satisfying (M). Assume further that
• r satisfies (RT);
• for all places v′|p of F+, r|Fv˜′ is a lattice in a potentially crystalline repre-
sentation with Hodge–Tate weights (0, 1, 2) with tame type η−av˜′ ⊕ η−bv˜′ ⊕
η−cv˜′ where av˜ − bv˜ > 6, bv˜ − cv˜ > 6, and av˜ − cv˜ < p− 5;
• for all places w|p of F , r|Fv˜ is irreducible with r|Iv˜ ∼= ψ ⊕ ψp ⊕ ψp
2
where
ψ ∼= ω−(av˜+1)−p(bv˜+1)−p
2(cv˜+1)
3 ;
• and its reduction r : GF → GL3(kE) satisfies (TW).
Let τv˜′ , τ
s
v˜′ , etc. be as in §2.2.2 and pi as in §4.1.3. Then the lattice (⊗v′τv˜′ ⊗Zp
E) ∩ pi ⊂ ⊗v′τv˜′ ⊗Zp E is isomorphic to a tensor product of lattices with factor at
v given by
τs2 + (α1α2/p)
−1ιs2e (τ
e) + α−12 ι
s2
r1(τ
r1)
+ (α1α2α3/p)
−1ιs2r2(τ
r2) + (α′)−1ι1(τ1) + (α′)−1ι3(τ3),
where α′ is the one of α1α2/p and α2 which has smaller valuation.
Proof. Let θ : Rps → OE be the map corresponding to r, defined as follows. Recall
that by Remark 4.1.4, we chose a surjection R∞  RSS . The composition of this
map and the map RSS → OE defining r gives a map θ′ : R∞ → OE . Let τv˜
be defined as in §5.3.2. The map θ′ factors through the faithful quotient of R∞
acting on M∞(⊗vτs2v˜ ) since M∞(⊗vτs2v˜ )/ ker(θ′) is nonzero by Theorem 4.1.5(3),
axiom (M), local-global compatibility at p as in [BLGGT12, Theorem 1.2], and
inertial local Langlands as in [EGH13, Proposition 2.4.1(ii)]. We extend θ′ to θ
using Proposition 6.2.5.
By [EGS15, Lemma 4.1.2], the factor at v of the lattice (⊗v′|pτv˜′⊗ZpE)∩pi takes
the form
τs2+(αr1)−1ιs2r1(τ
r1) + (αr2)−1ιs2r2(τ
r2) + (αs1)−1ιs2s1(τ
s1)
+(αw0)−1ιs2w0(τ
s2) + (αe)−1ιs2e (τ
e) + α′ι1(τ1) + α′′ι2(τ2) + α′′′ι(τ3)
for some constants α•. As in the proof of 6.1.3, r satisfies (M’) and (WE) for
τv˜ and v˜ at all places v|p. Thus, we choose isomorphisms ψ• as before. By
Proposition 4.1.5(3), the isomorphisms ψs induce identifications Hom∏
v′ U(O′v)(τ
s⊗
⊗v′ 6=vτsv′v˜′ , pi)
∼→ OE via ⊗θOE and Schikhof duality.
By Lemma 6.2.4, the map
OE ∼= Hom∏
v′ U(O′v)(τ
s2 ⊗⊗v′ 6=vτsv′v˜′ , pi)→ Hom∏v′ U(O′v)(τe⊗⊗v′ 6=vτsv′v˜′ , pi) ∼= OE
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induced by ιs2e is multiplication by α1α2/p; and so α
e = α1α2/p. The values for
αr1 , αr2 , αs1 , and αw0 are obtained similarly.
We deduce that α′′ can be taken to be 1 by Proposition 6.2.2. By Proposition
6.2.3, for i = 1, 3, either the map
(6.2.1) Hom∏
v′ U(O′v)(τ
i ⊗⊗v′ 6=vτsv′v˜′ , pi)→ Hom∏v′ U(O′v)(τs1 ⊗⊗v′ 6=vτsv′v˜′ , pi)
or the map
(6.2.2) Hom∏
v′ U(O′v)(τ
i ⊗⊗v′ 6=vτsv′v˜′ , pi)→ Hom∏v′ U(O′v)(τw0 ⊗⊗v′ 6=vτsv˜′v˜′ , pi)
is an isomorphism. As the maps ιs2w0 and ι
s2
s1 factor through ι
i, we see that α′
and α′′′ can be taken to be one of α2 and α1α2/p. Finally, val(α′), val(α′′′) ≤
min(val(α2), val(α1α2/p)) since the maps in (6.2.1) (resp. (6.2.2)) are given by
multiplication by the quotient of α1α2/p (resp. α2) by α
′ and α′′′, which must be
elements of OE . We conclude that α′ and α′′′ can be taken to be the one of α2 and
α1α2/p which has smaller valuation. This yields the desired formula. 
Remark 6.2.7. As in Remark 6.1.4, the case r|Iv˜ ∼= ψ ⊕ ψp ⊕ ψp
2
where ψ ∼=
ω
−(av˜+1)−p(cv˜+1)−p2(bv˜+1)
3 is treated similarly.
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