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Abstract—In this paper, we investigate an intelligent reflecting
surface (IRS) assisted multi-cell downlink communication system,
where the IRS is dedicatedly deployed at cells boundary for
mitigating the intra-cell and crosscell interference. We assume
that each base station (BS) equipped with multiple antennas
serves multiple users with multiple antennas in each cell, and
an IRS consists of a large number of reflective elements to
reflect the incident electromagnetic wave by changing phase
shift and amplitude controlled by all BSs cooperatively. In
other words, the IRS can adjust the propagation conditions
near-instantaneously. For this configuration, the weighted sum-
rate (WSR) of all the users is maximized under the individual
maximum transmit power constraint at each BS and the phase
shift constraint at each reflection element by jointly optimizing
the active transmit beamforming at BSs and passive reflection
coefficient matrix at IRS. Since the original problem is expressed
as a sum-of-logarithmic function of signal-to-inerference-plus-
noise (SINR) and the optimizing variables of SINR are coupled
in fractional form, it is non-convex and hard to solve. To address
the problem, we propose an efficient jointly optimizing algorithm
based on Lagrangian Dual Transform and Fractional Transform
and Successive Convex Approximation (SCA) technique is used
to reduce complexity. Extensive simulations results indicate that
the proposed jointly optimizing algorithm offers a substantial
improvement performance gain over baseline schemes.
Index Terms—Intelligent Reflecting Surface (IRS), Fractional
Programming, Interference Mitigation, Joint Optimization.
I. INTRODUCTION
To enable significantly increased Internet-of-Things (IOT)
devices in beyond 5G and 6G communication, densely de-
ployed small base stations (BSs) have been proposed to
support massive wireless devices by enhancing the network
capacity [1], [2]. In the currently deployed cellular networks,
generally, single multi-antenna BS serves multiple multi-
antenna users (MU-MIMO) in each cell. However, in this
network, all users suffer from the interference caused by other
users in the associated cell, the cross-cell interference coming
from adjacent cells also need to consider, especially for the
users which are closed to the edge of cell. Mutual interference
becomes performance bottleneck of multi-cell network. Thus,
intelligent management is a essential problem in 6G [3]–[5].
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As a remedy, intelligent reflecting surface (IRS) has
emerged as a promising technology in wireless communica-
tions to mitigate the interference through enhancing the desired
signal and offsetting several interference by intelligently and
dynamically reconfigure the signals for adjusting the wire-
less propagation environment near-instantaneously [6], which,
seems to be similar, but is different from backscatter [7],
[8]. An IRS usually composed of a lot of small and nearly
passive elements, each of which can only reflects the incident
signals towards users after reconfiguring its phase shifts and
amplitudes independently and continuously. However, discrete
phase shift levels is considered widely because of continuous
phase shift is practically difficult to realize due to hardware
limitation [9], [10]. Moreover, IRSs do not impose additional
noise on the reflected signals which is different from the
traditional Amplify-and-Forward (AF) relay [11], [12]. In
addition, owing to the combination of all the signals reflected
by elements, the IRS can achieve high spectrum and energy
efficiency [13]. Furthermore, due to the light weight, the IRSs
can be carried by an UAV to assist communication [14],
[15]. With the emerging far-field wireless power transfer [16]–
[18], IRSs are used in simultaneous wireless information and
power transfer (SWIPT) [19], [20]. All above advantages make
IRSs have been known as an important technology to solve
the prominent challenge for future wireless communication
systems [21], [22].
A. Related Work
There have been many researchers paid attention on deploy-
ing the IRS into the communication network. Those are focus
on two main challenges of implementing IRSs in wireless
network. For the first aspect, researchers studies the channel
estimation (CS), which is different from classic CS algorithm
because of the IRS is near-passive and can’t process received
signals [23], [24]. For the other aspect, there have previous
studies on designing optimal phase shift of each reflection
element according to received signals, so as to address several
important problems under different setups, such as power con-
trol [25], [26], physical layer security [27]–[29], simultaneous
wireless information and power transfer (SWIPT) [19], [20],
and so on. Specially, the authors in [30] aim to maximize
the achievable spectral efficiency by resorting to fixed point
iteration and manifold optimization techniques. The authors
in [19], [20] consider maximizing the sum power at energy
harvesting receivers and the sum rate of information decode
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receivers in an IRS-assisted SWIPT system, respectively. The
researches mentioned above, a semi-definite programming
(SDP) [31] approach was adopted to tackle the jointly optimiz-
ing problem. Due to the key idea of the SDP is relaxing the
optimizing variables and try to transform the non-convex prob-
lem as a quadratically constrained quadratic program (QCQP)
problem. Then, it allows subsequent obtain a solution by
dropping rank-one constrain. Finally, if the returned solution
of the relaxed SDP problem fails to be rank-one, Gaussian
randomization [32] is adopted to obtain a sub-optimal solution.
However, owing to the associated rank-one in most problem
can not guaranteed, SDP exhibits a high computational com-
plexity as well as imposing a performance degradation, which
only leads to an approximate solution. Therefore, there are
some studies attempt to reduce its complexity by using such
as the difference-of-convex programming (DCP) [33], SCA
technique [34], and so on. The authors in [35] and [25] focus
on the scenario where multiple IRSs are deployed to assist
the BS to simultaneously serves multiple users. Specifically,
Li in [35] aim to maximize the minimum SINR at users by
proposed algorithm, which is based on search scheme and He
in [25] propose a network aided by multiple distributed IRSs,
in this configuration, to maximize the achievable sum-rate with
a low-complexity iterative method.
For the WSR maximization problems in IRS-assisted com-
munication system, some initial efforts have been studied.
Specially, the authors in [36] consider the problem in a
single user model and recast the original problem as a SINR
maximization problem and proposed a optimizing algorithm
based on SDP and SCA in an alternating manner. Guo [37]
consider this problem in a multi-user MIMO scenarios and
proposed an iterative algorithm to optimize variables.
However, all the above prior researchers consider a single
cell setup, the Multi-Cell scenario has not been exploited. In
this paper, we focus on an IRS-assisted multi-cell MU-MIMO
downlink communication system, which is similar to [38] and
[39]. The comparison with the two papers as follows:
1) Comparison with [38]: The authors considered an IRS-
aided cell-free communication model [40], which is user-
centric network paradigm. The paper consider all BSs in the
network serve all users simultaneously without cells boundary
with the assistance of IRSs, thus, the users only suffer from
intra-cell interference and the inter-cell interference can be
alleviated. It is mean that the cell-free network can provide
better performance than a traditional multi-cell network. How-
ever, the cell-free model need an additional central processing
unit (CPU), which is hard to satisfy in the existing networks.
Therefore, the multi-cell model is a more generally deploy-
ment and more worthy of extensive research in current stage.
2) Comparison with [39]: The authors consider the same
setup as our paper and reformulate the original WSR maxi-
mization problem into an equivalent one by using weighted
minimum mean-square error (WMMSE), then the block coor-
dinate descent (BCD) algorithm is proposed for alternately
designing the beamforming of BS and IRS. In this paper,
we apply Lagrangian Dual Transform [41] and Quadratic
Transform [42] to decouple the optimizing variables, then
obtain the sub-optimal solutions in closed-form by alternately
iteration. Our proposed algorithm leads less computationally
complex when the number of users exceeds the number of
antennas at the BS. Furthermore, our proposed algorithm can
adjust to discrete scenario, which is more practical to realize.
B. Contribution
In summary, compared with previous works aforementioned
above, our objective is to joint optimize the active transmit
beamforming at BSs and passive reflective coefficient matrix
at IRS, so as to maximize WSR of an IRS-assisted Multi-Cell
MU-MIMO system, subject to the individual maximum trans-
mit power constraint at all BSs and the phase shift constraints
of reflective elements at the IRS. The main contributions of
this paper can be summarized as follows:
1) To the best of our knowledge, this paper is the first to
apply Fractional Programming [41], [42] to achieve the goal of
mitigating several interference caused by signals from adjacent
cells and received by cell-edge users in an IRS-assisted multi-
cell MU-MIMO downlink communication system.
2) To address this non-convex and NP-hard problem, we
propose to employ the alternating optimization algorithm to
joint design the active transmit beamforming at BSs and
passive reflection coefficient matrix of IRS. First, with the
assistance of auxiliary variables, we moves the fractional term
from inside of the logarithm to the outside by Lagrangian dual
transform [41]. Then, we decouples the optimizing variables
to express as a linear form via exploiting quadratic transform
[42]. Finally, we divide the equivalent and simplified problem
into several subproblems and convert all subproblems into
convex form. Hence, the sub-optimal value of the optimizing
variables can be obtained alternately. Furthermore, our pro-
posed algorithm can adjust to discrete scenario.
3) In order to reduce the computational complexity, we
propose the SCA based method with low-complexity to obtain
the sub-optimal passive reflection coefficient matrix.
C. Organization and Notations
1) Organization: The remainder of this paper is organized
as follows. In Section II, we describe the IRS-assisted multi-
cell MU-MISO communication system model and formulate
the WSR maximization problem. In Section III, we propose an
alternate algorithm with provable strict convergence to trans-
form the original problem into more tractable one and solve
it alternately. Then, adjust to discrete scenario at a modest
modification. In Section IV, extensive simulation results are
showed that our proposed algorithm outperform the baseline
algorithm. Finally, we conclude in Section V.
2) Notations: RM×1 and CM×1 represents the set of
M × 1 real and complex vectors, respectively. N (0, 1) means
a random vector following the independent and identical
distribution of zero mean and unit variance. E {·} and diag {·}
denotes the expectation operation and the diagonalization
operation, respectively. For a complex value a, <{a} and a∗
denotes the real part and the conjugation of a. For a vector x,
‖x‖2 and ∂f(x,y)∂x denotes the 2-norm of the vector x and the
partial derivative of the function f with respect to the vector
x, respectively. (·)T and (·)H denotes transpose and Hermitian
operators, respectively.
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Fig. 1. System Model.
II. SYSTEM MODEL AND PROBLEM
FORMULATION
In this section, as shown in Fig. 1, we describe an single
IRS-assisted multi-cell MU-MIMO downlink communication
system. We define B, Mb, Mu and N as the number of BSs,
the number of antennas each BS equipped, the number of
antennas each user equipped and the number of reflection
elements of the IRS composed, respectively. Furthermore, we
perfect channel state information (CSI) knowledge at both the
BSs and the IRS [43].
First, a system model is provided, and then it is followed
by the WSR maximization problem formulation.
A. System Model
We assume the signals transmitted from the b-th BS is given
as
xb =
K∑
k=1
ωb,ksb,k, ∀b ∈ B, (1)
where sb,k ∼ CN (0, 1) is the data symbol transmitted from
b-th BS to the user k which is assume to be independent
and identically distributed (i.i.d) random variables with zero
mean and unit variance, without loss of generality, that is
satisfying E
{
sb,ksb,k
H
}
= 1 and E
{
sb,ksj,i
H
}
= 0, for
(b, k) 6= (j, i). ωb,k ∈ CMb×1 is the corresponding active
beamforming vector of the BS, then concatenate all B × K
vectors as ω = [ω1,1, ω1,2...ω1,K ...ω2,1...ωB,K ] ∈ CMb×BK .
The received signal of size Mu × 1 at user k in b-th cell
can be expressed as
yb,k =
B∑
j=1
hHj,b,kxb + n0
= hHb,b,kωb,ksb,k︸ ︷︷ ︸
desired signal
+
K∑
i=1,i6=k
hHb,b,kωb,isb,i︸ ︷︷ ︸
intra−cell interference
+
B∑
j=1,j 6=b
K∑
i=1
hHj,b,kωj,isj,i︸ ︷︷ ︸
inter−cell interference
+ n0︸︷︷︸
noise
,
(2)
where hj,b,k ∈ CMb×Mu denotes the cascade channel from the
j-th BS to the k-th user associated with the b-th cell, each of
which can be expressed as
hHj,b,k = H
H
j,b,k + F
H
b,kΘGj , (3)
where Hj,b,k ∈ CMb×Mu denotes the channel from the j-
th BS to the k-th user associated with the b-th cell and
Fb,k ∈ CN×Mu is the channel from the IRS to the k-th user at
the b-th cell, respectively. Similarly, the channel from the j-th
BS to IRS is represented by Gj ∈ CN×Mb . We assume that
Θ = diag (θ1, θ2...θN ) , (4)
where θn = ϕnejφn and j =
√−1. In this paper, we
consider that phase shift φn of reflective element is uniformly
and independently generated from [0, 2pi], and the amplitude
ϕn = [0, 1], that is,
θn ∈P1 = {θn : |θn| ≤ 1} . (5)
However, limited by the hardware implementation of meta-
materials, both the amplitude and phase shift of reflective
elements at IRS can’t be controlled independently and contin-
uously. Hence, we consider another more practical constrains
for reflective element as follows:
P2 =
{
θn : θn =
{
exp
(
j2pim
2b
)}2b−1
m=0
}
. (6)
Specifically, when θn ∈ P2, the reflective element only has
finite reflection levels. Moreover, n0 ∼ N
(
0, σ2IMu
)
is the
background additive white Gaussian noise (AWGN) at all
users.
Then, the k-th user associated with the b-th cell suffers from
interference caused by other users in b-th cell and the crosscell
interference coming from other adjacent cells. Specially, the
user treat the signals from other users in associated cell is
intra-cell interference and the signals from other BSs in the
neighbor cells as inter-cell interference. Hence, SINR for the
transmitted symbol xb at the k-th user in the b-th cell can be
easily defined as:
γb,k =
∣∣∣hHb,b,kωb,k∣∣∣2
K∑
i=1,i6=k
∣∣∣hHb,b,kωb,i∣∣∣2 + B∑
j=1,j 6=b
K∑
i=1
∣∣∣hHj,b,kωj,i∣∣∣2 + σ2IMu .
(7)
Thus, the weighted sum-rate of all users in all cells can be
expressed as
Rsum (Θ, ω) =
B∑
b=1
K∑
k=1
αb,klog2 (1 + γb,k), (8)
where αb,k ≥ 0 represents the weighting factor for the k-th
user associated with the b-th cell.
B. Problem Formulation
In this paper, our objective is to maximize the WSR of
all users in all cells via jointly optimizing the active transmit
beamforming ω of all BSs and passive reflection coefficient
matirx Θ at the IRS, subjects to the maximum transmit power
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constraint of each BS and IRS phase shift constraint. Hence,
with the system model as characterized above, the WSR
maximization problem can be defined as follows:
P0 max
ω,Θ
Rsum (Θ, ω)
s.t. C1 :
K∑
k=1
‖ωb,k‖2 ≤ Pb,max,∀b ∈ B,
C2 : |θn| ≤ 1,∀n ∈ N,
(9)
where constrain C1 denotes the maximum transmit power
constraint of each BS and constrain C2 means the phase shift
constraint of each reflective element at the IRS.
This original problem P0 turn out to be non-convex due
to the objective function is sum-of-logarithmic of SINR, i.e.,∑
γ
log (1 + γ), and the optimizing variables were coupled
in SINR, therefore, it is hard to solve. In next section, we
reformulate the original problem as a equivalent form via
Lagrange multiplier method and quadratic transform method,
which is amenable to iterative optimization.
III. PROPOSED JOINT OPTIMIZATION ALGORITHM
As stated earlier, the optimizing variables coupled in ratio
form inside of the logarithm is the core difficulty in addressing
the WSR maximization problem. Hence, the key of proposed
jointly optimizing algorithm is moving the ratio term out of
logarithm and subsequent decoupled all optimizing variables
are expressed in linear terms after applying quadratic trans-
form. Then, we divide the converted problem into several
subproblems to tackle alternately.
We consider to moves the ratio from inside of the logarithm
to the outside in P0 via Lagrangian dual transform [41], [42],
which is given as follows:
Proposition 1 (Lagrangian Dual Transform) By introducing
auxiliary variable βb,k,∀b ∈ B, k ∈ K and collect all variables
in the matrix β ∈ CB×K , the original WSR maximization
problem is equivalent to
P1 max
ω,Θ,β
f1 (ω,Θ, β)
s.t. C1 :
K∑
k=1
‖ωb,k‖2 ≤ Pb,max,∀b ∈ B,
C2 : |θn| ≤ 1,∀n ∈ N,
(10)
where the new objective function can be defined as shown in
(11) at the bottom of the this page and f2 (ω,Θ) included in
the function is given as
f2 (ω,Θ) =
∣∣∣hHb,b,kωb,k∣∣∣2
B∑
j=1
K∑
i=1
∣∣∣hHj,b,kωj,i∣∣∣2 + σ2IMu . (12)
Proof: The proposition can be easily proved through using
Lagrange multiplier method. For details, a brief proof is given
in Appendix A.
According to Lagrangian dual transform Proposition 1, the
optimization problem P0 is succeed in converting from the
interior part of the log function to the external part. Unfor-
tunately, although the problem has been extremely simplified,
due to the optimizing variables coupled in the ratio term, P1 is
still non-convex. Therefore, to address this problem, in Section
III.B and C, we consider apply quadratic transform to decouple
all variables and expressed in a linear term.
Therefore, we divide P1 into three subproblems and solve
them alternately. For notation convenience, denoting iterations
using superscripts, suppose that at each iteration t, the obtained
optimal value of variables are represented as (·)(t). (·)(t−1)
denotes the solution obtained by last iteration. Hence, for t-th
iteration, we have:
A. Optimize β(t) given ω(t−1) and Θ(t−1)
We can easily obtain the optimal value of β by setting the
first-order condition
∂f1(ω(t−1),Θ(t−1),β)
∂βb,k
= 0, which yields
β
(t)
b,k = γ
(t−1)
b,k , ∀b ∈ B, k ∈ K. (13)
B. Find the optimal value of ω(t) by fixing Θ(t−1) and β(t)).
According to the aforementioned, note that ω and Θ
only exist in f2(ω,Θ), that is, only the last part of the
objective function of problem P1 needs to be considered
for optimizing ω and Θ. For convenience of description, let
const (β) =
B∑
b=1
K∑
k=1
αb,k (log (1 + βb,k)− βb,k) and α¯b,k =
αb,k (1 + βb,k), respectively. Hence, f1 can be expressed as
f1n (ω,Θ, β) =
B∑
b=1
K∑
k=1
α¯b,kf2 (ω,Θ) + const (β) . (14)
When fixing the value of Θ(t−1) and β(t), the problem P1
can be written as the following subproblem Pactive to solve
the optimal active transmit beamforming at b-th BS:
Pactive max
ω
f3 (ω)
s.t. C1 :
K∑
k=1
‖ωb,k‖2 ≤ Pb,max, ∀b ∈ B,
(15)
where
f3 (ω) =
B∑
b=1
K∑
k=1
α¯
(t)
b,kf2
(
ω,Θ(t−1)
)
. (16)
For a general multi-ratio fractional programming problem,
has been well exploited by quadratic transform method [41],
[42] to transform the original sum-of-ratio problem into an
equivalent form where variables are expressed in linear form.
We make use of the following proposition:
Proposition 2 (Quadratic Transform) : Introduce K pairs
of non-negative functions gk (x) as numerator and positive
f1 (ω,Θ, β) =
B∑
b=1
K∑
k=1
αb,klog2 (1 + βb,k)−
B∑
b=1
K∑
k=1
αb,kβb,k+
B∑
b=1
K∑
k=1
αb,k (1 + βb,k)f2 (ω,Θ), (11)
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functions τk (x) as denominator for ∀k ∈ K, the sum-of-ratio
problems is defined to be of the form:
max
x
K∑
k=1
gk(x)
rk(x)
s.t. x ∈ χ
(17)
Introducing auxiliary variables ρ refers to a collection of
variables {ρ1, ρ2, ..., ρK}, the original problem is equivalent
to
max
x,ρ
K∑
k=1
(
2ρk
√
gk (x)− ρk2rk (x)
)
s.t. x ∈ χ
ρk ∈ R, k ∈ K
(18)
Proof: Since the objective function of (18) is concave with
respect to ρ. Thus, setting the partial derivative of this objective
with respect to ρk to zero, the optimal value of ρk can be
expressed as ρˆk =
√
gk(x)
rk(x)
. Substituting the optimal value back
into the objective function in (17) and obtain the optimal value
is equals to
K∑
k=1
gk(x)
rk(x)
exactly. Therefore, the equivalence is
established.
According to the quadratic transform method Proposition
2, with introducing the auxiliary variables εb,k ∈ CMu ,∀b ∈
B, k ∈ K and collecting them in the matrix ε ∈ CMu×BK ,
Pactive can be converted to an equivalent form, which is
expressed as
P ′active max
ω,ε
f4 (ω, ε)
s.t. C1 :
K∑
k=1
‖ωb,k‖2 ≤ Pb,max, ∀b ∈ B,
(19)
where the arrived new objective function of P ′active is defined
as shown in (20) at the bottom of this page.
Then we can obtain ε and ω throughout solving two
subsubproblems as follows:
1) To optimize ε(t) with gave ω(t−1): The optimal value of
ε can be found by setting the first order condition of f4(ω, ε)
with respect to εb,k to zero, hence, the optimal ε can be
obtained by
ε
(t)
b,k =
√
αˆb,kh
H
b,b,kωb,k
B∑
j=1
K∑
i=1
∣∣∣hHj,b,kωj,i∣∣∣2 + σ2IMu , ∀b ∈ B, k ∈ K. (21)
2) To optimize ω(t) for fixed ε(t): Likewise, the optimal
value of ω is
ω
(t)
b,k =
√
α¯b,kεb,kh
H
b,k
λbIM +A
, ∀b ∈ B, k ∈ K, (22)
where A =
B∑
j=1
K∑
i=1
|εj,i|2hj,b,khHj,b,k and λb is the dual vari-
able introduced for enforcing the maximal power constraint
in b-th BS. Since the f4
(
ω, ε(t)
)
is concave with respect to
ω, so the strong duality holds. Hence, the problem satisfied
the Slater condition, the duality gap is zero, λb is optimally
determined by:
λ
(t)
b = min
{
λb > 0 :
K∑
k=1
‖ωb,k(λ)‖2 ≤ Pb,max
}
, (23)
and can be obtained via the ellipsoid method [44].
C. Optimize Θ(t) when β(t) and ω(t) are fixed.
For convenience of description, in (3), we let hj,b,k de-
notes the cascade channel from the j-th BS to the k-th user
associated with the b-th cell, where Θ is included in it. In
this subsection, to optimize the value of Θ, we rewrite it as
following form:
hHj,b,k = H
H
j,b,k + θ
Hdiag
(
FHb,k
)
Gj , (24)
where θ = Θ1N = [θ1, θ2, ..., θN ]
H and 1N means a 1 × N
vector with all elements are 1. Then, hHj,b,kωj,i becomes
hHj,b,kωj,i =
(
HHj,b,k + θ
Hdiag
(
FHb,k
)
Gj
)
ωj,i
= HHj,b,kωj,i + θ
Hdiag
(
FHb,k
)
Gjωj,i
(a)
= zj,b,k,i + θ
Hmj,b,k,i,
(25)
define zj,b,k,i = HHj,b,kωj,i and mj,b,k,i = diag
(
FHb,k
)
Gjωj,i,
therefore, (a) holds. Hence, by substituting (25) into
f2
(
ω(t), θ
)
and which can be expressed as
f2
(
ω(t), θ
)
=
∣∣∣hHb,b,kωb,k∣∣∣2
B∑
j=1
K∑
i=1
∣∣∣hHj,b,kωj,i∣∣∣2 + σ2IMu
=
∣∣zb,b,k,k + θHmb,b,k,k∣∣2
B∑
j=1
K∑
i=1
|zj,b,k,i + θHmj,b,k,i|2 + σ2IMu
.
(26)
Likewise, by introducing new auxiliary variables τb,k ∈
CMu ,∀b ∈ B, k ∈ K and collect all variables in the
matrix τ ∈ CMu×BK , which are defined as the quadratic
transformation factors, a equivalent function with respect to
θ and τ can be expressed as shown in (27) at the bottom of
the next page.
Similarly, since f5(θ, τ) is concave with respect to θ and τ ,
hence, the optimal value of θ and τ can be found by optimizing
alternately. First, for fixed θ(t−1), the τ (t) can be found by
setting the first-order partial derivative of f5(θ(t−1), τ) with
respect to τb,k to be zero. Hence, the optimal value of τb,k
can be obtained by
f4 (ω, ε) =
B∑
b=1
K∑
k=1
2
√
α¯b,k<
{
ε∗b,kh
H
b,b,kωb,k
}− B∑
b=1
K∑
k=1
|εb,k|2
 B∑
j=1
K∑
i=1
∣∣hHj,b,kωj,i∣∣2 + σ2IMu
. (20)
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τ
(t)
b,k =
2
√
α¯b,k<
{
zb,b,k + θ
Hmb,b,k
}
B∑
j=1
K∑
i=1
|zj,b,i + θHmj,b,i|2 + σ2IMu
, ∀b ∈ B, k ∈ K.
(28)
When we obtain the optimal value of τ (t) and fix it, we can
rewrite f5
(
θ, τ (t)
)
as
f6 (θ) = −θHZθ + <
{
2θHν
}
+ Ξ, (29)
where Z, ν and Ξ are defined as shown in (30), (31) and (32)
at the bottom of this page, respectively.
It is clear that Ξ is a irrelevant constant term with respect
to θ. Thus, we can solve the problem Ppassive to obtain the
optimal value of θ as follows
Ppassive max
θ
−θHZθ + <{2θHν}
s.t. C2 : |θn| ≤ 1,∀n ∈ N.
(33)
Clearly, the above problem Ppassive is convex. Owing to
the constrains C2 are not complex analytic functions, hence,
we transform the constrains |θn| ≤ 1 into the form as follows
|θn| ≤ 1 (b)←→ |θn|2 ≤ 1 (c)←→ θHeneHn θ ≤ 1, (34)
where en ∈ RN×1 is an elementary vector with a one at the
n-th position, while (b) and (c) hold are easily to be proved.
Thus, we rewrite Ppassive as
P ′passive max
θ
−θHZθ + <{2θHν}
s.t. θHene
H
n θ ≤ 1,∀n ∈ N.
(35)
The above problem is convex, and the optimal value of θ
can be directly obtain by using CVX tools [45], while P ′passive
also can be equivalently transformed into the form as
P ′′passive max
θ
min
ζ
f7 (θ, ζ)
s.t. ζn > 0,∀n ∈ N.
(36)
where ζn,∀n ∈ N is the dual variable for the phase shift
constrain θHeneHn θ ≤ 1, the dual objective function f7 (θ, ζ)
is defined as
f7 (θ, ζ) = −θHZθ + <
{
2θHν
}− N∑
n=1
ζn
(
θHene
H
n θ − 1
)
.
(37)
Clearly, the Slaters condition is satisfied and thus the
duality gap is indeed zero. Therefore, by setting the first order
condition ∂f7(θ,ζ)∂θ to zero, we can obtain the optimal value of
θ as
θ(t) =
ν
Z +
N∑
n=1
ζneneHn
(38)
where ζ can be determined by:
ζ(t) = min
{
ζ > 0 : θ (ζ)
H
ene
H
n θ (ζ) ≤ 1
}
, (39)
and can be obtained via the ellipsoid method.
However, the most computational complexity is caused by
matrix inverse operation of Z +
N∑
n=1
ζnene
H
n , which becomes
the bottleneck of the number of reflective elements at IRS.
Hence, a low-complexity SCA-based algorithm is proposed in
what follows. It is clear that Z is a positive-definite matrix
and θHZθ is a quadratic convex function with respective to
θ, therefore, it can be approximated by first order Taylor
expansion and shown as follows:
θHZθ −<{2θHν} ≤ θH(t−1)Zθ(t−1) −<{2θH(t−1)ν}
+2
(
Zθ(t−1) − ν)H (θ − θ(t−1))
(40)
where θ(t−1) is obtained reflective coeifficient vector in the
previous iteration. Then, inserting (40) into the objective
function of P ′passive in (34) and it is transformed as:
f6n
(
θ, θ(t−1)
)
= θH
(t−1)
Zθ(t−1) + 2<
{(
νH − θH(t−1)Z
)
θ
}
(41)
f5 (θ, τ) =
B∑
b=1
K∑
k=1
2
√
α¯b,k<
{
τ∗b,kzb,b,k,k + τ
∗
b,kθ
Hmb,b,k,k
}− B∑
b=1
K∑
k=1
|τb,k|2
 B∑
j=1
K∑
i=1
∣∣zj,b,k,i + θHmj,b,k,i∣∣2 + σ2
. (27)
Z =
B∑
b=1
K∑
k=1
|τb,k|2
 B∑
j=1
K∑
i=1
mj,b,k,im
H
j,b,k,i
, (30)
ν =
B∑
b=1
K∑
k=1
√α¯b,kτ∗b,kmb,b,k,k − |τb,k|2 B∑
j=1
K∑
i=1
(
z∗j,b,k,imj,b,k,i
), (31)
Ξ =
B∑
b=1
K∑
k=1
2√α¯b,k<{τ∗b,kzb,b,k,k}− |τb,k|2
 B∑
j=1
K∑
i=1
|zj,b,k,i|2 + σ2
. (32)
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Hence, the sub-optimal value of θ can be obtained by
tracking the problem as follows:
PSCA max
θ
f6n
(
θ, θ(t−1)
)
s.t. C2′ : θHeneHn θ ≤ 1,∀n ∈ N
(42)
Furthermore, we extend proposed algorithm to adjust dis-
crete scenario. When Θ ∈ P2, because of the discrete phase
shift, the subproblem PSCA become non-convex. Specifically,
without loss of generality, in this subsection we only consider
that 1-bit and 2-bit phase shift levels.
For 1-bit phase shift level, which is lowest level of b, it
yields θn = {−1, 1},∀n ∈ N . Hence, passive reflection
coefficient θ is restricted to a codebook:
θ˜ = {χ1, χ2, ..., χ2N } . (43)
In the above, each χm ∈ CN×1,∀m ∈ 2N represents a
possible choice, and 2N is the number of the possible choice.
Then the optimal passive reflective coefficient vector θ˜ in terms
of f6n
(
θ˜, θ˜(t−1)
)
can be obtained by searching through the
codebook, i.e.,
θ˜(t) = arg max
θ˜∈{χ1,χ2,...,χ2N }
f6n
(
θ˜, θ˜(t−1)
)
. (44)
To find the optimal θ˜ in the discrete search (44) requires
at most a computational complexity of O
(
2N
)
. It is clear
that the search approach is expensive. Therefore, we proceed
similar to [46] that reduce the complexity to O
(
log 2N
)
by taking advantage of following approach. First maximize
f6n
(
θ, θ(t−1)
)
without considering the discrete constrain C2′
and obtain the optimal θ(t), that is, we relax the non-convex
constrain for taking two discrate value to the weaker, but
convex. Then find discrete solution χm ∈ θ which is closest
to the relaxed solution θ(t), i.e.,
θ˜ = arg min
χm∈θ
∥∥∥∠χm − ∠θ(t)∥∥∥
2
, (45)
where we let ∠(x) denotes the angle of each element in vector
x. Throughout this quantify operation, we obtain optimal
discrete passive reflection coefficient vector θ˜, which lead to
a lower bound of the subproblem PSCA.
Similarly, for 2-bit scenario, where b = 2 yields θn =
{−1, −j, 1, j},∀n ∈ N and the size of the codebook is 22N ,
we can take the same approach aforementioned above to solve
it.
D. Analysis of proposed alternating optimization algorithm
An overview of the proposed jointly optimizing algorithm
is presented in Algorithm 1 with the accuracy threshold
setting ς = 0.01. Specially, we obtain the optimal value
of β, ε, ω, τ and θ by resolving the aforementioned three
subproblems alternately. Since the WSR Rsum is monotoni-
cally non-decreasing after each iteration is easily proved, the
convergence of Algorithm 1 can be guaranteed. For details,
please refer to Appendix B.
IV. SIMULATION
In this section, simulation results are provided for evaluating
the performance of employing IRS for improving WSR in
multi-cell system.
Algorithm 1 Proposed alternating optimization algorithm
Input: initial value of ω(0), Θ(0), R(0)sum, threshold ς
1: for t = 1 to 1, 2, 3, ... do
2: update β(t) by (10);
3: update ε(t) by (18);
4: update ω(t) by (19);
5: update τ (t) by (25);
6: update θ(t) by (42);
7: discrete θ(t) as θ˜(t) by (45);
8: update R(t)sum by (5);
9: if
∣∣∣R(t)sum −R(t−1)sum ∣∣∣ ≤ ς then
10: break;
11: end if
12: end for
Output: optimal value of ω = ω(t), Θ = Θ(t), Rsum =
R
(t)
sum.
A. Simulation setup
( )0,30m
( )50 ,0m− ( )50 ,0m( )2 ,0m− ( )2 ,0m
2r m=
BS-1 BS-2
Users
Fig. 2. The simulated two-cell IRS-assisted MISO communication scenario
For simplicity, we only consider a two-cell IRS-assisted
wireless communication system, in which each of cell has
a single BS which equipped with 4 transmit antennas, and
serves 4 single receive antenna users. The two BSs located
at (−30, 0) and (30, 0) and the IRS located at (0, 10),
respectively. The 4 users in the first cell are uniformly and
randomly distributed in a circle centered at (−2, 0) with radius
2m, while 4 users in the another cell are also uniformly and
randomly distributed in a circle centered at (0, 2) with radius
2m. Note that these two circles are symmetric. The noise
power is set as σ2 = −90 dBm.
Furthermore, we assume all the channel to be set as the
large-fading model. The distance-dependent path loss of the
BS-user link and the BS-IRS-user link can be modelled as
κi = $i
(
di
d0
)νi
, i ∈ {BU,BI, IU} (46)
where $i denotes the path loss at the reference distance d0 =
1m, ν represents the path loss exponent. dBU , dBI and dIU
denote the distance between the BSs and sers, the distance
between the BSs and IRS and the distance between the IRS
and Users, respectively. We set as $BU = −30 dB and $BI =
$IU = −40 dB. Moreover, the path loss exponents of the BS-
IRS and IRS-user are set as 2, the path loss exponents of the
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BS-user link is set as 3, respectively. For simplicity, we assume
the Rayleigh fading model to account for small-scale fading.
The weights to be equal in all the simulations, without loss of
generality, we set αb,k = 1,∀b ∈ B, k ∈ K.
B. Performance Comparison
To validate performance of the proposed algorithm we
introduce two different algorithms used in [39] as baseline
schemes, which are given as follows:
Active Optimization: Only optimizing active transmit beam-
forming at BSs with random passive reflection coefficient
matrix of IRS.
No-IRS Optimization: Only direct channels Hj,b,k exist,
additional channels related to the IRS Fb,k and Gj , ∀j, b, k
are set to zero. In other words, using Algrithom 1 to obtain
the optimal ω after dropping Step 5-7.
We compare our proposed algorithms under different phase
shift constrain of reflective elements, i.e., Joint Optimization
(Continuous), Joint Optimization (1-bit) and Joint Optimiza-
tion (2-bit), with above two baseline algorithms, and all the
simulation results are obtained by averaging 200 channel
realizations with held fixed B = 2 and K = 4. It will be
shown in Fig. 3-7 that when b = 2bits, the performance loss
due to discrete phase shifts is also negligible.
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
Path Loss Exponent
10
11
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13
14
15
16
17
18
W
SR
 (b
ps
/H
z)
Joint Optimization Continuous
Joint Optimization 1-bit
Joint Optimization 2-bit
Active Optimization
No-IRS Optimization
3.4 3.5 3.6 3.7
10.5
11
11.5
Fig. 3. Weighted sum-rate versus the path loss exponent.
1) Impact of path loss exponent: First, we investigate the
performance gain can be achieved by 5 schemes when change
the path loss exponent setting related to IRS. As shown in Fig.
3, as expected that the WSR achieved by proposed three jointly
Optimizing algorithms decreased significant with increasing of
νBI (νIU ) and nally converges to the same WSR as achieved
by baseline schemes. It is mean, for the lower path loss
exponent, our proposed algorithms can achieve a significant
performance gain over the baseline schemes, and when the
path loss exponent is larger than 3.5, the curves achieved
by all algorithms are approximately coincide, additional path
introduced by IRS is more negligible. Thus, to this end,
the location of IRS should be appropriately chosen and the
distance of IRS-related channels should be shorter. Hence,
without loss of generality, to validate performance of the
three proposed algorithms, in next simulations the path loss
exponents of IRS-related channels are set as 2.
2) Impact of transmit power limit of the BS: Fig. 4 demon-
strates that the average weighted sum-rate Rsum of our three
proposed alternating algorithms compare with two baseline
algorithms under different maximum transmit power limit of
all the BSs with fixing the number of reflection elements of
IRS is 32. It can be seen from the figure that the Rsum of all
the schemes rise significantly with the increase of the maxi-
mum transmit power limit, and our proposed three algorithms
outperform the other two baseline schemes. Furthermore, both
our proposed algorithms and Active Optimization scheme are
better than NO-IRS Optimization, in other words, it is proved
the advantages of the IRS in a communication system.
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Fig. 4. Weighted sum-rate versus the transmit power limit of BSs.
3) Impact of the number of reflection elements of IRS:
Then, we investigate the impact of the number of reflection
elements of IRS on Rsum with fixing the transmit power limit
Pb,max = −10dB. Fig. 5 shows the Rsum increases with
the increasing number of reflection elements of IRS which
demonstrates the admirable performance of three proposed
algorithms compared with two baseline algorithms. On the
one hand, the result of comparison with Active Optimiza-
tion algorithm demonstrates that jointly optimizing the active
transmit beamforming of BSs and the passive reflection-
coefficient matrix of IRS outperform only optimize the active
beamforming of BSs with random value of passive reflection-
coefficient matrix of IRS. On the other hand, the result of
comparison with No-IRS Optimization algorithm demonstrates
that the IRS can increase the performance gain with a low-cost
controller linked to BSs.
4) Impact of the number of antennas the BSs and users
equipped: Finally, we study the effect of the number of BSs
and users equipped when fix transmit power limit Pb,max =
−10dB and the number of reflection elements N = 32. We
simulate the average Rsum versus the number of antennas
each BS and user equipped. It can be seen from Fig. 6 and
Fig. 7 that the Rsum will be increased with the number of
antennas. However, while increasing the number of antennas
brings about performance gain, it also brings more challenges,
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Fig. 5. Weighted sum-rate versus the number of reflection elements at IRS.
such as higher computational complexity, channel information
estimation.
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Fig. 6. Weighted sum-rate versus the number of antennas of BSs equipped.
V. CONCLUSION
In this paper, we investigate an IRS-assisted multi-cell MU-
MIMO system, where the IRS is dedicatedly deployed at the
cell boundary for mitigating the mutual interference. Specially,
we proposed an alternate algorithm to maximize WSR of the
system by jointly optimizing the active transmit beamforming
at BSs and passive reflection coefficient matrix at IRS, while
an SCA-based method is used to reduce the complexity. With
assistance of IRS-related link, several interference can be
suppressed by enhancing desired signals and offset others.
Extensive simulations results indicate that the proposed al-
gorithm offers a substantial performance gain of WSR over
other baseline schemes.
APPENDIX A
To provide insight on how the Lagrangian Dual Transform
is obtained, we revisit the weighted sum-of-logarithms P0
from a Lagrangian dual perspective, and provide a proof of
Proposition 1 in alternative manner.
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Fig. 7. Weighted sum-rate versus the number of antennas of Users equipped.
First, by introducing β to replace each radio term inside the
logarithm, P0 is converted to the form which can be defined
as:
P ′0 max
ω,Θ,β
B∑
b=1
K∑
k=1
αb,k log (1 + βb,k)
s.t. (C1) , (C2) , (C3),
(47)
where the constrains C3 can be expressed as shown in (48).
Then, by introducing Lagrange multipliers ob,k,∀b, k, for each
of the equality constrains in C3, the Lagrangian can be written
as shown in (49) at the bottom of the next page.
Setting the first-order partial derivative of fl (ω,Θ, β, o)
with respect to βb,k to zero yields β
opt
b,k =
αb,k
ob,k
−1. Substituting
βoptk,b in the expression with equality constrains in C3, we can
obtain
ooptb,k =
αb,k
∣∣∣hHb,b,kωb,k∣∣∣2
B∑
j=1
K∑
i=1
∣∣∣hHj,b,kωj,i∣∣∣2 + σ2IMu . (50)
It is clear that ooptb,k ≥ 0 can be guaranteed here. Hence,
substuting it back into fl, we obtain f1 (ω,Θ, β) in (11) after
a modest modification.
APPENDIX B
In order to proof the convergence of proposed algorithm,
first we introduce two useful lemmas as follows, which can
be easily verified.
Lemma 1 Rsum (ω,Θ) = f1 (ω,Θ, β), with equality if and
only if β satisfies (13).
Moreover, denoting iterations using superscripts, for t-th
iteration, we have
Lemma 2 f1
(
ω(t),Θ(t), β(t)
) ≤ f1 (ω(t),Θ(t), β(t+1)),
where β(t+1) denotes the updated β(t) by (13). It represents
that f1 is monotonically non-decreasing with respect to β
when ω and Θ are held fixed.
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The objective function is guaranteed to be non-decreasing
after each iteration of the algorithm, this can be proved as
follows:
Rsum
(
ω(t),Θ(t)
)
(d)
= f1
(
ω(t),Θ(t), β(t)
)
(e)
≤ f1
(
ω(t),Θ(t), β(t+1)
)
(f)
= f4
(
ω(t),Θ(t), β(t+1), ε(t)
)
(g)
≤ f4
(
ω(t),Θ(t), β(t+1), ε(t+1)
)
(h)
≤ f4
(
ω(t+1),Θ(t), β(t+1), ε(t+1)
)
(i)
= f5
(
ω(t+1),Θ(t), β(t+1)
)
(j)
= f5
(
ω(t+1),Θ(t), β(t+1), τ (t)
)
(k)
≤ f5
(
ωt+1,Θ(t), β(t+1), τ (t+1)
)
(l)
≤ f5
(
ω(t+1),Θ(t+1), β(t+1), τ (t+1)
)
(m)
= f1
(
ω(t+1),Θ(t+1), β(t+1)
)
(n)
= Rsum
(
ω(t+1),Θ(t+1)
)
,
(51)
where (d) follows from the fact reformulated problem P1 is
equivalent to the original problem P0 by using Lemma 1, and
(f), (i), (j), (m) and (n) hold from similar reasoning. (c)
hold follows from Lemma 3, similarly, (g), (h), (k) and (l)
can also be proved. Therefore, the convergence behavior of
proposed alternating algorithm is proved.
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