Abstract. Traditionally, tool tracking involves two subtasks: (i) detecting the tool in the initial image in which it appears, and (ii) predicting and refining the configuration of the detected tool in subsequent images. With retinal microsurgery in mind, we propose a unified tool detection and tracking framework, removing the need for two separate systems. The basis of our approach is to treat both detection and tracking as a sequential entropy minimization problem, where the goal is to determine the parameters describing a surgical tool in each frame. The resulting framework is capable of both detecting and tracking in situations where the tool enters and leaves the field of view regularly. We demonstrate the benefits of this method in the context of retinal tool tracking. Through extensive experimentation on a phantom eye, we show that this method provides efficient and robust tool tracking and detection.
Introduction
Surgical tool tracking has recently established itself as part of the computer assisted intervention community [1, 2] . Ophthalmic microsurgery is an emerging research field, and the ability to detect and track retinal tools is very important for automatic vein cannulation, retinal modeling, precise retinal image mosaicking and other microretinal surgery applications. Informally, the objective of visual tracking is to provide an accurate estimate of the parameters or configuration of a tool across time. A general solution involves two subtasks: (i) detecting the tool in the initial image in which it appears, and (ii) predicting and refining (i.e. tracking) the configuration of the detected tool in subsequent images [3] .
Indeed, few accurate tool detection and tracking systems exists in the context of retinal microsurgery. In [4] tracking is performed frame by frame by using color appearance and a 3D tool model, rendering tracking relatively slow. Similarly, [5] casts the retinal tool tracking as a linear programing problem, achieving good accuracy but also suffering from high computational cost. Gradient-based color tracking in retinal image sequences was also proposed in [2, 6] , but is highly depend on good initialization. More generally within the context of computer vision, combining detection and tracking remains a difficult problem when an object enters and leaves the field of view frequently.
We propose an algorithmic framework that combines tool detection and tracking in an information theoretic setting. Instead of treating detection and tracking as separate tasks, we cast both as a single sequential entropy minimization problem, treating tool detection and sequential localization estimation as one. Consequently, the system presented here consists of a single process, as opposed to two, and hence reduces the need for careful initializations and parameter tuning. Our solution solves detection and tracking as a density estimation problem by using an Active Testing (AT) [7, 8] optimization strategy. In practice, we demonstrate that our approach provides a feasible and automatic solution to tool detection and tracking, without the need of accurate motion models. While we have chosen to show this method in the context of retinal tool tracking, we believe it is general enough for kinematic tools in a number of other surgical settings.
The remainder of the paper is organized as follows: in Sec. 2 we first describe tracking as a Bayesian sequential estimation problem and how our approach embodies this structure. We then describe how the AT paradigm is used to locate tools in Sec. 3. In Sec. 4, we perform extensive experimentation to validate our approach. Finally, we conclude with some closing remarks in Sec. 5.
Tool Tracking
In what follows, we parametrize the surgical tool by (1) the location on the boundary of the image where the tool enters, (2) the angle the tool makes with the image boundary and (3) the length of tool (see Fig. 1(a) ). Note that this choice simply reflects known constraints for this application. More formally, the tool configuration space is defined as Y = (y 1 , y 2 , y 3 ) ∈ S 1 where,
, where P is the length of the perimeter of the image in pixels, δ is a minimal length the tool must protrude before being considered visible and D is the diagonal image length. To model the tool leaving the field of view, we allow a special token S 0 indicating that the tool is not visible (i.e. Y ∈ S 1 ). Thus, Y ∈ S = S 0 ∪ S 1 .
We cast the tracking problem in a Bayesian sequential estimation fashion. That is, at time t, we consider a random variable Y t that must be inferred given the image sequence observed up to that time instance, I t = (I 0 , . . . , I t ). Using a standard Hidden Markov Model assumption, we formulate this as a Bayesian filtering problem [9] . That is, we specify a prior distribution on Y , denoted P (Y 0 ), a tool dynamics model, P (Y t |Y t−1 ), and will sequentially estimate the new tool parameters given the observed images I t .
Active Testing Filtering:
In order to compute the posterior distribution of Y given the history of observations, P (Y t |I t ), we make use of the AT strategy. AT is a stochastic optimization technique used for parameter estimation. When trying to determine a set of parameters, Y = (y 1 , . . . , y n ), this technique requires a prior probability distribution on the parameters, which in our case will be P (Y t |I t−1 ), a set of questions, X , pertaining to the parameters and a parametrization of the parameter space. The main idea is to use the available questions to make the distribution of Y evolve such that it is peaked on the correct parameters, (i.e. tool location and pose). AT automatically selects which questions to ask by using an entropic loss function. Algorithmically, this consists in: (i) select a question (i.e. an image functional) and subset of the parameter space, (ii) apply this question to the subset selected, (iii) update the probability distribution of the parameters, (iv) select the next question and subset pair that maximizes the mutual information gain, (v) repeat from (ii) until the entropy of the distribution is low. For a more thorough review of AT, see [7, 8] .
Given this, we propose a general Active Testing Filter (ATF) (see Alg. 1). The user initially provides, some dynamics model, P (Y t |Y t−1 ) and an initial prior P (Y 0 ). Then, for an image in the sequence, first compute P (Y t |I t−1 ) (line: 3) by using the provided dynamics model. Then treat P (Y t |I t−1 ) as an initial prior for the AT localizer (line: 4). This process is then repeated for all images in the sequence
In the following section, we specify the required question set and space parametrization.
Algorithm 1. Active Testing Filtering (
I = {I 1 , . . . , I T } ) 1: Initialize: P (Y 0 ), P (Y t |Y t−1 ) 2: for all t = 1, . . . , T do 3: P (Y t |I t−1 ) = P (Y t |Y t−1 )P (Y t−1 |I t−1 )dY t−1 4: P (Y t |I t ) = ActiveT esting(I t , P (Y t |I t−1 )) 5: end for
Active Testing for Tool Localization
To use the AT framework, one must provide a question set and specify a partitioning of the search space. We now describe these specifications. Space Representation: Let Λ denote a binary decomposition of the space S 1 . That is, Λ is a tree of sets, Fig. 1(b) ). The root of tree is Λ 0,0 = S 1 . The decomposition of the tree is performed by splitting one coordinate of Y at a time, until a desired resolution, at which point we repeat the procedure for another coordinate (e.g. split y 1 , then y 2 and so on). That is, the partition forms conditional subtrees: the first subtree decomposes the first parameter, while the second subtree decomposes the second parameter conditioned on the first, and the last subtree partitions the final parameter conditioned on the two first parameters. The subtrees are color coded in Fig. 1(b) . It is easy to show that any level of the tree forms a covering on S 1 , i.e. , S 1 = Λ 0,0 =
Query Set: To determine the target configuration, a set of questions or tests, X , pertaining to the target must be provided. This consists in associating each node Λ i,j with a set of pose-indexed queries that provide information on whether or not the target has configuration contained within the node at hand. For each node Λ i,j , we define a set of questions,
,j is some image functional; X : I → R. Finally, all questions are assumed to have homogeneous responses such that,
where f 2 ) are learned from separate training images representative of test sequences.
We now specify the query set, X . In total, we form six queries. That is for each node in Λ, we have X i,j = {X 1 i,j , . . . , X 6 i,j }. We let X 1 i,j count the proportion of pixels deemed tool like, by using a color model learned from data, over a region determined by the interval of y 1 in Λ i,j . An example is shown in Fig. 2(a)-(b) , where each image shows a different Λ i,j being queried by X 1 i,j . X 2 i,j also queries a part of the y 1 interval by applying a small template to the image boundary centered on y 1 , and compute the minimum template score when varying the template orientation (see Fig 2(c) ).
In order to estimate y 2 , we form X i,j again applies a template match perpendicular to the average angle in the interval of y 2 in Λ i,j (see Fig. 2(g) ).
Estimating y 3 is achieved by queries X 5 i,j and X 6 i,j . At this point, both the tool boundary point and the angle are assumed to be fixed. Estimating if the length of the tool is in the interval of y 3 in Λ i,j is done by computing the difference in average pixel intensities at the upper bound and lower bounds of y 3 in Λ i,j (see Fig. 2(d)-(h) ). Finally, X 6 i,j performs a template match according to the parameters specified in Λ i,j .
Experiments
We choose the prior of Y to be uninformative and let 
where A is the dynamics transition matrix. In the experiments that follow, A is augmented to allow velocity estimates to be compounded in the new prior. Given that we know that the tool will enter and leave the field of view often, we expect the dynamics model to be violated regularly. While this may induce inappropriate priors P (Y t |I t−1 ) at each step, the AT framework will correct for this automatically. Note that, the AT model is trained on a separate and representative training set of 50 images, where the tool pose has been annotated. Also, since we are only interested in tracking the tool when it is in focus and the depth of field is particularly small on retinal Experimental Setup: Similarly to [4, 2] , we recorded two video sequences of a retinal tool interacting with a phantom retinal membrane. The sequence consists of 400 frames of size 256 × 256. In these sequences, a retinal tool (needle) is initially present in the field of view and moves regularly. The tool leaves and reenters the field of view multiple times throughout these sequences. In images that contain the tool, the locations have been manually annotated for quantitative analysis evaluation. All algorithms were tested on a standard 2.3GHz PC.
To illustrate the AT step in our ATF approach, Fig. 3 shows both the queries asked and the evolution of Λ at selected iterations during this process. The top row shows which query is being evaluated with the queried region highlighted in each image. The bottom row shows the state of Λ at that point. The area of each node is proportional to the mass contained in that pose subset, while the color of each node represents which coordinate is being refined (as in Fig. 1) .
Initially, only the root Λ 0,0 exists and a query is evaluated on the entire pose space. Having created children (Fig. 3(a)i-ii) , the size of Λ consists of three nodes. After a few queries, the tree has grown and refined itself past the first coordinate y 1 , onto y 2 and y 3 (Fig. 3(b)(c)i-ii) . Eventually the correct y 2 parameter (Fig. 3(d)i-ii) is located, leading to a valid tool detection (Fig. 3(e)i-ii) .
Having detected the tool parameters, we use the dynamics model to compute a new prior that seeds another round of the AT step. As such, no separate mechanism is required to initialize tracking, or filter responses. Fig. 4 shows some selected images of the tool being tracked. When the tool moves beyond the domain of the image, tracking is abandoned, correctly detecting that no tool is present. The object then reappears in the field of view and is automatically reacquired. Notice that when the tool tip and tool shadow approach together, the tool object is still correctly tracked (Fig. 4(c)(e) ).
Comparison: To evaluate the performance of the ATF approach, we compared it with two methods: Simple Detect (SD) and Simple Detection and Tracking (SDT). Both these methods are specially tailored using a priori knowledge of the appearance of the tool and background in the experimental image sequences.
In SD, all pixel positions are tested to detect the tip of a long shaft. The pixel intensity threshold for separating tool and background was tuned empirically so that no false detections occur. Once it is detected, the tool is tracked using the tool position from the previous image for initialization. In a similar spirit to [2] , SDT includes a tracking loop after detection (as performed by SD). The tool tracking loop consists of the following steps. First, for a new image, the displacement of the tool is found by searching along a line perpendicular to the tool. Second, the new tool angle is measured. The maximal angle variation is set to 35 degrees for limiting the computational search cost. Finally, the tool tip is found by searching along the tool shaft for the intersection of the tool and the background (the intersection is determined by thresholding the intensity level using empirically chosen values)
1 . In our comparison we observe three aspects of performance. First, we compute the error in the estimates of each parameter and the tool tip position. This error is computed by using the annotated ground truth. Similarly, we compute statistics which are typically observed in detection and localization tasks. We consider a correct detection to be one which estimates the tool tip location to within 10 pixels of the ground truth. We then compute the true positive rate (TPR), the false positive rate (FPR) and the precision for each approach. Finally, we report the computational time of each algorithm. Given these performance measures, we compare the following four algorithms: the Active Testing algorithm (AT), both comparison methods described above, SD and SDT, and the ATF algorithm. Fig. 5 summarizes our experimental results. For the accuracy error, we report the means and standard errors for each tool parameter and tool tip. Notice that in general all the methods proposed provide more or less the same detection accuracy. Naturally, we see that detection is significantly slower than tracking with both AT and SD running much slower than tracking methods, confirming the advantages of tracking strategies over tracking by pure detection approaches.
From the algorithms tested, ATF appears to outperform other methods and yet remains computationally efficient (i.e. over 90 fps). In the domain of accuracy, the ATF approach estimates the tool parameters more accurately and consistently. When compared to SDT, ATF is generally capable of determining the configuration of the tool more accurately. This improvement can be attributed to the sequential parameter estimation that the active testing framework conducts. By estimating the first parameter, then the second and so on, each parameter is individually estimated accurately. This is in sharp contrast to the more direct SDT approach which locates the tool tip, and then estimates the necessary parameters.
Conclusion
We have proposed a novel approach to tool tracking and detection. By treating both problems in a sequential tool parameter estimation setting, our framework minimizes the entropy of the joint distribution over the tool parameters and the available questions provided. A full detection and tracking algorithm has been outlined, and we have empirically shown that the proposed method is capable of detecting and tracking retinal tools efficiently and robustly in cases where the tool enters and leaves the field of view frequently. As part of our future work, we are looking at extending this framework to tracking multiple targets such that this approach may be applicable in a larger number of settings.
