This paper investigates downlink channel estimation in frequency-division duplex (FDD)-based massive multiple-input multiple-output (MIMO) systems. To reduce the overhead of downlink channel estimation and uplink feedback in FDD systems, cascaded precoding has been used in massive MIMO such that only a low-dimensional effective channel needs to be estimated and fed back. On the other hand, traditional channel estimations can hardly achieve the minimum mean-square-error (MMSE) performance due to lack of the a priori knowledge of the channels. In this paper, we design and analyze a strategy for downlink channel estimation based on the parametric model in massive MIMO with cascaded precoding. For a parametric model, channel frequency responses are expressed using the path delays and the associated complex amplitudes. The path delays of uplink channels are first estimated and quantized at the base station, then fed forward to the user equipment (UE) through a dedicated feedforward link. In this manner, the UE can obtain the a priori knowledge of the downlink channel in advance since it has been demonstrated that the downlink and the uplink channels can have identical path delays. Our analysis and simulation results show that the proposed approach can achieve near-MMSE performance.
I. INTRODUCTION
As a promising technique for the next generation cellular systems, massive multiple-input multiple-output (MIMO) has gained a lot attention recently [1] . By installing a huge number of antennas at the base station (BS), massive MIMO can significantly increase the spectrum-and energy-efficiencies of wireless networks [2] , [3] .
In massive MIMO systems, accurate downlink channel state information (CSI) is required at the user equipment (UE) for demodulation and the BS for precoding [3] . However, due to the large overhead caused by the huge number of antennas, both the estimation and the feedback of downlink CSI in frequency-division duplex (FDD)-based massive MIMO systems are not as easy as in regular MIMO systems. To address this issue, the spatial correlation of the channels corresponding to different antennas has been exploited to develop a cascaded precoding [4] , where we only need to deal with a low-dimensional effective channel such that traditional channel estimation and limited feedback can still be used [5] , [6] . The spatial correlation of the channels has also been used in [7] , [8] , where a closed-loop training technique is used to improve the performance iteratively. In addition to the spatial domain, the delay-domain sparsity of the sampled channel impulse response (CIR) is also exploited in [9] , [10] such that the number of unknowns for downlink channel estimation can be reduced significantly.
On the other hand, traditional channel estimation can hardly achieve the minimum meansquare-error (MMSE) performance due to lack of the a priori knowledge of the channels. To improve the performance, a parametric model has been used in [11] where the channel frequency respones (CFR) are expressed using the path delays and the associated complex amplitudes. By estimating the path delays and the complex amplitudes separately, the estimation accuracy can be greatly improved. In [11] , estimation of signal parameters by rotational invariance technique (ESPRIT) has been used to estimate the path delays [12] , which requires a long symbol sequence to obtain the frequency-domain covariance matrix. Although some approaches have been proposed to reduce the sequence length [5] , [13] , the need of the long symbol sequence still limits the application of parametric model based channel estimation in burst-type transmissions, such as the cellular systems.
In this paper, we will exploit the large number of antennas in massive MIMO systems and the reciprocity of the path delays between the downlink and the uplink to design a strategy for downlink channel estimation based on the parametric model in a massive MIMO system with cascaded precoding. On one hand, the long symbol sequence needed in traditional parametric model based approaches is unnecessary in massive MIMO systems. The frequency-domain covariance matrix can be estimated using the large number of antennas at the BS, and thus the path delays for the uplink channel can be obtained efficiently at the BS. On the other hand, in FDD systems, the separation between the downlink and the uplink frequencies are about 5% of the center frequency [14] . Given such small frequency separation, the downlink and the uplink will have many common features such as the path delays [15] , [16] . In this case, the uplink path delays estimated at the BS can be directly used as the downlink ones.
The above observations inspire us to design a strategy for downlink channel estimation in this paper. In the proposed strategy, the path delays of uplink channels are first estimated at the BS using the large number of antennas, then quantized and fed forward to the UE through a dedicated feedforward link. In this manner, the UE can obtain the knowledge of the downlink channel in advance since the downlink and uplink have identical path delays. Once the UE has the knowledge of the path delays, the effective CFR can be regenerated by estimating the associated complex amplitudes. Our analysis shows that the performance of channel estimation can be improved by increasing the accuracy of path delay estimation or using more quantization bits. Given sufficient quantization bits and accurate path delay estimation, the proposed strategy can achieve near-MMSE performance.
It should be highlighted that our approach in this paper can be also used in general downlink massive MIMO systems without cascaded precoding. However, since it is difficult to achieve efficient feedback in such systems, we focus on the cascaded precoding based massive MIMO system which is more realistic for practical realization.
The rest of this paper is organized as follows. The system model is presented in Section II. The channel estimation strategy is described in Section III, and analyzed in Section IV. Simulation results are shown in Section V, and conclusions are finally drawn in Section VI. Fig. 1 (a) , we consider an orthogonal frequency division multiplexing (OFDM) with K subcarriers in a massive MIMO system with M antennas at the BS and a single antenna at the UE of interest. Only the single user case is considered in this paper although our approach can be also extended to the multiuser case. In Fig. 1 Denote h m [k] to be the dowlink CFR at the k-th subcarrier corresponding to the m-th antenna.
II. SYSTEM MODEL

As in
In the presence of multipath propagation, h m [k] can be expressed as
where T is the OFDM symbol duration, τ l denotes the delay of the l-th path, and α m [l] denotes the complex amplitude of the l-th path at the m-th antenna. We assume the complex amplitudes are Gaussian distributed with zero mean and
Furthermore, the complex amplitudes corresponding to different paths are assumed independently distributted in this paper.
When a large number of antennas are placed in a small area, the channels at different antennas will be correlated. Accordingly, the spatial correlation function can be defined as
or in a matrix form as
. From [4] , the optimal inner precoder is given by
is composed of D eigenvectors associated with the largest eigenvalues of downlink spatial covariance matrix, R s . In practical systems, the inner precoder can be obtained by exploiting the reciprocity of the spatial covarince matrices between the downlink and the uplink [17] , [18] . In this paper, we assume the inner precoder is ideally known such that we can focus on the channel estimation with respect to the low-dimensional effective channel.
T to be a channel vector composed of the actual downlink
CFRs from all the antennas at the k-th subcarrier. Then, given the optimal inner precoder, the effective downlink CFR at the k-th subcarrier over the d-th eigenvector can be expressed as
In this case, the received signal at the k-th subcarrier over the effective channel can be expressed,
where z[k] denotes the additive white Gaussian noise with zero mean and E(|z[k]| 2 ) = N 0 , and
denotes the frequency-domain training symbol over the d-th eigenvector. In this paper, we use training symbols with constant amplitudes and random phases, that is,
The phases are independently generated for different d's and k's with a uniform distribution in
Theoretically, the downlink and the uplink channels should have the same path delays since the signals will travel the same distance in both ways [19] , [20] . Measurement results in [21] - [23] have shown that the power delay profiles are indeed very similar for the downlink and the uplink. It is therefore reasonable to assume identical path delays for both downlink and uplink as in [15] - [17] , [24] . Experimental results in [25] have demonstrated that the assumption of identical path delays coincide with the practical measurements given small frequency separation between the downlink and the uplink.
When the downlink and the uplink channels have the same path delays, the uplink channel at the k-th subcarrier on the m-th antenna can be given as
where α m [l], with zero mean and
l , denotes the complex amplitude of the l-th path at the m-th antenna for the uplink. Similarly, the complex amplitudes corresponding to different paths for the uplink are also assumed independent.
Based on (1) and (5), the path delays, τ l 's, for the downlink channel can be obtained at the BS through uplink channels since they have common path delays.
III. CHANNEL ESTIMATION STRATEGY BASED ON PARAMETRIC MODEL
In this section, we first develop the parametric model in massive MIMO systems with cascaded precoding. Then, we discuss estimation, quantization, and feedforward of the path delays. Finally, we present the least-square (LS) estimation of the associated complex amplitudes.
A. Parametric Model in Massive MIMO with Cascaded Precoding
For the parametric model, the CFR is represented using the path delays and the associated complex amplitude of each path [11] . To obtain the parametric model in cascaded precoding
T to be the vector composed of the actual complex amplitudes from all the antennas at the l-th path. Then, from (1) and (3), the effective complex amplitude corresponding to the l-th path over the d-th eigenvector can be obtained as
Similar to (1), the effective CFR,
, can be expressed as the Fourier transform of the effective CIR, that is
Therefore, the effective CFRs,
's, can be obtained by estimating the path delays, τ l 's, and the effective complex amplitudes,
Substituting (7) into (4), the received signal based on the parametric model is rewritten as
If taking all the subcarriers into account, (8) can be rewritten in a matrix form as
where
indicating the frequency-domain steering vector. For a more tight form, (9) can be rewritten as
B. Path Delay: Estimation, Quantization, and Feedforward 1) Estimation: Since the path delays are identical for the downlink and the uplink, the estimated path delays from the uplink can be directly used as the downlink ones. The subspacebased approach, which consists of two steps, can be used for the estimation of the uplink delays at the BS [11] .
The first step is to estimate the uplink frequency-domain covariance matrix, which can be
) denotes the corresponding correlation function. In massive MIMO systems, the frequency-domain covariance matrix can be estimated by averaging the uplink CFRs corresponding to different antennas at the BS,
T denotes the uplink channel vector, which can be estimated via uplink channel estimation [5] . In this case, the long symbol sequence in [11] , [13] is not required any more and the proposed strategy can be used in cellular systems.
For the second step, the ESPRIT algorithm can be used to obtain the estimation of the path delays as in [11] . The procedure is the same with that in [11] and thus not presented here.
The accuracy of path delay estimation can be measured by the variance,
, where τ l denotes the corresponding estimated path delay. Although the estimation performance of ESPRIT algorithm can be improved by using more subcarriers and more antennas, it is in general difficult to obtain an analytical result [26] , and we therefore use a simple notation as the performance metric of the path delay estimation, where σ 2 decreases as the increase of numbers of subcarriers or antennas [26] .
2) Quantization:
The estimated path delay, τ l , is then quantized to, τ l , so that it can be fed forward to the UE. In this paper, we use a simple uniform quantization as in Fig. 2 . If B bits are used for the quantization of each path delay, then the quantization interval can be given by
where τ max indicates the maximum delay. In practical systems, the duration of the cyclic prefix can be used instead if the maximum delay is unknown.
For uniform quantization, the quantization error, τ l − τ l , can be viewed as a uniformly distributed noise with zero mean and [27]
which shows that the quantization performance can be improved exponentially by using more quantization bits.
3) Feedforward:
After the quantization, the path delays are fed forward to the UE through a dedicated feedforward link. Similar to traditional limited feedback [6] , we assume the feedforward link is error-free. On the other hand, the feedback delay in traditional limited feedback may deteriorate the system performance due to the time variation of wireless channels. In the scenario of this paper, however, the path delay depends on the surrounding scatters in typical wireless channels, which will not change for a relatively longer duration. It is therefore reasonable to assume that the path delays are constant and thus the feedback delay has no impact on the the proposed approach.
C. LS Estimation of Complex Amplitudes
Once the UE has the knowledge of the path delays, it only needs to estimate the effective complex amplitudes. From (10), the LS estimation of the effective complex amplitudes can be given by
where X is exactly the same with X except that the quantized delays, τ l 's, are used instead of the real ones. Note that if two or more path delays are too close to separate due to inaccurate path delay estimation or small number of quantization bits, we can view those inseparable path delays as a single one so that X H X in (16) is always with full rank.
Given the quantized path delays and estimated effective complex ampltitudes, the estimated effective CFR can be regenerated, similar to (7), as
IV. PERFORMANCE ANALYSIS
In this section, we will first analyze the performance of the proposed channel estimation strategy in Section III. Then, a comparison with the MMSE estimator will be shown.
A. Mean-Square-Error (MSE) for Channel Estimation
The MSE for channel estimation can be defined as
where the expectation is with respect to the channels and the additive noise. When the number of subcarriers is large enough as in most systems, we have [28]
Using the relation above together with Appendix A, we have
m,n=0 denotes the dowlink spatial covariance matrix caused by the subpaths inside the l-th path with r s,l [m] indicating the corresponding correlation function,
and we can obtain, from (2), that R s = L−1 l=0 R s,l . In (20) , the overall error, τ l − τ l , is composed of a quantization error and an estimation error,
When the antenna number is large, the estimation error can be very small [26] . Similarly, the quantization error can also be very small if we assume the number of quantization bits is sufficiently large. Under this situation, τ l and τ l will be very close and thus
Using (22), (20) can be rewritten as
where we have ignored the high-order error term. The second equation in (23) is due to the assumption that the estimation error and the quantization error are independent. Substituting (13) and (15) into (23), we obtain
Equation (24) shows that the performance of channel estimation can be improved by using more quantization bits or increasing the accuracy of path delay estimation. In an extreme case where the path delay estimation is ideal and B → ∞, the average MSE is further reduced to
which is proportional to the number of effective complex amplitudes.
For more insights, the term, Tr{U (24) can be rewritten as
where g D (·) denotes the sum of the D largest eigenvalues of a given matrix, that is
where λ d (·) denotes the d-th largest eigenvalue of a given matrix. From [29] , [30] ,
where the equation holds when R s,l = 1 L R s for all l's. In this case, we have
and thus E{|β d 
and therefore (28) can be rewritten as
As a result, by substituting (31) into (26), we can obtain
which suggests that an effective channel with equal powers among the paths gives the worst
B. Comparison with MMSE Estimator
It is necessary to make a comparison with the MMSE estimator since it can achieve the best performance. If using the MMSE estimation for the effective CFR in (4), the associated MSE can be given as [31] MSE MMSE = Tr R
where A = (A 0 , · · · , A D−1 ) and
(34) such that the analysis can be greatly simplified. Then, from Appendix B, the MSE in (34) can be given as
which means the MMSE estimator is always better than the proposed strategy. However, when the signal-to-noise ratio (SNR) is large enough,
Compared to (25) , the proposed approach can achieve the performance of the MMSE estimator if accurate path delay estimation and enough quantization bits when the SNR is large enough.
V. SIMULATION RESULTS
In this section, computer simulation is conducted to verify the proposed approach. In the simulation, we consider an OFDM system with K = 256 subcarriers and the subcarrier spacing sim., no est. error theo., no est. error Fig. 3 . MSE versus the number of quantization bits for different variances of estimation error at SNR=10 dB.
situation. As the accuracy of the path delay estimation improves, the MSE can be further reduced by using more quantization bits. Fig. 4 shows the MSE versus the variances of the estimation errors with different numbers of quantization bits. When the number of bits is small, the MSE can be hardly improved further by improving the estimation accuracy because the quantization error is dominant in this situation.
The performance can be further improved by reducing the variance of estimation error when more quantization bits are used.
Fig . 5 shows the MSE versus the SNR with different quantization bits and variances of the estimation errors. As expected, the MSE can be improved by using more quantization bits or improving the accuracy of path delay estimation. On the other hand, when the number of bits is large enough and the path delay estimation is accurate enough, the proposed approach can achieve near-MMSE performance at the high SNR domain. This coincides with our analysis in Section IV. In this figure, the BS uses the effective CSI fed back by the UE for downlink precoding. We assume the estimated channels at the UE can be perfectly fed back to the BS such that the performance is only affected by the channel estimation error. From the figure, only 5 bits are enough to achieve the case with ideal effective CSI. Fig. 7 shows the capacity versus variances of estimation errors with different number of quantization bits. Similar to that in Fig. 6 , we still assume the estimated channels at the UE can be perfectly fed back to the BS. From the figure, the capacity can be hardly improved when σ 2 < −25 dB, which means that more accurate path delay estimation is unnecessary.
VI. CONCLUSIONS
In this paper, we have designed and analyzed the downlink channel estimation in FDD-based massive MIMO systems with cascaded precoding. Assuming the downlink and the uplink have the same path delays, the path delays are first estimated at the BS, and then quantized and fed forward to the UE. In this case, the UE can obtain the a priori knowledge of the downlink channels. The accuracy of downlink channel estimation can be therefore significantly improved. Our simulation results have shown that the proposed approach can achieve near-MMSE performance given accurate path delay estimation and sufficient quantization bits, which also coincides with our theoretical analysis.
APPENDIX A
The MSE for channel estimation in (18) can be rewritten in a matrix form as
Therefore, we need calculate E(β d β H the (l 1 , l 2 )-th entry is given by 
. Since the functions of independent random variables are still independent, e jϕ[k] 's are therefore independent for different subcarriers. Then, following the law of large numbers, we have Although it is in general difficult to prove (B.4) in a strict sense, our numerical results show that (B.4) always holds for different situations. Actually, rank deficiency of R β is a very strong condition that can be hardly achieved in practical engineering problems, and therefore R β is always with full rank.
When the number of subcarriers is very large, the relation in (19) means that the columns of S are mutually orthogonal and therefore S is full column rank matrix. As a result, we can obtain from (B.2) that rank{R b } = rank{R β } = DL. (B.5)
In other words, there are only DL significant eigenvalues for R b while the others are very small and thus can be omitted. As a result, the MSE in (B.1) is reduced to 6) which is exactly (36).
