We consider models for the covariance between two blocks of variables. Such models are often used in situations where latent variables are believed to present. In this paper we characterize exactly the set of distributions given by a class of models with one-dimensional latent variables. These models relate two blocks of observed variables, modeling only the cross-covariance matrix. We describe the relation of this model to the singular value decomposition of the cross-covariance matrix. We show that, although the model is underidentified, useful information may be extracted. We further consider an alternative parameterization in which one latent variable is associated with each block, and we extend the result to models with r-dimensional latent variables.
Introduction
Cross-covariance problems arise in the analysis of multivariate data that can be divided naturally into two blocks of variables, X and Y, observed on the same units. In a crosscovariance problem we are interested, not in the within-block covariances, but in the way the Ys vary with the Xs.
The field of behavioral teratology furnishes examples of cross-covariance problems. In a study of the relationship between fetal alcohol exposure and neurobehavioral deficits reported by Sampson et al. [17] and by Streissguth et al. [23] there are 13 X variables, each corresponding to a different measure of the mother's reported alcohol consumption during pregnancy, and 11 Y variables, each corresponding to a different IQ subtest. In a study of the relationship between corpus callosum shape and neuropsychological deficits related to prenatal exposure to alcohol, there are 80 shape coordinates and 260 neuropsychological measures [5] . The researchers are not primarily interested in the relationships between the different measures of the mother's alcohol intake, between the shape coordinates, or between the different neuropsychological measures. In the first study the researchers are interested in the relationship between alcohol intake and IQ. In the second study they are interested in the relationship between callosal shape and behavioral impairment. None of these phenomena can be measured directly.
A natural model to associate with the cross-covariance problem is the symmetric paired latent correlation model. 3 A path diagram (corresponding to a semi-Markovian system of equations, [15, pp. 30, 141 ] is seen in Fig. 1 . Path diagrams and their notation are defined in Appendix A. The paired latent correlation model family is formally specified in Section 2.2. The model depicted in Fig. 1 belongs to this family. With each block of observed variables is associated a scalar latent variable with unit variance, for the X block and for the Y block. The observed variables are linear functions of their parents, the latent variables, plus error. Correlated errors are indicated by bidirected edges. Under this model X and Y are conditionally independent given either or both of the latent variables.
A common approach in the factor analysis literature is to assume that within-block errors are uncorrelated. This approach is incompatible, however, with our wish to model only between-block covariance. Thus in the current model the correlations of the within-block errors are unconstrained.
One problem with the latent variable model depicted in Fig. 1 is that it is underidentified. That is, there are parameter values that cannot be distinguished on the basis of data. Furthermore it is not clear to which set of distributions over the observed variables the model corresponds. In this paper we overcome these problems by showing that the latent model with k pairs of latent variables corresponds to the set of all distributions over the observed variables in which the cross-covariance, XY , is of rank k. Consequently the latent model is appropriate for the setting we described, where we do not seek to model, and place no constraints on, the within-block covariance. Furthermore, in the case of a single pair of latent variables, or rank ( XY ) = 1, this solution furnishes a precise answer to the question of identifiability. In estimating these models we are able to exploit well-developed methods: moment-based approaches using the singular value decomposition, and likelihood-based approaches used for reduced-rank regression.
As a corollary we prove covariance equivalence (see [15, p. 145 ]) of two latent-variable models containing different numbers of latent variables. To our knowledge this is the first result of this kind. Note furthermore that we have specified this model to be symmetric in X and Y. In fact it will turn out that there are asymmetric variants that are equivalent to the symmetric model. Finally we contrast model equivalence results in the case where the errors are unrestricted with the situation where they are assumed to be diagonal.
For related work that attempts to characterize the set of distributions over the observed variables induced by a latent model see [6, 18, 19] . For work that attempts to solve the problem of identification of a single-factor model, see [22, 24] . For other approaches to identifying relationships between variables, in situations where the response is unobserved, see Kuroki et al. [12] .
Models
All models in the current work are specified only by the covariance matrix, also known as the variance-covariance or dispersion matrix. If we assume an underlying Gaussian density, then this specifies the distribution; however none of the results that shall be derived depend on any particular probability density function. Furthermore, it shall be seen in Section 6 that, in the examples cited from behavioral teratology, scientific findings were arrived at without assuming a particular density for the data.
Reduced-rank-regression models
A rank-r reduced-rank-regression model is the set of (p+q)×(p+q) positive semidefinite matrices satisfying a rank constraint on the cross-covariance matrix:
Anderson discusses inference for this model [2] . 
Paired latent correlation models
The r-variate symmetric paired latent correlation model is a generalization of the model introduced in Section 1. It is the set of distributions over the latent r-vectors and , the observed variables X and Y, and the errors and , specified as follows.
x = A + and y = B + , where
, T , T T , and are mutually independent, A ∈ IR (p×r) , and B ∈ IR (q×r) .
Thus the parameters are 1 , . . . , r , A, B, , and , where | k | 1 for all k and where and must be positive semidefinite. The columns of A and B are called loadings. A path diagram for a symmetric paired latent correlation model may be seen in Fig. 2 . The reader will observe that this model is underidentified. For the case where there is a single pair of latent variables, however (r = 1), we shall precisely characterize the degree of non-identifiability, and suggest a natural convention that makes the model identifiable.
Diagonal latent models
The r-variate symmetric diagonal latent model is the set of distributions over the latent r-vector , the observed p-vector X, the p-vector of errors , the observed q-vector Y, and the q-vector of errors , specified as follows.
x = A + and y = B + , where (q×q) , , , and are mutually independent, A ∈ IR (p×r) , and B ∈ IR (q×r) . Thus the parameters are the matrices A, B, , and , subject to the constraint that and must both be positive semidefinite. The reader will observe that the r-variate diagonal latent model is a special case of the r-variate paired latent correlation model where ≡ . A path diagram for a symmetric diagonal latent model may be seen in Fig. 3 .
Existence of latent parameterizations
Every set of parameter values for the symmetric paired latent correlation model induces a covariance matrix (1) over the observed variables as follows.
A set of parameter values for the diagonal latent model induces a special case of this covariance matrix, with R equal to the identity. The Eq. (4) define a map from the space of r-variate symmetric paired latent correlation models into the space of rank-r reduced-rank-regression models. The existence of such a map immediately raises the question whether every covariance in the rank-r reduced-rankregression model can be obtained by a set of parameter values in the r-variate paired latent correlation model-i.e., is the map onto. The answer is yes. We say that the parameter values for the latent model parameterize or are a parameterization of the reduced-rank-regression covariance matrix that they induce. This result is stated as follows. To prove this theorem we require the following lemma. 
where 0 is an r x × (r y − r x ) matrix of zeroes, absent if r x = r y , D is an r x × r x diagonal matrix satisfying
the last (r x − r) diagonal entries of (6) are zero if r x > r, and
Proof. Omitted. This is a restatement of Corollary 9.12 in Afriat [1] .
Proof of Theorem 1. Suppose is a covariance matrix satisfying (1) . Let X and Y be matrices such that
Such matrices are guaranteed to exist. For instance they may be obtained by partitioning the symmetric positive semidefinite square root of ([8, p. 543]). Let n be the number of rows in X, and let U, V, and D be as in Lemma 2. Then U is n × r x and V is n × r y . Let E be an r x × p matrix and F an r y × q matrix such that
Define the p × r x matrix A and the q × r x matrix B by
where D and 0 have the same value as in (5) . Then by (5)
a positive semidefinite matrix. By a similar argument
also positive semidefinite. Define the p × p matrix and the q × q matrix by [2] . The cancor() function in S-PLUS [14] may be used to compute canonical correlations. S-PLUS also computes two matrices, respectively r x × r x and r y × r y , which may be used to compute U and V from X and Y provided X and Y have full rank. (1) The columns of X are linearly independent of the columns of Y, so that the first principal angle satisfies cos ( 1 ) < 1 (the first canonical correlation is less than one in absolute value). Note that this is the only way that
can have full rank. (2) The following equivalent conditions hold.
• The columns of X are linearly independent.
• r x = p.
• rank(E) = p. (i) The following equivalent conditions hold.
• The columns of Y are linearly independent.
• r y = q.
• rank(F) = q. Thus if is strictly positive definite, both (8) and (9) are of full rank, that is, strictly positive definite. Suppose on the other hand that (8) and (9) are of full rank. The matrix at (9) is p × p, the product of a p × r x matrix, an r x × r x matrix, and an r x × p matrix. Since r x p, this matrix can be of full rank only if r x = p. Furthermore it can be of full rank only if the middle matrix is of full rank, which requires 1 < 0. Similarly if (8) is of full rank it follows that r y = q and 1 < 0. Thus is of full rank.
Remark on Corollary 3. Corollary 3 notwithstanding, for a given strictly positive definite covariance matrix in the reduced-rank-regression model there may be parameterizations, different from those derived in the proof of Theorem 1, with singular within-block covariance. For instance, we shall see in Theorem 6 that, if we hypothesize a single pair of latent variables, we can always parameterize the model such that the within-block error covariance matrices are singular for both blocks.
Corollary 4. Each rank-r reduced-rank-regression model can be parameterized by at least one r-variate paired latent correlation model.

Proof.
Recall that the rank-r diagonal latent model is the special case of the rank-r paired latent correlation model where the paired latent variables and are not only perfectly correlated, but equal. Thus, given a covariance matrix (1) in the rank-r reduced-rank-regression model, to construct a paired latent correlation parameterization, we need only let be the latent variable of the diagonal latent model guaranteed by Theorem 1, and let ≡ ≡ . Then the parameters of the paired latent correlation model are obtained by setting R = I r , and letting , , A, and B equal the values obtained for the diagonal latent model.
Remark on Corollary 4.
The correlations between k and k , written k , are distinct from the canonical correlations that appear in the proof of Theorem 1. The correlation between latents within pairs, guaranteed by Corollary 4, is unity for each of the r pairs of latent variables. The canonical correlation that appears in the proof of Theorem 1, on the other hand, is only unity if is singular.
Equivalence of model spaces
Consider the following three spaces of covariance matrices over the observed variables X and Y. 
Characterization of univariate latent parameterizations
We now restrict our attention to the case where XY has unit rank. In this case, for each distribution in the reduced-rank-regression model (1) there correspond precise bounds on the values of the parameters in the diagonal latent and paired latent correlation models. In particular, the loadings, which specify the linear relationship between the latent variable for a block and the observed variables of that block, are identified up to sign and scale.
In the case of a single pair of latent variables, we replace the notation A and B in (2) and (3) by a and b, to emphasize that each matrix of loadings is a column vector. A set of parameter values for the diagonal latent model that parameterize (1) will satisfy the following conditions:
and
We summarize our result as follows. (1), with rank r = 1. To prove Theorem 6 we require the following lemma. Proof. Let z( ) be the eigenvector belonging to the smallest eigenvalue of (A − C), without loss of generality let ||z( )|| = 1, and recall that, with this convention, z( ) T (A − C) z( ) equals the smallest eigenvalue.
Theorem 6. Let be as in
At line (13) the inequality is not strict because possibly z( ) T Cz( ) = 0. If C is strictly positive definite, the inequality at this line is strict and hence h is strictly decreasing. The inequality at line (14) occurs because z( ), by definition, minimizes the quadratic form.
Part 2: This is a consequence of a well-known theorem regarding the eigenvalues of a diagonalizable matrix under perturbation. See, for example, [10, Theorem 6.3.2, p. 365].
Part 3: Let y be an eigenvector corresponding to a positive eigenvalue of C.
The first term is constant. The second term approaches negative infinity as approaches infinity.
Proof of Theorem 6. Let a, b, , and be a diagonal latent parameterization of , guaranteed by Theorem 1, and accordingly decompose as follows:
Following the convention of the singular value decomposition, let us define vectors u, and v, and scalar d, such that XY = uv T d, ||u|| = ||v|| = 1, where || · || represents the Euclidean norm. We may do this because XY has unit rank. Furthermore, let us assume that a sign convention has been adopted, so that u and v are determined uniquely. Now, for > 0, let
Consider the set of positive real numbers such that the matrices defined by
are positive semidefinite, satisfying the model definition in (3) . By Theorem 1 this set contains at least one point. We call this the feasible set for the diagonal latent model. Part 1: It remains to show that this set is a closed bounded interval, and to characterize the dispersion matrices when is on the boundary. Define f :
It may be shown that these functions are continuous ( [10] ). Furthermore, XY is not identically zero, since it has unit rank, and thus neither a or b is identically zero. It follows from Lemma 7 that • f is monotone nonincreasing and goes to −∞ as → ∞;
• g is monotone nondecreasing and goes to −∞ as ↓ 0. Let
By the continuity of f and g these sets are open, but by monotonicity they are intervals. Let 1 and 2 be the finite endpoints of F and G respectively, so that we have
The set of feasible values is IR
, where 2 1 follows from the fact that this set is nonvoid. Let us therefore call these values respectively min and max . Following the definitions at (15) and (16), ( min ) and ( max ) are singular.
Part 2: For each point ( , ) in the set defined at (12), we specify a complete set of parameter values for the symmetric paired latent correlation model as follows:
It is straightforward to check that these parameter values satisfy the model definition in (2) . If any of the constraints defining the set (12) is violated, on the other hand, at least one of and will fail to be positive semidefinite, or we will have | | > 1, and the parameterization will fail. Thus the set defined at (12) characterizes all paired latent correlation parameterizations. Remarks on Theorem 6. Theorem 6 defines a map from , the population covariance matrix for the observed variables in a reduced-rank-regression model, to the set of all symmetric diagonal latent and paired latent correlation parameterizations. Since maximumlikelihood estimation procedures are available for reduced-rank-regression [2] , the problem of maximum-likelihood estimation for these latent models is solved.
Let us call the lower bound on correlation min . Given a distribution , the choice of the quantity within the feasible interval min , 1 entails a tradeoff. When = min , the covariance matrices and are singular. When = 1, on the other hand, at least one of the error variances may be nonsingular. Thus we may choose to have the latent variables either perfectly correlated ( = 1) but poorly measured, or measured with minimal error but poorly correlated with each other ( = min ). This latter choice guarantees that the parameters are identified up to the sign and scale of the loadings.
For any fixed > min , and in particular for the diagonal latent model when min < 1, there are many feasible values for , and the choice of entails another tradeoff. By choosing a greater value of we choose to diminish the least eigenvalue of the error covariance for the X block and to increase the corresponding value for the Y block.
A schematic diagram of a feasible set for positive values of may be seen in Fig. 4 . A numeric example may be found in [27] .
Although the singularity of is a necessary condition for the parameterization to be unique, it is not sufficient. This may be seen by the following example. The matrix at (18) has eigenvalues 4.56, 1, 0.44, and 0.
Let p = q = 2. The matrix (18) When √ 2 , so that 0, the least eigenvalue is 0. For < √ 2, hence < 0, ( ) is not a covariance and the least eigenvalue is strictly increasing in . The least eigenvalues are plotted against in Fig. 5 , p. 17. 
Related equivalence results
All the models we have considered so far place no restrictions on the within-block covariance matrices; we have allowed the error terms in each block to have an arbitrary covariance matrix. This is in keeping with motivation for cross-covariance modeling: the goal is only to model the relations between blocks of variables.
In this section, we present a number of model equivalence results concerning cross covariance models, which are important for the purposes of interpretation. 4 We then contrast these results with the case in which the errors within each block are assumed to be uncorrelated, as is common in the factor analysis and structural equation modeling literature.
The models with uncorrelated errors typically are identified after fixing the variance of the latent variable. Thus these models could be fitted to the behavioral teratology data. However, to do so would be artificial since the researchers in this study did not believe that it was reasonable to suppose that errors within blocks were uncorrelated. Our primary purpose in considering models with uncorrelated errors is theoretical: we wish to examine the implications that this additional assumption has for model equivalence.
All the graphs we consider are shown in Fig. 6 . Graphs (a) and (b) represent two path diagrams in which the latent variables and are parents of the observed variables. The only difference between the models is that (a) specifies that and are correlated, while in (b) is a parent of . The graph shown in Fig. 6 
Theorem 8. The following relations hold:
(The first and third inequalities require p > 1. The second also requires q > 1.)
In words: When the within-block errors are not restricted, all of the latent structures in Fig. 6 parametrize the same set of covariance matrices, and hence are indistinguishable. When the errors are uncorrelated, on the other hand, the following conditions hold:
• We can distinguish structures in which is a parent of the X's from those in which the X's are parents of .
• When the X's are parents of we cannot distinguish between models with one and two latent variables.
• When is a parent of the X's we can distinguish models with two latent variables from those containing only one. The existence of equivalent models containing different numbers of hidden variables is important for the purpose of interpretation. It highlights the danger of postulating a second latent variable within a given structure, when the data-even a very large set of data-could not furnish evidence either for or against its existence unless the researchers make additional assumptions.
Proofs of equivalence results
In order to prove the results in Theorem 8 we need several definitions. (See Section A for basic graphical definitions.) Following Richardson and Spirtes [16] we say that a path diagram, which may contain directed edges (→) and bi-directed edges (↔), is ancestral if: (a) there are no directed cycles; (b) if there is an edge x ↔ y then x is not an ancestor of y, (and vice versa).
Conditions (a) and (b) may be summarized by saying that if x and y are joined by an edge and there is an arrowhead at x then x is not an ancestor of y; this is the motivation for the term 'ancestral'. 5 A non-endpoint vertex v on a path is said to be a collider if two arrowheads meet at v, 
M-separation contrasted with d-separation
The concept of m-separation, which may be applied to graphs containing both directed and bi-directed edges, is an extension of Pearl's d-separation criterion, which applies to graphs that have only directed edges [15] .
Richardson and Spirtes show that the set of covariance matrices obtained by parameterizing the maximal ancestral path diagram G is exactly the set of Gaussian distributions that obey the zero partial covariance restrictions implied by G [16] . More formally, we have: 6
Theorem 9. If G is a maximal ancestral graph then the following equality holds regarding Gaussian covariance matrices:
{ | results from some assignment of parameter values to the path coefficients and error covariance associated with G} = { | satisfies the zero partial covariance restrictions implied by G}. 5 In [16] , ancestral graphs are actually defined to include undirected edges as well as directed and bidirected edges. The definition considered here corresponds to the subclass without this third kind of edge. 6 Theorem 8.14 and Corollary 8.19 in [16] are stated in terms of conditional independence in Gaussian distributions. However, the statements given here follow directly using the fact that X is conditionally independent of Y given Z in a multivariate [16] . These results do not generally hold for path diagrams that are not both maximal and ancestral.
The sets of covariance matrices given by the models under (I) correspond to the path diagrams shown in Fig. 6 in which there are bi-directed edges between all variables within the same block, thus
Proof of Theorem 8
We first show
Observe that in each of the graphs in Fig. 6 (a)-(c), the following m-separation relations hold:
Further, when bi-directed edges are present between vertices within each block all other pairs of vertices are adjacent so there are no other m-separation relations. Consequently these graphs are m-separation equivalent and maximal since there is a separating set for each pair of non-adjacent vertices. It then follows directly by Corollary 10 that these graphs parameterize the same sets of covariance matrices over the set {X, Y, , }, hence they induce the same sets of covariance matrices on the margin over the observed variables {X, Y}. The proof that M I d = M I e is very similar. When bi-directed edges are present within each block the only pairs of non-adjacent vertices are X i and Y j which are m-separated by . It then follows as before that these graphs are m-separation equivalent and maximal and hence by Corollary 10 they parameterize the same sets of covariance matrices over {X, Y, }, and consequently over {X, Y}.
Since we have already shown M I a = M I d in Corollary 5, the proof of equivalences concerning models with error structure given by (I) is complete. It remains to prove the results concerning models of type (II). These correspond to the path diagrams in Fig. 6 , without the bi-directed edges between vertices within the same block. Subsequent references to graphs in this figure will be to the graphs without these within-block edges.
First note that the m-separation relations given by (i), (ii), (iii) above continue to hold when there are no edges between vertices within each block. In graphs (a) and (b) we also have: where is substituted for . Consequently, by Theorem 9, applied to the graph in (e), any covariance matrix over {X, Y, } that is obtained from the graph in (c) may also be parameterized by the graph in (e) after substituting for . It then follows that N II c ⊆ N II e . Hence any covariance matrix over {X, Y} parameterized by (c) may be parameterized by (e). To prove the opposite inclusion it is sufficient to observe that any covariance matrix over {X, Y, } that is parameterized by the graph in (e) may be parameterized by the graph in (c) by letting the error variance for equal the error variance for and setting ≡ . This completes the proof.
Discussion
Partition of parameters
Recall that in a cross-covariance problem we wish to model the relationship between the X and Y blocks rather than the within-block covariances. With this in mind, it may be observed that the parameters of the latent-variable models discussed in this paper fall naturally into three disjoint sets. These differ in terms of whether their values matter in a cross-covariance problem and whether they are identified.
• The within-block errors, and , govern only the within-block covariance, and hence are nuisance parameters in a cross-covariance problem. They are not identified.
• The parameters governing correlation between the latent variables in the paired latent correlation model, 1 , . . . , r , govern only cross-covariance, as may be seen in Eq. (4). These parameters are not identified, but we see in Theorem 1 that they may, in every case, be assigned the value of one without loss of generality.
• The loadings A and B govern the covariance between the latent and observed variables.
These possess a straightforward interpretation, since they are proportional to covariances between the latent variables for one block and the observed variables for the other block. This follows from the definition of the parameters of the paired latent correlation model, Eq. (2), for
Furthermore, in the rank r = 1 case, we have seen in part (3) of Theorem 6 that the vectors of loadings are equal, up to sign and scale, to the singular vectors of the crosscovariance. Thus they are identified in the rank-one case.
To summarize: The parameters that are not identified relate to the within-block covariances, while all parameters relating to the cross-covariance are identified.
Interpretation and estimation of loadings
In the first example from behavioral teratology in Section 1, it is the relative magnitude and direction of the loadings that matter scientifically. The researchers hypothesized a single pair of latent variables for modeling the relationship between the 13 X variables, measuring maternal drinking during pregnancy, and the 11 Y variables, which were IQ subtests administered to the children at age seven. The latent variable for the Xs, called in the current work, was conceptualized as "net alcohol exposure," and the latent variable for the Ys, which we call , as "net intelligence deficit" [23, p. 60] . Thus was a function of X and was a function of , and the model is that depicted in Fig. 6 The loadings for X are proportional to the direct (and total) effect of on the X i 's; likewise the loadings for Y are proportional to the direct (and total) effect of on the Y i 's.
If we assume a model in which there is an edge → then the loadings for Y are proportional to the total effect of on Y i .
We see in the proof of Theorem 6 that the loadings a and b are equal, up to sign and scale, to the left and right singular vectors of the cross-covariance XY . In fact, the researchers used the singular value decomposition to estimate loadings from the sample cross-covariance, and drew a path diagram to justify this approach without formal specification of a statistical model [23, p. 64] . This application of the singular value decomposition is known as partial least squares (PLS) [23] . 7 Theorem 1 links this use of the singular value decomposition to a formally specified model. 7 The term "PLS" includes a large class of other methods, most of them not linked to formally specified models, many of them used for prediction rather than modeling. For a survey of two-block PLS methods the reader is referred to [25] .
Lack of identifiability of correlation between latent variables
It is customary in linear structural equation models to constrain the variances of all latent variables (except for error variances) to equal one. This custom has been followed in the current work (Section 2.2). In spite of this constraint, the paired latent correlation model with r = 1 yields only a lower bound on the correlation. This is in marked contrast to the empirical correlations obtained by the canonical correlation and PLS methods. This fact is an unavoidable consequence of the model, and it should thus be borne in mind by researchers who postulate a particular latent structure that it can only be identified by making further assumptions.
Notice that in the latent model (c) in Fig. 6 , if we standardize the variances of and to 1, then the correlation is equal to the path coefficient for the edge → , which is the total and direct effect of on .
Kuroki et al. present conditions under which the square of the total effect may be identified, in the case where the response is unobserved [12] .
Comparison of correlation measures
Canonical analysis yields scores for two derived variables, linear combinations respectively of the X and Y blocks. The canonical correlation is maximal over all linear combinations of the X and Y blocks [11] . Sampson and Streissguth, on the other hand, used the singular value decomposition to compute PLS scores. These scores are also linear combinations of the X and Y blocks, chosen to maximize the absolute value of the covariance between the scores, subject to the constraint that the vectors of coefficients each have Euclidean norm one. In both of these cases, the correlations between the derived variables are subject to attenuation [20] . The minimal correlation developed in Theorem 6, on the other hand, is not subject to attenuation, since it is a correlation between latent variables, rather than between linear combinations of the observed variables. In absolute value, this minimal correlation may be substantially greater than the canonical correlation, which in turn is greater than or equal to the correlation between PLS scores.
Possible implications for behavioral teratology
If we choose to believe that the data in the first example in Section 1 were generated by a paired latent correlation model with r = 1, and in particular that the covariance between the two blocks originates in a pair of latent variables, then part (4) of Theorem 6 establishes that there is no way, using data, to determine whether the latent variables have the minimal correlation, are perfectly correlated, or have some correlation between these extremes. This shortcoming of the model cannot be overcome by a larger sample size, since an increase in sample size would have no effect on the size of the interval of feasible correlations.
The lack of identifiability of the correlation draws our attention to the question of what these latent variables actually are. One tempting a priori interpretation is that differences in the mothers' drinking patterns during pregnancy caused differences in the children's brain anatomy, which are summarized by the latent variable for the alcohol exposure block; that these anatomical differences caused a pattern of differences in the children's cognitive ability, summarized by the latent variable for IQ deficit; and that these differences in cognitive ability caused differences in scores on the IQ sub-tests. If this model is correct, there is a lower bound on the correlation between anatomy and IQ that is reasonable in the context of the data. This value could be substantially greater in absolute value than the correlation of −0.202 between PLS scores seen in [23, p. 64] . (If the lower bound is attained, the within-block error covariances must be singular.)
On numerical stability and estimation
The proof of Theorem 1 depends on canonical vectors. These vectors are not identified when the number of variables exceeds the number of observations. Furthermore, when either X T X or Y T Y is ill-conditioned, algorithms for computation of canonical vectors are unstable. These facts do not affect the proof, however, because it is a proof of existence and is not concerned with numerical computation.
We have not sought to develop a method for estimation of the parameters of the latent variable models presented here. Theorem 6, however, by linking the singular value decomposition method (PLS) to a rank-one paired latent correlation model, establishes that PLS is an estimator for the loadings in the rank-one case. Since it is based on the singular value decomposition, it is numerically stable, regardless of whether there are more variables than observations. Because the singular value decomposition is continuous, the estimator is consistent.
Underidentification vs. identification via assumptions
A more standard approach, adopted in SEM modelling, is to assume that observed "indicator" variables are uncorrelated given the latent variables. While one might prefer models in which the parameters are identified, these additional assumptions are not, in general, testable via standard goodness-of-fit tests-for instance, the case where there are only 3 indicators per latent, and the model is just-identified. (Even in cases where such an assumption is testable via tetrad constraints, as in [21] , failure to reject the null hypothesis does not imply that the assumption holds.) Our goal here is to see how much information may be extracted from the data, without resorting to additional assumptions of the type required for identification. As we have illustrated with the study of Sampson and Streissguth, bounds on underidentified parameters can sometimes be informative.
Future work
Although Theorem 1 establishes that a latent parameterization of a reduced-rank-regression model always exists, questions remain regarding the case where the rank exceeds one. First, the feasible set of correlations between latent variables has not been characterized when r > 1. Furthermore, it is not known whether the loadings in the higher-rank model are determined, up to sign and scale, by the cross-covariance matrix. The second example in Section 1 lends urgency to these questions, for the researchers computed and interpreted two pairs of PLS latent scores.
Appendix A. Graphical terminology
A path diagram is a graph with vertex set V containing directed (→) and bi-directed (↔) edges. If there is an edge from x to y, x → y, then x is said to be a parent of y, and conversely, y is said to be a child of x. If there is an edge x → y, or x ↔ y then we say there is an arrowhead at y on this edge. The set of parents of a vertex is defined as pa(v) = {w | w → v}.
A sequence of edges between and in a path diagram is an ordered (multi)set of edges e 1 , . . . , e n , such that there exists a sequence of vertices (not necessarily distinct) Note that when we depict path diagrams (e.g. Figs. 1-3 ), error variables are not included. A distinction is made between observed variables, in squares, and unobserved variables, in circles.
We associate with a given path diagram the set of covariance matrices which may be obtained by choosing arbitrary values for the path coefficients ij and the covariance matrix , subject to the restriction given by (A.1). When all variables are observed this set of covariance matrices is said to be the model specified by the path diagram.
When unobserved variables are present, the model consists of the set of covariances matrices over the observed variables that are the submatrices of some covariance matrix over all the variables, for some choice of values for the path coefficients, ij , and the covariance matrix .
