Dynamic shortest path problems often arise in transportation applications. Several models have been defined and analyzed depending on the properties of the travel time and of the cost functions (e.g., continuous or discrete), on the possibility of waiting at the nodes (e.g., no waiting, waiting at each node, waiting only at the origin nodes), on the presence of time windows associated with the nodes, etc. For more details about shortest path problems in dynamic transportation networks, see KIRBY and POTTS (1969); DESROSIERS, PELLETIER and SOUMIS (1983); ROM (1990, 1991); KAUFMANN and SMITH (1993); ZILIASKOPOULOS (1994); ZILIASKOPOULOS and MAHMASSANI (1996) ; CHABINI (1998); PALLOTTINO and SCUTELLÀ (1998) .
paper. More precisely, we study the case of street networks regulated by periodic traffic lights at some (or possibly at all) intersections, where green phases are interpreted as multiple time windows. The assumption of periodicity is derived from the fact that, in most cities, traffic lights are periodic within certain time slices, such as peak and non-peak periods, though the periodicity may depend on the specific period under consideration.
The aim of this paper is to provide a methodological framework to address shortest path problems in dynamic networks with traffic lights, by exploiting their periodicity. We describe how to adapt general, dynamic, shortest path approaches to the presence of traffic lights at the nodes.
Both minimum time and minimum cost path problems are analyzed. Although the minimum cost path problem is still difficult when periodicity is assumed, we show that the traffic light periodicity can be exploited to design special-purpose polynomial algorithms in two realistic situations.
In Section 1, we review the main results from the literature about dynamic shortest paths and formulate both the minimum time and the minimum cost path problems in street networks with periodic traffic lights in terms of the standard shortest path problems in a dynamic, auxiliary network. In Section 2, we show that the minimum time case is strongly polynomial. In Section 3, we present some polynomially solvable special cases of the minimum cost path problem, which in general is NP-hard.
THE PROBLEM

Dynamic shortest paths
Given a directed graph G = (N, A), with |N| = n and |A| = m, in dynamic problems a non-negative travel time d ij (t) is associated with each arc (i, j) with the following meaning: if t is a feasible leaving time from node i along the arc (i, j), then t + d ij (t) is the arrival time at node j. In addition to the travel time, a timedependent travel cost c ij (t) can be associated with (i, j) , which is the cost of traveling from i to j through (i, j) starting at time t. There is the possibility of waiting at the nodes; in this case, a (unit time) waiting cost w i (t) can be associated with node i, which gives the cost of waiting for unit time at i at time t.
Here we will focus on discrete models, i.e., we will assume that the time variable t varies in a discrete set T = {t 1 , t 2 , …, t q }. We will assume that, if t is a feasible leaving time from node i along a certain arc (i, j), then t + d ij (t) belongs to T. Only feasible leaving times will be considered in this paper; for the sake of notational simplicity, they will be often referred to simply as leaving times.
Discrete dynamic shortest paths, where paths admit cycles, are generally studied by introducing the so-called space-time network R = (V, E), where V = {i h : i ∈ N, 1 ≤ h ≤ q}, and E = {(i h , j k ): (i, j) ∈ A, t h + d ij (t h ) = t k , 1 ≤ h < k ≤ q}. [Paths with cycles are called walks in the literature (AHUJA, MAGNANTI and ORLIN, 1993 ).] Each arc (i h , j k ) is given the cost c ij (t h ). Waiting arcs can be introduced to model waiting at the nodes.
By construction, R is a standard graph, with |V| = nq and |E| ≤ (m+n)q. Its size is thus pseudopolynomial with respect to the size of the original graph G. Moreover, R has no cycles. This is evident in the case of positive travel times. When zero travel times are admitted, some cycles could be present in R, at least in theory. However, since the travel time associated with these cycles is zero, and it is not realistic to deal with dynamic path problems where it is possible to move along a cycle without consuming time, also in this case it is usual to assume that R is an acyclic network.
In the case of positive travel times, each chronological-type visit of the nodes of R, i.e., a visit for non-decreasing (or non-increasing) values of the time index that is associated with the nodes of R, provides a topological visit of R. By exploiting this property, that is, by performing chronological-type visits of the space-time network, it is possible to solve dynamic shortest path problems working on R (CHABINI, 1997; PALLOTTINO and SCUTELLÀ, 1998) . In particular, the minimum cost dynamic path problem, which looks for a minimum cost path from a given origin o to each node i other than o, given a leaving time, say t 1 , from o, can be solved by selecting the nodes of R by means of a chronological (non-decreasing) order in O(|E|) = O(mq) time. Similarly, it is possible to solve the reverse minimum cost dynamic path problem, which consists of finding the minimum cost path from all the nodes to a given destination d, for a given target arrival time, say t q , at d. This problem too can be solved in O(|E|) = O(mq) time, by selecting the nodes of R in a non-increasing chronological order, that is from t q back to t 1 . The reverse problem is in fact symmetric to the former, by inverting the direction of the time.
For both problems, the algorithmic paradigm uses a bucket-list B ={B 1 , B 2 , …, B q } in order to efficiently perform the selection operations, i.e., for implementing the chronological visit of R, where B h denotes the bucket containing the nodes to be visited at the time instant t h , h = 1, …, q. In such a paradigm, a cost label is maintained for each node i h of R, which represents the current minimum cost for node i h (either from origin o, or to destination d). The order of scanning the bucket list depends on the direction of the time under consideration. When all the buckets are empty, the minimum of the labels associated with the nodes of type i h gives the minimum path cost either from o to i in G for the given starting time, or from i to d in G for the given arrival time.
When zero travel times are allowed, the above algorithmic paradigm must be slightly modified, by specifying how the nodes are selected from each bucket. For instance, in the case of non-negative travel costs, it is possible to use a Dijkstra's selection order, thus solving both the minimum cost and the reverse minimum cost path problem in O(|E| + qnlogn) = O(q(m+nlogn)) time.
Observe that, in general, it is not necessary to consider the entire network R a priori, and then apply the algorithmic paradigm, as only the portion of R needed for the minimum cost path computation needs to be considered (non-redundant portion of R). Moreover, R is introduced mainly to analyze the algorithmic paradigm and to evaluate its behavior. From a practical point of view, it is possible to work directly on the input graph G, by handling multiple cost labels at the nodes of G, and selecting these labels according to the required order (either direct or inverse) of the time.
In the minimum time dynamic path problem, given a departure time t 1 from the origin o, we want to find the minimum arrival time paths from o to any other node i. As in the cost case, the reverse minimum time dynamic path problem consists of finding the minimum time paths from any node i to a destination d, given a target arrival time t q at d; i.e., it consists of finding the latest time to leave node i to be able to reach d no later than t q . The minimum time problems are indeed "connectivity" problems on R. In fact, for each node i, we want to find the minimum (maximum) time instant t h ∈ T for which a directed path exists in R from o 1 to i h (from i h to d q ). These problems can also be efficiently solved by a modification of the algorithmic paradigm described for the cost case, in which the termination condition is reached as soon as one node of type i h , for each node i of G, is selected from the bucket data structure. Again, the algorithm can be implemented in such a way to work directly on the input graph G, by associating multiple labels with each node.
The minimum time dynamic path problem generally has the same time complexity as the minimum cost dynamic path problem, since for both problems the concatenation property does not hold. [An optimization path problem is said to satisfy the concatenation property if, given an optimum path P, the two subpaths of P from the origin o to any intermediate node i, and from i to the destination d, are optimum subpaths.] However, if the following local property is satisfied, then a stronger approach can be derived.
Let an arc (i, j) ∈ A be called a FIFO arc if leaving i earlier guarantees to arrive no later at j along (i, j) (see, for instance, ZILIASKOPOULOS, 1994). More formally:
In other words, the arc (i, j) is FIFO if the arrival time at j is a non-decreasing function of the starting time from i. A graph G is said to be a FIFO graph when all its arcs are FIFO, and a non-FIFO graph otherwise.
If G is a FIFO graph the concatenation property holds true, and therefore the minimum time dynamic path problem can be solved by associating only one label with each node i of G, representing the minimum arrival time at i. Any classical shortest path approach can thus be applied to G, as suggested by DREYFUS (1969) , and formally proved by KAUFMANN and SMITH (1993) ; in particular, the above algorithmic paradigm is reduced to the classical Dial's algorithm with a bucket-list (DIAL, 1969) .
Observe that the optimal paths generated by these classical approaches are simple paths. , and waiting is allowed if the arrival at i is before time a i , for each node i. Such dynamic path problems can also be easily described in terms of suitably defined space-time networks, as described in DESROCHERS and SOUMIS, (1988) . Other dynamic problems have been addressed in KIRBY and POTTS (1969); ZILIASKOPOULOS and MAHMASSANI (1996) ; WARDELL and ZILIASKOPOULOS (2000).
The case of street networks with periodic traffic lights
Let the input graph G = (N, A) represent a street network. Since in transportation networks the number of streets entering or leaving an intersection is usually limited (3 or 4, on average), we can consider G as a sparse graph, i.e., m is O(n).
As in the dynamic networks reviewed in Section 1.1, assume that two measures are associated with each arc (i, j) ∈ A, namely a constant travel time d ij (≥0) and a constant travel cost c ij (≥0). Furthermore, assume that at some of the nodes, possibly all, traffic lights regulate the traffic by allowing or delaying vehicle movements according to a pre-defined timing, which is repeated without modifications over a given time horizon T = {t 1 , t 2 , …, t q }.
More specifically, let i ∈ N be a node regulated by a traffic light, and a = (h, i) and b = (i, j) be two arcs entering and leaving i, respectively, such that it is possible to enter b coming from a. Then, the pair 〈a, b〉 is said to be feasible. The traffic regulation or timing relative to 〈a, b〉 is a repeated sequence of green and red phases defined on T, and is completely defined by the triplet [g(a,b), r(a,b), s(a,b)], where:
• g(a,b) is the duration of the green phase;
• r(a,b) is the duration of the red phase;
• s(a,b) is the phasing value, that is the time distance between the beginning of the time horizon, t 1 , and the beginning of the first green phase after t 1 : if, at time t 1 , 〈a, b〉 is in the red phase, then a,b) ; in both cases, the first green phase begins at time
Note that the timing is defined for pairs of subsequent arcs since, in general, traffic lights may provide different duration of the green and of the red phases for the same entering arc, depending on the leaving arc. In particular, the delay at a node of the network may depend on the type of turn admitted at that node. Note also that the green phases can be interpreted as periodic time windows (closed at their left end and open at the right end), over the time horizon T. As in the case of standard dynamic networks with time windows, we shall assume that both ends of all the green phases, falling within the given time horizon, belong to T.
Particular cases can be easily formulated via the triplets. For example, if a node i is not regulated by a traffic light, we can associate the triplet [t q -t 1 , 0, 0] with each feasible pair 〈a, b〉 relative to i, since each vehicle can pass through i when it arrives at the intersection. In addition, an infeasible pair 〈a, b〉 (i.e., a forbidden movement from arc a towards arc b) can be modeled by the triplet [0, t q -t 1 , t q -t 1 ], since it can be viewed as a unique red phase.
In some cities, right turns are allowed during the red phase; this case can also be modeled via the triplets, by modeling the time interval when the right turn is allowed as a green phase.
An example
Let us consider two one-way streets crossing at an intersection which is regulated by a traffic light (see Let us define the triplet relative to 〈a, c〉. If we want to define path problems on the street network G, a crucial point is to compute the waiting time, w(a,b, t ), of a vehicle arriving at a certain intersection 〈a, b〉 at a time instant t (i.e., given the triplet relative to 〈a, b〉, we want to discover whether the phase is either green or red at time t , and compute the waiting time before leaving the intersection along street b). Such a computation can be performed in O (1) time by the simple algorithm described below. 
As an example, consider the intersection in Figure 1 , whose timings have been described in A further concept we need to introduce is the concept of a waiting penalty. Given a feasible pair 〈a, b〉 and an arrival time t at the end of street a, let us define the waiting penalty function γ(a,b, t ) as:
where f(.) is a suitable function representing the disutility for the driver of stopping at a red light. Observe that waiting penalties allow one to model turn penalties, if required.
In this work, linear waiting penalties will be addressed, which depend linearly on the waiting time spent at the intersection, plus an additional factor β:
where α (called the value of time) and β are given non-negative factors.
A path problem formulation: the auxiliary network
In order to formulate path problems from a given origin o to a given destination d in the street graph G = (N , A), and to design algorithmic approaches to solve them, it is useful to look at an auxiliary dynamic network G* = (N*, A*), already introduced by KIRBY and POTTS (1969) in the case of shortest paths with turn penalties and prohibitions. The auxiliary network G* is introduced to clarify the presentation of the problem and the statement of the algorithms. In practice, in order to enhance the computational efficiency of the algorithms, it can be managed implicitly. The case of multiple destinations or multiple origins is also easy to handle.
In our case, such a network is defined as follows:
A* = {(a, b): a, b ∈ A and 〈a, b〉 is a feasible pair} (4) Given an arc e = (a, b) ∈ A* and a leaving time t ∈ T, let the travel time, τ e (t), be the time needed to go from the beginning of the arc a in G, starting at time t, to the beginning of the arc b in G; so, it is given by the (constant) travel time associated with a in G, i.e. d a , plus the waiting time at the intersection between a and b, i. e. w(a,b,t+d a ) . Note that this travel time depends on the leaving time t.
Clearly, in the case of arcs of type e = (o, a), a ∈ FS(o), it is τ e (t) = 0 for each t ∈ T; on the other hand, for any arc of type e = (a, d),
Similarly, as far as the travel costs are concerned, given an arc e = (a, b) ∈ A* and a leaving time t ∈ T, the travel cost, c e (t), is given by the travel cost associated with a in G, c a , plus the waiting penalty to be paid at the intersection between a and b, γ(a,b,t+d a ). Clearly, this cost is always zero in the case of the arcs of type (o, a), and is equal to c a in the case of arcs of type e = (a, d), a ∈ BS(d).
Given a leaving time t, it is easy to verify that there is a one-to-one correspondence between the set of paths from o to d in the input street network G, starting from o at time t and consisting of sequences of feasible pairs of arcs, and the paths from o to d in the auxiliary dynamic network G* starting from o at the same time instant. Moreover, pairs of corresponding paths have the same total travel time (i.e., the sum of the travel and waiting times along the path) and the same total travel cost (i.e., the sum of the travel costs and waiting penalties along the path). Therefore, minimum time and minimum cost path problems in G can be equivalently formulated in terms of the auxiliary network G*.
Specifically, the minimum time path problem consists of finding a path from o to d in G (G*), given a starting time from o, which has the minimum total travel time; the minimum cost path problem is to find a minimum cost path from o to d in G (G*), given the leaving time from o. These problems will be investigated in the following sections. We will also consider implicitly the reverse minimum time path problem and the reverse minimum cost path problem. The generalization to the case "one-to-all" (one origin-all destinations), and to the case "all-to-one" (all origins-one destination) is straightforward.
Observe that minimum cost paths from all the origins, and for each possible departure time, to a given destination, can be easily computed by solving no more than nq minimum cost path problems in G (G*), for each origin and for each departure time.
At least from an algorithmic point of view, the problems under consideration will be generally formulated in terms of the auxiliary network G*. In practice, however, as previously observed, G* can be managed implicitly by all the proposed algorithmic approaches, in order to achieve improved computational efficiency.
We want to emphasize that no kind of restriction is imposed on the paths of G (or, equivalently, G*), as is usual in transportation dynamic problems. For instance, in this setting paths with cycles are generally allowed: when driving in a city, it may be more convenient to move around a block with three right turns instead of making just one left turn. Moreover, when the waiting cost is higher than the travel cost, it may be more convenient to move along a loop (by traversing one or more streets several times), and to reach a certain intersection during a green phase, instead of stopping at that intersection since the light is red.
THE MINIMUM TIME PATH PROBLEM
Consider the auxiliary network G*. We want to find a path from the origin o to the destination d which has the minimum total travel time, provided a leaving time from o. This problem is easily solvable, thanks to the property below. THEOREM 2.1: G* is a FIFO graph.
Proof: Consider an arc e = (a, b) ∈ A*, and t denote the leaving time from the beginning of street a.
In order to prove the FIFO property, we have to show that the arrival time at the beginning of the street b, i.e., t + d a + w(a,b,t+d a ) , is a non-decreasing function. This function is the composition of the arrival time at the end of street a, i.e. t + d a , expressed as a function of the departure time t from the beginning of a, and of the arrival time at the beginning of b, expressed as a function of the arrival time at the end of a. Since d a is constant, the first function is increasing. As far as the second function is concerned, it is non-decreasing, due to the fact that if the arrival time at the end of a falls within a green phase, then the departure is immediate, whereas there is a wait until the beginning of the next green phase where the arrival time at the end of a falls within a red phase. Therefore, the composition function is nondecreasing, and the result follows. ♠
The following result can thus be established: COROLLARY 2.1: The minimum time path problem in street networks with periodic traffic lights is solvable in strongly polynomial time.
Proof: From Theorem 2.1, and by the results on FIFO dynamic networks due to DREYFUS (1969) and KAUFMANN and SMITH (1993) Observe that the minimum time path, found via a standard shortest path algorithm on G*, has no node repetitions in G*. Since nodes of G* correspond to arcs of the original network G, the optimum path has no arc repetitions in G, whereas node repetitions may occur.
THE MINIMUM COST PATH PROBLEM
The problem of finding a minimum cost path from o to d in G (or, equivalently, in the auxiliary network G*), given a starting time, is in general NP-hard. As a proof of this statement, consider the particular situation in which each penalty waiting function αw(a,b, t ) + β is very high with respect to the travel costs, for each feasible pair 〈a, b〉 of G (e.g. β is a very large number). In this case, the minimum cost path problem on the street network G is equivalent to the problem of finding a minimum cost path from o to d among the paths involving no waiting at the nodes. In the case of a single time window per node, the problem is thus reduced to a standard minimum cost path problem in the presence of hard time windows, which is known to be NP-hard by reduction from the shortest weighted constrained path problem (DESROCHERS and SOUMIS, 1988) . Therefore:
THEOREM 3.1: The minimum cost path problem in street networks with periodic traffic lights is NP-hard.
In any case, the problem is solvable in pseudopolynomial time. Consider the problem formulation in terms of the auxiliary network G*. Then, introduce the space-time network R* = (V*, E*) associated with G*, where:
• V* = {a h : a ∈ N*, t 1 ≤ t h ≤ t q , t h ∈ T} contains one node a h for each pair (a, t h ), with a node of G* (that is an arc of G) and t h time instant of the time horizon T = {t 1 , …, t q };
Observe that, by the definition of G*, the arcs of R* take into account both travel times along the streets of G, and waiting times at the street intersections. Now, if each arc (a h , b k ) of E*, corresponding to e = (a, b) ∈ A*, is assigned the cost c e (t h ), it can be immediately seen that the minimum cost path Observe that the optimum path so computed, when viewed in the input street network G, may present both node and arc repetitions.
Some tractable cases
In the following discussion, two different and quite realistic scenarios will be addressed for which the minimum cost path problem with periodic time windows can be solved in polynomial time. In both cases, the periodicity of the time windows plays a crucial role in limiting the number of labels per node to a polynomial with respect to the problem size (whereas, generally, the number of labels per node can grow up to q). For the sake of the simplicity, in this section we will assume that d ij > 0 for each arc (i, j) ∈ A.
All the results can be generalized in a straightforward way to the case in which zero travel times are allowed.
First scenario. Given an arc a of the input network G, let us impose the following restrictions on the form of travel and waiting costs:
Assumption 1. The travel cost associated with each arc a is a generalized cost with value of time α,
i.e., c a = αd a + σ(a), where σ(a) is non-negative; moreover, the penalty due to waiting w(a,b, t ) units of time at the intersection between a pair of arcs a and b is the special case of (2) where β = 0:
In the above linear forms, the value of time α transforms the time spent to traverse an arc or to wait at a node into a cost perceived by the user. On the other hand, the non-negative coefficient σ(a) should be intended as a cost penalty due to other factors than time. This type of travel and waiting costs is widely used in modeling urban transportation phenomena: the users' disutility mainly depends on the time spent in the journey, both when traveling and waiting. Proof: The cost of any path from o to some node v in G is the sum of a cost linearly depending, via α, on the travel time along the path (including the waiting at the intersections), and a cost related to factors other than time, expressed in terms of the non-negative coefficient σ(a), for each arc a along the path. Given an optimum path from o to v in G, if this path contains two occurrences of a certain arc a = (i, j), then node j is visited at a certain time instant t', and then again, at a time instant t" > t'. The optimum path thus contains a cycle, C, going from j at time t' to j at time t". In such a case, it is possible to remove C from the optimum path without increasing either the cost component due to the travel time (since G* is a FIFO graph), or the cost component related to the coefficient σ(a), since they are nonnegative. We can thus construct an alternative optimum path without arc repetitions, and the thesis follows. ♠ As far as the light timings are concerned, let the triplets associated with the pairs of arcs be: 〈b, c〉:
(5, 5, 0); and the others: (10, 5, 0).
The minimum cost path from o to d is P = {p, b, c}, having a cost equal to 12; the alternative path, in fact, arrives at node w at time 6, i.e., during the red period, and has an over cost of 4 units due to the waiting time. However, the subpath {p} of P has a cost equal to 6, which is higher than the cost of the path {q, a}, which is equal to 4.
In order to overcome such a difficulty, let us introduce further assumptions:
Assumption 2: σ(a) ≤ ρα for each arc a, where ρ is a given positive constant.
Assumption 3: For each node and for each street intersection of G, the red phase duration is bounded from above by a given constant ε.
These two assumptions are also quite realistic, since the cost penalty σ(a) due to factors other than time can be generally estimated in terms of the time, and since its value is usually bounded from above; moreover, traffic lights do not exist with unbounded red phases. Now, consider the auxiliary dynamic network G*, and apply to G* the algorithmic paradigm reviewed in Section 2.1, which allows for the solution of general minimum cost path problems in dynamic networks via a chronological-type visit. The following property holds true.
LEMMA 3.2: If Assumptions 1 -3 hold true, then the minimum cost path problem in street networks with periodic traffic lights can be solved via a chronological-type visit of G* by maintaining no more than m(ρ+ε) different cost labels for each node a of G* (i.e., at most m(ρ+ε) nodes of type a h have to be generated in the non-redundant portion of the associated space-time network R*).
Proof: Let us consider a minimum cost path, P*, from the origin o to the destination d in G*, leaving from o at the given starting time, which can be assumed to be 0 for the sake of simplicity.
If we denote by a a generic node internal to P*, then path P* can be split into two subpaths, P 1 and P 2 , where P 1 arrives at a (i.e., at the beginning of the arc a of G) at a certain time instant t'. Let C a be the cost of the minimum time path, P, from o to a, starting at the same leaving time from o, and let t denote such a minimum arrival time at a. As P is a minimum time path, t' is greater than or equal to t, as illustrated in Figure 4 . Observe that, by Theorem 2.1 and Lemma 3.1, both P and P* can be assumed to be paths without repetition of nodes (i.e., without arc repetitions in G). Fig. 4 . Comparison between the paths P' and P*. Now, let us denote by P' = P ∪ P 2 the path from o to d arriving at node a at time t via the subpath P. Let us compare the two paths P' and P*, and prove that P* may have a cost lower than or equal to the cost of P' only if t' ≤ t + m(ρ+ε).
Recall that, given an arc e = (a, b) ∈ A*, its travel cost, c e (t), is the sum of the (constant) travel cost associated with a in G, c a , and of the waiting penalty to be paid at the intersection between a and b, γ(a,b,t+d a ).
As far as the subpath P 2 is concerned, the sum of the first cost components of its arcs (i.e., the costs of type c a ) is the same in P' and in P*. On the other hand, the contribution due to the waiting penalties may be different in the two paths. In any case, by Assumption 3, the difference between the time spent waiting in P 2 looking at P' and the time spent waiting in P 2 looking at P* is mε at the most, since P 2 is a path without node repetition.
Now compare the path fragments P and P 1 . As far as P is concerned, an upper bound to its cost is given by αt + αmρ (by Assumptions 1 and 2). On the other hand, a lower bound to the cost of P 1 is given by αt'.
We can now derive necessary conditions under which the cost of P* is lower than or equal to the cost of P':
equivalently,
t' ≤ t + m(ρ+ε).
Therefore, at most m(ρ+ε) different cost labels, for at most m(ρ+ε) different time instants, need to be associated with node a in the space-time network R* in order to compute a minimum cost path (i.e., one for each of the m(ρ+ε) time instants following the minimum arrival time at a). ♠
From the results reported in Section 1.1, it follows that the non-redundant portion of the space-time network R* associated with G*, which needs to be generated to solve the minimum cost path problem via a chronological-type approach, has O(m*m(ρ+ε)), i.e., O(n 2 (ρ+ε)), nodes and arcs. Since ρ and ε are constant, the problem can thus be solved in O(n 2 ) time.
Second scenario. In this second case, we do not impose any restrictions on the type of travel costs and of waiting penalties, but on the features of the traffic regulation. More specifically, we assume that all the pairs 〈a, b〉 of G are characterized by the same period over the time horizon, i.e., the sum of the duration of their green and red phases is the same. This assumption is quite realistic in central business districts in cities, where a Manhattan-like shape of the streets allows for the organization of the green-waves by equalizing the light periods and by setting the phasing values appropriately.
Assumption 4: π(a,b) = ϕ for each pair 〈a, b〉, where ϕ > 0.
Assumption 5: the time horizon T is suitably large.
Then, if we consider the auxiliary dynamic network G*, the following property holds:
LEMMA 3.3: Under Assumptions 4 and 5, the minimum cost path problem can be solved by maintaining at the most ϕ different cost labels for each node a of G*.
Proof: Consider two paths, P 1 and P 2 , from the origin o to a certain node a of G* (i.e., a street of G), leaving from o at the time required by the formulation of the problem. Assume that P 1 arrives at a (i.e., at the beginning of street a) at a time t, whereas P 2 arrives at a at a time t' > t such that (t' -t)modϕ = 0 (i.e., t and t' differ by an integer multiple µ of the common period ϕ). This situation is shown in Figure 5 .
Fig. 5.
Comparison between the paths P 1 and P 2 . Now, consider a path P of G* from node a to the destination d, and concatenate both P 1 and P 2 to P, thus obtaining two alternative paths from o to d.
Since, by Assumption 4, all the intersections are characterized by the same period ϕ, leaving from a along P at time t or at time t' = t + µϕ implies the same total travel time and the same total travel cost to go from a to d. Moreover, due to Assumption 5, in both cases we are sure to arrive at node d in a time instant belonging to the feasible time horizon T. Therefore, only the minimum between the costs of paths P 1 and P 2 needs to be maintained in order to compute a minimum cost path from o to d.
In general, for each node a and for each time instant t, t 1 ≤ t < t 1 + ϕ, it is sufficient to maintain only one cost label, that is the minimum cost of the paths of G*, from o to a, arriving at a at times of form t + µϕ, where µ is a non-negative integer. At most ϕ different cost labels thus need to be associated with each node a of G*. ♠
The above result provides a bound to the number of cost labels to be maintained for each node a of G*. However, there is no guarantee that the minimum cost of the paths from o to a, arriving at a at times of the form t + µϕ, corresponds to the minimum among such time instants. A chronological-type approach thus seems unsuitable for efficiently computing the minimum cost label relative to a, for each a of G*. Instead, consider a label-setting approach, and apply it to the (non-redundant portion of the) space-time network R*. It is easy to show that, with this kind of approach, for each node a of G*, once a cost label corresponding to a time instant of the form t + µϕ has been selected by the algorithm, then such a cost label is the desired minimum cost label (by looking at the paths arriving at a at times of the form t + µϕ). Therefore, only one node needs to be generated in R* for each node a and each time instant t such that t 1 ≤ t < t 1 +ϕ.
The problem is thus solvable by a standard label-setting approach, such as the Fibonacci heap implementation of Dijkstra's algorithm, in O(m*ϕ+n*ϕ log(n*ϕ)) = O(nϕ log(nϕ)) time.
Then, if ϕ is a polynomial with respect to the problem size n, the minimum cost path problem is polynomially solvable. In particular, if ϕ is a constant, as happens in practical applications, the problem time complexity becomes O(nlogn).
CONCLUSIONS
This paper has addressed path problems occurring frequently in transportation applications, that is, minimum time and minimum cost path problems in the presence of periodic traffic lights. Although the general minimum cost path problem is NP-hard, both the computation of minimum time paths, and the computation of minimum cost paths in particular (but realistic) street network scenarios, are shown to be efficiently solvable.
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