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Modern communications technology has encouraged an intimate connection
between Semiconductor Physics and Optics, and this connection shows best in the
combination of electron-confining structures with light-confining structures.
Semiconductor quantum dots are systems engineered to trap electrons in a
mesoscopic scale (the are composed of ≈ 10000 atoms), resulting in a behavior re-
sembling that of atoms, but much richer. Optical microresonators are engineered to
confine light, increasing its intensity and enabling a much stronger interaction with
matter. Their combination opens a myriad of new directions, both in fundamental
vii
Physics and in possible applications.
This dissertation explores both semiconductor quantum dots and microres-
onators, through experimental work done with semiconductor quantum dots and
microsphere resonators spanning the fields of Quantum Optics, Quantum Informa-
tion and Photonics; from quantum algorithms to polarization converters.
Quantum Optics leads the way, allowing us to understand how to manipulate
and measure quantum dots with light and to elucidate the interactions between them
and microresonators.
In the Quantum Information area, we present a detailed study of the feasi-
bility of excitons in quantum dots to perform quantum computations, including an
experimental demonstration of the single-qubit Deutsch-Jozsa algorithm performed
in a single semiconductor quantum dot.
Our studies in Photonics involve applications of microsphere resonators,
which we have learned to fabricate and characterize. We present an elaborate
description of the experimental techniques needed to study microspheres, includ-
ing studies and proof of concept experiments on both ultra-sensitive microsphere
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It all begins with light. Since very early times light has fascinated humans, being an
important influence on their life. Consequently, the study of light always attracted
the attention of scientists of all ages. In the 20th century, however, the invention of
the semiconductor laser and optical fibers and their posterior refinements catapulted
light into an even more important role as a medium for the transmission of ever-
increasing amounts of information on which societies rely.
The technological revolution of optical communications has intimately con-
nected the fields of Optics (study of light) and Semiconductor Physics (a subfield of
Condensed Matter Physics). New advances in the growth of materials have enabled
us to create semiconductor nanostructures with features so small that the electrons
can be trapped within them causing completely new behaviors to arise. We can also
create structures that confine light into small spaces for long times, enhancing many
effects that were usually considered to be so small to the point of being negligible.
The combination of electron-confining structures (quantum dots) and light-
confining structures (optical resonators) in the micro- and nano-scale is already
opening up exciting new areas of research, both basic and applied, and is poised
to become an exceedingly important component of areas as diverse as Quantum
1
Optics, Quantum Information and Photonics.
This dissertation is an attempt to document our journey into these areas,
providing some general background into them and describing in detail our contribu-
tions.
Chapter 2 describes in certain detail the semiclassical theory of the inter-
action between light and two-level systems (as models of quantum dots). Chapter
3 reviews the different types of semiconductor quantum dots available today and
optical techniques to study them. Chapter 4 includes both a brief introduction to
the field of Quantum Information, the applicability of quantum dots to quantum
computers and a more detailed description of our implementation of a simple quan-
tum algorithm in a single semiconductor quantum dot. Chapter 5 is a review of the
theory of a two-level system coupled with an optical resonator and of the different
ways to achieve this system in an experimental setting. Chapter 6 moves away from
Quantum Mechanics into Classical Optics by presenting, in a quite detailed way,
the theory and practice of microsphere optical resonators. Chapters 7 and 8 discuss
applications of microsphere resonators, with proof of concept experiments.
2
Chapter 2
Interaction between light and a
two-level system
Ordinary matter is an extremely complex system, so its interaction with light is also
necessarily very complicated. However, most of the physical insights and many use-
ful applications come from considering a much simpler interaction: that of light with
a quantum mechanical two-level system. This chapter will introduce a semiclassical
theoretical description of this system. A fully quantum mechanical description can






Figure 2.1: Schematic of a two level system.
3
2.1 The semiclassical Hamiltonian
A two-level system is the simplest possible quantum mechanical system to study.
It is just a system that can only exist in two different states (or a superposition of
both due to the linearity of Quantum Mechanics), which we will call |g〉 and |e〉,
as shown in Fig. 2.1. We can start our analysis by formally writing the following
Hamiltonian:
Ĥ = Ĥfield + Ĥs + Ĥint, (2.1)
where the three Hamiltonians correspond to the electromagnetic field, the two-level
system and their interaction respectively.
We will always treat the two-level system quantum-mechanically, so the sys-
tem Hamiltonian is simply







where Î is the identity matrix and σ̂z is a Pauli matrix[135].
If the energy of the electric field is large enough (as is the case for a laser
pulse), we can consider it like a classical field with a fixed energy (thus neglecting
the field Hamiltonian, as it would be just a constant). The semiclassical interaction
Hamiltonian in the dipole approximation (valid when the dimensions of the two-level
system are much smaller than the relevant wavelengths of light) is
ĤSCint = − ~̂d · ~E(t) = −~d · ~E(t)(|e〉〈g| + |g〉〈e|) = −~d · ~E(t)(σ̂+ + σ̂−), (2.3)
where ~d = 〈g|e~̂r|e〉 is the dipole transition moment of the two-level system.
It is reasonable to assume that the field will have a slowly changing enve-
lope modulating a harmonic function so we can write ~E(t) = ~εE(t) cos(ωt) with ~ε
4
representing the polarization information. We can then do some algebra











(eiωt + e−iωt), (2.6)
defining along the way the Rabi Frequency Ω(t) =
~d·~ε
h̄ E(t).










(eiωt + e−iωt)(σ̂+ + σ̂−). (2.7)
Rotating wave approximation
The next step we can take is to transform the Hamiltonian (2.7) into a frame rotating
with an angular frequency ωt, using a rotation R̂ = e−i
ωt
2
σ̂z . The new Hamiltonian

















The terms that oscillate with frequency 2ωt will have a very small time
averaged contribution, so we can neglect them and work in the Rotating Wave
Approximation (RWA). Setting the zero energy to eliminate the term proportional
to the identity matrix in Eq. (2.8), using that Ee − Eg = h̄ω0 and introducing the







(σ̂+ + σ̂−). (2.9)
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2.2 The density matrix formalism: Optical Bloch Equa-
tions
The density matrix formalism will allow us to treat the dynamics of the system in
a more general way than just solving the Schrödinger equation. In particular, the
density matrix can treat open systems which are in constant interaction with an
environment that can’t be measured (see, for instance, [113], Ch. 4 or [135], Ch. 3).
For a two-level system, the density matrix is a 2 × 2 Hermitian matrix with a unit
trace. It can be defined in terms of the {|g〉, |e〉} basis projectors as
ρ̂ = ρ11|e〉〈e| + ρ10|e〉〈g| + ρ01|g〉〈e| + ρ00|g〉〈g|. (2.10)





Î + uσ̂x + vσ̂y + wσ̂z, (2.11)
with
u = ρ01 + ρ10, (2.12)
v = i(ρ01 − ρ10), (2.13)
w = ρ11 − ρ00. (2.14)
w is the “population inversion” of the system, while u and v are the dispersive and
absorptive components of the dipole moment.
The evolution of the density matrix ρ̂ is given by
˙̂ρ = − i
h̄
[ρ̂, H] . (2.15)
By inserting Eqs. (2.11), and (2.9) into Eq. (??), and by making use of the
6
Pauli matrices commutation relations, we get
˙̂ρ = u̇σ̂x + v̇σ̂y + ẇσ̂z = −∆ω vσ̂x + (Ω(t)w − ∆ω u) σ̂y + Ω(t)vσ̂z. (2.16)
Equating the coefficients for the different Pauli matrices and adding phenomenolog-
ical decay constants, we arrive at the well known Optical Bloch Equations[5]:
u̇ = − 1
T2
u− ∆ω v, (2.17)
v̇ = −∆ω u− 1
T2
v + Ω(t)w, (2.18)
ẇ = Ω(t)v − 1
T1
w. (2.19)
The phenomenological constants T1 and T2 represent the population decay time and
the dipole decoherence time respectively. In the presence of pure decoherence with





2.3 Theory of optical coherent control
2.3.1 The Bloch vector model
The dynamics of a single two-level system in the rotating frame are built into the
Optical Bloch Equations (2.17), (2.18) and (2.19). Those equations also give us a
pictorial view of the evolution of the system if we consider the three variables as
the components of a “pseudo-spin” vector ~ρ = (u, v, w)1 confined to move around a
unit radius “Bloch sphere”. Then we can rewrite the Optical Bloch Equations into
a vector form,
~̇ρ = ~G× ~ρ− Γ̄~ρ (2.20)

















Figure 2.2: Bloch sphere representation of the two-level system.


















The gyration vector works as an “effective magnetic field” for the pseudospin
vector, causing it to precess around it, as depicted in Fig. 2.2. In the absence of
decoherence the pseudospin vector will have a unit length, staying confined to the
Bloch sphere shell. Pure decoherence (represented by T2) will shrink the vector




Without considering decays (T1, T2 → ∞) and exactly on resonance (∆ω = 0), Eq.
(2.20) has an analytic solution[5]. By defining a dimensionless quantity known as





we obtain the following solutions (for initial conditions ~ρ(0) = (u0, v0, w0)):
u(t) = u0, (2.23)
v(t) = w0 sin θ(t) + v0 cos θ(t), (2.24)
w(t) = −v0 sin θ(t) + w0 cos θ(t). (2.25)
This is nothing more than a rotation of the pseudospin vector around the û axis. If
the incoming light is a pulse so that its total input pulse area is θ, the net effect of
the pulse will be to rotate the vector an angle θ (refer to Fig. 2.2 for illustration).
Pulses with special values of θ have been given names because of their particular
effects:
• π/2-pulses move the vector to the sphere equator, leaving the system in a
equally weighted superposition of |g〉 and |e〉;
• π-pulses rotate the vector all the way up, leaving the system in the |e〉 state;
• 2π-pulses perform a complete rotation of the vector, leaving the system back
in its original state.
2.3.3 Matrix propagation for multiple pulse experiments
An important case of coherent control is that performed with sequences of pulses
separated in time (usually the pulses are selected from the set of special pulses
discussed in the previous subsection). If decoherence can be neglected, there is a
9
very convenient way to understand the effect of pulse sequences on the two-level
system. Even if decoherence is present, the qualitative results from this approach
tend to be useful.
The absence of decoherence lets us go back from a density matrix (or pseu-
dospin vector) formalism to a state vector one where the evolution of the system
is represented by unitary 2x2 matrices. In this formalism we consider two different
types of evolution: instantaneous manipulation pulses and free evolution (meaning-
ful only as a delay between pulses). While in reality the pulses are never instan-
taneous, as long as they are shorter than the delays involved the results will be
valid.
A θ-pulse is just a rotation of the pseudospin vector by an angle θ, as men-










The free evolution (during a time τd) in the absence of manipulation pulses can be
















Composing pulses and delays is as simple as multiplying matrices. A sequence
of pulses
{
Ûθ1 , . . . , ÛθN
}
separated by delays {τ1, ..., τN−1} is represented by
Û = ÛθN ÛτN−1 . . . Ûτ1Ûθ1 . (2.28)
2There is some ambiguity as the basis to use for the matrices. In this dissertation, the corre-
spondence is |e〉 → (1, 0) and |g〉 → (0, 1).
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2.3.4 Quantum Interference
Quantum interference is a general effect occurring whenever the internal phase evo-
lution of a quantum system can affect measurable properties. In the two-level system
case, these properties are the populations of the |g〉 and |e〉 states (or, equivalently,
the population inversion w).
The matrix formalism is appropriate to give us a more quantitative under-
standing of quantum interference. The simplest case is a two-identical-pulses ex-
periment (see Ref. [32] for an experimental implementation). Both pulses have the
same input pulse area θ, and are separated by a delay τd. Thus, the corresponding
matrix is







































The final state after the second pulse is |ψf 〉 = Û |ψ0〉, and in the case of a
initial state |ψ0〉 = |g〉 we have
|ψf 〉 = −e−i
ωτd

















When the measured signal is proportional to the amplitude squared of the |e〉 state,
it will show an oscillatory dependence on the delay between the pulses, τd. More
explicitly,





In the presence of decoherence, the coherence between the |g〉 and |e〉 states
is progressively lost during the delay between the pulses, leading to a decaying




3.1 Quantum confined systems
As material systems decrease in size, quantum mechanical effects become more im-
portant in the description of their behavior. For instance, a semiconductor p-n
junction (a macroscopic system) can be appropriately described with a semiclassi-
cal model[12], but an atom (a microscopic system) is a fully quantum mechanical
system. In between these two we can find mesoscopic systems, composed of roughly
thousands of atoms, where the distinction is blurred and some features are modified
from the bulk ones by their small size. These changes become noticeable when the
relevant dimensions of the system approach the DeBroglie wavelength of an electron
in the material. Typically, this is on the order of 100 nm at low temperatures, so we
can define this length as a “threshold”. Structures with at least one characteristic
dimension smaller than this threshold will show significant quantum confinement
effects.
12
Figure 3.1: Electronic confinement in semiconductor quantum dots (courtesy of H.
Htoon and A. Muller).
3.2 Semiconductor quantum dots
When an electron can be strongly confined in all directions, we obtain an effective
zero-dimensional object usually called Quantum Dot (QD), whose behavior will be
similar to that of atoms in some respects (like a discrete energy structure), but
different in others (different kind of transitions allowed, a strongly coupled envi-
ronment, etc.). Because of this, quantum dots have been also referred as “artificial
atoms”.
While there are many ways of creating quantum dots, we will restrict our
attention to those composed of semiconducting materials, where the confinement in
is provided by a spatial variation in the electronic bandgap (see Fig.3.1).
3.2.1 Expitaxially grown quantum dots
Epitaxial growth techniques are currently the best choice to grow high-quality crys-
talline films. Molecular Beam Epitaxy, in particular, is noted for its ability to grow
crystalline materials one atomic layer at a time and is predominantly used to make
13
nanostructures such as Quantum Wells (QW), where a thin layer (a few nm high)
of a low bandgap semiconductor sits between two layers of a higher bandgap one.
Interface fluctuations quantum dots
If the height uniformity of the middle layer of a quantum well is not perfect, after cap-
ping it the interface will show small islands of the low bandgap material surrounded
on the sides by the higher gap material. This arrangement will provide a weak con-
fining potential in the in-plane direction which coupled to the strong confinement in
the growth direction, will create a quantum dot[167, 60, 59]. These quantum dots
tend to have large transition dipole moments[73], which makes them interesting in
cases where large coupling to electromagnetic fields are useful, such as coupling to
an optical microresonator[128] or non-linear spectroscopy studies[145, 16]. These
dots are typically made (but not always) of III-V materials such as InAs/GaAs or
GaAs/AlAs.
Self-assembled quantum dots
When growing epitaxial layers of a material on top of a substrate with a different
lattice constant, the mismatch causes strain that accumulates as the material is
deposited. Depending on the materials, different outcomes can happen (for more
details, see Ref. [130], Ch. 5). We are interested in the case most common in
III-V semiconductors, known as Stranski-Krastanov growth mode. In this mode,
after a critical number of layers is grown, the strain becomes so large that the top
layers break up into small droplets that allow strain to be released laterally. If
these droplets are composed of a material with a smaller bandgap than that of their
matrix, they will create a strong confinement potential for electrons due to their
small size[129]. Further epitaxial capping of the quantum dots completely embeds
them in the matrix, reducing the number of material defects in the interface and
14
improving their optical properties.
The fabrication of self-assembled quantum dots can be controlled very pre-
cisely, allowing control of their shape, density and distribution. However, the grown
samples usually show a broad distribution of sizes. Recent advances in growth tech-
niques include vertically[58, 125, 101] and horizontally[21] coupled quantum dot
molecules. Self-assembled quantum dots can be made of different materials, but
they are most commonly made of InAs in a GaAs matrix. In our experiments, our
quantum dots are In0.5Ga0.5As in GaAs[15].
3.2.2 Colloidal quantum dots
Quantum dots can also be prepared in a solution, combining precursors in the ap-
propriate conditions (concentration, temperature, etc.) and letting small particles
aggregate[4]. This technique makes nanocrystalline particles of semiconductor ma-
terial, and proper tuning of the fabrication process permits control of the size and
composition of the nanoparticles. The particles can be made of just one material
or have a layered structure[4]. They are typically made of II-VII materials (such as
ZnSe, CdSe, HgTe, etc.). While the radiative efficiency of these colloidal quantum
dots is very high, they show undesirable behaviors like bleaching[157], blinking and
spectral diffusion[122].
3.2.3 Lithographically defined quantum dots
Finally, quantum dots can be defined by applying a voltage to lithographically de-
fined gates on top of a quantum well[94]. These quantum dots are better suited to
electrical rather than optical manipulation, so we won’t discuss them in this work.
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3.3 Optical study and manipulation of single quantum
dots
The first optical studies of quantum dots were ensemble studies, measuring collec-
tive properties of large numbers of dots simultaneously. The advent of single dot
spectroscopy opened up an avenue for a more complete understanding of relaxation
processes in quantum dots and the optical manipulation of their quantum state.
Two main approaches (or a combination of both) are typically used to reach the
single dot level: spectral resolution of single dots, taking advantage of the broad
distribution of resonant energies due to the broad size distribution of most quan-
tum dot samples; and spatial resolution that involves sub-micron masks or etched
mesas to minimize the number of dots involved in the experiment. Many special-
ized techniques have been devised on top of these approaches for optical studies of
the properties of single quantum dots, and it would be outside the scope of this
dissertation to enumerate them all. Brief reviews of them can be found in Refs.
[120, 175].
3.3.1 Photoluminescence spectroscopy
The most basic technique (which is also the least expensive and most widely im-
plemented) is the Photoluminescence (PL) spectroscopy. In this technique, an ex-
citation laser generates photoexcited carriers which recombine radiatively in the
quantum dot. The generated radiation is collected and spectrally dispersed by a
spectrometer where sharp lines (due to long decay times) correspond to states of
single dots. A wealth of information can be extracted using this technique, such as
linewidths[111, 71], temperature dependence of properties[17], behavior under mag-
netic fields[19], spectral peak identifications (such as distinguishing different exciton
shells or biexciton states)[20] among others.
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There are several variations, many of which are usually available (sometimes
simultaneously) in the same experimental setup:
Non-resonant PL spectroscopy
The excitation laser energy is higher than the host material bandgap so carriers are
photoexcited in its conduction band. The carriers are then captured in the quantum
dots, eventually relaxing and emitting light as they recombine. Since the dots are
“flooded” with carriers, all radiative recombination channels can be observed and
the full energy structure can be reconstructed (including higher excited states[106]
and biexcitons[84]).
Quasi-resonant PL spectroscopy
In quasi-resonant PL the excitation laser energy is higher than that of the excitonic
ground state to study and it is actually resonant with a higher excited state. This ex-
cited state is populated by the laser, and this population suffers a fast non-radiative
relaxation to the ground state from where it recombines, emitting a photon. Ide-
ally, only one dot is excited so this is a good technique for coherent control[81, 25].
This idea has also been used to study charged excitons[137, 56] and to increase the
indistinguishability of photons emitted from a single dot in a microcavity[54].
Imaging PL spectroscopy
This variation involves using an imaging spectrometer instead of a line spectrometer,
so that spatial information can be acquired in addition to the traditional spectral
information. It is a invaluable tool for working at a single dot level in samples with
a large number of quantum dots[82, 83]. Imaging PL is our technique of choice for
characterization of single quantum dots without the need to artificially reduce the























Figure 3.2: Photoluminescence spectroscopy setup.
Figure 3.2 displays a schematic of our experimental setup. We use a Spectra-
Physics Tsunami Ti:Sapphire laser, configured in picosecond mode, as our source of
light pulses. These pulses are routed through a Mach-Zender interferometer which
we use as a pulse splitter to obtain a pair of pulses (with a controllable delay between
them) from a single pulse from the laser. These pulses are sent to the sample at an
angle of incidence of about 30 degrees from the normal). The quantum dot sample
is kept at low temperatures (5 to 10 K) inside an Oxford Instruments MicroStat
HiRes liquid Helium continuous flow cryostat. The laser pulses excite the quantum
dots and emit PL, which is collected using far field optics (a Mitutoyo ultra-low
working distance M-Plan NIR 100X microscope objective and a 20 cm focal length
tube lens) and fed into an Acton Research Spectra Pro-500i spectrometer. The
spectrometer can be used as a monochromator, directing the wavelength-resolved
light into a Hanbury-Brown-Twiss setup[37] to measure its second-order correlation
or as an imaging spectrograph, dispersing the light into a 2D liquid nitrogen-cooled
CCD detector manufactured by Princeton Instruments. Figure 3.3 shows a sample
image obtained in our setup.
Time-resolved PL spectroscopy
It is possible to use the spectrometer as a monochromator, and redirect the emission







Figure 3.3: Spectrographic image of single quantum dots. The bright peaks corre-
spond to emission from single quantum dots.
excitation, this enables direct measurement of the radiative decay times (T1) of
quantum dots[13].
3.3.2 Photoluminescence excitation spectroscopy
Photoluminescence Excitation spectroscopy (PLE), consists in monitoring the emis-
sion of a target state (peak in the spectrum) as the excitation laser scans a range
of energies. Strong PLE peaks are related to efficient relaxation channels between
different states, and the technique has been very useful in studying relaxation mech-
anisms in quantum dots[59, 60, 80, 153].
3.3.3 Side excitation spectroscopy
While PL is very versatile for studying linear properties, is has a fundamental draw-
back: If the light emitted by the quantum dot is at the same wavelength of the
excitation laser, which is orders of magnitude stronger, the signal will be drowned
in the “noise” of the scatered laser light so there is no “Resonant PL spectroscopy”.
Recently, in an effort leaded by Dr. A. Muller, our group developed a Resonant PL
spectroscopy technique for quantum dots embedded in a planar microcavity using
side excitation. This technique has been used to observe Mollow fluorescence[114]
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in single quantum dots[116] A detailed description of the technique and its imple-
mentation can be found in Ref. [120].
The excitonic ground state has much longer coherence times than the higher
excited states. Using this approach for manipulation of the ground state then would
allow for better quantum operations in quantum dots.
3.3.4 Our PL spectroscopy setup
3.3.5 Experimental realizations of coherent control
The first experiment in optical coherent control of quantum dots involved two-pulse
quantum interference to manipulate the excitonic state[32]. The next cornerstone
in the coherent manipulation of single quantum dots came with the demonstration
of Rabi oscillations in interface fluctuation quantum dots[144] and Rabi oscillations
coupled with quantum interference in self-assembled quantum dots[93, 81]. Since
then, different experimental paths on Rabi oscillations have been pursued to im-
prove the quality and number of the observed oscillations. These paths involve
improved PL experiments[164], photodiode photocurrent spectroscopy[176], two-
photon Rabi oscillations[149], polarization discriminated oscillations[119] and even
non-linear four-wave-mixing techniques[34, 127].
The observation of up to 10π Rabi oscillations using PL[164] was instru-
mental for studying damping of the oscillations, implying an important role of the
wetting layer as the intensity of the laser pulses increases. Weak transitions between
the continuum wetting layer states and the bound quantum dot states might intro-
duce decoherence channels as the laser becomes more intense, similarly to previously
reported effects[80, 153, 159]. However, the damping of the Rabi oscillations remains
somewhat controversial, as other mechanisms such as phonon-assisted damping[57]
and wetting layer mediated processes[161] have been proposed.
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Chapter 4
Quantum dots and quantum
information
The ability to quickly process information has led to technological revolutions that
would have seemed impossible just a few decades ago. This rapid pace of advance-
ment can be summarized in the so called “Moore’s law”, an empirical observation by
Intel founder Gordon Moore noting that the number of transistors in a microproces-
sor seems to double every 24 months[115]. This exponential increase is still ongoing,
but fundamental physical limitations will certainly slow it down in the near future.
One possible way to work around these limitations is to employ quantum mechan-
ical features for processing information. This idea, initially suggested by Richard
Feynman[55], has spurred enormous amount of both theoretical and experimental
work in order to probe its abilities, limitations and practical feasibility. This chapter
will first briefly introduce the basics of this vast field and then discuss how semi-
conductor quantum dots fit within it, closing with a description of an experimental
implementation of a quantum algorithm on a single quantum dot.
21
4.1 A brief introduction to Quantum Information
The most important branches of Quantum Information are Quantum Computa-
tion, dedicated to using quantum systems to process information, and Quantum
Cryptography, the study of using Quantum Mechanics for the secure distribution
of messages. This work will mostly discuss the former. Those looking for a more
complete exposition can find an exhaustive introduction to the field in the textbook
from Nielsen and Chuang[123].
4.1.1 Classical versus quantum bits
The minimal unit used for information is called a “bit”. A classical bit is a system
that can be in either one of two states, usually called “0” and “1”. A classical
computer takes a string of classical bits in a given initial state, manipulates them
and returns a result in the form of a new state of the bits. A quantum bit (qubit
for short) is a quantum mechanical system that has two possible states, |0〉 and |1〉.
Analogously to the classical case, a quantum computer takes a string of qubits in a
given state, manipulates them (through a unitary evolution) and then returns the
result in the quantum state of the qubits.
What makes a quantum computer different than a classical one? There are,
roughly, three main differences between classical computers and quantum computers.
Massive parallelism
The linearity of quantum mechanics means that if the state of a qubit is a linear
superposition of the basis states (|ψ〉 = α|0〉 + β|1〉), the evolution of the quan-
tum computer will be just the superposition of the evolution of the basis states
(Û |ψ〉 = Ûα|0〉 + Ûβ|1〉). This means that a quantum computer can run a “quan-
tum program” using all possible inputs at the same time. A classical computer is
limited to running using a single input per run.
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Interference
Even though Quantum Mechanics allows us to run a quantum computer using all
possible inputs simultaneously, it does not let us extract all the answers together
(thanks to the properties of quantum measurements). However, it is possible to
extract useful information from the superposition of results with a proper use of
interference between quantum amplitudes. This is not present in classical computers,
since they give just one result at a time.
Entanglement
Entanglement is a very intriguing property of Quantum Mechanics, with absolutely
no classical analog. It is a property of many-body quantum systems, that have
states which cannot be described as a simple product of single-particle states. En-
tangled states show correlations which are stronger than those predicted by any local
theory[22, 42]. While it is a subject of ongoing research, there is a certain belief
that entanglement plays a critical role on quantum information processing[123].
4.2 Using Quantum Dots as quantum bits
Quantum dots give us a good approximation to a two-level system, so we can use
them as qubits by identifying the absence of an exciton (state |g〉 from Ch. 2)
with the qubit state |0〉 and the presence of it (|e〉) with the qubit state |1〉. As
it was also discussed in Ch. 2, the interaction with an electric field gives us the
means to optically control the qubit. Short resonant laser pulses can move the
pseudospin vector along a meridian in the Bloch sphere, and the use of detuned
pulses would allow the vector to explore the rest of the sphere. However, there is a
more interesting way of achieving this. If we go back (after doing the RWA) from
































Figure 4.1: Comparison between the Bloch sphere (right) and the qubit sphere (left).
pseudospin vector is to precess around the ẑ axis. It then stands to reason that the
motion of the vector due to a resonant pulse will depend on the precise moment in
which it arrives to the quantum dot. Proper timing of the appropriate pulse can
then move the vector to an arbitrary position within the sphere. By moving back
into the laboratory frame sphere, which we will call “qubit sphere” (see Fig. 4.1),
we gain fast “free”1 qubit rotations around the ẑ axis. Combining it with pulses
that change the latitude (θ angle) of the vector, we can do arbitrary manipulation
of the state of the exciton.
4.2.1 Quantum dots and the DiVincenzo criteria
Any physical quantum system that can be taken (exactly or in an approximate way)
as a two-level system can be used as a qubit. However, if we want the system to
be the basis of a reasonably practical quantum computer, it has to satisfy certain
criteria, introduced by D. P. DiVincenzo in 2000 [49]. According to these criteria, a
physical system appropriate for scalable quantum information processing has to:
1. Be a scalable physical system with well-defined qubits.
1The cost to pay for the “free” operations is the precise timing required for any manipulation,
but it is acceptable as it is in NMR quantum computing[45].
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2. Be initializable to a simple fiducial state such as |000...〉.
3. Have decoherence times much longer than the time required for operations.
4. Have a universal set of quantum gates.
5. Permit high quantum efficiency, qubit-specific measurements.
There is more than one way to define an optically controllable qubit in a
quantum dot. The initial proposals considered the two-level system composed by
the excitonic ground state and the excitonic vacuum state (crystal ground state) as
a qubit[155, 27, 110]. More recently, proposals and experiments have been oriented
towards utilizing the spin of an electron trapped in a charged quantum dot as a
qubit[40]. This spin qubit can be controlled directly using Electron Spin Resonance
(ESR) techniques[100] or indirectly via optical Raman assisted spin flips[50]. The
rest of this chapter will refer to excitonic qubits.
Requirement 1: Scalability
The scalability of a qubit depends strongly on the particular scheme used to im-
plement it. For instance, it is possible to implement an n-qubit system using a
quantum dot with 2n non-degenerate excitonic states (as it was done in the 2-qubit
implementation of a two-qubit gate[105]), but it would not be a scalable scheme
because the number of required states would increase exponentially with the num-
ber of qubits. A scalable scheme would be one where there is only one exciton
per quantum dot, so the number of quantum dot required increases only linearly
with the number of qubits. Each quantum dot would need a somewhat different
resonant energy to permit individual manipulation or to be precisely spatially lo-
cated so that the excitation and measurement could be restricted to it (or maybe
a combination of both). There are no fundamental issues against this scheme, just
matters of practical considerations (like the number of lasers needed) and materials
25
science. Recent advances that have enabled the growth of quantum dots in ordered
arrays[75, 96, 169] suggest that the materials issues might eventually be solved.
Requirement 2: Initialization
Initialization of excitonic qubits is simple. Since the exciton vacuum state |g〉 is
defined to be the |0〉 state, the initialization procedure is just to let any remaining
population decay (thermal population, even at room temperature, would be neg-
ligible) so that all qubits go to the |0〉 state. Given the typical radiative decay
times of self-assembled quantum dots (on the order of 1 ns), this would be a “slow”
operation, but it would be acceptable as an initialization process.
Requirement 3: Decoherence times
How many operations can be performed within the decoherence time is a critical
qualification of any would-be qubit. Excitons have short radiative lifetimes, but
short operation times somewhat compensate for that. An overly optimistic estima-
tion of the decoherence time of an exciton (using the excitonic ground state, not
a higher excited state which will make it shorter) is around 1 ns. The operation
time depends on the kind of operation: Rotations around ẑ are very fast, with a
full rotation taking exactly one optical period (≈ 6 fs), while latitude rotations
usually take around 10 picoseconds. The operation time is limited by the slowest
rotations, so it will be on the order of 10 picoseconds. It would then be possible to
fit 100 operations in the decoherence time using this scheme. In an experiment, we
were able to estimate a number of 18 operations during the decoherence time of a
quasi-resonantly excited quantum dot[165]. Theoretical studies on quantum error
correction have estimated coarsely that if about 104 operations can be implemented
on a qubit before its decoherence time, then the said qubit can be used to perform
“fault-tolerant” quantum computation[98]. Thus, we see that the prospects of fault-
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tolerant quantum computers using excitons in quantum dots are not very bright.
Future advances in fabrication (increasing the decoherence times) and manipulation
(allowing for faster manipulations without deleterious effects) might improve this
and change the situation.
Requirement 4: Universal set of quantum gates
A universal set of quantum gates is a discrete set of unitary operations that can be
applied to a set of qubits so that a sequence of these operations can approximate an
arbitrary unitary evolution of the qubits[123]. There is not a single universal set, but
one of them is composed by arbitrary single qubit operations and a two-qubit entan-
gling gate (such as Controlled-NOT or Controlled-ROT). We have seen already that
arbitrary single qubit operations can be implemented in quantum dots (and some
have been, as the Rabi oscillations in Refs. [144, 93, 81, 176] have shown). However,
two-qubit entangling gates are a more problematic issue. While a two-qubit CROT
gate was implemented in a single quantum dot[105], in order for our quantum dot
quantum computer to be scalable we would need to implement a two-quantum dot
gate. Entanglement has been experimentally demonstrated in vertically coupled
quantum dots[18] but it is not clear that the vertically coupled quantum dots will
be able to scale well. There have been many theoretical proposals for entangling
gates with laterally coupled quantum dots, but no experimental demonstrations yet.
Again, materials science might hold the key for solving this issue, as new methods
for growing laterally coupled quantum dot molecules are being demonstrated[21].
Requirement 5: High efficiency qubit-specific measurements
Finally, we have to address the issue of qubit measurement. In principle, excitons
in quantum dots give us an excellent readout of their state as they will only emit a
photon when their are in the |1〉 state. If the quantum dots are distinguishable in
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either energy or spatial location (or both), it is also possible in principle to make the
measurement qubit specific. The limitations in the efficiency of the measurement lie
in practical considerations such as imperfect collection of the emission and limited
quantum efficiency of the single photon detectors which might be sidestepped by
clever algorithm design and multiple executions of the experiment.
Requirements summary
In summary, most of the requirements can be satisfied in principle and are limited by
material or practical considerations which might be lifted in the future. Requirement
4 might have some fundamental obstacles, but more research is needed to find out.
Requirement 3, the number of operations that can be performed within the decoher-
ence time, presents more of a fundamental roadblock as solid state systems tend to
have short decoherence times and the operations cannot be performed fast enough
(without affecting even more the quantum coherence of the system[164, 161])to reach
the required threshold for fault-tolerant quantum computing. While there might be
some breakthrough allowing this obstacle to be overcame, other qubit implementa-
tion schemes (such as the spin of electrons trapped in quantum dots[87], trapped
ions[95, 30] or superconducting qubits[47, 143]) show more promise as a building
blocks of a realistic quantum computer.
4.3 Experimental realization of a quantum algorithm in
a quantum dot
While it is not clear at all that excitons in quantum dots will ever result in a work-
able multi-qubit quantum computer, we can still use them as single-qubit quantum
computers (and maybe even as two-qubit computers for the right problems). This
will not solve any practical problems, but it is useful as a tool to study both quan-
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tum information and the dynamics of quantum dots. One particular problem that
is well suited to be solved in a single-qubit computer is the Deutsch problem.
4.3.1 The Deutsch problem
The Deutsch problem[46] involves global properties of binary functions on a subset
of the natural numbers. Given a natural number N , we can define a set {XN} with
all the natural numbers that can be represented with N bits. A binary function
f : XN → {0, 1} is called balanced if it returns 0 for exactly half of the elements of
XN and 1 for the other half. Given a function that is either balanced or constant,
the Deutsch problem consists of finding out which type it is. A general classical
algorithm requires evaluating the function on more than half of the elements, re-
quiring at least 2N−1 + 1 evaluations. This causes the classical run time to grow
exponentially with the input size.
The N = 1 case can be cast in a more “realistic”(and intuitive) way. Let’s
suppose we are given a coin which can be either genuine or fake. A genuine coin
will have both a head and a tail, while a fake one will have either two heads or
two tails. We can actually map a coin to a 1-bit function fc in the following way:
fc(0) = 0 means the top side of the coin is a head, while fc(0) = 1 means it is a
tail. Similarly, fc(1) = 0 if the bottom side is a head and fc(1) = 1 it is is a tail.
For a fake coin fc(0) = fc(1), so fc will be constant, while for a real coin fc will be
balanced. Thus, finding out whether a given coin is genuine or fake is equivalent to
solving the Deutsch problem in 1 bit.
4.3.2 The Deutsch-Jozsa algorithm
The Deutsch-Jozsa algorithm provides a way to solve the Deutsch problem on a
quantum computer using a quantum subroutine that evaluates f . The problem
and its solution provide an example of Oracle-based quantum computation[24, 23],
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Figure 4.2: Optimized version of the Deutsch-Jozsa algorithm.
where it is assumed that a quantum subroutine or Oracle contains the information
about the unknown function. The algorithm gives a recipe on how to prepare
(encoding) and read out (decoding) the qubit in an efficient way. In an experimental
demonstration, we have not only to implement the algorithm (encoding and decoding
operations), but we also have to build the Oracle. The specific structure of the
Oracle, encoding and decoding is not unique and several versions can be found in
the literature[46, 41, 43, 44]. The one we are using here[44] allows us to implement
the N=1 case with a single qubit.
Figure 4.2 shows a quantum circuit depiction of the algorithm. This circuit
uses the following quantum transformations:
1. A Hadamard transformation independently applied to each qubit, Ĥ⊗N =










2. A f -controlled gate, whose operation is defined as
Ûf |x〉 = (−1)f(x)|x〉. (4.2)
The final step in the algorithm measures the expectation value of the |0〉〈0| operator.
This expectation value for a constant function will be equal to 1 while for a balanced
function it will be equal to 0. When N=1 there are only four possible functions
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fj : {0, 1} → {0, 1}:
f1(x) = 0, (4.3)
f2(x) = 1, (4.4)
f3(x) = x, (4.5)
and f4(x) = 1 − x. (4.6)
Of these four, f1 and f2 are constant while f3 and f4 are balanced. The explicit


























 = −σ̂z. (4.8)
We can see that the balanced functions share the same f -controlled operator except
for a global phase. This is also true for the constant functions. If the qubit is initially
in the state |0〉, the encoding transformation consists in one Hadamard operation
that transforms the qubit to
1√
2
(|0〉 + |1〉). (4.9)




(|0〉 + |1〉) = 1√
2
[(−1)fj(0)|0〉 + (−1)fj(1)|1〉]. (4.10)
For a constant function this gives
(−1)fj(0) 1√
2
(|0〉 + |1〉), (4.11)
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while for a balanced function we get
(−1)fj(0) 1√
2
(|0〉 − |1〉). (4.12)
As a decoding procedure, we apply again the Hadamard transformation. We obtain
(−1)fj(0)|0〉 (4.13)
for a constant function, and
(−1)fj(0)|1〉 (4.14)
for a balanced function. Therefore, by measuring one of the two states, one can
decide in a deterministic way to which class f belongs. We remark that if we were
to obtain an answer using only classical operations, we would need to evaluate the
unknown f function twice, obtaining both f(0) and f(1) and then comparing them.
Conversely, the described quantum procedure only requires one call of the quantum
subroutine Ûf . Therefore the N=1 case of the Deutsch-Jozsa algorithm already
shows that the quantum algorithm outperforms its classical counterpart by a factor
of two in the number of evaluations.
4.3.3 Implementation in a single quantum dot
We have been able to implement the single-qubit Deutsch-Jozsa algorithm discussed
above using the excitonic states of a self-assembled InGaAs quantum dot as a qubit.
The level scheme we used is depicted in Fig. 4.3. The absence of an exciton is taken
as the |0〉 state of the qubit, while the first excited excitonic state is taken as |1〉.
The |1〉 state population is monitored via a non-radiative transition to the exciton
ground state (labeled as |1′〉) whose radiative recombination is recorded using a
micro-photoluminescence setup[82, 79, 80, 81, 119].







Figure 4.3: Quantum level structure. The excitonic ground state and first excited
state are labeled |1′〉 and |1〉 respectively. The state |0〉 corresponds to the absence
of an exciton in the quantum dot.
algorithm: a π2 single qubit rotation and a phase shift. The corresponding explicit
























The single qubit rotation is realized by a π/2 pulse resonant with the |0〉 to |1〉
transition. The phase gate Û(φ) is realized by controlling the phase of the optical
pulses with respect to the first pulse which is used as a reference. This is achieved
experimentally by a piezoelectric translation stage that controls the phase locking
between the pulses. By choosing specific values for φ, Û(φ) becomes equivalent to
the f -controlled operators, as shown in Table I. In this version of the algorithm, the
Oracle distinguishes the operations within the same class only by a global phase in
the single qubit space. We can always think about an additional reference qubit
in the Oracle to make this phase physically measurable. However, this reference
qubit will never come into play in the real algorithm since it is part of the internal
structure of the Oracle.
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Notice that although Ûπ
2
and Ĥ behave in a similar way, they are not the
same operator. It is easy to show that the only effect of this change is that the
interpretation of the final result has to exchange balanced with constant functions.
We can think about the quantum evolution of the qubit during the algorithm using
the picture of a pseudo-spin in the qubit sphere. The first pulse corresponds to an
effective magnetic field in the +ŷ direction that brings the pseudo-spin from −ẑ
to the −x̂ direction. The phase shift corresponds to a rotation of the pseudo-spin
around the ẑ axis in multiples of π. The second pulse will bring the pseudo-spin back
to the −ẑ direction in the case of a balanced function (by destructive interference),
and to the +ẑ direction in the case of a constant function. In this picture the N=1
Deutsch algorithm shows clearly its equivalence to a Mach-Zehnder interferometer
experiment[43].
The sample consisted of In0.5Ga0.5As MBE grown self-assembled quantum
dots, kept at a temperature of 5 K inside a continuous flow liquid helium cryostat.
The quantum dots were resonantly excited with pulses from a mode-locked Ti:Sa
laser. The pulses were linearly polarized in a way to make sure only one state out of
an anisotropy induced doublet was excited[119]. By using a spectrometer combined
with a two-dimensional liquid nitrogen cooled charge-coupled device (CCD) array
detector, we were able to detect the integrated photoluminescence signals of many
quantum dots at the same time[79]. This enabled us to search for a quantum dot
with a large enough dipole moment (and thus a good signal-to-noise ratio) and a
dephasing time larger than 20 ps for the excited state, which is the case for about
1% of the dots. We did not select any specific polarization at the detection.
The use of the excitonic ground state photoluminescence as the means of
detection prevented us from being able to use this state as the |1〉 state of our
qubit. This entailed a severe decrease in the dephasing time of the qubit, as the
non-radiative decay from the excited state to the exciton ground state (necessary
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for our detection scheme to work) puts an upper bound in the coherence time of
the exciton2. This upper bound is significant, since measured dephasing times for
excitonic ground states are on the order of hundreds of picoseconds[33, 28, 17] while
those for carefully chosen excited states (i.e. no further than approximately 20 meV
apart from the corresponding ground state) range in the tens of picoseconds[80].
The actual implementation of the algorithm was similar to that of standard
wave packet interferometry measurements[32, 93], but in the nonlinear excitation
regime[81]. In order to establish the appropriate excitation intensity for a π2 pulse,
we first recorded Rabi Oscillations of the excited state[93, 81]. We also performed
a low intensity wave packet interferometry measurement to estimate the dephasing
time of the quantum dot[32, 93]. In that experiment, the photoluminescence signal
is proportional to the wavefunction autocorrelation. By fitting the decay of the
autocorrelation signal with an exponential function we were able to measure the
dephasing time of the exciton in the dot, obtaining 40 ps as a result.
In the main experiment, the time delay between two identical resonant π2
laser pulses (approximately 5 ps long) was scanned while simultaneously recording
the photoluminescence. A mechanical translation stage controlled the coarse delay
between the two pulses while a piezoelectric stage changed the fine delay. The fine
delay is used to control the phase shift of the second pulse with respect to the first
one. It can be mapped to the relative phase by the relation φ = ω0τ , where h̄ω0 is the
laser energy, and has been calibrated by performing wavepacket interferometry at
low intensity on the quantum dot, keeping the mechanical stage at a fixed position.
The encoding and decoding consist of the preparation of the two pulses with
the same phase. We can imagine that the Oracle controls the fine delay knob, and,
by changing the relative phase, determines which one of the four functions is being
implemented. Figure 4.4a shows the intensity of the detected photoluminescence






















































Figure 4.4: Central plot: Envelope of the photoluminescence (PL) as a function of
the coarse pulse delay. PL signals as a function of the phase difference between the
two pulses are shown in the insets.
as a function of the coarse delay between the two pulses. The lower and upper
signals correspond to constructive and destructive interference depending on the
relative phase of the two pulses. The contrast between the maxima and minima of
the signal decreases as the delay between the pulses approaches the dephasing time
of the dot (40 ps), leading to lower fidelities. Figures 4.4b-e describe the detailed
behavior of the signal for various values of the phase difference between the two
pulses.
We can now interpret this result in terms of the DJ quantum algorithm. As
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expected, the maximum population at |1〉 (that is maximum photoluminescence)
occurs for even numbers of π in the relative phase between the two pulses, corre-
sponding to the constant quantum subroutines Ûf1,2 . On the other hand, minima
occur for odd numbers of π in the phase shift between the two pulses, correspond-
ing to the balanced quantum subroutines Ûf3,4 . The probability of successfully
solving the problem is related to the contrast of the maxima and minima in the
interference process. We remark that the first three insets in Fig. 4.4 (all with a
delay between the pulses between 10 and 20 ps) have a contrast of the order of
75%. This implies a fidelity for the quantum operations comparable to other similar
implementations[105]. The fidelity is mainly limited by the dephasing time of the
excited state of an exciton in the quantum dot. Making the coarse delay between
the pulses as short as possible gives the best fidelity (as can be seen in Fig. 4.4),
but this delay must be no shorter than twice the excitation pulse width, so that any
optical interference arising out of the overlap of the two pulses is negligible. Also,
a detection scheme able to resonantly excite and then measure the exciton ground
state such as the side-excitation technique introduced in Ch. 3 would allow for much
larger fidelities, due to the increased coherence times.
Experimental phase shift Operation
4nπ Ûf1
π + 4nπ −iÛf3
2π + 4nπ Ûf2
3π + 4nπ −iÛf4
Table 4.1: Experimental phase shifts and their implemented operations.
By using an interferometric set-up on an excitonic qubit system, we have been
able to implement the single-qubit Deutsch-Jozsa algorithm. Although the 1-qubit
version of the algorithm does not show all the features of Quantum Computing (in
particular entanglement), it is an experimental demonstration of simple quantum





Optical cavities (also called optical resonators) confine the electromagnetic field and
modify its density of states. This modified electromagnetic density of states results
in changes of the behavior of two-level systems coupled to the field in a cavity. These
effects can be small or dramatic, as will be discussed in this chapter.
5.1 Jaynes-Cummings model
The simplest model possible in Cavity Quantum Electrodynamics (CQED) is that of
a two-level system coupled to a single mode of the electromagnetic field in a cavity,
introduced by Jaynes and Cummings[89, 139]. The Jaynes-Cummings Hamiltonian
can be found by taking the fully quantum mechanical Hamiltonian (A.33) and keep-












~d · ~M(~r0) is the coupling constant between the two-level system
and the cavity. The σ̂+â and σ̂−â
† operators can be interpreted as the absorption
of a cavity photon by the system in the ground state, and the emission of a photon
in the cavity by an excited two-level system.
By restricting ourselves to the 1-quanta manifold (with only one excitation in
the complete system, composed by the states {|0s1〉, |1s0〉}) we can further simplify







σ̂z + h̄g(σ̂+â+ σ̂−â
†). (5.2)














introducing the generalized vacuum Rabi frequency,
Ω0 =
√
4g2 + ∆ω2. (5.5)
The corresponding eigenvectors are
|−〉 = cosα|1s0〉 − sinα|0s1〉, (5.6)






























Figure 5.1: Energy structure of the dressed two-level system.
The states (5.7) are sometimes referred as “dressed states”, because the in-
teraction with the field “dresses” the bare atom-field states of the non-interacting
system. The energies for both the bare and dressed states are shown in Fig. 5.1,
where we can see that when the interaction is present, there is a splitting (equal to
the vacuum Rabi splitting Ω0) of the energy levels as compared to the bare case.
5.1.1 Lossy Jaynes-Cumming model
As written, Hamiltonian 5.1 does not include any losses or dephasing. It is possible to
take those into account using a master equation formalism[7]. Now, the energy levels
(both cavity and two-level system) are broadened by the losses, and the behavior of
the full system will depend on how big the losses are with respect to the coupling.
There are two well-defined regimes: weak coupling and strong coupling.
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Weak coupling
When the coupling is weak compared to the losses (g << |∆ωc − ∆ωa/4, where
∆ωc and ∆ωa are the full witdh half-maximum (FWHM) linewidth of the cavity
and two-level system states), the qualitative behavior is similar to the uncoupled
case, with a crossing of the energy levels at resonance. The effect of the interaction
is to modify the linewidth of the two-level system state, effectively modifying its
decay rate. This phenomenon is well known as the Purcell effect[133]. Under the
weak coupling assumptions, the modified spontaneous emission rate can be written













If the coupling is strong enough to overcome the broadening of the lines so the
splitting can be resolved and g > |∆ωa − ∆ωc|/4, the behavior now resembles that
of the ideal Jaynes-Cummings Hamiltonian, showing a clear Vacuum Rabi splitting
at resonance.
5.2 Physical implementations
There are many different physical systems which can be approximated by the model
explained above, and that have shown experimentally both the weak and strong
coupling regimes. A very good review of the best ones working within the optical
range of wavelengths is given in [156]. We can broadly categorize the systems by
the “two-level system” they use.
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5.2.1 Single atoms
The first successful attempts at studying CQED at optical frequencies were done
with atomic beams and trapped atoms. The first successful cavities were Fabry-
Perot cavities, where both the Purcell modification of the emission from single
atoms[77] and Vacuum Rabi Splitting[152] were observed. More recently, strong
coupling using a monolithic toroidal microcavity has also been demonstrated[8].
5.2.2 Single quantum dots
Quantum dots have a distinct advantage with respect to atoms for CQED, which is
the fact that they are stationary with respect to the cavity so the quantum dot will
be coupled to the cavity at all times. Besides, in many implementations the quantum
dot and the cavity are a monolithic system. These properties enable us to speculate
on optoelectronic CQED devices such as single-photon sources for quantum cryp-
tography and quantum information processing[172], “thresholdless” lasers[132] and
even more speculative quantum information CQED devices as interfaces between
stationary quantum dot qubits and flying photon qubits[173].
The most favored microcavities are photonic crystal cavities and micropillars,
but other designs such as microspheres, microdisks and all-epitaxial microcavities
have also been used to explore CQED phenomena. Ref. [63] has a very detailed
introduction to the topic of CQED in quantum dots.
Micropillars
Micropillar cavities are fabricated by growing two semiconductor DBR mirrors be-
neath and above the quantum dots to provide optical confinement in the growth
direction. An etching process then defines pillar structures, which provide lateral
confinement[64]. A further improvement is the use of an oxide aperture for the
lateral confinement, that increases the Q factor of the cavity and reduces its mode
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volume[147]. Micropillar cavities have Q factors between 1000-150000 and mode vol-
umes on the order of a few cubic wavelengths. Many CQED effects have been demon-
strated in micropillars, including the Purcell effect[65, 138], strong coupling[134] and
single photon emission from a strongly coupled quantum dot cavity system[131].
Photonic crystal cavities
Photonic crystal cavities exploit in-plane Bragg reflections to provide in-plane con-
finement. After the sample growth, a periodic array of holes containing a carefully
designed defect[3] is etched on the sample. Removal of a sacrificial layer of mate-
rial grown below the quantum dot matrix leaves a thin slab which provides optical
confinement in the growth direction by total internal reflection[91]. Photonic crys-
tal cavities in III-V materials have moderately high Q factoris between 500-50000
(Silicon based cavities can achieve much larger Q factors[11]), and very small mode
volumes, even smaller than 1 cubic wavelength. Many CQED effects have also been
observed in these cavities, such as the Purcell effect[14, 51], few-emitter lasing[148]
and strong coupling[174, 78]. An interesting advancement is the ability to deter-
ministically couple quantum dots with the cavity, as demonstrated in Ref. [14].
All-epitaxial microcavities
A new type of microcavity, designed by the Deppe group, is grown completely
by an epitaxial method[118]. The growth direction confinement is provided by a
pair of DBR reflectors, while the in-plane confinement is obtained by placing the
quantum dots in raised mesas. These cavities possess excellent mechanical and
thermal properties due to their fully monolithic construction, and they are well
suited for electrical injection. Purcell enhancement and inhibition of spontaneous












Figure 5.2: a) Schematic of an all-epitaxial cavity[118], courtesy of A. Muller. b)
3D schematic of the same cavity.
Whispering Gallery Mode cavities
In Whispering Gallery Mode (WGM) cavities, the optical confinement comes from
total internal reflection on the cavity boundaries. There are several variations, such
as disks, toroids and spheres. Microdisks are the simplest to fabricate with embed-
ded quantum dots by sample post-processing[142]. Both the Purcell effect[61, 53]
and strong coupling have been shown in microdisk cavities[128]. Microtoroids and
microspheres are simple to fabricate (see chapter 6 for a more detailed description
of the microsphere fabrication) in silica using reflow techniques, but they don’t have
any obvious way to embed quantum dots in them. Nevertheless, strong coupling
between a microsphere and nitrogen vacancies in diamond nanocrystals deposited




Microsphere resonators have some fundamental and technical characteristics that
make them attractive. On the fundamental side, they have very low losses and
correspondingly large photon lifetimes. On the technical side, they are simple and
inexpensive to manufacture. This chapter will discuss the theory describing res-
onant modes of a sphere, fabrication of silica (amorphous silicon dioxide, SiO2)
microspheres and measurement techniques.
6.1 Theory for Whispering Gallery Modes in a sphere
6.1.1 Mie theory of a spherical resonator
The Whispering Gallery Modes (WGMs) of dielectric spheres are resonant modes
of the electromagnetic field whose characteristics (fields distribution, frequency)
depend on the sphere morphology (radius, index of refraction of the material) and
are also known as Morphology Dependent Resonances (MDR). The forthcoming
discussion will follow chapter 4 of Bohren and Huffman[31], using a mostly formal
approach. It is also worthwhile to mention (for interested readers) the approach
by Johnson[90] that connects the problem of MDRs with quasi-bound quantum
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mechanical states and can provide further insights into the resonances.
The field equations
We start by assuming we have harmonic fields,
~E = ~E0e
i(~k·~x−ωt), ~H = ~H0e
i(~k·~x−ωt). (6.1)
In a linear, isotropic and homogeneous dielectric medium with dielectric constant ε
and magnetic permittivity µ, these fields have to satisfy the Maxwell equations
∇ · ~E = 0, ∇ · ~H = 0; (6.2)
∇× ~E = iωµ ~H, ∇× ~H = −iωε ~E. (6.3)
Taking the curl of the curl equations (6.3) and using a vector identity we conclude
that both fields satisfy the vector Helmholtz equation,
∇2 ~E + k2 ~E = 0, ∇2 ~H + k2 ~H = 0, (6.4)
where k2 = ω2εµ.
Fundamental solutions
In order to find solutions of the Helmholtz vector equation, it is most convenient to
reduce it to a scalar equation. We can achieve that by introducing a scalar function ψ
and a constant vector ~c and using them to define the divergenceless vector functions




such that −∇× ~N = k ~M .
We can use vector identities to prove that ~M and ~N will satisfy the vector
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Helmholtz equation if ψ is a solution to the scalar Helmholtz equation
∇2ψ + k2ψ = 0. (6.6)
In a problem with spherical symmetry, we can make ~M a solution to the
vector Helmholtz equation in spherical coordinates by choosing ψ to be a solution
to the scalar Helmholtz equation in spherical coordinates and ~c = ~r. Then ~M
and ~N will be the fundamental solutions with spherical symmetry for the Maxwell
equations. Due to its construction, ~M won’t have a radial component ( ~M · r̂ = 0).

























+ k2ψ = 0. (6.7)
We use separation of variables to write a solution of the form ψ(r, θ, φ) =
R(r)Θ(θ)Φ(φ), leading to the three separated equations
d2Φ
dφ2


























k2r2 − l(l + 1)
]
R = 0, (6.10)
where m and l are separation constants.
Equation (6.8) has two linearly independent solutions (one odd, one even):
Φe = cos(mφ), Φo = sin(mφ). (6.11)
The condition that ψ must be a single valued function of the azimuthal angle ψ
requires that m be an integer. We can generate all possible linearly independent
solutions by restricting m to be equal to or greater than 0.
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The solutions to equation (6.9) are the associated Legendre polynomials
Pml (cos θ)[2] of degree l and order m.
Finally, equation (6.10) is the spherical Bessel differential equation. Conse-














It will be useful to introduce two linear combinations of the spherical Bessel func-
tions, namely the spherical Hankel functions
h
(1)
l (kr) = jl(kr) + iyl(kr), h
(2)
l (kr) = jl(kr) − iyl(kr), (6.13)
which are also solutions of Eq. (6.10).
Now, we can write the even and odd expressions for ψ:
ψelm = Y
m
el (θ, φ)zl(kr), (6.14)
ψolm = Y
m
ol (θ, φ)(cos θ)zl(kr), (6.15)
where Y mel (θ, φ) = cos(mφ)P
m
l (cos θ) and Y
m
ol (θ, φ) = sin(mφ)P
m
l (cos θ) are spher-






The vector solutions are then





1The usually defined spherical harmonics Y ml (see Jackson[88], p. 108 for instance) satisfy






Figure 6.1: Field intensity distribution for a mode with l = 18, m = 18 and radial
number p = 1.
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{cos(mφ), sinmφ} l(l + 1)Pml (cos θ)r̂
















When l ≈ m, the angular distribution will be peaked around the equator of
the sphere. Those modes, closely confined to the sphere equation, are the WGMs
we are interested in, as can be seen in Fig. 6.1.
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Boundary conditions
Up to now we have the fundamental solutions for the fields in a spherical symmetry.
In order to find the particular fields and their frequencies, we need to take into
account the boundary conditions. This is where we need the particular geometry of
the resonator. In our case, we will consider a sphere of radius a, dielectric constant
εs and magnetic permittivity µs (index of refraction ns = (εsµs)
−1/2) , surrounded
by an infinite medium with refraction index no = (εoµo)
−1/2. Thus we will have
different fields inside ( ~M I , ~N I)and outside ( ~MO, ~NO).
Radial boundary conditions will define which spherical functions to use. The
inside fields will be finite if we choose their radial dependence be the spherical Bessel
function,
{ ~EI , ~HI} ∝ jl(kr). (6.20)
For the outside fields, we choose the radial dependence to be a spherical Hankel
function because it corresponds asymptotically to an outgoing spherical wave (see
Bohren[31], p. 94). Adding an r-independent factor to take into account the dis-
continuity in the media, we have
{ ~EO, ~HO} ∝ B(k)h(1)l (kr). (6.21)
The other boundary condition to satisfy is that the tangential components
of the ~E and ~H fields must be continuous at the sphere surface where the refraction
index is discontinuous,
~EO(a, θ, φ) × r̂ = ~EI(a, θ, φ) × r̂, (6.22)
~HO(a, θ, φ) × r̂ = ~HI(a, θ, φ) × r̂. (6.23)
In order to continue the analysis, we have to consider the TE and TM cases sepa-
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rately.
Boundary conditions: TE case
In the TE (transverse electric) case, the electric field has no radial component, so
we can write
~E(r, θ, φ) = E0 ~M(r, θ, φ). (6.24)
From the Maxwell Equations (6.3) and the relationship between ~M and ~N in Eq.
(6.5) we can then find that





The electric field boundary conditions (6.22) together with the explicit ex-
pression of ~M , Eq. (6.18), result directly in the condition
B(k)h
(1)
l (koa) = jl(ksa), (6.26)
where ko = 2πλ/no and ks = 2πλ/ns are the wavenumbers outside and inside the
sphere respectively.
The magnetic field boundary conditions (6.23) are slightly more involved.









~N I(a, θ, φ), (6.27)
B(k) ~NO(a, θ, φ) =
µono
µsns
~N I(a, θ, φ). (6.28)





















where b = ns/no as a shorthand.



















Boundary conditions: TM case
In the TM (transverse magnetic) case, it is now the magnetic field that has no radial
component, thus
~H(r, θ, φ) = H0 ~M(r, θ, φ). (6.31)
In a manner analogous to the TE case, the electric field will be





The magnetic field boundary conditions (6.23) will now give us the same



















Given the radius of the sphere and the refractive indices of both the sphere
and the surrounding medium, Eqs. (6.30) and (6.33) can be solved numerically
(or asymptotically approximated[104, 136]) to find out the resonant wavelengths of
modes with a given value of l. There are many solutions to these equations, which
differ in the number of nodes of the field in the radial direction. The order of the
solution gives rise to another number, p, the radial mode number (a mode with
radial number p will have p − 1 radial nodes inside the sphere, see Fig. 6.2). The
higher the p number is, the peak intensity will be further away from the sphere
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l = 18, p = 1
l = 18, p = 2
l = 18, p = 3
Sphere boundary
Figure 6.2: Radial intensity profiles for three mode functions with l = 18 and
p = 1, 2, 3.
surface and the decay outside the surface will be softer. Together with the already
shown mode functions, ~M{e,o}lm and ~N{e,o}lm, the calculated value xlp provides a
complete characterization of the mode.
Broken spherical symmetry
Astute readers probably noticed that the resonance conditions (6.30) and (6.33)
don’t involve the m index of the mode. This is because modes differing only in m
are degenerate when there is spherical symmetry. If the sphere is not perfect but
rather has a slight eccentricity ǫ in its equatorial cross-section, the modes with same

















A dielectric sphere is an open resonator, with its modes mostly confined inside the
sphere, but with an extending evanescent tail. This tail allows for radiative tun-
neling of the confined light to the outside medium, limiting the amount of time
radiation can be confined in an ideal sphere. Besides this radiation limitation, ma-
terial limitations such as absorption, surface roughness and adsorption of impurities
can also affect the decay time of the modes.
A very convenient way to quantify the losses of a resonator is by means of
the quality factor, also referred to as Q factor. The Q factor is defined as the energy











The Q factor is also inversely related to the decay time of the mode in the cavity,
Q = τcω.
All the present loss mechanisms determine the Q factor of a given sphere.
In a very general way, we can relate the total Q factor to the Q factors that would









Depending on the sphere size and conditions, different mechanisms will dom-
inate the losses. For very small diameters, the leading term is given by radiation
losses. For spheres with diameters larger than 15 wavelengths, radiation loses
become small and other mechanisms become more important, such as material
absorption[67], Rayleigh scattering due to internal or surface inhomogeneities[68],









































Sphere holder Microscope objective
Figure 6.3: Schematic of the sphere making setup.
A different kind of loss is that intrinsic to the coupling. Since the coupling
to a resonator has to be symmetric in time, the ability to couple light into it is
inseparable from the ability of extracting light out of it (at least for single-mode
coupling). This means that increasing the coupling will increase the total resonator
losses, lowering the Q factor. This phenomenon is usually known as “resonator
loading”, and the Q factor of a cavity can be decomposed into an intrinsic Q and a




The fabrication of silica microspheres is a relatively simple process which does not
require a very big infrastructure. It was introduced by Braginsky and Ilchenko in
1989[36] and adopted by many groups since then[70, 162, 38, 97]. The main sequence
involves stretching an optical fiber, to reduce its diameter, and then melt the small
diameter tip. Surface tension will ensure an almost spherical shape, while the reflow
of the melted material will result in a smooth surface and high Q factors.
In our setup, we melted the fiber using a Synrad 48-1 10W CO2 laser, emit-
ting at a wavelength of 10.6 µm. All our spheres are made of regular single-mode
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Figure 6.4: Overview of the sphere making station.
optical fiber, Nufern SM800 (bought at F-SF from Newport Corporation). At all
times, the fabrication is monitored using a microscope objective and a CCD camera
(as can be seen in the schematic in Fig. 6.3 and the photograph in 6.4).
Making a small diameter fiber tip
We could, in principle, just melt the tip of a fiber and make it round. However,
since the diameter of an optical fiber is 125 µm, the sphere diameter would not be
any smaller. Since we want to work with smaller spheres, we need to slim down
the diameter of the fiber tip. We achieve that by fixing a weight at the tip with
adhesive tape (the weight is a small piece of a brass washer in our case, but its
nature is not really all that important) and then slowly turn up the laser until the
silica starts melting and flows downward. There are some important details that
should be taken into account:
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• The fiber protective jacket has to be stripped first. If this is not done, the
jacket will be burned by the laser and might result in a dirtier sphere.
• It is always a good idea to clean the bare fiber with isopropyl alcohol and a
lint-free wipe.
• The laser power has to be ramped up slowly, as too much power will immedi-
ately break the fiber without stretching it. If this happens, the process has to
be restarted.
• The laser must not be too tightly focused on the fiber, or the fiber will break
not matter how slowly the power is ramped up.
Once the fiber has been stretched to the desired diameter (which will change
depending on the desired sphere diameter and mechanical properties), a short, in-
tense burst of the laser will easily break the fiber, leaving a clean tip on the top
part, as show in Fig 6.5.
Making the sphere
Once the a clean tip with a proper diameter is available, another short burst of the
laser should be enough to melt it and form the sphere, a shown in Fig. 6.6. When
making small spheres, it is best to focus the laser tightly as it will make the process
faster and improve the sphere symmetry.
Advanced techniques
At times it is desirable to fabricate a large sphere with a thin stem. The technique
described above won’t allow that, as the diameter of the sphere will be dictated
mostly by the diameter of the stem. It is possible to work around this by not
making a fiber tip, but rather leaving a lump of fiber after the stretched section. As
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Figure 6.5: Fiber tip right after breaking the fiber.
Figure 6.6: Sphere made from the fiber tip in Fig. 6.5.
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−→
Figure 6.7: Modified technique to make large spheres on a thin stem.
Fig. 6.7 shows, this allow making spheres much larger than their stems (this will
result in a much more fragile stem, though).
It is also possible to bend the fiber stem, obtaining geometries as the one
depicted in Fig. 6.8. The process is simple: Once the sphere is formed, the laser
has to be focused (but not tightly) on the section of the stem to be bent and then
ramped up slowly until the fiber begins to bend. The fiber will bend towards the
direction of the incoming laser beam, and the laser has to be turned off when the
desired angle has been reached.
6.3 Coupling light into/out of a spherical resonator
The low losses (high Q factors) of spherical resonators imply that their coupling to
the outside is weak. At first sight, this seems to suggest that coupling light into
the resonator will be difficult but this turns out not to be the case using the proper
coupling technique.
For simple characterization, coupling light into the resonator might be enough,
but for applications it is desirable to be able to extract light efficiently too. We can
define an “ideality” of the coupling as the ratio between the light coupled in and
the light coupled out[38]. Since electromagnetic phenomena are time-reversible, we
would expect that any scheme able to couple light into the resonator would be able
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Figure 6.8: Sphere on a bent stem.
to couple light out of it and thus have an ideality equal to 1. However, real cou-
plers usually present some asymmetry that results in lower (sometimes much lower)
idealities.
6.3.1 Free space coupling
At first, it seems that since microspheres are open resonators it would be possible to
couple light into a WGM by just focusing a gaussian beam near the sphere equator.
This turns out to have a negligible efficiency, because for spheres that are larger
than a few wavelengths in diameter the radiation losses are incredibly small. A
concise discussion of this can be found in Ref. [112]. By deforming the spheres in
a controlled fashion it becomes possible to improve the free space coupling due to
chaos-assisted tunneling in asymmetrical resonators[124, 102]. This technique has




While free space coupling is quite inefficient, it is possible to couple more efficiently
to the WGMs in the sphere by means of evanescent coupling. This involves over-
lapping of the evanescent field of the sphere mode and the evanescent field of a
coupler.
Prism couplers
One possible evanescent coupler to use is a prism[154]. Fig. 6.9 describes the geom-
etry. A laser beam is focused into a prism (made of a material with higher refractive
index than the resonator) at an angle such that it undergoes total internal reflec-
tion. The evanescent field at the prism surface can then couple into the resonator
as it is brought closer. The dimension of the gap between the prism and the sphere
determines the field overlap and the amount of light coupled. Prism couplers can be
effective (injecting into the resonator about 80% of the incident radiation[69]). On
the other hand, it is difficult to achieve high ideality with prisms because they are
multi-mode couplers[112] (the beam focused on the prism is actually composed of
many different modes which couple differently to the WGM). Prism couplers are the
best choice when the refractive index of the resonator is high[85], as it is possible to
manufacture prisms from high-index materials. There are variations on this type of
coupler, such as the angle-polished fiber coupler[86], which combines the advantages
of prism couplers those of fiber couplers.
Tapered fiber couplers
Tapered fiber couplers are just waveguide couplers appropriate for the geometry
of the resonator. In a regular single-mode optical fiber there is a micron-scale core
surrounded by a glass cladding with a slightly lower refractive index. By tapering the
fiber to a sub-micron diameter, it is possible to adiabatically transfer the light from
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b)a)
Figure 6.9: Evanescent couplers. a) Prism coupler. b) Fiber coupler.
the fiber fundamental mode into the fundamental mode of the now air-clad stretched
fiber. The evanescent field from the stretched section is very strong (due to the fact
that its diameter is close to the wavelength of the light) and can overlap significantly
with the evanescent field from the WGM. Judicious selection of the taper diameter
allows for good phase matching between the waveguide and the resonator[97] and
very effective coupling (coupling efficiencies of 99.99% have been reported[141]). The
high efficiency of tapered fiber couplers has made them a popular choice to couple
to WGM resonators[70, 38, 121, 99].
6.4 Fabrication of tapered fiber couplers
The essence of all fiber tapering techniques is to soften the section of fiber to be
tapered while it is mechanically pulled[29]. Conservation of mass will cause the
diameter of the fiber to gradually decrease. Diversity appears in the mechanism
to soften the fiber: it is most commonly a butane or oxy-hydrogen flame scanned
across the fiber section, but it can also be a CO2 laser[48, 166] or even a ceramic
microfurnace[150].
Our fiber stretching setup (which can be seen in Fig. 6.10, together with a
schematic in Fig. 6.11) consists of a Mansun MS-2008 water torch, a mechanical
stage with two stepper motors to pull the fiber, and another one to hold the torch tip


























Figure 6.11: Schematic of the fiber pulling setup in Fig. 6.10.
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and other to scan the flame along a section of the fiber. A laptop computer running
a custom program controls the process, which is monitored by looking at the real
time transmission of a laser beam coupled into the fiber. When the stretched region
becomes a single mode waveguide, the absence of modal interference will eliminate
fluctuations in the transmitted signal, signaling the end of the process. A typical
tapering process runs the following sequence:
1. Strip and clean the section of fiber to be tapered (our standard length is close
to 15 mm).
2. Hold the fiber in the stage using magnetic clamps, making sure it is straight.
3. Set the software parameters (see table 6.1 for our standard parameters).
4. Ignite the torch flame and start the process with the software. The transmis-
sion will start to fluctuate when the fiber diameter starts to decrease.
5. Monitor the process: if the fiber arcs too much or the transmission amplitude
fluctuations become too big, retract the torch 1 mm (usually a successful
tapering requires 3 or 4 pullbacks).
6. When the amplitude fluctuations come back to their original pre-pull levels,
the tapering is done so the software needs to be stopped if it did not do it on
its own (and the torch flame put out).
7. Depending on the conditions, it might be necessary to manually pull the fiber
a little bit more in order to make the taper taut.
8. Dismount the fiber from the pulling stage and mount it into the appropriate
holder for the experiment.
Sometimes the fiber breaks before the process is finished. In that case, the
only alternative is to stop and start again with a new section of fiber. The stretched
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Pulling speed: 0.030 mm/s Pulling time: 590 s
Torch initial position: 43 mm Torch final position: 38 mm
Torch traversal speed: 5 mm/s Torch traversal length: 6 mm
Minimum traversal length: 1 mm α: 0.5
Table 6.1: Standard fiber stretching parameters. These are a general guide, and
usually require fine-tuning.
fibers are very fragile, so they must be handled with the utmost care. Holding the
fiber taut increases its resilience, but the slightest touch can still break it (or leave
impurities that will scatter light and decrease the fiber transmission, sometimes to
the point of making it unusable). Losses in the tapered fiber can be estimated by
comparing the transmission before stretching to the one after; we have been able
to obtain up to 80% transmission, but transmissions higher than 50% tend to be
enough for all experiments.
6.5 Characterization of microspheres coupled to tapered
fibers
6.5.1 Experimental setup
Coupling light in and out of the microsphere through a tapered fiber requires a
fine control of the separation between the sphere and the fiber. We constructed a
chamber with micropositioning devices where we could install the microsphere and
the tapered fiber. A photograph of the chamber is in Fig. 6.12, while Fig. 6.13
shows a schematic view.
The microsphere is mounted on a 1/4” fiber chuck, which is magnetically
affixed to a homemade Piezoelectric Disk Scanner (PDS)[1] which permits fine ad-
justments of its position up to range of a few micrometers using a homemade 12V
driver. The tapered fiber is mounted on top of a homemade stick-slip piezoelectric
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Figure 6.13: Schematic of the chamber from Fig. 6.12 and external elements.
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Figure 6.14: Sphere next to a tapered optical fiber.
walker2. The stick-slip design gives us a large range of coarse motion, and also a
small range of fine position adjustment. Another walker, positioned opposite to the
first one, lets us locate probes next to the sphere. The walkers were connected to a
switch box and driven by a single Attocube ANC-150 controller. Vacuum electrical
and fiber feedthroughs allow for evacuated operation of the chamber. Figure 6.14
shows a microscope image of a sphere next to a tapered fiber.
6.5.2 Transmission spectrum measurements
The most basic measurement of a waveguide coupled WGM resonator is a measure-
ment of its transmission spectrum, where the transmission is recorded as a function
of the incident laser frequency/wavelength. Our excitation laser is an external cav-
ity New Focus Velocity 6320 diode laser with a coarse wavelength tunability range
2The design is based on the commercial Attocube walkers (http://www.attocube.com), but
constructed in house
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between 920 nm and 935 nm3. The fine tuning range of the laser frequency is 60
GHz. The setup is simple, and is depicted schematically in Fig. 6.13. The laser,
whose polarization is set using a Newport PR-950 broadband polarization rotator,
is coupled into the optical fiber using a New Focus 9091 single-mode fiber coupler.
A General Photonics PLC-003-S-25 polarization controller compensates for stress-
induced fiber birefringence[158] to keep the polarization of the light linear at the
microsphere-fiber interface. The fiber is fed into the chamber, where the stretched
section is held by the piezo walker so that it is close to the microsphere. The fiber
then comes out of the chamber and its output is measured by a photodiode (Thor-
labs PDA-10A). A function generator (Tektronix FG 501) generated a triangle wave
to scan the laser frequency along the 60 GHz fine scanning range, while a computer
captured the photodiode signal using a NI PCI-6229 data acquisition card (running
xoscope 1.12[168] with custom patches and control scripts).
Measuring spectra is a straightforward process. It involves first taking a
reference uncoupled spectrum (with the sphere and the fiber well separated) in
order to compensate for changes in the laser intensity as the frequency is scanned,
and then changing the sphere and fiber distance acquiring spectra for each desired
configuration. The sphere-fiber distance needs to be very precisely controlled to
avoid sticking one to the other. For that purpuose we could use the fine control on
either the fiber walker or the resonator PDS. Most of the time we used the PDS to
fine tune the sphere position relative to the fiber.
A typical transmission spectrum of a 73 µm diameter sphere is shown in Fig.
6.15, where the frequency shift is given respect to a center laser wavelength which
in this case is 927.85 nm. A lot of sharp lines can be seen, corresponding to many
different modes. The free spectral range of the sphere should be around 903 GHz,
larger than the 60 GHz scanning range, implying that the modes must have different
3We chose this range with the idea of coupling to our InGaAs QDs. In retrospective, a laser
near 1550 nm might had been a better choice.
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Figure 6.15: Transmission spectrum of a 73 µm diameter sphere.
combinations of l and m. The estimated value of l for these modes is l ≈ 346. The
narrowest lines agree with Q factors of about 6.1 × 106. In contraposition to the
crowded spectrum of Fig. 6.15, the spectrum in Fig. 6.16 corresponding to a 22.5µm
diameter sphere is much cleaner (the center wavelength is now 931.22nm). The free
spectral range is now larger (2.9 THz), and we only see one mode. This mode has
an estimated l ≈ 186. The linewidth is now somewhat larger than those from the
bigger sphere, but the Q factor of 4.4 × 106 is still very high. Given the cleaner
spectra of smaller spheres, they will be preferable to larger ones if a small decrease
in Q-factor is acceptable. For even smaller spheres it starts to become problematic
to find the proper excitation frequency of the modes in the experiment, so diameters
between 20 and 30 µm are optimal.
6.5.3 Coupling analysis
The distance between the fiber and the sphere will change the coupling between
them. This coupling will be discussed in more detail in chapter 8, but for now
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Figure 6.16: Transmission spectrum of a 22.5 µm diameter sphere.
it is enough to note that there are three distinct coupling regimes, for decreasing
sphere-fiber distances:
• Undercoupling: Less that 100% of the incident fiber light is coupled into
the sphere (non-zero transmission at resonance);
• Critical coupling: 100% of the incident light is coupled into the sphere and
lost there (zero transmission at resonance);
• Overcoupling: 100% of the incident light is coupled into the sphere, but part
of it can couple back into the fiber (non-zero transmission at resonance).
The linewidth of the resonance becomes progressively broader with decreasing sphere-
fiber distance. It is dominated by the intrinsic resonator loss when undercoupled
(Q ≈ QI), but the loading of the cavity by the fiber becomes important as the
coupling increases and eventually takes over the linewidth (Q ≈ QL).
The progression of the spectrum change for the 22.5 µm diameter sphere can
be appreciated in Fig. 6.17, where both the broadening of the line and the changes
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Figure 6.17: Evolution of the transmission spectrum for different sphere-fiber sepa-
rations for the 22.5 µm diameter sphere.




The theoretical discussion of modes in spheres from section 6.1.1 reveals that the
resonance frequency of the modes will depend on the refraction index of both the
sphere and the surrounding material. The high Q factors of silica microspheres
result in very narrow spectral lines which make measuring very small frequency
shifts possible and thus provide an extremely sensitive indicator of refraction index
changes (of either the sphere itself or its environment). This has already been used to
measure the concentration of solutions[74], isotopes[9] and temperature changes[72]
among others. With proper functionalization of the microsphere surface, biological
molecules can be detected with very high resolution[10, 162, 163, 35].
7.1 Dielectric perturbations of the environment of a
sphere: Theory
A simple theory to describe the resonance shift caused by a dielectric perturbation
has been presented by Arnold et al.[10], and this section will briefly review it. More
sophisticated and rigorous theories have also been put forward[151], but are not




Figure 7.1: Schematic of a particle on the surface of a sphere.
The situation is described in Fig. 7.1, where a small particle (a molecule,
a nanocrystal, etc.) is adsorbed in the sphere surface at a position ~ri. The basic
physical idea is that the electric field in the resonator will induce a dipole in the
particle which will in turn alter the energy of the resonant mode (and thus the
resonant frequency).
It is possible to evaluate this in a quantitative way by looking at first order
effects. The intra-cavity field distribution (assuming a single mode is excited) is
~E(~r)e−iωt. This field has an evanescent tail that induces a dipole moment in the
particle,
δ~p = α~E(~ri), (7.1)
73





The proportional change in resonance frequency will be given by the ratio between









We can further simplify the expression by restricting the integral in the denominator
to the volume of the sphere (most of the field is confined there in any case), and then










If there are N identical particles, at positions {~ri, . . . , ~rN}, the total change will be





















If the particles’ locations are confined to a small area, such that the field does not
vary too much, the net result will be that the total perturbation will be proportional
1More specifically, it is the change in polarizability respect to the original medium, and is referred
to as “excess polarizability” in Ref. [10].
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7.2 An uninteresting perturbation: A fiber tip
One of the easiest perturbations to try is to bring a small fiber tip (with a diameter
of the order of 1 µm) close to the sphere (in a geometry like that of Fig. 7.2). The
results from Fig. 7.3 are as expected: a red shift in the resonance frequency, while
the extra scattering induced by the tip decreases the Q factor. These changes were
completely reversible: the resonance frequency and width would go back to their





Figure 7.2: Fiber, sphere and tip geometry for the experiments.
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Figure 7.3: Resonance center and Q factor as a function of the distance between a
bare tip and the sphere.
7.3 An interesting perturbation: Semiconductor nanocrys-
tals
7.3.1 Experimental results
As a way to increase the change in the resonance frequency, we can dip the fiber tip
in CdTe nanocrystals (the shift should be much larger due to the larger polarizability
of the nanocrystals) solution2. The results are somewhat unexpected: While there
is a resonance shift as the tip moves closer to the sphere, after a certain threshold
distance the center of the resonance starts to shift with time even though the tip
stays stationary. This time-dependent shift continues until the tip is retracted,
2The nanocrystals were an old sample provided by the Korgel group in Chemical Engineering.
They showed no significant absorption or emission in the wavelength involved in the experiment.
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Tip in Tip out
Figure 7.4: Resonance center shift and Q factor as a function of time for a nanocrys-
tal coated tip.
when it reverses and drifts back towards the original resonance. The time-dependent
resonance frequency center and the measured Q factor are plotted in Fig. 7.4, where
vertical lines mark when the tip reached the threshold and when it was retracted.
7.3.2 A simple random hopping model
The behavior is quite intriguing, but a simple model can give some insight. This
model is based on a few (reasonable) assumptions:
1. Each individual nanocrystal near the sphere causes the same amount of shift.
2. Nanocrystals can randomly “hop” into the sphere with a rate γ when the tip
is closer than a certain threshold.
3. There is a limited number of spaces for nanocrystals (Ns) to hop into places
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that will affect the WGM when the tip is there.
4. When the tip goes away, nanocrystals diffuse away from the mode until an
equilibrium with NR nanocrystals interacting with the WGM is reached.
The first assumption just tells us that the effect will be proportional on the
number of nanocrystals interacting with the WGM, which we’ll call ns(t).
The second and third assumptions (random hopping into a limited number
of spaces) let us model the change in ns as
ṅs(t) = γ(Ns − ns). (7.7)
Solving with ns(0) = 0, we have that for times before the tip is retracted
ns(t) = Ns(1 − e−γt). (7.8)
After the tip is retracted at time t = t0, nanocrystals start to diffuse away
from the mode at a rate δ (which need not be equal to γ) until NR are left, so we
have
ṅs(t) = −δ(ns −NR) (t ≥ t0). (7.9)
Combining equations (7.8) and (7.9) we find the full expression for the num-







Ns(1 − e−γt) , t ≤ t0
NR(t0) + [Ns(1 − exp−γt0) −NR(t0)]e−δ(t−t0) , t ≥ t0.
(7.10)
The exponential shifts correspond very well with the data from Fig. 7.4, and










The field of photonics can be described as that encompassing the efforts to generate,
manipulate and detect light. Its biggest application is in the area of telecommuni-
cations, where optical fiber links have made possible the huge increases in commu-
nication speeds in the recent years[76, 52]. Resonators play a very important role
in photonics, especially in the generation and control of light. WGM resonators
have been shown to have a myriad of applications in controlling light, for instance
as add-drop filters[39, 107, 108], optical buffers[171, 170] and polarization-sensitive
devices[26]. They become particularly interesting as components of integrated pho-
tonic circuits[6]. Microspheres, while not particularly convenient for integration,




We are interested in the general behavior of WGM resonators, so instead of using the







Figure 8.1: Lumped model of a ring resonator.
This model, summarized in Fig. 8.1, treats the resonator as a ring coupled to a
waveguide and lumps the losses and the coupling into constants (the constants can
be evaluated from the detailed expressions for the fields of the waveguide and the
resonator, but that is not necessary to understand the basic phenomena). The losses
in the resonator are represented by the single-pass attenuation constant a, while the
fraction of the field coupled from the waveguide into the resonator (and viceversa)
is t (both a and t are real numbers between 0 and 1). The single-pass phase the
field acquires after one transit through the ring is ϕ = 2πnR/λ = 2πnRν/c for a
ring with radius R and refractive index n. With this in mind and inspection of Fig.
8.1 we can write down the equations that describe the system (where r =
√
1 − t2):
E1 = rE0 + itE3, (8.1)
E2 = itE0 + rE3, (8.2)
E3 = ae
iϕE2. (8.3)




= τ = |τ |eiφ = r − ae
iϕ
1 − raeiϕ . (8.4)
81
In our experiments, we measure the intensity of the transmitted field, so the relevant

























An analysis of Eq. (8.4) shows that the transmission will have a minimum
whenever ϕ is an integer multiple of 2π. Since the phase is identical to the single-pass
optical path, for a ring of radius R and refraction index n we will have a resonance




2πR = 2πm→ mλ0 = 2πnR. (8.6)
That is, there will be a resonance whenever the optical path in the ring is equal to
an integer number of wavelengths.
Armed with Eq. (8.4), we can take a more detailed look at the waveguide-
resonator coupling discussed in Sec. 6.5.3. The type of regime (under, over or critical
coupling) can be determined by the relationship between r and a (with illustrative
graphs in Fig. 8.2):
• r > a: The intrinsic resonator losses are smaller than the waveguide induced
losses, and the resonator is undercoupled. The transmission shows a small,
sharp feature at resonance.
• r = a: The intrinsic resonator loss is exactly equal to the waveguide induced
loss, and the resonator is critically coupled. The transmission goes to zero
at resonance, as all the light couples in and is dissipated inside the resonator.
• r < a: The waveguide induced loss now dominates, and light can couple
out before being lost in the resonator. The resonator is overcoupled. The
transmission at resonance increases, together with the width of the feature.
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r < ar = ar > a
Figure 8.2: Different coupling regimes obtained from Eq. (8.4) with varying values
of r for fixed a.
8.1.2 Vector formulation
The model used in the previous section is scalar, in the sense that it does not
take into account the polarization of the fields. We can extend it in a simple way
to take into account the polarization of the resonant and waveguide modes using
Jones matrices[92]. Using the polarization eigenmodes (x̂ and ŷ) of the resonator









If we furthermore add a polarizer (see Figure 8.3 for a graphical representation)
after the waveguide has interacted with the resonator, the final field will be ~Ef =
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Figure 8.3: Graphical representation of the vector model. The reference axes are
given by the natural polarizations of the resonator. The input field makes an angle





cos2 θ cos θ sin θ
sin θ cos θ sin2 θ

 (8.8)
is the Jones matrix corresponding to a polarizer whose axis makes an angle θ with
the previously defined x̂-axis. The measured intensity after the polarizer will be
I(θ) = ~E†f · ~Ef
= ~E†0 · R†P†(θ)P(θ)R ~E0
= E20
[
cos2 α cos2 θ + |τ |2 sin2 α sin2 θ + sin(2α) sin(2θ)
2
|τ | cos(φ0 + φ)
]
(8.9)










To study polarization conversion, we are interested in the case where the initial
polarization is linear and makes a 45◦ angle with the x̂-axis (α = π/4;φ0 = 0). In





cos2 θ + |τ |2 sin2 θ + sin(2θ)|τ | cosφ
)
(8.10)
Eq. (8.10) expresses the standard result for the transmission coefficient
through a birefringent plate with attenuation |τ | and phase difference between the
fast and slow axis φ. Depending on the value of φ, the transmitted intensity can be
maximized for different detection angles θ, as the polarization of the light after the
waveplate changes. A phase shift of π (corresponding to a half-waveplate) results
in a 90-degree rotation of the polarization, observed as a maximum transmitted in-
tensity at θ = −π/4. In contrast with the original proposal by Little and Chu[109]
to tilt the resonator modes, our idea is to tilt the waveguide modes.
The polarization behavior is more interesting than that of a simple waveplate
when we take into account the transmission function of the ring resonator (8.4). At
resonance, the transmission becomes simply
τ =
r − a
1 − ra. (8.11)
Depending on the relative magnitude of the resonator losses and the coupling, we
can find two different regimes. The undercoupled regime, for r > a, occurs when the
losses are larger than the coupling and the phase shift at resonance is just zero. When
the coupling overcomes the losses (r < a), the phase shift now becomes φ = π, giving
us a behavior similar to that of a half-waveplate, capable of significantly altering
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the polarization of the incident light.
We can combine Eq. (8.10) and Eq. (8.11) to obtain the expected trans-
mitted intensities at polarizations both parallel (θ = π/4) and perpendicular (θ =
−π/4) to the input one:









We can study this expression to obtain some quantitative information on the
polarization conversion. For instance, we would expect no conversion when there is
no coupling (r = 1) and a complete conversion for full coupling (r = 0), where no
power is detected on the original polarization and all the power (minus resonator
losses) is detected on the orthogonal one. Also, the total loss depends strongly on the
coupling. In the undercoupled regime the loss increases sharply with the coupling,
as more light becomes coupled into the resonator and lost there. At the point of
critical coupling (r = a) there is a maximum loss of half the input field. Once in the
overcoupled regime, the loss starts decreasing (although more slowly) until it reaches
its minimum at full coupling. Since reaching the overcoupled regime becomes easier
for lower resonator losses, it is also clear that this phenomenon will be easier to
observe in resonators with large quality factors. In the fully coupled case (r = 0),
the conversion would be almost complete, with just a fraction lost of the input, which
is equal to the single-pass resonator loss (1− a). Given that resonances for low-loss
resonators are sharp, they are very appropriate for wavelength-dependent devices
such as polarization-sensitive add-drop filters. However, as the resonances become
broader when the coupling increases, the conversion also becomes less wavelength
sensitive. However, it remains to be seen if this broadening can be made large
enough so that it can be used for practical broadband devices.
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8.2.2 Experimental results
We used the experimental setup described in Chapter 6 (see Fig. 6.13 for details),
making use now of the polarization control elements. The polarization rotator set
the polarization of the laser which was then coupled into the optical fiber using a
free-space coupler. A polarizer and an amplified photodiode at the fiber output were
used to analyze the transmitted light.
Space constraints in the chamber and limitations on the arrangement of
the optical fiber caused bending of the fiber in different locations and subsequent
scrambling of the input polarization. As a way to compensate for these changes
in the polarization, we used two polarization controllers. The first one preceded
the fiber taper, compensating for polarization changes up to the position of the
microsphere. The second controller was placed after the fiber taper to ensure the
linearity of the output polarization.
We used the following procedure to measure the degree of polarization conver-
sion. First, the incoming polarization was selected by using the polarization rotator.
Then we adjusted the first polarization controller to ensure the polarization at the
fiber taper was linear and matched to one set of modes (which we define to be the
polarization with α = 0). The next step was to uncouple the taper from the sphere
and make sure the output polarization was linear (we achieved this by turning the
detection polarizer to its position for minimum transmission, θ = π/2, and then min-
imizing this transmission further with the second polarization controller). Rotating
the polarizer 90 degrees (θ = 0) resulted in maximum transmission, with a contrast
of about 95%, confirming the linear polarization of the output light. Finally, we
measured transmission spectra for different conditions.
Figure 8.4 shows the spectra of a 73 µm sphere under different excitation
and detection polarizations. The conversion can be seen clearly for several different


































Figure 8.4: Demonstration of polarization conversion on a 73 µm diameter sphere.
For a more quantitative comparison between the model and experiment, we
used another sphere with a diameter of 22 µm, as measured under an optical micro-
scope, so the mode spectrum would be cleaner.
In order to ensure the validity of the model’s assumptions (a single resonant
mode, possessing a well defined polarization) we measured transmission spectra
using different combinations of input and detection polarizations, shown in Fig. 8.5.
The top and bottom panels in Fig. 8.5 clearly show that only the vertical (α = π/2)
polarization exhibits resonant coupling to the microsphere. Since no polarization
mixing is observed, we can be certain that the resonance is a true eigenmode of the
waveguide-microsphere system. Also, the shallowness of the transmission dip in the
bottom panel indicates the system is in the overcoupled regime. In the middle panel,
we can see strong polarization conversion as predicted for an input polarization with
α = π/4.
We also measured spectra at different fiber-sphere separations to study the











































Figure 8.5: Transmission spectra for different input polarizations, verifying the
model assumptions (see text). The dark (light) traces correspond to the detection
polarizer parallel (perpendicular) to the input polarization.
taking each spectra, we extracted (using a numerical fit) the coupling coefficient r
and the maximum (if the input and detected polarizations were orthogonal) or min-
imum (for parallel polarizations) transmitted intensity. Fig. 8.7 shows a summary
of the extracted data, together with fits to Eq. (8.12). The agreement is reasonable
within the experimental error, and we were able to measure conversion efficiencies
near 100% for the strongest couplings between the fiber and the sphere. The flat-
ness of the curves as r goes closer to zero implies that, provided the interaction
between the waveguide and the resonator is strong enough, the polarization conver-
sion is a robust phenomenon, only weakly affected by small changes in the coupling
coefficient. This robustness suggests the phenomenon could be useful for photonic
devices. On the contrary, if the coupling is weak (r close to 1) then the conversion is
highly dependent on it and thus it could be more appropriate for sensing purposes.
Summarizing, we were able to show close to 100% efficient polarization con-
version in a silica microsphere coupled to a tapered optical fiber and studied the
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Figure 8.6: a) Transmission spectra for different separations between the optical
fiber and the sphere (more negative voltage corresponds to a smaller separation.
Both the input polarization (α) and detection (θ) angles are equal to π/4.
b) Polarization converted spectra, with the input polarization angle α = π/4 and
detection angle θ = −π/4.
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Figure 8.7: Transmission as a function of coupling strength (the smaller r is, the
stronger the coupling is) for an input polarization angle α = π/4. Transmission for
the parallel polarization (top graph) decreases quickly as the coupling increases. The
polarization conversion (bottom graphs) increases with the coupling. The dashed
lines are fits to equation 8.12. The grayed area indicates the a coefficient of the
microsphere, a = 0.99991 ± 0.00003.
efficiency of the conversion as a function of the coupling between the resonator
and the waveguide. A simple ring resonator model quantitatively describes the phe-
nomenon. This effect is most likely universal for whispering gallery mode resonators,




This excursion on confined electrons and confined light has touched three main
fields, and several areas on each. In closing, let’s take a broader perspective and
ponder what has been done and could be done in the future.
Quantum Information is a very exciting field, that has experienced tremen-
dous growth recently. Based on our understanding of the quantum mechanical prop-
erties of semiconductor quantum dots, they don’t seem to provide a good scalable
system for doing quantum computation (although future advances might change
that), and there are better alternatives right now. However, even if you can’t use
them to build a “practical” quantum computer, they can still contribute to the study
of basic ideas. In particular, the development of a resonance fluorescence technique
already allows quantum manipulations of the dots more sophisticated than what was
described in this work. Advances in techniques such as quantum process tomogra-
phy might shed more light into both the quantum dots themselves and quantum
information ideas in the near future.
For Quantum Optics, it has already been established that the combination
of quantum dots and microresonators is a very attractive avenue for the study of
basic phenomena in Cavity Quantum Electrodynamics. Microsphere resonators have
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shown potential in this area, but the technical hurdles involved in coupling them
to semiconductor quantum dots (especially epitaxially grown ones) are large. So
far, photonic crystal microcavities have demonstrated the best technical capabilities
and the largest versatility for basic studies. This is still an area of ongoing basic
research, but there is hope that in the medium term this area will be mature enough
to support real applications to techology.
Microsphere resonators really shine as ultra-sensitive sensors. Due to their
very sharp spectral features, their sensitivity to dielectric perturbations, and the
possibility of functionalizing their surface, they could result in very compact, ultra-
sensitive biologic and chemical sensors.
The field of Photonics is another area where microsphere resonators are use-
ful, not so much as devices themselves (although that can not be discounted) but
rather as a playground for looking into new and useful phenomena in WGM res-
onators. While integrated resonators in photonic devices are more prone to become
commercial devices, the low losses of microspheres, their ease of fabrication and char-
acterization and the ability to easily change their parameters make them excellent
for prototyping new uses of WGM resonators.
In this work, we explored all the areas mentioned above. We implemented
a quantum algorithm in a single quantum dot. We then tried (unsuccessfully) to
couple self-assembled semiconductor quantum dots to microsphere resonators. The
efforts then turned into investigating the resonators, showing their sensing properties
as well as uncovering a new way to use them as a polarization-sensitive photonic





This appendix details a semi-formal procedure to quantize the electromagnetic field
in a cavity.
A.1 Quantization of a field in a cavity
In a isotropic, homogeneous and medium the electromagnetic field obeys the follow-
ing Maxwell’s equation:
∇× ~E = −∂
~B
∂t




∇ · ~E = 0, ∇ · ~B = 0. (A.2)
Instead of working with the fields, we will work with the vector potential ~A
in the Coulomb gauge. In this gauge, the potential is divergenceless and satisfies a
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homogeneous differential equation,








~B = ∇× ~A. (A.5)
Looking at Eq. (A.3) and assuming a harmonic time dependence for ~A, we
find that is must satisfy a vector Helmholtz equation:
∇2 ~A+ k2 ~A~k = 0, (A.6)
with k2 = ωεµ.
Following the procedure outlined in section 6.1.1, we can find a generating








which satisfy the Helmholtz equation and are compatible with the system









Note that in Eq. (A.7) we could have used N~k instead of
~M~k, corresponding to





can be determined later by using the corresponding boundary
conditions as done in Sec. 6.1.1. Also note that, by construction, it holds that (V~k
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3r = V~kδ~k′,~k. (A.8)


















iω~kt + c.c.. (A.10)
(A.11)




































where u~k(t) = e
iω~k , and similarly
∫
V
| ~B|2d3r = µω2~k|u~k(t)|
2. (A.15)







We can do a canonical transformation,
q~k = u~k + u
∗
~k


















We can do a canonical transformation,
q~k = u~k + u
∗
~k


























We have a classical Hamiltonian for the field, so we can obtain a quantized













Since the Hamiltonian is just a collection of harmonic oscillators, we can introduce






























Finally, we can retrace our steps to Eqs. (A.10) and (A.11) to obtain the



























A.2 Fully quantized interaction Hamiltonian
We can use the fully quantized field in Eq. (2.7) so that the fully quantized inter-
action Hamiltonian in the dipole approximation is











Just for illustration purposes, we will take a somewhat different approach to the
Rotating Wave Approximation for the quantum Hamiltonian, which is equivalent to
the one used for the semiclassical case used in Chapter 2. If we consider the system
and the field without interactions in the Heisenberg picture, the system and field
operator will have simple expressions,
σ̂+(t) = σ̂+(0)e
−iω0t, â~k(t) = â~k(0)e
−iω~kt. (A.28)
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The interaction Hamiltonian A.27 has all four combination of the atomic and
field operators (σ̂+â
†, σ̂+â, σ̂−â
† and σ̂−â). Using the free evolution expressions for






These two pairs always evolve at optical frequencies. On the other hand, the other






The contribution of the operator pairs that oscillate at optical frequencies will av-
erage to zero after a few optical oscillation cycles have passed, while the others
will have a significant effect. Thus, we can discard the terms with high-frequency
























This fully quantized Hamiltonian can be used as a base for the theoretical




At times it is convenient to be able to find there resonant frequency of a given
whispering gallery mode by solving the transcendental resonance equations (6.30)
(for TE modes) or (6.33) (for TM modes). This solution is not difficult to implement
using a standard root solver. But depending on the available numerical libraries, it
is convenient to rewrite those equations in a simpler way. We can start by writing









′µsjl(bx) − h(1)l (x)µ0[bxjl(bx)]′ = 0 for TE modes (bl); (B.2)
where b = nsn0 ns, µs are the refraction index and magnetic permeability of the
sphere, n0 and µ0 are the refraction index and magnetic permeability of the medium
surrounding the sphere and x = 2πn0aλ0 . a is the radius of the sphere and λ0 is the
wavelength in the outside medium. jl is the spherical Bessel function of the first
kind and l-th order and h
(1)
l is the spherical Hankel function of the first kind and
l-th order. The prime indicates differentiating with respect to the argument of the
spherical Bessel function.
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jl(bx) − h(1)l (x)[bxjl(bx)]′
}








jl(bx) − h(1)l (x)[bxjl(bx)]′
}
= 0 for TE modes. (B.4)





































l (x) + xh
′(1)
l (x)]η
2jl(bx) − h(1)l (x)[jl(bx) + bxj′l(bx)]
}
= 0. (B.7)
We can eliminate the derivatives by using a spherical Bessel function identity (z is
any Bessel or Hankel spherical function),









































η2jl(bx) − [bxjl−1(bx) − ljl(bx)]h(1)l (x)
}
= 0. (B.10)
Now, the Hankel function can be written as a linear combination of Bessel
functions of the first and second kind,
h
(1)
l (x) = jl(x) + iyl(x). (B.11)
Consequently, equation B.10 now becomes
β
{
[x(jl−1(x) + iyl−1(x)) − l(jl(x) + iyl(x))] η2jl(bx)
− [bxjl−1(bx) − ljl(bx)] (jl(x) + iyl(x))} = 0. (B.12)
The next step is to separate the real and imaginary parts, which we can do as long
as m is a real number (that is, neglecting absorption in the sphere medium):
β
{




[xyl−1(x) − lyl(x)] η2jl(bx) − [bxjl−1(bx) − ljl(bx)] yl(x)
}
= 0. (B.13)
Now, both real and imaginary parts must be zero, so we can take either one
to solve for x. Let’s try with the imaginary part
[xyl−1(x) − lyl(x)] η2jl(bx) − [bxjl−1(bx) − ljl(bx)] yl(x) = 0, (B.14)
η2xjl(bx)yl−1(x) − η2ljl(bx)yl(x) − bxjl−1(bx)yl(x) + ljl(bx)yl(x) = 0.
We finally arrive to an equation to solve involving only real spherical Bessel func-
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tions,
η2xjl(bx)yl−1(x) − l(η2 − 1)jl(bx)yl(x) − bxjl−1(bx)yl(x) = 0. (B.15)






We can use this to write equation B.15 using regular Bessel functions, obtaining an




Jl+1/2(bx)Yl+1/2(x) − bJl−1/2(bx)Yl+1/2(x) = 0.
(B.17)
See Ref. [103] for a calculation.
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Ruvimov, ‡, P. Werner, U. Richter, U. Gösele, J. Heydenreich, V. M. Ustinov,
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tunneling escape from nearly spherical optical resonators. Physical Review
Letters, 91(3):033902, July 2003.
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