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Over the past few years it has been pointed out that direct inversion of accurate but approximate ground state densities
leads to Kohn-Sham exchange-correlation (xc) potentials that can differ significantly from the exact xc potential of a
given system. On the other hand, the corresponding wavefunction based construction of exchange-correlation potential
as done by Baerends et al. and Staroverov et al. obviates such problems and leads to potentials that are very close
to the true xc potential. In this paper, we provide an understanding of why the wavefunction based approach gives
the exchange-correlation potential accurately. Our understanding is based on the work of Levy, Perdew and Sahni
(LPS) who gave an equation for the square root of density (density amplitude) and the expression for the associated
effective potential in the terms of the corresponding wavefunction. We show that even with the use of approximate
wavefunctions the LPS expression gives accurate effective and exchange-correlation potentials. Based on this we also
identify the source of difference between the potentials obtained from a wavefunction and those given by the inversion
of the associated density. Finally, we suggest exploring the possibility of obtaining accurate ground-state density from
an approximate wavefunction for a system by making use of the LPS effective potential.
I. INTRODUCTION
Density functional theory (DFT)1,2 is the most widely used
theory3 of electronic structure and is applied to study sys-
tems of all sizes, from atoms to bulk solids. Application of
the theory, however, requires approximating the exchange-
correlation energy functional and it is usually assumed that
better and better approximations for this energy functional
will also lead to more accuracy for other quantities. On the
other hand, it has been noted4 that densities do not necessar-
ily improve with improvement in the energy. In light of such
observations and the fact that the theory can be applied only
approximately (albeit yielding accurate answers with better
functionals), it is imperative that exact results be obtained
wherever possible. This helps in gaining5–19 insights into
how the theory works in different situations. As such many
studies20–41 have been carried out that obtain the Kohn-Sham
potential for a given near-exact density for a variety of many-
electron systems. These densities are obtained by solving
the many-body SchrÃu˝dinger equation as accurately as pos-
sible by many different methods, such as integration of the
SchrÃu˝dinger equation directly or application of the varia-
tional method. The latter uses the variational principle with
approximately chosen parameterized wavefunction42–62. The
method of choice in applying the variational scheme, how-
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ever, is expanding the wavefunction in terms of a basis set and
optimizing the expansion parameters. From this wavefunc-
tion the density of the system is obtained. Before we proceed
further from this point to present our work, we go over some
definitions that are going to be used in the paper.
The exact wavefuncion of a system of N interacting electron
in an external potential vext(r) is obtained by solving the time-
independent SchrÃu˝dinger equation
HNΨ = EΨ (1)
for the wavefunction Ψ(x1−N) where x = (r,σ) denotes the
space (r), spin (σ) variables electron respectively and xi− j =
xi,xi+1 · · ·x j. Here (atomic-units are used throughout the pa-
per)
HN =
N
∑
i=1
(
− 1
2
∇2i + vext(ri)
)
+
1
2
N
∑
i, j=1
i 6= j
1
|ri − r j| (2)
is the Hamiltonian and the eigenvalue E gives the energy of
the system. The density ρ(r) corresponding to the wavefunc-
tion Ψ(x1−N) is given by
ρ(r)) =
∫
|Ψ(x,x2−N)|2dσdx2−N . (3)
Now according to the Hohenberg-Kohn theorem1 there is
a one-to-one correspondence between the external potential
vext(r) and the ground state density ρ0(r) of a system obtained
from ground state wavefunction Ψ0(x1−N) by using Eq. (3).
Thus either vext(r) or ρ0(r) can be used to specify a system.
2The ground state density for a system can also be obtained by
solving self-consistently the Kohn-Sham equation2
[−1
2
∇2+ vext(r)+ vH(r)+ vxc(r)]φi(r) = εiφi(r) (4)
where
vH(r) =
∫
ρ(r′)
|r′− r|dr
′ (5)
is the Hartree potential for a density ρ(r) and
vxc(r) =
δExc[ρ]
δρ(r)
(6)
is exchange-correlation potential, calculated as the func-
tional derivative of the exchange-correlation energy functional
Exc[ρ]. The self consistent solution of the Kohn-Sham equa-
tion gives the orbitals {φ0i (r)} that leads to the density through
the formula ρ0(r) = ∑i |φ0i (r)|2. However, since functional
Exc[ρ] is not known, the corresponding exchange-correlation
potential for a given ground state density can not be calcu-
lated exactly using Eq. (6). Thus other techniques have to
be developed to get this potential for a given system. In the
following we will denote exact exchange-correlation potential
for a given external potential alternatively as vxc[vext ](r) or
vxc[ρ0](r), where it is understood that ρ0(r) is the ground-sate
density corresponding to vext(r).
To calculate the exact Kohn-Sham exchange-correlationpo-
tential vxc(r) from a given density ρ(r), the most straightfor-
ward method would be to invert the density numerically. In
the following we will denote the exchange-correlation poten-
tial obtained by inversion of density as vρxc(r). There are sev-
eral methods20–26,33–35,38,40,41,63–65 proposed for this inversion
and most of them have been shown66 to emanate from a single
algorithm based on the Levy-Perdew-Sahni (LPS) equation67
for the square root of the density. However, these methods
are highly sensitive to the correctness of the density and its
derivatives for a given vext(r) and can lead to v
ρ
xc(r) having
spurious features in them31,64,68–71. It is easy to understand
why this happens: inversion algorithms give the exact poten-
tial corresponding to a density and hence even an extremely
small deviation of density ρ(r) from the exact one ρ0(r) could
lead to very different potentials68. For example, when densi-
ties obtained from wavefunctions expressed in Gaussian ba-
sis sets are used, one observes31,64,71 large oscillations in the
exchange-correlation potentials of atom near the nucleus and
the potential increases indefinitely in the asymptotic region.
This is despite the corresponding density ρ(r) being close to
the exact density ρ0(r). In this connection, we note it has
also been pointed out72 that use of finite basis in construc-
tion of the optimised effective potential (OEP) leads to os-
cillations in the resulting potential, although for entirely dif-
ferent reasons. Consequently, even with extended basis like
plane-waves, very large basis sets containing several thou-
sands of plane waves have to be used for carrying out the
calculation of OEP. On the other hand an alternate approach
that has been proposed37,39,73,74 is to use the wavefunctions
directly to get the Kohn-Sham potential. So far all appli-
cations of this approach17,37,39,71,75–77 have shown that for a
given nearly exact wavefunction Ψ, it leads to the exchange-
correlation potential-we denote it as vΨxc(r)- that is very close
to the exact potential vxc[ρ0](r) and is free of undesirable fea-
tures that appear when the corresponding density ρ(r) is in-
verted. This has been attributed to the potential in wavefunc-
tion approach being the “sum of commensurate, well-behaved
terms”37 by Staroverov et al. However a perspicuous under-
standing of why these terms are well behaved is missing.
The purpose of the present paper is to provide an insight
into why the wavefunction based method works better even-
with wavefunctions which are close to but not exact and how
the potential vΨxc(r) obtained through it is connected to the true
exchange-correlation potential of a system. For this we make
use of the compact expression given by Levy-Perdew& Sahni
(LPS)67 and other researchers5,78–82 for the effective potential
for the square-root of density and reach our conclusions based
on this formula. We focus on the LPS expression because the
wavefunction based formulae5 for the exchange-correlation
potential given in different forms are ultimately related to this
expression. Therefore in the following we start our presenta-
tion with a discussion of the LPS equation and then derive our
main result based on it.
II. THE LPS EQUATION AND ITS APPLICATION
A. The LPS equation and the corresponding potential ve f f (r)
The LPS equation67 satisfied by the square root of the
ground-state density ρ0(r) for N electrons corresponding to
the Hamiltonian of Eq. (2) is[
− 1
2
∇2+ vext(r)+ ve f f (r)
]
ρ
1/2
0 (r) = µρ
1/2
0 (r) (7)
where µ is the chemical potential and effective potential
ve f f (r) is calculated from the wavefunction Ψ0 as
ve f f [Ψ0](r) =
∫
ρN−1(r;r′)
|r− r′| dr
′
+ 〈Φ0N−1|HN−1−E0N−1|Φ0N−1〉
+
1
2
∫
|∇Φ0N−1|2dσdx2−N .
(8)
Here HN−1 is Hamiltonian of N−1 interacting electrons mov-
ing in external potential potential vext(r) and E0N−1 is corre-
sponding ground- state energy. ρN−1(r;r′) is density of N−1
particles at r′ associated with the function Φ0N−1(x,x2−N).
Thus
ρN−1(r;r′) =
(N − 1)
∫
|Φ0N−1(x,x′,x3−N)|2dσdσ′dx3−N .
(9)
3Here the function
Φ0N−1(x,x2−N) =
( N
ρ0(r)
)1/2
Ψ0(x,x2−N) (10)
is known as the conditional probability amplitude83. Evi-
dently the function Φ0N−1(x,x2−N) is normalized for every
value of x. For a given electron at x, |Φ0N−1(x,x2−N)|2 gives
probability of finiding other electrons at x2−N .
For the correspondingKohn-Sham system given by Eq. (4),
the effective potential is known as the Pauli potential84,85 and
is easily derived to be82,85 ( see Appendix also )
vPaulie f f [{φ0i }](r) =
∑i(εmax − εi)|φ0i (r)|2
ρ0(r)
+
∑i |∇φ0i (r)|2
2ρ0(r)
− 1
8
∣∣∣∇ρ0(r)
ρ0(r)
∣∣∣2 (11)
where εi are the eigenenergies of occupied orbitals, εmax is the
highest occupied orbital eigenenergy and ρ0(r) = ∑i |φ0i (r)|2
is the density. Note that this potential for single orbital sys-
tems is zero. In passing we note that this expression along
with ve f f (r) for Hartree-Fock wavefunction (see Appendix )
has been used86 in the past to derive the KLI approximation87
to the exchange-only optimized potential88. The exchange-
correlation potential vxc[ρ0](r) appearing in the Kohn-Sahm
equation is given in terms of these effective potentials as
vxc[ρ0](r) = v
Ψ0
xc (r)
= ve f f [Ψ0](r)− vPaulie f f [{φ0i }](r)− vH(r).
(12)
Note that for a given ground-state wavefunction Ψ0, the
Kohn-Sham system is not known a priori so the exchange-
correlation potential is obtained by solving the Kohn-Sham
equation iteratively starting from an approximate vΨxc(r) or
equivalently vPaulie f f (r). The Pauli potential and therefore the
exchange-correlation potential improve with each iterative
step.
The presentation above has been in terms of the ground-
state wavefunction Ψ0(x1−N) and the associated ground-state
density ρ0(r). The question is what result will one get if
an approximate wavefunction Ψ(x1−N) is employed in place
of Ψ0(x1−N) in the scheme presented above to calculate the
exchange-correlation potential vΨxc(r) for the same external
potential. This is the approach taken by Staroverov et al.
(see section IV) who have calculated the exchange-correlation
potential taking Ψ to be the Hartree-Fock wavefunction (ex-
pressed in terms of Gaussian orbitals) or correlated wavefunc-
tions calculated again using Gaussian basis-set. As noted
earlier, they find that the exchange-correlation potential vΨxc
calculated is very close to the true exchange-correlation po-
tential vΨ0xc = vxc[ρ0] = vxc[vext ] in contrast to the exchange-
correlation potential vρxc calculated by inverting the corre-
sponding density. As commented above vρxc(r) contains large
oscillations near the nucleus and grows exponentially in the
asymptotic regions. In the following we show that result ob-
tained by Staroverov et al. are of general nature. Thus if an
approximate wavefunction Ψ corresponding to the Hamilto-
nian of Eq. (2) -for example that obtained by applying the
variational - is employed in Eq. (8), the effective potential
ve f f [Ψ](r) so obtained is close to the true effective potential
ve f f [Ψ0](r). Consequently the density ρ(r) calculated by Eq.
(7) should also be close to the true density and prescription
above should lead to the exchange-correlation potential which
approximates the potential vxc[ρ0] = vxc[vext ] well. We show
this in the following with example of two-electron atom and
ions.
B. Results of applying LPS expression to obtain vxc(r) using
approximate wavefunctions
In this section we describe the results of applying the LPS
equation to obtain the exchange-correlation potential from
variationally optimized approximate wavefunctions for two-
electron interacting systems. These results indicate that even
with these wavefunctions, the LPS expression leads to accu-
rate exchange-correlation potentials. On the other hand, in-
version of the corresponding densities gives potentials that
are quite different from the exact ones. Our results are then
connected to the work of Staroverov et al.37,39,75,76 who have
obtained highly accurate exchange-correlation potential for
atoms and molecules using wavefunction expressed in terms
of finite Gaussian basis set. While methods based on the di-
rect inversion of density in such cases give rise to wild os-
cillations in the exchange-correlation potential31,68–71, the use
of wavefunction yields highly accurate exchange-correlation
potential. In the following we show through the examples of
two-electron atoms and ions that the LPS expression leads to
well behaved exchange-correlation potentials for approximate
wavefunctions in general.
We start with the example of optimized product wavefunc-
tion
Ψ(r,r′) = φa(r)φa(r′) (13)
for interacting Hamiltonian, where
φa(r) =
√
a3
pi
e−ar (14)
with a = Z − 516 , energy = −a2 and apply it to obtain the
exchange-correlationpotential. As shown below, it can be cal-
culated analytically.
The LPS effective potential corresponding to the product
wavefuction given in Eq. (13) is (up to a constant, constant is
so chosen that potential goes to zero as r → ∞)
ve f f [Ψ](r) =
1
2
∫
ρ(r′)
|r′− r|dr
′, (15)
410−3 10−2 10−1 100 101 102
−0.8
−0.6
−0.4
−0.2
0
r [a.u.]
v
x
c(
r)
[a
.u
.]
Exchange-correlation potential of H− ion
v
Ψ
xc(r)
v
ρ
xc(r)
v
inversion
xc (r)
v
exact
xc (r)
10−3 10−2 10−1 100 101 102
−2
−1.5
−1
−0.5
0
r [a.u.]
v
x
c(
r)
[a
.u
.]
Exchange-correlation potential of He atom
v
Ψ
xc(r)
v
ρ
xc(r)
v
inversion
xc (r)
v
exact
xc (r)
FIG. 1. Exchange-correlation potential for H− ion and He atom using the product wavefunction given in Eq. (13). It is evident that the
exchange-correlation vΨxc(r) obtained using wavefunction is quite close to the exact potential v
exact
xc (r) while the potential v
ρ
xc(r) calculated
using density inversion deviates significantly near the nucleus.
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FIG. 2. Exchange-correlation potential for H− ion and He atom for the wavefunction given in Eq. (18). Again the exchange-correlation vΨxc(r)
obtained using wavefunction is quite close to the exact potential vexactxc (r) while the potential v
ρ
xc(r) calculated using density inversion diverges
near the nucleus.
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FIG. 3. Exchange-correlation potential for H− ion and He atom for Le Sech-wavefunction. Again while the wavefunction gives energy close
to exact result but exchange-correlation potential vinversionxc (r) obtained using density inversion deviates significantly from exact one. However
vΨxc(r) calculated using wavefunction is quite close to exact potential .
5where ρ(r) = 2|φa(r)|2 = 2a3pi e−2ar is the electronic density of
the system. Thus the exchange-correlation potential is given
as
vΨxc(r) =−
1
2
∫
ρ(r′)
|r′− r|dr
′ =−1
r
+
e−2ar
r
(1+ ar). (16)
Note the expression above in terms of the density is the same
as in Hartree-Fock theory for two electron systems. On the
other hand, direct inversion of the density using Kohn-Sham
equation gives (up to a constant)
vρxc(r) =
1
2
∇2φa
φa
+
Z
r
−
∫
ρ(r′)
|r′− r|dr
′
=
(Z− a− 2)
r
+
2e−2ar
r
(1+ ar).
(17)
As is clearly seen from the expressions above, there is a signif-
icant difference between the two potentials. This is displayed
in Fig. (1) where the potentials obtained in Eq. (16) and
Eq. (17) are plotted for the H− ion and He atom. Also plot-
ted in Fig. (1) is the exact exchange-correlation potential27
for the H− ion and He atom. It is evident that exchange-
correlation potential obtained using density inversion vρxc(r)
deviates significantly from the exact potential vexactxc (r) and di-
verges near the nucleus. However, the potential vΨxc(r) ob-
tained using wavefunction is close to vexactxc (r)
27. Equally im-
portant, vΨxc(r) has the same shape as the exact potential. Fig.
(1) also shows the exchange-correlation potential vinversionxc (r)
obtained numerically using density-to-potential inversion al-
gorithm. For this we have used the hybrid method given in
our recent work66. We point out that in principle vρxc(r) and
vinversionxc (r) should be exactly the same but are slightly dif-
ferent from each other due to numerical implementation of
the inversion algorithm. The potential vinversionxc (r) is close to
v
ρ
xc(r) and shows divergent behavior near the nucleus.
Having shown that the two results for the exchange-
correlation potential are significantly different for the prod-
uct wavefunction, next we consider a correlated wavefunction
that has the form89(with optimization parameters a and b)
Ψ(r,r′) =CN
(
e−are−br
′
+ e−ar
′
e−br
)
. (18)
Here
CN =
1
pi
[
1(
2
a3b3
+ 128
(a+b)6
)
]1/2
(19)
is the normalization constant. The parameters a and b are op-
timized by minimizing the expression for the total energy
E(a,b) = (EK +Enucl +Eint), (20)
where
EK = pi
2C2N
(a2+ b2
a3b3
+
128ab
(a+ b)6
)
, (21)
Enucl =−pi2C2NZ
(2(a+ b)
a3b3
+
128
(a+ b)5
)
, (22)
Eint = pi
2C2N
(2(a2+ b2+ 3ab)
a2b2(a+ b)3
+
40
(a+ b)5
)
(23)
are the kinetic, nuclear and the electron-electron interac-
tion energies, respectively. For H− ion and He atom , the op-
timized values of parameters (a,b) are (1.0392,0.2832) and
(2.1832,1.1885), respectively. The corresponding energies
are (−0.5133,−2.8756)Hartree, respectively.
This is again a wavefunction where expressions for vari-
ous quantities and those for vΨxc(r) and v
ρ
xc(r) can be derived
analytically. Those for different components of the total en-
ergy have been given above. For the other relevant quantities
- the density ρ(r), Hartree potential vH(r), ve f f [Ψ](r), vΨxc(r),
v
ρ
xc(r) - the expressions are:
ρ(r) = 2piC2N
[e−2ar
b3
+
e−2br
a3
+
16e−(a+b)r
(a+ b)3
]
(24)
vH(r) =
2pi2C2N
r
[2− (1+ ar)e−2ar− (1+ br)e−2br
a3b3
+
128{1− (1+ (a+b)r2 )e−(a+b)r}
(a+ b)6
] (25)
ve f f [Ψ](r) =
piC2N
ρ(r)
{
− 2e
−2(a+b)r
r
[ (1+ ar)
a3
+
(1+ br)
b3
+
16(1+ (a+b)r2 )
(a+ b)3
]
+
1
r
[e−2ar
b3
+
e−2br
a3
+
16e−(a+b)r
(a+ b)3
]
+
[e−2ar
b
+
e−2br
a
+
16abe−(a+b)r
(a+ b)3
]
− 2Z
[e−2ar
b2
+
e−2br
a2
+
8e−(a+b)r
(a+ b)2
]
+
[a2e−2ar
b3
+
b2e−2br
a3
+
16abe−(a+b)r
(a+ b)3
]}
− 1
8
∣∣∣∇ρ(r)
ρ(r)
∣∣∣2+ Z2
2
(26)
vΨxc(r) = ve f f [Ψ](r)− vH(r). (27)
On the other hand, the expression for the exchange-correlation
6potential obtained from direct inversion of the density is
vρxc(r) =
2piC2N
ρ(r)
[a2e−2ar
b3
+
b2e−2br
a3
+
4e−(a+b)r
(a+ b)
]
+
2piC2N
ρ(r)r
[ae−2ar
b3
+
be−2br
a3
+
8e−(a+b)r
(a+ b)2
]
− 2pi
2C4N
ρ2(r)
[ae−2ar
b3
+
be−br
a3
+
8e−(a+b)r
(a+ b)2
]2
− vH(r)+ Z
r
.
(28)
The potentials vΨxc(r) and v
ρ
xc(r) for H− ion and He atom are
plotted in Fig. (2) along with the exact potential vexactxc (r) cal-
culated in ref.27 and potential vinversionxc (r) obtained numeri-
cally using inversion algorithm. Again it is evident that vΨxc(r)
is close to and has the same shape as the exact potential
vexactxc (r). On the other hand v
ρ
xc(r) and vinversionxc (r) both de-
viate substantially from vexactxc (r) . As these wavefunctions are
improved further, the exchange-correlation potential vΨxc(r)
becomes closer to vexactxc (r). The potential v
ρ
xc(r) also improves
but may still remain different from the exact potential. For ex-
ample for the Le Sech wavefunction53,55,90, although energy
is quite accurate but vinversionxc (r) still remains different from
vΨxc(r) or v
exact
xc (r) (see Fig. (3)). In passing we note that the
expressions given by Eqs. (25, 26,27) with the optimized the
a and b can be considered to be reasonably good analytical
expressions for the Hartree potential, LPS effective potential
and the exchange-correlation potential for the He atom and
isoelectronic positive ions.
Besides the examples given above, we now describe results
available in the literature. These consider approximate wave-
function expressed in finite basis set and construct37,39,71,75,77
the exchange-correlation potential according to the details
given in the section IV below. The potential so obtained is
again found to be close to the true potential.
As is clear from the discussion above, use of the LPS ex-
pression leads to exchange-correlation potentials which are
close to the exact results. This is in contrast to those con-
structed by inversion of the density. In an extreme example,
use of Gaussian basis in calculations give64,69–71 wild oscil-
lation in the potentials ; these can make the resulting poten-
tial deviate from the actual potential so much that there is no
resemblance between the two. These oscillations have been
attributed64,68 to the Gaussian basis orbitals being the solu-
tion for a harmonic oscillator potential. The question arises
why the LPS expression leads to such accurate results. We
answer this question in this paper by analyzing ve f f [Ψ](r) for
approximate wavefunctionsΨ. The approximate nature of the
wavefunction may be due to the form chosen for it or due to
the use of finite basis set. The analysis is based on a com-
parison between ve f f [Ψ](r) and ve f f [ρ](r), where the latter is
obtained from the use of density directly in the LPS equation.
The expression of ve f f [ρ](r) is given below in Eq .(29)
III. THEORY: WELL BEHAVED NATURE OF ve f f [Ψ](r) AND
vΨxc(r) FOR APPROXIMATE WAVEFUNCTIONS
The understanding of why the inversion of an approxi-
mate density generally leads to the exchange-correlation po-
tential with large deviations from the exact one and why the
LPS effective potential gives the exchange-correlation poten-
tial close to exact one can be summarized in one sentence:
the external potential vext (r) corresponding to an approxi-
mate ground state density is different from the true external
potential vext (r) and this difference between the two poten-
tials appears in the exchange-correlation potential. Such a
correlation between density and potential has been suggested
earlier in a qualitative manner64,68. This is further supported
by the observation91 that the oscillations in the Kohn-Sham
exchange-correlation potential obtained from the inversion of
a density or equivalently the Kohn-Sham orbitals depend pri-
marily on the basis set used for the calculation and is indepen-
dent of the functional used for generating the density. In this
section we prove the statement above mathematically. Fur-
thermore, observing that the expression for the effective po-
tential ve f f [Ψ](r) has the true external potential in it (see Eq.
(36) below), we show that the difference between ve f f [ρ](r)
and ve f f [Ψ](r) arises from the difference ∇vext (r) between
vext(r) and vext(r).
The LPS effective potential is given in terms of the density
ρ(r) as
ve f f [ρ](r) =
1
2
∇2ρ1/2(r)
ρ1/2(r)
− vext(r)+ µ
=
∇2ρ(r)
4ρ(r)
− 1
8
∣∣∣∇ρ(r)
ρ(r)
∣∣∣2
− vext(r)+E0N −E0N−1.
(29)
Here we have used the fact92 that µ = −ionization potential
= E0N −E0N−1, where E0N and E0N−1 are the ground state ener-
gies of the N and N − 1 electron systems. It is clear from the
equation above that the ratio of the gradient of density to the
density and the ratio of the Laplacian of density to the den-
sity determine the structure of ve f f [ρ](r) and that may lead to
large deviations from the exact structure if the density is ap-
proximate. For example, let us see what will happen if the
density fails to satisfy the nuclear cusp condition93 in an atom
exactly i.e. dρ
dr
6= −2Zρ. In that case 12 ∇
2ρ1/2
ρ1/2
does not have
the term− Z
r
to cancel−vext(r) and therefore the effective po-
tential diverges as Z
r
for r → 0. This is what is seen in Fig.
(1) and Fig. (2) for such wavefunctions. Consider another
example where an orbital is expanded in terms of Gaussian
orbitals. In that case for r → ∞, only one Gausssian orbital
will contribute to the density and ve f f [ρ] ∝ r2 in that limit.
Thus it is seen that the deviation from the exact LPS effective
potential arises from the difference∆vext(r) = vext(r)−vext(r)
in the external potential vext(r) corresponding to the approx-
7imate density (and the wavefunction) and the exact external
potential vext(r). We show this explicitly in the following.
Notice that the maximum deviation occurs when the density
is dominated by one orbital or one basis function.
Consider the conditional probability amplitude83
ΦN−1(x,x2−N) =
(
N
ρ(r)
)1/2
Ψ(x,x2−N) (30)
constructed from the wavefunction Ψ(x,x2−N) and the corre-
sponding density ρ(r). If Ψ is exact then the external potential
is vext(r) and if Ψ is approximate the external potential is de-
noted as vext(r). We now proceed as follows. First one can
easily show that
1
2
∇2ρ1/2(r)
ρ1/2(r)
=
N
2ρ(r)
∫
Ψ∗∇2Ψdσdx2−N
+
1
2
∫
|∇ΦN−1|2dσdx2−N .
(31)
To derive this relation, start by calculating
1
2
∫ |∇ΦN−1|2dσdx2−N and rearrange terms in the resulting
expression. We now consider an approximate wavefunction
Ψ. Then in the equation above the first term
N
2ρ(r)
∫
Ψ∗∇2Ψdσdx2−N
=−E0N + 〈ΦN−1|HN−1|ΦN−1〉
+ vext(r)+
∫
ρN−1(r;r′)
|r− r′| dr
′
(32)
by using the Schrödinger equation HNΨ = ENΨ. Here
HN(r1−N) =
N
∑
i=1
(
− 1
2
∇2i + vext (ri)
)
+
1
2
N
∑
i, j=1
i 6= j
1
|ri − r j| , (33)
HN−1(r2−N) =
N
∑
i=2
(
− 1
2
∇2i + vext(ri)
)
+
1
2
N
∑
i, j=2
i 6= j
1
|ri − r j|
(34)
and ρN−1(r;r′) is the density of N−1 particle at r′ calculated
from ΦN−1(x,x2−N). Thus the LPS effective potential using
Eq. (29) is given as
ve f f [ρ](r) =
∫
ρN−1(r;r′)
|r− r′| dr
′
+ 〈ΦN−1|HN−1−E0N−1|ΦN−1〉
+
1
2
∫
|∇ΦN−1|2dσdx2−N +∆vext(r)
+ (E0N −E0N),
(35)
where we recall that ∆vext(r) = vext(r)− vext (r). Notice that
the expression for ve f f [ρ](r) contains vext(r). On the other
hand, ve f f [Ψ](r) corresponding to Ψ is evaluated as
ve f f [Ψ](r) =
∫
ρN−1(r;r′)
|r− r′| dr
′
+ 〈ΦN−1|HN−1−E0N−1|ΦN−1〉
+
1
2
∫
|∇ΦN−1|2dσdx2−N ,
(36)
where HN−1 is given by Eq. (34) by replacing v¯ext(r) by
vext(r). Thus the difference
ve f f [ρ](r)− ve f f [Ψ](r) = (E0N −E0N)+∆vext(r)
+
∫
∆vext(r)ρN−1(r;r′)dr′.
(37)
As is clear from the expression above, the difference between
the effective potentials calculated by inverting the density and
that obtained from the wavefunction using the LPS expres-
sion arises from the difference between the external potential
vext(r) corresponding to the approximate wavefunction Ψ and
the true external potential vext(r). It is this difference that ap-
pears in the exchange-correlation potential vρxc(r) calculated
from the density-to-potential inversion and vΨxc(r) obtained us-
ing the effective potential ve f f [Ψ](r) .
Having obtained the difference between the effective LPS
potential ve f f [ρ](r) calculated by inverting the density and
ve f f [Ψ](r) by the use of wavefunction dependent expression,
we now pay attention to the behavior of ve f f [Ψ](r). We focus
on understanding whether it deviates from the exact potential
by a large amount. For this expand the conditional probability
amplitude as
ΦN−1(x,x2−N) = ∑
i
fi(x)Ψ
i(0)
N−1(x2−N) (38)
where because of φN−1 being normalized, ∑i | fi(x)|2 = 1 so
that | fi(x)| ≤ 1 for every value of x; here Ψi(0)N−1 are the eigen-
function for (N − 1) electron in the Hamiltonian with exter-
nal potential vext (r). We do this expansion so that ve f f (r)
is shown to be well behaved independent of the expressions
given in Eq. (30) and Eq. (31).
For well behaved Ψ94–96 and because ρ(r) for the ground-
state is nonzero except when r →∞, fi and its gradient will be
finite and smooth. Thus, all the terms in ve f f [Ψ](r) viz.
∫
ρN−1(r;r′)
|r− r′| dr
′ = (N− 1)∑
i, j
∫
f ∗i (x) f j(x)dσ
∫ Ψi(0)∗N−1Ψ j(0)N−1
|r− r′| dx2−N ,
(39)
〈ΦN−1|HN−1−E0N−1|ΦN−1〉
= ∑
i6=0
(E iN−1−E0N−1)
∫
| fi(x)|2dσ (40)
8and
1
2
∫
|∇ΦN−1|2dσdx2−N = 1
2 ∑i
∫
|∇ fi(x)|2dσ (41)
are also finite and do not become spuriously large . Notice
that if in the expression above there was a term having division
by | f |2 or ρ(r), that term could have become large. Using
the expression derived above, we now calculate deviation of
ve f f [Ψ](r) from the exact one.
If f 0i (x) are the functions corresponding to the exact wave-
function Ψ0, then for fi(x) = f 0i (x)+ δ fi(x) the effective po-
tential can be written as
ve f f [Ψ](r) = ve f f [Ψ0](r)+ δvLPS(r) (42)
where
δvLPS(r) = ∑
i6=0
(E iN−1−E0N−1)
∫ (
f 0∗i (x)δ fi(x)+ f
0
i (x)δ f
∗
i (x)+ |δ fi(x)|2
)
dσ
+(N− 1)∑
i, j
∫ (
δ f ∗i (x) f
0
j (x)+ f
0∗
i (x)δ f j(x)+ δ f
∗
i (x)δ f j(x)
)
dσ
∫
Ψ
i(0)∗
N−1Ψ
j(0)
N−1
|r− r′| dx2−N
+
1
2 ∑
i
∫ (
∇ f 0∗i (x) ·∇δ fi(x)+∇ f 0i (x) ·∇δ f ∗i (x)+ |∇δ fi(x)|2
)
dσ.
(43)
As is apparent δvLPS(r) has terms that do not grow large erro-
neously. Furthermore, for small {δ fi}, the difference is linear
in {δ fi} . Thus it can be safely concluded that ve f f [Ψ](r) is
close to ve f f [Ψ0](r) . The next question that arises is about
the behavior of the corresponding density and the exchange-
correlation potential. We now address that.
The density corresponding to ve f f [Ψ](r) is obtained by
solving the LPS equation67
[
− 1
2
∇2+ vext(r)+ ve f f [Ψ](r)
]
ρ1/2(r) = µρ1/2(r). (44)
Let us call this density ρ1(r). Since ve f f [Ψ](r)≈ ve f f [Ψ0](r),
density ρ1(r) will be closer to the exact density ρ0(r) (given
by Ψ0) than the density ρΨ(r) corresponding to the approxi-
mate wavefunction Ψ used. This is shown in Fig. (4) and Fig.
(5) for H− ion and He atom using the product and correlated
wavefunctions given in Eq. (13) and Eq. (18), respectively. In
these figures we have plotted ρ1(r) and ρΨ(r) associated with
these wavefunctions. Also plotted is the exact density ρ0(r)48.
We see that in all the cases, ρ1(r) is much closer to ρ0(r) in
comparison to ρΨ(r)(The maximum deviation is when prod-
uct wavefunction is used for H− ion). This then also suggests
a possible method of obtaining accurate ground state densities
using an approximate wavefunction. This will be explored in
the future. Note that for two electron systems Pauli potential
vPaulie f f is zero and therefore the LPS effective potential for two
electron systems contains only the Hartree and the exchange-
correlation potential.
Next, we observe the following. Since ve f f [Ψ](r) is free
from spuriously large deviations from ve f f [Ψ0](r), it is antic-
ipated that vΨxc(r) will also not deviate much from v
Ψ0
xc (r). We
now show this to be the case irrespective of whether the Kohn-
Sham calculation is done exactly (fully numerically on a grid)
or by employing a finite basis set, as long as a wavefunctional
(orbital) based expression is used for the calculation of Pauli
potential.
The exchange-correlation potential vΨxc(r) is obtained from
ve f f [Ψ](r) by subtracting from it vPaulie f f [{φi}](r) i.e. the Pauli
potential for the Kohn-Sham orbitals . The convergence to-
wards true vxc(r) is done by iterative process. The resulting
potential vΨxc(r) will be smooth and will not have erroneously
large deviation from the exact potential if the Pauli potential
vPaulie f f [{φi}](r) is well behaved at each iteration for approxi-
mate {φi}. That this is the case can be shown exactly in the
same manner as done above for ve f f [Ψ](r) . For this, at the
nth iteration, we write
ΦKSN−1(x,x2−N) = ∑
i
f
KS(n)
i (x)Ψ
i,KS(n)
N−1 (x2−N), (45)
where Ψi,KS(n)N−1 (x2−N) represent the determinant for i
th exited
state of the KS Hamiltonian corresponding to the nth iteration
and { f KS(n)i } have the same properties as in the fully inter-
acting case (see Eq. (38) above). Then during each iteration
v
Pauli,(n)
e f f [{φi}](r) =
∑
i6=0
(E
i,KS(n)
N−1 −E0,KS(n)N−1 )
∫
| f KS(n)i (x)|2dσ
+
1
2 ∑
i
∫
|∇ f KS(n)i (x)|2dσ.
(46)
Thus if we start iterations with a reasonable approximation
(say LDA) to vxc, this potential is always going to be free of
erroneous large terms and close to the exact Pauli potential
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FIG. 4. Electron density for H− ion and He atom using product wavefunction given in Eq. (13). It can be seen that there is significant difference
between the density ρΨ obtained from wavefunction and exact density ρ0(r). While in comparison to ρ
Ψ, the density ρ1(r) obtained using
LPS equation is more closer to exact density ρ0(r) .
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FIG. 5. Electron density for H− ion and He atom for wavefunction given in Eq. (18). Again the density ρ1(r) obtained by solving LPS
equation having LPS potential calculated from wavefunction , is indistinguishably close to exact density ρ0(r).
for the nth iteration, thereby leading to a smooth exchange-
correlation potential as iterations proceed. Furthermore, as
shown in the Eq. (43) , this exchange-correlation potential
will be close to the true exchange-correlation potential after
convergence.
IV. ANALYSIS OF RYABINKIN, KOHUT, AND STAROVEROV
(RKS)37,39 & MODIFIED RKS (mRKS)76 METHODS
Having shown that the LPS potential calculated fromwave-
function is well behaved and close to the true potential,
we now use this to develop an understanding of why the
method of Ryabinkin, Kohut, Staroverov (RKS)37,39 andmod-
ified RKS (mRKS)76 method give the accurate exchange-
correlation potential and mRKS improves the RKS further.
The main equation used by Staroverov et al. is
vxc(r) = v
Ψ
s (r)+
τΨ(r)
ρ(r)
− ∇
2ρ(r)
4ρ(r)
− εΨ(r)
− τ
KS(r)
ρKS(r)
+
∇2ρKS(r)
4ρKS(r)
+ εKS(r).
(47)
The quantities on the right side of above equation are given in
terms of many-body wavefunction Ψ and corresponding den-
sity ρ(r). Here
vΨs (r) =
∫
ρxc(r,r
′)
|r− r′| dr
′, (48)
τΨ(r) =
1
2
∫
|∇Ψ|2dσdx2−N , (49)
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and
εΨ(r) =
N
ρ(r)
∫
Ψ∗(EN −HN−1)Ψdσdx2−N (50)
are potential of Fermi-Coulomb hole ρxc(r,r′) , kinetic en-
ergy density and average energy respectively. Similarly quan-
tities are obtained from Kohn-Sham orbitals {φKSi } with cor-
responding eigenenergies {εKSi } are the kinetic energy density
τKS(r) = 12 ∑i |∇φKSi (r)|2 and the average ionization energy
εKS(r) = 1
ρKS(r) ∑i ε
KS
i |φKSi (r)|2.
In their first algorithm for construction of exchange-
correlation potential, Ryabinkin, Kohut, and Staroverov
(RKS)37,39 took the term ∇2ρKS(r)/ρKS(r)−∇2ρ(r)/ρ(r) in
Eq. (47) to be zero. Then the equation for updating of the
exchange-correlation potential becomes
vRKSxc (r) = v
Ψ
s (r)+
τΨ(r)
ρ(r)
− εΨ(r)− τ
KS(r)
ρKS(r)
+ εKS(r). (51)
To apply the above equation one starts with a trial {φKSi ,εKSi }
and the corresponding vRKSxc (r) is used in the Kohn-Sham
equation
[
− ∇
2
2
+ vext(r)+ vH[ρ](r)+ v
RKS
xc (r)
]
φKSi (r) = ε
KS
i φ
KS
i (r)
(52)
to get the next set of Kohn-Sham orbitals and eigenenergy.
This procedure is applied until convergence condition of
Kohn-Sham density obtained during two consecutive itera-
tions is achieved. In the basis-set limit calculation the above
equation gives ρKS(r) = ρ(r) and the resulting potential is
the true exchange-correlation potential of density ρ(r). For
a finite basis set calculation the ρKS(r) 6= ρ(r) and the re-
sulting potential is an approximation to the true potential
conjugate to density ρ(r). The exchange-correlation poten-
tial obtained from other existing popular density-to-potential
inversion methods20–26,33–35,38,40,41,63–66 depends upon what
type of density it corresponds to and for a basis-set den-
sity it could show unphysical behavior. However, exchange-
correlation potential obtained by RKS method is found to be
free from such pathological features. According to Staroverov
et al.76 the RKS method gives good results because by taking
∇2ρKS(r)/ρKS(r)−∇2ρ(r)/ρ(r) = 0 one sets it to its basis set
limit value even if ρKS(r) 6= ρ(r) so the resulting exchange-
correlation potential get close to its basis set limit. We point
out that apart from imposing basis-set limit value on few quan-
tities, it is the use of wavefunction dependent quantities in
RKS method which play important role in giving the proper
structure to the exchange-correlation potential obtained from
it. This becomes transparent by writing Eq. (51) in terms of
the LPS potential ve f f (r). Now using relations
∫
ρN−1(r;r′)
|r− r′| dr
′ = vΨs (r)+ vH[ρ](r), (53)
〈ΦN−1|HN−1−E0N−1|ΦN−1〉= µ− εΨ(r), (54)
and
1
2
∫
|∇ΦN−1|2dσdx2−N = 1
ρ(r)
(
τΨ(r)− 1
8
|∇ρ(r)|2
ρ(r)
)
(55)
the Eq. (51) is written (up to a constant) as
vRKSxc (r) = ve f f [Ψ](r)+
1
8
∣∣∣∇ρ(r)
ρ(r)
∣∣∣2
− ve f f [{φKSi }](r)−
1
8
∣∣∣∇ρKS(r)
ρKS(r)
∣∣∣2− vH [ρ](r).
(56)
From the equation above it is seen that the RKS method uti-
lizes the LPS potential written in terms of wavefunction for
construction of exchange-correlation potential. Since we have
shown that the LPS potential ve f f (r) obtained from many-
body wavefunction Ψ and Kohn-Sham orbitals {φKSi } is well
behaved, so the resulting exchange-correlation potential ob-
tained from RKS method is also expected to show proper
structure. However, Eq. (56) also contains density dependent
term |∇ρ(r)/ρ(r)|2 − |∇ρKS(r)/ρKS(r)|2 in it whose effect
may appear in the resulting potential. For ρKS(r) ≈ ρ(r) the
contribution of density dependent term is vanishingly small.
However, for the finite basis set calculation ρKS(r) 6= ρ(r) and
the quantity |∇ρ(r)/ρ(r)|2 − |∇ρKS(r)/ρKS(r)|2 may give
significant contribution and the resulting potential could have
pathological features. This is seen for Ar atom76 where
exchange-correlation potential shows well behaved nature
only for a large basis-set calculation. However, by taking the
|∇ρ(r)/ρ(r)|2 − |∇ρKS(r)/ρKS(r)|2 = 0 the above equation
becomes
vm,RKSxc (r) = ve f f [Ψ](r)− ve f f [{φKSi }](r)− vH[ρ](r), (57)
which is the equation (expressed in natural orbitals) for the
exchange-correlation potential used in the modified RKS
method (mRKS)76 and it is the same as Eq. (12). Now, since
the mRKS method uses only the LPS potential ve f f [Ψ](r) and
ve f f [{φi}](r) so the resulting exchange-correlation potential
is expected to be well behaved. This is indeed observed in
application76 of the mRKS method to the Ar atom .
V. CONCLUSION
Previous work in the literature has shown that use of wave-
function based formula derived from LPS formulation leads
to highly accurate exchange-correlation potential from wave-
functions calculated by expansion in finite basis set. In this
study we have proved analytically and demonstrated numer-
ically a general result: that the use of properly constructed
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approximate wavefunction - whether given in a functional
form or in terms of basis-set expansion - in the LPS expres-
sion for potential leads to good approximation to the exact
exchange-correlation potential for a given hamiltonian speci-
fied by vext(r). Furthermore, we have shown that the differ-
ence between the exchange-correlation potential so obtained
and that calculated by the inversion of the corresponding ap-
proximate density arises from the difference between vext(r)
and the potential vext (r) corresponding to a given density. Our
work thus extends the previous studies to all kinds of approx-
imate wavefunctions and it gives a method to calculate accu-
rate exchange-correlationpotential by employing these. Addi-
tionally, we have also shown that the use of the LPS effective
potential obtained from approximate wavefunction in the cor-
responding equation gives a density which is more accurate
than that given by the wavefunction itself. This may pave the
way to calculating accurate densities by employing approxi-
mate wavefunctions.
APPENDIX: LPS POTENTIAL CALCULATED FROM SLATER
DETERMINANT WAVEFUNCTION
In this section we calculate LPS effective potential for the
N particle Slater-determinant wavefunction
ΦS,N(x,x2−N) =
1√
N!


φ1(x) φ2(x) . . . φN(x)
φ1(x2) φ2(x2) . . . φN(x2)
...
...
...
φ1(xN) φ2(xN) . . . φN(xN)


(A.1)
constructed using one particle orthogonal spin-orbitals
{φi(x)}. For the Hartree-Fock spin-orbitals {φi(x) = φHFi (x)}
those are solution of Hartree-Fock (HF) equation
[
− ∇
2
2
+ vext(r)+
∫
ρ(r′)
|r− r′|dr
′
+ vˆHFX (x,x
′)
]
φHFi (x) = ε
HF
i φ
HF
i (x),
(A.2)
with εHFi being the egienenergy corresponding to φ
HF
i . ΦS,N is
an approximation to ground state wavefunction for interacting
system and it is known as HF Slater determinant wavefunc-
tion. Here vˆHFX (x,x
′) is HF exchange operator and it operates
on spin-orbital φHFi (x) as
vˆHFX (x,x
′)φHFi (x)
=−∑
j
∫ φHFj (x)φ∗HFj (x′)φHFi (x′)
|r− r′| dx
′. (A.3)
Similarly if one employs {φi(x) = φKSi (x)} with {φKSi (x)} be-
ing solution of the Kohn-Sham equation then ΦS,N represents
the ground-state wavefunction of the corresponding Kohn-
Sham system.
For the calculation purpose we consider LPS potential in
reduced density-matrix representation. In reduced density-
matrix representation the Pth order reduced density-matrix
γP(x
′,x′2−P;x,x2−P) is defined using manybody wavefunction
Ψ as97
γP(x
′,x′2−P;x,x2−P) =
N!
P!(N−P)!
∫
Ψ(x′,x′2−P,xP+1−N)Ψ
∗(x,x2−N)dxP+1−N .
(A.4)
In particular for Ψ = ΦS,N , the Pth order reduced density-
matrix γP(x′,x′2−P;x,x2−P) is related to the first order reduced
density matrix γ1(x′;x) by
γP(x
′,x′2−P;x,x2−P) =
1√
P!


γ1(x
′;x) γ1(x′;x2) . . . γ1(x′;xP)
γ1(x
′
2;x) γ1(x
′
2;x2) . . . γ1(x
′
2;xP)
...
...
...
γ1(x
′
P;x) γ1(x
′
P;x2) . . . γ1(x
′
P;xP)

 ,
(A.5)
where γ1(x′;x) = ∑Ni=1 φi(x
′)φ∗i (x). The density ρ(r) in re-
duced density representation is calculated by
ρ(r) =
∫
γ1(x;x)dσ. (A.6)
Using the above relations one finds that different term of LPS
potential in Eq.(8)for Slater determinant wavefunction ΦS,N
are
∫
ρN−1(r;r′)
|r− r′| dr
′ =
2
ρ(r)
∫
γ2(x,x
′;x,x′)
|r− r′| dx
′dσ
= vH(r)+ vS(r),
(A.7)
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〈ΦN−1|HN−1−E0N−1|ΦN−1〉
=
1
ρ(r)
{
2
∫ [
− ∇
′2
2
+ vext(r
′)
]
γ2(x,x
′;x,x′′)
∣∣∣
x′=x′′
dx′dσ+ 3
∫
γ3(x,x
′,x′′;x,x′,x′′)
|r′− r′′| dx
′dx′′dσ
}
−E0N−1
=
{∫ [
− ∇
′2
2
+ vext(r
′)
]
γ1(x
′;x′′)
∣∣∣
x′=x′′
dx′
+
1
2
∫ [γ1(x′;x′)γ1(x′′;x′′)− γ1(x′;x′′)γ1(x′′;x′)]
|r′− r′′| dx
′dx′′−E0N−1
}
− 1
ρ(r)
{∫ [
− ∇
′2
2
+ vext(r
′)
]
γ1(x
′;x)γ1(x;x′′)
∣∣∣
x′=x′′
dx′dσ
+
∫ γ1(x′;x)
[
γ1(x
′′;x′′)γ1(x;x′)− γ1(x;x′′)γ1(x′′;x′)
]
|r′− r′′| dx
′dx′′dσ
}
=
{ N
∑
i=1
∫
φ∗i (x
′)
[
− ∇
′2
2
+ vext(r
′)
]
φi(x
′)dx′+
1
2
∫
ρ(r′)ρ(r′′)
|r′− r′′| dr
′dr′′
− 1
2
N
∑
i=1, j=1
∫ φ∗i (x′′)φ∗i (x′)φ∗j(x′)φ∗j (x′′)
|r′− r′′| dx
′dx′′−E0N−1
}
−
N
∑
i=1, j=1
∫
φ∗i (x)φ j(x)
ρ(r)
dσ
{∫
φ∗j(x
′)
[
− ∇
′2
2
+ vext(r
′)+
∫
ρ(r′′)
|r′− r′′|dr
′′
]
φi(x
′)dx′
−
N
∑
k=1
∫ φ∗j (x′′)φk(x′′)φ∗k(x′)φi(x′)
|r′− r′′| dx
′dx′′
}
(A.8)
and
1
2
∫
|∇ΦN−1|2dσdx2...dxN = 1
2ρ(r)
∫
∇∇′γ1(x;x′)
∣∣∣
x=x′
dσ− 1
8
∣∣∣∇ρ(r)
ρ(r)
∣∣∣2 = 1
2ρ(r)
∫ N
∑
i=1
|∇φi(x)|2dσ− 1
8
∣∣∣∇ρ(r)
ρ(r)
∣∣∣2. (A.9)
In Eq. (A.7) vS(r) is known as Slater potential98 and it is given
by
vS(r) =− 1
ρ(r)
∫
γ1(x
′;x)γ1(x;x′)
|r− r′| dx
′dσ
=
1
ρ(r)
N
∑
i=1, j=1
∫ φ∗i (x)φi(x′)φ∗j(x′)φ j(x)
|r− r′| dx
′dσ
(A.10)
Having calculated different quantities of LPS potential in Eq.
(8), on the applying Eqs. (A.7,A.8,A.9) with Eq. (A.2) for
Hartree-Fock wavefunction {φ(x) = φHF (x)} the correspond-
ing LPS potential is found to be
vHFe f f (r) = vH(r)+ vS(r)
+
1
ρHF(r)
∫ N
∑
i=1
(µHF − εHFi )|φHFi (x)|2dσ
+
1
2ρHF(r)
∫ N
∑
i=1
|∇φHFi (x)|2dσ
− 1
8
∣∣∣∇ρHF(r)
ρHF(r)
∣∣∣2
(A.11)
The quantity µHF is calculated using
µHF = E0,HFN −E0,HFN−1 , (A.12)
is the chemical potential of HF system in Koopman’s approxi-
mation. In the calculation of LPS potential for the Kohn-Sham
system {φ(x) = φKS(x)} and all the terms corresponding to in-
teraction term 1|r−r′| drop out of Eq. (A.11). Then using the
13
Eqs. (A.8,A.9) leads to
vPaulie f f (r) =
1
ρKS(r)
∫ N
∑
i=1
(µKS − εKSi )|φKSi (x)|2dσ
+
1
2ρKS(r)
∫ N
∑
i=1
|∇φKSi (x)|2dσ−
1
8
∣∣∣∇ρKS(r)
ρKS(r)
∣∣∣2.
(A.13)
Here µKS = εKSmax is eigenenergy of highest occupied Kohn-
Sham orbital.
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