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ON ZERO-DIVISORS OF SEMIMODULES AND SEMIALGEBRAS
PEYMAN NASEHPOUR
Abstract. In Section 1 of the paper, we prove McCoy’s property for the
zero-divisors of polynomials in semirings. We also investigate zero-divisors
of semimodules and prove that under suitable conditions, the monoid semi-
module M [G] has very few zero-divisors if and only if the S-semimodule M
does so. The concept of Auslander semimodules are introduced in this section
as well. In Section 2, we introduce Ohm-Rush and McCoy semialgebras and
prove some interesting results for prime ideals of monoid semirings. In Sec-
tion 3, we investigate the set of zero-divisors of McCoy semialgebras. We also
introduce strong Krull primes for semirings and investigate their extension in
semialgebras.
0. Introduction
The concept of zero-divisors in ring theory was one of the main concepts that
Fraenkel introduced in his paper [11] in 1914 [23, p. 59]. Vandiver introduced the
concept of zero-divisors in semirings in his 1934 paper [39], where he introduced the
algebraic structure of semirings itself as well [13]. The main purpose of the current
paper is to focus on zero-divisors in semimodules and semialgebras and continue
our study of these elements in our 2016 paper [30]. Before proceeding to explain
what we do in this paper, it is important to clarify, from the beginning, what we
mean by a semiring in this paper.
In this paper, by a semiring, we understand an algebraic structure, consisting
of a nonempty set S with two operations of addition and multiplication such that
(S,+) is a commutative monoid with the identity element 0, (S, ·) is a commutative
monoid with identity element 1 6= 0, multiplication distributes over addition, i.e.
a · (b+ c) = a · b+ a · c for all a, b, c ∈ S and finally the element 0 is the absorbing
element of the multiplication, i.e. s·0 = 0 for all s ∈ S. Semimodules over semirings
are defined similar to the concept of modules over rings in module theory [13,
Chap. 14]. For semirings and semimodules and their applications, refer to the
books [13–15,19].
Let us recall that for a semiring S and a nonzero S-semimodule M , an element
s ∈ S is called a zero-divisor on M , if there is a nonzero m ∈M such that sm = 0.
Section 1 of the paper is devoted to the zero-divisors of semimodules. A classical
result in commutative algebra states that if R is a commutative ring with a nonzero
identity, f is a zero-divisor onR[X ], then f can be annihilated by a nonzero constant
b ∈ R [25, Theorem 2]. In Theorem 1.1, we show the following:
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Let M be an arbitrary S-semimodule and G a cancellative torsion-free commu-
tative monoid. If f ∈ S[G] is a zero-divisor on M [G], then f can be annihilated by
a nonzero constant b ∈M (McCoy’s Theorem for Semimodules).
This useful statement helps us to obtain some interesting results related to the
set of zero-divisors ZS(M) of an S-semimodule M . In order to explain some of
the results that we obtain in Section 1, we need to recall a couple of concepts in
semiring theory. A nonempty subset I of a semiring S is said to be an ideal of S,
if a + b ∈ I for all a, b ∈ I and sa ∈ I for all s ∈ S and a ∈ I [1]. An ideal I of
a semiring S is called a proper ideal of the semiring S, if I 6= S. A proper ideal
p of a semiring S is called a prime ideal of S, if ab ∈ p implies either a ∈ p or
b ∈ p. Similar to commutative algebra, if M is an S-semimodule, we define an
ideal p of a semiring S an associated prime ideal of M , if p = Ann(m) for some
m ∈ M . Note that Ann(m), for each m ∈ M , is the set of all elements s ∈ S such
that s ·m = 0. We denote the set of all associated prime ideals of M by AssS(M)
or simply Ass(M) if there is no fear of ambiguity. In Theorem 1.18, we prove that
if ZS(M) = p1 ∪ p2 ∪ · · · ∪ pn, where pi ∈ AssS(M) for all 1 ≤ i ≤ n, then
ZS[G](M [G]) = p1[G] ∪ p2[G] ∪ · · · ∪ pn[G]
and pi[G] ∈ AssR[G](M [G]) for all 1 ≤ i ≤ n.
We define an S-semimodule M to be primal if ZS(M) is an ideal of S (see
Definition 1.21). Note that an S-semimodule M has Property (A) if each finitely
generated ideal I ⊆ ZS(M) has a nonzero annihilator in M (check Definition 1.14).
In Corollary 1.23, we show that if S is a weak Gaussian semiring and G is a
cancellative torsion-free commutative monoid, then the S[G]-semimodule M [G] is
primal if and only if the S-semimodule M is primal and has Property (A). We
recall that a semiring S is weak Gaussian if and only if each of its prime ideals is
subtractive [30, Theorem 19]. An ideal I of a semiring S is subtractive if a + b ∈
I and a ∈ I imply that b ∈ for all a, b ∈ S [13, p. 66]. In this section, we
also introduce Auslander semimodules. We define an S-semimodule M to be an
Auslander semimodule, if Z(S) ⊆ ZS(M) (see Definition 1.24). In Theorem 1.26,
we show that if M is an Auslander S-semimodule and has Property (A) and G is
a cancellative torsion-free commutative monoid, then M [G] is an Auslander S[G]-
semimodule.
The definition of Auslander semimodules, inspired by the definition of Auslander
modules in [27], is related to Auslander’s Zero-Divisor Theorem in commutative
algebra, which says that if R is a Noetherian local ring, M is an R-module of finite
type and finite projective dimension, and r ∈ R is not a zero-divisor on M , then r
is not a zero-divisor on R (cf. [17, p. 8] and [3, Remark 9.4.8]).
At the end of Section 1, we define an S-semimodule M to be torsion-free if
ZS(M) ⊆ Z(S) (See Definition 1.27). After that, in Theorem 1.31, we prove
that if a semiring S has property (A) and G is a cancellative torsion-free commu-
tative monoid, then the S[G]-semimodule M [G] is torsion-free if and only if the
S-semimodule M is torsion-free.
A semiring B is called to be an S-semialgebra, if there is a semiring morphism
λ : S → B. For the definition of semiring morphisms, one can refer to [13, Chap.
9].
In Section 2 of the paper, we introduce Ohm-Rush and McCoy semialgebras.
We define an S-semialgebra B to be an Ohm-Rush S-semialgebra, if f ∈ c(f)B
for each f ∈ B, where by c(f), we mean the intersection of all ideals I of S such
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that f ∈ IB (see Definition 2.1). Note that if R is a commutative ring the term
Ohm-Rush algebra has been used for an R-algebra that is a content R-module by
Epstein and Shapiro in [9]. For more on content modules and algebras, refer to [35].
Now let B be an S-semialgebra. We define B to be a McCoy S-semialgebra if
B is an Ohm-Rush S-semialgebra and g · f = 0 for g, f ∈ B with g 6= 0 implies
s · c(f) = 0 for a nonzero s ∈ S (check Definition 2.4).
After giving these definitions and some examples for them, we generalize some
theorems related to weak Gaussian semirings [30, Definition 18] and weak content
semialgebras [30, Definition 36] (for example, see Theorems 2.11 and Theorem 2.13).
These are useful for the main purpose of the last section of the paper. In fact Section
2, beside its interesting results, can be considered as a preparatory section for the
last section of the paper which discusses the zero-divisors of McCoy semialgebras.
In Section 3 of the present paper, we prove a couple of theorems for the relation-
ship between the set of zero-divisors of a semiring S and a McCoy S-semialgebra
B. For example, in Theorem 3.5, we show that if S is a weak Gaussian semiring,
B is a McCoy and weak content S-semialgebra with homogeneous c, and the cor-
responding homomorphism λ of the S-semialgebra B is injective, then S has very
few zero-divisors if and only if B does so. Note that in Definition 3.2, we define
the content function from an Ohm-Rush S-semialgebra B to the set of ideals of S
to be homogeneous if c(s · f) = s · c(f) for each s ∈ S and f ∈ B.
We also show that if S is a weak Gaussian semiring and B is a McCoy and weak
content S-semialgebra such that the corresponding homomorphism λ is injective
and c : B → Fid(S) is homogeneous and onto, then B has few zero-divisors if and
only if S has few zero-divisors and property (A) (see Theorem 3.10). Note that by
Fid(S), we mean the set of all finitely generated ideals of S.
We finalize the last section by giving the definition of strong Krull prime ideals
for semirings. In Definition 3.12, we define a prime ideal p of a semiring S to be
a strong Krull prime of S, if for any finitely generated ideal I of S, there exists a
z ∈ S such that I ⊆ Ann(z) ⊆ p, whenever I ⊆ p. After giving this definition,
in Lemma 3.13, we prove that if B is a weak content S-semialgebra such that the
corresponding homomorphism λ is injective and c is homogeneous and p is a strong
Krull prime of S, then either pB = B or pB is a strong Krull prime of B.
Finally, in Theorem 3.14, we show that if B is a McCoy and weak content
S-semialgebra such that the corresponding homomorphism λ is injective, c is ho-
mogeneous, and Z(S) is a finite union of strong Krull primes of S, then Z(B) is a
finite union of strong Krull primes of B. We emphasize that one of the corollaries of
these results (see Corollary 3.17) is that if R is a commutative ring with a nonzero
identity and B is a content R-algebra and Z(R) is a finite union of strong Krull
primes of R, then Z(B) is a finite union of strong Krull primes of B. Now we pass
to the next section to investigate zero-divisors of semimodules.
1. Zero-Divisors of Semimodules
Let us recall that for a semiring S and a nonzero S-semimodule M , an element
s ∈ S is called a zero-divisor on M , if there is a nonzero m ∈ M such that sm =
0. The set of all zero-divisors on M is denoted by ZS(M), or simply by Z(M),
whenever there is no fear of ambiguity.
From monoid theory, we know that a cancellative torsion-free commutative
monoid can be embedded into a totally ordered Abelian group (cf. [12, Corollary
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15.7]). We use this to prove Theorem 1.1, which is a generalization of a classical
result for zero-divisors of polynomial rings showed by Neal Henry McCoy [25, The-
orem 2].
Also, let us recall that any nonzero finitely generated torsion-free Abelian group
is isomorphic to the sum of n copies of Z, i.e., ⊕ni=1Z [38, Theorem 25.23]. This
means that arguments on monoid semiring S[G] (semimodule M [G]) - where S
(M) is a semiring (semimodule) and G is a cancellative torsion-free commutative
monoid - can be reduced to arguments on finite-variable Laurent polynomial semir-
ing (semimodule) over S (M), as for instance, we will see in the proof of Theorem
1.3.
Theorem 1.1 (McCoy’s Theorem for Semimodules). Let M be an arbitrary S-
semimodule and G a cancellative torsion-free commutative monoid. If f ∈ S[G] is
a zero-divisor on M [G], then it can be annihilated by a nonzero constant b ∈M .
Proof. For the proof, we take f ∈ S[G] to be of the form f = a0Xun + · · ·+ anXu0
(n ≥ 0, ai ∈ S, ui > ui−1 and a0 6= 0) and let g ∈ M [G]− {0} with f · g = 0. If g
is a monomial, then the unique nonzero coefficient of g annihilates f . So, we can
assume that g = b0X
tm + · · ·+ bmXt0 (m ≥ 1, bi ∈M , ti > ti−1 and b0 6= 0). Now
consider the elements a0 · g, . . . , an · g of M [G]. If all of these elements are zero,
then b0 annihilates any coefficient of f and the theorem is proved. Otherwise, there
is an r ∈ {0, 1, . . . , n} such that a0 · g = · · · = ar−1 · g = 0, while ar · g 6= 0. This
causes (arX
un−r + · · ·+ anXu0) · g = 0, since f · g = 0. Clearly, this implies that
ar ·b0 = 0. Therefore, h = ar ·g 6= 0 has less monomials than g and f ·h = f ·ar·g = 0.
Therefore, by mathematical induction on the numbers of the monomials of g, there
is a nonzero constant b ∈M such that f · b = 0 and the proof is complete. 
Corollary 1.2 (McCoy’s Theorem for Semirings). Let S be a semiring and G a
cancellative torsion-free commutative monoid. If f ∈ S[G] is a zero-divisor on
S[G], then it can be annihilated by a nonzero constant s ∈ S.
Let us recall that a nonempty subset I of a semiring S is said to be an ideal of
S, if a+ b ∈ I for all a, b ∈ I and sa ∈ I for all s ∈ S and a ∈ I [1]. We denote the
set of all ideals of S by Id(S). An ideal I of a semiring S is called a proper ideal
of the semiring S if I 6= S. An ideal I of a semiring S is said to be subtractive, if
a+ b ∈ I and a ∈ I imply that b ∈ I for all a, b ∈ S. We say that a semiring S is
subtractive if each ideal of the semiring S is subtractive. Finally, we note that a
proper ideal p of a semiring S is called a prime ideal of S, if ab ∈ p implies either
a ∈ p or b ∈ p.
Now we proceed to prove a theorem for prime ideals of monoid semirings that is
a generalization of a theorem for prime ideals of polynomial semirings due to Susan
LaGrassa. In fact, LaGrassa in Theorem 2.6 of her dissertation [24] shows that if p
is an ideal of a semiring S and X is an indeterminate over S, then p[X ] is a prime
ideal of S[X ] if and only if p is a subtractive prime ideal of S.
Theorem 1.3. Let S be a semiring and G a cancellative torsion-free commutative
monoid. Then p[G] is a prime ideal of S[G] if and only if p is a subtractive and
prime ideal of S.
Proof. (⇒): Suppose that p[G] is a prime ideal of S[G] and a, b ∈ S such that
ab ∈ p. Then either a ∈ p[G] or b ∈ p[G]. Since p[G] ∩ S = p, we have already
proved that p is a prime ideal of S. Now suppose that a, b ∈ S such that a+b, a ∈ p
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and take a nonzero v ∈ G. Set f = a + bXv and g = b + (a + b)Xv. Clearly,
fg = ab+ (a2 + ab+ b2)Xv + (ab+ b2)X2v and so, fg ∈ p[G]. On the other hand,
since p[G] is prime, either f ∈ p[G] or g ∈ p[G] and in each case, b ∈ p. So, we
have showed that p is subtractive.
(⇐): Suppose that p is a subtractive prime ideal of S and fg ∈ p[G] for some
f, g ∈ S[G]. Imagine f ∈ S[G] is of the form f = a0Xun + · · · + anXu0 (n ≥ 0,
ai ∈ S, and ui > ui−1) and g ∈ S[G] of the form g = b0Xtm + · · ·+ bmXt0 (m ≥ 0,
bi ∈ S and ti > ti−1). Since G is a cancellative torsion-free commutative monoid,
it can be embedded into a torsion-free Abelian group gp(G) [2, p. 50]. Therefore,
the subgroup G0 generated by un, . . . , u0, tm, . . . , t0 is isomorphic to a finite copies
of Z and this means that fg ∈ p[G0], where S[G0] is isomorphic to a finite-variable
Laurent polynomial semiring. Now note that by Theorem 39 in [30], p[G0] is a
prime ideal and therefore, either f ∈ p[G0] or g ∈ p[G0] and this means that either
f ∈ p[G] or g ∈ p[G] and the proof is complete. 
Let us recall that a semiring E is called entire if ab = 0 implies either a = 0 or
b = 0 for all a, b ∈ E [13, p. 4].
Corollary 1.4. Let S be a semiring and G a cancellative torsion-free commutative
monoid. Then S is an entire semiring if and only if S[G] is an entire semiring. In
particular, if k is a semifield and G a cancellative torsion-free commutative monoid,
then k[G] is an entire semiring.
Remark 1.5. (1) By considering Corollary 1.4, one may ask if it is possible for
S[G] to be entire if S is a semiring, while G is not necessarily a cancellative
torsion-free commutative monoid. In the following, we give an affirmative
answer to this question:
Let us recall that a semiring S is called zerosumfree if s1+s2 = 0 implies
that s1 = s2 = 0, for all s1 and s2 in S. Also, a semiring S is called an
information algebra if it is both zerosumfree and entire [13, p. 4]. Now if S
is an information algebra and G is a commutative monid with at least two
elements, then the monoid semiring S[G] is entire and here is the proof:
Proof. It is clear that if S is an information algebra and a and b are nonzero
elements of S, then ab+s is also nonzero, for any s ∈ S. Now if f and g are
nonzero elements of S[G], then f and g, respectively, have monomials of the
form aXg and bXh, where a and b are both nonzero. Clearly, (ab+s)Xg+h
is a nonzero monimial of fg. Therefore, fg is nonzero and the proof is
complete. 
(2) If k is a field and G is a torsion-free and non-Abelian group, Kaplansky’s
zero-divisor conjecture states that the group ring k[G] has no non-trivial
zero-divisors (cf. [22, Problem 6] and [36, Chap. 13]). This longstanding
algebra conjecture is related to the linear independence of time-frequency
shifts (also known as HRT) conjecture in wavelet theory [20].
Corollary 1.6. Let M be an S-semimodule and G a cancellative torsion-free com-
mutative monoid. If p = Ann(m) is a prime ideal of S for some m ∈ M , then
p[G] = Ann(m) is a prime ideal of S[G].
Proof. Since p = Ann(m) is subtractive, by Theorem 1.3, p[G] is a prime ideal of
S[G]. The proof of p[G] = Ann(m) is straightforward. 
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In [5], it has been defined that a ring R has few zero-divisors, if Z(R) is a
finite union of prime ideals. Rings having very few zero-divisors were investigated
in [31]. Modules having few and very few zero-divisors were defined and investigated
in [28,29,32,33]. We give the following definition and prove some interesting results
for zero-divisors of monoid semimodules. Now let M be an S-semimodule. Similar
to commutative algebra, we define an ideal p of a semiring S to be an associated
prime ideal of M if p is a prime ideal of S and p = Ann(m) for some m ∈M . The
set of all associated prime ideals of M is denoted by AssS(M) or simply Ass(M).
Definition 1.7. We define an S-semimodule M to have very few zero-divisors, if
ZS(M) is a finite union of prime ideals in AssS(M).
In order to give some suitable examples for semimodules having very few zero-
divisors, we prove the following theorem that is a semiring version of a theorem in
commutative algebra due to I. N. Herstein (1923-1988):
Theorem 1.8. Let M be a nonzero S-semimodule. If p is a maximal element of
all ideals of the form Ann(m) of S, where m is a nonzero element of M , then p is
prime.
Proof. Take p = Ann(m) and let ab ∈ Ann(m). Let a /∈ p. So, am 6= 0 and
Ann(am) ⊇ p. Since p is maximal among ideals of S in the form of Ann(x) with
x ∈M −{0}, we have that Ann(am) = Ann(m). On the other hand, abm = 0. So,
b ∈ Ann(m) and this means that p is prime and the proof is complete. 
Similar to commutative algebra, an S-semimodule M is called Noetherian if any
S-subsemimodule of M is finitely generated. A semiring S is Noetherian if it is
Noetherian as an S-semimodule [13, p. 69].
Corollary 1.9. If S is a Noetherian semiring and M is an S-semimodule, then
Z(M) is a union of subtractive prime ideals of S.
Proof. Note that if M is an S-semimodule, then Z(M) =
⋃
m∈M−{0}Ann(m). Set
C to be the collection of all maximal elements of {Ann(m) : m ∈ M − {0}}. Since
S is Noetherian, C is nonempty. Therefore, Z(M) = ⋃I∈C I. By Theorem 1.8, any
element of C is prime of the form Ann(m) for some m 6= 0, which is a subtractive
ideal. Hence, Z(M) is a union of subtractive prime ideals of S and the proof is
complete. 
Corollary 1.10. If S is Noetherian and M is an S-semimodule, then Ass(M) 6= ∅
and Z(M) is the union of all prime ideals in Ass(M).
Now we prove the following interesting theorem:
Theorem 1.11. Let S be a Noetherian semiring andM a Noetherian S-semimodule.
Then 0 <| AssS(M) |<∞.
Proof. Let S be Noetherian. So by Corollary 1.10, Ass(M) 6= ∅. Assume that
{pi = Ann(mi)}i is the family of maximal primes of Z(M). Take N to be the S-
subsemimodule ofM generated by the elements {mi}i, where pi = Ann(mi). Since
M is Noetherian, N is generated by a finite number of elements in {mi}i, say by
m1,m2, . . . ,mk. If any further mi’s exists, it can be written as a linear combination
ofm1,m2, . . . ,mk, i.e., for example we havemk+1 = t1m1+t1m1+t2m2+· · ·+tkmk,
where ti ∈ S. This implies that p1 ∩p2 ∩ · · · ∩pk ⊆ pk+1 and therefore, pl ⊆ pk+1
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for some 1 ≤ l ≤ k, contradicting the maximality of pl. Hence, there are no further
mi’s (pi’s) and the proof is complete. 
Example 1.12. A family of examples for Theorem 1.11: Let n ≥ 2 be a non-prime
natural number. Clearly, the Noetherian semiring Id(Zn) possesses non-trivial zero-
divisors. Now if we take M = Sn, then M is also Noetherian. Therefore, by
Theorem 1.11, M has very few zero-divisors.
The following statement is a semiring version of Remark 2.3.3 in [28]:
Proposition 1.13. Let S be a semiring and consider the following three conditions
on S:
(1) The semiring S is Noetherian.
(2) The semiring S has very few zero-divisors.
(3) The semiring S has few zero-divisors.
Then (1)⇒ (2)⇒ (3) and none of the implications are reversible.
Proof. For a proof of the implication (1) ⇒ (2), use Corollary 1.10 and Theorem
1.11. It is obvious that (2) implies (3).
(2); (1): Let x1, x2, x3, . . . , xn, . . . be indeterminates over the semifield F and
put E = F [x1, x2, x3, . . . , xn, . . .]. Clearly, E is an entire semiring and so, it has
very few zero-divisors, while it is not Noetherian.
(3) ; (2): Let k be a field and imagine D = k[x1, x2, x3, . . . , xn, . . .]. Also set
m = (x1, x2, x3, . . . , xn, . . .) and a = (x
2
1, x
2
2, x
2
3, . . . , x
2
n, . . .), where xis are indeter-
minates over k. Now put R = D/a. It is easy to check that R is a local ring
with the only prime ideal m/a and Z(R) = m/a, while m/a /∈ AssR(R). In fact,
AssR(R) = ∅. 
In [18], it has been defined that a ring R has Property (A), if each finitely
generated ideal I ⊆ Z(R) has a nonzero annihilator. In [32], a generalization of
this definition was given for modules. We define semimodules having Property (A)
as follows:
Definition 1.14. We define an S-semimodule M to have Property (A) if each
finitely generated ideal I ⊆ ZS(M) has a nonzero annihilator in M .
The Prime Avoidance Lemma is one of the most important theorems in commu-
tative ring theory [21, Theorem 81]. A more general result called Prime Avoidance
Lemma for Semirings has been given in [16, Lemma 3.11]. Therefore, we bring the
following result without proving it:
Theorem 1.15 (Prime Avoidance Theorem for Semirings). Let S be a semiring,
I an ideal, and pi (1 ≤ i ≤ n) subtractive prime ideals of S. If I ⊆ ∪ni=1pi, then
I ⊆ pi for some i.
Proof. The proof is exactly the same as the proof given for the Prime Avoidance
Theorem in commutative ring theory [21, Theorem 81]. Therefore, its proof is
omitted here. 
Proposition 1.16. If an S-semimodule M has very few zero-divisors, then M has
Property (A).
Proof. Use Theorem 1.15. 
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Let M be an S-semimodule. We say an element s ∈ S is M -regular if it is
not a zero-divisor on M , i.e. s /∈ ZS(M). We say an ideal of S is M -regular if
it contains an M -regular element. Note that if G is a commutative monoid and
f = s1X
g1+· · ·+snXgn is an element of the monoid semiring S[G], then the content
of f , denoted by c(f), is defined to be the finitely generated ideal (s1, . . . , sn) of S.
Theorem 1.17. Let G be a cancellative torsion-free commutative monoid and M
be an S-semimodule. Then the following statements are equivalent:
(1) The S-semimodule M has Property (A).
(2) For all f ∈ S[G], f is M [G]-regular if and only if c(f) is M -regular.
Proof. (1) ⇒ (2): Let the S-semimodule M have Property (A). If f ∈ S[G] is
M [G]-regular, then f ·m 6= 0 for all nonzero m ∈ M and so, c(f) ·m 6= (0) for all
nonzero m ∈ M and according to the definition of Property (A), c(f) 6⊆ ZS(M).
This means that c(f) is M -regular.
Now let c(f) be M -regular. So c(f) 6⊆ ZS(M) and this means that c(f) ·m 6= (0)
for all nonzero m ∈ M and hence f · m 6= 0 for all nonzero m ∈ M . Since G is
a cancellative torsion-free commutative monoid, by Theorem 1.1, f is not a zero-
divisor on M [G], i.e. f is M [G]-regular.
(2)⇒ (1): Let I be a finitely generated ideal of S such that I ⊆ ZS(M). Then
there exists an f ∈ S[G] such that c(f) = I. But c(f) is not M -regular, therefore,
according to our assumption, f is not M [G]-regular. Therefore, there exists a
nonzero m ∈ M such that f ·m = 0 and this means that I ·m = (0), i.e. I has a
nonzero annihilator in M and the proof is complete. 
Theorem 1.18. Let M be an S-semimodule and G a cancellative torsion-free com-
mutative monoid. Then the S[G]-semimodule M [G] has very few zero-divisors if
and only if the S-semimodule M has very few zero-divisors.
Proof. (⇐): Let ZS(M) = p1∪p2∪· · ·∪pn, where pi ∈ AssS(M) for all 1 ≤ i ≤ n.
First, we show that ZS[G](M [G]) = p1[G]∪p2[G]∪· · ·∪pn[G]. Let f ∈ ZS[G](M [G]).
So, there exists anm ∈M−{0} such that f ·m = 0 and so, c(f)·m = (0). Therefore,
c(f) ⊆ ZS(M) and this means that c(f) ⊆ p1 ∪ p2 ∪ · · · ∪ pn and according to the
Prime Avoidance Theorem for Semirings (Theorem 1.15), we have c(f) ⊆ pi, for
some 1 ≤ i ≤ n and therefore, f ∈ pi[G]. Now let f ∈ p1[G] ∪ p2[G] ∪ · · · ∪ pn[G].
Therefore, there exists an i such that f ∈ pi[G]. So, c(f) ⊆ pi and c(f) has a
nonzero annihilator in M and this means that f is a zero-divisor on M [G]. Note
that by Corollary 1.6, pi[G] ∈ AssR[G](M [G]) for all 1 ≤ i ≤ n.
(⇒): Let ZS[G](M [G]) = ∪ni=1qi, where qi ∈ AssS[G](M [G]) for all 1 ≤ i ≤ n.
Therefore, ZG(M) = ∪ni=1(qi ∩ S). Without loss of generality, we can assume that
qi∩S * qj ∩S for all i 6= j. Now we prove that qi∩S ∈ AssS(M) for all 1 ≤ i ≤ n.
Consider h ∈M [G] such that qi = Ann(h) and h = m1Xg1+m2Xg2+· · ·+mnXgn ,
where m1, . . . ,mn ∈ M and g1, . . . , gn ∈ G. It is easy to see that qi ∩ S =
Ann(c(h)) ⊆ Ann(m1) ⊆ ZS(M) and by Theorem 1.15, q1 ∩ S = Ann(m1). 
Let us recall that a semiring S is called a weak Gaussian semiring, if c(f)c(g) ⊆√
c(fg) for all f, g ∈ S[X ] [30, Definition 18]. Also note that a semiring S is weak
Gaussian if and only if each of its prime ideals is subtractive [30, Theorem 19]. Now
let, for the moment, S be a weak Gaussian semiring and M an S-semimodule such
that the set ZS(M) of zero-divisors of M is a finite union of prime ideals. One can
consider ZS(M) = ∪ni=1pi such that pi * ∪nj=1∧j 6=ipj for all 1 ≤ i ≤ n. Obviously,
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we have pi * pj for all i 6= j. Also, it is easy to check that, if ZS(M) = ∪ni=1pi
and ZS(M) = ∪mk=1qk such that pi * pj for all i 6= j and qk * ql for all k 6= l,
then m = n and {p1, . . . ,pn} = {q1, . . . ,qn}, i.e., these prime ideals are uniquely
determined (For the proof, we have the permission to use Theorem 1.15, since each
prime ideal of a weak Gaussian semiring is subtractive). Now we give the following
definition:
Definition 1.19. An S-semimodule M is said to have few zero-divisors of degree
n, if ZS(M) is a finite union of n prime ideals p1, . . . ,pn of S such that pi * pj
for all i 6= j.
Theorem 1.20. Let S be a weak Gaussian semiring, M an S-semimodule, and G
a cancellative torsion-free commutative monoid. Then the S[G]-semimodule M [G]
has few zero-divisors of degree n if and only if the S-semimodule M has few zero-
divisors of degree n and Property (A).
Proof. (⇐): By taking into consideration of this assumption that the S-semimodule
M has Property (A), similar to the proof of Theorem 1.18, if ZS(M) = ∪ni=1pi,
then ZS[G](M [G]) = ∪ni=1pi[G]. Also, it is obvious that pi[G] ⊆ pj [G] if and only if
pi ⊆ pj , for all 1 ≤ i, j ≤ n. So, these two imply that the S[G]-semimodule M [G]
has few zero-divisors of degree n.
(⇒): Note that ZS(M) ⊆ ZS[G](M [G]). It is easy to check that if ZR[G](M [G]) =
∪ni=1qi, where qi is a prime ideal of S[G] for each 1 ≤ i ≤ n, then ZS(M) =
∪ni=1(qi ∩ S). Now we prove that the S-semimodule M has Property (A). Let
I ⊆ ZS(M) be a finitely generated ideal of S. Choose f ∈ S[G] such that I = c(f).
So, c(f) ⊆ ZS(M) and obviously, f ∈ ZS[G](M [G]) and according to Theorem 1.1,
there exists a nonzero m ∈M such that f ·m = 0. This means that I ·m = 0 and I
has a nonzero annihilator in M . Consider that by a similar discussion in (⇐), the
S-semimodule M has few zero-divisors obviously not less than degree n and this
completes the proof. 
Let us recall that an R-module M is said to be primal, if ZR(M) is an ideal of
R [4]. Similarly, we define primal semimodules as follows:
Definition 1.21. We define an S-semimoduleM to be primal if ZS(M) is an ideal
of S.
It is easy to check that if ZS(M) is an ideal of S, then it is a prime ideal and
therefore, the S-semimodule M is primal if and only if M has few zero-divisors of
degree one.
Example 1.22. Let (P,+, 0) be an idempotent commutative monoid and set S =
P ∪ {1}. Now extend addition on S as a + 1 = 1 + a = 1 for all a ∈ S and define
multiplication over S as ab = 0 for all a, b ∈ P and a · 1 = 1 · a = a for all a ∈ S. It
is, then, easy to check that (S,+, ·) is a semiring and ZS(S) = P is a prime ideal
of S and therefore, S is a primal S-semimodule [30, Proposition 20].
Corollary 1.23. Let S be a weak Gaussian semiring, M an S-semimodule, and G
a cancellative torsion-free commutative monoid. Then the S[G]-semimodule M [G]
is primal if and only if the S-semimodule M is primal and has Property (A).
Auslander’s Zero-Divisor Theorem in module theory states that if R is a Noe-
therian local ring, M is an R-module of finite type and finite projective dimension
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and r ∈ R is not a zero-divisor on M , then r is not a zero-divisor on R (cf. [17, p.
8], [3, Remark 9.4.8]). In [27], we have defined an R-module M to be Auslander, if
Z(R) ⊆ ZR(M). This inspires us to give the following definition:
Definition 1.24. We define an S-semimodule M to be an Auslander semimodule,
if Z(S) ⊆ ZS(M).
Examples 1.25. Here we give some examples for Auslander semimodules:
(1) If S is an entire semiring, then obviously, any R-semimodule M is Auslan-
der.
(2) If for any nonzero s ∈ S, there is an x ∈ M such that s · x 6= 0, then
HomS(M,M) is an Auslander S-semimodule, where by HomS(M,M), we
mean the set of all S-endomorphisms on M [13, p. 159]. Here is the proof:
Proof. Let s ∈ ZS(S). So, there is a nonzero t ∈ S such that s · t = 0.
Define ft : M −→ M by ft(x) = t · x. By assumption, ft is a nonzero
element of HomR(M,M). Clearly, sft = 0. So, s ∈ ZS(Hom(M,M)) and
this completes the proof. 
(3) If N is an S-subsemimodule of an S-semimodule M and N is Auslander,
then clearly, M is also Auslander. Therefore, if M is an Auslander S-
semimodule, then M ⊕M ′ is also an Auslander S-semimodule for any S-
semimodule M ′. In particular, if {Mi}i∈Λ is a family of S-semimodules
and there is an i ∈ Λ, say i0, such that Mi0 is an Auslander S-semimodule,
then
⊕
i∈ΛMi and
∏
i∈ΛMi are both Auslander S-semimodules.
Theorem 1.26. Let M be an Auslander S-semimodule, have Property (A) and
G a cancellative torsion-free commutative monoid. Then M [G] is an Auslander
S[G]-semimodule.
Proof. Let f ∈ Z(S[G]). By Corollary 1.2, there is a nonzero element s ∈ S
such that f · s = 0. This implies that c(f) ⊆ Z(S). But M is an Auslander
semimodule, so Z(S) ⊆ ZS(M), which implies that c(f) ⊆ ZS(M). On the other
hand, M has Property (A). So, c(f) has a nonzero annihilator, which implies that
f ∈ ZS[G](M [G]) and the proof is complete. 
Let us recall that if R is a commutative ring with a nonzero identity, M a unital
R-module, and Q the total ring of fractions of R, then M is torsion-free if the
natural map M → M ⊗ Q is injective [3, p. 19]. It is starightforward to see that
M is a torsion-free R-module if and only if ZR(M) ⊆ ZR(R). Therefore, the notion
of Auslander modules defined in [27] is a kind of dual to the notion of torsion-free
modules. Inspired by this, we define torsion-free semimodules as follows:
Definition 1.27. We define an S-semimodule M to be torsion-free, if ZS(M) ⊆
Z(S).
Examples 1.28. Here we bring some examples for torsion-free semimodules:
(1) Clearly, any free S-semimodule F =
⊕
S is torsion-free.
(2) Let us recall that if M is an S-semimodule, then the content of m ∈ M ,
denoted by c(m), is defined to be the intersection of all ideals I of S such
that m ∈ IM . An S-semimdouleM is called to be a content S-semimodule
if m ∈ c(m)M , for all m ∈ M [30, Definition 24]. Now let M be a content
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S-semimodule such that c(sm) = sc(m), for all s ∈ S and m ∈ M . Then
M is torsion-free and here is its proof:
Proof. Let s ∈ Z(M). So, by definition, there is a nonzerom ∈M such that
sm = 0. Clearly, this implies that c(sm) = 0, and so, we have sc(m) = 0.
Note that since M is a content semimodule, c(m) = 0 if and only if m = 0.
This already implies that the ideal c(m) is nonzero and so, s ∈ Z(S),
Q.E.D. 
(3) It is straightforward to see that if Pi is a family of torsion-free S-semimodules,
then the S-semimodules
⊕
i Pi and
∏
i Pi are also torsion-free.
Definition 1.29. Let M be an S-semimodule. We define the dual semimodule
of M , denoted by M∗, to be the S-semimodule M∗ = HomS(M,S), where by
HomS(M,S), it is meant the set of all semimodule morphisms from M into S.
Proposition 1.30. Let M be an S-semimdoule. If the dual semimodule M∗ is
nonzero, then it is torsion-free.
Proof. Clearly, if s is an element of Z(M∗), then there is a nonzero semiring mor-
phism f : M → S such that sf = 0. This means that there is an m ∈M such that
f(m) 6= 0, while sf(m) = 0. But f(m) ∈ S. Therefore, s ∈ Z(S) and the proof is
complete. 
Theorem 1.31. Let the semiring S have property (A) and G be a cancellative
torsion-free commutative monoid. Then the S[G]-semimodule M [G] is torsion-free
if and only if the S-semimodule M is torsion-free.
Proof. (⇒): Let s ∈ ZS(M). Clearly, this implies that s ∈ ZS[G](M [G]). But the
S[G]-semimodule M [G] is torsion-free. Therefore, ZS[G](M [G]) ⊆ ZS[G](S[G]). So,
s ∈ ZS(S).
(⇐): Let f ∈ ZS[G](M [G]). By Theorem 1.1, there is a nonzero m ∈ M such
that c(f) · m = 0, which means that c(f) ⊆ ZS(M). Since M is torsion-free,
c(f) ⊆ ZS(S), and since S has property (A), f ∈ ZS[G](S[G]) and the proof is
complete. 
2. McCoy Semialgebras
The main purpose of this section is to introduce McCoy semialgebras. Our
definition for McCoy semialgebras is inspired by a classical result in commutative
algebra which states that if R is a commutative ring and f ∈ R[X ] is a zero-divisor
on R[X ], then there is a nonzero r ∈ R such that r · f = 0 [25, Theorem 2]. In
order to define McCoy semialgebras, we need to recall the definition of content
functions and to define Ohm-Rush semialgebras. We recall that an R-algebra B is
an Ohm-Rush algebra, if R as an R-module is a content module [9, Definition 2.1].
The concepts of content modules and algebras were introduced and investigated
in [35], [6], and [37].
Definition 2.1. Let S be a semiring and B an S-semialgebra.
(1) The function c from B into ideals of S is called the content function if c(f)
is the intersection of all ideals I of S such that f ∈ IB for each f ∈ B.
(2) We define an S-semialgebra B to be an Ohm-Rush S-semialgebra, if f ∈
c(f)B for each f ∈ B.
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The proof of the following proposition is straightforward, but we bring it here
only for the sake of reference.
Proposition 2.2. If B is an Ohm-Rush S-semialgebra, then the following state-
ments hold:
(1) For any f ∈ B, c(f) = (0) if and only if f = 0
(2) For any f ∈ B, c(f) is a finitely generated ideal of S;
(3) For any ideal I of S, c(f) ⊆ I if and only if f ∈ IB;
(4) For each f, g ∈ B, c(fg) ⊆ c(f)c(g).
Imagine B is an Ohm-Rush S-semialgebra and take f ∈ B and s ∈ S. By
definition, f ∈ c(f)B and this implies that s · f ∈ s · c(f)B. So, c(s · f) ⊆ s · c(f)
and therefore, if s · c(f) = (0), then c(s · f) = (0), which implies that s · f = 0. On
the other hand, we know that if B is an Ohm-Rush R-algebra, then c(r ·f) = r ·c(f)
for any r ∈ R and f ∈ B if and only if B is a flat R-algebra [35, Corollary 1.6].
Therefore, for flat Ohm-Rush R-algebra B, r · f = 0 implies r · c(f) = (0) for any
r ∈ R and f ∈ B. So, the question arises if for any S-semialgebra B, s · f = 0
implies s · c(f) = 0. The following example shows that this is not the case even for
some Ohm-Rush algebras.
Example 2.3. Let (R,m) be a discrete valuation ring, where m is its unique
maximal ideal. Let B = R/m2. By [35, Proposition 2.1], B is an Ohm-Rush R-
algebra. Now let g and f be in B − {0} such that gf = 0. If we take f = r +m2
and g = s+m2, we have r, s /∈m2, while rs ∈m2 and in the language of valuation
rings, we get 0 ≤ v(r), v(s) ≤ 1, while v(r) + v(s) = v(rs) ≥ 2. These two imply
that v(r) = v(s) = 1. Obviously, in the R-algebra B, we have sf = 0, since
s(r +m2) = rs+m2 =m2. Now let us calculate c(f):
c(f) =
⋂{I ∈ Id(R) : f ∈ IB} = ⋂{I ∈ Id(R) : (r +m2) ∈ I · (R/m2)} =⋂{I ∈ Id(R) : (r +m2) ∈ I/m2} = ⋂{I ∈ Id(R) : r ∈ I} = (r) and obviously
sc(f) = s(r) = (sr) 6= (0), since r and s are nonzero and R is an integral domain.
This argument is the base for our definition for McCoy semialgebras:
Definition 2.4. Let B be an S-semialgebra. We define B to be a McCoy S-
semialgebra, if B is an Ohm-Rush S-semialgebra and g · f = 0 for g, f ∈ B with
g 6= 0 implies s · c(f) = 0 for some nonzero s ∈ S.
Examples 2.5. Here we give some examples for McCoy semialgebras:
(1) Let X be an indeterminate on a semiring S. It is clear that by Corollary
1.2, S[X ] is a McCoy S-semialgebra.
(2) Let B be a content S-semialgebra [30, Definition 30], then by [30, Proposi-
tion 31], B is a McCoy S-semialgebra.
Remark 2.6. Let us recall that David Fields, a student of Robert Gilmer, has
proved that if R is a commutative Noetherian ring and a nonzero power series
f ∈ R[[X ]] is a zero-divisor in power series ring R[[X ]], then there exists a nonzero
element r ∈ R such that r · f = 0 [10, Theorem 5]. We also recall that if B is a
content R-algebra and a nonzero element f ∈ B is a zero-divisor in B, then there
exists a nonzero element r ∈ R such that r ·f = 0 [35, Statement 6.1]. In fact, David
Field’s Theorem for zero-divisors of formal power series is a corollary of this fact
that formal power series R[[X ]] over a Noetherian ring R is a content R-algebra, an
important theorem that was recently proved by Epstein and Shapiro [7, Theorem
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2.6]. On the other hand, if S is a Noetherian semiring, X is an indeterminate over
S, and f = s0 + s1X + s2X
2 + · · ·+ snXn + · · · is an element of S[[X ]], then c(f)
is the ideal generated by the coefficients of f and f ∈ c(f)S[[X ]] [30, Proposition
42]. Therefore, S[[X ]] is an Ohm-Rush S-semialgebra. Also, one can easily check
that c(sf) = sc(f) for all s ∈ S and f ∈ S[[X ]] if S is Noetherian. This motivates
us to propose the following questions:
Questions 2.7. Let S be a Noetherian semiring.
(1) Is S[[X ]] a McCoy S-semialgebra?
(2) Is S[[X ]] is a content S-semialgebra?
Now we proceed to give more examples for McCoy semialgebras. First we recall
that an S-semialgebra B is called a weak content semialgebra if B is an Ohm-Rush
semialgebra and the content formula c(f)c(g) ⊆√c(fg) holds, for all f, g ∈ B [30,
Definition 36]. Also, a semiring S is said to be nilpotent-free, if sn = 0 implies s = 0
for all s ∈ S and n ∈ N. Now we give an interesting family of McCoy semialgebras
in the following:
Proposition 2.8. Let S be a nilpotent-free semiring and B a weak content S-
semialgebra. Then B is a McCoy S-semialgebra.
Proof. Let gf = 0, where g, f ∈ B and g 6= 0. Consequently c(g)c(f) ⊆√c(gf) =√
0 = 0. Now c(g) 6= 0, since g 6= 0. Take a nonzero element s ∈ c(g). Obviously,
s · c(f) = (0). Q.E.D. 
Remark 2.9. Let S be a semiring and B be an Ohm-Rush S-semialgebra. In
Examples 2.5, we have already mentioned that if B is a content S-semialgebra,
then it is a McCoy S-semialgebra. On the other hand, in Proposition 2.8, we have
shown that if S is nilpotent-free and B is a weak content S-semialgebra, then B is
a McCoy S-semialgebra.
In the following, we show that there exists a McCoy semialgebra that is not a
weak content semialgebra:
Let S be a semiring such that one of its prime ideals is not subtractive. Clearly,
by Corollary 1.2, S[X ] is a McCoy S-semialgebra, while by Theorem 19 in [30], it is
not a weak content S-semialgebra. For example, consider the idempotent semiring
S = {0, u, 1}, where 1+ u = u+1 = u [24]. It is clear that the ideal {0, u} is prime
but not subtractive. Now imagine f = 1+uX and g = u+X . It is easy to see that
fg = (1 + uX)(u + X) = u + uX + uX2, c(fg) = {0, u} and c(f)c(g) = S while√
c(fg) =
√{0, u} = {0, u} and this means that c(f)c(g) * √c(fg), i.e., S[X ] is
not a weak content S-semialgebra, while it is a McCoy S-semialgebra. From this
discussion, we propose the following question:
Question 2.10. Is there any weak content semialgebra that is not a McCoy semi-
algebra?
Since content semialgebras in general and weak content semialgebras over nilpotent-
free semirings are good examples for McCoy semialgebras, we devote the rest of this
section to these semialgebras.
Let us note that if R is a commutative ring with a nonzero identity and G
a cancellative torsion-free commutative monoid, then c(f)c(g) ⊆ √c(fg), for all
f, g ∈ R[X ]. Still, there are some semirings that this content formula does not
hold [30, Example 17]. In fact, a semiring S is called weak Gaussian if c(f)c(g) ⊆
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√
c(fg), for all f, g ∈ R[X ]. And it has been proved in Theorem 19 in [30] that
a semiring S is weak Gaussian if and only if each prime ideal of S is subtractive.
Now we give the following theorem which is a generalization of Theorem 19 in [30]:
Theorem 2.11. Let S be a semiring and G a cancellative torsion-free commutative
monoid. Then the following statements are equivalent:
(1) c(fg) ⊆ c(f)c(g) ⊆√c(fg), for all f, g ∈ S[G],
(2)
√
I is subtractive for each ideal I of the semiring S,
(3) Each prime ideal p of S is subtractive.
Proof. (1)⇒ (2): Suppose I is an ideal of S and a, b ∈ S such that a+ b, a ∈ √I.
We need to show that b ∈ √I. Let v ∈ G − {0} and put f = a + bXv and
g = b+ (a+ b)Xv. Then just like the proof of [30, Theorem 19], we have b ∈ √I.
(2)⇒ (3): Obvious.
(3) ⇒ (1): Let each prime ideal p of S be subtractive. We need to show that
c(f)c(g) ⊆ √c(fg), for all f, g ∈ S[G]. Let f, g ∈ S[G] and suppose that p is a
prime ideal of S and c(fg) ⊆ p. Obviously, fg ∈ p[G]. Now by Theorem 1.3, the
ideal p[G] is a prime ideal of S[G] and so, either f ∈ p[G] or g ∈ p[G] and this
means that either c(f) ⊆ p or c(g) ⊆ p and in any case c(f)c(g) ⊆ p. Consequently,
by [13, Proposition 7.28 (Krull’s Theorem)] - that says that
√
I =
⋂
p∈SpecI(S)
p,
where by SpecI(S) we mean the set of all prime ideals of S containing I, we have
c(f)c(g) ⊆ ⋂
p∈Specc(fg)(S)
p =
√
c(fg) and the proof is complete. 
Corollary 2.12. Let S be a semiring and G a cancellative torsion-free commutative
monoid. Then the following statements hold:
(1) If S is weak Gaussian, then S[G] is a weak content S-semialgebra.
(2) If S is weak Gaussian and nilpotent-free, then S[G] is a McCoy S-semialgebra.
In Theorem 2 of the paper [34], Douglas Geoffrey Northcott (1916–2005) proves
that if R is a commutative ring with a nonzero identity and G is a cancellative
torsion-free commutative monoid, then R[G] is a content R-algebra. In the follow-
ing, we generalize this great result for subtractive semirings:
Theorem 2.13. Let S be a semiring and G a cancellative torsion-free commutative
monoid. Then S[G] is a content S-semialgebra if and only if S is a subtractive
semiring.
Proof. (⇒): Let I be an ideal of S. Take v ∈ G − {0} and a, b ∈ S such that
a + b, a ∈ I. Define f = 1 +Xv and g = a + bXv + aX2v. It is easy to see that
fg = a+(a+b)Xv+(a+b)X2v+aX3v, c(f) = S, c(g) = (a, b) and c(fg) = (a+b, a).
But according to our assumption, Dedekind-Mertens content formula holds and
therefore, there exists an m ∈ N0 such that c(f)m+1c(g) = c(f)mc(fg). This
means that (a, b) = (a+ b, a), which implies b ∈ (a+ b, a) ⊆ I and I is subtractive.
(⇐): Take f, g ∈ S[G]. The same discussion, in the proof of Theorem 1.3,
shows that there exists a finitely generated torsion-free Abelian group G0 such that
f, g ∈ S[G0], which means that f, g can be considered to be elements of a Laurent
polynomial semiring with finite number of indeterminates. So, by Theorem 6 in [30],
Dedekind-Mertens content formula holds for f, g and this finishes the proof. 
Remark 2.14. In Theorem 3 in [32], it has been shown that if R is a ring andM is
a commutative monoid and R[M ] is a content R-algebra, then M is a cancellative
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torsion-free monoid. This is not necessarily the case if R is a proper semiring. For
example, let B = {0, 1} be the Boolean semifield. Now let M be a monoid with at
least two elements. It is, then, easy yo see that the monoid semiring B[M ] is an
entire semiring. Also note that if f ∈ B[M ] is nonzero, then c(f) = B. Therefore,
from all we said, we see that if f, g ∈ B[M ] are both nonzero, then c(fg) = B =
c(f)c(g). On the other hand, if either f = 0 or g = 0, then c(fg) = c(f)c(g) = (0),
which means the B[M ] is a content (in fact, Gaussian) B-semialgebra, while M is
quite arbitrary.
We end this section with the following statement for McCoy semialgebras:
Proposition 2.15. Let B be a McCoy S-semialgebra. If S is an entire semiring,
then so is B.
Proof. Let g ·f = 0, where f, g ∈ B and g 6= 0. By definition, there exists a nonzero
s ∈ S such that s · c(f) = 0. Since S is entire, c(f) = 0 and finally f = 0. 
3. Zero-Divisors of McCoy Semialgebras
In this section, we explore some properties of the set of zero-divisors of McCoy
semialgebras. We also introduce the concept of strong Krull primes of semirings.
We start our investigation with the following lemma:
Lemma 3.1. Let S be a semiring and pi a subtractive prime ideal of S for any
1 ≤ i ≤ n. If B is a McCoy S-semialgebra, then Z(S) ⊆ ⋃ni=1 pi implies that
Z(B) ⊆ ⋃ni=1(piB).
Proof. Let f ∈ Z(B). Since B is a McCoy S-semialgebra, there is some s ∈ S−{0}
such that s · c(f) = 0. This means that c(f) ⊆ Z(S). But Z(S) ⊆ ⋃ni=1 pi, so by
Theorem 1.15, there is an 1 ≤ i ≤ n such that c(f) ⊆ pi and finally f ∈ piB. 
Let us recall that if R is a ring and B is an Ohm-Rush R-algebra, then B is
flat if and only if c(r · f) = r · c(f) for any r ∈ R and f ∈ B [35, Corollary 1.6].
Since the corresponding property for the content function on semialgebras is useful
as we will see in this section very soon, we believe it is a good idea to give a name
to this property. It is good to mention that the use of the term “homogeneous”
in the following definition stems from the definition of “homogeneous functions” in
mathematical analysis (cf. [40, Chap. 1, 4.1]).
Definition 3.2. Let B be an Ohm-Rush S-semialgebra. We say the content func-
tion c is homogeneous (of degree 1), if c(s · f) = s · c(f) for each s ∈ S and f ∈ B.
Proposition 3.3. Let S be a semiring. Then the following statements hold:
(1) If B = S[G], where G is a commutative monboid, then the content function
of the S-semialgebra B is homogeneous.
(2) If S is Noetherian, then the content function of the S-semialgebra S[[X ]] is
homogeneous.
Proof. (1): Let f = s1X
g1 + · · · + snXgn be an element of the monoid semiring
S[G]. Then by using Proposition 23 in [30], one can easily see that the content of
f is the ideal (s1, . . . , sn). Therefore, c(sf) = sc(f), for all s ∈ S.
(2): Let f = s0 + s1X + · · · + snXn + · · · be an element of S[[X ]] and set
Af to be the ideal generated by the coefficients of f . If S is Noetherian, then
Af = c(f) [30, Proposition 42]. Therefore, for any s ∈ S, we have the following:
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c(sf) = Asf = sAf = sc(f).
This finishes the proof. 
Lemma 3.4. Let B be an Ohm-Rush S-semialgebra with homogeneous c and the
corresponding homomorphism λ of the S-semialgebra B be injective. Then the
following statements hold:
(1) AnnS(s)B = AnnB(λ(s)) for any s ∈ S;
(2) If Z(B) =
⋃
qi, then Z(S) =
⋃
(qi ∩ S).
Proof. (1): f ∈ AnnB(λ(s)) ⇔ s · f = 0 ⇔ s · c(f) = 0 ⇔ c(f) ⊆ AnnS(s) ⇔ f ∈
AnnS(s)B.
(2): Let s ∈ Z(S) be nonzero. So, there is a nonzero s′ ∈ Z(S) such that
s · s′ = 0. This implies that λ(s) · λ(s′) = 0. Since λ is injective, λ(s) and λ(s′)
are both nonzero in B. So, λ(s) ∈ Z(B) and therefore, by our assumption, there
is an i such that λ(s) ∈ qi, i.e., s ∈ qi ∩ S. Now let s ∈ qi ∩ S. So, λ(s) ∈ qi and
this implies that λ(s) is a zero-divisor on Z(B). This means that there is a nonzero
g ∈ B such that s · g = 0. Since c is homogeneous, s · c(g) = (0) and if we choose
a nonzero element t of c(g), we have s · t = 0, which means that s ∈ Z(S) and the
proof is complete. 
Let us recall that a semiring S has very few zero-divisors if the set of zero-divisors
Z(S) of S is a finite union of primes in Ass(S) [30, Definition 48]. For instance,
by Theorem 49 in [30], any Noetherian semiring has very few zero-divisors. Rings
and modules having very few zero-divisors were introduced and studied in [31], [33]
and [32].
Theorem 3.5. Let S be a weak Gaussian semiring and B a McCoy and weak
content S-semialgebra with homogeneous c and the corresponding homomorphism λ
of the S-semialgebra B be injective. Then S has very few zero-divisors if and only
if so does B.
Proof. (⇒): Let S have very few zero-divisors. So by definition, Z(S) is a finite
union of primes pi in Ass(S). Our claim is that Z(B) is union of the ideals piB.
Since pi = Ann(si) is subtractive, by Lemma 3.1, Z(B) ⊆
⋃n
i=1(piB). Now let
f ∈ piB. So c(f) ⊆ pi. But c is homogeneous, so si · f = 0 and this means that
f ∈ Z(B). Also, note that since B is a weak content S-semialgebra, by Lemma 3.4,
piB ∈ Ass(B), in which B has very few zero-divisors.
(⇐): Let Z(B) = ⋃ni=1 qi, where qi ∈ Ass(B) for all 1 ≤ i ≤ n. Therefore, by
Lemma 3.4, Z(S) =
⋃n
i=1(qi ∩ S). Without loss of generality, we can assume that
qi ∩ S * qj ∩ S for all i 6= j. Now we prove that qi ∩ S ∈ Ass(S) for all 1 ≤ i ≤ n.
Consider f ∈ B such that qi = Ann(f) and c(f) = (s1, s2, . . . , sm). It is easy to
see that qi ∩ S = Ann(c(f)) ⊆ Ann(s1) ⊆ Z(S) and since every prime ideal of S is
subtractive, by Theorem 1.15, qi ∩ S = Ann(s1). 
Corollary 3.6. Let S be a weak Gaussian semiring. Then the following statements
hold:
(1) If X is an indeterminate over S, then S has very few zero-divisors if and
only if S[X ] does so.
(2) If X1, X2, . . . , Xn are distinct indeterminates over S, then S has very few
zero-divisors if and only if S[X1, X2, . . . , Xn] does so.
ON ZERO-DIVISORS OF SEMIMODULES AND SEMIALGEBRAS 17
(3) If G is a cancellative torsion-free commutative monoid, then S has very few
zero-divisors if and only if S[G] does so.
Remark 3.7. (1) Let S be a semiring. Then it is clear that any content S-
semialgebra is a weak content and a McCoy S-semialgebra. Now we show
that there are weak content and McCoy S-semialgebras that are not content
S-semialgebras:
(2) Let S be a weak Gaussian and non-subtractive semiring, that is, all its
prime ideals are subtractive, while S possesses an ideal that is not subtrac-
tive. Note that there are such semirings. For example, refer to Proposition
21 in [30]. Then the S-semialgebra S[X ] is a weak content semialgebra,
which obviously satisfies McCoy property (See Corollary 1.2 of the current
paper), but still it is not a content S-semialgebra. So we have already ob-
tained a weak content and a McCoy S-semialgebra that is not a content
S-semialgebra.
Theorem 3.8. Let B be a McCoy S-semialgebra, which the corresponding homo-
morphism λ is injective. Let the content function c : B −→ Fid(S) be homogeneous
and onto, where by Fid(S), we mean the set of finitely generated ideals of S. Then
the following statements are equivalent:
(1) S has Property (A),
(2) For all f ∈ B, f is a regular element of B if and only if c(f) is a regular
ideal of S.
Proof. (1)⇒ (2): Let S have Property (A). If f ∈ B is regular, then for all nonzero
s ∈ S, s ·f 6= 0 and so for all nonzero s ∈ S, s · c(f) 6= (0), i.e. Ann(c(f)) = (0) and
according to the definition of Property (A), c(f) 6⊆ Z(S). This means that c(f) is
a regular ideal of S. Now let c(f) be a regular ideal of S. So, c(f) 6⊆ Z(S) and
therefore, Ann(c(f)) = (0). This means that for all nonzero s ∈ S, s · c(f) 6= (0)
and so, for all nonzero s ∈ S, s · f 6= 0. Since B is a McCoy S-semialgebra, f is not
a zero-divisor of B.
(2)⇒ (1): Let I be a finitely generated ideal of S such that I ⊆ Z(S). Since the
content function c : B → Fid(S) is onto, there exists an f ∈ B such that c(f) = I.
But c(f) is not a regular ideal of S, therefore, according to our assumption, f is not
a regular element of B. Since B is a McCoy S-semialgebra, there exists a nonzero
s ∈ S such that s · c(f) = 0 and this means that s · I = (0), i.e. I has a nonzero
annihilator and the proof is complete. 
Remark 3.9. In the above theorem the surjectivity condition for the content func-
tion c is necessary, because obviously S is a content S-semialgebra and the condi-
tion (2) is satisfied, while one can choose the semiring S such that it does not have
Property (A) (Cf. [21, Exercise 7, p. 63]).
Theorem 3.10. Let S be a weak Gaussian semiring and B a McCoy and weak
content S-semialgebra such that the corresponding homomorphism λ is injective
and c : B → Fid(S) is a homogeneous and an onto function. Then B has few
zero-divisors if and only if S has few zero-divisors and property (A).
Proof. (⇐): Let Z(S) = ⋃pi. Take f ∈ piB, for some i. So, c(f) ⊆ pi ⊆ Z(S).
Since S has property (A), there is some nonzero s ∈ S such that s · c(f) = (0).
Since c is homogeneous and λ is injective, f ∈ Z(B). Now by lemma 3.1, the proof
of this part is complete.
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(⇒): By considering Lemma 3.4, we only need to prove that S has property (A).
Let I ⊆ Z(S) be a finitely generated ideal of S. Since c : B → Fid(S) is onto, there
is an f ∈ B such that c(f) = I and by Prime Avoidance Theorem for Semirings,
c(f) ⊆ qi ∩ S, where Z(B) =
⋃
qi. Now we have f ∈ (qi ∩ S)B ⊆ qi ⊆ Z(B). But
B is a McCoy S-semialgebra. So, there is some nonzero s ∈ S such that s · I = (0).
Q.E.D. 
Corollary 3.11. Let S be a weak Gaussian semiring. Then S[X1, X2, . . . , Xn] has
few zero-divisors if and only if S has few zero-divisors and property (A).
A prime ideal p of a commutative ring R is said to be a strong Krull prime
of R, if for any finitely generated ideal I of R, there exists a z ∈ R such that
I ⊆ Ann(z) ⊆ p, whenever I ⊆ p [26]. For a nice introduction to strong Krull
primes and their properties, one can refer to a recent paper by Epstein and Shapiro
[8].
Definition 3.12. We define a prime ideal p of a semiring S to be a strong Krull
prime of S, if for any finitely generated ideal I of S, there exists a z ∈ S such that
I ⊆ Ann(z) ⊆ p, whenever I ⊆ p.
Lemma 3.13. Let B be a weak content S-semialgebra such that the corresponding
homomorphism λ is injective and c is homogeneous. If p is a strong Krull prime
of S, then either pB = B or pB is a strong Krull prime of B.
Proof. Let pB 6= B and J be a finitely generated ideal of B such that J ⊆ pB,
where p is a strong Krull prime of S. Assume that J = (f1, . . . , fk) for f1, . . . , fk ∈
B. This means that fi ∈ pB for all 1 ≤ i ≤ n. This implies that c(fi) ⊆ p for all
1 ≤ i ≤ n. Since p is a strong Krull prime of S and c(f1)+· · ·+c(fk) ⊆ p is a finitely
generated ideal of S, there exists an s ∈ S such that c(f1)+· · ·+c(fk) ⊆ Ann(s) ⊆ p.
Obviously, J is annihilated by s, i.e. J ⊆ Ann(λ(s)). The final phase of the proof
is to show that Ann(λ(s)) ⊆ p. Let f ∈ Ann(λ(s)). So s · f = 0 and therefore,
s · c(f) = 0. This means that c(f) ⊆ Ann(s) ⊆ p and finally f ∈ pB. 
Theorem 3.14. Let B be a McCoy and weak content S-semialgebra such that the
corresponding homomorphism λ is injective and c is homogeneous. If Z(S) is a
finite union of strong Krull primes of S, then Z(B) is a finite union of strong Krull
primes of B.
Proof. Let f ∈ piB for some i. So, c(f) ⊆ pi. But pi is a strong Krull prime of
S and c(f) is a finitely generated ideal of S. So, there exists a z ∈ S such that
c(f) ⊆ Ann(z). This implies that f ∈ Z(B). On the other hand, by Lemma 3.1,
Z(B) =
⋃n
i=1(piB) and at least one of those piBs is a proper ideal of B. Therefore,
by Lemma 3.13, if piB 6= B, then piB must be a strong Krull prime of B and this
completes the proof. 
Corollary 3.15. Let S be a semiring and B a content S-semialgebra such that c
is homogeneous. If Z(S) is a finite union of strong Krull primes of S, then Z(B)
is a finite union of strong Krull primes of B.
Proof. Since any content semialgebra is a McCoy [30, Proposition 31] and weak
content semialgebra [30, Proposition 37], by Theorem 3.14, the statement holds
and the proof is complete. 
ON ZERO-DIVISORS OF SEMIMODULES AND SEMIALGEBRAS 19
Corollary 3.16. Let S be a weak Gaussian semiring. If Z(S) is a finite union
of strong Krull primes of S, then Z(S[X1, X2, . . . , Xn]) is a finite union of strong
Krull primes of S[X1, X2, . . . , Xn].
Proof. Since S is a weak Gaussian semiring, each prime ideal of S is subtractive [30,
Theorem 19]. Therefore, each ideal pS[X1, X2, . . . , Xn] is prime if p is prime
(See Theorem 1.3). So, S[X1, X2, . . . , Xn] is a weak content S-semialgebra [30,
Proposition 37]. On the other hand, by Corollary 1.2, S[X1, X2, . . . , Xn] is a Mc-
Coy semialgebra. So, by Theorem 3.14, if Z(S) is a finite union of strong Krull
primes of S, then Z(S[X1, X2, . . . , Xn]) is a finite union of strong Krull primes of
S[X1, X2, . . . , Xn]. 
Corollary 3.17. Let R be a commutative ring with a nonzero identity and B be a
content R-algebra. If Z(R) is a finite union of strong Krull primes of the ring R,
then Z(B) is a finite union of strong Krull primes of B.
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