Abstract
SVM parameters in the parameter space; Campbell [6] proposes to select the sample that produces the largest decrease of the margin between the two classes, both algorithms are too complicated to be used in practice, and finally all resort to MBS. Zhao Xu points out that MBS ignores sample distribution, so he emphasizes representation during sampling, and proposes representative sampling (RepS) [7] . Dan Shen and Xuehua Shen [8, 9] have a similar idea, they all take sample representation into account. P. Mitra [10] proposes to select samples according to the confidence factor which indicates the closeness of the current hyperplane to the true hyperplane, but it needs an extra test set to determine the confidence factor.
Inspired by P. Mitra, we think that when the initial labeled samples are not enough, these samples can't well describe the true distribution, it would cause the hyperplane to be far away from the true one, the hyperplane may be more skew to the positive class center or the negative class center, thus the sample closest to the hyperplane is not the most informative one, choosing such sample for training would have a much slower adjustment of the hyperplane. In order to accelerate the adjustment of the hyperplane when it is far away from the true one, this paper proposes the misclassification and margin based sampling (MMBS) active learning algorithm. Experiments show that compared with MBS and RepS, MMBS can get the highest detection performance under the same human annotation workload.
The organization of this paper is as follows: section 2 briefly introduces the principle of SVM, section 3 presents misclassification and margin based sampling (MMBS) active learning algorithm, section 4 shows experimental results on the melodrama Friends corpus and section 5 gives conclusion.
The principle of SVM
The basic idea of support vector machines (SVM) is to map data into a high dimensional space, which would transform the complicated classification in low dimensional space into a simple linear classification in high dimensional space, and then find a separating hyperplane with the maximal margin [11, 12] .
For binary classification, given training samples ,
, their labels are , SVM is to solve the quadratic optimization problem:
) (⋅ φ is a mapping function, it maps data into high dimensional space, C is a penalty parameter on training error. The decision function is: ( )
, assign x the label -1. ( ) 1 f x = denotes that the sample x is on the margin, ( ) 1 f x < within the margin and ( ) 1 f x > outside the margin. In practical calculation, we don't need the value of ) (x φ , but only care the inner production of two samples in high dimensional space, which can be calculated through kernel function . This paper chooses RBF kernel
and uses cross validation to determine and
SVM is a binary classifier, there are several technologies to extend it to a multi-class classifier, such as one-against-one, one-against-all and DAGSVM [13] .
Misclassification and margin based sampling (MMBS) active learning
Inspired by P. Mitra, we think that when the initial labeled samples are not enough, the insufficient samples can't well describe the true distribution, it would cause the hyperplane to be far away from the true one, the hyperplane may be more skew to the positive class center or the negative class center, thus the sample closest to the hyperplane is not the most informative one, choosing such sample for training would have a much slower adjustment of the hyperplane. In order to accelerate the adjustment of the hyperplane when it is far away from the true one, so as to get a better model with less annotation, this paper proposes the misclassification and margin based sampling (MMBS) active learning algorithm.
When the initial labeled samples are not enough, these samples can't well describe the true distribution, while the adding of large amounts of unlabeled samples would better describe the distribution. Since the initial hyperplane would be far away from the true one due to the insufficient labeled samples, thus the SVM model would misclassify lots of unlabeled samples. Misclassified samples can convey more information: the number of misclassified samples and the degree of misclassification can reflect the deviation degree of the current hyperplane; the distribution of the misclassified samples can reflect the boundary information, and then can guide the adjustment direction of the current hyperplane. Among misclassified samples, those which have high misclassification degree are mostly the samples that are more close to the boundary, such samples are informative, if we can select such samples for training, then it can quickly adjust the current hyperplane towards the class boundary. Since the true labels of the unlabeled samples are unknown, in order to find the misclassified samples, first, we have to estimate the true labels of the unlabeled samples, in this paper, we adopt clustering method to estimate. If the clustering method is good enough (the samples of the same class tend to be clustered into the same cluster, and the samples of different classes tend to be clustered into different clusters), then we can well estimate the true labels according to the relationship between the unlabeled samples and clusters as well as the relationship between clusters and the classes.
Estimating of class probability using clustering information
Assuming the labeled training set is
, the unlabeled sample x U ∈ , the class label of x is , representing a sample is (+1) or is not (-1) the AE that we want to detect.
Cluster the samples in into 
The probability relationship between a cluster and a class is estimated as:
( ) l ⋅ denotes the true class label of a sample. ( | ) i p c x , the probability relationship between an unlabeled sample and a cluster, can be obtained by modeling all clusters with the one-against-one SVM multi-class classification technology [13] . 
Informative unlabeled samples
Larger KL divergence indicates higher degree of inconsistency. In summary, among the unlabeled samples, those that are misclassified and meanwhile have large KL divergence are the informative samples of our interest.
Sampling of active learning
MMBS integrates misclassification and margin to select samples, it is mainly reflected in two aspects: 1) in each iteration, among the unlabeled samples within the margin, find the sample that is misclassified and meanwhile has the largest KL divergence for human annotation; 2) in the first few iterations, selecting samples according to 1) would quickly adjust the hyperplane towards the class boundary, but after that, the KL divergence of unlabeled samples would have decreased greatly, this denotes that the hyperplane has been adjusted to a much better location around the class boundary, and the misclassification confidence has dropped, if keep on sampling according to 1), then the selected samples are not so informative, and also, it is easy to select outliers, so after a few iterations, MMBS switches to MBS, that is to select the sample closest to the current hyperplane in each iteration. Since the hyperplane has been adjusted to a much better location in the first few iterations, then after that, switching to MBS is feasible.
The framework of MMBS active learning algorithm is shown in figure1, the previous iteration number T1 is relevant to the initial labeled training set, it is obtained by experiments; the later iteration number T2 is determined by stopping criterion. 
Experiments

Experimental system
We select 10 episodes of melodrama Friends to construct the database, annotate 6 major semantic concept classes including speech, laugh, music, silence, applause and door-close. The audio documents are down-sampled to 16KHZ, use 30 \10ms as the frame length\ shift, for each frame, a set of features are extracted, which contain short-time energy, zero crossing rate, 8 dimensional Mel Frequency Cepstral Coefficients, sub-band energy ratio, sub-band spectral flux, brightness, bandwidth and Line Spectrum Pair, then the means and standard deviations of the above features are computed over every audio clip of one second long with 0.5 second shift, also, for each clip, we extract the following long time features: high zero crossing ratio, low energy ratio and spectrum flux, thus to form a 79-dimensional feature vector.
Of the 10 episodes, choose 7 for training, 3 for testing. Select 600 speech samples, 300 laugh samples, 200 music samples, 100 silence samples, 50 applause samples and 50 door-close samples from the 7 episodes as the initial labeled set; the remaining samples of these 7 episodes as the unlabeled sample set. Adopt spectral clustering [15] as the clustering method, run all experiments 10 times, take the average as the final result. To comprehensively evaluate the detection precision and recall, take F1 measure as the evaluation criterion [16] : 2 1 recall precision recall precision
Experimental results
Take the most popular SVM active learning algorithm MBS as the baseline, experiments compare the proposed MMBS with random sampling (RS), MBS and RepS [7] . Assuming all the samples in have been annotated, an SVM model trained on all the samples including those in L and U has been taken as a reference for the best detection performance of the classifier, denoted as fullSVM. Construct speech-against-rest SVM classifier and music-against-rest SVM classifier to detect speech and music respectively. From figure2, we can see that with the increasing of iterations, misclassified samples' largest KL divergence tends to decrease, this denotes that the misclassification confidence decreases, if keep on selecting the misclassified sample that has the largest KL divergence, then the selected sample is not so informative any more, and also it is easy to select outliers, thus would decrease the detection performance of the AE model. For the above reasons, MMBS selects samples based on KL divergence in the first few iterations, and then it switches to MBS. It can be seen from figure3,4 that whether detecting speech or music, every AL algorithm is obviously better than random sampling since AL selectively finds the most informative samples for model training. The detection performance of each AL algorithm is better than fullSVM after a few iterations, this illustrates that training samples are not the more the better, not all of them are useful, there may have redundant samples and outliers, such samples are not useful for training models, instead they could decrease models' detection performance and increase human annotation workload, so it is necessary to adopt AL during model training. Among the three AL algorithms: MBS, RepS and MMBS , MMBS has the best detection performance. Compared to MBS, MMBS has a much obvious superiority in the first few iterations, this is because that in the first few iterations, MMBS selects the highly misclassified samples, such samples are mostly the ones that are more close to the boundary, thus it could quickly adjust the hyperplane towards the class boundary; after that, with the decreasing of misclassification confidence, and considering the outlier problem, MMBS switches to selecting the sample closest to the hyperplane, thus its superiority over MBS drops gradually. RepS also performs better than MBS in the first few iterations, but later it performs much worse than MBS, this is because that RepS selects several representative samples in each iteration, after a few iterations, the representation would decreases gradually, thus the selected samples are not so representative any more, and it leads to the worse performance of RepS than MBS.
Conclusion
In order to accelerate the adjustment of the hyperplane when it is far away from the true one, this paper integrates misclassification and margin to select samples, and proposes misclassification and margin based sampling (MMBS) active learning algorithm. MMBS selects samples based on misclassified samples' KL divergence in the first few iterations, after that, it switches to MBS. Experiments on melodrama Friends corpus show that, compared to MBS and RepS, MMBS can get the highest detection performance under the same human annotation workload.
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