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We numerically investigate the possibilities of driving quantum algorithms with laser pulses in a register of
ultracold NaCs polar molecules in a static electric field. We focus on the possibilities of performing scalable
logical operations by considering circuits that involve intermolecular gates (implemented on adjacent interacting
molecules) to enable the transfer of information from one molecule to another during conditional laser-driven
population inversions. We study the implementation of an arithmetic operation (the addition of 0 or 1 on a binary
digit and a carry in) which requires population inversions only and the Deutsch-Jozsa algorithm which requires
a control of the phases. Under typical experimental conditions, our simulations show that high-fidelity logical
operations involving several qubits can be performed in a time scale of a few hundreds of microseconds, opening
promising perspectives for the manipulation of a large number of qubits in these systems.
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I. INTRODUCTION
The past few years have witnessed remarkable experimental
achievements in the realization of elementary quantum logical
operations on physical systems [1–5]. Building a quantum
processor that could handle a large number of quantum bits
(qubits) represents the next milestone to reach toward the
realization of a practical quantum computer, but no technology
is currently available for processing about 100 qubits, which
is the expected minimum number of qubits required to
outperform powerful current classical computers. Due to
their rich inner energy structure that can be used to encode
information, molecules offer promising propects for scalable
quantum-information processing and have attracted a lot of
attention recently. Following the pioneering work of de Vivie-
Riedle and co-workers [6,7], several groups have explored the
possibility of encoding qubits in rovibrational states of a single
diatomic molecule [8–18] or polyatomic molecule [19–29]
or in two interacting diatomic molecules [30,31]. In these
works, logic gates were driven by pulses designed by optimal
control or genetic algorithms or by using stimulated Raman
Adiabatic passage (STIRAP) techniques. From the viewpoint
of scalability, it is challenging to increase the number of
encoded qubits on a single molecule because the number
of eigenstates individually addressable cannot grow exponen-
tially. A more promising strategy would be to use a network
of polar molecules holding a limited number of qubits [32].
Polar molecules are ideal systems for such a strategy because
they can interact through the strong anisotropic long-range
dipole-dipole interaction enabling couplings between qubits
to create entanglement [32,33]. Furthermore, experimental
progress obtained in the formation of stable heteronuclear
alkali-metal molecules at ultracold temperatures (∼µK) opens
up the possibility for an individual tight confinement and
manipulation of the molecules by optical means, paving
the way to the actual realization of a polar-molecule-based
quantum register [32]. Different schemes have been proposed
to realize universal quantum gates and manipulate qubits
encoded on molecular levels. The realization of a conditional
phase gate has been proposed by using either a switchable
dipole-dipole interaction [34,35] or a sequence of laser pulses
[36].
In this article, we present a numerical investigation of the
possibilities of driving quantum algorithms with laser pulses
on a register of polar molecules trapped in an optical lattice and
experiencing a static electric field. A step toward scalability is
addressed by considering schemes that involve intramolecular
(implemented on a single molecule) and intermolecular (when
interacting molecules are used) quantum gates. Encodings that
use both the vibrational and rotational modes of the molecules
are considered as well. We first implement the addition of
0 or 1 to a binary digit bi with a carry in ci to obtain the
sum si and the carry out ci+1 [37]. This adder requires three
qubits and never involves superposed states. In this sense
the computation is weakly affected by dephasing. By omitting
the phase constraint, the conditional population inversions
can be realized by π pulses. Implementing these arithmetic
operations on molecular systems at this quasiclassical level
should already be appealing for future applications. This log-
ical scheme allows for the concatenation of several arithmetic
operations by saving the sum si in the vibration of one molecule
for a latter reading and, most importantly, by transferring the
carry out ci+1 to a neighboring molecule enabling the next
cycle of addition to be carried out without any intermediary
readings. A careful treatment of the phases for quantum gates
involving superposed states is realized in the context of the
Deutsch-Jozsa algorithm [38] applied on a one-bit function.
Similar to the intermolecular gates of the adder, the active
qubit and the ancillary one are encoded in two neighboring
molecules (see also [30] for a two-molecule implementation).
Pulses are then designed by optimal control theory (OCT) with
an additional constraint for the phase [6,7].
This article is organized as follows: in Sec. II, we give
a detailed description of the polar-molecule-based quantum
register [32] we consider as a support for realistic numerical
simulations. We also explain the theoretical framework of our
treatment. In Secs. III and IV, we present the conditional
population inversion driven by π pulses and the realization
of a three-qubit 0 adder and 1 adder, respectively. Finally, in
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FIG. 1. (Color online) Top panel: Schematic of a polar-molecule-
based quantum register [32]. Bottom panel: Permanent dipole
moments µi , i = 1 and 2, of the molecules. Their orientations are
characterized by the angles θi and φi . The electric field E is parallel
to the Z axis connecting the center of mass of the molecules. In the
simulation, the wave length of the lattice laser is λ = 600 nm, so the
intermolecular distance is 300 nm, the dipole moment is 4.6 D, and
the dipole-dipole interaction is about a few tens of kHz.
Sec. V we present simulations of phase correct gates with
application to the Deutsch-Jozsa algorithm.
II. MODEL
A. Quantum register of polar molecules
Figure 1 shows a schematic description of the polar-
molecule-based quantum register. It consists of a string of
polar ultracold heteronuclear NaCs dimers experiencing a
static electric field [32]. In its ground X 1+ electronic
state, NaCs has a permanent dipole moment of 4.6 D at
an equilibrium distance of 7.20 a.u.. This permanent dipole
moment is among the strongest of all alkali-metal mixtures
[39], making NaCs a good candidate for quantum computing.
Photoassociation from an ultracold Na and Cs mixture can be
used to obtain NaCs dimers at temperatures cold enough to
be optically trapped [40]. Many other ultracold heteronuclear
dimers have been obtained using various techniques [33]. Ex-
perimental techniques for trapping and manipulating ultracold
molecules are rapidly developing [33]. We assume that the
molecules can be trapped in the lowest translational state of
succeeding sites of a three-dimensional optical lattice, with
only one molecule per site and without tunneling from one
site to another. Both the string of molecules and the electric
field are aligned along the Z axis of a laboratory-fixed frame
chosen to be the quantization axis. The electric field orientates
the molecules, resulting in a mixing of the rotational levels. The
electric field may vary along the Z axis to make the molecules
individually addressable by spectroscopic means.
Molecules are initially stored in a high vibrational level
of the ground X 1+ potential. Information can be stored in
these long-lived levels for they have no permanent dipole
moment and the molecules can therefore be regarded as
isolated from one to another even in the presence of the electric
field. When a logical operation needs to be carried out, the
required molecules (depending on the number of qubits for the
computation) are brought to the lowest vibrational levels [35].
As opposed to before, these levels have a large dipole moment
and the strong dipole-dipole interaction coupling adjacent
molecules allow logic gate operations implemented on several
molecules. One should emphasize that this procedure differs
from the realization of logic gates based on switchable dipole-
dipole interactions proposed by Kuznetsova et al. [35] because,
in our case, the variation of the dipole-dipole interaction is not
part of the logical operation itself. For molecules separated
by a distance R of 300 nm, the dipole-dipole interaction is of
the order of a few tens of kilohertz. The interaction decreases
rapidly as the distance between molecules increases due to its
1/R3 variation. At 500 nm the interaction magnitude drops to
a few hundreds of hertz. Desired driven transitions are dif-
ferentiated from unwanted transitions by the dipole-dipole
interaction. A small interaction will require a longer pulse
duration in order to differentiate the transitions. The sepa-
ration between molecules is dictated by the characteristics
of the optical lattice the molecules will be loaded in. For
NaCs, a wavelength of 600 nm corresponds to a molecu-
lar transition above the 3s + 7s asymptote and below the
inner well of the 1+ potential correlating to the 3s + 7p
asymptote [41] in a region where overlap integrals with the
lowest vibrational levels of the ground 1+ are extremely
small, offering a favorable wavelength window for an optical
trap with sites distant by a distance of 300 nm. Similar
features can be found for other heteronuclear alkali-metal
molecules [42].
B. Hamiltonian
This work is restricted to the study of gates involving two
or three qubits encoded in no more than two molecules. From
now on, we use capital letters to refer to coordinates in the
laboratory frame and lowercase letters when we refer to inner
coordinates of the molecules. We denote (eX,eY ,eZ) as the
basis vector of a Cartesian space-fixed frame (or laboratory
Cartesian frame). We denote eQ, Q = 0, ± 1, as the basis
vector for a space-fixed spherical coordinate system. We
denote (ex,ey,ez) as the basis vector of a Cartesian molecular
frame and ep, p = 0, ± 1, as a molecular spherical frame.
When the spherical indices are ambiguous, we may use the
index R and r instead of the index 0 for the laboratory and
molecular frame, respectively.
We consider molecules in the ground X1+ electronic
potential only. For NaCs, we use the potential calculated as
explained in [39]. The total Hamiltonian for two molecules
can be written as the sum of a time-independent term, H0, and
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a time-dependent perturbation term, W (t):
Htot(t) = H0 + W (t). (1)
W (t) represents the interaction of the molecules with a laser




−µi · EL(t) =
∑
i
−µi0EL(t) cos θi, (2)
where µi0 is the zi = ri component of the dipole moment of
molecule i in the ground electronic state. H0, which represents
the energy of the molecules coupled by the dipole-dipole









in, and HiS are the external, internal, and Stark Hamil-
tonians associated with the molecule i = 1 or 2, respectively.
Vdd is the dipole-dipole interaction.
The external Hamiltonian Hiex describes the motion of
the molecule i in the trapping optical potential. It can
be approximated locally by a three-dimensional isotropical





where M is the total mass of the molecule. ωL and V0 depend
on the dynamic polarizabilities of the molecule and on the
frequency and intensity of the trapping laser [42,43]. Typical
values for ωL are in kilohertz. The depth must be of the order
of tens of kilohertz in order for the molecules to be tightly
trapped and for the tunneling from one site to another to be
negligible.
The inner Hamiltonian Hiin describes an isolated diatomic
molecule in the Born-Oppenheimer approximation. It con-
tains the vibrational Hamiltonian Hivib in the ground X 1+
electronic state and the rotational Hamiltonian Hirot:






where m is the reduced mass of the molecule vibrating in the
interatomic potential v(ri), ri being the interatomic coordinate.
For 1+ molecules, the rotational Hamiltonian for a rigid
rotator is given by
Hirot = BivN2, (7)
where N is the total angular momentum and Biv is the rotational
constant in vibrational state v.
HiS refers to the Stark Hamiltonian of a molecule in a static
electric field EiS(Ri). In our case, EiS(Ri) is aligned along
the Z axis and varies only along this coordinate. The Stark
Hamiltonian reduces to
HiS = −Ei(Zi)µi0 cos(θi). (8)
The last contribution comes from the long-range dipole-
dipole interaction term Vdd(R) of two molecules separated by a
distance R = R2 − R1 = ReZ = ReR in the laboratory frame.
By assuming that the molecules rotate in a plane, the projection
of the rotational quantum number on the internuclear axis is
conserved and the dipole-dipole interaction term becomes [36]
Vdd(R,θ1θ2) = − 12π0
µ0,iµ0,j
R3
cos θ1 cos θ2, (9)
where the angles θ1 and θ2 characterize the orientation of the
dipole moments versus the intermolecular axis eR .
C. Product and coupled basis sets
For a system of two interacting molecules, we define a
product basis set |ϕ〉 constructed by tensorial product of the
basis of the individual molecules:
|ϕ〉 = |n,v,N,mN 〉1 ⊗ |n,v,N,mN 〉2, (10)
= ∣∣n1,n2,v1,N1,mN1 ,v2,N2,mN2 〉, (11)
where the basis set |n,v,N,mN 〉i is built from a tensor product
of the eigenbasis of Hiex, Hivib, and Hirot.
We make the assumption that Vdd and HS only couple
rotational levels. However, both terms can create couplings
between states of the optical trap. For a molecule in the ground
state of the trap, the translational ground-state wave function
of the potential well is a Gaussian of width a = √h¯/MωL. For
a typical experiment, a is of the order of tens of micrometers.
No coupling will occur if HS is constant over the range of
variation of a, the coupling integral 〈ni |HS |mi〉 involving
the eigenfunctions of the harmonic trap being zero in this
case. For the coupling due to the dipole-dipole interaction,
a detailed analysis can be found in [35]. Coupling between
translational states for typical polar molecules is small and
results in an energy shift no larger than 1% of the unperturbed
energy spacing. For a typical optical trap, where the spacing
between translational levels is about tens of kilohertz, it gives
a negligible shift of a few tens of hertz. The n label can then
be omitted in the basis function notation.
Also, we only consider motion in a plane φi = 0 with a field
aligned along eZ so only mN = 0 states are involved. Finally,
the relevant contracted notation |v1,N1,v2,N2〉 will label the
states of the total product basis. It can be further simplified to
just |N1,N2〉 when only one vibrational state is considered.
The eigenstates |ϕ˜〉 that diagonalize the total time-
independent Hamiltonian H0 can be written as a superposition




pk|v1,N1,v2,N2〉k ≡ |v˜1, ˜N1,v˜2, ˜N2〉, (12)
where the tilde notation |ϕ˜〉 = |v˜1, ˜N1,v˜2, ˜N2〉 helps in
identifying the main component to which they are adi-
abatically connected. When the vibrational manifold is
well known, the tilde notation can be further reduced
to just |ϕ˜〉 = | ˜N1, ˜N2〉. The state mixing allows electric
dipole transitions between different |v˜1, ˜N1,v˜2, ˜N2〉 states
even if the transition would be forbidden by considering
the initial |v1,N1,v2,N2〉 states.
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D. Dynamics
The time-dependent Schro¨dinger equation will be solved
in the coupled basis set in the interaction representation [44].









where we have introduced the Bohr pulsation ωnk = (En −
Ek)/h¯ and the matrix elements Wnk(t) of the time-dependent
interaction in the eigenbasis of H0:
Wnk(t) = 〈ϕ˜n|W |ϕ˜k〉. (14)
The coupled equations are solved using the fourth-order
Runge-Kutta method [45] without any rotating wave approxi-
mation.
III. INTERMOLECULAR CNOT GATE
We first examine the possibility of steering elementary gates
byπ pulses in the microwave and infrared domains by focusing
on conditional population inversions. The control of the phase
is considered in the final section.
The first example concerns the two-qubit controlled-NOT
(CNOT) gate which flips the second (target) qubit if the first
one (control qubit) is equal to 1:
(α|00〉 + β|01〉 + γ |10〉 + δ|11〉)
CNOT−−−→ (α|00〉 + β|01〉 + γ |11〉 + δ|10〉). (15)
The gate is driven by a π pulse defined by






with amplitude E0π = 2πτpµif , where τp is the duration of the
pulse and µif is the dipole moment for the transition. The
scheme is similar to some early proposals for conditional
quantum dynamics [46,47]. It uses the fact that a transition
frequency in the second molecule depends on the state of the
first molecule.
The qubits are encoded in two neighboring molecules. Both
molecules are in the ground vibrational states v˜1 = v˜2 = 0
so that the states are denoted only by the rotational states
| ˜Ni, ˜Nj 〉. The logical states are encoded into the first four
states of the coupled basis set which correlate with the N1 = 0
or 1 and N2 = 0 or 1 states (see Fig. 2). In the product
basis the CNOT transformation should consist in flipping the
rotational state of the second molecule if and only if the first
one is in state N1 = 1. In a basis set diagonalizing the Stark
Hamiltonian without dipole-dipole interaction, the frequencies
of the rotational transitions in the second molecule when the
first one is in the state N1 = 0 (ω0) or N1 = 1 (ω1) are the
same (see Fig. 2). The dipole-dipole interaction leads to two
very close but different frequencies. This allows us to excite
only the transition |˜1˜0〉 → |˜1˜1〉 at a frequency ω˜1 (solid red
arrow in Fig. 2) and not the transition |˜0˜0〉 → |˜0˜1〉 at the
frequency ω˜0 (dashed red arrow). When the system is in a
computational basis state, a π pulse can selectively drive the
desired population inversion.
FIG. 2. (Color online) Diagram of the lowest eigenvalues of
the total time-independent Hamiltonian for three different cases:
(a) without any electric field, (b) with electric fields E1 > E2 without
dipole-dipole interaction, and (c) same as (b) plus the dipole-dipole
interaction. The eigenvectors | ˜N1, ˜N2〉 correlate adiabatically to the
vector |N1,N2〉 with v1 = v2 = 0. Only mN = 0 are considered. The
mN and vi labels are omitted. Transitions in the first or second
molecule are shown by solid blue or dotted red arrows, respectively.
The dashed red arrow indicates the transition for the realization of a
CNOT operation. The subscripts labeling the frequencies indicate the
rotational state of the neighboring molecule.
Due to the presence of transitions with close frequencies,
the overall gate fidelity can be altered by a loss of population
to levels reached by off-resonance unwanted transitions.
Pulse durations are determined in order to avoid them. This
can be done by simply increasing the pulse duration in
the numerical simulations until numerical results show that
perturbing transitions do not occur. This tedious numeri-
cal checking procedure can be facilitated by a preceding
analytical analysis. The Rosen-Zener formula [48,49] gives
the transition probability P as a function of the pulse
detuning ; assuming a hyperbolic secant pulse envelop










with E0 being the amplitude of the field and µif the dipole
moment of the transition. the TRZ parameter is fitted to make
the analytical pulse similar to the sine-square pulse used
numerically (fsin(t) = sin2[(πt)/τp]). Taking τp = βTRZ with
β = 7 leads to good results. Using the probability formula, we
established that the pulse duration τp, to avoid an off-resonance
transition characterized by a frequency difference , must
satisfy the condition τp > 10h¯/.
Figure 3 shows the evolution of the populations during
the CNOT gate driven by a π pulse starting from the four
different states of the computational basis. The states corre-
sponding to the logical states |00〉 and |01〉 temporarily leave
the computational space but correctly return to it with an
accumulated phase (the phase constraint is discussed later).
From now on, simulations are run with the following fixed
parameters: R12 = 300 nm, E1 = 2 kV cm−1, and E2 =
1.5 kV cm−1. The dynamical basis set for the simulation
contains the vibrational state v = 0 and rotational states up
to N = 4 for each molecule. The difference of frequencies
which must be resolved is 4.002 × 10−6 cm−1 and the pulse
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|10〉 |11〉 |11〉 |10〉
FIG. 3. Evolution of the populations during the CNOT gate driven
by a π pulse. When the control qubit is 0 (initial states |00〉 or |01〉),
the final state of the qubits remains unchanged when the pulse is
applied, although the population may vary during the process (top
left and right panels, respectively). On the contrary, the second qubit
is flipped when the initial state is |10〉 or |11〉 leading to final states
|11〉 or |10〉(bottom left and right panels, respectively).
duration must be at least τp = 13.2 µs. The intensity of the π
pulse is E0π = 7.5 V m−1.
Figure 4 shows the product state mixing due to the static
electric field for the four eigenstates of the time-independent
Hamiltonian we used to encode the qubits. The square of the
weight coefficients |pk|2 (y axis) are plotted as functions of
the different state product basis functions |N1,N2〉 (x axis). For
the range of electric field considered in this work, eigenstates
have one primary component accounting for about 60%. The
electric field introduces important mixing between adjacent
levels with N = ±1. Although the mixing between levels
with N = ±2 or N = ±3 is weaker, it is not negligible
and it allows electric dipole transitions to levels that would
be forbidden by usual selection rules in the absence of an
electric field. One example is the transition v1 = 0 and J1 = 1
to v1 = 2 and J1 = 3 involved in a CNOT gate introduced in the
next section. The assignment of the tilde rotational quantum
states and the choices of favorable transitions require a careful
analysis of the state decomposition and of the dipole matrix
elements expressed in the eigenbasis of the time-independent
Hamiltonian H0.
IV. 0 AND 1 ADDER
The adder of 0 and 1 (0-ADD and 1-ADD) [37] is a
simplification of the more general full adder of two binary
digits ai and bi and a carry in ci [50]. Similar to the classical
case, the addition of two numbers in binary representation,
a = (a1a2...ai ...an) and b = (b1b2...bi ...bn), is performed digit
by digit starting from the least significant one. For the ith
rank, one needs to evaluate a sum si and a carry out ci+1. A
cycle of the quantum full adder requires four qubits [50,51].
However, in the special case of a 0 adder or a 1 adder, only
three qubits operations are necessary. The ci and bi digits are
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FIG. 4. (Color online) Weights |pk|2 of the product basis states
|N1,N2〉 for the four lowest eigenvectors of the time-independent
Hamiltonian showing the state mixing due to the static Stark electric
field and the dipole-dipole coupling in the manifold v = 0. The state
mixture is similar in other v. Eigenstates are labeled after the main
component of the product basis. Qubits |10〉 and |11〉 encoded in
eigenstates | ˜N1 = 1, ˜N2 = 0〉 and | ˜N1 = 1, ˜N2 = 1〉, respectively,
have a non-negligeable admixture of states with Ni = 3 allowing
electric dipole transitions to these states.
initially |Q1Q2Q3〉 = |ci,bi,0〉. The information that ai is 0
or 1, respectively, is contained in the applied pulse, which
is different for the 0-ADD or 1-ADD gate. The results si and
ci+1 are stored in the second and third qubits, respectively.
One has finally |Q1Q2Q3〉 = |ci,si,ci+1〉. The 0-ADD or 1-ADD
that drives the unitary transformation |ci,bi,0〉 → |ci,si,ci+1〉
for ai is 0 or 1, respectively. The truth tables are given in
Table I (note that only the first four inputs with Q3 = 0 are
effectively used; the last four inputs ensure the reversibility of
the operations).
As schematized in Fig. 5, the carry out of the 0-ADD gate
is ci .AND.bi and is computed by the three-qubit TOFFOLI gate:
|x〉|y〉|z〉 → |x〉|y〉|z ⊕ xy〉, where ⊕ is the sum modulo 2.
The TOFFOLI gate corresponds to the AND gate when the third
qubit is zero. It is the controlled-controlled NOT which flips
the third qubit if the first two qubits are in state 1. The sum
TABLE I. 0 adder and 1 adder truth tables. The information
ai = 0 and ai = 1, respectively, is contained in the pulse driving the
transformation. Only the first four inputs with Q3 = 0 are effectively
used. c¯i+1 = 1 ⊕ ci+1.
0 adder 1 adder
ci bi Q3 ci si ci+1 ci bi Q3 ci si ci+1
0 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 1 0 0 1 0 0 0 1
1 0 0 1 1 0 1 0 0 1 0 1
1 1 0 1 0 1 1 1 0 1 1 1
ci bi Q3 ci si c¯i+1 ci bi Q3 ci si c¯i+1
0 0 1 0 0 1 0 0 1 0 1 1
0 1 1 0 1 1 0 1 1 0 0 0
1 0 1 1 1 1 1 0 1 1 0 0
1 1 1 1 0 0 1 1 1 1 1 0
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0 adder 1 adder
FIG. 5. Logical circuits for the 0 adder (left panel) and 1 adder
(right panel).
si is given by the first CNOT gate (noted CNOT1): |x〉|y〉 →
|x〉|y ⊕ x〉. The 1-ADD is the continuation of the 0-ADD. For
the 1-ADD, we can see from Table I that si is obtained from the
si of the 0-ADD by an additional NOT gate which simply flips the
state (|0〉 and |1〉) of the qubit. It can be seen also that ci+1 of
the 1-ADD only needs to do the sum modulo 2 of the si and the
carry out ci+1 of the 0-ADD which are encoded in the second
and third qubits. As a result this step is a new CNOT (noted
CNOT2) with control qubit Q2 and target qubit Q3.
The most promising implementation of the 0-ADD and
1-ADD consists in encoding the carry ci and the number
bi in the rotational and the vibrational structure of the first
molecule, whereas the carry out ci+1 is encoded in the rotation
of the second molecule. So one has |Q1Q2Q3〉 = | ˜N1,v˜1, ˜N2〉.
The sum si for the ith step of the addition will be stored in
the vibration of the first molecule in replacement of bi and the
carry out encoded in the second molecule becomes the carry
in for the (i + 1)th step allowing the addition to be further
continued.
When the logical states are mapped on a coupled basis set
and not on a product basis set, one has to steer the transforma-
tion in the total computational basis set (a three-qubit space
here). For a one-qubit (or two-qubit) transformation one has to
consider all the transformations involving the active qubit(s)
in the three-qubit space. For example, the extended operator
of the NOT gate on Q2 is
˜UQ2 = EQ1 ⊗ UQ2 ⊗ EQ3 , (18)
where EQk is the unity matrix in the one-qubit space k. This
leads to four population inversions in place of a single one
in a product basis set because the Q2 flip must be realized
for each possible value of Q1 and Q3. Second, one should
point out that whatever the encoding is, unwanted transitions
can always occur. The length of the pulses are then chosen
to satisfy two opposite conditions. The pulse must be short
enough to simultaneously drive a maximum number of active
transitions with a single carrier frequency and it must be long
enough to avoid these unwanted transitions whose frequencies
are very close.
A. Intermolecular TOFFOLI gate
Conditional dynamics are more demanding for the TOFFOLI
gate than for the CNOT gate presented in the previous section.
Although the computational basis |Q1Q2Q3〉 generated by the
eight combinations of ˜N1 = 0 or 1, v˜1 = 0 or 1, ˜N2 = 0 or 1
(with v˜2 always equal to 0) would provide an intuitive mapping
between the quantum numbers and the logical states, it is rather























|0, 0, 2, 3 〉
|0, 1, 2, 3 〉
TOFFOLI CNOT 1
|0, 0, 0, 0 〉
|0, 0, 0, 1 〉
|0, 1, 0, 0 〉
|0, 1, 0, 1 〉
|2, 2, 0, 0 〉
|2, 2, 0, 1 〉
|2, 3, 0, 0 〉
|2, 3, 0, 1 〉~ ~ ~
~ ~ ~ ~
~ ~ ~ ~
~ ~ ~ ~
~ ~ ~ ~
~~~~
~ ~ ~ ~
~~~~
~
~ ~ ~ ~
~ ~ ~ ~
FIG. 6. (Color online) Encoding of the three qubits for the 0 adder
in the states of the coupled basis set |Q1Q2Q3〉 ↔ |v˜1, ˜N1,v˜2, ˜N2〉.
The active transitions for the TOFFOLI and CNOT gates (the latter
is called CNOT1 in the text) are shown by solid arrows and the
corresponding unwanted transitions are shown by dashed arrows.
The zero of energy is chosen at the ground state without Stark field
and dipole-dipole coupling.
constants for the two vibrational levels. With this assignment,
the rotational state of the second molecule must be flipped
if and only if the first molecule is in a given rotational and
vibrational state. Then, except for ˜N2 holding the carry out,
we adopt an assignment with no correspondance between the
quantum numbers and the associated qubit state. The eight
states and the logical mapping are shown in Fig. 6. In the
present case, the frequency of the |110〉 ↔ |111〉 TOFFOLI
transition (solid arrow in Fig. 6) is fairly close to the unwanted
|000〉 ↔ |001〉 transition. The difference in frequency which
must be resolved is then 4.0 × 10−7 cm−1.
The population of each computational basis state during
the TOFFOLI gate is plotted in the top panel of Fig. 7. Each
population is weighted by a factor different from 1 for clarity
(it is not a superposed state). The duration of the π pulse is
τp = 253 µs. The carrier frequency is in resonance with the
active transition |110〉 ↔ |111〉, that is, |˜0,˜1,˜0,˜0〉 ↔ |˜0,˜1,˜0,˜1〉
with ω = 0.167 43 cm−1. The amplitude of the pulse is E0 =
4.1506 × 10−6 kV/cm. For all the simulations relative to the
adder algorithm, the dynamical basis set contains 64 states
including the v2 = 2 manifold (v1 = v2 = 0 with J1 and J2 =
0,1,2; v1 = v2 = 2 with J1 = 0,1,2,3,4).
The population inversion is very good with a fidelity of
0.9999. Note that the π pulse is not optimized for a superpo-
sition but is sufficient for arithmetic operations for which the
system is always in a computational basis state. As illustrated
in the next section, optimization for any superposition can be
obtained with OCT.
B. Intramolecular CNOT1 gate
This gate is intramolecular since both the control Q1 and
target Q2 qubits are encoded in the first molecule (the rotation
and the vibration, respectively). The extended CNOT1 gate
involves the following transitions: |10Q3〉 ↔ |11Q3〉 for any
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FIG. 7. (Color online) Population evolution for each computa-
tional basis state showing the realization of the gates of the 0 adder.
Upper panel: TOFFOLI gate. Lower panel: CNOT1 gate. For both panels,
simulations were performed considering an initial population of 1 in
one single pure computational basis state at a time. For a better reading
of the picture, populations have been weighted by different arbitrary
factors. The picture does not present the evolution of the population
for an arbitrary superposition of computational basis states. Note that
the time scale is different from one panel to the other.
value of the third qubit Q3. These two transitions are shown
with solid arrows in Fig. 6:
ωQ3=0 = |100〉 ≡ |˜2˜3˜0˜0〉 ↔ |110〉 ≡ |˜0˜1˜0˜0〉, (19)
ωQ3=1 = |101〉 ≡ |˜2˜3˜0˜1〉 ↔ |111〉 ≡ |˜0˜1˜0˜1〉. (20)
They correspond to vibrational transitions in the first molecule
and thus belong to the infrared domain. This is an example
for which the electric dipole transition becomes possible only
due to the state mixing since the transition from v1 = 0 and
J1 = 1 to v1 = 2 and J1 = 3 is forbidden between the product
basis states. The transition moment is weak d = −4.310−5 a.u.
but yet allows reasonable field amplitude. The two transitions
being very close (ω = 8.3 × 10−7 cm−1), they can be
induced by a single π pulse. Two unwanted frequencies are
shown by dashed arrows in Fig. 6. They involve vibrational
states of the second molecule. Fortunately, these transitions
differ from the active transitions by about 6 × 10−3 cm−1. A
shorter pulse than for the TOFFOLI gate can be used.
The botton panel of Fig. 7 shows the populations of each
computational basis state during the CNOT1 gate. The pulse
duration is τp = 0.194 µs. The carrier frequency is fixed
by the |100〉 ↔ |110〉 transition and is equal to ωQ3=0 =
196.43 cm−1. The amplitude is E0 = 93.793 kV/cm.
C. Intermolecular CNOT2 gate
This logical operation is |1Q20〉 ↔ |1Q21〉 for any value
of the second qubit Q2. We then have two active transitions:
ωQ2=0 = |100〉 ≡ |˜2˜3˜0˜0〉 ↔ |101〉 ≡ |˜2˜3˜0˜1〉, (21)
ωQ2=1 = |110〉 ≡ |˜0˜1˜0˜0〉 ↔ |111〉 ≡ |˜0˜1˜0˜1〉. (22)















































FIG. 8. (Color online) Population evolution of each computa-
tional basis state during the supplementary gates of the 1 adder.
Upper panel: CNOT2 gate. Lower panel: NOT gate. For both panels,
simulations were performed considering an initial population of 1 in
one single pure computational basis state at a time. For a better reading
of the picture, populations have been weighted by different arbitrary
factors. The picture does not present the evolution of the population
for an arbitrary superposition of computational basis states. Note that
the time scale is different from one panel to the other.
The top panel of Fig. 8 shows the evolution of populations
corresponding to the intermolecular CNOT gate (named CNOT2).
In this case, we cannot use a unique pulse frequency for both
transitions. A superposition of two microwave π pulses are
used. As for the TOFFOLI gate, we need to resolve a frequency
difference of 4 × 10−7cm−1. The parameters for the pulses are
τp = 242 µs, ωQ2=0 = 0.167 34 cm−1, and E0 = 4.1509 ×
10−6 kV/cm and ωQ2=1 = 0.167 44 cm−1 and E0 = 4.1508 ×
10−6 kV/cm.
D. Intramolecular NOT gate
The frequencies of the four active transitions of the
extended NOT gate (|Q10Q3〉 ↔ |Q11Q3〉 for any values of
Q1 and Q3) are
ωQ1=0,Q3=0 = |000〉 ≡ |˜2˜2˜0˜0〉 ↔ |000〉 ≡ |˜0˜0˜0˜0〉, (23)
ωQ1=1,Q3=0 = |100〉 ≡ |˜2˜3˜0˜0〉 ↔ |110〉 ≡ |˜0˜1˜0˜0〉, (24)
ωQ1=0,Q3=1 = |001〉 ≡ |˜2˜2˜0˜1〉 ↔ |011〉 ≡ |˜0˜0˜0˜1〉, (25)
ωQ1=1,Q3=1 = |101〉 ≡ |˜2˜3˜0˜1〉 ↔ |111〉 ≡ |˜0˜1˜0˜1〉. (26)
The bottom panel of Fig. 8 shows the population evolutions
for the final NOT gate.
The frequenciesωQ1=0,Q3=0 andωQ1=1,Q3=0 on one side and
ωQ1=0,Q3=1 and ωQ1=1,Q3=1 on the other side are sufficiently
close to be driven by a single π pulse (ω = 4 × 10−6 cm−1
and ω = 8 × 10−7 cm−1, respectively). The two pulses have
a duration adapted to avoid unwanted transitions (ω = 6 ×
10−3 cm−1), τp = 0.726µs. The frequencies areωQ1=0,Q3=0 =
196.28 cm−1 and ωQ1=1,Q3=0 = 196.43 cm−1. The amplitudes
are E0 = 25.0115 kV/cm and E0 = 14.4558 kV/cm.
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FIG. 9. Population evolution of the computational basis state
corresponding to the logical state |110〉 (bi = 1 and ci = 1 during
the 1-ADD gate (TOFFOLI-CNOT1-CNOT2-NOT gates) to give the final
logical state |111〉 corresponding to si = 1 and ci+1 = 1.
E. Intramolecular initialization
Finally, one has to discuss the initialization of an addition
cycle. The digit bi must be encoded in the first molecule for any
value of the carry in ci which is unknown. With the assignment
used here (see Fig. 6), the digit is encoded in the vibration of the
first molecule. If bi = 1, the molecule must be in the manifold
v˜1 = 0. This means that the system is directly ready since the
algorithm generates the carry out in this ground vibrational
state. If bi = 0, the molecule must be in the manifold v˜1 = 2.
Two transitions must then be driven:
|010〉 ≡ |˜0˜0˜0˜0〉 → |000〉 ≡ |˜2˜2˜0˜0〉, (27)
|110〉 ≡ |˜0˜1˜0˜0〉 → |100〉 ≡ |˜2˜3˜0˜0〉. (28)
They correspond to two transitions with frequencies
ωQ1=0,Q3=0 and ωQ1=1,Q3=0 of the NOT gate realized previously
and the NOT pulse can then be used to initialize the addition
cycle.
F. Concatenation
Figure 9 illustrates the entire 1-ADD operation for the
example bi = 1 and ci = 1. The initial logical state is |110〉.
The network TOFFOLI (intermolecular), CNOT1 (intramolecu-
lar), CNOT2 (intermolecular), and NOT (intramolecular) gates
operating in the microwave or infrared domain drives the
system toward the final |111〉 logical state corresponding to
si = 1 and ci+1 = 1.
G. Discussion
Any perturbation to the energy level structure coming from
neighboring molecules, hyperfine interactions, coupling with
the translational states in the lattice will drastically affect the
high-fidelity logical operations the pulses were designed to
drive.
We chose the electric field to be very different from one
molecule to the other (2 kV/cm and 1.5 kV/cm in our
simulations). Significantly different electric fields lead to well
differentiated energy structures on each molecule allowing
fast intramolecular gates (implemented on single molecules).
Having such a large variation of the electric field may generate
couplings between translational states of the trapping potential
because the requirement of a constant field over the range of
variation of a might be experimentally challenging to achieve.
A much smoother gradient might prove to be more suitable
to this respect. We tried simulations with different gradients
and it was always possible to drive algorithms although
intramolecular gate times had to be longer when the gradient
was small (E1 = 2 kV/cm and E2 = 1.9 kV/cm). On the
contrary, the time scale for intermolecular gate remains the
same being mainly fixed by the dipole-dipole interaction.
We assumed that the electric field was orientated along the
intermolecular axis. Note that results will remain valid for
other field orientations. Only the expression of the interaction
will differ from what we presented in this model, but the order
of magnitude of the interaction will be about the same.
The effect of neighboring molecules interacting with the
two-molecule systems has been evaluated. We have analyzed
the energy shifts on the levels of the active molecules j and
j + 1 by adding two molecules (at positions j − 1 and j + 2)
and using the same gradient for the Stark field as for our
simulations. The basis set is composed of manifolds v = 0
with N = 0, 1, or 2 and v = 2 with N = 0, 1, 2, 3, or 4
for each molecule. The shifts introduced are of the order of
a few kilohertz. The effect is only a shift in frequency but
the general structure of the schemes is not affected. Inter-
molecular and intramolecular gates could still be driven with
similar pulses in a larger network.
The hyperfine structure of rovibrational molecules can
complicate the manipulation of molecules with microwave
pulses because unwanted transitions can occur [52,53]. In
the present model, the hyperfine structure was not taken
into account. Within the rotational level N = 0 manifold,
the most important term is the scalar hyperfine coupling
proportional to i1 · i2, where i1 and i2 are the nuclear spins
of the atoms of the molecule. The splitting between hyperfine
levels is typically of the order of a kilohertz. For N different
than 0, the most important contribution to the hyperfine
Hamiltonian comes from the nuclear quadrupolar interaction
which gives a splitting of the order of a few hundreds of
kilohertz. In our case, iNa = 3/2, and iCs = 7/2. N = 0 splits
into 32 states, and N = 1 splits into 96 levels. For a static
electric field of 2 kV/cm, more than four rotational levels
per vibrational manifold are needed to described accurately
the energy structure. Taking into account all the hyperfine
levels would complicate the theoretical simulations since we
had to manipulate the tensor product of the individual basis.
However, the hyperfine structure won’t change the conclusion
of this work. Simulations of the logical operations showed
two different characteristic time scales for the logic gates. Fast
gates can be driven with pulses no longer than a few tens of
nanoseconds. These pulses are broad enough that all hyperfine
transitions within one rotational level will be excited equally,
and the unresolved hyperfine structure can be neglected. On
the other hand, slower gates such as the TOFFOLI of the adder
algorithm are driven by much narrower pulses, and the splitting
between hyperfine levels, larger than the dipole-dipole interac-
tion splitting, will be well resolved and only one hyperfine level
will be active. We note as well that as the static electric field
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increases orientating the molecules along the electric field,
mN becomes a fairly good quantum number, and the matrix
of the transition dipole moments between hyperfine levels of
different rotational manifolds shows that, for an electric field
typically stronger than 1 kV/cm, only a few transitions are
allowed, reducing considerably the possibilities for unwanted
transitions.
Other terms that we have not considered are the second-
order Stark effects resulting from the static electric and the
optical trapping potential. The static second-order Stark effect
is of the order of a few kilohertz for the diagonal terms. The
effect due to the laser field can be more important due to the
wavelength dependence of the molecular polarizabilities. For
a laser intensity typically of the order of 1 kW/cm2, and a
molecular polarizabilty of a few thousands of atomic units, the
second-order Stark effect is of the order of 100 kHz for the
diagonal terms. It is not strong enough to affect our results.
The numerical simulations suggest that ultracold trapped
polar molecules are promising for the concatenation of several
gates with a high fidelity. First, we can compare the efficiency
of a couple of diatomic systems with a tetra-atomic molecule to
implement arithmetic operations. It was not easy to encode the
four qubits of the full adder in the two interacting dimers. Some
hundreds of microseconds to add 1 is finally much longer than
the time scale of the full addition in a polyatomic entity (some
tens of ps). However the main point is the possibility to avoid
intermediary reading out and re-encoding of the carry out. Here
the system is directly ready for the next cycle involving the
next molecule. This is a step toward scalability but at the price
of long pulse duration. The other advantage is the simplicity
and robustness of the scheme based on π pulses.
V. PHASE-CORRECT GATES
The relative phase of the gate transitions optimized among
the states of the computational basis set can reduce the accu-
racy of the gate when it is applied to an arbitrary superposed
state. π pulses are not sufficient to give phase-correct quantum
gates. Then correct gate pulses can be determined by the
optimal control theory generalized to the multitarget case [7]
with a phase constraint [19,54].
A. Multitarget optimal control
The optimal field maximizes the objective functional J with
the constraints that the Schro¨dinger equation is satisfied at any



















where α is a positive penalty factor chosen to weight the
importance of the laser fluence. For an N -qubit gate, Z =
2N + 1, where 2N is the number of input-output transitions
in the gate transformations and the supplementary equation is
the phase constraint. The ψni (t) are the wave packets which
are propagated forward in time with the initial conditions
ψni (t = 0) = φni , n = 1, . . . ,Z. The Lagrange multipliers
ψnf (t) are propagated backward in time with the final con-
ditions ψnf (t = tf ) = φnf , n = 1, . . . ,Z. The supplementary
transfer which imposes the phase correction is a sum over all












and the single phase φ can take any value between 0 and 2π .
The universal gate field is a sum of Z contributions:









where j denotes the polarization direction of the electric field.














The Deutsch-Jozsa algorithm for a one-qubit function will
serve us to illustrate the realization of phase-correct gates.
The Deutsch-Jozsa’s problem illustrates the speedup of
quantum computing by taking advantage of superposed
states. It has been the subject of several theoretical studies
[10,12,17,19,24,30] and has been experimentally implemented
[8,57–59]. The principles can be summarized as follows: we
suppose that a function applied on one qubit |x〉 can either
change its value (balanced function) or leave it unchanged
(constant function). The problem is to determine whether the
function is balanced or constant by a single call to the function
and one measure. The logical circuit for the Deutsch-Jozsa
algorithm is sketched in Fig. 10. The algorithm requires an
auxiliary qubit |y〉. After a NOT gate on |y〉, the two qubits are
put in a superposed state by one Hadamard gate on each qubit.
The Haddamard gate superposes the qubit states according to
|0〉 HAD−→ (1/
√
2)(|0〉 + |1〉), (33)
|1〉 HAD−→ (1/
√
2)(|0〉 − |1〉). (34)
The call function is then implemented by applying the
transformation Uf :
Uf : |x〉|y〉 → |x〉|y ⊕ f (x)〉. (35)
A final Hadamard gate is carried out on |x〉. When the initial
state is |00〉, the final state of |x〉 is ±|0〉 for a constant function
and ±|1〉 for a balanced function. The nature of the function
is therefore determined by only one query.
We simulate the example with the balanced function
f (0) = 1 and f (1) = 0. In this case Uf is the CNOT gate
with control qubit |x〉. Qubits |x〉 and |y〉 are encoded in the
first two rotational states of two neighboring molecules in the
vibrational state v = 0: |x〉|y〉 ↔ | ˜N1 ˜N2〉, with v1 = v2 = 0
(see Fig. 2). The basis set for the simulation contains the
vibrational state v = 0 and rotational states up to N = 4 for
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FIG. 10. Logical circuit for the Deutsch-Jozsa algorithm.
each molecule. Both Hadamard steps involve intramolecular
transitions and the frequencies are mainly fixed by the Stark
levels so that the pulse duration is shorter than that for the
intermolecular CNOT gate which is the bottleneck of the full
algorithm.
C. NOT-HADHAD step
Optimal control allows us to optimize a global gate driving
the resulting transformation of the first NOT gate on |y〉 and
the two HAD gates on both qubits |x〉 and |y〉 in a single
shot as suggested in previous works [25–28]. This provides
an interesting speedup. This NOT-HADHAD transformation in
the coupled basis set is
|˜0˜0 > → 2−1(|˜0˜0〉 − |˜0˜1〉 + |˜1˜0〉 − |˜1˜1〉), (36)
|˜0˜1 > → 2−1(|˜0˜0〉 + |˜0˜1〉 + |˜1˜0〉 + |˜1˜1〉), (37)
|˜1˜0 > → 2−1(|˜0˜0〉 + |˜0˜1〉 − |˜1˜0〉 − |˜1˜1〉), (38)
|˜1˜1 > → 2−1(|˜0˜0〉 − |˜0˜1〉 − |˜1˜0〉 + |˜1˜1〉), (39)
and the additional phase equation is
2−1(|˜0˜0〉 + |˜0˜1〉) + |˜1˜0〉 + |˜1˜1〉) → |˜0˜0〉. (40)
The NOT-HADHAD gate has been implemented by optimal
control without guess field and a pulse duration of τp = 63 ns.
A fidelity of 0.999 99 is reached after 400 iterations. The
phases are optimized within 3 × 10−3π . The evolution of
the populations starting from a superposed state with equal
weights 0.25 on the computational basis set states |˜0˜0〉, |˜0˜1〉,
|˜1˜0〉, and |˜1˜1〉 is shown in the top panel of Fig. 11. The
corresponding optimal field and its Fourier transform are given
in Fig. 12.
D. Phase-correct intermolecular CNOT gate
The supplementary transformation to ensure that the phases
of the final states of each transition are equal is
1
2 (|00〉 + |01〉 + |10〉 + |11〉)
→ 12 (|00〉eiϕ1 + |01〉eiϕ2 + |10〉eiϕ3 + |11〉eiϕ4 ), (41)
with
ϕ1 = ϕ2 = ϕ3 = ϕ4 = ϕ, (42)
where the phase ϕ can take any value between 0 and 2π .
The π pulse is a very good trial field since the convergence
is fast with a fidelity index of 0.999 43 in 130 iterations.
Figure 13 compares the population evolution starting from
a superposed state driven by the π pulse (see Fig. 3) or by the
optimal control field. The fidelity for the transformations of the
states |˜0˜0〉 and |˜0˜1〉 decreases with the π pulse. Owing to the
phase constraint, the fidelity is better with optimal control.

















   
   







FIG. 11. (Color online) Evolution of the populations during the
gates involving Hadamard gates in the Deutsch-Jozsa algorithm. Top
panel: NOT-HADHAD step (NOT gate on |y〉 and the two HAD gates
on |x〉 and |y〉. Bottom panel: HAD gate on |x〉. The initial state is a
superposed state with equal weights 0.25 on the computational basis
set states |˜0˜0〉 (thick solid black curve), |˜0˜1〉 (thick solid green curve),
|˜1˜0〉 (thin solid black curve), |˜1˜1〉 (thin solid green curve).
The phases obtained for the fifth transformation (41) are
ϕ1 = 0.202π , ϕ2 = 0.199π , ϕ3 = 0.200π , and ϕ4 = 0.202π .
The optimal control has found field amplitudes of the same
order of magnitude as for the π pulse. The main frequency is
the carrier frequency of the π pulse and a lot of very small
frequencies without direct signification from the model.
E. Hadamard gate on |x〉
One has to consider the extended transformation in a two-
qubit space here. The HAD gate (last step) on |x〉 becomes in
the coupled basis set:
|˜0˜0〉 → 2−1/2(|˜0˜0〉 + |˜0˜1〉), (43)

















































FIG. 12. Amplitude of the optimal field for the NOT-HADHAD gate
(top left panel) and for the HAD gate (top right panel). Bottom panel:
The corresponding Fourier transforms.
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FIG. 13. (Color online) Evolution of the populations during
the phase CNOT gate starting from a superposition of states |˜0˜0〉
(red dashed curve), |˜0˜1〉 (solid red curve), |˜1˜0〉 (black dashed curve),
and |˜1˜1〉 (black solid curve). Top panel: Gate driven by the π pulse
calculated in Fig. 3. The pulse optimized for a pure state does not lead
to a high-fidelity operation when applied to a superposition of states.
Bottom panel: High-fidelity gate optimized by optimal control. We
checked that high-fidelity gates were obtained when the pulses were
applied to other initial superpositions.
|˜0˜1〉 → 2−1/2(|˜0˜1〉 + |˜1˜1〉), (44)
|˜1˜0〉 → 2−1/2(|˜0˜0〉 − |˜1˜0〉), (45)
|˜1˜1〉 → 2−1/2(|˜0˜1〉 − |˜1˜1〉), (46)
with the additional equation for the phase constraint,
(|˜0˜0〉 + |˜0˜1〉 + |˜1˜0〉 + |˜1˜1〉) → 2−1/2(|˜0˜0〉 + |˜0˜1〉). (47)
The evolution of the populations starting from a superposed
state with equal weights 0.25 on the computational basis set
states |˜0˜0〉, |˜0˜1〉, |˜1˜0〉, and |˜1˜1〉 is shown in the bottom panel







































FIG. 14. Amplitude of the optimal field for the CNOT gate (top
panel) and its Fourier transform (bottom panel).
of Fig. 11. The corresponding optimal field and its Fourier
transform are given in Fig. 12. As before, a fidelity of 0.999 98
is obtained after 400 iterations. The phases are optimized
within 10−2π .
Final optimal fields driving the desired operations can
have a complicated envelop and differ drastically from the
initial π pulse, raising the question of the robustness and
actual realization of such pulses. For schemes involving only
rotational levels, the Fourier transform of the pulses shows
that the spectrum contains frequencies in the microwave
region only. In the case of the Hadamard gates (see Fig. 12),
frequencies are within 0.1 cm−1 (3 GHz) and 0.2 cm−1
(6 GHz). For this range of frequencies, electronic equipment
can generate any arbitrary pulses and therefore obtaining such
optimized pulses is experimentally feasible. Because several
rotational levels are taken into account in the model (up to
N = 4 in the present study), optimized pulses may contain
frequencies that will be more challenging to obtain. In the case
of the optimized CNOT gate (see Fig. 14), the pulse contains
frequencies up to 0.75 cm−1 (20 GHz). Filters can be used
during the optimization procedure to eliminate out-of-range
frequencies. If different vibrational levels are used. Pulses will
be in the infrared region where pulse shaping techniques are
less developed.
VI. CONCLUSION
Manipulating trapped ultracold molecules by laser fields
offers great potential toward scalable quantum computing.
Logical operations can be performed by splitting processes
into intramolecular global gates and intermolecular gates. The
latter are very crucial for scalable operations for they enable the
transfer of information from one molecule to another through
the dipole-dipole interaction. Using the states of the coupled
basis set as logical states complicates the realization of one-
qubit or two-qubit gates when the number of qubits involved
in the logical operations increases. This can be overcome by
using schemes that involve switchable interactions. Storing
molecules in rovibrational levels with vanishing average
dipole moment and transferring them when needed to levels
with strong dipole moments by adiabatic passage techniques
could be a possibility. This operation would not take any
longer than a few microseconds and would be equivalent in
terms of duration to an additional intermolecular gate. The
implementation of schemes that would include switchable
interactions would further extend the potential of polar
molecules for scalable quantum information. This remains
open and can stimulate new research in molecular design,
storage, and communication among entities.
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