Abstract-Autoencoders are unsupervised deep learning models used for learning representations. In literature, autoencoders have shown to perform well on a variety of tasks spread across multiple domains, thereby establishing widespread applicability. Typically, an autoencoder is trained to generate a model that minimizes the reconstruction error between the input and the reconstructed output, computed in terms of the Euclidean distance. While this can be useful for applications related to unsupervised reconstruction, it may not be optimal for classification. In this paper, we propose a novel Supervised COSMOS Autoencoder which utilizes a multi-objective loss function to learn representations that simultaneously encode the (i) "similarity" between the input and reconstructed vectors in terms of their direction, (ii) "distribution" of pixel values of the reconstruction with respect to the input sample, while also incorporating (iii) "discriminability" in the feature learning pipeline. The proposed autoencoder model incorporates a Cosine similarity and Mahalanobis distance based loss function, along with supervision via Mutual Information based loss. Detailed analysis of each component of the proposed model motivates its applicability for feature learning in different classification tasks. The efficacy of Supervised COSMOS autoencoder is demonstrated via extensive experimental evaluations on different image datasets. The proposed model outperforms existing algorithms on MNIST, CIFAR-10, and SVHN databases. It also yields state-of-the-art results on CelebA, LFWA, Adience, and IJB-A databases for attribute prediction and face recognition, respectively.
INTRODUCTION
Traditionally, most classification tasks suffer from the inherent challenge of extracting representative features from the given data, followed by performing effective classification. In order to learn a robust classification model, the extracted features should be invariant to modifications in the input space, capture the distinct properties of the input samples, and be representative of the data. Research in this area has been progressing over the last few decades, with developments across different spectra of hand-crafted and learning based algorithms. The past decade has specifically witnessed several advancements in this area, with large focus on deep learning techniques [1] . Majority of the research in deep learning focuses on Convolutional Neural Network (CNN) and several advancements have been achieved with it. Additionally, other deep learning algorithms such as Autoencoder, Deep Belief Network, and Deep Boltzmann Machine have also shown promises, and we believe that increased research focus may enable future growth of these algorithms. This research builds upon this philosophy and focuses on extending the capabilities of autoencoder based representation learning.
Autoencoders are unsupervised deep learning models, utilized for learning representations of the given input data [2] . For input data X, the loss function of a traditional single layer autoencoder is formulated as: A. Noore is with Texas A&M University, Kingsville, USA. E-mail: {maneets, shrutin, mayank, rsingh}@iiitd.ac.in, afzel.noore@tamuk.edu are n samples each with dimension [64 × 64 × 3] , X corresponds to a matrix of dimension [n × 12288] . φ represents the activation function, which can correspond to linear (unit) or non-linear activation such as sigmoid, tanh, or ReLU . The model learns the representation (φ(WX)) such that the Euclidean distance between the reconstruction (X = W φ(WX)) and the input sample (X) is minimized. Using the above equation, if the model learns a representation of dimension 3072, the encoding weights (W) have a dimension of [12288 × 3072] , while the decoding weights (W ) have dimension [3072 × 12288] .
In the literature, autoencoder and its variants have been shown to perform well on a variety of tasks such as face detection and recognition, object and speech recognition, as well as bio-medical applications [3] , [4] , [5] , [6] , [7] . Improvements have been proposed to the autoencoder model by introducing different regularization techniques, such as 1-norm and 2-norm [8] . These techniques are often applied on the weight matrix and result in the following loss function:
where, R corresponds to the additional regularization term, and λ refers to the regularization parameter. One of the most popular variants of the traditional autoencoder model is the Denoising Autoencoder, which learns features that are robust to noise in the input space [9] . Models such as the Contractive and Higher Order Contractive Autoencoder have also been proposed which learn representations robust to different variations by localizing the input space [10] , [11] .
In an attempt to encode class specific information, researchers have also proposed different autoencoder architectures by incorporating class labels during the feature learning process. Regularization techniques such as 2,1-norm or group sparse regularizer introduce supervision in autoencoders [26] . Zheng et al. [27] proposed the Contrastive Autoencoder, which learns representations while reducing the inter-class variations. [14] , [29] for the task of synthetic data generation. VAEs attempt to learn the training data distribution in order to generate synthetic data from it. While VAEs have gained significant attention over the past few years, it is important to note that it is primarily used for data generation, as opposed to learning representations for classification. Further, Hinton et al. [12] built upon the traditional autoencoder network and proposed Capsules for learning effective representations. Table 1 summarizes some of the recently proposed autoencoders and its variants. It is important to note that while researchers have focused on learning discriminative features useful for classification using autoencoders, majority of the techniques focus on adding a penalty term along with the Euclidean distance based reconstruction error.
Research Contributions
In this research, keeping the goal of classification in mind, we examine the philosophy of a Euclidean distance based Autoencoder for the task of feature learning. We believe that while encoding feature vectors using the Euclidean loss generates representative features for reconstruction, it might not result in optimal features for classification. We propose a multi-objective loss function based formulation, termed as Supervised COSine MahalanObiS (COSMOS) Autoencoder. The loss function of the proposed model aims at learning representations by encoding the (i) similarity between the input and reconstructed vectors in terms of their direction, (ii) distribution of pixel values of the reconstructed output with respect to the input sample, while incorporating (iii) discriminability in the feature learning process. This is achieved by building a model which incorporates Cosine similarity and Mahalanobis distance, along with an additional Mutual Information based penalty term for supervision. Cosine similarity is able to encode the direction variations between image vectors, while Mahalanobis distance attempts to model
(ii) Proposed Supervised COSMOS Autoencoder 
PROPOSED SUPERVISED COSMOS AUTOENCODER
The loss function of a traditional autoencoder minimizes the mean squared error (Euclidean distance) between pixel values of the input and the reconstructed image. As shown in Fig. 1 of different subjects with similar illumination, as opposed to (g) which is the same subject's image with minor illumination variation. This suggests that while Euclidean distance works well with images of similar distribution, different covariates of face recognition may affect the classification performance.
Inspired by these observations, in this research, we propose a multi-objective loss function for an autoencoder, which is able to learn representations while encoding the (i) "direction" variations between image vectors, (ii) "distribution" of pixel values, while incorporating (iii) "supervision". The formulation of a traditional autoencoder is modified to incorporate two different distance metrics, Cosine and Mahalanobis. Both these metrics are more resilient to non-identically and non-independently distributed feature vectors. This enables the feature learning model to incorporate the direction, and magnitude of the loss between the input and its reconstruction. Since the aim of a classification pipeline is to obtain improved classification performance, we also incorporate supervision in the formulation of the proposed autoencoder. This is accomplished by using Mutual Information (MI) between the original class labels and predicted labels as a penalty term in the loss function. If the mutual information is high, the dependence between the two vectors is high, thus resulting in good classification accuracy. This introduces discriminability during the feature learning process. As a toy example, Fig. 1 (ii) also presents the rank-list obtained by using a trained Supervised COSMOS autoencoder for feature extraction. It is motivating to observe that the proposed model encodes features invariant to changes in the input space. In contrast to the Euclidean distance based autoencoder ( Fig. 1 (i) ), features extracted by the proposed model are able to correctly match the probe against the given gallery set. We next describe the formulation of the proposed Supervised COSMOS Autoencoder, along with the optimization.
COSMOS: Autoencoder with Cosine Similarity and Mahalanobis Distance
Cosine similarity models the similarity between two vectors in terms of the direction variations. It calculates the similarity based on the relationship of the vector values in contrast to the absolute magnitude difference between the two. Therefore, it has extensively been used in subspace learning algorithms that attempt to find vectors that best represent the given set of classes. In order to incorporate the first objective of encoding "direction information" we propose to utilize Cosine similarity between the input and the output in an autoencoder, i.e.:
LCos(X,X) represents the Cosine similarity between input X and reconstructionX.
represents the Cosine similarity operator. An autoencoder model with Cosine similarity and regularizer R can be represented as:
where, R is the regularizer and λ is the regularization constant. As opposed to Euclidean distance based autoencoder, the above model does not attempt to replicate the pixel values of the input data at the reconstruction layer. On the other hand, it learns representations such that the relationship between the pixels at the reconstruction layer is similar to that of the input layer. For instance, the Cosine autoencoder would be invariant to illumination variations between the input and reconstruction. The second objective of modeling the distribution of pixel values of the reconstruction with respect to the input sample is achieved by utilizing the Mahalanobis distance. Mahalanobis distance accounts for the variability in the data distribution and is a unit-less scale-invariant distance metric which is used to measure the distance between two given points. For input X and its reconstructionX, it is mathematically expressed as: 
Minimizing the Mahalanobis distance ensures weight vectors are selected such that the distance between the input and its reconstruction is minimized when both are projected onto M. This implies that the learned representation encodes information invariant to minor manipulation of pixels such as rotation or illumination. We next combine the two objective functions and propose COSMOS autoencoder, i.e.:
arg min
Fig. 2 presents a pictorial representation of the COSMOS autoencoder. Cosine similarity and Mahalanobis distance based loss function facilitates learning of robust representations, however, it does not introduce discriminability with respect to the class labels. This is incorporated with the help of a Mutual Information based penalty term.
Supervised COSMOS: Incorporating Supervision with Mutual Information
The final objective of learning discriminative features is achieved via Mutual Information. Mutual Information has successfully been used in several image processing tasks including image registration. Recently, it has been incorporated to encode supervision in the feature extraction process [30] . This leads to learning discriminative features which enhances the classification performance. Mutual Information (MI) is defined as:
where, Y P represents the predicted label and Y L is the ground truth label of the input data, and p(x) is the probability of x. We propose to incorporate mutual information as a penalty term to introduce supervision in the autoencoder model. A traditional autoencoder with mutual information based loss function can be represented as:
where, ω is the weight of the mutual information based classifier ω T φ(WX) . Mutual information between the ground truth label and the predicted label is encoded as a supervised regularizer. Since mutual information is a similarity term, it is added in the loss function with a negative sign. λ1 and λ2 are the regularization constants.
Similarly, we incorporate supervision in the proposed COS-MOS autoencoder and the loss function of a single layer Supervised COSMOS Autoencoder can be written as:
where, λ1 and λ2 are the regularization constants. Thus, the proposed supervised COSMOS autoencoder builds over a traditional autoencoder by using a multi-objective loss function. It combines the Cosine similarity and Mahalanobis distance along with Mutual Information based supervision loss for learning robust features for classification.
Optimization and Learning Parameters
In the above mentioned formulation, the encoding and decoding weights are assumed to be tied, i.e., W = W T . The supervised layers of COSMOS are optimized using the alternating minimization approach [31] . It is a well established approach for the minimization of a function over multiple parameters. For the k th iteration, the optimizations are as follows:
Step 1: Optimizing weight of COSMOS (W):
Step 2: Optimizing pseudo-covariance matrix (M):
Step 3: Optimizing Mutual Information based Classifier (ω):
The above three steps are repeated iteratively until maximum iterations are reached or model converges. ReLU activation is applied on each layer and dropout is used as a regularizer. The values of regularization constants are computed experimentally by performing a grid search. In order to prevent the problem of vanishing gradients, skip connections [32] are added in the proposed Supervised COSMOS Autoencoder. A connection is added between each alternate encoding layer which facilitates gradient flow at the time of feature learning.
Object/Face Classification via Supervised COSMOS
The proposed formulation of supervised COSMOS autoencoder is applied in object and face classification applications. Fig.  3 illustrates the pipeline adopted for the same. As shown in the image, the input image is tessellated into nine overlapping patches which are provided as input to the Supervised COSMOS autoencoder to learn discriminative features. This is done in order to encode local features. The learned features are then classified using a 2-layer Neural Network of dimension [
], where n is the input feature size. Results from each local level are then combined using sum rule fusion. The regularization constants are updated adaptively. The proposed model is implemented in Theano using Adam optimization. The model is trained on a workstation with Intel Xeon 2.6 GHz processor with 64 GB RAM, and NVIDIA K40 GPU.
DATASETS AND EXPERIMENTAL PROTOCOLS
Performance of the proposed supervised COSMOS autoencoder based framework is demonstrated on seven benchmark datasets. Details regarding each are provided below: MNIST Dataset [33] has images of handwritten digits -0 to 9, with dimensions 28 × 28. The training data contains 60,000 images pertaining to all 10 classes, whereas the test set comprises of 10,000 images. Both the training and testing sets contain equal samples from all classes. CIFAR-10 Dataset [34] is a large image dataset of different object categories having dimensions 32×32×3. It consists of 60,000 RGB images corresponding to 10 different classes. The dataset is divided into training and testing partitions having 50,000 and 10,000 images, respectively. Equal number of samples from each class are ensured in the training and testing sets. [35] is a real world dataset of RGB images of dimension 32 × 32 × 3. It contains over 600,000 images of house numbers obtained from Google Street View images. It contains images of 10 classes -0 to 9, which are centered around a single character. The database contains 73,257 digits for training, 26,032 digits for testing, and an additional 531,131 digits as unsupervised training set. CelebA Dataset [36] is a large scale face attribute dataset containing 20 images per subject for 10,000 subjects. Each image is annotated with 40 attributes and five landmark points. The images have large pose variation and background clutter making the data challenging. The results are reported on the pre-defined protocol for attribute prediction. Labeled Faces in the Wild Attributes (LFWA) Dataset [36] consists of 13,233 images of 5,749 subjects. The dataset is created by labeling attributes in images of LFW dataset. Similar to CelebA dataset, this dataset is also used for the task of attribute prediction for the 40 attributes annotated in each image. Adience Dataset [37] contains 26,580 face images pertaining to 2,284 individuals. The images contain several variations across appearance, noise, pose, lighting, and capture devices. This dataset has primarily been used for predicting age and gender from face images. It contains labels pertaining to male and female, and eight different age groups. Pre-defined protocol for five fold cross-validation specifying the training and testing partitions has also been provided. Table 2 summarizes the dataset details as well as the architecture of the proposed model. Experimental evaluation is performed using the pre-defined protocols pertaining to each dataset. All protocols ensure disjoint training and testing splits.
The Street View House Numbers (SVHN) Dataset

RESULTS AND ANALYSIS
The proposed Supervised COSMOS Autoencoder framework has been evaluated on three tasks: image classification, attribute prediction, and face recognition. Experiments have been performed on the benchmark MNIST, CIFAR-10, SVHN, CelebA, LFWA, Adience, and IJB-A datasets. Comparison has been performed with state-of-the-art algorithms, and other existing deep learning models. This is followed by an ablation study on the proposed framework, in order to understand the effect of each component. The following subsections discuss the results and observations across the experiments. [54] 89.80 85.90 Rozsa et al. [55] 90.80 -Rudd et al. [56] 90.94 -Hand and Chellappa et al. [57] 91.26 86.30 Kalayeh et al. [58] 91.80 87.13 He et al. [59] 91.81 85.28 Wang et al. [60] 92.00 -Han et al. [61] 93.00 86.00 Proposed Framework 94.14 88.26
Classification Performance
Tables 3 -7 present the classification performance of the proposed supervised COSMOS framework for the three tasks of image classification, attribute prediction, and face recognition.
Comparison has also been performed with the current state-ofthe-art techniques and other deep learning algorithms. Image Classification: Table 3 presents comparison of the proposed Supervised COSMOS model with state-of-the-art (peer-reviewed) results reported on MNIST, CIFAR-10, and SVHN datasets. In case an algorithm does not show results on a particular dataset, it is represented as a '-'. It can be observed that the proposed model achieves improved or comparable performance on all three datasets as compared to state-of-theart and other existing CNN based algorithms. For MNIST, Supervised COSMOS achieves an error of 0.21%, which is equivalent to the best reported result [42] . On the SVHN dataset, the proposed model achieves a classification error of 1.08%, thus reporting an improvement over the current state-ofthe-art result. On the other hand, it achieves an error of 5.35% on the CIFAR-10 dataset, and is among the top-3 performing models on this dataset.
Attribute Prediction: Classification accuracies of the pro- [64] 87.2 ± 0.7 -Ft-VGG-Face + SVM [65] 92.0 57.9 FDAR-NET [66] 92.5 80.5 VGG-Face + Attention [67] 93.0 ± 1.8 61. posed model for CelebA and LFWA datasets are reported in Table 4 . Pre-defined protocols are used to perform attribute prediction for the 40 annotated attributes in CelebA and LFWA datasets, and gender and age classification on the Adience dataset. In literature, Han et al. [61] obtain the best performance of 93.00% on the CelebA dataset. The proposed approach yields an improvement of around 1.1% on it, resulting in 94.14%. Similarly on the LFWA dataset, the proposed approach obtains a mean accuracy of 88.26%, demonstrating improvement over the existing state-of-the-art results presented by Kalayeh et al. [58] . These results illustrate the efficacy of the proposed model on large datasets, thereby encouraging the use of proposed Supervised COSMOS framework. Table 5 presents the gender and age classification accuracies on the Adience dataset. FDAR-NET [66] yields the best accuracy of 92.5% and 80.5% for gender and age classification, respectively. It can be observed that the proposed Supervised COSMOS autoencoder achieves a gender classification accuracy of 95.07%, and an age classification accuracy of 77.98%. The model improves the current state-of-the-art by 2.57% for gender classification, while achieving second best results for age classification. The proposed Supervised COSMOS autoencoder also presents a reduced standard deviation across the five folds for both tasks. This shows that the model learns robust features for classification. Table 6 presents the confusion matrix obtained for gender classification. It can be observed that the proposed model performs well on both the classes, without being biased towards any one class. Face Recognition: The proposed supervised COSMOS framework is also evaluated on the IJB-A dataset for the task of face recognition. IJB-A dataset is a part of the IARPA's JANUS project, and is one of the most challenging face databases. As per the standard practice, Table 7 presents the rank-1 and rank-10 identification accuracies on the IJB-A dataset. It can be observed that the proposed Supervised COSMOS autoencoder achieves among the best performing results on IJB-A dataset. As compared to existing architectures on both the ranks, the superior performance along with the low values of standard deviation obtained across different folds further promote the usage of the proposed model for face identification tasks.
Comparison with Other Deep Learning Algorithms: Tables  3 -7 can be analyzed to compare the performance of the proposed Supervised COSMOS Autoencoder framework with other existing deep learning techniques, specifically, autoencoder and convolutional neural network (CNN) based models. It is interesting to note that most of the top performing algorithms incorporate CNNs in their classification pipeline. The proposed technique is among the few autoencoder based frameworks which achieves improved or comparable performance to existing CNN models. It is our belief that the incorporation of supervision during the training of the proposed supervised COSMOS facilitates learning of discriminative yet representative features. The class specific characteristics encoded at the feature level are further accentuated while learning a classifier, thereby resulting in improved performance.
Ablation Study on Supervised COSMOS Framework
The proposed Supervised COSMOS Autoencoder is formulated using a multi-objective loss function combining Cosine similarity, Mahalanobis distance, and Mutual Information based supervision. In order to understand the effect of each objective function and their various combinations, ablation study has been performed with the CelebA and SVHN datasets. Table  8 presents the performance of different components of the proposed framework.
Effect of Distance Metric:
The first set of experiments is performed to evaluate autoencoder models built using different distance metrics i.e. Euclidean distance, Cosine similarity, and Mahalanobis distance (Equations 1, 4, 6). It is observed that Cosine similarity and Mahalanobis distance based autoencoders yield improved classification performance as compared to the traditional Euclidean distance based autoencoder. This can be attributed to the fact that while autoencoders with Euclidean distance loss function attempt to replicate the input at the reconstruction layer, Cosine similarity and Mahalanobis distance based loss functions focus on features that are invariant to minute rotation and illumination variations. This affirms our hypothesis that Euclidean distance based autoencoders might not be best suited for classification tasks.
Effect of Supervision via MI:
The next set of experiments analyze the effect of Mutual Information (MI) based supervision (Eq. 8) in the autoencoder model. MI based penalty term is added in the autoencoder formulation built using Euclidean distance, Cosine similarity, and Mahalanobis distance, independently (Table 8 ). The addition of MI based supervision leads to an improvement of 0.6 − 2.1%, except with Cosine similarity, where the accuracy on SVHN reduces slightly. This strengthens our claim that incorporating MI based supervision during feature learning helps improve the classification performance, by facilitating learning of discriminative representations.
Effect of Distance Metric Combination: The third set of experiments enable us to understand the effect of combination of distance metrics for the loss function of an autoencoder. It can be observed that the autoencoder utilizing a Cosine similarity and Mahalanobis distance (COSMOS) based loss function outperforms other combinations, as well as individual loss functions for both the datasets. The COSMOS autoencoder yields 1.8 − 3.2% higher classification accuracy than other combinations on CelebA and SVHN respectively. This also affirms our hypothesis that "direction" and "distribution" information can jointly help extract better features. Fig. 4 presents the score distributions of the best and worst performing attributes, Eye Glasses and Oval Face of the CelebA dataset. Plots for a specific attribute can be analyzed in order to observe the progressive improvement of distributions. For the Eye Glasses attribute, classification via the Euclidean distance based autoencoder results in a minor overlap of scores between the two classes, which is almost eliminated with the proposed supervised COSMOS autoencoder. A similar trend is observed for the Oval Face attribute, where the traditional autoencoder suffers from a large overlap, which is significantly reduced with the proposed supervised COSMOS model. Table 9 demonstrates the effect of varying the number of layers of Supervised COSMOS. The best results for CelebA dataset are obtained with seven hidden layers, and a reduction in accuracy is observed as we go further. Similarly, the best results for SVHN dataset are obtained using six hidden layers. Fig. 5 presents the accuracy obtained by using Supervised COSMOS and Supervised COSMOS with tessellation on SVHN and CelebA datasets. It can be observed that incorporating tessellation improves the performance of the proposed framework by around 2%. Models learned on the image patches are able to encode local information about the image, while the full image based network focuses more on learning global features. Combining information from both the components results in a holistic feature representation, which in turn enhances the classification performance. Fig. 6 presents some images of CelebA dataset which were correctly classified by the proposed Supervised COSMOS model only. Upon observing these samples closely, we see that the proposed model handles pose as well as illumination variations, and learns features robust to such variations. These samples further demonstrate the efficacy of the proposed model and motivate its use for robust feature extraction for classification.
Effect of Number of Layers, Initialization, and Tessellation:
CONCLUSION
Over the past decade, researchers have actively pursued the domain of deep learning in order to learn robust features and effective classifiers. Deep learning has shown to perform well on several tasks, however, majority of the research has focused on the specific paradigm of Convolutional Neural Networks. While CNNs have been well studied, it is our belief that research along other different paradigms should also be pursued in order to develop competitive algorithms. Another promising paradigm of deep learning is the autoencoder, which learns representative features of the input. In this research we have developed a novel autoencoder formulation, termed as the Supervised COSMOS autoencoder, which learns features specifically for the task of classification. The proposed autoencoder has a multi-objective loss function that incorporates (i) Cosine similarity to encode "direction" information, (ii) Mahalanobis distance to encode "distribution" information of the input with respect to the reconstruction, and (iii) Mutual Information based supervision in order to learn discriminative features. This enables the model to learn supervised features invariant to minor vector variations in illumination and rotation. Experimental evaluations on image classification, attribute prediction, and face recognition showcase the versatility of the proposed approach. State-of-the-art results are obtained on standard benchmark datasets such as MNIST, CIFAR-10, SVHN, CelebA, LFWA, Adience, and IJB-A, which demonstrate the effectiveness of the proposed Supervised COSMOS autoencoder.
