Abstract. We determine the distributional behavior for products of free random variables in a general infinitesimal triangular array. The main theorems in this paper extend a result for measures supported on the positive half-line, and provide a new limit theorem for measures on the unit circle with nonzero first moment.
Introduction
Given two probability measures µ, ν on R + = (0, +∞), we will denote by µ ν their classical multiplicative convolution, and by µ ν their free multiplicative convolution. Thus, µ ν is the distribution of XY , where X and Y are classically independent positive random variables with distributions µ and ν, respectively. Analogously, µ ν is the distribution of X 1/2 Y X 1/2 , where X and Y are freely independent positive random variables with distributions µ and ν. A triangular array {ν nk : n ≥ 1, 1 ≤ k ≤ k n } of probability measures on R + is said to be infinitesimal if lim n→∞ max 1≤k≤k n ν nk ({t ∈ R + : |t − 1| ≥ ε}) = 0, for every ε > 0. Given such an array, one is interested in the asymptotic behavior of the measures µ n = ν n1 ν n2 · · · ν nk n and ν n = ν n1 ν n2 · · · ν nk n . The case of µ n is completely understood and is reduced to the theory of addition of independent random variables by a logarithmic change of variables. However, the free case ν n does not simply reduce to the additive theory by this change of variables.
The problem was first addressed in [4] , where a triangular array such that ν n1 = ν n2 = · · · = ν nk n for all n was considered. In this case, necessary and sufficient conditions were found for the weak convergence of the measures ν n . In particular, it was shown that the sequence ν n converges weakly if µ n converges, but not conversely.
In this paper we will find necessary and sufficient conditions for the weak convergence of ν n without any further assumptions on the infinitesimal array. We
Preliminaries
The analogue of the Fourier transform for multiplicative free convolutions was discovered by Voiculescu [10] (see also [5, 6] ). Denote by M + the collection of Borel probability measures defined on R + , and by M × T the Borel probability measures ν supported on the circle T with nonzero first moment, i.e. T t dν(t) = 0.
Given ν ∈ M + , one defines the analytic function ψ ν by
The function ψ ν is univalent in the left half-plane iC + , and ψ ν (iC + ) is a region contained in the circle with diameter (−1, 0); moreover, ψ ν (iC
, one defines the S-transform of the measure ν to be
The remarkable property of the S-transform is that for µ, ν ∈ M + , one has
for every z in a neighborhood of (−1, 0).
T , the function ψ ν is defined by the formula given above (with the integral calculated over T), but its domain of definition is now the open unit disk D = {z ∈ C : |z| < 1}. The function ψ ν has an inverse in a neighborhood of zero since ψ ν (0) = T t dν(t) = 0. The corresponding S-transform is defined in License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use LIMIT THEOREMS FOR FREE MULTIPLICATIVE CONVOLUTIONS 6091 a neighborhood of zero. It is sometimes convenient to use a variation of the Stransform:
If ν ∈ M × T , the function Σ ν is also defined in a neighborhood of zero, and
T , for all z in a neighborhood of zero where all functions involved are defined.
The weak convergence of probability measures can be translated in terms of their S-transforms. Theorem 2.1 ([5, 6] (1) If an array {ν nk } n,k ⊂ M + is infinitesimal, then the functions S ν nk are defined in D for sufficiently large n, and we have
when n is large, and we have
for all z ∈ K ε , where lim n→∞ max 1≤k≤k n |v nk (z)| = 0 uniformly on K .
A measure ν ∈ M + is said to be -infinitely divisible if, for each n ∈ N, there exists a measure ν n ∈ M + such that
The notion of -infinite divisibility is defined analogously. The study of -infinitely divisible measures on R + reduces (by a change of variable) to the study of the usual * -infinitely divisible measures on R. The Fourier transform needs to be replaced by the Mellin-Fourier transform of a measure ν ∈ M + defined by
The fundamental property of the Mellin-Fourier transform is that
A -infinitely divisible measure ν ∈ M + has the Mellin-Fourier transform
where λ ∈ R and ρ is a finite positive Borel measure on R + . We use the notation ν λ,ρ to denote the -infinitely divisible measure determined by λ and ρ. Forinfinite divisibility we have the following formulas as in [5, 6] . A measure ν ∈ M + is -infinitely divisible if and only if there exist γ ∈ R and a finite positive Borel measure σ on the compact space
T is -infinitely divisible if and only if there exist γ ∈ R and a finite positive Borel measure σ on T such that Σ ν (z) = exp(u γ,σ (z)), where u γ,σ is given by
We denote by ν γ,σ the -infinitely divisible measure determined by γ and σ. There is a unique -infinitely divisible measure m on T such that its first moment is zero. This is the Haar, or normalized arclength measure.
We conclude this section with a result which will be used repeatedly. 
Lemma 2.3. Consider a sequence {r
for sufficiently large n. If the sequence {r n + 
Free multiplicative convolution on R +
Given an infinitesimal triangular array {ν nk : 1 ≤ k ≤ k n , n ∈ N} ⊂ M + and τ > 0, define positive numbers
log t dν nk (t) , and measures ν
Obviously, max 1≤k≤k n |b nk − 1| → 0 as n → ∞, and hence the array {ν
for w ∈ C \ [0, +∞). Note that g nk (w) = g nk (w) and g nk (w) ≤ 0 for all w such that w > 0.
Lemma 3.1. For every compact set
Proof. We assume for convenience that τ = 1. No generality is lost since one can make a linear change of variable to modify the value of τ . By a change of variable we have
where the probability measure ρ nk is defined as dρ nk (x) = dν nk (e x ), and a nk = |x|<1
x dρ nk (x). Note that the family {ρ nk } n,k is now an infinitesimal family of probability measures on R, and hence
We proceed by rewriting
It is easy to see that
for |x| < 1. Consequently, for all n and k we have
1 + e 2x dρ nk (x + a nk ).
Since the family {ρ nk } n,k is infinitesimal, there exists N ∈ N such that
Therefore, for sufficiently large n,
The compactness of the set K implies the existence of positive constants M 1 and
for all t ∈ (0, +∞) and w ∈ K. Hence, we have for sufficiently large n and for w ∈ K,
The result follows with
Fix a closed disk D ⊂ iC + with diameter [−a, −b], where 0 < b < a < 1. By Proposition 2.2, S ν nk is defined in D for large n. Setting w = z/(1 + z), and using the identity (w − 1)(t − 1)
we see that the function S ν • nk admits the following approximation: 
The infinitesimality of the array {ν nk } n,k also shows that S ν nk (z) converges uniformly in k and z ∈ D to 1 as n → ∞; indeed, S δ 1 ≡ 1. Hence, for sufficiently large n, the principal branch of log S ν nk (z) is defined in D. 
Proof. Assume (1) 
Applying the principal branch of the logarithm function, we deduce that
Considering the imaginary part of the equation (3.1), we have
Note that the function t → 
Thus, in view of (3.2), we deduce that (3.1) holds pointwise in
Moreover, note that g nk (w) = g nk (w) and
for w ∈ D 0 . Therefore, as an application of Montel's theorem, we conclude that (3.1) holds uniformly on compact subsets of D 0 . From Lemma 3.2 we conclude that there exists a smaller closed disk D ⊂ D with real center, such that
uniformly on D . Applying the exponential, we obtain
uniformly on D . Therefore (1) follows from Theorem 2.1.
It has been pointed out in [4] that the weak convergence criteria for products of free and independent random variables are not equivalent. Nevertheless, the following correspondence is true. 
and b nk t) . Here, as before, log t = i arg t represents the principal branch of log t. We have max 1≤k≤k n |arg b nk | → 0 as n → ∞, and hence the array {ν
Note that h nk (z) ≥ 0 for all z ∈ D. 
Proof. We may again assume that τ = 1. Define probability measures
where a nk = |x|<1 x dρ nk (x) = |arg t|<1 arg t dν nk (t). The infinitesimality of the array {ν nk } n,k implies that for sufficiently large n, we have
for large n and 1 ≤ k ≤ k n . Also, from the compactness of the set K, there exist two positive constants M 1 and M 2 such that
for all t ∈ T and z ∈ K. The result follows as in the proof of Lemma 3.1, with
Suppose K ⊂ D is a neighborhood of zero. The infinitesimality of the array {ν nk } n.k implies that S ν nk (z) converges uniformly in k and z ∈ K to 1 as n → ∞, and hence for sufficiently large n, Σ ν nk (z) and the principal branch of log Σ ν nk (z)
Fix a real number γ and a finite positive Borel measure σ on T.
uniformly on K if and only if
Proof. From Proposition 2.2, we have the following approximation for the function
where v n (z) = max 
we conclude that
Lemmas 4.1 and 2.3 imply that for any sequence of purely imaginary numbers ⊂ T, the following assertions are equivalent:
Proof. Assume (2) holds. Define
The compactness of T implies that {ν n } ∞ n=1 is tight. Suppose ν is a weak cluster point of {ν n } ∞ n=1 . From the free multiplicative analogue of Hinčin's theorem (Theorem 2.1 in [2] ), the measure ν is -infinitely divisible. By passing to a subsequence, we may assume that ν n converges weakly to ν as n → ∞. By (4.3), we can reformulate the statement (2) as follows: Therefore, the -infinitely divisible measure ν has zero first moment, and hence we conclude that ν = m. Moreover, the full sequence ν n converges weakly to m since {ν n } ∞ n=1 has a unique weak cluster point m. Conversely, assume (1) holds but (2) fails to be true. By passing, if necessary, to a subsequence, we may assume the sequence of measures dσ n (t) = Then, as in the proof of Theorem 4.3, we conclude that there exists γ ∈ R such that lim
where the number γ n is defined as in Theorem 4.
3. An application of Theorem 4.3 then shows that a subsequence of {ν n } ∞ n=1 converges weakly to ν γ,σ , which contradicts (1). Therefore (2) must be true.
