Abstract-In this paper we proposed a novel classification system to distinguish among elderly subjects with Alzheimer's disease (AD), mild cognitive impairment (MCI), and normal controls (NC). The method employed the magnetic resonance imaging (MRI) data of 178 subjects consisting of 97 NCs, 57 MCIs, and 24 ADs. First, all these three dimensional (3D) MRI images were preprocessed with atlas-registered normalization. Then, gray matter images were extracted and the 3D images were under-sampled. Afterwards, principle component analysis was applied for feature extraction. In total, 20 principal components (PC) were extracted from 3D MRI data using singular value decomposition (SVD) algorithm, and 2 PCs were extracted from additional information (consisting of demographics, clinical examination, and derived anatomic volumes) using alternating least squares (ALS). On the basic of the 22 features, we constructed a kernel support vector machine decision tree (kSVM-DT). The error penalty parameter C and kernel parameter σ were determined by Particle Swarm Optimization (PSO). The weights ω and biases b were still obtained by quadratic programming method. 5-fold cross validation was employed to obtain the out-of-sample estimate. The results show that the proposed kSVM-DT achieves 80% classification accuracy, better than 74% of the method without kernel. Besides, the PSO exceeds the random selection method in choosing the parameters of the classifier. The computation time to predict a new patient is only 0.022 s.
INTRODUCTION
Alzheimer's disease (AD) is the most common form of dementia. There is no cure for this disease, which is progressively worsening and eventually leads to death [1] . In 2006, there were 26.6 million sufferers worldwide, and AD is predicted to affect 1 in 85 people globally by 2050, and at least 43% of prevalent cases need a high level of care [2] . As the world is evolving into an aging society, the burdens and impacts caused by AD on families and the society will be increasingly pronounced.
While there is currently no cure for AD, early, accurate and effective detection of AD is beneficial for the management of the disease. A multitude of neurologists and medical researchers have been dedicating much time and energy toward this goal, and promising results have been continually springing up [3] . Structural magnetic resonance imaging (sMRI) plays an important role in distinguishing AD subjects from normal controls (NC), and to distinguish mild cognitive impairment (MCI) subjects who later convert to AD from those who do not. In early days, much work was done to measure manually or semi-manually a priori region of interest (ROI) based on the fact that AD patients suffer much cerebral atrophy compared to NCs [4] . Most of such ROI-based analyses focuses on the regions of hippocampus and entorhinal cortex [5] . After comparing the ROIs between different subjects, the examiners can discover valuable information and provided auxiliary information for the diagnosis. However, the ROIbased methods suffer from some limitations. First, they focus on the ROIs pre-determined based on prior knowledge, rather than data-driven or exploratory; second, the accuracy of early detection depends heavily on the experience of the examiner; third the efficiency is low; forth, the mutual information among the voxels is difficult to operate [3, 6] .
In contrast, the multivariate methods take into consideration of the relationship among voxels across the whole brain and, therefore, no specific ROIs are needed. The multivariate methods are commonly time-consuming and even more expertise-demanding, making manual analysis impossible [7] . Therefore, automated classification methods are desirable.
The idea of the automated classifier is described as follows: Principle Component Analysis (PCA) is appealing since it effectively reduces the dimensionality of the data and therefore reduces the computational cost of analyzing new data [8] . Those principal components (PCs) extracted from MRI data are representative of the natural groupings of the brain circuits affected during the course of progression of AD. It is a supervised learning task for automatically classification among AD, NC and MCI. The support vector machines (SVM) are extremely powerful tools for supervised learning [9] . However, SVM is for solving two-class pattern recognition problem. In order to use SVM solving multiclass problems, we introduce in the Support Vector Machine Decision Tree (SVM-DT) method, and integrate it with the kernel technique for better performance. We call the new method as kernel SVM-DT (kSVM-DT). The weights ω and biases b of kSVM-DT are obtained by quadratic programming (QP). The error penalty parameter C and kernel parameter σ of kSVM-DT are obtained by Particle Swarm Optimization (PSO).
The structure of the paper is organized as follows: The next Section 2 divides the experimental data to training data (MRI data, demographics, clinical examination, and derived anatomic volume) and target data. Section 3 presents the preprocessing procedure. It shows the detailed principles and methods of PCA, and illustrates the application of PCA to the MRI data. Section 4 presents the methodology of kSVM-DT. First, the skewness tree is introduced. Then, the kernel technique is employed. Afterwards, the PSO is used to find the optimal error penalty parameter C and kernel parameter σ. Finally, the cross validation is introduced for out-of-sample estimate. Experiments in Section 5 show the results of the proposed method, and make in-depth analysis of each step. Section 6 concludes the paper, summarizes our contributions, and plans for future work.
EXPERIMENTAL DATA
We download the public dataset from Open Access Series of Imaging Studies (OASIS) [10, 11] . The url is http://www.oasis-brains.org/. OASIS contains cross-sectional MRI data, longitudinal MRI data, and additional data for each subject. In this study, we choose the cross-sectional dataset corresponding to the MRI scan of individuals at a single point in time [12] . The OASIS dataset consists of 416 subjects aged 18 to 96. We excluded subjects under 60 years old, and then picked up to 178 subjects from the rest subjects. The attributes of the included subjects are brief summarized in Table 1 . The subjects of all classes are not equally since the OASIS contains little ADs and MCIs.
For each subject, 3 or 4 individual T1-weighted MRI images obtained in a single scan session are included. The subjects are all right-handed and include both men and women. 100 of the included subjects were clinically diagnosed with very mild to moderate Alzheimer's disease [13] . [14, 15] . The brain extraction tool (BET) [16] was employed removing facial features (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/BET). Figure 1 shows the snapshots of our preprocessing procedure. 
Additional Data
We choose demographics, clinical examination, and derived anatomic volume as the additional data, so as to increase the performance of the classification.
Demographics
The demographical features contain gender (M/F), handedness, age, education, and socioeconomic status (SES). Education codes are listed in Table 2 . The handedness feature is not employed in this paper since all subjects are right-handed.
Clinical Examination
The mini-mental state examination (MMSE), also known as Folstein test, is a brief 30-point questionnaire test used to screen for cognitive impairment and dementia [17] . The MMSE test includes simple questions and problems in a number of areas: the time and place, repeating lists of words, arithmetic, language use & comprehension, and basic motor skills. A typical MMSE test is shown in Table 3 .
Derived Anatomic Volumes
Three features were extracted, including the estimated total intracranial volume (eTIV) (mm 3 ), atlas scaling factor (ASF), and normalized whole brain volume (nWBV). The eTIV was used as the correction for 'intracranial volume (ICV)' because certain structures scale with general head size [18] . For example, people with larger heads typically have larger hippocampi. However, researchers are especially interested in the deviation of the volume of the structure from what may be expected for the size of that structure, as it may potentially reveal the disease-related changes. The expected value can be based on the individual's intracranial value and the scaling factor for that particular structure [19] . The ASF is defined as the volume-scaling factor required matching each individual to the atlas target [19] . The nWBV is acquired using the methods in literature [20] .
In total, the additional data contains the following features: gender, age, education, SES, MMSE, eTIV, ASF, and nWBV.
Target Data
The clinical dementia rating (CDR) was used as the target during training process. It is a numeric scale quantifying the severity of symptoms of dementia [21] . The patient's cognitive and functional performances were assessed in six areas: memory, orientation, judgment & problem solving, community affairs, home & hobbies, and personal care.
In this study, we choose three types of CDR: 1) subjects with CDR as 0 are considered NC; 2) subjects with CDR as 0.5 are considered MCI; 3) subjects with CDR as 1 are considered AD [22] .
PREPROCESSING BY PCA
Excessive features increase computation times and storage memory. Furthermore, they sometimes make classification more complicated, which is called the curse of dimensionality. In the present paper, we used PCA as a preprocessing step to reduce the number of features.
Principles
PCA is an efficient tool to reduce the dimension of a data set consisting of a large number of interrelated variables, while retaining most of the variations. It is achieved by transforming the data set to a new set of ordered variables according to their variances or importance. This technique has three effects: it orthogonalizes the components of the input vectors so that they are not correlated with each other, it orders the resulting orthogonal components so that those with the largest variation come first, and it eliminates those components contributing the least to the variation in the data set [23] . It should be noted that the input vectors should be normalized to have zero mean and unity variance before performing PCA.
Given n observations {x 1 , x 2 , . . . , x n }, conventional PCA operates on zero-centered data obtained by diagonalizing the covariance matrix Cov:
In other words, PCA gives an eigen-decomposition of the covariance matrix:
Methods
Suppose the number of observations is n, the number of variables is p, and therefore, the size of input matrix X is n × p. There are three main methods to perform the PCA:
1) Singular value decomposition (SVD), which is the canonical method for PCA [24] .
2) Eigenvalue decomposition (EIG) of the covariance matrix [25] . The EIG algorithm is faster than SVD when the number of observations exceeds the number of variables, but it is less accurate because the condition number of the covariance is the square of the condition number of X. 3) Alternating least squares (ALS) algorithm. It finds the best rank-k approximation by factoring input matrix into an n × k left factor matrix L, and a p × k right factor matrix R, where k is the number of principal components. The factorization uses an iterative method starting with random initial values. ALS is designed to better handle missing values. It can work well for data sets with a small percentage of missing data at random [26] .
Illustration of OASIS Data
The GM images of each individual are of dimension 176 × 208 × 176. We resampled the image to low-resolution of 22 × 26 × 22. The undersampling [12, 27] is a conventional method. The low-resolution image was reformed to a row vector of 1 × 12584. The row vectors of 178 subjects were arranged into an 'input data matrix' with dimension 178 × 12584. Then, the input data matrix was decomposed into the principal component 'score matrix' and the 'coefficients matrix'. Here, the rows and columns of 'score matrix' correspond to subjects and components, respectively. Each row of the 'coefficient matrix' contains the coefficients for one principal component, and they are in the order of descending component variance.
The additional data of each subject contains 8 features (gender, age, education, SES, MMSE, eTIV, ASF, and nWBV). As a preprocessing, we used ALS algorithm for the feature reduction since there are missing values in the additional data. Figure 2 shows the PCA Model for OASIS Data.
METHODOLOGY OF KSVM-DT
The Support Vector Machine Decision Tree (SVM-DT) takes advantage of both the efficient computation of the tree architecture and the high classification accuracy of SVMs [28] . A multi-class problem can be divided into a series of two-class problem, which can be solved by SVMs, therefore SVMs can be used as nodes in SVM-DT to solve multi-class problem.
Skewness Tree
Two typical architectures of decision tree are skewness tree and normal tree [29] . Figure 3 In this study, we choose the skewness tree as the skewness tree is superior to other structures [28, 30] .
Kernel SVM
Traditional linear SVMs cannot separate intricately distributed practical data. In order to generalize it to nonlinear hyperplane, the kernel trick is applied to SVMs [31] . The kernel SVMs (kSVM) allows us to fit the maximum-margin hyperplane in a transformed feature space. The transformation may be nonlinear and the transformed space is a higher dimensional space. Though the classifier is a hyperplane (a) (b) Figure 3 . Illustrations of SVM-DT: (a) skewness tree and (b) normal tree of a four-class problem. Table 4 . Four common kernels.
in the higher-dimensional feature space, it may be nonlinear in the original input space. Four common kernels [32] are listed in Table 4 . For each kernel, there should be at least one adjusting parameter so as to make the kernel flexible and tailor itself to practical data. In this paper, we choose the Gaussian kernel due to its excellent performance [33] .
PSO
Error penalty C is an important parameter in SVM [34] . If it is too large, we would have a high penalty for non-separable points, have to store too many support vectors, and may overfit. If it is too small, we may encounter underfitting. Traditional method uses trial-and-error to determine the optimal values of error penalty C and kernel parameter σ of kSVMs. It will cause heavy computation burden, and cannot guarantee to find the optimal or even near-optimal solutions. S. W. Fei, et al. [35] and C. L. Zhao, et al. [36] independently proposed to use PSO to optimize the parameters. The PSO is a populated global optimization method, derived from the research of the movement of bird flocking or fish schooling. It is easy and fast to implement. Besides, we introduced the cross validation to construct the fitness function used for PSO. PSO performs searching via a swarm of particles which updates from iteration to iteration. To seek for the optimal solution, each particle moves in the direction of its previously best position (pbest) and the best global position in the swarm (gbest).
where i denotes the particle index, P denotes the total number of particles, k denotes the iteration index, and t denotes the current iteration number, and p denotes the position. The velocity and position of particles can be updated by the following equations.
where v denotes the velocity. The inertia weight w is used to balance the global exploration and local exploitation. The r 1 and r 2 are uniformly distributed random variables within range [0, 1]. The c 1 and c 2 are positive constant parameters called "acceleration coefficients". It should be noted that only parameters C and kernel parameter σ are determined by PSO. The weights ω and biases b are still obtained by canonical quadratic programming (QP) method.
K-Fold Cross Validation
If the training set is used as validation set, then we will get an optimistically biased assessment. This estimate is called the in-sample estimate. Cross validation is a model validation technique for assessing how accurately the classifier will perform when generalizing to an independent set in practice, when an explicit validation set is not available [33] . The cross-validation estimate is called out-of-sample estimate.
We choose 5-fold cross-validation considering the best compromise between computational cost and reliable estimates. The dataset is randomly divided into 5 mutually exclusively subsets of approximately equal size, in which 4 subsets are used as training set S T and the last subset is used as validation set S V . The abovementioned procedure repeated 5 times, so each subset is used once for validation.
Suppose i ∈ [1, 2, 3, 4, 5] denotes the run index of cross validation process. The whole dataset S is divided into five folds [S 1 , S 2 , S 3 , S 4 , S 5 ]. At ith run, the ith fold Si is set as the validation set V (i), and the rest folds are set as the training set T (i). Figure 4 shows how PSO trains the kSVM-DT based on cross validation data. The weights/biases of kSVM are set as the variables, and the median square error (MSE) of the samples are set as the fitness function of PSO. min Here ω and b are weights/biases of kSVM, respectively. K and P denote the known class and predicted class of kth subject, respectively. PSO runs iteratively till the MSE of the training set is minimal. Afterwards, the validation set is submitted to the trained classifier so as to obtain the confusion matrix
Recall that the known class K k is obtained directly from V (i), and the predicted class P k is obtained from the output of the classifier that is trained on the training set T (i). Since V (i) and T (i) are independent at each run, the confusion matrix CM (i) of ith run reflects the out-of-sample error. In total, the CM (i) of five runs are summed up to obtain the final confusion matrix. Considering
Therefore, the final confusion matrix checks all samples once and only once.
The total classification accuracy CA is obtained by
The Whole Process
The flowchart of our AD classification system is depicted in Figure 5 . The detailed pseudocodes are listed as follows:
Step 1 Import. a. Import the OASIS dataset. b. Divide it into three types: MRI data, additional data, and target data. 
EXPERIMENTS AND DISCUSSIONS
The programs were in-house developed using Matlab 2013a, and run on IBM desktop with 3 GHz Intel i3 processor and 2 GB RAM.
PCA Results
The PCA results on MRI data and additional data are shown in Figure 6 . The x-axis denotes the number of principal components, and the y-axis denotes the percentage of the total variance explained by each principal component. Figure 6(a) shows the result of MRI data. The 20 principal components accumulate to 14.1004% of the total variances. As we had resampled the original three dimensional (3D) image of 176 × 208 × 176 to low-resolution of 22 × 26 × 22, which eliminates the spatial dependence of 3D MRI data, the features after PCA are nearly independent to each other and the variance explained by Figure 6 . PCA of (a) MRI data and (b) additional data.
PCs are relatively low. Figure 6 (b) shows the result of additional data, of which 2 principal components accumulate to 99.9453% of the total variances.
Cross Validation
We use the stratified cross validation method to divide the whole dataset into 5 folds. The detailed settings of five folds are shown in Table 5 . Table 5 . Setting of five folds.
Fold NC MCI AD Total  1  19  12  4  35  2  19  12  5  36  3  20  11  5  36  4  20  11  5  36  5  19  11  5  35  Total 97  57  24  178 For ith run, we set ith fold as test set and other four folds as the training set. The confusion matrix of each run is shown in Table 6 . The ith row and jth column in the confusion matrix denotes the count of observations known in group i but predicted to group j. The three classes in order are NC, MCI, and AD. The results of each run by SVM-DT and kSVM-DT are shown in Table 6 . The total out-of-sample confusion matrix is obtained through summing the five run's results as shown in the last column of Table 6 . We can see that for the proposed kSVM-DT method, 83 NC are classified correctly, but 12 NC are misclassified as MCI, and 2 NC are misclassified as AD. 44 MCI are classified correctly, but 11 MCI are misclassified as NC, and 2 MCI are misclassified as AD. 16 AD are classified correctly, but 2 AD are misclassified as NC, and 6 AD are misclassified as MCI. The overall classification accuracy of kSVM-DT is 80%
Contraversely, for the SVM-DT method, 77 NC are classified correctly, but 15 NC are misclassified as MCI, and 5 NC are misclassified as AD. 42 MCI are classified correctly, but 12 MCI are misclassified as NC, and 3 MCI are misclassified as AD. 12 AD are classified correctly, but 5 AD are misclassified as NC, and 7 AD are misclassified as MCI. The overall classification accuracy of SVM-DT is 74%.
The comparison results between SVM-DT and kSVM-DT are shown in Table 7 . Here we can see the results of kSVM-DT are higher than those of SVM-DT in general. Using our proposed kSVM-DT method, the overall accuracy is 80%. For NC vs MCI, the sensitivity, specificity, and accuracy are 87%, 80%, and 85%, respectively. For NC vs AD, the sensitivity, specificity, and accuracy are 98%, 89%, and 96%. For MCI vs AD, the sensitivity, specificity, and accuracy are 96%, 73%, and 88%. Table 8 .
The classification accuracy varied with the change of parameters (C 1 , σ 1 , C 2 , σ 2 ), so it was of importance to determine the optimal parameter values before training kSVM-DT. Data in Table 8 indicates that PSO is superior to random selection method.
Computation Time
We ran our program 10 times, and the averaged computation time of every stage is listed in Table 9 . The preprocessing cost the most time as 45 minutes, since the total dataset is 48 GB. Afterwards, the PCA on MRI data and additional data cost 1.084 s and 0.008 s, respectively. Finally, the train and classification of kSVM-DT expends 2.356 s and 0.022 s, respectively. In practice, we always construct the classifier in advance, and instruct the examiners the skills of using the classifier. Therefore, it costs about 0.022 s to get the computer-aided diagnosis for each new patient. 
CONCLUSIONS
In this paper, we proposed a hybrid classification system for distinguishing NC, MCI, and AD based on structural MRI images. We used MRI data, demographics, clinical examination, and derived anatomic volume as the training data. The CDR was used as the target data. We used PCA to reduce the dimensionality of the feature vectors of the MRI data and the resultant principal components retained important information. The kSVM-DT method gathered the principal components from MRI data and additional data, and the final classification accuracy is 80%. Considering that the problem is three-class classification, the result is relatively outstanding. Our method can be used as an auxiliary tool for diagnosis.
The first limitation of our method is that the classifier establishes machine-oriented rules not human-oriented rules. Technicians cannot understand what the weights/biases of the kSVM-DT mean. Therefore, it gives us a research direction to build human-oriented model. Another limitation arises as how to increase the classification accuracy. Current studies indicate AD is associated with metabolites in the gray matter; however, what we use in this research is structural MRI, which may not cover the sufficient information containing the cause of AD. Adding other imaging techniques, such as magnetic resonance spectroscopy imaging (MRSI) measuring the metabolites in the brain, may increase the classification accuracy of the classifier.
The contributions of the paper are: 1) combining MRI data with additional data to improve classification accuracy; 2) using ALS PCA algorithm to process missing data; 3) the use of the kSVM-DT method; 4) determining the optimal parameter C and σ by PSO; 5) using cross validation to obtain the out-of-sample error estimate. The future tentative work will focus on the following aspects: 1) to extract more efficient features; 2) try other classifiers such as artificial neural network, Bayesian classifier, and hidden Markov models; 3) to include the phase image of structural MRI data; 4) to add the MRSI data.
