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Transparency and openness are vital for strengthening the scientific process. However, there is no clear agreement in the scientific community about the elements necessary to qualify scientific research as a transparent and open process. Historically, the description of study methods and results within individual academic publications has been treated as sufficient for establishing transparency; that is, based solely on the written description of study procedures and analytic techniques, a third party can be *assumed* to have all the information needed to reproduce the results of an individual study if the data were available. The core philosophy of *reproducible* research is slightly different and challenges this assumption. Rather than relying on the written report, reproducible research culture demands access to data and analytic code used to produce study results. In this scenario, anyone should be able to exactly reproduce the tables, figures, and evidence presented in a given article. The push for reproducible research and current publication practices do not conflict in their goal of disseminating high‐quality research, but differ in the means of obtaining it.

An idea related to reproducible research, and one that is considerably more complex, is *replication*, or the process by which others might attempt to use entirely different data to corroborate, or refute, the findings of prior published research. Replication is related to reproducibility in the sense that independent investigators attempt to see whether reported findings are consistent. We treat replication as a self‐correcting step in science: if prior study findings are expected to be replicable and cannot be replicated by independent parties, then at that point we might call into question those findings. While self‐correction is natural in science, it is not the norm,[1](#jah34340-bib-0001){ref-type="ref"} and reports have suggested that the extent to which study findings cannot be replicated is alarming, leading to the so‐called replication crisis.[2](#jah34340-bib-0002){ref-type="ref"} Many related reasons have been put forward to explain the replication crisis, including misaligned incentives in academia, the file drawer effect,[3](#jah34340-bib-0003){ref-type="ref"} p‐hacking,[4](#jah34340-bib-0004){ref-type="ref"} overreliance on null hypothesis significance testing,[5](#jah34340-bib-0005){ref-type="ref"} and even outright falsification of data. Some have suggested that our existing assumptions about what qualifies as transparent and open in science may be insufficient and that addressing this can safeguard against further replication crises.

In this commentary, we discuss the importance of transparency and openness, focusing on the 2 major elements necessary for reproducibility: the data and analytic code used to produce the results in a published research report. We highlight how greater openness can support more reliable findings (in the long run) by allowing checks for robustness of study findings. Next, we discuss the Transparency and Openness Promotion (TOP) guidelines. The *Journal of the American Heart Association* (*JAHA*), like many, signed on to the TOP guidelines, which were designed to encourage the sharing of research resources, an essential element for reproducibility in science. Finally, we highlight resources that are available to make data and analytic code sharing accessible to all researchers, addressing privacy concerns as well. By supporting reproducible research via transparency and openness, we can accelerate the identification and translation of scientific evidence to population and clinical interventions.

Assessing Reliability Through Resource Sharing {#jah34340-sec-0002}
==============================================

Reliability of study findings is often assumed by consumers and producers of academic research; that is, there is a perception that if a study has surmounted the hurdles of peer review, its findings must be of a sound scientific foundation. A number of large‐scale replication efforts have challenged the assumption of reliability of peer‐reviewed study findings. A project by the Open Science Collaboration attempted to replicate the findings of 100 studies from 3 of the top journals in psychology by reproducing the findings of the original studies.[6](#jah34340-bib-0006){ref-type="ref"} The authors found that, on average, effect estimates were halved in magnitude, and only 47% of results with *P*\<0.05 were repeated compared with original reported results.[7](#jah34340-bib-0007){ref-type="ref"} Similarly, weaker than reported effect sizes were found in a large‐scale replication project in economics.[8](#jah34340-bib-0008){ref-type="ref"} The challenge of replicating results is further supported by an evaluation of published reanalyses of randomized clinical trials data[9](#jah34340-bib-0009){ref-type="ref"}; here, the authors noted that 35% of reanalyses led to different interpretations of study findings compared with those of the original publications. An ongoing replication project of cancer biology research has shown mixed results, with only 5 of 14 important results being replicated, to date.[10](#jah34340-bib-0010){ref-type="ref"} No such effort has been conducted specifically for cardiovascular research, but the message is clear: deeper scrutiny of study findings often leads to changes in the original study\'s conclusions.

There are many arguments put forward for why study results are difficult to replicate. When authors use *P*\<0.05 as a criterion for reporting findings, 1 obvious argument is that authors might analyze data with the goal of meeting an arbitrary statistical cut point rather than conducting the most rigorous analysis (sometimes called p‐hacking).[11](#jah34340-bib-0011){ref-type="ref"} This can lead to decisions about statistical tools used and coding of variables that may not be appropriate. Related is the file drawer effect (ie, publication bias),[3](#jah34340-bib-0003){ref-type="ref"} where analyses that do not meet an arbitrary statistical cut point are deemed unworthy of publication (or even submission),[12](#jah34340-bib-0012){ref-type="ref"} regardless of study quality. In the worst case, researchers simply falsify data to support their hypotheses; well‐known examples from cardiovascular research include the body of work by Dr John Darsee,[13](#jah34340-bib-0013){ref-type="ref"} and the laboratory of Dr Piero Anversa that falsified data to suggest that heart muscle could be repaired with stem cells.[14](#jah34340-bib-0014){ref-type="ref"} We argue that greater transparency and openness, discussed below, are necessary to address replication problems; because when study resources, namely, data and statistical code, are made available, author decisions can be more easily scrutinized and subjected to alternative assumptions and sensitivity analyses to assess robustness of findings. In the case of fraud, resource sharing provides an opportunity to scrutinize data to potentially identify improprieties though it provides no guarantee that false data will be identified.

The TOP Guidelines {#jah34340-sec-0003}
==================

In 2015, the TOP guidelines were established by the Center for Open Science as a means to promote and support more rigorous and defensible science by ensuring reproducibility of scientific findings and, hopefully, replication in subsequent studies.[6](#jah34340-bib-0006){ref-type="ref"} Indeed, the National Science Foundation has described reproducibility as "... a minimum necessary condition for a finding to be believable and informative."[15](#jah34340-bib-0015){ref-type="ref"} Put another way, study findings should be *reliable*. The failure of large‐scale efforts to replicate study findings in different data across disciplines suggests this condition is not being met. Given its importance for informing future replication work, steps to enhance reproducibility seem necessary.

The TOP guidelines outline 3 levels of increasing stringency regarding sharing of research materials from study authors. *JAHA* is 1 of over 5000 signatories to the TOP guidelines, and has selected, as most journals have, the level 1 standard. This standard encourages, but does not require, the sharing of study materials by study authors with the greater scientific community. Rather, it requires that authors state the extent to which they are willing or able to share study resources for the purposes of reproducibility. Examples of language reflective of this abound in recent issues of *JAHA* and are presented below. Level 2 requires that authors deposit data and analytic code to a trusted repository and state explicitly whether resources will be provided elsewhere, and why. Level 3, the most stringent, requires that data and analytic code be posted to a trusted repository and that reported analyses be independently reproduced before publication.

Levels 2 and 3 guarantee that data and analytic code are available, and ensure that research results can be, or were, independently verified (ie, reproduced); they also allow others to check the impact of changes to model selection or variable coding decisions of the published work (ie, if study results are sensitive to alternative assumptions). But what of the level 1 guidelines? While they provide a structure to encourage the sharing of data and analytic code and require authors to address the issue of transparency, they provide no guarantee that study resources are available or easily accessible. To illustrate, we present a brief summary of data sharing statements by authors in the *JAHA*. We reviewed the text from Epidemiology articles published in the *Original Research* section of the journal from the beginning of 2019 through the end of April 2019.

Of 39 articles reviewed, the majority (n=30, 77%) expressed willingness to share study data upon request or noted that data are publicly available. However, only 5 of these explicitly stated that analytic code or methods were available for purposes of reproducibility, upon request. The remainder either made no statement about the availability of analytic code or methods (n=20), stated that materials could be requested but did not indicate whether all requests would be honored (n=2), or stated that the analytic methods were available within the article (n=3); of this latter group, we note that the authors likely intended this to indicate that the Methods section as described constitutes the analytic methods rather than the analytic code used to create the study results. Finally, 9 of the 39 articles (23%) explicitly stated that study resources would not be made available for purposes of reproducing study results. In many cases, investigators articulated concerns of study participant privacy when stating that data must be requested for purposes of reproducibility. In the case of publicly available data, statements were fairly obvious: that any investigator could access the data via its original source.

While most investigators stated a willingness to provide study data, only a single study expressed a willingness to share analytic code. Many authors stated that all the necessary information to reproduce study results, given the study data, were available within the article via the Methods section, which speaks to the prevailing norms we discussed above. However, the availability of analytic code is as important for reproducibility as the data used. This is because of the inherent limitations of published methods descriptions.

First, Methods sections are rarely an exhaustive description of the many steps that lead from raw data to analytic data sets. Raw data are only the starting point, and nearly always go through cleaning and processing steps that lead to the analytic data set used for a publication. In some situations, multiple raw data sources are combined to come up with a final analytic data set. This is especially notable for large‐scale studies that utilize complex designs such as the National Health and Nutrition Examination Survey. This study spans many years and includes many measures of individual health including dietary recall, physical activity measures, and biomarkers. Linking across data sets with unique identifiers often requires as many or more steps as taken for a study\'s statistical analysis.

Second, the steps that take an investigator from analytic data set to study results are often not described in sufficient detail. Even after cleaning the data, analysts go through many steps including selection of variables and their structures and decisions about which model results to report. Not reporting this information makes it nearly impossible to easily reproduce study results, making the availability of analytic code necessary for transparency.

The most obvious ways to support transparency with study resources are (1) to make analytic data available, when it is reasonable to do so, with documentation of steps linking to it from raw data and (2) to provide software code that documents the steps that link analytic data to final study results, also documenting the steps taken in selecting and structuring variables. The clear benefits of this practice have been documented by others and focus on assessing the robustness of reported study results to alterations of the analysis. This serves to address potentially unfounded criticisms of a study and to identify problems with the reported results.

Many authors choose not to provide data because of privacy concerns. These concerns can relate to both institutional or investigator investment in the work, such as patents on products of research, or study participant privacy. Regarding the former, there is not much known about if and how resource sharing could be problematic; we recommend that investigators discuss concerns with their office of general counsel. In the case of study participant privacy, a helpful tutorial is available.[16](#jah34340-bib-0016){ref-type="ref"} Briefly, there are likely few cases where institutional review board approvals could not be amended to reasonably allow for data sharing. Even in these cases, new procedures for creating synthetic data based on actual study data and statistical analyses show promise as a means of allowing for reproduction of study results without risking study participant anonymity.[17](#jah34340-bib-0017){ref-type="ref"}

Resources to Support Transparency and Openness {#jah34340-sec-0004}
==============================================

Many efforts are under way to support and strengthen sharing study resources. There are repositories for both analytic code and data, and steps to ensure security of data that are made available for the purposes of reproducibility. We highlight 3 well‐known examples, though there are many others: Dataverse, GitHub and the Open Science Framework. We note that all of these resources are ultimately under the control of the investigator, as opposed to a journal or institution, responsible for sharing data and analytic code.

Dataverse (<https://github.com/>) is an open source web application and repository for researchers to deposit their data and analytic code to provide easy access to interested parties. Researchers are guaranteed control of their data so that access is only provided to those with appropriate permissions. Equally, authors can specify allowable uses of the data, so others cannot simply download and publish findings as they see fit. To support researchers in their effort, acknowledgment via data citations are provided. The software is downloadable and data are kept at repositories at Harvard and, for some, at their research institute. Journals are also able to establish and maintain a Dataverse for interested authors.

GitHub (<https://github.com/>) is a resource targeted more towards software development. Many users of popular statistical software packages, such as R statistical software, utilize this site to provide source code for programs they are developing or wish to provide to the research community. It also serves as a repository for analytic code relevant for individual publications.[18](#jah34340-bib-0018){ref-type="ref"}

Open Science Framework (OSF, <https://osf.io/>), developed and maintained by the Center for Open Science, is an open source platform for documenting and preserving all aspects of the research lifecycle. It supports collaborative projects, research logs and wikis, preregistration of study hypotheses, archiving of data and code, as well as providing a platform for preprints of research reports. To enable sharing and promote citation, each project, component, and file is given a unique, persistent uniform resource locator (URL). The platform also allows many third‐party add‐ons for connecting across a variety of platforms (eg, both Dropbox and GitHub can be linked to OSF). OSF is committed to open science, but also allows parts or even entire projects to be kept private.

Although all of these platforms are generally straightforward to use, for researchers not accustomed to making their materials available to others, it may seem daunting and burdensome. However, a number of introductory guides exist for how to incorporate open science practices into a lab or research group,[19](#jah34340-bib-0019){ref-type="ref"}, [20](#jah34340-bib-0020){ref-type="ref"}, [21](#jah34340-bib-0021){ref-type="ref"}, [22](#jah34340-bib-0022){ref-type="ref"} as well as "success" stories of researchers who feel their work has benefited from greater transparency.[23](#jah34340-bib-0023){ref-type="ref"}

An important complement to these resources is support for resource sharing from both journals and research institutions. Many journals already provide a platform for making analytic code available via electronic supplements; a reasonable next step would be to provide authors with cloud space for making data available, when possible. It would be reasonable for journals to unite with resource‐sharing groups to provide an integrated sharing platform for users. By formally offering resources to authors and researchers, journals can more easily support sharing practices that the TOP guidelines were designed to encourage.

Research institutions (university or otherwise) should integrate support for resource sharing. We previously noted that the incentive structure at many institutes is not supportive of resource sharing; indeed, it has no bearing on promotion and tenure at most academic institutes, and may be implicitly discouraged because of emphases on innovation and novelty. Recently, a meeting of stakeholders organized by the Meta‐Research Innovation Center at Stanford led to promotion of 6 principles for evaluating scientists: 2 of these principles focus explicitly on openness and transparency practices, noting their connection to the TOP guidelines.[24](#jah34340-bib-0024){ref-type="ref"}

Summary {#jah34340-sec-0005}
=======

Transparency and openness are a vital part of science; the minimum necessary components for achieving this are access to data and analytic code to allow others to assess the reliability of study findings via reproduction. There are resources available to support authors in this task that ensure protection of the data and to support acknowledgment of engagement with open science. Journals and research institutes can and should do more to align incentive structures with resource sharing to improve science.

We have noted the importance of reproducibility to aid in avoiding future replication challenges. Others have noted the efficiency of taking advantage of resources for data and analytic code sharing. Specifically, providing data and analytic code to reproduce results at the time of publication ensures that investigators do not have to repeat steps they have already completed leading up to a publication; this includes preparing data for sharing with interested parties. This additionally opens up the potential for the peer‐review process to vet analytic code in addition to the manuscript.[25](#jah34340-bib-0025){ref-type="ref"} Data preparation is costly in terms of time and money, so providing the data and analytic code at a stage when they are already prepared can help avoid unnecessary use of resources.[26](#jah34340-bib-0026){ref-type="ref"}

Resource sharing is a complement to other means of improving biomedical science, the most notable of which is preregistration of clinical trials. Indeed, a study of trials funded by the National Heart Lung and Blood Institute showed that the number of reported null findings increased after introduction of preregistration via clinicaltrials.org, which directly addresses the file drawer and p‐hacking problems in publication.[27](#jah34340-bib-0027){ref-type="ref"} A recent comment suggested that preregistration and eventual sharing of resources (including study data) were vital components of clinical trials to improve transparency and public trust.[28](#jah34340-bib-0028){ref-type="ref"}

In closing, we believe that adopting a culture of transparency and openness will help advance science and, by reducing the number of nonreplicable findings, accelerate the identification of knowledge to inform clinical and population‐level interventions to improve health.
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