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VERSIONS OF THE CENTRAL SETS THEOREM WITH HIGHER DEGREE TERMS
DAVID FERNA´NDEZ-BRETO´N
Abstract. We explain how Furstenberg’s Central Sets Theorem can be seen as a Ramsey-theoretic result
that provides us, given a specific colouring of N, with a specific sequence of polynomials of degree one satis-
fying certain strong monochromaticity condition. Then we proceed to generalize this to obtain sequences of
polynomials of higher degrees. Our proofs utilize the tools from Algebra in the Cˇech–Stone compactification.
1. Introduction
Throughout the years, the Ramsey theory of abelian groups has been steadily developing, and a multitude
of progressively more and more complex results have been obtained by multiple authors. We will mention a
few of these results in the context of the additive semigroup of natural numbers N, while urging the reader
to keep in mind that all of these results still hold when we replace N with the abelian group Z, and in fact
with any arbitrary infinite abelian group. Possibly the oldest result in this respect is Schur’s theorem [12],
which establishes that whenever we colour the elements of N with finitely many colours (that is, whenever
we partition the set N into finitely many cells), it is always possible to find two distinct elements x, y such
that the set {x, y, x + y} is monochromatic (that is, all of the elements of this set have the same colour,
i.e. the set {x, y, x + y} is completely contained within one single cell of the given partition). A similar
result, although in a slightly different direction, is van der Waerden’s theorem [14] that given any finite
number k, and given any colouring of N with finitely many colours, it is always possible to find an arithmetic
progression of length k which is monochromatic –that is, we can find two numbers x, y such that the set
{x, x+ y, x+ 2y, . . . , x+ (k − 1)y} is monochromatic–.
An extremely important result among these lines is a strengthening of Schur’s result known as Hindman’s
theorem [8]. This theorem establishes that, whenever we colour N with finitely many colours, it is possible
to find an infinite sequence of distinct elements ~x = 〈xn
∣∣n < ω〉 such that the set
FS(~x) =
{∑
i∈F
xi
∣∣∣∣F ∈ [ω]<ω \ {∅}
}
of finite sums of elements of the sequence ~x is monochromatic.
The original Central Sets Theorem is due to Furstenberg [7, Proposition 8.21]. For a proof utilizing the
tools from algebra in the Cˇech–Stone compactification, see [10, Theorem 14.8.4]. Avoiding the need for
defining what a central set is, we state Furstenberg’s result below.
Theorem 1.1 (Central Sets Theorem, Furstenberg 1981). Suppose that N is coloured with two colours.
Suppose also that we are given l < ω many infinite sequences of elements of N, ~yk = 〈ykn
∣∣k < ω〉 (k < l).
Then there exists a sequence 〈xn
∣∣n < ω〉 of elements of N, as well as a block sequence 〈Fn∣∣n < ω〉 of finite
sets (here “block sequence” means that (∀n < ω)(max(Fn) < min(Fn+1))), such that, for one of the cells
of the partition, A (that is, for some fixed colour and letting A be the set of elements with that colour), for
every nonempty finite subset F ⊆ ω and for every k < l it is the case that
∑
n∈F
(
xn +
∑
i∈Fn
yki
)
∈ A.
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In other words, if we define ~zk = 〈zkn
∣∣n < ω〉 by zkn = xn +∑i∈Fn ykn for each n < ω and k < l, then the set⋃
k<l
FS( ~zk)
is monochromatic.
Multiple generalizations of this theorem have been stated and proved, for many groups and semigroups
other than N; both in the direction of handling more sequences ~yk at the same time in an arbitrary abelian
group [6], as well as in the direction of proving analogs of this theorem for non-commutative semigroups [11].
In this paper, we pursue a generalization in a different direction. We start by observing that, if we are
given a fixed sequence ~y = 〈yn
∣∣n < ω〉 of elements of an abelian group G, a fixed element x, and a finite
set F ⊆ ω, then we can think of the element x +
∑
n∈F yn as the evaluation f(~y) of the sequence ~y in the
linear polynomial on the countably many variables X1, . . . , Xn, . . . given by f = x+
∑
n∈F Xn. Hence we can
interpret the pair of sequences 〈xn
∣∣n < ω〉, 〈Fn∣∣n < ω〉 given by Theorem 1.1 as a single sequence 〈fn∣∣n < ω〉
of linear polynomials, where fn(Xm
∣∣n < ω) = xn+∑m∈Fn Xm, and each of the terms that we labeled zkn are
just given by the evaluations fn(~y
k) of the sequences ~yk into the polynomials fn. We introduce the following
two definitions in order to completely characterize Theorem 1.1 in terms of linear polynomials. In order to
have greater generality, we will start working with semirings rather than restrict ourselves to N. A semiring
structure is precisely what we need in order to be able to properly define higher powers of elements, so that
it makes sense to talk about (not necessarily linear) polynomials.
Definition 1.2. Let S be a commutative semiring with identity, and consider the ring S[Xn
∣∣n < ω] of
polynomials with coefficients in S in the countably many variables X1, . . . , Xn, . . ..
(1) A polynomial f ∈ S[Xn
∣∣n < ω] will be called strongly monic if all of its non-constant coefficients
equal either 0 or 1.
(2) A sequence of polynomials 〈fn
∣∣n < ω〉 will be said to be ordered if, letting in be the highest index
of a variable that occurs in a non-constant monomial that has a non-zero coefficient in fn, then
(∀n < ω)(in < in+1).
Equipped with the above definitions, we can rephrase Theorem 1.1 as follows:
Theorem 1.3. Let S be an infinite commutative semiring with identity, and suppose that S is coloured with
two colours. Suppose further that we are given l < ω many infinite sequences ~yk = 〈ykn
∣∣k < ω〉 of elements of
S (k < l). Then there is an ordered sequence of strongly monic linear polynomials 〈fn
∣∣n < ω〉 in S[Xn∣∣n < ω]
such that the set ⋃
k<l
FS
(
〈fn(~y
k)
∣∣n < ω〉)
is monochromatic.
This makes it natural to wonder about the possibility of dropping the linearity of the polynomials in
Theorem 1.3. It turns out that we can do this while retaining a fair amount of control over the degrees of
the required polynomials, as shown in the following result, which we prove in Section 3.
Theorem 1.4. Let S be a commutative semiring with identity that has been coloured with two colours.
Suppose that we are given l < ω many infinite sequences ~yk = 〈ykn
∣∣k < ω〉 of elements of S (k < l), as
well as a sequence of positive integers 〈dn
∣∣n < ω〉. Then there exists an ordered sequence of strongly monic
polynomials 〈fn
∣∣n < ω〉, with (∀n < ω)(deg(fn) = dn), such that the set⋃
k<l
FS
(
〈fn(~y
k)
∣∣n < ω〉)
is monochromatic.
Clearly, letting the sequence 〈dn
∣∣n < ω〉 be constantly 1 in Theorem 1.4 gives us back Theorem 1.3. Now,
if we are willing to drop the strongly monic property of our polynomials, we can obtain a much higher control
over which monomials we want exactly to occur on our polynomials. Here, by a monomial we just mean
an expression of the form Xk1i1 · · ·X
km
im
, where the ki are positive integers (that is, for the purposes of this
paper we don’t consider 1 to be a monomial, since it will be more convenient to only consider non-constant
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monomials). We let M denote the set of all (non-constant) monomials, and given a polynomial f , we define
supp(f) to be the (finite) set of those elements of M on which f has a non-zero coefficient. On the other
hand, in order to be able to work with non-monic polynomials, we found ourselves in need of adding an extra
assumption about our semirings. The following result is proved in Section 4.
Theorem 1.5. Let S be a commutative semiring with identity of characteristic 0, and assume that S has been
coloured with finitely many colours. Suppose that we are given l < ω many infinite sequences ~yk = 〈ykn
∣∣k < ω〉
of elements of S (k < l); as well as a sequence of collections of monomials 〈Mn ⊆ M
∣∣n < ω〉. Then there
exists a sequence of polynomials 〈fn
∣∣n < ω〉 in S[Xn∣∣n < ω], satisfying (∀n < ω)(supp(fn) ⊆ Mn), such
that the set ⋃
k<l
FS
(
〈fn(~y
k)
∣∣n < ω〉)
is monochromatic. Furthermore, for each n for whichMn is finite, we can actually guarantee that supp(fn) =
Mn.
Although there are multiple algebraic Ramsey-theoretic results, extending some of the theorems mentioned
above, that carry the label “polynomial” (see [1, 2, 4] for a sample), in general these results fix a polynomial
(or some generalization of polynomial expressions), or a family of polynomials, along with the colouring,
before asserting the existence of some other structure which is monochromatic. To the best of our knowledge,
there are no results where higher degree polynomials that depend on the colouring generate themselves the
monochromatic structure, the way they do in our Theorems 1.4 and 1.5.
The organization of this paper is as follows. In Section 2, we provide the reader with a summary of the
main tools from algebra in the Cˇech–Stone compactification that we will need for our proofs. In Section
3 we provide the proof of Theorem 1.4, and in Section 4 we provide the proof of Theorem 1.5. Finally, in
Section 5 we review some notions from [5] regarding Ramsey group actions, extend the definitions to partial
semigroups, and explain how the results from Sections 3 and 4 imply that the natural actions of certain
partial subsemigroups of polynomials of a given degree constitute Ramsey semigroup actions.
2. The machinery
We provide a quick overview of the Cˇech–Stone compactification. Recall that if X is a set (or equivalently,
a discrete topological space), then an ultrafilter on X is a family u ⊆ P(X) satisfying
• (∀A,B ⊆ X)(A ∩B ∈ u ⇐⇒ (A ∈ u ∧B ∈ u)), and
• (∀A ⊆ X)(A ∈ u ⇐⇒ X \A /∈ u).
These two properties imply also that (∀A,B ⊆ X)(A ∪B ∈ u ⇐⇒ (A ∈ u ∨B ∈ u)). The family βX of all
ultrafilters on X can be topologized by declaring, for each A ⊆ X , the set
A = {u ∈ βX
∣∣A ∈ u}
to be a basic open set. With this topology (known as the Stone topology), the space βX is compact Hausdorff,
known as the Cˇech–Stone compactification of X , and it contains a dense copy of X via the embedding
x 7−→ {A ⊆ X
∣∣x ∈ A} that maps each point in X to its corresponding principal ultrafilter. Once we
identify X with its copy within βX , we can see that A is a clopen set which really is the closure of A ⊆ X
within βX . The Cˇech–Stone remainder ofX is the closed (and hence compact) subsetX∗ = βX\X of βX .
Given two sets X,Y , every function f : X −→ Y lifts to a (unique) continuous extension (still denoted by f ,
and known as the Cˇech–Stone extension of f) f : βX −→ βY , which is given by f(u) = {A ⊆ Y
∣∣f−1[A] ∈ u}
(the ultrafilter f(u) is sometimes known as the Rudin–Keisler image of the ultrafilter u).
Now, in order to be able to carry out the proofs of the main results of this paper, we will need to recall
some partial semigroup theory as it was first introduced in [3, Section 2, pp. 5–9] (for the relevant facts about
right-topological semigroups see also [10, Section 2.2, pp. 40–45], and for a particularly lucid exposition of
both together see [13, Sections 2.1 and 2.2, pp. 27–32]). Recall that a partial semigroup is a nonempty
set S together with a function ∗ such that dom(∗) ⊆ S×S and ran(∗) ⊆ S (given x, y ∈ S, if (x, y) ∈ dom(∗)
then we say that “x∗ y is defined”, and otherwise we say that “x∗ y is undefined”), satisfying the associative
law (∀x, y, z ∈ S)(x ∗ (y ∗ z) = (x ∗ y) ∗ z) (in the sense that if either side of this equation is defined, so is
the other, and both values are equal). Such a semigroup is called (left) adequate, or directed if for every
choice of finitely many elements x1, . . . , xn ∈ S, there exists a y ∈ S \ {x1, . . . , xn} such that for every i ≤ n
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the element xi ∗ y is defined. If a partial semigroup S is adequate, then the following set of ultrafilters forms
a nonempty closed subset of the Cˇech–Stone compactification βS of S:
γS = {u ∈ S∗
∣∣(∀x ∈ S)({y ∈ S∣∣x ∗ y is defined} ∈ u)}.
Moreover, we can define a (total) semigroup operation on γS by means of the formula
u ∗ v = {A ⊆ S
∣∣{x ∈ S∣∣{y ∈ S∣∣x ∗ y is defined and x ∗ y ∈ A} ∈ v} ∈ u},
and this operation turns γS (when equipped with the subspace topology inherited from βS) into a compact
right-topological semigroup, which means that for each fixed u ∈ γS, the left translation mapping v 7−→ v∗u
is a continuous function from γS to γS (although right translations v 7−→ u ∗ v need not be continuous,
and of course the semigroup operation need not be jointly continuous). When we have two adequate partial
semigroups S, T and a partial semigroup homomorphism f : S −→ T (that is, a function such that whenever
x ∗ y is defined, so is f(x) ∗ f(y) and f(x ∗ y) = f(x) ∗ f(y)), then the Cˇech–Stone extension f : γS −→ γT
will be a (total) semigroup homomorphism.
This means that we can apply all the machinery of compact right-topological semigroups (included, but
not limited to, the application of Ellis’s Lemma) to γS. Thus, every closed subsemigroup of γS will have
some idempotent elements, that is, elements u such that u = u ∗ u. Note that, if we have an idempotent
element u ∈ γS, and some subset A ∈ u, from the definition of ultrafilter addition we obtain that
A⋆ = {x ∈ A
∣∣{y ∈ A∣∣x ∗ y is defined and x ∗ y ∈ A} ∈ u} ∈ u.
The set {y ∈ A
∣∣x ∗ y is defined and x ∗ y ∈ A} is sometimes denoted x−1 ∗A for brevity, so that A⋆ = {x ∈
A
∣∣x−1 ∗ A ∈ u} is an element of u whenever A ∈ u = u + u. Less crucially for our purposes, but equally
interestingly, we have the fact that (A⋆)⋆ = A⋆.
Moreover, we can define a partial order relation among all idempotent elements of γS by stipulating that
u ≤ v if and only if u + v = v + u = u. With this partial order, it turns out that minimal idempotents
(that is, those idempotent elements of γS that happen to be minimal under this partial order relation) are
precisely those idempotents that belong to some minimal closed left-ideal (in particular, they exist), and any
closed two-sided ideal will contain all minimal idempotents. Furthermore, whenever we have an arbitrary
idempotent element u ∈ γS and an arbitrary closed two-sided ideal J ⊆ γS, it is always possible to find a
minimal idempotent v such that v ∈ J and v ≤ u. This last statement will be of central importance in the
proofs of the results of this paper. In order to use it, we should point out that if I ⊆ S is a two-sided ideal of
the adequate partial semigroup S (meaning that whenever x ∈ S, y ∈ I, and x ∗ y is defined, we must have
x ∗ y ∈ I; and if y ∗ x is defined then y ∗ x ∈ I), then the set I ∩ γS = {u ∈ γS
∣∣I ∈ u} will be a two-sided
ideal of γS.
Definition 2.1. If S is a partial semigroup, a subset A ⊆ S will be called a central set if there exists a
minimal idempotent u ∈ γS such that A ∈ u.
In particular, every finite colouring of a partial semigroup S will yield that one of the colours contains
a central set. There are other ways of characterizing central sets, and in any case central sets have a rich
combinatorial structure. The Ramsey-theoretic results mentioned in the introduction can be phrased in terms
of central sets, since every central set contains the structures whose existence is asserted in the statements
of those theorems; in fact, the proofs of those theorems always start by picking the colour which contains a
central set and building the structure within that colour. We now have under our belt the language needed
to carry out our proofs, which we proceed to do in the following two sections.
3. Central Sets Theorem with strongly monic polynomials
Start with an infinite commutative semiring with identity S, and consider its semiring of polynomials
(in countably many variables) S[Xn
∣∣n < ω]. Let SMP denote the collection of strongly monic polynomials
in S[Xn
∣∣n < ω], including the constant polynomials. We can consider SMP to be a partial semigroup in a
natural way, by taking the usual sum of polynomials restricted to SMP, but stating that such a sum f + g is
only defined whenever supp(f)∩supp(g) = ∅ (which ensures that f +g is still a strongly monic polynomial).
Now, for each infinite sequence 〈xn
∣∣n < ω〉 of elements of S, it makes sense to talk about the evaluation
morphism eval~x : SMP −→ S given by eval~x(f) = f(~x), for all f ∈ SMP. This is a partial semigroup
homomorphism that fixes S.
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For each n < ω, we let SMPn = {f ∈ SMP
∣∣deg(f) = n}, and we let SMP≤n = ⋃i≤n SMPi. Notice that
S = SMP0 ⊆ SMP≤n, and that SMPn is an ideal of SMP≤n which is disjoint from S. In what follows, when we
say that A ⊆ S is a central set, we will mean that A is a central set with respect to the additive commutative
semigroup (S,+). Likewise, all of our references to addition of ultrafilters over S will be with respect to the
addition operation of the semiring S. Since for every finite colouring of S there must be a central set which
is monochromatic, the following result will immediately imply Theorem 1.4.
Theorem 3.1. Let S be a commutative semiring with identity, and let A ⊆ S be a central set. Suppose
that we are given l < ω many infinite sequences ~yk = 〈ykn
∣∣k < ω〉 ∈ ωS, for k < l; as well as a sequence
of positive integers 〈dn
∣∣n < ω〉. Then there exists a sequence of strongly monic polynomials 〈fn∣∣n < ω〉,
satisfying (∀n < ω)(deg(fn) = dn), such that⋃
k<l
FS
(
〈fn(~y
k)
∣∣n < ω〉) ⊆ A.
Proof. Consider the partial semigroup SMP, and let u ∈ S∗ = γS be a minimal idempotent with A ∈ u
(which exists since A is central in S). Now, for each n < ω, consider u as an ultrafilter over SMP≤dn : then
u need no longer be minimal in this larger semigroup, but we can pick an idempotent vn ≤ u which is
minimal with respect to γSMP≤dn . Since vn belongs to every two-sided ideal, in particular vn ∈ SMPdn , so
SMPdn ∈ vn (in particular, this implies that vn /∈ S and therefore u 6= vn).
Now for each of the ~yk, recall that the evaluation mapping eval~yk : SMP≤dn −→ S is a partial semigroup
homomorphism fixing S. Consequently, its Cˇech–Stone extension eval~yk : γSMP≤dn −→ γS = S
∗ will be
a semigroup homomorphism fixing S∗. Hence we have that S∗ ∋ eval~yk(vn) ≤ eval~yk(u) = u; so since u is
a minimal idempotent in S∗ it follows that eval~yk(vn) = u for each k. We will now recursively choose our
fn ∈ SMPdn , as well as an auxiliary decreasing sequence A = A0 ⊇ A1 ⊇ · · · ⊇ An ⊇ · · · , n < ω of elements
of u, satisfying the following inductive hypothesis for each n < ω:
• For every nonempty F ⊆ n and for every k < l,
(1)
∑
i∈F fi(~y
k) ∈ A; and
(2) for every y ∈ An,
∑
i∈F fi(~y
k) + y ∈ A.
Suppose that we already know the sequence 〈fi
∣∣i < n〉, as well as An, satisfying the inductive hypothesis.
Since A⋆n ∈ u (by virtue of u being idempotent) and eval~yk(vn) = u for each k < l, we can consider the set
Bn =
(⋂
k<l
eval−1
~yk
[A⋆n]
)
∩ SMPdn ∈ vn,
in particular this set is nonempty and so we can choose a polynomial fn ∈ Bn. This choice of fn ensures
that f has degree dn, and furthermore for each k < l, the evaluation fn(~y
k) = eval~yk(fn) ∈ A
⋆
n, which means
that −fn(~y
k) +A ∈ u. Hence we can now define
An+1 = An ∩
(⋂
k<l
(
−fn(~y
k) +An
))
∈ u,
and we claim that this choice of fn and An+1 preserves the inductive hypothesis. To see this, let F ⊆ (n+1)
be nonempty, let k < l, and let us prove both requirements one by one:
(1) If F ⊆ n, then we are already done by assumption, so suppose instead that F = F ′ ∪ {n} for some
F ′ ⊆ F . Then we have that
∑
i∈F fi(~y
k
j ) =
∑
i∈F ′ fi(~y
k
j ) + fn(~y
k
j ), which must be an element of
A given requirement 2 of the induction hypothesis, along with the fact that fn(~y
k) = eval~yk(fn) ∈
A⋆n ⊆ An.
(2) Now let y ∈ An+1. Once again, if F ⊆ n then the second requirement of our induction hypothesis,
along with the fact that An+1 ⊆ An, imply that we are done. We must thus assume that F = F
′∪{n}
for some F ′ ⊆ n. Now since y ∈ An+1 ⊆ −fn(~y
k) + An, it follows that fn(~y
k) + y is defined,
and an element of An. Therefore (arguing as in point 1 above) we have that
∑
i∈F fi(~y
k
j ) + y =(∑
i∈F ′ fi(~y
k
j ) + fn(~y
k
j )
)
+y =
∑
i∈F ′ fi(~y
k
j )+
(
fn(~y
k
j ) + y
)
∈ A, by the second clause in our induction
hypothesis.
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Hence the induction can continue at each finite step and therefore in this way we pick 〈fn
∣∣n < ω〉. Given
any finite nonempty F ⊆ ω and any k < l, the first requirement from our induction hypothesis at step
max(F ) + 1 guarantees that ∑
n∈F
fn(~y
k) ∈ A,
and we are done. 
As was mentioned in the introduction, an application of Theorem 3.1 when the sequence of degrees is
given by dn = 1 for all n yields Theorem 1.1 above. Also notice that the sequence 〈fn
∣∣n < ω〉 obtained in
theorem 3.1 above will satisfy that the sets supp(fn) are pairwise disjoint (necessarily, so that their sum is
defined in the partial semigroup SMP). If we had defined the partial semigroup operation for SMP differently,
in such a way that f + g is only defined when if < ig (where, given a polynomial h, we let ih be the largest
index of an unknown that occurs in a monomial of supp(h)), then the same proof would have given us an
ordered sequence of strongly monic polynomials, which is the way we had phrased this result in Theorem 1.4.
4. Central Sets Theorem without strongly monic polynomials
Again we fix a commutative semiring S with identity, and we consider the semiring P = S[Xn
∣∣n < ω] of
polynomials with coefficients in S and countably many variables. We further assume that S has characteristic
zero, so that its additive group contains an isomorphic copy of ω and consequently also a copy of N, both
considered additively. Once again we consider the evaluation mappings eval~x : P −→ S given by eval~x(f) =
f(Xn
∣∣n < ω), for each infinite sequence ~x = 〈xn∣∣n < ω〉 of elements of S. In the following theorem, notice
that we have complete control over the monomials that we want to occur in our homogeneous set, at the cost
of not being able to ensure anymore that our polynomials will be strongly monic. Once again, we say that
A ⊆ S is central if it is central with respect to the additive semigroup (S,+); just like in last section, the
fact that for every finite colouring of S there will be a monochromatic central set implies that Theorem 1.5
follows directly from the theorem below.
Theorem 4.1. Let S be a commutative semiring with identity of characteristic 0, and let A ⊆ S be a central
set. Suppose that we are given l < ω many infinite sequences ~yk = 〈ykn
∣∣k < ω〉 ∈ ωS, for k < l; as well
as collections of monomials Mn ⊆ M, for n < ω. Then there exists a sequence of polynomials 〈fn
∣∣n < ω〉
satisfying (∀n < ω)(supp(fn) ⊆Mn) such that⋃
k<l
FS
(
〈fn(~y
k)
∣∣n < ω〉) ⊆ A.
Furthermore, whenever Mn is finite, we can actually ensure that supp(fn) =Mn.
Proof. Denote by ωS the copy of ω that lives within S, and analogously for NS . We will work in various
subsemigroups Pn and ideals P
+
n of S[Xn
∣∣n < ω] (considered as its additive semigroup only) that we now
proceed to define, for each n < ω. We start by letting
Pn = {f ∈ S[Xn
∣∣n < ω]∣∣(supp(f) ⊆Mn) ∧ (each non-constant coefficient of f belongs to ωS)}.
Now, if Mn is infinite, we define
P
+
n = {f ∈ Pn
∣∣ supp(f) 6= ∅},
the set of non-constant polynomials from Pn (that is, those polynomials whose support is included in Mn
with at least one of the coefficients fromMn belonging to NS). On the other hand, ifMn is finite, we define
P
+
n = {f ∈ Pn
∣∣ supp(f) =Mn},
the set of all polynomials from Pn whose coefficients for each monomial from Mn belong to NS . It is clear
that, regardless of whether Mn is finite or infinite, we have that S is a subsemigroup of Pn, which in turn is
a subsemigroup of S[Xn
∣∣n < ω], and P+n is an ideal of Pn. Moreover, P+n is disjoint from S (and when Mn
is infinite, then Pn is actually the disjoint union of S and P
+
n ; this is clearly not the case if Mn is finite). In
our construction, we will need to make sure that each fn ∈ P
+
n .
We now develop a proof extremely similar to that of Theorem 3.1. Start by picking a minimal idempotent
u ∈ S∗ = γS with A ∈ u. Now, for each n < ω, consider u as an ultrafilter over Pn; u need no longer be
minimal in γPn, but we can pick an idempotent vn ≤ u which is minimal with respect to γPn. Since vn
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belongs to every two-sided ideal, in particular it must belong to P+n ∩ γPn, so P
+
n ∈ vn (in particular, vn /∈ S
and therefore u 6= vn).
Now for each k < l, the Cˇech–Stone extension of the corresponding evaluation morphism, eval~yk : γPn −→
S∗ must be a semigroup homomorphism fixing S∗, hence we have that S∗ ∋ eval~yk(vn) ≤ eval~yk(u) = u.
Since u is a minimal idempotent in S∗ it follows that eval~yk(vn) = u for each k. We will now recursively
choose our fn ∈ F
+
n , as well as an auxiliary decreasing sequence A = A0 ⊇ A1 ⊇ · · · ⊇ An ⊇ · · · , n < ω of
elements of u, satisfying the following inductive hypothesis for each n < ω:
• For every nonempty F ⊆ n and for every k < l,
(1)
∑
i∈F fi(~y
k) ∈ A; and
(2) for every y ∈ An,
∑
i∈F fi(~y
k) + y ∈ A.
So suppose that we already know the sequence 〈fi
∣∣i < n〉, as well as An, satisfying the inductive hypothesis.
Since A⋆n ∈ u (by virtue of u being idempotent) and eval~yk(vn) = u for each k < l, we can consider the set
Bn =
(⋂
k<l
eval−1
~yk
[A⋆n]
)
∩ P+n ∈ vn,
in particular this set is nonempty and so we can choose a polynomial fn ∈ Bn. This choice of fn guarantees
that for each k < l, −fn(~y
k) +An ∈ u, so that we are able to define
An+1 = An ∩
(⋂
k<l
(
−fn(~y
k) +An
))
∈ u,
and we claim that this choice of fn and An+1 preserves the inductive hypothesis. To see this, let F ⊆ (n+1)
be nonempty, let k < l, and let us prove both requirements one by one:
(1) If F ⊆ n, then we are already done by assumption, so suppose instead that F = F ′ ∪ {n} for some
F ′ ⊆ F . Then we have that
∑
i∈F fi(~y
k
j ) =
∑
i∈F ′ fi(~y
k
j ) + fn(~y
k
j ), which must be an element of
A given requirement 2 of the induction hypothesis, along with the fact that fn(~y
k) = eval~yk(fn) ∈
A⋆n ⊆ An.
(2) Now let y ∈ An+1. Once again, if F ⊆ n then the second requirement of our induction hypothesis,
along with the fact that An+1 ⊆ An, imply that we are done. We must thus assume that F = F
′∪{n}
for some F ′ ⊆ n. Now since y ∈ An+1 ⊆ −fn(~y
k) + An, it follows that fn(~y
k) + y ∈ An. Therefore
(arguing as in point 1 above) we have that
∑
i∈F fi(~y
k
j ) + y =
(∑
i∈F ′ fi(~y
k
j ) + fn(~y
k
j )
)
+ y =∑
i∈F ′ fi(~y
k
j ) +
(
fn(~y
k
j ) + y
)
∈ A, by the second clause in our induction hypothesis.
Hence the induction can continue at each finite step and therefore in this way we pick 〈fn
∣∣n < ω〉. Given
any finite nonempty F ⊆ ω and any k < l, the first requirement from our induction hypothesis at step
max(F ) + 1 guarantees that ∑
n∈F
fn(~y
k) ∈ A,
and we are done. 
5. On Ramsey semigroup actions
We would like to explain a nice little result that can be derived from the results from the previous sections.
This result was originally obtained before the others, and served as a motivator for the author. It relies on
the concept of a Ramsey action, which was originally defined by Blass [5] in the context of groups, but we
would like to apply it to semigroups that are not groups. Hence we develop the necessary definitions, in the
more general case, below.
Definition 5.1. Let S be a partial semigroup.
• A partial semigroup action of S on a set X is just a mapping · : S × X −→ X satisfying that
(∀s, t ∈ S)((s ∗ t is defined)⇒ (∀x ∈ X)((s ∗ t) · x = s · (t · x))).
• If S happens to have a distinguished identity element 1S , then a partial semigroup action · : S×X −→
X which additionally satisfies (∀x ∈ X)(1 · x = x) will be called a partial monoid action.
• If S is a total semigroup, then partial semigroup actions of S on X will be simply called semigroup
actions; analogously, partial monoid actions of total monoids will simply be calledmonoid actions.
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And now for the main definition that we will be using in this section.
Definition 5.2. A partial semigroup action of S on X will be called Ramsey, or we will be say that the
action has the Ramsey property (and X is a Ramsey S-set), if for every finite colouring c : X −→ k
and every finite F ⊆ X there exists some s ∈ S such that |c“{s · x
∣∣x ∈ F}| = 1 (the slang for this is “the set
s · F is monochromatic for c”).
Our main motivation is to look at how polynomials on a semiring S act on S via evaluation maps. It
turns out that this action is Ramsey in a very strong sense. To make this precise, we would like to look at
polynomials of a fixed degree, but unfortunately these do not form a partial semigroup. However, there are
sufficiently well-behaved subsemigroups of S[X ] that consist only of polynomials of a fixed degree. Below
we make all of this precise, stating a result that is an easy consequence of Theorem 4.1.
Theorem 5.3. Let S be a commutative semiring with identity of characteristic zero, and let NS be the
corresponding copy of N within S. Given an n ∈ N, let
Pn = {f ∈ S[X ]
∣∣deg(f) = n ∧ the main coefficient of f is an element of NS}.
Then Pn is a subsemigroup of S[X ] consisting only of polynomials of degree n, and the evaluation action of
Pn on S (which is just the restriction of the action (f, x) −→ f(x) of S[X ] on S) is a Ramsey action. In
particular, for every partition of S into finitely many cells and any finite subset F ⊆ A, there is a polynomial
f(X) ∈ R[X ] of degree exactly n such that the set
f(F ) = {f(x)
∣∣x ∈ F}
is contained within one single cell of the partition.
Proof. Given a finite partition of S, one of the cells, call it A, must be a central set. Now apply Theorem 4.1
to the sequences 〈yk, 0, 0, . . .〉, where F = {y0, . . . , yl−1}, and with M0 the set of monomials that have X
n
0
as a factor, and arbitrary Mj for j ∈ N. The result follows immediately. 
There is nothing special about polynomials here, other than the fact that they contain a copy of their
coefficient semiring, and evaluation mappings are morphisms. We close this paper with a precise way of
stating this below.
Theorem 5.4. Let S be an adequate partial semigroup, and let T ⊆ S be a partial subsemigroup that is also
adequate. Suppose that we have an action of S on T such that for each t ∈ T , the mapping s 7−→ s · t is a
partial semigroup homomorphism from S to T that (pointwise) fixes T . Then this action is Ramsey.
Proof. Let there be a partition of T into finitely many cells, and let F ⊆ T be finite. For each t ∈ F
let at : S −→ T be given by at(s) = s · t (so by assumption, at is a partial semigroup homomorphism
pointwise fixing T ). Pick a minimal idempotent u ∈ T ∩ γS, which need not be minimal when considered
within all of γS, but we can choose a v ≤ u which is minimal there. Then for each t ∈ F , our assumption
implies that the Cˇech–Stone extension at : γS −→ T is a semigroup homomorphism fixing T ∩ γS, hence
T ∩ γS ∋ at(v) ≤ at(u) = u, so by minimality of u within T we must have at(v) = u. This means that, if
we let A be the cell of the given partition of T that belongs to u, we will have that a−1t [A] ∈ v for all t ∈ F ,
from where we can conclude that
B =
⋂
t∈F
a−1t [A] ∈ v.
Thus in particular B 6= ∅, so we can choose some s ∈ B. We claim that s · F ⊆ A (consequently, s · F
is monochromatic): for if we take any arbitrary t ∈ F , from the fact that s ∈ a−1t [A] it follows that
s · t = at(s) ∈ A, and we are done. 
In the previous theorem, suppose that we are given some two-sided ideal I of S. Then we can ensure that
the s that “witnesses” the Ramsey property, for a given partition of T and finite F ⊆ T , belongs to I. This
is achieved by a trivial modification of the proof: just make sure, when choosing v, that it belongs to the
two-sided ideal I ∩ γS, and afterwards pick s ∈ B ∩ I.
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