The aim of the note is to discuss different definitions of solutions to the Cauchy problem for the Navier-Stokes equations with the initial data belonging to the Lebesgue space L 3 (R 3 )
Introduction
We consider the classical Cauchy problem for the Navier-Stokes system, describing the flow of a viscous incompressible fluid: where div v 0 = 0. There are essentially two methods for constructing the solutions: the perturbation theory and the energy method. In the first approach, we treat the non-linear term as a perturbation and try to find the best spaces in which such treatment is possible. The scaling symmetry of the equation v(x, t) q(x, t) → v λ (x, t) = λ v(λx, λ 2 t) q λ (x, t) = λ 2 q(λx, λ 2 t) (1. 4) plays an important rôle in the choice of the function spaces, with the scale-invariant spaces being at the borderline of various families of spaces for which the method works. The most general result in this direction is due to Koch and Tataru [13] . The choice of L 3 (R 3 ) in (1.3) represents a well-known simple example of such a border-line space. The perturbation method cannot work for L 3−δ (R 3 ) for any δ > 0. The perturbation approach goes back to the papers of Oseen and Leray [18, 17] , but in the context of the scale-invariant spaces it was pioneered by Kato [7] . The energy method is based on the natural a-priori energy estimate
|v 0 (x)| 2 dx , (1.5) and was pioneered by Leray in [17] . The natural condition on the initial data in the context of the energy method is v 0 ∈ L 2 (R 3 ). The energy method gives global weak solutions for any initial data in L 2 , but the regularity and, more importantly, uniqueness of the solutions is unknown, and possibly does not hold, see [8] .
In many cases it is desirable to have a good theory of the weak solution for initial data v 0 ∈ L 3 (R 3 ), but the original theory of the weak solutions, which needs v 0 ∈ L 2 (R 3 ), does not cover that case. Various approaches have been developed to adapt the theory of the weak solutions so that it would allow v 0 ∈ L 3 (R 3 ). For example, in the paper of Calderon [2] the author decomposes an L 3 initial data v 0 as v 0 = v by perturbation theory, and we can write down the equation for v 2 = v − v 1 and solve it via the energy method. A more general approach, to be discussed in some detail below, was developed by Lemarie-Rieusset, see [16] .
Here we consider another method for constructing global weak solutions for v 0 ∈ L 3 (R 3 ). The method is very simple and, moreover, is easily extendable to problems in unbounded domains with boundaries. The method of Calderon probably also allows such extensions quite easily, whereas the extension of the (more general) concepts from [16] does not appear to be straighforward.
The main idea is as follows. Let v 1 be the solution of the linear version of our problem (obtained from the original system simply by omitting the non-linear term). We now seek the solution v of the original non-linear problem as
It is easy to see that the "correction" v 2 should be in the energy class. The "first correction" v 21 is given by
(1.8)
We have
for every T > 0, which is enough to have v 21 in the energy class on every bounded time interval. From this it is heuristically clear that we should have v = v 1 + v 2 , where v 2 is in the energy class on every bounded time interval. The general idea that the correction v 2 might be easier to deal with than the full solution v is standard, and has been already suggested by considerations in Leray's classical paper [17] , and also been often used in the works on other PDEs. We now discuss more technical details. We start with the definition of the mild solutions solutions, which is usually considered in connection with the perturbation method for the problem (1.1) -(1.3).
for any compactly supported function w ∈ L 2 (R 3 );
for any compact K,
for a.a. t ∈]0, T [ and for all nonnegative smooth functions ϕ vanishing in a neighborhood of the parabolic boundary of the space-time cylinder 17) for (x, t) ∈ B(x 0 , 3/2)×]0, T [, where
Here, marginal Morrey spaces
: sup
Lemarie-Rieusset proved local in time existence of a local energy solution for v 0 ∈ L 2,unif . But, what seems to be more important, he showed that if v 0 ∈ E 2 , where E m is the completion of
, then the above solution exists globally, i.e., for any T > 0. The corresponding uniqueness theorem is also true saying that if one has two local energy solutions to (1.1)-(1.3) with the same initial data and one of them belongs to C([0, T ]; E 3 ), then they coincide on the interval ]0, T [. It should be noticed that the space L 3 (R 3 ) is continuously imbedded into E 3 and of course into E 2 . So, in this sense, local energy solutions can be regarded as a possible tool to study the case of initial data belonging to L 3 (R 3 ). That has been exploited in the paper [25] on the behaviour of L 3 -norm of a solution as time tends to a possible blow up. Moreover, as it has been shown there, the limit of a sequence of solutions with weakly converging L 3 -initial data is a local energy solution as well. By the way, the same has been proven for initial data from H 1 2 in papers, see [19] and [23] . However, the aforesaid scheme does not work in the case of unbounded domains say as a half space R 3 + . The reason is simple: it is unknown how to construct local energy solutions in unbounded domains that are different from R 3 .
The aim of the presented note is to give a definition of global weak solutions to the Cauchy problem for the Navier-Stokes system with L 3 -initial data that it is not based on the conception of local energy solutions. This approach seems to be interesting itself and certainly simplifies the above mentioned proofs in papers [23] and [25] . Moreover, it works well for other unbounded domains.
The new definition relies on two simple facts. Consider a Stokes problem:
for all (x, t) ∈ ∂Ω × [0, ∞[, and
Assume that Ω ⊂ R 3 is so good that v 1 obeys the following estimates:
for all t > 0. It is well known that (1.21) and (1.22) are satisfied if Ω = R 3 or if Ω = R 3 + (for other cases, see [6] ). In what follows, it is assumed that Ω = R 3 and thus we may let q 1 = 0. The general case will be discussed elsewhere. 
is continuos at any t ∈ [0, ∞[; The following important property of weak L 3 -solutions, in fact, can be regarded as another strong motivation for introducing them. To explain it, let us consider a sequence v 
Our final result is (see also [12] for a different set up): 
Our paper is rather expository and some statements in it have been already known. We prove them in order to demonstrate how our new conception of weak L 3 -solutions works and that it is in a good accordance with the previous definitions of solutions to the Cauchy problem (1.1)-(1.3). We recommend papers [3] , [5] , [6] , [7] and monographs [14] and [16] for more details and references.
The paper is organized as follows. In the second section, the exitence of weak L 3 -solutions is proven. Sequences of weak L 3 -solutions are studied in the third secion. The uniqueness of weak L 3 -solutions and related questions are discussed in fourth section. To make the paper more or less self-contained, we give a simple proof of the existense of mild solutions with the initial data from L 3 (R 3 ) in the Appendix.
Existence
In this section, we are going to prove Theorem 1.6.
The first step of our proof is to solve the problem in bounded domains Ω = B(R). We do this in a standard way by considering several simple linear problems and applying Leray-Schauder principle.
Assume that a ∈
where the space
There exists a unique solution u to the initial boundary value problem
in the following sense:
Here, we have used the notation
Proof. We are going to apply the Leray-Schauder principle. To this end, let
Given u ∈ X, define v = A(u) as a solution to the following problem:
Such a function v exists and is unique (for given u) since
So, the operator A is well defined. Let us check that it satisfies all the requirements of the Leray-Schauder principle.
and thus
The latter implies continuity.
Compactness: As in the previous case, we use the energy estimate
The second estimate comes from (2.7) and has the form
Combining the above bounds, we observe that sets, which are bounded in X, remain to be bounded in
, after integration by parts, we find that, for a.a. t ∈ [0, T ], the identity
ensures the following estimate:
Hence,
Now, all the statements of Proposition 2.1 follow from the LeraySchauder principle. Proposition 2.1 is proved.
Let ω ̺ be a standard mollifier and let
It is easy to check that div(u)
. Now, we wish to show that, given ̺ > 0, there exists at least one function u ̺ such that:
as t → +0. We notice that (2.9)-(2.11) can be regarded as a weak form of the following initial boundary value problem
Proof. Let us fix an arbitrary T > 0. To simplify our notation, let us drop upper index ̺ for a moment. The idea is the same as in Proposition 2.1: to use the Leray-Schauder principle. The space X is the same as in the proof of Proposition 2.1.
But the operator A will be defined in a different way: given u ∈ X, we are looking for w = A(u) so that
as t → +0. By Proposition 2.1, such a function exists and is unique. Continuity: Do the same as in Proposition 2.1:
The first integral in the right hand side of the above identity vanishes. Hence,
It follows from the Hölder inequality that
The latter gives us continuity.
Compactness: In our case, the usual energy estimate implies the following: 
Now, a rough estimate looks like:
So, we have
Hence, the required energy estimate takes the form
where a constant c is independent of ̺.
Remark 2.3. If a = 0, then we can see how constants depends on
Now, we need to evaluate the first derivative in time. Indeed,
,Ω
Making use of similar arguments as in the proof of Proposition 2.1, we conclude that for each fixed ̺ > 0 the operator A is compact. Now, for w = λA(w) with λ ∈ [0, 1], after integration by parts, we find that, for a.a.
(Ω). If we insert v(·) = w(·, t) into the latter relation, then the identity
and previous arguments ensure the estimate (2.17). Now, let us prove the uniqueness for for fixed ̺ and T . Coming back to the proof of continuity of the operator A, we find
From this, it follows that u 1 = u 2 on the interval ]0, T [. Selecting a a sequence of T k → ∞ we can construct a unique function u satisfying all statements of the proposition. Proposition 2.2 is proved. Now, we wish to extend statements of Proposition 2.2 to Ω = R 3 . From now on, let us assume that a = 0.
, and u satisfies the idenity
for any w ∈ C ∞ 0,0 (Q ∞ ) and the initial condition u(·, 0) = 0.
Proof. Let ̺ be fixed and u (k) is a sequence of solutions from Proposition 2.2 for Ω k = B(R k ) with R k → ∞. According to (2.18), the energy estimate
holds for any T > 0. Here, Q k T = Ω k ×]0, T [. Now, let us derive some additional estimates. First, we have
Moreover, it is easy to check
Then, we find
Integration in t gives
As usual, let us assume that functions u (k) are extended by zero to the whole space R 3 . Then, according to (2.21) and (2.22), one can select a subsequence (still denoted by u (k) ) such that
for any set of the form K×]0, T [, where K is a compact in R 3 . Moreover, the limit function u satisfies estimates It remains to prove the uniqueness. We have the same inequality as in the proof of the previous proposition
,R 3 , which implies the required property. Proposition 2.4 is proven. Now, we are going to prove the main theorem by passing to the limit as ̺ → 0. To this end, we shall split u into four parts in the following way:
so that, for i = 1, 2, 3, 4,
for x ∈ R 3 , where
We now can the introduce the pressure p = p ̺ so that
Let us start with evaluation of u 2,1 . Here, our main tool is the Solonnikov coercive estimates of the linear theory. One can use the standard consequences of the energy bound, the multiplicative inequalities, and Hölder inequality and find
For i = 2, we may apply the known estimate of the heat potential
We take s = 4 and try to estimate f 2 ,Q T . Indeed, we have
which implies
Next, let i = 3. Then, by (2.23),
and thus f Finally, for the last term, we have In what follows, we are going to use the following Poincare type inequalities:
(2.28)
(2.30) Now, let us see what happens if ̺ → 0. We can select a subsequence (still denoted as the whole sequence) with the following properties: for any T > 0,
,loc (R 3 )). Moreover, limit functions u and p satisfy the energy estimate
(2.31) and the Navier-Stokes equations in Q ∞ in the sense of distributions. From the estimates above, it follows that the function
Let us show that u and p satisfy the local energy inequality. Indeed, we have
as ̺ → 0. This, of course, implies
Next, first, we notice that
Now, let us consider the case
Here, of course, we have
The same arguments give
The last term can be treated in the same manner and thus the following estimate comes out:
In order to extend our local energy inequality to all function ϕ ∈ C ∞ 0 (R 4 ), we take a function χ(t) such that χ(t) = 1 if t > ε > 0 and χ(t) = 0 if t < ε/2 with 0 ≤ χ ′ (t) ≤ c/ε. Consider ψ = χϕ with ϕ ∈ C ∞ 0 (R 4 ) as a cut-off function in the local energy inequality and see what happens if ε → 0. The only term we should care of is the term containing the derivative in time:
Obviously,
To estimates the second term, we can use the energy estimate:
So, the local energy inequality is proven. From the last inequality, we can deduce that
for any ϕ ∈ C ∞ 0 (R 3 ). Now, we wish to get a global energy inequality. We can take a function ϕ satisfying 0 ≤ ϕ ≤ 1 such that ϕ(x) = 1 if |x| < R and ϕ(x) = 0 if |x| > 2R and |∇ϕ(x)| < c/R.
The only term to be treated carefully is
Indeed, we have
where
where A(R) := B(2R) \ B(R). Then, by (2.27), we have
As to the second term, we use (2.28) and show
From (2.29) it follows that
Finally, for the fourth term, we derive from (2.30)
The global energy inequality has been proven. That's all.
Weak Convergence of Initial Data
Here, we are going to prove Theorem 1.7. We know that v 2(m) satisfies the energy estimate
for any T > 0, where
Then, one may proceed as in the proof of Theorem 1.6, splitting v 2(m) and q 2(m) so that:
and
and, for i = 1, 2, 3, 4,
To evaluate u 2,1 , Solonnikov's coercive estimates and the energy bound are used. As a result, we find
If i = 2, one can exploit estimates (2.25) for v 1 with s = 4 and show
Hence, Finally, for the last term, we have
Now, let m → ∞. We can select a subsequence (still denoted as the whole sequence) such that, for any T > 0,
,loc (R 3 )). Moreover, limit functions v = v 1 + v 2 and q = q 2 satisfy the estimate
and the Navier-Stokes equations in Q ∞ in the sense of distributions.
It is easy to see that the function
Let us show that v 2 and q 2 satisfy the local energy inequality. Indeed, we have
for all ϕ ∈ C ∞ 0 (R 4 ). The first thing to notice is:
As in the previous section, let us consider two cases. In the first one, it is assumed that
Next, one can observe that
The same arguments imply
The last term is treated in the same manner. Hence,
In order to extend our local energy inequality to all function ϕ ∈ C ∞ 0 (R 4 ), we can exploit the same cut-off function χ(t) as in the proof of the existence theorem. Letting ψ = χϕ with ϕ ∈ C ∞ 0 (R 4 ), we observe that the only term that should be treated carefully is the term containing the derivative in time. Indeed, for example, consider the term
We need to show that
Indeed,
2,R 3 ∇v Now, let us make the evaluation of the most important term
To estimates the second term, the energy estimate is used and, therefore,
So, the local energy inequality has been proven and takes the form:
for any ϕ ∈ C ∞ 0 (R 3 ). From the latter relation we can deduce the global energy inequality, using the same arguments as in the proof of the existence theorem.
Hence, the limit function v = v 1 + v 2 is a weak L 3 -solution starting with initial data v 0 .
Uniqueness
Let us start with a proof of Proposition 1.8.
Proof. Our first remark is that, given ε > 0 and R > 0, there exists a number R * (T, R, ε) > 0 such that if B(x 0 , R) ⊂ R 3 \ B(R * ) and
For v and q 1 = 0, it is certainly true. For q 2 , we can use arguments similar to those used in the previous section. Indeed, if q 2 = p 2,1 + p 2,2 + p 2,3 + p 2,4 , then, for example, we have
, it is not so difficult to show that the pair v and q 2 satisfies the local energy inequality (in fact, the local energy identity) and thus, by ε-regularity theory developed in [1] , we can claim that
as long as z 0 and R satisfy the conditions above. According to [4] , v is locally bounded as it belongs to L 3,∞ (Q T ). Therefore, we can ensure that v ∈ L ∞ (Q δ,T ) for any δ > 0. Here, Q δ,T = R 3 ×]δ, T [. Then, we can easily show that, for any δ > 0, v 2 ∈ W 2,1 2 (Q δ,T ), ∇v 2 ∈ L 2,∞ (Q δ,T ), and ∇q 2 ∈ L 2 (Q δ,T ). The latter allows us to state that the energy identity 1 2
holds for any t > 0 and, moreover,
for any w ∈ C ∞ 0,0 (R 3 ) and for a.a. t ∈]0, t[. As v 2 , we have
Subtracting the previous identity from the last inequality, we show 1 2
and then, passing to the limit as δ → 0, we find 1 2
So, finally,
Estimate for I 1 has been already derived:
To estimate the second term, we are going to exploit condition (1.29) that implies the existence of δ ∈]0, T 1 ] with the following property: v 2 3,∞,Q δ ≤ 2µ. Then for t 0 ≤ δ, we have
Letting 8µ 2 c = 1, we find
|w(x, t)| 2 dxdt for 0 < t 0 ≤ δ. Hence, w = 0 on the interval ]0, δ[. On the other hand, we know that v ∈ L 5 (Q δ,T ) and thus v 2 ∈ L 5 (Q δ,T ) and the same arguments as above give w = 0 on the whole interval ]0, T [. Now, we wish to prove Theorem 1.11.
Proof. It is enough to show that there exists a weak L 3 -solution u that belongs to L 5 (Q T 0 ) for some T 0 > 0 with the same initial data. Indeed, by Theorem 1.10, v = u in Q T 0 . To this end, let us go back to our approximating solution v ̺ . For this smooth solution, we have the known estimate
with an absolute constant c. So, we have
If we assume that
then it is not difficult to show that
And the same bound is true for the limit function. So, v 2 5,Q T 0 < ∞. Condition (4.1) gives an estimate on T 0 .
The statement of Theorem 1.13 follows immediately from Proposition 1.8 and Corollary 5.1 reading that any weak L 3 -solutions is a mild solution on a short time interval.
Appendix
The aim of this section is to give an elementary proof of the existence of a mild solution to the Cauchy problem (1.1)-(1.3). To this end, let us consider first the following Stokes problem
where c > 0 is an absolute constant. Moreover, w can be expressed in the following way
So, we have the linear integral operator G :
We denote by the same symbol the extension of this operator to the whole space L 5 2 (Q T ). We wish to show that
is bounded. We know, see for example [10] , that
Then we have
.
By Hölder inequality, we find
The last factor can be evaluated as follows:
Next, our arguments are as follows. One can find a sequence K(x − y, t − τ )F (m) (y, τ )dydτ.
As we know, the following estimate is valid: Let us impose the additional assumption
Later on, we shall show that it is possible. Now, assume that the above condition holds. We have
and thus The right hand side of the latter inequality can be made small for a given ̺ at the expense of T . Now, I wish to show that the constructed above mild solution is in fact a weak L 3 -solution in Q T . To this end we need to show that w := v − v 1 ∈ L 2,∞ (Q T ) ∩ W 1,0 2 (Q T ) and satisfy the energy inequality. We start with local energy inequality for any ϕ ∈ C ∞ 0 (R 3 ). Here, the pressure r is defined by the equation From the latter bound, we can easily get all the statements. Indeed, we know that there exist a mild solution u in Q T for some T > 0 depending on v 0 . By the previous observation, it is a weak L 3 -solution in Q T . By the uniqueness theorem, v = u.
