This paper presents relative position control of spacecraft formation flying. A control law based on the Tschauner-Hempel (TH) equation is usually used to reconfigure a spacecraft formation. However, the solution of the TH equation is not valid when the formation size is large. This paper focuses on the effects of the relatively long distance between two spacecraft. By taking the differences in orbital elements between two spacecraft as state variables, a state equation is obtained with long-distance effects as perturbations. Then, the optimal control input is derived by the Hamiltonian perturbation theory, including the long-distance effects. Numerical simulations show the usefulness of the control input from the perspective of the accuracy of the relative position and velocity. The obtained control input is also compared with the optimal control input numerically obtained by nonlinear programming.
Introduction
Formation flying of multiple spacecraft has attracted much attention in recent years because it is capable of being used in complex space missions and also minimizes fuel consumption. In formation flying, the relative positions among multiple spacecraft are maintained within a certain degree of accuracy. In some cases, the relative distances become large in such as space-based geolocation where geographic location of an object is identified by multiple spacecraft, or a fractionated spacecraft in which multiple spacecraft perform distinct functions. In this study, the long-distance formation flying is focused.
In formation flying, a spacecraft that moves in a nominal orbit is called the chief, and a spacecraft that is close to the chief and controlled by thrust forces is called the deputy. In the analysis of the relative motion, the motion of the deputy is usually described in a rotating coordinate system whose origin is the chief's location. The simplest equation that describes the relative motion is the Hill-Clohessy-Wiltshire (HCW) equation, 1) where the chief moves in a circular orbit. The equation for the relative motion in an elliptic orbit was derived by Lawden, 2) and Tschauner and Hempel. 3) This equation of motion is widely used in various studies, and methods for obtaining the solution have been proposed. For example, Melton derived an approximate solution of the relative motion using a series expansion of the chief's eccentricity. 4) Iterative calculations are not needed in this solution, because the transition time is explicitly included. Solutions by a state transition matrix where the true anomaly is used as an independent variable were derived by Carter 5) and Yamanaka and Ankersen. 6) A state transition matrix, where time is used as an independent variable, was derived by Broucke.
7)
When the distance between two spacecraft is relatively small, the equation of motion becomes linear and the control of the relative motion is relatively easy. Inalhan derived the deputy's initial condition in the rotating coordinate system when the orbit period of the deputy is equal to that of the chief. 8) Because secular terms in the relative motion equation are eliminated by this condition, a relative orbit design in which the distance is maintained within a certain range becomes possible. Methods for impulse control and continuous control by using the state transition matrix that expresses the solution of the relative motion have also been proposed. 9) Methods for a solution of a nonlinear equation of motion where the distance between two spacecraft is relatively large have also been studied. Based on a state transition matrix for the differences in the orbital elements between two spacecraft, high-order solutions have been derived by expanding the transformation between the orbital element differences and the relative coordinates to the second order. 10, 11) However, these solutions are difficult to be applied to the calculation of control inputs, because the control inputs are implicitly included in the solutions. For the control inputs of nonlinear relative motion, Guibout and Scheeres derived an approximation for the optimal control inputs by the series expansion of canonical variables and by the transformation of a two-point boundary value problem into an initial value problem with a canonical transformation. 12) In the method of the series expansion of canonical variables, there are difficulties from the increase in the number of terms with the increase in the expansion order. In order to overcome such difficulties, the canonical perturbation theory can be applied where a Hamiltonian is used for the effective perturbative expansion.
The canonical perturbation is a classical method in celestial mechanics. Brouwer used the Delaunay variables as canonical variables and derived a transformation from a non-perturbative potential system to a perturbative one by using von Zeipel's method. 13) However, the von Zeipel's method is difficult to be used, because the transformed Hamiltonian has both canonical variables before and after the transformation. Hori and Depri have applied a perturbation method using the Lie transformation and obtained transformation methods including the transformed canonical variables only. 14, 15) S. Da Silva Fernandes applied Hori's method and derived the optimal control of a twobody problem where the control inputs are treated as a perturbative Hamiltonian.
16)
In this paper, the long-distance formation flying is studied by the canonical perturbation theory. The relative position and velocity between the chief and deputy are considered. By assuming low-thrust continuous controls, both the control inputs and the long-distance effects are included in a perturbative Hamiltonian, and the optimal control is derived using the canonical perturbation. As with the same as the method by S. Da Silva Fernandes, 16) this paper deals with the first-order solution of the formation flying, where both the control inputs and the longdistance effects are treated as the first-order perturbations.
Equation of Relative Motion

Relative state 2.1.1. Relative state in LVLH coordinates
A chief spacecraft is assumed to move in a Keplerian orbit without any perturbation force, and a deputy spacecraft is assumed to be controlled by continuous low thrust forces. The relative motion of the deputy with respect to the chief is the focus of this section. First, let us define the Local-Vertical Local-Horizontal (LVLH) coordinate system of either the chief or deputy spacecraft as follows: the x-axis is aligned in the radial direction from the center of the Earth to the spacecraft, the z-axis is aligned in the direction of the orbital angular momentum of the spacecraft, and the y-axis makes a right-hand coordinate system. The LVLH coordinate system is defined for the chief and deputy, and they are named as LVLH-c and LVLH-d, respectively.
Let us define the relative distance and velocity of the deputy with respect to the chief in the LVLH-c coordinate system at time t as r cd (t) and u cd (t), respectively. The control objective is to obtain the deputy control input u(t), when the relative distance and velocity change from r cd (t 0 ) and u cd (t 0 ) to r cd (t f ) and u cd (t f ), respectively, from time t 0 to t f . If the position and velocity of the chief in the inertial coordinate system are given at time t f , the LVLH-c coordinate system at time t f is defined. Then, the position and velocity of the deputy in the inertial coordinate system are obtained from r cd (t f ) and u cd (t f ), and the orbital elements of the deputy at time t f can also be calculated. Therefore, the differences in the orbital elements between the deputy and chief at time t f are determined. 
Relative state in orbital elements
As described above, the orbital elements of the deputy are calculated from the relative state in the LVLH-c coordinate system. By the use of orbital elements, the states of the chief and deputy are described as follows:
The subscript k = c and k = d represent the chief and deputy, respectively. When no control force is exerted on the deputy, the time differentiation of the orbital elements is given bẏ
The differences in the orbital elements between the chief and deputy are expressed as
All the components in x except for δM are constant. Therefore, the time differentiation of x becomeṡ
The time evolution of δM from t 0 to t is given as follows:
If the deputy is close to the chief, δM is approximated as (−3n c /(2a c ) · δa)(t − t 0 ). The state equation of x without any control force on the deputy is expressed aṡ
The matrix A is a 6 × 6 zero matrix except for the (6, 1)-component, which is given as follows:
Therefore, the state equation (6) becomes linear when the deputy is close to the chief, whereas it becomes nonlinear when the distance between the chief and deputy is large and δa/a c cannot be neglected.
Effects of control input
In this section, the control force of the deputy is considered. When the control input u is exerted on the deputy, u is expressed in the LVLH-d coordinate system as
Then, the orbital elements s d are governed by the Gauss planetary equation 17) as
The coefficients of the right-hand side of the above equations (8) - (13) with respect to u x , u y , and u z are expressed in a matrix form as
The state equation with the control input on the deputy becomeṡ
The matrix A is expanded as
where A 0 and ∆ A are (6 × 6) zero matrices except for the (6, 1) components. The (6, 1) component of A 0 and that of ∆A become −3n c /(2a c ) and 15n c δa/(8a 2 c ), respectively.
Optimal Control by Perturbed Hamiltonian
Perturbed Hamiltonian
Let us derive the optimal control input u by using the state equation (15) . The cost function J is defined by
The optimal control input u is obtained by using the Hamiltonian H given as follows:
where λ is the adjoint variables. By using the standard formulation of the optimization, the following equations are obtained:
By substituting Eq. (16) into the above equation and by regarding the terms u and ∆A as small quantities, H is expanded as
Optimal control input
The zeroth-order solutions of x and λ are obtained by using a state transition matrix (STM) as follows:
The matrix Ψ has the following relationship with the matrix Φ:
By substituting x = x 0 (t) and λ = λ 0 (t) into H 1 , H 1 is rewritten as follows:
In the Hamiltonian perturbation theory, the time differentiation of the generating function S 1 is obtained from the term H 1 − H * 1 where H * 1 is the secular term in H 1 . Then, the generating function S 1 obeys
In order to regard the function S 1 in Eq. (33) as a generating function of an infinitesimal canonical transformation, the secular term H * 1 should be removed from H 1 . However, the secular terms and the periodic ones in H 1 are difficult to be distinguished in this case. Moreover, when H * 1 is set at 0 and the long-distance terms are neglected in the following calculation, the exact optimal solution is obtained. Therefore, the following calculation is executed with H * 1 = 0. The generating function S 1 is obtained from the time integration of Eq. (33) as 
(τ).
The first-order solution of x(t), x 1 (t), is obtained by
wherex(t) and P are defined as follows:
Because Φ(t, τ) has a very simple form, the matrix P(t, t 0 ) is analytically obtained by using the deputy eccentric anomaly E d as an independent variable instead of τ.
In order to determine the initial values of the adjoint variables, λ(t 0 ), the final time t f is substituted into t in Eq. (35) as
The initial condition of λ 0 (t 0 ) is obtained from Eq. (38). Then, the zeroth-order solution of λ(t) is given by
The first-order solution of λ 1 (t) is obtained as follows:
Here,λ(t) is a vector defined bỹ 
Recalculation of control input
The control input u in Eq. (41) is determined in order to make the state x the target value x(t f ) at the final time t f . However, when t f − t 0 is large, the state x is not necessarily transferred to the target state x(t f ) at time t f with high accuracy because of sensing errors and/or modeling errors. The sensing errors designate the measurement errors of the relative position and velocity, whereas the modeling errors mean the errors caused by the differences of the equations of motion between the ideal ones and the ones with the actual perturbations such as the J 2 term of the distortion of the earth gravitational potential, the aerodynamic forces, and the solar radiation pressure. In order to deal with such errors, the initial time t 0 is reset at a certain time interval T c . Because P(t, t 0 ) in Eq. (37) is analytically obtained, the control input u is easily recalculated at time t = t 0 + T c from x(t) by setting time t as the new initial time t 0 . By repeating this initialization, the control accuracy can be improved, because the relative state x(t) is fed back to the control input u(t) at time t.
Numerical Simulation
Simulation conditions
Numerical simulations are conducted in order to verify the derived control input. The initial orbital elements of the chief are set as a c = 10032 [km], e c = 0.2, i c = 30
• Ω c = 30
• , ω c = 20
The initial conditions are set for the deputy as listed in Table 1 where x, y and z express the components of r cd (t 0 ) in the LVLHc coordinate system. The difference in the semi-major axis δa between the chief and deputy in the final condition becomes large (δa is about 139[km]). Table 1 . Initial and final conditions of the deputy in LVLH-c.
Initial Final
The final time t f is set at after one orbital period T 0 (T 0 = 10000 [s] in this case) after the initial time t 0 : t f − t 0 is initially set at T o . Figure 2 shows the simulation results in the case of T c = 1.0T 0 . In this case, the recalculation of the control input in sec- 
Simulation results
Simulation results without feedback control
Effects of long-distance terms
The control input u includes the long-distance terms (LDT), λ(t) andx(t), as shown in Eq. (41). When LDT are omitted, the control input u is equal to the optimal solution by the linearized equation of relative motion, the TH equation, where the relative distance is assumed to be small. The solutions with and without LDT are compared in order to verify their effects. Figure 3 shows the final position errors with the number of controls (T 0 /T c ) as abscissa, where the number of controls means the number of the recalculations of the control input in one orbital period. Final position errors decrease with the number of controls in both cases. The errors with LDT are much smaller than those without LDT in the case of large number of controls, which validates the effects of LDT. In this figure, the effects of LDT are observed when the number of controls is more than 10. This is because the recalculation interval is rather long in the case of the small number of controls and the errors that occur in the vicinity of the final time t f cannot be suppressed by the long recalculation interval.
Numerical optimal input
The optimal control input u can also be obtained by numerical calculation such as nonlinear programming. Here, the optimal control inputs obtained by Interior Point OPTimizer (IPOPT) 18) are shown in Fig The values of the cost function J in Eq. (17) in the simulations, both with and without LDT are compared with the ones from the numerical calculation in Fig. 5 . This figure also shows the velocity increment ∆V given by
The figure of the cost function J and that of the velocity increment ∆V are similar because J and ∆V have a close relation. The values of the cost function J in the simulations with LDT almost coincide with those of the numerical calculation, whereas those with LDT become large when the number of controls is increased. Especially, in the simulations without LDT, the values of J become large when the number of controls is over 50. If the control input u is recalculated when the simulation time becomes close to the final time t f , P −1 becomes large because t f − t 0 becomes small and P also becomes small. In these cases, the control input u sometimes becomes large from Eq. (41). These phenomena are observed in the cases without LDT when the number of controls is over 50.
The small differences between the cost functions with LDT and those of the numerical calculations are caused by the higher-order terms of the Hamiltonian H in Eq. (23) which are neglected in the derivation of LDT. 
Conclusion
Formation configuration in formation flying with multiple spacecraft by continuous, low-thrust forces is considered in this paper. In particular, the optimal control input is derived analytically by the Hamiltonian perturbation theory in the case of long-distance formation, and the numerical simulations verify its validity. Although the errors in the final state become large in the case where the time period between the initial and final states is long, the errors can be reduced when the control input is initialized with an appropriate time interval. The optimal control input is also calculated numerically by nonlinear programming. The analytically obtained control input is almost the same as that obtained by nonlinear programming, whereas the analytical control input is calculated in far less time than the control input by the nonlinear programming.
The method in this paper is based on the accurate measurement of the relative position and velocity, and the continuous control input by thrusters. They are the key technologies to realize the control method.
