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 Improving methodological 
robustness in cross-cultural 
organizational research 
 FONS J .  R.   VAN DE VIJVER and  RONALD  C.  FISCHER  
 CHAPTER 
18 
 Some of the largest and best known cross-cultural 
psychological projects come from the domain 
of organizational research; good examples are 
Hofstede’s ( 1980 ,  2001 ) study on attitudes of IBM 
employees and the GLOBE study which involved 
sixty-two countries (House  et al.  2003 ). However, 
these large projects are somewhat atypical in that 
most cross-cultural organizational studies involve 
two or three cultures. The current chapter provides 
an overview of basic issues in cross-cultural organi-
zational research. The combination of a large inter-
est in cross-cultural organizational research and 
the lack of a formal training of many researchers 
in cross-cultural methods create the need to refl ect 
on these basic issues. The central question is how 
we can improve the methodological robustness of 
our research which, as we expect, will contribute 
to the validity and replicability of the conclusions 
derived from our research. We do not discuss the 
theories that are used in this fi eld but focus on the 
methodological issues that are common to cross-
cultural research (a good overview of current theo-
ries can be found in Smith, Bond, and Kagitcibasi, 
 2006 ). 
 The chapter deals with two kinds of methodo-
logical issues. The fi rst involves the basic ques-
tion of the comparability of constructs and scores 
across cultures (Poortinga,  1989 ). Comparability 
of scores across individuals obtained in a mono-
cultural setting is typically taken for granted. We 
readily compare scores from participants in dif-
ferent organizations once we have established 
an adequate reliability and factorial composition 
of the instrument. Managers routinely use sur-
vey instruments and tests developed in different 
cultural contexts to make decisions about select-
ing or promoting employees, to judge morale and 
satisfaction of staff or to evaluate effectiveness of 
training programmes, interventions or organiza-
tional effectiveness. However, the implicit assump-
tion of comparability cannot be taken for granted in 
cross-cultural research. Comparability can be chal-
lenged in various ways. For example, cross-cultural 
differences in views on controversial topics such as 
abortion and soft-drug use may be infl uenced by 
differences in national laws, the societal climate of 
(in)tolerance surrounding these topics, and ensu-
ing differences in social desirability. Our chapter 
primarily focuses on these factors in the context of 
cross-cultural applications of standard instruments 
or tests. 
 The second issue discussed in this  chapter 
involves the multilevel design of cross-cultural 
organizational studies. Models have been 
developed in the last decades to account for 
the complex data structure of such studies 
which involve participants nested in organiza-
tions nested in cultures (Dansereau, Alutto and 
Yammarimo,  1984 ; Raudenbush and Bryk, 2001; 
Muthén,  1991 ,  1994 ). Cross-cultural psycholog-
ical studies often draw inferences on cultures on 
the basis of individual-level scores. Multilevel 
analyses therefore need to address the following 
questions:
 (a)  What is the most appropriate level of analysis 
(individual, group, organization, industry, 
national culture, etc.)? 
 (b)  Do concepts that exist at more than one level 
have the same meaning at all levels (isomorph-
ism across levels)? 
 (c)  What is the linkage of constructs across levels 
(e.g., infl uence of higher-level constructs on 
lower-level constructs)? 
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The fi rst question needs to be addressed  theoretically 
as well as methodologically. Researchers need to 
specify their appropriate level of theory and then 
measure the variables at this level. Much cross-
cultural research uses aggregated scores. Any 
 statistical test of differences in means, such as a 
 t test or analysis of variance, assumes that the 
meaning of scores does not change after aggre-
gation. We assume that the mean score is a good 
refl ection of the standing of the culture on the 
underlying construct. Techniques are available to 
address what level is empirically justifi ed. We also 
know that scored aggregation can lead to a change 
of meaning. Additional constructs can infl uence 
country-level differences. The statistical models 
that have been developed can address the question 
to what extent scores that are aggregated still have 
the same meaning after aggregation. For example, 
do scores on leadership preference still refl ect this 
construct after scores have been aggregated at coun-
try level or are country-level differences infl uenced 
by additional constructs such as social desirability? 
Finally, we can investigate the relationships across 
levels. The most common question that can be 
statistically addressed refers to the prediction of a 
psychological variable (e.g., leadership preferences) 
by means of individual-level variables (e.g., educa-
tion), organizational-level variables (e.g., size), 
and country-level variables (e.g., power distance 
and Gross National Product). 
 The fi rst section of the chapter deals with 
 scoring comparability; a taxonomy of bias and 
equivalence is presented that allows us to systemat-
ically describe levels of comparability. The second 
section deals with multilevel issues. Conclusions 
are drawn in the fi nal section. 
 Bias and equivalence 
 An important question to consider in the initial 
stages of a project involves the choice of instru-
ment. There are essentially three options: use an 
existing instrument; adapt an existing instrument; 
or develop a new instrument (Van de Vijver,  2003 ). 
Even in a project in which an existing (usually 
western) instrument has to be used, it is still impor-
tant to consider the appropriateness of the existing 
instrument in the target culture. Appropriateness 
depends on linguistic, cultural, and psychometric 
criteria. Linguistic criteria involve the denotative 
and connotative meaning of stimuli and their com-
prehensibility. Cultural criteria involve the compli-
ance with local norms and habits. Psychometric 
criteria involve characteristics involve the common 
criteria of validity and reliability. 
 The fi rst option, called adoption, amounts to a 
close translation of an instrument in a target lan-
guage. This option is the most frequently chosen 
in empirical research because it is simple to imple-
ment, cheap, has a high face validity, and retains 
the opportunity to compare scores obtained with 
the instrument across all translations. The aim of 
these translations often is the comparison of aver-
ages obtained in different cultures (does culture A 
score higher on construct X than does culture B?). 
Close translations have an important limitation: 
they can only be used when the items in the source 
and target language versions have an adequate cov-
erage of the construct measured and no items show 
bias. Standard statistical techniques for assessing 
equivalence (e.g., Van de Vijver and Leung,  1997 ) 
should be applied to assess the similarity of con-
structs measured by the various language versions. 
However, even when the structures are identi-
cal, there is no guarantee that the translations are 
all culturally viable and that a locally developed 
instrument would cover the same aspects. 
 The second (and increasingly popular) option is 
labeled adaptation. It usually amounts to the close 
translation of some stimuli that are assumed to be 
adequate in the target culture, and to a change of 
other stimuli when a close translation would lead 
to linguistically, culturally or psychometrically 
inappropriate measurement (e.g., a questionnaire 
has the item “invite your boss over for a birth-
day party at your house”) to express the idea of 
emotional closeness in organizations. However, 
the implicit assumption that birthday parties are a 
culturally important institution is not universally 
valid. A behavior could then be identifi ed that 
comes close to the original in terms of psychologi-
cal meaning (e.g., a meeting with a superior in an 
informal family setting). 
 The third option is called assembly. It involves 
the compilation of an entirely new instrument. It is 
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the preferable choice if a translation or adaptation 
process is unlikely to yield an instrument with 
satisfactory linguistic, cultural, and psychomet-
ric accuracy. An assembly will lead to an emic, 
 culture-specifi c instrument. An assembly maxi-
mizes the cultural suitability of an instrument, but 
it will preclude any numerical comparisons of 
scores across cultures. 
 There is no single best option. The choice for 
either option should be based on various factors. 
If the aim is to compare scores obtained with an 
instrument in different cultures, a close transla-
tion is the easiest procedure. However, the cultural 
adequacy of the instrument in the target culture has 
to be demonstrated. The “quick and dirty” practice 
of preparing a close translation, administering it in 
a target culture, and comparing the scores in a  t test 
without any concern for the cultural and psycho-
metric adequacy of the measure is hard to defend. 
If the aim is to maximize the ecological validity 
of the instrument (i.e., to measure the construct in 
a target culture as adequate way), an adaptation 
or assembly is preferable. Culture-specifi c items 
can increase the validity of research fi ndings in 
specifi c cultural contexts and give us a better con-
textual understanding of the psychological proc-
esses (Bhagat and McQuaid,  1982 ), but they also 
decrease the comparability of the fi ndings across 
cultural groups. Statistical tools, such as item 
response theory and structural equation modeling, 
can deal with an incomplete overlap in indicators 
across cultures (Van de Vijver and Leung,  1997 ). 
However, if the number of culture-specifi c items is 
large, the comparability of the construct or of the 
remaining items may be problematic. The maximi-
zation of cross-cultural comparability and of local 
validity may be incompatible in such cases. In the 
remainder of the chapter, we will deal with issues 
which are especially important for adopted and 
adapted instruments. 
 Bias 
 Bias refers to the presence of nuisance factors 
that challenge the comparability of scores across 
cultural groups. If scores are biased, their psy-
chological meaning is culture dependent and cul-
tural differences in assessment outcome are to be 
accounted for, partly or completely, by auxiliary 
psychological constructs or measurement artifacts. 
 The occurrence of bias has a bearing on the 
comparability of scores across cultures. The meas-
urement implications of bias for comparability 
are addressed in the concept of  equivalence (see 
Johnson,  1998 , for a review). Equivalence refers to 
the comparability of test scores obtained in  different 
cultural groups. Obviously, bias and equivalence 
are related; it is sometimes argued that they are 
mirror concepts. Bias, in this view, is synonymous 
to nonequivalence; conversely, equivalence refers 
to the absence of bias. This is not the view adopted 
here because, in the presentation of cross-cultural 
research methodology, it is instructive to disentan-
gle sources of bias and their implications for score 
comparability. 
 Bias and equivalence are not inherent character-
istics of an instrument, but arise in the application 
of an instrument in at least two cultural groups and 
the comparison of scores, patterns or item values. 
Decisions on the presence or absence of equiva-
lence should be empirically based. The need for 
such validation and verifi cation should not be 
interpreted as blind empiricism and the impossi-
bility of implementing preventive measures in a 
study to minimize bias and maximize equivalence. 
On the contrary, not all instruments are equally 
susceptible to bias. For example, more structured 
test administrations are less prone to bias infl u-
ences than are less structured sessions (assuming 
that the test administrations are adequately tailored 
to the cultural context and the test administration 
is not based on western manuals that neglect local 
communication conventions). Analogously, com-
parisons of closely related groups will be less sus-
ceptible to bias than comparisons of groups with a 
widely different cultural background. 
 Identifi cation of bias and verifi cation of equiva-
lence are core theoretical as well as methodo-
logical problems of cross-cultural survey research 
(Smith, Bond, and Kagitcibasi , 2006). The validity 
of any comparison critically depends on the solu-
tion of these two issues. Malpass ( 1977 ) pointed 
out that methodological problems in cross-cultural 
research are often theoretical problems in disguise. 
If we measure some construct in two or more sam-
ples, we need to understand any potential variable 
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that can have an impact on the scores in one of 
the samples. The central issue is that respondents 
may be responding to the researcher or admin-
istrator, the social context in which the research 
takes place and the specifi c task in other ways 
than we believe they are. It is important to under-
stand the ‘mind of the other’ (Malpass,  1977 ), the 
meaning that is created by participants in different 
groups. The purpose of establishing equivalence is 
to examine this similarity in meaning. When we 
address the equivalence, we operationalize this 
similarity in meaning. For example, if the items of 
an instrument show similar associations with each 
other in different cultures, we argue that these 
items measure the same underlying constructs in 
these groups. 
 Sources of bias: construct, method, and item . In 
order to detect and/or prevent bias, we need to rec-
ognize what can lead to bias.  Table 18.1  provides 
an overview of sources of bias, based on a clas-
sifi cation by Van de Vijver and Tanzer ( 2004 ; cf. 
Van de Vijver and Poortinga  1997 ). Sources of 
bias are numerous, thus the overview is necessarily 
tentative. 
 Construct bias occurs when the construct meas-
ured is not identical across groups. Construct 
bias precludes the cross-cultural measurement of 
a construct with the same measure. Detection of 
construct bias requires some intimate familiar-
ity with the culture being studied, which can be 
achieved by conducting local pilot studies in the 
initial stages of a project or using local insiders 
 Table 18.1  Sources of bias in cross-cultural assessment 
Type of Bias Source of Bias
Construct bias •  Only partial overlap in the defi nitions of the construct across cultures (e.g., fi lial piety, as 
described in the main text).
 •  Differential appropriateness of the behaviors associated with the construct (e.g., items do not 
belong to the repertoire of one of the cultural groups).
 •  Poor sampling of all relevant behaviors (e.g., short instruments are used to cover broad 
constructs).
 •  Incomplete coverage of all relevant aspects/facets of the construct (e.g., not all relevant 
domains are sampled).
Method bias Sample bias
  •  Incomparability of samples (e.g., caused by differences in kinds of organizations, 
education, or motivation across cultures).
  •  Differences in environmental administration conditions, physical (e.g., recording devices) 
or social (e.g., class size).
  •  Ambiguous instructions for respondents and/or guidelines for administrators.
 Administration bias
  • Differential expertise of administrators/interviewers.
  • Tester/interviewer/observer effects (e.g., halo effects).
  •  Communication problems between participant and interviewer (e.g., participant is not 
suffi ciently profi cient in language of testing).
 Instrument bias
  • Differential response styles (e.g., social desirability, extremity scoring, acquiescence).
  •  Differential familiarity with stimulus material and/or response procedures (particularly 
relevant in cognitive testing).
Item bias •  Poor translation (e.g., linguistically equivalent translation of a word does not exist in source 
and target language).
 • Ambiguous items (e.g., double barreled items).
 • Nuisance factors (e.g., item may invoke additional traits or abilities).
 •  Cultural specifi cs (e.g., incidental differences in connotative meaning and/or appropriateness 
of the item content).
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(see below). Embretson ( 1983 ) coined the term 
 construct  underrepresentation to describe the situ-
ation where an instrument insuffi ciently represents 
all the domains and dimensions relevant for a given 
construct in a given culture. There is an important 
difference between our term  construct bias and 
Embretson’s term. Whereas construct underrep-
resentation is a problem of instruments measur-
ing broad concepts with too few indicators which 
can usually be overcome by adding items relat-
ing to these domains/dimensions, construct bias 
can only be overcome by adding items relating to 
new domains/dimensions. Clearly, identifi cation 
of construct bias calls for detailed culture-specifi c 
knowledge. 
 Cross-cultural differences in the concept of 
depression are one example. Another empirical 
example can be found in Ho’s ( 1996 ) work on fi lial 
piety (defi ned as a psychological characteristic 
associated with being “a good son or daughter”). 
The Chinese conception, according to which chil-
dren are expected to assume the role of caretaker 
of elderly parents, is broader than the western. 
An inventory of fi lial piety based on the Chinese 
conceptualization covers aspects unrelated to the 
concept among western subjects, whereas a west-
ern-based inventory will leave important Chinese 
aspects uncovered. In western-based organiza-
tional settings, commitment has been conceptual-
ized as a three-componential model (Cohen,  2003 ; 
Meyer and Allen,  1991 ; Meyer  et al. 2002), dif-
ferentiating affective, continuance and normative 
forms of commitment. Affective commitment is 
the emotional attachment to organizations and 
characterized by a genuine want or desire to belong 
to the organization as well as congruence and iden-
tifi cation with the norms, values and goals of the 
organization. Continuance commitment focuses on 
the alleged costs associated with leaving or altering 
one’s involvement with the organization, implying 
a perceived need to stay. Normative commitment is 
considered as a feeling of obligation to remain with 
the organization, capturing normative pressures 
and perceived obligations by important others. 
 The extent to which such defi nitions capture the 
understanding of commitment in different cultural 
contexts is yet unclear (Fischer and Mansell,  2008 ; 
Wasti and Oender,  2008 ). A meta-analysis by 
Fischer and Mansell ( 2008 ) showed that the three 
components showed considerable, but incomplete 
overlap in lower income contexts indicating that 
the components might not be functionally equiva-
lent across economic contexts. Wasti ( 2002 ) argued 
that continuance commitment in a Turkish context 
is too narrowly defi ned. In more collectivistic con-
texts, loyalty and trust are important and strongly 
associated with paternalistic management prac-
tices. Therefore, employers are more likely to give 
trusted jobs to family members or friends, involv-
ing these individuals into relationships of depend-
ency and obligation. This practice, in turn, leads 
to efforts to maintain “face” and one’s credibility 
and attempts to return the favor. These normative 
pressures therefore become part of continuance 
commitment, involving both fi nancial and rational 
considerations (investments, benefi ts as found in 
western contexts) as well as social costs (loss of 
face and credibility). 
 Yang and Bond ( 1990 ) presented indigenous 
Chinese personality descriptors and a set of 
American descriptors to a group of Taiwanese 
 subjects. Factor analyses showed differences in the 
Chinese and American factor structures. Similarly, 
Cheung  et al. ( 1996 ) found that the western-based 
fi ve-factor model of personality (McCrae and 
Costa  1997 ) does not cover all the aspects deemed 
relevant by the Chinese to describe personality. 
In addition to the western factors of  extraversion , 
 agreeableness ,  conscientiousness ,  neuroticism 
(emotional stability), and  openness , two further 
factors were found relevant for the Chinese  context: 
 face and  harmony . 
 Construct bias can also be caused by differen-
tial appropriateness of the behaviors associated 
with the construct in the different cultures. An 
example of this comes from research on intel-
ligence. Western intelligence tests tend to focus 
on reasoning and logical thinking (e.g., Raven’s 
Progressive Matrices), while omnibus tests also 
contain subtests that tap into acquired knowledge 
(e.g., vocabulary scales for the Wechsler scales). 
When western respondents are asked which char-
acteristics they associate with an intelligent per-
son, skilled reasoning and extensive knowledge 
are frequently mentioned, as well as social aspects 
of intelligence. These social aspects are even more 
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prominent in everyday conceptions of intelligence 
in non-western groups. Kokwet mothers (Kenya) 
expect that intelligent children know their place in 
the family and the fi tting behaviors for children, 
such as proper forms of address. An intelligent 
child is obedient and does not create problems 
(Segall  et al.  1990 ). 
 Construct bias is also apparent in commitment 
research. Since Cole’s ( 1979 ) initial comparison of 
behavioral commitment levels in Japan and the US, 
there has been a great interest in differences and 
similarities in commitment across cultural groups. 
However, researchers soon found out that high 
levels of behavioral commitment among Japanese 
workers (indicated by low turnover) were not 
strongly correlated with attitudinal commitment, 
as was found in the US. Therefore, the behavior 
of (or thoughts about) leaving one’s organization 
was a good indicator of attitudinal commitment in 
the US, but not in Japan (for reviews, see Besser, 
 1993 ; Lincoln and Kalleberg,  1990 ; Smith, Fischer 
and Sale,  2001 ). 
 An important type of bias, called  method bias , 
can result from such factors as sample incompa-
rability, instrument differences, tester and inter-
viewer effects, and the mode of administration. 
Method bias is used here as a label for all sources of 
bias emanating from factors often described in the 
methods section of empirical papers or study docu-
mentations. They range from differential stimulus 
familiarity in mental testing to differential social 
desirability in personality and survey research. 
Identifi cation of methods bias requires detailed and 
explicit documentation of all the  procedural steps 
in a study. 
 Among the various types of method bias, sam-
ple bias is more likely to increase with cultural dis-
tance. Recurrent rival explanations (which become 
more salient with a larger cultural distance) are 
cross-cultural differences in social desirability and 
stimulus familiarity (testwiseness). The main prob-
lem with both social desirability and testwiseness 
is their relationship with country affl uence; more 
affl uent countries tend to show lower scores on 
social desirability (see  Chapter 13 ). Subject recruit-
ment procedures are another source of sample bias 
in cognitive tests. For instance, the motivation to 
display one’s attitudes or abilities may depend on 
the amount of previous exposure to psychological 
tests, the freedom to participate or not, and other 
sources that may show cross-cultural variation. 
 Administration bias can be caused by differ-
ences in the procedures or mode used to administer 
an instrument. For example, when interviews are 
held in respondents’ homes, physical conditions 
(e.g., ambient noise, presence of others) are diffi -
cult to control. Respondents are more prepared to 
answer sensitive questions in self-completion con-
texts than in the shared discourse of an interview. 
Examples of social environmental conditions are 
individual (versus group) administration, the phys-
ical space between respondents (in group testing), 
or class size (in educational settings). Other sources 
of administration that can lead to method bias are 
ambiguity in the questionnaire instructions and/
or guidelines or a differential application of these 
instructions (e.g., which answers to open ques-
tions are considered to be ambiguous and require 
follow-up questions). The effect of test admin-
istrator or interviewer presence on measurement 
outcomes has been empirically studied; regretta-
bly, various studies apply inadequate designs and 
do not cross the cultures of testers and testees. In 
cognitive testing, the presence of the tester is usu-
ally not very obtrusive (Jensen,  1980 ). In survey 
research there is more evidence for interviewer 
effects (Singer and Presser,  1989 ). Deference to 
the interviewer has been reported; subjects were 
more likely to display positive attitudes to a par-
ticular cultural group when they are interviewed by 
someone from that group (e.g., Aquilino,  1994 ). A 
fi nal source of administration bias is constituted by 
communication problems between the respondent 
and the tester/interviewer. For example, interven-
tions by interpreters may infl uence the measure-
ment outcome. Communication problems are not 
restricted to working with translators. Language 
problems may be a potent source of bias when, 
as is not uncommon in cross-cultural studies, an 
interview or test is administered in the second or 
third language of interviewers or respondents. 
Illustrations for such miscommunications between 
native and nonnative speakers can be found in Gass 
and Varonis ( 1991 ). 
 Instrument bias is a common problem in cog-
nitive tests. An interesting example comes from 
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Piswanger’s ( 1975 ) application of the Viennese 
Matrices Test (Formann and Piswanger,  1979 ). 
A Raven-like fi gural inductive reasoning test was 
administered to high-school students in Austria, 
Nigeria, and Togo (where the medium of instruc-
tion is Arabic). The most striking fi ndings were 
cross-cultural differences in item diffi culties related 
to identifying and applying rules in a horizontal 
direction (i.e., left to right). These differences were 
interpreted as bias due to the different directions in 
writing Latin and Arabic. 
 The third type of bias distinguished here refers 
to anomalies at item level and is called  item bias or 
 differential item functioning . According to a defi ni-
tion that is widely used in education and psychol-
ogy, an item is biased if respondents with the same 
standing on the underlying construct (e.g., they 
are equally intelligent), but who come from dif-
ferent cultures, do not have the same mean score 
on the item. The score on the construct is usually 
derived from the total test score. Of all bias types, 
item bias has been the most extensively studied; 
various psychometric techniques are available to 
identify item bias (e.g., Camilli and Shepard,  1994 ; 
Van de Vijver and Leung,  1997 ). In a globalized 
working environment, the standardized applica-
tion of uniform managerial and human resource 
practices requires that we test the applicability 
of test items for different populations. Item bias 
primarily applies to instruments where the same 
items are used to measure the construct in differ-
ent samples. Including emic items that are non-
comparable across groups can be informative for 
cultural purposes, but such items mostly preclude 
direct comparison. 
 Although item bias can arise in various ways, 
poor item translation, ambiguities in the original 
item, low familiarity/appropriateness of the item 
content in certain cultures, and the infl uence of 
cultural specifi cs such as nuisance factors or con-
notations associated with the item wording are the 
most common sources. For instance, if a geogra-
phy test administered to pupils in Poland and Japan 
contains the item “What is the capital of Poland?,” 
Polish pupils can be expected to show higher scores 
on the item than Japanese students, even if pupils 
with the same total test score were compared. The 
item is biased because it favors one cultural group 
across all test score levels. Even translations which 
are seemingly correct can produce problems. A 
good example is the test item “Where is a bird with 
webbed feet most likely to live?” which was part of 
a large international study of educational achieve-
ment (cf. Hambleton,  1994 ). Compared to the 
overall pattern, the item turned out to be unexpect-
edly easy in Sweden. An inspection of the transla-
tion revealed why: the Swedish translation of the 
English was “bird with swimming feet,” which 
gives a strong clue to the solution not present in the 
English original. 
 How to deal with bias 
 The previous section contains real and fi ctitious 
examples of bias. It is important to note that bias 
can affect all stages of a project. Minimizing bias 
is thus not an exclusive concern of developers, 
administrators, or data analysts. Since bias can 
challenge all stages of a project, ensuring quality is 
a matter of combining good theory, questionnaire 
design, administration, and analysis. The present 
section presents various ways in which the types of 
bias discussed above can be dealt with. 
 A taxonomy of the main approaches to deal with 
bias is presented in  table 18.2 (cf. Van de Vijver 
and Tanzer,  2004 ). Rather than attempting to pro-
vide an exhaustive taxonomy (which goes beyond 
the scope of the present chapter), an attempt is 
made to provide an overview of solutions that have 
been presented in the past and to suggest directions 
in which a possible solution may be found in the 
event that the table does not provide a ready-made 
answer. 
 It should be emphasized that the focus of this 
chapter is on comparative studies. Within this 
 context, culture-specifi cs constitute a potential 
challenge to be overcome. This focus on similarity 
is sometimes seen as a focus on universal aspects 
and the denial of culture-specifi cs. We do not  concur 
with this view as some of the most interesting 
cross-cultural differences may reside in the cultural 
specifi cs. Emic research which tries to understand 
the culture from within is very important and 
informative for organizational research (Bhagat 
and McQuaid,  1982 ). Knowledge of emic concepts 
is critical for conducting studies of that culture, 
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even if the study would be culture- comparative. 
However, from a methodological vantage point, 
cultural specifi cs need to be handled with care as, 
by defi nition, they are diffi cult or even impossible 
to compare across cultures. So, the focus on bias 
in comparative research is not meant to eliminate 
culture-specifi cs but to tell these apart from more 
universal aspects and to ascertain which aspects 
are universal and which are culture specifi c. 
 The fi rst example of dealing with  construct bias 
is cultural decentering (Werner and Campbell, 
 1970 ). A modifi ed example can be found in the 
study of Tanzer, Gittler, and Ellis ( 1995 ). Starting 
with a set of German intelligence/aptitude tests, 
they developed an English version of the test bat-
tery. Based on the results of pilot tests in Austria 
and the US, both the German and English instruc-
tions and stimuli were modifi ed before the main 
study was carried out. In the so-called conver-
gence approach estimates are independently devel-
oped in different cultures and all instruments are 
then administered to subjects in all these cultures 
(Campbell,  1986 ). 
 A second set of remedies aims at a combina-
tion of construct and method bias. Another exam-
ple is a large acculturation project, called ICSEY 
(International Comparative Study of Ethnic 
Youth). The project studies both migrant and host 
adolescents and their parents in thirteen countries, 
including migrants from about fi fty different eth-
nic groups. Prior to the data collection, research-
ers met to decide on which instruments would 
be used. Issues like adequacy of the instrument 
vis-à-vis construct coverage and translatability 
(e.g., absence of colloquialisms and metaphorical 
expressions) were already factored into the instru-
ment design, thereby presumably avoiding various 
possible problems in later stages. Other measures 
taken include using informants with expertise in 
local culture and language, samples of bilingual 
individuals, local pilots (e.g., content analyses of 
free-response questions), nonstandard instrument 
administration (e.g., thinking aloud), and a pretest 
study of the connotation of key phrases. 
 The cross-cultural comparison of nomological 
networks constitutes an interesting possibility to 
 Table 18.2  Strategies for identifying and dealing with bias 
Type of Bias Strategies
Construct bias • Decentering (i.e., simultaneously developing the same instrument in several cultures).
 •  Convergence approach (i.e., independent within-culture development of instruments and 
subsequent cross-cultural administration of all instruments).
Construct bias and/
or method bias
• Use of informants with expertise in local culture and language.
• Use samples of bilingual subjects.
• Use of local pilots (e.g., content analyses of free-response questions).
 • Nonstandard instrument administration (e.g., “thinking aloud”).
 •  Cross-cultural comparison of nomological networks (e.g., convergent/discriminant validity 
studies, monotrait-multimethod studies.
 •  Connotation of key phrases (e.g., examination of similarity of meaning of frequently 
employed terms such as “somewhat agree”).
Method bias • Extensive training of interviewers.
 • Detailed manual/protocol for administration, scoring, and interpretation.
 • Detailed instructions (e.g., with suffi cient number of examples and/or exercises).
 • Use of subject and context variables (e.g., educational background).
 • Use of collateral information (e.g., test-taking behavior or test attitudes).
 • Assessment of response styles.
 • Use of test-retest, training and/or intervention studies.
Item bias • Judgmental methods of item bias detection (e.g., linguistic and psychological analysis).
 • Psychometric methods of item bias detection (e.g., Differential Item Functioning analysis).
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examine construct and/or method bias. An advantage 
of this infrequently employed method is its broad 
applicability. The method is based on a comparison 
of the correlations of an instrument that may have 
indicators that vary considerably across countries 
with various other instruments. The adequacy of 
the instrument in each country is supported if it 
shows a pattern of positive, zero, and negative cor-
relations that are expected on theoretical grounds. 
For example, views towards waste management, 
when measured with different items across coun-
tries, may have positive correlations with concern 
for the environment and air pollution and a zero 
correlation with religiosity. Nomological networks 
may also be different across cultures; Tanzer and 
Sim ( 1991 ) found, for example, that good students 
in Singapore worry more about their perform-
ance during tests than do weak students, whereas 
the contrary is commonly reported in many other 
countries. For the other components of test anxi-
ety (i.e., tension, low confi dence, and cognitive 
interference), no cross-cultural differences were 
found. The authors attributed the inverted worry-
achievement relationship to characteristics of the 
Singaporean educational system, especially the 
“kiasu” (fear of losing out) syndrome, which is 
deeply entrenched in the Singaporean society, 
rather then to construct bias in the internal struc-
ture of test anxiety. 
 Various procedures have been developed that 
mainly address method bias. A fi rst proposal 
involves the extensive training of administra-
tors/interviewers. Such training and instructions 
are required in order to ensure that interviews 
are administered in the same way across cultural 
groups. If the cultures of the interviewer and the 
interviewee differ, as is common in studies involv-
ing multicultural groups, it is important to make 
the interviewers aware of the relevant cultural spe-
cifi cs such as taboo topics. 
 A related approach amounts to the develop-
ment of a detailed manual and administration 
protocol. The manual should ideally specify the 
test or interview administration and describe con-
tingency plans on how to intervene in common 
interview problems (e.g., specifying when and 
how follow-up questions should be asked in open 
questions). 
 The measures discussed attempt to reduce or 
eliminate unwanted cross-cultural differences in 
administration conditions so as to maximize the 
comparability of scores obtained. Additional meas-
ures are needed to deal with cross-cultural differ-
ences that cannot be controlled by careful selection 
and wording of questions or response alternatives. 
Education is a good example. Studies involv-
ing widely different groups cannot avoid that the 
samples studied differ substantially in educational 
background, which in turn may give rise to cross-
cultural differences in scores obtained. In some 
studies it may be possible to match groups from 
different groups on education by sampling subjects 
from specifi ed educational backgrounds. However, 
this approach can have serious limitations; the 
samples obtained may not be representative for 
their countries. This problem is particularly salient 
in comparisons of countries with a population with 
large differences in average educational level. For 
example, if samples of Canadian and South African 
adults are chosen that are matched on education, 
it is likely that at least one of the samples is not 
representative for its population. Clearly, if one is 
interested in a country comparison after controlling 
for education, this poor representativeness does not 
create a problem. If the two samples are obtained 
using some random sampling scheme, educational 
differences are likely to emerge. The question may 
then arise to what extent the educational differ-
ences can be held responsible for observed test 
score differences. For example, to what extent 
could differences in attitudes toward euthanasia 
be explained by educational differences? If indi-
vidual-level data on education is available, vari-
ous statistical techniques, such as covariance and 
regression analysis, can be used as to determine to 
what extent the observed country differences can 
be explained by educational differences (Poortinga 
and Van de Vijver,  1987 ). The use of such explana-
tory variables provides a valuable tool to examine 
the nature of cross-cultural score differences. 
 A perennial issue in survey research is the prev-
alence of response effects and styles, especially 
social desirability and acquiescence. Their role in 
cross-cultural research as a source of unwanted 
cross-cultural score differences should not be 
underestimated. For some of the response styles, 
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questionnaires are available; for example, the 
Eysenck Personality Questionnaire (Eysenck and 
Eysenck,  1975 ) has a social desirability subscale 
that has been applied in many countries. When 
response styles are suspected of differentially 
infl uencing responses as obtained in different cul-
tural groups, the administration of a questionnaire 
to assess the response style can provide a valuable 
tool to interpret cross-cultural score differences. 
 There is empirical evidence indicating that 
countries differ in their usage of response scales. 
Hui and Triandis ( 1989 ) found that Hispanics 
tended to choose extremes on a fi ve-point rating 
scale more often than white Americans, but that 
this difference disappeared when a ten-point scale 
was used. Similarly, Oakland, Gulek, and Glutting 
( 1996 ) assessed test-taking behaviors among 
Turkish children, and their results, similar to those 
obtained with American children, showed that 
these behaviors are signifi cantly correlated with 
the WISC-R IQ. 
 There are two kinds of procedures to assess 
item bias: judgmental procedures, either linguis-
tic or psychological, and psychometric proce-
dures. An example of a linguistic procedure can 
be found in Grill and Bartel ( 1977 ). They exam-
ined the Grammatic Closure subtest of the Illinois 
Test of Psycholinguistic Abilities for bias against 
speakers of nonstandard forms of English. In the 
fi rst stage, potentially biased items were identi-
fi ed. Error responses of American black and white 
children indicated that more than half the errors 
on these items were accounted for by responses 
that are appropriate in nonstandard forms of 
English. 
 Equivalence 
 Four different types of equivalence are proposed 
here (cf. Van de Vijver and Leung,  1997 ; for a 
discussion of many concepts of equivalence, see 
Johnson,  1998 ).  Construct inequivalence amounts 
to comparing  apples and oranges without raising 
the level of comparison to that of  fruit (e.g., the 
comparison of Chinese and western  fi lial piety , dis-
cussed above). If constructs are inequivalent, com-
parisons lack a shared attribute, which precludes 
any comparison. 
 Structural or functional equivalence is found 
if an instrument administered in different cultural 
groups shows structural equivalence measures 
the same construct in all these groups. Structural 
equivalence has been addressed for various cog-
nitive tests (Jensen  1980 ), Eysenck’s personality 
questionnaire (Barrett  et al.  1998 ), and the so-
called fi ve-factor model of personality (McCrae 
and Costa,  1997 ). Structural equivalence does not 
presuppose the use of identical instruments across 
cultures. A depression measure may be based on 
different indicators in different cultural groups and 
still show structural equivalence. 
 The third type of equivalence is called  measure-
ment unit equivalence . Instruments show this if 
their measurement scales have the same units of 
measurement, but a different origin (such as the 
Celsius and Kelvin scales in temperature measure-
ment). This type of equivalence assumes interval- 
or ratio-level scores (with the same measurement 
units in each culture). Measurement unit equiva-
lence applies when the same instrument has been 
administered in different cultures and a source of 
bias with a fairly uniform infl uence on the items 
of an instrument affects test scores in the different 
cultural groups in a differential way; for example, 
social desirability and stimulus familiarity infl u-
ence scores more in some cultures than in others. 
When the relative contribution of both bias sources 
cannot be estimated, the interpretation of group 
comparisons of mean scores remains ambiguous. 
 At fi rst sight, it may seem unnecessary or even 
counterproductive to defi ne a level of equivalence 
with the same measurement units, but different ori-
gins. After all, if we apply the same interval-level 
scale in different groups, scores may be either fully 
comparable or, as in the case of nonequivalence, 
fully incomparable. The need for the concept of 
measurement unit equivalence may become clear 
by looking at the impact of differential social desir-
ability or stimulus familiarity on cross-cultural 
score differences in more detail. Differential social 
desirability will create an offset in the scale in one 
of the cross-cultural groups: a score of, say, fi ve 
in group A may be comparable to a score of nine 
in group B because of a higher social desirability 
in group B. Observed group differences in mean 
scores are then a mixture of valid cross-cultural 
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differences and measurement artifacts. A correction 
would be required to make the scores comparable 
(Fischer,  2004 ). It may be noted that the basic idea 
of score corrections needed to make scores fully 
comparable is also applied in covariance analysis, 
in which score comparisons are made after the 
disturbing role of concomitant factors (bias in the 
context of the present chapter) has been statisti-
cally controlled for. 
 Only in the case of  scalar (or full score) equiva-
lence can direct comparisons be made; this is the 
only type of equivalence that allows for the conclu-
sion that average scores obtained in two cultures 
are different or equal. Scalar equivalence assumes 
the identical interval or ratio scales across cul-
tural groups. It is often diffi cult to decide whether 
equivalence in a given case is scalar equivalence 
or measurement equivalence. For example, eth-
nic differences in intelligence test scores have 
been interpreted as due to valid differences (sca-
lar equivalence) as well as refl ecting measurement 
artifacts (measurement unit equivalence). Scalar 
equivalence assumes that the role of bias can be 
safely neglected. However, verifi cation of scalar 
equivalence relies on inductive evidence. Thus it is 
easier to disprove scalar equivalence than to prove 
it (cf. Popper’s falsifi cation principle). Measuring 
presumably relevant sources of bias (such as stim-
ulus familiarity or social desirability) and show-
ing that they cannot statistically explain observed 
cross-cultural differences in a multiple regression 
or covariance analysis is an example of falsifying 
a rival hypothesis. 
 Structural, measurement unit, and scalar equiva-
lence are hierarchically ordered. The third presup-
poses the second, which presupposes the fi rst. As 
a consequence, higher levels of equivalence are 
more diffi cult to establish. It is easier to verify that 
an instrument measures the same construct in dif-
ferent cultural groups (structural equivalence) than 
to identify numerical comparability across cultures 
(scalar equivalence). But one should bear in mind 
that higher levels of equivalence allow for more 
detailed comparisons of scores across cultures. 
Whereas only factor structures and nomological 
networks can be compared in the case of struc-
tural equivalence, measurement unit and full score 
or scalar equivalence allow for more fi ne grained 
analyses of cross-cultural similarities and differ-
ences, such as comparisons of mean scores across 
cultures in  t tests and analyses of (co)variance. 
 The use of exploratory and confi rmatory fac-
tor analysis in establishing equivalence . The 
most common technique for establishing struc-
tural equivalence is factor analysis. Both explora-
tory and confi rmatory factor analysis can be used 
to address structural equivalence. The former 
amounts to a comparison of factor loadings (com-
putational details can be found in Van de Vijver and 
Leung,  1997 ). Suppose that an instrument to meas-
ure organizational commitment is administered 
to employees in two countries. The same number 
of factors is extracted in both countries. The solu-
tion of one country is then rotated to the solution 
of the other country. This step is necessary to cor-
rect for the rotational freedom in exploratory fac-
tor analysis. In the last step of the procedure the 
agreement is computed for each factor extracted. 
A common statistic to compute the factorial agree-
ment is known as Tucker’s ( 1951 ) phi, originally 
proposed by Burt. This statistic computes the 
identity of two factors up to a positive multiply-
ing constant. Factors in different countries with 
identical eigenvalues should have identical factor 
loadings, whereas factors with different eigenval-
ues are fi rst corrected by multiplying the loadings 
with a positive constant so as to equate their eigen-
values. Allowing eigenvalues to differ across cul-
tures before comparing the loadings is based on the 
reasoning that factors with different reliabilities 
across cultures can still measure the same underly-
ing construct. 
 There are two different ways in which factor 
structures can be compared across cultures. The 
fi rst procedure involves a pairwise comparison of 
factor structures across all countries. This strategy 
can quickly become cumbersome is the number 
of countries involved is large. A comparison of 
 n countries involves  n × ( n – 1)/2 comparisons. 
Comparing ten cultures already amounts to forty-
fi ve comparisons. The second procedure involves 
a comparison of all cultures to a single target cul-
ture (in which an instrument measuring the instru-
ment was developed and validated) or to a pooled 
solution (to which all countries contribute either 
equally or weighted by their sample size). If the 
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number of countries is relatively small, a researcher 
may decide to compare each country to the pooled 
solution of the other countries to avoid that a coun-
try contributes to the overall solution to which it is 
compared. The number of comparisons to be made 
is equal to the number of countries involved; a 
ten-country study would involve ten comparisons. 
The procedure in which a single solution for all 
countries is used as reference has become standard 
both in exploratory and confi rmatory factor analy-
sis. The reasons for this choice are computational 
simplicity and scientifi c parsimony (a single model 
accounts for the data in all countries). However, 
the procedure is problematic if there are homo-
geneous clusters of countries with different solu-
tions. Suppose that we administer an instrument to 
measure depression in various countries and that 
the items cover both somatic and psychological 
symptoms of depression. It is known from the lit-
erature that various (non-western) cultures are less 
likely to endorse the psychological symptoms than 
the somatic symptoms (Van de Vijver and Tanaka-
Matsumi,  2008 ). It may well be that the instrument 
is unidimensional in western cultures and bidimen-
sional in non-western cultures. Pairwise solutions 
are better equipped to identify such homogeneous 
clusters. A cluster analysis of factorial agreement 
indices would show the different clusters which is 
more diffi cult to fi nd in the analysis of a pooled 
solution. 
 Confi rmatory factor analysis follows a different 
procedure. Compared with the exploratory factor 
analytic procedure, the testing of structural equiva-
lence using confi rmatory factor analysis is based on 
more rigorous statistical procedures and includes 
more parameters than factor loadings. Suppose that 
our scale of organizational commitment measures 
two correlated factors in both countries. The evalu-
ation of equivalence in a confi rmatory factor analy-
sis consists of a number of hierarchically ordered 
tests. The fi rst step tests whether the factor analytic 
solutions in the two countries have the same con-
fi guration which means that the same indicators 
should load on the same factors. This constellation 
is called “confi gural invariance.” Assuming that an 
acceptable fi t is found for this model, we can pro-
ceed to the next step by selecting parameters of the 
model that should be identical across cultures. It is 
customary to test the identity of factor loadings in 
the next step (“measurement weights”), followed 
by a test of the identity of regression intercepts of 
the observed variables on their latent factors, iden-
tity of factor covariances, the identity of the struc-
tural residuals (i.e., identity of error components of 
the latent factors), and fi nally the identity of meas-
urement residuals (i.e., identity of the error compo-
nents of items). Examples from the organizational 
literature can be found in Ployhart  et al. ( 2003 ) and 
Vandenberg and Lance ( 2000 ). 
 In our view, there are two kinds of problems with 
the use of structural equation modeling in cross-cul-
tural organizational research. The fi rst issue involves 
the assumption (often implicitly made in empirical 
applications of invariance tests) that a positive out-
come of a test of invariance demonstrates that there 
is no bias in the instrument. The assumption is also 
used in the context of differential item functioning. 
An instrument from which all bias items have been 
removed is assumed to show valid cross-cultural 
score differences. The assumption is not correct. It 
is correct to argue that a failure to fi nd invariance 
points to the presence of bias; however, it is quite 
possible that there is bias even if a test of invariance 
produces favorable results. The problem is a conse-
quence of the absence of a rigorous test of construct 
bias in standard tests of invariance. An instrument 
that measures fi lial piety according to its western 
conceptualization leaves out important aspects of 
the concept in a non-western context, even if the 
instrument would show the highest level of cross-
cultural invariance. There is a second and related 
assumption in invariance testing that also requires 
scrutiny; we refer here to the assumption, again 
often implicit, that a comparison of means based 
on instruments that have shown invariance shows 
cross-cultural differences that are only related to 
the target construct. The assumption is problematic 
because the infl uence of sources of method vari-
ance with a pervasive infl uence on items, such as 
acquiescence or social desirability, may not have 
been ruled out. It should be pointed out that the 
problematic nature of these assumptions is not a 
consequence of the statistical properties of struc-
tural equation models but of their current usage. 
There are indeed examples of cross-cultural stud-
ies in which structural equation modeling is used 
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to examine the infl uence of acquiescence on cross-
cultural score differences (Welkenhuysen-Gybels, 
Billiet, and Cambré,  2003 ). 
 A second problem in the use of structural equa-
tion modeling in cross-cultural studies involves the 
use and interpretation of fi t statistics. There is a rich 
literature on fi t statistics. Cheung and Rensvold 
( 2002 ) conducted a simulation study to evaluate 
various fi t statistics to test invariance in two-coun-
try comparisons. They suggest the use of increases 
in Bentler’s comparative fi t index, Steiger’s gamma 
hat, and McDonald’s noncentrality index in invari-
ance testing. Their results, though very useful, 
should be complemented by more empirical stud-
ies in which the suitability of these guidelines are 
tested and by more Monte Carlo studies in which 
extensions to commonly applied fi t indices such 
as the AGFI and to larger numbers of countries 
are studied. We do not yet know how we can ade-
quately evaluate model fi t in cross-cultural projects 
that involve dozens of countries. It has been pro-
posed that an alternative way of overcoming fi t 
problems could be the use of so-called item parcels 
(e.g., Little  et al. ,  2002 ). Items are combined in 
parcels so as to reduce the impact of item particu-
lars on model fi t such as differential skewness and 
kurtosis of items across countries. Cross-cultural 
differences in these distributional properties can 
lead to a poor fi t, although they may be minor and 
psychologically trivial. The use of item parcels 
could hold an important promise for cross-cultural 
research. However, their current usage is hampered 
by two factors. The fi rst is the absence of generally 
accepted ways as to how items should be clustered. 
The second is related to the fi rst; it has been dem-
onstrated that bias in items may remain unnoticed 
if biased items are included in parcels with unbi-
ased items (Meade and Kroustalis,  2006 ). 
 Explaining cross-cultural differences 
 Experienced cross-cultural researchers know that it 
is often easier to fi nd signifi cant cross-cultural dif-
ferences in mean scores than to provide a conclusive 
interpretation of these differences. An important 
methodological aspect of cross-cultural research 
is to rule out alternative interpretations (Campbell, 
 1986 ). For example, suppose that a study shows 
that turnover intention is higher among employees 
in a US company than in a Japanese company. A 
fi rst interpretation could be that the observed differ-
ence refl ects a real cross-cultural difference which 
is in line with the lower labor market mobility of 
Japanese workers (as compared to American work-
ers). However, various alternative interpretations 
could be offered. The fi rst one would be that the 
construct or particular items are biased (e.g., the 
factor structure of the instrument is not the same 
in the two countries or some items are inadequate 
for the American employees). It could also be that 
the nature of the companies was different (e.g., 
the Japanese company is known to be a good, 
well paying employer), that the educational level 
of the employees was different (e.g., the Japanese 
employees were less schooled which makes them 
less mobile), or that the Japanese workers were less 
inclined to admit that they consider to quit their job. 
A common way to examine the validity of these 
interpretations is to include relevant operation-
alizations in the research so that its impact can be 
investigated. For example, a social desirability ques-
tionnaire is administered and a covariance analysis 
is carried out to examine whether cross-cultural dif-
ferences are signifi cant after social desirability dif-
ferences in the two countries have been taken into 
account. The validity of our original interpretation 
of the cross-cultural differences (in terms individu-
alism – collectivism) increases when we can rule 
out more alternative interpretations. 
 The search for validations of cross-cultural dif-
ferences has an interesting and possibly unexpected 
corollary. Suppose that the differences in the above 
example are no longer signifi cant if country dif-
ferences in social desirability have been taken into 
account. Such a fi nding has an important psychologi-
cal implication: the cross-cultural differences in turn-
over intention have to be seen as differences in social 
desirability. Japanese and American employees with 
the same level of social desirability are expected to 
have the same turnover intention. We may think that 
we observe cross-cultural differences in turnover 
intention, but what we actually observe are corre-
lates of cross-cultural differences in social desira-
bility. The cross-cultural literature contains various 
examples of how cross-cultural differences in tar-
get variables are shown to be refl ections of other 
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variables. For example, many differences between 
immigrant groups and mainstreamers in the accul-
turation literature are a function of the differences 
in socioeconomic status or education of the groups. 
Arends-Tóth and Van de Vijver ( 2008 ) found that the 
more traditional family values of non-western immi-
grant groups in the Netherlands (as compared to the 
Dutch mainstream group) can be largely explained 
by differences in education. Immigrants and main-
streamers with the same educational background do 
not show substantial differences in family values. 
 The methodological approach to validate inter-
pretations of observed score differences in cross-cul-
tural studies is known as “unpackaging” (Bond and 
Van de Vijver,  2008 ; Whiting,  1976 ). The idea is that 
observed score differences in target variables should 
be the starting point of further inquiry and that an 
examination of the antecedents of these differences 
is required; the differences should be “unpackaged.” 
This process of unpackaging may involve the confi r-
mation of intended interpretations (e.g., a measure 
of individualism – collectivism is administered and 
can statistically account for the observed cross-cul-
tural differences in turnover intention); the process 
may also involve the disconfi rmation of non-target 
explanations (e.g., the educational level of employ-
ees is measured so that we can statistically exam-
ine whether cross-cultural differences in education 
can explain away the differences in turnover inten-
tion). If researchers have a larger number of cultural 
groups, multilevel analyses can provide a powerful 
and elegant alternative for addressing bias issues. 
Conceptually similar to the “unpackaging,” culture 
level variables can be used to examine whether they 
explain the observed cultural differences at the indi-
vidual level. Although equivalence and multilevel 
approaches are often treated as separate topics, both 
approaches can be used to address questions of bias 
and equivalence (if large samples are available; see 
Fontaine,  2008 ). 
 Multilevel issues in organizational 
research 
 The literature on multilevel issues in organiza-
tional research has a comparatively long tradi-
tion. This is not surprising, given that managers 
have to deal with issues at the level of individuals, 
dyads, work groups, departments, and whole 
organizations. If organizational theories do only 
apply at one level (let us say the individual) and 
are misspecifi ed at another level (work group or 
department), then organizational survival might 
be threatened and the manager could potentially 
lose his/her job if such theories were applied at 
the wrong level. Interest in multi-level research 
has increased exponentially over the last few dec-
ades with an associated sophistication and diver-
sifi cation of approaches (Kozlowski and Klein, 
 2000 ). Special issues on level issues in prestig-
ious journals such as  Academy of Management 
Review ,  Leadership Quarterly , and Journal of 
International Business Studies have been pub-
lished, and there have been dedicated books 
and book series on the topic from organiza-
tional perspectives (e.g., Dansereau Alutto, and 
Yammarino,  1984 ; Klein and Kozlowski,  2000a ; 
Yammarino and Dansereau,  2002 –2007). The 
conceptual and statistical models that have been 
developed allow for an integrated treatment of the 
three basic issues of multilevel modeling men-
tioned before (What is the appropriate level of 
a theory (and data)? Is there a change in mean-
ing of the same construct after (dis)aggregation?) 
Nevertheless, the research practice shows a more 
fragmented picture. 
 Identifying the appropriate level of 
theory and data 
 The fi rst step for any research project should be 
the identifi cation of the appropriate level to which 
generalizations should be made (Klein, Dansereau, 
and Hall,  1994 ). Are we proposing a theory that 
explains the motivation of individuals, interaction 
patterns between individuals in teams or the behav-
ior of larger organizations? Although this may 
seem rather straightforward, the defi nition of the 
appropriate level can often be quite ambiguous. For 
example, many constructs such as justice percep-
tions, self-effi cacy, or affect were thought to cap-
ture individual-level constructs, but, more recently, 
researchers have demonstrated these processes can 
also be described at higher levels; see work on 
justice climate (Colquitt, Noe, and Jackson  2002 ), 
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group effi cacy (Bandura,  1997 ), and group affect 
(George and James,  1993 ). 
 To help with the development of theory and 
research, Klein, Dansereau, and Hall ( 1994 ) out-
lined three alternative assumptions underlying any 
theoretical model:  homogeneity ,  independence , 
and  heterogeneity . 
 Homogeneity (or wholes in Dansereau, Alutto, 
and yammarino’s ( 1984 ) terminology) refers to the 
homogeneity of subunits within higher level units. 
Variability within units is seen as error. Using 
individuals within groups as an example, “group 
members are suffi ciently similar with respect to the 
construct in question that they may be character-
ized as a whole” (Klein, Dansereau, and Hall  1994 , 
p. 199). A single value or characteristic is then 
seen as suffi cient to describe the group as a whole. 
Aggregation of responses by individuals within 
groups is justifi ed if individuals within a specifi c 
unit agree with each other about the psychological 
meaning of the construct. In the theoretically ideal 
case, true variation only occurs between groups or 
units, but not within (James,  1982 ) and true effects 
exists only between units, phenomena are shared 
and identical within units and within-unit vari-
ability is error. In cross-cultural psychology, the 
common defi nition of culture as a shared meaning 
system (e.g., Hofstede,  1980 ,  2001 ; Rohner,  1984 ) 
would follow a homogeneity assumption. 
 The second assumption is  independence . 
Subunits are independent from higher-level units. 
For example, individuals would be free of group 
infl uence. This assumption is made by many sta-
tistical tests (e.g., individual scores are independ-
ent from each other). This assumption treats group 
membership as irrelevant and the only true vari-
ation is between individuals (e.g., individual dif-
ferences). Psychological approaches to human 
behavior have often been criticized for strongly 
adhering to this assumption (Sampson,  1981 ). 
 The fi nal assumption is called  heterogeneity , 
“ frog-pond ”,  within-group or  parts effect (e.g., 
Dansereau et al.,  1984 ). Comparative or relative 
effects are theorized and absolute effects are not 
important. A frog may be comparatively small in 
a big pond, but the same frog would appear large 
if the pond was smaller. The main assumption is 
therefore that effects are context-dependent, with 
any score depending on the respective level of 
scores in the unit of interest. The classical example 
is social comparison processes (Festinger,  1954 ). 
Individuals compare themselves with others and 
the standing relative to the standard or referent 
is important. Therefore, individuals vary within 
groups, the group itself is a meaningful entity and 
necessary as a contextual anchor, but variations 
between groups are not the key focus. 
 These theoretical issues have implications for 
both operationalization of constructs and sam-
pling. Having theoretically defi ned an intended 
level of analysis, researchers need to decide how 
to best operationalize their theoretical constructs. 
Composition models (Chan,  1998 ) address how 
constructs can be measured at various levels. 
They “specify the functional relationship among 
phenomena or constructs at different levels of 
analysis … that reference essentially the same 
content but that are qualitatively different at differ-
ent levels” (Chan,  1998 , p. 234). These models are 
helpful for conceptual precision in construct devel-
opment and measurement since they deal with the 
content of dimensions and item wording. 
 Most constructs can be defi ned and investigated 
at various levels. Values as an example have been 
measured at the level of the individual, organiza-
tion, and nation. At the level of the individual we 
would deal with an individual construct, whereas at 
the organization or nation level it refl ects a collec-
tive construct. This distinction between individual 
and collective constructs is important (Morgeson 
and Hofmann,  1999 ). Individual-level constructs 
pertain to individuals and may refl ect neuro-phys-
iological or genetic processes, individual learning 
or specifi c and idiosyncratic life experiences. It 
may also be possible to describe the average level 
of any individual-level construct within a particular 
group. Aggregations of individual level constructs 
are possible, but the nature and function of such 
aggregates remains purely at the individual level. 
 In contrast, collective constructs clearly operate 
at the higher collective level and can not be bro-
ken down to the individual level. Morgeson and 
Hofmann ( 1999 , p. 253) highlight that: “Collective 
structures emerge, are transmitted and persist 
through the actions of members of the collective 
(or the collective as a whole).” Speaking of the 
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“collective climate” of an individual, for example, 
would be inappropriate and most people would 
agree that this does not make sense. Collective cli-
mate needs a group context to become meaningful. 
As Morgenson and Hofmann ( 1999 , p. 252) put it:
 Mutual dependence (or interdependence) between 
individuals creates a context for their interaction. 
This interaction, in turn, occasions a jointly pro-
duced behavior pattern, which lies between the 
individuals involved. Collective action, thus, has a 
structure that inheres in the double interact rather 
than within either of the individuals involved. As 
interaction occurs within larger groups of indi-
viduals, a structure of collective action emerges 
that transcends the individuals who constitute the 
collective. 
 We briefl y describe six different composition 
models. The statistical properties and origins of the 
model are more fully described in Chen, Mathieu, 
and Bliese ( 2004 ), Fischer ( 2008 ) and Hofmann 
and Jones ( 2004 ). We will describe these models in 
relation to individuals, organizations and nations, 
although these models are applicable to any other 
theoretical level (dyads, teams, departments, indus-
tries, regions, etc.). 
 The fi rst three models in  table 18.3 describe 
 collections of individuals. The  selected score model 
refers to an aggregate defi ned through a specifi c 
score at the individual level. This model most often 
applies to boundary conditions. For example, in 
the team productivity literature, team performance 
might be constrained by the lowest performing 
individual (Steiner,  1972 ). Therefore, one selected 
score would identify the higher level score, but the 
score is still at the level of the individual. 
 The  summary index model describes groups 
through the aggregate of a variable of interest at the 
individual level. We could, for example, measure the 
personality of all group members and then assign the 
average personality profi le to each group. Therefore, 
the mean of an individual level variable is assigned 
to a whole work group. According to Hofmann and 
Jones ( 2004 ), the summary index model refl ects 
the mean or sum of a construct for a collection of 
 individuals , but it does not provide any meaning-
ful information about the collective (work group in 
our example). These mean scores are therefore best 
interpreted as the central tendency of individuals. 
 The fi nal individual level model is the  dispersion 
model . Here, the variability or distribution of char-
acteristics or properties rather than their central 
indices are of interest. It is similar to the previous 
summary index model in that it represents descrip-
tive statistics of individuals within a unit or group. 
This variability is most commonly assessed using 
indicators of within-group variance (e.g., Naumann 
and Bennett,  2001 ). Value diversity within groups 
can be assessed with dispersion models (Williams 
and O’Reilly,  1998 ). 
 Collective constructs can be measured using 
the next three models in  table 18.3 . According to 
Hofmann and Jones ( 2004 ), both the referent-shift 
models and aggregate properties models provide 
clear and non-ambiguous assessment of true col-
lective constructs.  Referent-shift models were 
developed in climate research (Chan,  1998 ; Glick, 
 1985 ) to avoid conceptual confusions between 
individual (psychological) and organizational (col-
lective) climate. Referent-shift models ask individ-
uals to answer items focusing on the higher-level 
unit of investigation (work group or organization). 
Therefore, the referent is changed from “I” to 
“we” or “this group.” Hence, a value item would 
look like “In this workgroup, people value power.” 
 Table 18.3  A classifi cation of aggregate and collective constructs 
Name of model Level of observation Agreement within group Referent
Selected score model Collection of individuals Not necessary Individual
Summary index model Collection of individuals Not necessary Individual
Dispersion model Collection of individuals Not necessary Individual
Referent shift model Collective Necessary Aggregate
Aggregate model Collective NA Aggregate
Consensus model Fuzzy Necessary Individual
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An essential step for referent-shift models is the 
assessment of agreement prior to aggregation. Data 
should only be aggregated if there is suffi cient 
agreement (see below). Hence, the marked char-
acteristics of this model are (a) focusing responses 
of individuals on the higher unit (instead of self-
reports) and (b) an evaluation of agreement to 
justify aggregation (since agreement would indi-
cate a collective construct). Referent-shift models 
are similar to summary-index models in that both 
require reports of individuals. However, summary-
index models measure self-reports of individuals 
about their own characteristics, attitudes, abilities 
or values and these reports are aggregated without 
assessing agreement. 
 The second model of collective constructs is the 
 aggregate properties model . This is the simplest 
model in that the construct directly refl ects the 
higher unit. For example, the number of individuals 
working in an organization, the number of hierar-
chical levels or distributions of experts throughout 
departments are clear indicators of organizational-
level characteristics. Expert ratings are also valid 
(e.g., ratings on organizational performance or 
innovation characteristics by the CEO). 
 The fi nal model in this typology is the  consen-
sus model . Compared to the other two models, it is 
conceptually more complex, ambiguous or fuzzy 
(Hofmann and Jones,  2004 ). It may indicate a col-
lective construct, since it is essentially an individu-
al-level construct, but for which agreement exists. 
For example, if ratings of an item such as “I am 
happy” were found to be homogeneous within 
work groups or organizations, it would be justi-
fi ed to aggregate the scores to a higher level (this 
dependency at the individual level would also lead 
to biases and wrong statistical estimates at the indi-
vidual level if not aggregated; Barcikowski,  1981 ; 
Bliese and Hanges,  2004 ; Kenny and Judd,  1986 ). 
Therefore, this model is similar to both the sum-
mary index model (by using individual-referenced 
items) and referent-shift consensus model (by 
showing suffi cient agreement). 
 Hofmann and Jones ( 2004 ) prefer referent-
shift models over direct-consensus models because 
direct-consensus models are ambiguous by pro-
viding an index of the shared level of individual-
level  characteristics within the culture, whereas 
the referent-shift consensus model represents the 
collective construct directly. Hofmann and Jones 
( 2004 ) treat direct-consensus models as (indirect) 
markers for true collective constructs with refer-
ent-shift models being preferred for measuring 
collective constructs (Klein, Dansereau, and Hall, 
 1994 ; Kozlowski and Klein,  2000 ; Morgeson and 
Hofmann,  1999 ). 
 Assessment of agreement 
 Agreement is essential for developing true collec-
tive construct measures. A number of indicators 
are available and there has been a healthy debate in 
the literature about the appropriateness and empiri-
cal cut-off criteria for suffi cient agreement that jus-
tify aggregation. One of the older and widely used 
indices is  r 
wg
 , developed by James, Demaree and 
Wolf ( 1984 ,  1993 ). This index focuses on consen-
sus or agreement within a single unit; for example, 
a work group. This index compares the variabil-
ity of a variable within a work group to some 
expected variability. If the observed variability is 
substantially smaller than the expected variance, 
the resulting value of  r 
wg
 is closer to 1, suggesting 
high agreement and that aggregation is possible. 
The index ranges from 0 to 1, although negative or 
values larger than 1 are possible (James, Demaree, 
and Wolf  1984 ; Klein and Kozlowski,  2000b ). In 
contrast to reliability estimates that are based on 
the inter-item correlation, this index uses informa-
tion about the variability (variance) within units. 
 Over the years, this index has been used widely 
but also has been strongly criticized. Brown and 
Hauenstein ( 2005 ) discussed a number of short-
comings of this indicator, among others the 
dependence on the number of scale options (the 
more scale options, the higher the agreement with 
everything else being equal), the dependence on 
the sample size (the greater the sample size, the 
higher the agreement, everything else being equal) 
and problems with the assumption of the null 
 distribution (which is typically a rectangular dis-
tribution). They proposed an alternative measure 
 a 
wg
 . The maximum possible variance at the mean 
is being used as the null distribution. Agreement is 
then calculated as the 1 minus twice the observed 
variance divided by the maximum possible vari-
ance. The range of the index varies between −1 and 1. 
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A value of 1 means perfect agreement, a value of 
−1 indicates perfect disagreement and a value of 0 
indicates that the variability is fi fty percent of the 
possible variance at the mean. There are no statis-
tical signifi cance tests associated with  a 
wg
 . A .70 
cut-off value has been proposed as a heuristic for 
moderate agreement, with values of less than .59 
being seen as unacceptable if the construct is sup-
posed to refl ect group-level constructs (Brown and 
Hauenstein,  2005 ). Previous research has focused 
on agreement around specifi c and well-defi ned 
aspects in small groups within organizations. The 
critical values calculated by Brown and Hauenstein 
( 2005 ) are based only on groups smaller than 
twenty; consequently those guidelines might be 
overly conservative with larger groups (such as 
organizations or nations). However, the index is a 
signifi cant improvement since it overcomes several 
shortcomings of the widely used  r 
wg
 . 
 A second class of statistics to evaluate the extent to 
which perceptions are shared are intra-class correla-
tions (ICC) (James,  1982 ; Shrout and Fleiss,  1979 ). 
Two types are commonly in use, ICC(1) and ICC(2). 
The fi rst is essentially based on a random one-way 
analysis of variance and provides an estimate of the 
proportion of the total variance of a measure that is 
explained by unit membership (Bliese,  2000 ). A sec-
ond interpretation of ICC(1) is as an estimate of the 
extent to which any one rater may represent all the 
raters within a group, the question of whether raters 
are interchangeable (James,  1982 ). The advantage 
of ICC(1) over other estimates such as eta-squared 
is that it is independent of group size (Bliese,  2000 ; 
Klein and Kozlowski,  2000b ). 
 ICC(2) is used to answer the question about reli-
ability of group means within a sample. ICC(2) 
values like any measure of reliability should exceed 
.70 to be judged as acceptable. This index is a vari-
ant of ICC(1), basically ICC(1) adjusted for group 
size (Bliese,  2000 ). Similar to other measures of 
reliability (e.g., Cronbach’s alpha), the larger the 
group size, the larger ICC(2). This is based on the 
logic that group means based on many people per 
group are more stable and reliable than group means 
derived from only a few members. One important 
difference between  r 
wg
 and ICC is that  r 
wg
 focuses on 
agreement within each group separately (yielding 
one estimate for each group separately), whereas 
ICC compares the variability within groups to the 
variability between groups (yielding one estimate 
across all groups). One problem that may emerge 
is that the interrater agreement varies substantially 
between groups. This can be incorporated in theo-
retical models as the concept of climate strength 
(Schneider, Salvaggio, and Subirats,  2002 ) and its 
effects can be tested (Colquitt, Noe, and Jackson 
 2002 ; Lindell and Brandt,  2000 ). 
 The identifi cation of the appropriate level of 
data and analysis also has implications for sam-
pling. Theoretical concerns are important again. 
Many nations have long histories of immigration 
and cultural heterogeneity (US, Canada, India, 
Switzerland, Malaysia, etc.), whereas other nations 
have been traditionally been more homogeneous in 
their cultural make-up (Japan, France, Portugal, 
etc.). Economic migrants also increase cultural 
diversity in many nations around the world. 
Rohner ( 1984 ) argued that cultural systems con-
sist of equivalent and complimentary meaning sys-
tems. Researchers therefore need to identify those 
elements that are equivalent (shared by all cultural 
insiders) and those that are equivalent (where cul-
tural knowledge is specifi c to certain roles and 
groups). Researchers should sample their research 
participants in line with the focus of their study. 
In the case of multicultural samples due to pres-
ence of minorities, migrants or the organizational 
context (multinationals, subsidiaries), indices of 
dispersion can be included in the theoretical model 
(e.g., Fischer  et al. ,  2005 ). In these situations it can 
be tested whether cultural effects are stronger if 
they are widely shared within a nation. The above-
mentioned indicators of agreement can be used and 
implemented in research design and analysis. It is 
also possible to develop models of cultural dis-
persion to explain cultural phenomena. Gelfand, 
Nishii, and Raver ( 2006 ) developed a multilevel 
theory of tightness-looseness to account for vari-
ability in individual and organizational variables. 
These theoretical innovations are exciting avenues 
to explain cultural phenomena as well as address-
ing issues of increasing cultural change. 
 A variance approach to levels research 
 Dansereau, Alutto, and Yammerino, ( 1984 ) 
developed a variance-based approach to test the 
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appropriate level of a theory. Their “within and 
between analysis” (WABA) is a complex set of 
statistical techniques based on ANOVA logic to 
represent relationships. WABA can be used to test 
(a) the extent to which a construct varies within- or 
between-units (WABA I) and (b) to which extent 
two or more variables covary primarily within-
units, between-units or both within- and between-
units (WABA II). Therefore, WABA I can be used 
to assess to what extent variables measured at a 
lower level can be aggregated to a higher level. 
WABA II then offers a set of techniques to analyse 
the appropriate level of the relationships among 
variables. Data for each variable are divided into 
within-entities (deviation from the unit average) 
and between-entity (between unit averages). There 
are three basic steps. First, each variable is exam-
ined to what extent it varies mainly between groups 
(suggesting homogeneity within groups), within 
groups (suggesting heterogeneity within groups) 
or both between and within groups (suggesting 
individual differences rather than homogeneity or 
heterogeneity). Second, the relationships between 
variables are examined to see whether correlations 
are mainly a function of between-group covari-
ances, within-group covariances and within- and 
between covariances. These two steps are then 
assessed for consistency and integrated to draw 
some overall conclusions about the most appro-
priate level of analysis (see Dansereau, Alutto, 
and Yammarino,  1984 ; Yammarino and Markham, 
 1992 ). 
 The unique aspect of WABA is the availabil-
ity of tests of practical signifi cance ( E ,  A , and  R 
tests) in addition to statistical signifi cance ( t ,  F 
and  Z tests). These tests of practical signifi cance 
are geometrically based and do not rely on sample 
size (degrees of freedom). WABA can also be used 
to study moderator effects (termed multiple rela-
tionship analysis MRA) (Schriesheim, Castro, and 
Yammarino,  2000 ). 
 WABA is a fairly fl exible technique that has rela-
tively few assumptions (essentially all the assump-
tions of ANOVA and regression analyses; see 
Castro,  2002 ). The technique does not make any 
assumptions about the appropriate level of rela-
tionships and researchers can test alternative levels 
of analysis. Therefore, dependent and independent 
variables are not constrained to any particular level 
of analysis and researchers can explore the most 
appropriate level. This is also a limitation since the 
analyses are completely data driven and testing all 
possible relationships may not make much theo-
retical sense (George and James,  1993 ). However, 
for the fi nal test of bivariate relationships (WABA 
II), the relationships need to be at the same level. 
MRA also requires that the moderator is at a higher 
level (see Castro,  2002 ). The practical tests (the 
E-test in WABA I) has been criticized for being 
too conservative when group sizes increase (Bliese 
and Halverson,  1998 ). With large groups (e.g., 
using organizations or nations), achieving practical 
signifi cance becomes diffi cult. George and James 
( 1993 ) also noted that restrictions of between-group 
variance (e.g., when  sampling multiple teams from 
one organizations) may lead to misspecifi cations 
of the WABA I equations. A fi nal limitations that 
might be of particular interest for cross-cultural 
researchers is that WABA is not applicable in 
cases in which the relationship between variables 
 x and  y differs depending on the group (a person x 
situation/group interaction). If the relationships 
differ signifi cantly across groups, the fundamental 
WABA equation will be meaningless since it fol-
lows the logic of ANCOVA that assumes equality 
of regressions lines (George and James,  1993 ). 
This is a concern for cross-cultural researchers, 
since it is a well-known phenomenon that relation-
ships can be culture-specifi c (see, for example, 
the discussion of functional and structural equiva-
lence above). Nevertheless, WABA has much to 
be  recommended for cross-cultural research, since 
the technique can integrate various seemingly 
divergent multi-level perspectives (Dansereau and 
Yammarino,  2006 ). 
 Assessing changes of meaning of the same 
construct after aggregation 
 The previous section was concerned with the deter-
mination of the appropriate level of analysis. The 
implicit assumption was that the meaning of con-
structs remains the same. Organizational research-
ers using the methods described above have been 
less concerned with meaning changes during 
aggregation. In contrast, this has been a central 
concern for the approaches that are discussed next. 
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It is important to note that the methods described in 
these two sections have been independently devel-
oped and an integration is needed (see Peterson 
and Castro,  2006 ). Methods that were discussed 
in the bias and equivalence section can be used 
to address changes in meaning since it is a differ-
ent form of equivalence (equivalence of meaning 
across levels). 
 Establishing factor structures at 
more than one level 
 Hofstede ( 1980 ) using a large cross-cultural data-
set showed that the factor structures at the individ-
ual and national level can be different. This fi nding 
has led to a substantive interest among cross-
 cultural researchers in the structure of constructs 
at various levels. As discussed previously, WABA 
shows that within- and between structures are inde-
pendent and can lead to completely different rela-
tionships. There are three statistical techniques that 
have been used for establishing equivalence across 
levels: multidimensional scaling, exploratory fac-
tor analysis and confi rmatory factor analysis (for 
a more detailed description see Fontaine,  2008 ; 
Fischer,  2008 ; van de Vijver and Leung,  1997 ). 
 First, it would be important to analyze the struc-
ture at the individual level. As discussed before, 
within and between-group covariances are mathe-
matically independent. Therefore, it is best to com-
pare factor structures pairwise between nations or 
better, compare each nation with a pooled factor 
structure that gives equal weight to each group 
(and removes the between-group covariance com-
ponent). Using the total covariance matrix across 
all participants irrespective of groups will lead 
to a mixing of within and between-effects. This 
should be avoided since it blurs the relative struc-
tures. Once an acceptable factorial structure (using 
acceptable agreement across individual solutions, 
see above) is found across cultural groups, it can 
be tested to what extent this individual-level struc-
ture has a comparable structure at the aggregate 
level. The aggregated between group correlation or 
covariance structure is factor analyzed or analyzed 
using multi-dimensional scaling. This between-
group structure is then compared to the average 
individual-level solution (Muthén,  1994 ; van de 
Vijver and Poortinga,  2002 ). As we have discussed 
previously, it would important to test within-group 
agreement and between-group variability prior to 
aggregation. Suffi cient between-group variability 
is obviously necessary, otherwise there would be 
nothing to model at the higher level. Therefore, 
this step of assessing between-group variability 
(recommending mostly ICC(1)) is included in 
most recommendations of multi-level factor analy-
sis (e.g., Muthén,  1991 ,  1994 ; van de Vijver and 
Poortinga,  2002 ). 
 The comparison of individual solutions at the 
individual level followed by a comparison with the 
aggregated matrix is a necessary step for all three 
techniques (although programmes like MPlus 
now allow simultaneous estimation of within- and 
between-group structures, see Fontaine,  2008 ). For 
MDS and EFA, an additional step is necessary. As 
discussed above, the structures need to be rotated 
to maximal similarity to allow comparisons across 
levels. Factorial agreement indices are available 
(see van de Vijver and Leung,  1997 ) and allow 
estimation of the similarity at the factor-level. CFA 
does not require this rotational sub-step. CFA is 
also more sophisticated, in that it allows for theory-
driven constraints of parameters across levels and 
provides statistical tests for differences of individ-
ual parameters across levels. However, a drawback 
of CFA is that this technique has more assumptions 
(e.g., multivariate normality), fi t  indices are sample 
size dependent and there is a continuing debate 
about appropriate indicators of fi t (see the discussion 
above). 
 In summary, the question of changes in meaning 
of constructs across levels due to aggregation is 
contentious, but can readily be addressed through 
multidimensional scaling or factor analysis at both 
levels. The structures can then be compared and 
inferences about the similarity or differences can 
be made. The previous section on the appropri-
ate level of analysis has also demonstrated that it 
is theoretically possible that structures will be dif-
ferent since the within- and between-group cov-
ariance matrices are mathematically independent. 
These MDS and factor analytical techniques can 
be implemented without examining agreement 
or  variance components. However, the two ques-
tions are complementary and ideally should be 
integrated. 
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 Relationship between different constructs 
across levels 
 The fi nal question addresses how different con-
structs are related across levels. We can distinguish 
three broad types of models: single-level models, 
cross-level models and homologous multi-level 
models (Klein and Kozlowski,  2000b ). Single-
level models are the most common models in that 
they are dealing with relationships between con-
struct at one level of theory only. This level may 
be the individual, group, organization or nation-
level. Psychologists and management researchers 
are most familiar with individual-level models, 
management researchers often deal with models at 
the team or organizational level and cross-cultural 
psychologists and sociologists are also familiar 
with models at the nation-level. Since single level 
models do not deal with constructs at a higher or 
level of analysis, they are straightforward analyz-
able using traditional analytical techniques such 
as correlation, multiple regression or structural 
equation modeling. If single-level models are con-
ceptualized at a higher level and based on aggre-
gation of lower-level data, all the steps addressed 
in relation to the fi rst two questions need to be 
followed. 
 Cross-level models are the most complex mod-
els since they conceptualize relationships between 
variables across different levels. Organizational 
researchers are most familiar with top-down 
approaches that model effects of higher level vari-
ables on lower level variables (e.g., organizational 
climate infl uencing employee job satisfaction or 
performance). The alternative process of emer-
gent or bottom-up processes is equally plausible, 
but empirical research on such processes is as yet 
sparse (Kozlowski and Klein,  2000 ). This is an area 
which has much potential for further theoretical 
development, particularly since it addresses essen-
tial questions such as how collectives develop and 
can be changed. Such research needs to be time-
sensitive since emergent processes are slower and 
show delayed effects compared to top-down mod-
els (Klein and Kozlowski,  2000b ). The statistical 
technique most suited to address emergent proc-
esses at this stage is WABA. 
 However, in the following we will focus on the 
three broad types of top-down models (Klein and 
Kozlowski,  2000b , Klein, Dansereau, and Hall 
 1994 ): direct effects, moderator and frog-pond 
cross-level models. The fi rst model conceptualizes 
and examines direct or main effects of a higher 
level variable on one variable at a lower level. 
For example, we could estimate whether macro-
economic development or thermal climate at the 
nation-level affects the willingness of individuals to 
volunteer within nations (van de Vliert, Huang, and 
Levine,  2004 ). In this case, both macro-economic 
and thermal climate are clear nation-level vari-
ables and their effect on the means within nations 
are estimated. Cross-level direct effects models 
can be used for unpackaging cultural effects and 
to investigate bias issues. When a large number 
of cultural samples is available (ideally twenty or 
more samples), researchers can fi rst estimate the 
cross- cultural differences (e.g., using ICC(1)). 
As discussed above, these differences are often 
ambiguous to interpret and can arise due to sub-
stantive processes as well as a number of biases. 
If this variability can be explained using variables 
at a higher level (e.g., individualism-collectivism, 
national wealth), biases can be eliminated as alter-
native explanations or the relative effect of poten-
tial bias can be estimated (by examining how much 
variance is unexplained after accounting for the 
explanatory variables of interest). 
 Cross-level moderator models are complemen-
tary to direct effect models since they additionally 
examine whether a higher level variable changes 
the relationship between two lower level variables. 
More complex models are also possible. For exam-
ple, Huang, van de Vliert, and van der Vegt ( 2006 ) 
studied whether power distance at the nation-level 
changed the relationship between employment 
involvement and participative climate on employee 
voice (a proactive tendency to make suggestions 
about improvements) at the organizational level. 
Therefore, the dependent variable at the organi-
zational level was employee voice, the two inde-
pendent variables at the organizational level were 
participative climate and formalized employee 
involvement, the independent variable at the nation-
level was power distance. They found a three-way 
interaction across levels. Power distance changed 
the relationship between employee involvement and 
employee voice, but only if participative climate 
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is high. In high power distant nations,  formalized 
employee involvement is associated with increased 
employee voice, but only if there is a strong partic-
ipative climate. Cross-level moderator models can 
also be used to address bias issues. For example, 
acquiescence and extreme responding are forms of 
method bias that threatens measurement unit and 
full-score equivalence. Smith and Fischer ( 2008 ) 
tested whether individual differences and culture-
level variables together explain variability in these 
response styles. They found signifi cant interac-
tions, highlighting that individual dispositions and 
cultural variables have interactive effects on the 
willingness of respondents to acquiesce or express 
extreme opinions in survey research. For example, 
interdependent individuals in contexts in which it 
is acceptable to express affect freely (high affective 
autonomy) were more likely to agree to items irre-
spective of content. In contexts that were low on 
affective autonomy, the level of agreement was low 
irrespective of the interdependence of individuals. 
 The fi nal set of cross-level models is cross-level 
frog-pond models. These models are related to the 
heterogeneity assumption described above since it 
models the effects of individual group members 
standing within a group on individual-level out-
comes. An example is the relationship between 
performance of individuals and their self-effi cacy, 
depending on the average level of performance 
within the team. In a high performing team, an indi-
vidual with less than average work performance is 
likely to experience lower esteem. However, if the 
same individual was placed in a low performing 
team, his/her previously mediocre performance 
would be above average and the level of self-es-
teem might improve. In essence, the relative stand-
ing within the team is of importance rather than 
absolute levels. WABA II is best suited to test such 
frog-pond models (Klein and Kozlowski,  2000b ). 
 The last group of multilevel models discussed 
here are homologous multilevel models. These 
models are somewhat similar to single-level 
models since they do not specify relationships 
across levels, but only relationships within levels. 
However, these models also specify that relation-
ships between variables hold at multiple levels of 
analysis. The great appeal and value of such models 
for researchers is that generalizations across level 
can be made, substantially enhancing the generality 
and applicability of theory. A drawback of these 
models is that the demand for similar structures and 
functions across levels leads to abstract and simpli-
fi ed theoretical models that are no longer of any 
practical value (Klein, Cannella, and Tosi,  1999 ; 
Klein and Kozlowski,  2000b ). To date, no such 
model has been proposed and empirically tested. 
Consequently, these models have much theoretical 
appeal, but their practical utility and usefulness is 
yet unproven. Chen, Bliese, and Mathieu ( 2005 ), 
as well as Zyphur and Preacher (in review) have 
recently proposed conceptual frameworks and sta-
tistical procedures for such models and this may 
help to generate more theory and empirical tests 
(for a critique of these approaches see Dansereau 
and Yammarino,  2006 ). 
 Conclusion 
 A sound methodology can enhance the validity of 
fi ndings. This truism is also true in cross-cultural 
organizational research. The appropriate uses of 
methodological tools can help to improve the inter-
pretability of cross-cultural studies. Thus, various 
sophisticated tools are available to address the ques-
tion of whether in instrument measures the same in 
different cultures. Examples are exploratory and 
confi rmatory factor analyses and the numerous 
techniques that can be employed to identify differ-
ential item functioning. We have seen tremendous 
developments in cross-cultural research methods 
in the last decades. However, these techniques are 
not always fully exploited. We still come across too 
many studies in which cross-cultural differences in 
means scores are taken at face value without any 
concern for the comparability of scores across 
cultures. Progress in cross-cultural organizational 
research will depend on a combination and inte-
gration of sophisticated theorizing and adequate 
use of the tools that are available. It is remarkable 
that some methodological considerations have 
been widely accepted, such as problems with low 
internal consistencies and interrater reliabilities, 
while other recommendations regarding the test-
ing of equivalence are often more preached than 
practiced. 
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 We have paid much attention in the chapter to 
current developments in multilevel models. We 
consider these models to be possible spearheads 
of new developments in cross-cultural organiza-
tional behavior research. Multilevel models com-
bine innovations in theory and development. We 
consider these models to be particularly impor-
tant because they enable the study of individuals, 
organizations, and cultures in a joint model. As a 
consequence, we can now model the interaction of 
variables at different levels. 
 We expect that a further integration of theory 
and methods and a more refi ned use of methodo-
logical tools in cross-cultural research will help to 
increase the replicability of cross-cultural research 
fi ndings, to bolster our conclusions against alter-
native interpretations, and to generate theories that 
better stand testing in a cross-cultural framework. 
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