An image-based 3D surface reconstruction method based on simultaneous evaluation of intensity and polarisation features (shape from photopolarimetric reflectance) and its combination with absolute depth data is introduced in this article. The proposed technique is based on the analysis of single or multiple intensity and polarisation images. To compute the surface gradients, we present a global optimisation method based on a variational framework and a local optimisation method based on solving a set of nonlinear equations individually for each image pixel. These approaches are suitable for strongly non-Lambertian surfaces and those of diffuse reflectance behaviour and can also be adapted to surfaces of non-uniform albedo. We describe how independently measured absolute depth data is integrated into the shape from photopolarimetric reflectance framework in order to increase the accuracy of the 3D reconstruction result. In this context we concentrate on dense but noisy depth data obtained by depth from defocus and on sparse but accurate depth data obtained by stereo or structure from motion analysis. We show that depth from defocus information should preferentially be used for initialising the optimisation schemes for the surface gradients. For integration of sparse depth information, we suggest an optimisation scheme that simultaneously adapts the surface gradients to the measured intensity and polarisation data and to the surface slopes implied by depth differences between pairs of depth points. In principle, arbitrary sources of depth information are possible in the presented framework. Experiments on synthetic and on real-world data reveal that while depth from defocus is especially helpful for providing an initial estimate of the surface gradients and the albedo in the absence of a-priori knowledge, integration of stereo or structure from motion information significantly increases the 3D reconstruction accuracy. In our real-world experiments, we regard the scenarios of 3D reconstruction of raw forged iron surfaces in the domain of industrial quality inspection and the generation of a digital elevation model of a section of the lunar surface in the context of space-based planetary exploration.
Introduction
Three-dimensional surface reconstruction is an important topic in various application areas of close-range photogrammetry, such as quality inspection and reverse engineering. Many image-based reconstruction methods have been proposed, based on photometric as well as geometric principles. Well known geometric approaches include stereo and structure from motion (Faugeras, 1993) , projection of structured light (Batlle et al., 1998) , and depth from defocus (DfD) (Chaudhuri and Rajagopalan, 1999; Schechner and Kiryati, 2000) . In practice, even passive methods such as stereo and structure from motion (SfM) often require structured illumination to artificially produce texture required for a dense reconstruction of the surface (Calow et al., 2002; Nayar et al., 1996) . Reconstruction algorithms based on photometric methods include shape from shading (SfS) and polarisation (Horn and Brooks, 1989; Miyazaki et al., 2003; Rahmann, 1999) . In contrast to the geometric approaches, they can be used to reconstruct smooth, textureless surfaces without structured illumination.
A combined reconstruction based on geometric and photometric reconstruction methods is desirable, since both approaches complement each other. A number of approaches to combine stereo and shape from shading have been proposed in the literature. Cryer et al. (1995) fuse low-pass filtered stereo depth data and high-pass filtered SfS depth data. Their approach, however, requires dense depth data and fuses the independently obtained results of two separate algorithms. Samaras et al. (2000) introduce a surface reconstruction algorithm that performs stereo analysis of a scene and uses a minimum description length metric to selectively apply SfS to regions with weak texture. A surface model described by finite elements is adjusted to minimise a combined depth, multi-image SfS, and smoothness error. The influence of a depth point on the surface, however, is restricted to a small local neighbourhood of the corresponding finite element, favouring the use of dense depth data. A related approach by Fassold et al. (2004) integrates stereo depth measurements into a variational SfS algorithm and estimates surface shape, light source direction, and diffuse reflectance map. In their approach, the influence of a depth point is restricted to a very small local neighbourhood of the corresponding image pixel. Horovitz and Kiryati (2004) propose a method that enforces sparse depth points during the surface gradient integration step performed in many SfS algorithms, involving a heuristically chosen parameterised weight function governing the local influence of a depth point on the reconstructed surface. They propose a second approach, suggesting a subtraction of the large-scale deviation between the depth results independently obtained by stereo and SfS, respectively, from the SfS solution. For sparse stereo data, the large-scale devi- ation is obtained by fitting a sufficiently smooth parameterised surface model to the depth difference values. Both approaches fuse independently obtained results of two separate algorithms.
In this article we present a framework to reconstruct a dense depth map of the surface using shape from photopolarimetric reflectance (SfPR), a generalisation of SfS which additionally considers the linear polarisation state of the light reflected from the surface. In this framework we assume known reflectance functions and light source positions. In contrast to most existing methods, our approach is suited for strongly non-Lambertian surfaces but also for those of diffuse reflectance behaviour. In this context, the single-image approach we have described in previous work (d 'Angelo and Wöhler, 2005a ) is considerably extended towards a multi-image photopolarimetric framework for which a local and a global optimisation scheme are developed. First results have already been reported by d 'Angelo and Wöhler (2005b) and d 'Angelo and Wöhler (2005d) , and in this study we present a substantially extended evaluation of the SfPR approaches based on a large number of combinations of different photopolarimetric cues, also dealing with a quantitative treatment of the selection of the algorithm parameters. Preliminary results on the inclusion of DfD information into the SfPR framework, addressing the initialisation of the surface gradient field, are provided by d 'Angelo and Wöhler (2005c) . In this study we utilise a DfD approach of increased accuracy, inspired by the method proposed by Pentland (1987) , for which we demonstrate that DfD information can favourably be used not only for initialisation purposes but for an estimation of the surface albedo, thus removing a major ambiguity of the presented global optimisation approaches. Furthermore, our method includes a combination of the variational SfPR framework with sparse depth data, represented as a set of 3D points (cf. d 'Angelo and Wöhler (2006) for preliminary results). For this purpose we introduce an appropriate depth error term which is based on depth differences between pairs of 3D points, thus exhibiting the desirable property that the influence of a depth point is not restricted to its immediate local neighbourhood. A multi-scale approach is applied to reconstruct the surface gradient field. We examine the influence of the number of depth points on the reconstruction result and develop a novel, self-consistent method to estimate the surface albedo in the absence of specular reflections.
We regard real-world applications in the field of industrial quality inspection, characterised by a largely controlled environment in which the relative positions of the object, the camera, and the light source as well as the surface reflectance properties are assumed to be accurately known, and in the domain of spacecraft image analysis, where the direction of (solar) illumination and the reflectance properties of the surface are well-defined while the viewing direction and the motion of the camera are poorly constrained. In the first scenario, we thus generate sets of 3D points by stereoscopic analysis of image pairs rectified to standard geometry (d' Angelo and Wöhler, 2006) , while in the second scenario we utilise a bundle adjustment based SfM method.
Shape from photopolarimetric reflectance
In our scenario, we will assume that the surface z(x, y) to be reconstructed is illuminated by a point light source and viewed by a camera, both situated at infinite distance in the directions s and v, respectively (cf. Fig. 1a ). The xy plane is parallel to the image plane. Parallel unpolarised incident light and an orthographic projection model are assumed. For each pixel location (u, v) of the image we intend to derive a depth value z (u, v) . The surface normal is given in gradient space by the vector n = (−p, −q, 1)
T with p = ∂z/∂x and q = ∂z/∂y. The incidence angle θ i is defined as the angle between surface normal n and illumination direction s, the emission angle θ e as the angle between surface normal n and viewing direction v, and the phase angle α as the angle between illumination direction s and viewing direction v. A measure for the intrinsic reflectivity of the surface is given by the surface albedo ρ(u, v).
In the framework of shape from photopolarimetric reflectance (SfPR), the light reflected from a surface point located at the world coordinates (x, y, z) with corresponding image coordinates (u, v) is described by the observed pixel intensity I (u, v) , the polarisation angle Φ(u, v) (i. e. the direction in which the light is linearly polarised), and the polarisation degree D(u, v). Measurement of polarisation properties is thus limited to linear polarisation while circular or elliptic polarisation is not taken into account. It is assumed that models are available that express these photopolarimetric properties in terms of the surface orientation n, illumination direction s, and viewing direction v. These models may either be physically motivated or empirical (cf. Section 2.3) and are denoted in this paper by R I (intensity reflectance), R Φ (polarisation angle reflectance), and R D (polarisation degree reflectance). The aim of surface reconstruction in the presented framework is to determine for each pixel (u, v) the surface gradients p(u, v) and q(u, v), given the illumination direction s and the viewing direction v, such that the modelled photopolarimetric properties of a pixel correspond to the measured values:
The reflectance functions (1)-(3) may depend on further, e. g. material-specific, parameters which possibly in turn depend on the pixel coordinates (u, v), such as the surface albedo ρ(u, v) which influences the intensity reflectance R I .
In the following paragraphs we describe a global and a local approach to adapt the surface gradients p(u, v) and q(u, v) to the observed photopolarimetric properties I (u, v), Φ(u, v), and D(u, v) by solving the (generally nonlinear) system of equations (1)-(3).
The 3D surface profile z(u, v) is then obtained by integration of the surface gradients according to the method proposed by Simchony et al. (1990) . Their approach determines the surface z(u, v) of maximum consistency with the generally non-integrable gradient field (p(u, v), q(u, v) ) by minimising the integrability error term
as defined by Horn (1989) . Compared to the original approach by Horn (1989) , the direct analytical optimisation method by Simchony et al. (1990) , which is implemented in frequency space, is computationally more efficient.
Global optimisation scheme
The first solving technique is based on the optimisation of a global error function simultaneously involving all image pixels. This approach is described in detail by Horn and Brooks (1989) , Horn (1989) , and Jiang and Bunke (1997) . One part of this error function is the intensity error term
The number of light sources and thus of acquired images is given by L, and both the incidence angle θ (l)
i and the phase angle α (l) depend on the individual light source l. The angles θ i and θ e depend on the surface orientation at image location (u, v) , while the phase angles α (l) are assumed to be constant across the image.
As the pixel intensity information alone is not necessarily sufficient to provide an unambiguous solution for the surface gradients p(u, v) and q(u, v), a regularisation constraint e s is introduced which requires smoothness of the surface, i. e. for example small absolute values of the directional derivatives of the surface gradients. We will therefore make use of the additional error term (Horn and Brooks, 1989; Jiang and Bunke, 1997) . In the scenarios regarded in this paper, the assumption of a smooth surface is realistic. For wrinkled surfaces, where using Eq. (6) leads to an unsatisfactory result, it can be replaced by the departure from integrability error term (4) as discussed in detail by Horn (1989) .
In our scenario, the incident light is unpolarised. For smooth metallic surfaces the light remains unpolarised after reflection at the surface. Rough metallic surfaces, however, partially polarise the reflected light, as shown e. g. by Wolff (1991) . When observed through a linear polarisation filter, the reflected light will have a transmitted radiance that oscillates sinusoidally as a function of the orientation of the polarisation filter between a maximum I max and a minimum I min . The polarisation angle Φ ∈ [0
• ] denotes the orientation under which maximum transmitted radiance I max is observed. The polarisation degree is defined by D = (I max − I min )/(I max + I min ) ∈ [0, 1]. Like the reflectance of the surface, both polarisation angle and degree depend on the surface normal n, the illumination direction s, and the viewing direction v. No sufficiently accurate physical model exists so far which is able to describe the polarisation behaviour of light scattered from a rough metallic surface. We will therefore determine the functions R Φ ( n, s, v) and R D ( n, s, v), describing the polarisation angle and degree of the material, respectively, for the phase angle α between the vectors s and v over a wide range of illumination and viewing configurations. To obtain analytically tractable relations rather than discrete measurements, we fit phenomenological models to the obtained measurements (cf. Section 2.3).
To integrate polarisation angle and degree into the 3D surface reconstruction framework, we define two error terms e Φ and e D which denote the deviations between the measured values and those computed using the corresponding phenomenological model, respectively:
Based on the feature-specific error terms e I , e Φ , and e D , a combined error term e is defined which takes into account both reflectance and polarisation properties: e = e s + λe I + µe Φ + νe D .
(9) Minimising error term (9) yields the surface gradients p(u, v) and q(u, v) that optimally correspond to the observed reflectance and polarisation properties, where the Lagrange parameters λ, µ, and ν denote the relative weights of the individual reflectance-specific and polarisation-specific error terms. With the discrete approximations
for the second derivatives of the surface z(u, v) andp(u, v) as the local average over the four nearest neighbours of pixel (u, v) we obtain an iterative update rule for the surface gradients by setting the derivatives of the error term e with respect to p and q to zero:
where n denotes the iteration index. A corresponding expression for q is obtained in an analogous manner. This derivation is described in more detail by Horn and Brooks (1989) . The initial values p 0 (u, v) and q 0 (u, v) must be provided based on a-priori knowledge about the surface or on independently obtained depth data (cf. Section 3). The partial derivatives in Eq. (10) are evaluated at (p n ,q n ), respectively, making use of the phenomenological model fitted to the measured reflectance and polarisation data (cf. Section 2.3). The surface profile z(u, v) is then derived from the resulting gradients p(u, v) and q(u, v) by means of numerical integration of the gradient field according to the method suggested by Simchony et al. (1990) .
Local optimisation scheme
Provided that the model parameters of the reflectance and polarisation func- p(u, v), q(u, v) ) are known and measurements of intensity and polarisation properties are available for each image pixel, the surface gradients p(u, v) and q(u, v) can be obtained by solving the nonlinear system of equations (1)- (3) individually for each pixel. For this purpose we make use of the Levenberg-Marquardt algorithm (Madsen et al., 1999) . In the overdetermined case, the root of Eqs. (1)- (3) is computed in the least-mean-squares sense. The contributions from the different terms are then weighted according to the measurement errors, respectively, which we have determined to σ I ∼ 10 −3 I spec with I spec as the intensity of the specular reflections, σ Φ ∼ 0.1
• , and σ D ∼ 0.02. The surface profile z(u, v) is again derived from the resulting gradients p(u, v) and q(u, v) by means of numerical integration of the gradient field (Simchony et al., 1990) .
It is straightforward to extend this approach to photopolarimetric stereo because each light source provides an additional set of equations. Eq. (1) can only be solved, however, when the surface albedo ρ(u, v) is known for each surface point. A constant albedo can be assumed in many applications. If this assumption is not valid, albedo variations will strongly affect the accuracy of surface reconstruction.
For many materials the intensity reflectance function is of the form
For surfaces with a non-uniform albedo ρ(u, v) it is then possible to utilise two images I 1 (u, v) and I 2 (u, v) acquired under different illumination conditions, such that Eq. (1) can be replaced by
In Eq. (12), the albedo cancels out. The quotient approach has been introduced in the context of photoclinometric analysis of planetary surfaces by McEwen (1985) and has been integrated into the shape from shading formalism by Wöhler and Hafezi (2005) and by Lena et al. (2006) . An advantage of the described local approach is that the 3D reconstruction result is not affected by additional constraints such as smoothness of the surface but directly yields the surface gradient vector for each image pixel. A drawback, however, is the fact that due to the inherent nonlinearity of the problem, existence and uniqueness of a solution for p(u, v) and q(u, v) are not guaranteed for both the albedo-dependent and the albedo-independent case. But in the experiments presented in Section 4 we show that in practically relevant scenarios a reasonable solution for the surface gradient field and the resulting depth z(u, v) is obtained even in the presence of noise.
Empirical determination of photopolarimetric models
This section explains how the reflectance and polarisation properties of the surface material are measured and described in terms of suitable analytical phenomenological models for further processing.
Measurement of reflectance properties
According to Nayar et al. (1991) , the reflectance of a typical rough metallic surface consists of three components: a diffuse (Lambertian) component, the specular lobe, and the specular spike. The diffuse component is generated by internal multiple scattering processes. The specular lobe, which is caused by single reflection at the surface, is distributed around the specular direction and may be rather broad. The specular spike is concentrated in a small region around the specular direction and represents mirror-like reflection, which is dominant in the case of smooth surfaces. Fig. 1a illustrates the three components of the reflectance function. We define an analytical form for the reflectance for which we perform a least-mean-squares fit to the measured reflectance values, depending on the incidence angle θ i and the angle θ r between the specular direction r and the viewing direction v (cf. Fig. 1a ):
For θ r > 90
• only the diffuse component is considered. The reflectance measurement is performed for a small part of the surface, for which the albedo ρ 0 can be assumed to be constant. The shapes of the specular components of the reflectance function are approximated by N = 2 terms proportional to powers of cos θ r . The coefficients {σ n } denote the strength of the specular components relative to the diffuse component, while the exponents {m n } denote their widths. Generally, all introduced phenomenological parameters depend on the phase angle α. The angle θ r can be expressed in terms of incidence angle, emission angle, and phase angle according to cos θ r = 2 cos θ i cos θ e − cos α,
such that our phenomenological reflectance model only depends on the incidence angle θ i , the emission angle θ e , and the phase angle α. A goniometer is used to adjust the angles θ i and θ e . The illumination vector s, the viewing direction v, and thus the phase angle α between the vectors s and v are assumed to be constant across the image.
For our experiments we have used a CCD camera with a linear response curve. As the dynamic range of the camera is not sufficiently high to cover both the diffuse and the specular reflectance components, we acquired a series of images over a wide range of shutter times for each configuration of θ i , θ e , and α, combining each series into a single high dynamic range image. For this purpose, pixels with greyvalues in an intermediate range are selected from each individual frame and normalised by the corresponding exposure time, respectively. The normalised pixel brightnesses are then arranged into a synthetised high dynamic range image, which is used in all further processing steps. The reflectance of the sample surface under the given illumination conditions is then obtained by computing the average greyvalue over an area in the synthesised high dynamic range image that contains a flat part of the sample surface. The reflectance value is obtained up to the overall scale factor ρ 0 , which is computed based on the image used for surface reconstruction. A reflectance measurement typical for raw forged or cast iron surfaces is shown in Fig. 1b for α = 75
• . The corresponding parameters of the reflectance map according to Eq. (13) are given by σ 1 = 3.85, m 1 = 2.61, σ 2 = 9.61, and m 2 = 15.8, where the specular lobe is described by σ 1 and m 1 and the specular spike by σ 2 and m 2 , respectively.
One possible way to determine the uniform value of the surface albedo ρ 0 is its estimation based on the specular reflections in the images used for 3D reconstruction, which appear as regions of maximum intensity I (l) spec as long as the reflectance behaviour is strongly specular, i. e. at least one of the parameters {σ n } is much larger than 1. For these surface points we have θ r = 0 and θ
Relying on the previously determined parameters {σ n }, Eq. (13) yields
In principle, a single image is already sufficient to determine the value of ρ 0 as long as specular reflections are present in it. Note that in Eq. (15) the dependence of the parameters of the reflectance function on the phase angle α is explicitly included.
An albedo estimation according to Eq. (15) is not possible when the maximum intensity in the image does not correspond to specular reflection with θ r = 0.
In the global optimisation scheme the surface albedo ρ 0 can then be estimated in each iteration step n simultaneously along with the surface gradients. This is achieved by solving Eq. (13) for ρ(u, v) individually for each pixel (u, v) based on the values of p n (u, v) and q n (u, v) according to
withR(p, q) defined according to Eq. (11). The uniform albedo ρ 0 is then obtained by computing an appropriate average of the computed ρ n (u, v) values. For the strongly specular surfaces regarded in our experiments, we found that the median of ρ n (u, v) provides a more robust estimate of ρ 0 than the mean, since already a small number of pixels with inaccurately estimated surface gradients (which occur especially at the beginning of the iteration procedure) leads to a significant shift of the mean value while leaving the median value largely unaffected. If no a-priori information about the surface gradients is available, the initial guess of ρ 0 , which in turn depends on the initial guess of p(u, v) and q(u, v), has a strong influence on the solution found by the global optimisation scheme. Such a-priori information can be obtained based on independently measured depth data (cf. Section 3).
Measurement of polarisation properties
The measurement of the polarisation properties of the light reflected from the surface is similar to the reflectance measurement. For each configuration of goniometer angles, five high dynamic range images are acquired through a linear polarisation filter at orientation angles ω of 0
• , and 180
• . For each filter orientation ω, an average pixel intensity over an image area containing a flat part of the sample surface is computed as described in Section 2.3.1. To the measured pixel intensities we fit a sinusoidal function of the form
(17) In Eq. (17), the parameter I c corresponds to the intensity of the unpolarised fraction of the reflected light, while I v is the amplitude of the fitted sinusoid and corresponds to the polarised fraction. The value of I c is used as the pixel brightness of the intensity image I(u, v). The filter orientation Φ for which maximum intensity I c + I v is observed corresponds to the polarisation angle as defined in Section 2. The polarisation degree now becomes D = I v /I c . In principle, three measurements would be sufficient to determine the three parameters I c , I v , and Φ, but the fit becomes less noise-sensitive and thus more accurate when more measurements are used.
According to Fig. 1b , the rotation angles of the goniometer define the surface normal˜ n = (−p, −q, 1) of the sample surface in a coordinate system with positive x and zero y component of the illumination vector s, corresponding to p s < 0 and q s = 0. Without loss of generality we will in the following assume a viewing direction v = (0, 0, 1)
T . The surface normal n in the world coordinate system, in which the azimuth angle of the light source is denoted by the angle ψ, is related to˜ n by a rotation R z (ψ) around the z axis with n = R z (ψ)˜ n, leading tõ
Due to the lack of an accurate physically motivated model for the polarisation properties of rough metallic surfaces, we perform a polynomial fit in terms of the surface gradientsp andq to the measured values of the polarisation angle Φ and degree D. In this framework, the modelled polarisation angle R Φ is represented by an incomplete third-degree polynomial of the form
The constant offset a Φ can be made zero by correspondingly defining the zero position of the orientation angle ω of the linear polarisation filter. Eq. (19) is antisymmetric inq with respect to a Φ . At the same time, we have R Φ (p,q) = a Φ = constant forq = 0, corresponding to coplanar vectors n, s, and v. These properties are required for geometric symmetry reasons as long as the interaction between the incident light and the surface material can be assumed to be isotropic, since the polarisation angle is then antisymmetric with respect to the plane containing the camera, the surface point, and the light source.
The observed polarisation degree R D is represented in an analogous manner by an incomplete second-degree polynomial of the form
In Eq. (20), symmetry inq is imposed for geometric reasons, once more due to the assumed isotropic interaction between the incident light and the surface material. Accordingly, the maximum of the polarisation degree is always observed for surface normals n coplanar with the viewing direction v and the illumination vector s, and the behaviour of the polarisation degree is symmetric with respect to that plane. Fig. 2 illustrates the polarisation properties of a raw forged iron surface at a phase angle of α = 75
• along with the polynomial fits according to Eqs. (19) and (20). The polynomial model (19) of the polarisation angle yields a reasonable representation of the observations. For rough metallic surfaces like the one regarded in Fig. 2 , however, the behaviour of the polarisation degree appears rather irregular. We additionally found that it is strongly dependent on local variations of the surface roughness (cf. Section 4.2). We will utilise the fitted model for the polarisation degree in our experiments on synthetic data (cf. Section 4.1), showing that it does not increase the accuracy of 3D reconstruction when used together with the intensity. Hence, in our real-world experiments we will limit the use of polarisation information to the polarisation angle (cf. Section 4.2). In the general case, however, the preferable choice of polarisation features to be used for a given 3D reconstruction task depends on the polarisation properties of the regarded surface material.
For the computation of the derivatives of R I , R Φ , and R D with respect to the surface gradients p and q, as required to apply the iterative update rule (10), Eq. (18) has to be taken into account.
Integration of depth information into the SfPR framework
Since the obtained solution of SfS and, to a lesser extent, SfPR may be ambiguous as long as single images are regarded, integrating additional information into the surface reconstruction process is supposed to improve the reconstruction result. For example, a sparse 3D point cloud of the object surface can be reconstructed by stereo vision, laser triangulation, or shadow analysis. Previous approaches either merge the results of stereo and SfS (Cryer et al., 1995) or embed the SfS algorithm into stereo (Samaras et al., 2000) or SfM (Lim et al., 2005) algorithms.
In this section we will describe how independently acquired additional depth information can be integrated into the SfPR framework outlined in Section 2. We found that the fusion between SfPR and depth-measuring algorithms is especially useful if the depth data are dense but display a considerable amount of noise, or if they are accurate but only available for a sparse set of surface points. Hence, in Section 3.1 we will concentrate on dense but noisy depth information, examining as an example the monocular DfD technique. In Section 3.2 we will regard reasonably accurate but sparse depth information, based on the examples of stereo image analysis and SfM.
Dense but noisy depth information -depth from defocus
A well-known monocular technique to recover the depth of scene points from still images is depth from defocus (DfD). This method makes the realistic assumption of a finite aperture of the camera lens and relies on the fact that the image of a scene point situated at a distance z from the camera becomes more and more blurred with increasing depth offset (z − z 0 ) between the scene point at distance z and the plane at distance z 0 on which the camera is focused. A general property of the DfD approach is that the computed depth map is dense, i. e. for each image location a depth value is determined, but the resulting depth values tend to display a considerable scatter. An indepth review of DfD and related methods is given e. g. by Chaudhuri and Rajagopalan (1999) .
Calibration of the DfD method, data acquisition
For an image acquired with an optical system, the observed image I(u, v) can be modelled by the convolution of the "ideal" image I 0 (u, v) with the point spread function (PSF) G according to I(u, v) = G * I 0 (u, v). An exact description of the PSF due to diffraction of light at a circular aperture is given by the radially symmetric Airy pattern A(r) ∝ [J 1 (r)/r] 2 , where J 1 (r) is a Bessel function of the first kind (Hecht, 2001) . Consequently, the image of a point light source is radially symmetric and displays an intensity maximum at its centre and concentric rings surrounding the maximum with brightnesses that decrease for increasing ring radius. The central maximum is also called Airy disk (Hecht, 2001) . For practical purposes, however, when a variety of additional lens-specific influencing quantities (e. g. chromatic aberration) is involved, a radially symmetric Gaussian function is a reasonable approximation to the PSF (Chaudhuri and Rajagopalan, 1999) . As a measure for the PSF width, we will denote the standard deviation of the Gaussian PSF in frequency space by σ, where the observed image blur decreases with increasing value of σ.
The calibration procedure for estimating DfD then involves the determination of the lens-specific characteristic curve σ (z − z 0 ) (Chaudhuri and Ra-jagopalan, 1999) . For this purpose we acquire two pixel-synchronous images of a rough, uniformly textured plane surface consisting of forged iron, inclined by 45
• with respect to the optical axis. The image part in which the intensity displays maximum standard deviation (i. e. most pronounced high spatial frequencies) is sharp and thus situated at distance z 0 . A given difference in pixel coordinates with respect to that image location directly yields the corresponding depth offset (z − z 0 ). The first image is taken with small aperture, i. e. f /8, resulting in virtually absent image blur, while the second image is taken with the aperture that will be used later on for 3D reconstruction, i. e. f /2, resulting in a perceivable image blur that depends on the depth offset (z − z 0 ).
The images are partitioned into quadratic windows, for each of which the average depth offset (z − z 0 ) is known. After Tukey windowing, the PSF width parameter σ in frequency space is computed based on the ratio Q(ω u , ω v ) of the amplitude spectra of the corresponding windows of the second and the first image, respectively: (Subbarao, 1988) , where . . . ωu,ωv denotes the average over the coordinates ω u and ω v in frequency space. Only the range of intermediate spatial frequencies is regarded in order to reduce the influence of noise on the resulting value of σ. If the amplitude spectrum of the examined image window displays a very low value at (ω u , ω v ), the corresponding ratio value Q(ω u , ω v ) tends to be inaccurate, which may result in a substantial error of σ. Hence, we first compute σ according to Eq. (21), identify all spatial frequencies (ω u , ω v ) for whichσ(ω u , ω v ) deviates by more than one standard deviation from σ, and recompute σ after neglecting these outliers.
For a given value of σ, the corresponding value of (z − z 0 ) is ambiguous since two depth values z 1 < z 0 and z 2 > z 0 may correspond to the same value of σ.
In our experiments we avoided this two-fold ambiguity by placing the complete surface to be reconstructed behind the plane at distance z 0 , implying z > z 0 . One would expect σ → ∞ for z → z 0 , since ideally the small-aperture image and the large-aperture image are identical for z = z 0 . We found empirically, however, that due to the imperfections of the optical system, even for z = z 0 an image window acquired with larger aperture is slightly more blurred than the corresponding image window acquired with smaller aperture. This remains true as long as the small aperture is sufficiently large for diffraction effects to be small. As a consequence, σ obtains a finite maximum value at z = z 0 and decreases continuously for increasing z.
Pentland (1987) utilises the approximation of geometric optics and assumes that the image of a point light source corresponds to a point for a sharp image (obtained with the camera sensor located in the focal plane) and to a circle of uniform brightness, the so-called circle of confusion, for a blurred image (obtained with the camera sensor displaced by a distance ∆v from the focal plane). The geometric optics approach implies that the diameter of the circle of confusion is proportional to the value of ∆v (Subbarao, 1988) . In turn, the PSF width in image space (being proportional to σ −1 ) is assumed to be proportional to the diameter of the circle of confusion, implying σ −1 → 0 for z → z 0 . For the lenses, CCD sensors, and object distances regarded in our experiments (cf. Section 4.2.1), it follows from the models by Pentland (1987) and Subbarao (1988) that σ −1 is proportional to |z − z 0 | for small values of |z − z 0 | of some millimetres and for small diameters of the circle of confusion of a few pixels. In the general case, the geometric optics approximation may introduce systematic errors (Kuhl et al., 2006) .
In our experimental setting, we found that the measured (σ −1 , (z − z 0 )) data points can be represented fairly well by a linear function, displaying a nonzero offset due to the aforementioned imperfections of the optical system. This result is shown in Fig. 3 , which will serve as our DfD calibration curve.
Fusion of SfPR with DfD
Once the characteristic curve σ(z − z 0 ) is known, it is possible to extract a dense depth map from a pixel-synchronous pair of images of a surface of unknown shape, provided that the images are acquired at the same focus position and with the same apertures as the calibration images. The resulting depth map z DfD (u, v), however, tends to be very noisy. It is therefore favourable to fit a plane z DfD (u, v) to the computed depth points, since higher-order information about the surface is usually not contained in the noisy DfD data. This procedure reveals information about the large-scale properties of the surface. Approximate surface gradients can then be obtained by computing the partial derivatives p DfD (u, v) = ∂z DfD (u, v)/∂x and q DfD (u, v) = ∂z DfD (u, v)/∂y.
In many cases there exists no unique solution for the surface gradients p(u, v) and q(u, v) within the SfPR framework, especially for highly specular reflectance functions. This applies both to the global (Section 2.1) and to the local (Section 2.2) optimisation scheme. Therefore, the obtained solution tends to depend strongly on the initial values p 0 (u, v) and q 0 (u, v). As we assume that no a-priori information about the surface is available, we initialise the optimisation scheme with p 0 (u, v) = p DfD (u, v) and q 0 (u, v) = q DfD (u, v), thus making use of the large-scale surface gradients obtained by DfD analysis. The ambiguity of the solution of the global optimisation scheme is even more pronounced when no a-priori knowledge about both the surface gradients and the albedo is available. In such cases, which are often encountered in practically relevant scenarios, an initial albedo value is computed according to Eq. (16) based on the initial surface gradients p DfD (u, v) and q DfD (u, v) (cf. Section 2.3.1). We found experimentally that it is advantageous to keep this albedo value constant during the iteration process as long as no additional constraints can be imposed on the surface, since treating the albedo as a further free parameter in the iteration process increases the manifold of local minima of the error function.
The DfD data are derived from two images acquired with large and small aperture, respectively. In practice, it is desirable but often unfeasible to use the well-focused image acquired with small aperture for 3D reconstructionthe image brightness then tends to become too low for obtaining reasonably accurate polarisation data. The surface reconstruction algorithm thus has to take into account the position-dependent PSF. Correspondingly, the observed image I(u, v) is described as a convolution
of the "true" image I 0 (u, v) with the spatially varying PSF G(u, v).
We incorporate the DfD information into the global optimisation scheme since it is not possible to introduce PSF information (which applies to a local neighbourhood of a pixel) into an approach based on the separate evaluation of each individual pixel, like the local method described in Section 2.2. The error terms (5), (7), and (8) of the SfPR scheme described in Section 2.1 are modified according to
describing the mean square deviation between the observed intensity and polarisation values and the modelled reflectances convolved with the PSF G extracted from the image as described in Section 3.1. This approach is related to the shape from shading scheme for blurred images introduced by Joshi and Chaudhuri (2004) . In that work, however, the PSF width is estimated simultaneously with the surface gradients, while we independently determine the PSF width in dependence of the location in the image during the DfD analysis. The iterative update rule (10) then becomes
An analogous expression is readily obtained for q.
Accurate but sparse depth information
Probably the most widespread method to recover 3D information about a scene is stereo analysis. In stereo vision, images of the scene are acquired by two spatially separated cameras. In many practical applications, the optical axes of the two cameras are parallel, and the images are taken with the same focal length. This leads to epipolar lines oriented parallel to image rows or columns. Given the internal parameters (focal length, distortion parameters, location of the principal points) and external parameters (position and orientation) of the cameras, the distance of objects or object parts in the scene is obtained by computing the disparity map, i. e. the offset between the pixels in both images that belong to the same scene point, respectively, and transforming them into world coordinates. However, for establishing point-to-point correspondences between image parts surface texture is required. If the surface is smooth and textureless, a light pattern projected on it may generate the texture necessary for stereo analysis (Calow et al., 2002) . The metallic surfaces regarded in Section 4, however, are sufficiently rough and textured to generate a sparse set of depth points without applying structured illumination.
Another well-known geometric approach to 3D scene reconstruction is structure from motion (SfM), where point features are tracked across an image sequence acquired by a single moving camera (Faugeras, 1993) . The SfM approach recovers both the 3D coordinates of the tracked scene points and the path of the camera up to an unknown but uniform scaling factor, which we determine based on a-priori knowledge about the scene.
Description of the employed stereo algorithm
In several real-world experiments we use a block-matching stereo algorithm to generate sparse depth data. We assume that the images are rectified to standard stereo geometry with epipolar lines parallel to the horizontal image axis (Krüger et al., 2004) . For each pixel i at position (u, v) in the left image, a corresponding point is searched along the epipolar line in the right image. We use the normalized cross-correlation coefficient C as similarity measure (Horn, 1986) . A square region of 7 × 7 pixels of the left image (L) is correlated with regions on the corresponding epipolar line in the right image (R) for all candidate disparities d, resulting in an array of correlation coefficients
The disparity with the maximum correlation coefficient
is determined, and a parabola P (d) = ad 2 +bd+e is fitted to the local neighbourhood of the maxima. The dispartiy d i is estimated at subpixel accuracy according to d i = −b/(2a). Only fits with c i (d i ) > 0.8 and a i < −0.1 are used. This ensures that only well localised correspondences are considered for further processing. The coordinates of a point (u i , v i ) in the left stereo camera coordinate system are then given by (Faugeras, 1993) . The focal length f and base distance b between the cameras are determined by binocular camera calibration according to the method by Krüger et al. (2004) . Our block-matching algorithm performs a left-right consistency check prior to establishing a point correspondence. In both regarded examples, a disparity value could be determined for a fraction of only 0.3 percent of all pixels, due to limited texture, repeating patterns, or different appearance of corresponding surface parts in the stereo images as a consequence of the strongly specular reflectance behaviour.
Apart from block-matching techniques, a variety of dense stereo algorithms have been proposed, which compute a depth value for each image pixel independent of the presence of texture. An intensity-based variational dense stereo approach is described by Horn (1986) . Scharstein and Szeliski (2002) provide an extensive survey about dense stereo methods and their performance. However, parts of the surface may show no surface texture at all, or corresponding parts of the stereo image pair no not display a similar structure. The latter behaviour e. g. occurs as a consequence of specular reflectance properties leading to a different appearance of the respective surface part in the stereo images. In such cases of missing or contradictory texture information, dense stereo algorithms usually interpolate the surface across the ambiguous image parts, leading to an inaccurate 3D reconstruction result for the corresponding region. This problem is addressed by Hirschmüller (2006) , who proposes an intensity consistent disparity selection for dealing with untextured surface parts and suggests a discontinuity preserving interpolation approach for filling holes in the disparity map. In that framework, however, interpolation is performed based on a-priori assumptions of the surface rather than reflectance properties. Hence, we prefer to compute depth points only in places where point correspondences can be established unambiguously and accurately and to compute dense depth data in a subsequent step based on an integration of the available photometric or photopolarimetric information.
Description of the employed SfM algorithm
SfM recovers the spatial scene structure using a monocular camera. A prerequisite for SfM is the geometric calibration of the camera in terms of estimating the internal parameters such as focal length, distortion parameters, etc. (Krüger et al., 2004) . A sequence of M images is acquired while the camera is moved around the object. Subsequently, a number of N salient feature points are extracted and tracked across the sequence. The motion of these features relative to the camera is then used to minimise the bundle adjustment (Faugeras, 1993) error term
with respect to the M camera transformation matrices T j and the N scene points X i . Here, x ij denotes the 2D pixel coordinates (u, v) of feature i in image j. The function P denotes the projection of 3D scene points to image coordinates and the matrix T j the transform of the camera coordinate system of image j with respect to an arbitrary world coordinate system. The SfM analysis involves the extraction of salient features from the image sequence. These feature points are tracked through the sequence using the KLT technique introduced by Shi and Tomasi (1994) . The feature points x ij are the result of this tracking procedure. To minimise the error term E SfM defined in Eq. (27), the Levenberg-Marquardt algorithm (Madsen et al., 1999 ) is employed, using the sparse bundle adjustment implementation by Lourakis and Argyros (2004) .
As long as no knowledge about the path of the camera is available, the SfM approach reconstructs the camera path given by the M camera transforms T j and the 3D coordinates X i of the N tracked feature points up to an unknown scaling factor. In our application scenario described in Section 4.2.2 this scaling factor is determined based on the known pixel scale of the images. Horovitz and Kiryati (2004) have shown that methods directly enforcing sparse depth constraints during the surface gradient integration suffer from the fact that the sparse depth values only have a local influence and lead to spikes in the reconstructed surface. Hence, they propose a local approach, assigning a radial weighting function to each depth point, and a global approach which consists of interpolating a bias correction surface to the depth differences between gradient reconstruction and depth points. But even in their framework, the locality of the influence of the depth points on the gradient field is only partially removed.
Fusion of SfPR with sparse depth data
Our approach to incorporate sparse depth information into the global optimisation scheme presented in Section 2.1 consists of defining a depth error term based on the surface gradient field and depth differences between sparse 3D points. The depth difference between two 3D points i and j is given by
The corresponding depth difference of the reconstructed surface gradient field is calculated by integration along a path C ij between the coordinates (u j , v j ) and (u i , v i ):
In our implementation the path C ij is approximated by a list of K discrete pixel positions (u k , v k ) with k = 1, . . . , K. While in principle any path C ij between the points i and j is possible, the shortest integration path, a straight line between i and j, is used here. Longer paths tend to produce larger depth difference errors because the gradient field is not guaranteed to be integrable.
Using these depth differences, it is possible to extend the global optimisation scheme introduced in Section 2.1 by adding an error term which minimises the squared distance between all N depth points:
The iterative update rule Eq. (10) then becomes
An analogous expression is obtained for q. The derivatives of (∆z) ij surf with respect to p and q may only be nonzero if the pixel (u k , v k ) belongs to the path C ij and are zero otherwise. They are computed based on the discrete gradient field. The derivative depends on the direction (d u , d v ) of the integration path at pixel location (u k , v k ) with
The update of the surface gradient at location (u, v) is then normalised with the number of paths to which the corresponding pixel belongs. Error term (30) will lead to the evaluation of N (N − 1)/2 lines at each update step and becomes prohibitively expensive for a large number of depth measurements. Therefore only a limited number of randomly chosen lines is used during each update step. Due to the discrete pixel grid, the width of each line can be assumed to correspond to one pixel. It is desirable that a large fraction of the image pixels is covered by the lines. For randomly distributed points and square images of size w ×w pixels, we found that about 70 percent of all image pixels are covered by the lines when the number of lines corresponds to 10 w.
An earlier approach by Wöhler and Hafezi (2005) combines SfS and shadow analysis using a similar depth difference error term, which is, however, restricted to depth differences along the light source direction. The method proposed by Fassold et al. (2004) directly imposes depth constraints selectively on the sparse set of surface locations with known depth. As a consequence, in their framework the influence of the depth point on the reconstructed surface is restricted to its immediate local neighbourhood. Horovitz and Kiryati (2004) reduce this effect by applying a weighted least squares extension of depth from gradient-field computation and by adding an interpolation surface to the reconstructed shape. In their framework, the influence of the 3D points on the reconstructed surface is better behaved but still decreases considerably with increasing distance. In contrast, our method effectively transforms sparse depth data into dense depth difference data as long as a sufficiently large number of paths C ij is taken into account. The influence of the depth error term is thus extended across a large number of pixels by establishing large-scale surface gradients based on depth differences between 3D points.
Beyond 3D points derived from image-based methods like stereo analysis or SfM, the framework described in this section can be applied to sparse depth data obtained from arbitrary sources, such as tactile measurement, laser scanners, or photogrammetric devices based on the projection of structured light.
Experimental evaluation

Synthetic examples
To examine the accuracy of the 3D surface reconstruction methods described in Sections 2 and 3 in comparison to ground truth data and to reveal possible systematic errors, we test our algorithms on synthetically generated surfaces. To examine the behaviour of the local and global optimisation schemes described in Sections 2.1 and 2.2 and their combination with sparse depth data as described in Section 3.2.3, dependent on how many images based on which reflectance and polarisation features are used, we apply the developed algorithms to the synthetically generated surface shown in Fig. 4a . We again assume a perpendicular view on the surface along the z axis, corresponding to v = (0, 0, 1)
T . The scene is illuminated by L = 2 light sources (one after the other) under an angle of 15
• with respect to the horizontal plane at azimuth angles of ψ (1) = −30
• and ψ (2) = +30
• , respectively. This setting results in identical phase angles α (1) = α (2) = 75
• for the two light sources. We extracted a set of 500 random points from the ground truth surface, which were used as sparse depth data for 3D reconstruction.
The reflectance functions of the rough metallic surface measured according to Section 2.3 were used to render the synthetic images shown in Fig. 4c . The reconstruction was performed with synthetic noisy data, where we applied Gaussian noise with a standard deviation of 5 × 10 −4 for the intensity I, where the maximum grey value is ∼ 6 × 10 −2 , 1 • for the polarisation angle Φ, and 0.4 pixels for the depth values (Z between 0 and 6 pixels). The weights for the error terms according to Eq. (31) were set to λ = 450, µ = 40, ν = 100, and χ = 1. The surface gradients were initialised with zero values. Table 1 . It is apparent that the shape from shading reconstruction using a single light source fails to reconstruct the surface (Fig. 4d) , while the surface shape can be reconstructed approximately using a single intensity and polarisation angle image (Fig. 4f) . To reach similar reconstruction accuracy without polarisation information, illumination from two different directions is required (Fig. 4e) . Table 1 illustrates that using intensity and polarisation degree in the 3D reconstruction process leads to poor accuracy both for the global and the local approach, while using intensity and polarisation angle yields a high accuracy which does not further increase when the polarisation degree is additionally used. The reason for this behaviour is the fact that intensity and polarisation degree contain somewhat redundant information, since both display a maximum in the specular direction (θ r = 0
• ) and decrease in a qualitatively similar lobe-shaped manner for increasing value of θ r . The dependence on surface orientation, however, is much stronger for the intensity than for the polarisation degree, while the measurement error tends to be significantly lower for the reflectance. The local optimisation approach according to Section 2.2 provides a very accurate reconstruction for the noise-free case, but performs worse than the global approach on noisy data (Figs. 4j and 4k ). This property can be observed clearly by comparing the corresponding reconstruction errors of p and q given in Table 1 . With reflectance and polarisation angle images, the reconstruction result becomes very accurate. Similarly accurate reconstruction results, however, are already obtained based on a single intensity and polarisation image. Fig. 4g shows the reconstruction result using only the sparse depth values, effectively smoothing and interpolating the sparse depth values shown in Fig. 4b .
The overall shape is correct, but smaller details like the flattened top of the object are missing in the reconstructed 3D profile. Adding intensity and polarisation terms improves the results and captures the finer details which are not visible in the sparse depth data (Figs. 4h and 4i) .
The values for the weight parameters of the error terms according to Eqs. (10) and (31) are related to the magnitudes of the intensity and polarisation features and their measurement uncertainties. We have evaluated the influence of the weight parameters on the reconstruction accuracy using the previously described synthetic data. As a typical example, Fig. 5 shows the root mean square depth error of the reconstructed surface profile obtained from one intensity and one polarisation angle image for different weight parameters λ and µ. For noise-free image data, the reconstruction error decreases with increasing λ and µ until the algorithm starts to diverge at fairly well-defined critical values. For noisy input images (cf. Fig. 4c ) the reconstruction error displays a weaker dependence on λ and µ and a less pronounced minimum. This is a favourable property since small changes in the weight parameters do not lead to large differences in the reconstruction accuracy as long as the values chosen for λ and µ are well below their critical values for which the algorithm begins to diverge.
Real-world examples
As a first real-world example, we apply the surface reconstruction algorithms described in Section 3 to the raw forged iron surface of an engine part. In this section we describe the obtained 3D reconstruction results and compare them to a ground truth cross-section of the same surface, measured with a scanning laser focus profilometer.
The second presented real-world example is a slightly damaged section of the raw surface of a flange also consisting of forged iron. The surface shows several small deformations. We compare the depth of these deformations inferred from our 3D reconstruction to ground truth values obtained by tactile measurement.
For the first two examples, we utilise a convergent stereo setup consisting of two CCD cameras of 1032 × 776 pixels image resolution, equipped with lenses of 25 mm focal length. The base distance of the cameras amounts to 320 mm and the average distance to the object is 450 mm. The resulting field of view corresponds to 10
• . The size of the image sections used for 3D reconstruction is 240 × 240 pixels. The surface is illuminated by one or two LED point light sources. Only I, Φ, and Z are used for 3D reconstruction since in addition to the fact that intensity and polarisation degree essentially provide redundant information as pointed out in Section 4.1, for the regarded rough metallic surfaces the behaviour of D is strongly affected by small-scale variations of the surface roughness. Accordingly, the value of D for specular reflections varies across the surface by up to 20 percent. Hence, the polarisation degree does not represent a useful feature for 3D reconstruction in this application context. This unfavourable behaviour of the polarisation degree is known from previous work in the domain of photopolarimetry. A modified Fresnel equation for the polarisation degree as a function of incidence angle is derived by Morel et al. (2005) for smooth, specularly reflecting metallic surfaces based on the assumption that the absolute value of the complex diffraction index of the surface material is much larger than 1. However, Germer et al. (2000) demonstrate that the polarisation degree strongly depends on the microscopic surface roughness even for smooth, polished and etched steel surfaces. Their measurements cannot be explained by a simple physical model, but it is necessary to take into account microroughness and subsurface scattering effects. The experimental results by Germer et al. (2000) give an impression of the difficulties encountered when attempting to compute the polarisation degree of light reflected from a metallic surface based on physical models. Based on our experiments regarding raw forged iron materials, however, we found that in contrast to the polarisation degree, the polarisation angle is not perceivably influenced by slight variations of the surface roughness. As a consequence, the polarisation degree is a feature which is useful for determination of the surface orientation only for smooth dielectric surfaces, which can be accurately described in terms of the Fresnel equations (Atkinson and Hancock, 2005) .
Our third real-world example deals with the 3D reconstruction of a section of the lunar surface based on a short sequence of images acquired by the SMART-1 spacecraft. Since no polarisation data but only intensity images are available, it is not possible in this example to apply the full photopolarimetric framework. However, in contrast to the fully controlled industrial quality inspection scenarios we have a semi-controlled setting since the position and motion of the camera relative to the surface are only very approximately known, while the direction of illumination and the surface reflectance behaviour are known. Based on this example we demonstrate the usefulness of our approach described in Section 3.2.3 to combine SfS information with sparse depth data obtained by means of SfM to compute a digital elevation map of the surface section. This technique results in a dense depth map of the surface, representing a self-consistent solution to the available point correspondences between the images of the sequence and the photometric (pixel brightness) information.
Application of the SfPR technique
For 3D surface reconstruction of the raw forged iron surface of the engine part with the local SfPR approach according to Section 2.2 we employed two intensity images and one polarisation angle image. Fig. 6a shows a flawless part and a part that displays a surface deformation. We utilised the quotient-based and thus albedo-independent intensity error term according to Eq. (12). The deviation between the flawless and the deformed surface becomes evident in Figs. 6b and 6c . The comparison between the ground truth and the corresponding cross-section extracted from the reconstructed profile yields a root mean square error (RMSE) of 220 µm.
We performed two experiments concerning the application of the global SfPR approach to the engine part surface. In the first experiment, we initialised the surface gradients by zero values and determined the uniform surface albedo ρ 0 according to Eq. (15), relying on specular reflections. Cross-sections extracted from the corresponding reconstructed surface profiles and their comparison to ground truth are shown in Fig. 7 . The RMSE values are 56 µm for the SfPR approach and 281 µm for the SfS approach which neglects polarisation information. While the SfPR approach yields a very accurate reconstruction of the surface, a uniform value of the surface gradient perpendicular to the direction of incident light is estimated by the SfS approach due the minor influence of this gradient on the error function.
In the second experiment, we initialised the global optimisation scheme with the surface gradients p DfD (u, v) and q DfD (u, v) inferred from the DfD result as described in Section 3.1.2. To calibrate the DfD algorithm, we fitted a linear function to the (σ −1 , (z − z 0 )) data points measured over a range of depth values of about 13 mm (cf. Section 3.1.1). The calibration curve is shown in Fig. 3 . For illustration purposes, the very noisy raw DfD measurements are shown in Fig. 8a . Smoothing this result by means of a median filter of 30 × 30 pixels size yields the surface profile shown in Fig. 8b , which provides a reasonable impression of the overall surface shape. However, the profile shows many spurious structures especially on small scales, such that shape details are not reliably recovered. The standard error of the depth values obtained by DfD corresponds to 1.2 mm, with an average object distance of 450 mm. Although this corresponds to an absolute depth error of only 0.3%, due to the relatively small depth extension of the scene of about 4 mm the extracted set of 3D points contains reasonably reliable information only about the average surface gradient but not about higher-order surface properties. 3D reconstruction was performed based on a combination of intensity and polarisation angle (Fig. 9a) . The albedo ρ 0 was estimated based on all image pixels according to Eq. (16) with the surface gradients set to p DfD (u, v) and q DfD (u, v) and was kept constant during the iteration process. Cross-sections extracted from the corresponding reconstructed surface profiles and their comparison to ground truth are shown in Fig. 10 . The RMSE values are 64 µm for the SfPR approach and 720 µm for the SfS approach. The SfS approach again does not estimate correctly the surface gradients perpendicular to the direction of incident light, which results in a large RMSE value. Including polarisation information yields largely the same result as obtained with the albedo estimated from specular reflections, but without requiring the presence of specular reflections in the image.
For the flange as shown in Fig. 11a we initialised the global SfPR approach with zero surface gradients and determined the uniform surface albedo ρ 0 according to Eq. (15), relying on specular reflections. The 3D reconstruction is performed for the ring-shaped part only as the neighbouring parts are situated in the shadow and only visible due to secondary reflections (Fig. 11a is a high dynamic range image displayed at logarithmic scale). What is more, the surface normals of the neighbouring parts are nearly orthogonal to the viewing direction. Our goniometer setup for measuring the intensity and polarisation reflectance functions does not cope with such an extreme viewing geometry, such that in this range the reflectance function values are unknown. Furthermore, photometric surface reconstruction techniques are most favourably applied when the view on the surface is largely perpendicular (McEwen, 1991) . Although the small-scale deformations of the surface are clearly apparent in the SfPR result (Fig. 11c) and to a lesser extent also in the SfS result (Fig. 11d) , large-scale deviations from the essentially flat true surface shape are apparent.
Fusion of SfPR and sparse depth data
We calibrated the stereo setup with the automatic camera calibration system described by Krüger et al. (2004) and generated images in standard epipolar geometry in a subsequent rectification step. Effectively, this results in typical disparity values of around 4000 pixels at the object distance in the rectified stereo image pairs. Experiments with synthetic data have shown that the standard deviation of the disparity amounts to 0.3 pixels, resulting in an estimated standard deviation of 30 µm of the resulting depth points. One of the stereo cameras is equipped with a rotating linear polarisation filter and is used to acquire the images required for SfPR according to Section 2. Due to the highly specular reflectance of the metallic surfaces, only a sparse set of depth points can be reliably extracted using the block-matching stereo algorithm.
For the raw forged iron surface of the engine part, Fig. 9a shows the intensity and polarisation angle image and Fig. 9b the triangulated stereo reconstruction result. The surface albedo was estimated based on Eq. (16) during each step of the iteration process. We found that the RMSE between the corresponding cross-section extracted from our reconstructed 3D profile and the ground truth amounts to 45 µm (Figs. 12a and 13) . If the SfS approach is used such that polarisation information is not taken into account, the RMSE is 163 µm (cf. Fig. 12b ). The RMSE of the combined SfS and stereo approach is larger than that of the stereo reconstruction alone, corresponding to 80 µm, since no stereo data are available for the rightmost 3.2 mm of the cross-section. Neglecting this margin yields a much smaller RMSE of 50 µm. For the examined strongly specular surface, Figs. 12a and 12b illustrate that in contrast to the SfS approach, the SfPR method reveals a large amount of small scale surface detail. The results of the comparison to ground truth data are summarised in Table 2. Figs. 13 and 14 show the 3D reconstruction of the flange surface calculated using one intensity and one polarisation angle image along with stereo depth information. The triangulated set of stereo depth points is shown in Fig. 11b . As in the previous example, the surface albedo was estimated during the iteration process according to Eq. (16).
In contrast to the first experiment, it was not possible in the second experiment to determine accurate ground truth values for a cross-section through the surface because the laser profilometer is not suitable for acquiring measurements of such a large and arcuate surface section. Instead, we regarded the depths of the three dents indicated in Fig. 11a , for which ground truth values were obtained by tactile measurement and compared to the reconstructed depth differences. Due to the small size of the surface defects the accuracy of the tactile depth measurement only amounts to 0.1 mm. The true depth of dent 1 is 1.2 mm, the reconstructed depth 1.3 mm. Dents 2 and 3 each have a true depth of 0.25 mm, while the corresponding depth on the reconstructed surface profile amounts to 0.30 mm and 0.26 mm, respectively. On large scales, our 3D reconstruction correctly displays a flat surface. These comparisons indicate a reasonable correspondence between the true surface and our reconstruction results.
As a third application example, we have analysed a sequence of five images of the lunar crater Kepler acquired by the SMART-1 spacecraft on January 13, 2006, from heights above the lunar surface between 1613 and 1702 km (European Space Agency, 2006). The crater diameter amounts to 32 km. During image acquisition the spacecraft flew over the crater and at the same time rotated around its axis, such that the crater remained in the field of view over a considerable period of time. The first and the last image of the sequence are shown in Fig. 15a . Image size is 512 × 512 pixels. Fig. 15b shows the reconstructed part of the surface, which is smaller than the complete field of view as the surface albedo becomes non-uniform at larger distances from the crater. The image is rotated such that north is to the top and west to the left. Based on the SfM approach described in Section 3.2.2 we extracted a set of 3D points from the image sequence, which is shown in Fig. 15c after triangulation. Since no lens calibration data were available we had to assume that the lens can be described by the pinhole model with the principal point in the image centre. The image scale amounts to 146 m per pixel (European Space Agency, 2006) , such that the scaling constant could be readily determined for the SfM result.
Since no polarisation information was available, we combined the SfS method with the result of SfM (cf. Section 3.2.3). For this purpose we employed the Lunar-Lambert reflectance function (McEwen, 1991) , where L(α) is an empirical phase angle dependent parameter. At the time of image acquisition, the phase angle corresponded to α = 51
• for the spacecraft, corresponding to L(α) = 0.8 according to McEwen (1991) , and the solar elevation angle was 37
• . The viewing direction was determined according to the normal vector of a plane fitted to the set of 3D points extracted by SfM analysis. For this non-specular surface, the albedo ρ 0 was estimated based on all image pixels in the course of the iteration process according to Eq. (16) as explained in Section 2.3.1. Saturated (white) pixels were excluded from the SfS analysis.
The 3D reconstruction result shown in Fig. 15d distinctly reveals the uneven crater floor of Kepler as well as the material that has slumped down the inner crater wall at several places, especially at the northern rim. The reconstructed surface obtained with the combined SfM and SfS approach reveals much finer detail than the SfM data alone. The typical depth difference between crater floor and rim amounts to about 2850 m. No ground truth is available for this crater since it is not covered by the existing lunar topographic maps. A crater depth of 2750 m is reported in the lunar atlas by Rükl (1999) . This is an average value since most crater depths given in lunar atlases were determined by shadow length measurements based on telescopic or spacecraft observations. The crater depth extracted from our 3D reconstruction result is in reasonable agreement with the value given by Rükl (1999) .
This example demonstrates the usefulness of the combination of intensity data and sparse depth data obtained from a camera moving in an uncontrolled manner, regarding a surface with well-defined reflectance properties under accurately known illumination conditions. The self-consistent solution for the 3D surface profile obtained according to Section 3.2.3 yields a crater rim of largely uniform height, indicating that the estimated surface gradients in the horizontal and in the vertical image direction are essentially correct. In contrast, surface reconstruction by SfS alone based on images acquired under identical illumination conditions is not able to simultaneously estimate both surface gradients for each pixel as long as no boundary values are known for the surface to be reconstructed. What is more, in contrast to previous methods (Samaras et al., 2000; Fassold et al., 2004; Horovitz and Kiryati, 2004) , the sparse depth points do not introduce spurious artifacts into the reconstructed surface profile despite the considerable noise in the 3D point cloud extracted by SfM (cf. Fig. 15c ).
Discussion
In the previous paragraphs we have shown that the proposed framework for 3D surface reconstruction can be favourably applied to the application scenarios of industrial quality inspection as well as planetary exploration. In the quality inspection application, the accuracy of the measured depth values is about twice as high as the lateral pixel resolution of the utilised images. The duration of image acquisition for the combined photopolarimetric and stereoscopic approach amounts to a few seconds. About one second is necessary to compute the 3D reconstruction result on a standard industrial PC. To obtain DfD information, the acquisition of two images at different apertures can be automated using a motor-iris lens. In the planetary exploration scenario, the accuracy of the obtained depth values is comparable to the lateral image resolution. We will now discuss the possible advantages and drawbacks of the framework proposed in this study in comparison to active triangulationbased scanning devices in the context of industrial quality inspection and to time-of-flight sensors in the domain of planetary exploration.
Active triangulation-based laser scanning devices may be an alternative approach to the close-range problems regarded in Section 4.2.2. Simple and inexpensive sensors of this kind only measure a single profile across the surface at a time, based on a laser line projected onto the surface and an image acquired by a camera calibrated with respect to the projector. Hence, either the sensor or the object has to be moved synchronously with image acquisition when an area measurement is performed, which may in turn introduce an intricate and expensive mechanical setup such as a laser probe combined with translation-rotation motors, articulated arms, or coordinate measurement machines (Beraldin, 2004) . What is more, a large number of profiles are necessary to obtain a high lateral resolution, which results in long measurement cycles. For example, a 3D reconstruction of the two metallic surfaces regarded in Section 4.2.2 would require the acquisition of about 200 and 1000 line profiles, respectively, given the lateral resolution of 0.1 mm per pixel in these experiments. Such 3D reconstruction methods may well be suitable for the inspection of parts randomly selected from the production line but not for in-line inspection scenarios with a few seconds cycle time.
Area measurements can also be carried out by image-based evaluation of fringe or coded patterns projected on the surface (Batlle et al., 1998; Beraldin, 2004) . However, as soon as it is desired to obtain a lateral and vertical resolution com-parable to the one achieved in Section 4.2.2, the costs of such a measurement system are currently at least about an order of magnitude higher that those of the instrumental setup utilised in our experiments, i. e. a pair of standard industrial cameras, a rotating polarisation filter, and one or several LED illumination devices. Furthermore, it is well known that projection-based systems relying on single lines or coded patterns suffer from strong difficulties in the presence of highly specular surfaces like those regarded in Section 4.2.2. The reason for this behaviour is the fact that the intensity variations in the image of the projected pattern may be considerable because for such surfaces the amount of diffuse reflection is small while mirror-like reflection is dominant. As a consequence, for some surface parts the projected light is reflected directly into the camera, leading to pixel saturation or blooming, while for other parts it is reflected past the camera, resulting in invisible parts of the pattern -the reconstructed profile then shows significant gaps for which no data are available.
In long-range applications such as planetary exploration, it is common practice to employ time-of-flight sensors to determine elevation maps. The obtained surface profiles usually have a fairly low lateral resolution, compared to images obtained from the same position in space. In principle, time-of-flight methods are able to provide very accurate measurements of the distance between the spacecraft and the surface, but they require accurate spacecraft tracking data (which are not always available) to tie the measured depth points to a common coordinate system. As an example, the Clementine lidar data have a typical lateral resolution of about 7.5 km (Neumann, 2001; Bussey and Spudis, 2004) and a vertical accuracy of not better than 100 m, which is suitable for extracting large-scale features such as impact basins but insufficient for the analysis of small-scale surface features. As a consequence, the recently established Unified Lunar Control Network (Archinal et al., 2006) , representing the currently most accurate network of control points with known absolute spatial positions, has been generated based on stereophotogrammetry of Clementine images (despite the fact that they are actually difficult to exploit due to the high illumination) rather than lidar data. Similarly, the MOLA lidar data of the surface of Mars (Neumann, 2001 ) have a typical lateral resolution of 230 m while the orbital images acquired during the same mission are better resolved by 1-2 orders of magnitude.
According to the above discussion, the framework proposed in this study is an accurate, cost-efficient, and fast method for 3D surface reconstruction in largely controlled environments as long as the material-specific reflectance properties are well-known. In uncontrolled settings, active scanning devices are presumably more suitable. In many application scenarios, it may thus be favourable to combine depth data obtained with active scanning devices (triangulation or time-of-flight, depending on the range) with image data according to the framework outlined in Section 3.2.3.
Summary and conclusion
In this article we have presented an image-based 3D surface reconstruction method relying on simultaneous evaluation of intensity and polarisation features (shape from photopolarimetric reflectance) and its combination with absolute depth data. The proposed technique is based on the analysis of single or multiple intensity and polarisation images. To compute the surface gradients, we have presented a global optimisation method based on a variational framework and a local optimisation method based on solving a set of nonlinear equations individually for each image pixel. These approaches are suitable for strongly non-Lambertian surfaces and those of diffuse reflectance behaviour. We have demonstrated that including polarisation information into the 3D reconstruction scheme significantly increases the accuracy of the reconstructed surface. Furthermore, we have described how independently measured absolute depth data are integrated into the shape from photopolarimetric reflectance framework in order to increase the accuracy of the 3D reconstruction result. In this context we concentrated on dense but noisy depth data obtained by depth from defocus and on sparse but more accurate depth data obtained by stereo analysis or structure from motion. These image-based approaches are well-known methods to derive depth points, but our framework is open for independently measured 3D data obtained from other sources such as laser triangulation.
We have shown that DfD information can be used for determining the largescale properties of the surface. It is preferentially integrated into the SfPR approach by appropriately initialising the surface gradients in the optimisation schemes, at the same time providing an estimate of the surface albedo. For integration of sparse depth information, we have suggested an optimisation scheme that simultaneously adapts the surface gradients to the measured intensity and polarisation data and to the surface slopes implied by depth differences between pairs of depth points.
In the single image case without integration of sparse depth data, the estimation of the surface albedo during the iterative reconstruction process strongly increases the manifold of local minima of the error function. Hence, we found experimentally that it is favourable to keep the initial albedo value, obtained by specular reflections or DfD information, constant during the iteration process. On the other hand, if reasonably accurate sparse depth information is available, the surface albedo can be treated as a free parameter in the optimisation process.
Our experiments on synthetic ground truth data have shown that integration of sparse depth data obtained by stereo and structure from motion analysis significantly increases the 3D reconstruction accuracy. These findings are confirmed by experiments on real-world data, indicating the broad applicability of the proposed methods in a variety of controlled and semi-controlled scenarios.
We have shown that our method is especially suited for the 3D reconstruction of rough metallic surfaces, which are of high relevance in many industrial domains. The proposed framework integrating photometric and/or polarimetric information with sparse depth data derived from stereophotogrammetry or structure from motion is a good choice when the material-specific reflectance properties of the surface are known, a high lateral and vertical resolution are required, and a fast and low-cost system is envisioned. Especially the latter issue tends to be of high relevance in the context of in-line industrial quality inspection. In this scenario, future work will include replacing the sparse depth data obtained from stereoscopic image analysis by depth data measured with a triangulation sensor based on the projection of single lines or coded patterns. Since we have shown that our proposed framework is able to cope with fairly sparse depth data, we do not expect a degradation of the measurement accuracy even if these depth data display considerable gaps or are acquired at low lateral resolution in order to achieve short measurement cycles.
Furthermore, we have demonstrated by applying our framework to a sequence of spacecraft images of a lunar crater that our method can also be applied to non-specular surfaces and that it still yields reasonable results when no polarisation information is available. In this scenario, future work may include tying the reconstructed surface profile to the network of control points (Archinal et al., 2006) , eventually leading to a high-resolution digital elevation map in absolute selenocentric coordinates. Table 2 3D reconstruction results for the raw forged iron surface of the engine part, obtained based on comparison of the cross-section shown in Fig. 9a . Albedo determination marked as "initial" denotes that the albedo was estimated prior to the iteration process either based on specular reflections or based on DfD data and was not changed afterwards, while "adapted" denotes an estimation of the albedo during the iteration process. 
