River Discharge Estimation based on Satellite Water Extent and Topography: An Application over the Amazon by Lan Anh, Dinh Thi & Aires, Filipe
HAL Id: hal-02377006
https://hal.archives-ouvertes.fr/hal-02377006
Submitted on 22 Nov 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
River Discharge Estimation based on Satellite Water
Extent and Topography: An Application over the
Amazon
Dinh Thi Lan Anh, Filipe Aires
To cite this version:
Dinh Thi Lan Anh, Filipe Aires. River Discharge Estimation based on Satellite Water Extent and To-
pography: An Application over the Amazon. Journal of Hydrometeorology, American Meteorological
Society, 2019, 20 (9), pp.1851-1866. ￿10.1175/JHM-D-18-0206.1￿. ￿hal-02377006￿
Generated using the official AMS LATEX template—two-column layout. FOR AUTHOR USE ONLY, NOT FOR SUBMISSION!
J O U R N A L O F H Y D R O M E T E O R O L O G Y
River discharge estimation based on satellite water extent and topography - An application
over the Amazon
DINH THI LAN ANH
Sorbonne Universite´, Observatoire de Paris, Universite´ PSL, CNRS, LERMA, F-75014, Paris, France
and University of Science and Technology of Hanoi, Ha Noi, Viet Nam
FILIPE AIRES∗
Sorbonne Universite´, Observatoire de Paris, Universite´ PSL, CNRS, LERMA, F-75014, Paris, France
and Estellus, Paris, France.
ABSTRACT
River Discharge (RD) estimates are necessary for many applications, including water management, flood
risk, and water cycle studies. Satellite-derived long-term GIEMS-D3 Surface Water Extent (SWE) maps and
HydroSHEDS data, at 90 m resolution, are here used to estimate several hydrological quantities at a monthly
time scale over a few selected locations within the Amazon basin. Two methods are first presented to derive
the Water Level (WL): the ”hypsometric curve” and the ”histogram-cutoff” approaches at a 18 km × 18 km
resolution. The obtained WL values are interpolated over the whole water mask using a bilinear interpolation.
The two methods give similar results and validation with altimetry is satisfactory with a correlation ranging
from 0.72 to 0.89 in the seven considered stations over three rivers (i.e., Wingu, Negro and Solimoes rivers).
River Width (RW) and Water Volume Change (WVC) are also estimated. WVC is evaluated with GRACE
total water storage change and correlations range from 0.77 to 0.88. A neural network (NN) statistical model
is then used to estimate the RD based on four predictors (SWE, WL, WVC, and RW) and on in situ RD
measurements. Results compare well to in situ measurements with a correlation of about 0.97 for the raw data
(and 0.84 for the anomalies). The presented methodologies show the potential of historical satellite data (the
combination of SWE with topography) to help estimate RD. Our study focuses here on a large river in the
Amazon basin at a monthly scale; additional analyses would be required for other rivers, including smaller
ones, in different environments, and at higher temporal scale.
1. Introduction
River Discharge (RD) estimation is important for both
scientific (e.g., water cycle analysis, land/ocean freshwa-
ter exchanges) and operational reasons (e.g., flood risk,
water management). Unfortunately, the number of pub-
licly available in situ measurement stations has not ceased
to decrease in latest decades (Wahl et al. 1995), in par-
ticular in developing countries. This is a major drawback
for hydrology because in addition to be direct, continuous
and potentially very precise measurements of the RD, in
situ measurements are also very important to calibrate the
indirect measurements or hydrological models.
Satellite observations have the advantage of being avail-
able globally, regardless of national frontiers, often at a
daily scale, and sometimes over long time series. Cur-
rently, the volume of available satellite data grows expo-
nentially with time and instruments have an increased spa-
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tial resolution. In fact, satellite observations do not ob-
serve the RD directly, but they provide reasonable esti-
mates of Surface Water Extent (SWE) that increase with
the river water flow. As a result, estimating RD based on
SWE could give reasonable results compared to methods
based on Water Level (WL) measurements (Ashmore and
Sauks 2006).
Several types of satellite observations can be used, each
with their own advantages and limitations. Synthetic
Aperture Radar (SAR) has a high spatial resolution (Smith
and et al. 2007). For example, Sentinel-1 now provides
high spatial (from 5 m × 5 m to 20 m × 40 m depend-
ing on the acquisition mode) and temporal resolution SAR
data. In principle, SAR data have a spatial resolution com-
patible with the monitoring of small rivers but the retrieval
of surface waters under vegetation is still an issue, and un-
til now, only sparse data was available. Furthermore, tem-
poral resolution was not adequate for temporal monitoring
since only a few snapshots were typically available over a
particular region. Optical sensors have been used to esti-
mate RD (Brakenridge et al. 2012; Gleason et al. 2014).
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For instance, the methodology introduced in Brakenridge
et al. (2007) is also used by Tarpanelli et al. (2013) to re-
trieve discharge estimation at a daily scale using MODIS
(MODerate resolution Imaging Spectro-radiometer) data.
Similarly, Gleason et al. (2014) have used Landsat TM im-
ages with a 30 m spatial resolution.
Passive microwave observations have also been used to
monitor the RD. For instance, Brakenridge et al. (2007)
have developed an algorithm based on the ratio of the
radiance of two pixels (i.e., over and outside the river)
which has been used in the “Global Flood Detection
system” (http://old.gdacs.org/flooddetection/
overview.aspx). Other approaches use a measure of the
SWE directly (Smith 1997). However, in comparison to
infrared and visible observations, passive microwave ob-
servations have a coarser spatial resolution. Therefore,
deriving RD directly from microwave observations is dif-
ficult. Passive microwave information provides an area-
based measure instead of a distance-based measure on the
river. Such a measure of SWE over a coarse-scale box can
integrate several strategic locations such as inside bends
of meandering rivers, islands coasts, etc. This type of
spatially-integrative information can be used to estimate
the RD.
In this paper, we propose another way of using passive
microwave observations to estimate the RD by combining
SWE estimation with topographical information instead of
using the radiance ratio. This use of passive microwave
data is made possible by considering first a downscaling
scheme to increase the SWE spatial resolution. Here, a
downscaling of the GIEMS-D3 dataset (Global Inunda-
tion Extent from Multi-Satellites (GIEMS) from 25 km
to a 3 arcsec (90 m)) (Aires et al. 2017) is considered
instead of the original GIEMS based on two main argu-
ments. Firstly, it is possible to test the ability of high-
spatial inundation information (potentially from other in-
struments such as SWOT) to estimate the RD. Secondly,
we can derive different quantities from the SWE (such as
the WL, RW, or WVC) that could complement the water
extent. As in Bjerklie et al. (2003), the approach presented
here is based on a statistical model that links hydraulic ob-
servations and RD measurements. Various combinations
of potentially observable variables (SWE, WL, RW, and
WVC) have been tested to estimate the RD.
Section 2 presents the datasets that are used in this
work. The methodologies are introduced in Section 3. Re-
sults are provided in Section 4, and conclusions are gath-
ered in Section 5 together with some perspectives.
2. Datasets
a. Surface water extent from GIEMS-D3
A multi-sensor technique has been developed to esti-
mate SWE at a global scale (Prigent et al. 2007) from
1993 to 2007 at the monthly time scale. It benefits from
the complementary sensitivities of different satellite ob-
servations to surface characteristics (e.g., water, vegeta-
tion, soil) to minimize limitations and uncertainties re-
lated to measurements by individual instruments. Passive
microwave observations are particularly sensitive to the
presence of surface water, even under vegetation canopy.
However, additional observations have to be used to sub-
tract, from the signal, the contribution of confounding fac-
tors such as vegetation and to avoid confusion with other
surface types such as dry sand. The following satellite
observations were used to generate GIEMS: (1) Passive
microwaves from the Special Sensor Microwave/ Imager
(SSM/I) measurements between 19 and 85 GHz; (2) Ac-
tive microwave backscattering coefficients at 5.25 GHz
from the European Remote-Sensing (ERS) satellite scat-
terometers; (3) the Advanced Very High Resolution Ra-
diometer (AVHRR) visible (0.58-0.68 mm) and near-IR
(0.73-1.1 mm) reflectances and the derived Normalised
Difference Vegetation Index (NDVI). The methodology
is described in details in Prigent et al. (2001). Note that
the GIEMS estimates include all surface waters such as
rivers, lakes, flooded areas, and rice paddies. The inunda-
tion is expressed as the fractional inundation within each
773 km2 pixel of the equal-area grid (with a 0.25◦ resolu-
tion at the equator). Regional assessment of this database
using SAR data indicates that this approach realistically
captures wetland complexes but can underestimate small
wetlands comprising less than 10% fractional coverage of
a grid cell (<80 km2), or overestimate wetlands of more
than 90% of fractional coverage due to its coarse spa-
tial resolution. GIEMS is available to the scientific com-
munity under request (see http://lerma.obspm.fr/
spip.php?article91lang=en).
In order to increase the spatial resolution of global in-
undation estimates, downscaling techniques have been ap-
plied to GIEMS (Aires et al. 2013, 2014; Fluet-Chouinard
et al. 2015). In particular, in Aires et al. (2017), a down-
scaling methodology based on the topographical informa-
tion from HydroSHEDS (see the following section) was
proposed to obtain GIEMS-D3, a global and dynamic in-
undation dataset, at high spatial resolution (∼90 m = 3
arcsec), over 15 years with a monthly time step. This
dataset was compared to another global inundation dataset
in Aires et al. (2018). It is shown that visible-based
datasets such as Landsat products (Pekel et al. 2016; Ya-
mazaki et al. 2015) are the best solution to monitor per-
manent waters (river, lakes, etc.) but that they drastically
underestimate transitory waters such as wetlands. GIEMS
and GIEMS-D3, by using passive microwave data, are less
sensitive to vegetation presence and provide good infor-
mation about these transitory waters. Therefore, a com-
bination of visible and passive microwave data should be
developed in the future. Also, the combination with SAR
data should improve even further our monitoring of inun-
dated surfaces.
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GIEMS-D3 results from the downscaling at 90 m of
GIEMS by using a floodability index that was based on
a neural network (NN) model of the flooding probability.
This model used several types of topographical informa-
tion (i.e., distance to river, slope, elevation above the clos-
est river, etc.) from the HydroSHEDS data. The downscal-
ing scheme has been improved compared to GIEMS-D15
(Fluet-Chouinard et al. 2015), with an updated smoothing
procedure, a better extrapolation for coastal areas, and a
higher spatial resolution.
b. Topographical information from HydroSHEDS
HydroSHEDS (Hydrological data and maps based on
SHuttle Elevation Derivatives at multiple Scales) project
(http://www.hydrosheds.org) provides a Digital El-
evation Model (DEM) and a suite of hydrographic pa-
rameters derived from the Shuttle Radar Tropical Mission
(SRTM) dataset at resolutions ranging from 3 arc-seconds
to 5 minutes, in a consistent format from 56◦S to 60◦N
(Lehner et al. 2008). The HydroSHEDS hydrologic condi-
tioning smooths sampling errors that interrupt the flow and
hydrographic connectivity in the original SRTM DEM. In
this study, we use HydroSHEDS data to construct: (1)
hypsographic curves and (2) elevation histograms of in-
undated and non-inundated pixels (see Section 2) which
can then be used to estimate the WL. However, we can-
not obtain elevations below the water when measurements
were done by SRTM due to the lack of bathymetric infor-
mation in HydroSHEDS data. Unfortunately, this is a sub-
stantial limitation for many hydrologic applications using
topographic data.
c. Altimetry data from ENVISAT
WL is measured by several satellite altimetry mis-
sions such as Topex/Poseidon (1992-2006), GFO (1998-
2008), Jason-1 (2001-2013), Jason-2 (2008-), and Jason-
3 (2016-). Here, we consider the altimetry data from
ENVISAT (2002-2012) which has 35-day temporal res-
olution and 80 km equatorial inter-track spacing. The
data have been processed by the ”Laboratoire d’Etudes
en Geode´sie et Oce´anographie Spatiales” (LEGOS), in
coordination with the HYDROWEB project, providing
WL variations for about 150 lakes and reservoirs, and
about 2382 points over the 38 major rivers around the
world (Cretaux et al. 2011) (freely available at http:
//hydroweb.theia-land.fr/). Note that, no calibra-
tion towards in situ data has been done in these datasets.
We obtained the ENVISAT altimetry data of some vir-
tual stations at the intersection between the satellite tracks
and the considered rivers, over the Amazon basin. These
data are then used to compare and evaluate our estima-
tion of the WL. GIEMS-D3 provides data from 1993 to
2007, while the altimetry data are available from 2003 to
present. As a result, the WL estimates are evaluated only
in the five-year overlap period between 2003 and 2007. In
this study, among the available ENVISAT Virtual Stations
(VS), we chose seven of them for the comparison with the
WL estimation in Table 1 and Fig. 7. This work is ex-
pected to be extended to all available VS over the Ama-
zon.
d. Total water storage from GRACE
The Gravity Recovery and Climate Experiment
(GRACE) mission (Tapley et al. 2004) is one of the most
significant missions of the NASA Earth System Science
Pathfinder (ESSP) program. It provides the measure-
ments of Earth’s gravity field anomalies from its launch
in March 2002 to the end of its science mission in Oc-
tober 2017. These gravity anomalies are then converted
into the total water storage anomalies at a 300 km spa-
tial resolution, which highlight variations of mass con-
centrations in a region. The gravity variations can be
used to estimate the groundwater storage changes. The
GRACE total water storage estimates can be downloaded
at https://grace.jpl.nasa.gov/data/get-data/
monthly-mass-grids-land/ (Landerer and Swenson
2012). The data from the CSR solution of GRACE will be
used in the following for validation and comparison with
our estimates of the WVC.
e. In situ river discharge
In situ RD data are provided by the Global
Runoff Data Centre (GRDC) which is an interna-
tional archive of data up to 200 years old. GRDC
provides data over 9,300 stations in 160 coun-
tries (available at http://www.bafg.de/GRDC)
.Althoughthenumberofpubliclyavailablemeasurementshasnotceasedtodecreaseinthelastdecadesforpoliticalandeconomicreasons\
citep{Wahl:1995vl}attheglobalscale,
therearenumerousavailabledataovertheAmazonregion.
The example of the Manacapuru station (3.50◦S -
57.35◦W) in situ RD data will be presented from 1998 to
2007 in Section 4.c.
3. Methods
a. Water Level (WL) estimation
The WL estimations are based on the combination of
two satellite datasets: the inundation extent from GIEMS-
D3 and the topography from HydroSHEDS. The approach
is divided into three steps described in the following sub-
sections.
1) PRE-PROCESSING OF THE SWE FROM GIEMS-D3
In order to estimate the WL from the GIEMS-D3, the
SWE needs to be coherent with the HydroSHEDS dataset.
Because of some mismatches found in the combination
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of GIEMS-D3 and the topographical map, a SWE pre-
processing step has to be applied to increase this co-
herency. Ideally, the same elevation should be found along
the river edges on the same neighbourhood. In fact, the
GIEMS-D3 downscaling has been performed using not
only the elevation but also other multiple topographic vari-
ables, in order to capture the flooding dynamics of areas
such as wetlands that are not as easy to delineate as rivers.
As a result, the elevation could be enough for this specific
work over the rivers in this study. The pre-processing step
could use the elevation information from HydroSHEDS
directly.
In this step, several window boxes were tested in an em-
pirical way such that: the number of pixels in these boxes
needs to be big enough to have smooth Cumulative Dis-
tribution Function (CDF) or Probability Density Function
(PDF) (used in the following hypsometric or histogram
approaches), but be small enough to be representative of
the local conditions. The actual threshold has been deter-
mined by trial-and-error analysis, it corresponds to a mov-
ing window of 150× 150 pixels. The pre-processing step
consists in allocating the same GIEMS-D3 percentage of
inundation in the box to the same percentage of the lowest
pixels from the HydroSHEDS data. This step does not af-
fect the spatial patterns of the GIEMS-D3 inundation very
much, but it shows the difference in the marginal parts,
e.g., the edges of the rivers. This correction makes the
SWE maps from GIEMS-D3 more coherent with the to-
pographical maps from HydroSHEDS. Ideally, the same
elevation should be found along the river edges inside the
150×150 pixels moving window.
The GIEMS-D3 downscaling is expected to be im-
proved in the future by using a better topography (Ya-
mazaki et al. 2017). For the specific task of estimating
the WL, we expect that more direct use of the topograph-
ical information should help to focus on rivers instead of
wetlands. Thus, this pre-processing step might not be re-
quired in the future. Furthermore, when a mission such as
SWOT (Surface Water and Ocean Topography) (Prigent
et al. 2016; Desai 2018) provides good high-resolution
water maps, this pre-processing step might again not be
needed anymore, but tests must be conducted to ensure
that SWOT will be able to detect surface waters beneath
vegetation.
2) TWO WL ESTIMATION METHODOLOGIES
The pre-processed SWE and the topographical informa-
tion are now combined to estimate the WL. There is no
need to estimate the WL on all the inundated pixels be-
cause: (1) The WL estimation can be limited to the river
edges where the topographical information is located. (2)
GIEMS is less reliable (i.e., over-estimation) over areas
with a high percentage of inundation (Papa et al. 2013),
so the WL estimation is here limited to inundated areas
≤65% (higher fractions are for pixels mostly inside the
river). Low inundated areas could also be avoided (due to
higher uncertainties for inundated areas ≤10%, see Sec-
tion 2.a). (3) In the future, other filters could be applied
to limit the WL estimation only on reliable pixels: for in-
stance with a slope not too small or too high (for instance,
slope (m/m): 0.1 ≤ s ≤ 1).
(i) Method 1: Hypsographic curve approach
The first approach uses topography to construct a hypso-
graphic curve that links the SWE to the WL. In Papa et al.
(2013), this method was used at the 0.25◦ (' 25 km) reso-
lution of the original GIEMS dataset. Here, we use the full
resolution of the GIEMS-D3 dataset (90 m) instead. The
hypsographic curve approach has two main steps summa-
rized here:
• The first step is to build the hypsographic curves us-
ing the topographic dataset. The hypsometric curve is
the CDF of elevations in a geographical area. As ex-
plaining in the pre-processing step, this area requires
a suitable size to show a smooth CDF and stay close
to the local conditions of the GIEMS-D3 resolution.
The ensemble of elevation values from topographic
dataset are gathered on a 50×50 pixel window sur-
rounding a central pixel. The choice of this box size
has been made by comparing results with different
boxes from 10×10 to 70×70 pixels. A too small box
has not enough reliable WL estimates and results are
not robust. On the other hand, a too big box shows
that the statistics performed in the domain are less
relevant to the considered central pixel. A good com-
promise needs to be found based on the stability of
the solution. In our experiments, this was obtained
with a box of size 50×50 pixels. An automatic pro-
cedure could be put in place to obtain objective pa-
rameters for each one of the methodologies based on
the stability of their results, which could be investi-
gated in the future.
These 2500 elevations are then ordered from the low-
est to the highest value. Fig. 1 shows an example of
a hypsographic curve surrounding one central pixel
from the chosen area. The assumption that lower el-
evations get inundated first allows using these curves
to link SWE area (on the horizontal axis) to the WL
(on the vertical axis).
• When these hypsographic curves are built from the
topographical information once and for all, the WL
in each pixel of the study domain can be obtained by
using the corresponding inundation percentage from
GIEMS-D3 in the box area. For example, GIEMS-
D3 indicates that 46.9% of pixels (i.e., 1173 out of a
maximum of 2500 pixels) are inundated over the Rio
Marau river in January 2003, which is corresponding
to a WL of 36 m (as shown in Fig. 1-a). Therefore,
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the WL at the pixel (3.50◦S - 57.35◦W) for January
2003 is estimated to be 36 m.
(ii) Method 2: Histogram-cutoff approach
We introduce another approach hereby named the
”histogram-cutoff” method. A smaller 20×20 pixel win-
dow is selected for this histogram analysis. As for the
previous hypsographic curve approach, there is no precise
criterion for choosing this box size beside a trial and error
analysis. This method includes two main steps:
• A 20×20 pixel window surrounding a central pixel
is used to extract the 400 DEM elevations surround-
ing this pixel, each of them is classified as inundated
or not for each month using the GIEMS-D3 SWE
for that particular month (January 2003). The in-
undated and non-inundated elevation histograms are
then computed (Fig. 1-b).
• From these two elevation histograms, an elevation
threshold value is obtained such that the inundated
and non-inundated pixels are separated as well as
possible. This cutoff/threshold value is then chosen
as the new WL for the considered pixel. In Fig. 1-b,
the overlap between the inundated and non-inundated
pixels ranges from 33 m to 39 m. The proper WL
threshold is 36±3 m, this is the same value as the
hypsometric curve approach, but an uncertainty esti-
mate is provided with this method.
Fig. 2(c and d) represents the results of the two methods
in an area over the Amazon region (3.13-3.54◦S, 56.88-
57.29◦W). This figure shows that the two methods have a
similar behavior.
3) SPATIAL INTERPOLATION OF THE WL
As mentioned earlier, the WL estimation is performed
only on the river or wetland edges, over ”reliable” pixels.
Thus, the next step is applying a bilinear interpolation to
estimate the WL on all the inundated pixels. There are
several advantages to this approach:
• Firstly, by estimating the WL only in good locations
(i.e., with reliable WL estimates), we can avoid erro-
neous WL pixels that would propagate errors in the
following steps.
• Secondly, we also avoid using the less reliable hyp-
sographic curves (Fig. 1-a) and favor more the sym-
metric and less ambiguous intersecting histograms
(Fig. 1-b) by limiting the WL estimation on boxes
with around 50% inundated fractions.
• Lastly, in practice, it is much faster to do the bilinear
interpolation than doing the WL estimation on all the
inundated pixels.
Fig. 2-e shows the WL bilinear interpolation results
over a spatial domain in the Amazon region. These results
indicate that the WL spatial interpolation is satisfactory
with a smooth behavior (i.e., not too high or too low pix-
els) to complete the WL estimation over the whole river.
To better assess the quality of the methodology, we
zoom in several smaller regions with a size of 100×100
pixels in the study site. For instance, three smaller areas
are presented in Fig. 3 with the WL estimations from the
histogram-cutoff approach (the first row), the correspond-
ing interpolated WL map (the second row), and the com-
plement with the land topography (the third row). This
figure shows well the quality of the WL estimation and
spatial interpolation. In fact, no strong gradients can be
observed in the water surfaces, and the coherency with the
topography over the land seems adequate.
b. River Width (RW)
In order to estimate the RW on a river pixel, we first de-
termine the flow direction based on the immediate shape
of the river. After that, a line passing through this pixel
is drawn perpendicularly to the river flow direction to de-
fine a river section (see Fig. 4). The RW is then computed
as the number of inundated pixels in this river section, so
it changes with month and inundation pattern. For each
month of the GIEMS-D3 dataset (from 1993 to 2007), the
number of consecutive inundated pixels in this line is de-
fined as the RW. Each monthly SWE map from GIEMS-
D3 provides a RW estimate, for each river pixel.
Since this study considers only a limited number of lo-
cations, the above processes were computed manually, but
this could be automated in the future. In comparison, other
studies, such as Gleason and Smith (2014), estimate ”ef-
fective river width” by averaging estimated widths at mul-
tiple cross sections over an area. This process should re-
duce estimation uncertainties, and the obtained RW should
become more significant in a discharge estimation model.
c. Water Volume Change (WVC) estimation
The WVC over a domain can be estimated using the
SWE of two consecutive months (GIEMS-D3) and the
WLs obtained in the previous section, by using the fol-
lowing formula:
∆V =
n
∑
i=1
(∆hi)∗S (1)
where ∆V is the WVC (in km3) between two consecutive
months for an area of n pixels, S is the area of one pixel (in
km2), and ∆hi is the WL change (in km) for pixel i between
the two consecutive months.
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FIG. 1. Elevation estimation for January 2003 from GIEMS-D3 SWE estimate over the Rio Marau river (3.75◦S - 57.35◦W). (a) Example
of a hypsographic curve from topographic data for the 50×50 pixel window surrounding the pixel. (b) Elevation histograms in the 20×20 pixel
window surrounding the pixel. Inundated (blue) and non-inundated (orange) histograms are separated by an optimal vertical threshold indicating
the estimated WL.
d. River Discharge (RD) estimation
1) PREDICTORS
A statistical model to estimate the RD is built based on
a maximum of four of the previous predictors (SWE, WL,
WVC, and RW) over a 200×200 pixel box centered on the
river upstream of the ”main station” where the RD needs to
be estimated (i.e., a station where in situ measurements are
available). The box size and its location have been chosen
empirically, based on a trial and error approach. Clearly, a
box that is too small has a lower signal-to-noise ratio, and
a box that is too big would contain non-essential informa-
tion. Therefore, a good compromise needs to be found.
After testing three different sizes (100×100, 200×200,
300×300), we found that the 200×200 pixel box provided
the best correlation between RD and other predictors, with
a reasonable NRMSE value (not shown). Again, an auto-
matic optimization scheme could be implemented to find
the best box size and location. Furthermore, these param-
eters could be specific for each location. This aspect will
be investigated in the future to extend the applicability of
our technique.
Fig. 4 represents two such boxes upstream of the sta-
tion together with the main box centered on the station
pixel. Tests (not shown) indicate that among these three
boxes, box 1 is a better predictor for the RD in the main
box. Thus, in the following, only box 1 will be considered.
This predictive domain is one important potential param-
eter that would certainly require an optimisation step for
a more general model. For instance, in a totally different
prediction approach, Brakenridge et al. (2007) and Tarpan-
elli et al. (2013) consider several strategic locations along
the river to estimate the RD on a particular measurement
station.
2) LINEAR MODEL
A linear regression method is used to model the rela-
tionship between the RD at a given month e and one or
more predictors (SWE, WL, WVC, and RW) for the same
month:
RD(e)= a0+a1WE(e)+a2WL(e)+a3WVC(e)+a4RW (e).
(2)
The unknown coefficients a j ( j =1, 2, 3, 4)
are the model parameters that need to be op-
timized based on a dataset of samples B =
{(RDe,SWEe,WLe,VCe,RW e); e= 1, · · · ,N} where
N is the number of samples (i.e., number of months).
Stepwise linear regression with four predictors is used
to find the best model to retrieve the RD. At first, only
one explanatory variable (the best one) is used to retrieve
the RD. Then, at each step, a new predictor (the best
additional one) is added to obtain the hierarchy of the
explanatory variables.
Linear regression is used to estimate the RD, but in or-
der to obtain a robust quality measure, Monte-Carlo cross-
validation is used to overcome a potential over-training
where a model performs well over the training dataset
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FIG. 2. Estimation of the WL (in m) in a 500×500 pixels area over the Amazon region (3.13-3.54◦S, 56.88-57.29◦W): (a) topography from
HydroSHEDS; (b) corrected SWE from GIEMS-D3 (January 2003); (c) WL from the hypsographic curve approach; (d) WL from the histogram-
cutoff approach; (e) interpolated WL map after the bilinear spatial interpolation (from WLs in (d)).
but poorly over unknown data. Therefore, the model is
calibrated over 80% of the available data (i.e., training
dataset), and tested over the remaining 20% data (i.e., test
dataset). This test is a standard procedure in which the
training algorithm optimises the statistical model so that
it performs well in the training dataset. The statistical
model is then applied to the remaining testing dataset to
test its performance well on data not seen during its cali-
bration. Generally, this procedure is performed only once
but results might not be robust enough if not enough data
is available. In this study, we use a Monte-Carlo strategy
so that the testing procedure is performed 20 times, to ob-
tain a more robust estimation of the model performance on
new data.
3) NEURAL NETWORK (NN) MODEL
NN techniques have proved very successful in develop-
ing computationally efficient statistical models for remote
sensing and hydrology. It is a non-linear mapping model:
Given an input (SWE, WL, WVC, and/or RW), it provides
an output (the RD) in a non-linear way. Considering the
small dimension of the data here, we will use a NN model
with only one hidden layer. The NN chosen in this study is
a fully connected Multi-Layered Perceptron (MLP) model
(Rumelhart et al. 1986) where every neuron has a connec-
tion with all the neurons of the previous layer. The MLP
model is defined by the number of input neurons (i.e., the
size of the inputs), the number of outputs (i.e., one here
for the RD), and the number of neurons in the hidden lay-
ers that control the complexity of the model. An empirical
study based on trial and error has been conducted to define
the optimal number of hidden layers and the optimal num-
ber of neurons in the hidden layers. A balance needs to be
found: Too many free parameters in the model can result
in over-learning leading to degraded generalization prop-
erties. On the contrary, too few free parameters will yield
under-parameterization and bias error of the model. We
use here a NN with one hidden layer (such NNs are uni-
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FIG. 3. Estimation of the WL (in m) in three 100×100 pixel boxes (in column): WL from the histogram-cutoff approach (top row), WL maps after
the bilinear spatial interpolation (middle row), and full maps with land topography (bottom row).
FIG. 4. Google map representing the three considered boxes centred
on the river (upstream and at the Manacapuru station) to illustrate the
three river width estimations.
versal approximators of continuous functions, see Hornik
et al. (1990)) with 10 neurons in the hidden layer. The NN
can use only one source of information when the other
sources are not pertinent, or it can combine them in a non-
linear way when necessary. Complex interactions among
the inputs can be exploited by the NN. As for the linear
regression, it is important to address the relative stability
of the training of the NN. Therefore, 20 Monte-Carlo runs
are used with 80% of the data for the training, and 20%
for the testing.
4. Results over the Amazon basin
a. Water Level (WL) evaluation using altimetry
To evaluate the WL estimation method based on the
hypsographic curve approach; our results are compared to
the altimetry data of Section 2.c. Several sources of dis-
crepancies can explain the differences between these two
data sources: different geoid references are used in the
Hydroweb altimetry data, and the SRTM/HydroSHEDS
data; a possible ENVISAT/RA2 instrument bias (Calmant
et al. 2013) can exist, and most likely GIEMS-WL estima-
tion uncertainties are also present. In order to facilitate the
comparison and the potential assimilation of the two WL
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FIG. 5. Calibration of the GIEMS-D3-based WL esti-
mations towards the altimetry data, using a second-order
polynomial fit, at the Solimoes station (No 1.5). Each
point is monthly data, from 01/2003 to 12/2007. The
second-order polynomial is given by the following equation:
WL= 19.62−0.65× x1 +0.03× x22
estimates, a calibration can be used to get the GIEMS-D3,
and the altimetry WL estimates closer. We choose here to
transform the GIEMS-D3 WL towards the altimetry data,
but the opposite could be done instead. A second-order
polynomial regression can be used to fit the two WLs.
Fig. 5 shows the results obtained over the Solimoes station
No 1.5, but similar results are found in the other stations.
Fig. 6 represents the resulting WL time series over the
Solimoes station. The top panel shows that the calibrated
WL estimate follows well the dynamics of the altimetry
data (correlation of 0.89) and that the bias between these
two estimates can be reduced significantly using our sim-
ple second-order model. The anomalies are then repre-
sented and show a temporal correlation of 0.62. However,
some issues can still be observed: (1) the rising and falling
limbs between altimetry and GIEMS-D3 estimation show
a few months delay for some years (e.g., falling limb after
mid-2005, or rising limb around January/February 2007).
These delays can be important for water managers. There
could be an issue with altimetry, but according to San-
tos da Silva et al. (2010), ENVISAT data on the Solimoes
compare well to in situ measurements without such de-
lay. (2) The flat values during the peak around mid-2006
for GIEMS estimation are probably due to some satura-
tion (in GIEMS dataset or in the calibration model). More
evaluation will be necessary for future studies.
Overall, the results show that:
FIG. 6. Time series of the WL calibrated estimations over
the Solimoes station No 1.5 (see Tab. 1), compared to altimetry,
from 01/2003 to 12/2007. Top: GIEMS-D3-based WL estimate
after calibration. Bottom: WL anomalies. The correlation coeffi-
cient is also indicated. The gaps are the missing data from altimetry.
Anomaly= Actual value−Mean seasonal value (Climatology)
• The information carried out by the GIEMS-D3 WL
estimates go beyond the seasonality, and it also in-
cludes a monthly and inter-annual variability (i.e.,
with a correlation equal to 0.62).
• With the help of the calibration, the two WL estima-
tions (from topography or altimetry) are more coher-
ent with each other. This result makes it easier to
assimilate both datasets into a hydrological model.
The exploitation of the GIEMS-D3 / altimetry syn-
ergy should increase the available information con-
tent.
• In addition, the calibration scheme could also be used
to make the two estimates (GIEMS-D3 and altimetry)
closer to the WL of a hydrological model. The use
of a neural network calibration of retrieved surface
variables to facilitate its assimilation into a surface
model was suggested for instance for soil moisture in
Aires et al. (2005).
• But some additional evaluation would be necessary
to validate this model.
Tab. 1 gives WL comparison statistics over seven loca-
tions (Fig. 7) in the Amazon basin. Correlations are es-
timated for the original/calibrated WL estimates, for the
raw and the anomaly data (i.e., calculated by subtract-
ing the five-year mean monthly values from the monthly
time series). In general, the correlation between the raw
WL estimation and the altimetry measurements is very
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good. For example, it is around 85% in the Solimoes river
and 88.8% in the Xingu river. However, results can be
lower than 80% in some regions. In fact, the GIEMS-D3
data can have some deficiencies over thin rivers (GIEMS
inundation fraction is less reliable for inundation frac-
tions ≤10%), highly inundated areas (GIEMS-D3 less re-
liable for fractions greater than 90%), or flat regions where
the downscaling scheme of GIEMS-D3 is less reliable
since hydrology is less dependent on topography. These
GIEMS-D3 limitations can impact these correlation val-
ues, among other reasons. Thus, the calibration step can
partially correct some of these errors in the WL estima-
tions.
With the calibration step, the improvement can be sig-
nificant in some locations: from 0.89 to 0.92 for the Wingu
Station 1.1, and from 0.72 to 0.79 for the Negro Sta-
tion 1.4. If the calibration was only linear, the correla-
tion would not be increased (i.e., invariance of the corre-
lation by linear transform), so the nonlinear character of
the calibration (Fig. 5) is an interesting feature correct-
ing more than the bias (PDFs can be changed by a non-
linear transform). In particular, extreme cases are impor-
tant for RD, and a nonlinear model should better handle
these situations. In general, non-Gaussian distributions
would benefit from a nonlinear calibration process. As
expected, when considering the anomaly values, the cor-
relation rate decreases because the inter-annual variability
is a second-order variability compared to the seasonality.
However, some locations (stations No 1.1, 1.4, 1.6, and
1.7) still show very significant correlations ranging from
0.6 to 0.7, which means that the WL estimate has season-
ality information as well as inter-annual variation informa-
tion. It would be useful to assimilate the GIEMS-D3 WL
in a model to capture part of the inter-annual hydrologi-
cal variability. As in any other assimilation experiment,
the uncertainties of the model and the WL observations
should be characterized to balance the weight of these two
sources of information.
Overall, there are several sources of uncertainty in the
GIEMS-D3 based WL: GIEMS uncertainty, the GIEMS-
D3 downscaling, the pre-processing step to provide higher
coherency with the DEM, DEM errors, WL estimation on
the water edges, and finally WL interpolation. All these
sources of uncertainty would require a thorough analysis
in the future, in particular, if this process is to be extended
to other regions.
b. Water Volume Change (WVC) evaluation using
gravimetry measurements from GRACE
Tab. 2 presents the correlations between the WVCs cal-
culated in Section 3.c and the GRACE data (Section 2.d)
in an area of 200×200 pixels. Although GRACE data
spatial resolution is much higher than the 200×200 pixel
box (around 325 km2), we represent these two datasets in
the same figure to compare only their dynamics (i.e., time
variations, but not absolute values). We expect not a per-
fect match between these dynamics, but a partial correla-
tion among them. These comparisons are made on the raw
WVC, its season (the 12 monthly-mean values averaged
over the whole period), and the WVC anomalies. Good
comparison statistics can be observed for the five loca-
tions (see blue dots in Fig. 7): WVC correlations range
from 0.77 to 0.88. This range increases to 0.79-0.94 for
the WVC seasonality and WVC anomalies keep satisfac-
tory correlations from 0.61 to 0.74. These results show
that the GIEMS-D3-based WVC follows well the GRACE
seasonality and include useful inter-annual information.
c. RD evaluation using in situ measurements
1) PRELIMINARY ANALYSIS
Since the SWE is the original information among the
available predictors (SWE, WL, WVC, and RW), a scat-
terplot between the SWE and RD is represented in Fig. 8
to investigate their relationship, for the raw (left) and the
anomaly (right) data. The dots in red correspond to the
months during the decreasing water level (from maximal
to minimal RD), and the points in blue to the months dur-
ing the increasing waters (from minimal to maximal RD).
A quadratic relationship links the raw data, and a simple
linear relationship links the anomalies. The increasing and
decreasing waters have different ranges of variability for
the raw data, but a single quadratic relationship appears
to be enough to describe the two cases. Therefore, a sin-
gle model will be built in the following for both of them.
These scatterplots illustrate well the simplicity of relation-
ships between the two variables, and the type of RD esti-
mation quality that can be obtained with this type of ap-
proach.
As a preliminary analysis of the information content of
the four predictors (SWE, WL, WVC, and RW) to pre-
dict RD, we first measure some simple statistics between
the predictors and the in situ RD in the first column of
Tab. 3, for the Manacapuru station. Three diagnostics are
represented: the correlations, the Root Mean Square Error
(RMSE) (in 104 m3/s):
RMSE =
√
1
N
N
∑
n=1
(Qr(n)−Qo(n))2
where Qr(n) and Qo(n) are the rated and reference dis-
charges at the same time, and n is the total number of sam-
ples; the Normalised RMSE (NRMSE) (in %) is given by:
NRMSE = 100×
√
1
N ∑
N
n=1(Qr(n)−Qo(n))2
Qmin−Qmax
where Qmin and Qmax are the minimum and maximum dis-
charges in the observed series. They are computed for the
raw data (top part), and the anomalies (bottom part).
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No River Lat Lon GIEMS-D3 WL Calibrated WL Anomalies WL Anomalies of calibrated WL
1.1 Xingu -3.50 -52.27 0.89 0.92 0.39 0.40
1.2 Negro -0.33 -63.75 0.76 0.80 0.61 0.61
1.3 Negro -1.92 -61.35 0.82 0.83 0.51 0.52
1.4 Negro -2.08 -61.21 0.72 0.79 0.34 0.35
1.5 Solimoes -3.61 -61.00 0.84 0.89 0.62 0.75
1.6 Solimoes -3.85 -62.49 0.86 0.86 0.70 0.71
1.7 Solimoes -3.82 -63.92 0.85 0.86 0.68 0.70
TABLE 1. Correlation between the WL estimates (raw/anomaly of the original/calibrated data) and the altimetry data, over the seven virtual stations,
during the 2003-2008 period.
FIG. 7. Google Earth map indicating the location of the sites used for validation over the Amazon basin: the seven red stations for WL, and the five
blue stations for WVC.
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FIG. 8. Scatterplot between the RD and SWE at the Manacapuru
station, for raw (left) and anomaly (right) data, from 1998 to 2007, for
the increasing water months (blue) and the decreasing water months
(red).
The SWE provides the best fit with the RD (94%), and
the WL has the least individual correlation (0.89). For the
anomalies, the correlations are reduced, of course, but the
information content is still high: e.g., 0.78 correlation with
the SWE. The NRMS indicates the same hierarchy of pre-
dictors.
2) ESTIMATING RESULTS
Stepwise linear regression with the four predictors
(SWE, WL, WVC, and RW) is applied to define the hier-
archy of predictors for the RD: Each predictor is first used
individually in the regression model, to predict the in situ
RD. Once the best predictor is chosen, each couple of vari-
ables is tested and the best couple is selected. This proce-
dure is performed until the hierarchy of the four predictors
is obtained: SWE, WL, WVC, and RW. The results are
provided in the remaining of Tab. 3. It can be seen that the
addition of RW as a predictor does not improve the results,
so it is discarded in the following. The comparison of the
linear and NN models can be done on the last two columns
of Tab. 3 and plotted in Fig. 9. We can see that the corre-
lation increases from 0.95 to 0.97 for the raw data when
using the NN model instead of the linear regression. A 2%
increase could appear not significant, but at this high level
of correlation, it is a rather significant improvement. Fur-
thermore, the NRMS decreases from 5.2% to 3.1%, which
is largely significant. For the anomaly data, the use of a
NN increases the correlation from 0.83 to 0.84 only, but
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No River Lat Lon Water Volume Change WVC Season WVC Anomaly
2.1 Amazonas -3.31 -60.61 0.88 0.91 0.73
2.2 Amazonas -3.06 -59.65 0.88 0.94 0.74
2.3 Negro -0.48 -64.83 0.82 0.92 0.69
2.4 Negro -0.20 -66.80 0.77 0.79 0.61
2.5 Amazonas -3.10 -67.93 0.86 0.86 0.70
TABLE 2. Correlation between the GIEMS-D3 WVC estimates (original, season, and anomalies) and the GRACE groundwater storage.
Correlation between Linear RD prediction NN RD prediction
in situ RD &
Predictors SWE + · · · SWE + WL + · · · SWE + WL + WVC
SWE WL WVC RW WL WVC RW WVC RW
RAW DATA
COR 0.94 0.89 0.92 0.90 0.95 0.94 0.94 0.95 0.94 0.97
RMSE 0.67 1.22 0.89 1.11 0.56 0.67 0.67 0.56 0.67 0.33
NRMSE 6.2 11.3 8.3 10.3 5.2 6.2 6.2 5.2 6.2 3.1
ANOMALIES
COR 0.78 0.60 0.75 0.64 0.82 0.80 0.79 0.83 0.82 0.84
RMSE 0.19 0.34 0.21 0.31 0.15 0.17 0.18 0.14 0.15 0.13
NRMSE 17.4 31.7 23.1 28.8 14.5 17.4 17.4 14.5 17.4 8.6
TABLE 3. Correlation, Root Mean Square Error (RMSE) (in 104 m3/s), and Normalised RMSE (in %)between the in situ RD and the linear and
the neural network RD estimation from the four predictors, for all raw data (top part) and anomalies (bottom part), from 1998 to 2007, over the
Manacapuru station. The values in bold indicate the best combination of predictors for river discharge estimation.
the NRMS decreases from 14.5% to 8.6%. Therefore, in
the following, we will use the NN model to estimate the
RD.
In order to test the quality of these results, we compared
them to previous comparable studies. When using only
one predictor, Paris et al. (2016) found a NRMSE from
6.4% to 19.8% in the Amazon region, our results from
3.07 to 11.33% seem satisfactory. In addition, Tourian
et al. (2017) and Tarpanelli et al. (2018) did a study over
the Niger, but the results can still be compared: the rela-
tive RMSE is about 12 % in Tourian et al. (2017), and in
Tarpanelli et al. (2018), the correlation is around 0.9.
To check the robustness of the NN results and the over-
training issue, we evaluate the model in the training (80%
or 8 years) and test (remaining 20%) datasets over the raw
and the anomaly data (Tab. 4). The correlations in the
training data are quite similar to the ones in the test data
(0.97 and 0.95 on average), so the generalization ability
(i.e., performing well on data not used in training) of the
NN model for RD appears satisfactory. This result is also
true for the anomaly data (0.83 and 0.84 on average). In
short, these experiments conclude that a simple statistical
model (i.e., a NN with SWE, WL, and WVC as inputs)
is able to predict well the RDs at the monthly scale based
on the simple surface hydrological information that can be
measured from space.
5. Conclusion and perspectives
This study was conducted over a case study over the
Amazon region. It has shown that for large rivers, the
strategy that we proposed to monitor surface water ex-
tend can bring valuable information for river monitor-
ing. Now this approach needs to be tested over other
environments to extend the validity of our conclusions.
We developed methodologies (i.e., the hypsographic and
histogram-cutoff approaches, combined with a spatial in-
terpolation scheme) to determine the WL that uses the
high-resolution GIEMS-D3 SWE and HydroSHEDS data.
The WVC was then estimated with a reasonable correla-
tion with other measurements, together with the RW. Fi-
nally, the RD was estimated using three predictors (SWE,
WL, and WVC) using a NN statistical model calibrated on
in situ measurements. Although the RD can be estimated
from hydrological models, we aimed here for a simpler
data-driven approach, that does not require extensive an-
cillary information on the considered river. The proposed
method can be applied to provide long time series of RD
estimates. However, the study is done over the Amazon
river (i.e., the largest river by discharge volume of water
in the world) and worked at a monthly scale. Thus, addi-
tional tests are now required at higher temporal scale and
in other rivers, including smaller ones.
Our study has also shown the benefits of combining
the GIEMS-D3 WLs with other data (e.g., topography)
in complement to WLs from altimetry. We first demon-
strated the potential of SWE measured by satellite, which
J O U R N A L O F H Y D R O M E T E O R O L O G Y 13
In situ RD ×105
0.6 0.8 1 1.2 1.4 1.6
Es
tim
at
io
n 
RD
×105
0.6
0.8
1
1.2
1.4
1.6
 R=0.90
Data
Fit
Y = T
In situ RD ×105
0.6 0.8 1 1.2 1.4 1.6
N
N
 E
st
im
at
io
n 
RD
×105
0.6
0.8
1
1.2
1.4
1.6
 R=0.92
Data
NN fit
Y = T
FIG. 9. Estimated versus in situ RD (in m3/s) for the LINear model (left) and the Neural Network (right) models, over the Manacapuru station,
from 1998 to 2007 with 120 samples (N=120)
. Both models use three predictors (SWE, WL, WVC). Correlation between estimated and in situ data is also provided.
Dataset Test 1 Test 2 Test 3 · · · Test 20 Averaged value ± Std
Raw Training 0.97 0.96 0.97 · · · 0.97 0.97 ± 0.01
Test 0.96 0.99 0.93 · · · 0.99 0.95 ± 0.06
Anomaly Training 0.85 0.76 0.86 · · · 0.86 0.83 ± 0.05
Test 0.87 0.90 0.74 · · · 0.85 0.84 ± 0.06
TABLE 4. Correlation score of the NN estimates and the in situ RDs (raw and anomaly values), over the training and the test datasets, for the
Manacapuru station. Statistics are provided for the 20 members of the Monte-Carlo simulation, together on the right column with their averaged
values with associated standard deviation as a proxy of correlation uncertainty.
is not only applicable to GIEMS-D3, but to other past,
present, or future high-resolution instruments (e.g., Land-
sat, MODIS, SAR, or SWOT data). Altimetry data is not
available continuously in time (as shown in the gaps in
Fig. 6), at the global scale, over long time records. On the
other hand, GIEMS-D3 will soon have about a 30-years
time record. Thus, there are advantages and drawbacks to
each source of information, and merging them appears to
be a valuable strategy.
There are numerous perspectives for this work, on the
technical level as well as for new applications. We list
below the extension of this work that we intend to conduct
in future studies:
• Extension to other environments - In the future, we
would like to extend this proof-of-concept study
to many different rivers, with different size and
hydrological regimes. This will allow us to better
assess the range of validity of the methodology,
provide some uncertainties and to identify the basin
where this method is suitable.
• Time resolution - This study was performed at the
monthly scale because this is the time resolution
GIEMS-D3 is provided at. If SWE were provided at
a higher temporal scale (weekly or even daily), the
methods would have to be adapted but similar ap-
proaches could be used.
• Uncertainty characterization - In the histogram-
cutoff approach, the two elevation distributions (wa-
ter and non-water pixels) are in general differen-
tiable. However, problems could appear if the region
is very flat (which can be the case over Amazon).
Thus, in the future, we will try to establish a statisti-
cal hypothesis testing (differentiation of the two dis-
tributions) to avoid such situations. In addition, we
will design an uncertainty diagnostic to alert when
the distributions are too close.
• Link with the SWOT mission - The NASA/CNES Sur-
face Water and Ocean Topography (SWOT) mission,
planned for launch in 2021, is specifically designed to
provide good high-spatial resolution (i.e., river larger
than 100 m and water area above 250 m × 250 m)
and good temporal sampling (21 days repeat) of the
extent (and elevation) of continental surface waters
(Prigent et al. 2016; Biancamaria et al. 2016) thanks
to an interferometric Ka-band radar (Desai 2018).
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Part of the work done here could be used with the
SWOT water mask.
– There are two main advantages of using high-
spatial-resolution maps from SWOT instead of
GIEMS-D3: 1) no need to downscale GIEMS
since SWOT estimates will be direct observa-
tions at the right spatial resolution, 2) the data
would be in ”real-time”, no need to wait for
the GIEMS estimate or its downscaling. How-
ever, we do not know if SWOT will be able to
detect surface water beneath vegetation (so far,
only GIEMS and GIEMS-D3 seem to focus on
this aspect (Aires et al. 2018)). Therefore, ad-
ditional tests would be necessary.
– SWOT river discharge estimates could be used
as ”ground truth” to calibrate our model. In this
case, we would avoid the use of in situ river
discharge so the methodology could be used in
un-gauged locations.
– When enough SWOT images are available, we
could define a new global and high-resolution
floodability index that could be used to down-
scale GIEMS. GIEMS-D3 would then become
coherent with SWOT. And using it with our RD
model over the full GIEMS record would ex-
tend, back in time, the RD estimated by SWOT
(starting in 2021 only).
• Newer GIEMS/GIEMS-D3 - GIEMS-D3 will soon
be re-processed using an improved topography (Ya-
mazaki et al. 2017) and improved GIEMS. The new
GIEMS version will be extended in time, from 2007
to present, and to years antecedent to 1993. The time
series length is expected to reach almost 30 years.
Furthermore, some corrections were made in the re-
trieval scheme so that over-estimation of inundation
(in particular in Asia) will be corrected. This will
have an impact on the quality of our hydrological es-
timates. The overall approach requires to be tested
over various environments worthwhile.
• Improvement of the RD model -The statistical model
for the RD estimate could be improved too, for in-
stance by adding more a priori or temporal informa-
tion in the predictors. Our current model is defined
at the monthly time scale. For increased time res-
olutions (hourly or daily), it would be necessary to
introduce to the model our diagnostics (SWE, WL,
WVC, and RW) at time t, t−∆t, t−2∆t, etc. because
memory effects can be important for the RD estima-
tion. The location of the area that best predicts the
RD in one measurement station could be optimised.
Some works have shown for instance that areas with
changes of river direction are important because sand
deposit and erosion make the land flatter with a bet-
ter characterization of the WL and RD. Uncertainty
estimates could be derived from the RD NN-retrieval
algorithms (Aires 2004; Aires et al. 2004), this would
facilitate: the use of the derived RD in hydrologi-
cal studies, and the assimilation of the RD estimates
in hydrological models. Another benefit from the
SWOT mission is that with its repeating observations
on time, we could obtain better bathymetry informa-
tion in particular during low flows events.
• Temporal extension of the GRDC record - Since
we used a statistical model to estimate the RD,
one constraint is to have access to some in situ
RD measurements to calibrate the models. Our
approach can, therefore, be applied in GRDC RD
stations which have enough temporal overlap with
GIEMS-D3 to calibrate the model, and with a dis-
charge and drainage area that is large enough so that
GIEMS/GIEMS-D3 estimates are reliable. Once the
RD models are calibrated, the RD can be estimated
over the whole GIEMS-D3 period, including dates
when no in situ data is available. Since the GIEMS
dataset will soon be extended over time, our method
could coherently interpolate/extrapolate the in situ
GRDC record over the three to four decades of pas-
sive microwave observation record. Once all the
methodological developments are done, an automatic
processing scheme could be developed to estimate
RD in all the stations included in the GRDC database
over a time record of more than 30 years. This
improvement would have numerous applications, in
particular, to study the water cycle at the global scale
(Aires 2014; Munier et al. 2014).
• Extension on un-gauged rivers - The SWE was here
used to estimate RD over gauged rivers. It is a true
challenge to exploit the satellite data over un-gauged
rivers (Gleason et al. 2014). This work was attempted
for instance by using a river characterization and
a ”at-many-stations hydrologic geometry” approach
(Gleason and Smith 2014; Gleason et al. 2014). In
our approach, a reference RD is required in order to
calibrate the algorithms. We could use the estimates
from a model (Yamazaki et al. 2011) if its quality is
good enough, to have a proxy of the RD at the global
scale. Our retrieved times series of RD would then be
controlled by the satellite observations (intra-season
to inter-annual variations), but the bias and scaling of
these values would be dependent on the model. This
drawback could actually benefit the assimilation of
observations in the model (Aires et al. 2005). How-
ever, this task is a challenging one: Previous global
inter-comparison studies on satellite-based discharge
estimates (see reference below) have shown the spa-
tial variability in algorithm performance and have
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suggested that a single algorithm will not be able to
accurately estimate river discharge on a global scale
(Durand et al. 2016). Taking into account local speci-
ficities is, therefore, a necessity in the RD modeling.
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