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ABSTRACT 
We study the behavior of Riesz multimorphisms on Archimedeanf-algebras with unit element and 
focus on their different multiplicative aspects. 
INTRODUCTION 
The behavior of Riesz (or lattice) homomorphisms on f-algebras has attracted 
the attention of many authors in the last few decades. The first result in that 
direction seems to go back to Hager and Robertson, who proved that any Riesz 
homomorphism between two unital f-algebras that preserves identity is auto- 
matically a multiplicative (or algebra) homomorphism (see [5, Corollary 4.3]). 
Another amazing aspect of Riesz homomorphisms has been presented by van 
Putten in his thesis (see [9, Theorem 8.8]). Namely, the Riesz homomorphisms 
on f-algebras that preserve identity are precisely the extremal points of the 
convex set of all Markov operators. Both the results of Hager-Robertson a d of 
van Putten have been obtained in the bilinear case by Toumi and the author in 
[4, Theorem 1]. We also mention the paper of Huijsmans and de Pagter [6], in 
which the authors present some necessary and sufficient conditions for Riesz 
homomorphisms on f-algebras in order to be multiplicative. 
The main purpose of this work is to present different aspects of Riesz multi- 
morphisms (see Definition 1.1) including multilinear versions of all of the re- 
suits above. It should be noted that the approach in the present paper is ele- 
mentary, intrinsic and different from methods used before. 
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For terminology and elementary properties of Riesz spaces (or vector lat- 
tices) and f-algebras not explained or proved in this paper we refer the reader 
to the standard monographs [1], [7] and [10]. 
1. F IRST  DEF IN IT IONS AND TOOLS 
All Riesz spaces and Riesz algebras under consideration are supposed to be Ar- 
chimedean. 
Let E and F be (real) Riesz spaces. A (linear) operator T : E ~ F is said to be 
positive if T( f )  E F + for a l l f  E E +. It is easy to see that the operator T : E ~ F 
is positive if and only if IT(f)[ _ T(I f l )  for a l l f  E E. A Riesz homomorphism is 
an operator T : E ~ F such that f /x  g = 0 implies T(f) /X T(g) -- 0. A neces- 
sary and sufficient condition for the operator T : E ~ F in order to be a Riesz 
homomorphism is that IT(f)l = T( I f l  ) for all feE .  Clearly, any Riesz 
homomorphism is positive. Our main reference about positive operators be- 
tween Riesz spaces is [1]. 
A Riesz space A which is simultaneously an associative algebra such that 
fg E A + for all f ,  g E A + is called a Riesz algebra (or lattice-ordered algebra). An 
almost f-algebra is a Riesz algebra with an extra hypothesis, namely that if 
f / x  g = 0 then fg = 0. Almost f-algebras are necessarily commutative. This 
property plays a key role in this paper. For more information about almost f -  
algebras, we refer to [2]. The Riesz algebra A is refereed to as an f-algebra 
whenever f /x  g = 0 and h E A + imply f /x  hg = f /x  gh = 0. The f-algebra A is 
automatically commutative and has positive squares. Besides, I f l2=f  2 for all 
f E A and I fg l  = I fllgl for f ,  g E A. The f-algebra A is said to be semiprime i f0 
is the unique nilpotent element in A. In the semiprime f-algebra A, f  2 = g2 if 
and only if I f[  = Igl andfg = 0 if and only if I f  I/x Igl -- 0. Any f-algebra with 
unit element is semiprime. A chapter concerning the elementary theory o f f -  
algebras can be found in [10]. 
Throughout this paper, n is a fixed non zero natural number. 
We plunge into the matter with the following definition. 
Definition 1.1. Let El, ...,En,E be Riesz spaces. The n-linear map ko : E1 × ...× 
En --+ E is said to be 
(i) positive if g'(f~,---,fn) C E + for allfk E E~- (k E (1, ...,n}). 
(ii) a Riesz n-morphism i ffor each s E (1, ..., n} andfk E E~- (k E { 1, ..., n}, 
k ~ s), the linear mapfH~f l  .... , f ,  ...,fn) is a Riesz homomorphismfrom Es 
into E. 
Of course, any Riesz n-morphism is a positive n-linear map. 
Although the next lemma is simple, it plays an important role in the context 
of this paper. 
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Lemma 1.2. Let E1, ..., En, E be Riesz spaces, ~t : E1 × ... × En ~ E be a Riesz n- 
morphism andfk, gk E E~- (k E {1, ...,n}). /ff~ Ags -- O for some s E {1, ...,n} 
then 
k~(jq, ...,fn) A k~(gl, ...,gn) -~ O. 
ProoL It suffices to proof the result for s = 1. Assume therefore that 
fl  A gl = 0. It follows from the inequalities 
and 
that 
0 < k0(J], ...,fn) A k0(gl, ...,g,) 
< ~(J'] ,J2 + g2, ...,f~ + gn) A ~(gi ,f~ + g2,-..,fn + gn) 
~(fl  ,~ + g2, ...,fn + gn) A k~(gl ,]] + g2,-..,fn + gn) = 0 
#(f l , - - . , fn )  A k0(g l ,  . . . ,gn) = O, 
which is the desired result. [] 
The following proposition presents a characterization (i term of absolute va- 
lues) of positive n-linear maps, as well as Riesz n-morphisms. 
Proposition 1.3. Let El, ..., En, E be Riesz spaces and ~ : E1 × ... × En "--+ E be 
an n-linear map. Then 
(i) k~ is positive if and only if 
...,f,)l <  (IA I, ..., lfnl) 
foral l fk E Ek (k E {1, ...,n}). 
(ii) ~ is a Riesz n-morphism ifand only i f  
I~(A, ...,f,)l = ~(IA I, .-., ILl) 
foral l fk E Ek (k E {1, ...,n}). 
Proof. (i) is almost evident but (ii) needs ome details. Assume that ~ is a Riesz 
n-morphism and letfk E E, (k E {1, ..., n}). We denotefk(1) ----- fk+,fk(--1) =fk  -1 
(k E {1, ..., n}) and P(~) = ~l...~n E {-1, 1} for each sequence ¢ = (~l, ..., ~)  of 
length n consisting only by 1 or - 1. With respect o that notations, we have 
E E 
e(~)  = 1 e(~)  = - 1 
and 
 (IAI, ..., ILl) : + 
e(~)  = 1 P(~) = - 1 
Let ~ -- (~,, ..., ~n) and ~' = (~'l, ..., ~)  such that P(~) = 1 and P(~') --= -1. Then 
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there exists (at least) k e {1, ...,n} such that ~k # ~,  so thatfk(~k) Afk (~) = 0. 
In view of Lemma 1.2, we get that 
E ~( f l  (~l), ...,fn(~n)) A E k~t(fl (~1), ..-,fn(~n)) = 0 
P(~) = l P(~) = - 1 
and therefore 
~v(A, ...,fn)+= 
~V(A, ... , L ) -=  
E ~P(Ji(~l),...,f~(~n)) and 
e(~) = 1 
~v(A(~l), ...,L(~,)) 
P(~) = -1 
We deduce that 
I~V(A, ...,L)I = ~v(A, . . . ,L)++~(f l ,  . . . ,L) -= ~(IA 1, ..., lAD. 
The converse is simple. [] 
At this point, we have to introduce the definition of multiplicative n-morphisms 
on arbitrary algebras. 
Definition 1.4. Let At , . . . ,A~,A be algebras. The n-linear map ~:A1 × ...× 
An ~ A is called a multiplicative n-morphism/f 
#(f lgl ,  ...,fngn) : kV(fl, ... ,fn)#(gl, ..., gn) 
forallfk, gk E Ak (k C {1, ...,n}). 
In the unital case, we have an interesting necessary and sufficient condition for 
n-linear maps in order to be multiplicative. 
Proposition 1.5. Let A1, ...,An,A be algebras with unit elements and A be al- 
gebra. Then an n-linear map ~ : A1 × ... x An -~ A is a multiplicative n-morphism 
if and only if there exist multiplicative homomorphisms Ilk : A~ --~ A 
(k E {1, ...,n}) such that 
~(f l ,  ...,fk) = /I1 (fl)-,./-fin (fn) 
for allfk C Ek (k c {1, ...,n}). 
Proof. Let us denote the unit element of Ak by ek (k E {1, ...,n}). If ~P is a 
multiplicative n-morphism then the linear map Hk:Ak- -~ A (k c {1, ...,n}) 
defined by Hk( f )  = k~ el, . . . , f ,  ..., e2 is a multiplicative homomorphism and 
we have 
~(A, ...,f,) = nt  (A)...11, (L) 
for allfk C Ak (k E {1, ...,n}). Conversely, let Ilk : Ak ~ A (k c {1, ...,n}) be 
multiplicative homomorphisms such that 
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f i t (A, . . . , f , )  = 111 (A) . . .11,( f , )  
for all fk E Ak (k E {1, ...,n}). Clearly fit is an n-linear map. Moreover, 
fk,gk E A/, (k E {1, ...,n}) then 
fit(flgl, ...,fngn) = 1-[1 (flgl)...11n(fngn) 
= 111 (fl)111 (gl)...11n(fn)11,(gn) 
= ~( f l ,g l ) . . . f i t ( f , ,g , )  
This completes the proof. [] 
if 
The following lemma turns out to be very important and it will be used in al- 
most all of  our principal results. 
Lemma 1.6. Let E1, ..., En be Riesz spaces, A be an f-algebra, 
kv : E1 x ... × En ~ A be a Riesz n-morphism and s E { 1, ..., n}. Then 
f it(A,... ,f ,)f it(gl,. . . ,g,) = fit , . . . ,g,,. . . ,  fit g l , . - . , f , , . - . ,g ,  
fo ra l l f k ,gk  E Ek (k E {1, ...,n}). 
Proof. By multilinearity, it suffices to show the result for the positive elements. 
To this end, fixe fk ,gk E E~- (k E {1,. . . ,n},k ¢s )  and consider the multi- 
plication • defined on the Riesz space Es × A by putting 
(fs, u) • (gs, v) : (0, fit(fl, ..-,fn)fit(gl, ...,gn)) 
for all f~,g~EEs;u ,  vEA.  Let ( f~ ,u) , (g~,v)EE~×A such that (f~,u)A 
(g~, v) = 0. In particular, f~ A g~ = 0 and then, in view of Lemma 1.2, 
0 <_ f i t (A, . . . , f , )  A fit(gl, ..-, gn) = O. 
Consequently, 
(fl, u ) ,  (gl, v) = (0, fit(A, . . . , fn)~(gl, ...,gn)) = (0, 0). 
We conclude that Es × A is an almost f -a lgebra with respect to the multi- 
plication • . Since any almost f -a lgebra is commutative, we get that 
(fs, u) • (gs, v) = (gs, v) • (f~, u), 
so that 
for allfs,gs E Es, as desired. 
fit(f1, ... ,f~)g'(gl, ..., g,) : k~(J], ..., gs, ... ,fn)~(gl, ... ,f~, ..., g,) 
[] 
The first application of Lemma 1.6 is the following corollary. 
Corollary 1.7. Let El,. . . ,  En be Riesz spaces, A be an f -algebra and ~ : E1 × 
... x En ---* A be a Riesz n-morphism. Then 
fit(el,..., en)n-lfit(fl, ...,f~) = fit(fl, ez, ..., en)...~(el, ..., e,_l ,f ,) 
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forallek,fk E Ek (k E {1, ...,n}) 
Proof. Put 
Flk(f) = k~ el, ...,f, ...,en (k e {1, ...,n}) 
for a l l f  E Ek. According to Lemma 1.6, we have 
k~(el, ..., en)~(fl,...,f~) = //10q )kO(el ,f2, ...,fn) 
Multiplying both sides in the last equality by kO(el, ..., e~), we get that 
kO(el, ..., en)2ko(fl, ...,f~) = H1 (fl)~(el, ..., e~)~(el ,J~, ...,f~) 
=/ /1  (fl)//2(J~)~(el, e2,f3, ...,f~). 
Analogously, if we multiply both sides in the equality above by k~(el, ..., en), we 
obtain that 
kO(el, ..., en)3C~(fl, ...,fn) = H10q )II2(f2)H3(f3)¢(el, e2~ e3,f4, ...,fn). 
Repeating this process another n - 3 times we finally find the desired equal- 
ity. [] 
At the end of this section, we give a remark about relatively uniform con- 
vergence that will be used throughout this paper without further mention (rel- 
atively uniform topology is studied in great details in [7]). It is well known that 
any positive operator between two Riesz spaces is relatively uniformly con- 
tinuous. This shows, via classical arguments of continuity and multilinearity, 
that any positive n-multilinear map is also relatively uniformly continuous. On 
the other hand, if A is an f-algebra with unit element e, then the inequalities 
O<f- fApe<p- l f  2 (p E {1,2,...}) 
hold in A for a l l f  E A + [10, Theorem 142.7]. In other words, for every f  E A + 
there is a sequence {up}~=~ such that 0 < up < pe for all p c { 1,2, ...} and 
{up }~--~ converges relatively uniformly to f .  Consequently, in order to prove 
any multilinear property on f-algebras Ak (k E { 1, ..., n}) with unit elements ek 
(k ~ { 1, ..., n}), it is enough to prove that property for positive elements fk such 
thatfg < ek (k E {1, ...,n}). This will be our strategy in some proofs of this pa- 
per. 
2. RIESZ MULTIMORPHISMS AS MULT IPL ICAT IVE  MULTIMORPHISMS 
In [6, Theorem 5.4], Huijsmans and de Pagter proved that a positive operator T 
from an f-algebra A with unit element e into a semiprimef-algebra B is multi- 
plicative if and only if T is a Riesz homomorphism with an additional condi- 
tion, viz., T(e) is idempotent in B. An alternative proof of this fact can be found 
in [3, Theorem 3.8]. In this section, we are concerned with the generalization of 
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the aforementioned result by Huijsmans and de Pagter to the n-linear maps. 
First, let us give an alternative proof of that result. 
Proposition 2.1. Let A be an f-algebra with unit element e, B a semiprime f -al- 
gebra and T : .4 --~ B a positive operator. Then the following conditions are 
equivalent: 
(i) T is a Riesz homomorphism with (T(e))2= T(e). 
(ii) T is a multiplicative homomorphism. 
Proof. (i) ~ (ii). Suppose that T is a Riesz homomorphism and (T(e))2= 
T(e). Let f  E A + and consider the multiplication • defined on the Riesz space 
A x B by putting 
(u,a) • (v,b) = (0, T(u)T(fv)).  
I f  (u, a) A (v, b) = 0 then u A v = 0, and then u Afv = 0. As T is a Riesz homo- 
morphism, we get T(u) A T(fv)  = 0 and thus T(u) T(fv)  = 0. This yields 
(u, a) • (v, b) : 0. 
Consequently, A x B is an almost f-algebra with respect o ,, and then com- 
mutative. We conclude that 
T(u) T(fv)  : T( fu)  T(v) 
for all u, v,f E A. In particular, if f ,  g E A then 
T(e) T( fg) = T( f )  T(g) 
and therefore, 
T(e) T(fg) = ( T(e))2 T(fg) = T(e) T ( f )  T(g). 
This leads to 
so that 
T(e)(T( fg) - T ( f )  T(g)) = O, 
2T(e)/X IZ(fg) - T(f)T(g)l = O. 
If I f  I, Igl ~ e then 
IT( fg) - T ( f )T (g ) l  < T(l fllgl) + T(I fl)T(Igl) <- 2Ze 
and consequently, 
T(fg)  = T ( f )  T(g) 
for allf,  g such that I f l, Igl < e. The general case is obtained by relatively uni- 
form continuity arguments, as explained in the end of Section 2. 
(ii) ~ (i). Assume that T is a multiplicative homomorphism. Then T(e) is 
idempotent. Furthermore, i f f  E A then 
7-(I f l  = (l-(i f l ))  
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and therefore I T ( f )  l = I T(I f l ) l .  But T is positive and then 
I T ( f ) I  = IT( I f l ) I  = T ( I f l )  
which implies that T is a Riesz homomorphism. [] 
Now we are in position to give the multilinear version of Proposition 2.1 
Theorem 2.2. Let A1, ..., An be f -a lgebras with unit elements el,..., en, respec- 
tively; A be a semiprime f -algebra and ~ : A1 × ... × An ~ A be a positive n-lin- 
ear map. Then the following condition are equivalent: 
(i) ko is a Riesz n-morphism with ~(el, ..., en) 2-- ~(el, ..., en). 
(ii) if' is a multiplicative n-morphism. 
Proof. (i) =~ (ii). Assume that ~ is a Riesz n-morphism with the extra con- 
dition ff'(el, ..., en) 2= ~(el, ..., en). It follows from Corollary 1.7 that 
~(el, ..., en)~(3q, ...,f~) = ~(f l ,  e2, ..., en)...~(el, ..., en-1 ,fn) 
for allfk E Ak (k ~ {1, ...,n}). We obtain that 
~'(el, ..., e , )~( f l ,  ...,f~) = ~(el ,  ..., e,)2~'(gq, . . . , f ,)  
---- k~(e l ,  . . . ,  en)~ ' ( f lq ,  e2, . . . ,  en) . . .~(e l ,  . . . ,  en - l , fn )  
and then 
2~(el ,  ..., en)/~ I~(A,- . - , f~) - ~(f l ,  e2, ..., e~)...~(el, ...,en-l,fn)[ = 0 
for a l ia  E Ak (k E {1, ...,n}). Suppose now that Ifkl ___ ek (k ~ {1, ...,n}). In 
this case, we have 
I~(A,  ...,fn) - ~ ' (A ,  e2, ..., en)...~(el, ..., en-1 ,fn)l --< 2~(el, ..., en). 
Combining this inequality with the equality above, we get that 
~(f l ,  ...,f~) = ~(f l ,  e2, ..., en)...~O(el, ..., en-1 ,fn) 
We extend this result to the general case by relatively uniform continuity of 
positive multilinear maps. On the other hand, ~ is a Riesz n-morphism and 
therefore, for each k E {1, ...,n}, the linear map Hk : f  --* ~ el, . . . , f ,  ...,ek is 
a Riesz homomorphism. Moreover, Hk(ek) = g~(el, ..., ek) is idempotent. Using 
Proposition 2.1, we infer that H~ is a multiplicative homomorphism. We con- 
clude by Proposition 1.5. 
(ii) ~ (i). Suppose that ~ is a multiplicative n-morphism. By Proposition 
1.5, there exist multiplicative homomorphisms Hk :Ak --* A (k C {1, ...,n}) 
such that 
~(fl,-.-,fn) = H1 (3q)...Hn(f~) 
for a l ia  c Ak (k E {1, ...,n}). In particular, 
ff'(el, ..., en) 2 = H1 (el)2...Hn(en) 2 
= Hl(el) . . .Hn(en) = k~(el, ...,en). 
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On the other hand, letfk E Ak (k E {1, ...,n}) and observe that 
#(f l ,  ...,fk)2 =/-/l(fl)2.../-/n(fn)2= I - [ l ( f2 ) . . . I In ( f  2) 
/-I1 (l f l  12) .../-/n (i fn 12) 2 2 = =/ / l ( ] f l l )  ...nn(tfnl) 
= ~(])q ], .-., Ifnl) 2, 
As A is semiprime, we obtain that 
I~(A, .-.,f,)l = I~(IA I, ..., ILl)l. 
But # is positive, and then 
I#(A, ..-,f,)l = ~v(Ifll, ..., ILl). 
In view of Proposition 1.3, g' is a Riesz n-morphism and we are done. [] 
3. RIESZ MULTIMORPHISMS AS EXTREMAL POINTS OF THE MARKOV MULTI- 
LINEAR MAPS 
First, we introduce the notion of the Markov n-linear maps on f-algebras. 
Definition 3.1. Let A1, ..., An, A be f -a lgebras with unit elements el,..., en, e; re- 
spectively. A Markov n-linear map is a positive n-linear map kO : A1 x 
... x An ~ A such that ~(el ,  ..., en) = e. 
Clearly, the collections Mn of all Markov n-linear maps from Al x ... x An into 
A is a convex set in the sense that ifk~, O, • E Mn such that ko = AO + (1 - A)~ 
for some A 6 [0, 1] then ~ = 69 = ~. 
The Markov (linear) operators have been considered in several works (see, 
for instance, [5],[6],[8],[9]). One of the major result concerning that kind of op- 
erators is due to van Putten [9, Theorem 18.8], saying that, a Markov operator 
between two unitalf-algebras is a Riesz homomorphism if and only if it is ex- 
tremal in the convex set of all Markov operators. A more elementary proof of 
this theorem was given by Huijsmans and de Pagter in [6, Theorem 5.7]. Re- 
cently, Toumi and the author extended the result by van Putten to the 'bilinear 
case' [4, Theorem 1]. Their proof relies heavily on order ideal theory on f-alge- 
bras and cannot be applied in the 'multilinear case'. 
Next, we intend to establish by an elementary an intrinsic approach the cor- 
responding result of the van Putten's theorem for the Markov multilinear maps. 
Before that, we give an alternative proof of the result by van Putten. Actually, 
the 'new part' in the following proof is the implication (i) ~ (ii), but for the 
sake of completeness, we reproduce the proof of (ii) ~ (i). 
Proposition 3.2. Let A and B be f -a lgebras with unit elements. For an operator T 
in the convex set M1 o f  all Markov operators between A and B, the fol lowing 
conditions are equivalent: 
(i) T is a Riesz homomorphism. 
(ii) T is an extremal point in .Adl. 
427 
Proof. (i) ~ (ii). Let eA and eB denote the multiplicative identities of A and 
B, respectively. Let T be a Riesz homomorphism from A into B such that 
T(eA) = eB and assume that R and S are Markov operators from A into B such 
that T = 2-~R + 2-1S. Observe that 0 < R, S < 2T. Since T is a Riesz homo- 
morphism, so are R and S. It follows from Proposition 2.1 that both R and S are 
multiplicative. Consequently, i f f  C A + then 
R( f )2+2R( f )S ( f )  + S( f )  2 = (R( f )  + S(f ) )  2= 4T( f )  2 
= 4T(f 2) = 2R(f 2) + 2S(f 2) 
= 2R( f )2+2S( f )  2 
We infer that (R( f )  - S(f ) )  2. As B is unital and thus semiprime, we conclude 
that R = S and therefore T is extremal in A41. 
(ii) ~ (i). Let f E A + such that f < eA and consider the operators 
To, R, S : A ~ B defined by 
To(g) = T ( fg ) -  T ( f )T (g)  
for all g E A, and 
R = T -  To, S= T + To. 
Since To(eA) = 0, we get that R(e~) = S(eA) = en. Furthermore, i fg E A + then 
T(g) >> T( fg) and therefore 
R(g) = T(g) - T(fg) + T( f )T (g)  >_ O. 
Also, as T( f )  < ea, we obtain that 
S(g) = T(g) + T( fg)  - T ( f )T (g )  
= T(g)(eB - T ( f ) )  + T( fg)  >__ O. 
In summary, both R and S are Markov operators from A into B. On the other 
hand, T = 2-IR + 2-IS. Since T is assumed to be an extremal point in A41, we 
infer that T = R = S and thus To = 0. This implies that 
T(fg) = T( f )T (g)  
for all f ,  g E A such that 0 < f < ea. The general case is deduced by relatively 
uniform continuity technics (see the end of Section 1). Consequently, T is a 
positive multiplicative homomorphism from A into B and therefore, in view of 
Proposition 2.1, T is a Riesz homomorphism. [] 
We are now able to show the main theorem of this section, which is the multi- 
linear version of Proposition 3.2. 
Theorem 3.3. Let A1, ..., An, 24 be f-algebras with unit elements el,..., en, e; re- 
spectively, and k~ : Al × ... × An --~ A be a Markov n-linear map. Then the fol- 
lowing conditions are equivalent." 
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(i) ~P is a R iesz  n -morph ism.  
(ii) ~v is an  ext remal  po in t  of.A/In. 
Proof. It is easy to see that we can adjust the classical proof of (ii) => (i) in the 
linear case (Proposition 3.2) to the multilinear case. The proof of (ii) ~ (i) is 
therefore omitted and we prove only (i) => (ii). Suppose that # is a Riesz n- 
morphism and consider 8 ,# E .Mn such that ~v = 2-10 + 2-1#. We intend to 
show that g' = 69 = #. To this end, fix s E {1, ...,n} and put the operators 
g's, (gs, #s defined from As into A by 
~Ps(f) = el,..., , . . . ,e , ,  Os = el,..., ,...,e, 
and #s( f )  = ~ el,  . . . ,f ,  . . . ,en for a l l f  E Es. 
It is not hard to see that ~Ps, 6~s, #s are Markov operators. Moreover 
!/t s = 2~-10 + 2-1~lis 
But ~s is a Riesz homomorphism and therefore an extremal point of the Mar- 
kov operators from As into A (where we use Proposition 3.2). We infer that 
g's = ~gs = ~s. In particular, ~gs, ~s are Riesz homomorphisms from As into A. 
It is clear that if 0 _< fk _< ek (k E { 1, ..., n}, k ¢ s) then the operators Ls, Ms, Ns 
defined from As into A by 
"/.) (Sl Ls ( f )  = , . . . , f  , ..., , = • , . . . , f  , ..., 
and Ns( f )  = 0 f l ,  . . . , f  , ...,.In for a l l f  e Es 
are also Riesz homomorphisms. Besides, as usual, we may extend this result 
without difficulties to arbitraryfk E A~- (k E {1, ..., n}, k ~ s). We conclude that 
both O and • are Riesz n-morphisms, and then multiplicative n-morphisms. We 
shall conclude as in the proof of (i) =~ (ii) in Proposition 3.2. Indeed, let 
fk E A~- (k E {1, ...,n}) and observe that 
(O(fl, ...,f,) + ~(f l ,  ...,fn)) 2 = 4(k~(fl, .--,fn)) 2= 4O( f  2, ...,f2) 
= 2t9(f2, ...,f2) + 2~(f2, ...,f2) 
= 20(j'q, ...,.fn)2+2'~(fl, ...,fn) 2. 
Consequently, 
({9(fl, ...,.In) - ~( f l ,  ...,fn)) 2= 0 
that is, 
This gives the desired result. 
o(fl,...,A) = . . . , f , ) .  
[] 
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4. SYMMETRIC RIESZ MULTIMORPHISMS 
In this section, we consider the Riesz n-morphisms that are, in addition, sym- 
metric in the sense of the following definition. 
Definition 4.1. Let E, F be linear vector spaces. An n-linear 
~o : E n = E × ... × E(n-times) ~ F is said to be symmetric i f
~(A, ...,in) = ~(f,~,~, ...,f,~n/) 
for all f l ,  ...,fn E E and ~ a permutation of the set { 1, ..., n }. 
map 
The central theorem of this section presents a multiplicative representation f 
symmetric Riesz multimorphisms on unital f-algebras. We proceed to the de- 
tails. 
Theorem 4.2. Let A be an f-algebra with unit element, E be Riesz spaces and 
: An(A x ... × A, n-times) ~ E be an n-linear map. Then ~ is a symmetric 
Riesz n-morphism if  and only i f  there exists a Riesz homomorphism T : A --+ E 
such that 
~'(A, ...,fn) = T(A. . fn)  
for all f~, ...,f, E A. 
Proof. Suppose that there exists a Riesz homomorphism T : A ~ E such that 
~(fl,---,fn) = T ( f l . .~)  
for all f l ,  ...,fn E A. Obvious, ~ is in this case symmetric. Furthermore, if
f l ,  .--,f~ E A then 
I~(A, . . . , fn) l - - Iz(A. . . f , ) l - - -  z (~. . . fd )  
= T (~ I...[f,I) -- ~([fll, .-., Ifnl). 
According to Proposition 1.3, ~ is a Riesz n-morphism. 
Conversely, assume that ~ is a symmetric Riesz n-morphism. Fix 
k < s E {1, ...,n} and h,fp E A, (p E {1, . . . ,n},p # k,s). Let us define a multi- 
plication • on the Riesz space A x E by putting ( (  k )) 
( f ,  u) * (g, v) = 0, k~ f l , . . . , f ,  ...,gh,...,fn 
for all f ,g  E A; u, v E E. I f  ( f ,  u) A (g, v) = 0 then f A g = 0. We deduce that 
f A hg = 0 and, according to Lemma 1.2, 
gt , . . . , f  ,..., gh,..., A g, ,..., gh,. . . , f ,  ..., = O. 
Since ~ is symmetric, we get that 
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in) , . . . , f ,  ..., gh,..., = kv ,..., gh,...,f, ..., = 0 
and, consequently ( f ,  u) • (g, v) = 0. Therefore A is a almost f-algebra under 
the multiplication .. By commutativity, we obtain that 
kv ,...,f,...,gh,..., = kv ,.. . ,g .... ,fh,..., . 
The symmetry of # leads to 
~v , . . . , f ,  ..., gh,..., = # ,...,fh, ..., g, ..., . 
By an easy computation, we get that 
~V(fl, . . . , f , )  = ~V(e, ..., e , f l . . . f , )  
for all f l , . . . ,f~ E A. Now the linear operator "r defined from A into E by 
T(f)  = g'(e, ..., e,f) is a Riesz homomorphism. This completes the proof. [] 
A classical result in the theory of positive operators on functions paces is the 
following (see, for instance, [1, Theorem 7.22]). Let C(X) and C(Y) be the f -  
algebras of all real-valued continuous functions on compact Hausdorff spaces 
X and Y, respectively. If T : C(X) ~ C(Y) is a Riesz homomorphism then 
there exists a positive function w E C(Y) and a function a : Y ~ X, which is 
continuous on the open subset {y E Y : w(y) > 0}, such that 
T( f )  (y) = w(y)f (a(y) 
for all y E Y and f E C(X) (operators of the form above are referred to as 
weighted composition operators). This fact together with Theorem 4.2 leads 
directly to the following corollary, which is the last result of this paper. 
Corollary 4.3. Let C(X) and C( Y) be the f-algebras of all real-valued con- 
tinuous functions on compact Hausdorff spaces X and Y, respectively. If  
kv : C(X) x ... x C(X) (n-times) ~ C( Y) is a symmetric Riesz n-morphism then 
there exists a positive function w E C( Y) and a function a : Y ~ X, which is 
continuous on the open subset {y E Y : w(y) > 0}, such that 
#(fl ,  ...,fn) (Y) = w(y)fl (a(y) .. fn (a(y) 
forally E Y andfl, ...,f~ E C(X). 
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