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La cosa più bella che possiamo sperimentare è il 




Non sono i frutti della ricerca scientifica che 
elevano un uomo ed arricchiscono la sua natura, 
ma la necessità di capire e il lavoro intellettuale. 
Albert Einstein 
 
I am among those who think that science has 
great beauty. A scientist in his laboratory is not 
only a technician: he is also a child placed before 
natural phenomena which impress him like a fairy 
tale. 
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Tra le tante differenti attività che hanno richiamato la mia attenzione durante il periodo 
triennale del dottorato di ricerca, è possibile individuare un’area d’interesse comune, 
l’estrazione di conoscenza da dati ottenuti in contesti diversi ma raccolti sotto forma di 
serie temporali; nella presente lavoro conclusivo ho scelto di presentare casi di studio di 
serie temporali su due tematiche particolari, riguardanti argomenti di grande attualità e 
decisamente avvincenti. All’interesse di base ha fatto seguito un’attività di progettazione, 
realizzazione e sperimentazione in parte eseguito all’estero. Risvolto concreto dello studio 
è stata l’implementazione a scopi di simulazione di alcuni algoritmi per l’elaborazione di 
elementi provenienti da dataset di grandi dimensioni, che ha fruttato, tra l’altro, anche la 
preparazione di alcuni articoli e la pubblicazione di uno di essi. I due argomenti cui sarà 
dedicato questo studio sono i seguenti: 
a. Compressione con perdita di dati generati da Global Positioning System (GPS) 
basata su segmentazione spazio-temporale.  
Il Global Positioning System (GPS) è uno dei sistemi più comunemente 
utilizzati nelle attuali tecnologie di posizionamento, a causa della sua utilità pratica 
del suo facile reperimento e della sua versatilità che ne rende possibile l'utilizzo 
anche per studi scientifici. Alcune tra le tante applicazioni richiedono il salvataggio 
dei dati da inviare successivamente ad una stazione ricevente a distanza. In questi 
casi, la quantità di dati da inviare può essere piuttosto cospicua e, quindi, la 
compressione di questi dati si rende in alcuni casi un’operazione indispensabile. 
Anzi, il problema della compressione di dati GPS diviene sempre più incalzante con 
l’aumentare di applicazioni che richiedono, ad esempio, una elaborazione in remoto 
real time dei dati generati dai dispositivi di posizionamento. Un altro motivo per cui 
la compressione risulta utile è legato alla indicizzazione dei dati nei dispositivi 
mobili, in cui si evidenzia la frequente necessità di effettuare ricerche sui dati 
raccolti. Nello studio cui ho collaborato  che è stato recentemente pubblicato [W. 
Balzano, M.R. Del Sorbo, CoTracks: a lossy compression schema for tracking logs 
data based on space-time segmentation, CCP1, 1st IEEE International Conference 
on Data Compression, Communication and Processing, Palinuro, 21-24 June 2011, 
pagg. 168-171], le serie temporali prese in esame sono dei record di dati prodotti da 
dispositivi GPS per campionamento ad intervalli di tempo regolari e prefissati e 
contengono nei loro campi tutte le informazioni relative a parametri istantanei sia di 
tipo cinematico, come posizione, tempo, velocità,  che di controllo della qualità, 






Le suddette serie temporali sono state sottoposte a un trattamento preventivo, 
volto a depurarle dai dati ridondanti, come quelli derivanti da sovra campionamento 
(oversampling), e dai dati scarsamente affidabili, come quelli che presentano i 
valori dei parametri di qualità minori di un valore prefissato di soglia. Per realizzare 
l’obiettivo di una accettabile ed efficace compressione con perdita, poi, la serie 
temporale, considerata come una sequenza di punti in un iperspazio di dimensione 
pari a quella dei vettori, è stata sottoposta a una clusterizzazione basata 
sull’appartenenza dei punti  a Minimum Bounding Box, riferiti a parametri dinamici 
e di qualità, opportunamente generati. In tal modo è stato possibile ottenere rapporti 
di compressione molto elevati, anche oltre il 90%, senza alcuna significativa perdita 
dell’informazione contenuta nei segnali. 
b. Verifica di co-regolazione di geni direttamente collegati in network biologici sulla 
base di serie temporali di espressione genica.   
La seconda parte dello studio sulle serie temporali, maturato durante il recente 
visiting  presso l’Intelligent Systems and Bioinformatics Laboratory della Wayne 
State University di Detroit,  ha preso spunto da argomenti di Bioinformatica e 
precisamente da analisi di dataset prodotti da esperimenti di tipo microarray per 
l’indagine sull’espressione genica. Si tratta di dati raccolti ad intervalli di tempo 
regolari, che costituiscono una serie temporale breve di espressione genica. Questo 
tipo d’indagine è collegata con i signaling pathway cellulari ed è finalizzata ad 
accrescere la base di conoscenza su questi schemi di comunicazione tra cellule. In 
particolare lo studio è basato sull’osservazione che i geni differenzialmente espressi 
negli esperimenti di genomica ad elevato throughput possono evidenziare e quindi 
individuare i percorsi di segnalazione cellulare coinvolti nelle reazioni ad un 
determinato stimolo biologico, ad esempio di tipo farmacologico. L’analisi 
d’impatto sui percorsi di segnalazione cellulare proposta in [A.L Tarca, S. Draghici 
et al., A novel signaling pathway impact analysis, Bioinformatics 2009 25(1):75-82] 
considera i percorsi stessi come grafi orientati e pesati i cui nodi sono occupati dai 
geni che prendono parte al fenomeno biologico o alla funzione descritta dal 
percorso. Gli archi del grafo riportano come peso l’intensità dell’interazione tra i 
geni che collegano. A questo peso si assegna il nome fattore di efficienza 
regolatoria e gli si attribuisce valore +1 o -1 a seconda del carattere di  
attivazione/induzione o di repressione/inibizione dell’interazione tra i geni.  
L’argomento della presente ricerca è stato centrato sulla verifica del fattore di 
efficienza regolatoria mediante un’analisi sulla similarità di serie temporali 
biologiche rilevate per geni o proteine che siano direttamente collegate nei signaling 
pathways cellulari o metabolici. Questa analisi di similarità è fondata su tre 
differenti strategie di confronto, in cui vengono prese in considerazione alcune 
caratteristiche significative selezionate da questi brevi segnali, il cui paragone è 
reso particolarmente difficile dall’esiguità degli elementi stessi della serie 
temporale. In particolare le caratteristiche sono sia di tipo qualitativo-formale, 
legate alla forma del segnale, con particolare attenzione al time warping, sia di tipo 






dominanti. Mediante un modello ibrido, le serie temporali sono state valutate 
secondo pesi opportunamente scelti sulla base di sperimentazioni condotte 
indipendentemente Infine è stato elaborato uno score dal quale scaturiscono 
conclusioni sulla regolazione o inibizione da parte dei geni a monte verso quelli a 
valle coerenti con conoscenze biologiche già consolidate. Le simulazioni, su serie 
temporali generate da microarray su un esperimento di somministrazione 
farmacologica mirata a cellule tumorali, sono state condotte in ambiente R [SIT16], 
un software opensource specifico per l'analisi statistica dei dati. Come supporto per 
la topologia dei pathway è stata ampiamente adottata la Kyoto Encyclopedia of 
Genes and Genomes (KEGG)[SIT24], attualmente uno dei massimi database 
mondiali nel campo della genomica e la libreria SPIA di R (Signaling Pathways 
Impact Analysis) [SIT25], in cui sono codificate tutte le informazioni relative 
all’interazione tra geni in specifici percorsi di segnalazione cellulare. 
 
 
 1. Le serie temporali 
1.1 Introduzione 
1.2 Definizioni 
1.3 Varie Tipologie 
1.4 Esempi 
1.5 Metodi e Tecniche 
1.6 Casi di studio 
1.1 Introduzione 
L’analisi di serie temporali, considerate come branca specifica della più vasta 
Intelligent Data Analysis, costituisce un rilevante e consolidato argomento di ricerca 
applicata, occupando aree di indagine diverse come la statistica, l’econometria, la teoria 
dei sistemi dinamici, la teoria del caos, la Knowledge Discovery. Nel contesto della 
Knowledge Discovery lo studio delle serie temporali permette di:  
 trovare una più efficace rappresentazione dei dati (fitting);  
 eseguire misure di similarità tra serie temporali; 
 filtrare e analizzare i processi stocastici descritti dai dati; 
 classificare i dati, ad esempio per mezzo di algoritmi non supervisionati 
(clustering). 
 prevedere l’evoluzione futura dei fenomeni. 
Il rilievo ad intervalli controllati di tempo dei valori registrati da molteplici 
strumentazioni durante  l’evoluzione dinamica di un fenomeno di qualsiasi natura 
produce una stringa di valori numerici osservati sequenzialmente, eventualmente anche 
rappresentabile su un grafico per evidenziarne l’andamento globale. L’origine stessa 
delle serie temporali conduce a ipotizzare che un dato rilevato in un certo istante t sia 
più simile a quello rilevato all’istante t-1 che ad altri dati rilevati in momenti precedenti; 
in questo senso, si può ritenere che le serie temporali abbiano “memoria di sé”. Questa 
proprietà è generalmente indicata col nome di persistenza e differenzia fortemente i 
campioni di serie temporali da quelle cross-section, perché nei primi l’ordine dei dati ha 
un’importanza fondamentale, mentre nei secondi esso è del tutto irrilevante, in quanto si 
tratta di dati registrati in un singolo istante o periodo di tempo e riferiti a molti differenti 






Nelle serie temporali i dati rilevati in sequenza ordinata sono considerati come 
entità dipendenti, in senso comunque causale. L’analisi di serie temporali è lo studio 
della natura di questa dipendenza, volto ad individuare modelli stocastici e dinamici che 
razionalizzino i dati raccolti e diano ad essi un senso compiuto, ne traggano 
informazione più rilevante e produttiva. Questo insieme di dati, in una visione pratica, 
può essere considerato come un insieme campionario.  
La teoria sviluppata sulle serie temporali è volta alla individuazione di  metodi per 
l’interpretazione dei dati al fine di estrarne informazione significativa sia riguardo allo 
stato del sistema da cui è generata, sia riguardo alla previsione sulla dinamica temporale 
del fenomeno stesso, o di serie di durata molto maggiore del periodo di osservazione. I 
risultati dell’inferenza statistica in particolare, però, si applicano soprattutto a dati che 
devono essere indipendenti e non connessi temporalmente; per questa ragione sono stati 
ricercati strumenti diversi, i processi stocastici, adatti all’esecuzione dell'analisi sulle 
serie temporali; per meglio dire, lo strumento utilizzato per far fronte all’esigenza di 
trovare una metafora probabilistica per le serie temporali osservate è per l'appunto il 
processo stocastico. 
 
È bene chiarire la distinzione tra serie temporale, processo e modello [Claps P., 
2002]: 
 
 La serie temporale è una collezione di numeri reali, ordinati secondo 
la variabile tempo, la quale costituisce una parte finita di una 
realizzazione di un processo stocastico. 
 Un processo stocastico a parametro discreto è caratterizzato dalla 
sua famiglia delle ripartizioni finite, cioè dalla conoscenza di tutte le 
possibili funzioni di ripartizione di probabilità. 
 Un modello stocastico è una parametrizzazione di un processo in 
termini di una funzione esplicita di parametri noti. Mentre un 
processo stocastico è noto oppure non lo è, un modello può essere 
stimato a partire dai dati, ovvero dalla serie temporale osservata.  
 
Generalizzando, tra le tante possibilità, i campi di applicazione più interessanti 
dell’analisi di serie temporali possono essere considerati i seguenti [Box G. et al, 2008]: 
 
1. la previsione di evoluzioni future dei fenomeni, basata su valori della serie 
temporale rilevati in istanti precedenti; 
2. Date due serie temporali distinte, in alcuni casi è possibile la determinazione di 
una funzione di trasferimento di un sistema dinamico che evidenzi la relazione 
I/O tra le due serie temporali. 
3. L’analisi degli effetti di eventi eccezionali su un sistema (Box-Tiao intervention 
model). 
4. L’esame delle relazioni tra diverse serie temporali prodotte da un unico processo 
(serie multivariate), al fine di determinare opportuni modelli dinamici che 






5. il progetto di semplici schemi di controllo di processi, volto ad ottenere la 
convergenza delle serie verso un target predefinito con opportune correzioni sui 
valori in ingresso.  
 
L'indagine statistica sulle serie temporali può essere suddivisa sostanzialmente in 
tre fasi: la prima di esse è l’identificazione del modello teorico cui segue la stima dei 
parametri del modello e l’ultima è il controllo di adattamento del modello ai dati 
(fitting).  
La fase di identificazione del modello necessita non solo di un’approfondita 
conoscenza dei processi stocastici ma anche di molta perizia: l’opportunità di 
individuare un modello univoco, che è poi la finalità ultima della ricerca,  si verifica 
solamente in casi particolari, ad esempio quelli in cui si hanno a disposizione alcune 
informazioni a priori sul fenomeno.  
La tecnica impiegata per l'identificazione dei modelli nel metodo statistico 
classico consente di ridurne l'indeterminazione ad un numero limitato di modelli tra i 
quali si procede alla selezione di quello definitivo. Con la locuzione approccio statistico 
classico si vuole intendere un metodo di analisi nel quale sia la serie temporale ad 
orientare verso il modello e non viceversa (series speaking for themselves), 
evidenziando, così, che eventuali conoscenze a priori sulla serie temporale che si 
intende esaminare potrebbero portare all'identificazione di modelli non ottimali sotto il 







Dopo aver presentato nel paragrafo  introduttivo i concetti di serie temporale e di 
processo stocastico, è opportuno fornire in sintesi una definizione più rigorosa degli 
stessi concetti, come è descritta in letteratura. 
Definizione 1.1 Si chiama serie temporale semplice o univariata, e la si indica con 
{xt}, t  Ω, un insieme ordinato di misure relative ad una caratteristica di un 
certo fenomeno. L’indice t ordina gli elementi dell’insieme e se appartiene ad 
un insieme Ω di numeri interi si dice che la serie è discreta, mentre se 
appartiene ad un insieme continuo di  numeri reali si dice che la serie è 
continua. 
Definizione 1.2 Una serie temporale multipla o multivariata (k-variata) è una 
collezione di più serie storiche {x1t}, {x2t}, …, {xrt}, t ∈ Ω, associate l’una 























è un vettore di k dati tutti relativi al tempo t. 
Per poter rendere questa definizione ancora più precisa, è necessario introdurre la teoria 
dei processi stocastici, da cui è derivata come caso particolare quella delle serie 
temporali,  
Definizione 1.3  Uno spazio di probabilità è una terna (;F; P), dove  è un 
insieme qualunque, in genere pensato come l’insieme dei risultati possibili di un 
esperimento casuale, F è detta una σ-algebra, ovvero un insieme di insiemi (gli 
eventi) per i quali si può calcolare una probabilità,e P() è appunto una misura di 
probabilità su  (P :   →[0, 1]). Per la precisione, una σ-algebra è una famiglia 
di insiemi tali che: 
 0 F; 
 se A  F allora anche il suo complementare Ā è in F; 
 unioni numerabili di elementi di F  appartengono ancora ad F 
Dato uno spazio di probabilità (;F; P), una serie temporale può essere considerata 
come una realizzazione finita di un processo stocastico.  
Definizione 1.4  Dati uno spazio di probabilità (;F; P) e uno spazio parametrico 






funzione X(t, ) finita e a valori reali che, t  T, è una funzione misurabile di 
   (cioè una variabile casuale). 
In analogia a quanto riferito alle serie temporali, anche i processi stocastici possono 
essere univariati o multivariati. 
Come già accennato sopra, ogni serie temporale rappresenta una parte finita di una 
particolare realizzazione di un processo stocastico e il suo andamento è uno solo tra i 
possibili infiniti tracciati che il processo può generare.  
Si può fare inferenza sulle future realizzazioni di un processo solo stabilendo alcune 
sue proprietà ed ipotizzando una forma particolare di dipendenza temporale, per mezzo 
della quale dare forma ad un modello statistico per il processo. 
 
Definizione 1.5  Un processo stocastico a parametro discreto è caratterizzato dalla 
sua famiglia delle ripartizioni finite, cioè dalla conoscenza di tutte le possibili 
funzioni di ripartizione 
 
F(x1, . . . , xn) = Pr(Xt1  x1, . . . ,Xtk  xk) 
 
per ogni valore di k e per ogni insieme di indici {t1, . . . , tk}. 
1.3 Varie tipologie di serie temporali 
Esistono diversi criteri di classificazione delle varie tipologie di serie temporali. 
Le serie temporali sono classificabili in base al carattere continuo o discreto 
dell’insieme di definizione e dell’insieme dei valori assunti. Ogni serie storica è formata 
da elementi o valori, di cui quelli conosciuti sono anche detti dati od osservazioni. Le 
serie discrete, in particolare, sono generate di solito in uno dei seguenti modi: 
 estraendo dati da una serie continua ad intervalli regolari di tempo, 
come nel caso di temperature minime e massime osservate ogni 24 
ore; 
 come successioni di dati discreti per loro natura, come ad esempio la 
quotazione giornaliera di chiusura del petrolio; 
 come successioni di quantità cumulate durante uguali intervalli di 
tempo, come ad esempio i centimetri di neve caduta in una certa 
località ed accumulata ogni ora. 
Esistono casi particolari in cui le misure di alcuni fenomeni non sono associate ad 
un solo indice t ma a più indici t1, t2, …, ts; le serie di dati in questo caso si chiamano 
spaziali. Come esempio di serie spaziale si può pensare ad un’onda sismica che si 
propaga nel tempo e nello spazio e che quindi è associata sia a un indice temporale t1 






Nel caso in cui due o più serie temporali siano collegate tra di loro in modo che 
alcune rappresentino un segnale in ingresso (input) in un sistema ed altre costituiscano 
segnali in uscita (output), è possibile ottenere i legami tra serie in ingresso e in uscita 
utilizzando relazioni funzionali tra le serie e controllare l’evolversi di quelle in uscita 
attraverso opportuni interventi effettuati sulla serie in ingresso. 
L’analisi sistematica dell’evoluzione dinamica di una o più serie temporali e delle 
loro relazioni parte dalla considerazione di un modello che compendi le caratteristiche 
più importanti della serie. In particolare, le serie possono essere deterministiche o 
stocastiche, e quindi un modello additivo di serie temporale semplice, in cui si sommino 
la parte deterministica e quella stocastica, è il seguente: 
 
xt = m(t ) + yt    tΩ 
 
Nella precedente espressione m(t) è una funzione deterministica del tempo ed yt è la 
parte stocastica. 
L’analogo modello moltiplicativo è il seguente: 
 
xt = m(t ) · yt    tΩ 
 
Poiché l’indice t varia nell’insieme Ω le xt e yt sono variabili aleatorie appartenenti ai 
processi stocastici {xt} ed {yt} con tΩ, che sono appunto insiemi di variabili aleatorie 
dipendenti da un parametro t variabile in un dato insieme Ω. 
Per quanto fin qui detto, la relazione esistente tra serie temporale {xt} , t  T , e 
processo stocastico {xt}, t  Ω, diviene abbastanza chiara. La serie temporale {xt}, t T 
è semplicemente considerata come la parte nota, ovvero una realizzazione, del processo 
stocastico {xt}, t  Ω, in un certo intervallo di Ω. Costruire il modello a partire dalla 
serie temporale {xt} significa allora specificare il processo stocastico {xt}, t  Ω, di cui 
la serie è una parte nota, il che equivale a individuare la parte deterministica m(t) e 
quella stocastica {yt} con tΩ. 
Si parla di processo stocastico (e quindi di corrispondenti serie temporali) 
stazionario in due sensi: stazionarietà forte (anche detta stretta) e stazionarietà debole. 
Un processo è stazionario in senso forte se le caratteristiche di tutte le distribuzioni 
marginali rimangono costanti al passare del tempo, In altre parole, slittare gli istanti 
temporali di una quantità h, non altera la distribuzione congiunta. Invece un processo è 
stazionario in senso debole quando questa caratteristica vale solo per i momenti del 
primo e del secondo ordine per  variabili aleatorie doppie. 
Nonostante i nomi, la stazionarietà forte non implica quella debole; ad esempio, 
un processo può essere stazionario in senso forte ma non avere alcun momento; 
viceversa, la stazionarietà dei momenti non implica che le varie distribuzioni marginali 
abbiano lo stesso andamento al variare del tempo. Nel caso particolare di processo 
gaussiano, ossia quando la distribuzione congiunta di un qualunque sottoinsieme di 
elementi del processo è una normale multivariata, le due definizioni coincidono. 
L’ergodicità, invece, esprime un concetto legato alla memoria di un processo: un 






segmento del processo, per quanto lungo, sia insufficiente a dire alcunché sulle sue 
caratteristiche. Volendo riassumere quanto detto, la parte necessaria a conoscere un 
processo non ergodico coincide con tutto il processo.  
In un processo ergodico, al contrario, la memoria del processo è debole su lunghi 
orizzonti e all’aumentare dell’ampiezza del campione aumenta in modo significativo 
anche l’informazione in nostro possesso.  
In senso largo e intuitivo, si può dire che un processo è ergodico se eventi molto 
lontani fra loro possono essere considerati virtualmente indipendenti; se si osserva un 
processo ergodico per un intervallo di tempo abbastanza lungo, è possibile individuare 
quasi tutte le sottosequenze che il processo è in grado di generare. In altri termini, si può 
dire che, in un sistema ergodico, se qualcosa ha virtualità di accadere, allora prima o poi 
accadrà. Il fatto che eventi lontani fra loro nel tempo possano essere considerati 
indipendenti da un punto di vista pratico è poi spesso sintetizzato nella seguente 















Di conseguenza, se un processo è ergodico, è possibile, almeno in linea di principio, 
utilizzare le informazioni del suo andamento nel tempo per inferirne le caratteristiche. 
Esiste un teorema, chiamato appunto ‘teorema ergodico’, che afferma che, se un 
processo è ergodico, l’osservazione di una sua realizzazione “abbastanza” lunga è 
equivalente, ai fini inferenziali, all’osservazione di un gran numero di realizzazioni.  
In definitiva, si può concludere che considerare un’inferenza è ammissibile solo se il 
processo stocastico oggetto di studio è sia stazionario che ergodico. Va precisato, tra 
l’altro che, mentre esistono dei metodi per sottoporre a test l’ipotesi di non stazionarietà, 
l’ipotesi di ergodicità non è testabile se si dispone di una sola realizzazione del 
processo, quand’anche fosse di ampiezza infinita. 
1.4 Esempi 
Nella figura 1 inserita di seguito sono presentati alcuni caratteristici esempi di serie 
temporali ricavate da diverse aree d’interesse pratico. In particolare, di queste serie 
temporali è possibile eseguire una classificazione macroscopica a seconda del dominio e 
codominio continuo o discreto e del carattere deterministico o stocastico oppure della 
relazione esistente tra due o più serie temporali distinte. 
 Serie temporali deterministiche a tempo e valori continui: 
Figura 1.a1 e Figura 1.a2: Evoluzione del transitorio di un circuito elettrico con elementi 
conservativi. Si possono osservare l’andamento nel tempo della tensione misurata in Volt  e della 
corrente misurata in milliAmpere rilevate ai capi di un condensatore durante il transitorio di   







 Serie temporali stocastiche a tempo e valori continui: 
Figura 1b: Tracciato di un elettrocardiogramma di cuore durante un evento di fibrillazione atriale. 
Questo esempio rappresenta una serie stocastica a tempo e valori continui, relativa ad un  
elettrocardiogramma, in cui sono riportati i segnali bioelettrici continui nel tempo prodotti dal 
miocardio durante il ciclo cardiaco. 
o In Figura 1f sono rappresentate serie temporali in ingresso (1) e in uscita (2) e (3) 
da un sistema. 
 
 Serie temporali stocastiche a tempo e valori discreti: 
o Figura 1c: Evoluzione per un intervallo di tempo di 50 anni, ad intervalli 
costanti di 10 anni, della quantità di popolazione suddivisa in base al titolo 
di studio conseguito, in una regione geografica prescelta. 
o Figura 1g: Evoluzione negli anni dal 1994 al 2011 del numero di studenti 
laureati quinquennali, di primo livello e della laurea specialistica dopo 
l’ultima riforma universitaria nell’Università di Salerno. 
o Figura 1h: Evoluzione su base giornaliera, rilevata ad intervalli regolari di 
due ore, del valore dell’indice FTSE MIB di venerdì 4 novembre 2011. 
 Serie temporale stocastica a tempo discreto e valori continui: 
o Figura 1d: Evoluzione del prezzo dell’oro in dollari USA, rilevato 




 Serie temporale stocastica a tempo continuo e valori discreti: 
o In Figura 1e: Serie temporale stocastica a tempo continuo e valori discreti 
relativa a numero di particelle emesse da una sostanza radioattiva e 
registrate su modulo continuo da un contatore Geiger. 
 
 Relazione ingresso/uscita di serie temporali continue:: 
o Figura 1f: Serie temporali che rappresentano segnali in ingresso (1) e in uscita (2) 
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1.5 Metodi e Tecniche 
Le metodologie di analisi di serie temporali possono essere sinteticamente suddivise in 
due grandi gruppi: metodi nel dominio della frequenza e metodi nel dominio del tempo. 
Al primo gruppo appartiene la tradizionale analisi spettrale, realizzata nediante 
trasformazione di Fourier e la più recente analisi mediante trasformata wavelet, mentre 
il secondo gruppo comprende analisi di tipo statistico di auto e mutua correlazione tra le 
serie. 
Quasi tutte le misure sono realizzate nel dominio del tempo, come ad esempio 
quelle che danno origine ai segnali in tempo continuo e nel nome stesso delle serie 
temporali è intrinseca la loro natura strettamente legata al dominio del tempo. Tuttavia, 
sottoponendo le serie temporali a una trasformazione di Fourier si può introdurre 
un’analisi nel dominio della frequenza, detta anche analisi spettrale, mediante la quale 
si può pervenire all’identificazione della funzione di trasferimento del sistema che ha 
generato serie temporale in oggetto. Una delle caratteristiche distintive delle tecniche di 
analisi nel dominio della frequenza consiste nel fatto che la modellizzazione dei sistemi 
a tempo continuo può avvenire isolando i segnali dal rumore, grosso vantaggio rispetto 
alle metodologie nel dominio del tempo.  
Tuttavia l’analisi spettrale può presentare alcuni drawback: non è adatta a funzioni 
con scarsa oscillazione; un valore locale della funzione influenza tutti i coefficienti della 
trasformata o della serie, se sono presenti errori locali nel dominio del tempo essi si 
spalmano su tutte le frequenze; usando la trasformata di Fourier si perde la visione della 
funzione nel dominio del tempo, l’analisi spettrale non si adatta allo studio di problemi 
non lineari poiché piccole variazioni nell’input possono causare grandi variazioni 
nell’output; nell’analisi di Fourier ogni istante di un segnale è equivalente a qualsiasi 
altro, perché mancano informazioni temporali sulle frequenze di ciascun segnale e 
quindi si ignora quando esse si verificano.  
Una funzione può essere rappresentata contemporaneamente nei due domini, del 
tempo e della frequenza, mediante un metodo grafico, la cosiddetta “Windowed Fourier 
Transform”: si dividono gli assi della frequenza e del tempo in segmenti di uguale 
lunghezza. Nel piano (t,) essi formano una griglia di lati  · t. Il rettangolo di lati 
generici [j; j+1] e contiene l’approssimazione tra le frequenze j e j+1 della funzione 
in [tj ; tj+1]. La dimensione della finestra è fissa, invece il numero di oscillazioni è 
variabile nel tempo. Quindi una siffatta finestra può essere troppo ridotta per le basse 
frequenze o troppo estesa per alte frequenze. 
Le wavelet, sia nel continuo che nel discreto, sono uno strumento relativamente 
nuovo di analisi nel dominio della frequenza, che evidenzia le variazioni del segnale, 
rappresentato dalla serie temporale, intorno a medie locali, servendosi di funzioni 
elementari, dette appunto wavelet. L'idea originale alla base delle wavelet è quella di 
un’analisi che viene accordata alla scala dei tempi. Le wavelet sono funzioni che 






funzioni. Ma non è questa l’idea originale, in quanto si rifà al concetto di base della 
trasformazione secondo Fourier. Tuttavia, gli algoritmi wavelet processano i dati a 
diverse scale e risoluzioni.  
Osservando un segnale attraverso una finestra ampia si possono cogliere le sue 
caratteristiche macroscopiche. Allo stesso modo, con una finestra stretta, si notano i 
particolari, come quando si fa uno zoom. Il risultato dell’analisi di serie temporali 
mediante wavelet è quello di riuscire ad avere una visione d’insieme e 
contemporaneamente dettagliata. L’utilizzo delle funzioni wavelet, che sono contenute 
in domini finiti, risolve il problema della “non-località” delle funzioni goniometriche le 
cui combinazioni sono utilizzate per approssimare altre funzioni mediante serie e 
trasformate di Fourier. In questo modo diventa possibile rappresentare segnali che 
variano molto velocemente nel tempo senza difficoltà. La procedura di analisi mediante 
wavelet prevede l’adozione di una funzione wavelet prototipo, chiamata wavelet madre. 
L’analisi temporale è eseguita con una versione contratta ad alta frequenza della wavelet 
prototipo, mentre l'analisi in frequenza viene effettuata con una versione dilatata, a 
bassa frequenza della wavelet stessa. In questo modo la serie originale può essere 
rappresentata mediante una combinazione lineare di wavelet i cui coefficienti si possono 
considerare come le uniche informazioni indispensabili. Scegliendo per rappresentare i 
dati la wavelet madre che meglio vi si adatta, oppure troncando opportunamente i 
coefficienti secondo un criterio stabilito da una soglia, si può ottenere una 
rappresentazione compressa dei dati. Rispetto all’analisi di Fourier le wavelets offrono i 
seguenti vantaggi: sono molto più adattabili ai vari tipi di funzione; errori locali nel 
calcolo della funzione comportano solo errori locali nelle wavelets; all’ aumentare della 
frequenza la finestra t- automaticamente rimpicciolisce, catturando i minimi dettagli, 
mentre al diminuire della frequenza si estende; la caratteristica delle funzioni più 
semplici, ottenute dalla scomposizione di una funzione con l’analisi wavelet, è quella di 
avere una scala progressivamente minore. Esse cioè recano un livello di dettaglio 
progressivamente crescente, da una visione d’insieme ad un effetto zoom, in modo da 
carpire ogni informazione. Come drawback sostanziale, le wavelet presentano una 
maggiore complessità della trattazione matematica.  
Volendo effettuare un paragone tra le due principali metodologie di analisi nel 
dominio della frequenza, senza scendere in eccessivo dettaglio e  confrontando le 
wavelet, funzioni su cui sono costruite le trasformate omonime, con le sinusoidi, che 
sono le funzioni alla base dell’analisi di Fourier, emergono chiaramente le seguenti 
differenze: la sinusoide è una funzione periodica e il suo dominio si estende su tutto 
l’asse dei tempi, da meno infinito a più infinito, e pertanto è uniforme e simmetrica;  
tutte  le wavelet di base, invece, sono caratterizzate dall’essere temporalmente finite e 
tendono ad essere irregolari e asimmetriche. Queste brevi note sulle caratteristiche 
lasciano intuire la maggiore duttilità delle wavelet nella rappresentazione di funzioni 









Figura 2: Confronto tra funzioni base della trasformata di Fourier e della 
trasformata wavelet 
  
L’analisi di Fourier consiste nel decomporre un segnale in sinusoidi di diverse 
frequenze. Similarmente l’analisi wavelet decompone il segnale in versioni shiftate e 
scalate della wavelet originale (o onda madre). Osservando la figura si può 
immediatamente comprendere come i segnali che contengono irregolarità possono 
essere analizzati meglio facendo ricorso ad una wavelet di forma irregolare piuttosto 
che ad una sinusoide regolare. 
 
 
Figura 3: Confronto qualitativo tra componenti wavelet e componenti elementari delle trasformate 
di Fourier 
La funzione di autocorrelazione, che deriva direttamente da quella di auto 
covarianza, fornisce un’indicazione sul legame di dipendenza che esiste tra un dato di 
una serie temporale, rilevato ad un certo istante t, con un altro dato della stessa serie 
rilevato in un istante di tempo precedente t-h. In altri termini l’autocorrelazione di una 
serie temporale discreta è semplicemente la correlazione di questa con una sua versione 
traslata all’indietro nel tempo. L'analisi dell'andamento della funzione di 
autocorrelazione al variare di questo h, ovvero lo studio dell'autocorrelazione a (t1), 
(t2), (t3),... e così via, è di fondamentale importanza per valutare la cosiddetta 
"memoria" della serie storica, ovvero quanto a lungo permane un'influenza di una 
particolare realizzazione (osservazione) di detta serie storica sulle realizzazioni 
seguenti. L'analisi della funzione di autocorrelazione è ampiamente impiegata come 
strumento decisionale nella costruzione dei modelli, noti dalla teoria dei processi 
stocastici, autoregressivi e a media mobile (ARMA), i quali pongono la serie temporale 






per individuare una ripetizione di pattern in una serie temporale, per scoprire una 
periodicità nascosta sotto il rumore oppure per identificare la frequenza fondamentale di 
un segnale. 
La funzione di autocorrelazione può essere applicata per caratterizzare la struttura 
di una sequenza di valori nel dominio del tempo. La mutua correlazione, invece, è 
essenzialmente lo stesso processo, ma invece di confrontare una sequenza con una sua 
versione traslata nel tempo, essa confronta due serie temporali distinte, e in questo 
modo ne effettua un confronto statistico. La mutua correlazione individua le varie 
componenti di frequenza che le serie hanno in comune e la relativa differenza di fase. 
Da un punto di vista pratico, un’analisi di mutua correlazione è particolarmente indicata 
per evidenziare se una serie sia la versione ritardata dell’altra, perché in tal caso il suo 
valore è nullo per tutti gli intervalli di ritardo considerabili ed è uguale a uno quando 
l’intervallo di traslazione tra le serie considerate è uguale al ritardo originariamente 
esistente tra le serie. 
A questa premessa, volutamente sintetica e qualitativa, segue una breve 
descrizione delle serie temporali che hanno costituito l’oggetto effettivo degli studi 
esposti nella presente tesi. 
1.6 Casi di studio 
1.6.1 Serie temporali generate da Global Positioning System (GPS)  
Le serie temporali che vengono generate come file di uscita da dispositivi di tipo 
Global Positioning System sono multivariate, stocastiche e discrete. Esse sono costituite 
da una sequenza di record, uno per ogni istante di campionamento,  raggruppati in file 
di formato GPX. I  singoli record sono formati da una molteplicità di campi che 
memorizzano sia metadati spazio-temporali, quindi parametri caratteristici dei rilievi 
cinematici, sia metadati di controllo, ovvero parametri che si riferiscono alla qualità dei 
dati stessi, come ad esempio la Dilution of precision (DOP) della posizione, della 
posizione orizzontale e verticale e dell’informazione geometrica globale. 
1.6.2 Serie temporali generate da esperimenti microarray   
I microarray sono strumenti di una recente tecnologia in grado di evidenziare, tra 
altri risultati, i livelli di espressione dei geni di un determinato organismo biologico. 
Anche se si tratta di esperimenti molto complessi e facilmente affetti da rumore, in 
opportune condizioni di accuratezza essi possono essere applicati ripetutamente, ad 
intervalli di tempo prefissati, per studiare l’evoluzione nel tempo di fenomeni biologici 
che si verificano, ad esempio, in risposta alla somministrazione di sostanze 
farmacologiche o in seguito ad eventi di trasmissione interna di segnali tra cellule o altri 
processi metabolici spontanei. In questo modo è possibile raccogliere dati, che sono 
appunto la sequenza di valori di espressione dei geni coinvolti in uno o più signaling 
pathway cellulari. Ognuna delle serie temporali esaminate è quindi riferita a un singolo 
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2.1  I dati GPS 
Il Global Positioning System (GPS)  o più precisamente il sistema NAVSTAR-
GPS (NAVigation System for Timing and Ranging –Global Positioning System), è un 
GNSS (Global Navigation Satellite System)  nato negli Stati Uniti negli anni Settanta a 
scopo militare, ma da alcuni anni è stata concessa un’estensione dell’utilizzo anche per 
impieghi civili.  
Il segmento spaziale del sistema consiste in una costellazione di 28 satelliti 
orbitanti ad una quota di circa  20.180 Km con un periodo orbitale di 11h 58m 02s, 
corrispondenti a 12 ore sideree. I satelliti percorrono due orbite complete in poco meno 
di un giorno solare, in modo da passare per un punto della Terra con quasi quattro 
minuti di anticipo ogni giorno. I parametri orbitali scelti rendono possibile che, in ogni 
istante e in ogni luogo, nell’ipotesi di assenza di ostacoli, siano visibili almeno quattro 
satelliti. I satelliti sono distribuiti su 6 orbite distanti fra loro di un angolo di 60° e 
formanti un angolo di 55° rispetto al piano equatoriale [Zogg, 2007]. Ogni satellite 
consente la localizzazione del ricevitore nelle tre coordinate spaziali (latitudine, 
longitudine e altitudine), la misura del tempo UTC (Universal Coordinated Time) e di 
altre grandezze quali la velocità, con una copertura globale e continua. 
L’interesse per il GPS da parte della comunità scientifica e gli studi condotti 
hanno permesso agli apparati riceventi di impiegarlo con una precisione 
considerevolmente maggiore di quella prevista in origine dai progettisti. Grazie alle 
caratteristiche di precisione ed affidabilità, le applicazioni pratiche nel settore civile 
sono diventate numerosissime anche al di fuori dei campi tradizionali della navigazione 






 georeferenziazione di automezzi terrestri e di animali o persone: un ricevitore 
GPS riesce a determinare con continuità la posizione di veicoli e questo dato può 
essere trasmesso via radio ad una centrale di controllo in tempo reale. 
 navigazione: è l’utilizzo più popolare dei GPS. I navigatori satellitari valutano 
gli itinerari da seguire e sono capaci di memorizzare e riproporre informazioni 
disparate sui luoghi che si trovano lungo il percorso. 
 misurazioni geodetiche, geofisiche, idrografiche e cartografiche: l’introduzione 
del DGPS o GPS differenziale ha consentito di raggiungere precisioni così 
elevate da poterlo impiegare come strumento di misura per tale tipo di 
applicazioni. 
 sincronizzazione: la precisione del segnale di sincronizzazione del GPS si aggira 
intorno a incertezze di ±10 ns [Lombardi, M. A, 2001] ed è minore solo della 
precisione degli orologi atomici, su cui il GPS è basato. La sincronizzazione di 
sistemi di misura remoti può avvenire, ad esempio, tramite GPS. 
 telefonia cellulare: la sincronizzazione mediante GPS permette una corretta 
comunicazione tra celle e supporta il rilevamento di posizione ibrido 
GPS/cellulare per le chiamate di emergenza. 
 geotagging: alcuni dispositivi digitali dotati di GPS associano a foto o altri 
documenti informazioni sulle coordinate geodetiche, il che può essere utile in 
applicazioni diverse. 
 timestamping: utilizzando dati provenienti da GPS quale riferimento temporale 
ed eseguendo una correzione della misura per compensare l’errore intrinseco nel 
GPS , dovuto alla combinazione dell’effetto Doppler, multipath e ritardi 
d’origine ionosferica ed atmosferica, si può effettuare il time stamping di un 
evento.  
 misura di fasori: il GPS rende possibile un timestamping molto accurato dei 
sistemi di misura di potenza e in questo modo si presta alla delicata misura dei 
fasori. 
 robotica: robot autonomi dotati di sensori GPS, che calcolano latitudine, 
longitudine, tempo, velocità e direzione. 
 tempo libero: si sono diffusi hobby legati alla possibilità di memorizzare 
tracciati rilevati mediante GPS come geocaching, geodashing, GPS drawing and 
waymarking. 
 agrimensura: l’utilizzo di locazioni assolute è adatto per disegnare mappe e 
determinare i confini di una proprietà. 
 tettonica: tramite GPS è possibile effettuare misure dirette di movimenti delle 
faglie nei terremoti. 
 telematica: la tecnologia GPS viene integrata con quella dei PC e dei dispositivi 






2.1.1  Moduli del GPS 
Il GPS è costituito da tre moduli: 
 Il segmento spaziale, formato dalla costellazione satellitare GPS orbitante 
intorno alla Terra. Ogni satellite pesa circa 800 kg ed è alimentato con pannelli 
solari [Kaplan et al 2006]. Ogni satellite si muove su un’orbita non 
geostazionaria con una velocità circa di 4.000 m/s. La costellazione di satelliti è 
stata progettata mirando a garantire che qualsiasi utente possa contare sulla 
presenza sopra l’orizzonte di almeno 4 satelliti che inviano i dati necessari al 
posizionamento sulla terra e quindi ogni satellite è visibile da un punto per 5 
delle 12 ore  di ciascun giro intorno alla terra. Ciascun satellite ha a bordo 
quattro orologi atomici (due al cesio e due al rubidio) che hanno una stabilità 
media pari a una parte su 1012; ciò implica un ritardo di un secondo ogni 
317.000 anni circa. Gli orologi atomici  sono il riferimento per la generazione 
dei segnali in trasmissione, poiché caratterizzati da un’oscillazione di frequenza 
base di 10,23 MHz. Su ciascun satellite sono alloggiati motori per le correzioni 
orbitali e sistemi giroscopici per la stabilità. 
 Il segmento di controllo verifica lo stato di funzionamento dei satelliti e 
aggiorna le relative orbite ed il funzionamento degli orologi [Kaplan et. al 
2006]. Il controllo è realizzato da un insieme di stazioni GPS permanenti poste 
lungo l'equatore, in modo tale che il segnale di un qualunque satellite sia 
ricevuto da almeno una di queste stazioni. Le stazioni  hanno diversi compiti e 
sono così suddivise:  
 cinque Monitor Station (MS) per il controllo dei satelliti, situate a 
Colorado Springs (Colorado,Stati Uniti), Isole Hawaii e Isola Kwajalein 
(Oceano Pacifico), Isola di Ascensiòn (Oceano Atlantico) ed Isola Diego 
Garcia (Oceano Indiano); 
 tre Ground Antenna (GA) per la trasmissione in banda verso i satelliti dei 
comandi di controllo e delle informazioni da inserire nei messaggi; esse 
sono collocate insieme alle Monitor Station delle isole di Ascensiòn, 
Diego Garcia e Kwajalein; 
 una Master Control Station (MCS) situata presso la base aerea Shriever a 
Colorado Springs (Colorado,Stati Uniti), che è il punto centrale di tutto il 
segmento di controllo; questa stazione elabora le informazioni giunte da 
tutti i satelliti attraverso le 5 stazioni di monitoraggio, mette a punto le 
correzioni necessarie per ogni satellite e comanda la trasmissione 
attraverso le 3 stazioni di controllo. Per poter effettuare correzioni con 
grande precisione la MSC è dotata di una serie di orologi atomici 
estremamente precisi ai quali fanno capo tutti gli altri orologi, sia a terra 
che a bordo dei satelliti. 
 Il segmento utente, è rappresentato da civili e militari che si avvalgono 
del servizio GPS; un ricevitore GPS demodula i segnali emessi dai 









Figura 4: Posizione delle Monitor Station e delle Ground Station sul globo terrestre 
2.1.2  Segnale GPS 
Tutti i satelliti trasmettono segnali modulati su due diverse portanti nella banda L, 
entrambe multiple della frequenza fondamentale f0=10,23 MHz, generata dagli 
oscillatori installati sui satelliti; indicando con L1 ed L2 le 2 portanti e con f1 ed f2 le due 
frequenze corrispondenti, si ha:  
f1=154* f0=1.575,42 MHz; f2=120* f0=1227,60MHz. 
Le portanti L1 ed L2 sono modulate dai seguenti segnali:  
1. P code (Precision): si tratta di una sequenza di bit di frequenza di 10,23 MHz che si 
ripete periodicamente dopo circa 38 settimane. L’intera sequenza non è mai 
trasmessa ma è suddivisa in segmenti  lunghi una settimana e rigenerati ogni inizio 
settimana, comunicati ai satelliti e alle 5 stazioni di controllo. Un segmento rimane 
inutilizzato [Kaplan et al, 2006]. Il codice P modula entrambe le portanti e consente 
di raggiungere la massima precisione nella procedura di posizionamento. Su questo 
codice si basa il PPS (Precise Positioning Service) che fornisce un elevato grado di 
precisione nel posizionamento assoluto con un accuratezza di 18m. Questo servizio 
è accessibile solo ai militari, in quanto criptato. 
2. C/A code (Clear Access or Corse Acquisition): è una sequenza di 1023 bit con 
frequenza 1,023 Mbps ed un periodo di ripetizione pari a 1 ms; modula soltanto la 
portante L1 e risulta di più facile ricezione in quanto è più corto; questo codice è 
diverso per ciascun satellite, è utilizzato da tutti i ricevitori ma presenta una 
precisione molto bassa: su di esso si basa la modalità del segnale trasmesso 
denominata SPS (Standard Positioning Service) accessibile a tutti gli utenti. 
3. D code (Navigation Data): contiene le informazioni sul posizionamento che il 
segmento di controllo trasmette all’utenza sfruttando il segnale GPS [Zogg et al., 
2001]. 
I tre codici, come si è appena detto, sono sequenze di bit; il codice D trasporta messaggi 
informativi mentre i codici P e C/A sono sequenze pseudo casuali di bit [Zogg et al., 
2001]. Le sequenze risultano periodiche di periodo 1 ms per il codice C/A e 7 giorni per 
il codice P. Pertanto i codici P e C/A vengono definiti codici di tipo PesudoRandom 
Noise (PRN); ogni satellite utilizza una propria sequenza PRN distintiva ed ortogonale 






Ogni satellite impiega le stesse frequenze trasmissive: lo schema d’accesso 
multiplo adottato è la tecnica CDMA (Code Division Multiple Access) che sfrutta 
l’ortogonalità dei codici sopra evidenziata. Tutti i satelliti utilizzano le stesse frequenze 
per trasmettere simultaneamente i codici C/A, P e D, per far ciò si utilizza la 
modulazione BPSK (Binary Phase Shift Keying). In particolare la portante L1 è 
modulata dai codici C/A, P e D, invece la portante L2 è modulata solo dai codici P e D. 
2.1.3  Rilevamento della posizione 
La tecnica della triangolazione permette di individuare la posizione degli oggetti 
sul sistema di coordinate. Il satellite invia il suo peculiare C/A code, sincronizzato con il 
GPS Time e si ripete periodicamente ogni millisecondo. Il ricevitore esegue la 
correlazione di questo segnale con il C/A code generato localmente, che dovrebbe 
risultare sincronizzato con il GPS Time, ma tale sincronismo non è perfetto a causa 
della inferiore qualità degli orologi utilizzati nei terminali.  
 
Figura 5: Intersezione di una superficie sferica con la Terra 
Moltiplicando il ritardo τ ottenuto tramite la correlazione per la velocità di 
propagazione delle onde elettromagnetiche che è pari a quella della luce c, si ottiene 
così la distanza dal satellite d, detta anche pseudorange. Tramite questa distanza si 
traccia una sfera con il centro nella posizione occupata dal satellite nell'istante di 
emissione del segnale ed il raggio pari alla distanza calcolata; tale sfera interseca la 
superficie terrestre individuando una circonferenza, luogo dei punti in cui può trovarsi il 
ricevitore (vedi figura 5). 
Due misure di distanza, disponibili utilizzando due satelliti, individuano due 
circonferenze che si intersecano in due punti di cui uno è certamente la posizione 
dell'osservatore; l'ambiguità fra i due punti può essere risolta con la posizione stimata 
del ricevitore; considerando come ulteriore incognita anche la quota, sono necessarie tre 
osservazioni che individuano tre sfere, la cui intersezione individua un volume entro il 
quale si trova il ricevitore. 
I ricevitori terrestri sono dotati di orologi di precisione molto inferiore di quella 
degli orologi installati nei satelliti. Ciò può comportare una accuratezza grossolana nella 
misura della posizione, ma l’accuratezza può essere recuperata cercando di determinare 






rappresenta pertanto un’ulteriore incognita che può essere determinata con una quarta 
osservazione (Fig.6); si risolve in definitiva un sistema di quattro equazioni con le 
quattro incognite: latitudine, longitudine, quota ed offset dell’orologio del ricevitore. 
 
Figura 6: Intersezione di tre sfere 
2.1.4  Errori del sistema 
Il sistema GPS è soggetto a diversi tipi di errori, alcuni naturali, altri dovuti a 
limitazioni tecnologiche dell’accuratezza della misura; molti di essi possono essere 
ridotti dopo un’attenta valutazione delle cause e una serie di misure.  
I principali errori sono: 
Errori dipendenti dai satelliti, fra cui la Selective Availability e l’AntiSpoofing. Si 
tratta di dispositivi introdotti dal dipartimento della difesa degli USA per proteggere gli 
utilizzatori militari dal pericolo di essere ingannati da false trasmissioni e impedire ai 
civili e a potenze straniere ostili di usufruire al completo della capacità di localizzazione 
del sistema GPS. Dal 1° maggio 2000 il Ministero della Difesa americano ha disattivato 
tali dispositivi, consentendo ai ricevitori civili un incremento della precisione. Il 
processo consiste nell'introdurre una piccola alterazione nel funzionamento degli 
orologi dei satelliti. Inoltre, la posizione del satellite sul percorso riportata nelle 
effemeridi è trasmessa in modo approssimativo. Ne risulta la degradazione 
dell'accuratezza della posizione. 
Errori di multipath: derivano soprattutto dalla combinazione dei segnali diretti con 
quelli riflessi dalle superfici circostanti, in particolare dalla superficie marina. Tali errori 
dipendono dalla natura e dalla localizzazione delle superfici riflettenti, per cui è 
possibile ridurli con un’opportuna disposizione e progettazione dell’antenna, ma anche 
adottando adeguate tecniche correttive nei ricevitori. Il segnale ricevuto è formato da 
una componente diretta e una riflessa, relativa ai percorsi multipli. Un piano di massa 
choke ring è realizzato mediante diversi anelli conduttori concentrici che circondano il 
centro di fase dell’antenna, consentendo di attenuare notevolmente la componente 
riflessa. Le stazioni fisse impiegano antenne di buona qualità, con bassa sensibilità per 








Figura 7: Errore di multipath 
Errori dipendenti dal ricevitore: in ogni ricevitore esistono inevitabilmente errori 
dovuti al rumore interno, alla precisione con cui lavora il correlatore, ai ritardi introdotti 
dai vari sistemi elettronici e dal software di elaborazione dei dati. Le conseguenze di 
questi errori possono essere rilevanti nel caso di ricevitori utilizzati su veicoli molto 
veloci; una progettazione accurata del ricevitore in base all’uso cui è destinato può 
pertanto minimizzare questo tipo di errori. 
Errori prodotti dalla propagazione dei segnali nella ionosfera e nella troposfera: 
nell’attraversamento di alcuni strati dell’atmosfera, le onde elettromagnetiche subiscono 
variazioni nella velocità e rifrazioni che creano un allungamento dei percorsi rispetto a 
quelli rettilinei fra i satelliti e il ricevitore. Per una completa eliminazione di questi 
errori bisognerebbe ricorrere all’utilizzo alla tecnica di ricezione in diversità oppure, 
eventualmente, utilizzare il codice P. 
Errori introdotti dal Sistema di Controllo: il Manned Spacecraft Center (MSC) 
può commettere errori nella determinazione delle orbite o nelle correzioni degli orologi. 
L’errore sulla posizione dipende dagli errori appena detti e da un fattore scalare legato 
alla distribuzione spaziale dei satelliti utilizzati nelle misure; tale fattore è denominato 
fattore d’espansione dell’errore o PDOP (Position Dilution Of Precision). Nel caso della 
navigazione marittima o terrestre, interessa soltanto la posizione e quindi la precisione 
nel piano orizzontale, per cui il PDOP viene sostituito dall’HDOP (Horizontal DOP), 
che dipende solo dall’azimut dei satelliti. I ricevitori, utilizzando i dati contenuti nel 
messaggio di navigazione, riescono a calcolare preventivamente il PDOP o l’HDOP e a 
scegliere la combinazione migliore tra le diverse combinazioni di satelliti visibili e con 
il fattore DOP più basso. Dei parametri DOP si parlerà più diffusamente in appendice. 
2.2  Compressione di segnali 
La riduzione dello spazio di memoria occupato dai segnali digitali senza 
significative perdite di informazione è un obiettivo cui puntare per molti motivi. Allo 
stesso modo, per diminuire l’occupazione di banda necessaria in una trasmissione di 
segnali digitali è necessario applicare delle tecniche idonee a ridurre i bit che devono 






 La compressione di un segnale, come più in generale la compressione di dati, 
consiste appunto nel ridurre il numero di bit necessari per rappresentare un segnale, 
rispettando dei vincoli di accuratezza. Molto spesso la compressione è applicata ai 
segnali digitali in combinazione con la quantizzazione in un passo chiamato codifica 
sorgente, operazione finalizzata a eliminare le ridondanze e ottenere un’alta efficienza 
del codice sorgente. 
La compressione di segnale è una tecnologia chiave per le applicazioni 
multimediali sulla National Information Infrastructure, soprattutto in relazione alla 
trasmissione e allo storage di audio e video.  
In pratica, la compressione di un segnale può essere concepita come una 
corrispondenza della rappresentazione dei dati digitali in esso contenuti da un gruppo di 
simboli ad un altro gruppo di simboli più conciso.  
 
Figura 8: Schema di funzionamento della compressione di segnali 
La compressione può essere quantificata attraverso il quoziente di compressione, 
cioè il quoziente tra il numero di bit del file originale e il numero di bit del file 
compresso. Il tasso di compressione, spesso utilizzato, è il reciproco del quoziente di 
compressione, abitualmente espresso in percentuale. Infine il guadagno di 
compressione, anch’esso espresso in percentuale, è il complemento a 1 del tasso di 
compressione. 
Diversi sono i criteri in base ai quali è possibile classificare gli algoritmi di 
compressione [Blelloch G. E., 2000]: fisica o logica, con o senza perdite, simmetrica e 
asimmetrica. 
La compressione fisica è quella praticata sui segnali in oggetto, sostituendo a una 
stringa di bit un’altra stringa di lunghezza inferiore trovata in base a certi criteri. La 
compressione logica invece si effettua con un ragionamento logico sostituendo 
un'informazione con un’ altra informazione ad essa equivalente ma diversa. 
Nella compressione  senza perdite (o lossless) la compressione avviene in modo 
che il file originale possa essere perfettamente ricostruito dal file compresso con un 
procedimento di decompressione. Esempio classico di compressione senza perdite è 
l’alfabeto morse, che prevede un codice breve formato da linee e punti per i caratteri più 






meno bit che nella rappresentazione standard dei caratteri in codice ASCII, il quale 
assegna lo stesso numero di bit a tutte le lettere. La compressione senza perdite è l’unica 
praticabile per i file di testo, i software, i documenti, i database, gli schemi elettrici e 
così via.  
I più noti algoritmi di compressione lossless sono basati sulla codifica aritmetica e 
in particolare sulla codifica adattiva di Huffman o sui metodi Lempel-Ziv (LZW). Un 
esempio di algoritmo di compressione senza perdite molto usato nella pratica è quello 
del formato ZIP, che permette l’archiviazione e la trasmissione di uno o più file 
contemporaneamente, risparmiando sulle risorse necessarie in termini di spazio su disco 
e di tempo di trasmissione. Dai file ZIP si ricavano per decompressione file 
indistinguibili da quelli originali. 
Altro esempio è quello delle immagini non fotografiche come schemi, disegni e 
icone. Per questo tipo di file sono stati progettati formati di compressione come il GIF e 
il più recente PNG. L’immagine compressa con uno di questi formati presenta un 
aspetto identico all’originale fin nei dettagli importanti nella grande maggioranza delle 
applicazioni.  
La compressione con perdite (o lossy) prevede che il file originale non possa 
essere perfettamente recuperato dal file compresso. La quantizzazione stessa è una 
forma di compressione con perdite.  La maggioranza dei più comuni algoritmi di 
compressione con perdite effettua una sorta di trasformazione, o codice predittivo, dove 
il segnale viene preventivamente decomposto e poi quantizzato.  
Decomprimendo un file compresso con perdita la copia ottenuta è peggiore 
dell’originale per livello di precisione delle informazioni che codifica, ma in genere 
comunque abbastanza simile da non implicare perdita di informazioni indispensabili. 
Difatti i metodi di compressione lossy in genere tendono a scartare le informazioni poco 
rilevanti, archiviando solo quelle essenziali: per esempio comprimendo un brano audio 
secondo la codifica dell’MP3 non vengono memorizzati i suoni non udibili, 
consentendo di ridurre le dimensioni dei file senza compromettere in modo sostanziale 
la qualità dell'informazione. 
Il principale svantaggio della compressione con perdite  è che il rapporto di 
compressione è limitato nei casi in cui non si riesca ad ottenere una accettabile 
ricostruzione del  segnale d’origine. Una versione dello standard JPEG per la 
compressione di immagini ferme è un esempio di algoritmo di compressione con 
perdite: esso utilizza la trasformata discreta del coseno con quantizzazione scalare 
combinata con una codifica senza perdite. Con un rapporto di compressione di 16:1 si 
riesce ad ottenere una buona qualità dell’immagine. 
Gli algoritmi di compressione con perdite sono adatti a trasmettere velocemente 
voci ed immagini e sono spesso elementi di algoritmi molto più complessi, come 
Mosaic, un browser che si proponeva di ricercare file multimediali sul Web. Grazie alla 
loro flessibilità, gli algoritmi di compressione con perdite consentono agli utenti di 
trovare un buon compromesso tra la qualità del segnale e la velocità di trasmissione 
mediante una trasmissione scalabile. Se non fosse presente questa caratteristica di 
flessibilità non sarebbe possibile neanche lo stesso browsing, e gli archivi di grosse 






Va comunque evidenziata la particolare fragilità dei file compressi impiegati per 
l’invio di informazioni a distanza, in quanto anche minimi errori nella trasmissione 
possono causare alterazioni tali da rendere il file completamente inutilizzabile. 
In caso di compressione simmetrica, si usa lo stesso metodo per comprimere e 
decomprimere l'informazione, c’è quindi la stessa quantità di lavoro per ciascuna 
operazione. Questo tipo di compressione si usa normalmente nella trasmissione dei dati. 
La compressione asimmetrica richiede più lavoro per una delle due operazioni, si 
cercano algoritmi per cui la compressione sia più lenta rispetto alla decompressione o 
viceversa. Possono essere necessari degli algoritmi più rapidi in compressione che in 
decompressione quando si archiviano dati ai quali non si accede spesso, ad esempio per 
ragioni di sicurezza, dato che così si creano dei file molto compatti. 
Gli algoritmi di compressione attualmente in uso sono fondati su idee che sono 
nate e si sono diffuse sia nella comunità scientifica che nelle aziende negli ultimi 20 
anni. L’attenzione della comunità scientifica negli anni più recenti si è spostata dal 
problema di sviluppare nuove e più sofisticate tecniche a quello dello sviluppo di 
implementazioni sia hardware che software  di tecniche che possano sostenere la sfida 
con il tempo ma anche al problema dello sviluppo e della determinazione di uno 
standard che garantisca la interoperabilità degli apparati utilizzati nella rete.  
In seguito ai progressi raggiunti, gli standard dovranno essere modificati ed 
aggiornati. La scelta di standard di compressione avrà un impatto rilevante sui futuri 
sviluppi e sulla crescita di varie tecniche di compressione per segnali da trasmettere 
attraverso supporti con una limitazione di banda. Questa tipologia di standard ha già 
mostrato una profonda influenza sul processo di digitalizzazione nell’ambito 
dell’elettronica di largo consumo ed ha determinato la affermazione della HDTV che è 
attualmente molto diffusa. Nella codifica audio di alta qualità, come la compressione 
audio digitale di qualità CD, i progressi nei banchi di filtri, la codifica percettiva e il 
mascheramento di frequenze hanno condotto alla fine degli anni ’80 fino a standard 
quale MUSICAM, algoritmo di compressione con perdite, che hanno permesso 
all’audio digitale in broadcast di soppiantare del tutto le trasmissioni radio in FM.  
C’è un limite alla compressione, dato dalla quantità di informazione contenuta nel 
messaggio, chiamata in gergo tecnico entropia. 
Nella teoria dell'informazione, il primo teorema di Shannon (o Teorema della 
codifica di sorgente), stabilisce dei limiti alla massima compressione possibile di un 
insieme di dati e definisce il significato operativo dell'entropia. Il teorema stabilisce che, 
per una serie di variabili aleatorie indipendenti ed identicamente distribuite (i.i.d.) di 
lunghezza che tende ad infinito, non è possibile comprimere i dati in un messaggio più 
corto dell'entropia totale, senza rischiare di perdere informazione. Al contrario, 
compressioni arbitrariamente vicine al valore di entropia sono possibili, con probabilità 
di perdita di informazione piccola a piacere. Il Teorema della codifica di sorgente per 
simboli di codice, stabilisce un limite inferiore e superiore alla minima lunghezza attesa 
di una serie di parole di codice, in funzione dell'entropia della parola in ingresso (vista 
come una variabile aleatoria) e della dimensione dell'alfabeto in esame. 




















































2.3 Compressione di serie temporali da GPS 
Gli algoritmi di compressione sono orientati alla restrizione dello spazio di 
archiviazione occupato dai dati in generale e in particolare dei dati geospaziali, ma 
questa diminuzione di dimensione dei dati non deve incidere  minimamente sulla qualità 
dell’informazione contenuta in essi oppure deve provocare una perdita limitata in un 
range prefissato.  
Gli algoritmi di compressione per dati geospaziali di tipo senza perdite sono adottati 
necessariamente per applicazioni critiche, che richiedono dettagli di precisione.  
Un esempio tipico di questa famiglia di algoritmi è quello di Hatanaka, [Hatanaka 
Y., 2008]. Questo algoritmo effettua una compressione preliminare dei dati, 
eliminandone le ridondanze; poi registra le variazioni del segnale negli istanti di tempo 
adiacenti e opera un troncamento dei dati riferendosi alle differenze di ordine n-esimo 
dei dati stessi. Lo schema di funzionamento del calcolo delle differenze è presentato 
nella figura seguente: 
 
 
Figura 9: Schema del processo di calcolo delle differenze (frecce rosse) e del processo di recupero 
dell’informazione (frecce blu) nel caso di differenze fino al terzo ordine relativo 
all’algoritmo di Hatanaka. La serie temporale originaria e quella trasformata sono 
evidenziate rispettivamente in azzurro e in rosa. Le colonne rappresentano i vettori di 
stato. 
Grazie a questa tecnica la dimensione del file originale può essere ridotta fino a 8 
volte ed è su questo algoritmo che è stato basato il formato Rinex, utilizzato per la 
trasmissione di dati di posizionamento rilevati da satelliti. 
Come riportato in [CCSDS, 2006] il CCSDS (Consultative Committee for Space 
Data Systems) ha messo a punto una raccomandazione riguardo alla compressione 
senza perdite di dati di posizionamento legati alla ricerca e alle trasmissioni nello 
spazio. Tra gli algoritmi lossless considerati dalla commissione è stato selezionato 
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l’algoritmo di Rice per la migliore qualità delle prestazioni offerte. Quello di Rice è un 
algoritmo di codifica a lunghezza variabile derivato dall’algoritmo di Golomb, con 
variazioni sul prefisso e sul parametro fissato, che è sempre una potenza di 2. 
La codifica prevista dal CCSDS è basata su una strategia a due stadi: uno stadio di pre-
processing seguito da una codifica basata sull’entropia informativa, cioè sull’algoritmo 
di Rice. 
Gli algoritmi di tipo lossy sono stati elaborati sull’idea della traiettoria percorsa 
vista come una linea approssimabile mediante curve di Bézier [Choi J.-W. et al, 2008] o 
Spline, [Dever C. et al., 2006]. Le curve di Bézier, ideate negli anni ’60 per il progetto 
di carrozzerie di automobili, presentano delle interessanti caratteristiche, come quella di 
passare sempre per un insieme di punti assegnati; di essere tangenti nel punto iniziale e 
finale alle linee che connettono il primo con il secondo punto e il penultimo con 
l’ultimo punto dell’insieme assegnato; di giacere sempre nel convex hull formato dai 
punti di controllo. Le funzioni spline, anch’esse caratteristiche di applicazioni grafiche, 
sono una versione adattiva dell’interpolazione polinomiale e hanno le seguenti 
proprietà:  sono la funzione interpolante con curvatura media minima, quindi la 
funzione interpolante ottenuta con la interpolazione spline è più liscia di quelle ottenute 
con altri metodi; essa è più facile da valutare dei polinomi di grado elevato; se i dati da 
interpolare hanno conformazioni particolari, ad esempio formano dei gradini, la spline 
interpolante può essere soggetta al fenomeno di Gibbs, ampie oscillazioni in vicinanza 
di un gradino. Per ovviare a questo problema vengono utilizzate le smoothing spline o le 
tension spline. 
L’approccio classico di Douglas-Peucker [Dougles D. H. et al 1973] basato su 
euristica è frequentemente utilizzato nella grafica per approssimare curve 
semplicemente mediante segmenti di retta. Questo approccio, però, non è applicabile 
alla compressione di percorsi GPS, poiché una parte essenziale dell’informazione, 
ovvero i dati temporali, non sono da esso presi in considerazione ed andrebbe persa. 
Versioni modificate di questo algoritmo introducono introducono anche l’informazione 
spazio-temporale mediante metriche centrate sull’errore. Ulteriori particolari 
sull’algoritmo di Douglas-Peucker sono reperibili in appendice. 
L’algoritmo di Bellman [Bellman R., 1961], basato su programmazione dinamica, 
è una mera minimizzazione spaziale dell’errore quadratico medio sotto specifiche 
condizioni. La sua implementazione più elementare è eseguibile in tempo  O(n3) nel 
caso peggiore, ma, ampliando lo spazio di memoria può essere ridotto a un tempo O(n2). 
Questo algoritmo è anche fondato sull’ipotesi che i dati si presentino in ingresso come 
delle funzioni a un solo valore e la versione di questo algoritmo adattata per le 
traiettorie esegue l’algoritmo originario ripetutamente sui segmenti dei tracciati prodotti 
dal GPS. Dimendioni maggiormente ridotte del dataset ovviamente migliorano il tempo 
di esecuzione, ma ciò ha una ripercussione negativa sulla precisione, poiché non è 
realizzata una ottimizzazione globale.  
L’algoritmo STTrace [Potmias S. et al, 2006] è finalizzato ad archiviare I dati 
spazio-temporali servendosi di un poligono per eseguire un adattamento del grado di 
variazione di velocità e direzione. L’appartenenza dei punti della traiettoria al poligono 






propagazione e per tale motivo viene introdotto un secondo poligono come area di 
sicurezza e tale accorgimento elimina il problema della propagazione dell’errore. Il 
miglioramento della precisione richiede però una più onerosa serie di calcoli e solo i 
punti che appartengono all’area di sicurezza sono ritenuti affidabili. 
I metodi statistici [Gajewski B. J. et al., 2000] di compressione utilizzano i livelli 
di aggregazione dei dati. Basandosi sulla massima similarità, quindi sulla minima 
variabilità durante ogni intervallo di tempo, viene individuato un livello ottimale di 
decomposizione entro un tempo prefissato. 
Sulle conclusioni del teorema di Shannon, si può fare ricorso all’analisi con 
wavelet per identificare le tendenze delle curve, cosicché la decomposizione mediante 
wavelet è molto spesso conveniente per catturare informazioni importanti nei sistemi di 
trasporto intelligenti, come riferito in [Yi P. et al, 2004]. 
In [Cao H. et al, 2006] il problema della compressione dei data point del 
tipo(x,y,t), spazio-temporali in due dimensioni, è risolto con una tecnica di 
semplificazione delle linee e l’errore sulle traiettorie approssimate è confinato entro una 
fascia prefissata. Il conseguente risparmio dello spazio di occupazione di memoria è 
molto consistente, anche se ci sono dei tipi di query che potrebbero produrre risposte il 
cui errore risulta illimitato. La sovrapposizione di approssimazioni che causano questo 
indesiderabile fenomeno dipende dal calcolo e dal tipo di distanza impiegata nel 
processo di compressione delle traiettorie e dal tipo di query spazio-temporale che viene 
posta. 
2.4  Schema di compressione CoTracks 
In alternativa agli algoritmi fino a qui presentati per la compressione di dati 
provenienti da dispositivi di posizionamento, è stata da me condotta in collaborazione 
una ricerca al fine di rinvenire una nuova procedura di compressione di dati spazio 
temporali, basata su una speciale segmentazione dei tracciati rilevati mediante un 
dispositivo di navigazione satellitare GPS. Questo tipo di compressione è pensata 
specificamente per una famiglia di dati GPS che si riferiscono a tracciati terrestri ed è 
pertanto da puntualizzare che questo algoritmo, come tutti gli algoritmi con perdite, non 
si presta all’applicazione di compressione di dati per impiego spaziale. 
Co-Tracks è un algoritmo di compressione con perdite che si propone una 
semplificazione lineare dei punti costituenti la traiettoria. Le informazioni archiviate nei 
punti sono parametri caratteristici come una label, la latitudine, la longitudine, 
l’altitudine, l’angolo formato rispetto a una direzione di riferimento, il tempo, la 
velocità e la qualità del campione rilevato. Queste “features” sono le componenti di un 
vettore in uno spazio a F dimensioni (x1, x2,…,xF). Una traiettoria può essere definita 









T(1)=(x11, x12,…, x1F),  
T(2)=(x21, x22,…, x2F), 
  
T(n)=(xn1, x n2,…,  xnF);  
T(i) è un vertice della traiettoria ed è valida una relazione d’ordine tra vertici in modo 
che sia T(i)<T(i+1)  i {1,…,n}. 
La traiettoria può essere sottoposta a una procedura di semplificazione 
introducendo degli speciali inviluppi dei dati rappresentativi dei punti del percorso: si sta 
facendo riferimento a speciali convex-hull, i Minimum Bounding Box (MBBs), i quali 
altro non sono se non iper-parallelepipedi nello spazio a F dimensioni. In altri termini 
l’obiettivo è quello di trovare i parallelepipedi di misura minima all’interno dei quali si 
possano racchiudere sottoinsiemi di punti adiacenti della traiettoria oggetto di studio. La 
scelta dei Minimum Bounding Box è sembrata la più conveniente perché questi 
particolari convex-hull possono avere una dimensione molto più sviluppata delle altre, 
come avviene nei tracciati di tipo GPS. Nella dimensione trasversale può essere 
rappresentata una fascia entro cui dev’essere contenuto l’errore, realizzata con 
limitazioni sulla diagonale di base degli MMB in 3 dimensioni. Tutti i punti che cadono 
all’interno di un MMB sono rappresentabili mediante un segmento di retta i cui estremi 
sono il  primo e l’ultimo dei punti scelti e inseriti nel MBB. L’algoritmo CoTracks è 
riassunto e rappresentato nel seguente diagramma a blocchi di figura 10: 
Trajectory Track Log (GPX, NMEA,...)
Sampling Time Tuning
and Quality Control









Figura 10: Diagramma a blocchi dell’algoritmo CoTraks 
Nei casi ordinari di tracciati registrati sui tragitti delle reti stradali urbane, dato il 
carattere per lo più rettilineo o quasi rettilineo della maggior parte dei segmenti 






tracciati possono essere trascurati senza rilevanti perdite di informazione, con risultati di 
compressione di un certo rilievo dei file che contengono i percorsi. 
I dati geodetici sono raccolti da dispositivi di posizionamento e archiviati in file, 
secondo le indicazioni dello standard della National Marine Electronics Association 
(NMEA) [NMEA, 2007] o come GPS Exchange Format (GPX) [sito topografix] o 
anche in altri formati previsti per lo scambio di dati GPS. 
Il primo passo consiste nell’estrazione di dati allo stato originario (raw data) 
direttamente mandando in esecuzione dei parser specifici sui dati in uscita dal 
dispositivo di tracciamento. A titolo esemplificativo, uno strumento indicato per il 
trattamento di dati GPX può essere  una libreria del linguaggio XPath [SIT6]. Dopo di 
ciò, i dati sono sottoposti a un pre-processing [Hönle N. et al, 2008] come riassunto 
schematicamente nel frammento di pseudo-codice presentato nel seguente Algoritmo 1: 
 
Algoritmo 1   TRAJECTORYPRE-CONDITIONING.  
 
Input: T = (T(1), T(2),… T(n)): Trajectory points sequence. 
                  sampling_time   1; dop   10; visib_sat   4. 
 
Output:  S  pre-conditioned Trajectory of T. 
  1:  S ← T(1);  i ← 1;  j ← 1;    
  2:  while i < |T|  do                                     // |T| = length(T) 
  3:       repeat 
  4:           j ← j + 1;  if  j > |T| then return S ; end if 
  5:          DiffTime← TimeStamp(T(j)) - TimeStamp(T(i)) 
  6:          MDop ← Media(Pdop(T(j)), Vdop(T(j)), Hdop(T(j)) 
  7:          Sat ← visibles_satellite(T(j)) 
  8:       until   (DiffTime   (MDop )  (Sat > ) 
S  ←  S  (T(j))               //S = (s1, s2,…) 
10:       i ← j 
11:  end while 
12:  return S 
 
Questo algoritmo è fondamentalmente orientato a gestire un doppio ordine di 
circostanze critiche: 
 Il tempo di campionamento è molto diverso per i pedoni, le auto e gli aviogetti e 
sarebbe preferibile poter scegliere i parametri del dispositivo di rilevamento 
secondo la velocità. tuttavia può capitare che l’intervallo di campionamento sia 
troppo breve o troppo lungo e che non sia possibile ottenere un campionamento 
corretto dei punti della traiettoria. Per questo motivo, per intervalli di 
campionamento troppo brevi è più opportuno effettuare un controllo sui punti 
prima di mandare in esecuzione l’algoritmo di compressione, al fine di evitare 
un oversampling. A questo problema sono riferite le istruzioni delle righe 5 e 8 
dell’Algoritmo 1. Rimane da ammettere che la scelta di intervalli di 
campionamento troppo lunghi produrrebbe una irreversibile perdita di dati 
significativi. 
 Il numero complessivo di satelliti effettivamente in visibilità e operativi e i 






[Misra P. et al., 1999]. Nella fase preliminare è decisamente opportuno scartare i 
punti che presentano parametri di qualità inferiori a una soglia prestabilita, come 
nelle istruzioni che sono scritte nelle righe 6-8 dell’Algortimo 1. 
Ogni punto è altresì confrontato con i due punti ad esso adiacenti, per rivelare la 
presenza di valori spuri, generati da cause disparate. La scelta di un livello di soglia 
deve portare in conto l’errore dovuto alla precisione del sistema di posizionamento. In 
realtà, lo stadio di pre-filtraggio non mira a un radicale cambiamento dell’insieme di 
punti originario, ma a una conveniente riduzione della dimensione dei dati ottenuta 
sfruttando alcune proprietà dei data log dei tracciati. 
Dopo la selezione preliminare, il numero di punti da sottoporre alla successiva 
parte dell’algoritmo è considerevolmente diminuito, con un contributo evidente alla 
riduzione delle dimensioni del file contenente i dati. A questo punto l’algoritmo 
CoTracks estende l’idea di compressione dei dati di tipo tracking logs basata 
sull’uniformità dei parametri 2D ad altri parametri, vale a dire all’altitudine, alla 
velocità, all’accelerazione e al verso di percorrenza della traiettoria, e calcola le 
analogie tra punti consecutivi della traiettoria confrontandone le feature, raccogliendoli 
nei Minimum Bounding Box e riducendo la rappresentazione di tutte le informazioni 
relative ai punti contenuti nello stesso MBB, ritenuti omogenei, a quelle di una coppia 
di punti rappresentativi, che si trovano sulle basi del “parallelepipedo”. 
L’iterazione di questa procedura produce una traiettoria composta da segmenti di 
retta consecutivi, la cui distanza dalla traiettoria originaria è limitata da una determinata 
tolleranza. Questa tecnica permette anche di ricostruire i punti mancanti della traiettoria 
di partenza, supposta la regolarità della distribuzione sia spaziale che temporale dei dati.  
L’Algorimo 2 è una versione breve della rappresentazione in pseudo-codice della 
procedura che stiamo esaminando. 
Algoritmo 2    TRAJECTORYLOSSYCOMPRESSION. 
Input:  S = (s1, s2,…): pre-conditioned Trajectory point seq. 
           TV:  Tolerance Vector. 
Output:  C:  lossy compression of S. 
 1:  C ← s1  ;   PointSet ← s1 ;  i ← 2;   
 2:  while i ≤ |S|  do             // |S| = length(S) 
 3:  PointSet ←  PointSet  si 
 4:  MBB ← MinBoundingBox(PointSet) 
 5:  B ← BaseDiagLength(MBB) 
 6:  V ← VelocityRange(MBB) 
 7:  A ← AccelerationRange(MBB) 
 8:  S ← SenseUniformity(MBB) 
 9:  MC ← (B,V,A,S)       // MBB Characteristics Vector  
10:  if  compare(TV,MC)  then                    // si  MBB 
11:      C ← C  si-1 ; PointSet ← si-1  si  // new MBB 
12:  end if 
13:  if (i == |S|) then C  ← C  si ; return  C; end if 
14:  i ← i + 1;   
15:  end while 








 I dati pre-condizionati sono elaborati sequenzialmente per raggrupparli in 
sottoinsiemi di elementi con caratteristiche analoghe. Il gruppo di punti così individuati 
è inviluppato da un Minimum Bounding Box, che può essere considerato come il più 
piccolo iper-parallelepipedo nell’iperspazio che avvolge il convex hull di un 
sottoinsieme di dati (si osservi la figura 11). 
Current MBB
Maximum MBB






Figura 11: Esempio di Minimum Bounding Box per vincoli spaziali e temporali. 
Il vettore TV di tolleranza sull’input memorizza le tolleranze prefissate sulle 
caratteristiche, mentre alla riga 10, MBB Characteristics Vector contiene i valori dei 
parametri specifici dell’ MBB allo stato corrente, valori che sono aggiornati ad ogni 
nuovo punto incluso nel Minimum Bounding Box. Le caratteristiche del MBB, fatta 
eccezione della dimensione longitudinale dominante, sono limitate da una tolleranza 
con la quale viene determinato il grado di similarità tra la traiettoria campionata e quella 
approssimata.  
D’altra parte la larghezza della soglia ha ripercussioni sul livello di compressione 
raggiungibile. Valori molto bassi della soglia sono causa di un numero più elevato di 
MBB per rappresentare una traiettoria, perché i valori delle feature dei punti adiacenti 
superano molto facilmente la soglia, facendo spesso sorgere l’esigenza della creazione 
di un nuovo MBB.  
La routine contenuta nelle righe comprese tra la 2 e la 10 dell’Algoritmo 2 è 
ripetuta finché anche uno solo dei limiti di tolleranza sia varcato: in questo caso, a 
partire dall’ultimo punto processato e che non soddisfaceva i vincoli, è “fondato” un 
nuovo MBB secondo quanto descritto nelle righe 11-13 dell’Algoritmo 2.  
Il rapporto di compressione è una funzione crescente della quantità dei punti 
inseriti in ogni MBB. La soglia di tolleranza non può essere inferiore di un certo valore 
di errore sistematico, perennemente presente nei dati.  
Il procedimento descritto per il raggruppamento dei punti in una pluralità di MBB 
consente, una volta che sia stato completamente eseguito, di ridurre tutti i punti 
appartenenti a ogni MBB a due soli punti, il primo e l’ultimo, a il segmento di retta che 







Per motivi di continuità, l’ultimo punto di un MBB è contemporaneamente 
considerato anche come primo punto dell’MBB successivo e l’intera traiettoria 
compressa è ottenuta collegando tutti i punti che successivamente si ottengono con 
questo procedimento. 
Come passo terminale, i dati relativi alle traiettorie compresse possono essere 
sottoposti a una efficiente codifica senza perdite, come la codifica di Huffman, per 
ridurre al minimo la ridondanza dei dati.  
Per ricostruire i punti della traiettoria si ricorre a un processo di decodifica basato 
sull’approssimazione della traiettoria iniziale con il segmento che unisce i punti estremi 
rappresentativi, individuati sull’ MBB di appartenenza. In questa ricostruzione gioca un 
ruolo fondamentale l’intervallo di campionamento prescelto. La tolleranza cui ci si è 
attenuti in fase di compressione garantisce che l’errore sia limitato entro i confini di un 
intervallo prefissato di valori. 
Come è deducibile dai risultati sperimentali raccolti, con l’algoritmo CoTracks è 
possibile raggiungere rapporti di compressione molto elevati, conseguenza della 
presenza nei tracciati di numerosissimi punti con caratteristiche cinematiche 
essenzialmente omogenee.  
A fronte di questo successo nella realizzazione della compressione con perdite c’è 
però da sostenere uno sforzo computazionale notevole, trattandosi di un algoritmo che 
ha una complessità del’ordine di O(n3), intrinseca nella procedura della costruzione dei 
Minimum Bounding Box, che può provocare un allungamento dei tempi di esecuzione 
dell’algoritmo al crescere del numero dei punti del tracciato da processare. Tale 
inconveniente è riducibile mediante numerose strategie: ad esempio si può provare a 
ridurre la cardinalità dell’insieme dei punti con una scelta strategica dell’intervallo di 
campionamento oppure con una limitazione del massimo numero di punti per MBB e 
quindi del numero di iterazioni dell’algoritmo. In questo caso, il numero di punti è 
tenuto basso, ma la compressione finale risulta ugualmente completa. 
2.5  Applicazione e valutazione delle prestazioni 
Lo schema CoTracks è stato applicato a traiettorie differenti tra loro per lunghezza, 
pendenza e tortuosità. Per meglio visualizzare le modalità di funzionamento di 
CoTracks, in questo contesto è stato scelto un tracciato piuttosto breve. In particolare, in 
figura 12 alla pagina seguente, è riportato come esempio il risultato ottenuto dallo 
studio del data log di un tracciato menorizzato da un logger GPS in un percorso 
circolare intorno al campus universitario del complesso di Monte Sant’Angelo, sede del 



































































Figura 12: Caso studio,  traiettoria formata da punti campionati e relativi MBB. Sono evidenziati i 
punti rappresentativi, dai quali sarà possibile ricostruire la traiettoria durante il 
processo di decompressione. 
L’insieme di punti è mostrato in una traiettoria in 3 dimensioni nella precedente figura 
12. Sono rappresentati anche i Minimum Bounding Box generati dalla procedura dell’ 
Algoritmo 2. 
La lunghezza del percorso è di circa 1700 metri, l’altitudine minima è di 93metri e 
la massima è di 127 metri, il tempo di campionamento è di 1 secondo, il numero di 
vertici è 171 e le dimensioni del file GPX iniziale sono di 47.7 KB.  
I dati sono stati preventivamente sottoposti a parsing mediante una libreria di 
Xpath per ottenere un database di punti completo di parametri spaziali, temporali, 
cinematici e di qualità del segnale. Poi i segnali sono stati opportunamente pre-elaborati 
con la procedura descritta nell’Algoritmo 1 e quindi sono stati introdotti nel successivo 
stadio del processo, quello di segmentazione MBB. Il kernel dell’algoritmo di 
compressione con perdite CoTracks è stato implementato nel framework Matlab, con 
procedure realizzate ad hoc oppure elaborate modificando delle librerie già esistenti 
[SIT5]. 
Come inviluppi per la traiettoria di figura 12 sono stati individuati dodici MBB e 
quindi il data point set d’uscita, ovvero la traiettoria compressa è formata da tredici 
punti per una dimensione totale del file di 1.18 KB. Questi punti sono stati 
ulteriormente compressi, mediante codifica di Huffman, giungendo in definitiva ad una 
occupazione di memoria di 374 byte, intestazioni comprese. Il guadagno di 
compressione è del  99.2 %. Le variazioni significative di velocità, altitudine e angolo 
sono efficacemente rappresentate dalla traiettoria approssimata. Ad esempio, l’ottavo 
MBB nella figura 12 rappresenta un cambiamento di velocità rispetto al precedente 
MBB, come è rilevabile dall’osservazione dello spazio più ampio tra i punti campionati 







Figura 13: rapporto tra numero di punti campionati e numero di MBB, e quindi di punti della 
traiettoria approssimata, al variare dei liveli di compressione. 
La figura 13 riassume uno studio della dipendenza del livello di compressione 
raggiungibile per diversi valori della soglia di tolleranza selezionati preventivamente. Il 
numero di punti originariamente campionati dal dispositivo è rappresentato dall’asse 
orizzontale e il numero dei punti ottenuti dopo il processo di compressione, uguale al 
numero di MBB + 1, è rappresentato sull’asse verticale. Il numero di punti della 
traiettoria approssimata è incrementato di una unità per ogni nuovo MBB introdotto. I 
risultati del caso di studio sintetizzati in figura 12 corrisponde al valore minimo della 
soglia di tolleranzae quindi al livello di compressione più basso (funzione a gradini 
indicata in figura con la lettera ): esiste una corrispondenza tra il numero di punti 
originali, il numero di MBB e il numero di punti originali inclusi in MBB. Ampliando la 
soglia di tolleranza, è possibile ottenere un minor numero di punti e quindi un livello di 
compressione maggiore, come mostrato dalle funzioni contrassegnate in figura 13 con 
le lettere  e  
2.6  Conclusioni  
Lo schema di compressione implementato mediante l’algoritmo CoTracks, basato 
su analogie spazio-temporali tra punti di una traiettoria, è stato applicato a un caso 
semplice, ma rappresentativo di log data generati da un logger durante il tracciato di un 
percorso. È emersa una prestazione interessante sia in termini di guadagno di 
compressione sia nella rappresentazione della traiettoria. Questo algoritmo potrebbe 
essere impiegato con profitto in applicazioni generiche di trattamento di percorsi 
terrestri generati da GPS.  
Uno sviluppo possibile potrebbe essere un miglioramento della generazione di 
punti dai Minimum Bounding Box, che tenga conto della regolarità del moto, come ad 
esempio quella del moto rettilineo uniformemente accelerato. 
La forma dei Minimum Bounding Box potrebbe adattarsi meglio ai dati se al posto 
di parallelepipedi si considerassero dei cilindri.  
Nel caso di traiettorie molto contorte o tortuose e limitate ad aree ristrette, con 
numerosi passaggi per gli stessi punti e con lunghi intervalli in cui i soggetti sono fermi, 






l’algoritmo non farebbe riportare buone prestazioni. Per questo motivo, dovrebbero 
essere sperimentate delle varianti che non facciano aumentare eccessivamente il numero 
di MBB a causa dell’eterogeneità tra i punti adiacenti . In tali casi, infatti, l’utilizzo di 
CoTracks produrrebbe un degrado del guadagno di compressione. 
Al fine i limitare l’inconveniente dell’eccessiva complessità computazionale si 
potrebbero sperimentare dei metodi di riduzione della dimensionalità del problema. Si 
può infine concepire un approccio multithread, in modo che la traiettoria compressa 
possa essere ricavata utilizzando processi concorrenti e scegliendo più di un seed point 
come oggetto iniziale per costruire gli inviluppi MBB fino a trovare la traiettoria finale 
semplificata.  
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3.1 Microarray 
Come adeguata premessa per un’esauriente esposizione della ricerca condotta, 
questo paragrafo riassume qualche riferimento sulla tecnica microarray, alla base 
dell’esperimento che ha generato i dati.  
Tranne poche eccezioni, ogni cellula del corpo contiene una serie completa di 
cromosomi e geni identici. Però solo una piccola parte di questi geni è accesa, ed è il 
sottoinsieme che si definisce “espresso” e che conferisce proprietà specifiche a ogni tipo 
di cellula. “Espressione genica” è il termine usato per descrivere la trascrizione delle 
informazioni contenute nel DNA, il deposito di informazioni genetiche, nelle molecole 
di mRNA, per una successiva traduzione in proteine che svolgono la maggior parte 
delle funzioni fondamentali delle cellule. Il tipo e la quantità di mRNA prodotto da una 
cellula sono utili per sapere quali geni sono espressi, e i geni espressi loro volta 
forniscono indicazioni su come la cellula reagisce agli stimoli. L'espressione genica è un 
processo molto complesso e strettamente regolato che permette a una cellula di 
rispondere dinamicamente sia agli stimoli ambientali che alle cambiare delle proprie 






espressi in una cellula sia come un controllo di volume che aumenta o diminuisce il 
livello di espressione di particolari geni, se necessario. 
Per lo studio dell’espressione genica, intesa come un processo mediante il quale 
l'informazione contenuta nel DNA di un gene viene convertita in una macromolecola 
funzionale, tipicamente una proteina, sono state proposte molte tecniche. Molte di esse 
richiedono tempi di esecuzione eccessivi e sono limitate dal numero di geni che è 
possibile studiare in parallelo, contemporaneamente. Al contrario, la tecnica microarray, 
o DNA chip, permette di trovare conferma o confutazione di molte ipotesi in un unico 
esperimento, perché è uno strumento di indagine ad elevato parallelismo. Questa 
tecnologia è fondata sui dati recentemente acquisiti dalla sequenziazione dei genomi e 
permette di capire come siano regolati i geni, ovvero la loro risposta a determinati input 
in un particolare istante e in un dato tipo di cellula. 
Nella sua forma più generale, un microarray di DNA si presenta come una 
piastrina di nylon, di vetro o di plastica occupata da uno schieramento regolare di sonde 
microscopiche, che sono disposte come una sorta di matrice di punti. Su questa piastrina 
vengono depositate varie sequenze di DNA a singolo filamento (ssDNA). In accordo 
con la nomenclatura proposta da Duggan (Duggan, D. et al, 1999) indicheremo con il 
nome di “probe” l’ssDNA stampato sul substrato, la cui natura dipende da quali 
funzioni geniche debba sondare l’esperimento che si sta conducendo. L’array così 
predisposto serve per trovare la risposta a un quesito specifico sul DNA mediante un 
trattamento dell’array con una soluzione contenente ssDNA target, generato da un 
campione biologico oggetto di studio.  
L’idea di base è che il DNA spalmato sulla superficie dell’array ibridizzerà le 
sequenze complementari contenute nella soluzione contenente il DNA target. La chiave 
d’interpretazione dell’esperimento microarray è nel DNA utilizzato sull’array per 
l’ibridazione. Il DNA target è marcato con un colore fluorescente, un elemento 
radioattivo o altro metodo in modo che il punto in cui avviene l’ibridazione possa essere 
ben evidenziato e possa fornire anche informazioni quantitative. Nelle applicazioni 
finalizzate allo studio dell’espressione genica, il DNA target è prodotto per reazione 
della transcriptasi inversa dall’ mRNA estratto da un campione di tessuto (figura14) 
 
 






Questo DNA è marcato con una colorazione fluorescente, in modo che in seguito,  
irradiando il microarray con una luce apposita, si possa ottenere una specifica immagine 
dell’array delle caratteristiche, cioè dell’insieme di probe su GeneChips, di punti sugli 
array di cDNA o di bead di silicio sugli array Illumina. L’intensità luminosa relativa ad 
ogni punto e la differenza media tra match e mismatch possono rendere nota la quantità 
di mRNA presente nel tessuto e, di conseguenza, la quantità di proteina prodotta dal 
gene corrispondente a una determinata caratteristica. I diversi DNA target possono 
essere marcati con colori diversi ed utilizzati contemporaneamente in un procedimento 
di ibridazione competitiva nell’ambito di un esperimento multicanale. Successivamente 
al passo di image processing si ottiene un numero molto elevato di valori di espressione 
genica. Tipicamente, un unico chip sperimentale può produrre centinaia di migliaia di 
valori o più. 
Chiamiamo profilo di espressione genica i diversi valori di espressione che un 
gene manifesta in diverse condizioni, sotto determinate sollecitazioni o in diversi 
tessuti. Le righe della matrice rappresentata nella figura di sopra sono proprio il profilo 
di espressione genica. Le colonne, invece, rappresentano lo stato di trascrizione, o 
impronta, di un determinato campione. 
Nell’esperimento eseguito nello studio presentato in questa parte della tesi, i 
microarray sono stati sfruttati per comprendere alcuni meccanismi genetici della cellula 
vivente mediante l’analisi di una evoluzione temporale dell’espressione genica; 
 
 
Figura 15: Immagine di un microarray cDNA contenente circa 8.700 sequenze di geni (dall’ Incyte 
GEM1 clone set) elaborata presso NCI Microarray Facility (Advanced Technology 
Center, Gaithersburg). In essa sono rappresentate le differenze di espressione genica tra 
due diversi tessuti prelevati da un topo. 
oltre che per valutare i livelli di espressione genica, però, i microarray possono essere 
impiegati con successo in una vasta gamma di applicazioni, come la sequenziazione 
[Schena M. et al., 2000], l’individuazione  di Single Nucleotide Popymorphism [Fan J.-
B. et al., 2000], il genotyping (misura di una variazione genetica), associazione di 
malattie, legami genetici, attenuazione o amplificazione genomica, rivelazione di 
riadattamenti dei cromosomi e tantissime altre. Al di là delle particolari applicazioni, 
però, il cospicuo numero di risultati sperimentali ottenuti con i microarray hanno 
conferito a questa tecnologia di generazione di dati di espressione genica una 






anche utilizzati a scopo puramente computazionale, come nel caso del DNA computing 
[Kari L., 1997]: il microarray può contenere sequenze di DNA che codificano le 
possibili soluzioni di un problema.  
 
Figura 16: L’mRNA estratto è trasformato in cDNA,  ibridizzato con DNA presente sul microarray 
In quanto tecnologia relativamente nuova, i microarray comportano una serie di 
problemi nella loro utilizzazione: 
a. Rumorosità: a causa della loro stessa natura, i microarray tendono ad essere 
molto rumorosi e un esperimento, anche se condotto con gli stessi materiali e 
preparato nelle stesse identiche condizioni al contorno, produce valori 
quantitativi diversi per molti dei geni studiati. Il rumore è introdotto ad ogni 
passo delle varie procedure: la preparazione dell’mRNA (variano tessuti, kit e 
procedure), la trascrizione (la reazione e gli enzimi non sono sempre uguali), la 
marcatura (tipo e età del marcatore), l’ amplificazione, il tipo di pin (penna, 
anello, ink-jet), la chimica delle superfici, l'umidità, il volume di destinazione 
(oscilla anche per uno stesso pin), i parametri di ibridazione (tempo, 
temperatura, buffering), l'ibridazione aspecifica (cDNA marcato ibridato su 
superfici che non contengono sequenze perfettamente complementari), l’ 
ibridazione di fondo non specifica, la presenza di polvere, la scansione 
(settaggio del guadagno, limitazioni del range dinamico, allineamento tra i 
canali, la segmentazione (separazione caratteristica/background), la 
quantificazione (media, mediana, percentile dei pixel in un punto) e così via. 
Quando si confrontano tra loro diversi tessuti o diversi esperimenti su uno stesso 
tessuto non è sicuro che la variazione riscontrata su un gene particolare sia 
effettiva oppure che sia una conseguenza del rumore generato da una o più delle 
cause appena elencate. Inoltre, quanta parte della varianza misurata osservando 
un gene specifico è dovuta alla regolazione del gene e quanta invece al rumore? 
Ovviamente il rumore è un fenomeno ineludibile e l’unica arma efficace per 






b. Normalizzazione: lo scopo della normalizzazione è quello di tenere in conto le 
differenze sistematiche tra i diversi data ed eliminare i dati spuri, come ad 
esempio gli effetti non lineari di colorazione dei marcatori. E’ opinione comune 
che la normalizzazione sia indispensabile quando devono essere combinati i 
risultati raccolti con tecniche sperimentali diverse, ma non tutti concordano sulle 
specifiche modalità di normalizzazione. 
c. Progettazione dell’esperimento: questa fase, cruciale ma spesso ignorata negli 
esperimenti microarray, consiste nel prevedere quali  variabili in input ad un 
processo sia più opportuno cambiare in modo da ottenere una risposta in output 
dalla quale sia possibile osservare ed identificare le cause del cambiamento. 
d. Grande numero di geni: il successo  dei microarray è dovuto, tra l’altro, alla 
possibilità di accogliere una sperimentazione di migliaia di geni in parallelo, ma 
questa caratteristica presenta anche degli inconvenienti provocati dalla gestione 
contemporanea di così tanti dati. Inoltre, il gran numero di geni può modificare 
la qualità del fenomeno ed i metodi da adottare. L’esempio più calzante è quello 
del calcolo dei p-value in una situazione di test multiplo, in cui si deve portare in 
conto la presenza di molti esperimenti paralleli con opportuni fattori correttivi 
(Draghici, S., 2011). 
e. Significatività: per stabilire la significatività di un esperimento, non possono 
essere applicate semplicemente le tecniche della statistica classica, come il test 
del chi-quadro, giacché in questo tipo di esperimenti il numero di variabili è 
molto maggiore del numero di esperimenti. 
f. Fattori biologici: nonostante i numerosi vantaggi, per molteplici motivi i 
microarray non riescono a sostituire del tutto le altre tecniche e strumenti della 
biologia molecolare. 
g. Controllo di qualità dell’array: è utile se l’analisi dei dati non è l’ultimo passo in 
un processo lineare di esplorazione ma come uno stadio di un loop che produce 
il feedback necessario alla messa a punto delle procedure atte a produrre il 
microarray stesso. In tal caso sarebbe assai utile che l’analisi generasse dei 
valori di qualità dei dati insieme ai valori delle espressioni geniche stesse. 
Uno dei vantaggi, ma allo stesso tempo una delle potenziali complicazioni che 
possono sorgere nell’utilizzo di microarray, come già detto, consiste nella possibilità di 
realizzare una sperimentazione ad elevatissimo throughput: dopo il passo di ibridazione 
e di trattamento dell’immagine, ad ogni spot del chip corrisponderà un valore numerico, 
per un totale che può arrivare fino a decine di migliaia di valori. Data la delicatezza 
dell’esecuzione delle procedure sperimentali, che possono essere alterate in maniera 
determinante da molteplici fattori, è necessario ripetere molte volte uno stesso 
esperimento, affinché possa essere validato inconfutabilmente. In tal modo, la mole dei 
dati generati da questo tipo di esperimenti è enorme e ben si presta ad applicazioni di 
molte tecnologie di data mining.  
Le più innovative tecniche per i database, come l’indexing multidimensionale, 






stabilire delle regole per fare in modo che i diversi database, come ad esempio quello 
contenente le serie di valori ricavate sperimentalmente, quello contenente le 
informazioni funzionali e quello contenente i protocolli di laboratorio possano essere 
interfacciati nel modo più efficace. 
3.2 Signaling Pathways 
La massa di informazioni raccolte mediante esperimenti basati su tecnologie ad 
elevato throughput, come ad esempio i voluminosi dataset di valori di espressione 
genica, si presta ad essere elaborata per ricavare un’interpretazione dei dati e quindi una 
conoscenza più dettagliata dei fenomeni biologici su cui si sta effettuando una 
sperimentazione e in particolare per collocarle nel più ampio quadro d’insieme di un 
organismo vivente, visto come sistema complesso.  
Per rappresentare le funzionalità biologiche, metaboliche e cellulari degli 
organismi è possibile ricorrere ad una rappresentazione basata sul comportamento dei 
fattori di trascrizione, che sono delle proteine che si legano a specifiche sequenze di 
DNA controllando la trascrizione dell’informazione genica dal DNA al mRNA. I fattori 
di trascrizione possono facilitare o limitare l’afflusso di RNA-polimerasi, enzima che 
catalizza la sintesi di un filamento di RNA che è proprio la trascrizione di una 
informazione genetica dal DNA all’RNA, e così condizionano fortemente le dinamiche 
cellulari. 
A partire da questi concetti è possibile costituire una rete di trascrizione, costituita 
da nodi e archi orientati e dotati di un attributo. Nella corrispondenza con il sistema 
della cellula si ha che ogni nodo rappresenta un gene, i segnali d’ingresso portano con 
sé informazioni relative allo stato del sistema, mentre gli archi codificano le interazioni 
del sistema. 
Un network genico è una rete che rappresenta le interazioni tra gli elementi di un 
insieme di geni, in dipendenza dalle funzioni che esplicano uno nei confronti dell’altro. 
I network genici possono quindi essere schematizzati con grafi i cui nodi sono occupati 
appunto dai trasmettitori e recettori dei segnali e gli archi orientati rappresentano la 
presenza di una via di comunicazione e il verso della comunicazione stessa. Tenendo 
conto che i network biologici sono solo la parte hardware della rappresentazione 
biologica, che deve essere necessariamente completata dall’insieme dei segnali di 
attivazione o inibizione o tanti altri, si introduce la locuzione “signaling pathway”, per 
significare un’entità che comprende i network e la loro funzionalità di trasmissione di 
messaggi tra geni.  
Con il procedere della sperimentazione sugli organismi, alla luce delle più 
aggiornate conquiste della genomica e grazie alla collaborazione globale di tutti i 
laboratori impegnati in questo tipo di ricerche, sono state annotate grandi moli di 
informazioni su queste reti di segnalazione. In particolare al momento della stesura di 
questa tesi  (ultimo trimestre 2011), da un’indagine condotta su KEGG, il più grande e 






attualmente presenti nel database è di 412, di cui 246 appartengono all’ homo sapiens. 
Questo numero è destinato a crescere con la raccolta di nuovi dati, così come la 
rappresentazione della realtà fornita dai pathway già individuati e catalogati sarà sempre 
più precisa e dettagliata e le annotazioni dei singoli elementi saranno sempre più 
circostanziate e ricche di particolari. Si comprende evidentemente anche l’opportunità 
fornita da questi pathway di rivelare i malfunzionamenti della comunicazione biologica 
cui conseguono stati patologici. Quindi, rilevando i profili delle espressioni differenziali 
dei geni, ad esempio mediante esperimenti microarray, è possibile individuare i pathway 
coinvolti in determinati fenomeni fisiologici o patologici. Questo tipo d’indagine è 
quella che va sotto il nome di “pathway analysis”. L’analisi dei pathway permette ai 
ricercatori di accrescere significativamente la sensibilità dei metodi di analisi genetica. 
Al momento, gli approcci di pathway analysis possono essere distinti usando come 
criterio le annotazioni funzionali supportate (ad esempio GO, KEGG, Biocarta, 
Reactome), tipo di analisi impiegata (sovrarappresentazione, funzional class scoring, 
basata sulla topologia del pathway) e tipo di funzioni statistiche usate (ipergeometrica, 
binomiale, t-test, correlazione). Adotteremo qui una suddivisione per tipo di analisi 
impiegata.  
Il punto di partenza è una lista di geni differenzialmente espressi in determinate 
condizioni oppure la corrispondente lista di p-value, o statistiche simili che 
quantifichino il grado di espressione differenziale per ogni gene considerato 
nell’esperimento. L’idea è di esaminare i p-value associati con un particolare 
sottoinsieme di geni, appartenenti tutti  alla stessa categoria di GO [SIT22], per vedere 
se il sottoinsieme mostra una tendenza ad avere p-value più piccoli rispetto a quelli  di 
tutti gli altri geni non appartenenti alla categoria considerata. Per fare ciò, bisogna 
ricorrere a un test statistico per quantificare la differenza e mettere a punto uno schema 
di ricampionamento per poter valutare se la differenza riscontrata sia reale o solo 
attribuibile al caso. Questo procedimento si può ripetere per tutte le categorie di geni 
che possano essere d’interesse. 
Allo scopo, possono essere adottati molti test statistici diversi che sono 
classificabili come segue: 
Analisi di sovrarappresentazione (Over Repesentation analysis, ORA): con questo 
approccio viene fissata una soglia per i p-value, ad esempio il 5%, e ogni gene di una 
certa categoria di Gene Ontology (GO) è etichettato come “affidabile” se il suo p-value 
è maggiore della soglia (>0.05) o “non significativo” se è minore della soglia (>0.05). 
La proporzione di geni significativi, poi, è confrontata mediante test esatto di Fisher con 
la corrispondente proporzione della popolazione di geni in esame per verificare se c’è 
una sovrarappresentazione dei geni significativi nella intera categoria di geni [Hosack, 
D. A. et al., 2003, Doniger S. W. Et al.,2003, Zeeberg B. W et al, 2003]. 
Punteggio di classe funzionale (Functional class scoring, FCS): questo approccio 
calcola una statistica che riassume i p-value per tutti i geni appartenenti a una data 






Punteggi di distribuzione: questi test confrontano la distribuzione di p-value 
appartenenti a una categoria di GO con la distribuzione di tutti i p-value della lista 
iniziale [Mootha V. K. et al., 2003].  
Nel 2002 Draghici e Khatri [Khatri P. et al., 2002, Draghici S. et al., 2003] hanno 
proposto un approccio automatico di analisi fondato sulla GO. Tale metodologia 
prevede l’applicazione di un’analisi statistica alle liste di geni differenzialmente espressi 
per individuare le categorie di GO, ad esempio la categoria “componente cellulare”, 
“processo biologico” e così via, che sono sovrarappresentate o sottorappresentate.  Dato 
un insieme di geni differenzialmente espressi, questo approccio confronta il numero di 
geni differenzialmente espressi trovati in ciascuna categoria d’interesse con il numero di 
geni che dovrebbero essere differenzialmente espressi per puro caso. Nella circostanza 
in cui le quantità di geni differenzialmente espressi risultino molto diverse tra loro, la 
corrispondente categoria di GO è indicata come significativa. Per calcolare la 
probabilità di osservare il vero numero di geni differenzialmente espressi per puro caso, 
ovvero il p-value, si può utilizzare un modello statistico, come ad esempio quello 
ipergeometrico. 
Nell’articolo [Doniger S. W.  et al., 2003] sono individuati insiemi di geni associati alla 




Figura 17 –Pathway del fattore di crescita nervoso (da Biocarta) 
Attualmente esistono più di 50 tool tra quelli che adottano in vari modi un criterio 
di sovrarappresentazione (Over Representation Approach, ORA) [Khatri P. et al., 2005 
e 2010), come è possibile rilevare su [SIT22]. Generalmente per ogni gene della lista in 
input sono recuperate le annotazioni del pathway corrispondente. Dopo vengono 
conteggiati tutti i geni della lista di input che si trovano in ciascun pathway e si ripete il 
processo per tutti i geni oggetto di studio. Infine sono individuati i pathway che sono 
sovra o sottorappresentati nella lista dei geni differenzialmente espressi, in relazione 






ad esempio mediante test esatto di Fischer, distribuzione ipergeometrica, distribuzione 
binomiale o distribuzione chi-quadro. Nonostante la discreta diffusione, questo 
approccio è molto limitato da tipo, qualità e struttura delle annotazioni disponibili: i 
diversi strumenti statistici utilizzati in ORA sono indifferenti ai cambiamenti nelle 
espressioni geniche misurate. In ogni caso i geni sono espressi con misure diverse in 
ogni data condizione. I dati che forniscono informazioni sulla misura della regolazione 
genica, come i “fold-change” o la significatività di un cambiamento nell’espressione 
genica, possono servire per assegnare un peso diverso ai geni in input e ai pathway cui 
appartengono. In secondo luogo ORA assume che i geni siano tra loro indipendenti, 
mentre la realtà biologica conferma l’esistenza di strette interazioni tra questi e i loro 
prodotti tramite i pathway di segnalazione finalizzate all’espletamento di svariate 
funzioni. Anzi, l’analisi dell’espressione genica è principalmente finalizzata alla 
conquista di più approfondita conoscenza di come le interazioni tra i prodotti dei geni si 
manifestino sotto forma di cambiamenti dell’espressione genica e riescano a spiegare i 
fenomeni biologici sottostanti. 
Un approccio alternativo considera la distribuzione dei geni che compaiono nel 
pathway sull’intera lista di tutti i geni e prevede un esame della distribuzione statistica 
dei punteggi dei singoli geni tra tutti i geni contenuti nella stessa classe di GO e non 
richiede una fase iniziale di selezione di geni. In questo modo è eseguita 
un’elaborazione di un punteggio di classe funzionale (Functional Class Scoring, FCS) 
che permette anche correzioni per le correlazioni tra i geni [Goeman J.I. et al., 2004, 
Pavlidis, P., 2004]. A questo modello è improntata la Gene Set Enrichment Analysis 
(GSEA), che è un metodo computazionale che determina se un set di geni individuato a 
priori mostri differenze significative e concordi  tra due stati biologici. [Mootha V. K. et 
al., 2003, Subramanian A. et al., 2005, Tian L. et al.,2005]. Questo tipo di analisi valuta 
tutti i geni a seconda della loro espressione e dei fenotipi dati  ed attribuisce un 
punteggio che riflette il livello di rappresentazione  di un determinato pathway P. Più 
precisamente la valutazione del punteggio avviene scorrendo la lista dei geni, ordinati 
per cambiamento di espressione decrescente. Il punteggio viene incrementato per 
ciascun gene appartenente al pathway P e viene decrementato per ogni gene che non 
appartiene allo stesso pathway. La significatività statistica è valutata rispetto a una 
distribuzione nulla costruita mediante permutazioni.  
Le tecniche attualmente più utilizzate sia di tipo ORA che di tipo FCS, sono 
limitate dal fatto che ciascuna categoria funzionale è analizzata indipendentemente da 
tutte le altre, senza un’analisi globale a livello di pathway o di sistema. Si comprende 
come questo non possa essere ritenuto un approccio ideale per ottenere una visione di 
insieme delle dipendenze ed interazioni tra entità biologiche oppure per identificare 
perturbazioni e cambiamenti a livello dei pathway o dell’organismo [Stelling, J., 2004]. 
I più importanti database di pathway, come quello contenuto in Kyoto Encyclopedia of 
Genes and Genomes (KEGG) [Ogata, H. S., 1999], in Biocarta e in Reactome, 






segnalazione tra geni, ma questa descrizione è soltanto una base per analisi più 
complesse, dettagliate ed utili.  
La tecnica ScorePage, realizzata da un gruppo di ricercatori del Max Plank Institut 
informatik [Rahnenführer J. et al., 2004], segue un approccio statistico per valutare i 
cambiamenti nell’attività dei pathway metabolici deducibili dai dati di espressione 
genica. Questo metodo identifica i pathway metabolici biologicamente rilevanti e la 
corrispondente significatività statistica e il peso dato alla topologia del pathway nella 
valutazione migliora ulteriormente la sensibilità di questo metodo. Tuttavia  questa 
tecnica o altre affini ad essa non è stata ancora applicata nel campo dell’analisi delle reti 
di segnalazione genica. Tutti i tool di analisi dei pathway attualmente in uso sfruttano 
un approccio di tipo ORA e non traggono alcun vantaggio dall’abbondanza di 
informazione insita in questo tipo di dati.  Ne diamo qui sotto un elenco dei più 
rappresentativi: 
 GenMAPP/MAPPFinder e GeneSifter utilizzano un generico Z-score [Doniger 
S. W.  et al., 2003, Dahlquist, K. Et al., 2002].  
 Pathway processor [Grosu, P. et al., 2002]   
 PathMAPA [Pan D. et al., 2003] 
 Cytoscape [Shannon P. et al., 2003] and PathwayMiner [Pandey R. et al., 2004] 
eseguono un test esatto di Fisher, MetaCore sfrutta un modello ipergeometrico  
 ArrayXPath [Chung H.-J. Et al. 2004] mette a disposizione sia un test esatto di 
Fisher che il False Discovery Rate (FDR), metodo statistico per le correzioni su 
confronto multiplo nel multiple hypothesis testing, che controlla la proporzione di 
errori di tipo I  in una lista di ipotesi respinte.  
 VitaPad [Holford M. et al., 2004] and Pathway Studio [Nikitin A. et al., 2003] 
sono strumenti di visualizzazione e non di analisi di pathway. 
La totalità degli strumenti attualmente disponibili e in uso per l’analisi delle reti di 
segnalazione genica presentano carenze rimarchevoli. Come primo punto della lista si 
deve evidenziare l’assoluta mancanza di qualsiasi riferimento alla topologia delle reti in 
cui sono inseriti i geni: questi strumenti, infatti, si limitano a considerare un insieme di 
geni del pathway, ma ne trascurano la posizione nella rete costituente il pathway stesso.  
Questa semplificazione non trova riscontro nella realtà biologica dei geni, che 
sono strettamente interattivi tra loro. La sfida della ricerca nell’ambito genetico, 
attualmente, è proprio quella di ricavare una conoscenza approfondita del 
funzionamento dei pathway di segnalazione e dell’interazione tra i geni, che 
costituiscono i nodi di queste reti di comunicazione. Inoltre, se anche si verificasse che 
un pathway sia innescato da un singolo prodotto genico o attivato attraverso un singolo 
recettore, ma una certa particolare proteina non è prodotta, allora il pathway ne 
riceverebbe un grosso impatto, e nonostante l’attivazione dei recettori forse sarebbe 
completamente spento, come avviene nel pathway dell’insulina qualora manchi il 






manifesti un cambiamento del livello di espressione, ma questi geni sono in una parte 
recondita della rete di collegamento e non in punti cruciali, allora il pathway è solo 
scarsamente coinvolto nella manifestazione di cambiamento.  
In secondo luogo, alcuni geni rivestono ruoli diversi in vari pathway distinti. Un 
esempio di questo caso è il recettore INSR. Questo recettore è presente nel diagramma 
che rappresenta il pathway dell’insulina e si trova contemporaneamente anche in altri 
pathway, tra cui quello delle proteine di giunzione cellulare, ma il suo ruolo in 
quest’ultimo pathway è meno importante che nel primo. Come mostrato nella figura 18, 
nel pathway dell’insulina il posto occupato da INSR è centrale, mentre nell’altro 
pathway (Adherens junction) è decisamente più periferico.  
    
 
Figura 18: Pathway  diversi in cui ISNR ricopre ruoli più o meno rilevanti. a) pathway 
dell’insulina in cui occupa un nodo centrale in ingresso e b) pathway delle proteine di giunzione 






Il vantaggio davvero considerevole della rappresentazione grafica offerta dai diagrammi 
dei pathway è proprio quello di visualizzare distintamente le interazioni tra i geni 
coinvolti nel pathway e anche il modo in cui avvengono le reciproche regolazioni tra i 
geni. Risulta ora chiaro il motivo per il quale, al fine di ottenere una osservazione fattiva 
dei fenomeni che si manifestano tra i geni, è quindi essenziale abbandonare gli approcci 
che prescindono dalla topologia dei pathway e dalla posizione che i geni occupano negli 
stessi. La prospettiva futura, alla luce dell’attuale proliferare di sperimentazioni sul 
tema, è sicuramente quella di ottenere un progressivo approfondimento delle 
conoscenze dei vari pathway con l’aumentare dei dati sperimentali raccolti: i pathway 
saranno di certo soggetti a numerose modifiche dei nodi, che potranno essere aggiunti o 
eliminati, e degli archi orientati del diagramma che potranno essere creati, soppressi 
oppure subire cambiamenti di verso. Nonostante queste trasformazioni, però, la maggior 
parte delle tecniche esistenti sarebbe incapace di cogliere mutamenti, non si 
accorgerebbe di nulla e produrrebbe esattamente gli stessi risultati, a patto che si 
ottemperi all’unica condizione che i geni del diagramma rappresentativo del pathway 
rimangano gli stessi, anche se le interazioni tra di essi siano state completamente 
stravolte.  
3.3  Analisi d’impatto 
Allo stato attuale delle metodologie di analisi dei pathway, i cambiamenti di 
espressione genica, deducibili dai dati che possono essere raccolti in esperimenti ad 
elevato throughput come i microarray, sono stati considerati al semplice scopo di 
individuare ognuno dei geni differenzialmente espressi, limitatamente agli approcci di 
tipo ORA, oppure per attribuire un punteggio e classificare i geni nei metodi FCS. Non 
è invece presa in nessuna considerazione la relazione di tali cambiamenti di espressione 
genica su pathway specifici: in particolare, le tecniche di sovrarappresentazione non 
discriminano tra la situazione in cui un sottoinsieme di geni presenta un’espressione che 
supera di poco la soglia prefissata come limite minimo per poterlo considerare di 
“differenzialmente espresso”, ad esempio se l’espressione ha un valore doppio rispetto 
alla soglia, e la situazione in cui lo stesso sottoinsieme di geni è differenzialmente 
espresso e la differenza rispetto alla soglia prefissata è di alcuni ordini di grandezza, ad 
esempio se l’espressione ha un valore pari a cento volte la suddetta soglia. Le tecniche 
di attribuzione di un punteggio, allo stesso modo, nel caso in cui le correlazioni tra geni 
e fenotipi rimangano simili, producono una stessa classifica dei geni nonostante i valori 
dell’espressione genica varino in un intervallo anche piuttosto esteso. In definitiva 
quindi, per i metodi che seguono un criterio di tipo “enrichment analysis”, come ORA, e 
per quelli di tipo FCS i pathway sono semplicemente degli insiemi non strutturati di 
geni e non delle reti di interazione in cui si manifesti una intensa e complessa attività di 
segnalazione tra le varie entità biologiche. 
Per riuscire a dare il giusto risalto agli aspetti topologici di cui a questo punto si è 






approccio completamente diverso dai precedenti per effettuare l’analisi dei pathway, 
chiamato Signaling Pathway Impact Analysis (SPIA).  
La principale novità di questo metodo è la definizione di un impact factor (IF), 
calcolato per ciascun pathway, che ingloba parametri come il fold change (rapporto di 
cambiamento) dei geni differenzialmente espressi, la significatività statistica 
dell’insieme dei geni appartenenti al pathway e la topologia del signaling pathway 
stesso. Lo scopo è quello di sviluppare un modello di analisi che tenga in conto sia di un 
numero statisticamente significativo di geni differenzialmente espressi sia dei 
cambiamenti significativi nell’espressione genica su un dato pathway. 
Relativamente a questo modello, definiamo preliminarmente un fattore di 








)()()(   (3.1) 
In questa equazione il primo termine compendia l’informazione quantitativa 
misurata in un esperimento di espressione genica: il fattore E(g) è rappresentativo 
della misura, espressa come numero relativo normalizzato, del cambiamento di 
espressione genica di g, determinata mediante uno dei metodi noti [Churchill, G. A. et 
al., 2002, Draghici S., 2002, Quackenbush J., 2001].  
Il secondo termine è una somma di tutti i fattori di perturbazione dei geni u, che sono 
collegati direttamente a monte del gene g, normalizzati per il numero, Nds(u), di geni 
che si trovano a valle (downstream) di u e pesato per un fattoreug, detto di  efficienza 
regolatoria, che dipende dal tipo di interazione tra u e g.  
Ad esempio ug = 1 per una attivazione eug= 1 per una repressione. In KEGG 
l’informazione sul tipo di interazione è disponibile nella descrizione topologica del 
pathway per tutti i link tra coppie di geni, come illustrato sotto in figura 19.  
USg è l’insieme di tutti i geni che si trovano a monte (upstream) del gene g nel 
pathway considerato. In qualche modo questo secondo termine è simile all’indice 
PageRank utilizzato da Google [Page, L. et al., 1998], con la differenza che in questo 
caso hanno importanza le connessioni a valle invece che a monte di un gene: un gene è 
tanto più importante quando più riesce a far sentire la sua regolazione al più elevato 
numero possibile di altri geni cui invia i suoi messaggi biologici, mentre una pagina 
web è tanto più rilevante quante più pagine puntano ad essa. 
A questo punto è possibile definire l’impact factor IF dell’i-esimo pathway tra 
quelli presi in considerazione in un determinato contesto, chiamiamolo P. In breve, 
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che è la somma di due termini: 
il primo termine è una funzione probabilistica logaritmica in cui la variabile 
indipendente è la significatività dell’i-esimo pathway Pi dal punto di vista dell’insieme 
dei geni in esso contenuti. Questo termine contiene l’informazione fornita dagli 






di tipo ORA (come z-test [Doniger S. W.  et al., 2003], tabelle di contingenza [Pan D. et 
al., 2003],  FCS come GSEA [Shi J. et al., 2007] o tanti altri. Specificamente, il valore 
pi rappresenta la probabilità di ottenere con la statistica adottata un valore almeno tanto 
estremo quanto quello osservato quando è vera l’ipotesi nulla. Utilizzando il modello 
ipergeometrico, pi è la probabilità di ottenere almeno il numero osservato di geni 
differenzialmente espressi, Nde, solo per caso. 
 
Figura 19: Legenda della rappresentazione dei diversi tipi di interazione tra entità geniche 
nei pathway (da KEGG) 
Il secondo termine della formula (3.2) è una funzione  sia delle caratteristiche 
specifiche dei particolari geni che si evidenziano come differenzialmente espressi che 
delle interazioni rappresentate nel pathway, vale a dire della topologia del pathway 
stesso. Al numeratore di questo termine compare la somma dei valori assoluti dei fattori 
di perturbazione (PF) per tutti i geni appartenenti a un dato pathway Pi. Accettando 
l’ipotesi nulla, consistente nel fatto che la lista di geni differenzialmente espressi 
contiene soltanto geni casuali, la probabilità che un pathway abbia un valore elevato 
dell’impact factor è proporzionale al numero dei geni differenzialmente espressi che 
appartengono al pathway, che a sua volta è proporzionale alla grandezza del pathway. 
Quindi è necessario che in questo secondo termine il fattore di perturbazione sia 
normalizzato rispetto alla grandezza del pathway, dividendo il fattore di perturbazione 
per il numero totale di geni differenzialmente espressi, Nde(Pi),  appartenenti al pathway 
in esame.  
Le varie tecnologie impiegate possono inoltre produrre risultati diversi della stima 
dei fold change: i fold change riportati dai microarray tendono ad essere più bassi 
rispetto a quelli riportati dalla RT-PCR, altra tecnologia utilizzata in laboratorio per 
amplificare e quantificare un DNA oggetto di studio [Draghici S. et al, 2006]. Per 
rendere l’impact factor quanto più indipendente possibile dalla tecnologia e anche 
confrontabile tra le diverse applicazioni, il secondo termine dell’equazione 3.2 viene 






differenzialmente espresso. Assumendo che esistano alcuni geni differenzialmente 
espressi da qualche parte nel dataset, sia  Nde(Pi)  che |E|  sono diversi da zero e quindi 
il secondo termine assume un valore convenientemente definito. Con un semplice 
passaggio matematico, basato sulle proprietà della funzione logaritmo, si potrebbe 
mostrare che gli impact factor corrispondono all’opposto del logaritmo della probabilità 
totale di avere un numero statisticamente significativo di geni differenzialmente espressi 
e una elevata perturbazione nel pathway in oggetto. È stato dimostrato che i valori di 
impact factor, IF,  seguono una distribuzione (2, 1) da cui possono essere calcolati i p-
value come  
 p = (IF + 1) . e-if  (3.3) 
Di conseguenza l’accumulo di perturbazione nella rete è calcolato come risultante 
del contributo dei singoli geni. 
Si definisce dunque l’accumulo del gene gi come la differenza tra il fattore di 
perturbazione di un gene ed il corrispondente log fold-change: 
   Acc(gi) = PF(gi) – E(gi)               (3.4) 
Questa sottrazione è necessaria per assicurare che i geni differenzialmente espressi 
non connessi con nessun altro gene non forniscano alcun contributo all’accumulazione, 
perché questi geni sono già portati in conto nella sovrarappresentazione.  
Si può dimostrare che il vettore delle accumulazioni di perturbazioni può essere 
ottenuto dalla relazione: 
Acc = B·(I-B)-1·E   (3.5) 
dove B rappresenta la matrice delle adiacenze normalizzate e pesate del grafo che 
descrive la rete di segnalazione genica, tenendo anche in conto i versi degli archi 
orientati: 
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I è la matrice identità e: 





























Per l’analisi sono utili solo i pathway che presentano il determinante della matrice 
I−B diverso da zero e questa condizione di non singolarità è ottenibile abbastanza 
semplicemente operando delle opportune trasformazioni sulla matrice B.  
Dei 246 pathway di homo sapiens attualmente disponibili in KEGG, una grande 
maggioranza possiede questo requisito senza alcuna altra trasformazione. Le situazioni 
in cui i pathway hanno matrici simgolari non sono oggetto d’interesse per questa 
trattazione. 
La perturbazione totale netta accumulata nel pathway è calcolata come: 
  i iA gAcct    (3.8) 
L’analisi di impatto estende ed arricchisce gli altri approcci statistici preesistenti, 
introducendo gli aspetti innovativi che sono stati sopra descritti. Ad esempio, il secondo 
termine del fattore di perturbazione di un gene, nell’equazione 3.1, fa aumentare il 
valore di PF dei geni che sono connessi da link diretti ad altri geni differenzialmente 
espressi. Come conseguenza aumentano i valori del fattore di perturbazione totale dei 
pathway nei quali i geni differenzialmente espressi sono localizzabili in un sottografo 
completamente connesso. È interessante notare che, se fossero imposte le limitazioni 
degli approcci preesistenti, come ad esempio quella di trascurare l’entità dei 
cambiamenti nelle espressioni geniche rilevate o di non tener conto delle interazioni 
regolative tra geni, allora l’analisi d’impatto si ridurrebbe ai metodi analitici classici e 
produrrebbe risultati identici.  Ad esempio, se non ci fossero perturbazioni direttamente 
a monte di un dato gene, allora il secondo termine dell’equazione 3.1 sarebbe nullo e il 
fattore di perturbazione PF si ridurrebbe al valore del cambiamento rilevato 
nell’espressione genica.  
L’accertamento della validità di qualsiasi metodo di analisi di pathway non è 
semplice, giacché non esiste un benchmark unico ed universalmente accettato per 
questo tipo di valutazioni. In mancanza di uno standard perfetto, le possibilità sono due: 
la valutazione dei risultati del metodo di analisi d’impatto alla luce delle conoscenze 
biologiche, ottenute per altre vie oppure il confronto dell’analisi d’impatto con gli altri 
metodi preesistenti sempre nell’ambito della conoscenza biologica. Ovviamente in 
queste condizioni risulterà impossibile calcolare dei valori esatti per la sensibilità, la 
specificità, oppure poter tracciare curve ROC. Tuttavia i metodi possono essere valutati 
e confrontati sulla base dei pathway che si rivelano significativi in una data condizione 
e considerando l’adattamento dei pathway significativi coinvolti in una data condizione 
a quanto previsto dalle conoscenze biologiche. Questo tipo di valutazione è ritenuta 
attualmente la migliore prassi in questo settore [Subramanian et al., 2005]. 
Sulle basi di un’ampia sperimentazione su molti dataset indipendenti ampiamente 
documentata in letteratura [Draghici S., 2011], è possibile affermare che l’analisi 
d’impatto è un metodo che riesce a fornire risultati più completi e utili sia dell’Over 
Representation Approach sia del metodo FCS per evidenziare i signaling pathway 
coinvolti in determinati fenomeni biologici e quindi per dedurre una conoscenza più 
approfondita dei fenomeni legati al metabolismo, alla farmacocinetica e all’innesco di 






ed è una libreria di Onto-Tools [SIT22]. La fonte dei dati utilizzati in Pathway Express 
è da ricercarsi in KEGG. Pathway Express implementa anche un metodo di tipo ORA e 
permette così un confronto tra i risultati ricavati con i due metodi diversi. Questo 
strumento consente anche di eseguire delle query rapide di geni e pathway e la 
visualizzazione di pathway interi. 
3.4 Caratteristiche delle serie temporali da microarray 
Scopo principale di questo studio è l’analisi di uno specifico tipo di esperimenti 
microarray, in cui l’espressione genica sia misurata ripetutamente in istanti successivi di 
tempo in diverse condizioni biologiche. Le motivazioni allo studio dinamico 
dell’espressione genica possono essere fondamentalmente di tre tipi: 
 comprendere i fondamenti dei fenomeni fisiologici e dei processi di sviluppo, come 
avviene ad esempio nello studio del ciclo cellulare. 
 studiare la risposta degli organismi viventi a determinati stimoli o trattamenti. 
 analizzare le reti di interazione tra geni, come i signaling pathways, per 
approfondire la conoscenza di molti aspetti della complessa interdipendenza tra le 
singole entità biologiche. 
Dal punto di vista della progettazione sperimentale, e serie temporali possono essere 
classificate in base a: 
 numero di rilievi, pari al numero di punti da cui la serie è formata. Si parla di serie 
temporale molto breve quando i punti della serie sono in numero compreso tra 3 e 6. 
Per un numero di punti compreso tra 6 e 12 la serie è considerata breve. Se i punti 
sono da 10 a 20 la serie è considerata media. Per valori maggiori la serie è 
considerata lunga: le serie temporali da microarray di questo tipo sono molto rare. 
Naturalmente questa distinzione vale nell’ambito dell’insieme delle serie temporali 
da microarray, in quanto tutte le serie appartenenti a questo insieme sono da 
ritenersi brevi se confrontate alle serie temporali comunemente studiate negli altri 
ambiti d’interesse scientifico. 
 numero di condizioni biologiche diverse in cui avvengono i rilievi. Le serie 
temporali possono essere singole, se è studiato un solo gruppo sperimentale o 
multiple, se i gruppi oggetto di studio sono in numero maggiore di 1. 
 dipendenza o indipendenza dei punti della serie. Nel primo caso si parla di serie 
longitudinale, che si rileva quando i rilievi sono fatti sullo stesso individuo ma in 
istanti di tempo successivi; nel secondo caso si dice che i dati sono rilevati 
trasversalmente, poiché si riferiscono ad istanti di tempo diversi e a individui diversi 
ed indipendenti tra loro. 
Gli esperimenti che hanno per oggetto lo studio di processi biologici periodici, come il 
ciclo cellulare e i ritmi circadiani, sono rappresentati da singole serie temporali, lunghe 
e longitudinali.  
Al contrario, gli esperimenti rivolti ad individuare le risposte a determinate 






esperimenti che fanno ricorso a serie temporali multiple è quello di analizzare le 
differenza tra le espressioni geniche di diversi gruppi sperimentali, che possono essere 
stati sottoposti a trattamenti diversi o possono essere stati prelevati da tessuti diversi. Le 
risposte agli stimoli sono tipicamente attese entro intervalli di tempo predefiniti ed è per 
tale motivo che le serie in oggetto possono essere brevi. 
Infine, i dati relativi alle reti geniche sono di solito associati a serie temporali 
brevi o medie al fine di ricavare evidenze di co-espressione e co-regolazione in 
riferimento a un’ampia varietà di condizioni biologiche. 
 
 
Figura 20: Microarray dopo l’ibridazione. Profili di espressione genica per N geni in P microarray.  
 
I punti colorati sono l’immagine di geni diversi che sono stati opportunamente marcati, l’intensità 
luminosa è legata all’espressione genica. In particolare in corrispondenza ad un rapporto di 
espressione genica <1 è visibile un colore verde, mentre se questo rapporto è >1 è visibile un colore 
rosso. Il colore giallo esprime una condizione in cui il rapporto è unitario. I valori di espressione 
genica sono rappresentati dalla matrice X, in cui le righe sono i geni e le colonne rappresentano la 
sequenza di chip microarray. 
 
Un problema particolarmente critico per l’analisi di serie temporali da microarray 
è la selezione dei geni differenzialmente espressi: a causa della variazione nel tempo, 
infatti, non è possibile ritenere valide le considerazioni sulle espressioni differenziali 
relative al caso statico. A tale scopo sono stati proposti alcuni modelli statistici per 
l’individuazione dei geni differenzialmente espressi in serie temporali, la cui 
descrizione e sperimentazione è possibile reperire in [Storey J.D. et al., 2005, Ma P. et 
al., 2009, Kalaitzis A. A. et al. 2011; Gillespie C.S. et al., 2011]. Attualmente nelle 
librerie di Bioconductor [STI33] è possibile trovare due pacchetti in grado di 
evidenziare i geni differenzialmente espressi in serie temporali: timecourse e limma.  
Il pacchetto timecourse fa un accertamento delle differenze di trattamento 
confrontando i profili medi delle serie temporali sia all’interno che tra punti temporali. 
L’algoritmo è basato sul modello di Bayes multivariato empirico proposto da [Tai Y.C 
et al., 2006] e, dopo aver calcolato la statistica di Hotelling, elabora un elenco dei geni 







Il pacchetto limma utilizza un approccio basato su t-test, come descritto in 
[Smyth, G. K., 2005] e su un approssimazione lineare del comportamento dei singoli 
geni, in cui i coefficienti dei modelli adattati descrivono le differenze degli RNA che 
sono rappresentati nel microarray. Ci sono poi molti modi per valutare i geni 
differenzialmente espressi, ad esempio considerando il loro “log-fold change”, 
analogamente a quanto avviene nel caso statico. 
3.5 Similarità ed algoritmi di clustering 
Avendo premesso che la misura del grado di co-espressione dei geni è un passo 
fondamentale per l’analisi dei dati, va aggiunto che oramai da più di un decennio la 
ricerca si è attivata, mediante teorie, tecniche e strumenti diversi, per proporre, 
sperimentare e confrontare con varie misure di similarità i profili di espressione, intesi 
come delle particolari serie temporali [Wit E. el al., 2004]. 
D’altra parte le serie temporali di origine bioinformatica rappresentano 
attualmente intorno al 40% dei dataset di espressione genica disponibili e, a causa 
dell’elevatissimo numero di geni presenti in ogni rilievo sperimentale, si è presentata la 
necessità di sistematizzare i dati raggruppandoli secondo un criterio di clustering. 
Riguardo al particolare metodo di clustering da scegliere affinché dall’analisi possano 
scaturire informazioni quanto più numerose e di buona qualità, sono state avanzate 
proposte molto disparate e sono state sviluppate centinaia di algoritmi, che possono 
essere catalogati in gruppi, a seconda del criterio di similarità su cui sono fondati. Una 
prima grande distinzione è quella tra algoritmi discriminativi e algoritmi generativi. 
Gli algoritmi discriminativi sono basati sulla definizione preliminare di funzioni di 
similarità per coppie di elementi. Applicando al dataset queste funzioni si riescono ad 
individuare dei raggruppamenti di punti. Nel caso specifico delle serie temporali di dati 
di tipo microarray, gli oggetti da inserire nei cluster sono i profili di espressione dei 
singoli geni.  
Gli algoritmi discriminativi basati su similarità puntuale, considerano i profili di 
espressione genica come successioni di n punti temporali visti come dei vettori in uno 
spazio ad n dimensioni e definiscono una metrica, applicando particolari funzioni di 
distanza o di correlazione a questi vettori per quantificare la distanza tra due profili. Tra 
le metriche più comunemente utilizzate sono da menzionare la distanza Euclidea, la 
distanza di Manhattan e i coefficienti di correlazione lineare di Pearson [D’Haeseleer P. 
et al., 2005]. Alcuni algoritmi, come la maggior parte di quelli gerarchici [Eisen,M. B., 
1998] seguono un procedimento aggregativo, poiché costruiscono cluster a partire dai 
singoli punti e poi, via via, da gruppi più piccoli ad agglomerati sempre maggiori; altri 
algoritmi, di cui il k-means e le self-organizing maps sono i più rappresentativi,  al 
contrario, lavorano per divisioni successive, spezzando l’insieme di tutti i data point in 
cluster sempre più ristretti [Bergkvist A., 2010]. Tutti questi algoritmi forniscono buoni 
risultati nell’applicazione a dati di microarray statici [Boutros P., 2005] e sono 
generalmente poco complicati e di semplice implementazione e sono stati i primi ad 






1998]. Tuttavia nonostante queste positive caratteristiche, gli algoritmi discriminativi 
basati sulla similarità punto a punto non si prestano ad un’analisi di dati come le serie 
temporali, in quanto sono stati elaborati nell’ipotesi che le misure di espressione 
eseguite su un determinato gene siano indipendenti ed identicamente distribuite 
[Moller-Levet C. S., 2003]. Come già detto in precedenza, invece, quest’ipotesi non 
sussiste per i dati di serie temporali, in cui i campioni che si susseguono sono 
fortemente correlati tra loro [Bar-Joseph Z., 2004]. Quindi, in altri termini, gli algoritmi 
discriminativi puntuali ignorano il significato dinamico delle serie temporali, giacché 
l’ordine dei dati non è tenuto in nessun conto. 
Gli algoritmi discriminativi basati su similarità delle caratteristiche (feature) non 
processano i raw data dei profili di espressione ma un insieme di feature estratte dai dati 
stessi. Pertanto prima avviene una trasformazione dei vettori di espressione genica in 
vettori di caratteristiche (feature vector) e poi a questi ultimi vettori sono applicate delle 
strategie di clustering simili a quelle discusse per la similarità puntuale. Idealmente il 
feature vector deve inglobare gli aspetti più rilevanti di un profilo di espressione e 
quindi è particolarmente interessante e delicata la scelta delle caratteristiche più 
rappresentative da estrarre. Alcuni hanno proposto semplicemente di indicare con −1, 
+1, or 0 i geni a seconda della loro sottoespressione, sovraespressione o espressione non 
differenziale [Di Camillo et al., 2005]. Altri hanno seguito un approccio molto diverso, 
trasformando ogni vettore di espressione genica in un vettore traiettoria in cui ogni 
termine indichi i tre possibili cambiamenti, crescenza, decrescenza o costanza, tra due 
punti consecutivi dell’espressione: per una serie temporale formata da N punti, ci sono 
N – 1 cambiamenti e 3N-1 possibili traiettorie [Phang et al., 2003]. Altri ancora 
aggiungono a questa sequenza di differenze del primo ordine anche una sequenza di 
differenze del secondo ordine (concavità o convessità o nessuna curvatura) e combinano 
entrambe le seuqenze in un solo vettore di caratteristiche [Kim et al., 2007].  
È stato poi elaborato un metodo che combina gli approcci di Di Camillo e di 
Phang: in questo metodo i feture vector contengono sia i livelli di espressione relativa 
rispetto a un valore di riferimento prefissato (sottoespressione, sovraespressione o 
espressione non differenziale) sia le differenze di coppie di punti successivi (salita 
rapida, salita lenta, nessun cambiamento, discesa lenta, discesa veloce), [Phan S. et al. 
2007].  
Gli algoritmi StepMiner [Sahoo D. et al., 2007] and SlopeMiner [McCormick K. et al., 
2008] sono basati sull’ipotesi che un profilo di espressione è completamente definito 
dalle transizioni dei livelli di espressione. Nel primo algoritmo, ogni vettore di 
espressione è ridotto ad un semplice pattern binario (salita, discesa, salita e discesa, 
discesa e salita o nessun cambiamento) e, secondo il pattern assegnato, a uno o due 
istanti di tempo in cui avvengono le transizioni. Il secondo algoritmo consente anche di 
considerare transizioni progressive e non soltanto di tipo a gradino. Agli algoritmi 
discriminativi basati su similarità delle caratteristiche sono associati molti e attraenti 
vantaggi: sono più veloci di quelli della categoria di clustering basato sui dati raw, 
perché il vero passo di clustering è effettuato su un vettore semplificato in luogo di 
quello originario; il passo di estrazione delle feature  solitamente riduce il rumore 






2008]; ancor più importante, questi metodi sono notevolmente flessibili e quindi 
permettono di ridurre complessi profili di espressione solo alle caratteristiche ritenute 
essenziali. Di conseguenza, i geni sono confrontati sulla sola base degli aspetti davvero 
interessanti dei loro profili e così si riescono a generare dei cluster significativi. 
A fronte di questi notevoli vantaggi, però gli algoritmi basati su estrazione di 
caratteristiche sono sicuramente soggetti a perdite di informazione e anche al pericolo di 
falsare l’analisi. Infatti, nella selezione delle caratteristiche che sintetizzano i vettori si 
prevedono già in qualche modo i pattern cui si vuol giungere e quindi si perde la 
possibilità di osservare similarità e pattern inaspettati. Per evitare questi rischi si 
possono utilizzare diversi set di caratteristiche nello stesso tempo: questa soluzione è 
praticabile in quanto questo tipo di algoritmi è relativamente veloce. La soluzione ideale 
sarebbe quella di sviluppare un algoritmo automatico di feature extraction che selezioni 
le caratteristiche ottimali da un insieme di possibili caratteristiche. Nell’ambito del 
Machine Learning questi algoritmi sono conosciuti come filtri o wrapper e nelle 
applicazioni al clustering di microarray i filtri, più che i wrapper, troppo impegnativi da 
un punto di vista computazionale, potrebbero agire sulle annotazioni provenienti dai 
database di Gene Ontology per scegliere il sottoinsieme di caratteristiche che meglio 
riescano a raggruppare geni conosciuti come co-regolati [Xing, E. P. et al., 2001] . 
Una terza categoria è quella degli algoritmi discriminativi basati su similarità 
delle forme. Si pensi ad esempio ad un algoritmo che identifica ed associa tra loro i 
profili che hanno una data forma, indipendentemente dal fatto che la forma possa essere 
invertita o traslata nel tempo [Quian et al., 2001]. La procedura di questi algoritmi è 
basata sull’algoritmo di Smith-Waterman per l’allineamento locale di sequenze ed 
assegna ad ogni coppia di profili di espressione un punteggio ed una relazione: 
simultanei, ritardati, invertiti o invertiti e ritardati. Il punteggio, eventualmente pesato 
per la relazione, può essere considerato una misura di similarità e può quindi generare i 
cluster di geni. Molte sono state le proposte per migliorare questo algoritmo: ad 
esempio sviluppare un algoritmo simile a BLAST per velocizzare il processo di 
individuazione del massimo allineamento locale delle forme [Balasubramaniyan R., 
2005]; oppure servirsi di feature vector che rappresentano i cambiamenti nei livelli di 
espressione genica e confrontare le forme di questi ultimi vettori [He et al., 2006]. 
Il vantaggio maggiore di questi algoritmi basati sulla similarità delle forme 
consiste nella loro capacità di identificare come affini due profili di espressione anche 
se sono traslati e/o invertiti. Da un punto di vista biologico la relazione di traslazione è 
corrispondente alla regolazione di un gene da parte di un altro gene o a un gene che 
presenta un ritardo nella risposta allo stesso fattore di trascrizione, mentre la relazione 
di inversione è significativa di un meccanismo regolatorio che attiva un gene e ne 
inibisce un altro. Questi algoritmi hanno il vantaggio di rivelare connessioni sconosciute 
tra geni, perché sono in grado di evidenziare similarità che sfuggono ad altri metodi di 
clustering. Tuttavia potrebbero essere migliorati per quanto riguarda la presenza di gap 
nelle serie temporali, causate da campionamento non uniforme e ricorrere al Dinamic 
Time Warping (DTW) per cogliere le similitudini anche nelle situazioni in cui i profili 






del DTW con l’algoritmo sviluppato in questa tesi, questo argomento sarà trattato più 
diffusamente nell’appendice. 
Il maggior inconveniente di questo tipo di algoritmi è la loro complessità 
computazionale e la loro lentezza, giacché il processo per individuare il miglior 
allineamento locale deve essere ripetuto più volte per creare i cluster. Quindi è 
necessario mettere a punto un approccio euristico che renda più veloce la ricerca senza 
troppo compromettere l’accuratezza [Balasubramaniyan R., 2005]. 
Gli algoritmi generativi, invece, partono dal presupposto che i dati sono generati 
da un set finito di modelli. Questo tipo di algoritmi utilizza i dati come training set per 
individuare i parametri che caratterizzano i modelli e in seguito crea raggruppamenti di 
punti generati dallo stesso modello. Essi possono essere suddivisi in due gruppi: basati 
sul template e basati sul modello. 
Negli algoritmi generativi basati sul template  ogni vettore di espressione genica è 
messo nel cluster corrispondente a un particolare template, o profilo candidato, che 
meglio lo descrive. Sebbene questo tipo di algoritmi siano molto simili ai metodi basati 
sulla similarità delle caratteristiche, tuttavia se ne discostano, perché questi non 
lavorano misurando la similarità tra una coppia di espressioni, ma assegnando ad ogni 
espressione al template più adatto.  
Gli algoritmi basati sul template si differenziano tra loro prima di tutto per il pre-
processing e per la metodologia di scelta dei profili candidati. Uno dei primi e più 
comuni algoritmi appartenenti a questa categoria è stato presentato in [Peddada S. D. et 
al. 2003] ed è particolarmente adatto ai casi in cui si presuppone di voler mostrare a 
quale gruppo appartenga un certo profilo. Il primo passo della procedura consiste nella 
definizione dei profili di diseguaglianza candidati come funzioni monotone decrescenti 
o cicliche. Il secondo passo utilizza tecniche statistiche per trovare la somiglianza di 
ogni profilo di espressione con uno dei candidati o con nessuno. Alcune varianti di 
questo algoritmo sono più rapide e prevedono anche una misura della significatività dei 
cluster oppure considerano dei vettori d’informazione più sintetici di quelli originali per 
ottenere un miglioramento delle prestazioni sui dati ad elevata variabilità.  In molti casi, 
però, il compito del clustering e dell’analisi dei dati è quello di individuare nuove 
relazioni tra geni basate su pattern non noti e similarità e non avrebbe senso utilizzare 
profili predefiniti. Per questo sono stati proposti algoritmi basati sul template in cui al 
primo passo ogni vettore di espressione genica è trasformato in un vettore di pattern, 
che ne indica le crescenze e decrescenze.  
La particolarità di questo algoritmo è che considera come profilo di template ogni 
possibile vettore di pattern e ogni gene è assegnato al cluster definito dal proprio 
vettore. Al crescere della lunghezza della serie temporale il numero di profili di 
template e quindi di cluster aumenta rispetto al numero di geni, fino a rendere inutile il 
lavoro di clusterizzazione. Applicando  questo algoritmo a una serie temporale di 12 
punti per 2000 geni risulterebbero  212−1 = 2048 cluster, vale a dire un numero maggiore 
di quello dei geni! Per superare queste incongruenze si potrebbe pensare a un algoritmo 
che selezioni un sottoinsieme rappresentativo ma di cardinalità contenuta dei profili di 
espressione da utilizzare come template. Ciò comporterebbe che per trovare il migliore 






più diversi uno dall’altro, bisogna risolvere un problema NP-hard, che potrebbe essere 
aggirato con un algoritmo greedy finalizzato a trovare un insieme buono ma non 
necessariamente ottimale. Questo algoritmo sarebbe però comunque enormemente 
lento.  
In definitiva anche questo tipo di algoritmi è robusto al rumore e funziona 
particolarmente bene quando applicato alle serie temporali  brevi, che, come visto, per il 
caso dei microarray sono sicuramente la grande maggioranza.  
Gli algoritmi generativi basati sul modello sono i più rappresentativi della 
categoria. I dati in questo caso sono generati da un determinato modello parametrico i 
cui parametri sono stimati con tecniche statistiche, quasi sempre del tipo expectation-
maximization. Ogni modello rappresenta un singolo cluster e un determinato gene è 
associato al cluster corrispondente al modello che genera profili di espressione più 
simili al suo.  
Recentemente è stato proposto un certo numero di algoritmi di clustering progettati 
espressamente  per serie temporali di espressioni geniche. Un esempio ne è l’approccio 
di clustering basato sulle dinamiche dei pattern di espressione [Ramoni et al., 2002], 
quello che utilizza rappresentazioni continue del profilo e [Bar-Joseph et al., 2003] e 
quello che utilizza un hidden Markov model (HMM) [Schliep et al., 2003]. Tali 
algoritmi funzionano bene solo per serie temporali maggiori di 10 punti perché, nel caso 
di serie con un numero di punti più esiguo, opererebbero un overfitting e potrebbero non 











3.6 Ipotesi e finalità della sperimentazione 
3.6.1  Corrispondenza tra sistemi biologici e grafi 
La principale ipotesi su cui si fonda questa ricerca è che esistano meccanismi 
biologici che possono essere rappresentati mediante dei network biologici, nel nostro 
caso si tratterà di signaling pathway cellulari di homo sapiens (hsa), che sono coinvolti 
in un processo di reazione a una sostanza somministrata all’istante di tempo iniziale 
della sperimentazione.  
Grafo sparso 
I network biologici sono tipicamente alquanto sparsi e i link tra nodi sono significativi 
delle relazioni esistenti tra le diverse componenti cellulari e organiche. 
Funzionalità di regolazione cellulare  
La cellula può essere schematizzata come un sistema complesso le cui componenti, 
alcune migliaia di proteine, interagiscono assolvendo ognuna alla sua particolare 
funzione. In questo meccanismo d’interazione giocano un ruolo primario determinate 
proteine, dette trascrittori, che possono regolare, cioè sia attivare che inibire, la 
funzionalità di altre entità analoghe cui sono collegate nei pathway. In caso di funzione 
di attivazione, si parla di fattore di trascrizione promotore, in caso di funzione di 
inibizione, si parla di fattore di trascrizione repressore.  
Fattore di efficienza regolatoria 
Nella rappresentazione dei pathway di segnalazione cellulare ogni nodo rappresenta un 
gene, i segnali contengono l’informazione riguardante lo stato del sistema e gli archi 





Figura 21: Grafo di un collegamento diretto tra due geni con archi pesati 
Questo grafo elementare significa che la produzione del gene X è un fattore di 
trascrizione che influenza positivamente il grado di produzione del gene Y. Il valore 1 o 
– 1, attribuito agli archi, si riferisce alla funzione regolatoria di promotori o repressori. 
Questo valore è esattamente il fattore di efficienza regolatoria, che compare 
nell’espressione dell’Impact Factor descritto nel paragrafo 3.3 e su cui ci apprestiamo 
ad indagare. 
Geni condivisi da più pathway 
Uno stesso gene può essere coinvolto in più funzioni biologiche diverse e quindi lo 
stesso gene può comparire in due o più pathway distinti in cui ricopre un ruolo diverso. 
Nella nostra sperimentazione questa ipotesi è causa di sovrapposizione di segnali che si 












Numerosità degli archi uscenti e interazioni multiple tra geni 
Un’altra particolarità, che emerge dall’analisi consiste nel fatto che i sistemi biologici 
reali spesso contengono nodi con un numero elevato di archi uscenti, individuati con il 
nome di “hub”. Si può dedurre con varie considerazioni che gli archi uscenti da uno 
stesso nodo tendono ad avere lo stesso segno di regolazione. Al contrario un nodo può 
essere correlato contemporaneamente da un fattore di trascrizione positivo e da uno 
negativo.  
3.6.2  Casualità delle serie temporali biologiche 
Una seconda ipotesi va precisata relativamente alla caratteristica delle serie temporali 
rappresentative di profili genetici: esse sono di tipo stocastico e soggette pertanto ad 
errori casuali di due diverse origini:  
a) Errori intrinseci al processo biologico, da cui le proteine sono generate;  
b) Errori causati dal processo di estrazione dei dati con tecniche di qualsiasi tipo e in 
particolare di tipo microarray. 
Gli errori derivanti dal processo biologico si fondano sulla notevole e imprevedibile 
variabilità della concentrazione di una singola proteina all’interno di un gruppo di 
cellule identiche. Conseguentemente il profilo di espressione genica è soggetto a 
variazioni stocastiche. La distribuzione di una proteina in una cellula ha un andamento 
spesso simile alla distribuzione gaussiana, risultante dal prodotto di variabili 
stocastiche. Ciò si verifica anche per la produzione delle proteine, che risulta dal 
prodotto dei processi di trascrizione e traslazione. La tipologia dei collegamenti tra nodi 
concorre ancora di più a questa variabilità. Nel caso di una struttura di geni, costituita da 
un ciclo con feedback negativo, le fluttuazioni vengono diminuite, mentre 
un’autoregolazione positiva fa aumentare queste fluttuazioni.  
3.6.3  Segnali in ingresso ai pathway 
Si ipotizza poi che i segnali d’ingresso siano funzioni a gradino, cioè monotone 
crescenti o decrescenti secondo il segno della regolazione. Nella regolazione 
rappresentata nella figura alla pagina precedente, ad esempio, se non c’è alcun segnale 
in ingresso X è inattivo e Y non è prodotto. In seguito a una sollecitazione, X commuta 
rapidamente nella sua forma attiva, e subito inizia anche la produzione del gene Y in 
rapporto costante con lo stimolo che applicato su X. Interrompendo repentinamente il 
segnale d’ingresso, il processo di produzione del gene Y presenta un decadimento di 
ordine esponenziale dallo stato di equilibrio precedentemente raggiunto. La situazione 
in caso di un repressore si può facilmente ricavare per analogia. 
3.6.4 Costanti di tempo dei sistemi biologici 
Un’altra ipotesi che deriva dall’analisi della dinamica delle regolazioni tra geni riguarda 
il tempo necessario, nei sistemi reali, a raggiungere lo stato d’equilibrio: si nota che si 






3.6.5  Serie temporali brevi 
L’ipotesi che si accetta riguardo alle serie temporali che saranno analizzate è che esse 
siano estremamente brevi, al massimo contenenti poche decine di elementi, che ogni 
loro elemento sia correlato con quelli lo precedono e lo seguono direttamente e infine 
che siano affette come già detto da rumore. 
L’obiettivo principale di questo studio è alquanto più modesto di quello di voler 
ricostruire un’intera rete di relazioni tra geni: ci limiteremo ad andare ad isolare i geni 
che nell’esperimento si siano presentati con un p-value sempre al di sopra di una certa 
soglia per tutti gli elementi della serie temporale, poi a trovare quelli direttamente 
connessi in tutti i pathway che fanno parte della attuale conoscenza biologica su hsa e a 
controllare, con un modello che sarà esposto nel paragrafo 3.9, che il fattore di 
efficienza regolatoria si accordi in maniera accettabile alla similarità tra gli andamenti 
delle serie temporali che sarà valutata opportunamente mediante delle caratteristiche 
collegate sia alla forma che alla eventualità di fenomeni di time warping, naturalmente 
curando che i vincoli di causalità non siano in nessun caso violati. 
Riassumendo in definitiva quanto fin qui detto, sarà eseguita un’analisi di 
similarità dei profili temporali di espressione genica di geni direttamente collegati tra 
loro, ritenendo vero, come affermato in [Farina et al., 2008] che la co-espressione sia un 
valido indicatore per la co-regolazione. In altri termini, quando una pluralità di geni 
mostra un profilo di espressione simile è molto probabile che essi siano bersaglio dello 
stesso tipo di fattore di trascrizione. 
3.7  Dataset biologico e strumenti 
Gli esperimenti di tipo microarray finalizzati alla generazione di serie temporali di 
espressione genica costituiscono da circa un decennio un metodo comunemente adottato 
per lo studio di una ingente quantità di processi biologici. La maggior parte di questi 
esperimenti può essere suddivisa in quattro grandi categorie: 
a. gli esperimenti che si propongono di scoprire le dinamiche che si celano al di sotto 
di alcuni fenomeni biologici, come il ciclo cellulare e il ritmo circadiano 
[Androulakis I. P., 2007; Bar-Joseph  Z., 2004]. 
b.  gli esperimenti che si propongono di scoprire cambiamenti genetici che sottendono 
ai sintomi osservabili [Androulakis I. P., 2007; Bar-Joseph Z., 2004; Arbeitman et 
al., 2002].  
c. la ricerca ha sfruttato i microarray per studiare patologie come l’Alzheimer 
[Ginsberg S. D., et al, 2000], l’HIV [Ross J. M., 2006] e il cancro [Whitfield M. L., 
2002]. 
d. La quarta ed ultima include gli esperimenti di serie temporali microarray finalizzati 
alla determinazione delle risposte dei geni a vari stimoli, come ad esempio i 
“knockouts”, condizioni di stress e somministrazione di farmaci [Stoughton R. B., 







Le serie temporali da microarray hanno la particolarità di essere molto brevi: 
esistono pochissime serie che superino i venti elementi, anche se raramente possono 
arrivare anche fino a qualche centinaio di elementi. La figura sottostante si riferisce al 
caso dello Stanford Microarray Database (SMD) nel 2004. SMD è attualmente la più 
ricca  repository di risultati provenienti da microarray al mondo, con i suoi 82.542 set 
sperimentali di cui 1.461 di tipo serie temporale. 
 
 
Figura 22: Distribuzione delle lunghezze delle serie temporali contenute nella raccolta della 
Stanford Microarray Database 
Questo database contiene soltanto esperimenti eseguiti presso i laboratori di 
Stanford, ma è comunque abbastanza rappresentativo della realtà globale dei microarray 
e la situazione fotografata alcuni anni fa può ancora essere ritenuta un valido 
riferimento, in quanto la stragrande maggioranza dei dati genomici con evoluzione 
temporale è sempre formata da un numero di elementi molto contenuto e minore di 20. 
Come indicato nella figura, più dell’80% delle serie temporali contiene un numero 
di punti minore o uguale di 8 ed esistono numerose ragioni per le quali le serie 
temporali sono formate da così pochi elementi: gli esperimenti che le producono 
richiedono molti microarray e in molti casi ogni punto è ripetuto almeno una volta e 
quindi i costi associati all’esecuzione della procedura sono molto elevati.  
Anche se questi costi stanno diminuendo, la difficoltà di generare serie molto 
lunghe permane, a causa dell’oggettiva impossibilità di avere a disposizione determinati 
materiali biologici da campionare ad intervalli di tempo regolari. Ad esempio, si pensi 
all’eventualità di effettuare prelievi ematici a pazienti, affetti da una patologia, oltre un 
certo numero di volte. 
Il particolare data set sul quale è stata eseguita la ricerca è il risultato di una 
sperimentazione del laboratorio del Cancer Institute, Karmanos Cancer Inst., Wayne 
State University, curato da Aliccia Bollig-Fischer. Attualmente questo dataset è 
reperibile pubblicamente all’URL [sit].  
Si tratta di cellule della linea SUM-225 (Human Breast Cancer) trattate con HER-
2-specific inhibitor CP 724,714 per 45 ore. Questo data set raccoglie i risultati del 
blocco della funzione HER-2 oncogeno chinasi nelle cellule SUM-225mediante 
trattamento con CP724,714 e misurando l’espressione genica in funzione del tempo. In 
questo modo è possibile ottenere informazioni circa i geni regolati da HER-2 in questa 
linea di cellule di cancro al seno. 
L’RNA totale è stato raccolto ad intervalli regolari di tre ore da colture parallele 






espressione dell’intero genoma in ogni rilevo, per un totale di 16 punti temporali, a 
iniziare dall’ora 0 e finendo all’ora 45. 
Protocollo di crescita: le cellule SUM-225 allevamento su mezzo Ham's F-12 con 
aggiunta del 5% di siero bovino fetale, insulina (5 µg/ml)e idrocortisone (1 µg/mL). 
Protocollo di trattamento: le cellule sono state trattate con l’aggiunta di 1uM 
CP724,714 (Pfizer Inc, Groton, CT) alla media di cultura per 45 ore totali. 
Protocollo di estrazione: L’RNA è stato estratto ogni tre ore dalle colture parallele 
mediante QIAGEN Rneasy Plus kit secondo le indicazioni prescritte dal protocollo 
allegato al kit. Il controllo di qualità è stato effettuato con Agilent Bioanylizer e Agilent 
RNA 6000 Nano Kit. 
Protocollo di etichetta: il cRNA biotinilato è stato preparato con il kit TotalPrep-
96 RNA Amplification. 
Protocollo di ibridizzazione: Illumina Standard. 
Protocollo di scansione: Illumina Standard. 
Pre-processing dei dati: i dati sono stati normalizzati mediante la funzione di 
normalizzazione quantile contenuta Bioinformatics Toolbox di Matlab. 
Definizione di valore: quantile normalizzato. 
I dati grezzi sono contenuti in un file in formato tabellare. Essi sono 
essenzialmente dei campioni provenienti da 24.527 probe dei microarray Illumina, 
ricavati ad intervalli costanti di tempo di tre ore per un totale di 45 ore. Ne è risultato un 
set di 24.527 serie temporali formate ognuna da 16 punti, il che qualifica le presenti 
come serie temporali geniche di lunghezza al di sopra della media. A ciascuno dei valori 
campionati è associato il corrispondente p-value, per consentire una valutazione della 
qualità dei dati. In particolare il p-value indica quanto probabile (valori alti) o 
improbabile (valori bassi) è l’eventualità di osservare esattamente un certo valore sn 
della statistica test Sn, sotto l’ipotesi nulla. Nella figura 23 sono rappresentate le colonne 
iniziali della tabella in cui sono memorizzati i dati grezzi di alcune serie. Nella prima 
colonna compare l’identificativo del probe di provenienza, nella seconda colonna il 
simbolo del gene, nella terza, quinta e settima colonna i valori di espressione genica 
rilevati all’istante iniziale, dopo tre e dopo 6 ore; nella quarta, sesta e ottava colonna 
compaiono i p-value delle rispettive espressioni.  
 
Figura 23: Veduta parziale della tabella in cui sono raccolte le serie temporali geniche. Si 






In questa tabella sono riportate le espressioni geniche originarie e non ancora 
sottoposte al processo di normalizzazione. I vettori riga della matrice individuano i 
singoli geni e i valori dei dati sono le serie temporali da analizzare.  
Nei seguenti grafici sono visualizzati andamenti nel tempo tipici delle serie 
temporali corrispondenti ai profili di espressione di geni differenzialmente espressi sia  
nella versione originale che dopo il processo di denoising: 
 
Evoluzione temporale dei valori dei profili di espressione genica 





























Evoluzione temporale dei valori dei profili di espressione genica 

































L’elaborazione dei dati è stata eseguita in linguaggio R, per le specifiche proprietà 
nel calcolo statistico e perché interfacciabile con la libreria SPIA (Signaling Pathways 
Impact Analysis), che implementa l’omonimo algoritmo, descritto in [Tarca et al., 2009, 
Khatri et al., 2007 e Draghici et al., 2007]. Ulteriori dettagli su questo algoritmo sono 
reperibili in Appendice. 
3.8  Calcolo delle relazioni tra coppie di geni 
La motivazione della ricerca, già in parte anticipata nel corso dei paragrafi 
precedenti, è quella di confrontare coppie di geni direttamente collegati nei signaling 
pathway, per verificare che la co-regolazione rilevata corrisponda al coefficiente di 
efficienza regolatoria proposto nel modello di “impact analysis”. Diamo di seguito una 
sintetica descrizione dello schema sperimentale che ha consentito di raggiungere 
l’obiettivo principale di questa ricerca. 
Le successive elaborazioni richiedono che le serie temporali normalizzate  siano 
opportunamente pre-processate secondo lo schema della figura 26. 
Per quanto riguarda il p-value, al fine di rendere affidabile e significativo il 
procedimento di estrazione delle informazioni, è realizzato un primo passo, volto a 
eliminare i probe che presentino in più della metà dei valori della serie temporale un p-
value <0.1. Questo criterio è stato suggerito dalla esigenza di conciliare un rifiuto 
erroneo dell’ipotesi nulla nel 10% dei casi e in non più della metà dei campioni 
registrati per una serie temporale con la circostanza di selezionare un numero di probe 







Figura 26: Schema a blocchi della fase di pre-trattamento dei dati. 
Con M è indicata la tabella o matrice d’ingresso mentre sc(t) è la matrice di serie 
temporali condizionate, dalla quale sono state escluse le serie temporali non 
soddisfacenti i vincoli sulla soglia di significatività e le serie che rappresentano 
geni non differenzialmente espressi. Alla fase di selezione segue anche uno stadio 
di filtraggio in cui è attenuato il rumore. 
Il passo successivo consiste nell’applicazione dell’algoritmo limma, per 
selezionare le serie temporali corrispondenti a geni differenzialmente espressi, come 
descritto alla fine del paragrafo 3.4. Dopo l’esecuzione di questo passo, nel dataset 
saranno contenuti soltanto i geni che abbiano reagito al trattamento farmacologico in 
modo più netto ed evidente. 
Tra la procedura di selezione dei geni differenzialmente espressi e il trattamento di 
denoising è prevista una selezione dei geni che possano essere effettivamente 






subiscono l’influenza di un solo gene a monte oppure sono soggetti a regolazioni che 
abbiano effetti concordi. A tale scopo è eseguita un’ulteriore procedura selettiva il cui 
schema è riportato qui sotto: 
     Dati
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Figura 27: Schema di selezione dei geni interessanti per l’analisi di similarità. 
Il primo controllo è eseguito sull’intero insieme di geni differenzialmente espressi 
che sono stati precedentemente selezionati. Se un gene non risultasse collegato a nessun 
altro gene, allora sarebbe ritenuto non interessante per una ricerca sulle relazioni e 
quindi sarebbe scartato.  
Dei geni rimanenti, si fa una distinzione tra sorgenti e destinazioni della relazione 
di regolazione. Il test seguente viene eseguito sui geni destinazione, ovvero su quelli che 
sono condizionati da altri geni che occupano una posizione immediatamente a monte di 
essi. Questa considerazione è legata alla rilevanza topologica della collocazione dei 
nodi nel grafo rappresentativo dei signaling pathway. Orbene, se un gene risulta 
condizionato da più di un gene a monte, allora si ispezionano i tipi di regolazione che lo 
influenzano, ad esempio “activation”, “expression”, “phosphorylation”, “repression” ed 
altri, rilevabili dai pathway riportati nella raccolta di KEGG [SIT24] e perfettamente 
schematizzati in matrici di adiacenza nella libreria SPIA di R. Se le relazioni sono 
concordi, come ad esempio “activation” e “expression” oppure come “repression” e 
“inhibition” allora il gene è conservato e destinato all’analisi di similitudine. Se invece 
le relazioni con i geni immediatamente a monte sono di segno opposto, come 
“activation” e “inhibition”, allora quel gene è scartato, perché si vuole evitare di dover 
discutere e quantificare l’effetto di due o più meccanismi di regolazione contrastanti.  
Il blocco finale di denoising è inserito per tener conto del fatto che i diversi fattori 
di disturbo, che sono stati descritti nei paragrafi precedenti, si sovrappongono al segnale 
genico in modo da determinarne una contaminazione casuale. La serie temporale vista 
come funzione dinamica è la sovrapposizione di una componente di segnale, quella che 
si vuole effettivamente analizzare, che varia lentamente nel tempo, e una componente 
stocastica che presenta una dinamica molto più rapida.  
Per meglio cogliere la differenza delle velocità di transizione tra segnale e rumore, 
risulta più agevole trasporre il ragionamento nel dominio della frequenza, tramite 
trasformate di Fourier dei segnali. In generale, da quanto si conosce sui processi 
biologici, ci si aspetta che il segnale sia limitato in banda, mentre il rumore ha banda 






con frequenza adeguata a quella del segnale, si può avere la possibilità di tagliare fuori 
tutte le frequenze non contenute nella banda del segnale, isolando quasi completamente 
l’effettiva porzione significativa di segnale. La scelta più adeguata per il denoising di 
serie temporali, basandosi su considerazioni di confronto specifiche annotate in [Zanini, 
2011], è quella di un filtro di Savitzky-Golay. È stato dimostrato che l’errore, nel caso 
di processo della serie temporale con questo filtro, è di un ordine  di grandezza 
inferiore, rispetto a quello raggiunto dai altri tipi di filtri messi a confronto, come quello 
di Butterworth, di Chebyshev, di Cauer, con fitting lineare o quadratico e a media di 5 
valori con finestra scorrevole. I particolari in merito al funzionamento del filtro di 
Savitzky-Golay sono reperibili in appendice. 
Il confronto tra coppie di geni opportunamente selezionate, da cui dovrà risultare 
verificata la relazione di co-regolazione, come attivazione o inibizione, è uno degli 
argomenti di più ampia discussione sulle serie temporali di origine biologica.  
Nel paragrafo 3.5 è stata condotta una breve rassegna degli algoritmi per il 
confronto di serie temporali geniche e il clustering  o la classificazione che ne risultano.  
L’idea più immediata ed elementare per quantificare la relazione tra due 
dinamiche casuali è quella di calcolare il coefficiente di correlazione tra le due serie 
temporali coinvolte nel confronto. Un’analisi di correlazione è stata appunto la prima 
esperienza di questa ricerca.   
Applicando al set di geni opportunamente pre-condizionati un calcolo di 
coefficiente di correlazione lineare si sperava di riuscire ad evidenziare il risultato 
previsto. Per tener conto dei tempi di propagazione dei segnali biologici dal gene a 
monte al gene direttamente collegato a valle, è stata contemplata anche la correlazione 
della serie temporale relativa al primo gene con versioni traslate fino a 9 ore della serie 
temporale relativa al secondo gene. Le prove eseguite, però, hanno rivelato 
l’inadeguatezza dello strumento scelto. Con questo metodo non si riescono in nessun 
caso a distinguere apprezzabilmente le azioni di attivazione da quelle di inibizione, 
come deducibile dai grafici presentati di seguito. 
 
       
Figura 28: Boxplot e istogramma della distribuzione delle correlazioni tra geni direttamente 











Figura 29: Boxplot della distribuzione delle correlazioni tra geni direttamente collegati 
da cui ci si aspetta una relazione di inibizione, non si osservano significative 
variazioni rispetto al caso precedente. 
La spiegazione di questo risultato risiede nella natura stessa dell’indice di 
correlazione. Per la precisione, indicatori di correlazione lineare tra serie, come l'indice 
di correlazione di Pearson e simili, non garantiscono buone prestazioni nella valutazione 
della co-regolazione genica in quanto sono adatti a rivelare una dipendenza lineare e 
monotonica, ma non riescono a cogliere legami di dipendenza non lineare, come quelli 
esistenti tra le serie temporali in oggetto. 
Notevole è la quantità di letteratura dedicata nell’ultimo decennio al confronto tra 
serie temporali prodotte da esperimenti di tipo microarray, come sinteticamente riferito 
nel paragrafo 3.5. Tuttora nuovi modelli sull’argomento continuano ad essere 
frequentemente messi a punto e pubblicati, sebbene stia diffondendosi rapidamente 
l’idea che non è più necessario elaborare ulteriori modelli per riscontrare similarità nei 
geni, ma basta cercare di sfruttare al meglio quelli già esistenti. L’obiettivo diventa 
quello di adattare ad ogni diverso tipo di analisi il modello di confronto più adeguato. 
Nel caso della verifica del fattore di efficienza regolatoria l’analisi è riducibile al 
confronto diretto di due sole serie temporali (pairwise comparison) e alla ricerca della 
similarità tra le due serie.  
Sono stati vagliati in particolare tre approcci distinti, al fine di valutare quale sia il 
più efficace nello studio di similarità in questione. Poi, sulla considerazione dei 
particolari risultati ottenuti con le tre metodologie, sono stati proposti e testati alcuni 
schemi di combinazione dei risultati stessi, volti a cogliere le possibili sinergie e a 
conseguire delle più ampie ed approfondite valutazioni di similarità. 
3.8.1  Metodo differenziale 
Data la natura dei fenomeni biologici, una serie potrà essere una versione traslata, 
attenuata e deformata dell’altra, ma ne potrebbe ricordare l’andamento, ben sintetizzato 






riferire anche a versioni traslate di due o tre intervalli temporali, lunghi 3 ore, delle 
forme d’onda che rappresentano la serie temporale. 
Per questi motivi è parsa naturale l’idea di privilegiare il confronto dell’andamento 
qualitativo della serie temporale inserendo nei suoi parametri rappresentativi un’ 
informazione differenziale, che consenta di portare in conto crescenze, decrescenze, 
concavità e convessità. Per la precisione, per ogni tratto che unisce due punti temporali 
è memorizzata una coppia di bit, che è 00 se la differenza tra i valori estremi di quel 
tratto è positiva, 11, se è negativa e 01 se è nulla. Lo stesso ragionamento si ripete sulle 
differenze delle differenze, o differenze del secondo ordine. In tal modo è possibile 
sintetizzare un’informazione sulla concavità o convessità della forma d’onda. 
Il risultato di questa sintesi è una stringa di 58 bit, 30 per le differenze del primo e 
28 per quelle del secondo ordine. Il confronto delle serie temporali della coppia di geni 
direttamente connessi si riduce quindi a un confronto tra due stringhe di bit, con al più 
uno shift per tenere conto dell’eventuale ritardo di regolazione dovuto alle costanti di 
tempo delle reti biologiche. Il risultato di questo confronto e quindi la bontà della 
divisione operata sulla base dei differenziali della funzione che rappresenta la serie 
temporale può essere valutata con criteri propri dell’Information Retrieval. Il confronto 
tra due geni, infatti può dar luogo a quattro esiti diversi: 
1. correlazione positiva in corrispondenza di una effettiva regolazione positiva 
(Vero positivo VP); 
2. correlazione positiva in corrispondenza di una effettiva correlazione negativa 
(Falso Positivo FP); 
3. correlazione negativa in corrispondenza di una effettiva  regolazione negativa 
(Vero Negativo VN);  
4. correlazione negativa in corrispondenza di una effettiva regolazione positiva 
(Falso Negativo FN). 
Sono ritenute rilevanti tutte le coppie di geni individuate dal dataset dopo il pre-
processing.  
Nel nostro caso la classe delle relazioni positive è molto più vasta di quella delle 
relazioni negative, quindi, invece di ricorrere a indici come Precison e Recall e 
Accuratezza si preferisce calcolare il coefficiente di correlazione di Mattew (Matthew 
Correlation Coefficient, MCC), particolarmente indicato nel caso di classificazione 
binaria asimmetrica, con notevole differenza di grandezza delle classi. Il coefficiente di 
correlazione di Matthews indica essenzialmente il rapporto tra la classificazione 
predetta e quella osservata e può assumere valori compresi nell’intervallo [1;1]. 
Assume valore 1 in corrispondenza di una predizione opposta al valore osservato, +1 
in corrispondenza di una predizione corretta e 0 nel caso in cui il classificatore si 
comporti come se fosse avvenuta una scelta casuale della classe di appartenenza. Questo 
coefficiente può essere calcolato direttamente dalla matrice di confusione mediante la 
formula: 








Se qualche fattore al denominatore è nullo, la frazione perderebbe di significato. In tal 
caso il denominatore è posto arbitrariamente uguale a uno. 
A conferma di quanto fin qui detto, si presentano in forma di istogramma i valori della 
Accuratezza, Precisone, Recall e coefficiente di correlazione di Matthews nel caso del 
dataset in esame e dell’utilizzo della procedura di selezione  con approccio qualitativo 
appena descritta. 
 
Figura 30: Rappresentazione della qualità del classificatore con approccio 
qualitativo relativa agli indici Accuratezza, Precision,  Recall e 
indice di Matthews. 
3.8.2  Metodo Dinamic Time Warping 
Dinamic Time Warping, uno degli algoritmi discriminativi basati su similarità delle 
forme o di pattern matching, menzionato nella disamina del paragrafo 3.5 e 
diffusamente trattato in appendice. Mutuato dalle pratiche di riconoscimento vocale e 
motorio, questo algoritmo permette l’allineamento tra due sequenze e fornisce una 
misura di distanza tra le due sequenze una volta allineate. E’ adatto specificamente per 
trattare confronti di forme d’onda con caratteristiche tempovarianti e per le quali la 
semplice espansione o compressione lineare non porterebbe conclusioni accettabili.  
In generale, DTW è un metodo che riesce a scoprire una corrispondenza ottima tra 
due serie temporali, attraverso una distorsione non lineare rispetto alla variabile 
indipendente (tipicamente il tempo). Devono però essere soddisfatti alcuni vincoli per il 
calcolo della corrispondenza tra serie temporali: deve essere garantita la monotonicità 
nelle corrispondenze, ed il limite massimo di possibili corrispondenze tra elementi 
contigui della sequenza. 
In particolare, l’idea di sfruttare questo tipo di algoritmo per le serie temporali di 
espressione genica è presentata in [Aach et al., 2001], con risultati che pongono in 
risalto i miglioramenti apportati da esso nel trovare comportamenti similari delle serie 
temporali rispetto ad altri tipi di clustering. 
Ulteriori dettagli sull’algoritmo e un frammento di macrocodice relativo 
all’implementazione di questo algoritmo sono reperibili nell’appendice. Qui di seguito 








Figura 31: Rappresentazione della qualità del classificatore con approccio Dinamic Time 
Warping relativa agli indici Accuratezza, Precision,  Recall e indice di Matthews 
3.8.3  Metodo della Componente Spettrale Dominante 
Il terzo metodo di studio della similarità si discosta alquanto dai due precedenti. Si 
tratta di un’analisi basata sulla Componente Spettrale Dominante (CSD). Come 
deducibile dal modello presentato in [Yeung et al., 2004], dalla decomposizione 
spettrale dei profili di espressione può scaturire un confronto di correlazione tra 
componenti in frequenza, capace di cogliere legami che sfuggono completamente alla 
correlazione lineare tradizionale. Inoltre, nel caso di geni che subiscono influenze 
contemporanee da diversi geni a monte, è possibile anche distinguere l’influenza dovuta 
a geni diversi. L’idea di base di questa tecnica è quella di decomporre la serie temporale 
x(n), nN, in un insieme di sinusoidi ad ampiezza variabile e aventi varie frequenze: 









cosexp   (3.9) 
I parametri αi, σi, ωi, and φi (i = 1, 2, …, M), sono l’ampiezza, il fattore di 
smorzamento, la pulsazione e lo sfasamento della i-esima componente; essi possono 
essere calcolati con il metodo di autoregressione [Yan, 2005] e definiscono 
completamente  lo spettro dell’espressione genica. La correlazione di x[n] con un’altra 
sequenza y[n] può essere riformulata come somma di componenti di correlazione 
parziali pesate:  







yx ii       (3.10) 
il simbolo “  ” rappresenta l’operazione di correlazione e i termini Exi, Eyi, Ex e  Ey 
rappresentano l’energia totale di una sequenza o l’energia di una sua particolare 
componente. Questa equazione spiega il modo in cui una correlazione tra due sequenze 






può fornire dettagli più approfonditi circa la relazione che intercorre tra una coppia di 
geni, in quanto si suppone che le componenti spettrali di ampiezza di un gene generate 
dall’azione di un altro gene abbiano con questo una maggiore correlazione.  
 
Figura 32: Rappresentazione delle serie temporali, degli spettri di ampiezza e di fase e delle 
sinusoidi ad ampiezza variabile corrispondenti alla componente spettrale dominante di due 
espressioni geniche legate da regolazione di tipo “attivazione”. 
In questa valutazione di correlazione possono essere trascurate le informazioni 
relative allo spettro di fase e in questo modo è possibile cogliere le similarità tra segnali 
traslati nel tempo senza ulteriori complicazioni. 
Spesso si rivela utile trascurare componenti irrilevanti e azioni di disturbo, come il 
rumore, che potenzialmente costituiscono un ostacolo alla rivelazione di similarità ed è 
anche piuttosto frequente riportare bassi valori di correlazione in serie temporali a causa 
di componenti rumorose. 
Proprio per questo motivo, le componenti di correlazione parziali pesate possono 
essere considerate come una più affidabile misura della relazione tra geni. In particolare 
si può fare riferimento alla massima componente pesata risultante dalla scomposizione 
con allineamento di fase come metrica per misurare le relazioni tra geni. Il 
corrispondente valore non pesato è chiamato coefficiente di correlazione relativo alla 
componente.  
Nella figura 32  è rappresentato l’andamento di due serie temporali espressione di 
due geni legati da relazione di attivazione, la corrispondente scomposizione spettrale in 
ampiezza e fase e le sinusoidi corrispondenti alle componenti spettrali dominanti. 
Il metodo di decomposizione spettrale trova impiego non solo per espressioni 
geniche cicliche, ma anche per i casi non periodici ed è quindi applicabile in tutti i casi 
di interesse per le indagini su profili di evoluzione dinamica di espressioni geniche. 
La valutazione del metodo della Componente Spettrale Dominante, realizzata 
come nei due casi precedenti con gli indici di Accuratezza, Precision, Recall e di 
Matthews fanno rilevare una discreta qualità di questo algoritmo, che riesce ad avere 
prestazioni migliori di tutti gli altri fin qui elencati. Il motivo della percentuale di 
successi nell’individuare il tipo di relazioni esistenti tra i geni presi in esame va 
ricercato nelle caratteristiche di questo metodo, tutto concentrato sul contenuto in 







Figura 33: Rappresentazione della qualità del classificatore con approccio CSD relativa agli 
indici Accuratezza, Precision,  Recall e indice di Matthews 
3.8.4  Metodo di aggregazione dei risultati 
Dopo aver applicato separatamente i tre metodi di valutazione delle relazioni tra 
coppie di geni è stata eseguita una procedura ibrida, per elaborare un punteggio 
complessivo di similarità che riassuma gli aspetti relativi a ciascuna delle metodologie. 
L’idea di combinare le informazioni ottenute è stata suggerita da un’evidenza 
sperimentale. Al di là del dato sintetico sulle prestazioni degli algoritmi differenziale, 
DTW e CSD, è stato possibile osservare che le particolari coppie riconosciute come 
simili da un metodo spesso non sono riconosciute come simili con un altro metodo. E 
allora, se si potessero aggregare le potenzialità dei vari metodi, che sono basati su 
parametri diversi, sarebbe possibile ottenere un criterio di similarità migliore?  
Per rispondere a questo interrogativo è sembrato conveniente approfondire 
un’indagine sui metodi di combinazione dei risultati ottenuti da studi di similarità, in 
particolare su un lavoro che ha rappresentato una significativa milestone in questo 
ambito [Belkin et al., 1995]. In esso, con particolare riferimento alla similarità di testi e 
alle prestazioni ottenute su query in un insieme di documenti, sono argomentate diverse 
considerazioni circa la correttezza analitica e la convenienza nel ricercare la 
combinazione o la fusione dei risultati ottenuti con diverse metodologie sullo stesso 
sistema o con la stessa metodologia su sistemi diversi. L’attestazione di validità di un 
certo schema di combinazione dei dati risiede primariamente nella ricerca empirica. 
Esistono tuttavia diversi motivi in virtù dei quali ci si attende un miglioramento della 
funzione obiettivo dalla combinazione di risultati ricavati per vie diverse: 
 l’arbitrarietà nella scelta di una soglia al di sopra della quale si decide sulla 
positività o negatività di una regolazione genica implica una certa probabilità 
che si verifichino sia dei falsi positivi che dei falsi negativi. La probabilità di una 
combinazione mediante funzione logica AND di risultati indipendenti conduce a 
una probabilità data dal prodotto delle singole probabilità che, nel caso di errori 
è quindi sicuramente minore che in ognuno dei risultati componenti. 
 nell’ottica di una massimizzazione di una funzione obiettivo, espandere lo 






considerati, conduce almeno ad ottenere un risultato uguale e al più a 
raggiungere un risultato migliore. Si potrebbe addirittura verificare che ignorare 
uno dei due metodi sia una scelta migliorativa. 
Gli algoritmi di combinazione sono sostanzialmente euristici. Nel caso in esame, se 
l’obiettivo ultimo è quello di minimizzare i falsi negativi, si potrebbe pensare di operare 
una scelta del massimo tra i tre punteggi di similarità ottenuti con i tre metodi 
precedenti, ovvero di effettuare una OR logica tra le appartenenze a classi di 
regolazione di attivazione o repressione (vedi figura 34).  
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Figura 34: schema a blocchi dell’algoritmo ibrido di generazione dello score di co-regolazione 
Se si vuole invece minimizzare la probabilità di falsi positivi si opererà allo stesso 
modo, con una funzione logica AND. Per avere un controllo più ampio sulla stima del 
tipo di regolazione di un gene sull’altro si può anche pensare a una combinazione dei 
risultati mediante coefficienti che vanno opportunamente “sintonizzati” (figura 35).  
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Figura 35: schema a blocchi dell’algoritmo ibrido di generazione dello score di co-regolazione 
 























Matthews Accuracy Precision Recall
 
Figura 36: Rappresentazione della qualità del classificatore con metodo di combinazione dei 
risultati con funzione OR relativa agli indici Accuratezza, Precision,  Recall e indice di Matthews 
3.9  Valutazione dei risultati 
Come passo finale del processo di confronto tra serie temporali alla ricerca di evidenze 
sulle tracce che la regolazione tra geni dissemina nelle dinamiche dei suoi profili di 
espressione, annotiamo qualche considerazione conclusiva, alla luce di tutti i risultati 
ottenuti. 
In primis, la caratteristica rumorosità delle serie temporali di origine biologica, 
come già ripetutamente sottolineato in precedenza, deve essere opportunamente limitata 
per poter ottenere buoni risultati da qualsiasi algoritmo. Volendo quantificare, in questi 
casi, da valutazioni rilevate dall’elaborazione di elementi del dataset, si hanno rapporti 
segnale rumore che possono arrivare fino a limiti inferiori di pochi dB. 
L’analisi di similarità condotta sulla base del coefficiente di correlazione di 
Pearson fornisce risultati affatto deludenti, riuscendo a individuare abbastanza 
correttamente le relazioni di attivazione, nel 45% dei casi, ma confondendo la relazione 
con la sua opposta nel 50% dei casi in caso di inibizione. 
Degli altri tre metodi applicati per l’analisi di similarità, l’approccio nel dominio 
della frequenza ha presentato le migliori performance. Grazie alle sue peculiarità, è 
possibile processare con esso tutte le coppie di geni direttamente collegate, 
indipendentemente dal fatto che possano esserci delle influenze sovrapposte su uno 
stesso gene. E’ inoltre stata discussa la sua robustezza rispetto al rumore.  
Tuttavia, per sfruttare le informazioni contenute in alcuni parametri associati alla 
forma d’onda che rappresenta la serie temporale, è sembrata praticabile l’idea di un 






anche informazioni sintetiche dell’andamento differenziale, opportunamente codificato 
in stringhe di bit, e della deformazione dell’onda. 
I risultati ottenuti mostrano un miglioramento di quasi il 5% in termini di 
coefficiente di correlazione di Matthews del migliore approccio ibrido rispetto al 
migliore approccio assoluto, quello della Componente Spettrale Dominante, che era già 
abbastanza accettabile, essendosi attestato intorno al 45%. 
In figura è rappresentato un istogramma riassuntivo dei casi precedenti. 
 



















Figura 37: Comparazione delle qualità dei classificatori assoluti con quello ibrido 
 
3.10  Conclusioni 
Il confronto di serie temporali generate da esperimenti di tipo microarray, al fine 
di ricostruire il tipo di regolazione esistente tra coppie di geni, è stato condotto secondo 
diverse metodologie di trattamento dei dati.  
Il risultato della sperimentazione ha mostrato una buona qualità dei classificatori 
combinati messi a punto in questa ricerca e confermato dal confronto di questo con altri 
tipi di classificatori che ne costituiscono le parti. I miglioramenti rispetto agli approcci 
assoluti conseguono da una maggiore ricchezza di informazioni a disposizione del 
classificatore e da una possibilità di sfruttare sinergie nascoste nella possibilità di 
valutare la similarità su una più ampia base di parametri. I coefficienti di peso o le 
funzioni logiche inserite nel computo dello score finale conferiscono maggior rilievo 
all’approccio che ha mostrato miglior attitudine alla classificazione per questo tipo di 
dati, riuscendo a modulare opportunamente i valori dei singoli componenti, in modo da 
recuperare alcune similarità significative e che erano emerse in uno solo degli indici 
assoluti .  
A scopo di verifica, si prevede in tempi brevi di ampliare la sperimentazione ad 






numerose, fino a 30 punti, oppure raccolte da studi su organismi diversi da Homo 
Sapiens, come Saccaromyces Cerevisiae, Drosofila e così via. 
Sarebbe anche un’interessante spunto di ricerca quello di trovare una 
interpretazione biologica delle componenti spettrali, ricavate mediante l’approccio del 
passaggio nel dominio della frequenza e inoltre, obiettivo ancora più ambizioso, riuscire 
a collegare ogni componente spettrale a un gene specifico oppure a un determinato 
signaling pathway. In tale ottica i singoli geni o i percorsi di segnalazione genica 
potrebbero essere visti come delle sorgenti di segnali ad una frequenza caratteristica. 
Molto pertinente appare anche la possibilità di studiare e quantificare i tempi di 
propagazione dei segnali biologici e quindi di individuare delle costanti di tempo dei 
circuiti biologici coinvolti in specifiche funzionalità. Con questi elementi lo studio dei 
network regolatori potrebbe essere facilitato dall’adozione delle pratiche oramai 
consolidate della teoria dei circuiti elettrici e da valutazioni dei tempi di propagazione 
dei segnali nei pathway potrebbero essere rilevate delle anomalie nella fisiologia dei 
geni. 
In definitiva l’enorme massa di dati ancora non trattati e la mancanza di modelli 
stabili e non abbastanza universali nel campo dei network biologici è una implicita 
istanza di intensificazione delle ricerche in campo Bioinformatico. Anche la nascita di 
sempre nuove branche della cosiddetta “omica” presuppone quanto ancora siano vasti i 
margini di sviluppo di questa branca delle Scienze computazionali, quanto ancora sia 
lungo il cammino verso l’integrazione delle competenze e quanto urgente si dimostri la 
necessità di realizzare percorsi multidisciplinari che consentiranno un più produttivo e 
rapido sviluppo della conoscenza sui sistemi viventi. 
3.11  Articoli sviluppati sul tema: 
In questa pagina è riportato l’elenco degli articoli, in vista di sottomissione e in 
preparazione, riguardanti studi connessi con quelli presentati in questo capitolo. 
1. Hybrid models for gene time series comparison (with Sorin Draghici and Walter 
Balzano). To be submitted. 
2. Similarity metrics in gene time series. (with Sorin Draghici e Walter Balzano). 
To be submitted. 











A1.  Illumina BeadArray 
La tecnologia BeadArray per la fabbricazione di microarray è stata recentemente 
sviluppata da Illumina Inc., una delle aziende leader del settore delle scienze biologiche 
e dei sistemi integrati per analisi su larga scala di funzioni e variazioni genetiche. 
Questa tecnologia utilizza  delle perline di silicio di 3 m di diametro inserite in piccoli 
buchi scavati in uno o due substrati, fasci di fibre ottiche o piastrine di silicio planare. 
Queste perline sono auto-assemblate casualmente su uno di questi substrati in uno 
schieramento uniforme in cui le perline sono una a 5,7 m di distanza una dall’altra. 
Ogni perlina è coperta da centinaia di migliaia di copie di una data sequenza 
nucleotidica, formando il “probe” specifico per un determinato test. Ognuno di questi 
nucleotidi è lungo 50 bp ed è concatenato con un’altra sequenza fatta su misura che può 
essere utilizzata come un indirizzo associato in modo univoco ad ogni sito di 
destinazione specifica. Poiché lo spazio necessario per il probe che corrisponde a un 
solo gene è così piccolo, sull’array si può raggiungere un’elevata densità. Inoltre, gli 
array possono essere multiplexati per testare più campioni in parallelo.  
 
 
Figura A1: un “probe” di Illumina ad ibridizzazione diretta è simile a quelli 
che sono adoperati nelle altre tecnologie di microarray, ma è 
attaccato a una perlina di silicio e non si trova su una superficie 
piatta. Le perline sono fissate su fibre ottiche o distribuite su una 







Attualmente Illumina sta producendo un array a matrice di puntini con 96 
campioni, che consente ai ricercatori di testare fino a 96 campioni contemporaneamente. 
Può essere adoperato lo stesso formato in applicazioni che vanno dalla tipizzazione 
all’espressione genica. Nelle applicazioni di espressione genica, Illumina produce array 
dell’intero genoma, così come array più mirati, che includono probe per un sottoinsieme 
di geni relativi a una condizione specifica. Ci sono uno o due probe per gene, a seconsa 
del tipo di array (mirato a un sottoinsieme o all’intero genoma). Gli array Illumina per 
l’espressione genica sono prodotti in due versioni, corrispondenti a due diversi approcci. 
Il test a Ibridizzazione diretta usa una singola sequenza di DNA per perlina, molto 
simile alle altre tecnologie. Questa sequenza a singola elica è finalizzata 
all’ibridizzazione con una sequenza bersaglio presente nel saggio. La quantità di 
fluorescenza fornisce una misura della quantità del gene bersaglio contenuta nel saggio. 
L’altro approccio alla misura del livello di espressione è chiamato DASL, che 
significa appaiamento mediato da cDNA, Selezione, Estensione e Legatura. I  questo 
test ogni gene è rappresentato scegliendo da 3 a 10 siti bersaglio. Una coppia di 
nucleotidi è associata a ogni sito bersaglio e possono essere multiplexati fino a 1536 
coppie di oligonucleotidi in una singola reazione. Viene raggiunta un’elevata specificità 
richiedendo che entrambi i membri di una coppia di oligonucleotidi debba ibridizzare in 
prossimità affinché il test possa generare un segnale intenso.  
 
Figura A2: tecnologia Illumina BeadArray. Perliine di silicio del diametro medio di 3 m 
sono messe in piccoli buchi ricavati dalle fibre ottiche o da wafer di silicio. Le 
perline sono tenute ferme da forze di Van der Waals e da interazioni 
idrostatiche con le pareti del buco. la superficie di ogni perlina è ricoperta con 
centinaia di migliaia di copie della sequenza scelta per rappresentare un gene. 
Immagine tratta da http://www.Illumina.com 
Il principale vantaggio dell’approccio DASL rispetto all’ibridizzazione diretta 
riguarda la qualità del mRNA che può essere testato. Poiché il test DASL utilizza due 






nella scelta delle sequenze. Inoltre, dato che questi probe sono calibrati solo per 50 basi, 
può essere usato RNA parzialmente degradato. Al contrario, gli array di cDNA 
utilizzano sequenze molto lunghe e richiedono RNA di buona qualità, che può essere 
ottenuto solo da tessuti freschi o tessuti congelati subito dopo il prelievo. 
A2.  Dinamic Time Warping  
L’algoritmo Dynamic Time Warping algorithm (DTW) è un noto algoritmo introdotto 
negli anni’60 ed ampiamente esplorato negli anni ’70  in molte aree (Figura X1) tra cui:   
 Riconoscimento del parlato (speech recognition) 
 Riconoscimento della scrittura (handwriting and online signature 
matching) 
 Riconoscimento dei gesti (gesture recognition) 
 Datamining e Time series clustering 
 Computer Vision and Animation 
 Allineamento delle sequenza di proteine 
 Musica ed elaborazione di segnali 
 
  
(a) (b) (c) (d) 
Figura A3: (a) Riconoscimento di una firma basata sull’abbinamento e sul confronto di punti 
significativi della firma di riferimento e quella da verificare (b) Riconoscimento dei gesti mediante 
il confronto di traiettorie di punti osservati con traiettorie di riferimento; (c) Time series clustering 
con l’ausilio di dendogrammi (d); Allineamento delle sequenze di due campioni di proteine 
mediante la ricerca di sottopattern comuni. 
 
L’algoritmo DTW ha ottenuto grande popolarità per l’efficiente calcolo della misura di 
similitudine di serie temporali mediante deformazioni (Warping) e trasformazioni 
‘elastiche’ che minimizzano gli effetti di sfasamento e distorsioni presenti nei modelli 
confrontati. 
DTW Classico 
L’obiettivo primario del DTW consiste nel confrontare 2 sequenze temporali X=(x1, 
x2,…,xN) ed Y=(y1, y2,…,yM)  con N e M  ℕ e le cui componenti, o Features, 
appartengono ad un prefissato ‘spazio delle caratteristiche’ F. 
Per confrontare una coppia di elementi di F  occorre una funzione c: F x F  R  0 
detta metrica locale dei costi nota anche come misura locale della distanza. Si introduce 
quindi la matrice dei costi CNxM con c(xi,yj) (i,j)  [1:N] x [1:M] che definisce le misure 






‘costo complessivo’ di un allineamento tra X ed Y composto da una serie scelta di L 
coppie (xi, yj). La complessità per la gestione del DTW è O(NxM); di recente è stata 
proposta una metodologia, nota con il nome di FastDTW che ha invece una complessità 
lineare. 
Dal punto di vista intuitivo, un allineamento ottimale tra le sequenze X ed Y percorre un 
sentiero di avvallamenti più profondi possibile (valori bassi) all’interno della matrice C: 
 
Figura A4: Rappresentazione tabellare e grafica della matrice dei costi C. Nell’esempio grafico in 
cui i valori bassi delle distanze euclidee c(xi,yj) sono rappresentati da tonalità più scure ed i valori 
alti da tonalità più chiare. La DTW, mediante una opportuna scelta di coppie di punti (xi,yj), 
individua il miglior percorso, cioè quello a costo complessivo più basso, da (x1,y1) a (xN,yM) così 
come rappresentato dai valori verdi nella tabella e dal percorso verde dell’esempio grafico. 
 
Una premessa di base dell’algoritmo DTW presume che i punti delle due serie 
temporali X, Y siano state campionate con gli stessi intervalli di tempo altrimenti si 
effettua un ricampionamento. Una metrica tradizionale di confronto come quella della 
distanza Euclidea (fig. A5 a) relaziona in modo biunivoco l’i-esimo punto di X con l’i-
esimo di Y; invece, nella metrica DTW invece tale corrispondenza non è biunivoca (fig. 





Figura A5: Confronto di metriche di serie temporali: la metrica Euclidea (a) e la metrica DTW (b). 
Dall’osservazione del percorso ricavato sulla matrice CNxM delle distanze locali risulta semplice 
notare che gli allineamenti ‘migliori’ sono composti da un numero più ampio possibile di 
percorrenze oblique: se tale percorso su C coincide con la diagonale allora le due sequenze 






L’individuazione di una scelta ottimale di tali coppie di punti (xi ,yi) corrisponde 
alla individuazione di un percorso p da (x1, y1) a (xN, yM) nella matrice C dei costi 
(Figura A5 c), con costo minimo. Un generico percorso su C può essere rappresentato 
con una sequenza p  di elementi 
p = (p1,…, pL) in cui pl  = (nl , ml)  [1:N] x [1:M] con l  [1:L] 
Di fatto un (N, M)-warping path definisce un allineamento tra 2 sequenze X=(x1, 
x2,…, xn) ed Y=(y1,y2,…, yn) assegnando elementi di X con elementi di Y.  Poiché ciò 
che si intende realizzare è un allineamento totale tra le 2 serie temporali X ed Y allora il 
primo abbinamento sarà identificato dalla coppia (x1, y1) e l’ultimo abbinamento dalla 
coppia (xN, yM) (si veda la Figura X3-c). 
Definiamo ora il costo totale cp(X,Y) di un warping path p tra le serie X ed Y  basato 










Un Warping path ottimale tra X ed Y è un warping path p* che ha il costo minimo tra 
tutti i possibili warping path; Da ciò definiamo la distanza DTW(X,Y) tra X ed Y uguale 
al costo totale di p*. 
DTW(X,Y) = ),(* YXcp  = min{cp(X,Y) | p è un  (N, M)-warping path} 
Questa nuova metrica soddisfa molte proprietà come quella della simmetria (a 
patto che sia simmetrico lo stesso costo locale c su cui la metrica DTW è basata). Si noti 
esplicitamente che i percorsi descrivibili in C sono numerosi ed il percorso che soddisfa 
il requisito di costo minimo potrebbe non essere unico; Definiamo ara dei vincoli, 
alcuni di base ed altri opzionali, che facilitano il calcolo di questa nuova metrica. Un 
(N, M)-warping path è caratterizzato dalle seguenti 3 condizioni di base: 
i. Punti estremi (boundary): p1 = (1,1) e pL = (N, M). 
ii. Monotonia (monotonicity): n1 ≤ n2 ≤…  ≤ nL  ed m1 ≤ m2 ≤…  ≤ mL.  
iii. Incremento (step size): pl+1  – pl   {(1,0),(0,1),(1,1)} per l [1:L-1]. 
Per migliorare la complessità di calcolo del (N, M)-warping path è possibile limitare lo 
spazio di ricerca nella matrice dei costi C aggiungendo, ad esempio, queste ulteriori 
condizioni: 
iv. Intervallo di deformazione (warping window): |nl  – ml | ≤ r, con r > 0 
v. Intervallo di pendenza (slope constraint): (ml  – mz) / (nl  – nz) ≤ p   con p ≥ 
0 
ed (nl  – nz) / (ml  – mz) ≤ q    con q ≥ 0   ed   l, z  [1:L]. 
Per interpretare il significato di tali 5 condizioni si ricorre ad un sistema di assi 
cartesiano n0m per la rappresentazione grafica della matrice C (Figura A5-c e Figura 
A6): per uniformare il senso di crescenza degli assi coordinati del sistema di riferimento 
n0m al tradizionale senso di crescenza di indicizzazione riga/colonna della matrice C, si 
considera CR che corrisponde alla rotazione antioraria di 90° di C. In tal modo 
l’elemento C(1,1) corrisponderà all’elemento (1,1) in basso a sinistra di n0m e C(N,M) 






La condizione i. richiede che l’algoritmo di costruzione dell’(N, M)-warping path 
determini un percorso p nella matrice C in cui il primo punto è l’elemento in basso a 
sinistra della matrice C e l’ultimo punto sia l’elemento di C in alto a destra (parte 
superiore della Figura A6-i.); tale condizione, riferita alle due serie temporali X ed Y, 
implica una scelta di coppie (ni ,mi) che, contrariamente a quanto mostrato nella parte 
inferiore della Figura A6-i., garantisce l’inclusione dei punti di estremità di X ed Y. 
La condizione ii. di monotonia serve a garantire che non ci siano ripetizioni di 
allineamenti (Figura A6-ii.). In altre parole, se una sequenza di elementi all’interno 
della matrice dei costi C definisce un percorso che decresce allora ciò implica che uno 
medesimo sottoinsieme della sequenza temporale Y viene fatto corrispondere a due 
sottoinsiemi diversi della sequenza temporale X. 
La condizione iii., nota anche come condizione di continuità, garantisce che nel 
(N, M)-warping path p non siano presenti salti temporali generando discontinuità in p. 
Un possibile effetto della violazione di questa condizione potrebbe indurre a non 
considerare importanti caratteristiche delle serie temporali (Figura A6-iii.). 
La condizione iv., detta condizione di ‘warping window’, limita eccessive 
deformazioni e garantisce una limitata differenza di velocità di scorrimento dei punti da 
confrontare (Figura A6-iv.). 
Infine, la condizione v. che riguarda le pendenze della curva (troppo accentuata o 
troppo piatta), impedisce che una serie di pochi punti consecutivi di una serie temporale 
che costituiscono cioè un breve tratto di essa, siano abbinati  ad una serie troppo 
numerosa di punti consecutivi, cioè un lungo tratto, dell’altra serie temporale (Figura 
A6-v.); viceversa per il caso di curva troppo piatta. 
 
Figura A6: significato grafico (matriciale e serie temporali) corrispondente alle condizioni i.  ii. iii. 
iv. ed v. relative al confronto di due serie temporali X ed Y con metrica DTW. 
Dtw-normalizzato 
Come precedentemente detto, per poter iniziare a confrontare le due sequenze temporali 
X ed Y occorre fare alcune ipotesi fondamentali riguardanti proprio la variabile ‘tempo’; 
è necessario cioè considerare in quale modo il tempo di campionamento possa 
influenzare la misura DTW. 
Alcuni importanti fatti che riguardano il tempo sono i seguenti: 
Si presume che le serie temporali considerate X ed Y siano state campionate con 






I campionamenti possono essere stati effettuati sia in modalità statica, cioè ad 
intervalli di tempo costante, sia in modalità dinamica, cioè ad intervalli di 
tempo variabile. 
I campionamenti, in dipendenza da quale istante di tempo si riferiscono, possono 
essere caratterizzati da diversi gradi di rilevanza o attendibilità. L’abbinamento 
dei punti di X ed Y dovrebbe essere pertanto normalizzato considerando anche 
aspetti qualitativi del campionamento: le serie temporali sono di sovente 
corredate etichette che definiscono la qualità dei dati ai quali esse sono riferite. 
Ad esempio, nel caso di una serie temporale da Microarray si considerano i 
‘pvalue’ che determinano l’attendibilità del dato rilevato e nel caso di una serie 
temporale da GPS si considerano i valori di DOP (Diluition Of Precision) che, 
anche in questa circostanza, determinano la qualità del dato considerato. 
Tralasciando aspetti di dipendenza come quelli riferiti alla qualità del dato menzionata 
al precedente punto 3., in questa trattazione ci si occuperà di valutare un modo per 
normalizzare la misurazione DTW rispetto al tempo di campionamento. Anzitutto è 
semplice verificare la dipendenza della misurazione rispetto al campionamento perché 
se ad esempio si considerano le serie temporali X ed Y  entrambe campionate ad 
intervalli regolari di tempo e se si considerano altre due serie temporali X’  ed Y’ 
definite come copie sotto-campionate rispettivamente di X ed Y allora risulta evidente 
che l’applicazione della precedente definizione di DTW implicherà che DTW(X,Y) > 
DTW(X’,Y’). Ciò scaturisce dal fatto che il numero di abbinamenti tra i punti delle due 
serie temporali X ed Y è sicuramente maggiore del numero di abbinamenti tra i punti 
delle due serie temporali X’ ed Y’: di conseguenza il percorso di allineamento nella 
matrice dei costi C risulterà diverso. 
Un primo tentativo di normalizzazione del DTW può essere suggerito dal formato del 
seguente schema: 





























   
in cui: 
   c(pl ) è il costo locale associato alla coppia 
   (nl , ml)  [1:N] x [1:M] con l  [1:L]  
   wl  > 0  rappresenta un coefficiente di peso     
D(X, Y) definisce un DTW normalizzato come il miglior percorso di allineamento 
quantitativo tra le due serie temporali X ed Y indipendentemente dagli aspetti qualitativi 
dei campionamenti. Occorre ora definire i pesi wl. Il significato di wl = 1 può 
corrispondere al caso in cui i campionamenti di X ed Y siano costanti ed effettuati ogni 
unità di tempo: ciò renderebbe più semplice il calcolo del D(X, Y). In letteratura è 
possibile trovare diversi per la definizioni dei pesi; tuttavia è facile rendersi conto che 
da essi dipende parte della complessità totale della D(X, Y). Per questo motivo è 
ragionevole fissare qualche vincolo costruttivo che semplifichi tale calcolo. Se, ad 












Allora la precedente formulazione di D(X, Y) si sostituisce con la più semplice 











che garantisce così una misurazione tra le due serie temporali X ed Y  senz’altro più 
accurata del DTW classico precedentemente descritto. Il problema successivo resta 
quindi legato alla numerosità dei percorsi identificabili nella matrice C dei costi locali.  
Calcolo del DTW mediante Programmazione Dinamica 
Il problema principale nel calcolo del DTW è connesso alla numerosità dei percorsi 
costruibili su C e l’approccio risolutivo impiega i modelli di Programmazione 
Dinamica. 
L’algoritmo generale per il calcolo del DTW è costituito da due distinte fasi principali: 
FASE 1: Calcolo di una matrice G detta ‘Matrice Cumulativa dei Costi’ 
(si veda in seguito ACCUMULATEDCOSTMATRIX del frammento di codice 
1) 
FASE 2: Individuazione del percorso p  
(si veda in seguito OPTIMALWARPINGPATH del frammento di codice 2) 
Partendo dunque dai costi locali definiti dagli elementi c(xi,yj) della matrice C, è 
possibile costruire una nuova matrice G (Accumulated Cost Matrix) definita  dalle 
seguenti 4 condizioni di base: 
G(1,1) = 1 
),()1,( 11 yxcnG
n





yxcmG       per m  [1:M] 
G(n,m) = min {G(n-1, m-1), G(n-1,m), G(n,m-1)} + c(xn, ym)    
per 1 < n ≤ N   e   1 < m ≤ M 
La prima semplice condizione imposta ad 1 il valore di G(1,1). Le condizioni 2. e 3. 
occorrono per il calcolo dei valori di G rispettivamente della prima colonna e della 
prima riga di G (gli step 2. e 3. possono anche essere invertiti). Infine, la condizione 
espressa in 4. esprime la regola costruttiva, di tipo ricorsivo, per il calcolo di tutti gli 
altri elementi di G. Dalle condizioni 1.-4. deriva che 
DTW(X, Y) = G(N,M) 
risolubile a complessità O(NM) con l’ausilio di tecniche di Programmazione Dinamica. 
Occorre inoltre notare che le 4 definizioni di base espresse in 1-4 trovano in letteratura 
molteplici varianti di particolare rilievo basate sopratutto su diversi ‘fattori di 
incremento aggiuntivi’. (il c(xn, ym)  della precedente condizione 4.)  
Tali fattori di incremento identificano il peso wl  associato all’l-esimo step  di 
avanzamento pl  sulla matrice G durante la costruzione ricorsiva del percorso p da 
G(N,M) a G(1,1). In particolare i modelli maggiormente impiegati per la definizione di 
tali pesi sono: 






Modello Asimmetrico: wl  = (nl  - nl -1)   K = N  
[ o, equivalentemente, wl = (ml  - ml -1)   K = M ] 
Modello Quasi-Simmetrico, che differisce dal modello Simmetrico solo per la 
definizione del peso da considerare, 1 anziché 2, nel caso di avanzamento 
obliquo sulla matrice dei costi C (si veda Figura A7 e Tabella A1). 
 
Figura A7: Calcolo dei pesi cumulativi della matrice G  per i modelli DTW Simmetrico, 
Asimmetrico e Quasi-Simmetrico. 
 
I valori di K del modello Simmetrico, Asimmetrico e Quasi-Simmetrico ottenuti come 
varianti del modello di base, permettono di semplificarne l’implementazione 
dell’algoritmo e di realizzare la normalizzazione della misurazione. Il valore finale della 
misurazione normalizzata è così definito: 
D(X, Y) = G(N,M) / K 
Una prima approssimazione per la realizzazione di algoritmi di Programmazione 
Dinamica, comprensivi di vincolo ‘warping window’, con i tre sistemi di pesatura DTW 
Simmetrico, Asimmetrico e Quasi Simmetrico possono essere schematizzati nella 
tabella A1: 
 DTW Simmetrico DTW Asimmetrico DTW Quasi Simmetrico 
Condiz. limite 
G(1,1) 2c(1,1). c(1,1). c(1,1). 
Condiz. limite 
prima colonna ),()1,( 11 yxcnG
n
z z   
Condiz. limite 
prima riga ),(),1( 1 1 z
m
z
yxcmG    





















































Warping window .rmnrm   
K=somma costi N + M N N + M 
distanza normalizz 
D(X, Y) G(N,M) / K 
Tabella A1: Tre varianti risolutive dell’algoritmo di Programmazione Dinamica. Si noti 
espressamente che l’algoritmo, per ogni step di scelta descritto nell’equazione di ricorsione, ha 3 
alternative possibili. In altre parole, così come illustrato anche in Figura A7, ad ogni step di calcolo 
del percorso in G, le 3 direzioni possibili sono (a) spostamento a sinistra (b) spostamento in basso 
(c): spostamento obliquo in basso a sinistra. La scelta tra questi tre possibili movimenti dipende da 
quale di essi abbia il costo più piccolo. Infine, la memorizzazione di tutte le scelte effettuate in 






In sintesi, applicando uno degli schemi di Programmazione Dinamica sopra proposti, 
otterremo nell’ultima posizione di G, cioè G(N,M) il valore della misurazione richiesta 
della distanza tra le 2 serie temporali confrontate X ed Y da cui, dividendo per K 
otterremo il valore normalizzato finale. 
La FASE 2 sopra citata sarà eseguita per disegnare il percorso p sulla matrice 
cumulativa G dei costi. Per la costruzione di p sarà sufficiente, durante la FASE 1, aver 
individuato e memorizzato tutti i singoli spostamenti ricavati al momento della scelta 
del valore minimo descritto nell’equazione di ricorsione G(n,m) di Tabella A1 e come 
illustrato in Figura A8 (si vedano i corrispondenti diversi singoli step di spostamento a 
destra di Figura A8). 
 
Figura A8: Progressione dell’algoritmo di programmazione dinamica, comprensivo del vincolo di 
‘warping window’. (1) impostazione del primo valore (2) calcolo della prima riga (3) calcolo della 
prima colonna (4) calcolo di tutti gli altri elementi di G (5) calcolo del percorso p con produzione 
del valore di G(N,M). 
Derivative Dynamic Time Warping (DDTW) 
Prima di concludere questa trattazione sul DTW, si ritiene opportuno citare a titolo di 
esempio, un’altra variante del DTW, il Derivative Dynamic Time Warping (Keogh – 
Pazzani)  nota anche con il nome di DDTW. Tale variante che integra i modelli 
precedentemente descritti, basa la sua caratteristica predominante sul fatto che 
sostituisce la matrice C dei costi ‘euclidei’ tra i campioni delle due serie temporali X ed 
Y in cui c(xi, yi) = | xi – yi |, con una nuova matrice C’ costruita partendo dalla solita 
matrice euclidea CNxM. C’ è costruita usando la differenza tra le stime della derivata. In 
concreto, il valore c(xi, yi) di C corrisponde in C’ al valore  
c’(xi, yi) = | E(xi) - E(yi) 
| 2 
in cui: 
     E(xi) = { (xi – xi - 1) + [(xi +1  – xi - 1) / 2] } / 2 
     E(yi) = { (yi – yi - 1) + [(yi +1  – yi - 1) / 2] } / 2 
Questo algoritmo risulta essere più robusto del precedente nell’allineamento dei due 
segnali lungo l’asse delle ordinate (cioè variazioni in ampiezza), ed ha un 
comportamento migliore in alcuni punti di singolarità (Figura A9). 
 







Fast Dynamic Time Warping (FastDTW) 
Come visto in precedenza l’implementazione del DTW comporta una complessità 
spaziale e temporale assai elevata che ne limita l’utilizzo. Tra i molteplici approcci e le 
molteplici derivazioni che agiscono suoi vincoli, va citata la metodologia nota come 
FastDTW (Stan Salvador e Philip Chan in “FastDTW: Toward Accurate Dynamic Time 
Warping in Linear Time and Space”) basata su approccio multilivello che agisce in 
modo ricorsivo e progressivamente migliora una soluzione di base iniziale di bassa 
risoluzione. La peculiarità di questo approccio innovativo risiede proprio nella migliore 
complessità computazionale che è di tipo lineare in tempo e spazio. 
Il nucleo dell’approccio FastDTW è basato sulla ricerca della soluzione su spazi a 
risoluzione sempre più elevata. In altre parole si esegue una DTW su una matrice di 
distanza molto ‘grezza’ composta cioè da un numero molto ridotto di righe e di colonne. 
L’algoritmo successivamente procede ricercando una soluzione solo nella parte di 
percorso selezionata al passo precedente. Le iterazioni successive considerano matrici 
con numero di righe e colonne sempre maggiori. 
 
Figura A10: Progressione dell’algoritmo FastDTW e confronto con DTW 
Ulteriore peculiarità dell’algoritmo FastDTW risiede nel fatto che esso è applicabile, 
oltre al DTW tradizionale, anche al Derivative DTW (DDTW). 
Descrizione algoritmica del DTW 
Di seguito vengono illustrate le due procedure principale dell’algoritmo DWT. Come 
precedentemente detto nella sezione sull’approccio al calcolo del DTW mediante 
Programmazione Dinamica, l’algoritmo completo è composto da due fasi distinte: nella 
prima fase viene calcolata la matrice cumulativa dei costi di cui l’ultimo elemento 
(N,M) della matrice è proprio il valore ricercato della distanza tra le due serie temporali 
X ed Y. La seconda fase, mediante una strategia greedy di backtracking, partendo dal 
punto finale del percorso = (N,M) e giungendo al punto iniziale del percorso = (1,1) 












Algorithm  ACCUMULATEDCOSTMATRIX(X,Y,C)  
 
Input: serie Temporali X, Y.    
Matrice di costi (o distanza locale) C 
Output:  G  matrice cumulativa della distanza X, Y 
 
  1:   n ← | X |;  m ← | Y |;  G[]← new[n x m] 
  2:   for  i = 1;   i ≤ n;   i++  do 
  3:       G(i,1)  ←  G(i – 1,1)  + c(i, 1) 
  4:   end for 
  5:   for  j = 1;   j ≤ m;   j++  do 
  3:       G(1, j)  ←  G(1, j – 1)  + c(1, j) 
  4:   end for 
  5:   for  i = 1;   i ≤ n;   i++  do 
  6:      for  j = 1;   j ≤ m;   j++  do 
  7:         G(i,j) ←  c(i, j) + min {G(i – 1, j); G(i, j – 1); G(i – 1, j – 1)} 
  8:      end for 
  9:   end for 
10: return G 
Frammento di codice 1: Calcolo della matrice G = Matrice Cumulativa dei Costi 
 
 
Algorithm  OPTIMALWARPINGPATH(G)  
 
Input: G  matrice cumulativa della distanza X, Y  
Output:  path = percorso nella matrice cumulativa dtw 
 
  1:   path ←  new array;   i = rows(G);   j =  columns(G) 
  2:   while ( i > 1) & (j > 1) do 
  3:        if   i == 1   then   j = j – 1  else 
  4:             if  j == 1  then  i = i – 1   else 
  5:                    if  G(i – 1, j) == min {G(i – 1, j); G(i, j – 1); G(i – 1, j – 1)} 
  6:                          then i = i – 1  else  
  7:                                if  G(i, j – 1) == min {G(i – 1, j); G(i, j – 1); G(i – 1, j – 1)} 
  8:                                     then  j = j – 1  else i = i – 1 ;   j = j – 1   
  9:                                endif 
10:                    path.add((i, j)) 
11:                   endif 
12:   end while 
13    return path 














A3.  Parametri DOP 
L’accuratezza con la quale è determinata la posizione è strettamente correlata 
all’erroredella misura mediante il fattore DOP (Diluition of Precision)  che può essere 
espresso come rapporto tra la precisione nella posizione e quella della misura da: = 
DOP·0 con 0 deviazione standard dell’errore di misura e  deviazione standard 
dell’errore di posizione. Il DOP è appunto uno scalare che “quantifica” il contributo 
geometrico della configurazione alla precisione della posizione. I vari tipi di DOP 
esistenti dipendono unicamente dalla particolare coordinata o combinazioni di 
coordinate di cui si vuole considerare la precisione. Indicate con x, y,z, T le 
varianze sugli errori nelle tre dimensioni e nel tempo, si avranno i seguenti parametri 
DOP: 
Posizionamento tridimensionale: PDOP  222 zyx     
Posizionamento bidimensionale: HDOP  22 yx    
Posizionamento verticale: VDOP  2z  
Determinazione tempo: TDOP  2T  
Diluizione geometrica di precisione: GDOP  2222 Tzyx    
Per un ricevitore capace di inseguire 4 satelliti simultaneamente è stato mostrato 
che il PDOP (e quindi GDOP) è inversamente proporzionale al volume V della figura 
spaziale formata dai vettori unitari dal ricevitore dai 4 satelliti. 
La configurazione geometrica a massimo volume con 4 satelliti coincide con quella 
ottaedrica e nel caso del point positioning statico o cinematico in 4 dimensioni la scelta 
ottimale coincide con il minimo GDOP. 
Qualunque sia la modalità di rilievo GPS impiegata, sono consigliabili valori di 
GDOP e di PDOP minori di 6 anche se, in una lunga acquisizione, possono essere 
tollerati valori superiori per brevi intervalli di tempo. Tanto minore è il tempo di 
stazionamento sui punti, tanto più importante è una buona configurazione satellitare e 
conseguentemente l’influenza del valore degli indici di DOP sull’affidabilità dei 
risultati del calcolo. Gli indici sopra descritti, naturalmente variano continuamente a 
causa del moto dei satelliti; quindi, si comprende come l’analisi delle orbite satellitari 
consente di individuare, per la zona del rilievo, possibili configurazioni “deboli” rispetto 
ad alcuni parametri e quindi definire, da un punto di vista puramente geometrico, i 
periodi ottimali per lo stazionamento che sono sintetizzati nella seguente tabella: 
 
Finestra Satelliti DOP 
Buona 5 o più < 5 
Utilizzabile ma non raccomandata 4 < 7 
Inutilizzabile 4 > 7 







A4.  Codifica di Huffman 
La Codifica di Huffman [Huffman D.A., 1952] è un algoritmo greedy di codifica ideato 
da David A. Huffman, dottorando presso il MIT. Questo algoritmo è ispirato ad alcuni 
concetti base dell’algoritmo di Shannon-Fano, ma a differenza di questo produce un 
codice ottimale. Alla base dell’algoritmo di compressione c’è la costruzione di un 
albero binario che serve per ricavare il codice stesso. Lo schema dell’algoritmo è molto 
semplice:  
1. dopo aver computato la frequenza di ogni simbolo di un messaggio originale M, 
ciascun simbolo è visto come un albero formato dalla sola radice ed è disposto 
in ordine non decrescente. 
2. i due alberi meno frequenti sono uniti in un nuovo albero, che può essere 
considerato come un unico albero di frequenza pari alla somma delle frequenze 
dei due alberi. 
3. si continua in maniera iterativa unendo sempre i due alberi aventi frequenza 
minore. 
L’albero binario contenente tutti i simboli è chiamato albero di Huffman. In 
particolare un albero binario pesato è un albero di Huffman se soddisfa le seguenti 
proprietà:  
le foglie hanno peso non negativo e il peso di ogni nodo interno è la somma dei pesi dei 
suoi figli;  
l’albero gode della proprietà del sibling, cioè: i nodi possono essere elencati, tramite una 
lista L, in ordine non decrescente di peso; ogni nodo appare adiacente a suo fratello 
nella lista L e i figli precedono sempre il loro padre. 
Si può osservare che in tale albero i simboli più frequenti sono più vicini alla 
radice. Assegnando 1 a tutti i rami verso destra e 0 a tutti quelli verso sinistra (o 
viceversa), ad ogni simbolo del messaggio originale sarà associato il codice ottenuto 
unendo in sequenza i bit che si incontrano nel cammino dalla radice fino al simbolo 
considerato. Nel caso in cui l’albero fosse costituito da un solo nodo, il codice associato 
al simbolo sarebbe indifferentemente 1 o 0. 
Si produce in output il nuovo testo compresso, sostituendo ad ogni simbolo il codice 
ottenuto. 
Una dimostrazione di come funziona l’algoritmo è illustrato nella figura A11. Se la 
parola da codificare è per esempio ”HUFFMAN”, avremo che : 
• I simboli utilizzati sono {A,F,H,M,N,U}; 
• il numero di simboli totali è 7; 
• Frequenza del simbolo ’A’=1/7; 
• freq. ’F’=2/7; 
• freq. ’H’=1/7; 
• freq. ’M’=1/7; 






• freq. ’U’=1/7; 
A partire dal codice ottenuto, la parola ”HUFFMAN” sarà codificata dalla seguente 
stringa binaria: ”001 10 11 11 010 000 011”. 
La fase di decodifica avviene alla stessa maniera di quella di Shannon-Fano: al 
decodificatore insieme al messaggio codificato viene passata anche la tabella delle 
corrispondenze creata nella fase di codifica, la parola di codice iniziale del messaggio 
codificato viene identificata senza alcuna ambiguità dato che si tratta di un codice 
prefisso; viene quindi trasformata nel simbolo originario, rimossa dal file codificato e 




Figura A11: Schema della procedura di codifica di Huffman 
Nel seguente pseudocodice supponiamo che C sia un insieme di simboli che 
rappresentano l’alfabeto su cui è costruito M, e che ogni elemento c  Csia un oggetto 
con una frequenza definita f[c]. L’algoritmo costruisce l’albero T che corrisponde al 
codice ottimo nel modo seguente: inizia con un insieme di |C| foglie ed esegue una 
sequenza di |C|−1 fusioni per creare l’albero finale. Una coda di min-priorità Q, con 
chiave f, è utilizzata per identificare i due oggetti con frequenze minime da fondere 
insieme. Il risultato della fusione dei due oggetti è un nuovo oggetto la cui frequenza è 










1 n  |C| 
2 Q  C 
3 for i  1 to n − 1 
4 do alloca un nuovo nodo z 
5 left[z]  x  Exstract −Min(Q) 
6 right[z]  y  Exstract −Min(Q) 
7 f[z]  f[x] + f[y] 
8 Insert(Q, z) 
9 return Exstract −Min(Q)  
 
L’algoritmo di Huffman è molto più efficace su distribuzioni di frequenza molto 
disomogenee. Se la distribuzione degli elementi è troppo uniforme può diventare 
addirittura più lungo dell’originale. La codifica di Huffman è ottimale quando la 
probabilità di ciascun simbolo in input è una potenza negativa di due, mentre il caso 
limite è collegato alla sequenza di Fibonacci. Infatti se le frequenze dei simboli 
coincidono con i termini della successione di Fibonacci, l’albero risultante appare 
bilanciato tutto da una parte, quindi la lunghezza dei codici per ogni simbolo, a partire 
da quello più frequente che sarà codificato con un bit, aumenterà di un bit per ogni 
simbolo man mano che si scende nell’albero. Solo i due simboli meno frequenti avranno 
un codice della stessa lunghezza, differente soltanto per l’ultimo bit.  
Codifica di Huffman adattiva 
Un inconveniente della codifica di Huffman, o meglio dei codici a lunghezza variabile 
(e quindi anche della codifica di Shannon-Fano), è che per calcolare le frequenze dei 
singoli simboli bisogna preliminarmente esaminare tutto il file, e ciò può essere 
dispendioso in termini di tempo. Proprio per ovviare a questo problema esiste una 
variante della codifica di Huffman standard, chiamata codifica di Huffman adattiva, che 
comprime il messaggio man mano che viene letto, in modo da ottenere dei risultati in 
forma immediata. 
L’algoritmo di codifica si basa principalmente su due fasi: 
1. inizializzazione dell’albero 
2. aggiornamento dell’albero, che consiste in: incrementare il numero di occorrenze di 
un carattere nell’albero; ogni volta che viene aggiornato un nodo, bisogna controllare 
che non venga violata la proprietà del sibling ed in caso contrario essa deve essere 
ripristinata. 
Parallelamente alla fase di costruzione dell’albero, viene creato il testo codificato 
in output. Da tale codifica è possibile risalire all’albero originario e quindi effettuare la 
decodifica. In definitiva è possibile concludere affermando che l’algoritmo di Huffman 
adattativo risulta essere più veloce di quello standard in quanto esegue una sola 
scansione del testo in input al posto delle due effettuate dall’altro algoritmo. Come 






necessaria la memorizzazione dell’albero in quanto la decompressione avviene in modo 
analogo alla compressione. 
A5. Filtro Savitzky-Golay 
Il filtro di Savitzky-Golay deriva direttamente da una particolare formulazione del 
problema di smoothing nel dominio del tempo. Nella pratica, il filtro Savitzky-Golay è 
utilizzato per rimuovere il rumore sovrapposto a segnali limitati in banda. L’idea su cui 
si basa questo filtro è la seguente: si prendono N campioni del segnale originale, si 
calcola il miglior interpolatore polinomiale di ordine prefissato, si sostituisce al 
campione centrale il corrispondente valore della funzione polinomiale approssimante. Si 
può dimostrare che questa  operazione può essere effettuata usando un filtro FIR con 
opportuni coefficienti. Il filtro poi è applicato ad una serie di campioni equispaziati  fi ≡ 
f(ti) per cui vale ti ≡ t0 + i, con  costante spaziale e i = . . . ,−2, −1, 0, 1, 2, . . . . 
Il più semplice filtro digitale possibile, non ricorsivo e con risposta finita all’impulso,  
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con cn opportuni coefficienti.  
Si ha che nS e nD sono rispettivamente il numero di campioni di sinistra e di destra, da 
utilizzare per la combinazione lineare. Il filtro si dice causale se risulta nD = 0, per cui la 
sommatoria non riguarda campioni successivi a quello preso in esame. 
Per capire il modo di funzionamento del filtro Savitzky-Golay si può considerare la più 
elementare procedura per il calcolo della media. Fissato nS=nD si calcola ogni gi come 
l’effettiva media dei campioni tra fi−nS e fi + nD. Tale procedura è chiamata “moving 





Nel caso in cui la funzione principale del segnale sia costante oppure monotona 
crescente o decrescente, non viene aggiunta ai risultati nessuna distorsione.  
Una distorsione è comunque aggiunta se la funzione da analizzare ha una derivata 
seconda nulla. In corrispondenza di un massimo locale, ad esempio, la media a finestra 
mobile riduce sempre il valore risultante della funzione. Nel campo spettrografico 
questa riduzione corrisponde ad una diminuzione della larghezza e dell’altezza di una 
linea dello spettro. Dato che questo effetto riduce alcuni parametri caratteristici del 
segnale, bisogna cercare di evitare questo tipo di distorsione. Si sostituisce alla finestra 
di tipo rettangolare, in cui la pesatura dei coefficienti è costante, con una finestra di tipo 
polinomiale o di ordine superiore, ad esempio quadratica oppure del quarto ordine. Per 






campioni della finestra scorrevole e si prende come coefficiente gi l’elemento che si 
trova in posizione i-esima. Il resto dei punti viene ignorato nel polinomio calcolato. Nel 
passaggio ad un campione seguente nella successione, si effettua un nuovo calcolo 
completo di fitting ai minimi quadrati, ottenuto trasponendo la finestra. 
Dal punto di vista computazionale questo procedimento risulta molto dispendioso, in 
quanto richiede per ogni campione un numero di operazioni decisamente cospicuo. Per 
fortuna si può notare che il processo di fitting richiede solo l’inversione di una matrice. 
E’ possibile effettuare a priori tutti fitting per tutti i campioni, in quanto ognuno di essi è 
ottenibile come combinazione lineare di fitting semplici, in cui la matrice è composta di 
tutti zeri ed un unico valore uguale ad uno. Questa è l’idea chiave attorno alla quale si 
sviluppa la costruzione del filtro. In particolare esistono dei set specifici di coefficienti 
cn, per cui risulta che l’equazione base del filtro soddisfa automaticamente il processo di 
approssimazione ai minimi quadrati, all’interno della finestra scorrevole. Per derivare 
tali coefficienti basta pensare a come può essere ottenuto g0. Si intende approssimare 
con un polinomio di grado M nella variabile i, del tipo  con a0 +a1i+a2i2· · · + aMiM i 
valori f−nS, . . . , fnD.  
Allora g0 è il valore del polinomio in corrispondenza di i = 0, a cui diamo il nome a0. La 
matrice relativa a questo problema diventa 
Ai,j = ij con i = −nS, . . . ,nD  e j = 0,. . . , M. 
Le equazioni normalizzate per il vettore degli aj , espresso in termini del vettore delle fi, 
utilizzando la notazione matriciale, risultano le seguenti:   fAaAA TT  oppure   fAAAa TT  1  
Queste equazioni possono essere espresse anche nella forma: 
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Dato che i coefficienti cn sono i componenti a0 in cui f è sostituita dal vettore unità en, 
−nS ≤ n ≤ nD si ottiene: 





















Quest’equazione dimostra che è necessaria un’unica riga della matrice inversa, che può 
a sua volta essere ottenuta con un’unica riduzione, mediante decomposizione LU. 
Il filtro Savitzky-Golay è contraddistinto da tre parametri, nS, nD e M, che determinano 
completamente il suo comportamento. 
Una proprietà, che deriva direttamente dalla struttura propria del filtro Savitzky-Golay, 
è quella che lega il livello dello smoothing con la grandezza dei parametri nS e nD: 
maggiori sono questi parametri, maggiore sarà lo smoothig, in quanto per ogni 
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