In this paper, we propose a characterization for nonelementary trapping sets (NETSs) of low-density parity-check (LDPC) codes. The characterization is based on viewing a NETS as a hierarchy of embedded graphs starting from an ETS. The characterization corresponds to an efficient search algorithm that under certain conditions is exhaustive. As an application of the proposed characterization/search, we obtain lower and upper bounds on the stopping distance smin of LDPC codes. We examine a large number of regular and irregular LDPC codes, and demonstrate the efficiency and versatility of our technique in finding lower and upper bounds on, and in many cases the exact value of, smin. Finding smin, or establishing search-based lower or upper bounds, for many of the examined codes are out of the reach of any existing algorithm.
I. INTRODUCTION
It is well-known that the error floor performance of LDPC codes is related to the presence of certain problematic graphical structures in the Tanner graph of the code, commonly referred to as trapping sets (TS) [1] . Empirical results demonstrate the majority of error-prone structures are elementary TSs (ETS) [1] , [2] . These are TSs whose induced subgraphs contain only degree-1 and degree-2 check nodes. Most recently, in [3] , for variable-regular LDPC codes, lower bounds on the size of the smallest ETSs and TSs that are non-elementary (NETS) were established. It was shown in [3] that NETSs are generally larger than ETSs with the same number of odddegree (unsatisfied) check nodes. This provided a theoretical justification, though not quite conclusive, for why ETSs often happen to be more harmful than NETSs. The exhaustive search of NETSs presented here, however, can be used to establish conclusive results on the comparison between the sizes of ETSs and NETSs. To the best of our knowledge, the branch-&-bound algorithm of [11] is the only exhaustive search algorithm in the literature capable of finding both ETS and NETSs of LDPC codes (only applicable to codes with short block lengths).
In this work, we propose an efficient search algorithm for NETSs of LDPC codes that has a much wider reach than branch-&-bound-type algorithms in terms of both the code's block length and the size of TSs. The proposed search algorithm is graph-based, and relies on the characterization of a NETS as an embedded sequence of graphs that starts from an ETS, and expands one variable node at a time to reach the NETS. One of the main contributions of this paper is to determine theoretically the range in which the proposed algorithm finds an exhaustive list of NETSs. As an important application of the proposed characterization/search of NETSs, we derive lower and upper bounds on the stopping distance, s min , of LDPC codes. Stopping sets (SS) are known to be the error-prone structures of LDPC codes over the binary erasure channel (BEC) under the belief propagation algorithm, and stopping distance is the size of the smallest stopping set(s). It is well-known that, in general, finding s min of an arbitrary LDPC code is an NP-hard problem. Nevertheless, much research has been devoted to estimating/finding s min , and to obtaining a list of small stopping sets, for LDPC codes [5] , [7] , [8] . These results are mostly limited to structured codes with short to moderate block lengths and/or low to moderate rates and/or small variable degrees.
In this paper, we use the graphical structure of stopping sets within the Tanner graph of an LDPC code to devise our search algorithm, and to derive bounds on s min . Despite the fact that the proposed algorithms here are highly efficient, the exhaustive search of stopping sets of large size for longer LDPC codes may still happen to be too complex to perform. For a manageable complexity, we thus derive a bound L on the size of stopping sets that can be searched exhaustively. If the exhaustive search within this range results in finding at least one stopping set, then the smallest size of such stopping sets is s min . Otherwise, we establish the lower bound of L on s min . In this case, we modify our search algorithms to further reduce their complexity but at the expense of sacrificing the exhaustiveness. We then use the modified algorithms to search for stopping sets of size larger than L. The smallest size of such stopping sets is used as an upper bound on s min . We provide extensive numerical results that demonstrate the application of our technique to a variety of regular and irregular LDPC codes with block lengths as large as more than 16, 000.
A more detailed presentation of this work, including some proofs that are missing here due to the limitation of space, can be found in [4] .
II. PRELIMINARIES

Any parity check matrix H of a binary LDPC code can be represented by its bipartite Tanner graph
where V is the set of variable nodes, C is the set of check nodes, and E is the set of edges corresponding to the non-zero elements of H. A Tanner graph is called variable-regular with variable degree
for g/2 even,
degrees. The girth g of a Tanner graph is the length of its shortest cycle(s). We study the Tanner graphs that are free of 4-cycles (g > 4). For a subset S of V , the subset Γ(S) of C denotes the set of neighbors of S in G. The induced subgraph of S in G, denoted by G(S), is the graph with the set of nodes S ∪Γ(S), and all the edges in between. The set of check nodes with odd and even degrees in G(S) are denoted by Γ o (S) and Γ e (S), and are referred to as unsatisfied check nodes and satisfied check nodes, respectively. The size of an induced subgraph G(S) is defined to be the number of its variable nodes. All the induced subgraphs with the same size a, and the same number of unsatisfied check nodes b, are considered to belong to the same (a, b) class. In [1] , a hierarchical graph-based expansion approach was proposed to characterize LETSs of variable-regular LDPC codes. It was proved in [1] that any LETS structure of variableregular Tanner graphs for any variable degree d v , and in any (a, b) class, can be generated by applying a combination of depth-one tree (dot), path and lollipop expansions to simple cycles. The characterization, dubbed as dpl, was then used as a road map to devise search algorithms that are provably efficient in finding all the instances of (a, b) LETS structures with a ≤ a max and b ≤ b max , for any choice of a max and b max , in a guaranteed fashion. In [2] , LETSs and ETSLs were studied in irregular Tanner graphs. It was shown that these structures in irregular graphs can also be characterized and searched using a dpl-based technique in any interest range, efficiently and exhaustively. To the best of our knowledge, the dpl-based algorithms of [1] and [2] are the most efficient exhaustive search algorithms available for finding ETSs of LDPC codes.
Consider a variable-regular Tanner graph G with variable degree d v and girth g. A lower bound on the size a of an (a, b) trapping set in G, whose induced subgraph contains a check node of degree k (≥ 2) is given in (1) 
III. CHARACTERIZATION/SEARCH OF NON-ELEMENTARY TSS (NETSS) IN LDPC CODES
A. Characterization and Exhaustive Search of NETSs in Variable-Regular LDPC Codes
In this work, to develop the characterization of NETSs, we investigate the parent-child relationships between ETSs and NETSs. Due to the low computational complexity of dot expansion [1] , for NETSs with relatively small b values, we limit the expansions to dot in the rest of the paper. In the following, we first discuss the (successive) application(s) of dot expansions to ETS structures and then describe the NETS structures that are out of reach. Suppose that S is an (a, b) TS structure of variable-regular Tanner graphs with variable degree d v , where b ≥ 1. The notation dot m is used for a dot expansion with m edges, connecting a new variable node to m check nodes of S. Similar to [1] , we assume that the new variable node in dot m is connected to at least two check nodes of S, i.e., 2 ≤ m ≤ d v . However, unlike the dot m used in [1] , the m edges can be connected to both satisfied and unsatisfied check nodes of S. The following result is simple to prove.
where m = p + q and p ≥ 0 and q ≥ 0 are the number of edges connecting the new variable node to the satisfied and unsatisfied check nodes of S, respectively. Remark 1. One should note that in Lemma 1, if S is an ETS, then p > 0. Lemma 2. Consider the induced subgraph G(S) of a NETS S in a variable-regular Tanner graph G with variable degree d v . Further, consider the expansions of this subgraph in a layered tree-like fashion starting from one of the check nodes w with degree k, where k ≥ 3. If any such expansion can be partitioned into k subgraphs, where the only connection of the subgraphs is through w, as shown in Fig. 1 , then the NETS structure S cannot be generated by (successive) application(s) of dot m expansions, 2 ≤ m ≤ d v , to any ETS structure.
In the following lemma, we investigate the smallest size of NETS structures with induced subgraphs of the form discussed in Lemma 2 and presented in Fig. 1 , for different values of Fig. 1 ) is listed in Table I .
In the following, we investigate the parent-child relationships between ETSs and NETSs based on dot m expansions. Since the NETS structures discussed in Lemmas 2 and 3 are excluded, in the rest of the paper, we use the expression "interest range of a and b" or "(a, b) class of interest" to mean the b values that satisfy b ≤ 4, and for a given b value in this range, the value of a being strictly less than the entry provided in Table I . To have an efficient NETS search algorithm based on successive dot m expansions of ETSs, we limit the multiplicity and the degrees of check nodes with degree larger than 2 to the following cases in the rest of this paper: NETSs containing at most four degree-3 check nodes, or containing only one degree-4 and at most one degree-3 check nodes. Proof. The structure S contains only one check node w of degree 3. We consider the tree-like expansion of S from w as the root at L 1 . Based on the knowledge that this expansion of S does not consist of disconnected subgraphs as shown in Fig. 1 , there must exist two variable nodes, say v 1 and v 2 at L 2 that are connected through a path that does not pass through w. Now, consider removing one of these two variable nodes, say v 1 , and all its incident edges from S. The remaining graph S is still connected and has no check node with degree larger than 2, i.e., S is an ETS. It is easy to see that S can be obtained by expanding S by v 1 through a dot m (2 ≤ m ≤ d v ) expansion. The class of S can be obtained by using Lemma 1, assuming p = 1.
The following corollary describes the exhaustive search of NETSs with only one degree-3 check node. dv = 3 dv = 4 dv = 5 g = 6 g = 8 g = 10 g = 6 g = 8 g = 10 g = 6 g = 8 g = 10 amax 6(4) 11 (6) 16(8) 6(5) 15(9) 24(15) 8(6) 19(12) 
Proof. Based on Proposition 1, in the worst case, m = d v and
We use notations N 3 , N 3,3 , N 3,3,3 , and N 3,3,3,3 , to denote NETS structures with only one up to four check nodes of degree 3. Notations N 4 and N 4,3 are used for NETS structures that contain only one degree-4 check node and those with only one degree-4 and one degree-3 check nodes, respectively. We establish results similar to Proposition 1 and Corollary 2 for N 3,3 , N 3,3,3 , N 3,3,3,3 , N 4 and N 4,3 .
Proposition 2. In variable-regular Tanner graphs with variable degree d v , all the N 3 ,N 3,3 ,N 3,3,3 ,N 3,3,3,3 , N 4 , and N 4,3 in the interest range of a ≤ a max and b ≤ b max (a max less than the value in Table I By restricting the NETS structures to those discussed above, we limit the maximum size a max of NETSs that can be exhaustively covered. The following theorem provides the value of a max for Tanner graphs with different d v and g values. Table II provides the value of a max such that such a union gives an exhaustive list of NETSs of the Tanner graph within the range of a ≤ a max and b ≤ b max = 4.
Using Proposition 2, one can find the b max value which indicates the range of b values for ETSs that are required for the exhaustive search of the desired NETSs. The b max values for graphs with different d v values are also provided in Table  II. In Table II , we have also included the lower bound on the size of the smallest possible NETS with b ≤ 4 in brackets. As an example, the entries corresponding to d v = 3, and g = 8 in Table II show that, for such variable-regular graphs, we can exhaustively search all the NETSs with a = 6, 7, 8, 9, 10, 11 and b ≤ 4. (For a pseudo code of the proposed search algorithm, see [4] .)
B. Non-Exhaustive Search of NETSs in Variable-Regular LDPC Codes
The exhaustive search of NETSs proposed in Subsection III-A has two limitations. First, the value of b max obtained in Subsection III-A, is rather large which implies a high complexity for the exhaustive search of ETSs. Moreover, for the given values of d v , g and b max , the value of a max is relatively small. For these two reasons, we propose a nonexhaustive search of NETSs in a wider range of a and b values based on setting b max = b max + t, where t ≥ 1, instead of the value indicated in Table II . Our experimental results show that by increasing b max beyond b max + 2, the number of new NETSs that can be found in the interest range is negligible.
C. Search Algorithm to Find NETSs in Irregular LDPC Codes
Due to the variety of variable degrees in variable-irregular LDPC codes, we are not able to provide results similar to those in Subsection III-A in relation to exhaustive search of NETSs in irregular codes. The search algorithm of Subsection III-A can, however, be still used for the non-exhaustive search of NETSs in irregular graphs. To obtain an exhaustive list of ETSs as the input to this algorithm, one can use the search algorithms of [2] .
IV. BOUNDS ON THE STOPPING DISTANCE OF LDPC
CODES Stopping sets can be viewed as a subset of TSs, where any check node has a degree of at least two. Elementary SSs (ESSs) and non-elementary SSs (NESSs) are thus subsets of ETSs and NETSs, respectively. In the following, we tailor/modify the results established for ETSs and NETSs for ESSs and NESSs, respectively. To potentially improve the lower bound of Proposition 3, L SS1 , we use the fact that ESSs, as a special case of LETSs, have a graphical structure that lends itself well to the efficient exhaustive dpl search algorithm of [1] . Using the dpl search algorithm with b max = 0, we can efficiently and exhaustively find all the ESSs of a variable-regular LDPC code with a maximum given size a max . In the following, we establish a lower bound, L SS2 (L SS2 > L SS1 ), on the size of smallest NESSs. We then perform an exhaustive dpl-based search of ESSs of maximum size a max = L SS2 − 1. If this search does not find any ESS, then we establish L SS2 ≤ s min . Otherwise, the smallest size of found ESSs is the exact value of s min . dv = 3 dv = 4 dv = 5 g = 6 g = 8 g = 10 g = 6 g = 8 g = 10 g = 6 g = 8 g = 10 amax 7  13  19  8  17  29  8  19  43  b max 9  9  9  12  12  12  16  16  16   TABLE IV  VALUES L NESSs. This can be performed, by using the NETS search algorithm of Section III with some modifications as described below. We first note that, compared to Subsection III-A, here, we are not interested in NETSs with unsatisfied check nodes of degree-1. This implies that the range of exhaustive search for NESSs, as a subset of NETSs, can be potentially increased. We use notations SS 3 , SS 3,3 , SS 3,3,3 , SS 3,3,3,3 , to denote NESSs with only one up to four check nodes of degree 3, respectively. Notations SS 4 and SS 4,3 are used for NESSs that contain only one degree-4 check node and only one degree-4 and one degree-3 check nodes, respectively. Similar to Subsection III-A, we limit the search of NESSs to the following configurations: SS 3 ,SS 3,3 , SS 3,3,3 , SS 3,3,3,3 , SS 4 , and SS 4,3 . The following result (parallel to Theorem 2) provides the range in which the NESS search is exhaustive.
Theorem 3. For a variable-regular Tanner graph with variable-degree d v and girth g, consider the union of sets SS 3 ,SS 3,3 , SS 3,3,3 , SS 3,3,3,3 , SS 4 , and SS 4,3 , obtained by successive applications of dot m expansions (m ≥ 2) to LETSs.For d v = 3, 4, 5, and g = 6, 8, 10, Table III provides the value of a max such that such a union gives an exhaustive list of NESSs of the Tanner graph within the range of a ≤ a max .
If the exhaustive search of SSs (ESSs and NESSs) up to size a max listed in Table III fails to find any SS, then L SS3 = a max + 1 is a lower bound on s min . Otherwise, the smallest size of found SSs gives the exact value of s min . In Table IV , we have listed L SS3 , as well as the values of L SS1 and L SS2 , obtained from Propositions 3 and 4, for Tanner graphs with different values of d v and g.
If we fail to find the exact stopping distance of an LDPC code (variable-regular), then, we have established that s min ≥ L SS3 . For such cases, we also find an upper bound on s min . To obtain this upper bound, we find a stopping set with size larger than or equal to L SS3 . We do this by devising a nonexhaustive search algorithm for SSs with a range that can go well beyond L SS3 . This search algorithm is also applicable to irregular LDPC codes and can provide an upper bound on s min for such codes.
To overcome the problem of high complexity of the exhaustive dpl search, in cases where the smallest size of stopping sets is well above L SS3 , we modify the search such that it can handle larger values of a max . This however, comes at the expense of losing the exhaustiveness of the search, and thus we are not guaranteed to find the stopping sets with the lowest weight in our search. In this part of the work, rather than selecting the b max as in the original dpl characterization/search, we choose it to be a smaller value. To compensate for the detrimental effect that this new choice will have on the exhaustiveness of the dpl search, rather than using the specific expansion techniques that the original dpl characterization determines for each LETS class, we apply all the possible expansions from the set of dot, path and lollipop expansions to LETS structures in each class in the range of a ≤ a max and b ≤ b max . The only constraint for the application of a certain expansion technique to LETS structures within a specific class is that the expanded structure must still remain within the range a ≤ a max and b ≤ b max . (For a pseudo code, see [4] .)
V. NUMERICAL RESULTS
We have applied our technique to find lower and upper bounds on the stopping distance of a large number of variableregular and irregular LDPC codes. Here, we present the results for 8 variable-regular (C 1 −C 8 ) and 3 irregular codes (C 9 −C 11 ). These codes and their parameters can be seen in Table V . For all the run-times reported in this paper, a desktop computer with 2.4-GHz CPU and 8-GB RAM is used, and the search algorithms are implemented in MATLAB. For the cases where the exact s min is found, this value is reported in the column corresponding to the lower bound, and we have "-" in the upper bound column. Otherwise, the value L SS3 is reported as the lower bound, and the upper bound is obtained using the non-exhaustive dpl search algorithm. In such cases, the value b max that has been used to provide the upper bound is reported in the last column of the table. For all cases, the runtime to obtain the lower and upper bounds are also reported. Also, for all cases, the letter e or n is reported in brackets to indicate whether the smallest SS found in the search algorithm is elementary or non-elementary, respectively. For comparison, we have also added the available results in the literature in the last column of Table V. The run-times, which are given when reported, show the significant advantage of the proposed algorithms.
To the best of our knowledge, no existing algorithm would be able to handle C 3 , which is a code of rate 0.87 and block length 16383. Among seven variable-regular LDPC codes reported in [7] , the run-time for finding the stopping distance of only two structured small block length codes, including C 4 , has been reported. Also, while most of the variable-regular codes studied in the literature, see, e.g., [7] , have d v = 3, the algorithms proposed here can find the exact stopping distance, or provide lower and upper bounds on stopping distance of variable-regular codes with d v > 3 (see, e.g., C 8 ). 10 - † Using a computer with Core 2 Duo E6700 2.67GHz CPU and 2 GB of RAM [5] . ‡ Specifications of the PC not reported.
