Abstract. Magnetically confined fusion plasmas feature a large variety of waves. In the Ion Cyclotron Range of Frequencies (ICRF), radiofrequency waves are routinely used for plasma heating and non-inductive current-drive, whereas unstable modes in the Alfvén range of frequencies are observed in ongoing experiments and are expected to play a crucial role in future devices. In experiments where Alfvén and ICRF waves co-exist, a strong interplay between them is observed via the intermediary of the wave accelerated fast ions. A Hamiltonian description of the resonating particles is particularly well adapted to describe accurately their interaction with ICRF and Alfvén waves. It provides a convenient framework for self-consistent calculations of the wave propagation and the kinetics of resonating plasma species. In the wave-field calculation, this formulation allows to account for non-local effects caused by wide fast particle orbits (e.g. wave accelerated fast ions and alpha particles). We present here the progress made in the development of the full-wave code EVE, based on a Hamiltonian description of the particle dynamics in terms of action-angle variables. The formalism of EVE, the numerical aspects, as well as some simulation results obtained with the code are discussed.
INTRODUCTION
The operation of current and future magnetic fusion devices involves various sources of low frequency waves: Alfvén eigenmodes are routinely observed in current experiments, especially in the presence of fast particles [1] , whereas ICRF waves are excited by means of external antennas to heat one or several plasma species, depending on the experimental scenario [2] . Furthermore, in experiments involving both Alfvén eigenmodes and significant levels of ICRF power, a cross-effect is observed, resulting from an interplay of both waves with fast particles in phase space [3] . In order to describe ICRF waves heating, it is therefore necessary to account for the stochastic nature of the waveparticle interaction [4, 5] , orbit effects [6] and non-Maxwellian distributions [7, 8, 9] . A comprehensive simulation aimed at describing the physical processes at hand in a selfconsistent fashion should therefore comprise at least a two or three dimensional wavesolver to calculate the wave-field and a Fokker-Planck code to simulate the dynamics of the fast particles. dt = σ σ σ s (r, r ,t,t , f s,0 ) · E(r ,t ).
Owing to steady improvements of the available computational resources and to refinements in the description of the underlying physical processes, significant progress has recently been made in the numerical solution of the wave equation by means of fullwave codes (see, e.g. Refs. [10, 11, 12] ). Significant efforts have also been devoted to self-consistent coupling of wave and Fokker-Planck codes [13, 14, 15, 16] .
In this paper, a Hamiltonian-based approach is applied to the calculation of the dielectric response of the plasma particles to a wave. Action-angle coordinates are employed to describe the particle motion, which naturally incorporates a global description of the particle orbits. This full description of the dielectric response is, however, rather cumbersome to implement. It is therefore of interest to investigate the approximations under which the more familiar quasi-local approach can be deduced from the full description. The pertinent approximations and the situations where they break down are discussed in some detail. This should facilitate the assessment of the validity and shortcomings of the quasi-local approach. The obtained expressions are employed in a new full-wave code, named EVE, which is used to simulate two ICRF heating scenarios employed on the JET tokamak. It should also be noted that the Hamiltonian description has the advantage of providing a common framework for the calculations of the wave-field and of the kinetics of the resonating ion distribution functions.
VARIATIONAL FORMULATION OF THE WAVE PROBLEM
Following Ref. [17] , the wave-field is obtained by solving Maxwell's equation. The current conservation can be written as
where j ant is the antenna current density, j part is the current carried by the plasma particles. (A, ϕ) is the four-potential. The charge conservation is written
Three gauge-invariant functionals, L ant , L part and L maxw can be constructed by writing
and substituting j (resp. ρ) with j ant , j part and −j maxw (resp. ρ ant , ρ part and −ρ maxw ). The integrals are performed over the whole (assumed perfectly conducting) vacuum chamber volume. In the linear wave problem considered here, both L part and L maxw are bilinear in (A, ϕ) and (A * , ϕ * ). L ant is linear in (A * , ϕ * ) since j ant and ρ ant are assumed to be completely determined by the antenna parameters. The variational statement corresponding to the conservation conditions (3) and (4) implies that the quantity
must be extremal for all variations of A * and ϕ * , when A and ϕ are kept constant.
Expanding the potentials in a given basis of functions (a i , φ i ) as
with (α i ) a set of coefficients to be determined, the functionals can be written as
with
The variational statement then leads to the condition
meaning that solving the following coupled equations for α i :
yields the potential, and therefore the electromagnetic field:
Energy conservation relations can also be deduced from the variational formulation [17] . For instance, the Maxwellian functional can be written as
which is purely real. The time-averaged total power absorbed by the plasma specieṡ W part can be directly derived from the plasma functional:
On the other hand, the power coupled to the plasma by the antenna can be written aṡ
where the variational statement has been used. This implies that the solution obtained with this type of formulation automatically ensures conservation of the total energy. Local energy relations can also be derived, allowing to calculate, e.g., power deposition profiles [18] .
PLASMA FUNCTIONAL IN ACTION-ANGLE COORDINATES
Using expression (5), the plasma functional is constructed as
In this expression, s labels the species. Introducing f s (p, r,t) the distribution function for this species and the usual kinetic expressions for the particles current and charge density leads to
In the absence of a wave, the unperturbed particle Hamiltonian is
with (A 0 , ϕ 0 ) the unperturbed potential. When a first order perturbation (δ A, δ ϕ) ∝ exp(−iωt) is applied, the perturbed Hamiltonian linearized to first order is
where v 0 is the unperturbed particle velocity. In the presence of the harmonic oscillation, the perturbed velocity is
It is then straightforward to show that the plasma functional can be written as
with ω ps the plasma frequency. δ f s is obtained by solving the Vlasov equation
At this point, it is convenient to introduce the conjugate action-angle variables [19] (J, Φ Φ Φ). In this system, the equations of the unperturbed motion have the form
In action-angle variables, the Vlasov equation can then be written as
The distribution function and Hamiltonian perturbations can be expressed as Fourier series over the generalized angles:
where
is a triplet of integers. The linearization of Eq. 22 leads to the harmonic distribution function perturbation as a function of the Hamiltonian perturbation:
Since d 3 rd 3 p = d 3 Jd 3 Φ Φ Φ, the plasma functional, Eq. 20, can be rewritten as 
The second term on the right-hand side of this expression shows that the condition for an energy exchange to take place between the wave and the particles is two-fold. It requires that i) the global resonance condition ω − N · Ω Ω Ω = 0 be verified, ii) δ h N be not zero. In order to make the latter condition explicit and to obtain a practical expression for L part , the elementary contributions δ h N have to be evaluated.
GLOBAL AND LOCAL PLASMA-WAVE INTERACTIONS
At this point, the plasma-wave interaction description described by Eqs. 25 and 26 has a global character, since no local assumption has been made on the particle trajectories. This is to be contrasted with the usual derivation of the dielectric tensor where the trajectories are approximated in order to evaluate the integrals over unperturbed orbits [20] . Nevertheless, it is instructive to derive the quasi-local expressions from the global ones, since this allows direct comparisons with the familiar dielectric tensor, and also to identify the approximations needed to recover them. The first step is to obtain an expression for δ h N . This is done by writing 18) . By expressing δ H as a sum over toroidal harmonics, i.e. δ H ≡ ∑ N δ H N exp(iNφ ) with φ the toroidal angle, and noting that the relation between the third generalized angle Φ 3 and φ can be written as [19] φ = Φ 3 +φ (Φ 2 ) + qθ (Φ 2 ) whereφ and qθ are 2π-periodic functions of Φ 2 , the integration over Φ 3 is trivial and implies that all contributions with N 3 = N vanish. For the ICRF problem considered here, it is natural to expand the Hamiltonian perturbation over cyclotron harmonics:
where x g denotes the guiding-center position and φ c the gyro-phase of the particle. In the previous expression, δ H is written as a function of µ the magnetic moment, H the particle energy and P φ the toroidal momentum. These three adiabatic invariants characterize the guiding-center orbit. Moreover, the relation between φ c and Φ 1 is
). Θ being independent of the fast gyro-motion, the integral over Φ 1 is readily performed and the only non-zero contributions to δ H are such that
which is an orbit integral reflecting the periodic nature of the gyro-center motion. In order to handle possible fast variations of the field (and therefore of δ h p ) in the parallel direction, a WKB expansion is performed:
with x the curvilinear coordinate along the field line and k the parallel wavenumber. This leads to
with τ b ≡ 2π/Ω 2 the particle bounce period and φ (t) ≡ pΘ(t) − N 2 Ω 2 t − NΩ 3 t. δ h p has slow parallel variations compared to the total phase, and this integral can thus be evaluated by a stationary phase method. The stationary phase condition in Eq. 31 implies that non-zero contributions to δ h p,N 2 ,N are obtained when pΘ
showing that this occurs at every point x * g (N 2 ) along the orbit verifying an effective (or bounce) ICRF resonance [18] written as
One such resonance is obtained for any value of N 2 . If the particle is assumed to cross the resonance at time t * , the particle trajectory in its vicinity is approximated as
where B 0 is the confining magnetic field. Likewise, the phase can be expanded as
which leads to
Practically, collisions and/or intrinsic chaos caused by the large number of effective resonances [4] ensure that the random phase approximation generally applies, i.e. that the particle has lost memory of its phase between successive resonances. This gives
Inserting this expression into Eq. 26 yields
As can be readily deduced from Eq. 32, the time it takes for a particle to travel from a given effective resonance (N 2 ) to the next one (N 2 + 1), ∆t, is determined by
When used in Eq. 37, the latter expression gives
The approximate number of bounce resonances ∆N 2 corresponding to a given orbit can be deduced from Eq. 32:
where R 0 is the major radius. This expression shows that ∆N 2 is typically very large as Ω 1 = ω c is the value of the cyclotron frequency averaged over the orbit, while Ω 2 is the bounce frequency. Since Ω 1 Ω 2 , the resonance points are densely packed and the discrete sum in (39) can be approximated as a time integral, yielding
The equations of the unperturbed motion imply that dΦ 2 = Ω 2 dt = 2πdt/τ b . Since the integrand of the second term on the right hand side of Eq. 41 is independent of both the cyclotron phase and the toroidal angle, the integral can be transformed according to
and
The same expression for L part can be obtained by introducing the dielectric tensor [20] from quasi-local theory, = ε ε ε, and writing the perturbed current as
Several approximations have been necessary in order to recover the quasi-local results. The most obvious breakdown of these approximations occurs when the quantity
is close to zero (see Eq. 35). This tends to happen near the turning points of trapped particles and in positions where a particle orbit is close to being tangent to a flux surface. In the neighborhood of such points, the estimate of the time to travel between two resonances fail. Furthermore, two successive resonances do not necessarily correspond to N 2 and N 2 + 1, but can have the same N 2 . Obviously, the quasi-local approach does not suffer from any such singularities, since it smooths over the problem by using the actual time along the orbit instead of ∆t obtained from Eq. 38. Thus, it is clear that the quasi-local approach fails at accurately capturing the dynamics in the neighborhood of nearly singular points. Consequently, an evaluation of the contribution from individual bounce resonances near such points is necessary. In order to overcome the near singular behavior, the local wave phase must then be expanded to third order in t −t * , rather than second order as in Eq. 34. On the other hand, the quasi-local approach should be fairly accurate away from such points. In view of the fact that there is only a minority of the global resonance points that are near to being singular, it is reasonable to think that the quasi-local approach provides an acceptable first approximation. Unfortunately, to our knowledge, there are as yet no published results that quantify the differences, in terms of the wave field and the power deposition, between the quasi-local approach and the full theory where the bounce resonance contributions are computed individually. An issue that is even more difficult to assess is whether the contributions from stationary points can be treated as being independent, i.e. if the random phase approximation is really applicable to all neighboring stationary points (see Eq. 36). This is probably not always the case, but to judge in which way the contributions should be added is a virtually impossible task. Thus, there are limitations to how accurate and detailed one can reasonably describe the dielectric response.
THE EVE CODE
The EVE code is a full-wave solver whose underlying concepts are based on the ALCYON code, described extensively in Refs. [4] , [17] and [21] . The system of coordinates is (s, θ , φ ), with s the radial coordinate linked to the poloidal flux through the relation ∇ψ ≡ f (s)∇s, and varying between 0 (center) and 1 (edge) in the plasma volume.
θ and φ are the poloidal and toroidal angles. The confining magnetic field is written as B 0 = ∇φ × ∇ψ + F(s)∇φ with F the toroidal flux function. A spectral treatment is applied in the poloidal and toroidal directions. In the chosen representation, k can therefore be written as
which accounts for geometrical upshift effects. J is the Jacobian of the (s, θ , φ ) system. m and n are respectively the poloidal and toroidal wave-numbers. The equilibrium is assumed to be axisymmetric and the various toroidal numbers are thus treated independently. The components of the potential vector are solved in the local magnetic frame [22] . Any component u k of the four-potential u ≡ (A, ϕ) expressed in this basis is decomposed as
(h p k ) consists of a set of radial finite elements, which are chosen as a mix of quadratic and cubic polynomials in order to prevent potential spectral pollution effects [23] . s j is the j-th spatial grid point. The three functionals (see Eq. 5) are constructed and Eq. 10 is solved for the (α mnp k ) coefficients. The code is firstly applied to simulate minority heating in a JET (major radius R 0 ≈ 3m, horizontal minor radius a 0 ≈ 1m) plasma. The considered discharge consists of 5% hydrogen in deuterium. The central electron density and temperature are respectively n e (0) = 10×10 19 m −3 and T e (0) = 5keV. The magnetic field on axis is B 0 (0) = 2.3T and for a wave frequency f = 37MHz, the fundamental hydrogen cyclotron layer intersects the equatorial plane close to the plasma magnetic center. A single toroidal mode is considered, N = 20, resulting in an antenna k -spectrum centered around k ≈ 5m −1 . In this simulation, N m = 49 poloidal modes and N s = 115 radial points are considered. On Fig. 1(a) , the contours of the left-handed electric field are shown.
It appears that the wave undergoes strong focusing during its propagation from the antenna towards the hydrogen cyclotron layer. This is caused by the relatively high kspectrum considered, and by the large absorption found in this type of scenario. Fig. 1(b) shows the power deposition profiles computed by the code. The absorption mechanisms consist of Landau damping (LD) and transit time magnetic pumping (TTMP) by the electrons, fundamental cyclotron absorption by the hydrogen ions and second harmonic cyclotron absorption by the deuterium. As expected, the chosen scenario leads to preferential heating of the minority ion, although the electron absorption is substantial, due to the slightly high-field side location of the cyclotron layer.
The second application of the code is the simulation of a Fast Wave Electron Heating (FWEH) scenario in JET. In this scheme, the goal is to have most of the wave power ab- sorbed by LD and TTMP on electrons. Owing to the intrinsically low absorption character of the scenario for typical JET parameters, one is required to minimize the influence of any competing mechanism (such as ion cyclotron absorption). The discharge parameters considered here are: plasma mixture of 50% hydrogen and 50% deuterium, central magnetic field B 0 (0) = 1.34T, electron density on axis n e (0) = 2.5 × 10 19 m −1 , central temperature of the different species T e (0) = T H (0) = T D (0) = 3.9keV, wave frequency f = 48MHz and excited toroidal number N = 20. For these parameters, the second harmonic of the hydrogen cyclotron resonance is located on the high field side. The simulation was performed using N m = 97 poloidal modes and N s = 115 radial points. The contours of the parallel component of the computed wave magnetic field are shown on Fig. 2(a) . The poloidal spectrum is highly enriched. This is caused by the relatively low perpass damping, which creates a rich eigenmode structure [21] . The resulting small scale structures in the field are clearly seen in Fig. 2(a) . Another consequence of this low damping is that part of the wave power can actually reach the second harmonic hydrogen cyclotron resonance, where it undergoes significant ion absorption. This is shown on the deposition profiles of Fig. 2(b) . The fraction of power deposited on electrons is P e /P tot ≈ 73%, while hydrogen absorption is P H /P tot ≈ 27%. Consequently, for this set of parameters, the scheme essentially results in heating of the electrons, with rather moderate "parasitic" ion absorption. However, in a comprehensive simulation, the effect of the distortion of the hydrogen distribution function due to the absorbed wave power must be taken into account. In particular, the high energy tail developing on the hydrogen distribution is known to result in an increase of the ion damping strength. The effect is bootstrapping and may eventually result in dominant ion absorption. To illustrate this feature, Fig. 3(a) shows the power deposition profiles obtained when the hydrogen cen- tral tail temperature is increased from T H (0) = 3.9keV to T H (0) = 30keV. On Fig. 3(b) , the fraction of power absorbed by electrons and hydrogen ions is shown versus T H (0). As can be seen, the higher hydrogen tail temperature results, as expected, in a significant increase of the parasitic ion absorption. It indicates that such a scenario may result in dominant ion damping if the hydrogen distribution function develops a high energy tail, stressing the need for self-consistent kinetic simulations of the wave field and the distribution function of the resonating ions.
CONCLUSIONS
In this paper, a variational formulation of low frequency wave propagation and absorption in magnetically confined plasmas was described. The use of a particle Hamiltonian and associated action-angle variables allows one to describe the plasma response to a wave perturbation in which the dynamics of global orbits and their periodicity is naturally treated. It was also shown that the obtained expressions lead to the familiar quasi-local expressions provided that 1) the stationary points are densely packed, 2) the phase is randomized between any two successive stationary points and 3) the stationary phase method does not produce a nearly singular contribution at a stationary point. The obtained expressions are used in a new full-wave code, EVE, which was employed to simulate two ICRF heating scenarios in JET. The Hamiltonian formulation has the advantage of being very general. For instance, it allows one to clearly show that the local expressions are invalid close to the banana tips, which must be handled separately [4] . To incorporate more refined orbit effects, it is necessary to self consistently calculate the wave field and the distribution function of the resonating ions. For the latter, the Hamiltonian formalism is a convenient starting point, unifying the two problems, and the resulting Fokker-Planck equation can either be solved with Monte Carlo methods [8] or finite element/difference methods [24] .
