The gossip problem involves communicating a unique item from each node in a graph to every other node. We study the minimum time required to do this under the weakest model of parallel communication which allows each node to participate in just one communication at a time as either sender or receiver. We study a number of topologies including the complete graph, grids, hypercubes and rings. De nitive new optimal time algorithms are derived for complete graphs, rings, regular grids and toroidal grids that signi cantly extend existing results. In particular, we settle an open problem about minimum time gossiping in complete graphs. Speci cally, for a graph with N nodes, at least log N communication steps, where the logarithm is in the base of the golden ratio , are required by any algorithm under the weakest model of communication. This bound, which is approximately 1:44 log 2 N , can be realized for some networks and so the result is optimal.
INTRODUCTION Introduction
Gossiping generally refers to the process of distributed information dissemination and can easily be described in graph theoretic terms. Each node in a graph initially contains a unique piece of information to be communicated to all other nodes. At each time step, a node can only communicate with those nodes that share an edge with it. Information can be combined between communications. Variants of the gossip problem involve the minimal total number of communications and the minimal total time required. Di erent models of communication have been proposed. Known results about gossiping are summarized in a 1988 survey paper by Hedetniemi, Hedetniemi and Liestman 17] .
In this paper, we study gossiping in minimum time under the weakest model of communication and derive a number of optimal results for various graph families. Our motivation for studying this problem is threefold and stems from the identi cation between multiprocessor interconnection schemes and graphs. Firstly, gossiping challenges the data throughput capabilities of any interconnection graph while at the same time it is a model for a number of parallel communications problems. Secondly, minimum time solutions for gossiping provide lower bounds for the communication complexity of algorithms for a large class of problems. Lastly, the e ciency of an optimal time algorithm for gossiping on a particular topology is a useful measure of that graph's parallel communication capability when viewed as an interconnection scheme. As such, it introduces what we believe to be a valuable metric in evaluating multiprocessor interconnection networks.
The Gossip Problem
Our interest in the gossip problem stems from its relationship to communications problems in distributed memory multiprocessor systems. Distributed memory multiprocessors share data by passing messages along dedicated channels that connect pairs of processors. A prototypical example is the commercially successful binary hypercube architecture 16, 25] . These architectures are idealized as graphs where nodes are processors with local memories and edges are direct communication channels. Any pair of processors can communicate but if they are not neighbors then messages have to be routed through the network and the time required is, to the rst order, proportional to the length of the route used. Although our original motivation for studying gossiping came from working with multiprocessor systems, we use the language of graphs to simplify and generalize our discussions and results.
The gossip problem is easy to formalize. Each node in a graph has a token, or unit of data, that needs to be communicated to all other nodes in the graph. Tokens can be combined so that all communications involve constant time. The time needed for combining is irrelevant and treated as zero. A formal de nition is simply stated:
Initialization: Let G = (V; E) be a graph (interconnection network). With each node, v, associate an initial singleton set S(v) (the initial data). These initial singleton sets are disjoint.
Allowable Steps: Each node can send its set to a neighbor or neighbors and/or receive a set from a neighbor or neighbors depending on the model of communication used. After receiving any sets, nodes union their existing sets with all sets received at that step thus forming new sets for the next step.
Final State: All nodes must have the same sets locally, containing all elements in the initial singleton sets. The only unspeci ed ingredient in the gossip problem as described above is the model of what a feasible communication is. There are two independent parameters that we believe can model most distributed memory systems realistically and we restrict discussion to them. They are: (a) the degree of a feasible communication step and (b) the duplex mode of communication channels. The degree of a feasible communication is the maximal number of simultaneous communication activities allowed at each node. We assume that this number is either one or the maximal degree possible (although intermediate situations are surely conceivable) and we refer to these two models as pairwise and simultaneous respectively. The duplex mode is either full or half. This refers to whether simultaneous reading/writing can take place between a pair of connected nodes (processors).
We will use some abbreviated notation when referring to these models of communication. Speci cally, F1 and H1 refer to the full-duplex and halfduplex pairwise models respectively|the su x of 1 indicates that a node can only communicate with one other node at a time. Similarly, F and H denote simultaneous communications models with full-duplex and halfduplex modes so that communication with any number of neighboring nodes is allowed. This leaves open the possibility of studying models like H2, H3,
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F2, F3 and so on with the obvious meaning that Hn allows n channels to be used simultaneously (see 15] for a discussion of a speci c multiprocessor design allowing this). The gossip problem for the complete graph under the Fn model has been studied by Schmitt 24] ) and under a restricted version of the Hn model by Entringer and Slater 9] .
A solution to this problem is just a sequence of feasible communication steps (an algorithm). Each communication between neighboring pairs of nodes takes one time unit. Our measure of the complexity of an algorithm for solving this problem is the number of time units required to complete the algorithm. When we discuss optimal algorithms we typically mean optimal to within an additive constant number of steps. However, in some instances we are actually interested in tight optimality, since we are interested both in asymptotic complexity and in speci c cases representative of real systems.
We study this problem on basic topologies that include linear arrays, regular and toroidal grids, rings, hypercubes and complete graphs. Our results are primarily for the H1 model of communication although we do mention results for other models as well. A recent paper of Bagchi et al. 4 ] contains conjectures and results for grids, hypercubes, and rings under the H1 model which we describe in Sections 6, 7, and 9 respectively.
One result derived in the paper settles an open problem in the eld 9]. (Initial announcement of it appeared in 28]. Subsequently, Even and Monien 10] discovered the same result.) Assume the H1 model of communication so that in one time step, a node can only be engaged in one communication activity (either sending or receiving with one of its neighbors). Then a lower bound for solving the gossip problem for any graph consisting of N nodes is log N where the logarithm is in the base of the golden ratio = (1 + p 5)=2 so log N 1:44 log 2 N = 1:44 lg N and this bound is optimal. 1 To contrast this with some well known algorithms for the hypercube, note that a common solution on the hypercube uses 2 lg N which is a constant factor of about 1/3 worse than the optimal solution for an optimally connected graph. A companion paper to this one shows that 2 lg N is not optimal for hypercubes in general; optimal algorithms for hypercubes in this model of communication are not known.
Background
There are a number of common situations in multiprocessing where gossiping occurs. One application is that of global processor synchronization, or a barrier type of construction 3]. All processors are to suspend execution at a certain breakpoint, or barrier, until such time as all other processors have reached the appropriate breakpoints in their executing programs.
The gossip problem is also an abstraction of a large class of distributed computation problems. Suppose that a parallel computation requires both input and output data to be distributed across the network. If the outputs require all inputs, then whatever algorithm is used, there is an implicit solution to the gossip problem in the communication pattern used by the algorithm. Optimal solutions to the gossip problem therefore provide lower bounds on the communication complexity of any algorithm for performing such a computation. Based on this observation, it should be evident that the gossip problem thus provides communications lower bounds for problems such as linear system solving, Discrete Fourier Transform evaluation and sorting. For example, consider the problem of inverting a square n n matrix where the entries of the matrix are distributed over n 2 processors.
If the inverse matrix is to have elements distributed likewise, then our results show that under the H1 model described above, any algorithm running on any interconnection network will require at least 1:44 lg n 2 = 2 log n communications steps. This should be compared with algorithms requiring O((log n) 2 ) arithmetic operations for matrix inversion 8, 21] .
The study of algorithms for the gossip problem on standard topologies naturally leads to asking whether there is an e ective procedure for nding optimal algorithms for any interconnection network. We show that for the H1 and F1 models of communication this problem is NP-Complete by a reduction of the broadcast problem of 12] to the gossip problem studied here. This is discussed in Section 4. steps were needed to invert an n n matrix stored in an n n grid.
A variety of communications problems have recently been studied by researchers interested in optimal routing for data movement problems or specialized communications. Stout Our results on optimal lower bounds for complete interconnection graphs are the same as lower bounds for semi-oblivious PRAM machines computing functions with critical input 6]. Speci cally, semi-oblivious PRAMs require at least 0:5 log n 0:72 lg n PRAM-steps to compute a function with critical input. PRAMs allow simultaneous reading of memory locations but require serialization of writing but this does not match any natural model of interprocessor communication in distributed memory systems.
Organization
This paper is organized as follows. Section 2 introduces and discusses our models of communication in more detail. Section 3 surveys results under three of the communication models (all but H1). The rest of the paper deals with the H1 model. Section 4 shows that the derivation of optimal time algorithms for gossiping on an arbitrary graph using the H1 or the F1 model is NP-complete. Section 5 deals with the important case of the complete graph. This case is fundamental because it provides a lower bound on the time required for gossiping on any graph and as mentioned above it provides lower bounds on the communication required to solve a large class of distributed computation problems. All of these topics are presented in Section 5. Sections 6 through 10 deal with speci c interconnection topologies|linear array, rectangular grids, toroidal grids, hypercubes, and rings. Section 11 is a discussion.
Realistic models of communication cost
In a distributed memory multiprocessor, a communication transaction is an interplay of both hardware and software activity. As already noted, the H1 model of communication makes the weakest assumptions about both hardware and software capabilities. In an appendix we show results of tests evaluating the H1, F1, H , and F models for a particular multicomputer. Those results indicate that simultaneous models do not give reasonable qualitative predictions of system behavior, that both the H1 and F1 models are plausible, and that in general F1 is more accurate than H1.
In the gossip problem it is assumed that tokens may be freely combined and transmitted as cheaply as one, or in other words that the time required to transmit a message is a xed constant independent of the length of the message. Cases where such assumptions would be valid include the following: when the messages are small, for example if synchronization or control information is being passed, so that the dependence of transmission time on message size is negligible; when it is possible to coalesce the message contents such as when a global sum or maximum is being computed; where the transmission hardware or software uses very large packet sizes as on the rst-generation Intel iPSC, and where local per-message overhead is high enough that actual message transmission time is negligible. Furthermore, results obtained under this assumption provide a lower bound for the case where transmission time does depend on message size.
We also assume that communication occurs as if globally synchronized, i.e. at each discrete time step, one set of communications across links in the network occurs. It su ces to note that the algorithms we describe can be viewed as self-synchronizing since the algorithms are deterministic and so each processing node can store the sequence of communications required and initial a transmission only when that transmission's precedents have been completed.
Of the four models, we consider H1 to be the most important. It is the weakest|in fact it represents the minimal communication capability that a loosely coupled multiprocessor could possibly have. Thus upper bounds developed under the H1 model apply to all models, while lower bounds under H1 serve as upper bounds for potential lower bounds under other models. It characterizes one real machine fairly well (the NCUBE), especially for small messages. Algorithms developed under the H1 model will generally impose the least load on a system since they represent the smallest use of communication resources.
FULL-DUPLEX AND SIMULTANEOUS MODELS
3 Full-duplex and simultaneous models Analysis of the problem under the F , H and F1 models is easy for most of the graphs we deal with. In this section we treat these three models in turn, leaving the H1 model for the rest of the paper. Before proceeding, we observe that the number of steps required under the H1 model is no more than twice what is required under the F1 model and no more than a factor of v times what is required under the H model, where v is the maximum degree of any node. Similarly, the complexity under the F1 model is no more than a factor of v times the complexity under the F model, and under the H model it is no more than twice that under the F model. Although this indicates a potential range from D (the diameter) under F to 2vD under H1, we shall nd that solutions in close to D steps are almost always obtained under all four models.
Full-duplex simultaneous communication (F )
Under the F model, the gossip problem on any graph has the graph's diameter as a tight bound: each node can simply send its tokens to all its neighbors at each step, and the time need to gossip will simply be the diameter.
Full-duplex pairwise communication (F1)
For the complete graph with an even number N of nodes (and for the hypercube of N nodes), the time to complete gossip under the F1 model is the same as the time required to broadcast from a single node, or dlg Ne; if N is odd, it is dlg Ne + 1 18].
Farley and Proskurowski 11] have carried out an extensive analysis of the gossip problem under the F1 model for rings and 2-dimensional grids, toroidal grids, and Illiac grids. Their results include the following. For the N-node ring the minimum time is N=2 (the diameter) if N is even; if N is odd it is dN=2e + 1 (2 more than the diameter). The minimum time for any 2-dimensional grid other than the 3 3 grid is the diameter of the grid; for the 3 3 it is 5 (one more than the diameter). The minimum time for an N M toroidal grid is equal to the diameter if N and M are even, is between 1 and 2 greater than the diameter if just one if N and M is odd, and is between 2 and 4 greater than the diameter if both are odd. Similar results are obtained for the Illiac grid.
Half-duplex simultaneous communication (H )
For d-dimensional grids and toroidal grids in general, their results indicate that the minimum time is no greater than 2d plus the diameter. Whether it is possible to do better than that is open; for example it is not known whether the 3 3 3 grid can be solved in 6 steps under the F1 model.
For any bipartite graph with diameter D under the H model, there is a (D + 1)-step solution to the gossip problem: two-color the nodes red and black and have red nodes transmit to all neighbors on even time steps and black nodes do so on odd time steps.
For the complete graph, it takes exactly two steps to solve the problem regardless of the size of the graph. It is impossible to solve the problem in one step, and for a two step solution we just select a subgraph consisting of one node and one edge from it to every other node and apply the above construction with the rst transmissions going toward the central node.
Since the d-dimensional hypercube is bipartite, the above bipartite approach yields a (d+1)-step solution. For d 2 this is optimal, but for d 3 solutions in d steps exist. They are hard to nd and describe|for example there are 2 36 di erent 3-step strategies to consider on a 3-cube|and we treat them in a separate paper 19] . One signi cant result of that work is that for all d 4, time-invariant optimal solutions exist, that is solutions where the transmissions are the same at each step.
For the d-dimensional grid of diameter D, Section 7 shows that the problem can be solved in D steps even under the pairwise model, and this automatically provides an optimal solution under the simultaneous model.
A ring with an even number of vertices N is bipartite, and the above bipartite algorithm gives an optimal solution of (N=2 + 1) steps, one step more than the diameter. (It is impossible to do it in N=2 steps.) With an odd number of vertices, the following modi ed version can be used. On each step, one link is omitted from involvement, the choice of which link to omit proceeding around the ring one step at at time. The other links participate in the basic bipartite pattern, where directions are chosen so that each node alternates sending and receiving. This yields a solution taking (N ?1)=2+2 steps, two steps more than the diameter.
For the d-dimensional toroidal grid the same construction can be used. In each dimension where the size is odd, the pattern must be modi ed as with the ring, where the omitted links are chosen with matching coordinates so that they form entire rows or columns (or hyperplanes). This yields solutions that take (D + k + 1) steps, where k is the number of dimensions where the size is odd.
The rest of this paper is devoted to the half-duplex pairwise (H1) model, the analysis of which yields a surprising richness of nontrivial and interesting problems and results.
Complexity of Finding Optimal Solutions
In this section we demonstrate that the problem of nding time-optimal algorithms for gossiping is NP-Complete under either the H1 or the F1 model of communication. This result serves to justify the detail required to nd optimal algorithms for speci c interconnections. Our reduction uses the Minimum Broadcast Time Problem as described by Garey and Johnson 12] giving the result for the H1 model, which we then show can be modi ed to yield the same result for F1. We also need a simple result about reversibility when using the H1 model. First, we restate the Minimum Broadcast Time problem from 12].
Minimum Broadcast Time Problem (MBTP): Given a graph, G = (V; E), a subset V 0 of V and a positive integer K, can a message that is originally resident on all nodes in V 0 , be distributed to all of V in K steps using the H1 model?
This formulation uses our terminology instead of the set and edge formulation in 12] but the reader can easily verify that the two are precisely the same. The result is NP-complete even for jV 0 j = 1, that is for broadcasting from a single node. Observe that any single source broadcast algorithm becomes a single sink gather algorithm when the sequence of communications is reversed. That is, by running a broadcast algorithm backwards, we collect tokens from all nodes.
Given an instance of the MBTP involving a graph G = (V; E) and a speci ed node v, we construct another graph, G = (V ; E ) that depends on the choice of v with the property that the MBTP for G and v has a solution using k or fewer steps if and only if the gossip problem for G has a solution using 2k + 2 or fewer steps.
The graph G is constructed as follows. Take two copies of G and connect the nodes corresponding to v from each copy. This is G . We denote the two versions of G by G 1 Finally, we observe that in broadcasting from a single node (or collecting to a single node), the full-duplex capability is useless: there can be no case where the replacement of a half-duplex transmission by a full-duplex one would improve any of the above algorithms. Hence the entire above proof can be repeated for the F1 model, with 2k + 1 being used in place of 2k + 2 because the exchange between v 1 and v 2 can be done in one step. 5 The complete graph Analysis of the gossip problem for the complete graph is important because it provides a benchmark for all other graphs. Entringer and Slater 9] have presented an algorithm which provides an upper bound, and we show that this algorithm is optimal by deriving a matching lower bound. After presenting this derivation, we present their algorithm and then discuss some implications for parallel algorithms.
Lower bound
We develop a lower bound by introducing a measure of aggregation and showing that there are limits on the rate at which that measure can grow. Let us denote by m p (t) the maximum value that the measure l p can possibly achieve after t steps and seek a relationship between m p (t) and m p (t + 1). Our derivation is based on the following formula. Step t consists of pairwise communications; assume that the number of tokens present at the senders and receivers are s 1 ; s 2 ; : : :; s n and r 1 ; r 2 ; : : :; r n respectively. If M denotes the maximal value of mp x T F T y = kF T k q But F and F T clearly have the same norms since, apart from a basis permutation, they are the same operator. Thus, for 1=p + 1=q = 1, we have V (p) = V (q). Using this and the fact that log V (p) is convex as a function of p, we see that the minimum value of V (p) is attained for p = 2.
Now we seek the value V (2) . Observe that the maximum cannot occur for s = a (compare for example s = 0; r = 1 with s = r = 1), so that we can set z = r=s and write
Using elementary calculus one can now show that the maximum occurs for z = ? 1, where is the golden ratio. Evaluating the formula at that point 
An optimal algorithm
In this section we present in our own notation an optimal algorithm for the gossip problem under the H1 model which was described by Entringer and Slater 9]. For completeness we restate the proof of its performance. The algorithm uses the Fibonacci sequence which we de ne by F 0 = 0, F 1 = 1,
We assume N is even; if not, choose any one node and send its token to another site, solve the problem on all nodes but the one, and lastly send from some site to the chosen node. Let n = N=2 and label the nodes p 0 ; p 1 ; : : :; p n?1 ; q 0 ; q 1 ; : : :; q n?1 . Denote by P i (Q i ) the token originating at p i (q i ). Transmit as follows until the token exchange is complete:
Step 0: Transmit from p i to q i for all i, 0 i (n ? 1).
Step 1: Transmit from q i to p i for all i, 0 i (n ? 1).
Step k, Proof. This is easily proved by induction on k. Theorem 5. Proof. From the above lemma it is clear that after step k, nodes p i and q i (k even) or nodes q i and p i (k odd) have 2F k and 2F k+1 tokens respectively. Then it can be seen that when F k n, every node has all tokens and the broadcast is nished. Now the result follows from the well known inequality F k k?2 .
This algorithm asymptotically takes exactly the same number of steps given by the lower bound discussed in the preceding section. In fact it achieves at each step very close to the maximum rate of growth of information as we de ned it in establishing the lower bound, and it solves the broadcast problem e ciently (usually within 1 step of the lower bound) for all even values of N including small ones.
Lower bounds for speci c problems
As mentioned in the introduction, the gossip problem provides a lower bound on the communication complexity of algorithms for which all outputs require all inputs. Speci cally, suppose we have an arbitrary interconnection network and we have data distributed over N 1 nodes, say d i at node v i for i = 1; : : :; N 1 . Furthermore, suppose that we desire to compute functions f j at nodes w j for j = 1; : : :; N 2 . These functions are such that f j (d 1 ; : : :; d N 1 ) depends explicitly on all data d i . Thus in terms of tokens, we can say that all tokens at the input nodes must be distributed to all output nodes.
Following the idea in the proof of Theorem 5.1, note that the initial value of the aggregate information measure is m 2 (0) = N 1=2 1 and the nal aggregate information measure must be at least N 1 N 1=2
2 . It can be readily veri ed that the construction leading up to Theorem 5.1 applies to this case as well, so that a lower bound on the number of communication steps required to compute the functions is given by
where is the golden ratio as before. Note that we made no assumptions about whether the some or all of the input nodes were the same as the output nodes; a slightly tighter bound can be derived if the input and output nodes are distinct.
This result is interesting to juxtapose against some well known parallel algorithms. Consider rst the computation of the Discrete Fourier Transform on N points. The Discrete Fourier Transform itself consists of N outputs, each one of which depends explicitly on each input. Thus the above result states that at least 1:44 lg N communication steps are required for the computation of the transform using any algorithm and any architecture, providing of course that the data is distributed as above. By comparison, the standard approach to parallelizing the Fast Fourier Transform requires 2 lg N communication steps. Thus from a communications complexity point of view, the Fast Fourier Transform is a constant factor of about 1=3 worse than the optimal communications algorithm would be. The optimal algorithm from a communications point of view would be the optimal token exchange algorithm described above for the complete graph followed by a brute force Discrete Fourier Transform calculation at each output node.
A similar result can be stated for matrix inversion. Suppose that the n 2 entries of a matrix are distributed over n 2 processors. Suppose that we wish to compute the inverse of the matrix with the entries of the inverse distributed over the n 2 processors likewise. Since the entry of every element of the inverse depends on every element of the original matrix, this leads to a gossip problem on n 2 processors. It has been know for some time 8, 21] that the inverse is computable in O(lg 2 n) parallel computation steps. Our results show that at least 2:88 lg n communication steps are required.
It is clearly possible to obtain bounds on the communication complexity of a large class of problems for which input data and output are distributed across the nodes of a distributed memory multiprocessor. 6 The hypercube
The hypercube is the most di cult of the graphs for which we have analyzed the gossip problem. Its importance derives from the fact that it is the topology used in the most commercially successful and widely available multiprocessor computers. We believe the main reason for the di culty is its low diameter: for graphs whose diameter is large relative to their size, it is usually possible to solve the problem in a number of steps close to the diameter. Since the diameter is a trivial lower bound, tight upper and lower bounds are typically derivable. However for graphs with small diameters, relatively fast solutions are in principle possible, but it becomes di cult to either nd them or nd a nontrivial lower bound. The analysis for the complete graph follows this pattern, while the hypercube proves to be even more di cult.
The best known upper bound for the hypercube using the H1 model follows from an algorithm presented in another paper 19] . That algorithm is quite complex and so is not included in this paper but we will summarize the results.
We note that there is a large class of algorithms solving the gossip problem on a d-dimensional hypercube in 2d steps. This class of algorithms has been known to many hypercube researchers (see for example 28, 23, 27]) and we only summarize it here. Let i? ( i+ ) denote the parallel transmission of tokens from nodes with their ith bits cleared (set) to their neighbors with their ith bits set (cleared). Let be the composition of these 2d unique transmissions in any order. The claim is that every such solves the gossip problem in precisely 2d steps. This is easy to demonstrate by picking any two nodes from the hypercube, say and . These two node hypercube labels di er in some number of bits and we obtain 's label from by toggling no more than d of 's bits. Now e ectively involves sending tokens along each direction of each communications channel in the hypercube at some time which can be viewed as toggling bits in labels. Hence some subsequence of transmissions will result in toggling the bits of in such a way that 's label is obtained.
Furthermore, if is composed of any 2d?1 or fewer of these transmissions in any order, then does not perform a complete token exchange. This is because given an omitted i? or i+ , one simply looks at and that require the toggling of the bit of that this omitted transmission corresponds to.
It is tempting to believe that this class of algorithms is optimal for hypercubes. (This is conjectured in 4].) Surprisingly, it is not. We know from the complete graph case that the lower bound for a hypercube is at least 1:44d while the above construction demonstrates the existence of algorithms requiring 2d steps. In 19] , an algorithm for performing token exchange on a 9 dimensional hypercube in only 17 steps is presented showing that 2d is not in fact optimal for all cubes. The 9 dimensional cube is the smallest cube for which an algorithm using fewer than 2d steps is known. That algorithm generalizes for larger dimensioned cubes giving an upper bound of 1:88d steps and this is the best known for hypercubes. This gap between 1:44d and 1:88d leaves plenty of room for future improvement but at present we have no concrete ideas about how to proceed nor do we have strong intuition about which direction is most fruitful to pursue (that is, whether it is easier to raise the lower bound or to lower the upper bound).
The grid
Multidimensional grids have relatively large diameters, and this makes it relatively easy to solve the gossip problem optimally (in a number of steps equal to the diameter of the grid). Farley and Proskurowski 11] showed that 2-dimensional grids other than 3 3 are solvable in optimal time under the F1 model. Recently, Bagchi et al. 4 ] have shown that for n m grids under the H1 model where n 6 and m is even (odd), gossip is possible in one step (two steps) more than the diameter. They also showed that if m = 2, then gossip in optimal time is impossible.
In this section we sharpen those results by showing that optimal solutions exist for all su ciently large 2-dimensional grids, and we extend this result to grids in an arbitrary number of dimensions. The time to gossip under the H1 model on small grids is left open, although we are able to show that optimal solutions do not exist when a multidimensional grid's size is 2 or 3 in any dimension.
Figure 1(a) shows a communication pattern for the 5 5 grid. The numbers alongside the arrows indicate on which step(s) of the algorithm the indicated communication steps occur. The large solid dots will be called primary points and the hollow dots secondary points. The reader can verify that tokens present at the primary points are distributed to all primary points in optimal time. A further property that will be used in the case of 3-dimensional grids is that any token present at a secondary point after the second step is distributed to all primary points by the end. Similar patterns with these two properties can be constructed for the 6 Given, then, a 9 9 or larger two-dimensional grid, if its size is odd in both dimensions we select a 5 5 subgrid exactly centered in the larger grid. If its size is even in one or two dimensions, we select a centered 5 6 or 6 6 subgrid. The reader can easily verify that if K is the distance from a corner of the larger grid to a corner of the subgrid, it is possible to simultaneously send each token on the grid to some primary point in K steps. (This is easier to do on larger grids; the 9 9 is the smallest grid where it is easy to do. Observe that each corner point of the subgrid can collect tokens from a 4 4 corner region of the larger grid in 4 steps.) To solve the token exchange on the full grid, then, we concentrate all tokens at the primary points, apply the communication pattern of Figure 1 , and then distribute tokens from the primary points using the reverse of the pattern that was used to concentrate the tokens. This gives a solution for any two-dimensional grid containing a 9 9 grid in a number of steps equal to the diameter.
We can extend this result to higher dimensions. Suppose we are given an n 1 n 2 n d grid with all n i 9. By holding all but the rst two coordinates xed we de ne n 3 n 4 n d independent two-dimensional grids. In parallel we solve the problem on those grids in optimal time. Then we hold all but the third and fourth coordinates xed and solve the problem optimally on those grids, and so on. If d is even we are nished after solving d=2 2-dimensional problems, while if d is odd we must at the end solve a 3-dimensional version of the problem.
We can solve the 3-dimensional version of the problem in optimal time on any grid large enough to contain a 9 9 5 subgrid. For an n 1 n 2 n 3 grid, we rst hold the third coordinate xed and concentrate tokens at the primary points of the central subgrids of all the n 1 n 2 grids. Now for each pair consisting of a primary and associated secondary point, consider the 2 n 3 subgrid de ned by selecting that pair using all possible values of the third coordinate. After collecting tokens at the primary points, we apply the n 3 -step pattern depicted in Figure 2 on all these grids; we use this in place of the rst step of Figure 1 . This sequence carries tokens from primary to associated secondary points while distributing the tokens throughout the third dimension. Lastly we apply the remainder of the 2-dimensional strategy on all the n 1 n 2 grids. Since the communication pattern in Figure 1 takes tokens present at any secondary point to all primary points, we have distributed tokens throughout the 3-dimensional grid in optimal time. We summarize these results in the following theorem: For small multidimensional grids the minimum time to gossip is still open. We can show that the grid's size cannot be 2 in any dimension if the problem is to be solved in optimal time. Assume we have an optimal solution for a multidimensional grid of diameter D whose size in some dimension is 2. Consider neighbors p and q at a corner: points at a distance D from opposite points p and q. The token from p must reach p in D steps, and thus it must be advanced toward that goal on every step so that after k steps there is a unique point P(k) at distance k from p that has received the token. Similarly there is a unique point Q(k) at distance k from q that has received the token from q after k steps. Now let K be the unique time such that the token from q is not present at P(K) after step K and is present at P(K + 1) after step K + 1. Since step K + 1 is a transmission from P(K) to P(K + 1), the token from q must be present at P(K + 1) after step K. Since P(K +1) is at distance K +1 from p, it is at distance K or more from q; the fact that the token from q is present there after K steps means that P(K + 1) = Q(K). But this is a contradiction since the token from q is not advanced from Q(K) on step K + 1.
A similar argument can be used with a grid of diameter D whose size in some dimension is 3. Let p, q, and r be points in a corner with p at distance D from p, q at distance from D from q, and r in between p and q. De ne P(k) and Q(k) as before. Let K p be the unique time such that the token from r is not present at P(K p ) after step K p and is present at P(K p + 1) after step K p + 1, and let K q be the unique time such that the token from r is not present at Q(K q ) after step K q and is present at Q(K q + 1) after step K q +1. Reasoning as before we determine that the token from r travels distance K p in optimal time to P(K p + 1) from which point it does not advance on the next step, and it travels distance K q in optimal time to P(K q + 1) from which point it does not advance on the next step. Since P(K p + 1) and P(K q + 1) must be di erent points, this is impossible.
We have thus determined that for the gossip problem under H1 to be solved in optimal time, the grid's size in each dimension must be at least 4. In two dimensions we have found optimal-time solutions for 7 7 and larger grids. These solutions are based on the solution for the the 7 7 grid which is shown in Figure 3 . (It is not di cult to emulate this pattern in a 7 8 or 8 8 grid, and for larger grids, it becomes easier.) To assist the reader, certain steps in this pattern have been highlighted: the step numbers that are underlined in the gure show how tokens from a 3 4 rectangle in the upper left are carried to the lower left and lower right regions. The upper left and upper right regions are reached easily by these tokens. Except at the center, the pattern is rotationally symmetric. The central point should be analyzed as a special case.
The question of optimal-time solutions for grids between 4 4 and 6 7 remains open. In three dimensions the smallest optimal-time solution we know is the one described above for the 9 9 5 grid. case of a ring which is quite di erent in nature and which is taken up in Section 9.) First we sketch the strategy for the case d = 2, and then we present a general version for d 2. These strategies are best suited for grids whose sizes in all dimensions are divisible by four while adjustments must be made for other sizes.
The algorithm for two dimensions
The basic pattern for two dimensions is shown in Figure 4 . It uses a cycle of four steps that is repeated inde nitely. Arcs which have transmissions occurring on the rst step of the cycle are labeled with 0, those with transmissions on the second step 1, and so on.
The following properties are evident.
(1) Tokens move at maximal speed in both horizontal and vertical directions. (2) Horizontal lines alternate between right-going and left-going directions, and vertical lines alternate between up-going and down-going. (3) A token traveling in one direction will, with a delay of 2 steps, be picked up at any node and also begin traveling in the orthogonal direction from that node. (4) The pattern corresponds to a synchronization of stop lights in a grid of alternating one-way city streets so that tra c can move forward at constant speed on all streets simultaneously without ever having to stop at a red light. (The downtown of Tulsa, Oklahoma has just such an arrangement.) The optimality of the strategy is apparent from the following observations. Given some source node and some target node, the token from the source will, within some constant number of steps, arrive at a nearby location where the horizontal line is oriented toward the target. Then it can travel along that horizontal line at a rate of one step per time unit until it reaches a vertical line that is oriented toward the target and that passes within one unit of the target. Then, after a delay of 2, it can proceed along this vertical line at the rate of one unit per time step until it arrives at a point near the target from which it will reach the target within some constant number of nal steps. Thus the token from an arbitrary source reaches an arbitrary target in a number of steps equal to the distance between them plus some constant that is independent of the two-dimensional grid size.
This strategy is most easily implemented on a grid whose horizontal and vertical sizes are multiples of 4, in which case one can verify that the solution takes at most 18 steps more than the diameter of the grid. The strategy can be modi ed to handle the other cases, as can be seen in Figure 5 for the 7 5 toroidal grid. We consider one, two, or three vertical and/or horizontal lines to be \missing" (if present they would bring the sizes up to a multiple of four) and we choose a single vertical and/or horizontal line whose nodes will act as \emulators" for the missing nodes. When neither of the grid's dimensions is divisible by 4, the point common to both lines will be called an \extra" point. All nodes other than emulator and extra points follow the basic pattern assuming all \missing" lines are present, except that when there are three \missing" lines the neighbors of the emulator points skip some transmissions as described below. The emulator points in the vertical line transmit only in the horizontal direction; when interacting with nodes on the left, they transmit or receive at the times the nodes on the left expect it, and when interacting with nodes on the right they do so just as those nodes expect it. Similarly the emulator points in the horizontal line transmit only in the vertical direction and do so in ways that match the expectations of their neighbors. When there are three \missing" lines, both neighbors of an emulator point will expect to interact with it at the same time step, and in that case it alternates sending to one and receiving from the other on successive cycles. (See the top row in Figure 5 .) The extra point performs a regular exchange with a neighbor during two steps when the neighbor would otherwise be idle (see Figure 5 ). It can be seen that tokens pass across the emulator lines in the normal way, and that the token exchange is completed in a number of steps that is equal to the diameter of the grid plus a constant.
This approach to the emulator points has several worthwhile properties including the fact that the modi ed strategy is still periodic and that tokens move through the emulator points with reasonable speed. Unfortunately it does not seem to generalize to higher dimensions. Curiously, the obstacle is the multi-dimensional analog of the extra point: in higher dimensions it corresponds to a subspace of points for which there is a communication bottleneck with the rest of the graph. In the following section we develop a basic pattern for multi-dimensional toroidal grids which is then extended using emulator points that pass tokens in the horizontal direction only. The result is a three-phase strategy that is not periodic. 
A strategy for arbitrary dimensions
One would hope that toroidal grids in 3, 4, : : : dimensions (with all sizes divisible by 6, 8, : : :) could be handled by transmission patterns with periods of 6, 8, : : : that propagate tokens at maximal speed along lines in all directions, directly generalizing the 2-dimensional strategy. E orts at constructing such strategies have convinced us that no such pattern exists in 3 dimensions. Our strategy for grids of larger dimension generalizes the 2-dimensional version in the following, weaker way. We retain the same basic 4-step pattern and we specify transmissions in the horizontal directions exactly as before. (We base this on a node's horizontal coordinate coupled with its distance from the horizontal axis; this speci cation is formalized in the function T below.) In place of the vertical lines, we consider hyperplanes orthogonal to the horizontal lines. In each hyperplane we choose one direction (forward or backward through some dimension) and provide transmissions in that direction in the same way as in the 2-dimensional version.
We choose these dimensions (using function U below) and directions (with forward and backward pairs) so that as one proceeds along a horizontal line, one passes all directions and dimensions in a cyclic pattern. Figure 6 shows the pattern for d = 3. The following description presents the construction precisely, and it includes the special treatment necessary for sizes that are not multiples of four, treatment which di ers from what was used in the 2-dimensional case for sizes not divisible by four.
We begin with a toroidal n 1 n d grid with d 2, n 1 8d, and all other n i 4. For each i let m i be the largest integer n i that is divisible Emulator points, if there are any, occur in groups of one, two, or three along lines whose other points are regular points. If transmissions along those lines are de ned for the regular points, we extend the transmissions to the emulator points as shown in Figure 5 . The result is that a token moving toward emulator points crosses from the last regular point before them to the rst regular point after them in at most nine time steps. (In contrast, if there are no emulator points this crossing is made in one time step, so there is an added delay of eight caused by the presence of the emulator points; this delay can also be expressed as seven more than the distance covered in the crossing.) Lemma 8.1 Strategy G is well-de ned under the pairwise model of communication.
Proof. All we must check is that when a point p transmits to its neighbor q, q is not supposed to be involved in any other transmission. We assume both p and q are regular points surrounded by regular points; when they or their neighbors are emulator or extra points, the proof is similar but easier. We treat the case where both p 1 and p 2 + +p d are even; the other cases are similar. (a) For transmissions through dimension 1, observe that q = (p 1 + 1; p 2 + + p d ). Now note that T(q) = T(p) + 1, and thus the strategy speci es transmissions away from q at times congruent modulo 4 to T(p) + 1 and T(p) + 3 which do not con ict with the transmissions from p to q at times congruent to T(p). Regarding transmissions toward q, let us identify all nodes that transmit toward q: p is the only one that transmits toward q through dimension 1, and otherwise the dimension of a transmission to q is determined by p 1 + 1. Since all nodes with rst coordinate p 1 + 1 transmit in the same direction, exactly one such node r transmits to q. Since p 1 + 1 is odd, the transmission is in the reverse direction and it occurs at times congruent modulo 4 to T(r) + 2 = Q(p 1 + 1; p 2 + + p d + 1) + 2 = T(q) + 1 = T(p) + 2 which causes no con ict with the transmissions from p to q at times congruent to T(p). (b) For the transmissions from p at times congruent to T(p) + 2 the analysis is similar. The transmissions go to a point q for which T(q) = T(p) + 1. Point q transmits in the same direction at times congruent to T(q)+2 = T(p)+3, transmits in the reverse direction in dimension 1 at times congruent to T(q) = T(p) + 1, and receives from a point r in dimension 1 at times congruent to T(r) = T(q)? 1 = T(p). None of these con icts with the transmission from p to q at times congruent to T(p) + 2. Now we proceed solve the gossip problem using Strategy G. We distinguish between central regular points for which 2 p 1 < m 1 ?2 and boundary regular points which are the others. Our solution consists of three phases: compression, Strategy G, and expansion. The compression phase consists of at most 2d + 2 steps in which we send all tokens from extra, emulator, and boundary regular points to central regular points: we simply treat each dimension in turn, and in one or two steps send each token toward its nearest regular point; for the horizontal dimension, we go two additional steps so that the tokens are sent to the central regular points. In the second phase we perform a complete token exchange among the central regular points by letting Strategy G run for a suitable number of time steps. Finally the ex-pansion phase is the compression run in reverse and it distributes all tokens and the problem is solved. This leaves us with the problem of determining how Strategy G solves the token exchange among the central regular points.
We begin with a lemma that captures the essence of the solution. Let the distance between points x and y be denoted by (x; y). Proof. Assume without loss of generality that horizontal transmissions at p go in the forward direction. We shall describe a path by which the token from p reaches r. The token generally proceeds forward horizontally.
Each time it is located at a node where the transmissions in the orthogonal direction proceed toward r, we check whether the di erence between p and r is even in that coordinate. If even, our path follows the orthogonal direction to the point where the coordinates match, and then it proceeds again in the horizontal direction; since the coordinates di er by an even amount, the path will continue again from there in the forward horizontal direction. If odd, we note the horizontal coordinate and let the path continue in the horizontal direction without following the orthogonal direction. When we encounter another such orthogonal direction representing an odd di erence in coordinates, we have our path go in that direction until reaching the point where the coordinates match. From there, the transmissions in the horizontal dimension proceed backwards, and we follow them until reaching the horizontal coordinate that we previously noted. From there our path proceeds through the orthogonal direction at that point until reaching the point matching r in that coordinate. From this point, since we once again traveled an odd distance in the orthogonal direction, the horizontal transmissions will once again be proceeding in the forward direction, and we continue as at the beginning. The assumptions ensure that every possible direction will be encountered exactly once, and since there must be an even number of coordinates (other than the horizontal coordinate) where p and r di er by an odd amount|this is because the horizontal lines containing p and r are separated by an even distance|the token will eventually arrive at r. Now let us count the number of time steps this process takes. The reader can verify that the slowest path involves the maximal amount of backward motion: three forward steps initially, then orthogonal motion, three backward steps, orthogonal motion, seven forward steps, orthogonal motion, three backward steps, orthogonal motion, seven forward steps, and so on. We can count steps by charging 0 for a transmission that reduces the distance to the target, 1 for a delay, and 2 for a transmission that increases the distance to the target, and then adding the distance between p and r. Each instance of orthogonal motion, then, is charged 4 for initial and nal delays plus 7 for the fact that the orthogonal motion might traverse emulator points. Each instance of backward motion is charged 6. With d?1 instances of orthogonal motion and half that number of backward moves, the total charge is 14(d ? 1). The horizontal motion might cross emulator points up to three times, and this adds up to 24 extra steps. Thus the time to get from p to r is at most 14d + 10 + (p; r). Now we can establish the time Strategy G takes to exchange tokens among the central regular points. First observe that if we start at a central regular point p, with at most two horizontal steps we can proceed orthogonally one step to a regular point R(p). This is true because at the starting point there might be an extra point in the place where an orthogonal transmission would be directed, and after one horizontal step the orthogonals might be in a di erent dimension and again an extra point be encountered, but by the second step the orthogonals would have to reverse and necessarily go to a regular point. Similarly, if q is a central regular point, then a regular point R(q) exists from which it is possible to reach q with an orthogonal step followed by 0, 1, or 2 horizontal steps.
Given central regular points p and q, we check the horizontal separation between p and q: we will follow the token from p in either the forward or the backward horizontal direction, according to which yields the shorter path to q. As a special case, if the horizontal position of q is withing 2 units of that of p, we use a horizontal direction that matches the one at p. Without loss of generality assume the horizontal direction used is the forward one. Now if the horizontal distance between p and q is large enough, we can calculate the minimum time for the token from p to reach q as follows. If horizontal transmissions from p are in the backward direction, letp = R(p), otherwise letp = p. It takes up to 10 steps to reachp ready for a horizontal transmission. If horizontal transmissions from q are in the backward direction, letq = R(q), otherwise letq = q. By Lemma 8.2, it takes up to 14d + 10 + (p; r) additional steps to reach the point r which is on the same horizontal line asq. Traveling from r toq forward horizontally incurs only a delay of two at the beginning|the possibility of crossing emulator points has already been accounted for in Lemma 8.2. Finally it takes up to 7 steps to reach q fromq. The total is then 14d + 29 + (p;q) 14d + 35 + (p; q) 14d + 35 + D.
If the horizontal distance between p and q is not large enough that it is possible to travel as described above forward from r toward q, rst assume that horizontal transmissions at q are in the backward direction. Let the token proceed from p top as above. Let r be the point on the same horizontal line as q that meets the assumptions of Lemma 8.2. Then the token fromp arrives at r in 14d + 10 + (p; r) steps. From there it can proceed backward horizontally to q, incurring an initial delay of 2, making a number of steps between regular points, and spending up to 9 steps crossing emulator points. Now observe that ifp 6 = p, q is at horizontal distance 5 or more fromp and only 2d?8 steps between regular points will be necessary in reaching q from r. On the other hand, ifp = p, the initial cost of 10 for moving from p top is reduced to a 3-step wait, while the number of steps between regular points may increase to 2d ? 4. Therefore in the worst case (p 6 = p) the maximal total time to reach q from p is 14d+23+ (p; r)+2d 14d+26+ (p; r)+2d It can be seen that the above propagation technique carries groups of tokens forward and backward around the ring simultaneously, even when crossings occur. We visualize buckets moving forward and backward around the ring, picking up one token at each node and moving the accumulated collection forward. All buckets move at the same speed except that they are delayed when forward-and backward-moving buckets experience crossings. Backward-moving buckets are always delayed by one time step in a crossing, while forward-moving buckets are delayed one time step in a good crossing and two time steps in a bad crossing. The idea of the strategy is that each token should be carried to half the ring by a forward-moving bucket and to the other half by a backward-moving bucket. We will choose starting points spread out around the ring so as to minimize the time it takes to complete the algorithm. The spacing between forward-moving buckets is maintained during the algorithm, and so is the spacing between the backward-moving buckets, so that buckets moving in the same direction never overtake one another.
An example of this strategy for an 18-node ring is shown in Figure 7 . This ring happens to have an optimal solution which is symmetric as shown in the gure. The solution is based on an eight-step cycle which repeats, completing the token exchange in 14 steps.
We rst treat the case where N is even. Denote by j the gap s j+1 ?s j between successive s j values, where we for convenience de ne s P+1 = s 1 . Suppose all values s j and therefore j are even. In this case it is easy to verify that only good crossings will ever occur. How long does it take the above given strategy to complete the token exchange? First choose some j and consider the locations v f and v b where f = s j + j =2 and b = f + 1. At time t = j =2 ? 1 the former is reached by the forward-moving bucket that started at v s j +1 and the latter is reached by the backward-moving bucket that started at v s j+1 . Now let us denote by the T the additional number of steps that pass before these two buckets reach a point where they are about to begin another crossing of each other. Clearly the forward-moving bucket must pass every backward-moving bucket exactly once during these T steps, and the backward-moving bucket must pass each forward-moving bucket exactly once. It is easy to see, then, that T = P + N=2 and that after T steps the two buckets are at v f+N=2 and v r+N=2 respectively. At this point t = j =2 ? 1 + P + N=2, and we claim that all points between v s j +1 and v s j+1 have had their tokens broadcast to all locations. This is because each such point has been passed by both of the buckets, and every location on the ring has subsequently been passed by at least one of these two buckets. Therefore the time taken for this strategy for the entire ring is max 1 j P j =2 ? 1 + P + N=2, and we seek to minimize this quantity by choice of P and j .
Note that if j and P were real numbers we could nd the minimum of the above expression by setting all j = = N P and using elementary calculus to obtain = Now for odd N, we use a slight modi cation of the same approach and obtain a very similar result. We let M = (N + 1)=2 and apply the lemma with a = b = p M once more, setting P and all j as before except that we set P = 2a U ? 1. This puts an odd gap between s P and s 1 and we have to observe the e ect. By tracing the steps, it is easy to see that the odd gap stays in front of the backward-moving bucket that starts at s 1 as it travels around the ring. This means that this bucket always experiences bad crossings and it is the only backward-moving bucket to have bad crossings, and also that forward moving buckets experience bad crossings just when they cross this bucket. 
Lower bound
In establishing a lower bound for the ring, we must treat transmissions that go in di erent directions separately. We arbitrarily designate one direction around the ring as the forward direction and the other as the backward direction. We suppose that we have a strategy for the ring that completes in T steps, and we shall establish a lower bound for T. Let s F t (v) (s B t (v)) be the forward-most (backward-most) site to which v's token is carried by time T via forward (backward) transmissions in the given strategy. Let P B (v) (P F (v)) be the backward-most (forward-most) point w for which s F T (w) = s F T (v) (s B T (w) = s B T (v)). The token from P B (v) going in the forward direction is, by time T, moving along with the token from v, and it is the backward-most such token. Now for each location v, we form a set G(v) containing all points starting with P B (v) forward through v, up to and including P F (v), and we consider the collection S = fG(v)g. S is partially ordered by set inclusion and we take the set S 0 of maximal elements under this order. This gives us sets we shall denote as U 1 ; U 2 ; : : :; U K . These sets correspond to the buckets used in the algorithm of the previous section. We have de ned these sets according to conditions at the ending time T, and we cannot assume that all tokens are rst organized into the buckets and then sent around the ring. Instead we must admit that tokens may coalesce at any step, although we shall in the end show that coalescing at the beginning is optimal.
The buckets as we have de ned them here have a number of important properties. Each U i consists of a contiguous set of vertices of the ring whose backward-most point we shall denote by B i and forward-most point by F i . All B i are distinct, and all F j are distinct (otherwise one set would be included in another and hence not maximal). In general the buckets can overlap, although in an optimal solution they do not. The maximality of the U i means that if tokens from some bucket U j going backward cross tokens from U i 2 and then tokens from U i 1 before time T, they must cross them at di erent times: the token from B i 1 must be crossed later than the token from B i 2 and hence later than any token from U i 2 . Similarly, tokens from U j going forward must cross all tokens from U i 1 before crossing the token from F i 2 . This means that we can bound the number of crossings by counting the buckets. And nally we observe that the token exchange cannot be complete until for each i backward-moving transmissions have carried the token from F i and forward-moving transmissions have carried the token from B i past each other once and then more or less halfway around the ring until they are adjacent and about to pass each other again. To see this, simply observe that by construction, there is some v whose token has been carried no further by backward transmissions than the token from F i , and no further by forward transmissions than the token from B i , by time T. Thus if v's token has been broadcast to all points by time T, then the tokens from F i and B i have been carried to the positions described above.
Let i 6 = j be given and let t 1 be the latest time such that fs F t (B i ) j 0 t t 1 g and fs B t (F j ) j 0 t t 1 g have an empty intersection. Let t 2 be the earliest time such that fs F t (B i ) j 0 t t 2 g and fs B t (F j ) j 0 t t 2 g have an intersection consisting of at least 2 elements. (As long as i 6 = j it is not di cult to see that there must be such values t 1 and t 2 : the token from F i stays \behind" the token from F j in moving in the backward direction, and by t = T meets the token from B i , so that the token from F j must have met the token from B i before that and gone past it.) Before t 1 and after t 2 the tokens from B i and F j can move at the same time; between t 1 and t 2 The algorithm establishing the upper bound that we gave above actually achieves this when 2N is a square, so this bound is tight.
Other topologies
It was previously shown that the determination of optimal solutions to the gossip problem for general graphs is an NP-complete problem. At the same time, there is a large class of regular graphs that have been proposed as multiprocessor interconnection networks but that not have been discussed in this paper. Such classes include trees, pyramids, cube-connected cycles and shu e exchange graphs. Our decision not to expand the present work with a comprehensive treatment of those classes is based on one primary factor: the possibility for using such classes in actual systems seems unlikely at this point in time.
The Fibonacci algorithm of Section 5.2 only uses O(log N) edges and those edges de ne an interconnection network that is ideal for the gossip problem. This network has some 50% more edges than the hypercube, a slightly smaller diameter, and it supports a solution to the gossip problem that is about 20% faster than our best solution for the hypercube.
We can give one result which complements the lower bound of 1:44 lg N for arbitrary graphs. Given an arbitrary graph, we can choose a spanning tree and use a compression-expansion approach by sending all tokens to the root and then sending the complete collection back. Proof. We choose a spanning tree of height R, send all tokens to the root in at most (K ? 1)R + 1 steps, and then reverse the process to distribute the collection to all nodes. To construct the spanning tree, choose a center as root, i.e. a node at distance no greater than R from every node in the graph. Then in a breadth-rst manner add nodes at distances 1; 2; : : :; R, adding just one edge when adding a node so that the constructed graph is always a tree.
Conclusions
11.1 Summary Solutions can be analyzed in terms of the spanning tree compression and expansion approach of Section 10. The parallel-transmission methods of Section 6, if the steps are organized in a certain order and needless transmissions deleted, use compression and expansion along spanning trees and the number of steps used is the best possible for a compression/expansion approach. Furthermore these trees are optimal in that among all trees supporting distribution of tokens in a given number of steps, they have the most nodes. By contrast, the solutions for complete graphs, regular and toroidal grids, and rings do not use a compression/expansion approach and they are faster than is possible under such an approach. Instead, they can be seen to use a parallel-compression approach where each node in the graph serves as the root of a distinct spanning tree on which a compression-only approach is used. The best known algorithm for the hypercube 19] uses a hybrid method: compression occurs in parallel on a limited number of spanning trees (5 for the 9-cube, 25 for the 17-cube) followed by expansion. factors have the strongest in uences on the time required to gossip under H1: is it the valence at the nodes, or the diameter, or the radius, or the speci c geometry of the interconnect? That is, if all other factors are equal but two graphs di er just in valence, or diameter, or radius, or interconnect pattern, how is the time complexity of the gossip problem likely to di er for them? Comparison of the hypercube with the optimal interconnect pattern de ned by the Fibonacci algorithm does not shed light on this since the graphs di er in all regards: the 16-node hypercube has degree 4, radius 4, diameter 4, and a solution in 8 steps while the 16-node optimal graph has degree 5, radius 3, diameter 3, and a solution in 6 steps; similarly the 64-node hypercube has degree 6, diameter 6, radius 6, and a solution in 12 steps while the 68-node optimal graph has degree 8, diameter 4, radius 4, and a solution in 9 steps. We also note that it is possible for each node in a hypercube to send its token to its antipode (most distant node) in D+1 steps: two-color the cube red and black, then have red nodes transmit through dimension 1, then black ones through dimension 2, then red ones through dimension
In this appendix we address the question of what communication models are appropriate for the rst generation NCUBE multicomputer and its Vertex operating system. It is not our intent simply to characterize the hardware; instead we want to characterize the overall execution environment so that we can design programs that perform well. The NCUBE hardware corresponds most closely to the simultaneous half-duplex model, while operating system software would naturally tend to conform to the pairwise full-duplex model, so that the overall performance cannot be easily predicted. By learning how well the idealized communication models used in this paper match actual conditions, we improve our ability to convert the algorithms we have developed into programs for the NCUBE and similar computers. Our approach is to see how well the H1, F1, H , and F characterize the running times of programs that perform complete token exchanges for tokens of various sizes, where the programs do not bother to combine the tokens thus assuring the validity of the assumption that tokens can be combined at no cost.
In related work, we have measured the transmission times for individual message transmissions on the rst generation NCUBE 20] . (A more detailed analysis of the models could be based on the data in 20], but we limit ourselves here to a simple analysis.) We have found that for each message size, message transmission times between neighbors involve three parameters: (a) the computation time used up on the sending processor in sending the message; (b) the computation time used up on the receiving processor in receiving the message; and (c) the elapsed time from the beginning of the send to the end of the receive. Time (a) determines the rate at which messages can be sent, (b) determines the rate at which they can be received, and (c) determines the time it takes for a message to travel from sender to receiver. For a 16-byte message, these times in milliseconds are approximately (a) .3, (b) .4, and (c) .5; for a 500-byte message, they are (a) .6, (b) .7, and (c) 1.7; and for a 2000-byte message they are (a) 1.5, (b) 1.7, and (c) 5.5.
Under a simultaneous model, times (a) and (b) would be have to be zero; under a pairwise model, (a), (b), and (c) should be equal. It can be seen that the actual gures represent an intermediate position between these two models, with larger message sizes tending toward a simultaneous model and smaller ones toward a pairwise model.
The most meaningful measure of a communication model's accuracy is its success in predicting the performance of actual programs. Given the many levels of complexity in the behavior of actual programs due especially to asynchronous interactions between software and hardware events on a distributed memory multicomputer, we do not attempt a ne-grained analysis. Instead, we look for qualitative trends in performance and compare those trends with the models' predictions. We normalize the measured running times by using ratios of observed times.
Three algorithms were implemented on a 64-node NCUBE and their overall completion times were recorded, using messages of various sizes and subsets of 2 d nodes for d = 2; 3; 4; 5; 6. The three algorithms were: (S) each node sends its tokens to all its neighbors (using d independent messages) and then reads the token sets sent by the neighbors, for i = 0; 1; : : :; d ? 1; (FD) each node sends its tokens to its neighbor in dimension i and then reads a token set from that neighbor, for i = 0; 1; : : :; d ? 1; (HD) for each pair of neighbors in dimension i, one sends its tokens to the other, which receives those tokens and then sends its tokens to the rst one, for i = 0; 1; : : :; d ? 1. Algorithm S would be appropriate under the F model, FD under the F1 model, and HD under the H1 model. If K is the time for one communication step, the F model predicts times of Kd, Kd, and 2Kd for the three algorithms respectively; the F1 model predicts times of Kd 2 , Kd, and 2Kd respectively; and the H1 model predicts times of 2Kd 2 , 2Kd, and 2Kd respectively. By comparing the actual running times with these predictions, we can compare the models.
Our rst comparison is based on taking the ratio of the time for S to the time for HD (thus eliminating K). To compare the F1 and H1 models directly, Figure 10 plots the ratios of time for HD to time for FD. The data favor the full-duplex model for large messages and fall halfway between the two models for small messages. Thus in programming the rst generation NCUBE under the Vertex operating system, the programmer can reasonably assume either the full-duplex or the half-duplex pairwise model. 
