Abstract-With widespread applications of three-dimensional (3-D) technology, measuring quality of experience for 3-D multimedia content plays an increasingly important role. In this paper, we propose a full reference stereo image quality assessment (SIQA) framework which focuses on the innovation of binocular visual properties and applications of low-level features. On one hand, based on the fact that human visual system understands an image mainly according to its low-level features, local phase and local amplitude extracted from phase congruency measurement are employed as primary features. Considering the less prominent performance of amplitude in IQA, visual saliency is applied into the modification on amplitude. On the other hand, by fully considering binocular rivalry phenomena, we create the cyclopean amplitude map and cyclopean phase map. With this method, both image features and binocular visual properties are mutually combined with each other. Meanwhile, a novel binocular modulation function in spatial domain is also adopted into the overall quality prediction of amplitude and phase. Extensive experiments demonstrate that the proposed framework achieves higher consistency with subjective tests than relevant SIQA metrics.
coming out and finally achieving commercial success, 3D technology has gained much more attention in creating a better psychological perception. The applications of 3D technology cover a wide range, including entertainments and scientific research fields [1] [2] [3] [4] [5] . At the same time, we are also aware of the fact that all kinds of distortion types introduced during the process of transmission, processing and display will lead to the decrease of quality and great visual discomfort [6] , [7] . Therefore designing an effective SIQA method is still a challenging area in image processing due to the complex and non-intuitive interactions of multiple 3D visual cues including depth perception, visual comfort and 2D-IQA related issues [8] .
IQA mainly contains two aspects: subjective tests and objective tests. Compared with subjective tests which require numerous duplicate tests with a great number of participants [9] , objective tests have great convenience and practicability, and achieved reliable prediction of perceived image quality. Therefore it attracts considerable attention of scholars and experts.
In practical applications, many 2D-IQA indexes largely depend on the availability of image features related to perceptual distortion, and then compute the overall quality from these features to depict the distribution of quality degradation, such as the Multi-Scale Structural Similarity Index Measurement (MS-SSIM) [10] , and the Visual Information Fidelity (VIF) [11] . There are also a number of deep learning based blind image quality assessment (BIQA) frameworks (e.g., [12] [13] [14] ) and natural scene statistics based IQA metrics which focus on the applications of quality-aware features (e.g., [15] [16] [17] [18] ).
However, it has been proved that 2D-IQA methods are not applicable to SIQA. You et al. investigated the appropriateness of ten well-known 2D-IQA metrics in SIQA [19] . Bosc et al. [20] presented an evaluation of twelve 2D-IQA metrics to predict the quality of images synthesized by depth image-based rendering (DIBR) [21] . The performance of these 2D-IQA metrics is moderate for measuring the quality of 3D images and they are not appropriate to assess the perceived depth, because of the weak correlation to stereo perception created by joint efforts of both views [8] , [22] .
Therefore, how to get a full understanding of the perceptual distortion on stereopairs under the assumption of various binocular visual properties is still the focus of SIQA [23] , [24] . For example, the two views of the stereoscopic images may contain different distortion types due to the asymmetric pro-cessing in the 3DTV system such as capture, coding and transmission. The asymmetric distortion in stereoscopic images exists with different intensity, locations and texture structures. Then the binocular fusion or rivalry may occur in different locations [25] . With this purpose, both the availability of distortionrelevant image features and binocular visual models need further analysis.
On one hand, the new challenges of SIQA come mainly from the interactions between the two eyes. Aiming at a better simulation of cyclopean images, Levelt has proved that binocular rivalry/suppression is mainly governed by low-level sensory factors, and stimuli that are higher in contrast tend to dominate the rivalry [26] . Maalouf and Larabi integrated the left and right views into a cyclopean image, by simulating the brain perception, and used the contrast sensitivity coefficients as the basis of evaluation [27] . In subsequent work, Chen et al. proposed a full reference metric which focused on the highly relevant phenomena of binocular rivalry [28] . Lin and Wu applied binocular frequency integration into measuring the quality of stereoscopic images, with the help of traditional 2D metrics [24] . In [29] , a new full-reference SIQA framework was proposed by learning binocular receptive field properties in line with visual perception. These metrics do quite well in predicting perceptual quality of stereo images. Inspired by these positive results, a synthesized framework which takes binocular rivalry into consideration is proposed.
On the other hand, the HVS understands an image mainly based on its low-level features, such as edges and zero crossings [30] , [31] . Accordingly, perceptible image degradation will lead to perceptible changes in image low-level features. As illustrated in [32] , image features such as step edges, lines and Mach bands all give rise to the points where the Fourier components of an image are maximal in phase. Inspired by this conclusion, Phase Congruency (PC) measurement is employed into practical applications.
The PC model is a frequency-based model of visual processing. It supposes that, instead of processing visual data spatially, the visual system is capable of performing calculations using the phase and amplitude of the individual frequency components in a signal [32] . In [33] , Liu and Laganière put a local crosscorrelation of PC map into the calculation between a reference image and a distorted one, and the averaged cross-correlation values provided a quantitative assessment of the overall image similarity. In [34] , PC was extended to phase coherence which can be used to characterize the image blur. Based on [34] , Hassen et al. proposed a sharpness measure where sharpness was identified as strong local phase coherence [35] . In [22] , Shao et al. applied the PC calculation together with the log-Gabor filter into the description of local amplitude and phase features. However, amplitude cannot reflect as much detailed information as phase through the analysis on image construction, and therefore receives a lower weighting coefficient. Blanchet et al. [36] carried out experiments to investigate the visual impact of distortion on phase and amplitude of an image. It was found that the distortion in phase had a bigger impact on the visual appearance of image and its quality [37] .
It seems to be a general consensus that phase plays a more prominent role in characterizing the signal properties. However, to highlight the importance of amplitude in determining visual quality, we integrate amplitude with visual saliency information.
When catching sight of an image, our eyes attempt to recognize certain regions perceptually important in order to speed up the recognition process and to extract the significant objects from complex backgrounds [38] . Saliency detection comes into being exactly in accordance with this thought [39] [40] [41] [42] [43] . There are several saliency detection models succeeding in highlighting the locations that attract human attention, while weakening the parts that HVS is insensitive to, such as the widely accepted bottom-up method named Graph-Based Visual Saliency (GBVS) [39] , the saliency detection model using Maximum Symmetric Surround (MSS) [40] , the model using Low-level Features based on Wavelet Transform (LFWT) [41] and the model based on the Image Signature (IS) [42] . Zhang et al. used visual saliency as primary features when computing the local quality map of distorted images [3] . Furthermore, visual saliency can be employed as a weighting function to reflect the importance of a local region in the pooling procedure [8] . At the same time, the emerging applications of stereoscopic display require new saliency detection models for salient region extraction. Fang et al. took the depth feature into account in saliency detection for stereoscopic images and proposed a saliency detection model based on the feature contrast of color, luminance, texture, and depth [44] . According to this characteristic, visual saliency is adopted into the modification on amplitude to bridge the gap between amplitude and visual quality.
Inspired by previous work, a full reference SIQA framework based on the cyclopean amplitude map and the cyclopean phase map is proposed. The contributions are as follows:
1) Considering the less prominent role of amplitude in IQA, visual importance map which contains efficient saliency and depth information, is creatively adopted into the modification on amplitude maps. 2) Local amplitude (phase) maps extracted from PC measurement of both views are synthesized as one cyclopean amplitude (phase) map which represents the perceptual degradation of stereopairs after binocular rivalry process. 3) By comparing the matching error in binocular disparity, stereoscopic images are classified into non-corresponding and corresponding regions, and a modulation function in spatial domain is applied into the quality prediction.
4) Through comprehensive experiments and comparison, we
analyze the contribution of amplitude and phase in determining visual quality. Results show that our metric correlates well with subjective tests on both symmetrically and asymmetrically distorted stereoscopic images. The rest of this paper is organized as follows. Section II illustrates the related work of creating cyclopean phase and amplitude maps, including image features and binocular visual properties. Section III presents the detailed computation procedures of proposed SIQA framework. The experimental results are analyzed in Section IV. Finally in Section V, we conclude the paper with the imagination of future work. 
II. RELATED WORK

A. Definition of the Cyclopean Phase Map and Cyclopean Amplitude Map
The purpose of cyclopean image is to give an intuitive description of the perceived image acquired from both left and right views. To achieve this goal, we have to extract useful features that can effectively describe visual degradation. As mentioned in Introduction, the phase and amplitude maps can also be considered as perceptual representations from different aspects, and therefore the integration between the two maps and the cyclopean image is practicable. With this method, we get a pair of cyclopean maps named cyclopean phase map and cyclopean amplitude map. On one hand, the cyclopean phase map plays the dominant role in expressing details of the perceived image (e.g., structure information), and thus it is reasonable to be taken into consideration. On the other hand, the cyclopean amplitude map is deemed as another evaluation factor, owing to the approximate reflection of visual saliency after the integration with visual importance map. The detailed information about modification on amplitude is given in the following part. Fig. 1 shows examples of cyclopean phase and cyclopean amplitude maps. 
B. Modification on Amplitude
As shown in Fig. 2 , there are several constructed images using the phase of reference images, and amplitude of JPEG compressed, Gaussian blurred and fast faded images. From the comparison among the original reference image and constructed images, it can be observed that the constructed images are degraded due to compression and blurring on the amplitude, despite most details are preserved. Therefore amplitude can also be used to reflect image degradation. However, the connection between amplitude and visual quality is still less prominent [22] , [36] , [37] . To solve this problem, we integrated the amplitude with a saliency-based visual importance map estimation (shown in Fig. 3 ) which did an excellent job in reflecting certain regions with different visual importance [6] . With this method, certain regions and objects that are perceptually important in visual perception will be highlighted in modified amplitude maps (shown in Fig. 4 ), such as the parking space in image "Bicycle" and the ground in image "Park". In contrast, the original amplitude shows less useful information.
The detailed estimation procedure of visual importance map is shown in Fig. 5 . As an example, the GBVS model which highlights low-level features in monocular view is employed to compute the saliency map (S I ). Regarded as the crucial difference to 2D IQA, disparity is used to compute the depth saliency map (S D ) after normalization [46] , [47] . Finally, the image saliency map and depth saliency map are integrated as the visual importance map (S) by linear combination given by S = λS I + (1 − λ)S D , where λ denotes the weighting factor of the saliency map (in our experiment, λ = 0.5). Examples of synthesized visual importance maps are shown in Fig. 3 .
C. Binocular Spatial Modulation Function
The binocular suppression and rivalry properties occur when the two views of stereoscopic images fall on the corresponding retina locations. Therefore, each pixel in either view should be divided into Corresponding Regions (CR) and Non-Corresponding Regions (NCR), according to whether the pixels have correspondences in the other view [25] . A novel modulation function in spatial domain is adopted into the pooling by considering the binocular suppression and rivalry properties. The Binocular Spatial Modulation Function (M ) is implemented in corresponding regions and non-corresponding regions according to the disparity map, and it can be defined as
where JND and BJN D denote the existing just-noticeable difference model [48] and the binocular just-noticeable difference model [49] in NCR and CR, S denotes the visual importance map, and φ is a nonlinear additive function [25] . Here, the function φ is computed by
where κ is a parameter adjusting the penalization strength. In the proposed framework, it is empirically set to 0.45 for all types of distortion [50] .
(B)JND means the tolerance for distortion, and thus it can determine the minimum distortion that evoke binocular visible differences [49] . Intuitively, if a region has a significant (B)JND value, it implies that the region can tolerate large distortion, and importance of the region in the binocular perception is low [50] .
In summary, image features and binocular visual properties analyzed in this section have major impacts on SIQA: 1) the amplitude map allows better representation of image features, and provides the basic identification of visual attention. 2) the cyclopean amplitude and phase maps give an intuitive description of visual degradation. 3) the binocular spatial modulation function can also be used into SIQA for more effective evaluation.
III. PROPOSED SIQA FRAMEWORK
The proposed SIQA framework mainly contains three sequential parts: the extraction of local amplitude and phase maps, the computation of cyclopean amplitude and phase maps, and the pooling process, as shown in Fig. 6 . Firstly, the local amplitude and phase maps are extracted from the reference stereopairs, as well as the distorted stereopairs; Secondly, local amplitude maps between two views are synthesized as one cyclopean amplitude map, and the same is true of the local phase maps; At last, the similarities between two cyclopean phase maps as well as two cyclopean amplitude maps are applied into the pooling process respectively, and then a linear regression is employed to combine the two similarity indexes into the final quality. In order to facilitate understanding, the summary of some important notations and variables is shown in Table I .
A. Local Amplitude and Local Phase Maps Extracted From PC
As analyzed above, the modified amplitude and phase maps are important features in IQA. However, global phase from the direct Fourier transform is not an effective means in feature description, because different regions are evaluated independently. Obviously, the constant frequency response is not a good choice for feature description [22] . According to the PC theory, the local phase and amplitude features can be extracted by maximizing the Fourier components [51] .
Morrone and Owens [52] proposed an image feature perception model, which postulated that features were perceived at the points where Fourier components were maximal in phase [33] . Kovesi proposed a scheme to calculate the phase congruency with logarithmic Gabor wavelets, which allows a wide range of features to be detected within the framework of a single model [32] . Inspired by these conclusions, PC measurement is employed into practical applications. It has been proved that simple cells in primary visual cortex can be well modeled using log-Gabor filter in previous researches [53] . 
where parameters ω and θ are the normalized radial frequency and the orientation angle of the filter, and ω s and θ o are the corresponding center frequency and orientation of the filter, respectively. The parameters σ s and σ o determine the strength of the filter. Then the local amplitude at location x on scale s and along orientation o is given by
and the local energy along orientation o is computed by
where
where ε is a small positive constant. The design of the filter is based on the work in [54] . Different with [55] , the PC is directly used into feature description. The local phase is defined as the angle of F o (x) and H o (x) along the orientation with the maximum PC value:
where o m denotes the orientation which corresponds to the maximum PC value. Then the local amplitude is defined as the sum of local amplitudes of all the scales along the orientation o m :
According to these definitions, local amplitude and phase maps extracted from original images and corresponding distorted versions are displayed in Figs. 7 and 8 . In order to facilitate visual examination, those regions with significant changes are marked in red rectangles. As shown in Fig. 7 , distortion leads to visual degradation on key objects (e.g., the bicycle). There are also similar effects on local phase maps which describe totally different visual contents from local amplitude maps, for example, the structure information is preserved.
In our experiment, ω s = 1/6, θ o = 0, σ s = 0.3, σ o = 0.4, and the numbers of scale and orientation of the filter are set to 4. Fig. 9 shows how to compute the cyclopean phase and amplitude maps. At the beginning, an image from either view is decomposed into local phase and amplitude maps, and visual importance map is also acquired. Secondly, synthesized by corresponding visual importance map, the modified amplitude maps are applied into the following procedures. Eventually, the modified amplitude maps from two views are combined into a cyclopean amplitude map, and the same is true of the two phase maps. Both reference and distorted stereopairs are applied into the computation.
B. Cyclopean Amplitude and Phase Maps
The process of synthesized cyclopean phase and amplitude maps is illustrated in the following part. According to [26] , [28] , the energy of Gabor filter bank responses on the left and right images can be used to model stimulus strength and simulate rivalrous selection of cyclopean image quality. In general, the complex 2D Gabor filter can be defined as G(x, y, σ x , σ y , ζ x , ζ y , θ)
where R 1 = x cos θ + y sin θ and R 2 = y cos θ − sin θ, σ x and σ y are the standard deviations of an elliptical Gaussian envelope along x and y axes, ζ x and ζ y are spatial frequencies, and θ orients the filter. The design and parameter settings of the Gabor filter are derived from the work conducted by Su et al. [56] . The local energy is estimated by summing Gabor filter magnitude responses over four orientations (horizontal, both diagonals, and vertical) at a spatial frequency of 3.67cycles/degree [28] . Given the Gabor filter response of each view, a linear model is used to synthesize the cyclopean phase and amplitude maps: (11) where CP and CA represent the cyclopean phase map and the cyclopean amplitude map, A L and A R are modified local amplitude maps of the left and right image, and the same is true of local phase maps LP L and LP R . The weights W L (x, y) and W R (x + d, y) are computed from the normalized Gabor filter magnitude responses computed by
where GE L and GE R are the summation of convolution responses of the left and right images to the complex 2D Gabor filter. Different from the model proposed by Levelt [26] , the cyclopean image is disparity-compensated in computation equation, denoted as (x + d). Accordingly, the cyclopean map is able to reconstruct the perceptual image that matches HVS to a large extent by taking binocular rivalry into consideration. Fig. 6 shows how the proposed framework works after cyclopean phase and amplitude computation. Similar to the definition of SSIM [57] , the two feature similarity metrics for CP and CA between reference stereopairs and distorted pairs are adopted, denotes as S A and S P , which can be computed as follows:
C. Quality Assessment Metric
where T 1 and T 2 are positive constants to avoid the denominator being zero. The subscripts ref and dis represent reference and distorted stereopairs respectively. After computing the two similarity metrics of cyclopean maps at each location, the binocular spatial modulation function is applied into the pooling procedure. More specifically, the general mathematics forms of quality assessment metric for amplitude and phase are given by
where Q A and Q P are the amplitude quality metric and phase quality metric respectively, and CM (x, y) denotes the cyclopean binocular spatial modulation function based on distorted stereopairs, which can also be defined as
Finally, in order to get the final quality Q, a linear combination between Q P and Q A is employed, given by
where γ is the weighting factor for adjusting the relative importance of the two components. Analysis on how the modified amplitude and phase maps influence the quality assessment under the circumstances of different weights will be presented in Section IV.
IV. EXPERIMENTAL RESULTS AND ANALYSES
A. Stereo Database
To verify the performance of the proposed method, the LIVE 3D Image Quality Databases (Phase I and Phase II) of the University of Texas at Austin are used [45] . Database Phase I database contains 365 stereopairs with symmetric distortion and Database Phase II contains 360 stereopairs with both asymmetric and symmetric distortion, including JPEG compression, JP2K compression, white noise (WN), Gaussian blur (Blur) and fast fading (FF).
To further verify the proposed method, the IRCCyN 3D Image Database is also adopted [58] . Six different stereoscopic images are considered in this database which is composed of the six reference images (undistorted) and fifteen distorted versions of each source generated from three different processings (JPEG compression, JP2K compression and blurring) symmetrically to the stereopairs.
B. Performance Measure
For performance evaluation, four commonly used indicators are adopted: Pearson Linear Correlation Coefficient (PLCC), Spearman Rank Order Correlation Coefficient (SROCC), Kendall Rank-order Correlation Coefficient (KROCC), and Root Mean Squared Error (RMSE) between subjective scores and objective scores after nonlinear regression. For nonlinear regression, we use a 4-parameter logistic mapping function [23] , [59] :
where β 1 , β 2 , β 3 and β 4 are the parameters to be fitted. A better match is expected to have higher PLCC, SROCC, and KROCC values, while lower RMSE values. In order to demonstrate its efficiency, the proposed method is compared with several existing state-of-art IQA metrics, including three 2D metrics (MS-SSIM [10] , VIF [11] and ADM [60] [29] ). For Benoit's scheme, we adopt the d 2 metric, in which SSIM is used and disparity distortion is estimated using global correlation coefficient between the original and disparity maps. For Lin's scheme, the FI-PSNR metric is adopted into the comparison. For Chen's scheme, the adopted 2D metric is MS-SSIM which performs the best. For Shao's schemes, experimental results in corresponding references are directly adopted.
C. The Joint Contribution of Cyclopean Amplitude Map and Cyclopean Phase Map
To better illustrate the relationship between the cyclopean amplitude map and cyclopean phase map under the circumstances of different weights, the prediction curves on LIVE 3D Image Database are shown as an example in Fig. 10 . According to the fitting curves of Database Phase I, with the increasing weight of cyclopean phase map (γ), the prediction indicators seem to drop, except for RMSE. At the beginning of the fitted curve (γ = 0), the cyclopean amplitude map is given a full weight and the four prediction indicators perform quite well. In the end, when the cyclopean phase map is given a full weight (γ = 1), the performance of four prediction indicators are not so excellent as others. The difference reconfirms that the cyclopean amplitude takes effect in SIQA, since the visual saliency information is taken into account in the process of amplitude modification introduced in Section II. Although there are minor differences in numeric values, the other saliency detection models also show similar performances. According to the fitting curves, when γ equals to 0.60, the four indicators achieve more accurate results.
However, the corresponding prediction curves on LIVE 3D Image Database-Phase II show a relatively different trend from the other one. There are significant peaks in PLCC, SROCC and KROCC, and a valley in RMSE at the position close to γ = 0.75, which indicates that the cyclopean phase map still plays a leading role.
Comparing the two groups of fitting curves in Fig. 10 , there are some differences between them. The prediction results on symmetric distortion are more stable with varying γ, and in contrast, remarkable changes can be observed in the case of Phase II. This may be explained by the following example. As shown in Fig. 11 , the modified amplitude maps of a pair of asymmetrically distorted stereo images (fast fading and JP2K compression, respectively) and the corresponding cyclopean amplitude map are compared with the reference images. When it comes to asymmetric distortion, the distortion introduced by fast fading and JP2K compression are different from each other in both locations and distortion levels (marked in the red rectangle), and details can also be found in the cyclopean amplitude map. Therefore, the quality assessment of asymmetrically distorted images is a relatively difficult task considering the joint effects of various factors. In this case, only depending on the cyclopean amplitude maps to reflect visual degradation would not be able to achieve a better consistency with subjective assessment. As shown in Fig. 10 , the prediction curves on Database Phase II show a relatively poorer performance at the beginning (e.g., γ = 0). In addition, the phase maps (shown in Fig. 8 ) which describe totally different visual contents from the local amplitude maps, could be regarded as another factor to enhance the quality assessment. According to this, the prediction curves show remarkable changes and peak at nearly γ = 0.75. However, in terms of symmetric distortion, images are degraded in a similar degree in both views, and predicting the quality would be comparatively easy. Thus the contribution of phase is less significant and minor changes can be found on Database Phase I.
In order to get a more general quality index for 3D images, setting a reasonable parameter for the two components is of vital importance. Considering the performances on two databases, the parameter is adjusted as γ = 0.75, since the corresponding performances on Database Phase I are still competitive. In the following comparisons, the parameter in the proposed method is γ = 0.75.
To demonstrate the advantage of jointly considering cyclopean amplitude and cyclopean phase, Table II The scatter plots on LIVE 3D Image Database are shown in Fig. 12 . The vertical axis denotes the human subjective scores of perceptual quality and the horizontal axis denotes the predicted scores. A better convergence of the points in the scatter plot to the fitting curve means a better consistency with the DMOS. The scatter plots demonstrate that the scatter points of the proposed method are concentrated to the fitting curve, which indicates a more prominent prediction.
D. Overall Performance on LIVE 3D Image Database
To better illustrate the experimental results, the values of PLCC, SROCC, KROCC, and RMSE of each metric are shown in Table III , where the indicator that gives the best performance is highlighted in bold. At the same time, results of the four saliency detection models adopted in the proposed framework (GBVS, MSS, LFWT, and IS) are also shown in Table III . As shown in the table, the four saliency detection models show similar performances with each other, and the overall performances of the proposed framework significantly better compared with other IQA metrics on both databases. Although in some cases, their performances slightly lag behind the best, the overall prediction results are still competitive among all the IQA metrics. The outstanding performance partially demonstrates the reasonability of cyclopean amplitude and cyclopean phase maps.
Although Lin's scheme considered binocular integration behaviors, the lack of disparity information may lead to the unexpected performance. Known as the combination of 2D image quality metrics with disparity maps, Benoit's scheme still lags behind the other metrics. In view of this, it can be inferred that the quality of the estimated disparity maps highly depends on the stereo matching algorithms and the 2D-IQA metric for disparity maps does not coincide with human perception of disparity [29] . As for Shao's schemes, they achieve reasonably accurate prediction results on Database Phase I, while the performances on Database Phase II are not so excellent as Chen's scheme and the proposed schemes. In addition to symmetric distortion, the following part concentrates more on asymmetric distorted stereopairs. According to the experimental results on Database Phase II which contains both symmetric and asymmetric distortion, the proposed framework and Chen's scheme overtake the other metrics by a large extent. The significant difference further confirms the previous conclusion that cyclopean images can effectively predict the quality of stereoscopically viewed images. However, it is worth noting that predicting the quality of asymmetric distorted stereopairs still needs further improvements, compared with symmetric distortion.
In spite of the good performance of overall quality prediction, we also need to verify the performance of each distortion type. Table IV gives the detailed information of individual distortion. According to the table, the proposed method is either the best or at parity with the best one for each distortion type. In predicting the quality of distortion types JP2K compression, JPEG compression and Fast Fading, the proposed method has the most significant advantage over the others, especially in JPEG compressed stereo images. Such an outstanding improvement further confirms its efficiency in SIQA. However, it is worth noting that all the metrics seem not to be applicable for JPEG compression, even though a remarkable improvement. As for the prediction of distortion Gaussian Blur, the proposed framework almost have the same correlation coefficients as the best. In terms of distortion White Noise, although the prediction results overtake 0.9, the proposed framework is less prominent than the other 3D metrics. Because the power spectral density of white noise is distributed uniformly in the frequency domain, and localized phase and amplitude maps cannot reflect the changes of image quality. However, in most cases, the proposed framework attains relatively competitive prediction. On the whole, the proposed framework can predict the image quality consistently across different types of distortion.
To verify the demonstration mentioned above, we also report the performances on IRCCyN 3D Image Database according to the corresponding settings. As shown in the Table V, the proposed framework using IS saliency detection model achieves the most competitive performance. The results further confirm the demonstration that cyclopean amplitude and cyclopean phase maps can effectively predict the quality of stereoscopically viewed images under the circumstance of γ = 0.75.
To summarize, SIQA is a complicated process, not only distortion-relevant image features but also binocular visual properties should be taken into consideration. The proposed method takes advantages of the two determinant factors to predict perceived quality from the aspects of cyclopean amplitude and phase maps which innovatively combine image features together with binocular visual properties. And the superiority has been further confirmed by experiments.
V. CONCLUSION
In this paper, a full reference quality assessment framework based on cyclopean amplitude and cyclopean phase is proposed for stereo images, in which binocular visual properties and image low-level features are taken into consideration. Based on the fact that amplitude places an emphasis on image degradation, we made further modification on amplitude with the help of saliency detection models. At the same time, by fully considering the binocular rivalry properties, we create the cyclopean amplitude map and the cyclopean phase map. With this method, image features and visual properties are ingeniously integrated with each other. Experiments further confirm the demonstration that cyclopean amplitude and cyclopean phase maps take effect in image quality determination.
In the future, we will pay much attention to the research on binocular visual properties, and explore more effective ways to describe image degradation. At the same time, predicting the quality of asymmetrically distorted stereo images would be another focus. 
