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ABSTRACT
Experiments on regular two dimensional waves breaking over an artificial
sand bar were conducted in a glass walled flume to facilitate an investigation
of the hydrodynamic processes that evolve in the surf zone. The instanta-
neous time averaged velocities and the velocity flow fields have been measured
using digital video imaging and analysis techniques. The instantaneous veloc-
ity flow fields were then processed, resulting in the phase-ensemble-averaged
velocities, time averaged velocities and energy and momentum fluxes. The
time averaged velocities above the trough level have been found to be much
higher than those below. After wave breaking, kinetic energy and momentum
flux are shown to increase, reaching a peak value and decreasing thereafter.
An estimate of the relative density of the fluid in the wave crests was ob-
tained by comparing the forward and reverse velocity fluxes.
Other surf zone physical parameters such as the free surface displacements,
wave heights across the flume and potential energies have been derived from
the resistive wave gauge measurements. A spectral analysis of the water level
time series was conducted and the energy growth in each spectral component
was examined. It was noticed that there is a transfer of energy from the pri-
mary frequency of the wave maker to higher harmonics. Also, wave breaking
has little effect on the amplitudes of the harmonic components.
The roller and aeration areas were also computed. Two methods of esti-
mating the roller area have been explored and these are the analysis of the
wave gauge measurements of the surface elevation and the analysis of the
v
video images. There was agreement between the results obtained and those
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The oceans, which cover vast expanses are used daily for transport, recre-
ation, swimming, fishing, surfing and boating. It is for this reason that the
processes that influence these activities are investigated. The part of the
ocean that is most well known and least understood is the surf zone, a region
where wave breaking occurs. Breaking waves playa vital role in the air-sea
interaction, the transfer of momentum from waves to currents, the generation
of turbulence and the subsequent sediment suspension and transport.
A knowledge of the hydrodynamics of breaking waves is of great importance
as life is, in some way or the other, affected by the oceans. The design of
offshore structures for industrial activity is dependent on an understanding
of the behaviour of the ocean. Incorrect deployment of structures near the
shore or off-shore can have major repercussions for the coastline. One of the
aims of this research is to quantify the decay of wave energy, in particular in
waves breaking over a sand bar. In the process, other objectives include the
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investigation of the generation of mean currents and the comparison of video
measurements with measurements obtained using different methods. These
results will be useful in the understanding and prediction of beach erosion
and sediment transport.
1.1 Physical processes
Ocean waves are produced by a variety of forces. Wind and pressure pro-
duce swells, astronomical forces produce the tides and earthquakes produce
tsunamis. In deep water, because the ratio of wavelength to water depth is
so small, the passage of waves is hardly noticeable. Deep water waves have
a sinusoidal profile. The wave particle orbits are circular in deep water and
the wave speed depends on the wavelength. In deep water, waves of longer
wavelengths travel faster than those of shorter wavelengths.
It is when deep water waves enter regions of shallow water that many in-
teresting processes take place. The wave profile is no longer sinusoidal but
instead the crests become peaked and the troughs are drawn out. The parti-
cle orbits in shallow water are elliptical. Closer to the bottom boundary, the
orbits are more flattened. Shallow water waves are non-dispersive and the
wave speed is controlled by the water depth.
When deep water waves encounter a decreasing water depth several transi-
tions occur. As the water depth decreases, the waves slow down and the
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wave height increases. The front face of the wave continues to steepen until
the crest becomes unstable and the wave breaks. Wave breaking results in
the formation of a roller that rides on the front face of the wave. The roller
is a mass of aerated fluid. From a biological perspective, wave breaking is
important since it aerates the water and this sustains life within the oceans.
Wave breaking also results in the creation of rip currents, longshore currents
and undertow currents. Rip currents run on the surface of the water from the
shore towards the break point, undertow runs near the bottom of the wave
from the shore towards the break point and longshore currents are currents
that run parallel to the shoreline. There are also high levels of turbulence
associated with wave breaking. It is this turbulence that suspends sediments
that are eventually carried away by the currents.
Sediments transported by the undertow current are eventually deposited at
the break point. This then results in the erosion of the beach and an accu-
mulation of sediment at the break point resulting in the formation of a sand
bar. The sand bar in turn influences the wave breaking process. It is the
aim of this thesis to investigate the breaking of waves over the bar and the
subsequent generation of currents.
1.2 Theoretical developments
The field of Hydrodynamics is well described by the Navier-Stokes equation.
This equation is highly non-linear and when the boundary conditions at the
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surface are taken into account, the problem of non-linearity is enhanced. At
present there is no general solution to the equation. The way to simplify any
such equation is to consider possible approximations relevant to a particular
case. Solutions to the Navier-Stokes equation in deep water have been pos-
sible through the linearisation of both the surface boundary conditions and
the convective acceleration terms [Whitham, 1974; Le Mehaute, 1976].
Boussinesq-type equations which are able to describe the non-linear transfor-
mation of irregular, multidirectional waves in shallow water have been derived
[Peregrine, 1967]. Boussinesq equations represent the depth-integrated equa-
tions for the conservation of mass and momentum for an incompressible and
inviscid fluid. Since the Boussinesq equations include the lowest order effects
of frequency dispersion and non-linearity, they can account for the transfer
of energy between different frequency components. A major limitation of the
commonly used form of the Boussinesq equations is its applicability to only
shallow water depths.
There have been several attempts to extend the range of applicability of the
Boussinesq equations to deeper water. The dispersion properties of the dif-
ferent forms of the Boussinesq equations have been investigated [Madsen et
ol., 1991]' The authors have introduced a third order term to improve the
dispersion properties of the equations. In this form the equations assume a
constant water depth, and so are not applicable to shoaling waves.
Recently, a new form of the Boussinesq equation was derived [Nwogu, 1993].
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Instead of the usual depth-averaged velocity, the velocity at an arbitrary
distance from the still water line was used. This model makes the equation
applicable to a wider range of water depths. In addition, the model is able
to reproduce several non-linear effects such as the generation of longer- and
shorter-period waves, an increase in horizontal and vertical asymmetries and
the evolution of wave groups.
Sakai and Battjes [1990] have applied Cokelets numerical non-linear theory
for progressive, periodic gravity waves to the two-dimensional shoaling of
finite-amplitude waves on a beach. They compared the shoaling curves they
obtained with existing models of shoaling curves and with existing experi-
mental data. The shoaling curves obtained from the Cokelets theory show
agreement with existing experimental data except in the region of the break-
point. Near the breakpoint, the Cokelets theory predicts a larger wave height
compared to the experimental measurements.
The following conclusions were drawn from an investigation of laboratory
shoaling waves [Flick et al., 1981}. The harmonic growth of single-frequency
plane laboratory waves up to the breakpoint, in the spilling breaker regime, is
quantitatively predicted by a third order Stokes theory that conserves energy
flux. The non-linear harmonic amplitude changes shoreward of the Stokes
regime up to the breakpoint of plunging waves is adequately predicted by
cnoidal equations. The Stokes and cnoidal expressions for energy flux, phase
speed and the first three harmonic amplitudes have identical functional form
to O(Ur2 ) , in shallow water and in the limit of small Ursell number. Turbu-
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lent fluctuations are more important in plunging than in spilling waves.
The modelling of processes in the surf zone is highly complex due to the
highly non-linear nature of the processes occurring. In this regard, it is
necessary to examine average quantities. The decay of wave energy in the
surf zone has been described using an hydraulic jump analogy [Battjes and
Janssen, 1978; Engelund, 1981}.
Undertow and mass flux have been examined by Svendsen [1984}. The set-
down and set-up of the mean water level in the surf comprising plane slope
beaches have been successfully described using the concept of radiation stress
[Longuet-Higgins, 1964}.
Research in the modelling of the roller is still an active area [example, Dally
and Brown, 1995}. One of the first empirical estimates of the roller size was
made by Svendsen [1978} using the experimental data from Duncan [1981}.
1.3 Existing experimental measurements
The processes occurring in the surf zone are highly non-linear and complete
analytical analysis of these processes is difficult. There is thus a definite need
for experimentation to provide insight into the physical mechanisms that are
involved. Experimental data is also useful in validating mathematical mod-
els of surf zone processes. A qualitative description of wave breaking has
been provided by Basco [1985}. This is based on the observation that a con-
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tinuous spectrum occurs between the two extremes of a strongly plunging
breaker and a weakly spilling breaker, which differ only in the strengths of
the vortex systems involved. For the plunging cases, the initial splash from
the plunging jet becomes a second plunging jet, creating a second splash.
The process repeats itself resulting in as many as five successive vorticies.
Each succeeding vortex being weaker than the preceeding one. This process
eventually creates much mixing and reduces the organized motion into tur-
bulence. In this description, two key elements were introduced for the first
time and these are, a secondary wave disturbance generated by the transla-
tion of the plunger vortex and a turbulence mechanism and scale.
Geometrical parameters describing the evolution of both plunging and spilling
breakers with frequencies ranging from 1 to 2 Hz have been measured [Bon-
marin, 1989]. This study concentrated on the evolution of symmetry factors
describing the overall shape of the waves and on the surface motion induced
by the jet impact in the plunging breakers. In an experiment conducted by
Duncan et al. [1998}, it was found that the breaking process began with the
formation of a bulge near the crest on the forward face of the wave and cap-
illary waves formed upstream of the toe of the bulge. The shape and lengths
of these features were found to be nearly independent of wave frequency and
wavemaker amplitude. This study led to a formula used to determine the
length of surface features in terms of surface tension and the density of water.
Laser Doppler Anemometer (LDA) measurement of undertow in laboratory
spilling waves have been conducted by Stive [1980}and Ting and Kirby [1994}
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and in plunging waves by Ting and Kirby [1994J. However, measurements
were restricted to positions below the trough level, a limitation of the LDA
technique. Using a video technique Gavender et al. [2002} have managed
to obtain measurements for positions above the trough level in the crests
of spilling and plunging waves breaking on a 1:20 plane slope beach. Video
techniques have also been used to study deep water breaking waves [Perlin
et al., 1996J.
Experimental studies of waves breaking over a submerged bar have been con-
ducted by Smith and Kraus [1990}, Beji and Battjes [1992} and Mary [1994J.
Smith and Kraus [1990} designed an experiment to measure the macroscale
properties of breaking waves on bar and trough beaches. By maintaining a
constant water depth (and thus generating relatively high waves), the au-
thors were able to minimize the effect of surface tension and to improve the
accuracy of the video tape analysis. Tests were conducted on bar slopes that
occur in nature and on steeper slopes. The cases that were tested on the
plane slopes fall in the spilling region. One important conclusion was that
the gentler, more natural bar slopes permitted spilling breakers to develop
while the steeper bar type structures did not.
The aim of the investigation carried out by Beji and Battjes [1992} was to
determine the role of wave breaking in the nonlinear phenomenon of high fre-
quency energy generation and transfer, occurring in long waves propagating
over submerged bars. Some of the conclusions of this investigation follow.
Wave breaking occurred over the horizontal crest, there was no breaking be-
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fore the shallowest region. The final spectral shape is determined by the
redistribution of the total energy among the primary wave and harmonics.
The generation of high frequency energy and its transfer is hardly affected
by wave breaking which acts merely as a secondary effect.
Laboratory experiments on the breaking of regular waves over a submerged
bar were conducted by Mary [1994]. His experimental results were based on
velocity measurements obtained using a Laser Doppler Anemometer. Mea-
surements of undertow currents were conducted for positions below the effec-
tive trough level. The free surface displacements were also measured using
resistivity gauges. The power spectra were computed using a Fast Fourier
Transform of the time variation of the free surface position and confirmed
the occurrence of surface oscillations with higher frequencies. The potential
energy was found to decrease rapidly in the breaking zone. It was observed,
from the plot of the mean velocity profiles, that a significant mean current
exists below the breaking wave. The results were analysed in terms of the
momentum flux and the contributions of radiation stress, mean water level
set-up and set-down and momentum flux of the mean current were estimated.
The purpose of the present investigation is to reproduce some of the results
of Mary [1994} 1 and also to provide further insight into the dynamics of
that part of the wave above the trough level, as the wave progresses over the
bar. Time-averaged estimates of the mass, momentum and energy fluxes over
the entire water column above the bottom boundary layer in waves breaking
1A copy of this paper is included in the appendix for easy reference.
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over a bar are presented. The velocity flow fields at various positions beyond
the bar were measured using video imaging and were analysed using digital
correlation image velocimetry (DCIV). By tracking the motion of neutrally
buoyant particles, as well as bubble structures within the crest of the wave, it
was possible to measure velocities well into the crest of the wave. The valida-
tion of this measurement technique can be found in Cavender et al. [2002a).
This technique has already provided greater insight into wave breaking on
a plane slope beach [Cavender et al., 2002b; Cavender et al., 2004). The
instantaneous velocity flow fields were measured at various positions beyond
the bar. The time averaged velocities, mass flux and momentum and energy
fluxes were then computed.
1.4 Outline of the Thesis
The basic hydrodynamic concepts and definitions are introduced in Chapter
2. Included here are the definitions of mass and momentum flux, as well
as radiation stress. The water wave equations and their linear solutions are
also presented. Some surf zone processes are reviewed with an emphasis on
breaking waves.
A description of the experimental facilities and the diagnostic equipment is
given in Chapter 3. The velocity measurement technique is discussed here.
A detailed description of an experiment with a rotating disc is given and a
sample velocity flow field in breaking waves is also presented.
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In Chapter 4 a discussion of the surface elevation measurements ensues. A
spectral analysis is conducted and the energy growth in each spectral com-
ponent is examined. The variation in wave height across the flume and the
energy estimates are investigated. The wave profile changes as the wave
propagates from deep water to shallow water. A comparison of the wave
profile with linear theory and Stokes theory is undertaken in this chapter.
Mass, momentum and energy of a surf zone wave are explored in Chapter
5. The time-averaged velocity flow fields are plotted. The velocities in the
crests and the troughs of the waves are investigated, along with the changing
profile of the undertow. The discrepancy between the forward and reverse
mass fluxes is discussed in relation to the fractional density of the fluid in the
crests. The increase in momentum and kinetic energy soon after breaking is
also described.
Chapter 6 includes measurements of the roller and aeration areas at various
positions beyond the breakpoint. The area computed from the wave gauge
measurements of the surface elevation is compared with the area obtained
from the analysis of the video images.
Finally, some discussion and conclusions are given in Chapter 7.
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Chapter 2
Basic Concepts and Theory
2.1 Introduction
This chapter contains some general mathematical theories necessary for the
understanding of waves in fluids. The mathematics associated with deep
water waves is described first, followed by an extension to waves in shallow
waters and to waves in the surf zone.
The basic equations of water waves are the continuity equation and the
Navier-Stokes equation. These equations are obtained by considering mass
conservation and the balancing of all the forces acting on a fluid element.
The convective acceleration and the friction terms make the Navier-Stokes
equation highly non-linear. If the friction forces are negligible, the Navier-
Stokes equation reduces to the Euler equation. The Euler equation is still
non-linear because of the convective acceleration terms. If the convective ac-
celeration terms are linearised and the boundary conditions are considered,
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it is possible to find a linear solution to Eulers equation.
As deep water waves propagate towards a sloping beach, they begin to be
slowed down by the slope. Since the energy flux is constant, the reduction in
speed results in an increase in the wave height and a decrease in the mean
water level, and this is known as set-down. When a critical point is reached,
the crest becomes unstable and the wave breaks. This critical point depends
on the wave slope and the beach slope. The toppling wave crest results in
the formation of a roller that is carried along with the wave. Measurements
have been made of some of the properties of surface rollers, in particular, the
size of the roller and the energy of the roller.
Due to the highly non-linear nature of waves in shallow water and in the
surf zone, it is necessary to use average quantities to describe the relevant
processes. The average quantities are described mathematically by depth
integrating the equations of motion.
The definition of variables and mathematical preliminaries are discussed in
section 2.2, while the equations of water waves and the boundary conditions
are described in section 2.3. The linear solution of the equations of water
waves is given in section 2.4. Waves in shallow water are described using
non-linear theories and the depth integrated equations which are discussed
in sections 2.5 and 2.6 respectively. Finally, the processes occurring in the
surf zone are described in section 2.7.
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2.2 Hydrodynamic Concepts and Definitions
A definition sketch of the coordinate axes and the symbols often used in hy-
drodynamics is given in Figure 2.1. The x, y, and z axes form a right-handed
co-ordinate system with the positive x-axis pointing in the direction of wave
propagation. The velocity components in the x, y and z directions are de-
noted by u, v and w respectively. The still water line (swl) is the level of the
water in the absence of waves. The distance between the bed and the swl
is represented by d, while 'T/ represents the displacement of the water surface
relative to the swl. The wave height, which is the vertical distance between





Figure 2.1: Definition sketch of coordinates axes and wave parameters.
The components of the velocity in the x, y and z directions of a water particle
located at (x, y, z) will be denoted by u(x, y, z, t), v(x, y, z, t) and w(x, y, z, t)
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respectively. The acceleration is then given by
_ du _ d[u(x, y, z, t), v(x, y, z, t), w(x, y, z, t)] (2.1)-
a - dt - dt .
Expanding the right hand side of equation 2.1 results in
au audx
a = at + ax dt (2.2)
where u = (u,v, w) and x = (x, y, z). Thus the total acceleration a of a fluid
element is the sum of the local and the convective acceleration terms. The
local acceleration is the change of velocity with respect to time at a fixed point
in space (first term on RHS of equation 2.2), while convective acceleration
is the change in velocity with respect to change in position (second term on
RHS of equation 2.2).
2.3 Equations of Water Waves
The basis of theoretical fluid dynamics rests on the mechanics of an elemen-
tary mass of fluid. In this case several assumptions are made and these are;
that the fluid element is either infinitely small or small enough that all parts
of the element can be considered to have the same velocity of translation u
and the same density p, that the fluid is homogeneous, isotropic and con-
tinuous in the macroscopic sense and that the molecular pattern and the
molecular and Brownian motions within the particle are negligible.
The equations of water waves are based on the conservation of mass and
momentum together with the description of the pressure and the boundary
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conditions. These are discussed below.
Continuity
Consider an imaginary surface in the form of a cube lying within a fluid as
shown in Figure 2.2. Let u=u(x, y, z, t), v=v(x, y, z, t) and w=w(x, y, z, t) be
the components of the velocity u of a fluid element which at time t is situated
at the point (x, y, z). For a one dimensional motion in the x-direction, the
difference between the rate of mass entering through edge abed and the rate
of mass leaving through edge efgh is equal to the rate of mass accumulating
within the cubic volume. This law of conservation of mass in a given space
occupied by a fluid is known as the continuity principle. In general, for
a three dimensional motion the continuity equation for a fluid of constant
density is given by
\l.u = 0








Figure 2.2: Schematic illustrating one dimensional fluid motion through an
imaginary surface in the form of a cube.
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Momentum
By applying Newtons' second law to the cubic volume, and employing a co-
ordinate system as shown in Figure 2.1, we obtain the Navier-Stokes equation
au
p( at + uV'.u) = -V' (p+ pgz) + j1V'2U (2.4)
where j1 is the viscosity and p is the dynamic pressure associated with the
wave motion. The Navier-Stokes equation is non-linear because of the con-
vective acceleration and the viscosity terms.
Pressure
The pressure at any point in the fluid is given by
p = p+ - pgz (2.5)
where p+ is referred to as the dynamic pressure and it is the pressure over
and above hydrostatic pressure due to the mean water level.
Boundary conditions
In the study of waves on a free surface we have the following boundary
conditions [Fredsoe and Deigaard, 1992J
1. At the bed the flow velocity perpendicular to the bed is zero. For a
plane horizontal bed this gives
w = 0 for z =-d (2.6)
2. A fluid particle at the free surface must remain at the free surface giving
d",




3. The pressure at the surface must be equal to atmospheric pressure and
can be set to zero.
2.4 Linear Solution
It is not possible to find a general solution to the Navier-Stokes equation due
to the non-linear nature of the viscous forces and the convective acceleration
term. However, by neglecting the viscous term and by linearizing the con-
vective term it is possible to obtain a linear solution [Le Mehaute, 1976].
An alternate approach is to assume that the viscous forces are negligible and
to use the irrotational property of the fluid. If the flow is irrotational, that
is, V'x u = 0 then there exists a potential function ¢ such that u = - V'¢. In
this particular case the potential function can be shown to be [Le Mehaute,
1976}
H w cosh k(d + z)
¢ = -2k sinh(kd) . cos(wt - kx) (2.8)
where H is the height of the wave, w is the wave frequency in radians, k is
the wave number and d is the local water depth.
By using u
velocities
- V'¢ we obtain the following expressions for the particle
and
Hw cosh k(d + z) .
u = 2 sinh(kd) . sm(wt - kx)
Hw sinh k(d + z)




where u and w are the velocities in the x and z directions respectively.
Using the above expressions for u and w, it is possible to determine the orbit
of each particle. The particle orbits in deep water are shown in Figure 2.3.
The water particles move in nearly circular vertical orbits as the waves pass.
The radius of the orbits of each particle decreases with water depth. At a
depth corresponding to half a wavelength or more, the effect of a surface wave
is minimal as shown in Figure 2.3. The diameter of the orbit of a particle on








Figure 2.3: Particle orbits in deep water [Oceanography, 1990].
The particle orbits change when the waves move into shallow water. Figure
2.4 depicts the particle orbits in shallow water. Water particles move in
flattened elliptical orbits that are flat near the bottom and almost circular
near the surface.
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Figure 2.4: Motions of water particles in shallow-water waves [Oceanography,
1990].
It can also be shown that the expression for pressure is given by
H cosh(kz) .
p = pg2 cosh(kd) sm(wt - kx). (2.11)
The dispersion relation
The property that waves of different wavelengths travel at different speeds
is known as dispersion. IT the wave speed is independent of direction, the
system is said to be isotropic. From the linear solution of the equations of
water waves it is also possible to find the dispersion relation. In this case w
and k are related by
w2 = g k tanh(kd) (2.12)
where g is the acceleration due to gravity and d is the still water depth.
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The dispersion relation as given in equation 2.12 is general and applies to
waves in deep water as well as in shallow water. Two approximations exist
and these are the deep water approximation where d >> A to give
(2.13)
since kd » 1 so that tanh(kd) ~ 1, and the shallow water approximation
where d « A and
(2.14)
since kd «1 and tanh(kd) ~ kd.
Figure 2.5 illustrates the relationship between the wave speed c and the
wavelength A for fixed water depths h. In the range between 3.5h and 14h,
the dependence of c on A as given by
gA 27fh
c = (27f) tanh(T) (2.15)
deviates significantly from both its limiting forms. The graph makes a smooth
transition between the 'parabolic' limiting form (gA/27f)~ for A < 3.5 hand
the constant asymptote (gh) t for A > 14 h [Lighthill, 1978].
The phase velocity
The phase velocity is the speed at which a particular phase of the wave














Figure 2.5: Wave speed c for waves of varying wavelength), on water of
uniform depth h [Lighthill, 1978].
which can be written as
(2.17)
in deep water by the use of equation 2.13 and as
(2.18)
in shallow water by the use of equation 2.14.
In deep water, the wave speed is determined by the wavelength. In shallow
water, the wave speed is controlled by water depth, that is, there is no dis-
persion. In deep water, waves of longer wavelengths travel faster than those
of shorter wavelengths.
The group velocity
In general, an ocean wave does not exist on its own, but is made up of a
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group of waves of different lenghts, each travelling at its own speed. This
results in the profile of the group shifting constantly. The group velocity is
the velocity at which a group of waves travels and is defined as
8w
cg = 8k (2.19)
where 8w is the change in wave frequency and 8k is the change in wave
number. Using equation 2.12 in equation 2.19 results in





in shallow water. It is worth noting that the phase velocity in deep water is
twice the group velocity, while in shallow water they are the same.
The energy equations
The energy of a wave comprises potential energy and kinetic energy. Poten-
tial energy arises because water below the mean water level is moved above
the mean water level. The energy equations are determined by assuming a
sinusoidal wave profile. The potential energy is evaluated from
1 r (T/u, = ). 10 (10 pgz dz) dx




where 'fJ represents the free surface displacements, H is the wave height and u
and ware the particle velocities in the x and z directions respectively. Using
the result from the linear solution to the equations of water waves in the




which gives a total energy of
(2.26)
The above formula gives the energy per unit horizontal area. The property
that the kinetic and potential energies are equal is known as equipartition of
energy. The energy is transported at the group velocity in the direction of
wave propagation.
2.5 Non-Linear Wave Theories
As waves migrate from deep water into shallow water they undergo several
transitions. These changes are largely due to the influence of the bottom
boundary as the water depth decreases. Linear shallow water wave theory is
inaccurate near the breaking point. In this region the waves are more peaked
at the crests and more flattened at the troughs than a sine wave. This sig-
nificant deviation from the sinusoidal prediction of linear theory makes it
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necessary to employ non-linear theories such as Stokes theory or cnoidal the-
ory which give a better prediction of the waves profile than does first order
linear theory.
"Stokes (1847) showed that the surface elevation 'TJ in a plane wave-train on
deep water could be expanded in powers of the amplitude a as [Whitham, 19741
1 3




The linear result would be the first term in equation 2.27 and the dispersion
relation would be
Korteweg and deVries (1895) showed that long waves in relatively shallow
water could be described approximately by a non-linear equation of the form!
(2.29)
where Co, Cl and v are constants. In addition, they showed that periodic
solutions
'TJ = f(O), 0= kx - wt
lSubscripts here denote partial differentiation, i.e. fJx = ~ , fJxxx =~ and fJt = 'if
25
of equation 2.29 could be found in terms of the Jacobian elliptic functions.
Since f(O) was found in terms of the elliptic function cnO, the solutions were
named cnoidal waves" [Whitham, 1974].
2.6 Depth Integrated Equations
Due to the difficult nature of waves in the surf zone, it is necessary to investi-
gate average quantities. A description of some important averaged quantities
such as mass flux, momentum flux, radiation stress and energy flux follows.
The mass flux in the horizontal direction is given by
f
'f/er es t
M = pu(z) dz
-d
and the momentum flux is given by
f
'f/er es t 2
F = -d pU(Z) dz
(2.30)
(2.31)
where p is the fluid density, [lcrest is the crest position and -d is the position
of the bed relative to the swl. The overbar denotes time averaging.
Radiation stress is defined as the excess flow of momentum due to the pres-
ence of waves [Longuet-Higgins and Stewart, 1964]. The principal component
of radiation stress in the direction of wave propagation is the difference be-
tween the time-averaged total momentum flux in the presence of waves and
the mean momentum flux in the absence of waves. For waves propagating in
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the x-direction, the principal component of the radiation stress is given by
s; = f: (p+ PU2) dz - f: Po dz
where P is the pressure and Po is the atmospheric pressure.
For the case of linear waves, the radiation stress in the x-direction is
_E( 2kh ~)
Sxx - sinh(2kh) + 2
(2.32)
(2.33)
where E is the energy of the wave, k is the wave number and h is the local
water depth. This relation reduces to
0.5 E in deep water
1.5 E in shallow water
(2.34)
(2.35)
for waves propagating in the x-direction, and the other components of the
radiation stress tensor are
o in deep water











pg(d +fjr dx (2.39)
where d is the still water depth, 'fj is the mean water level relative to the still
water line and Sxx is the principal component of the radiation stress. This
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equation expresses balance between the pressure force from the slope of the
mean water surface and the gradient of the radiation stress.
The dissipation of energy in the surf zone and the associated decrease in wave
height towards the shore result in a gradient in the radiation stress. The de-
crease in radiation stress is balanced by a slope of the mean water surface,
the set-up. The magnitude of the set-up can be determined by the horizontal
component of the momentum equation [Fredsoe and Deigaard, 1992].
The energy equation expresses the variation in energy flux, Ef , with respect




where D is the mean energy dissipation rate per unit bed area.
The pressure equation is
- dd ( _) drj dSxx _P b- - pg d + TJ - - -- - Tb = 0dx dx dx
(2.40)
(2.41)
where Pb is the mean dynamic pressure on the bottom surface, Tb is the mean
shear stress at the bottom and
f TJe - - 1Sxx = (P + pu2)dz + -pg(TJ - fj)2-d 2 (2.42)
where TJc is the level of the wave crest and the overbar denotes time averaging.
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2.7 Surf Zone Processes
An illustration of the changes that occur when deep water waves propagate
towards a sloping beach is given in Figure 2.6. AB the waves enter shallow
water, their wave speed decreases and there is an increase in wave height, and
this is known as "shoaling". During shoaling, there is also a corresponding
decrease in the mean water level, and this is known as "set-down". The wave
height cont inues to increase until at some critical point , the wave collapses
and this is called ''wave breaking" , which is accompanied by an increase in
the mean water level, a process known as "set-up" .
t r a n s i t i o n r eg i o n
I 'hoal iog <eg i o n ~I inne< cagi on I
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Figure 2.6: Schematic of shoaling, wave breaking, setdoum and setup of the
mean water level as taken from [Govender, 1999].
In addition to the symbols already discussed , the following symbols relevant
to the surf zone are defined: fj denotes the mean water level relative to the
still water line and h denotes the mean local water depth. Variables with a
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subscript 0 denote conditions off-shore while those with a subscript b denote
conditions at the break point.
Wave breaking
As deep water waves approach a sloping beach, several transitions occur.
The bottom surface influences orbital water-particle motions. Although the
wave period remains unchanged, the wavelength is shortened and the wave
speed decreases. This causes the wave height to increase and the wave crests
to become more peaked. The wave steepness (HI>..) increases until it reaches
a critical value. At this point, the wave crests peak sharply, become unstable
and break.
Wave breaking may be characterised by the wave steepness and the beach
slope in a dimensionless surf similarity parameter egiven by [Battjes, 1974j,
(2.43)
where >"0 is the wavelength, H; is the wave height and f3 is the beach slope.
Wave breaking occurs when the ratio of wave height to wavelength exceeds
0.142.
Conventionally, waves that collapse to induce the process of wave breaking
are called breakers. Three types of breakers are distinguished by use of e
and these principal types are depicted in Figure 2.7 [Galvin, 1968j. The first
one is a "collapsing breaker" in which only the lower portion of the front





Figure 2.7: Principal breaker types, with the swl indicated by the dashed line
and the breaking point denoted by the arroui [Galvin} 1968].
collapses onto the base of the wave. The second is a "plunging breaker" and
this is one in which the crest of the wave curls forward and forms a jet that
plunges into the trough ahead. The third is a "spilling breaker", where the
trough ahead is not visibly disturbed as the fluid near the top of the crest
slides down the front face of the wave. In addition to the above, waves that
do not break are termed surging breakers.
Wave rollers
When the wave breaks, the tip of the crest falls onto the front face of the wave
forming a body of water that rides on the wave face. This body of water is
called a roller. Figure 2.8 shows a roller on the front face of a wave. The roller
moves in the direction of wave propagation with a speed corresponding to
the phase speed. This results in a transport of mass in the forward direction.
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In order to undertake a full momentum balance it is necessary to determine
the cross sectional area of the roller. The cross sectional area is also needed
to calculate the energy of the roller.
I~ ...'
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Figure 2.8: Schematic of a wave roller and the forces acting on it. l; is the
length of the roller, a o is the roller slope, P; is a pressure force, T; is a shear
force on the surface between the roller and the water below, p gA is the force
of gravity and c is the wave speed [Mocke, 1998; Fredsoe and Deigaard, 1992j.
Empirical estimates of the roller area were first made by Duncan [1981}and
using his results Svendsen [1984}formulated the following relation
A = O.9H2 •
The energy flux of the roller Er , is given by [Svendsen, 1984}
A 3




where p is the fluid density, c is the wave propagation speed, A is the area
of the roller and A is the wavelength.
The mean momentum flux due to the roller is
(2.46)
'~,.
where T is the wave period.
The minimum and maximum aeration areas have been estimated [Cavender,
1999} for several positions in the surf zone for spilling and plunging waves.
The normalised area for the spilling case spans a range of 0.5 to 1.5 and is
almost evenly distributed about the ~2 = 0.9 line. The normalised area for
the plunging case shows an increasing trend and is greater than 0.9 for the
major part of the surf zone.
The wave roller slope has been estimated near the break point and further
in the surf zone by Govender (1999). His findings are tabulated below.
Break Point Surf Zone
Spilling wave ~ 30° ~ 15°
Plunging wave ~ 40° ~ 15°
Table 2.1. Wave roller slope for plunging and spilling waves.
Currents
In the surf zone there is an onshore flow of water due to two mechanisms,
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firstly the wave drift and secondly due to the transport of the surface roller.
Since there is no build up of water on the shore, there has to be a current
in the offshore direction. This return current has its maximum near the bed
and is called the undertow. Figure 2.9 is an illustration of the profile of the
undertow . This picture is for the case of waves breaking over a bar in the
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Figure 2.9: Typical profile of undertow and forward current. This is a sample
measurement taken from waves breaking over a bar. See section 5.3.2 for
more details.
2.8 Summary
In this chapter we have introduced the basic hydrodynamic concepts and
discussed the theory of water waves. The relevant water wave equations,
particle velocities, the dispersion relation, phase and group velocities and
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the energy and pressure equations have been reviewed. The need for non-
linear wave theories has been explained briefly. Depth-integrated quantities
such as radiation stress, energy flux and pressure have been discussed. The
surf zone has been discussed in great detail. The criteria for wave breaking
have been reviewed and the beach slope and wave slope are shown to be
important factors. Plunging, spilling and collapsing breakers have also been
discussed. Wave roller properties such as energy, slope, area and momentum





Using video imaging and analysis techniques, waves breaking over a bar in
a laboratory surf zone were investigated. The experimental work was con-
ducted by M.J. Alport and K. Govender during January-February 2000 in
France. A digital camera was used to image the wave and the aeration. The
images were stored on video tape. In this chapter, a description of the exper-
imental setup and the measurement of the surface elevations and the velocity
vector fields are described.
The free surface displacements were measured using resistive wave gauges.
The signal from the gauges was recorded onto the audio channel of a video
casette recorder (VCR). The signal from the VCR was recovered and cap-
tured using a digital storage oscilloscope.
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The velocity vector fields were measured using the digital correlation image
velocimetry (DCIV) technique. The fluid velocity is estimated by tracking
the displacement of a small region of seeded and aerated flow over a known
time interval. Instantaneous flow fields were measured over three different
sampling times. At each measurement position, the wave was imaged at
twelve equally spaced phases.
To demonstrate familiarity with and the limitations of the CIV measurement
procedure, an experiment was conducted to determined the velocity of points
on a rotating disc. The experimental setup was similar to the one used to
determine the flow fields, except that instead of a light sheet a stroboscope
was placed in front of the disc. The velocity of the disc was also determined
by a second method. There was good agreement between the two sets of
results.
3.2 Wave Flume and Wave Conditions
Experiments on regular two dimensional waves breaking over an artificial
bar were conducted in a glass walled flume, located in the Laboratoire de
Mecanique des Fluides, Grenoble, France. The flume was 17m long, 0.8 m
wide and 0.8 m high. The flume was fitted with a bar-type bottom topogra-
phy. A schematic of the bar profile is given in Figure 3.1. The bar, which
was placed 8.2m from the wave maker, had a 600cm upslope (1:20), a 10cm
horizontal crest, a 70cm downslope (1:10) and a 2m horizontal section. A







Figure 3.1: Schematic of bar profile.
Figure 3.2: Close-up view of the flume showing the bar profile. a, band c
denote the upslope, the horizontal crest and the downslope, respectively.
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was a beach absorber. The still water depth in the section between the wave
maker and the bar was 40cm, at the crest it was 10em and in the horizontal
section beyond the downslope it was 17cm.
Figure 3.3: Overall view of the wave flume.
Figure 3.3 gives an overall view of the wave flume. Regular sinusoidal waves
of period T = 1.5 s were produced by a piston type wave maker. The piston
paddle was attached to a drive, which in turn was connected, off-center, to
a drive disc. The wave frequency could be changed by varying the speed of
the drive disc. A picture of the piston paddle is given in Figure 3.4 and the
drive disc is shown in Figure 3.5. The wave height in the deep water section
of the flume was 7.4cm.
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Figure 3.4: Photo of the piston paddle. The piston is driven by a beam
(black in photo) which is attached to a disc driven by a motor.
Figure 3.5: Photo of the disc drive. The wave frequency is varied by changing
the speed of the disc.
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3.3 Surface Wave Measurements
The free surface displacement, corresponding to the surface waves, was mea-
sured using resistive and capacitive wave gauges. In this thesis only the
measurements from the resistive wave gauges are considered. A picture of
a resistive wave gauge is given in Figure 3.6. The gauges were attached
to a trolley that could be translated on a pair of rails located above the
flume walls. Figure 3.7 shows a top view of the flume and clearly shows
the rails, trolley and wave gauges. A side view of the flume depicting the
suspended gauges is shown Figure 3.8. The signal measured with the gauges
was modulated onto a 600 Hz carrier wave before being recorded onto the
audio channel of the VCR. The wave was also video recorded at the position
where the gauges were located.
The signal from the audio channel of the VCR was recovered as follows. The
signal from the audio channel was applied to a demodulating circuit. The
output voltage of the demodulating circuit (that is, the measured signal)
was applied to a digital storage oscilloscope (DSO). Commercially available
software, WaveStar, was used to record 30 wave cycles, at each measurement
position. WaveStar was also able to download the recordings of the time and
voltages to a personal computer in the format of a text file. Calibration of
the wave gauge will be discussed in Chapter 4.
41
Figure 3.6: Photo of a resistive wave gauge. Alongside the gauge is a 50 em
ruler.
Figure 3.7: Overhead view of the flume showing the rails, trolley and wave
gauges.
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Figure 3.8: Side view of the flume showing the suspended wave gauges.
3.4 Velocity Measurements
The velocity vector field of the wave was measured using a technique known
as digital correlation image velocimetry (DCIV). The fluid velocity is esti-
mated by tracking the displacement of a small region of seeded and aerated
flow over a known time interval. A description of the experimental setup
follows. A longitudinal section of the flume was illuminated with a strobed
light sheet and the aeration and illuminated particles were imaged using a
progressive scan CCD camera connected to a frame grabber residing in a
personal computer. Figure 3.9 illustates the experimental setup of the DCIV
apparatus. Two video images of the aerated and seeded flow are captured.
The instantaneous velocity field is obtained as follows. An interrogation win-
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Figure 3.9: Experimental setup of the DefV apparatus [Govender, 19f}9].
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dow, of size 24x24 pixels, is placed at the bottom left corner of the image. The
sub-image within the interrogation window is then cross-correlated with the
corresponding sub-image in the second image. The position of the peak in the
cross-correlation is a measure of the displacement of the structure in the sec-
ond sub-image with respect to that in the first. The velocity at the location
of the interrogation window is then obtained by dividing the displacement
of the structure in the sub-images by the time interval between the images.
The interrogation window is then moved horizontally and vertically in steps
of six pixels and the above procedure is repeated. The computation of the
cross correlation is implemented in the frequency domain. More details of
the experimental setup, imaging and computational procedures can be found
in Cavender et al. [2002a] and Cavender [1999].1
Instantaneous velocity flow fields were measured using three sampling times,
namely, 1, 5 and 10ms. Since the camera is capable of imaging only a 30ern
section of the wave in order to provide an acceptable spatial resolution, the
wave had to be imaged in sections. The camera and computer were setup to
measure a 30 em section of the flow field of the wave at four positions along
the flume, namely, 10-40ern, 40-70em, 90-120em and 130-160em beyond the
break point. A TTL trigger signal obtained from the wave generator made
it possible to capture an image at a particular phase at each position. A
sample of an image of the crest of a wave at the first measurement position
is given in Figure 3.10.
IThe relevant chapter from Govender [1999J describing the video measurement tech-
nique is included in the appendix.
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Figure 3.10: Image of the crest of a wave showing neutrally bouyant particles
and aeration. This image is one from a pair of images spaced 1 ms apart and
captured at 10 - 40 cm beyond the bar crest.
Fifty images at this phase position were captured for each sampling time,
resulting in 150 images. These 150 images were then processed to yield 150
instantaneous velocity vector fields. The vector field corresponding to the
image in Figure 3.10 is shown in Figure 3.11. Averaging operations on these
instantaneous vector fields then yielded phase-ensemble-averaged velocities,
kinetic energy, momentum, etc. In Figure 3.11 there are isolated regions
where no velocity measurements are available , due to a lack of correlated
seed or aeration structures between the pair of images. Thus, not all 150
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Figure 3.11: Velocity vector field corresponding to Figure 3.10.
ages result in a velocity vector at a given point in the image. Each quantity
in the phase-ensemble-averaged fields were estimated using 30 to 50 instan-
taneous velocity vectors. The trigger delay was then adjusted to capture
images of the wave at the same position along the flume, but correspond-
ing to a different wave phase . For each measurement position the wave was
imaged at twelve equally spaced phases. The measurements at each posi-
tion were done in two stages. The first set of measurements were conducted
with the light sheet located approximately 10em from the glass wall. The
second set of measurements were conducted with the light sheet located ap-
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proximately 25 em from the glass wall. The vector fields corresponding to
positions above the trough level from the near wall measurements were then
combined with the vector field corresponding to positions below the trough
level from the inner measurements. This procedure is necessary to utilise
the aeration structures in the crests of the waves to obtain the vector field.
With the light sheet located further away from the glass wall, images of the
turbulent structure are obscured by aerated fluid in front of the light sheet.
The velocity vectors corresponding to positions below the trough level from
the near wall measurements were discarded as they may be contaminated by
boundary layer effects. In the crest of the wave the boundary layer is much
thinner due to the oscillatory nature of the flow and the intermittent contact
of fluid with the glass at a given position, thus resulting in minimal boundary
layer effects at the position where the light is located.
3.5 Velocity Measurements from Rotating Disc
In order to demonstrate familiarity with and limitations of the Cl'V mea-
surement procedure, an experiment to determine the velocity of points on
a rotating disc was conducted. A pattern of a black background with ran-
domly spaced white dots, was pasted onto a rotating disc. A picture of the
disc with this pattern is given in Figure 3.12. Two images of the rotating disc
were obtained using the setup described in the previous section, except that
a light sheet was not used, rather a stroboscope was placed in front of the
disc. A sampling time (time between capture of images) of 1.08 ms was used.
In order to convert from image pixels to centimeters, a calibration factor was
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Figure 3.12: A disc with random white dots on a black background.
determined. A calibration card with a square grid pattern of 2 em x 2ern
was pasted onto the disc and an image of it was taken. The image was then
analysed using an image processing package IDL2 . Since the measurements
on the calibration card were known in centimeters, and the corresponding
measurements could be read off the screen in pixels, it was possible to deter-
mine the calibration factors and these were found to be 42.27pixels/cm in
the x-direction and 41.86 pixels/em in the y-direetion.
After the two images of the rotating disc were analysed, a velocity vector
field was plotted and this is shown in Figure 3.13. Using this velocity vector















Figure 3.13: Velocity vector field of rotating disc.
corresponding to a frequency of 7.95 Hz.
.AB a result of the randomness in the position of the dots, there are areas
where no dots appear. This lack of structure results in no velocity estimates
at certain positions, as is visible from the vector plot. However, through a
process of ensemble averaging the missing vectors can be filled in .
A second method was employed to determine the speed of the disc and this
was accomplished by use of a free running stroboscope. In this method, an
arrow was drawn onto the disc and the stroboscope was adjusted until the
disc appeared to be st ationary. The frequency of the disc was assumed to
be the same as that of the stroboscope when this occurred. The strobe had
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a frequency of 7.8 Hz when the arrow appeared to be stationary. The two
measurements of angular frequency are in agreement, differing by 1.9%.
The radial dependency of the velocity as calculated by the two methods is
illustrated in Figure 3.14. The plot shows that the measurements obtained
from the DCIV method are in good agreement with the measurements ob-
tained from the stroboscope. It is thus demonstrated that the DCIV tech-






Figure 3.14: Radial profile of velocity vectors as measured with the DCIV
technique(*) and with a stroboscope (solid line).
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3.6 Summary
The experimental procedure was described as well as the flume dimensions
and the measurement positions along the flume. The velocity measurement
technique was discussed. The time series of the surface wave was obtained
from the resistive wave gauge measurements. The velocity flow fields were
measured by tracking the displacement of the seed particles and the aeration
over a known time interval. The seed particles are polystyrene beads which
are partially expanded (diameter of lmm) to make them neutraly buoyant.
There is however, a small difference between the seed velocities and the fluid
velocities because the seeds are not perfectly neutrally buoyant. Experimen-
tal tests have shown that the error associated with this difference in velocities
is much smaller than the error in velocity associated with the pixel resolution
of the images. An experiment was conducted to demonstrate familiarity with
the DCIV technique by measuring the velocity of points on a rotating disc.
A second method was also employed to measure the velocity of the points on






In this chapter the characteristics of waves approaching and breaking over
an artificial sand bar, as inferred from the measurement of the surface dis-
placement, are described. Measurements of the time series of the waves
is presented for positions before and after breaking. Fourier Analysis of the
time series then resulted in the spectral evolution of the wave as it approaches
breaking and beyond.
Also available from the time series measurements of the surface profile are
the overall wavelength and the amplitude of each spectral component. These
are used to examine the growth of energy in each spectral component and
also the decay of energy after breaking. Comparisons of the energy decay
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measurement with those predicted by the bore approximation of wave af-
ter breaking is also presented. Potential energy estimates show a gradual
decrease in energy in the fundamental component and a steady increase in
energy in the first and second harmonics, for waves prior to breaking. After
breaking, the potential energy continues to decrease, reaching a minimum
and then increasing to a steady value thereafter.
Examination of the wave profile shows a gradual change from being sinu-
soidal in deep water to becoming non-linear as it approaches shallow water.
The crests become peaked and the troughs are drawn out. Beyond the break
point the wave has a saw-tooth profile. Beyond the break point, in the flat
section of the bed, the wave profile is still non-linear due to the harmonics
which are still present in the wave.
The experimental procedure and calibration are described in section 4.2 fol-
lowed by the spectral analysis in section 4.3. The energy analysis is described
in section 4.4 and the comparison of wave profiles with theory is discussed
in section 4.5.
4.2 Experimental Procedure
The description of the flume and experimental conditions have been given in
the previous chapter, however, some of it is repeated here for completeness.
Figure 4.1 shows a schematic of the wave flume which is identical to that
used by Mory [1994]. A piston type wave maker produces regular sinusoidal
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waves of period T = 1.5 s and having a wave height of 7.4 ern in the deep
water section of the flume. The bottom topography, which is of bar type, is
placed 8.2m from the wave maker. The bar has an upslope (1 : 20), a 10cm
horizontal crest, a 70 ern downslope (1 : 10) and a 2 m horizontal section.
The still water depth in the section in front of the bar is 40 ern, at the crest
of the bar it is 10em and in the horizontal section beyond the bar it is 17cm.
At the end of the bar is an absorbing beach. A magnified schematic showing














Figure 4.2: Magnified schematic showing measurement positions and bar
profile.
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The free surface displacements of waves propagating along the flume were
measured using resistive gauges and were recorded onto the audio channel
of a video cassette recorder (VCR). The measured signal was modulated on
a 600 Hz carrier wave before being recorded onto the audio channel of the
VCR. An available frequency demodulating circuit was used to demodulate
the measurement signal from the carrier wave. A digital storage oscilloscope
(DSO) was used to observe and store the signal. Commercially available soft-
ware, Wavestar, was used to acquire the signal from the DSO and to generate
a text file containing the time and output voltage of the signal. These text
files were used for further processing. A block diagram illustrating the above







Figure 4.3: Block diagram showing the path of the signal from the moment
of capture to being input to a PC.
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4.2.1 Gauge Calibration
The output of the audio channel of the VCR gives the time series of the water
level as a voltage. It is essential to convert the output voltages to centimeters
in order to investigate the physical sensibility of our results. To this effect
a gauge calibration was performed. At 1em intervals from 25ern to 35em,
the resistive gauge displacement was recorded. At each of these positions,
the corresponding output voltage was recorded. The graph of voltage versus


































Figure 4.4: Calibration curve showing the output voltage and the correspond-
ing gauge displacement.
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It is evident from Figure 4.4 that the calibration curve is not linear. This
non-linearity is actually a measurement oversight resulting from saturation
of the wave gauge amplifier. We overcome this measurement oversight by
fitting two straight lines to our measurements, one for displacements less
than 29 em and another for displacements greater than or equal to 29 em.
The 'best fit' linear curves were obtained using the data analysis program
Microcal Origin. The equations of the best fit curves were used to convert
the temporal water level measurements from volts to centimeters.
Further, a gauge displacement of 30 em corresponds to the position of the
still water line (swl). Table 3.1 tabulates the relationship between gauge
displacement and position from the swl. The positive signs indicate positions
above the swl, while the negative signs indicate positions below the swl.
Gauge displacement (em) 25 26 27 28 29 30 31 32 33 34
,
l
Posi tion from still water line (em) +5 +4 +3 +2 +1 0 -1 -2 -3 -4 -
Table 3.1. Gauge displacement versus position from still water line.
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4.3 Frequency Spectra across the Flume
The frequency spectra were obtained by computing the Fast Fourier Trans-
forms (FFT) of the free surface displacements. The FFT were computed from
a set of 2000 points. Figures 4.5 and 4.6 show the time variation of the free
surface displacements in the first column and the corresponding frequency
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Figure 4.5: Free surface displacements and corresponding frequency spectra
prior to breaking at positions (from top to bottom) x - Xb = -200, -140, -80
and -40 em.
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2.00, 2.67 and 3.33 Hz. Harmonics are generated by the interaction of the
wave with the bottom boundary surface. The amplitude of the harmonics
increases as the bottom slope increases. A decrease in the primary mode
is accompanied by an increase in the amplitudes of the higher frequencies.
Also, note that even after breaking, the harmonics are still present in the flat


































































Figure 4.6: Free surface displacements and corresponding frequency spectra at
the break point and beyond at positions (from top to bottom) X-Xb = 0,40,100
and 160 cm.
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The time variation of the free surface displacements clearly shows the changes
in the symmetry of the wave as it reaches the horizontal bar, breaks and is re-
constructed. Initially the form of the free surface displacements is sinusoidal.
As the waves migrate towards the horizontal bar, their crests become peaky
and the troughs lose their symmetry. Figure 4.7 depicts the free surface dis-
placements at various positions along the flume, corresponding to different
stages of the wave evolution over the bar. Only one wave cycle is plotted to




































Figure 4.7: Single wave cycles of the free surface displacements at posi-
tions(from left to right), top row, x - Xb = -200, -160 and -100 em, and
bottom row, x - Xb = 20, 100 and 140 em.
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4.4 Wave Height Distribution and Energy Analysis
At various positions along the flume approximately 30 cycles of the surface
elevations were captured. The wave height of each cycle was determined and
the average was computed. Figure 4.8 below shows the variation in wave
height as the wave shoals, in the breaking region and past breaking. In
Figure 4.8, there is a slight increase in wave height until the maximum is
reached just prior to breaking. This is followed by a sharp decrease in wave
height in the breaking region until a minimum height of 3.5 em is reached at
x - Xb = 100 ern. Beyond x - Xb = 100ern, the wave height increases again.
10 I I I
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Figure 4.8: Measured wave height distribution across the flume.
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The variation in wave height is a combination of three effects, the change in
water depth, the dissipation of energy and the change in the shape of the
wave [Svendsen, 1984]. The observed trend in the wave height measurements
may be explained as follows. As the waves approach the breakpoint, they
begin to slow down, due to the reduced water depth. This reduction in speed
is accompanied by an increase in wave height in order to maintain a constant
energy flux, thus the gradual increase in wave height up to the break point.
The wave period remains unchanged but the wavelength is shortened. and
wave crests become more peaked. The wave steepness (H/L) increases until
it reaches a critical value. At this point, the wave crest peaks sharply, be-
comes unstable and breaks. Beyond the break point, there is a reduction in
wave height due to breaking.
As shown in the next chapter, the decrease in wave height is accompanied
by an increase in the currents generated as a result of breaking. Some of the
energy in the current is transferred back to the wave resulting in an increase
in wave height further along the flume at x - Xb >::::: 140 em.
4.4.1 Potential Energy
The potential energy corresponding to each harmonic is computed using
E = l~ Pg H2 where H is twice the amplitude of each spectral component.
Figure 4.9 shows the spatial variation of the potential energy density. The
asterisks denote the total potential energy, the crosses denote the potential
energy of the primary mode, the dots and the plus signs denote the potential
energy associated with the first and second modes respectively.
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Prior to breaking, there is an increase in the potential energy associated
with the first and second modes. In the breaking zone there is a very rapid
decrease in the potential energy with all modes experiencing a minimum at
position 100 cm. As shown in the next chapter, the decrease in potential
energy in the region a- 100em beyond the break point is associated with an






























Figure 4.9: Variation of the potential energy density (normalised with respect




The energy dissipation rate has been estimated from the gradient in the





where c = Vfjd is the shallow water wave speed and E = kp g H2 . Figure 4.10
shows the energy dissipation as a function of position. The asterisks denote
20
* wave height analysis










Figure 4.10: Energy Dissipation as calculated from wave height analysis (*)
and the bore prediction (X). Note that the dissipation rate is normalised with
respect to e;.
the energy dissipation calculated using equation 4.1 and the crosses denote
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the dissipation rate as given by the bore approximation, which is discussed
below.
Battjes and Janssen [1978J, developed a model for predicting the dissipation
of energy in random waves breaking on a beach. In their model the dissipation
rate per breaking wave is estimated from that in a bore of corresponding
height. The equation for the bore model of energy dissipation is





The general trend of the energy dissipation measurements as given by the
bore approximation is a decrease with position. At x - Xb = 0 and x - Xb
= 20 the dissipation in a surf zone wave is larger than that predicted by the
bore approximation. There is some agreement between the measured dissi-
pation and that predicted by the bore analogy. The scatter in the measured
dissipation is associated with approximating the derivative in equation 4.1
with finite differences.
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4.5 Comparison of Experimental Surface
Profiles with Theory
Although surface waves are inherently non-linear, it is assumed that the
amplitude of the waves on the water surface is infinitely small. This approx-
imation leads to the equations of motion which are a part of linear wave
theory. If it is assumed that the amplitudes are small but not infinitely so,
wave properties that can be written as a power series of kH are obtained.
This finite-amplitude theory is known as Stokes theory. In this section our
experimental results are compared with both linear theory and Stokes theory.
Single wave cycles ofthe experimental data at positions X-Xb = -200, -100, 0,
40 and 140 ern have been plotted. Each cycle is compared with Stokes theory
and linear theory. The expression for Stokes second order solution, as given
in Fredsoe and Deigaard [1992J, is
H 1
TJ = 2cos(wt - kx) + 16kH2(3coth3(kD) - coth(kD)) cos(2(wt - kx)).
(4.3)
where all symbols have their usual meaning.
In deep water, at x - Xb = -200 ern, linear theory resembles the form of
the experimental data points. Stokes theory also predicts the experimental
curve well. The peak of the experimental data points is smaller than that
predicted by Stokes theory. At x - Xb = -100 ern Stokes theory deviates from
the experimental data points. Here, the linear curve gives better agreement
with the experimental data points than Stokes theory.
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Figure 4.11: Comparison of experimental datai«} with lin ear theory (0) and



























Figure 4.12: Comparison of experimental daiai«} with linear theory (0) and
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Figure 4.13: Comparison of experimental daiat»} with linear theory (0) and
Stokes theory(6.) at x - Xb = 0 em .
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Figure 4.14: Comparison of experimental datat»} with linear theory (0) and
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Figure 4.15: Comparison of experimental data(a) with linear theory (0) and
Stokes theory(6) at x - Xb = 140 em.
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At x - Xb = 0 ern, neither linear theory nor Stokes theory is able to describe
the experimental data points. The peak of the Stokes curve is much larger
than that of the experimental data. The linear curve gives a better predic-
tion of the peak in the experimental data. At x - Xb = 40 em the results
are similar to those at the break point. Even here, both theories fail to be
representative of the experimental data. The linear curve co-incides with the
experimental curve between times 3.38 and 3.82 s. The Stokes curve appears
to have nothing in common with the experimental curve. The above two
positions are in close proximity to the break point and this explains the poor
fit. At these positions the processes are highly non-linear.
Further on, at x - Xb = 140em, linear theory fails to predict the experimental
data points. Stokes theory is a reasonable approximation of the experimental
data. Although the Stokes curve does not co-incide with the experimental
curve, it is able to predict the shape of the experimental data points well.
The peak of the crest of the experimental data is only slightly larger than
that predicted by Stokes theory. At this position, there is no breaking and
therefore the fit is good.
It is clear from the above figures that under weakly non-linear situations the
second order Stokes theory is well suited to describing the surface profile.
For a more accurate representation of the wave surface, higher order Stokes
formulae would be necessary. Alternatively, advanced theory such as stream
function theory or cnoidal wave theory may be used.
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4.6 Summary
Measurements were made of the free surface displacements of waves breaking
over a bar in a laboratory flume. The variation in wave height across the
flume was plotted. It was found that the wave height increases to reach a
maximum value just before breaking. After breaking there is a sharp decrease
in wave height until a minimum is reached x - Xb = lOOcm. Thereafter, the
wave height increases again.
The time series of the surface elevations were plotted along with the cor-
responding frequency spectra. It was found that the wave becomes asym-
metrical as it approaches the break point. Also, there is more than one
frequency component present. Only frequencies that are simple harmonics of
the frequency of the wave maker are observed. The amplitude of the primary
frequency decreases as the wave shoals while the amplitudes of the higher fre-
quencies increase. The potential energies of the primary mode as well as that
of the higher harmonics were calculated.
The rate of energy dissipation as calculated by two different methods, the
bore prediction and wave height analysis, were compared. The bore predic-
tion shows a decrease in energy dissipation as the distance from the break
point increases. Wave height analysis shows a similar pattern initially.
A comparison of experimental data with linear theory and Stokes theory was
conducted. Five positions were chosen, two prior to breaking, the break point
and two after breaking, to investigate the relationship between experiment
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and theory. Single wave cycles of experimental data, linear theory and Stokes
theory were plotted on the same set of axes. Stokes theory is found to be
a close approximation to the experimental data in shallow water. In deep
water, linear theory predicts the experimental curves well. In the vicinity




Mass, Momentum and Energy
Flux Measurements
5.1 Introduction
In this chapter the video measurements of the velocity flow fields in labo-
ratory waves breaking over a bar are presented. Details of the wave flume,
bottom profile and wave conditions were described in chapter 3. However,
certain relevant details will be repeated here in section 5.2.
The instantaneous velocity fields were obtained using the technique of digital
correlation image velocimetry (DCIV). This method involves tracking the
positions of particles and aeration structures over a specific time interval.
Two consecutive images were obtained a few milliseconds apart, the second
image being a shifted version of the first. This gives the displacements of
the particles as well as the time interval, and so the particle velocities may
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be computed. The measurement of the phase-ensemble-averaged and time-
averaged velocity fields are presented in section 5.3.
The mass, momentum and energy flux were obtained by depth integrating
the time-averaged velocity flow fields. The relative density of the fluid in
the crests of the waves was obtained by taking the ratio of the reverse and
forward velocity fluxes, and it was used to correct the momentum and energy
calculations in the regions above the wave crests. Plots of mass, momentum
and energy as functions of position from the bar are given. Changes in both
momentum and energy have been detected. These and other observations
are discussed.
The results are compared to those obtained with a different technique, namely,
Laser Doppler Anemometry [Mary, 1994]. Laser Doppler Anemometry is
sensitive to the presence of air bubbles, and therefore LDA measurements
are available mostly for positions below the trough level. Thus using the
video technique, results are presented that are not available elsewhere.
5.2 Experimental Conditions and Procedures
A magnified view of the bar profile is shown in Figure 5.1. Velocity flow fields
were measured on the downslope section of the bar and on the horizontal
section following the bar. The wave conditions were as stated in previous









Figure 5.1: Magnified schematic showing the bottom profile.
The velocity vector field of the wave was measured using Digital Correlation
Image Velocimetry (DCIV). The computational details of this technique can
be found elsewhere in this thesis. This technique enables measurements in
highly aerated regions of the wave. Three sampling times(time interval be-
tween image pair), 1, 5 and 10 ms, were used to measure each instantaneous
flow field. In some parts of the wave the particle velocities are very large and
therefore shorter sampling times were used. In regions where the particle
velocities are smaller, longer sampling times were necessary.
Figure 5.2 illustrates the method used to determine the velocity field of the
wave. The wave was imaged at four sections along the flume, namely, 10
- 40 em, 40 - 80 cm, 80 - 100em and 100 - 130em beyond the break point.
At each section a pair of images, separated by a few milliseconds, of the
wave was captured at a particular wave phase by means of a trigger signal
from the wave generator. This was repeated for the next 50 wave cycles.
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The above procedure was performed for the three sampling times of 1, 5 and
10 ms, resulting in 150 image pairs. The trigger delay from the generator
was then adjusted to capture images at a different wave phase but at the
same section along the flume. In this way the wave was imaged at 12 equally
spaced phases. This procedure was then repeated for other positions along
the flume.
Each image pair was analysed using the DCIV technique and each pair re-
sulted in a single instantaneous flow field. Thus, at each measurement sec-
tion, there were 150 instantaneous flow fields at each wave phase. These
150 images were then processed to give the phase ensemble-averaged hori-
zontal and vertical velocities, (u, w), together with u2 , w 2 , u' , w', U'2, and
W'2, where u' and w' are the fluctuating parts of the horizontal and vertical
velocities, respectively. The characteristics of the fluctuating parts of the
velocities will not be discussed in this thesis.
The ensemble-averaged flow fields of each of the twelve sections were averaged
to give the time-averaged flow field over the entire wave. It is from these
time-averaged flow fields that the measurements of the mass, momentum
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Figure 5.2: Procedure involved in processing the instantaneous velocity field.
The blocks numbered 1 to 12 represent approximately a 30 cm section of the
wave at a particular phase, at a given position along the flume.
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5.3 Results
5.3.1 Phase-Ensemble-Averaged Flow Fields
Figure 5.3 shows the phase-ensemble-averaged flow field at one particular
phase at the first measurement position, that is at 10 - 40em beyond the
break point. Samples of the phase-ensemble-averaged flow field at other
phases at the same position are shown in Figure 5.4.
10cm/s
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Figure 5.3: Phase-ensemble-averaged flow field, at position 10- 40 cm beyond
the break point, for a particular wave phase. Also shown in the figure are the
wave surface and bed profile.
The velocities in the crests are approximately 20ems"! while in the trough
region they are 10cms": It is clearly visible that measurements are available
for positions high up in the crest area. Velocity measurements are restricted
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to positions 2 em above the bottom boundary.
Vectors are plotted on a uniform grid having a horizontal and a vertical spa-
tial resolution of 0.6 em and 0.57ern respectively. The velocity flow fields for
the other positions are similar in character to that shown in Figure 5.4. Prior
to time-averaging, the phase-ensemble-averaged flow fields are interpolated
using a 2-D (TRIGRID / INTERPOL) algorithm available in IDL to fill in
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Figure 5.4: Samples of the phas e-ensemble-averaged flo w fields at position
10 - 40 em beyond the break point, from top to bottom, spanning the entire
wave.
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5.3.2 Time-Averaged Velocity Measurements
Figure 5.5 illustrates the time-averaged velocity vectors, together with the
bottom profile. The x-axis shows the horizontal position from the bar. The
z-axis represents the vertical postions relative to the still water line (swl).
Note that the horizontal spatial resolution of the vector field shown in Fig-
ure 5.5 has been reduced to show the vectors more clearly.
Careful examination of Figure 5.5 indicates a circulation or an eddy formation
as a result of the wave breaking over the bar. In the region -3 :::; z :::; 3ern
and 40 :::; x - Xb :::; 150ern, the flow above the swl is towards the shore. In
the same region, the flow below the swl is towards the sea. At x - Xb = 40ern
and x - Xb = 150ern the flow is approximately vertically up and vertically
down respectively. Thus one may draw in an elongated ellipse showing the
circulation/ eddy. Above the approximate trough level there is a net flow in
the forward direction and a net reverse flow (undertow) below. It is evident
from the plot that in the region 10 :::; x - Xb :::; 70ern the velocities in the
crest regions are much larger than those in the lower part of the wave. The
maximum velocity in the forward direction is 26 erns:', while the maximum
velocity in the return flow is 11ernS-l. Beyond x - Xb ~ 80em, the velocities
in both directions are much smaller than the velocities in the regions nearer
to the bar, and the magnitude of the velocity in the forward direction equals
the magnitude of the velocity in the reverse direction.
In order to show more detail the time-averaged vectors at a few selected
positions are plotted on separate graphs. These are shown in Figure 5.6.
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Figure 5.6: Magnified profil es of the time-av eraged velocity vector as a fun c-
tion of depth at (clockwise starting from top left) x - X b ~ 17,43,146 and
92 cm beyond the break point.
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In the first graph (top left) of Figure 5.6 the profile ofthe undertow is almost
linear with the velocity increasing from the bottom up. This is typical of pre-
breaking waves. Although this is the region just after breaking, the effects
due to breaking are yet to reach the undertow at this position. Further along
the flume, in the top right of Figure 5.6, we observe a change in the profile of
the undertow. The velocity no longer increases upwards but rather seems to
be almost constant. Further still, in the bottom left of Figure 5.6, the profile
of the undertow decreases from the bottom upwards. In the last graph of
Figure 5.6 the profile of the undertow is a smooth curve with the maximum
velocity at the center of the profile.
Using the time-averaged values u, w, u2 , and w2 , at each of the vertical and
horizontal positions where vectors are drawn in Figure 5.5, the mass flux due
to the mean current, the momentum flux of the mean current and the energy










~JPr(u2 + w 2 ) dz
where j refers to the vertical grid positions in Figure 5.5 and r5z is the spac-
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ing between grid positions. (Note that the above formulae are normalised
with respect to the density of water.) In most cases, the summation in the
previous formulae are divided for positions below the approximate trough
level and for positions above the approximate trough level.
The mass (velocity) flux calculation is used to determine the relative density
of fluid above the trough level and the relative density is used in further
calculations involving the momentum flux and the energy for positions above
the approximate trough level. For positions below the approximate trough
level, Pr = 1.
5.3.3 Mass Flux
Figure 5.7 shows the plot of the forward and reverse mass flux, Judz (nor-
malised with respect to the density of water), as a function of distance from
the bar. The plus signs indicate the flux in the crest regions and the as-
terisks denote the mass flux in the return flow (undertow). In the region
o :::; x - Xb :::; 70 em the profiles of the flux in the forward and reverse di-
rections are very similar. In both cases, there is a maximum is reached at
x - Xb ~ 40 em. After reaching the maximum value there is a steady decrease
in mass flux. Beyond x - Xb = 90em, the flux in the forward direction is equal
to the flux in the reverse direction. In the region 130 :::; x - Xb :::; 160em, the
mass flux is well described by a constant 30crrr's:",
The characteristic features of Figure 5.7 may be explained using the follow-
ing argument. When some critical wave height is reached, breaking occurs.
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Figure 5.7: Forward horizontal mass flux above the approximate trough level
(+) and reverse horizontal mass flux below approximate trough level (*) for
positions beyond the break point.
This results in the formation of a roller which rides on the front surface of
the wave. In the region 0 ::; x - Xb ::; 40 em the roller size increases and this
results in the increase in forward mass flux. Beyond x - Xb = 40 em, wave
breaking ceases accompanied by a decrease in roller size and thus there is a
corresponding decrease in forward mass flux. Similarly, for the undertow, all
the fluid that reaches the non-absorbing beach must return 'seawards', where
it originated. This is evident in the pattern of the undertow current which
mimics the form of the flux in the forward direction.
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Since the water in the flume forms a closed system, at each vertical section
there should be conservation of mass, that is, the mass flowing above the
trough level must equal the mass flowing below the trough level. In Figure
5.7 there is a discrepancy between the forward and reverse flux in the region
10 ::; x - Xb ::; 70cm. This discrepancy is due to the water in the crest regions
being highly aerated and hence its density is not the same as the density of
water in the trough regions. Thus the ratio reverse flux/forward flux gives
the relative density, Pr, of the water in the upper parts of the wave.
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Figure 5.8: Fractional density Pcreat of the fluid in the crest for horizontal
Pwater
positions beyond the break point.
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Figure 5.8 illustrates the relative density as a function of position from the
bar. The relative density was only calculated for the region just after break-
ing. The reason for this is, further away from the break point the mass flux
in the forward direction is equal to the flux in the return flow. This is to be
expected since there is not much aeration in the crest area further away from
the break point. The average relative density is approximately 0.7. This
means that the density of the water in the highly aerated crest regions is ~
700kgm-3. The estimated relative density is used in all further calculations
involving the waves crests. In the range 10 ::; x - Xb ::; 70 em, Pr has values
as given in Figure 5.8 for all vertical positions above the approximate trough
level. For all other positions Pr is taken to be unity.
5.3.4 Momentum Flux
The horizontal momentum flux, JPr 'iP dz, of the mean forward and reverse
currents as a function of position from the bar is depicted in Figure 5.9. The
plus signs denote the momentum flux in the forward direction whilst the as-
terisks denote the momentum flux in the reverse flow.
It is observed that the momentum in the crest area is very much larger than
that in the trough region. In the return flow there is an increase in momen-
tum until a maximum is reached at x - Xb = 40em. A similar pattern is seen
in the momentum flux of the crest regions. The maximum momentum flux
in the crest region is ~ 1.7 times the maximum flux in the return flow. In the
region 80 ::; x - Xb ::; 120em, there is a steady decrease in momentum and
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Figure 5.9: Forward horizontal momentum flux above the approximate trough
level(+) and reverse horizontal momentum flux below approximate trough
level(*) of the mean current for positions beyond the break point.
the flux in each direction may be approximated by a constant value. The
momentum flux in the crest being approximately 150 cm3s-2 and the flux in
the return flow slightly lower at 90cm3s-2 •
A plot of the total horizontal momentum, JPr u2 dz, versus position from
the bar is given in Figure 5.10. From linear theory, S = 0.5 E in deep water,
where S is the momentum flux of the wave and E is the wave energy. This
yields an initial momentum flux of 3354ern" S-2 in terms of p. From the plot,
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the maximum momentum flux is 9000cm3 S-2 in terms of p. This maximum
momentum flux occurs at approximately the same position from the bar as
the maximum mass flux. This increase in momentum flux is due to the
additional mass being transported in the roller. Hence, the large increase in
mass flux due to the presence of a roller results in an increase in momentum
flux.
Figure 5.10: Total momentum flux of wave plus current for positions beyond
the break point, (normalised with respect to Pwater).
N.B. The momentum flux is the same as the depth integrated value of the
kinetic energy density or more specifically, the kinetic energy of the horizontal
91
motion. Thus, an increase in momentum flux implies an increase in energy
density. This increase in kinetic energy density is due to the conversion of
wave potential energy into kinetic energy.
5.3.5 Energy Flux
Figure 5.11 illustrates the energy of the mean current (~f Pr (U2 + W 2) dz)
as a function of position from the bar. The asterisks denote the energy of the
reverse current and the plus signs denote the energy of the forward current.
The energy of the reverse current has a very distinct pattern.








































Figure 5.11: Energy of mean forward current above the approximate trough
level(+) and mean current below(*), (normalised with respect to Pwater).
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There is a steady increase in energy until a maximum of 900 em" S-2 is reached
at x - Xb = 40 em, Thereafter, the energy decreases steadily. Beyond,
x - Xb = 130ern the energy of the reverse current is a constant 100em" S-2.
The maximum energy of the forward current, 1600ern" S-2, is reached at
x - Xb = 40 ern. Beyond x - Xb = 60ern, the energy decreases until it 'levels-


































Figure 5.12: Total kinetic energy of wave and current normalised with respect
to Pwater.
Similarly to the momentum flux,the energy flux of the crest regions has been
multiplied by the relative density. Figure 5.12 illustrates the total kinetic
energy of the wave plus current, ~ JPr (u2 + w2 ) dz as a function of posi-
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tion from the bar. The total energy increases rapidly from 2800 ern"S-2 at
x - Xb = 20 em to 4750 em" S-2 at x - Xb = 35 em. Thereafter there is a
decrease in energy. In the region 120 ~ x - Xb ~ 150 em the energy flux is
constant at ~ 1150 crrr' S-2.
From linear theory, the initial energy of the wave is given by ~pgH2, where
H is the wave height. This translates to E = 6708 cm' S-2 in terms of p. This
initial energy is shared equally between kinetic energy and potential energy,
that is, 3354 em" S-2 each. Thus, there is an increase in kinetic energy from
3354 crrr' S-2 to 4750 ern"S-2 . This increase in kinetic energy is due to the
initial potential energy of the wave being converted to kinetic energy in the
breaking process.
5.4 Comparison with LDA Measurements
Figure 5.13 depicts the profiles of the velocity flow field resulting from two
different methods. The asterisks denote the horizontal velocity obtained us-
ing Laser Doppler Anemometry (LDA) [Mary, 1994]. The plus signs denote
the horizontal velocity obtained using the video technique.
The profiles of both measurements are approximately the same. In the re-
gion -10 ~ z ~ -5 em the profiles are in good agreement with each other.
There is however some deviation from the LDA measurements closer to the
bed. It is evident that many more measurements are possible with the video
technique, especially in the aerated crest regions where LDA cannot provide
94













Figure 5.13: Time-averaged horizontal velocity at x -Xb ~ 95 cm as measured
by LDA [Mory, 1994} (*) and DCIV (+).
sufficient measurements. The maximum velocity from the LDA measure-
ments is -7cms-i and from the video measurements it is -9 ems-i.
5.5 Summary
Measurements were made of various internal parameters of waves breaking
over a bar in a laboratory flume. The time-averaged velocity flow fields were
presented. From the plots we deduce that in the region soon after breaking,
the velocities in the crests of the waves are larger compared to the velocities
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in the troughs of the waves. The maximum velocity in the crest was found
to be 26 cms-t, and in the troughs it was -11 cms": It is also evident that
the profile of the undertow changes from having a maximum at the top to
having its maximum velocity at the center of the profile.
The forward mass flux in the crests of the waves was found to be larger than
the reverse mass flux below the trough level. This was due to a difference in
the fluid densities in these regions. The fractional density of the fluid in the
crests was calculated to be in the range 600 kg m-3 - 800 kg m-3.
The initial momentum flux of the wave was calulated as 3354 ern"S-2 in
terms of p. From the plot of momentum versus position from the bar the
maximum momentum was 9500 crrr' S-2. This increase in momentum flux
may be attributed to the large increase in mass flux in the wave roller.
The initial energy (per unit area) of the wave was 6708 ern" S-2 in terms of p.
From the plot of kinetic energy versus position from the bar, the maximum
energy was 4750 em" S-2 in terms of p. Thus, there is an increase in kinetic
energy in the region soon after breaking. The increase in kinetic energy is
due to the initial potential energy of the wave being converted to kinetic
energy during wave breaking.
Our video measurements show good agreement with measurements obtained
from Laser Doppler Anemometry (LDA). One advantage video techniques
have over LDA is that while LDA is sensitive to the presence of air bubbles,
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video techniques are not. For this reason video measurements are available
well into the aerated crest regions. Also, the video technique is non-intrusive
and is less labour intensive.
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Chapter 6
Wave Roller and Aeration
6.1 Introduction
When water waves break, the overturning of the wave crest results in the for-
mation of a surface roller. The roller is a body of aerated fluid that rides on
the front face of the wave and is transported shorewards. As a result of the
aeration, the density of the fluid in the roller is lower than that in the rest of
the wave. A detailed knowledge of the dynamics and physical characteristics
of the roller is essential for the analysis of turbulence generation and mass,
momentum and energy transport in the crest of the waves.
The investigation and analysis of surface rollers and their characteristics is
not a simple task. Hence we proceed cautiously with a qualitative approach
to the formation and propagation of surface rollers as well as the distribution
of aeration. In particular we investigate the roller area and aeration.
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Two methods of estimating the roller area are explored here. The first
method utilises the wave gauge measurements of the surface elevation whilst
the second uses video images. The wave gauge measurements of the surface
elevation for several wave cycles at each position were plotted and analysed.
The portion of the wave cycle that is considered to constitute the roller was
determined. The area of the surface roller was calculated for each of the wave
cycles and an average was computed. This procedure was repeated for other
positions beyond the break point.
The estimate of the roller area from video images was restricted to one posi-
tion. Using the cursor we outlined the overall surface profile, the approximate
lower aeration boundary and an estimate of the wave profile in the absence
of a roller. The roller area and the aeration area were estimated from these
profiles. The video images were analysed with IDU, an image processing
program.
Before elaborating on the wave gauge measurements and the video mea-
surements, we first discuss some theory and revise previous results. Some
concepts have already been introduced in Chapter 2 but are included here
for completeness and ease of reading.
1Interactive Data Language
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6.2 Theory and Previous Measurements
The schematic shown in Figure 6.1 illustrates the concept of a roller riding
on the front face of a wave. The important geometrical characteristics are
the cross-sectional area of the roller and the slope of the roller.
It is assumed that the roller is that part of the wave lying above an imaginary
line joining the foot of the wave front and the peak of the crest. Also, the









Figure 6.1: Schematic of a roller on the front face of a wave.
A theoretical estimate of the roller area can be made by comparing the
broken wave with an hydraulic jump. Engelund [1981]devised a model of the
hydraulic jump in which the roller is stationary and is regarded as a layer of







where 010 is the slope of the straight line boundary between the roller and
the water below, H is the wave height and D is the mean water depth.
The energy flux E, of the roller is given by [Svendsen, 19841
A 3
E; = 2>' pc (6.2)
where p is the fluid density, c is the wave propagation speed, A is the area
of the roller, >. is the wavelength.
The momentum flux Fr due to the roller is
(6.3)
where T is the wave period.
There have been a limited number of measurements of wave roller area re-
ported in the literature. We mention only a few here. One of the earliest
mesaurements is by Duncan [1981]' He conducted an experiment that gen-
erated breaking waves when a hydrofoil was towed through water. Svendsen
[1984J, using the data from Duncan [1981J, derived an empircal formula for
the roller area as
(6.4)
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Covender [1999} investigated the minimum and maximum aeration areas
in the surf zone for both spilling and plunging waves. He found that the
normalised area for spilling waves spans a range of 0.5 to 1.5 and is almost
evenly distributed about the ~ = 0.9 line as shown in Figure 6.2. The
normalised area for plunging waves shows an increasing trend and is greater
















Figure 6.2: Normalised aeration area versus position for a spilling wave as
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Figure 6.3: Normalised aeration area versus position for a plunging wave as
measured by Cavender [1999].
Schaffer et al. [1992} defined the boundary between the roller and the wave
front (that is, the roller slope) to be a line extending from the toe of the wave
front to the crest at an angle of 20° to the horizontal. The roller was then
estimated to be that body of fluid above the 20° slope.
Measurements of the roller slope were also performed by Cavender [1999}for
spilling and plunging waves near the break point and in the surf zone. In his
experiments the roller slope was found to be 15° in the surf zone for both
spilling and plunging waves. Near the break point, the slope for the spilling
wave was 30° and for the plunging wave it was 400.
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6.3 Wave Gauge Measurements
The elevation of the water surface was measured using resistive wave gauges.
At each measurement position approximately thirty wave cycles were recorded.
The resulting time series measurements that were obtained in volts from the
VCR were converted to a time series in centimeters, using the calibration
curve described in chapter 4. The resultant data was exported to Microcal
Origin'' for analysis.
Figure 6.4 shows the measurement of the surface elevation for one cycle at
three positions beyond the break point. Also shown in this figure is the es-
timated position of the wave front (that is, the solid dark line joining the
foot of the wave front and the peak of the wave). The roller is considered to
be the fluid between the solid line and the wave profile. The area is now in
units of cm.s as given in Figure 6.4. The conversion from cm.s to ern? was
performed by multiplying by the group velocity.
The area of the surface roller was calculated for each of the thirty cycles
and an average value was obtained. These average values, obtained for each
position beyond the break point, the corresponding wave heights as well as
the area as calculated from Svendsen's [1978} approximation are shown in
Table 6.2.
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Figure 6.4: Wa-ve gauge measurements of the surface profile of a single cy-
cle (from top to bottom) at x - Xb = 0, 40 and 100 cm (0). The solid line
represents the boundary between the roller and the wave front.
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0.9 H2 (cm2) Area (em")
Area
Posi tion (cm) H (cm) (Normalised)
bp 6.24 35.00 16.36 0.42
20 5.59 28.08 16.90 0.54
40 4.52 18.36 21.77 1.1
60 4.44 17.71 10.60 0.54
100 3.31 9.87 10.33 0.94
120 4.06 14.84 13.19 0.80
140 4.76 20.37 19.34 0.85
160 4.60 19.03 12.90 0.61
Table 6.2. Roller area versus position as calculated from Svendsen's approxi-
mation (column 3) and from the wave gauge measurements (column 4). The
roller area normalised with respect to H 2 is given in column 5.
To see the results of Table 6.2 better, a plot of normalised area versus position
is given in Figure 6.5. It is evident that at x - Xb = 100, 120 and 140 ern our
results compare well with the literature. There a noticeable increase in the
normalised area from the break point to x - Xb = 40 cm. The maximum is
reached at x - Xb = 40 ern and thereafter there is a decrease in the normalised
area. This behaviour can be attributed to the growth in the roller from the
moment that the breaking events begin until the roller reaches its' maximum
size at x - Xb = 40 cm. Beyond x - Xb = 40 cm the roller decays. Figure 6.5
is in agreement with the plots of mass, momentum and energy as given in
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Figure 6.5: Normalised roller area versus position beyond the break point for
waves breaking over a bar in the surf zone.
6.4 Video Measurements
Figures 6.6 and 6.7 show the video images of the waves as they pass 40- 80 ern
beyond the break point. These images were those taken for the Correlation
Image Velocimetry (CIV) measurement and they are not consecutive images
of a single wave. Rather, they are snap-shots of the wave at consecutive phase
positions but each image is taken from a different wave cycle. A detailed ex-
planation of the capture of the different phase positions is given in Chapter 5.
107
Figure 6.6: Video images (for position 40 - 80 cm beyond the break point) of
different waves (from top to bottom) at wave phases 0,1 and 2 as captured
during the C/V measurement part of the experiment.
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Figure 6.7: Video images (for position 40 - 80 em beyond the break point) of
different waves (from top to bottom) at wave phases 3,4 and 5 as captured
during the CIV measurement part of the experiment.
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The first image of Figure 6.6 shows the wave front and the roller which is
visible as a result of the entrainment of air bubbles. Present in all the im-
ages are the air bubbles indicating the spreading of the aeration over an area
larger than the roller area. This would imply a lower fluid density in a larger
part of the crest and not just in the roller. This spreading of the aeration is
more easily seen in image 1 which is redrawn to a larger scale in Figure 6.8.
In this particular image the formation of the roller is also clearly visible. The
wave profile was extrapolated in the roller area by a straight line as shown
in the figure.
Using only the video image containing the wave front, the roller and aeration
areas are estimated as follows.
1. Using the cursor command in IDL, the profiles of the overall surface,
the bottom aeration boundary and the wave front were determined.
2. The co-ordinates of these profiles were exported to Microcal Origin and
the equations of the "best fit" curves were obtained.
3. The region between the overall wave profile and the lower aeration
boundary is the aeration area while the roller area is the region between
the surface profile and the wave front.
4. The area between two curves was determined by dividing the total area
into small rectangles and summing the areas of each rectangle.
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The resultant profile corresponding to the image shown in Figure 6.8 is given
in Figure 6.9. The aeration and roller areas were estimated numerically using
these estimated profiles. This procedure was repeated for fourteen images .
The average roller area was found to be (23.3 ±0.2) em", This then corre-
sponds to the roller area for position 40 em from the break point and ties
up closely with the wave gauge measurement . The aeration area was esti-
mated as (112.0 ±0.2) cm2 and the average roller slope was found to be 16.5°.
Figure 6.8: Magnified video image of a wave at phase O. Th e extrapolated
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Figure 6.9: Plot of the outlines obtained from the image shown in Figure 6.8.
The crosses represent the total profile, the dotted line represents the boundary
between the roller and the wave front and the asterisks represent the lower
boundary of the aeration. The roller is the area between the crosses and the
dots.
6.5 Summary
In this chapter, surface rollers and aeration were investgated. Two methods
of estimating the roller area have been explored. The first method utilised
the wave gauge measurements of the surface elevation. Here, the estimated
position of the wave front was obtained by joining the foot of the wave front
to the crest. The roller was estimated to be the body of fluid between the
wave profile and the estimated position of the wave front. The roller area
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was found at various postions beyond the break point and the results were
compared to those published in the literature.
The second method employed to determine the roller area entails the analysis
of video images. Snap shots of the waves were captured as they passed by the
stationary camera. The images that contained the wave front and the roller
were analysed. From the images, the overall surface profile, the lower aera-
tion boundary and the wave front profile were determined. The roller was
estimated as the region between the overall surface profile and the estimated
position of the wave front. The results obtained agree with the results from
the wave gauge measurements. The aeration area was estimated to be the




The experimental investigation of two dimesional waves breaking over a sub-
merged bar in a laboratory surf zone has been presented. The actual experi-
ment was conducted by M.J. Alport and K. Covender with funding obtained
from the Joint France/South Africa Science and Technology Agreement. The
author of this thesis has been involved only in the analysis of the data. The
time series of the water level was measured using resistive wave gauges and
the velocity flow fields were measured using video techniques. From these
measurements several wave properties were investigated and these include
the distribution of the mean wave height, the potential energy, the density of
the aerated fluid in the crests, mass, energy and momentum fluxes, the wave
energy dissipation and the roller and aeration areas.
The wave height was found to increase to reach a maximum value just before
breaking. Immediately after breaking there was a decrease in wave height.
From the time series measurements of the surface elevations it was observed
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that the wave becomes asymmetrical as it approaches the break point. The
presence of harmonics was noticed in the frequency spectra. There was a
gradual decrease in potential energy prior to breaking, which was followed
by a rapid decrease in potential energy in the surf zone. The rate of energy
dissipation as calculated by the bore prediction and wave height analysis
were compared and showed to be in agreement. Both calculations reveal a
decrease in energy after breaking.
From the time-averaged flow fields it was evident that in the region soon after
breaking, the velocities in the crests of the waves were larger compared to
the velocities in the troughs of the waves. The maximum velocity in the crest
was found to be 26cms-t, and in the troughs it was -11 ems-i. It was also
evident that the profile of the undertow changes from having a maximum at
the top to having its maximum velocity at the center of the profile.
The forward velocity flux in the crests of the waves was found to be larger
than the reverse velocity flux below the trough level. This was due to a
difference in the fluid densities in these regions. Using this difference in for-
. ward and reverse fluxes, the fractional density of the fluid in the crests was
calculated to be approximately 700kgm-3 , in fact it ranges from 600kgm'
to 800kgm-3 across the breaking region.
From the plot of momentum versus position from the bar the maximum mo-
mentum was found to be larger than the initial momentum. This increase
in momentum may be attributed to the large increase in mass flux in the
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wave roller. Also, there was an increase in kinetic energy in the region soon
after breaking which was due to the initial potential energy of the wave being
converted to kinetic energy during wave breaking.
The initial radiation stress in the wave due to the momentum flux is given by
§..u. = 6.8 cm2. In the section far beyond the break point, the wave motion ispg
a combination of two leading modes having the fundamental frequency 1m of
the wave generator and the frequency 21m respectively. From the amplitudes
of the two modes, the radiation stress (due to momentum flux) is estimated as
~ = 2.7 ern? which is shared between the two modes, that is, there is a loss
in radiation stress across the breaking region. A maximum momentum flux
of 9 cm2 is realised just after breaking. This momentum flux is a combina-
tion of the momentum flux of the wave plus the forward and reverse currents.
The initial wave energy ~ = 6.8 ern? is shared equally between the potential
energy and kinetic energy. In the surf zone, there is a large increase in ki-
netic energy and a corresponding decrease in potential energy. The increase
in kinetic energy is due to the mean currents that are generated as a result
of breaking. In the flat section beyond the bar crest, most of the energy
is potential energy with the kinetic energy being shared between the mean
forward and reverse currents, although their contribution is minimal.
Two methods of determining the roller area were explored. The first method
used the wave gauge measurements of the surface elevation while the second
method used video images. The wave gauge measurements showed a distinct
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increase in area from the break point to x - Xb = 40 ern where the maximum
was attained and thereafter a decrease in area. This pattern was attributed
to the growth in the roller from the moment that the breaking events began
until the roller reached its maximum size. The video measurements were
performed at one position only and the results obtained tie up closely with
the wave gauge measurements. The roller area was estimated to be just 21%
of the total aeration area at x - Xb = 40 cm. The average roller slope at this
position was found to be 16.5°.
In conclusion, new insights into the dynamics of the upper regions of waves
breaking over a submerged bar have been provided. For positions below the
trough level, measurements are in agreement with those previously published
in the literature. Future work in this area may include a study of turbulence
phenomena associated with waves breaking over a bar.
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ABSTRACT
Laboratory experimen ts on the breaking of regular waves over a submerged bar are reported.
The main scope of the paper is the measurement of the mean currents produced by breaking
waves using Laser Doppler Anemometry. Their amplitude is strong in the breaking zone ,
rea ching about 1/3 of the maximum orbital velocity. The changes in the wave over the bar is
also measured using a resistivi ty gauge. A spectral evolution of the wave is noticed with an
energy transfer to higher harmonics of the primary frequency of the wave maker. The results
include the determination of the mean water level. All the results are analysed in terms of
momentum flux and the respective contributions of radiation stress, mean water level set-up and
set-down and momentum flux of the mean current are estimated.
\
1. Introduction
?Long shore bars observed on beaches have been thought by various authors to be
induced by wave breaking. The sediment su~nsion is increased in the surf zone owing to the
presence of a high level of turbulence produced Ex the breaking waves. Breakin g wav es al~~
generate mean currents which transport the sedime~The sediment is then deposited in the
viciBilY of the breaking point of the wave to form the bars. The present paper aims at providing
laboratory measurements of the mean current produced by breaking waves over a bar. The
question of sediment transport is decoupled from the question of mean current gener ation by
breaking waves; regular waves break over a submerged rigid bar. The emphasis is on the mean
current generation by breaking waves, but other phenomena related to wave breaking in the surf
zone such as set-down or set-up of mean water level and high frequency wave generation are
also observed in our experiment (see Battjes, 1988, for a review of these phenomena).
In their review on wave breaking, Banner and Peregrine (1993) classified laboratory
experiments on two-dimensional wave breaking into two main categories . The firs t are
experiments that are used to predict the conditions for wave breaking (Bonmarin, 1989 , among
others). The second catego ry has provided cinematic descriptions of the flow in breaking
waves. Instantaneous velocity fields have been obtained by Greated et al (1992) using Particle
Image Velocimetry . Averaged flow fields have also been determined by Rapp & Melville
(1990). The purpose and the kind of results presented in the paper by Rapp & Melville, which-is apparently the most detailed published, are similar to those presented here. Rapp & Melville
analysed their experimental data in terms of momentum flux and breaking induced currents .
Their experimen t is, however, different. By using the two-dimensional focused wave approach
in deep-water they produ ced a unique breaking event for each wave packet. Ensemble average~
of the flow field are estimated for given times after breaking has occurred. It is therefore an
averaged instantaneous flow field. This kind of averaging provides a good description of the
vortex structure generated during breaking. Forpur part, we determine the mean time-averaged
Jlow for regular breaking wave s, i.e. the mean current. Averaged instantaneous flow field s
similar to those determined by Rapp & Melville (1990) would have been obtained by averaging
our velocity measurements for a given phase in a wave period.
The following of paper is divided in four sections. The experimental set-up and
procedures are described in Section 2. Section 3 presents measurements of the wa ve changes
over the bar ; the wave decomposition over the bar is characterised. Measurements of vertical
profiles of the horizontal and vertical velocity components at various positions inside and
outside the surf zone using Laser Doppler Anemometry are presented in Section 4. Section 5 is
devoted to the discussion of the results.
compo nent is also given in Fig . 6 but its averaged value is determined wi th a much lo wer
confidence as it is much smaller than the mean horizontal veloc ity component. The mean
current profi les wer e measured se ve ral times in ord er to test the reproduc ibili ty of
measuremen ts. Much lower estimates of the mean horizontal veloci ty component were
measured in one case at the position x = 60 em. This profile is also plotted in Figure 6,
although it is physical ly doubtful, since it implies a strong upward flux between x =45 em and
x =74 em. We were unable to determine Q poste riori whether this surprising velocity profile is
attributable to a misreading of the LDA apparatus or to some change in wave ge neration tha t
modified the location of the breaking point over the bar.
The shape of the vertical mean velocity profile changes according to whether~
measured before breaking occurs or in the breaking zone; in the former case the return fl ow
increases from the bott om toward the free surface whereas in the latter case the return flow is
maximum near the botto~ The condition of zero mean flux across a vertical sectioniillpJJeS'
that an intense mean flux in the direction of wave propagation should take place in~
layer below the free surface. As the crossed laser beam is not covered by the water durin g the
whole period and as bubbles greatly disturb the velocity signal when the measurement point is
close to the still water leve.b- the velocity profiles shown in Fig. 6 are limited to depths greater
than 20 mm from the still water level. The horizontal velocity component u is usually negative
at z =-20 mrn, but there are indications that the flow direction is positive near the surface for
x = 60 em to x = 130 em.
The position of the mean water level relative to the still water level was determined by
averaging the position of the free surface measured by resistivi ty probes (see Section 3). The
results at the nine positions where mean velocity profiles were measured are listed in Table I.
Also included in Table I is the mean water level determined at x =-750 ern wher e the water
dep th is 40 em and the wa ve is almost monochromatic (Fig. 2a). A t two positions in the
breaking zone (x =45 em and x =60 em), two very different estimates were obtained from two
different records. Obviously, determining the mean water level in the breaking zone requires
averaging over records of longer duration. The results given in Table I qualitatively agree with
the classical idea according to which a significant set-down is produced just before breakin g
and a set-up then occurs after breaking .0e:e Horikawa, 1988, section 5.2) . Th e mean water
level deviation from the still water level is small in our experiments outside the breaking zone.
Its order of mag nitude is 1 nun.
x (em) -750 - 7 10 25 45 60 74 95 130 195
-
- 1.8 - 2.3 - 3.3 - 3.9 - 1.9 -0.4 - 0.6 - 0.8 0 .0 0.911 (rnm)
4.3 1.0 ·
Table I: Mean water level elevation relative to the still water level.
4. Velocity measurements
The time variation of the horizontal velocity component u over 20 periods is shown in
Figure 5 for two typical cases. The variations of the free surface position for the same time
interval are shown in Figures 2b and 2c, respectively. The velocity record plotted in Fig. Sa is
measured just before breaking occurs. The record of Figure Sb, which is measured in the
2
breaking zone, clearly indicates production of turbulent fluctuations due.the release of potential
energy during breaking. Each period is clearly distinguished, but the averaged velocity over one
.Reriod slowly varies in time. It was therefore necessary to average the velocity variati~~~.r













(5a). X =- 7 em (5b). x == 45 em
Figure 5: Variation of the horizontal velocity component u versus time.
The sampling frequency is is =50 Hz. The wave height is H 40 =7.4 em.
The velocity is measured at a depth z= - 80' rom from the still water1evel.
~--2Mean velocity profiles are shown in.E1:oure 6. In order to visualise qualitatively where
the plotted vertical velocity profiles are measured in the breaking zone, a schematic drawing of
the wave variation is included in the upper part of Figure 6. The shape of the wave is drawn for
•
several times during a wave period (T=1.5s), each being a time when the wave elevation is
maximum at a position on the x axis where a velocity profile has been measured. During
7 breaking, the domain containing entrained bubbles is indicated using hatched areas. }'he main
.QDservarion that emerges from Figure 6 is the existence of a significant mean current below the
breaking wave. Mean velocities measured in the x direction reach 10 cm/s, which is comparable
with the orbital velocity (of the order of 30 crn/s, see Fig. 5). The occurrence of a strong mean
current is spatially limited to the breaking zone 00 em < x < 95 em): the undertow current is
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Figure 2: Free surface displacements. Figure 3: Power spectra of the FFT of
free surface displacements.
2. Experimenta l procedure
fi gure 1 show s a schematic di agram of the experime ntal set-up. Th e experiments are
carried ou t in a wave flume of L~ngth 1Zm and width 0.8 m. The flume is eq uippe d with a
bo~tom topograph y of £¥ tyPt? The wav e maker produces regl:!.l;g_sin~soid~ w~ves with peri od
T ::: 1.5 s. Wa ves propagat e over a distance of 8.2 m in a water layer of cons tan t depth- 'h ::: 40 em before they reach the upslope face (1:20) of the bar. The bar crest consists of a
. ' ------
horizo ntal bottom section of length 10 em at depth he::: 10 cm from the still water level. After
pass ing over-the bar, the waves mo ve ove r a down sloping bottom (1: 10) of length 70 cm and
in a section of constant depth ht ::: 17 em (length 2 m) befor e they reach the beach absorber.
The design of the bottom topography is based on the laboratory experiments of Smith & Kraus
(] 990) and Beji & Battjes (1993). The upslope and downslope of the bar are chosen from B eji
& Banjes; the slopes are s}!-lal1er .than those used by Smi.t.~.and ~?:l!~ ,jn Cl!:.ger jo b~_LQ~
J £92resentati~f a field bathymetry. The ratio ht / he::: 1.7 is identical to the value in Smi th &
Kraus' experiment, bu t in this experiment the bar is continued by a sl oping beach. Bej i &
Battjes considered a bar crest of much greater length, because they were primarily in terested in
the phenomenon of high frequency wave generation over the bar. Qur"'§'~Q.R.e i~Jl1~ b~~al?-_~g_


















The amE.!iE..u~e~~t~~ ~,:ve ~s.c:hosenso that' tpe wave will break at the crest of the.~, leading
. r·to a cwave height value (See section 3) in the fIrst part of the flume (h ::: 40 em) of H40 = 7.4
.QIL An estimate of the parameter
tg ~
(1)
predicts that breaking is of spiDing type according to the criterion Eroposed by B attj es (1975)
and Smith & Kraus (1990) ( ~ is the angle of the upslope face of the bar, Loo the wave length
1 ami He><: the wave depth in infinite depth). OUl. Qbs~r:v.ations reveal that the breaking type isc ... - - - - -._" .- .._ .- -_ ..- . ,.....-~ - . - -_. - -,
a continuous set-up after the breaking zone (85 em < x < 195 em). These two domains are
located outside the breaking zone and the values obtained for the mean water level, though
small, are reproducible estimates of the mean slope of the free surface prior to breaking and
after breaking. Denoting
(4)Ri) (xo , x.) ~rpg h~ dx
the integral in the right hand side of eq. (3), we estimate (assuming that the mean water level
varies linearly between two points given in table 1)
Rll(-750,lO)/ pg = -2.0cm2
Rll (85 , 195) / pg = 2.9 em?
Evaluating the integral (4) in the breaking zone is questionable as Table I shows large variability
of the data for 10 em < x < 85 em. Computing the integral (4) with the various data listed in
Table Ileads to
-7.7 ern- < Rll(lO, 85)/ pg < 13.1 cm-'
The uncertainty is large compared to the estimated radiation stresses obtained above. This
means that, although the mean water level variations are small in our experiment, they may play
a significant part in the mean momentum balance. Better accuracy in the mean water level is
required to be more conclusive.
We now consider a section in the breaking zone and estimate the momentum associated
with the mean current. We ~J?pmx.img,~th~..Y~Di~~LpJgfilesof the current in the direction of
---~_._.. -.. -.~. ..--'-'- .--' _.
w?ve.E.r:.Qpa,gatism near the free surface and the return current in the deeper layer by two linear-" , ,. .
functions
(5)
for 0 < z < Sh
for 8h < z < h






U is the velocity at the bottom, h is the depth and (l-o)h is the depth of the return flow. The
mean momentum of the mean current is then
.-<6)
Considering the mean current measured at the position x:= 60 ern (Fig. 5a), we estimate U - 10
cm/s and 0 - 0.2 for a depth h == 15 em. We then deduce P u j pg - 2.0 cm-. This estimate
indicates that a significant part of the momentum Sxx.o of the incident wave in the breaking zone
is transmitted to the momentum of the mean current Pu. After breaking, the mean current
vanishes downstream and the momentum of the mean current Pu is again transmitted to the
momentum Sxx.) of the wave which is produced.
list of references devoted to this topic and then experiments showed that high frequency
gneration is not specifically connected with the wave breaking over a bar. The power spectra
.----. 7\~..-.-._--.---
¢(f) are computed using the Fast Fourier Transform TJ(f) of the time variation TJ(t) of the free
A ~. A A
surface position (¢(f)= TJ(f) TJ"'(f), TJ"'(f) being [he conjugate complex of T](f)). The FIT are
computed from a set of 1024 points corresponding to a record duration of about 20.5 s. While
figl!re~.~o.I1firmstheoccurrence ot~grface o~gl1ations.V>'j~h..higherfrequenciesvthepower
~eft~?ciiff~.UigI1ifi~~mtJyfr()lJl_tho~~~~e:.Ilted~y Beji al}QJ?attjes (1993). In the frequency
band analysed [0.05 Hz - 25 Hz] the surface oscillations involve only frequencies that are
simple harmonics of the basic frequency fm=0.67 Hz of the wave maker. This is a surprising
result when the power spectrum shown in Fig. 3c is considered; the surface displacement is
measured at a place where breaking occurs and one \~ould hav~xpec~~~see a much bro~er
spectrum due to turbulence generation. Such a behaviour was observed by Beji & Batjjes
(1993). On the other hand it is surprising that all spectra obtained by Beji & Battjes are broad
. '-'.'--
even when the wave does not break.
The variation of the potential energy along the flume is plotted in Figure 4. The
potential energy is normalised using the potential energy estimated when the wave travels in the
flrst part of the flume (x = -7.5 m). As shown by Fig. 3a. the potential energy there is
associated with the primary mode fID- The plot of Fig. 4 is qualitatively similar to that obtained
by Beji and Battjes. At the fIrst point plotted (x =: - 7 em), which is close to the breaking point,
the potential ener2:Y associated with higher frequencies has reached the level associated with the--.
J2rimary frequencv. A significa.T1t increase of the potential energy prior to breaking can be seen
as well as th~ubsequent veD'_r.a.pJd decrease of the potential energy in the breaking zone. JQ
the b.reaki.Ilg zonejg1d be):'QQQ. the..p.Qt~ntial energy is equally distributed between the primary
frequency and the hi£her frequencies. This is different from the observations of the Beji &
Bartjes experiment: the ratio of the potential energy of the primary mode to the potential energy




Figure 4: Spatial variation of the potential energy. (0) total potential energy, (x) potential
energy of the primary mode. (+) potential energy associated with higher frequencies
5. Discussion
We estimate in this section the relative importance of wave propagation, mean water
level set-up or set-.dowD and mean flow generation by considering the mean momentum balance
in a domain limited upwards by the free surface, downwards by the bottom boundary and by
sections So and 5) (with respective depths ho and h.) across which mean flow and wave
propagation take place. A force R, is applied at the bottom boundary which is decomposed into
the mean weight of water and a dynamic force R', . The mean momentum balance in the domain
is written r -ab
R, = R', - 10 pg (h+T]) dX dx :::: 10 - II (1)
where 10 and I) denote the mean momentum fluxes across So and Sj, respectively. When a
wave propagates across a section of depth h the mean momentum flux is to second order
I ~ f(P + P u') dz ~ t p g h' + P g h il + t p g a2 (2 ~ - t) (2)
The last term in the right hand side of equation (2) is the radiation stress S;u:. as introduced by ...,.r;...
Longuet-Higgins and Stewart (1964), whereas the first two terms account for hydrostatic
pressure effects. Combining equations (1) and (2), we deduce that
R', ~ 5",0 - 5",1 - { pg h~ dx (3)
Sxx,o and Su,] are the radiation stresses appearing in eq. (2) if a pure wave is passing across the
corresponding sections or, more generally, the dynamic part of the mean momentum flux
across the section.
Our experimental results do not allow us to estimate the dynamic force in the x directi~
applied on the bar because the mean water level was ~rmined only at the ten locations at
which vertical velocity profiles were measured. Nevc:..rtheless several conclusions may be drawn
as to the significance of the mean water level deviation from the still water level and ~
magnitude of the mean current in the breaking zone.
Let us first consider a domain limited by the section x =-750 cm ahead of the bar crest
and by the section x =195 em after the bar. The mean current is negligible in these sections.
The wave is nearly monochromatic in the section at x =-750 em (Figs. 2a and 3a). The
radiation stress is determined from eg. (2) : 5u .o/pg =6.8 cm-. In the section at x = 195 em the
wave motion is a combination of two leading modes having respectively the fundamental
frequency frn of wave generation and the frequency 2fm(Figs. 2d and 3d). Evaluating the
amplitude of the two modes from Fig. 3d, the radiation stress is estimated to be S=,1 /pg = 3.0
ern- nearly equally shared between the two modes. The data listed in Table I show a
continuous set-down of the mean water level before the wave break (-750 em < x < 10 em) and
-'5
j_f.l:~~TIIlediate between plunging and spilli~..: 'I_Ills is not inconsistent with the predictionsof
Smith and Krau~90) and Battjes (197~_
The experimental results are based on velocity measurements performed using ~tw~
;' ~~-p~nent TSI__Las~r Doppler Anemometer. .vertical ~iles of the ~__ an~~~~locitr
components are, measured in different sections in the flume (u and w are the velocity- -------
components in the direction of wave propagation and in the upwards vertical direction),
especiaUY inthe~g zone. The time history of the two velocity components is recorded at_
a samRling freguency [;:'50 Hz so that 75 {alues are obtained during each wave peri~Me~
currents are determined by averaging the velocity over a large number 0U2eriods. ~ending on
~he distance of the measurement point to the free surface and on its position in or out of the
breaking zone the digitised records cover 600 to 1100 wave periods. In some places, several
records were made for the same conditions to test the reproducibility of averaged values.
The free surface displacements are measured using resistivity gauges and recorded_
simultaneously with the laser Doppler measurements at the positions in the flume where vertical
profiles of the mean currents are determined. Free surface measurements aim at characterising
L1:!e changes of the wave over the bar (amplitude, Fourier spectrum) and at determ.in.ing the mean
level of the free surface.
3. Wave changes over the bar
Typical records of free surface displ~~_~l!l~~~are shown in Fig. 2, measured~0.l1r.
positions along the flume that correspond to different stages of the wave evolutio~ave!~~.
Figure 2a represents the wave produced by the wave maker in the first part of the tank (h =40
em), The x co-ordinate is positive in the direction of wave propagation and the origin. x::: 0 is
located at the point where the upslope reaches the crest. Figure 2b and 2c show the
displacement in time of the free surface just before the wave breaks and in the breaking zone,
respectively. Figure 2d characterises the wave which is reconstructed after breaking. We
observe that the wave becomes v~§yrnmetrica1~)1en travel!iEg uY~Qpel ow?:T'.L.t"h.e _P?I. c.r~§1
(a small asymmetry is already noticed at position x =- 7.5 m). The wave is very steep at
position x =-7 ern; a rough estimate of the angle of the wave with the horizontal at its crest i§
about 35°. In the breaking zone (x::: 45 cm) irregular turbulent fluctuations of the free surfac:::
are observed after the break.ing..s:~.g has j.!1st passed. The breaking eyents end at the position
x =195em and the wave recovers a regl}}-ar shape with two successive crests.9:urin~each ~~~c
peri9d oflS....k.
Power spectra of the surface oscillations are shown in Figure 3 for the four records of
Bzure 2. They DTovide an insight into the phenomenon of high frequency generation occurring
when waves propagate over bars or submerged obstacles. This phenomenon, which is due to
shoaling and de-shoaling, has long been known. Beji & Banjes (1993) provided an up to date
~ - - --~~-----
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Figure 6: (6a). Vertical profiles of the mean horizontal et vertical velocity components.
Wave properties in the part of the tank with constant depth h = 40 em: wave period T = 1.5 S, wave height H40 = 7.4 em.
(6b). Qualitative evolution of the free surface. Hatchedareas indicate the breaking domain. The areas identified using bubbles characterize domains
where bubbles are much moredispersed than in the breaking domain.
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\ CHAPTER 4
TECHNIQUES FOR FLUID VELOCITY AND WATER LEVEL MEASUREMENTS
USING VIDEO IMAGERY
4.1 Introduction
4.2 Velocity measurement using particle image velocimetry
4.3 Water level measurements
4.4 Summary
The application of digital particle image velocimetry (DPIV) and digital correlation image
velocimetry (DCIV) to the measurement of the velocity flow field of breaking water waves
in a two dimensional wave flume is described. The basic optical aspects are reviewed with
regards to particle position estimation and significant features ofthe system components are
described. The estimation ofparticle velocities is accomplished by exploiting the construction
ofa TV image and by the use ofstrobing techniques. Improvements in spatial resolution are
achieved by using sub-pixel position estimation. The measurement of the time series of the
water elevation is also discussed. A keogram is generatedfrom a recording ofthe wave.from
which the time series is extracted by tracking the evolution of the air-water interface.
Measurement of the roller area of a plunging wave, an important parameter for mass and
momentum flux determinations, is also extracted using the keogram concept.
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4.1 Introduction
In this chapter we describe the measurement of the time series of the surface wave and the
velocity flow field of waves in a laboratory surf zone using digital image and analysis
techniques developed by author and co-workers (Govender et aI, 1998).
The application of imaging techniques to experiments in fluids has increased in popularity
in recent years due to the advancement in digital technology. The figure below illustrates the
major components of an imaging system, consisting of the object plane, the camera lens and
the image plane. The object plane will contain the physical object and the image plane will
contain the focused image of the object. The position of the object and image planes are
governed by the simple relation 1/do+ 1/d! =1/f, where f is the focal length of the camera
lens, and do and d, are the position of the object and image planes, respectively, with respect
to the lens.
Figure 4.1: Geometry of the imaging system. (Top) Video recording, (bottom)
photographic recording (Adrian, 1991).
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Early application of imaging systems in fluid mechanics utilised photographic film to record
the image formed at the image plane. A transformation exists that transforms positions in
the object plane, xy plane, to the image plane, XY plane.
Modern systems, however, employ a sensor array consisting of charge coupled devices
(CCD) arranged in a rectangular array. In this case a sampled version of the image is
obtained. Each sample is then referred to as a pixel. Position in the image plane will then
be in terms of pixels. The intensity of each pixel is then digitised and is represented as a
binary value. The entire image is then represented as matrix of numbers.
Measurements of object motion then involves tracking the object in the image plane and, by
suitable transformations, determine the motion of the object in the object plane. The DPIV
technique involves capturing the instantaneous image of a large number of submerged
neutrally buoyant seeds at two or more time instances. The velocity is then computed using
the displacements that these particles have incurred over the known time intervals. This
clearly requires the existence of particles to be imaged in the field of view, and a method of
recording and processing these images. There are essentially two types of possible image
analysis techniques; In situations where the density of seed particles are low, individual
tracking of particle images is required, whilst in cases of high seed densities, 2D cross
correlation techniques are employed to track the image of a group of particles. Both these
techniques are described here.
In the past, most PIV systems have used photographic film for image recording and optical
methods for processing. This provides a high spatial resolution measurement of particle
positions. Current CCD camera technology on the other hand, does not provide a high spatial
resolution. Typically, a consumer grade CCD face plate has a resolution of = 760 x 680
pixels. However, a significant improvement in spatial resolution can be achieved by the
appropriate choice of seed particle size, exposure times, and the use of sub-pixel position
estimation techniques. This digital version of PlV has certain advantages over the film based
method, such as reduced cost and real time processing of the data. The spatial resolution is
also bound to improve with advancements in image sensor technology.
50
Section 4.2 provides details of velocity measurements in the surf zone using DPIV. Here the
discussion is centred around the choice of various system components and the method of
analysing the images using individual particle tracking and 2D cross correlation techniques.
It is also shown that it is possible, using high sampling rates and the cross correlation method
of analysis, to use the bubbles created during breaking to form the necessary structure for
tracking purposes. This is certainly a breakthrough, since there is to date a scarcity of
velocity measurements in the highly aerated region of a breaking wave. Results of phase
averaged and instantaneous velocity flow fields for a spilling and plunging wave,
respectively, are provided.
We also report here on a method for measuring the time series of water elevation suitable
for studying wave propagation in a 2D wave flume. This method involves imaging the wave
from the side and exploiting the gradient in the grey level intensity of the image across the
air-water interface. The time series at a particular position is obtained by first generating a
keogram from a video recording of the wave. This technique is also used to estimate the size
of the roller formed in the bore of the wave during breaking. The concept of keograms and
the method of extracting the time series of the wave are explained in Section 4.3.
4.2 Velocity measurement using particle image velocimetry (PlY)
As mentioned in the Introduction, PIV involves the tracking of suspended seed particles. This
implies observing the position of the particles at two or more time instances. The velocity,
v, of the ith particle at position x= rX,y) is then
v(x,8)= x(t+ .1;~-X(t) (4.1)
The phase, e, is required in order to bin the velocity estimate with respect to the wave phase.
For the technique to be effective, there are a number of inter-related issues that need to be
addressed. The choice of one component can seriously effect the performance of other















Figure 4.2:: Experimental arrangement for the measurement of fluid velocities using
particle image velocimetry.
The light sheet is u,sed to illuminate those particles that are within the focal plane of the
camera. The composite video output of the CCD camera is connected to a Video Cassette
Recorder (YCR) and also to a PC containing a digital frame grabber card. In most PlY
applications a laser is used as a source for the light sheet, however, in applications where the
.--
coherent properties of a laser is not essential, it is possible to use ordinary white light. The
following issues are of importance when setting up a PIV system:
1. Optical considerations,
2. Choice of seed particles,
3. Laser source characteristics,
4. Video processing equipment, and
5. The analysis of the images.
We will examine each of the above items with application to surf zone measurements.
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A. Optical Considerations
The geometry of the optical system and the focusing lens determines the position of the
object and image planes. The object plane will in this case coincide with the plane of the
laser sheet. The video sensor array is located in the image plane. The distance from the lens
to the image plane is typically 4 to 16 mm. The object distance will be in the range of a few
centimetres to a few metres. The sensor array consists of a matrix of charge coupled devices
(CCD). Most commercial devices have approximately 760 x 680 pixel elements on the die
having overall dimensions of 7 mm x 5 mm. This results in a pixel spacing of 12 JLm. The
rate at which images are captured gives an upper bound to the system's temporal resolution.
This will be discussed at length in a later section.
The image of a point source in the object plane is an Airy distribution consisting of a bright
central region, the Airy disk, with a number of concentric dark and bright rings. The Airy




where f is the f number of the camera lens, A is the wavelength of the light and M the
magnification of the camera. Most CCD cameras with a sensor array such as that described
above typically have a magnification that is less than or equal to one.
In order to understand the impact of sampling the image via the CCD array it is necessary
to evaluate the optical processes occurring at the sensor. Consider the image intensity of the
point source at the image plane of the lens to be I(x,t) in W/m 2• The point spread function
can be approximated by a gaussian function:
(x a/+(y b)2
I(x,y) = Cexp( -2 - -)
o
(4.3)
where the width and height are characterised by the parameters, a, and, C, respectively, and
(a,b) represents the offset from the origin. The exposure then is given by:
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T (-2(X-a-vi i +(Y - b- V t)2}
= C exp Y t
o 0
Thus, there is a smearing out of the instantaneous PSF during the integration time.
(4.5)
(4.6)
The image of a moving particle can also be viewed as a convolution between the point spread













and Vx =particle velocity, T =exposure time, Xi = initial particle position and I(x) is the one-
dimensional point spread function. Equations 4.7 and 4.8 shows that the intensity due to a
moving particle is inversely proportional to its velocity. The exposure of an hypothetical
particle, having a PSF given by Equation 4.3 with a> 10.0 and C=l.O and moving to the
right with a velocity v= 1.0 pixels/s, is computed using Equation 4.7 for three different
exposure times. The result is shown in Figure 4.4.
From Figure 4.4 it can be seen that the image will retain most of its gaussian characteristics
for exposures less than some critical value. The image will have a flat top for exposures
above this critical exposure. For very much shorter exposures, the height of the gaussian is
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Figure 4.4: Exposure for a particle, with PSF given in figure 4.3, moving to the right.
The solid, dash-dotted, dashed and dotted lines represent exposures T1 < T2 < T3 <
T4 •
B. Seed Particles
Most PIV systems to date have been used in gas dynamics and other flow regimes where the
velocity field is to a large extent deterministic and predominately two dimensional. In these
instances a few snapshots are essentially all that is required. In gas dynamics, one is dealing
with very high velocities .and the seed particles should possess dynamic properties similar to
the gas under test. This puts a limit on the maximum seed particle size, typically a few
microns in diameter. This small particle size then requires the use of a high power laser
source, typically a few watts.
The surf zone, however, has a completely different character. Firstly, the processes occurring
are highly turbulent. Statistical techniques are therefore required, implying long observation
times in order to extract average and rms quantities. Furthermore, because there is a net
onshore mass and momentum towards the beach due to breaking in the region above the
wave trough there results a net reverse offshore flow (undertow) below the approximate
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trough leveL This implies that a given volume of water never stays in a fixed region for
long. This in turn implies that seed particles added to the water in a particular region will
eventually move out, some ending up on the beach and some accumulating at the breakpoint.
Therefore a constant supply of particles is required in order to maintain a constant seed
density at the point of observation. Thirdly, air bubbles are a characteristic feature of wave
breaking in the surf zone. These appear as white patches or streaks in the image which
obscure the seed trajectories. It will be shown later that it is possible, using correlation
techniques, to determine the velocity flow field by tracking the structure created by the
presence of bubbles.
It was discovered, after experimenting with a number of macroscopic particles, that un-
expanded polystyrene beads, which were heated in water at a temperature of around 86° C
for approximately 30 seconds, were most suitable. These partially expanded beads,
approximately 0.8 mm in diameter, function well as seed particles since they are almost
neutrally buoyant and their white matt surface makes them good point source scatterers.
C. Laser characteristics
The laser optical po:'Ner output and frequency are dictated by the seed size, and the spectral
response of the camera. Blue/green lasers are most suitable for transmission in water, since
these incur the least attenuation. Since these are usually gas lasers, they are not so easily
available in compact form. On the other hand red lasers are more compact, and available in
a variety of lasing materials, i.e., ReNe, ruby and semiconductor diode lasers.
A 633 nm laser is closely matched to the human eye's response, but these tend to be more
expensive. Monochrome video cameras typically have a broader spectral response, thus
making it feasible to use a less expensive, longer wavelength, laser. In this particular case
a 5 mW, 670 nm semiconductor laser diode was used in conjunction with a monochrome
CCD camera having a sensitivity of 0.005 lux. The compactness of the diode laser allows
for it to be installed in the bed of the flume, encased in a water tight container.
The generation of a laser sheet of light is easily accomplished using a system of cylindrical
lenses. A single cylindrical lens will generate a V shaped laser sheet having a fan angles of
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D. Video Processing Equipment
Some of the essential features of the camera have already been highlighted. A large CCD
sensor array is required for good spatial resolution. A camera with a high sensitivity and
spectral response that is matched to the image is also desirable.
The images from the camera can be recorded on video tape or stored on hard disk in digital
form. In the latter case, the camera output is connected direct to a frame grabber residing
in a PC for digiti sing and storage. The video tape is a high density storage medium and
allows for the cost effective archiving of large volumes of raw experimental video data. The
video tape, however, does suffer from wear and tear and is subject to stretching, resulting
in the distortion of images. There are certain essential features which must be considered
when selecting a frame grabber for a PlV application. The frame grabber should operate
without significant sampling jitter and should digitise both the even and odd fields of each
. video frame.
The digitised images can then be analysed using anyone ofthe image processing packages
available commercially such as IDV. Typically, each frame is saved in BMP format as a
separate file. These files are then read in and converted into binary data arrays by IDL for
analysis.
E. Analysis Procedure for low seed density applications
The preferred method of estimating the seed velocity from the captured images is dependent
on the density of seed particles. For very high seed densities, where the image of the seeds
in two consecutive frames overlap, correlation analysis is usually used and this method will
be discussed later. For very low seed densities tracking of individual seed is required. In this
section discussion will pertain to the low seed density regime and two methods for tracking
particle positions in this regime are described. As will be discussed below there are three
possible sampling rates that can be achieved, viz., 20 IDS using even/odd field analysis, >
20 IDS where the images are separated by multiples of the frame period, and < 20 ms where
a laser strobes the seeds during a single frame period.
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Frame analysis
The frame analysis method exploits the underlying structure of the PAL TV format. A single
TV image consists of a frame that is made up of an even and odd field. These fields are
interlaced on the screen to provide a picture of reasonable definition whilst at the same time
minimising the transmission bandwidth requirements. The picture is continuously updated
with the even and odd fields being alternatively displayed at a rate of 50 Hz. Thus the time
interval between consecutive even and odd fields is 20 ms.
Thus, from a single frame, it is possible to extract either the even or odd fields of the
particle by selecting the even and odd lines respectively. By correctly matching particles with
nearest neighbours, the displacement of each particle can be determined. If particle velocities
are small then it is necessary to make observations over a longer time interval. In this case
we could observe particle position in two fields separated by an integral number of field time
periods.
The duration of the integration time of the light on CCD face plate during each field will
determine the shape of the images of the particles. Clearly, short time exposures will freeze
the seed images which will then appear as dots, while long exposures result in streaks. This
additional streak length information is useful in finding matching pairs of particles, since the
particles in each pair should "have a streak of similar length and angle of inclination.
Figures 4.5 (a) and (b) show examples of streaked seed images appearing in two consecutive
even fields. It can be seen that not every particle in the first image can unambiguously form
a pair with its partner in the second image. This can be more clearly seen by subtracting the
second image from the first, as is shown in Figure 4.5(c). In this subtracted image, the
images of seeds from the first image, labelled AI' BI , CI , D I and E I , appear white, while
those from the later image, labelled A2, ~, Cz, D, and Ez, appear black. The reasons why
there is no matching seed for some of the images may be explained in the following way.
Although the flow field in the surf zone is predominantly two-dimensional there is a measure
of three dimensionality, particularly in turbulent regions. The velocity component




Figure 4.5 : (a) First image of part icle streaks, (b) second image of particle streaks and
(c) image resulting from subtracting the second image from the first, matching pairs are
labelled A-E with subscripts denoting the original image in which they occur.
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d
Figure 4.6 depicts the geometry of the laser sheet and the motion of a seed. In order to find
a matching pair , a parti cle needs to remain in the sheet for one field/frame period , T . This
then restricts the measurement to those particles with vy < (d-y)!T, where vy is the
component of velocity perpendicular to the sheet and Yi is initial position of the particle.
Those particles with vy ~ (d-y)/r will not stay in the sheet long enough for them to appear
in two consecutive fields /frames . Thus the reason why some seeds are in the first image and
not in the second , or visa versa , is because they enter or leave the sheet within the
field/frame period . Also , particles with very high velocities , travel greater distances , thus
making it more probable that they leave the sheet which in tum makes it difficult to find
matching pairs. The absence of complete seed pairs in Figure 4.5(c) does illustrate one of
the limitations of velocity estimation using field tracking. ~/l.:rc/} li~ tAJ( vv!kv~
ft-lUJ- ~ ~---v~~.-JJ




















Figure 4.6: Geometry of the laser sheet and particle motion . d is the width of the sheet,
Yi is the initial position of particle, and vy and Vz are the components of velocity in the
y and z directions , respectively.
Laser strobing
When the component of velocity perpendicular to the laser sheet becomes large, such as in
the turbulent region during the breaking of a wave, then the frame analysis procedure
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discussed above fails due to the fact that sufficient particles do not stay in the laser sheet long
enough. In this case it is necessary to observe the position of the particle over a shorter time
interval. This can be accomplished by strobing the laser sheet within each TV field. Since
the laser is strobed a number of times during one field scan, it is necessary to ensure that the
electronic shutter is open during the whole field period. Using a symmetric strobe, without
any other prior knowledge about the velocity field, results in an unavoidable 180" ambiguity
with respect to the direction of the observed velocity. The coded strobe technique offers a
way of removing this ambiguity by varying the length of the strobe pulses. There are various
methods to accomplish this (Adrian, 1991). The directional ambiguity is completely removed
if at least three different strobe lengths are repeatedly generated and the particle does not
experience a sufficiently high acceleration in a single frame period and thus cause the
illuminated particle track to masquerade as a different pulse length. Another potential
problem is that, although the particle is being illuminated by a long pulse, its track may
appear as a short one if it enters or exits the sheet while it is being illuminated. In order to
reduce errors caused by particles crossing the sheet boundary, it thus helps to select those
particle images that have at least four tracks. Figure 4.7 shows the chosen pulse lengths
where the pulse to be r, 2" and 3".
Strobing of the laser is accomplished by mechanically rotating a slotted disc in the path of
the laser beam. Modem laser diodes can be strobed electrically. This can be an advantage,
since strobing can be synchronised with the TV field scan rate and is much more accurate
in controlling pulse lengths. In either case the image of the moving particle under strobed
illumination is then a series of broken streaks; the length of each segment being dependent
on both the pulse length and the seed's velocity. The direction of motion can be inferred by
examining the sequence of the line segments. If the particle image spans only a few pixels
on the CCD sensor, due to its low velocity, then it might become difficult to distinguish
difference between lengths. A way around this difficulty is to use the fact that each strobed
line segment is created using different effective time exposures. This results in the peak
intensity of each strobed segment being proportional to the pulse duration, thus the ordering
of the peak pixel intensities of each line segment can be used as an alternative coding scheme
to resolve the directional ambiguity. Figure 4.8 shows a surface plot of the grey scale
















Figure 4.7: Schematic diagram of the coded strobe sequence.
in Figure 4.8, it can be seen that the intensity of one is approximately twice the other. We
thus conclude that these two middle pulses correspond to the first two pulses in Figure 4.7.
Since the shorter pulse in Figure 4.7 occurs first, we can be sure that particle in Figure 4.8
was moving to the left. It is clear that the width and peak intensity of the two outer peaks
may not be reliable since the particle may have been entering or leaving the sheet during
these times.
U sing the chosen laser pulse widths and assuming typical seed velocities, the particle image
travels only a few pixels between flashes. An estimate of the seed position using only the
peak intensity value will thus result in the particle position being accurate to within half a
pixel, resulting in an uncertainty in the velocity of up to 50%. This uncertainty clearly
decreases for higher seed velocities. In order to decrease this uncertainty, it is necessary to
estimate particle positions with sub-pixel resolution.
Sub-pixel Resolution
Estimation of the position of point source using peak intensity gives the position accurate to









Figure 4.8: Grey scale intensity variation of a single particle illuminated by a coded
strobe pulse.
on the size of the CCD array and the magnification of the lens. In our application, the pixel
separation in the object plane was 0.8 mm/pixel over a field of view of 200 mm x 200 mm.
Examining the intensity distribution of the strobed images as shown in Figure 4.8 , it can be
seen that each strobed image of the seed has an approximate gaussian shape. One possible
method of improving on position accuracy is to determine the coordinates of all points
exceeding a predetermined intensity level around a particular peak, and computing an average
position. This can at least improve the estimate to less than half a pixel spacing . A more
accurate method is to employ a least square gaussian curve fit to the intensity profile in the
x (horizontal) and y (vertical) directions about each peak. The coordinates of the peak can
then be determined using the fitted curves. Alternatively, the intensity in the x and y
directions can be interpolated using the following algorithm: The intensity profile in
horizontal and vertical direction about the peak is Fourier transformed using an FFT of
length N1, where N1 is sample length of the intensity profile . The spectrum is then zero
padded to a length N2 , N2 > N1, and the inverse Fourier transform computed using an
inverse FFT of length N2 to give the interpolated intensity profile in the respective directions .
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An interpolation factor of N/N] is achieved. In our application an interpolation factor of 64/1
was used. We will refer to this form of interpolation as the Fourier interpolation method.
This method approaches the ideal reconstruction of an analogue signal from its digital
samples tOppenhiem and Schaller, 1990). A peak search using the interpolated intensity
profile in the x and y direction gives the position of the peak accurate to within the
interpolated pixel spacings.
F. Analysis Procedure for high seed density applications
In cases where high seed densities are present it is more beneficial to employ cross
correlation techniques (Craig et al., 1996, Chang et al., 1996) to track the image of a group
of seeds in consecutive frames or fields, since this technique allows for greater automation.
This type of analysis is commonly referred to as Digital Correlation Image Velocimetry
(DCIV). Correlation techniques involve finding matching structure between two images and
therefore requires high seed densities. The presence of unmatching seeds or seed patterns
between images simply contributes to noise. Provided the signal-to-noise ratio of the
matching structures is large enough, then the peak of the computed cross-correlation function
is a good estimate of the displacement of that particular structure. The cross correlation can
be computed in the spatial domain by explicit evaluation of the 2D cross correlation function
(Fincham and Spedding, 1997) or in the spectral domain by computing the cross spectral
density function and transforming back into the spatial domain using the 2D FFT (Willert and
Gharib, 1991).
The cross correlation of the images in the Fourier domain are performed as follows: Each
image frame is sub-divided into smaller 32 X 32 pixel sub-images, and transformed into the
fourier domain using a 2D FFT algorithm. This FFT of a sub-image in the first frame is
multiplied by the conjugate of the FFT of the corresponding sub-image in the second frame,





where F(u, v) is the Fourier transform of the sub-image, j(m,n), in the first video frame,
G'(u, v) is the conjugate of the Fourier transform of the corresponding sub-image, g(m, n),
in the second frame, and rjg(m,n) is the computed 2D cross correlation function of the sub-
images. The intensity profile along the x and y direction about the peak in the computed
cross correlation is then interpolated using the Fourier interpolation method. The
displacement of each sub-image is thus estimated to within the interpolation factor, i.e.
typically 1/64, of the original pixel spacing.
When using 2D FFT algorithms, it is beneficial to use sub-images having sizes that are
powers of two. This, however, does not necessarily preclude the computation of the
displacement of a sub-image whose dimensions are not a power of two. This is achieved as
follows: Typically a smaller sub-image from the first frame, say 12 x 18 pixels, about some
point (k,l), is selected. This odd-sized sub-image is then adjusted, such that it has a zero
mean, and then zero padded in the horizontal and vertical direction to a size of 32 x 32
pixels, resulting in a border of zero intensity around the original 12 x 18 pattern box. The
search area, that is the corresponding region in the second frame where a match with the sub-
image in the first frame is likely to occur, can be a full 32 x 32 sub-image centred at (k,l)
in the second frame. The co-ordinates of the peak in the resulting cross correlation are then
the displacement of the original 12 x 18 pattern box. The zero padding does not influence
the cross correlation result. In fact, the zero padding eliminates some of the problems
associated with implementing cross correlation using the FFT, such as wrap around
tOppenhiem and Schaffer, 1990).
Since the cross correlation technique requires two separate images, we are therefore limited
by the 20 ms(40 ms) sampling time associated with field (or frame) update rate of a
conventional CCD camera. However, it is possible to obtain pairs of images separated by a
few microseconds while still using video frame update rate by using a non-interlaced
progressive scan camera and appropriately strobing the light sheet. The essential steps in
determining the velocity flow field using the cross correlation technique is as described above
except that the image capture configuration was changed in order to achieve sampling times
smaller than the frame update rate.
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The experimental setup used for DCIV is similar to that shown in Figure 1, except for the
following changes; A strobe light is used as a source for the light sheet and a non-interlaced
progressive scan digital camera, connected to a frame grabber, was used to record images
directly to the hard disk. The non-interlaced camera provides a high spatial resolution, 764
x 468 pixels, and by strobing the light sheet at the end of one frame time and then again at
the beginning of the next frame time, it is possible to obtain pairs of images with sampling
times ranging from a few microseconds to a few milliseconds while still using the normal
frame update rate. Since the sequence of the images is known, the 180 degree directional
ambiguity,usually associated with multiple strobing during a single frame time, is removed.
The above cross correlation method was used to measure the velocity flow field of a 0.4 Hz
plunging wave and 0.9 Hz spilling wave breaking on a 1:20 slope beach, and having deep
water wave heights of 11 em and 16 em, respectively.
Figures 4.9(a) and (b) shows a parr of images of the crest of the plunging wave
approximately 50 em beyond the break point. The images are displaced 0.826 IDS apart.
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Figure 4.9: (a) First image of the crest of a plunging wave in the surf zone.
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Figure 4.9 :(c) Instantaneous velocity field computed using
images in (a) and (b).
These images show a scene containing both bubbles resulting from the wave breaking, and
polystyrene seed particles . By overlaying the two images, it can be seen that the structure
of corresponding portions of the two images persists for the duration of sampling time with
very little distortion. The calculated velocity vector field for the above image pairs is shown
in Figure 4.9(c). There is maximum flow velocity (- 3 rnls) near the surface of the wave,
whilst near the bottom, the velocity is almost zero. The formation of a large eddy in the
centre of both images and in the vector field is evident. As the rise velocity of the air bubbles
in this highly turbulent flow regime is negligible in comparison to the velocity components
of the flow, it is thus possible to obtain a detailed flow pattern well into the aerated region
of the wave using the air bubbles to create the necessary structure . In the past, some
researchers (Craig and Thieke, 1998) have gone to great lengths to remove the effects of the
air bubbles in order to highlight particulate matter that has been deliberately added to the
flow. This appears not to be necessary for the flow regime under discussion. In streamline
laminar flow, however, it would be necessary to obtain an estimate of the bubbles rise
velocity and apply the necessary correction to the flow field. The sampling time is
determined by satisfying the competing criteria of requiring a persistent bubble structure as
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well as a measurable displacement.
4.3. Water Level Measurements
Measurement and Analysis
To obtain a time series measurement of the water level, the wave flume was imaged from
the side with the camera located at the still water line level and the wave illuminated from
above. A black backing sheet was placed behind the flume and used as a backdrop. This
arrangement allows the air-water interface to be identified by locating the sharp transition in
the vertical lines of grey scale intensity. The camera was also mounted on a base that could
be translated on a set of rails parallel to the flume.
The procedure for extracting the time series was as follows: At each position along the flume
a video recording of the wave was made. A single vertical line of pixels at a fixed position
was then extracted from a sequence of images. These vertical samples were then stacked side
by side to create a new image, called a keogram. This procedure is depicted in Figure 4.10.
Figures l1(a) and (b) show examples of keograms of a wave, before and after breaking,
respectively.
A robust cross correlation algorithm was developed to determine the position of the air-water
interface. The transition point was enhanced by cross correlating the vertical grey-scale
intensity profile with the edge detection function shown in Figure 4.12. The resulting cross
correlation was a signal with an easily found peak at the transition point. The width wl and
w2, and the amplitude a1 and a2 of the cross correlating function were adjusted to maximise
the value of the resulting peak at the transition.
The keogram technique was also used to measure the geometry of the roller and the aerated
region of the wave in the surf zone. This was achieved by first forming a phase averaged
keogram of the wave and demarcating the high intensity region which was identified as being
the roller or aerated region.
70





keogram compo sed of a
sing le vertica l samp le from
each image
Figure 4.10:The generation of a keogram from a sequence of video images for the
measurement of the time series of the water levels in a 2D wave flume.
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Figure 4.11: Examples ofkeograms of waves (top) before and (bottom) after
breaking. The vertical and horizontal distances in the keogram represent height in













Figure 4.12: Example of an edge detecting function. The width wl and w2, and
amplitude Al and A2 are adjusted to suit the application.
Extensive results of time series of water-levels measurement and aeration measurement are
provided in the next chapter, together with resistive wave-gauge comparisons.
4.4. Summary
The measurement of the velocity flow fields in a laboratory surf zone using digital particle
image velocimetry is demonstrated. The choice and operation of various components in the
system were highlighted. In order to implement the sub-pixel estimation techniques described,
it is necessary for the particle image to span a few pixels. Velocity estimation was
accomplished by observing the position of seed particle at two or more time instances. The
particle positions were sampled at the TV field/frame update rate. Higher effective sampling
rates were accomplished by strobing the laser sheet within each field time. The direction of
particle motion was determined by noting the sequence of the images in the field/frame
analysis and by the use of pulse coding the laser. Higher sampling rates were achieved using
a non-interlaced progressive scan camera and strobing the light sheet. This setup together
with the cross correlation method of analysis was used to measure the instantaneous velocity
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vector field in the highly aerated crest of a plunging wave.
The measurement of time series of the water level in a 2D flume using video techniques was
also discussed and demonstrated. The time series of the wave was extracted from a keogram
generated at fixed positions along the flume. The measurement of the roller area of waves
in the surf zone is also possible using keogram technique.
A number of techniques suitable for measuring the velocity flow field and water levels of
waves in the surf zone have been described and demonstrated. It has been shown that by
using particle image velocimetry and correlation image velocimetry techniques it is now
possible to obtain velocity measurements well into the aerated region of the wave. The
calibration and sensitivity analysis of the video techniques will be presented within the
context of surf zone measurements in Chapters 5 and 6. More comprehensive analyses using
the techniques, including using the data for computational model validation, will be presented
in Chapters 5, 6 and 7.
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