We consider several single machine parallel-batch scheduling problems in which the processing time of a job is a linear function of its starting time. We give a polynomialtime algorithm for minimizing the maximum cost, an O(n 5 ) time algorithm for minimizing the number of tardy jobs, and an O(n 2 ) time algorithm for minimizing the total weighted completion time. Furthermore, we prove that the problem for minimizing the weighted number of tardy jobs is binary NP-hard.
times. In most of these achievements, the positive results are usually obtained by dynamic programming algorithms and the dominated properties of jobs in an optimal schedule (such as, SPT-property, EDD-property, LDT-property, and V-shaped property), and the negative results (NP-hardness) are usually obtained by reductions from Partition Problem, 3-Partition Problem or Subset Product Problem.
By Brucker et al. [6] , a parallel-batch processing machine is a machine that can process up to b jobs simultaneously as a batch. The time the machine takes to process a batch is given by the maximum processing time of all jobs contained in the batch, and once processing of a batch is initiated, it cannot be interrupted, nor can other jobs be introduced into the batch. Such a processing environment arises in the manufacturing industry, and is called parallel-batch scheduling. As an example, the final stage in the production of VLSL circuits is a burn-in operation in which the chips are put into an oven in batches and heated for a prolong period (in terms of days) in order to bring out any latent defect. Different types of chips have different minimum baking times. That is, they are allowed to stay in the oven for longer than the prescribed period but not for shorter. Due to this application, the above model is often called the burn-in model, see [14] for more details of the background. An extensive survey of different models and problems was provided by Potts and Kovalyov [18] . By [6] , the capacity b has two variants: the unbounded model, in which b ≥ n so that there is effectively no upper bound on the number of jobs that can be processed in the same batch; and the bounded model, in which b is a constant smaller than n so that there is a restrictive upper bound, where n is the number of jobs.
Although the topics of deteriorating jobs and parallel-batch processing machine have been widely investigated in scheduling research, to the best of our knowledge, no work has been done on model combining both aspects. But, job deterioration and parallel-batch processing co-exist in many realistic scheduling situations. Example can be found in steel production. In this paper, we study the scheduling model with deteriorating jobs and parallel-batch machine.
In this paper, for the new model, we give a characterization of a class of optimal schedules, which forms the basis of polynomial dynamic programming algorithms for specific cost functions. We present a polynomial-time algorithm for minimizing the maximum cost, an O(n 5 ) time algorithm for minimizing the number of tardy jobs, and an O(n 2 ) time algorithm for minimizing the total weighted completion time. Furthermore, we prove that minimizing the weighted number of tardy jobs is NP-hard. The remainder of this paper is organized as follows. We present in the next section a description of the new model, introduce our notation. Then we give our dynamic programming algorithms for polynomially solvable problems in Section 3 and proof for NP-hard problem in Section 4. Finally, we conclude the paper.
Problem description and notation
The scheduling model that we analyze is as follows. There are n independent jobs, J = {J 1 , J 2 , . . . , J n }, which are simultaneously available at time t 0 > 0, i.e., r j ≡ t 0 (1 ≤ j ≤ n), to be scheduled non-preemptively on a single parallelbatching machine. We assume, as in Mosheiov [17] and Chen [7] , that the actual processing time of a job J j is p j = b j t, where t and b j are the starting time and the growth (or deterioration) rate of J j , respectively. The assumption ''t 0 > 0'' is made here to avoid the trivial case of t 0 = 0 (when t 0 = 0, the completion time of each job will be 0). Also, each job has a cost function f j , where f j (t) ≥ 0 denotes the cost incurred if the job is completed at time t. Throughout this paper, we consider only regular cost functions, i.e. we assume that f j (t) is a non-decreasing function of t, for j = 1, . . . , n. Sometimes, each job J j has a due date d j ≥ 0 by which it should ideally be completed, a deadlined j by which it must be completed, and a weight w j which is a measure of its importance; when there is ambiguity, we state explicitly whenever due dates, or weights are present. The weights and due dates are typically used to define cost objective functions; the deadlines restrict the availability of jobs.
The batching machine is available from time t 0 onwards and can process up to b jobs simultaneously. The jobs are processed in parallel batches. The processing time of a batch is equal to the largest processing time of any job in the batch. The completion time of all jobs in a batch is defined as the completion time of the batch. Without loss of generality, we assume that the job parameters are integral, unless stated otherwise.
For problems of minimizing a regular objective function with job release dates r j ≡ t 0 (1 ≤ j ≤ n), we can easily see that there must be an optimal schedule in which the batches are processed contiguously from time t 0 onwards. Throughout the paper, we restrict attention to schedules with this property. Thus, a schedule σ can be simply denoted a sequence of batches σ = (B 1 , . . . , B r ), where each batch B l (l = 1, . . . , r) is a set of jobs. We use S(B l ) = S(B l , σ ) and C (B l ) = C (B l , σ ) to denote the starting time and completion time of a batch B l in a schedule σ . Hence, the processing time of a batch B l is
Note that the completion time of job J j in σ , for each J j ∈ B l and l = 1, . . . , r, is C j (σ ) = C (B l ). When there is no ambiguity, we abbreviate C j (σ ) to C j .
In this paper, we consider the unbounded model, in which b ≥ n so that there is effectively no upper bound on the number of jobs that can be processed in the same batch. Following [6, 15, 17] , we call this model the parallel-batch scheduling problem under simple linear deterioration and denote it by
where ''p-batch'' means parallel batch, and f is a regular objective function, to be minimized.
The aim is to minimize the scheduling cost, measured either by a regular minmax objective function f max = max 1≤j≤n {f j (C j )}, or by a regular min-sum objective function n j=1 f j = n j=1 f j (C j ). Specific regular objective functions that we consider are the makespan C max , defined as
; and weighted number of tardy jobs n j=1 w j U j , where U j is 0 − 1 indicator variable that takes the value 1 if J j is tardy, i.e., if C j > d j , and the value 0 if J j is on time, i.e., if C j ≤ d j . We also provide results for the unweighted versions of these minsum objective functions in which w j = 1 for j = 1, . . . , n.
Polynomially-time solvable problems
In Section 3.1, we first give three basic lemmas, which are useful for our dynamic programming algorithms.
Three basic lemmas
Since the objective function f is regular, we have the following result about the optimal solutions which is similar to Lemma 1 in Brucker et al. [6] and Lemma 2.1.1 in Yuan et al. [25] . 
Let σ be an optimal schedule for problem 1|p-batch; r j = t 0 ; p j = b j t|f , where σ = (B 1 , B 2 , . . . , B r ). Suppose that there are two batches B x and B y in σ with x < y such that max{b i :
. Accordingly, the completion time of job J j decreases from C (B y ) to C (B x ), while because the starting times of the other jobs do not increase, the completion times also do not increase. Since f is regular, σ * is still an optimal schedule. A finite number of repetitions of this procedure yields an optimal schedule of the required form.
In the remaining part of this section, we assume that the jobs have been re-indexed according to the shortest deterioration rate (SDR) rule so that b 1 ≤ b 2 ≤ · · · ≤ b n . We refer to a schedule which satisfies the property in Lemma 3.1.1 an SDR-batch schedule. By Lemma 3.1.1, we only need to find an optimal SDR-batch schedule. Then an SDR-batch schedule can be defined
To simplify the discussion, let U = {J i 2 −1 , We also have the following observation. 
The decision version of problem 1|p-batch; r j = t 0 ; p j = b j t|f max , denoted by
asks whether there is a feasible schedule σ such that 
time. This means that, for any given Y , we can determine all value
And note that an upper bound on the total size of D under a binary encoding is log 2 t 0 + n log 2 (1 + b n ), which is polynomially bounded in n, log 2 t 0 and log 2 b n .
The above discussion means the following result.
Theorem 3.2.2. By using O(n log D) time, decision problem (1) is polynomially reduced to problem 1|p-batch; r j
We now focus our attention to problem 1|p-batch; r j = t 0 ; p j = b j t|L max ≤ 0. First consider, for a given j with 1 ≤ j ≤ n, the jobs in J j = {J 1 , J 2 , . . . , J j } to be processed in the batching machine under simple linear deterioration. If σ is an SDR-batch schedule for the jobs in J j such that L max (σ ) ≤ 0, we say that σ is J j -feasible. Define, for a given j with 1 ≤ j ≤ n, F (j) = min{C j (σ ) : σ is a J j -feasible schedule }. If there is no J j -feasible schedules we define F (j) = ∞. We further define F (0) = t 0 as initial condition. If σ is a J j -feasible SDR-batch schedule such that the last batch is of the form {J i+1 , . . . , J j }, then the completion time of job J j equals (1 + b j ) times the completion time of J i .
Hence, F (j) can be calculated by the following dynamic programming recursion: We first give a dynamic programming algorithm for general sum-form objective function f j .
≤ N in any SDR-batch schedule σ . Let Q(j) be problem 1|p-batch; r j = t 0 ; p j = b j t| 1≤i≤j f i with jobs J 1 , J 2 , . . . , J j , where 1 ≤ j ≤ n. Let H(t, j) be the minimum completion time of job J j in an SDR-batch schedule for Q(j) under the restriction that objective value of the schedule is exactly t. If problem Q(j) has no SDR-batch schedule with objective value t, we define H(t, j) = ∞. We further define H(0, 0) = t 0 and H(t, 0) = ∞ for any t > 0 as initial condition.
If σ is an SDR-batch schedule for problem Q(j) such that the objective value is t and the completion time of J j is minimum, then the last batch in σ is of the form {J i , . . . , J j } for some i with 1 ≤ i ≤ j, and therefore contributes i≤l≤j f l (H(t, j) ). Furthermore, the schedule π obtained by restricting σ in the jobs J 1 , J 2 , . . . , J i−1 is an SDR-batch schedule for problem Q(i − 1) such that the objective value is t * = t − i≤l≤j f l (H(t, j) ). Since π is an SDR-batch schedule, the completion time of J j is calculated by
where the value of t * satisfies the condition
By summing the above discussion, H(t, j) can be calculated by the following dynamic programming recursion:
where Proof. Note that, by Observation 3.1.4, for a given schedule σ , the completion time of job J j is C j when the starting time of σ is t 0 , if and only if the completion time is pC j when the starting time is pt 0 . Then the result can be observed.
Let F (j) be the minimum total weighted completion time for SDR-batch schedules containing the last n − j + 1 jobs J j , . . . , J n . Processing of the first batch in the schedule starts at time t 0 . Furthermore, whenever a new batch is added to the beginning of this schedule, there is a corresponding delay in the processing of all batches. Suppose that a batch {J j , . . . , J k−1 }, which has processing time t 0 (1 + b k−1 ), is inserted at the start of a schedule for jobs J k , . . . , J n , then the starting time of these jobs increases from t 0 to t 0 (1 + b k−1 ). By Lemmas 3.1.3 and 3.4.1, the completion time of jobs J k , . . . , J n increases from C j to (1
Hence, the total weighted completion time of jobs J k , . . . , J n increases from F (k) to (1 + b k−1 )F (k). We are now ready to give the dynamic programming recursion. The initialization is F n+1 = 0 and the recursion for j = n, n − 1, . . . , 1 is
The optimal solution value is then equal to F 1 , and the corresponding optimal schedule is found by backtracking. Under the most natural implementation, the algorithm requires O(n 2 ) time. So we have: Proof. We show the result by reducing the Subset Product Problem, which is NP-hard [10] , to our problem in polynomial time.
The Subset Product Problem is defined as follows: Given a set R = {q 1 , q 2 , . . . , We first show that the reduction is of polynomial time. Under a binary encoding, obvious lower bounds on the size of the input for Subset Product Problem are m and log 2 A. For the scheduling instance, each processing time is bounded above by A (2m+1) . An upper bound on the total size of the processing times under a binary encoding is 2m(2m + 1) log 2 A, which is polynomially bounded in m and log 2 A. Similarly, upper bounds on the total size of the weights and due dates under a binary encoding are 2m log 2 (A + 1) and 2m(m 2 + m + 1) log 2 A, respectively, which are also polynomially bounded in m and log 2 A. Thus, our reduction is polynomial.
In the remainder of the proof, we show that Subset Product Problem has a solution if and only if there exists a schedule for the scheduling instance such that Conversely, suppose that there exists a schedule with n j=1 w j U j ≤ ln A. In such a schedule, all heavy jobs have to be on time. Hence, J m+1 has to be processed in batch B 1 , and neither job J j nor J m+j with j > 1 can be processed together with it in B 1 . Accordingly, J m+2 is processed in batch B 2 , which cannot begin before time A 2 , the earliest possible completion time of B 1 . Since J m+2 has to be completed by its due date A 7 , neither job J j nor J m+j with j > 2 can be processed together with it in Thus, i∈X q i ≤ A. The condition n j=1 w j U j ≤ ln A implies that i∈Y q i ≤ A, or equivalently i∈X q i ≥ A. Therefore, i∈X q i = A, which shows that X and Y define a solution to the Subset Product Problem.
Conclusions
In this paper, we study several single machine parallel-batch scheduling problems in which the processing time of a job is a linear function of its starting time. We give a polynomial-time algorithm for minimizing the maximum cost, an O(n 5 
)
time algorithm for minimizing the number of tardy jobs, and an O(n 2 ) time algorithm for minimizing the total weighted completion time. Furthermore, we prove that the problem for minimizing the weighted number of tardy jobs is NP-hard. Note that the complexities of these problems are similar to these of the corresponding problems without deterioration.
For the further research, it is interesting to resolve the complexity of problem 1|p-batch; r j = t 0 ; p j = b j t| w j T j and 1|p-batch; r j = t 0 ; p j = b j t| T j . Other extensions contain a study under general linear deterioration and the problems with the bounded model, i.e., b < n.
