Bases, mappings, projections and metrics, natural for Neural network training, are introduced.
Introduction
In modern Machine Learning, one typically studies a collection of observables which are points in some Ndimensional ambient space. Examples are the collection of intensities of N pixels in visual recognition, a collection of N frequency amplitudes derivatives in speech recognition, N stock prices or simply the collection of N bits (or spins chains). They are often referred to also as "nodes" or "states". If we have P observations, we are therefore looking at a P × N matrix X -the training matrixwhere every row is an observation and every column is an observable.
Notation-wise, we will refer to the collection {x i }, i = 1, ..., N of the columns of the training matrix as the collection of observables and it is generally highly correlated. The collection {x µ }, µ = 1, ..., P of the rows of the training matrix will be referred to as the collection of (training) observations and also typically highly correlated among themselves. We will use latin letters like i, j, k etc for the index in the collection of observables and greek letters like κ, µ, ν etc for the index in the collection of observations
In modern applications, N values typically range in the hundreds or thousands but can easily be into the millions, for 1024 x 1024 pixel images for example. The dimension P is typically in the thousands but can easily be in the millions. While P can in principle go to infinity, in practice, observations can be split up into batches describing different phenomena. We will therefore assume that P and N are of similar order of magnitude.
When one attacks typical problems of Machine Learning like Classification, Interpolation (Regression), Dimension Reduction etc, one looks for robust structures in the collection of observables, assuming that observations are simply fleeting and often noisy snapshots of these robust structures. The methods of Machine Learning are usually separated in two general buckets: i) In the so-called "generative" methods like Bayesian Networks, Gaussian Mixture Models (GMM), Hidden Markov Models (HMM), Generative Neural Networks, etc., one is looking to compute a conditional probability distribution P rob(x µ |X) µ=1...P . The goal is to generate the conditional probability for a new observation P rob(x ν |X), ν ∈ 1...P .
ii) In the so-called "discriminatory" methods like Logistic Regressions, Support Vector Machines (SVM), or Classifier Neural Networks, one estimates the mapping between the collection of observations P rob(x µ |X) µ=1...P and labels. These methods do not naturally offer distributions of observations and hence do not allow to generate new observations. The broader, generative methods, have learning time more or less explicitly in their equations while discriminatory methods do not. But even when learning time is explicitly present, one is generally looking for stability and robustness of the structures and these concepts are associated with stationarity i.e. independence of time. Traditional Machine Learning is, in that sense, equilibrium Machine Learning i.e. looking for stationary structures. For this reason, with small exceptions, most of modern Machine Learning (including GMM and HMM) forces or assumes wrongly the independence of observations. The approach makes a lot of sense when one deals with any fixed collection of observations: e.g. a collection of human faces or a collection of cats or a dictionary of words and we have reasonable success painstakingly "machine learning" those domains with their domain-specific methods.
Unfortunately, the structures emerging within the different collections of observations, for example, music tunes on the one hand and human faces on the other, are completely unrelated to each other. There is no natural mapping between sensory collections like collections of pictures and collections of "triphones" (used in speech recognition), not to mention cognitive knowledge like chess-playing or the human ability to build abstract constructs.
Since the human brain excellently manages all these distinct tasks, it is therefore generally believed that different parts of the brain have evolved and learned separately the skills for every specific task at hand. Because of the plasticity of the brain, i.e. its ability to learn new tasks by brain areas which have been originally designated for other tasks, there is a natural expectation that the learning approach is essentially universal. The only difference is that the input training data varies dramatically from task to task. Problem is, after more than fifty years of trying really hard to replicate that hypothetical universal learning process, using machines, humans have not succeeded. We are getting close -in the last few years, speech and vision recognition, for example, were more or less united into an umbrella of similar Neural Networks, but they still require a myriad of idiosyncratic problem-specific techniques to perform well. Moreover, they are solving an essentially stationary problem (human language, for example, is more or less a stationary set).
"Have we thrown the baby out with the bath water?" asked pointedly in the late nineties David MacKay -one of the main backers of the generative Gaussian Mixture Models (GMM), Mackay (1998) . He was referring to the disappointing state of affairs at the time when the exciting and all-promising artificial Neural Networks in the eighties had been shown to be mere smoothing devices via their equivalence to GMMs.
Well, it looks like we have. The "connectionist" approach to Neural Networks (Bourlard & Morgan (1993) , Ch. 5) took the wind out of the sails of the Neural Networks by demonstrating that, with the then current computing capacity, and for the problems practically solvable at the time i.e. number of observables in the thousands (but no more!), Neural Networks do not really have any advantage over explicitly generative methods like HMM or GMM. It did not help that the single most dominant technique for "training" the Neural Networks -Backpropagation -is believed to not be biologically plausible. This entirely justified critique did not really offer viable generative, universal and biologically inspired alternatives. In recent years, with the availability of more memory and ever more powerful massive parallel GPU computing, many research groups went back to the Neural Networks skeleton closet and have had success improving many benchmarks in Machine Learning, using essentially the same back-propagation. They are becoming mainstream in industrial speech-and visual-recognition systems, but at their core, they appear to be better engineered copy-cats of the same miscreants the connectionists bemoaned loudly and rejected in the nineties.
Definitions and notations.
Matrices and tensors will be denoted with capital boldfaced letters like G, vectors with regular bold-faced letters like q, linear of affine spaces will be denoted with capitals like R or O.
The training P × N matrix is X = {X µi } µ=1,...P,i=1,...,N , with the collection of observables -the column-vectors {x i } N i=1 of X and the collection of observations -the row-vectors {x µ } P µ=1 of X.
Since our observables {x i } N i=1 are column-vectors in R P , we will refer to R P as the space of all, not necessarily training observables or simply observables space. Similarly, the training observations {x µ } P µ=1 are row-vectors in R N and we will refer to R N as observation space. Let us assume that the training matrix is of rank M ≤ min(N, P ). We will call informally the M-dimensional subspace spanned by the rows or columns of the training matrix training space. More formally, let us introduce the notion of M-dimensional linear space of training observables O ≈ R M ⊆ R P as the linear subspace of R P spanned by the of observables
. Its linear dual space O ≈ R M ⊆ R N will be called the space of training observations and is spanned by the collection of training observations {x µ } P µ=1 . With the risk of abusing language, we will refer to arbitrary points in the space O, which are not in the training set, as hidden training observables. Similarly, points in the space O , which are not in the training set will be referred to as hidden training observations 1 . In other words both O and O can be broken down into visible and hidden subsets:
It is in principle of course possible that with the increase of the training set, a hidden observation may become visible.
R Note that an arbitrary observation i.e. a row-vector q = [q 1 , q 2 , ..., q N ] ∈ R N is not necessarily a training observation in O , neither visible, nor hidden.
3 The training set: bases, conjugates, projections, and metrics.
We will analyze here the structure of the training set from pure linear-algebraic point of view and introduce some basic concepts like bases, overlaps, conjugates, projections and related to them Gram matrices, metrics, etc. We will also suggest a graph-theoretical interpretation of the training data where training observations will be the graph vertices and their overlaps will become the graph edges.
Basis.
For a typical training dataset, neither the training observations {x µ } P µ=1 , nor the training observables {x i } N ı=1 are independent among themselves, and hence do not form a basis. Having a basis comes in very handy, so we will introduce a basis for both the observations space R N and observables space R P . For the observations space, the most obvious choice is the set of the ( likely hidden ) "indicator" observations
, e 1 = (1, 0, ..., 0), which are row-vectors and form an orthonormal basis of R N i.e. < e i , e j > E = δ ij in the plain Euclidean metric 2 . One can express the training observations via this basis in an obvious way:
X µi e i .
(3.2) and hence,
is the i-th coordinate of x µ . Because of the completeness of the basis, two observations are identical if and only if their coordinates in this basis are the same. Similarly, the column-vectors {e µ } P µ=1 ,
..
form an orthonormal basis of the observables space R P . We have for the training observables:
(3.5) and hence, the "dual" to (3.3) identity holds: (3.6) 3.2 Training mappings T and T . Overlaps.
The introduction of basis in the observations and observables spaces paves the way for an elegant description of their respective training sub-spaces. The training mapping of observations T is simply the multiplication from the left by X of the transposed observations:
where Xe 
where Xq T is the matrix product of X and the column vector q T . The µ-th coordinate of the training mapping of observation q :
is called µ-th training overlap, or simply overlap, because it defines the proximity between the readings of q and the training observation x µ (cf. Coolen et al. (2005), (3.19) ). It is natural to ask what is the training mapping Tx µ of the µ-th training observation x µ ? It turns out to be the µ-th row of the Gram matrix G of training observations:
This follows directly from (3.2), (3.9): the ν-th overlap of x µ is: The training overlaps of the training observations with themselves can naturally be called self-overlaps. The training mapping T is surjective but is not a projection in the linear-algebraic sense, Kostrikin et al. (1989) : it is not idempotent because TT = T. We will construct in (3.34), (3.42) genuine training projections P, P , so the distinction between a plain "mapping" and "projection" is not incidental (compare Figure 2 and Figure 12) .
The obvious counterpart of T for observables maps the basis vector e µ onto the training observation x µ :
It maps the basis {e µ } P µ=1 into the set of training observations {x µ } P µ=1 . We will also refer to T as training mapping because it will be clear from the context whether the domain is space of observations or observables. For an arbitrary observable q = P µ=1 q µ e µ ∈ R P :
. (3.13)
The i-th coordinate of this mapping :
defines again a i-th training overlap, i.e. proximity between the readings of q and the training observable x i . The training mapping T x i of the i-th training observable x i is the i-th row of the Gram matrix G of training observables: 15) because the self-overlaps of observables are: (3.16) 3.3 Conjugate and inverse observables/observations. Let us now "chain" the training mappings T and T and see if their composition amounts to anything? From the mappings definitions (3.8) , (3.9), (3.13), one has for an observation q ∈ R N : (3.17) which looks awfully similar to a Fourier decomposition but is not, because {x µ } do not form an orthonormal basis. Using the matrix form of the training mappings, one can re-write the training composition T T as: (3.18) where G is the Gram matrix (3.15) of the training observables. The inverse of an observation q under the training composition (if it exists) will be called its conjugateq :
Because T, T are in general surjective mappings, the conjugate is not uniquely defined. We will make a special choice inspired by (3.18). Let us assume for simplicity that rank(X) = M = N . Then G −1 is well defined 3 and for any observation q ∈ R N , its conjugateq from (3.18), (3.19) will be chosen to equal:
The conjugate observationq is in other words the covariant vector corresponding to the original contravariant vector q in the metric defined by the metric tensor G −1 . The conjugates of the training observations {x µ } form the rows of the P × N left conjugate training matrixX:
The "left" refers to the fact thatX T is exactly the left inverse of X:X 22) i.e. the columns ofX invert the training observables (columns of X). 4 . The rows ofX are by construction conjugate training observations, while, its columns are inverse training observables.
In general, an observation and its conjugate are very different because of the highly non-trivial nature of the Gram matrix G (see Figure 9 for examples). There is nevertheless a special class of hidden observations which equal their conjugates, up to a scaling factor. They are the so-called eigen-observations of G introduced in (4.1).
Switching to observables, one has in full analogy, for any observable q ∈ R P : (3.23) and the image of q under the training composition is again called its conjugateq:
where G is the Gram matrix (3.10) of training observations. Similarly to observations, we will assume that the inverse G −1 is well defined 5 . Then for any observable q ∈ R P , its conjugateq from (3.24) exists and is defined as:q
The conjugate observableq is in other words the covariant vector corresponding to the original contravariant vector q in the metric defined by the metric tensor G −1 .
In analogy with observations, the conjugates of the training observables {x i } form the columns of the P ×N right conjugate training matrixX :
whereX T is the right inverse of X:
The rows ofX are in other words orthogonal to the training observations and can be referred to as inverse training observations. There is again a special class of eigenobservables which equal their conjugates, up to a scaling factor (cf. (4.13)).
Example: MNIST dataset.
We plot the Gram matrix G for a part of the popular MNIST dataset in Figure 3 (the dataset is composed of 60,000 training and 10,000 testing images of the digits from 0 to 9, ordered randomly; every digit is displayed in a grid of 28 × 28 = 784 pixels; see LeCun et al. (1998) , where dataset is defined). The number of observables i.e. pixels in this dataset is N = 28 × 28 = 784 and the digits from 0 to 9 are randomly dispersed throughout the dataset. One can appreciate better the overall symmetries in the dataset by examining separately two special sub-blocks of G: i) the 28 pixels comprising the middle row 14 on the grid (Figure 4) and ii) the 28 pixels comprising the middle column 14 of the grid ( Figure 5) .
In both cases, we have dominant diagonal and first few sub-diagonals because the neighboring pixels in both the horizontal and vertical direction tend to "fire-up" together 5 In the case when rank(X) = M < P ≤ N , one has to work with the restricted version of the inverse matrix G −1 -see footnote 3. The 28 pixel sub-block of G comprising the middle row 14 on the 28 × 28 pixel grid (P = 5, 000).
in humanly recognizable images. The extra peak on either side in Figure 4 is due to the fact that a few digits, namely, 0, 1, 8 are (on average) symmetric with respect to the middle vertical line. The extra three peaks on either side in Figure 5 : The 28 pixel sub-block of G comprising the middle column 14 on the 28 × 28 pixel grid (P = 5, 000).
Figure 5 are due to the fact that the digits 2, 3, 4, 5, 6, 8, 9 are (on average) "simultaneously busy" in the top , middle and bottom section of middle vertical line. We also plot in Figure 6 the matrix G for the first 5,000 observations of the MNIST dataset introduced above. Because the random order of the digits in the dataset, unlike G, the matrix G has no visible structure or any symmetries to speak of. Humanly recognizable images in a typical dataset, including MNIST, tend to be very highly correlated between themselves in the Euclidean metric in R N ( Figure 7 ). To appreciate the actual magnitudes better, we plot on Figure 8 only the pairwise correlations between MNIST images which are neighbors in the original dataset order. The correlations are sorted subsequently in descending order. The expected obvious dependence between observations runs counter to the common assumption of independent observations in Neural Networks, which result in target minimization functions averaged uniformly across all observations (see the Introduction to Section 5 for more details).
To demonstrate the nature of the conjugates, we plot on Figure 9 the first ten images from MNIST and their respective conjugate images.
We also plot on Figures 19 -22 the distributions of Figure 6 : G for the first 5,000 MNIST images (i.e., P = 5, 000). 3.5 Training projections P, P .
Let us start with the case P ≥ N and assume for simplicity that rank(X) = M = N and G −1 exists. The P × P training projection matrix is defined as:
with matrix elements: (3.29) and the following properties:
This matrix emerges naturally in multi-dimensional linear regression where it is often called hat matrix 6 (cf. Hamilton (1994), Section 8). The matrix P is plotted on Figure   6 For a multi-dimensional linear regression model y ∼ xB + ε, where y ∈ R P and B is N × N matrix, the model-predicted values, 10 for the first 5,000 MNIST observations: compared to the Gram matrix G with same dimension from Figure 6 , it is a lot more sparse-looking and will converge to I N when P → N .
This symmetric projection matrix has the beautiful often denoted byŷ, are related to the empirical values y viaŷ = P y and the residuals are therefore ε = (I P − P )y.
Figure 10: On the top chart is the training projection matrix P for the first 5,000 MNIST images (i.e., P = 5, 000). On the bottom chart are its diagonal P µµ (solid line) and first off-diagonal P µ,µ+1 (dashed line) elements, sorted in descending order of the diagonal elements.
property of being the observation Gram matrix:
of some P × n data matrix V, whose corresponding observables are orthonormal (V T V = I n ) , and n < P is the rank of projection matrix. This follows from the diagonalization property of symmetric matrices and the fact that the eigenvalues of a projection matrix equal either 1 or 0 (Hamilton (1994), (8.1.20), (8.1.21) ). When we introduce singular value decomposition in Sub-section 4.3, we will recognize the training projection matrix as the Gram matrix of the left singular matrix V of X (4.5).
There is in fact a whole family of projections which satisfy (3.30) and (3.31). Pick an arbitrary P × P orthogonal matrix S which preserves X, i.e. SX = S T X = X when acting from the left 7 . Then the corresponding data matrix V = SV and projection matrixP = SP S T still satisfy (3.30) and (3.31):
In the general case, when an arbitrary P × P orthogonal matrix S does not preserve the observation space O and X, i.e. SX = S T X = X, the corresponding data matrix V = SV still has orthonormal observables i.e.V TV = I n . In the general case though, the Gram matrixVV T -while still a projection matrix -projects on a different space. It is a projection on the rotated observation space, spanned by SX:
The projection matrix P defines a corresponding training projection P on R P in an obvious way :
The training projection P can be thought of as Dimension reduction which is especially violent for the typical case P N (see Figure 13 ). It is shown diagrammatically via the training mappings T, T and the conjugationˇon the top of Figure 11 .
On the bottom of Figure 11 is shown the action of P on the R P -orthonormal basis of column-vectors {e µ } P µ=1 , introduced in (3.4). The training projection of e µ is the µ-th row of the training projection matrix P . In coordi-7 A multiplication of V from the right by an orthogonal N ×N matrix S, i.e. a rotation in the space of observables O ∼ = O , does not generate a new projection, because (VS)(VS)
Training projection P in terms of linear spaces (top) and in terms of basis vectors (bottom).
nate terms, 35) which is exactly the conjugate self-overlap of x µ -compare with the self-overlap (Tx µ ) ν = G µν from (3.11). This means that the squared Euclidean norm of the training projection ||P e µ || 2 E measures the sum of the squared overlaps, hence the proximity, of the conjugate training observationx µ with all other training observations. Because P is a projection (property ii) in (3.30)), The orthogonality of the training projection (property iii) in (3.30)), allows us to split the space of observables R P into a direct sum of the training space O = P R P and its orthogonal O ⊥ = (I P − P )R P :
In the framework of Figure 1 , we visualize on the right side of Figure 12 this training decomposition (cmp. against Figure 2 ). For the basis vectors {e µ } P µ=1 introduced in (3.4), this orthogonal decomposition becomes: 38) where ε µ ∈ O ⊥ can be thought of as a residual, similarly to a linear regression model as in footnote 6. Due to the orthogonality (3.37), the Pythagorean theorem and the projection property (3.36) now imply:
In particular P µµ = x µ G −1 x T µ ≤ 1 and equality is reached only if the basis vector e µ is in the training space O. In analogy with regressions, one can call the sum
residual sum of squares (RSS). In a typical dataset, it is likely to increase as P increases for a fixed N -see Figure  13 . Switching for completeness to the case P ≤ N , there is an obvious analogue of the training projection, using the right conjugate matrixX from (3.26): the projection matrix:
induces the projection P:
with the respective direct sum decomposition of the space of observations: 43) where
3.6 Training metrics and their conjugates.
The plain Euclidean metric for observables < p, q > E = p T q in the image space R P of T, induces a new metric in domain space R N of T : for two arbitrary observations p , q ∈ R N :
where G is the Gram matrix of the training observables (3.15). We will refer to (3.44) as the T-training inner product (or simply training metric) for observations. By the definition (3.44), the training inner product is the plain Euclidean product of overlaps:
45) Figure 13 : The diagonal (solid line) P µµ and first offdiagonal (dashed line) elements P µ,µ+1 of the training projection matrix P for P = 1, 000 (top) and P = 5, 000 (bottom), sorted in descending order. We used respectively the first 1,000 MNIST images (top) and first 5,000 MNIST images (bottom). The residual sum of squares RSS = µ (1−P µµ ) is 1 minus the solid line and clearly increases as P increases, for a fixed N . The bottom chart differs from the bottom chart in Figure 10 because here the dimension was reduced in the space of observables from N = 784 to M = 600.
where the right-hand sight is the familiar Hebbian metric for the two observables {p µ }, {q µ } ∈ O , still widely used for learning algorithms in Neural Networks. By mapping arbitrary observations p , q ∈ R N into the respective observables via T, we in other words "flattened" the highly non-trivial metric p Gq T into a plain Euclidean metric. The training inner product of two training observations < x µ , x ν > T is from (3.11), (3.44), (3.45):
In particular, the squared training norm ||x µ || 2 T = x µ Gx T µ is given by the respective diagonal element of G 2 : 47) and measures the sum of the squared overlaps, hence the proximity, of this particular training observation x µ with all other training observations. To visualize the difference between the the training norm <, > T and the standard Euclidean norm <, > E , we plot on Figure 14 , for the first 5,000 MNIST observations, the scatter plot of their squared training norm < x µ , x µ > T against their respective squared Euclidean norm < x µ , x µ > E = G µµ , µ = 1, ..., 5000. The two metrics are different, albeit correlated. Similarly, the scatter plot between the squared Euclidean and squared training norm, but for invisible conjugate observations, is on Figure 15 . One sees a again a very high correlation between the two metrics.
Switching to observables, in analogy with (3.44), the Euclidean metric in the image space of T induces again a training metric in the domain space R P of T : for any two observables p, q ∈ R P , one has: (3.48) where G is the Gram matrix of training observations (3.10). 
, using the first 5,000 MNIST images (P = 5, 000; N = 784).
Equally important to the training metrics < p , q > T and < p, q > T are their "conjugate" counterparts. The conjugates training metrics are simply the training metrics introduced above, but for the conjugates <p ,q > T and <p,q > T , which were introduced in (3.19), (3.24). The conjugate training metric of observations p , q ∈ R N is defined:
where the conjugate observationq was defined in (3.19) (and assuming that G −1 is well-defined). The subscript T −1 is used because it can be thought of as induced by the Euclidean metric for observables in the domain space R P of T :
There is an obvious connection with the training projection matrix P : the conjugate training inner product of two training observations < x µ , x ν > T −1 is from (3.29) the corresponding matrix element P µν of P and 
against the squared Euclidean norm of the conjugate observations ||x µ || 2 E (horizontal dimension), using the first 5,000 MNIST images (i.e., P = 5, 000). Observables dimension was reduced from 784 to 600 i.e. N = 600.
the squared conjugate training norm is: (3.36) ). Unlike the training norm (3.47), there is no matrix squaring here, due to the projection property P 2 = P . Similarly to the training norm, the conjugate training norm ||x µ || 2 T −1 measures the sum of the squared overlaps, hence the proximity, of the conjugate training observationx µ with all other training observations.
The squared conjugate training norms for the MNIST dataset are plotted on Figure 13 for two different number of observations P . We also plot on Figure 16 the scatter plot of their squared conjugate training norm ||x µ || 2 T −1 = P µµ against the respective squared Euclidean norm ||x µ || 2 E = G µµ , µ = 1, ..., 5000. The two metrics are completely different! It turns out, the conjugate training metric is highly correlated with another Euclidean metric: not of the original observations, but of their conjugates, as seen in Figure 15 . 
, using the first 5,000 MNIST images (i.e., P = 5, 000). Observables dimension was reduced from 784 to 600 i.e. N = 600.
Switching again to observables, for any two arbitrary observables p , q ∈ R P :
which is equivalent to: (3.53) 3.7 Graph-theoretical view.
From graph-theoretical point of view, we will think of training observations as the vertices of the training graph and will consider two training observations connected if the overlap (x µ ) κ = (x κ ) µ = G µν is greater than a predefined threshold. One can think of the square of the overlap (G µν ) 2 as being proportional to the number of edges between the two vertices µ and ν and hence the matrix G can be thought of as the adjacency matrix of the training graph. If one goes one step further and introduces "transition probability" between vertices in the quantum probability sense, the square of the overlap between two vertices will be proportional to the probability of "direct" transition between two vertices. Obviously, the one-step direct transition is not in general the most probable path between two vertices and there will be a miriad of more probable multi-step paths connecting them.
Moreover, since G 2 is exactly the Gram matrix of the overlaps, the training norm (3.47) is the vertex degree or vertex valency of the vertex µ i.e. it is proportional to the "number of edges" incident to the vertex. In particular, the summand (G µµ ) 2 in (3.47) for κ = µ corresponds to the self-loop of vertex µ. In order to measure the true inter-connectedness of vertex µ, we need to compare our graph against a graph consisting of N identical vertices µ, each with self-loops (G µµ ) 2 .
Summary of metrics.
Let us finally summarize the different metrics introduced so far for observations and observables. For arbitrary observations p , q ∈ R N and observables p, q ∈ R P , we have: i) the plain Euclidean metric
ii) the training metric (3.44) for observations and (3.48) for observables:
iii) the conjugate training metric (3.50) for observations and (3.53) for observables:
Let us stress that the conjugate training metric for observations (resp. observables) is applicable only when G −1
(resp. G −1 ) exist.
4 Training probability distributions.
Let us now look at the training set from probabilitytheoretical point of view.
Eigen-observations.
From probabilistic point view, one is always better off if some form of factorization can be achieved i.e. deal with random variables which are independent. Independence typically implies orthogonality in some natural metric. In the context of the linear algebraic picture of training set developed in Section 3, we can therefore first address the simpler problem of orthogonal zing observations and observables.
Training observables and observations are in general highly correlated, so we need to consider in the spirit of (2.1) hidden variables which are linear combinations of training observations i.e. points in the training space O which are not in the training set O visible . Natural candidates are the orthonormal eigen-vectors
of the training Gram matrix G (cf. (3.15)) which are covariant column-vectors in R N . They are in the training space O (cf. (4.7)) but typically hidden and we refer to them, as is common, as eigen-observations. The eigen-observations satisfy:
(4.1)
They are orthogonal in the training metrics and orthonormal in Euclidean metrics,
We will order the eigen-observations
. For the first 5,000 MNIST images, the top one hundred eigenobservations in this order are plotted on Figure 17 . The scatter plot of the top two eigen-observations against the averaged pixel intensities {x i } N i=1 are shown in Figure 18 . We will refer to the training mappings Tw , in decreasing order of the respective eigen-values, using the first 5,000 MNIST images (i.e., P = 5, 000).
Due to (3.20) , and the definition (4.1), eigenobservations with non-zero eigenvalues equal, up to a scaling factor, their conjugates:
see (4.14) and (4.15) for more color on that.
Distributions of Eigen-Mappings.
One has to ask to what extent training mappings on the eigen-observations capture important structures of the dataset. In the MNIST dataset e.g, there are ten distinguished clusters, namely the ten digits, and one would want to find one-or higher-dimensional mappings along which the ten clusters are visibly separated. Unfortunately, as Figure 19 shows, except for the 3rd eigenmapping, there is no sign of multi-modal distributions which would allow us to separate the main clusters in the dataset. Even worse, except for the 3rd eigen-mapping which is bi-modal, the rest of the eigen-mappings are unimodal and very close to Gaussian -cf. Figure 20 to con- Figure 18 : Scatter plot of the values of the first eigenobservation w 1 (circles) and the second eigen-observation
, wherex i = P µ=1 X µi , using the first 5,000 MNIST images (i.e., P = 5, 000). The first eigen-observation is virtually identical to the average value of the respective pixel, which is not the case if the data is de-meaned. firm that they do look like "noise". This is in stark contrast with the time series plot of the bottom ten eigen-mappings on Figure 21 , which are visibly spiky and hence, highly non-Gaussian. Since the clusters may be "squashed" and invisible in one-dimensional mappings, one could look for them in higher-dimensional eigen-mappings space. We plot the 3-dim scatter plot of the top three eigen-mappings on Figure 22 . Again, there is no sign of any clustering.
Singular value decomposition.
We will assume for simplicity of presentation that the eigenvalues {λ 2 i } of G are different and G is of full rank M = N <= P (this assumption is not critical). The eigen-observations are the columns
of the orthonormal matrix W in the singular value decomposition of X:
where V is P × P left singular orthogonal matrix (VV T = V T V = I P ) , Λ is P × N diagonal matrix, with diagonal elements -the eigenvalues {λ i }, and W Figure 19 : Probability distributions of the top ten eigenmappings {Tw
, using the first 5,000 MNIST images (i.e., P = 5, 000). The aggregate image count for each of the 10 histograms is hence 5,000 . These are also the histograms of the top ten eigen-observables is N × N orthonormal matrix (WW T = W T W = I N ), using the notation I for the identity matrix in the respective dimension. The matrix W is the same matrix as in 3 , using the first 5,000 MNIST images (i.e., P = 5, 000).
(C.10).
One can now easily check that the eigen-observations are in the training observation space O , albeit hidden in the general case (cf. Section 3): Using the orthogonality of V, it follows from (4.5) that:
and hence
The singular value decomposition of X has as an obvious by-product the singular value decomposition of G, G :
where Λ 2 is a diagonal matrix with positive diagonal elements the squared eigenvalues {λ
Whitening.
In typical real-life datasets, one can add more observations while number of observables is fixed i.e. P N and let us assume again for simplicity that rank(X) = M = N . In that case, one can consider instead of the left singular matrix V its truncated P × N sub-matrix, comprised of the first N columns (abusing notations, we will continue to use the same letter V but will refer to it as truncated left singular matrix). The truncated V is orthogonal in one direction only i.e. V T V = I N but VV T = I P . In fact, one can easily check from the definitions (3.28), (4.5), (4.8) that the Gram matrix VV T is exactly the training projection matrix P :
and hence its elements yield the conjugate training metric (3.49), (3.51) for the training observations -see for the MNIST example Figures 10 and 13. Because the Gram matrix V T V of the truncated V is the identity matrix I N , if the columns of V have in addition zero means, the truncated V is often referred to as the whitened data matrix. The rows {v µ } of the truncated V can be used to express the training observations: from (4.5), 10) and this is why the matrix ΛW T is called de-whitening transformation. The inverse transformation WΛ −1 , when well-defined, is called whitening transformation:
The conjugate analog of < x µ , x ν > T is from(4.9): 
Eigen-observables.
The columns of the truncated V form an orthonormal basis in the observable space. They are called eigen-
because they are the eigen-vectors of the other training Gram matrix G (cf. (3.10)), as columnvectors in R P . Because the eigen-observables are orthonormal, when their means are zero, they can also be referred to as whitened observables. The eigen-observables satisfy:
(4.13)
From the singular value decomposition (4.5) and (4.8), eigen-observables equal, up to a constant, the training mappings (3.8) of the transposed eigen-observations: 14) and vice versa, from (3.13),
This explains why eigen-observations and eigenobservables are self-conjugate, up to a constant:
In addition, one can express training observables x i via the orthonormal O-basis of eigen-observables:
Due to the relations (4.14), (4.15), the plots on Figures  (19) - (22) represent the eigen-observables as well. The scatter plot of the values of the top two eigen-observables against the averaged observation intensities {x µ } P µ=1 are shown in Figure 23 using the first 5,000 MNIST images. The first eigen-observable is not identical to the average observation intensity but appears to be highly correlated to it. Surprisingly, the second eigen-observable is negatively correlated to the average observation intensity. , wherex µ = N i=1 X µi , using the first 5,000 MNIST images (i.e., P = 5, 000).
Observation probabilities.
NonGaussianity.
When asking the question of probability distributions in the training set, it is convenient to work with the whitened data matrix V, instead of the original X. Because of the linear relationships (4.17) between the two, testing for Gaussianity e.g. is easier done on the whitened data matrix.
We did some preliminary analysis of the top ten eigenobservables in Figures 19 and 20 and did not find evidence of major deviation from Gaussianity for them. They represent only a very special small subset of mappings of the training set and the cited evidence is by no means representative of the overall distribution.
We need a more quantitative measure of deviations from Gaussianity. A common metric for non-Gaussianity of, say the whitened eigen-observables v i = {v µi } P µ=1 , is their fourth moment E(v 4 i ), where E(.) signifies expected value. The fourth moments of the eigen-observables
for the MNIST dataset are plotted on Figure 24 in three different scales. With the exception of the first few eigen-observables, the rest are super-Gaussian i.e. have fatter tails than a Gaussian distribution.
This super-Gaussian behavior takes extreme proportions for the bottom half of the eigen-observables. Let us dig a little deeper into this. Recall that the eigenobservable v i is obtained by "normalizing" the eigenmapping Xw i ,i.e. dividing it by the respective eigenvalue λ i . The kurtosis i.e. the fourth cumulant
is the correct Figure 24 ). As Figure 26 shows, this is not the case when P ≈ N . While there is still visible non-Gaussianity for the eigen-observables at the bottom end, this non-Gaussian behavior starts a lot closer to the end and as the vertical scale shows, is not nearly as extreme as when P N . This is not a priori obvious since the eigenvalues and the second moments are the same, irrespective of whether P ≈ N or P N .
Statistics and hierarchy.
Increasing the training paths length to an arbitrary large number naturally brings about the need for probabilistic and statistical considerations. We will present here combinatorial heuristics for the training graph which will lead to natural connections with Classical and Quantum Non-equilibrium Thermodynamics. In particular, we will see how non-linear, bounded, monotonic, C ∞ activation Figure 24 : The fourth moment E(v
µi of the top 600 eigen-observables in the MNIST dataset (using all P = 60, 000 observations, i.e. 60, 000 = P N = 784). All data was scaled up by a factor of 10 4 , in order to ensure that the minimum eigenvalue exceeds 10 −14 , which is dangerously close to the double machine precision. The fourth moment of a Gaussian distribution with unit variance is 3. Eigen-observables are ordered in descending order of their eigenvalues: clearly there is a major break-down of Gaussianity for eigen-observables from the bottom half (to the right) which have super "fat tails" .
functions, widely used to connect layers in Neural Networks, arise naturally.
In the following sections, we will leverage off this intuition to develop from first principles both the statistics and the kinetics of the training set. We will first show how the classical Boltzmann statistics naturally arises in the equilibrium training graph and argue that it is inadequate in the general case because it describes only factorisable correlations between observations or observables. In a geometric sense, this is equivalent to a global flattening of the metric in the training space. The non-equilibrium nature of the real world on the other hand demands breaking the reversibility in time i.e. the rise of arrow of time. Markov processes irreversible in time violate the Princi- Figure 25 : In order to appreciate the behavior of the leading eigen-observables, we zoom in Figure 24 and plot separately the fourth moment of the leading 40 (top) and the leading 350 (bottom) eigen-observables. With the exception of the first few eigen-observables, the rest are superGaussian i.e. have fourth moments significantly exceeding 3 and hence fatter tails than a Gaussian.
ple of Detailed Balancing (Lifshitz & Pitaevskii (1981) , Ch.2) and hence have non-symmetric in the real domain Hamiltonians i.e. transition matrix.
The vast majority of Machine Learning procedures either assume a priori independence of training observa- Figure 26 : The same as Figure 24 (the rescaled fourth moment of the top 600 eigen-observables) but using only the first P = 1, 000 MNIST observations, i.e. 1, 000 = P ≈ N = 784. While there are some extreme fourth moments on the right, they are much more subdued than in the case P N in Figure 24 .
tions or "force it" when taking a Thermodynamic Limit N → ∞ (see e.g. Mackay (1998) , 11.1 for the case of Gaussian Mixture Models or Kingma & Welling (2014) , Rezende et al. (2014) for the so-called Bayesian Variational models). Ordered observations (respectively observables) which are independent or have dependencies which are of short-term (resp. short-range) nature i.e. "strongly mixing", have nice asymptotic properties when taken to the Thermodynamic Limit: they satisfy a classical Central Limit Theorem i.e. the distribution of their mean converges to a Gaussian which corresponds to the familiar Boltzmann statistics in Statistical Physics, Landau & Lifshitz (1980) , Sec 40. When on the other hand the dependencies or interactions are long-term (resp. long-range), more general super-statistics come in play, Beck (2009) . A subset of those are the so-called Tsallis statistics for which a qCentral Limit Theorem holds Tsallis (2009). The limit case q → 1 corresponds to the classical Boltzmann statistics. For the cases of q > 1, the asymptotic limit is a distribution with fatter polynomial tails than the Gaussian exponential and the classical exponentials from the Boltzmann statistics are replaced by the so-called Tsallis q-exponential.
In physics terms, the Boltzmann statistics corresponds to low occupational densities (see below) i.e. to very weak statistical "interactions" or dependencies. For stronger dependencies, there is a rich formalism developed for the needs of Quantum Field Theory and Statistical Physics: one now considers the tensor product of replicas of our original space of observations (resp. observables) and new statistics emerge. The classical Bose-Einstein Statistics described by bosons is the case of symmetric tensor products and Fermi statistics described by fermions is the case of skew-symmetric tensor products. More generally, if the statistics changes as the size of the tensor product of replicas increases, one arrives at the so-called exclusion statistics introduced relatively recently in physics by F.D.M. Haldane (1991) Georgiev (1996) , and many other seemingly unrelated areas in physics and mathematics. The exclusion statistics have similar appearance to the Boltzmann statistics but with the classical exponential replaced by another q-exponential which differs from the Tsallis q-exponential. For a generic training set, both the Tsallis q-statistics and the exclusion statistics will come into play.
Let us go back to our training graph (Sub-section 3.7). Inspired by quantum-mechanical analogies, the inner products above and their derivatives can be thought of as being proportional to transition probabilities between observations (resp. observables in the dual picture). A path is then a monomial of observations (resp. observables) and "lives" in the tensor products of O (resp. O ). In this interpretation, the path-sums quantify the interactions between the starting and ending observation, in particular, a path of length K accounts for a specific Kobservation interaction. There is no reason to choose a priori a specific path-length, so one has to consider sums over paths of all possible lengths. In practice, the length of the training paths will be limited because many inner products < x µ , x ν > E will be "too small" and can be discarded i.e. we have sparsity. As discussed above, in this case, we will not consider the two vertices x µ , x ν connected and hence the training graph will not be fully-connected but instead broken into irreducible sub-graphs .
There are a number of different ways to to consider arbitrary long paths and ensure convergence in the limit to infinitely long paths. In the spirit of social network graphs, Bianconi & Barabási (2001) , we will associate every vertex in the factorized graph with an energy level ε i and a link between two vertices with a quasi-particle i. We will assume at first that interactions between vertices are factorisable i.e. we only have paths between identical vertices and thus our graph can be decomposed into mutually unconnected sub-graphs. The edges in these sub-graphs correspond to the training mappings defined in Section 3 and thus a K i -step path is a collection of K i identical quasi-particles of type i. The path-length (number of quasi-particles) K i is commonly referred to in physics as occupation number.
Equilibrium, noise and hierarchy
Our goal here is, roughly speaking, to find from first principles the most likely value of the path-lengths (occupation numbers) {K i } in equilibrium. In order to explain what that means, let us note that in a general (nonequilibrium) condition, the state of a system with variable occupation numbers, like ours, is determined by both the energy ε i and the occupation number K i of the state, among possibly other macro variables. Also, except for zero temperature T = 0 (see below), there is an ambient uncertainty i.e. noise because of the large number of micro variables {ξ α } whose dynamics is too complicated to quantify. In other words, macro variables like ε i and K i can not be calculated exactly but are ensemble averages over the complicated and generally unknown probability distribution of the micro variables P (0) (ξ α ) :
subject to certain constraints on the micro variables. For systems which can be broken into a large enough subsystems, one can consider higher levels of hierarchy where the former macro-variables become micro-variable and new class of macro-variables emerge, which are averages of the former ones. For example, the macro variable occupation numbers of the so-called Boltzmann statistics (5.12) become micro variables at the higher hierarchical
Fermi and Bose-Einstein Statistics (5.15), (5.24). As is common in Statistical Physics, in order to simplify notations, for a given level of hierarchy, we will omit the bar signs, signifying averages. A full set of macro variables defines a state of our system and Statistical Physics was built as an attempt to "cancel out" the micro variables completely and conjure up laws i.e. equations between measurable macro variable alone. If one succeeds, the frequency of occurrence or likelihood of a state is a higher-hierarchical probability distribution P
(1) = P (1) (ε i , K i ) which is a function of the macro variables alone (will skip for simplicity the full list of macro variables here). This distribution is the noise at the new higher hierarchical level. There are situations where the energy ε i is independent of K i and cases where ε i (K i ) is a function of K i but in general, one can think of P
(1) as a function of K i :
In this context, equilibrium is the state with maximum log likelihood i.e. the state which maximizes the entropy S = ln(P), Landau & Lifshitz (1980) , Ch.XII. It is determined, if one finds the explicit functional dependence K i = ϕ i (ε i ) which solves the optimization problem:
In probabilistic terms, in equilibrium, the probability distribution P (1) has a mode for K Eq i = ϕ i (ε i ). The averaging of K i over the higher-level distribution P
(1) yields same results as the averaging (5.1) over the lower-level distribution P (0) but with some of the constraints relinquished. Hence, like the Gaussian distribution, the distribution of K i has the mode equal its mean i.e.
In practice, in order to account for the scale of the system, one does not work directly with the occupation numbers {K i } but instead, with the occupation densities {k i }, obtained by dividing K i by the respective characteristic scale or degeneracy L i for that state i.e. k i = K i /L i . In Quantum Statistical Mechanics, the role of L i is played by the number of quantum occupation states available to the respective quasi-particles e.g. the degeneracy at a given energy level ε i . In Classical Statistical Mechanics, L i is the rescaled phase volume i.e.
where ∆p (i) ∆q (i) is a small region in the phase space (p, q are respectively the momenta and coordinates) but large enough so as to contain a statistically large number of quasi-particles, r is the dimension of the system and is the Planck constant (cf. for example Landau & Lifshitz (1980) , Sec. 38). The phase space in the numerator has the dimension of action in the physics sense of the word i.e. "energy x time".
In our context, the momenta are "integrated out" and squashed into "noise", and we will resort to the "energy x time" interpretation. We will define it as the number of training observations {x µ } with yet to be defined energy H(x µ ) in the range ε i ± ∆ε i , multiplied by the number of steps needed to update all observables i, i = 1, ..., N :
(5.6)
In the so-called parallel dynamics, all observables are updated simultaneously and the second multiplier is 1. In the so-called sequential dynamics, the observables are updated one by one by drawing randomly from the set {1, 2, ..., N } (cf. Coolen (2002) ) and hence the second multiplier is ∼ N . Let us summarize the task of finding equilibrium in the context of the training graph: We are looking for Maximum Likelihood of appropriate distributions for occupation densities (scaled path lengths) of observables, possibly at different hierarchy levels, i.e.
subject to constraints:
where M = dim(O), cf. Section 3, K is the total number of quasi-particles (total sum of path-lengths) and E is the total energy. The convention in Statistical Physics is to "hide" the characteristic scales in the constraints by summing in addition over a "degeneracy" index l i such that Li li=1 1 = L i which corresponds to summing over all "sub-states" corresponding to a given energy level ε i . Then the constraints read as:
(5.9)
In the space of observations, the characteristic lengths are the same (because training parallelogram has the same characteristic size) but the occupation densities are in general different and could have a very different probability density distribution:
(5.10) subject to constraints:
Fermionization and Bozonization
The three statistics most often arising in Statistical Mechanics are the familiar Boltzmann, Fermi and BoseEinstein Statistics. Let us discuss them in our context, using notations for occupation densities k i and energies ε i (cf. Landau & Lifshitz (1980) , Sec. 40, 55):
i) Boltzmann Statistics, valid when k i 1 and:
where averaging is over micro variables (subject to constraints) as in (5.1), α = µ/T and β = 1/T , µ is the so-called chemical potential and T is the temperature (we assume the Boltzmann constant to be 1). The occupation densities are subject to the constraints (5.9) for the aggregate number of quasi particles and energy, in particular, 13) and hence p B i = k B i /K can be interpreted as weights or probability densities over all states, including degeneracies.
One should stress that the Boltzmann statistics is meant for ideal gases i.e. systems with negligible interactions between their components. It is inapplicable (i.e. its validity constraint k i 1 is violated), if the chemical potential is fixed and the temperature T drops to zero, (5.12):
In other words, at low temperatures, ideal Boltzmann gases "condense" and the interactions between their components can not be neglected anymore. As a result, nontrivial higher hierarchies are created, as discussed in the text between (5.1) and (5.2). Examples of such higher hierarchy statistics are the Fermi and Bose-Einstein statistics introduced below. Conversely, for fixed chemical potential and high temperatures T 0, interactions fade and any probability distribution, including the Fermi and Bose-Einstein distributions, will eventually converge towards the Boltzmann distribution, ((5.16), (5.26) below).
where averaging is over the Boltzmann distribution (5.12), subject to the the constraints that k i = 0 or k i = 1. In other words, it is obtained by mixing together a large (of the order of magnitude of the characteristic scale L i ) number of independent Boltzmann sub-systems (quasiparticles) from (5.12) so that k i ∼ k B i L i ∼ 1, subject to the the constraints that k i = 0 or k i = 1. This process is called fermionization and the resulting system (quasiparticle) is a fermion. As mentioned above, for high enough temperatures, the Fermi distribution morphs back into the Boltzmann distribution:
The Fermi distribution (5.15) is easily derived from its interpretation as a mixture of independent Boltzmann sub-systems, subject to the above constraints. Because of independence, the probability of mixing rk
Boltzmann sub-systems of type i is (p 
(5.17)
In the context of the earlier discussion, this is an example of a higher hierarchy distribution P (1) built on top of the lower hierarchy Boltzmann distributions P (0) . Note that the probability for the fermion to be in either of its two states is given by
i.e. it is given by the logistic function. The probability can also be expressed via a trigonometric hyperbolic function as follows:
It is convenient to describe the two fermion states via a new macro variable spin which flips sign between the two states i.e. σ i = ±1:
With the standard parametrization α = µ/T and β = 1/T from (5.12), noise magnitude is determined by the temperature T and the noise disappears at T = 0. This is the familiar non-linear, bounded, monotonic, C ∞ activation function in recurrent (stochastic) Neural Networks: for given spins in all states {σ j (t)} at time t and some typically linear function ε i = −h i ({σ j (t)}) + µ of the spins in all states, the spin σ i (t + 1) at time t + 1 is randomly drawn from the above distribution i.e. with probability:
The average of the spin in this higher hierarchy noise distribution is easily computed to be:
This is one of the activation functions in recurrent Neural Networks, where instead of random sampling as above, one takes averages as time progresses:
without any constraints for k i . The Bose-Einstein distribution is derived from Boltzmann distributions, using:
The only condition is that p B i < 1 for all ε i , hence µ < 0. This is anothern example of a higher hierarchy distribution P
(1) built on top of the lower hierarchy Boltzmann distributions P (0) . As mentioned above, for high enough temperatures, the Bose-Einstein distribution morphs back into the Boltzmann distribution:
(5.26)
6 Training Statistics.
We will focus here on applying the concepts developed above to the training set.
Characteristic training scales
Since we have all the machinery ready, lets introduce here the concept of characteristic scales in the training space. As mentioned above during the introduction of the physical concepts of occupation numbers and densities, we will need some notion of "scale" and "volume" in our training set. There are the analogues of phase space volume in Classical Statistical Mechanics and the number of quantum states in Quantum Statistical Mechanics. As mentioned above, the characteristic scale L i of the i−the eigen-observation (or eigen-observable) is expected to be of the same order of magnitude as the degeneracy or multiplicity of the resp. energy eigenvalue ε i i.e.
Since ε i are related to the eigenvalues of the Gram matrices λ 2 i and will change as time progresses and one adds more observations, let us discuss their asymptotic behavior. As the size of our training set grows, so do its characteristic scales. For random matrices consisting of independent identical Gaussian elements with unit variance, the asymptotic behavior (and even the distribution) of the largest eigenvalue λ 1 is well known (cf. Johnstone (2001)). It grows as the square root of the number of observations P and the number of observables N :
The asymptotic distribution of the remaining eigenvalues is smaller than (6.2) (Juhasz (1981) ). One can therefore assume that there exists n ∈ N, n < N , such that the largest n eigenvalues increase in value according to (6.2), as the system scales up i.e.
Training Boltzmann statistics
We are now ready to go back to the original goal of computing the most likely probability distribution (5.7) of path-lengths (occupation numbers) in our training graph, subject to constraints (5.8). We will consider training graphs with eigen-observations as vertices and edges corresponding to training mappings defined in Section 3. Let's start with the sub-graph of eigen-observations of type i. As mentioned in the discussion leading to (5.7) and (5.8), every vertex will be associated with an energy level ε i , yet to be determined. As discussed above, the equivalent of the number of available states for our training graph are the characteristic lengths L i ∼ mult(ε i ) as in (6.1). As mentioned above, the characteristic scales will change with time and as the training graph grows. Paths between identical vertices are indistinguishable so our sub-graph is not ordered. The statistical weight of a K i -step loop path is hence the number of unordered sequences of length K i , composed of the numbers 1, ..., L i :
The number of its permutations K i ! in the denominator accounts for fact that the sub-graph is not ordered.
We can now move on to the full training graph. The orthogonality of the eigen-observations implies that the full graph will be an union of mutually unconnected subgraphs, each corresponding to distinct type i of eigenobservations. Therefore the full probability density (5.7) is a product of the individual densities. Switching again to occupation densities {k i }, K i = k i L i , the equilibrium problem from (5.7),(5.8) i.e. finding Maximum Likelihood distribution of occupation densities is:
6) subject to constraints:
We will show for completeness that the Boltzmann distribution is the solution of this optimization problem, following Landau & Lifshitz (1980) , Section 40. Due to the Stirling approximation of log-factorial:
one has from (6.6), after cancellation of ln(L i ) terms,
Hence, after cancellation of L i term,
Using standard Lagrangian multipliers technique with Lagrangian coefficients α and β for the constraints (6.7),
one arrives from (6.10) at the Boltzmann distribution (5.12): (6.12) 7 Observations statistics: ferromagnetic and anti-ferromagnetic case.
We will focus here on the space of observations and look for appropriate statistical representation. As discussed in the introduction of Section 5, most of modern Machine Learning assumes independence of observations while in real life they are clearly highly correlated (cf. Figures 6 and 7 in Section 3) We will start from the Gram matrix for overlaps G 2 and the respective training graph, introduced in Section 3. Recall that according to (3.11), the ν-th overlap (x µ ) ν of the µ-th observation x µ is the matrix element G µν of the observations Gram matrix G . Moreover, switching from observations to their overlaps "flattens" the highly non-trivial metric x µ Gx T ν , defined by the metric tensor G, into a plain Euclidean metric (G 2 ) µν (cf. (3.46)).
Recall that, in order to capture the "pure" overlap of an observation µ with the rest of the training observations, the squared self-overlap (G µµ ) 2 , which corresponds to a self-loop in the graph should be subtracted from the sum of all squared overlaps (G 2 ) µµ (cf. (3.47)). The resulting difference, taken with negative sign, is smallest for those observations which have largest overlaps with rest of the training observations. It can therefore be interpreted as "potential energy" ε µ of the observation µ:
This is a common assumption in Neural Networks, including in the so-called Hopfield model and in the Restricted Boltzmann Machines (see Coolen et al. (2005) , Bengio et al. (2012)) 9 . The motivation for this form of the energy is the desire to conjure-up time evolution for the conjugate observationq, given by ∆q = − ∂H(q) ∂q + noise, (7.2) 9 The self-interaction in the Hopfield model is strictly speaking Coolen et al. (2005) , (21.3)) but we don't expect the difference to be material for a typical dataset.
which, if we ignore the smaller self-loop term, reads from (7.1):
for the conjugate observationq, introduced in (3.18), (3.19) . This is the discrete version of the Langevin equation -the fundamental equation of Non-Equilibrium Thermodynamics -in the so-called "strong friction" limit i.e. for times exceeding significantly the characteristic period of the noise and for unit mobility (cf. Chavanis & Delfini (2014) for a modern overview). When the noise is Gaussian, the time-continuous version of this equation describes in the time evolution of N 1-dimensional Brownian particles. The Langevin equation is the stochastic generalization of the Hamiltonian equations of classical mechanics and the observation q plays the role of a "force" driving the time evolution of its conjugateq. Inspired by conjugate training metric (3.51), as opposed to the training metric, one can re-write Hamiltonian (7.1) as follows:
and then (7.3) is replaced by: (7.5) i.e. the conjugate observationq plays the role of a "force" driving the time evolution of q.
In the presence of noise, which is proportional to the temperature T , we showed in Section 6 that equilibrium distribution is given the Boltzmann statistics (5.12):
After normalizing (7.6) to ensure that P(µ) = 1, one has:
where Z is the so-called training partition function. We inserted "training" in its name to stress the fact that we are summing up over visible training observations only. In this sense, it is constrained, i.e. it can be thought of as integral over all arbitrary observations of q ∈ R N , with Dirac delta functions inserted in it:
Going back to the energies definition (7.1),(7.4), let us note that models where higher overlaps are favored and better alignment of observables is more probable, are called ferromagnetic in physics. The energies in (7.1), (7.4) are ferromagnetic because they favor alignment, for example in the pixels in the MNIST dataset. If images of uniformly lit screens i.e. same pixel intensity were part of the MNIST dataset, they would have been the most probable in these ferromagnetic models.
Conversely, a model is called anti-ferromagnetic, if it favors maximum local misalignments between observables. In the case of images for example, the most probable images in an anti-ferromagnetic model would have been those with alternating intensities for neighboring pixels. Flipping the sign of the energy definition (7.1) obviously turns our original ferro-magnetic model into an anti-ferromagnetic model: (7.9) and (7.4) turns into:
We visualize in Figure 27 the sorted energy ε µ and respective probability P(ε µ ) for the first 5,000 MNIST observations for both the ferromagnetic case (7.1) (top) and the anti-ferromagnetic case (7.9) (bottom). 10 There is clearly something wrong in the ferromagnetic case: the low energy states which correspond to stationarity and equilibrium states do not look stationary at all -there is no flattening associated with a convergence behavior near a stationary point! To drive that point further, we plot in Figure 28 G for both the ferromagnetic and anti-ferromagnetic case, with the observations re-ordered in the new order -from lowest Figure 27 : The equilibrium energies in descending order (dashed line), and the respective probability P(ε µ ) (solid line), for the first 5,000 images from MNIST dataset µ = 1, ..., 5000 (P = 5, 000). The ferromagnetic case (7.1) is at the top and the anti-ferromagnetic case (7.9) is at the bottom.
to highest probability (compare against the original Gram matrix G from Figure 6 ). After the initial spike, G in the ferromagnetic case has the recognizable look of the nonstationary auto-covariance matrix of a Gaussian random walk.
11
11 Recall that the auto-covariance matrix E(ZµZν ) of a 1- Figure 28 : G with all observations sorted in ascending order of P(ε µ ) for the first 5,000 images from MNIST dataset (i.e., P = 5, 000). The ferromagnetic case (7.1) is at the top and the anti-ferromagnetic case (7.9) is at the bottom.
One of the problems in the ferromagnetic case stems from the inapplicability of the Boltzmann statistics for dimensional Gaussian process {Zµ} with Gaussian increments Z µ+1 − Zµ ∼ N (0, 1) is given by min(µ, ν). This "Gaussian" autocovariance shapes under the new order are surprising and certainly not a priori obvious, especially for G 2 : we created the order by merely sorting the diagonals of G , G 2 , without any awareness of the rest of the matrix elements! low temperatures i.e. for a low or absent noise and negative energies. In other words, when the condition e − 1 T εµ 1, needed for the applicability of the Boltzmann statistics, is violated, we have the wrong distribution! 12 This could have been expected: in the exponential defining P(ε µ ), we have a quadratic function with a positive sign, which dominates the other term. So we have a Gaussian distribution but with the wrong sign in the exponential! To get a visual intuition for the overlaps and the related probabilities, we plot in Figure 29 the one hundred most probable observations for the ferromagnetic case (7.1). As expected, the very likely observations in the ferromagnetic case (7.1) are very "bloated" because P(ε µ ) is proportional to the average overlapping of observation µ with the rest of the dataset. The 100 most likely images in the ferromagnetic case (7.1) from the first 5,000 images from MNIST dataset (i.e., P = 5, 000).
12 See for more details the discussion leading to (5.14) .
Neural network architecture.
Generally speaking, the typical problem of Machine Learning is inferring a structure in the training matrix X i.e. finding an explicit function Y : X → Y(X) which in turn allows to generate "typical values" either for observables or observations or both. In the most ambitious scenario, Y is the probability density itself. Less taxing methods like Regression, Classification, Dimension Reduction etc, are all special cases of this general learning problem, the differences between them stemming mostly from the nature of the "noise" and the ways it is introduced to the system. Neural Networks offer one of the few generic methods which seem to be applicable to most learning problems.
Core architecture.
The core architecture of Auto-Encoder and Classifier is on Figure 30 . There are three main components: an Encoder, a Latent hidden layer(s) in the middle and a Decoder. The latent layer encapsulates the "coded" input. For Classifiers, this is where the "features" of the data set are. For probability density-describing nets like Variational Auto-Encoders, Restricted Boltzmann Machines, etc, this is where an ambient lower-dimensional manifold of the "coded input" is. Naturally, if the model is stochastic and/or generative, this is where the random number generation takes place.
Subsequent layers are connected to one another by a composition of: i) affine mappings, with the tensors/matrices in the linear part usually referred to as "weights" and the translation vectors referred to as "biases" and ii) non-linear, so-called "activation" mappings, which we will refer to as non-linearities.
The weights/biases are determined from a training data set via Back-propagation, minimizing typically a negative log-likelihood function −logL, where L is typically cross-entropy between data-and model-distributions, plus additional regularization terms. The loglikelihood has a mandatory reconstruction error component for Auto-Encoders and classification error component for Classifiers.
The Universal Approximator theorems for Neural Networks (Cybenko (1989) , Hornik et al. (1990) ) imply that the Encoder needs at least two hidden layers (including the latent) in order to approximate arbitrary well any given continuous function. The reason is that the non-linearities are chosen a priori and fixed thereafter, so one such nonlinearity is generally not enough to approximate an arbitrary non-linear function. By considerations of symmetry, the Decoder also needs at least one additional hidden layer, hence the minimum five-layer architecture presented on Figure 30 .
Special cases: 1. Shallow Auto-Encoder: having one hidden (latent) layer only. It has two important special cases:
• Tied weights: the weight matrix between the input and the latent layer is the transpose of the weight matrix between the latent and the output layer
• Tied layers: iterations are performed where the output layer is fed into the input layer and the reconstruction error and the respective gradients are calculated after the last iteration only. 13 For generative nets, the random sampling in each of the iterative steps is referred to as Gibbs sampling.
2. Denoising Auto-Encoder : random sampling takes place at the input layer (Vincent et al. (2008) ).
An example of a generative Shallow auto-encoder with tied weights of significance is the Restricted Boltzmann Machines (presented below in Sub-section 8.3). It appears to have been historically the first universal scalable neural net and influenced all subsequent developments.
Shallow auto-encoder and its dual.
We will present here the mathematical formulation of the special case of a Shallow auto-encoder i.e. with one hidden layer only. We will work in parallel in the observables and observations spaces and assume for simplicity that there is no random sampling and the bias vectors are all zero.
The encoder stage. i) For observables:
In covariant terns, the weight matrix is N × n matrix 13 Note that the iterative step j in a tied-layer net is not to be confused with the iterative step m in generic numerical optimization procedures (Sections 9, 10). AE stands for "Auto-Encoder", C stands for "Classifier".
W
(1) : O →Ô:
ji .
( 8.1) 1. Input layer: x µ Size = # observables N 2. Latent hidden layer:
3. Output layer: 
Input layer:
x i Size = # observations P 2. Latent hidden layer:
3. Output layer: It can be translated conveniently in contra-variant terms, as matrix multiplication in the space of observations:
i.e. one transforms every "visible" training observation x µ into a "hidden" n-dim observation y µ = x µ W (1) . In Machine Learning, if the columns of W
(1) are orthonormal, they are referred to as feature basis vectors of the training set.
ii) For observations: In covariant terms, the weight matrix is n × P matrix V (1) : O →Ô :
It can be translated as matrix multiplication in the space of observables:
i.e. one transforms every "visible" input training observable x i into a "hidden" n-dim observable y i = V (1) x i .
The decoder (reconstruction) stage. i) For observables:
In covariant terms, the weight matrix is n × N matrix W (2) :Ô → O which transforms every "hidden" training observable y i into a "output" n-dim observablex i resembling the input observable as much as possible:
In contra-variant terms, this can be translated as a matrix multiplication for observations:
The weights are considered tied if
ii) For observations: In contra-variant terms, the weight matrix is P × n matrix V (2) :Ô → O :
In contra-variant terms, this can be translated as a matrix multiplication of observables:
In terms of the full training matrix X, one can rewrite the two steps in the respective spaces as:
where Y is a P × n matrix and Y is a n × N matrix. The pairs
) have to be such as to minimize the reconstruction error between the input X and the outputX across all training observations. In matrix terms:
where ||.|| 2 F is the squared Frobenius norm of a matrix i.e. sum of squares of its elements. As a function of the encoding and decoding matrices, the reconstruction error is:
where T r is the Trace matrix operator. A more detailed form of the error function is given in Appendix A.
Restricted Boltzmann Machine.
The Restricted Boltzmann Machine (RBM) is a neural net with a probability density assumed to be of the shape described by the Gibbs distribution in statistical physics. It appears to have been the first universal net in the sense of being capable of classification, density estimation, generation etc. It turns out, when the so-called Contrastive Divergence training method is used (Hinton (2002) ), the RBM can be thought of as a special case of a generative shallow auto-encoder with the following features:
i) tied weights:
iii) denoising (opional): random sampling takes place in both the latent and the input/output layers, iv) hidden layer is binary (optional), v) log-likelihood is approximate: cost to be minimized consists of reconstruction error only.
The architecture is drawn in Figure 33 (in the space of observables).
Input layer:
x µ (0) = µ-th data vector 2. Latent hidden layer:
3. Output layer:
j -th iteration Backpropagation after j iterations 9 Dimension reduction: exact linear algebraic solution.
Dimension Reduction is a search for structures in a lower dimensional space which encapsulate as much as possible the structure of the original data. We will work in parallel in the observables and observations spaces: i) In the space of training observables O , we want to reduce the number of observables from N to n <= N i.e. transform the N-dim row-vectors x µ , µ = 1, ..., P, into n-dim vectors for some n <= N and then reconstruct them back into N-dimensional vectors with the least loss of information.
ii) In the dual space of training observations O , we want to reduce the number of observations from P to n <= P i.e. transform the P-dim column vectors x i , i = 1, ..., N, into n-dim vectors for n <= P and then reconstruct them back into P-dimensional vectors with the least loss of information. We will present here the exact linearalgebraic solution of the Dimension reduction problem and show how it naturally leads to different recipes for numerical solutions outlined in the Section 10.
Singular value decomposition solution.
Recall the truncated singular value decomposition of the matrix X from (4.5), (4.9) for the case P >= N :
where V is P × N one-sided orthogonal matrix (V T V = I P ) , Λ is N × N diagonal matrix and W is N × N orthogonal matrix (WW T = W T W = I; will assume for simplicity that rank(X) = M = N <= P ). Note that he matrix W is the same matrix as in oscillator discussion (C.10). Due to the orthogonality of V and W, one has for the two different Gram matrices, introduced in (3.10) and (3.15):
3)
The matrix W (resp. V) define an orthogonal transformation in the training observables space W : O → O (resp. in the training observations space V : O → O ) -see Section 3 for details:
They can be expressed as matrix multiplications if one switched from training observables to observations and vice versa:
or in terms of the full training matrix X:
where Y is P × N matrix, Y is N × N matrix. The orthogonality of the new basis of observations (resp. observables) in the plain Euclidean metric follows directly from (9.3) (resp.(9.2)):
The norms of both sets of new basis vectors are given by the respective singular values. These basis can be made orthonormal if we add to the transformation a division by the singular values (will assume for simplicity non-zero singularity values):
and then:
where Y is P × N matrix, Y is N × N matrix. It will be convenient here to introduce also the "quasi square roots" of the covariance matrices i.e. define
In this context, the particular solution of the Dimension reduction problem is easily recognized (G. Eckart (1936) ): The n-rank matrixX, n <= N , which minimizes the Frobenius norm Recon Err = ||X −X|| whereŴ (resp.V) is the N × n sub-matrix of W (resp. P × n sub-matrix of V ) formed by the n columns of W (resp. V) corresponding to the n largest singular values
. The physics and financial mathematics interpretation of this problem are discussed in Appendix C. Because the orthogonality ofŴ is partially preserved after the truncation i.e.Ŵ TŴ =Î = I n , where I n is the n×n identity matrix, this is equivalent to: 21) and in the training observations space:
The exact general solution for Shallow auto-encoder, discussed in Sub-section 8.2, tied weights, and the Dimension reduction problem here is therefore from (9.21) and (9.22):
for an arbitrary invertible n × n transformationŜ which can be called mixing matrix. Equivalently,
or, in vector terms,
It is important to stress that the truncated rectangle matricesŴ andV are only "quasi-orthogonal" i.e. (9.26) and the degree of non-orthogonality in the bottom products is proportional to the "noise" i.e. N − n. One can easily see from (9.24) that the same quasi-orthogonality carries over to the transition matrices: (9.27) Very importantly, the definition (8.9) of the transition matrices implies that the magnitude of the discrepancy at the bottom inequalities above is the "error" (the Frobenius norm (8.10)) ||X −X|| 2 F between X andX, in the exact solution. In some sense, through "mixing", the error, due to the truncation from N to n dimensions, is spread out across all N dimensions (in the case of observables). As n gets smaller and smaller, the product W (1) W (2) deviates more and more from the identity matrix I N , both on and off the diagonal.
We show in Figure 34 the productŴŴ 2) for the MNIST dataset for two cases: n = 100 and n = 20 N = 784. Surprisingly, there is an order of magnitude deviation from I N , for the diagonal elements. The sorted diagonal elements themselves and the respective off-diagonal elements are plotted in Figure 35 . The diagonal elements correspond to the amount of original information retained in a given pixel. The Dimension reduction introduces Figure 34 : The matrix productŴŴ
of Dimension reduction mapping in observables space, which is supposed to approximate I N , for n = 100 (top) and n = 20 (bottom), for the first 5,000 MNIST images (P = 5, 000; N = 784). Although the product is quasi-diagonal, the diagonal elements are not even remotely close to 1 and even negative elements pop up. They get closer and approach 1 only for n > 500. Unlike V (2) V (1) in the top plot of Figure 37 (no Dimension reduction), this "approximation" of I N still looks very homogeneous. The sorted diagonal elements are plotted in Figure 35 . (1) W (2) for n = 100 (top) and n = 20 (bottom), sorted in descending order, for the first 5,000 MNIST images (i.e., P = 5, 000). The pixels with high values on the chart retain the most from the original information. The information carried by the pixels with zeros on the chart, has no connection whatsoever with their original information.
"spacial" noise at every pixel: only a third of the information or less (for n = 100) in a pixel corresponds to its original information, the rest comes from its neighboring pixels. The more the reduction, i.e. the smaller n, the greater the spatial spreading of information. Moreover, for a significant number of pixels on the right-hand side of each graph, the information carried after Dimension reduction has no connection whatsoever with the original information! In fact, Dimension reduction has wiped out their information entirely. This is qualitatively different from the space of observations , where every observations retains some resemblance to the original, as it should be , and there are observations which are left completely intact (cf. Figure 38 )! The top 100 and the bottom 100 pixels, ranked according to their diagonal element inŴŴ T are plotted in Figure 36 . Naturally, the top pixels are in the middle and very "busy" for a typical image, while the bottom ones are on the edges and hardly add any information.
The surprisingly large number of observables (pixels) dropped out by the Dimension reduction in this example is not a general phenomenon but is due to the inequality between pixels and is an artifact of the MNIST dataset. 14 In the typical case, when we have many more observations than observables i.e. P N , the first inequality W
(1) W (2) = I N in (9.27) will become an equality when n = N (for the exact solution). Because of the massive Dimension reduction (3.12) induced by X itself when P N , that would not be the case for the second inequality, i.e. (9.28) We plot the matrix V (2) V (1) in Figure 37 for the same MNIST images. The case n = N is on the top and it is clearly a far cry from I P . The sorted diagonal elements of the matrix are plotted in Figure 38 . The violent drop on the top, for N = n, is due to the Dimension reduction (3.12) from P = 5000 to N = 784 in the space of observations. To confirm that the deviation from identity of the diagonal elements ofVV
The statistics of the example look as follows: Figure 35 , plotted in black in the standard 28 x 28 MNIST grid (P = 5, 000; n = 100).
the Dimension reduction (3.12) induced by X itself when P N , we plot them sorted again in Figure 39 but this time for P = 1000 ≈ N . Unlike the space of observables, even for arbitrary small n, there are no observations which are wiped out. For n = N , there is a small number of observations which are left completely intact by the transformation V (2) V (1) (top chart in Figure 38 ).
For future references, we will compute here the various "inner products" between our data matrices, using the (2) V (1) of Dimension reduction (3.12) induced by X itself when P N , which is supposed to approximate I P , for n = N = 784 on the top. At the bottom, we have imposed an additional Dimension reduction in the space of observables i.e. n = 100. Both use the first 5,000 MNIST images. Because P = 5, 000 N , it does not look close to an identity matrix even for n = N (top). Unlike W
(1) W (2) in Figure 34 , this "approximation" of I P looks a lot more non-homogeneous, due to the random order of observations in MNIST. The sorted diagonal and first off-diagonal elements are plotted in Figure 38 . (2) V (1) for n = N = 784 (top) and n = 100 (bottom), sorted in descending order, for the first 5,000 MNIST images (i.e. P = 5, 000). The violent drop in the top plot is due to the Dimension reduction (3.12) induced by X itself when P N . The effect of the additional Dimension reduction in the space of observables, from N = 784 to n = 100 N , is plotted at the bottom and dampens all values down indiscriminately. decompositions (9.2), (9.3) of G, G and (9.24). In particular, they give explicit expression for the reduced Gram Figure 38 , but for P = 1, 000 ≈ N = 784 (produced by using only the first 1,000 MNIST images). As in Figure 38 , we have n = N = 784 (top) and n = 100 (bottom). The absence of a violent drop on the top confirms that it emerges only when P N and is due to the Dimension reduction in observations space. 31) ii) For observations:
(9.32)
In particular, whenŜ is diagonal, the column vectors {y i } of y are orthogonal among themselves and so are the row vectors {y µ } of y . As we will see below, the diagonality ofŜ is not a necessary condition for orthogonality of {y i }.
One can also introduceĤ,Ĥ as the "truncated" versions of the "quasi square root" matrices introduced in (9.18), (9.19) of dimensions n × N and P × n respectively:Ĥ =ΛŴ T (9.33) H =VΛ.
(9.34)
One can check that, in the sense of the approximate "identities" (9.26), (9.27), one haŝ (9.36) 9.2 Special choices for the mixing matrix.
We will now go back to the exact linear-algebraic solution and put under the microscope some special choices for the (in general) arbitrary n × n invertible mixing matrix S introduced in (9.23). For brevity, we will present the choices in the space of observables only: (9.37) Lets us also consider the same two choices but, more generally, multiplied on the right by an arbitrary orthogonal matrixR = (R (9.38) Note that, very importantly, Scenario (c) is the most general possible scenario of tied weights i.e.
In what follows, the equations for either scenario will carry the resp suffix (a), (b), (c), (d). As above, we will continue to treat separately the space of observables and observations. i) For observables: One gets directly from (9.23) for the resp. scenarios,
and hence,
(see (9.34) for the definition of the quasi square root matrixĤ and recall thatV is the P × n sub-matrix of V formed by the n columns of V corresponding to the n largest singular values ). From (9.31) one gets the Euclidean inner products of the column vectors in the latent layer:
41d) where δ ij = 1 for i=j, δ ij = 0 for i = j and {λ i } are the diagonal elements of Λ. The equations in Scenario (d) are boxed because they encapsulate the most general scenario of orthonormal observables Y in the hidden layer. For future references, lets compute the self-products of the transition matrices in different scenarios:
Similarly, for the permuted self-products:
The "approximate" sign "∼" means "similar in the sense of (9.27)" (recall the"quasi-square root" approximate decomposition (9.35) of G).
ii) For observations: Similarly to above, from (9.23) , 44d) and hence,
From (9.32) , one gets the Euclidean inner products of the column vectors in the hidden layer:
For future references, let us compute the self-products of the transition matrices in different scenarios.
(recall the"quasi-square root" decomposition (9.36) of G ). Similarly, for the permuted self-products:
The "approximate" sign "∼" means "similar in the sense of (9.27)" (recall the"quasi-square root" decomposition (9.36) ofĜ ).
Duality and orthogonality.
A comparison between (9.40d) and (9.44c), on the one hand, and (9.39d) and (9.45c) on the other, reveals a nice duality between the hidden nodes in one of the two training spaces (O or O ) and the decoding matrix, for Scenarios (c) and (d) (the dualty for Sub-scenarios (a) and (b) is listed below, in (9.50)):
In other words, when the Dimension reduction problem is exactly solved, the decoding transition matrix W (2) in the space of observables for Scenario (d) coincides with the observations Y in the hidden layer in the space of observations for Scenario (c). But as already emphasized after the definition (9.38), and as the boxed formulas above for V (2) confirm, Scenario (c) is always true, as long the observation weights are tied i.e. V (2) = V (1)T in O . On the other hand, as seen in (9.41d), the latent observables Y in Scenario (d) are orthonormal. This is a highly-nontrivial and often desirable feature which is hard Algorithm 1 Othogonalization algorithm for observables (in O):
Input: X Initialize: i) weights:
to achieve organically in numerical algorithms. The orthogonalization algorithm is in Algorithm 1. For completeness, we also list below the duality between Scenarios (a) and (b):
Alternatively, if the goal is to achieve orthogonality for the hidden observations in O , a "dual" to the above algorithm has to be followed, with Scenario (d) replaced by:
Numerical optimization.
In practical applications, the dimensions of the training matrix X could be in the thousands or millions, so, exact algebraic solutions as above are not really feasible. The transition matrices will likely be determined iteratively and thus "evolve" in optimization time.
10.1 Target identities for numerical optimization.
As a prelude to the numerical estimation methods for W (1) and W (2) , let us highlight some interesting phenomena emerging in the exact solution (9.31), (9.32) 15 . The observables in the hidden layer i.e. the column vectors of Y are orthogonal to the reconstruction error X − X because, according to the second and third of (9.31), one has:
where
Intuitively, if the solution is exact, the error is confined to the subspace spanned by the N -n eigenvectors of X T X corresponding to the N -n smallest eigenvalues (and similarly for observations).
Case of general un-tied weights.
In an iterative numerical scheme, the reconstruction error X −X at iterative step m 16 is given by (10.2) and Figure  40 :
and the above exact solution can be rewritten at step m as:
The minimization of this inner products via incremental changes of W (1) and W (2) is the objective of the numerical method: at iteration m, W (1) is assumed known and
, so as to minimize the left hand side of (10.4) i.e.
∆W
(2) (m) = −δY T (m)∆X(m) (10.5) for a small "learning parameter" δ. To complete the iterative step, one then assumes W (2) fixed and adjusts W (1) .
Case of tied weights.
In this case, we can not optimize the two weight matrices independently. Instead, we want to construct an identity similar to (10.1) which involves both the reconstruction error ∆X :=X − X and the "propagated" reconstruction error in the latent layer ∆Y :=Ŷ − Y =XW (1) − Y. To accomplish this, note that we can reduce the sum of suitable inner products of the two errors to the difference of X T Y andX TŶ , which are equal in the exact solution (9.31): 6) or, after expanding the left-hand side:
for ∆G =Ĝ − G. These identities can be re-written using an iteration index m, instead of the hat symbol, (10.8) which in expanded form renders: 
Case of incremental tied weights.
Assume that instead of (10.3), the reconstruction error ∆X at step m, is given by an incremental change ∆X(m) = X(m + 1) − X(m) and Y(m) = X(m)W (1) (m). In equlibrium, the iteration steps m and m + 1 are approximately equal, therefore: (10.10) or, in expanded form, ignoring the higher order difference between W (1) (m) and W (1) (m + 1):
where we changed the definition of ∆G(m) to be instead the incremental change G(m + 1) − G(m).
In each of the tied weight cases, W (1) changes in iteration step m with an incremental amount ∆W
(1) (m) = W
(1) (m + 1) − W (1) (m) so as to minimize (10.9) or (10.11) i.e.
∆W
(1) (m) = −δ∆G(m)W (1) (m) (10.12) for a small "learning parameter" δ.
Minimizing reconstruction error:
back-propagation from Variational Calculus.
Let us introduce an iteration step index a.k.a. an optimization time index m = 0, 1, 2, ... and rewrite the decoding and encoding stage of the Shallow auto-encoder from Section 8, using the optimization index (and Figure 40) :
In back-propagation, one starts typically with random weights/biases and the goal is to decrease at every step 1.Input Layer:
Step m
3.Output Layer:
Step m+1 where ∆X(m) = X(m)−X(0). This is accomplished by modifying W (1) (m) and W (2) (m) at every time step and hopefully reaching an equilibrium after sufficiently many steps M .
Case of general un-tied weights.
One can describe the minimization of Recon Err (10.14), subject to the constraints (10.13), as the minimization of the action functional S(X, W, Z): 15) for some, yet to be determined, Lagrangian coefficientŝ Z(m) ∈ R P ×N , Z(m) ∈ R P ×n , m = 0, 1, 2, ..., M. Note that the Trace is taken on matrices of size P × P i.e. operators in the space of observations. In the continuous limit, the sum Σ m becomes an integral in the traditional sense of variational calculus, Gelfand & Fomin (1963) (see in particular Appendix II, where optimal control problem is discussed).
The stationary solutions are found by zeroing the partial derivatives of our action with respect to the "operators" X, W, Z and their "derivatives". But our functional does not have explicit finite differences which are the discrete analogue of derivatives (∆X is not a finite difference in time). Taking partial derivatives of the action 17 , one easily gets for the stationary solution:
=Ẑ ( for a small δ, reconstruction error −∆X(m) =Ẑ(m) as above, and back-propagated reconstruction error. The zeroing of partial derivatives at a fixed point of time t = m was done in LeCun (1988) 18 .
A Error function.
We will provide the more detailed formulas for the error function from Section 8. In expanded form, one can re-write the reconstruction errors introduced in (8.10)-(8.12) as (recall that {x i }
N i=1
are column-vectors in R P and {x µ } P µ=1 are row-vectors in R N ):
µν V
(1)
(1) νκ x κ ) T .
(A.3)
B Back-propagation and partial derivatives of error function.
We will show how back-propagation naturally arises when partial derivatives of error function w.r.t. weight matrices are zero. for some small δ and partial derivatives given by (B.2), (B.3). Obviously this process can continue backwards if our network had more than two layers.
C Dimension reduction with oscillators. Financial Mathematics interpretation.
We will rephrase here the problem of Dimension reduction from Section 9 in both physics and financial mathematics terms. Lets start by interpreting each of the P-dimensional observables (vector-columns) {x i } N i=1 as 1-dimensional interacting quasi-particles. Each of the observations (rowvectors) {x µ } P µ=1 are discrete snapshots in otherwise continuous time of the locations of the N quasi-particles i.e. the index µ plays a role of discrete time. The Dimension reduction problem from Section 9 is now the problem of finding n "synthetic" quasi-particles (n < M = rank(x) < min(P, N )) which "approximate" best the original N quasi-particles i.e. retain most of the energy of the original system. There is a natural financial mathematics equivalent: simply think of the observables {x i } N i=1 as "assets". The financial formulation of the problem from Section 9 is to "replicate" any portfolio of the N original assets with only n ≤ N new "synthetic" assets i.e. assets which are in turn portfolios of the original assets, Alexander & Dimitriu (2002) . Replication is in the sense of minimizing the variance of the difference portfolio.
Understanding the true dynamics in time i.e in the index of observations µ is the ultimate goal. Here we will consider a toy model of oscillators with non-interacting masses i.e. Euclidean kinetic energy and potential energy given by the Gram matrix G of the training observables from (3.15). The oscillator has among other benefits the property that its energy is proportional to the trace of the variance of its coordinates. The comparison of its autocovariance matrix against the Gram matrix of observations G will give us a perspective of how far the dynamics of the training set is from the oscillator dynamics.
Lets consider N coupled oscillator quasi-particles given by the N observables (column-vectors) {x i } N i=1 , each of them thought of as 1-dimensional oscillator quasiparticle, with pairwise interaction (potential energy) given by their Gram matrix G = X T X (or its inverse) and non-interacting momenta. Every "synthetic" quasiparticle now is a super-position of the observables i.e. Pdimensional column-vector (using the basis {e µ } P µ=1 , in-troduced in Section 3):
where, by (3.5):
The squared norm is given by the definition (3.15) and (C.2):
G ij q i q j , (C.3) or:
We will replace the discrete "time" index µ with a continuous time parameter t i.e. think of our momenta and coordinates as the usual functions of time {p i (t), q i (t)}, i = 1, ..., N .
The rowvectors p(t) = {p 1 (t), p 2 (t), ..., p N (t)} and q(t) = {q 1 (t), q 2 (t), ..., q N (t)} become observations at a fixed point of time t. Conversely, for a fixed i, p i (.) and q i (.) are observables and can be thought of as column-vectors in infinite dimensional space of continuous time. This model has a natural financial mathematics equivalent: think of the quasi-particle q as a "portfolio" of the assets with weights given by the column-vector {q i } N i=1 and variance ||q|| 2 . Let us start with the free-momenta Hamiltonian of the oscillator quasi-particle with non-interacting momenta:
For simplicity, we will use in the future the metric (C.3) for interaction of quasi-particles.
The variation Principle of Least Action postulates that the equations of motion minimize the action, given by: 6) and from it, one easily derives the familiar Lagrangian equations for the coordinates:
G ij q j = 0, i = 1, ..., N.
(C.7)
Because e i √ Gt = We iΛt W T , one can factorize the solution (C.9) and rewrite it in pure diagonal form as follows: There is an obvious canonical transformation {p i , q i } → {p k ,q k } :
W : p(t) →p(t) = p(t)W q(t) →q(t) = q(t)W ⇔ q k (t) = f k (q(t)) = i q i (t)W ik , k = 1, ..., N, (C.13) with a dual transformation in the space of observables:
x j W ji (C.14)
The respective generating function Φ(q, p) is of Type 2:
In standard calculus of variations, Gelfand & Fomin (1963) , this is equivalent to modifying the action (C.6) by adding the generating function (C.15) where the summands can be thought of as Lagrange constraints:
iqi − H(p,q)dt (C.16)
In the new coordinates {p k ,q k }, k = 1, ..., N , the Hamiltonian is diagonalized i.e. we have a superposition of independent oscillations: We are ready to deal with the free-momenta Dimension reduction problem in energy terms (as articulated in Section 9). The conserved total energy of the quasi-particle equals its potential energy 1 2 N i,j=1 G ij q i q j . In particular, in the k-th principal state, the energy is λ 2 k 2 . In general, our quasi-particle is found in a super-position of its principal states, given by some arbitrary superposition vector {ξ i } N k=1 of unit norm ξ T ξ = 1, with respective energy proportional to:
The maximum contribution to energy comes from the ndimensional subspace spanned by n eigenvectors corresponding to the n largest eigenvalues λ The degree of success of our Dimension reduction is measured by the proximity to 1 of the ratio R 2 , defined as:
Let us get back to part of the original coordinates via the "partial reverse" canonical transformation:
k f k (p) =pŴ, k = 1, ..., n, q k = f −1 k f k (q) =qŴ, k = 1, ..., n, p k =p k , k = n + 1, ..., N, q k =q k , k = n + 1, ..., N.
(C.24)
We have free motion in the last orthogonal N − n − 1 dimensions and the Hamiltonian of the new quasi-particle in N dimensions is:
ijqiqj +Ĥ noise , (C.25) subject to constraint (see definition in (C.23)):
This is not a closed system in n dimensions: the free momenta {p i } N i=n+1 can take arbitrary values, subject to the constraint in (C.26). Because the termĤ noise changes the energy arbitrarily, our N -dimensional quasi-particle can drift from one energy level to another.
