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Solaris  10  [1].  Вместо  оригинального  названия  «Zettabyte  File  System»  в 
настоящее время используется простая аббревиатура ZFS. 
















на  уровне  файлов  (путем  записи  нескольких  копий  каждого  файла)  и  на 





ZFS  позволяет  управлять  томами  и файловыми  системами.  Среди  прочих 
возможностей следует отметить поддержку сжатия, дедупликации и шиф‐
рования. 
Принципы организации. Файловые  системы ZFS  размещаются  в  пуле 
zpool, который состоит из виртуальных устройств vdev, каждое из которых 
представляет  собой  диск  или  группу  дисков.  Группа  дисков  может  быть 
сконфигурирована в различных режимах RAID: stripe (аналог RAID0), mirror 






в  любой момент  расширен  путем  добавления  в  него  новых  виртуальных 


























































с  остальными  данными,  но  при  необходимости  можно  использовать  от‐
дельное высокопроизводительное устройство (например, SSD‐диск). Выде‐




























ботать  [3]. Для  того  чтобы ZFS  имела  возможность  обрабатывать ошибки 































Программный  интерфейс  (API)  ядра  Linux  отличается  от  того  что  ис‐
пользуется в Solaris, поэтому для работы ZFS в Linux требуется установка мо‐






































































• Использование  несогласованных  версий  пакетов  spl  и  zfs  может 















Характеристики  ext4 [6] xfs [7] reiserfs [8]  zfs
Макс. размер ФС 1 ЭБ  8 ЭБ  16 ТБ   256 ЗБ
Макс. размер файла  16 ТБ 8 ЭБ 8 ТБ  16 ЭБ
Прозрачное сжатие  – – –  +
Прозрачное шифрование  + – –  +
Прозрачная дедупликация  – – –  +
POSIX ACL  + + –  +
Встроенный менеджер томов – – –  +
Встроенная избыточность  – – –  +
Увеличение размера ФС  + + +  +
Уменьшение размера ФС  + – +  –
Код ФС включен в код ядра Linux + + +  –
Код ФС доступен + + +  +
Работа на 32‐битных ОС  + + +  –
Низкие требования к ОЗУ  + + +  –
Горячая замена дисков  – – –  +
«On‐Line»‐проверка ФС  – – –  +
Дефрагментация + + –  –
Снимки файловой системы  – – –  +











они  не  могут  обеспечить  такой  же  уровень  обнаружения  и  исправления 
ошибок, что и ZFS.  
Вывод. Файловая система ZFS предъявляет повышенные требования к 
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