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a b s t r a c t
Considering some Bartlett-type adjusted tests for a simple hypothesis about a multidi-
mensional parameter, this paper clarifies similarities and dissimilarities with the one-
parameter case developed in the 1990s, where a major emphasis is put on the issue posed
by Rao and Mukerjee [C.R. Rao, R. Mukerjee, Comparison of Bartlett-type adjustments for
the efficient score statistic, J. Statist. Plann. Inference 46 (1995) 137–146] on the power un-
der a sequence of local alternatives. Not surprisingly, there is an infinite number of adjust-
ments which extend Chandra–Mukerjee and Taniguchi approaches to the multiparameter
case. Revisiting their ideas, this paper presents four specific cases (type K , K = 0, 1, 2, 3)
and gives a sufficient condition under which our generalized adjustment for each case is
uniquely determined, where type 0 is a counterpart of Chandra and Mukerjee’s original
proposal for Rao’s test statistic, whereas the latter three types are introduced as double ad-
justments related to the Cordeiro and Ferrari approach. If the adjustment of type 1 is made
instead of type K , K = 0, 2, 3, it is shown that Chandra and Mukerjee’s approach is equiv-
alent to Taniguchi’s approach in terms of the third-order local power. The same is partially
true for type 0, depending on the model under consideration. However, the adjustments of
type K , K = 2, 3, reveal, in general, the non-equivalence of these two approaches in terms
of the third-order local power.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
It is well known (see e.g. [1, Section 4.4.3]) that under some mild regularity conditions of a given parametric model,
many test statistics, for example, Neyman and Pearson’s likelihood ratio (LR) test statistic, Rao’s test statistic andWald’s test
statistic, have the same limiting distribution when the sample size N goes to infinity. Since the seminal paper by Peers [2]
under the assumption of independent and identically distributed (iid) data, the study of higher order asymptotic properties
(hereafter, the N−i/2-term is referred to as being the (i + 1)th-order) of several adjusted tests, subject to the second-order
(or third-order) conditions of size and local unbiasedness, has received considerable attention in the literature. Mukerjee [3]
gave an extensive review on the developments in this field till the early 1990s, from the point of view of the superiority of
Rao’s test in a sense.
In this paper we are concerned with the so-called Bartlett (or Bartlett-type) adjustments that are designed to make
the chi-squared approximation accurate up to third-order. Historically, the following interesting fact was first exploited
by Bartlett [4] in his classical test for homogeneity of variances: ‘‘A simple mean adjustment of a certain test statistic
Λ(N)
d−→ χ2f through multiplication by a constant of the form 1 + b/N implies an improvement P (N)[(1 + b/N)Λ(N) ≤
x] = Pr[χ2f ≤ x] + o(N−1) to P (N)[Λ(N) ≤ x] = Pr[χ2f ≤ x] + O(N−1)’’. After Lawley [5], this became widely known
as the Bartlett correctability of Λ(N). Among the vast literature on this issue, we further mention Bickel and Ghosh [6] and
Jensen [7].
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Cox [8] argued that Rao’s and Wald’s test statistics are generally not Bartlett correctable (see also [9,6]), and Barndorff-
Nielsen and Cox [10, page 132] thus posed a question whether there is an effective general way of improving the
approximations to the null distributions of the test statistics other than the LR test statistic (the issue became known as
the Bartlett-type adjustment). For the problem of testing a simple hypothesis about a scalar parameter in a possibly non-iid
set-up, Taniguchi [11] first suggested a Bartlett-type adjustment in a large class of test statistics and elucidated that under
a sequence of local alternatives, the second-order powers of all the adjusted tests are equal but if the model has a nonzero
Efron’s statistical curvature at the null hypothesis, then there is, in general, no test which is third-order asymptotically
locally most powerful. These local power properties of his adjusted test agree with those of Chandra and Joshi [12] in the
iid set-up, based on the two-sided rejection region whose critical values were chosen subject to the third-order conditions
of size and local unbiasedness. Notice that there are two other papers (in the iid set-up) due to Chandra and Mukerjee [13]
and Cordeiro and Ferrari [14] without studying the third-order local power.
Two years later, the problem of comparing these three different approaches (they are abbreviated as CF, CM and
T-approaches in alphabetical order) under a sequence of local alternatives was announced at the end of Section 3 of
Mukerjee [3]. On the basis of the third-order local power function derived by Taniguchi [11], Rao and Mukerjee [15,16]
showed that for the one-parameter case, the T-approach and CM-approach are equivalent in terms of the third-order local
power, whereas the CF-approach and CM-approach are generally not equivalent even in terms of the second-order local
power. However, a further extension to themultiparameter case remains unsolved at present. We attempt to bridge the gap
between p = 1 and p > 1. The purpose of this paper is to address Rao and Mukerjee’s [15] statement (their focus was Rao’s
test statistic):
Even if one works out Taniguchi’s adjustment in detail in the multiparameter case, its asymptotic power properties
should be similar to those of Chandra and Mukerjee.
The remaining part of this paper is organized as follows. Section 2 introduces a class of test statistics under consideration
here. In Section 3, we briefly review three 1991 papers and then point out that, in general, both the CM-approach and T-
approach have infinitelymany variants, unless p = 1. To circumvent this issue, we also reconsider at least four specifications
and give a sufficient condition under which the Bartlett-type adjustment for each case is uniquely determined. Section 4
compares the third-order local powers of our generalized Bartlett-type adjustments. An example is given in Section 5. Major
results and conclusion of this paper on the truth or falsity of Rao andMukerjee’s [15] statement are summarized in Section 6,
together with indications for future research. All technical details are sketched in the Appendix.
2. Preliminaries
2.1. Notation
We begin by stating the basic notation that is used throughout the paper. Let X1, . . . ,XN be iid random vectors taking
values of  (⊂RdX) according to a density f (x, θ), θ = (θ1, . . . , θp)′ ∈ 2, where 2 is an open subset of Rp. Based on the
log-likelihood L(N)(θ) = ∑Ni=1 log f (Xi, θ), we consider the problem of testing a simple hypothesis H : θ = θ0, where
θ0 ∈ 2 is specified.
In what follows, wewill often omit θ0 when any function of θ is evaluated at θ = θ0. Under the usual regularity condition
(A1), mentioned in the Appendix, the Rth partial derivative (with respect to θ) of log f (x, θ) is denoted by `j1...jR(x, θ) =
(∂/∂θ j1) · · · (∂/∂θ jR) log f (x, θ), where R = 1, 2, 3, 4; j1, . . . , jR ∈ {1, . . . , p} (we sometimes write `IR(θ) = `j1...jR(X, θ) for
notational simplicity). Under themoment condition (A2-i), wewrite the vthmoment asµIR1 ,...,IRv (θ) = Eθ [
∏v
i=1 `IRi (θ)], v =
1, 2, 3, 4, where Eθ denotes the expectation with respect to the density f (x, θ), that is, Eθ [g(X, θ)] =
∫
Ω
g(x, θ)f (x, θ)dx.
Since the moment µIR1 ,...,IRv (θ) and the corresponding cumulant νIR1 ,...,IRv (θ) = Cumθ {`IR1 (θ), . . . , `IRv (θ)} are symmetric
under the permutation of {IR1 , . . . , IRv }, descending order 4 ≥ R1 ≥ R2 ≥ · · · ≥ Rv ≥ 1 on the size Ri = |IRi | is always
assumed without loss of generality. We now recall that the vth cumulant νIR1 ,...,IRv (θ) is well-defined (e.g. [17, Section 5.5])
in terms of the corresponding vth moment and all lower-order moments. The p× p Fisher information matrix of the model
under consideration here is defined byI(θ) = [µj1,j2(θ)]j1,j2=1,...,p. Under certain regularity conditions on the density f (x, θ),
we have the fundamental relations (the so-called Bartlett identities)
µj1(θ) = 0, µj1j2(θ)+ µj1,j2(θ) = 0, (1)
µj1j2j3(θ)+ 〈3〉µj1j2,j3(θ)+ µj1,j2,j3(θ) = 0, (2)
µj1j2j3j4(θ)+ 〈4〉µj1j2j3,j4(θ)+ 〈3〉µj1j2,j3j4(θ)+ 〈6〉µj1j2,j3,j4(θ)+ µj1,j2,j3,j4(θ) = 0. (3)
Remarkably, the exactly analogous identities hold for the cumulants ν’s;
νj1j2j3(θ)+ 〈3〉νj1j2,j3(θ)+ νj1,j2,j3(θ) = 0,
νj1j2j3j4(θ)+ 〈4〉νj1j2j3,j4(θ)+ 〈3〉νj1j2,j3j4(θ)+ 〈6〉νj1j2,j3,j4(θ)+ νj1,j2,j3,j4(θ) = 0.
Here and in the following, 〈n〉 before a term with indices means a sum of n similar terms obtained by index permutation;
e.g. 〈3〉νj1j2,j3(θ) = νj1j2,j3(θ)+ νj1j3,j2(θ)+ νj2j3,j1(θ).
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Notice that there exists a p × p square-root matrix of I0 ≡ I(θ0); I1/20 = [τj1,j2 ]j1,j2=1,...,p, satisfying (I1/20 )′ = I1/20 and
(I
1/2
0 )
2 = I0. Denoting by τ j1,j2 the (j1, j2)th element of I−1/20 ≡ (I1/20 )−1 (the inversematrix (I1/20 )−1 exists, if I0 is positive
definite), we define
Z (N)j′1...j′R
(θ) =
N
−1/2L(N)j′1
(θ) if R = 1,
N−1/2{L(N)j′1...j′R(θ)− Nµj′1...j′R(θ)} if R = 2, 3, . . .
(here,L(N)j1...jR(θ) =
∑N
i=1 `j1...jR(Xi, θ) is the log-likelihood derivative), and
Z (N)(j1...jR)(θ) =
( R∏
r=1
τ jr ,j
′
r
)
Z (N)j′1...j′R
(θ),
ν(j11...j1R1 ,...,jv1...jvRv )
(θ) =
( v∏
i=1
Ri∏
r=1
τ jir ,j
′
ir
)
νj′11...j′1R1 ,...,j
′
v1...j
′
vRv
(θ).
Here and in the following, we use the summation convention that if an index occurs twice in a product of two or more
elements, then this means the summation over all values which this index may assume; e.g. τ j1,j
′
1τ j2,j
′
2τ j3,j
′
3L
(N)
j′1j′2j′3
(θ) =∑p
j′1j′2j′3=1
τ j1,j
′
1τ j2,j
′
2τ j3,j
′
3L
(N)
j′1j′2j′3
(θ). Using the identities
ν(j1j2j3)(θ)+ 〈3〉ν(j1j2,j3)(θ)+ ν(j1,j2,j3)(θ) = 0,
ν(j1j2j3j4)(θ)+ 〈4〉ν(j1j2j3,j4)(θ)+ 〈3〉ν(j1j2,j3j4)(θ)+ 〈6〉ν(j1j2,j3,j4)(θ)+ ν(j1,j2,j3,j4)(θ) = 0,
we shall eliminate ν(j1j2j3)(θ) and ν(j1j2j3j4)(θ), j1, j2, j3, j4 ∈ {1, . . . , p}, in subsequent calculations. We finally set
θN = θ0 + N−1/2I−1/20 h with h ∈ Rp,
and technically define
r (N)+ (θ) = 1N
N∑
i=1
p∑
j1j2j3j4j5=1
sup
‖ϑ−θ‖≤
|`j1j2j3j4j5(Xi,ϑ)|,
µ+(θ) = Eθ
[ p∑
j1j2j3j4j5=1
sup
‖ϑ−θ‖≤
|`j1j2j3j4j5(X,ϑ)|
]
.
Throughout this paper, δjk is the Kronecker delta whose value is equal to 1 if j = k and 0 otherwise, and Ip is the p × p
identity matrix. Gν(x;ω2) =
∫ x
0 gν(x;ω2)dx denotes the distribution function of the noncentral chi-squared distribution
with ν degrees of freedom and noncentrality parameter ω2. We write Gν(x) and gν(x) instead of Gν(x; 0) and gν(x; 0),
respectively. Furthermore, χ2p,α denotes the upper α-point χ
2
p,α of the central chi-squared distribution with p degrees of
freedom.
2.2. A class of (unadjusted) test statistics for H
Consider a class TN,3 of test statistics for H : θ = θ0, as follows: Suppose that the assumptions stated in the Appendix
hold, then every test statistic T (N) in TN,3 admits, under H , a stochastic expansion of the form
T (N) = ‖S(N)‖2 + N−3/2ζ (N) (we emphasize that it is evaluated at θ = θ0), (4)
where ζ (N) satisfies
P (N)θ0 [|ζ (N)| ≥ (logN)β ] = o(N−(1+ξ)) for some β, ξ > 0 (5)
(in the following, we shall write T (N)  ‖S(N)‖2 without making mention of (4) and (5), unless otherwise stated), and
S(N) = (S(N)1 , . . . , S(N)p )′ is given by
S(N)j = Z (N)(j) +
1
N1/2
(Cj,k,`Z
(N)
(k) Z
(N)
(`) + Cj,k,`mZ (N)(k) Z (N)(`m))+
1
N
(Dj,k,`,mZ
(N)
(k) Z
(N)
(`) Z
(N)
(m)
+Dj,k,`,mnZ (N)(k) Z (N)(`) Z (N)(mn) + Dj,k,`,mnoZ (N)(k) Z (N)(`) Z (N)(mno) + Dj,k,`m,noZ (N)(k) Z (N)(`m)Z (N)(no)) (6)
for some Cj,k,`, Cj,k,`m, Dj,k,`,m, Dj,k,`,mn, Dj,k,`,mno and Dj,k,`m,no, j, k, `,m, n, o ∈ {1, . . . , p}. Strictly speaking, C ’s and D’s
are functions of θ which may vary from one test statistic to another, but they are evaluated at θ = θ0 (we suppress the
dependence of (6) on θ0). Note that unlike Mukerjee [3], our starting point (4)–(6) is to assess the behavior only at the null
hypothesis (the idea is to apply Lemma A.1 in Appendix under a sequence of local alternatives).
Y. Kakizawa / Journal of Multivariate Analysis 101 (2010) 1638–1655 1641
As usual, Rao’s and Wald’s test statistics are, respectively, given by Rao(N) = Z (N)(j) Z (N)(j) and Wald(N) = Nµj′,j′′ (̂θ j
′
N,ML −
θ
j′
0 )(̂θ
j′′
N,ML − θ j
′′
0 ), but there are several variants of Rao’s and Wald’s test statistics, as in Barndorff-Nielsen and Cox [10, page
89]. The third-order stochastic expansion of the maximum likelihood estimator (MLE) θ̂N,ML (hence, Wald(N) and the LR test
statistic defined by LR(N) = 2{L(N)(̂θN,ML) − L(N)}) is found in McCullagh [18, page 209–212] and Barndorff-Nielsen and
Cox [10, page 149–154], where we can use the argument of Bhattacharya and Ghosh [19] (see also [20, page 76]) for the
verification of (5) with ξ = δ/2 > 0, based on the repeated use of the moderate deviation estimate (e.g. [21, Corollary
17.12])
P (N)θ0
[ 4∑
R=1
p∑
j1...jR=1
|Z (N)j1...jR | ≥ c ′(logN)1/2
]
= o(N−(2+δ)/2) (7)
for some c ′ > 0 under finiteness of moment Eθ0 [
∑4
R=1
∑p
j1...jR=1 |`j1...jR(X, θ0)|4+δ], as well as Markov’s and Rosenthal’s
inequalities:
P (N)θ0 [|r (N)+ − µ+| ≥ 1] = O(N−(2+δ
′)/2) = o(N−(2+δ)/2) (8)
under finiteness of moment Eθ0 [
∑p
j1...j5=1 sup‖ϑ−θ0‖≤ |`j1...j5(X,ϑ)|2+δ
′ ] for some δ′ > δ > 0.
Notice that a technique for decomposing T (N) = ‖S(N)‖2 + op(N−1) is not new. In view of the definition of (6), we see
that there are, however, many choices of the vector SĎ(N) satisfying ‖S(N)‖2 = ‖SĎ(N)‖2 + op(N−1). Thus, if necessary, using
the symmetrization argument that we state at the end of this section, without loss of generality, it is convenient for us to
impose the following symmetricity on the coefficients of (6):{Cj,k,`m = Ck,j,`m and Dj,k,`m,no = Dk,j,`m,no = Dj,k,no,`m,
Cj,k,`, Dj,k,`,mn and Dj,k,`,mno are symmetric under permutation of {j, k, `},
Dj,k,`,m is symmetric under permutation of {j, k, `,m}.
(9)
Following the derivation sketched in Appendix, together with Chibisov’s [22] lemma (see also [23]), it will be shown that
for every T (N)  ‖S(N)‖2
P (N)θN [T (N) ≤ x] = Gp(x;h′h)−
2∑
i=1
N−i/2
3i∑
v=1
2P Si,v(h)gp+2v(x;h′h)+ o(N−1),
whereP Si,v(h)’s, free ofN , are odd (i = 1) or even (i = 2) polynomials of degree atmost 3i inh, withP S2,v(0) = 0, v = 4, 5, 6.
Especially, if ν(j,k,`) + 〈6〉(Cj,k,` + Cj,k,j3j4ν(j3j4,`)) = 0, j, k, ` ∈ {1, . . . , p}, then, in addition to P S1,1(h) = (1/6)(3ν(j1j2,j3) +
2ν(j1,j2,j3))hj1hj2hj3 , P
S
1,2(h) = (1/6)ν(j1,j2,j3)hj1hj2hj3 , P S1,3(h) ≡ 0 (see [24]), we observe that P S2,3(0) = P S2,4(0) = 0 and
P S2,5(h) = P S2,6(h) ≡ 0 (the details are omitted to save space).
The symmetrization argument
We rewrite ‖S(N)‖2 as
Z (N)(j) Z
(N)
(j) +
2
N1/2
(
Z (N)(j) Z
(N)
(k) Z
(N)
(`)
1
3!
∑
{j,k,`}
Cj,k,` + Z (N)(j) Z (N)(k) Z (N)(`m)
1
2!
∑
{j,k}
Cj,k,`m
)
+ 1
N
(
Z (N)(j) Z
(N)
(k) Z
(N)
(`) Z
(N)
(m)
2
4!
∑
{j,k,`,m}
Dj,k,`,m + Z (N)(j) Z (N)(k) Z (N)(`) Z (N)(mn)
2
3!
∑
{j,k,`}
Dj,k,`,mn
+ Z (N)(j) Z (N)(k) Z (N)(`) Z (N)(mno)
2
3!
∑
{j,k,`}
Dj,k,`,mno + Z (N)(j) Z (N)(k) Z (N)(`m)Z (N)(no)
2
2!
∑
{j,k}
Dj,k,{`m,no}
+ Z (N)(j) Z (N)(k) Z (N)(`) Z (N)(m)
1
4!
∑
{j,k,`,m}
Ca,j,kCa,`,m + Z (N)(j) Z (N)(k) Z (N)(`) Z (N)(mn)
2
3!
∑
{j,k,`}
Ca,j,kCa,`,mn
+ Z (N)(j) Z (N)(k) Z (N)(`m)Z (N)(no)
1
2!
∑
{j,k}
Ca,j,`mCa,k,no
)
+ N−3/2-term+ N−2-term
(here and in the following, we denote by
∑
{j1,...,jR} the summation over R! permutations of {j1, . . . , jR} and we write
Dj,k,{`m,no} = (1/2)(Dj,k,`m,no + Dj,k,no,`m) for simplicity). We always obtain a vector SĎ(N) = (SĎ(N)1 , . . . , SĎ(N)p )′ such that
N3/2(‖S(N)‖2 − ‖SĎ(N)‖2) satisfies (5) with ξ = δ/2 > 0, where
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SĎ(N)j = Z (N)(j) +
1
N1/2
(C{j,k,`}Z (N)(k) Z
(N)
(`) + C{j,k},`mZ (N)(k) Z (N)(`m))
+ 1
N
[
Z (N)(k) Z
(N)
(`) Z
(N)
(m)
1
4!
∑
{j,k,`,m}
(
Dj,k,`,m + 12 Ca,j,kCa,`,m −
1
2
C{a,j,k}C{a,`,m}
)
+ Z (N)(k) Z (N)(`) Z (N)(mn)
1
3!
∑
{j,k,`}
(Dj,k,`,mn + Ca,j,kCa,`,mn − C{a,j,k}C{a,`},mn)+ Z (N)(k) Z (N)(`) Z (N)(mno)
1
3!
∑
{j,k,`}
Dj,k,`,mno
+ Z (N)(k) Z (N)(`m)Z (N)(no)
1
2!
∑
{j,k}
(
Dj,k,{`m,no} + 12 Ca,j,`mCa,k,no −
1
2
C{a,j},`mC{a,k},no
)]
(we write C{j,k,`} = (1/3!)∑{j,k,`} Cj,k,` and C{j,k},`m = (1/2!)∑{j,k} Cj,k,`m).
3. Bartlett-type adjustments
In this section, we briefly review three 1991 papers on the Bartlett-type adjustment and then point out that, unless
p = 1, there is, in general, an infinite number of the 2, 4-way symmetric arrays which are used in the CM-approach (and
T-approach). Revisiting these 1991 papers, we also reconsider four specifications and give a sufficient condition underwhich
the Bartlett-type adjustment for each case is uniquely determined.
3.1. CF-approach
Cordeiro and Ferrari [14] showed that, provided that a certain statisticW (here,  → 0 is a real parameter) admits an
asymptotic expansion of the form
P[W ≤ x] = Gf (x)+ 
k∑
`=0
pi`Gf+2`(x)+ o() for some k ∈ N, (10)
where pi`’s, free of , possess the property
∑k
`=0 pi` = 0, rewriting (10) as
P[W ≤ x] = Gf (x)− 2
k∑
`=1
( k∑
j=`
pij
)
gf+2`(x)+ o(), gf+2`(x) = Γ (f /2)x
`gf (x)
2`Γ (f /2+ `) ,
an application of W CF ≡ W[1 + 
∑k
`=1 c`(W)`−1] that is not necessarily monotone in W (see [25] for its monotone
variant) yields
P[W CF ≤ x] = Gf (x)+ o() if and only if c` = −
2Γ (f /2)
2`Γ (f /2+ `)
k∑
j=`
pij, ` = 1, . . . , k.
The literature on the Bartlett adjustment (and Bartlett-type adjustment, especially the CF-approach) is very extensive (for a
literature review till the middle of the 1990s, see [26]).
Now, for any T (N)  ‖S(N)‖2 in the class TN,3 (see (4)–(6)), we have only to consider the case k ≤ 3 (see Section 2). Then,
the CF-approach enables us to define a cubic polynomial transformed statistic
T (N)CF ≡
(
1+ ρ
CF
N
)
T (N) + c
CF
N
(T (N))2 + d
CF
N
(T (N))3, (11)
where ρCF, cCF and dCF are constants (the author recently derived the third-order power of the resulting test T (N)CF > χ2p,α
under a sequence of local alternatives θN = θ0 + N−1/2I−1/20 h). It should be remarked here that T (N)CF  ‖S(N)CF‖2 with
S(N)CF = (S(N)CF1 , . . . , S(N)CFp )′, where
S(N)CFj = S(N)j +
1
N
(ρCF
2
Z (N)(j) +
cCF
6
Z (N)(k) Z
(N)
(`) Z
(N)
(m)〈3〉δjkδ`m +
dCF
30
Z (N)(k) Z
(N)
(`) Z
(N)
(m)Z
(N)
(n) Z
(N)
(o) 〈15〉δjkδ`mδno
)
. (12)
3.2. CM-approach
Chandra and Mukerjee [13] proposed, in the multiparameter case, the Bartlett-type adjustment for Rao(N) = Z (N)(j) Z (N)(j) . In
a similar fashion, their original proposal for any T (N)  ‖S(N)‖2 in the class TN,3 (see (4)–(6)) should read T (N)CM ≡ ‖S(N)CM‖2,
where S(N)CM = (S(N)CM1 , . . . , S(N)CMp )′ is given by
S(N)CMj = S(N)j +
1
N1/2
Γj,k,`Z
(N)
(k) Z
(N)
(`) +
1
N
(Γj,kZ
(N)
(k) + Γj,k,`,mZ (N)(k) Z (N)(`) Z (N)(m)) (13)
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for some symmetric arrays [Γj,k]j,k=1,...,p, [Γj,k,`]j,k,`=1,...,p and [Γj,k,`,m]j,k,`,m=1,...,p (that is, Γj1,...,jR is symmetric under
permutation of {j1, . . . , jR}), such that the null distribution of ‖S(N)CM‖2 has a better χ2-approximation. As in Chandra and
Mukerjee [13], one possibility may be that the cumulants
Cum(N)θ0 (S
(N)CM
j1
) = N−1/2κCM(1:0)j1 + o(N−1),
Cum(N)θ0 (S
(N)CM
j1
, S(N)CMj2 ) = δj1j2 + N−1κCM(2:0)j1,j2 + o(N−1),
Cum(N)θ0 (S
(N)CM
j1
, S(N)CMj2 , S
(N)CM
j3
) = N−1/2κCM(1:0)j1,j2,j3 + o(N−1),
Cum(N)θ0 (S
(N)CM
j1
, S(N)CMj2 , S
(N)CM
j3
, S(N)CMj4 ) = N−1κCM(2:0)j1,j2,j3,j4 + o(N−1)
under the null hypothesis satisfy
κ
CM(1:0)
j1,j2,j3
= 0, j1, j2, j3 ∈ {1, . . . , p}, (14a)
κ
CM(2:0)
j1,j2,j3,j4
= 0, j1, j2, j3, j4 ∈ {1, . . . , p}, (14b)
κ
CM(2:0)
j1,j2
+ κCM(1:0)j1 κCM(1:0)j2 = 0, j1, j2 ∈ {1, . . . , p}. (14c)
Here, we observe that
κ
CM(1:0)
j,k,` = ν(j,k,`) + 〈6〉˜CΓjk,`, κCM(1:0)j = C˜Γjr1,r2δr1r2 , (15a)
κ
CM(2:0)
j,k,`,m − 24Γj,k,`,m depends on {˜CΓj,k,r , C˜Γj,`,r , C˜Γj,m,r , C˜Γk,`,r , C˜Γk,m,r , C˜Γ`,m,r}r=1,...,p, (15b)
κ
CM(2:0)
j,k − 2Γj,k − 6Γj,k,r1,r2δr1r2 depends on {˜CΓj,r1,r2 , C˜Γk,r1,r2}r1,r2=1,...,p, (15c)
where C˜Γjk,` ≡ C˜jk,` + Γj,k,` with C˜jk,` = Cj,k,` + Cj,k,j3j4ν(j3j4,`) (to save space, we omit further details on κCM(2:0)j,k,`,m and κCM(2:0)j,k ,
which are extensions of [13]). Then, it is not difficult to see that the above system (14a)–(14c) is uniquely solvable, provided
that the 2, 3, 4-way symmetric arrays [Γj1,...,jR ]j1,...,jR=1,...,p, R = 2, 3, 4, satisfy the following additional conditions:
(B-1) there is no equality constraints on elements Γj,k,`, p ≥ j ≥ k ≥ ` ≥ 1;
(B-2) there is no equality constraints on elements Γj,k,`,m, p ≥ j ≥ k ≥ ` ≥ m ≥ 1;
(B-3) there is no equality constraints on elements Γj,k, p ≥ j ≥ k ≥ 1.
However, unless p = 1, the system (14a)–(14c) is merely a sufficient condition of
P (N)θ0 [‖S(N)CM‖2 ≤ x] = Gp(x)+ o(N−1). (16)
Actually, having established an asymptotic expansion for the null distribution
P (N)θ0 [‖S(N)CM‖2 ≤ x] = Gp(x)−
2
N
[1
2
(κ
CM(2:0)
j1,j2
+ κCM(1:0)j1 κCM(1:0)j2 )δj1j2gp+2(x)
+ 1
2
(1
4
κ
CM(2:0)
j1,j2,j3,j4
+ κCM(1:0)j1 κCM(1:0)j2,j3,j4
)
δj1j2δj3j4{−gp+2(x)+ gp+4(x)}
+ 1
72
κ
CM(1:0)
j1,j2,j3
κ
CM(1:0)
j4,j5,j6
〈15〉δj1j2δj3j4δj5j6{gp+2(x)− 2gp+4(x)+ gp+6(x)}
]
+ o(N−1) (17)
(we have also derived a similar formula under a sequence of local alternatives θN = θ0+N−1/2I−1/20 h), it is easy to see that
(16) holds if and only if, in addition to (14a),
0 = κCM(2:0)j1,j2,j3,j4δj1j2δj3j4 , (14b′)
0 = (κCM(2:0)j1,j2 + κCM(1:0)j1 κCM(1:0)j2 )δj1j2 , (14c′)
which indicates that [Γj,k,`]j,k,`,m=1,...,p is uniquely given by
Γj,k,` = −16 {ν(j,k,`) + 〈6〉(Cj,k,` + Cj,k,j3j4ν(j3j4,`))} = Γ
C
j,k,` (say), j, k, ` ∈ {1, . . . , p} (18)
as a solution of the linear system (14a), but [Γj,k]j,k=1,...,p and [Γj,k,`,m]j,k,`,m=1,...,p are generally not unique unless p = 1.
Since (14b′) and (14c′) are allowed to have only one unknown in [Γj,k]j,k=1,...,p and [Γj,k,`,m]j,k,`,m=1,...,p, respectively, the
most natural forms (but by no means the only one, unless p = 1) are probably as follows:
(B-2′) Γj,k,`,m = (c/6)〈3〉δjkδ`m, j, k, `,m ∈ {1, . . . , p};
(B-3′) Γj,k = (ρ/2)δjk, j, k ∈ {1, . . . , p}.
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Anyway, it may be worth considering four different patterns according to (B-2 or 2′) and (B-3 or 3′) for the multiparameter
case, provided that Γj,k,` = Γ Cj,k,`, j, k, ` ∈ {1, . . . , p} (this is a necessary condition of (16)). This is one of the reasons why
we reconsider at least the following four specifications (we add other illustrations in Remark 1):
S(N)CM0j = S(N)?Kj +
1
N
(
Γ
CM0
j,k Z
(N)
(k) + Γ CMj,k,`,mZ (N)(k) Z (N)(`) Z (N)(m)
)
under (B-2,3),
S(N)CM1j = S(N)?Kj +
1
N
(ρCM1
2
Z (N)(j) + Γ CMj,k,`,mZ (N)(k) Z (N)(`) Z (N)(m)
)
under (B-2, 3′),
S(N)CM2j = S(N)?Kj +
1
N
(ρCM2
2
Z (N)(j) +
cCM
6
Z (N)(k) Z
(N)
(`) Z
(N)
(m)〈3〉δjkδ`m
)
under (B-2′, 3′),
S(N)CM3j = S(N)?Kj +
1
N
(
Γ
CM3
j,k Z
(N)
(k) +
cCM
6
Z (N)(k) Z
(N)
(`) Z
(N)
(m)〈3〉δjkδ`m
)
under (B-2′, 3),
where S(N)?Kj = S(N)j + N−1/2Γ Cj,k,`Z (N)(k) Z (N)(`) is found in Kakizawa [24]. The resulting adjustments T (N)CMK ≡ ‖S(N)CMK ‖2
with S(N)CMK = (S(N)CMK1 , . . . , S(N)CMKp )′; K = 0, 1, 2, 3, are referred to as Chandra and Mukerjee’s adjustments of type K ,
K = 0, 1, 2, 3, respectively, where type 0 is a counterpart of Chandra and Mukerjee’s [13] original proposal for the special
case Rao(N) = Z (N)(j) Z (N)(j) . In view of the properties (15a)–(15c), the above formulas under (B-2 or 2′) and (B-3 or 3′) can be
determined uniquely through the following steps:
Step1. Setting Γj,k,` = Γ Cj,k,`, j, k, ` ∈ {1, . . . , p}, we solve (14b) with respect to (B-2) (or (14b′) with respect to (B-2′)).
Step2. Setting Γj,k,` = Γ Cj,k,` and
Γj,k,`,m =
{
Γ CMj,k,`,m, type K , K = 0, 1
(cCM/6)〈3〉δjkδ`m, type K , K = 2, 3, j, k, `,m ∈ {1, . . . , p},
we solve (14c) with respect to (B-3) (or (14c′) with respect to (B-3′)). We notice that ρCM1 = ρCM2 = ρCM (say). See
also Remark 5 of Section 4.
Remark 1. The basic idea behind our considerations T (N)CMK , K = 1, 2, 3, is a double correction approach closely related to
the polynomial transformation approach. That is,
(i) For any T (N)  ‖S(N)‖2 in the class TN,3, we first construct T (N)?CMK ≡ ‖S(N)?CMK ‖2, K = 1, 2, with S(N)?CMK =
(S(N)?CMK1 , . . . , S
(N)?CMK
p )
′, as follows:
S(N)?CM1j = S(N)j +
1
N1/2
Γ Cj,k,`Z
(N)
(k) Z
(N)
(`) +
1
N
Γ CMj,k,`,mZ
(N)
(k) Z
(N)
(`) Z
(N)
(m),
S(N)?CM2j = S(N)j +
1
N1/2
Γ Cj,k,`Z
(N)
(k) Z
(N)
(`) +
cCM
6N
Z (N)(k) Z
(N)
(`) Z
(N)
(m)〈3〉δjkδ`m.
Then, making use of the Bartlett correctability of T (N)?CMK (this fact is really possible, since (17) reduces to Gp(x) +
(ρCM/N)xgp(x)+ o(N−1) in those two cases with K = 1, 2), we propose a test statistic T (N)??CMK ≡ (1+ ρCM/N)T (N)?CMK =
‖(1+ ρCM/N)1/2S(N)?CMK ‖2  T (N)CMK .
(ii) An adjustment T (N)?K ≡ ‖S(N)?K‖2, with S(N)?K = (S(N)?K1 , . . . , S(N)?Kp )′, has been recently proposed in Kakizawa [24]
to elucidate the second-order local power identity property even in the multiparameter case. Interestingly, it is possible to
interpret the adjustment T (N)CM2 as a quadratic polynomial transformation (not a cubic polynomial transformation (11)) of
the author’s proposal T (N)?K;
T (N)CM2 ≡ ‖S(N)CM2‖2 
(
1+ ρ
CM
N
)
T (N)?K + c
CM
N
(T (N)?K)2.
Similarly, T (N)CM3 ≡ ‖S(N)CM3‖2  T (N)?K′ + (cCM/N)(T (N)?K′)2, T (N)?K′ ≡ ‖S(N)?K′‖2, where S(N)?K′ = (S(N)?K′1 , . . . , S(N)?K
′
p )
′
is defined by S(N)?K
′
j = S(N)?Kj + N−1Γ CM3j,k Z (N)(k) . As compared to (11) and (12), instead of the last term (dCF/N)T 3, the term
Γ Cj,k,`Z
(N)
(k) Z
(N)
(`) is introduced here. We notice that the squared term (c
CM/N)T 2 is indispensable, since (14b′) is not always
satisfied for S(N)?K and S(N)?K′ .
3.3. T-approach
Taniguchi [11] introduced a double correction approach to carry out a Bartlett-type adjustment based on the scalar
function of the MLE. That is, adjust T (N) ∈ TN,3 as (1 + ρ/N)h(̂θN,ML)T (N), where ρ is a constant and h(·) is a smooth
nonnegative function with h(θ0) = 1. However, Remark 4 in Section 4 shows that if p > 1, it is generally impossible to
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obtain a better χ2-approximation P (N)θ0 [(1+ ρ/N)h(̂θN,ML)T (N) ≤ x] = Gp(x)+ o(N−1). So, Taniguchi’s scalar multiplication
approach for the Bartlett-type adjustment was suitable for p = 1.
In order to motivate a new idea of the matrix-vector multiplication approach as a natural extension of p = 1 to p ≥ 1,
we now set h(θ) = {q(θ)}2. One may replace such a nonnegative scalar function h(·) with a p × p nonnegative definite
matrix-valued function H(·). We know that any nonnegative definite matrix A can be decomposed in the form A = (A1/2)2,
where A1/2 is the symmetric square-root matrix of A. Then, for any T (N)  ‖S(N)‖2 in the class TN,3, our proposal is an
application of the Bartlett correction for T (N)? ≡ ‖S(N)?‖2 with S(N)? = Q(̂θN,ML)S(N), where Q(·) = [Qj,k(·)]j,k=1,...,p is
a smooth symmetric matrix-valued function with Q(θ0) = Ip, such that T (N)? is Bartlett correctable in the sense that
P (N)θ0 [(1+ρ/N)T (N)? ≤ x] = Gp(x)+o(N−1) for some ρ. Contrary to a negative fact of Remark 4, we see that there exists such
a matrix-valued function Q(·), since we can apply the principle of type 1 (see Section 3.2), once we additionally impose the
constraints (∂/∂θ `)Qj,k(θ0) = τ`,`′Γ Cj,k,`′ and (∂/∂θ `)(∂/∂θm)Qj,k(θ0) = τ`,`′τm,m′Γj,k,`′,m′ , as in Proposition 1 of Section 4.
In this way, we have the Bartlett-type adjusted test statistic T (N)?? ≡ (1+ ρ/N)T (N)?, which extends Taniguchi [11] to the
multiparameter case.
Remark 2. Such a double correction (1 + ρ/N)T (N)? has an equivalent formulation of a single correction ‖S(N)T′ML‖2 with
S(N)T
′
ML = {Q(̂θN,ML) + N−1(ρ/2)Ip}S(N), as we saw in Remark 1 (i) for ‖S(N)CMK ‖2, K = 1, 2. Compared with their starting
point (13), we propose T (N)TML ≡ ‖S(N)TML‖2 with S(N)TML = {Q(̂θN,ML) + N−1Γ }S(N) (it is referred to as an extended
Taniguchi’s adjustment) for some symmetric matrix Γ = [Γj,k]j,k=1,...,p. In Section 4, we will provide more detailed
theoretical analysis on this approach.
4. Power comparison of several Bartlett-type adjustments
As described in Section 2.2, we shall start with the test statistic T (N)  ‖S(N)‖2, where the coefficients in S(N) (see (6))
satisfy (9). On the basis of three approaches of Section 3, we are now in a position to define the following wider class T N,3
of test statistics for H : θ = θ0, which corresponds to various Bartlett-type adjustments available for all members of TN,3:
We say that an adjusted test statistic T (N) belongs to the class T N,3, if
T (N)  ‖S(N)‖2, (19)
where S(N) = (S(N)1 , . . . , S(N)p )′, given by
S(N)j = S(N)j +
1
N1/2
Γ j,k,`Z
(N)
(k) Z
(N)
(`) +
1
N
(Γ j,k,`,mZ
(N)
(k) Z
(N)
(`) Z
(N)
(m) + Γ j,k,`,mnZ (N)(k) Z (N)(`) Z (N)(mn)
+Γ j,kZ (N)(k) + Γ j,k,`,m,n,oZ (N)(k) Z (N)(`) Z (N)(m)Z (N)(n) Z (N)(o) ), (20)
satisfies
P (N)θ0 [‖S(N)‖2 ≤ x] = Gp(x)+ o(N−1) (21)
for some Γ j,k, Γ

j,k,`, Γ

j,k,`,m, Γ

j,k,`,mn and Γ

j,k,`,m,n,o, j, k, `,m, n, o ∈ {1, . . . , p} (we assume that for R = 2, 3, 4, 6, Γ j1,...,jR is
symmetric under permutation of {j1, . . . , jR} and that Γ j,k,`,mn is symmetric under permutation of {j, k, `}).
There are (infinitely) many ways to formulate Γ ’s for the accomplishment of (21). By the CF- and CM-approaches, we
have the following members of T N,3:
(CF) We have T (N)CF ≡ ‖S(N)CF‖2 ∈ T N,3, where the corresponding coefficients Γ ’s are given by Γ j,k,` = Γ j,k,`,mn = 0,
Γ j,k = (ρCF/2)δjk, Γ j,k,`,m = (cCF/6)〈3〉δjkδ`m and Γ j,k,`,m,n,o = (dCF/30)〈15〉δjkδ`mδno. The choice of ρCF, cCF and dCF is
unique (see Section 3.1).
(CM) Letting Γj,k,` = Γ Cj,k,` (this is a necessary condition of (16); see Section 3.2), we have T (N)CM ≡ ‖S(N)CM‖2 ∈ T N,3,
where the corresponding coefficients Γ ’s are given by Γ j,k,` = Γ Cj,k,`, Γ j,k,`,mn = Γ j,k,`,m,n,o = 0, Γ j,k = Γj,k and
Γ j,k,`,m = Γj,k,`,m. Here, there are at least four specifications of the 2, 4-way symmetric arrays [Γj,k]j,k=1,...,p and
[Γj,k,`,m]j,k,`,m=1,...,p, as shown in Section 3.2.
(CM′) For any T (N) ∈ TN,3 \ {Rao(N) = Z (N)(j) Z (N)(j) }, it may be natural, in (CM), to adopt S(N)CM with Z (N)(j′) replaced by S(N)j′ (or
use Γ Cj,k,`S
(N)
k S
(N)
` instead of Γ
C
j,k,`Z
(N)
(k) Z
(N)
(`) ). It then follows from the symmetrization argument in Section 2.2 that the
resulting test statistic also belongs to T N,3 with the coefficients Γ

j,k,` = Γ Cj,k,`, Γ j,k,`,mn = (2/3!)
∑
{j,k,`} Γ
C
a,j,kCa,`,mn,
Γ j,k,`,m,n,o = 0, Γ j,k = Γj,k and Γ j,k,`,m = Γj,k,`,m + (2/4!)
∑
{j,k,`,m} Γ
C
a,j,kCa,`,m.
(CM′′) In a similar fashion, using Γ Cj,k,`Z
(N)
(k) S
(N)
` instead of Γ
C
j,k,`S
(N)
k S
(N)
` (see (CM
′)), the resulting test statistic after
the symmetrization argument also belongs to T N,3 with the coefficients Γ

j,k,` = Γ Cj,k,`, Γ j,k,`,mn =
(1/3!)∑{j,k,`} Γ Ca,j,kCa,`,mn, Γ j,k,`,m,n,o = 0, Γ j,k = Γj,k and Γ j,k,`,m = Γj,k,`,m + (1/4!)∑{j,k,`,m} Γ Ca,j,kCa,`,m.
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In what follows, the adjustment obtained from the point of view of (CM′) or (CM′′) is referred to as the modified Chandra
and Mukerjee’s adjustment, where its variant of type K , K = 0, 1, 2, 3, is discriminated according to (B-2 or 2′) and (B-3
or 3′).
Now, let us describe the T-approach in a more precise manner than was mentioned in Remark 2 of Section 3.3. Although
Taniguchi [20,11] used the MLE, we observe, as shown in (26) below, that the use of the MLE was not essential for his
adjustment and that the MLE may be replaced by an asymptotically efficient estimator. We introduce a general random
vector (which may depend on θ0), as follows: Suppose that the assumptions stated in the Appendix hold, then every θ̂
(N)
in
DN,3 admits a stochastic expansion
N1/2I1/20 (̂θ
(N) − θ0) = (Z (N)(1) , . . . , Z (N)(p) )′ +
1
N1/2
(W (N)1 , . . . ,W
(N)
p )
′ + 1
N
(r (N)1 , . . . , r
(N)
p )
′ (22)
under the θ0-distribution of X1, . . . ,XN , whereW
(N)
j = Bj,k,`Z (N)(k) Z (N)(`) + Bj,k,`mZ (N)(k) Z (N)(`m) for some Bj,k,` (=Bj,`,k) and Bj,k,`m,
j, k, `,m ∈ {1, . . . , p}, and P (N)θ0 [
∑p
j=1 |r (N)j | ≥ (logN)β ] = o(N−(1+ξ)) for some β, ξ > 0.
The following proposition, which is themotivation of a deep study in a large subclass T GBN,3 (⊂T N,3) of generalized Bartlett-
type adjustments (see (24) and (25) below), reveals that the T-approach is quite similar to the CM-approach, except that the
definitions of Γ j,k,`,m and Γ

j,k,`,mn are, in general, slightly different from those of (CM) or (CM
′) or (CM′′).
Proposition 1. For any T (N)  ‖S(N)‖2 in the class TN,3 (see (4)–(6)), an extended Taniguchi’s adjustment T (N)T ≡ ‖S(N)T‖2
with S(N)T = {Q(̂θ(N))+ N−1Γ }S(N), based on θ̂(N) ∈ DN,3, belongs to the class T N,3 with the coefficients
Γ j,k = Γj,k, Γ j,k,` = Γ Cj,k,`,
Γ j,k,`,m = Γj,k,`,m +
1
4!
∑
{j,k,`,m}
Γ Ca,j,k(Ba,`,m + Ca,`,m),
Γ j,k,`,mn =
1
3!
∑
{j,k,`}
Γ Ca,j,k(Ba,`,mn + Ca,`,mn), Γ j,k,`,m,n,o = 0,
(23)
provided that a matrix-valued functionQ(θ) = [Qj,k(θ)]j,k=1,...,p satisfies the following three conditions for each j, k ∈ {1, . . . , p}
(we assume that Γ = [Γj,k]j,k=1,...,p is a symmetric matrix):
(Q1) Qj,k(θ) = Qk,j(θ) is three times continuously differentiable in a neighborhood of θ0.
(Q2) Qj,k(θ0) = δjk.
(Q3) The first and second derivatives Qj,k/` = (∂/∂θ `)Qj,k(θ0), Qj,k/`m = (∂/∂θ `)(∂/∂θm)Qj,k(θ0), `,m ∈ {1, . . . , p}, are given
by Qj,k/` = τ`,`′Γ Cj,k,`′ and Qj,k/`m = 2τ`,`′τm,m′Γj,k,`′,m′ , where [Γj1,j2,j3,j4 ]j1,j2,j3,j4=1,...,p is a 4-way symmetric array.
Proof. Recalling the definition (22) and applying themoderate deviation estimate (7), we then have P (N)θ0 [N1/2‖̂θ
(N)−θ0‖ ≥
c˜(logN)β
′ ] = o(N−(1+δ′)) for some c˜ > 0, where β ′ = max(1, β) and δ′ = min(δ/2, ξ). Hence, we obtain
P (N)θ0 [N3/2(‖S(N)T‖2 − ‖S(N)‖2) ≥ xN ]
≤ P (N)θ0
[
N3/2(‖S(N)T‖2 − ‖S(N)‖2) ≥ xN , ‖̂θ(N) − θ0‖ ≤ c˜ (logN)
β ′
N1/2
]
+ o(N−(1+δ′))
for any xN > 0. Expanding Qj,k(̂θ
(N)
) in a Taylor series at θ = θ0 and using (7) again, it is not difficult to show that
‖S(N)T‖2  ‖S(N)‖2, where S(N) has the coefficients (23). Finally, by essentially the same argument as in Section 3.2,
the last requirement P (N)θ0 [‖S(N)‖2 ≤ x] = Gp(x)+ o(N−1) is really accomplished by examining at least four possibilities of
the 2, 4-way symmetric arrays [Γj,k]j,k=1,...,p and [Γj,k,`,m]j,k,`,m=1,...,p. This completes the proof of T (N)T ∈ T N,3. 
Remark 3. (i) We previously had a discussion about the specification of the 2, 4-way symmetric arrays [Γj,k]j,k=1,...,p and
[Γj,k,`,m]j,k,`,m=1,...,p which are used in the CM-approach (see Section 3.2). Thus, adding (B-2 or 2′) and (B-3 or 3′) for (Q3)
required in Proposition 1, we will also take account of at least four variants T (N)TK ≡ ‖S(N)TK ‖2, which are referred to as
extended Taniguchi’s adjustments of type K , K = 0, 1, 2, 3, respectively.
(ii) Proposition 1 shows that if Γ Cj,k,` = 0, j, k, ` ∈ {1, . . . , p}, the T-approach is then equivalent to the CM-approach
in terms of the third-order stochastic expansion (and hence in terms of the third-order local power). Not surprisingly, the
adjusted test statistic based on (CM) or its variant (CM′) or (CM′′) corresponds to the form of ‖{Q(̂θ(N)∓C ) + N−1Γ }S(N)‖2
or ‖{Q(̂θ(N)O ) + N−1Γ }S(N)‖2, where the jth element of θ̂(N)∓C is defined by θ j0 + N−1/2τ j,j′Z (N)(j′) ∓ N−1τ j,j
′
(Cj′,j2,j3Z
(N)
(j2)
Z (N)(j3) +
Cj′,j2,j3j4Z
(N)
(j2)
Z (N)(j3j4)). Needless to say, it does notmean a universal equivalence between the two approaches, since every choice
of TN,3-test statistic T (N) andDN,3-random vector θ̂
(N)
is arbitrary.
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Table 1
On the specification of Γ GBKj,k,`,m and Γ
GBK
j,k in (25); K = 0, 1, 2, 3.
Assume (B-2) Assume (B-2′)
Assume (B-3) Type 0 Type 3
Assume (B-3′) Type 1 Type 2
Remark 4. As in Taniguchi [20,11], one may take a version (1 + ρ/N)h(̂θ(N))T (N), where ρ is a constant and h(θ) is a
smooth nonnegative scalar function with h(θ0) = 1. Notice, however, that if p > 1, it is generally impossible to obtain
P (N)θ0 [(1+ ρ/N)h(̂θ
(N)
)T (N) ≤ x] = Gp(x)+ o(N−1).
Proof. Let ρ ∈ R be arbitrary. Let h(θ) = {q(θ)}2, where q(θ) is an arbitrary smooth scalar function with q(θ) = 1+ (θ a −
θ a0 )q/a+ (1/2)(θ a− θ a0 )(θ b− θ b0 )q/ab+O(‖θ− θ0‖3), where wewrite q/a = (∂/∂θ a)q(θ0) and q/ab = (∂/∂θ a)(∂/∂θ b)q(θ0).
By the same argument as in the proof of Proposition 1, for any T (N)  ‖S(N)‖2 in the class TN,3 and θ̂(N) ∈ DN,3 (see (4)–(6)
and (22)), we can see that T (N)Ď ≡ (1 + ρ/N)h(̂θ(N))T (N)  ‖S(N)‖2, where S(N) has the coefficients Γ j,k,`,m,n,o = 0 and
Γ j,k,` = (1/3)〈3〉δjkq/(`) with q/(a) = τ a,a′q/a′ (the coefficients Γ j,k,`,m and Γ j,k,`,mn are rather complicated and omitted here
to save space, since they, together with Γ j,k = (ρ/2)δjk, are not essential in the present proof). In that case, we obtain
Cum(N)θ0 (S
(N)
j1
, S(N)j2 , S
(N)
j3
) = N−1/2(κ (1:0)j1,j2,j3 + 2〈3〉δj1j2q/(j3))+ o(N−1),
where κ (1:0)j,k,` = ν(j,k,`) + 〈6〉(Cj,k,` + Cj,k,j3j4ν(j3j4,`)). It is shown that
min
q/(1),...,q/(p)
(κ
(1:0)
j1,j2,j3
+ 2〈3〉δj1j2q/(j3))(κ (1:0)j4,j5,j6 + 2〈3〉δj4j5q/(j6))〈15〉δj1j2δj3j4δj5j6
= 6
{
(κ
(1:0)
j,k,a δjk)(κ
(1:0)
`,m,aδ`m)−
3
p+ 2 κ
(1:0)
a,b,c κ
(1:0)
a,b,c
}
≥ 0,
since the object function to be minimized here is nonnegative. So, if the above quantity is positive (the case p = 1 is
excluded), it is shown (see (17)) that
P (N)θ0 [T (N)Ď ≤ x] = Gp(x)−
2
N
3∑
v=1
Pvgp+2v(x)+ o(N−1) with P3 > 0. 
Our goal in this paper is to address Rao and Mukerjee’s [15] statement, that is, to investigate whether or not the
distinction between the CM-approach and T-approach affects the third-order power under a sequence of local alternatives
θN = θ0 + N−1/2I−1/20 h, where h = (h1, . . . , hp)′ 6= 0. In what follows, we will study a subclass T GBN,3 (⊂T N,3) consisting
of those members of (19) for which the coefficients Γ ’s in (20) are restricted to Γ j,k,`,m,n,o = 0, Γ j,k = Γj,k, Γ j,k,` = Γ Cj,k,`,
Γ j,k,`,m = Γj,k,`,m + ∆GBj,k,`,m and Γ j,k,`,mn = ∆GBj,k,`,mn. More precisely, for every T (N)  ‖S(N)‖2 in the class TN,3(see (4)–(6)),
we define the generalized Bartlett-type (GB) adjusted test statistic of type K ; K = 0, 1, 2, 3
T (N)GBtype K  ‖S(N)GBK ‖2, S(N)GBK = (S(N)GBK1 , . . . , S(N)GBKp )′ (24)
according to (B-2 or 2′) and (B-3 or 3′), where
S(N)GBKj = S(N)j +
1
N1/2
Γ Cj,k,`Z
(N)
(k) Z
(N)
(`) +
1
N
{(Γ GBKj,k,`,m +∆GBj,k,`,m)Z (N)(k) Z (N)(`) Z (N)(m) +∆GBj,k,`,mnZ (N)(k) Z (N)(`) Z (N)(mn) + Γ GBKj,k Z (N)(k) } (25)
with∆GBj,k,`,m and∆
GB
j,k,`,mn being specified in advance according to various Bartlett-type adjustments (assume that∆
GB
j,k,`,m is
symmetric under permutation of {j, k, `,m} and that∆GBj,k,`,mn is symmetric under permutation of {j, k, `}). Such a subclass
T GBN,3 covers both the CM-approach and T-approach (see Proposition 1 with θ̂
(N) ∈ DN,3, together with Remark 3(ii)), which
is the third-order extension of Kakizawa’s [24] second-order adjusted test statistic T (N)K ≡ T (N)+(2/N1/2)Γ Cj,k,`Z (N)(j) Z (N)(k) Z (N)(`) .
Here, for the requirement of P (N)θ0 [T (N)GBtype K ≤ x] = Gp(x)+o(N−1), we apply the four specifications in Section 3.2, by replacing
Dj,k,`,m and Dj,k,`,mn with Dj,k,`,m +∆GBj,k,`,m and Dj,k,`,mn +∆GBj,k,`,mn, respectively (see also Table 1).
Then, introducing the notation qj1...js−1•js+1...jR ≡ qj1...js−1jsjs+1...jRhjs for any quantities qj1...jR , j1, . . . , jR ∈ {1, . . . , p};
e.g. C•,q,r1r2 = Cj1,q,r1r2hj1 and ν(••,q) = ν(j1j2,q)hj1hj2 , we can derive, after some heavy algebra, the third-order terms of
P (N)θN [T (N)GBtype K > χ2p,α], K = 0, 1, 2, 3 (if Γ Cj,k,` = 0, j, k, ` ∈ {1, . . . , p}, the tests T (N)CF > χ2p,α and T (N)GBtype K > χ2p,α have the
identical local power up to the second order).
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Theorem 2. Let M(jk,`m) = ν(jk,`m) − ν(jk,r)ν(`m,r), N(jk,`,m) = ν(jk,`,m) − ν(jk,r)ν(`,m,r), j, k, `,m ∈ {1, . . . , p}. Then, the third-
order local power function of the adjusted test T (N)GBtype1 > χ
2
p,α is independent of {∆GBj,k,`,m,∆GBj,k,`,mn}j,k,`,m,n=1,...,p;
P (N)θN [T (N)GBtype1 > x] = 1− Gp(x;h′h)+
2∑
i=1
N−i/2
2i∑
v=1
2P (i)v gp+2v(x;h′h)+ o(N−1),
where P (1)1 = (3ν(••,•) + ν(•,•,•))/6, P (1)2 = ν(•,•,•)/6,
P
(2)
1 =
1
4
ν(••,r1,r2)δr1r2 −
1
4
ν(q,r1,r2)δr1r2ν(••,q) +
1
2
Cs,t,r1r2δstM(r1r2,••)
+ 1
24
(4ν(•••,•) + 6ν(••,•,•) + ν(•,•,•,•))+ 18 ν(••,r)ν(••,r) −
1
72
(3ν(••,•) + ν(•,•,•))2,
P
(2)
2 = −Ct,u,r1r2δtuC•,•,s1s2M(r1r2,s1s2) −
3
2
C•,q,r1r2C•,q,s1s2M(r1r2,s1s2) +AC,D••
+ 1
24
(6ν(••,•,•) + ν(•,•,•,•))+ 12 C•,•,r1r2M(r1r2,••) +
1
72
{9(ν(••,•))2 − (ν(•,•,•))2},
P
(2)
3 =
1
24
ν(•,•,•,•) − 12 C•,•,r1r2C•,•,s1s2M(r1r2,s1s2) +
1
72
(6ν(••,•) + ν(•,•,•))ν(•,•,•),
P
(2)
4 =
1
72
(ν(•,•,•))2,
withAC,D•• = (ρC,D/2)h′h− (1/2)C•,•,r1r2N(r1r2,s,t)δst + D•,•,j3j4,j5j6M(j3j4,j5j6). Here, we have
ρC,D = 1
p
[1
4
ν(r1,r2,s1,s2)δr1r2δs1s2 −
1
4
ν(q,r1,r2)δr1r2ν(q,s1,s2)δs1s2 −
1
6
ν(q,r,s)ν(q,r,s)
+ Cq1,q2,r1r2δq1q2Ct1,t2,s1s2δt1t2M(r1r2,s1s2) + Cq1,q2,r1r2Cq1,q2,s1s2M(r1r2,s1s2)
+ Cq1,q2,r1r2δq1q2N(r1r2,s,t)δst − 2Dq1,q2,r1r2,s1s2δq1q2M(r1r2,s1s2)
]
.
Theorem 2 shows clearly that, for every T (N) ∈ TN,3, the extended Taniguchi’s adjustment of type 1 (based on an arbitrary
θ̂
(N) ∈ DN,3) and (modified) Chandra and Mukerjee’s adjustment of type 1 are equivalent in terms of the third-order local
power even in the multiparameter case which indicates the truth of Rao and Mukerjee’s [15] statement that we mentioned
in Section 1. Interestingly, the third-order term of P (N)θN [T (N)GBtype1 > χ2p,α] depends on the choice T (N) only through
{Cj,k,r1r2C`,m,s1s2M(r1r2,s1s2), Cj,k,r1r2M(r1r2,`m), Cj,k,r1r2N(r1r2,s,t)δst ,Dj,k,r1r2,s1s2M(r1r2,s1s2)},
j, k, `,m ∈ {1, . . . , p} (for the case p = 1, all terms involving D1,1,11,11 andN(11,1,1) cancel out, as in [11]). It is important to
note that letting p = 1 in Theorem 2, given {∆GB1,1,1,1,∆GB1,1,1,11}, there exists a unique {Γ GB1,1,1,1,Γ GB1,1}, such that
S(N)GB1 = S(N)1 +
1
N1/2
Γ C1,1,1(Z
(N)
(1) )
2 + 1
N
{(Γ GB1,1,1,1 +∆GB1,1,1,1)(Z (N)(1) )3 +∆GB1,1,1,11(Z (N)(1) )2Z (N)(11) + Γ GB1,1Z (N)(1) }
satisfies
P (N)θN [(S(N)GB1 )2 > x] = 1− G1(x; h2)+
2∑
i=1
N−i/2
2i∑
v=1
2P (i)v g1+2v(x; h2)+ o(N−1), (26)
where P (1)1 = h3(3ν(11,1) + ν(1,1,1))/6, P (1)2 = h3ν(1,1,1)/6,
P
(2)
1 = h2
(1
4
N(11,1,1) + 12 C1,1,11M(11,11)
)
+ h4
{ 1
24
(4ν(111,1) + 6ν(11,1,1) + ν(1,1,1,1))+ 18 ν
2
(11,1)
}
− h
6
72
(3ν(11,1) + ν(1,1,1))2,
P
(2)
2 = h2
(1
8
ν(1,1,1,1) − 524 ν
2
(1,1,1) −
3
2
C21,1,11M(11,11)
)
+ h4
{ 1
24
(6ν(11,1,1) + ν(1,1,1,1))+ 12 C1,1,11M(11,11)
}
+ h
6
72
(9ν2(11,1) − ν2(1,1,1)),
P
(2)
3 = h4
( 1
24
ν(1,1,1,1) − 12 C
2
1,1,11M(11,11)
)
+ h
6
72
(6ν(11,1) + ν(1,1,1))ν(1,1,1),
P
(2)
4 =
h6
72
ν2(1,1,1),
which coincides with Taniguchi [11] based on the MLE.
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Remark 5. The essential point of this derivation is that our adjustments of type K , K = 0, 1, based on the 4th cumulant
conditions κGB(2:0)j1,j2,j3,j4 = 0, j1, j2, j3, j4 ∈ {1, . . . , p}, have three constraints κGB(2:0)•,•,•,• = κGB(2:0)j,k,•,• δjk = κGB(2:0)j,k,`,m δjkδ`m = 0 (the last
constraint enables us to show that not only the term (ρGBK /2)Z (N)(j) in S
(N)GBK ;K = 1, 2, is independent of∆GBj,k,`,m and∆GBj,k,`,mn,
but also ρGB1 = ρGB2 = ρC,D). To give further comments for the case of type K , K = 0, 2, 3, we assume p > 1 (otherwise,
we have (26), that is, (14b′), (14c′) coincide with (14b) and (14c); hence there is a unique solution of {Γ1,1,Γ1,1,1,1} for the
system κGB(2:0)1,1,1,1 = κGB(2:0)1,1 + κGB(1:0)1 κGB(1:0)1 = 0, with Γ1,1,1 = Γ C1,1,1).
(i) For the case of type 0, the principal term (ρC,D/2)h′h of AC,D•• in Theorem 2 should read the different and rather
involved formula Γ GB0•,• (the detail is omitted). As a result, the third-order term of P
(N)
θN
[T (N)GBtype 0 > χ2p,α] is independent of
[∆GBj,k,`,m]j,k,`,m=1,...,p but depends on [∆GBj,k,`,mn]j,k,`,m,n=1,...,p only through∆GBr,•,•,j4j5ν(j4j5,r)−∆GBr1,r2,•,j4j5ν(j4j5,•)δr1r2 . Therefore,
we can see that unless νjk,` = 0, j, k, ` ∈ {1, . . . , p}, for every T (N) ∈ TN,3 with Γ Cj,k,` 6= 0 for some j, k, ` ∈ {1, . . . , p}, the
extended Taniguchi’s adjustment of type 0 (based on an arbitrary θ̂
(N) ∈ DN,3) and (modified) Chandra and Mukerjee’s
adjustment of type 0 are generally not equivalent in terms of the third-order local power. This finding provides a partially
negative answer for Rao and Mukerjee’s [15] statement, depending on the model under consideration. Interestingly,
provided that νjk,` = 0, j, k, ` ∈ {1, . . . , p}, the third-order term of P (N)θN [T (N)GBtype 0 > χ2p,α] depends on the choice T (N) only
through
{Cj,k,r1r2C`,m,s1s2M(r1r2,s1s2), Cj,k,r1r2M(r1r2,`m), Cj,k,r1r2N(r1r2,`,m),Dj,k,`,j4j5j6ν(j4j5j6,m)},
j, k, `,m ∈ {1, . . . , p}.
(ii) Unlike the case of type 0 or type 1, the third-order local power function of the adjusted test T (N)GBtype K > χ
2
p,α , K = 2, 3,
is rather involved in the multiparameter case, since it includes the term
2
{
∆GB•,•,•,• +∆GB•,•,•,mnν(mn,•) −
3(h′h)2
p(p+ 2) (∆
GB
r1,r2,s1,s2δs1s2 +∆GBr1,r2,q,mnν(mn,q))δr1r2
}
gp+8(x;h′h),
where both types K , K = 2, 3, have only one constraint κGB(2:0)j,k,`,m δjkδ`m = 0 on the 4th cumulants. This finding for the type
K , K = 2, 3, provides a negative answer for Rao and Mukerjee’s [15] statement in the sense that for every T (N) ∈ TN,3 with
Γ Cj,k,` 6= 0 for some j, k, ` ∈ {1, . . . , p}, the extended Taniguchi’s adjustment of type K (based on an arbitrary θ̂
(N) ∈ DN,3)
and (modified) Chandra and Mukerjee’s adjustment of type K are generally not equivalent in terms of the third-order local
power.
5. Example
For a two-parameter example, suppose that (X1, Y1)′, . . . , (XN , YN)′ are iid samples with the density f (x, y) =
(1/ρ) exp{−βx − y/(ρβ)}, x, y, β, ρ > 0. We wish to test the hypothesis H0 : (β, ρ)′ = (1, 1)′ against H1 : (β, ρ)′ 6=
(1, 1)′. That is, the null hypothesis H0 means that X and Y are independently distributed as the same exponential Exp(1)
distribution. Notice that in this example, not only the MLE is analytically solvable as β̂N,ML = 1/X and ρ̂N,ML = X Y , but
also the key quantitiesM’s and N ’s at the null hypothesis satisfyMjk,`m = Njk,`,m = 0 for all j, k, `,m ∈ {β, ρ}, where
Mjk,`m = νjk,`m− νjk,rνr,r ′ν`m,r ′ ,Njk,`,m = νjk,`,m− νjk,rνr,r ′ν`,m,r ′ . Theorem 2 shows that in this model, the third-order local
power of our generalized Bartlett-type adjustment of type 1 is the same as that of the Bartlett-adjusted LR test statistic
LR?(N) ≡
(
1− 1
6N
)
LR(N) =
(
1− 1
6N
)
2N{−2− log(X Y )+ X + Y }.
Actually, considering Rao(N) = N{(X − 1)2 + (Y − 1)2}, we get after algebraic manipulations
Rao(N)CMtype1 =
(
1− 1
6N
)
Rao(N) + N
{
−2
3
(X − 1)3 + 1
2
(X − 1)4 − 2
3
(Y − 1)3 + 1
2
(Y − 1)4
}
,
which is slightly different from Rao(N)CMtype 0 = Rao(N)CMtype1 − (2/9)(X − 1)(Y − 1). Under a sequence of local alternatives
(βN , ρN)
′ = (1, 1)′ + N−1/2(h(β), h(ρ))′ with h(j) = τ j,j′hj′ , we also obtain the third-order local power difference
lim
N→∞N
(
P (N)βN ,ρN [Rao(N)CMtype1 > χ22,α] − P (N)βN ,ρN [Rao(N)CMtype 0 > χ22,α]
)
= 2(ARaoCM1•,• −ARaoCM0•,• )g6(χ22,α; h2β + h2ρ),
which is negative, zero and positive, depending on the sign of−(h(β) + h(ρ))h(β); negative, zero and positive, respectively,
where ARaoCM1•,• = −(1/12)(h2β + h2ρ) = −(1/12){2(h(β))2 + 2h(β)h(ρ) + (h(ρ))2} and ARaoCM0•,• = −(1/36){2(h(β))2 +
2h(β)h(ρ) + 3(h(ρ))2}.
We conducted 1000000 simulation runs (we set α = 0.05). Table 2 shows that the empirical sizes of three adjusted
tests LR?(N) > χ22,α , Rao
(N)CM
type1 > χ
2
2,α and Rao
(N)CM
type 0 > χ
2
2,α improve with increasing the sample size N . In Table 3 (we set
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Table 2
Empirical sizes (× 100) of three adjusted tests LR?(N) > χ22,α , Rao(N)CMtype1 > χ22,α and Rao(N)CMtype 0 > χ22,α , where α = 0.05.
N LR? RaoCM1 RaoCM0
10 5.040 5.437 5.439
20 5.012 5.151 5.153
30 4.988 5.058 5.059
40 5.010 5.043 5.042
50 5.013 5.039 5.040
60 4.974 4.992 4.992
70 4.992 5.006 5.005
80 4.970 4.982 4.983
90 5.003 5.015 5.014
100 4.968 4.972 4.970
Table 3
Empirical powers (× 100) of three adjusted tests LR?(N) > χ22,α , Rao(N)CMtype1 > χ22,α and Rao(N)CMtype 0 > χ22,α , and empirical powers (× 100) of the LR and Rao
tests using their empirical critical values, where α = 0.05.
Direction ω2 Using χ22,α critical values Using empirical critical values
LR? RaoCM1 RaoCM0 LR Rao
(1, 1)′ 3 30.84 30.96 30.98 30.94 33.57
6 54.81 54.94 54.97 54.92 57.88
9 72.17 72.29 72.32 72.26 74.73
12 83.45 83.54 83.56 83.52 85.31
(1,−1)′ 3 27.36 27.24 27.23 27.46 21.42
6 49.86 49.69 49.67 49.98 41.76
9 68.71 68.55 68.53 68.82 61.00
12 82.40 82.29 82.26 82.47 76.44
(1,−2)′ 3 40.75 40.59 40.56 40.86 33.32
6 78.72 78.61 78.58 78.81 72.55
9 96.25 96.22 96.21 96.28 94.19
12 99.73 99.72 99.72 99.73 99.49
Sample size was N = 100.
N = 100), the alternative parameter (1, 1)′ + N−1/2(h(β), h(ρ))′ was taken in such a way that the noncentral parameter ω2
is equal to 3, 6, 9, 12, respectively, where (h(β), h(ρ))′ is proportional to (1, 1)′, (1,−1)′, (1,−2)′. We observe that (i) the
empirical powers (×100), rounded to the nearest integer, of LR?(N) > χ22,α and Rao(N)CMtype1 > χ22,α , are almost identical, which
correspond to the third-order local power identity for type 1 (see Theorem 2) in the special caseM(jk,`m) = N(jk,`,m) = 0,
j, k, `,m ∈ {1, . . . , p}, and that (ii) the small difference of the empirical power of Rao(N)CMtype K > χ22,α , K = 0, 1, is consistent
with the sign of −(h(β) + h(ρ))h(β). Notice that the empirical power of the LR test using its empirical critical value is not
uniformly superior to that of the Rao test.
6. Conclusion
For a large class of Bartlett-type adjusted tests for a simple hypothesis about a multidimensional unknown parameter,
the third-order powers under a sequence of local alternatives have been studied. We have pointed out that both the CM-
approach and T-approach have infinitely many variants in the multiparameter case, hence we have focused on the four
specific cases (type K , K = 0, 1, 2, 3), where type 0 is a counterpart of Chandra and Mukerjee’s [13] proposal for Rao’s test
statistic, while the latter three types 1–3 are double correction approaches closely related to the CF-approach. Actually, for
every T (N) ∈ TN,3 with Γ Cj,k,` = 0, j, k, ` ∈ {1, . . . , p}, T (N)CM2 ≡ ‖S(N)CM2‖2 (type 2) is nothing but the quadratic polynomial
in T (N); (1+N−1ρ)T (N)+N−1c(T (N))2. Even in the multiparameter case, we showed that the CM-approach is equivalent to
the T-approach in terms of the third-order local power, if the adjustment of type 1 is made instead of type K , K = 0, 2, 3.
The same is partially true for type 0, provided that νjk,` = 0, j, k, ` ∈ {1, . . . , p}. However, in general, our considerations
of type K , K = 2, 3, reveal the non-equivalence of these two approaches. This finding stands in sharp contrast to previous
works of Rao and Mukerjee [15,16] for the scalar case.
The implication of our Bartlett-type adjustment (24) for every T (N) ∈ TN,3 is that (i) among the four types, the third-
order local power function of the adjusted test T (N)GBtype1 > χ
2
p,α is most similar to Taniguchi [11], except that there are
some additional terms which disappear in the scalar case, (ii) the third-order local power functions of all the adjusted
tests T (N)GBtype1 > χ
2
p,α are equal in the statistical model satisfyingM(jk,`m) = N(jk,`,m) = 0, j, k, `,m ∈ {1, . . . , p}, and (iii)
the third-order local power functions of all the adjusted tests T (N)GBtype 0 > χ
2
p,α are equal in the statistical model satisfying
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M(jk,`m) = N(jk,`,m) = νjk,` = νjk`,m = 0, j, k, `,m ∈ {1, . . . , p}. These findings are non-trivial generalizations of
Taniguchi [11] (based on the MLE) in the scalar case. Also, our considerations of type K , K = 0, 1, 2, 3, elucidate a quite
complicated structure of the third-order asymptotic expansion for the nonnull distribution of T (N)GBtype K , depending on the
formulation of the symmetric arrays [Γj,k]j,k=1,...,p and [Γj,k,`,m]j,k,`,m=1,...,p in the multiparameter case. This represents
substantial extensions of Chandra and Mukerjee [13], Taniguchi [11] and Rao and Mukerjee [15,16].
We hope that our work in the absence of nuisance parameters will motivate further research in the presence of nuisance
parameters (the study on the second-order local power identity of some adjusted tests for a composite null hypothesis is
currently in progress). In parallel with the LR test statistic, there is a vast literature on the Bartlett correctability of Owen’s
empirical likelihood ratio (ELR) test statistic in various directions, since DiCiccio et al. [27] for the ‘‘smooth function model’’
introduced by Bhattacharya and Ghosh [19]. To our best knowledge, Chen and Cui [28,29] seem to be, at present, the most
general results on the ELR test statistic. Following twopapers by Baggerly [30] andCorcoran [31],who established that a large
number of members in a class of empirical discrepancy (ED) test statistics are generally not Bartlett correctable, Bravo [32]
has attempted to apply the CM-approach (of type 0) as well as the CF-approach to the ED test statistic for just-determined
moment basedmodels. The above-mentioned papers were concerned only with the null distribution. In line with Chen [33],
Bravo [34], Mukerjee [35] and Chang and Mukerjee [36] for the third-order local power analyses, our arguments could be
applied to the ED test statistic including the more general case of over-determined moment based models. The calculations
involved in this case would, however, be extremely difficult.
We finally give the following two comments:
1. Kakizawa [24] elucidated that even in a possibly multiparameter set-up, all the tests adjusted differently from
Mukerjee [3] (see also [37] for modern empirical Cressie-Read discrepancy tests), in such a way the (approximate) 3rd
cumulants (see (14a)) of the modified square-root version of the test statistic vanish up to second order, have the same
second-order local power function as the (unadjusted) LR test, without making use of the second-order local average
power criterion. The present paper tells us that there is, in general, no third-order local power identity among infinitely
many Bartlett-type adjusted tests. So, it may be natural to ask a question of comparing them in terms of some reasonable
criterion. However, it is beyond the scope of this paper.
2. Although we deal with the simplest iid samples, we arrive at the same conclusions even for (i) independent but not
identically distributed samples as in a (multivariate) nonstochastic regression model and (ii) dependent samples as in
time series analysis; e.g. Gaussian ARMA process [20] and diffusion process [38], as long as some regularity conditions
according to the situations under consideration are met for the validity in the sense of Bhattacharya and Rao ([21],
Theorem 20.1; we need its variant with uniformity in θ ∈ Rp; ‖θ−θ0‖ ≤  for some  > 0) of the third-order Edgeworth
expansion of the log-likelihood derivatives. See Assumption in Sakamoto (The Institute of StatisticalMathematics, Tokyo;
ISM Cooperative Research Report, No. 130, 2000, pp. 19–32) as well as Assumption 1 in Taniguchi and Watanabe [39].
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Appendix
In this Appendix, we list assumptions and outline how we get the (noncentral) chi-squared type asymptotic expansion
for the distribution of ‖S(N)◦‖2, where S(N)◦ = (S(N)◦1 , . . . , S(N)◦p )′ is defined by
S(N)◦j = Z (N)(j) +
1
N1/2
(C◦j,k,`Z
(N)
(k) Z
(N)
(`) + C◦j,k,`mZ (N)(k) Z (N)(`m))+
1
N
(D◦j,k,`,mZ
(N)
(k) Z
(N)
(`) Z
(N)
(m) + D◦j,k,`,mnZ (N)(k) Z (N)(`) Z (N)(mn)
+D◦j,k,`,mnoZ (N)(k) Z (N)(`) Z (N)(mno) + D◦j,k,`m,noZ (N)(k) Z (N)(`m)Z (N)(no) + D◦j,kZ (N)(k) ). (A.1)
Here, in addition to the conditions (9) for the coefficients C◦’s and D◦’s, we assume that D◦j,k = D◦k,j, j, k ∈ {1, . . . , p}.
A.1. Assumptions and the derivation of the third-order asymptotic expansion of P (N)θN [‖S(N)◦‖2 ≤ x]
The following assumptions will be made:
(A1) The parameter space2 is an open set of Rp. The support (⊂RdX) of the density f (x, θ) is independent of θ ∈ 2, and
for each R = 1, 2, 3, 4, 5 and j1, . . . , jR ∈ {1, . . . , p}, f (x, θ) has the Rth partial derivative (∂/∂θ j1) · · · (∂/∂θ jR)f (x, θ).
(A2) Fix θ0 = (θ10 , . . . , θp0 )′ ∈ 2. There exist δ ∈ (0, 1), δ′ > δ and  > 0 such that
(i) sup
‖θ−θ0‖≤
4∑
R=1
p∑
j1...jR=1
Eθ [|`j1...jR(X, θ)|4+δ] <∞,
(ii) sup
‖θ−θ0‖≤
p∑
j1...j5=1
Eθ
[
sup
‖ϑ−θ‖≤
|`j1...j5(X,ϑ)|2+δ
′]
<∞
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(we can choose a small  > 0, such that B(θ : 3) is contained in the parameter space2, where B(x : ρ) is the open
ball of center x ∈ Rp and radius ρ > 0).
(A3) I(θ) = [µj1,j2(θ)]j1,j2=1,...,p is positive definite for all θ ∈ 2.
(A4) (i) The left hand side of
∫
Ω
f (x, θ)dx = 1 can be differentiated four times under the integral sign as a function of θ,
i.e., the Bartlett identities (1)–(3) hold for each θ ∈ 2.
(ii) For R = 2, 3, 4, the moments µIR(θ), with IR = j1 . . . jR, j1, . . . , jR ∈ {1, . . . , p}, are of class C5−R(2), whose
derivatives obey the differential rules
µj1j2/k(θ) = µj1j2k(θ)+ µj1j2,k(θ), µj1j2j3/k(θ) = µj1j2j3k(θ)+ µj1j2j3,k(θ),
µj1j2/k`(θ) = µj1j2k`(θ)+ µj1j2k,`(θ)+ µj1j2`,k(θ)+ µj1j2,k`(θ)+ µj1j2,k,`(θ)
(here, we write µIR/k(θ) = (∂/∂θ k)µIR(θ) and µIR/k`(θ) = (∂/∂θ k)(∂/∂θ `)µIR(θ) for k, ` ∈ {1, . . . , p}).
(iii) For v = 2, 3, 4, the vth cumulants νIR1 ,...,IRv (θ), with IRi = ji1 . . . jiRi , ji1, . . . , jiRi ∈ {1, . . . , p}; i = 1, . . . , v, are of
class C4−v(2), whose derivatives obey the differential rules
νj1,j2/k(θ) = νj1k,j2(θ)+ νj2k,j1(θ)+ νj1,j2,k(θ),
νj1,j2,j3/k(θ) = νj1k,j2,j3(θ)+ νj2k,j1,j3(θ)+ νj3k,j1,j2(θ)+ νj1,j2,j3,k(θ),
νj1,j2/k`(θ) = [νj1k`,j2(θ)+ νj1k,j2`(θ)+ νj1k,j2,`(θ)+ νj1`,j2,k(θ)]+ [νj2k`,j1(θ)+ νj2k,j1`(θ)+ νj2k,j1,`(θ)+ νj2`,j1,k(θ)] + νk`,j1,j2(θ)+ νj1,j2,k,`(θ),
νj1j2,j3/k(θ) = νj1j2k,j3(θ)+ νj1j2,j3k(θ)+ νj1j2,j3,k(θ)
(we also used the notation νIR1 ,...,IRv /k(θ) and νIR1 ,...,IRv /k`(θ); see (ii)).
We remark that the explicit forms of many other partial derivatives of µ’s and ν’s are unnecessary.
Before we state the last assumption, we introduce some notation to be used in the following. For any nonempty subset
J′2 ⊂ J2 ≡ {[j, k] : j, k ∈ {1, . . . , p}, j ≥ k}, (ajk)[j,k]∈J′2 represents a (column) vector in which |J′2| elements ajk’s are
arranged according to the reverse lexicographic order in the sense that [j1, k1] < [j2, k2] iff (i) k1 < k2 or (ii) k1 = k2 and
j1 < j2. Similarly, for any nonempty subset J′3 ⊂ J3 ≡ {[j, k, `] : j, k, ` ∈ {1, . . . , p}, j ≥ k ≥ `}, (ajk`)[j,k,`]∈J′3 represents a
vector in which |J′3| elements ajk`’s are arranged according to the reverse lexicographic order in the sense that [j1, k1, `1] <[j2, k2, `2] iff (i) `1 < `2 or (ii) `1 = `2 and [j1, k1] < [j2, k2]. In what follows, (a1, . . . , ap, (ajk)′[j,k]∈J′2)
′ is a vector of length
p+|J′2| and (a1, . . . , ap, (ajk)′[j,k]∈J′2 , (ajk`)
′
[j,k,`]∈J′3
)′ is a vector of length p+|J′2|+|J′3|, where (a1, . . . , ap, (ajk)′[j,k]∈∅)′ should
read (a1, . . . , ap)′, and (a1, . . . , ap, (ajk)′[j,k]∈J′2
, (ajk`)′[j,k,`]∈∅)
′ should read (a1, . . . , ap, (ajk)′[j,k]∈J′2
)′.
We prepare
`〈1,2˙〉(x, θ) =
(
`1(x, θ), . . . , `p(x, θ), (`jk(x, θ))′[j,k]∈J˙θ02
)′
,
`〈1,2˙,3˙〉(x, θ) =
(
`1(x, θ), . . . , `p(x, θ), (`jk(x, θ))′[j,k]∈J˙θ02
, (`jk`(x, θ))′[j,k,`]∈J˙θ03
)′
according to the following statement [L] under the nonsingularity of I0 = I(θ0):
[L] There exists a (possibly empty) subset J˙θ0v of Jv , v = 2, 3 (with cardinal number 0 ≤ |J˙θ0v | ≤ pv; we write
p2 = p(p+ 1)/2 and p3 = p(p+ 1)(p+ 2)/6), such that with J¨θ0v = Jv − J˙θ0v , v = 2, 3,
(`j1j2(x, θ0))[j1,j2]∈J¨θ02
= A¨θ02 `〈1,2˙〉(x, θ0)+ b¨θ02 if |J¨θ02 | > 0,
(`j1j2j3(x, θ0))[j1,j2,j3]∈J¨θ03
= A¨θ03 `〈1,2˙,3˙〉(x, θ0)+ b¨θ03 if |J¨θ03 | > 0
for some |J¨θ0v | × (p+∑vi=2 |J˙θ0i |)matrix A¨θ0v and |J¨θ0v | × 1 vector b¨θ0v (a triplet {J˙θ0v , A¨θ0v , b¨θ0v } is free of x), and that the
covariance matrix Vθ0 [`〈1,2˙,3˙〉(X, θ0)] is nonsingular.
Remark A.1. Taking account of the above-mentioned (possibly) linear dependency, we note
(Z (N)j1j2 (θ0))[j1,j2]∈J¨θ02
= A¨θ02 Z(N)〈1,2˙〉(θ0) if |J¨
θ0
2 | > 0, (A.2)
(Z (N)j1j2j3(θ0))[j1,j2,j3]∈J¨θ03
= A¨θ03 Z(N)〈1,2˙,3˙〉(θ0) if |J¨
θ0
3 | > 0. (A.3)
Then, (A.1) should be read as
S(N)◦ = I−1/20 Z(N)〈1〉 + N−1/2PC1 (I−1/20 Z(N)〈1〉 , Z(N)〈2˙〉 )+ N−1PC,D2 (I
−1/2
0 Z
(N)
〈1〉 , Z
(N)
〈2˙〉 , Z
(N)
〈3˙〉 ), (A.4)
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where Z(N)〈1〉 (θ) = (Z (N)1 (θ), . . . , Z (N)p (θ))′ and Z(N)〈v˙〉 (θ) = (Z (N)j1...jv (θ))[j1,...,jv ]∈J˙θ0v , v = 2, 3. As shown below (see Lemma A.3),
we further obtain (A.12) in terms of (Z(N)〈1〉 (θN)′, Z
(N)
〈2˙〉 (θN)
′, Z(N)〈3˙〉 (θN)
′)′, where (A.12) is the polynomial functional of
W(N)θ =

I
−1/2
0 Z
(N)
〈1〉 (θ)+ h
Z(N)〈2˙〉 (θ)
Z(N)〈3˙〉 (θ)
 =

W(N)θ,〈1〉
W(N)
θ,〈2˙〉
W(N)
θ,〈3˙〉
 . (A.5)
We are ready to state (uniform) Cramér’s condition on a subvector (Z(N)〈1〉 (θ)′, Z
(N)
〈2˙〉 (θ)
′, Z(N)〈3˙〉 (θ)
′)′ of the (normalized) log-
likelihood derivatives {Z (N)j (θ), Z (N)jk (θ), Z (N)jk` (θ)}j,k,`=1,...,p.
(A5) There exists an  > 0 such that
lim sup
‖s‖→∞
sup
‖θ−θ0‖≤
|Eθ [exp{is′`〈1,2˙,3˙〉(X, θ)}]| < 1
for s ∈ Rm withm = p+∑3v=2 |J˙θ0v |, where J˙θ0v , v = 2, 3, are given in the statement [L].
Nowwe outline howwe get the third-order (noncentral) chi-squared type asymptotic expansion of P (N)θN [‖S(N)◦‖2 ≤ x] =
P (N)θN [S(N)◦ ∈ Bx], where Bx = {u ∈ Rp : u′u ≤ x}, x > 0. We have only to consider P (N)θN [˜S(N)◦ ∈ Bx] by applying Chibisov [22]
(use LemmaA.3 below), where S˜(N)◦, given by (A.12), is the polynomial functional of them-dimensional random vectorW(N)θN .
By construction of (A.5), them×m covariancematrixΣθ ofW(N)θ is nonsingular in a neighborhood of θ0 under (A5). Hence, the
second- and third-order termsψ (i)µh,θ (·), i = 1, 2, of the Edgeworth expansion forW(N)θ , having Eθ [W(N)θ ] = (h′, 0′m−p)′ = µh
(say), are well-defined in a neighborhood of θ0 under moment condition (A2-i), in terms of the density φµh,Σθ (·) of the
m-variate normal distribution Nm(µh,Σθ ) as well as the cumulants ofW
(N)
θ
νJ13 ,...,J
s
3,J
1
2 ,...,J
t
2,(j
1,...,ju)(θ) =
( u∏
r=1
τ j
r ,˜jr
)
νJ13 ,...,J
s
3,J
1
2 ,...,J
t
2 ,˜j
1,...,˜ju(θ), s+ t + u = 3, 4; s, t, u ≥ 0
(conventionally, we set s = 0 if J˙θ03 = ∅ and t = 0 if J˙θ02 = ∅, respectively), with J in = λi1 . . . λin, [λi1, . . . , λin] ∈ J˙θ0n .
Following Bhattacharya and Rao ([21], Theorems 3.1 and 20.1; assuming (A1), (A2-i) and (A5), together with Eθ [`〈1〉(X, θ)] =
0p, we observe that the version with uniformity in θ; ‖θ − θ0‖ ≤  can be proven in exactly the same way), our argument
‘‘under a sequence of local alternatives θN = θ0 + N−1/2I−1/20 h’’ is essentially in line with Michel [40]. Using numerous
results on multivariate calculus (e.g. [41]), we have only to compute the integral of the indicator function of the inverse
image (T(N)◦)−1(B ⊗ Rm−p) (we omit Rm−p for the case m = p) with respect to the third-order Edgeworth expansion
φµh,ΣθN
(·)+∑2i=1 N−i/2ψ (i)µh,θN (·) ofW(N)θN , where we set
T(N)◦(˜y) = y˜+ N−1/2
(
Q◦1(y〈1,2˙〉)
0m−p
)
+ N−1
(
Q◦2(y〈1,2˙,3˙〉)
0m−p
)
, y˜ = (y′〈1〉, y′〈2˙〉, y′〈3˙〉)′
(we omit the last component 0m−p for the case m = p) under the additional condition (A4). The resulting formula is valid
at least for B ∈ Cp; the set of all Borel measurable convex subsets of Rp. For such a transformation technique, we also refer
to Pfanzagl [42], Bhattacharya and Ghosh [19], Bhattacharya and Denker [43, (2.23) of Section 2 in Part I] and Sakamoto and
Yoshida [38].
The above-mentioned program (e.g. [19]), which has been well-established for the higher-order Edgeworth expansion
of an M-estimator, is also useful for a derivation of the noncentral chi-squared type asymptotic expansion (here, we set
B = {u ∈ Rp : u′u ≤ x}, x > 0) which is expressed in terms of the function
∆sG−p (x;h′h) =
s∑
v=0
(−1)v+s+1 s!
v!(s− v)! Gp+2v(x;h
′h)
= 2
s−1∑
v=0
(−1)v+s+1 (s− 1)!
v!(s− 1− v)! gp+2(v+1)(x;h
′h),
s ∈ N (see [37,34,24]).We believe that this approach ismuch easier than an earlier traditional proof in linewith Chandra and
Ghosh [44,45] (see also [43, page 37]) on the basis of the polar transformation, where ‖˜S(N)◦‖2 should read as the polynomial
functional ofW(N)θN ;
W (N)θN ,jW
(N)
θN ,j
+ 2N−1/2W (N)θN ,jQ ◦1|j + N−1(Q ◦1|jQ ◦1|j + 2W (N)θN ,jQ ◦2|j)
(here, we suppress the dependence of Q ◦1|j and Q
◦
2|j onW
(N)
θN
, as in (A.12)).
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A.2. Auxiliary lemmas
The following lemma is the third-order variant of Kakizawa [24].
Lemma A.1. Suppose that (A1)–(A3) hold and that Eθ [`〈1〉(X, θ)] = 0p for all θ ∈ 2. Let A(N) be a sequence of the events with
P (N)θ0 [A(N)] = o(N−(1+ξ)) for some ξ > 0 (here, ξ may depend on δ > 0 assumed in (A2); in many cases, ξ = δ/2). Then,
P (N)θN [A(N)] = o(N−1−min(δ/2,ξ
′)) for any ξ ′ ∈ [0, ξ).
Proof. The proof is the same as in Kakizawa [24], except that we here use the uniform moderate deviation estimates of
Z (N)j (θ)’s;
sup
‖θ−θ0‖≤
P (N)θ [|Z (N)j (θ)| ≥ d1(logN)1/2] = o(n−(2+δ)/2) for some d1 > 0
(e.g. ([21], Corollary 17.12; we observe that the version with uniformity in ‖θ − θ0‖ ≤ , i.e. the estimate for
sup‖θ−θ0‖≤ P
(N)
θ [·], can be proven in exactly the same way)), as well as Markov’s and Rosenthal’s inequalities applied to
Z (N)j1...jR(θ)’s for R = 2, 3, 4 and r (N)+ (θ)− µ+(θ):
sup
‖θ−θ0‖≤
P (N)θ [N−1/2|Z (N)j1...jR(θ)| ≥ 1] = O(N−(2+δ
′)/2) = o(N−(2+δ)/2),
sup
‖θ−θ0‖≤
P (N)θ [|r (N)+ (θ)− µ+(θ)| ≥ 1] = O(N−(2+δ
′)/2) = o(N−(2+δ)/2). 
Lemma A.2. In addition to the conditions in Lemma A.1, suppose that µj1...jR(θ)’s are of class C
5−R(2), where R = 2, 3, 4. Then,
Z (N)j1...jR(θN), R = 1, 2, 3, 4, satisfy
P (N)θ0 [|Z (N)j1...jR(θN)| ≥ d2(logN)1/2] = o(N−(2+δ)/2) for some d2 > 0.
More precisely, letting h(j) = τ j,j′hj′ , we have
Z (N)j (θN) = Z (N)j + µjj2h(j2) +
1
N1/2
(
h(j2)Z
(N)
jj2
+ 1
2
µjj2j3h(j2)h(j3)
)
+ 1
N
(1
2
h(j2)h(j3)Z
(N)
jj2j3
+ 1
6
µjj2j3j4h(j2)h(j3)h(j4)
)
+ a
(N)
j
N3/2
, (A.6)
Z (N)jj′ (θN) = Z (N)jj′ + (µjj′j3 − µjj′/j3)h(j3)
+ 1
N1/2
{
h(j3)Z
(N)
jj′j3 +
1
2
(µjj′j3j4 − µjj′/j3j4)h(j3)h(j4)
}
+ a
(N)
jj′
N
, (A.7)
Z (N)jj′j′′(θN) = Z (N)jj′j′′ + (µjj′j′′j4 − µjj′j′′/j4)h(j4) +
a(N)jj′j′′
N1/2
, (A.8)
where P (N)θ0 [|a(N)j1...jR | ≥ d3(logN)1/2] = o(N−(2+δ)/2) for some d3 > 0.
Proof. Using Taylor expansions of `j(·, θN)’s, `j1...jR(·, θN)’s and µj1...jR(θN)’s for R = 2, 3, 4 around θ0, the assertion
immediately follows from (7) and (8). 
Substituting (A.2) and (A.3) into the right hand sides of (A.6)–(A.8), we obtain
Z (N)j = Z (N)j (θN)− µjj2h(j2) +
1
N1/2
{(c[1]j )′Z(N)〈1,2˙〉(θN)+ c[1]j }
+ 1
N
{(c[2]j )′Z(N)〈1,2˙,3˙〉(θN)+ c[2]j } +
b(N)j
N3/2
if j = 1, . . . , p, (A.9)
Z (N)jj′ = Z (N)jj′ (θN)− (µjj′j3 − µjj′/j3)h(j3) +
1
N1/2
{(c[1]jj′ )′Z(N)〈1,2˙,3˙〉(θN)+ c[1]jj′ } +
b(N)jj′
N
if [j, j′] ∈ J˙θ02 , (A.10)
Z (N)jj′j′′ = Z (N)jj′j′′(θN)− (µjj′j′′j4 − µjj′j′′/j4)h(j4) +
b(N)jj′j′′
N1/2
if [j, j′, j′′] ∈ J˙θ03 (A.11)
for some nonrandom vectors c[1]j = c[1]j (h), c[2]j = c[2]j (h) and c[1]jj′ = c[1]jj′ (h) and constants c[1]j = c[1]j (h), c[2]j = c[2]j (h)
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and c[1]jj′ = c[1]jj′ (h) (of course, they vanish at h = 0; their explicit formulas are omitted here to save space), where b(N)j1...jR ,
R = 1, 2, 3, satisfy b(N)j1...jR |h=0 = 0 and
P (N)θ0 [|b(N)j1...jR | ≥ d4(logN)1/2] = o(N−(2+δ)/2) for some d4 > 0
by using Lemma A.2. Therefore, substituting (A.9)–(A.11) into (A.4), we have
Lemma A.3. In addition to the conditions in Lemma A.1, suppose that (A4-i, ii) hold. Let S(N)◦ be defined by (A.1), which is the
polynomial functional of I−1/20 Z
(N)
〈1〉 , Z
(N)
〈2˙〉 and Z
(N)
〈3˙〉 , as shown in (A.4) for the case [L]. Then, there exists
S˜(N)◦ = W(N)θN ,〈1〉 + N−1/2Q◦1(W(N)θN ,〈1,2˙〉)+ N
−1Q◦2(W
(N)
θN ,〈1,2˙,3˙〉), (A.12)
such that (i) P (N)θ0 [N3/2‖S(N)◦ − S˜(N)◦‖1 ≥ d5(logN)3/2] = o(N−(2+δ)/2) for some d5 > 0, hence P (N)θN [N3/2‖S(N)◦ − S˜(N)◦‖1 ≥
d5(logN)3/2] = o(N−1) (by Lemma A.1) with ‖v‖1 being the L1-norm of any vector v and (ii) Q◦i (·) = (Q ◦i|j(·))j=1,...,p, i = 1, 2,
are certain polynomials of degree at most (i+ 1), having the form
Q ◦1|j(y〈1,2˙〉) = R◦1|j(y〈1〉)+ R◦1|j,J2(y〈1〉)yJ2 ,
Q ◦2|j(y〈1,2˙,3˙〉) = R◦2|j(y〈1〉)+ R◦2|j,J2(y〈1〉)yJ2 + R◦2|j,J12 ,J22 (y〈1〉)yJ12 yJ22 + R
◦
2|j,J3(y〈1〉)yJ3 .
Here, in making use of the summation convention, the range of Jn ≡ λ1 . . . λn for each n = 2, 3 is restricted to [Jn] ≡
[λ1, . . . , λn] ∈ J˙θ0n .
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