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Abstract
We provide a rigorous mathematical foundation of the theory for the higher-order asymptotic behavior
of the one-dimensional Hawkes process with an exponential kernel. As an important application, we give
the second-order asymptotic distribution for the maximum likelihood estimator of the exponential Hawkes
process.
1 Introduction
The Hawkes process was introduced by Hawkes [8] in 1971. It has a self-exciting property and has been used
to model earthquakes and their aftershocks, events in social media, infectious diseases and so on. Furthermore,
in the field of finance, the multivariate Hawkes process has also been used for modeling the whole limit order
book; for example, see Abergel et al. [5].
Regarding statistical inference for the Hawkes process, the quasi maximum likelihood estimator (QMLE)
and the quasi Bayesian estimator (QBE) are practical. Clinet and Yoshida [4] established the consistency, the
asymptotic normality and the convergence of moments of these estimators for the multivariate Hawkes process
with exponential kernels. Roughly, the asymptotic normality of an estimator θˆT is characterized as follows.∣∣∣∣E [f (√T (θˆT − θ0))]−
∫
f(x)φ(x; g−1)dx
∣∣∣∣ = o(1)
for some appropriate functions f , where g is the Fisher information matrix, φ(x; g−1) is the probability density
function of the normal distribution N(0, g−1) and θ0 is the true parameter.
As a real problem, there are often situations where we can not obtain data with sufficient observation
time. In such cases, it is not appropriate to approximate the error distribution of an estimator by the normal
distribution. If we establish a theory of Edgeworth expansion for the distribution of an estimator θˆT , we get
an improved error evaluation. Roughly, we may have the following evaluation in the case of the second-order
expansion. ∣∣∣∣E [f (√T (θˆT − θ0))]−
∫
f(x)qT,3(x)dx
∣∣∣∣ = o(T−1/2), (1.1)
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for some appropriate functions f , where qT,3(x)dx is some signed measure.
In this paper, we deal with the one-dimensional Hawkes process with an exponential kernel and establish
the Edgeworth expansion for the distribution of its maximum likelihood estimator (MLE). The outline of the
concrete proofs is as follows.
In the case of independent identical distribution, the validity of the Edgeworth expansion for an MLE is
reduced to the expansion of a log-likelihood process. Same as the i.i.d. case, Sakamoto and Yoshida [17] gave
the asymptotic expansion for an M-estimator of a functional of an ǫ-Markov process with a mixing property. In
the case of MLE, the essence of the theory of the asymptotic expansion lies in the analysis of a log-likelihood
process. With this background, we deal with the asymptotic expansion for the class of functionals of the Hawkes
process containing the derivatives of the log-likelihood process.
To prove the validity of (1.1), we prepare the theory of Edgeworth expansion for the distribution of a
functional of a geometric mixing process. For discrete-time processes, the scheme of this theory was established
by Go¨tze and Hipp [7]. It was extended to a continuous-time case in Kusuoka and Yoshida [9]. Moreover,
Yoshida [18] dealt with a more general framework. We will reduce their theory to a simple framework without
the Crame´r-condition.
Second, we will apply the theory of the Edgeworth expansion to the derivatives of the log-likelihood process
of the exponential Hawkes process. In this application, we introduce the Hawkes core process. In the proof of
this theory, it is essential to confirm the conditions regarding the mixing property and the finiteness of moments
of the Hawkes core process. The mixing property of the Hawkes core process follows from its Markovian property
and geometric ergodicity.
Finally, we give the second-order asymptotic distribution for the MLE of the exponential Hawkes process.
In this regard, we confirm some conditions for the log-likelihood process.
Numerical calculations of the asymptotic distribution using the bootstrap method are also presented. Fur-
thermore, the results of the simulations with R confirm that the asymptotic distribution we introduced is a
better approximation than the approximation by the normal distribution.
Section 2 presents a theory of the Edgeworth expansion for the distribution of a functional of a geometric
mixing process. It also describes how to apply the Edgeworth expansion to an MLE. In Section 3, we see the
properties of the one-dimensional Hawkes process with an exponential kernel. If its kernel is an exponential
type, it is known that the Hawkes intensity process has the Markovian property, see Oakes [14]. However, the
setting of Oakes [14] is slightly different from ours. Therefore, we will give a new proof for this property by
using the idea of the extended generator. It is difficult to directly express the derivative of the log-likelihood
process as a functional of the Hawkes intensity. Therefore, we introduce the Hawkes core process and also
investigate its properties. In Section 4, we will apply the theory of the Edgeworth expansion to a functional of
the Hawkes core process. In particular, we give the concrete form of the second-order asymptotic distribution
for the MLE of the exponential Hawkes process. Finally, Section 5 shows the simulation results about the
second-order asymptotic distribution for the MLE of the exponential Hawkes process. The details of the proofs
in each section are summarized in Appendix.
2 Asymptotic expansion
2.1 Asymptotic expansion under geometric mixing condition
In this section, we introduce the theory of Edgeworth expansion for the distribution of a functional of a geometric
mixing process. The following framework is given by Theorem 2.10 in Go¨tze and Hipp [7] for discrete-time
processes. Yoshida [18] extended this framework to a continuous-time case under the conditional Crame´r-
condition. In this paper, we rewrite this theory without using the Crame´r-condition, referring to Go¨tze and
Hipp [6].
Let (Ω,F , P ) be a probability space. Assume that we are given σ-fields {BI} indexed by intervals I ⊂ R+.
We consider a process Z = (Zt)t∈R+ : Ω×R+ → Rd whose increment is adapted to BI , namely ZI = Zt−Zs ∈
2
FBI
1 for every closed interval I = [s, t] ⊂ R+ with s < t and Z0 ∈ FB{0}. We will derive the asymptotic
expansion for the distribution of the normalized process ST = ZT /
√
T . For this purpose, we assume that the
following two conditions hold true.
[A1 ](Geometric mixing property)
There exists a positive constant a such that for any s, t ∈ R+ with s ≤ t, and for any f ∈ FB[0,s] and
g ∈ FB[t,∞) with ‖f‖∞ ≤ 1 and ‖g‖∞ ≤ 1,
|E[fg]− E[f ]E[g]| ≤ a−1e−a(t−s).
[A2 ](Moment property)
supt∈R+,0≤h≤∆
∥∥Z[t,t+h]∥∥Lp(P ) < ∞ and E[Z[t,t+∆]] = 0 for any ∆ > 0 and p > 0. Moreover, Z0 ∈⋂
p>1 L
p(P ) and E[Z0] = 0.
These conditions [A1] and [A2] are needed for the validity of the formal Edgeworth expansion. Before
starting the statement of the asymptotic expansion, we prepare the following notation under the condition [A2].
The r-th cumulant functions χT,r(u) of ST are defined by
χT,r(u) =
(
d
dǫ
)r∣∣∣∣
ǫ=0
logE
[
eiǫu
′ST
]
,
where u′ represents the transpose of u. Then, since χT,1(u) = E[iu′ST ] = 0, the characteristic function of ST is
formally expressed as
E
[
eiu
′ST
]
= exp
(
logE
[
eiǫu
′ST
])∣∣∣
ǫ=1
= exp
( ∞∑
r=2
r!−1ǫr−2χT,r(u)
)∣∣∣∣∣
ǫ=1
.
Next, we define functions P˜T,r(u) by the formal Taylor expansion at ǫ = 0:
exp
( ∞∑
r=2
r!−1ǫr−2χT,r(u)
)
= exp
(
1
2
χT,2(u)
)
+
∞∑
r=1
ǫrT−
r
2 P˜T,r(u), (2.1)
where
P˜T,r(u) = exp
(
1
2
χT,2(u)
) r∑
l=1
∑
r1,...,rl∈N;
r1+···+rl=r
χT,r1+2(u) · · ·χT,rl+2(u)
l!(r1 + 2)! · · · (rl + 2)! . (2.2)
Let ΨˆT,p(u) be the partial sum of the right-hand side of (2.1) with ǫ = 1:
ΨˆT,p(u) = exp
(
1
2
χT,2(u)
)
+
p−2∑
r=1
T−
r
2 P˜T,r(u). (2.3)
We want to define a signed measure ΨT,p as the Fourier inversion of ΨˆT,p(u). However, when χT,2(u) is
not negative definite, ΨT,p does not have the density function. To overcome this problem, we set ΣT,D =
V ar[ST ] + T
−DI for a positive constant D, where I is an identity matrix. Then, we define
ΨˆT,p,D(u) = exp
(
−1
2
u′ΣT,Du
)
+
p−2∑
r=1
T−
r
2 exp
(
−1
2
u′ΣT,Du
) r∑
l=1
∑
r1,...,rl∈N;
r1+···+rl=r
χT,r1+2(u) · · ·χT,rl+2(u)
l!(r1 + 2)! · · · (rl + 2)! . (2.4)
1FB denote the set of B-measurable functions.
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The cumulant functions also have the following representation,
χT,k(u) = i
k
d∑
α1,...,αk=1
uα1 · · ·uαkλα1···αk;T , (2.5)
where u = (u1, . . . , ud) and λ
α1···αk;
T is the (α1, . . . , αk)-cumulant of ST , i.e.,
λα1···αk;T = (−i)k
∂k
∂uα1 · · · ∂uαk
∣∣∣∣
uα1=···=uαk=0
logE
[
eiu
′ST
]
. (2.6)
Let hα1,...,αk(z; Σ) be the Hermite polynomials, i.e.
hα1...αk(z; Σ) =
(−1)k
φ(z; Σ)
∂k
∂zα1 · · · ∂zαk
φ(z; Σ), (2.7)
where φ(x; Σ) is the probability density function of the normal distribution N(0,Σ). We define a signed measure
ΨT,p,D as the Fourier inversion of ΨˆT,p,D(u). Then, from (2.4), (2.5) and (2.7), the density function pT,p,D(z)
of ΨT,p,D is written as
pT,p,D(z) = φ(z; ΣT,D) +
p−2∑
r=1
r∑
l=1
∑
r1,...,rl∈N;
r1+···+rl=r
λ
Ar1+2;
T · · ·λ
Arl+2;
T
l!(r1 + 2)! · · · (rl + 2)!hAr1+2···Arl+2(z; ΣT,D)φ(z; ΣT,D),
where Ak represents the index sequence α1 · · ·αk and if there are same index sequences, summing up them with
respect to α1 · · ·αk in accordance with the Einstein summation convention. Furthermore if there are different
multiple index sequences, we distinguish them, for example,
KAi;LAj ;MAiAj =
d∑
α1,...,αi,α′1,...,α
′
j=1
Kα1...αi;Lα
′
1...α
′
j ;Mα1...αiα′1...α′j .
Put
κAm;T = T
(m−2)/2λAm;T (2.8)
and
ΛT,r,D(z) =
r∑
l=1
∑
r1,...,rl∈N;
r1+···+rl=r
κ
Ar1+2;
T · · ·κ
Arl+2;
T
l!(r1 + 2)! · · · (rl + 2)!hAr1+2···Arl+2(z; ΣT,D)φ(z; ΣT,D).
By using the above notation, one can rewrite pT,p,D(z) as
pT,p,D(z) = φ(z; ΣT,D) +
p−2∑
r=1
T−r/2ΛT,r,D(z). (2.9)
For a vector of nonnegative integrers α = (α1, . . . , αk), let
|α| =
k∑
i=1
αi,
and let
tα =
k∏
i=1
tαi and Dαf =
∂|α|f
∂xα11 · · ·∂xαkk
(2.10)
for t ∈ Rk, f ∈ C|α|(Rd). For positive constants Γ, L1, L2, we denote by E (Γ, L1, L2) a set of functions
f ∈ CΓ(Rd) with sup|α|≤Γ |Dαf(x)| ≤ L2(1 + |x|)L1 for every x ∈ Rd. The following theorem is the main
statement in this section. A proof can be found in Appendix.
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Theorem 2.1. Let p ∈ N with p ≥ 2 and L1, L2 > 0. Suppose that the conditions [A1] and [A2] are satisfied.
Then, there exist D > 0 and Γ ∈ N such that for any f ∈ E (Γ, L1, L2),∣∣∣∣E [f (ST )]−
∫
Rd
f(z)pT,p,D(z)dz
∣∣∣∣ = o(T−(p−2)/2) .
2.2 Asymptotic expansion for maximum likelihood estimator
Applying Theorem 2.1, we consider getting the asymptotic expansion for a maximum likelihood estimator (MLE)
up to the second order. We refer to Sakamoto and Yoshida [17] to construct the following framework.
Let (Ω,F , P ) be a probability space, Θ ⊂ Rp be an open bounded convex set and Nt(θ) be a Rd-valued
stochastic process parameterized by θ ∈ Θ. We assume that the log-likelihood process of Nt(θ0) is given by
lT : Θ× Ω→ R, where θ0 is the true parameter. Then, the MLE θˆT is defined by
θˆT (ω) = argmax
θ∈Θ
lT (θ, ω).
If there is no confusion, we write lT (θ) = lT (θ, ω). la1...ak(θ) denotes the ∂a1 · · · ∂ak lT (θ) where ∂a = ∂/∂θa;.
Let νa1...ak(θ) = E
[
1
T la1...ak(θ)
]
. We write gT = (gab)a,b=1,...,p = (−νab(θ0))a,b=1,...,p. We assume that
[A3 ] |gT − g| → 0 as T →∞, where the norm | · | is the Frobenius norm and g is a non-singular matrix.
Then, gT is also non-singular for sufficiently large T . We write g
−1
T = (g
ab;)a,b=1,...,p. Furthermore, we assume
that
[B0 ] lT (θ) satisfies the following conditions.
(i) lT ∈ C4(Θ) a.s.
(ii) the score function ∂θlT (θ) satisfies E [∂θlT (θ0)] = 0 where ∂θ denotes the vector differential operator.
(iii) V ar
[
1√
T
∂θlT (θ0)
]
= gT .
(iv) ∂cνab(θ) = νabc(θ).
The following conditions are assumed for some positive constants q1, q2, q3 and γ.
[B1 ]q1 supT>0
∥∥∥T− 12 la(θ0)∥∥∥
Lq1(P )
<∞ for a ∈ {1, . . . , p}.
[B2 ]q2,γ supT>0,θ∈Θ
∥∥T γ2 (T−1la1···ak(θ)− νa1···ak(θ))∥∥Lq2 (P ) <∞ for k = 2, 3, a1, . . . , ak ∈ {1, . . . p}.
[B3 ] There exist an open set Θ˜ including θ0 and a positive constant T0 such that
inf
T>T0,θ1,θ2∈Θ˜,|x|=1
∣∣∣∣x′
∫ 1
0
νab (θ1 + s(θ2 − θ1)) ds
∣∣∣∣ > 0.
[B4 ]q3 supT>0
∥∥supθ∈Θ ∣∣T−1la1···ak(θ)∣∣∥∥Lq3 (P ) <∞ for k = 2, 3, 4, a1, . . . , ak ∈ {1, . . . p}.
To get the asymptotic expansion of an MLE, we approximate the MLE with the sum of log-likelihood
processes. Let
Za =
1√
T
la(θ0) and Zab =
√
T
(
1
T
lab(θ0)− νab(θ0)
)
.
With the Einstein summation convention, for an index set A, we write
νa;A = g
ab;νbA(θ0) and Z
a;
A = g
ab;ZbA
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Under the condition [B3], let Θ˜ be the one in [B3]. Set ΩT = {ω ∈ Ω | ∃!θˆT (ω) ∈ Θ˜ s.t. ∂θlT (θˆT (ω), ω) = 0}.
On the set ΩT , from the Taylor expansion of
1
T la(θ) at θ = θ0, we immediately get the following stochastic
expansion,
√
T (θˆT − θ0)a; = Za; + T− 12
(
Za;a1 θ¯
a1; +
1
2
νa;a1a2 θ¯
a1a2;
)
+ T−1R¯a;2 for any a = 1, . . . , p,
where
θ¯a1...ak; = T
k
2 (θˆT − θ0)a1; · · · (θˆT − θ0)ak;
and
R¯a;2 =
1
2
Za;a1a2 θ¯
a1a2; +
1
2
{∫ 1
0
(1− u)2gab;
(
1
T
lba1a2a3
(
θ0 + u(θˆT − θ0)
))
du
}
θ¯a1a2a3;. (2.11)
On the other hand,
√
T (θˆT − θ0)a; = Za; + T− 12 R¯a;1 ,
where
R¯a;1 = Z
a;
a1 θ¯
a1; +
1
2
νa;a1a2 θ¯
a1a2; + T−
1
2 R¯a;2 . (2.12)
From these two expressions, we get
√
T (θˆT − θ0)a; = Za; + T− 12
(
Za;a1Z
a1; +
1
2
νa;a1a2Z
a1;Za2;
)
+ T−1Rˇa;2 , (2.13)
where
Rˇa;2 = Z
a;
a1R¯
a1;
1 + R¯
a;
2 + T
− 12
(
1
2
νa;a1a2R¯
a1;
1 R¯
a2;
1
)
. (2.14)
We consider applying the transformation formula for the asymptotic expansion. Let
Z
(1)
T = T
1
2 (Z1, . . . , Zp) and Z
(2)
T = T
1
2 (Z11, . . . , Z1p, Z21, . . . , Z2p, . . . , Zp1, . . . , Zpp).
Moreover, we put ZT = (Z
(1)
T , Z
(2)
T ) and ΣT,D = V ar
[
ZT /
√
T
]
+ T−DI for a positive constant D. Let a
(p+ p2)× (p+ p2)-matrix CT be
CT =

 g−1T O
O GT

 ,
where
GT =


G11 · · · G1p
...
. . .
...
Gp1 · · · Gpp

 and Gij =


gij; 0 · · · 0
0 gij; · · · 0
...
...
. . .
...
0 · · · 0 gij;


: p× p-matrix for i, j = 1, . . . , p.
Then, we define
Z¯T =
1√
T
CTZT = (Z
1;, . . . , Zp;, Z1;1 , . . . , Z
1;
p , Z
2;
1 , . . . , Z
2;
p , . . . , Z
p;
1 , . . . , Z
p;
p ), (2.15)
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and we write Z¯
(1)
T = (Z
1;, . . . , Zp;) and Z¯
(2)
T = (Z
1;
1 , . . . , Z
p;
p ). We define the polynomial Q1(z) for a p + p
2-
dimensional vector z = (z1;, . . . , zp;, z1;1 , . . . , z
p;
p ) such that a-th element of Q1(z) is
Qa;1 (z) = z
a;
a1z
a1; +
1
2
νa;a1a2z
a1;za2;. (2.16)
From (2.13), (2.15) and (2.16), we get
√
T (θˆT − θ0) = Z¯(1)T + T−
1
2Q1
(
Z¯
(1)
T , Z¯
(2)
T
)
+ T−1Rˇ2. (2.17)
From (2.17), we can give the asymptotic expansion for the MLE by using the transformation formula. However,
it is complicated to calculate the concrete form of the density function qT,3,D described later. In order to simplify
this calculation, the orthogonalization of Z¯T is convenient. We put Σ¯
(i,j)
T = Cov
[
Z¯
(i)
T , Z¯
(j)
T
]
for i, j = 1, 2. Note
that g−1T + T
−D(g−1T )
2 is non-singular for sufficiently large T > 0. Thus, we can define g˜−1T = (g˜
ab;)a,b=1,...,p =
g−1T + T
−D(g−1T )
2 and g˜T = (g˜ab)a,b=1,...,p = (g˜
−1
T )
−1. Let
MT,D =

 I O
−Σ¯(2,1)T g˜T I

 .
We set Z˜T = MT,DZ¯T = (Z¯
(1)
T , Z¯
(2)
T − Σ¯(2,1)T g˜T Z¯(1)T ), and we write Z˜(1)T = Z¯(1)T and Z˜(2)T = Z¯(2)T − Σ¯(2,1)T g˜T Z¯(1)T .
Then an elementary calculation yields
Σ˜T,D =MT,DCTΣT,DC
′
TM
′
T,D =

 Σ˜(1,1)T,D O
O Σ˜
(2,2)
T,D

 ,
where Σ˜
(1,1)
T,D = g˜
−1
T and Σ˜
(2,2)
T,D = Σ¯
(2,2)
T + T
−DG2T − Σ¯(2,1)T g˜T Σ¯(1,2)T . In terms of Z˜T ,
√
T (θˆT − θ0) is rewritten as
√
T (θˆT − θ0) = Z˜(1)T + T−
1
2 Q˜1
(
Z˜
(1)
T , Z˜
(2)
T
)
+ T−1Rˇ2, (2.18)
where Q˜1 is a polynomial for z˜
(1) = (z˜1;, . . . , z˜p;) and z˜(2) = (z˜1;1 , . . . , z˜
p;
p ) satisfying
Q˜a;1
(
z˜(1), z˜(2)
)
= Qa;1
(
z˜(1), z˜(2) + Σ¯
(2,1)
T g˜T z˜
(1)
)
= z˜a;a1 z˜
a1; + µ˜a;a1a2 z˜
a1;z˜a2;
for V˜ a;bc = Cov[Z
a;
b , Z
a1;]g˜a1c and µ˜
a;
a1a2 = (V˜
a;
a1a2 + V˜
a;
a2a1 + ν
a;
a1a2)/2.
Now, we assume that ZT satisfies the conditions [A1]-[A3] and [B0]. Then, from Theorem 2.1, for any
L1, L2 > 0, there exist D > 0 and Γ ∈ N such that for any f ∈ E (Γ, L1, L2),∣∣∣∣E
[
f
(
ZT√
T
)]
−
∫
Rd
f(z)pT,3,D(z)dz
∣∣∣∣ = o(T−1/2) ,
where
pT,3,D(z) = φ(z; ΣT,D) +
1
6
√
T
κa1a2a3;T ha1a2a3(z; ΣT,D)φ(z; ΣT,D),
for the Hermite polynomial ha1a2a3(z; ΣT,D) and the modified cumulant κ
a1a2a3;
T defined in (2.7) and (2.8)
respectively. From the concrete form of CT and MT,D, they are clearly non-degenerate and f ◦MT,D ◦ CT ∈
E (Γ, L1, L2) holds for any f ∈ E (Γ, L1, L2). Owing to the variable transformation and the multi-linearity of the
cumulant, the following inequality is immediately obtained. (See Proposition 7.1 in Sakamoto and Yoshida [17]
for the proof details.)
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Lemma 2.2. Let L1, L2 > 0. Suppose that ZT satisfies the conditions [A1]-[A3] and [B0]. Then, there exist
D > 0 and Γ ∈ N such that for any f ∈ E (Γ, , L1, L2),∣∣∣∣E [f(Z˜T )]−
∫
Rd
f(z)p˜T,3,D(z)dz
∣∣∣∣ = o(T−1/2) ,
where λ˜a1a2a3;T is the (a1, a2, a3)-cumulant of Z˜T , κ˜
a1a2a3;
T = T
1/2λ˜a1a2a3;T and
p˜T,3,D(z) = φ(z; Σ˜T,D) +
1
6
√
T
κ˜a1a2a3;T ha1a2a3(z; Σ˜T,D)φ(z; Σ˜T,D).
Focus on the main part of (2.18). We set
S˜T = Z˜
(1)
T + T
− 12 Q˜1
(
Z˜
(1)
T , Z˜
(2)
T
)
. (2.19)
The following proposition is proved in the completely same way as the proof of Theorem 5.1 in Sakamoto
and Yoshida [17]. Roughly, it is proved by using the Bhattacharya-Ghosh map and transforming asymptotic
expansion in Lemma 2.2.
Proposition 2.3. Let L1, L2 > 0. Suppose that ZT satisfies the conditions [A1]-[A3] and [B0]. Then, there
exist D > 0 and Γ ∈ N such that for any f ∈ E (Γ, L1, L2),∣∣∣∣E [f(S˜T )]−
∫
Rd
f(z(1))q˜T,3,D(z
(1))dz(1)
∣∣∣∣ = o(T−1/2) ,
where z = (z(1), z(2)) and
q˜T,3,D(z
(1)) =
∫
Rp
2
φ(z; Σ˜T,D)dz
(2) +
1√
T
{∫
Rp
2
1
6
κ˜a1a2a3;T ha1a2a3(z; Σ˜T,D)φ(z; Σ˜T,D)dz
(2)
−
∑
a=1,...,p
∂
∂za;
∫
Rp
2
Q˜a;1 (z)φ(z; Σ˜T,D)dz
(2)
}
.
We will give the more computable form of q˜T,3,D. Due to the orthogonalization, it immediately follows that
hA(z; Σ˜T,D)φ(z; Σ˜T,D) = hA(1)(z
(1); Σ˜
(1,1)
T,D )φ(z
(1); Σ˜
(1,1)
T,D )hA(2)(z
(2); Σ˜
(2,2)
T,D )φ(z
(2); Σ˜
(2,2)
T,D )
for A(1) = A ∩ {1, . . . , p} and A(2) = A ∩ {p + 1, . . . , p + p2}. We decompose the polynomial Q˜a;1 (z) by the
Hermite polynomials. Let
Q˜a;1 (z) = π
a;
1,φ(z
(1)) + πa;1,a1(z
(1))ha1;(z(2); Σ˜
(2,2)
T,D ),
where ha;(x;σ) = σaa1;ha1(x;σ) for σ = (σ
ab;)a,b=1,...,p and π
a;
1,φ(z
(1)), πa;1,a1(z
(1)) are polynomials for z(1). It is
well known that the orthogonality of the Hermite polynomial
∫
hA(z(2); Σ˜
(2,2)
T,D )hB(z
(2); Σ˜
(2,2)
T,D )φ(z
(2); Σ˜
(2,2)
T,D )dz
(2) =
{
A! if A = B
0 otherwise.
This orthogonality gives the following representation of πa;1,φ(z
(1)),
πa;1,φ(z
(1)) =
∫
Rp
2
Q˜a;1 (z)φ(z
(2); Σ˜
(2,2)
T,D )dz
(2) = µ˜a;a1a2z
a1;za2;
= µ˜a;a1a2 g˜
a1b1;g˜a2b2;hb1b2(z
(1); Σ˜
(1,1)
T,D ) + µ˜
a;
a1a2 g˜
a1a2;,
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where we used hb1b2(z
(1); Σ˜
(1,1)
T,D ) = g˜b1a1 g˜b2a2z
a1;za2; − g˜b1b2 . Therefore, we get
∑
a=1,...,p
∂
∂za;
∫
Rp
2
Q˜a;1 (z)φ(z; Σ˜T,D)dz
(2)
=
∑
a=1,...,p
∂
∂za;
∫
Rp
2
(
πa;1,φ(z
(1)) + πa;1,a1(z
(1))ha1;(z(2); Σ˜
(2,2)
T,D )
)
φ(z(1); Σ˜
(1,1)
T,D )φ(z
(2); Σ˜
(2,2)
T,D )dz
(2)
= −
(
µ˜a;a1a2 g˜
a1b1;g˜a2b2;hb1b2a(z
(1); Σ˜
(1,1)
T,D ) + µ˜
a;
a1a2 g˜
a1a2;ha(z
(1); Σ˜
(1,1)
T,D )
)
φ(z(1); Σ˜
(1,1)
T,D ).
Thus, we may calculate the concrete form of q˜T,3,D as the following lemma.
Lemma 2.4. q˜T,3,D may be rewritten as below.
q˜T,3,D(z
(1)) = φ(z(1); g˜−1T ) +
1√
T
{(
1
6
κ˜a1a2a3;T + µ˜
a3;
b1b2
g˜b1a1;g˜b2a2;
)
ha1a2a3(z
(1); g˜−1T )
+µ˜a1;b1b2 g˜
b1b2;ha1(z
(1); g˜−1T )
}
φ(z(1); g˜−1T ).
We need to evaluate the remainder term Rˇ2 in (2.18). The conditions [B0]-[B4] lead to the following
proposition. We will give a proof in Appendix.
Proposition 2.5. Let L > 1, γ ∈ (0, 1) and q1, q2, q3 > 0 with
q1 > 3L, q2 > max
(
p,
3q1L
q1 − 3L
)
, q3 >
q1L
q1 − 3L,
2
3
+ max
(
L
q2
,
L
3q3
)
< γ < 1− L
q1
. (2.20)
For these constants, we assume that the conditions [B0]-[B4] hold. Then, there exist C > 0 and ǫ′ ∈ (1, 0) such
that
P
[
ΩT ∩
{
T−1|Rˇa;2 | ≤ CT−
1+ǫ′
2 , a = 1, . . . , p
}]
= 1− o
(
T−
L
2
)
.
Finally, we assume the following condition.
[C1 ] supT>0
∥∥√T (θˆT − θ0)∥∥Lk(P ) <∞ for any k > 0.
From Proposition 2.3, Lemma 2.4 and Proposition 2.5, we get the asymptotic expansion for the distribution
of an MLE.
Proposition 2.6. Let L1, L2 > 0. Suppose that the conditions [A1]-[A3] and [C1] are satisfied. Moreover,
assume that there exist L > 1, γ ∈ (0, 1) and q1, q2, q3 > 0 such that [B0]-[B4] with (2.20) hold. Then, there
exist D > 0 and Γ ∈ N such that for any f ∈ E (Γ, L1, L2),∣∣∣∣E [f(√T (θˆT − θ0))]−
∫
Rd
f(z(1))q˜T,3,D(z
(1))dz(1)
∣∣∣∣ = o(T− 12) ,
where
q˜T,3,D(z
(1)) = φ(z(1); g˜−1T ) +
1√
T
{(
1
6
κ˜a1a2a3;T + µ˜
a3;
b1b2
g˜b1a1;g˜b2a2;
)
ha1a2a3(z
(1); g˜−1T )
+µ˜a1;b1b2 g˜
b1b2;ha1(z
(1); g˜−1T )
}
φ(z(1); g˜−1T ).
Since g−1T is non-singular for large T > 0 under the condition [A3], we can get rid of a constant D. Let
V a;bc = Cov[Z
a;
b , Z
a1;]ga1c and µ
a;
a1a2 =
(
V a;a1a2 +V
a;
a2a1 + ν
a;
a1a2
)
/2. The following theorem is the conclusion of this
section.
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Theorem 2.7. Let L1, L2 > 0. Suppose that the conditions [A1]-[A3] and [C1] are satisfied. Moreover, assume
that there exist L > 1, γ ∈ (0, 1) and q1, q2, q3 > 0 such that [B0]-[B4] with (2.20) hold. Then, there exists
Γ ∈ N such that for any f ∈ E (Γ, L1, L2),∣∣∣∣E [f(√T (θˆT − θ0))]−
∫
Rd
f(z(1))qT,3(z
(1))dz(1)
∣∣∣∣ = o(T− 12) ,
where
qT,3(z
(1)) = φ(z(1); g−1T ) +
1√
T
{(
1
6
κ˜a1a2a3;T + µ
a3;
b1b2
gb1a1;gb2a2;
)
ha1a2a3(z
(1); g−1T )
+µa1;b1b2g
b1b2;ha1(z
(1); g−1T )
}
φ(z(1); g−1T ).
3 Hawkes process with an exponential kernel
In this section, we will define the Hawkes process with an exponential kernel whose intensity process starts from
a point x + µ. Furthermore, we will see its properties. In the second half, we define the Hawkes core process
and investigate its properties. Let (Ω,F , P ) be a probability space and {Ft}t∈R+ be a filtration that satisfies
the usual conditions.
3.1 Definition
First, we define a point process and its intensity. A sequence of stopping times {τn}n∈N with respect to {Ft}t∈R+
is called a point process, if it satisfies the following properties:
(i) τ1 > 0 a.s.
(ii) τn < τn+1 on {τn <∞} a.s.2
(iii) τn = τn+1 on {τn =∞} a.s.
Let τ∞ = limn→∞ τn. Define a stochastic processNt byNt =
∑
n≥1 1{τn≤t}1{τ∞>t}. Then, (Nt,Ft) is also called
a point process. Define the intensity process of (Nt,Ft) as a nonnegative Ft-progressively measurable
process λt such that
∫ t
0 λsds is the compensator of (Nt,Ft). The filtration Ft is called the history of Nt, in the
sense that σ(Ns; s ≤ t) ⊂ Ft.
Definition 3.1 (Hawkes process with an exponential kernel). A Hawkes process with an exponential
kernel (whose intensity starts from x+ µ) is a point process (Nxt ,Ft) with the Ft-predictable intensity
λxt = µ+ xe
−βt +
∫
(0,t)
αe−β(t−s)dNxs , (3.1)
where µ, α and β are positive constants with α/β < 1 and x ≥ 0.
The following remarks are fundamental. Let Fxt = σ(N
x
s ; s ≤ t).
Remark 3.2. There exists a Hawkes process with an exponential kernel Nxt with the history {Fxt }t∈R+ . One
may prove this existence in the same fashion as the proof of Theorem 1(a) in Bre´maud and Massoulie´ [3].
Moreover, in this construction, the measurability of x 7→ Nxt and x 7→ λxt are brought about spontaneously.
Remark 3.3. Denote the n-th jump time of Nx by τxn and let τ
x
∞ = limn→∞ τ
x
n . Then τ
x
∞ = ∞ a.s. In
particular, Nxt and λ
x
t have finite paths.
2Such notation means that P [{τn < τn+1} ∩ {τn <∞}] = P [τn <∞].
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Proof of Remark 3.3. Fix t ≥ 0 arbitrarily. From the definition of Nxt , we have
E
[
Nxt∧τxn
]
= E
[∫
(0,t∧τxn ]
λxsds
]
= E
[∫
(0,t∧τxn ]
(
µ+ xe−βs +
∫
(0,s)
αe−β(s−u)dNxu
)
ds
]
= µE[t ∧ τxn ] +
x
β
E[1− e−β(t∧τxn)] + E
[∫
(0,t∧τxn]
∫
(0,t∧τxn ]
1{u<s}αe
−β(s−u)dsdNxu
]
= µE[t ∧ τxn ] +
x
β
E[1− e−β(t∧τxn)] + α
β
E
[∫
(0,t∧τxn ]
(1− e−β(t∧τxn−u))dNxu
]
≤ µt+ x
β
+
α
β
E
[
Nxt∧τxn
]
.
Thus,
E
[
Nxt∧τxn
]
≤ βµt+ x
β − α .
However, if P [τx∞ ≤ t] > 0 holds, the above inequality and the monotone convergence theorem imply that
Nxτx∞− <∞ on {τx∞ ≤ t} a.s. and it contradict the definition of τx∞. Therefore, τx∞ > t a.s. Since t is arbitrarily,
τx∞ =∞ holds almost surely.
3.2 Markovian property of exponential Hawkes intensity
The main purpose of this subsection is revealing the Markovian property of the Hawkes process with an ex-
ponential kernel. This property is well-known, see Oakes [14]. However, in Oakes [14], the way of definition
of the Hawkes process is somewhat different from ours. Therefore, to strictly handle the Markovian prop-
erty under our settings, we will give another proof via the extended generator of the intensity process λxt that
is defined later. In this subsection, we deal with the outline only. The detail of proofs can be found in Appendix.
Before getting into the main topic, we define some symbols used throughout this and the next Subsection.
Let Nxt be a Hawkes process as defined in Definition 3.1, and set {Fxt }t∈R+ as the history of Nx. By consider-
ing a sufficiently rich Ω, {Fxt }t∈R+ is regarded as a right-continuous filtration, see Lemma 18.4 in Liptser and
Shiryaev [10]. Moreover, we regard that {Fxt }t∈R+ is augmented and use the same notation {Fxt }t∈R+ . Then,
{Fxt }t∈R+ satisfies the usual condition.
First, we see that λxt has the finiteness of its moment. To show this property, we introduce the following
lemma that is shown in the proof of Proposition4.5 in Clinet and Yoshida [4].
Lemma 3.4. Let α, β and µ be parameters of the Hawkes process Nxt . For a differentiable function f , we define
the operator A by
A f(y) = y (f(y + α)− f(y))− β(y − µ) d
dy
f(y). (3.2)
Then, there exist positive constants M1, K1 and K2 such that for V (y) = e
M1y
A V (y) ≤ −K1V (y) +K2.
Lemma 3.4 ensures the existence of the moment-generating function of λxt on a neighborhood of the origin:
Proposition 3.5. There exists a positive constant M1 such that
sup
t∈R+
E
[
eM1λ
x
t
]
<∞.
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Second, we see the Markov property of the exponential Hawkes intensity. To show this property, we use the
idea of the extended generator that is an extension of the infinitesimal generator. It can be found, for instance,
by Meyn and Tweedie [13].
Definition 3.6. Let (Xt,Ft) be a d-dimensional adapted process. We denote by Dom(A ) the set of all
measurable functions f : Rd → R for which there exists a measurable function U : Rd → R such that
f(Xt) − f(X0) −
∫
(0,t] U(Xs)ds is a Ft-martingale. Then, we write U = A f and call A as the extended
generator of (Xt,Ft).
For a differentiable function f : R → R, we define the operator A by
A f(y) = y (f(y + α)− f(y))− β(y − µ) d
dy
f(y)
as one of the extended generator of (λxt ,F
x
t ). We investigate the domain ofA . Let P = {polynomial functions on R}.
Then, the next lemma follows.
Lemma 3.7. P ⊂ Dom(A ).
From Lemma 3.7 and the definition of A , A kp ∈ Dom(A ) holds for any p ∈ P and k ∈ N. Therefore, for
every p ∈ P, an inductive calculation yields
E [p(λxt )− p(λxs )|Fxs ] = E
[∫
(s,t]
A p(λxu1 )du1
∣∣∣∣∣Fxs
]
=
∫
(s,t]
E
[
A p(λxu1 )
∣∣Fxs ] du1
= (t− s)A p(λxs ) +
∫
(s,t]
E
[
A p(λxu1)−A p(λxs )
∣∣Fxs ] du1
= (t− s)A p(λxs ) +
∫
(s,t]
E
[∫
(s,u1]
A
2p(λxu2)du2
∣∣∣∣∣Fxs
]
du1
= (t− s)A p(λxs ) +
∫
(s,t]
∫
(s,u1]
E
[
A
2p(λxu2)
∣∣Fxs ] du2du1
= · · · =
n−1∑
k=1
(t− s)k
k!
A
kp(λxs )
+
∫
(s,t]
∫
(s,u1]
· · ·
∫
(s,un−1]
E
[
A
np(λxun)
∣∣Fxs ] dun . . . du2du1,
where A kp(λxt ) means A
kp(y)|y=λxt . Furthermore, the remainder term converges to 0 in L1-sense, that is;
Lemma 3.8. For any p ∈ P,∫
(s,t]
∫
(s,u1]
· · ·
∫
(s,un−1]
E
[
A
np(λxun)
∣∣Fxs ] dun . . . du2du1 → 0 as n→∞ in L1.
Set the operator e(t−s)A f(λxs ) =
∑∞
k=0
(t−s)k
k! A
kf(λxs ) for a function f . From Lemma 3.8, we haveE[p(λ
x
t )|Fxs ] =
e(t−s)A p(λxs ) a.s. for any p ∈ P. Then, since e(t−s)A p(λxs ) is σ(λxs )-measurable, we immediately get the Marko-
vian property only for p ∈ P, i.e.
E[p(λxt )|Fxs ] = E[p(λxt )|λxs ] a.s. (3.3)
For the sake of Proposition 3.5, the equation (3.3) can be extended to the Markovian property for any bounded
function. We summarize this statement as the following theorem.
Theorem 3.9. For any bounded measurable function f , E[f(λxt )|Fxs ] = E[f(λxt )|λxs ] a.s.
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3.3 Markovian property and Ergodicity of Hawkes core process
To consider the asymptotic expansion for the MLE of the Hawkes process, we have to deal with the derivatives
of the log-likelihood process of the Hawkes process with respect to its parameters. Moreover, these derivatives
are represented as functionals of the derivatives of the Hawkes intensity process with respect to time. First, we
introduce the concept of the Hawkes core process. For x1 ∈ R+, let Nx1t be an exponential Hawkes process with
intensity λx1t = µ+ x1e
−βt +
∫
(0,t) αe
−β(t−u)dNx1u defined as in Definition 3.1.
Definition 3.10. For n ∈ N and x = (x1, . . . , xn) ∈ Rn, we define
X
x,(n)
t = e
−βt
n∑
k=1
(
n− 1
k − 1
)
xkt
n−k +
∫
(0,t)
α(t− u)n−1e−β(t−u)dNx1u .
We call X
x,(n)
t as the n-th Hawkes core process of N
x1
t .
Remark that X
x,(n)
t is obviously σ
(
X
x1,(1)
u ;u ≤ t
)
-measurable for any n ∈ N. However, Xx,(n)t −Xx,(n)s is
not σ
(
X
x1,(1)
u ; s < u ≤ t
)
-measurable for 0 ≤ s < t and n ≥ 2. When we consider the second order derivative of
the Hawkes intensity λx1t , the following process is essential:
Xxt =
(
X
x,(1)
t , X
x,(2)
t , X
x,(3)
t
)
(3.4)
where x = (x1, x2, x3) ∈ R3+.3
The detailed reason why we consider Xxt is explained in Section 4. We will also reveal the properties of X
x
t .
In this subsection, we deal only with the overview. The detail of proofs can be found in Appendix.
We can also deduce the Markovian property of the process Xxt .
Proposition 3.11. For any bounded measurable function f , E[f(Xxt )|Fxs ] = E[f(Xxt )|Xxs ] a.s. where Fxt =
σ(Xxs ; s ≤ t).
Second, we see the time-homogeneous Markovian property. We define the Markov kernel as below. For
x ∈ R3+ and A ∈ B(R3+),
P t(x,A) = P [Xxt ∈ A]. (3.5)
For this Markov kernel, the time-homogeneous property holds, i.e.
Proposition 3.12. For any bounded measurable function f ,
E [f(Xxt )|Fxs ] =
∫
R3+
f(y)P t−s(Xxs , dy) a.s.
We concretely give the invariant measure of Xxt under our settings. On some probability space (Ω¯, F¯ , P¯ ),
there exists a stationary multivariate Hawkes process (N¯ = (N¯ (1), N¯ (2), N¯ (3)),F N¯t ) with the F
N¯
t -intensity
λ¯t = (λ¯
(1)
t , λ¯
(2)
t , λ¯
(3)
t ) such that
λ¯
(1)
t = µ+
∫
(−∞,t)
αe−β(t−s)dN¯ (1)s , λ¯
(2)
t = µ+
∫
(−∞,t)
α(t− s)e−β(t−s)dN¯ (1)s
and λ¯
(3)
t = µ+
∫
(−∞,t)
α(t− s)2e−β(t−s)dN¯ (1)s ,
where F N¯t = ∨3i=1F N¯
(i)
t and F
N¯(i)
t = σ(N¯
(i)[C];C ∈ B(R), C ⊂ (−∞, t]), see Theorem 7 in Bre´maud and
Massoulie´ [3]. We write N¯ = N¯ (1), allowing the abuse of the notation. Then, the following process X¯ is
stationary:
X¯t =
(∫
(−∞,t)
αe−β(t−u)dN¯u,
∫
(−∞,t)
α(t− u)e−β(t−u)dN¯u,
∫
(−∞,t)
α(t− u)2e−β(t−u)dN¯u
)′
.
3X
x,(1)
t and X
x,(2)
t mean X
x1,(1)
t and X
(x1,x2),(2)
t , respectively.
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Denote the distribution of X¯t by P
X¯ .4
Proposition 3.13. P X¯ is the invariant probability measure for Xxt , i.e. for any t ≥ 0 and A ∈ B(R3+),
P X¯ [A] =
∫
R3+
P t(x,A)P X¯(dx).
Finally, similarly to Proposition 4.5 in Clinet and Yoshida [4], it is ensured that Xxt has the geometric
ergodicity in the following meaning.
Proposition 3.14. There exist a positive constant vector M = (M1,M2,M3) and positive constants B > 0 and
r ∈ (0, 1) such that ∥∥∥P t(x, ·) − P X¯∥∥∥
eM·
≤ B(eMx + 1)rt.
Here, for a measurable function V ≥ 1, ‖ · ‖V designates the V -variation norm, i.e. for any signed measure µ
on a measurable space (S,S ),
‖µ‖V = sup
ψ;|ψ|≤V
∣∣∣∣
∫
S
ψ(x)µ(dx)
∣∣∣∣ .
4 Edgeworth expansion for functionals related the Hawkes process
As mentioned in the introduction, both computation of the maximum likelihood estimator (MLE) and simula-
tion methods for the one-dimensional exponential Hawkes process was revealed in Ogata [15]. Furthermore, it
was proved that the quasi maximum likelihood estimator (QMLE) of the multi-dimensional exponential Hawkes
process has the asymptotic normality and the convergence of moments, see Clinet and Yoshida [4]. In this
section, we apply Theorem 2.7 to the MLE of the one-dimensional exponential Hawkes process whose intensity
starts from µ0 and we will give the second order asymptotic expansion for the distribution of the MLE. In
this section, the proofs of each statement are given in Appendix. First, we prepare the necessary notation and
establish the conditions.
Let (Ω,F , P ) be a probability space. As in Definition 3.1, let Nt be an exponential Hawkes process with
the Ft = σ(Ns; s ≤ t)-predictable intensity
λt = µ0 +
∫
(0,t)
α0e
−β0(t−s)dNs.
Moreover, we define parametrized intensity process by
λt(θ) = µ+
∫
(0,t)
αe−β(t−s)dNs for θ = (µ, α, β).
Furthermore, we define Xt(θ) by referring (3.4):
Xt(θ) =
(∫
(0,t)
αe−β(t−u)dNu,
∫
(0,t)
α(t− u)e−β(t−u)dNu,
∫
(0,t)
α(t− u)2e−β(t−u)dNu
)′
for θ = (µ, α, β). We consider a relatively compact and open parameter set Θ ⊂ R3+. Assume that θ0 =
(µ0, α0, β0) ∈ Θ is the true parameter. If there is no confusion, we often omit the true parameter, i.e. write
λt(θ0) = λt, Xt(θ0) = Xt and so on. The log-likelihood process of λt(θ) is defined by
lT (θ) =
∫ T
0
log (λs(θ)) dNs −
∫ T
0
λs(θ)ds
4An abusive use of “P” : P X¯ [A] = P¯ [X¯ ∈ A] for A ∈ B(R3+).
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for θ ∈ Θ. Since Lemma A.5 in Clinet and Yoshida [4] guarantees a verification of the permutation of the symbols
∂θ and
∫ T
0
, the derivative of the log-likelihood process with respect to their parameter can be calculated as below.
∂θlT (θ)|θ=θ0 = ∂θ
(∫ T
0
log (λs(θ)) dNs −
∫ T
0
λs(θ)ds
)∣∣∣∣∣
θ=θ0
=
∫ T
0
∂θλs
λs
dN˜s, (4.1)
where N˜t = Nt −
∫ t
0 λsds. Moreover,
∂2θ lT (θ)|θ=θ0 =
∫ T
0
∂2θλs − (∂θλs)⊗2
λ2s
dN˜s −
∫ T
0
(∂θλs)
⊗2
λs
ds,
where, for a vector x ∈ Rk, x⊗2 stands for the product of x and its transpose, i.e. x⊗2 = xx′ ∈ Rk×k.
Let the operator D be as in (2.10), for example, D2 = ddα , D
(1,2) = d
2
dµdα , etc. Note that, when we write
Xt = (X
(1)
t , X
(2)
t , X
(3)
t ), then ∂θλs and ∂
2
θλs are computed as
∂θλs =


D1λs
D2λs
D3λs

 =


1
α−10 X
(1)
t
−X(2)t

 and ∂2θλs =
(
D
(i,j)λs
)
i,j=1,2,3
=


0 0 0
0 0 −α−10 X(2)t
0 −α−10 X(2)t X(3)t


respectively. Corresponding to Subsection 2.2, we introduce some notation. Let la1···ak(θ) = D
(a1,...,ak)lT (θ)
and νa1···ak(θ) = E
[
1
T la1···ak(θ)
]
for natural numbers a1, . . . , ak. We have the following representations:
∂θlT = (l1, l2, l3)
′
=
(∫ T
0
1
λs
dN˜s,
∫ T
0
X
(1)
s
α0λs
dN˜s, −
∫ T
0
X
(2)
s
λs
dN˜s
)′
and ∂2θ lT = (lij)i,j=1,2,3, where lij is symmetric with respect to i, j and each component has the following
representation:
l11 = −
(∫ T
0
1
λ2s
dN˜s +
∫ T
0
1
λs
ds
)
, l12 = − 1
α0
(∫ T
0
X
(1)
s
λ2s
dN˜s +
∫ T
0
X
(1)
s
λs
ds
)
,
l13 =
∫ T
0
X
(2)
s
λ2s
dN˜s +
∫ T
0
X
(2)
s
λs
ds, l22 = − 1
α20
(∫ T
0
(
X
(1)
s
)2
λ2s
dN˜s +
∫ T
0
(
X
(1)
s
)2
λs
ds
)
,
l23 =
1
α0
(∫ T
0
(
X
(1)
s − 1
)
X
(2)
s
λ2s
dN˜s +
∫ T
0
X
(1)
s X
(2)
s
λs
ds
)
,
and l33 =
∫ T
0
X
(3)
s −
(
X
(2)
s
)2
λ2s
dN˜s −
∫ T
0
(
X
(2)
s
)2
λs
ds.
Put BI =
⋂
ǫ>0
⋃
u∈[s,t+ǫ] σ(Xu) ∨N for I = [s, t] ⊂ R+, where N is the σ-field generated by null sets in
F . Let
Za =
1√
T
la, and Zab =
√
T
(
1
T
lab − νab
)
.
Moreover, we write
Z
(1)
T = T
1
2 (Z1, Z2, Z3) and Z
(2)
T = T
1
2 (Z11, Z12, Z13, Z21, Z22, Z23, Z31, Z32, Z33).
Finally, we set ZT = (Z
(1)
T , Z
(2)
T ). Then, Zt − Zs is B[s,t]-measurable for every s, t ∈ R+, 0 ≤ s ≤ t and
Z0 ∈ FB[0]. About the definition of BI , note the following points.
15
Remark 4.1. Obviously, for any interval I, σ
(
X
(1)
s ; s ∈ I
)
= σ(λs; s ∈ I) holds.
Remark 4.2. For any s ≥ 0, σ(Xs; s ∈ [0, t]) ⊂ σ(λs; s ∈ [0, t]) holds. However, for a general interval I and
s ∈ I, X(2)s and X(3)s are not always measurable with respect to σ(λt; t ∈ I). Thus, if we consider the expansion
of the distribution of ZT , we have to extend σ(λt; t ∈ I). In this reason, we introduced the process Xt and
defined BI as above.
Remark 4.3. σ(Xt; t ∈ I), in particular σ
(
X
(1)
t ; t ∈ I
)
, has almost all the information of σ(Nt −Ns; s, t,∈ I).
However, the information of the jump at v is not contained in σ(Xt; t ∈ [u, v])). Therefore, we need to consider
the right-continuous σ-fields.
Furthermore, a functional of the process Xt has the geometric mixing property.
Proposition 4.4. BI satisfies the condition [A1].
From Proposition 4.4 and Theorem 2.1, we immediately obtain the asymptotic expansion for the distribution
of a functional of the Hawkes core process.
Theorem 4.5. Let p ∈ N with p ≥ 2 and L1, L2 > 0. Assume that a BI-adapted stochastic process YT satisfies
the condition [A2]. Then, there exist D > 0 and Γ ∈ N such that for any f ∈ E (Γ, L1, L2),∣∣∣∣E
[
f
(
YT√
T
)]
−
∫
Rd
f(z)pT,p,D(z)dz
∣∣∣∣ = o(T−(p−2)/2) ,
where pT,p,D(z) is defined as in (2.9) with replaced ZT by YT .
We may also apply Theorem 2.7. Write gT = (gab)a,b=1,2,3 = (−νab(θ0))a,b=1,2,3. As proved in Appendix,
the exponential Hawkes process satisfies the condition [A3]. Then, we can also define g−1T = (g
ab;)a,b=1,2,3. We
get the following theorem. (For the definition of each symbol, see Section 2.)
Theorem 4.6. Let L1, L2 > 0. The conditions [A1]-[A3] and [C1] are satisfied. Moreover, there exist L > 1,
γ ∈ (0, 1) and q1, q2, q3 > 0 such that [B0]-[B4] with (2.20) hold. Thus, there exists Γ ∈ N such that for any
f ∈ E (Γ, L1, L2), ∣∣∣∣E [f(√T (θˆT − θ0))]−
∫
Rd
f(z(1))qT,3(z
(1))dz(1)
∣∣∣∣ = o(T− 12) ,
where
qT,3(z
(1)) = φ(z(1); g−1T ) +
1√
T
{(
1
6
κ˜a1a2a3;T + µ
a3;
b1b2
gb1a1;gb2a2;
)
ha1a2a3(z
(1); g−1T )
+µa1;b1b2g
b1b2;ha1(z
(1); g−1T )
}
φ(z(1); g−1T ),
and
• λ˜a1a2a3;T is the (a1, a2, a3)-cumulant of g−1T Z(1)T and κ˜a1a2a3;T = T 1/2λ˜a1a2a3;T ;
• V a;bc = Cov[Za;b , Za1;]ga1c and µa;a1a2 =
(
V a;a1a2 + V
a;
a2a1 + ν
a;
a1a2
)
/2.
5 Simulation
In this section, we show the result of a simulation for Theorem 4.6. We need to compute g−1T , κ˜
a1a2a3;
T and
µa;a1a2 in Theorem 4.6. However, it is difficult to represent and calculate these using the true parameter.
Here, we approximate these values numerically using the Monte Carlo method. It must be emphasized that
the simulation here is not exact. Furthermore, when we model real data by the Hawkes process, of course,
we do not know the true parameter. One solution to this problem is to use an estimator instead of the
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true parameter. This is nothing but the bootstrap method. An error evaluations of the bootstrap method
are for further study. All experiments are done by using R. The actual code can be found on GitHub page
https://github.com/goda235/Edgeworth_expansion_for_Hawkes_MLE.
By using the algorithm in Ogata [16], we simulate the values of the Hawkes process for MC times. From
these data, we can getMC number of values for the Hawkes core process X
(1)
s , X
(2)
s and X
(3)
s , in particular,MC
values for ZT . From these data, we can get the unbiased estimator of V ar[ZT ]. With the help of the condition
[B0] (iii), we can compute the value of g−1T from V ar[ZT ]. Since νa1a2a3 have the following representation;
ν111 = E

 1
T
∑
i:τi≤T
2(
µ0 +X
(1)
τi
)3

 , ν112 = E

 1
T
∑
i:τi≤T
2X
(1)
τi
α0
(
µ0 +X
(1)
τi
)3

 ,
ν113 = E

 1
T
∑
i:τi≤T
− 2X
(2)
τi(
µ0 +X
(1)
τi
)3

 , ν221 = E

 1
T
∑
i:τi≤T
2
(
X
(1)
τi
)2
α20
(
µ0 +X
(1)
τi
)3


ν222 = E

 1
T
∑
i:τi≤T
2
(
X
(1)
τi
)3
α30
(
µ0 +X
(1)
τi
)3

 , ν223 = E

 1
T
∑
i:τi≤T
2µ0X
(1)
τi X
(2)
τi
α20
(
µ0 +X
(1)
τi
)3

 ,
ν331 = E

 1
T
∑
i:τi≤T
2
(
X
(2)
τi
)2 −X(3)τi (µ0 +X(1)τi )(
µ0 +X
(1)
τi
)3

 ,
ν332 = E

 1
T
∑
i:τi≤T
−X(1)τi X(3)τi
(
µ0 +X
(1)
τi
)− 2µ0(X(2)τi )2
α0
(
µ0 +X
(1)
τi
)3

 ,
ν333 = E

 1
T
∑
i:τi≤T
3X
(2)
τi X
(3)
τi
(
µ0 +X
(1)
τi
)− 2(X(2)τi )3(
µ0 +X
(1)
τi
)3

 , ν123 = E

 1
T
∑
i:τi≤T
µ0X
(2)
τi −X(1)τi X(2)τi
α0
(
µ0 +X
(1)
τi
)3

 ,
then we can compute an approximated value of µa;a1a2 by taking mean. From the representation of cumulants
by moment, κ˜a1a2a3; is computed as means of Za1Za2Za3 .
We set an exponential Hawkes process Nt with its parameters µ = 0.5, α = 1.0 and β = 1.3, i.e. its intensity
λt has the representation
λt = 0.5 +
∫
(0,t)
1.0e−1.3(t−s)dNs.
We set an observation time T = 30. For this model, we compute the MLE for 3000 times and obtain
histograms for each parameter. In addition, we add the density function curves for the marginal distribution
of φ(z; g−1T ) and the marginal distribution of qT,3(z). Here, qT,3(z) is computed by the above method with
MC = 5000. The curve of φ(z; g−1T ) is described by a broken line, and qT,3(z) is described by a solid line. The
simulation results are as follows.
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Figure 1: Histogram of MLE in the case of T = 30.
We can see that the curve of qT,3(z) fits the histogram better than the normal distribution. The next figure
is Q-Q plot for each marginal distribution.
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Q−Q Plot, T= 30
Figure 2: Q-Q plots of each distribution in the case of T = 30.
The Q-Q plots also shows that qT,3(z) better fits the data than the normal distribution. Change only the
observation time to T = 300 and try the simulation in the same situation. The result is as follows.
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Figure 3: Histogram of MLE in the case of T = 300.
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Figure 4: Q-Q plots of each distribution in the case of T = 300.
When the observation time is sufficiently large, the approximation by qT,3(z) is close to the approximation
by normal distribution.
6 Appendix
Hereafter, when we write asX(T ) . T a for a ∈ R, it means that there exists a constant C such thatX(T ) ≤ CT a
holds for sufficient large T .
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6.1 Proofs of Subsection 2.1
To prove Theorem 2.1, we should give the asymptotic expansion for the characteristic function of ST . For a
mixing process, the evaluation of cumulants is essential as in Go¨tze and Hipp [7]. The following discussion is a
rework of Go¨tze and Hipp [7] and Yoshida [18] to a simpler form.
First, we introduce some notations. Let N(T ) = ⌊T ⌋ + 1 and divide the interval [0, T ] into intervals
{Ii}i=1,...,N(T ) such that Ii = [i− 1, i] for i = 1, . . . , N(T )− 1 and IN(T ) = [N(T )− 1, T ]. Denote ZIi as Zi for
any i = 1, . . . , N(T )5.
There exists a smooth function φ : Rd → [0, 1] such that φ(x) = 1 if |x| ≤ 1/2, and φ(x) = 0 if |x| ≥ 1.
Choose a positive constant β ∈ (0, 12 ) and put φT (x) = xφ
(
x/2T β
)
. Then φT (x) = x if |x| ≤ T β and φT (x) = 0
if |x| ≥ 2T β. Let Z∗i = φT (Zi)− E[φT (Zi)] for any i = 1, . . . , N(T ), and similarly, Z∗0 = φT (Z0)− E[φT (Z0)].
Furthermore, we set S∗T = T
− 12
∑N(T )
i=0 Z
∗
i . Denote the characteristic function of S
∗
T by HT (u) = E[e
iu′S∗T ]
for u ∈ Rd. We consider the expansion of HT (u). We set the positive numbers m(T ) and k(T ) as increasing in
T . We concretely put m(T ) = T ǫ for some small constant ǫ ∈ (0, 1). ǫ and k(T ) are concretely chosen after.
Let r ∈ N and n ∈ {0, . . .N(T )}r. For these r and n = (j1, . . . , jr), we write
S[ν]
n
= T−
1
2
∑
j=0,...,N(T );
d(j,n)≥νm(T )
Z∗j and Zn = Z
∗
j1 ⊗ · · · ⊗ Z∗jr ,
where d(j,n) = mini=1,...,r |ji − j|. For random variables X and V , we define E[X ](V ) = E[XeiV ]/E[eiV ].
In this subsection, we assume that the conditons [A1] and [A2] hold.
Lemma 6.1. There exist ǫ1 ∈ (0, 1) and ρ ∈ (0, 1) such that
1{|u|<ǫ1T 12−βm(T )−1
}(u) |E [Zn] (u′S∗T )|
.
{
E [|Zn|]
{
sup
ν=1,...,k(T )
∣∣∣E [eiu′S[ν]n ]∣∣∣+ ρk(T )
}
+ e−am(T )k(T )2k(T )T |n|β
}
|HT (u)|−,
for all u ∈ Rd. Here − denotes the g-inverse.
Proof. This lemma is proved similarly to the proof of Lemma 12 in Yoshida [18]. Let ∆
[r]
n (u) = exp
(
iu′S[r−1]n −
iu′S[r]n
)− 1. We get
|HT (u)E [Zn] (u′S∗T )| ≤
∣∣∣∣∣∣
k(T )∑
ν=1
E
[
Zn
(
ν−1∏
r=1
∆[r]
n
(u)
)
eiu
′S[ν]
n
]∣∣∣∣∣∣+
∣∣∣∣∣∣E

Zn

k(T )∏
r=1
∆[r]
n
(u)

 eiu′S[k(T )]n


∣∣∣∣∣∣ . (6.1)
Moreover, by using the covariance inequality successively, we obtain∣∣∣∣∣∣
k(T )∑
ν=1
E
[
Zn
(
ν−1∏
r=1
∆[r]
n
(u)
)
eiu
′S[ν]
n
]∣∣∣∣∣∣
.
∣∣∣∣∣∣
k(T )∑
ν=1
E
[
Zn
(
ν−1∏
r=1
∆[r]
n
(u)
)]
E
[
eiu
′S[ν]
n
]∣∣∣∣∣∣+ k(T )2k(T )T |n|βe−am(T )
.
k(T )∑
ν=1
2
ν
2E [|Zn|]
∣∣∣E [eiu′S[ν]n ]∣∣∣ ∏
r: even
r≤ν−1
E
[∣∣∆[r]
n
(u)
∣∣]+ k(T )2k(T )T |n|βe−am(T ).
From the Taylor’s formula, we get
E
[∣∣∆[r]n (u)∣∣] ≤ E [∣∣u′S[ν−1]n − u′S[ν]n ∣∣] ≤ ∑
j=0,...,N(T );
(ν−1)m(T )≤d(j,n)<νm(T )
E
[∣∣T− 12u′Z∗j ∣∣] . |u|m(T )T−12+β .
5We must remark that the notation of Zi has a different mean in the other section.
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Thus, by choosing sufficiently small ǫ1 ∈ (0, 1), there exists ρ ∈ (0, 1) such that E
[∣∣∆[r]n (u)∣∣] < ρ22 for any u
with |u| < ǫ1T 12−βm(T )−1. Then, we have∣∣∣∣∣∣
k(T )∑
ν=1
E
[
Zn
(
ν−1∏
r=1
∆[r]
n
(u)
)
eiu
′S[ν]
n
]∣∣∣∣∣∣ . E [|Zn|] supν=1,...,k(T )
∣∣∣E [eiu′S[ν]n ]∣∣∣+ k(T )2k(T )T |n|βe−am(T ) (6.2)
for any u with |u| < ǫ1T 12−βm(T )−1. On the other hand,∣∣∣∣∣∣E

Zn

k(T )∏
r=1
∆[r]n (u)

 eiu′S[k(T )]n


∣∣∣∣∣∣ . 2
k(T )
2 E [|Zn|]
∣∣∣E [eiu′S[k(T )]n ]∣∣∣ ∏
r: even
r≤k(T )
E
[∣∣∆[r]n (u)∣∣]+ k(T )2k(T )T |n|βe−am(T )
. E [|Zn|] ρk(T ) + k(T )2k(T )T |n|βe−am(T ) (6.3)
for any u with |u| < ǫ1T 12−βm(T )−1. The desired conclusion follows from (6.1), (6.2) and (6.3).
For random variables X1, X2 and V , we write Cov [X1, X2] (V ) = E [X1X2] (V )− E [X1] (V )E [X2] (V ).
Lemma 6.2. There exists ǫ2 ∈ (0, 1) such that
1{|u|<ǫ1T 12−βm(T )−1
}(u) |Cov [Zn1 , Zn2 ] (u′S∗T )|
.

e−a
√
m(T ) +
ǫ
√
m(T )
2⌊√
m(T )
⌋
!

T (|n1|+|n2|)β (|HT (u)|−)2 ,
for all u ∈ Rd and n1,n2 ∈ {0, . . .N(T )}r with min n2 −maxn1 ≥ m(T ).
Proof. This lemma follows in the completely same way as the proof of Lemma 3.17 in Go¨tze and Hipp [7].
Denote the cumulant of real-valued random variables X1, . . . , Xr by
κ [X1, . . . , Xr] =
∂r
∂ǫ1 · · · ∂ǫr
∣∣∣∣
ǫ1=···=ǫr=0
logE
[
exp
(
iǫ1X1 + · · ·+ iǫrXr
)]
,
and for a random variable V ,
κ [X1, . . . , Xr] (V ) =
∂r
∂ǫ1 · · · ∂ǫr
∣∣∣∣
ǫ1=···=ǫr=0
log
(
E
[
exp
(
iǫ1X1 + · · ·+ iǫrXr
)]
(V )
)
.
Now, we determine the form of k(T ) by k(T ) = ⌊ǫ3
√
m(T )⌋, where ǫ3 > 0 is a constant that satisfies
e−am(T )k(T )2k(T )T |n|β . ρk(T ) and e−aρ−2ǫ3 < 1 for ρ in Lemma 6.1.
Lemma 6.3. Let L¯ > 0. Set r ∈ N with r ≤ L¯+ p+ 1 and a1, . . . , ar ∈ {1, . . . , d}. Then,
1{|u|<ǫ1T 12−βm(T )−1
}(u)
∣∣∣κ [S∗(a1)T , . . . , S∗(ar)T ] (u′S∗T )∣∣∣ . T− r−22 m(T )r−1(θT (u) + 1)r
for any u ∈ Rd, where
θT (u) =

 supν=1,...,k(T ),
n∈IT ;|n|≤r
∣∣∣E [eiu′S[ν]n ]∣∣∣+ ρk(T )

 |HT (u)|−,
and IT =
⋃
n∈N{0, 1, . . . , N(T )}n.
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Proof. Denote maxgap(j1, . . . , jr) = maxi=1,...,r−1{min Iji+1 −max Iji}. Similarly to the proof of Lemma 14 in
Yoshida [18], we consider ∣∣∣κ [S∗(a1)T , . . . , S∗(ar)T ] (u′S∗T )∣∣∣ ≤ Φ1 +Φ2,
where
Φ1 = T
−r/2 ∑
0≤j1,...,jr≤N(T );
maxgap(j1,...,jr)≤m(T )
∣∣∣κ [Z∗(a1)j1 , . . . , Z∗(ar)jr ] (u′S∗T )
∣∣∣
and
Φ2 = T
−r/2 ∑
0≤j1,...,jr≤N(T );
maxgap(j1,...,jr)>m(T )
∣∣∣κ [Z∗(a1)j1 , . . . , Z∗(ar)jr ] (u′S∗T )
∣∣∣ .
The cumulant has the representation by the moments;
κ
[
Z
∗(a1)
j1
, . . . , Z
∗(ar)
jr
]
(u′S∗T ) =
r∑
l=1
∑
n1,...,nl∈IT ;
n1+···+nl={1,...,r}
(−1)l−1
l
l∏
m=1
E
[ ∏
i∈nm
Z
∗(ai)
ji
]
(u′S∗T ) ,
where n1 + · · ·+ nl = {1, . . . , r} means that n1, . . . ,nl form a partition of {1, . . . , r}. From Lemma 6.1 and the
conditon [A2], ∣∣∣∣∣E
[ ∏
i∈nm
Z
∗(ai)
ji
]
(u′S∗T )
∣∣∣∣∣ . θT (u) (6.4)
for any u with |u| < ǫ1T 12−βm(T )−1. Then, since the number of 0 ≤ j1, . . . , jr ≤ N(T ) satisfyingmaxgap(j1, . . . , jr) ≤
m(T ) is at most Tm(T )r−1, we have
Φ1 . T
−r/2 ∑
0≤j1,...,jr≤N(T );
maxgap(j1,...,jr)≤m(T )
r∑
l=1
l∏
m=1
θT (u) . T
− r−22 m(T )r−1(θT (u) + 1)r
for any u with |u| < ǫ1T 12−βm(T )−1.
On the other hand, we can write
κ
[
Z
∗(a1)
j1
, . . . , Z
∗(ar)
jr
]
(u′S∗T ) =
r∑
l=1
∑
n1,...,nl∈IT ;
n1+···+nl={1,...,r}
(−1)l−1
l
l∑
m=1


m−1∏
m′=1
E

 ∏
i∈nm′
Z
∗(ai)
ji

 (u′S∗T )
×Cov
[ ∏
i∈nm∩K1
Z
∗(ai)
ji
,
∏
i∈nm∩K2
Z
∗(ai)
ji
]
(u′S∗T )
×
l∏
m′=m+1

E

 ∏
i∈nm′∩K1
Z
∗(ai)
ji

 (u′S∗T )E

 ∏
i∈nm′∩K1
Z
∗(ai)
ji

 (u′S∗T )



 ,
where K1 = {1, . . . rm} and K2 = {rm+1, . . . r} for rm with maxgap(j1, . . . , jr) = min Ijrm+1 −max Ijrm . From
Lemma 6.2 and (6.4), if maxgap(j1, . . . , jr) > m(T ), we get
κ
[
Z
∗(a1)
j1
, . . . , Z
∗(ar)
jr
]
(u′S∗T )
.
∑
r′≤r−2
(θT (u) + 1)
r′

e−a
√
m(T ) +
ǫ
√
m(T )
2⌊√
m(T )
⌋
!

T (r−r′)β (|HT (u)|−)2
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for any u with |u| < ǫ1T 12−βm(T )−1. Therefore,
Φ2 . T
− r2
∑
0≤j1,...,jr≤N(T );
maxgap(j1,...,jr)>m(T )
∑
r′≤r−2
(θT (u) + 1)
r′

e−a
√
m(T ) +
ǫ
√
m(T )
2⌊√
m(T )
⌋
!

T (r−r′)β (|HT (u)|−)2
. T
r
2+(r−2)β(θT (u) + 1)re−a
√
m(T )ρ−2k(T ) . T−
r−2
2 m(T )r−1(θT (u) + 1)r
for any u with |u| < ǫ1T 12−βm(T )−1. Then, we are done.
Lemma 6.4. Let ǫ of m(T ) satisfy ǫ < 23 (
1
2 − β) ∧ 14 . Then, there exists δ ∈ (0, 1) such that
1{|u|<ǫ1T 12−βm(T )−1∧T δ
}(u) sup
η∈(0,1)
θT (ηu) ≤ 3
for any u ∈ Rd.
Proof. This lemma is proved in the same way as the proof of Lemma 15 in Yoshida [18]. For n = 1, . . . , N(T ),
f = (f1, . . . , fn) denotes a sequence of integers with 0 ≤ f1 < · · · < fn ≤ N(T ). Let F (n, T ) be the set of
such f . Set S∗T (f) = T
− 12
∑n
j=1 Z
∗
fj
for f ∈ F (n, T ), and S[ν]n (f) = T− 12
∑
j;d(j,n)≥νm(T ) Z
∗
fj
for n ∈ {1, . . . , n}r.
Moreover, we set
θT (u, f) =

 supν=1,...,k(T ),
n∈{1,...,n}r;|n|≤r
∣∣∣E [eiu′S[ν]n (f)]∣∣∣+ ρk(T )

 |HT (u, f)|− for f ∈ F (n, T ),
where HT (u, f) = E
[
eiu
′S∗T (f)
]
. The Taylor expansion of logHT (u, f) and Lemma 6.3 replaced S
∗
T by S
∗
T (f)
yield
HT (u, f) = exp
(
−1
2
κ
[
u′S∗T (f), u
′S∗T (f)
]
+R3(u, f)
)
and
|R3(u, f)| . (1 + |u|3)T− 12m(T )2 sup
η∈(0,1)
(θT (ηu, f) + 1)
3
for u with |u| < ǫ1T 12−βm(T )−1. We will show this lemma by induction. The case of n = 1, we suppose
that supη∈(0,1) θT (ηu, f) > 3 for some u with |u| < ǫ1T
1
2−βm(T )−1 ∧ T δ and f ∈ F (1, T ). The continuity of
θT (ηu, f) in u and θT (0, f) = 1 + ρ
k(T ) < 2 imply that there exists u0 such that θT (u0, f) = 3 and θT (v, f) < 3
if |v| < |u0|. Then, we have for sufficient small δ and ǫ,
3 = θT (u0, f) . (1 + ρ
k(T )) exp
(
1
2
κ
[
u′0S
∗
T (f), u
′
0S
∗
T (f)
]
+ (1 + |u0|3)T− 12m(T )2 sup
η∈(0,1)
(θT (ηu0, f) + 1)
3
)
. (1 + ρk(T )) exp
(
T−1+2δ + T−
1
2+3δ+2ǫ
)
→ 1 as T →∞,
where we used the conditon [A2] for estimating κ
[
u′0S
∗
T (f), u
′
0S
∗
T (f)
]
. It contradicts our assumption. Therefore,
we may conclude supη∈(0,1) θT (ηu, f) ≤ 3 for any u with |u| < ǫ1T
1
2−βm(T )−1 ∧ T δ and f ∈ F (1, T ).
We assume that supη∈(0,1) θT (ηu, f) ≤ 3 for any u with |u| < ǫ1T
1
2−βm(T )−1 ∧ T δ and f ∈ F (n′, T ) for any
n′ < n. If there exist u with |u| < ǫ1T 12−βm(T )−1 ∧ T δ and f ∈ F (n, T ) such that supη∈(0,1) θT (ηu, f) > 3,
we can choose u0 such that θT (u0, f) = 3 and θT (v, f) < 3 for v with |v| < |u0|. Then, there exist ν ≥ 1 and
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n ∈ {1, . . . , n}r such that
3 = θT (u0, f) =
{∣∣∣E [eiu′0S[ν]n (f)]∣∣∣+ ρk(T )} |HT (u0, f)|−
.
{
exp
(
−1
2
κ
[
u′0S
[ν]
n
(f), u′0S
[ν]
n
(f)
]
+ T−
1
2+3δ+2ǫ
)
+ ρk(T )
}
× exp
(
1
2
κ
[
u′0S
∗
T (f), u
′
0S
∗
T (f)
]
+ T−
1
2
+3δ+2ǫ
)
. exp
(
T 2δ
∣∣∣V ar[S[ν]n (f)] − V ar[S∗T (f)]∣∣∣+ T− 12+3δ+2ǫ)
+ρk(T ) exp
(
T 2δ
∣∣κ[S∗T (f), S∗T (f)]∣∣+ T− 12+3δ+2ǫ)
If we choose u = 0 and m(T ) = T δ in Lemma 6.3, then we see that
∣∣κ[S∗T (f), S∗T (f)]∣∣ . T δ. Thus,
3 = θT (u0, f) . exp
(
T 2δ
∥∥∥S[ν]n (f)− S∗T (f)∥∥∥
L2(P )
(∥∥S[ν]n (f)∥∥L2(P ) − ∥∥S∗T (f)]∥∥L2(P )
)
+ T−
1
2+3δ+2ǫ
)
+ρk(T ) exp
(
T 3δ + T−
1
2+3δ+2ǫ
)
. exp
(
T−
1
2+β+
5δ
2 m(T )k(T ) + T−
1
2+3δ+2ǫ
)
+ ρk(T ) exp
(
T 3δ + T−
1
2+3δ+2ǫ
)
. exp
(
T−
1
2+β+
5δ
2 +
3ǫ
2 + T−
1
2+3δ+2ǫ
)
+ ρ⌊ǫ3T
ǫ
2 ⌋ exp
(
T 3δ + T−
1
2+3δ+2ǫ
)
.
Therefore, by taking sufficiently small δ, θT (u0, f) → 1 as T → ∞. It contradicts our assumption. Then, we
have completed the proof.
These lemmas immediately lead the following proposition.
Proposition 6.5. Let L¯ > 0. Set r ∈ N with r ≤ L¯ + p + 1 and a1, . . . , ar ∈ {1, . . . , d}. Then, for any
ǫ ∈ (0, 23 (12 − β) ∧ 14), there exists δ ∈ (0, 1) such that
1{|u|<T δ}(u)
∣∣∣κ [S∗(a1)T , . . . , S∗(ar)T ] (ηu′S∗T )∣∣∣ . T− r−22 +ǫ(r−1),
uniformly in u ∈ Rd and η ∈ [0, 1].
The next proposition is similar to Lemma 6 in Yoshida [18]. However, our assumption [A2] is stronger than
the assumption in Yoshida [18], thus we may take an arbitrary L3 > 0 as the following.
Proposition 6.6. For any L3 > 0, r ∈ N and a1, . . . , ar ∈ {1, . . . , d},∣∣∣κ [S∗(a1)T , . . . , S∗(ar)T ]− κ [S(a1)T , . . . , S(ar)T ]∣∣∣ . T−L3β .
Proof. We immediately get∣∣∣κ [S∗(a1)T , . . . , S∗(ar)T ]− κ [S(a1)T , . . . , S(ar)T ]∣∣∣
≤ T−r/2
∑
0≤j1,...,jr≤N(T )
∣∣∣κ [Z∗(a1)j1 , . . . , Z∗(ar)jr ]− κ [Z(a1)j1 , . . . , Z(ar)jr ]
∣∣∣ ,
and ∣∣∣κ [Z∗(a1)j1 , . . . , Z∗(ar)jr ]− κ [Z(a1)j1 , . . . , Z(ar)jr ]
∣∣∣
≤
r∑
l=1
∑
n1,...,nl∈IT ;
n1+···+nl={1,...,r}
(−1)l−1
l
∣∣∣∣∣
l∏
m=1
E
[ ∏
i∈nm
φ
(ai)
T (Zji)
]
−
l∏
m=1
E
[ ∏
i∈nm
Z
(ai)
ji
]∣∣∣∣∣ .
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Moreover,∣∣∣∣∣
l∏
m=1
E
[ ∏
i∈nm
φ
(ai)
T (Zji)
]
−
l∏
m=1
E
[ ∏
i∈nm
Z
(ai)
ji
]∣∣∣∣∣
≤
l∑
m=1

m−1∏
m′=1
∣∣∣∣∣∣E

 ∏
i∈nm′
φ
(ai)
T (Zji)


∣∣∣∣∣∣


∣∣∣∣∣E
[ ∏
i∈nm
φ
(ai)
T (Zji)−
∏
i∈nm
Z
(ai)
ji
]∣∣∣∣∣

 l∏
m′=m+1
∣∣∣∣∣∣E

 ∏
i∈nm′
Z
(ai)
ji


∣∣∣∣∣∣

 ,
and the conditon [A2] yeilds∣∣∣∣∣E
[ ∏
i∈nm
φ
(ai)
T (Zji)−
∏
i∈nm
Z
(ai)
ji
]∣∣∣∣∣
=
∣∣∣∣∣∣
k∑
k′=1
E



k′−1∏
i=1
φ
(ai)
T (Zji)

( k∏
i=k′+1
Z
(ai)
ji
)(
φ
(ak′ )
T (Zjk′ )− Z
(ak′)
jk′
)
1{∣∣∣Z(ak′ )j
k′
∣∣∣≥Tβ}


∣∣∣∣∣∣
≤
∣∣∣∣∣∣
k∑
k′=1
T−L3βE



k′−1∏
i=1
φ
(ai)
T (Zji)


(
k∏
i=k′+1
Z
(ai)
ji
)(
φ
(ak′ )
T (Zjk′ )− Z
(ak′)
jk′
) ∣∣∣Z(ak′ )jk′
∣∣∣L3 1{∣∣∣Z(ak′ )j
k′
∣∣∣≥Tβ}


∣∣∣∣∣∣
. T−L3β .
Therefore, ∣∣∣κ [S∗(a1)T , . . . , S∗(ar)T ]− κ [S(a1)T , . . . , S(ar)T ]∣∣∣ . T−L3β+ r2 .
Since L3 is arbitrary, we get the conclusion.
From Proposition 6.5 and Proposition 6.6, we immediately get the following statement.
Corollary 6.7. Let r ∈ N and a1, . . . , ar ∈ {1, . . . , d}. Then, for any ǫ ∈
(
0, 23 (
1
2 − β
) ∧ 14 ),∣∣∣κ [S(a1)T , . . . , S(ar)T ]∣∣∣ . T− r−22 +ǫ(r−1).
Finally, we estimate the error between HT (u) and its expansion ΨˆT,p,D(u).
Proposition 6.8. Let L¯ > 0. There exist D > 0, δ > 0 and δ0 > dδ such that
1{|u|<T δ}(u)
∣∣∣Dn (HT (u)− ΨˆT,p,D(u))∣∣∣ . T−p−22 −δ0
uniformly in u ∈ Rd and n ∈ {1, . . . , d}l with l ≤ L¯.
Proof. Denote κ∗[u⊗r](V ) = κ [u′S∗T , . . . , u
′S∗T ] (V ), κ[u
⊗r](V ) = κ [u′ST , . . . , u′ST ] (V ), κ∗[u⊗r] = κ∗[u⊗r](0)
and κ[u⊗r] = κ[u⊗r](0). Then, by same method as the proof of Lemma 7 in Yoshida [18], we have
HT (u) = Ψˆ
∗
T,p(u) +R
∗
p+1(u),
where
Ψˆ∗T,p(u) = exp (χT,2(u))

1 +
p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≤p−2}(−1)jir1+···+rj
κ∗[u⊗r1+2] · · ·κ∗[u⊗rj+2]
j!(r1 + 2)! · · · (rj + 2)!

 ,
R∗p+1(u) = exp (χT,2(u))
{
p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≥p−1}(−1)jir1+···+rj
κ∗[u⊗r1+2] · · ·κ∗[u⊗rj+2]
j!(r1 + 2)! · · · (rj + 2)!
+
p∑
j=1
j−1∑
j′=0
1
j′!
(
j
j′
)(
p∑
r=3
ir
r!
κ∗[u⊗r]
)j′
(Rp+1(u))
j−j′
+
(
p∑
r=3
ir
r!
κ∗[u⊗r] +Rp+1(u)
)p+1
1
p!
∫ 1
0
(1− t)p exp
(
t
p∑
r=3
ir
r!
κ∗[u⊗r] + tRp+1(u)
)
dt
}
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and
Rp+1(u) =
ip+1
p!
∫ 1
0
(1− s)pκ∗[u⊗p+1](su′S∗T )ds−
1
2
(
κ∗[u⊗2] + χT,2(u)
)
.
First, we consider
∣∣∣Dn (Ψˆ∗T,p(u)− ΨˆT,p,D(u))∣∣∣. From the definition, we have∣∣∣Dn (Ψˆ∗T,p(u)− ΨˆT,p,D(u))∣∣∣
.
∣∣∣∣∣Dn
[(
eχT,2(u) − e− 12u′ΣT,Du
){
1 +
p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≤p−2}κ
∗[u⊗r1+2] · · ·κ∗[u⊗rj+2]
}]∣∣∣∣∣
+
∣∣∣∣∣Dn
[
e−
1
2u
′ΣT,Du
p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≤p−2}
(
κ∗[u⊗r1+2] · · ·κ∗[u⊗rj+2]− κ[u⊗r1+2] · · ·κ[u⊗rj+2]
)]∣∣∣∣∣.
In the following, we assume that u satisfies |u| ≤ T δ. We have∣∣∣eχT,2(u) − e− 12u′ΣT,Du∣∣∣ ≤ ∣∣∣e 12T−D |u|2 − 1∣∣∣ . T−D+2δ. (6.5)
For the first term, by applying Proposition 6.5, Corollary 6.7 and (6.5), we get∣∣∣∣∣Dn
[(
eχT,2(u) − e− 12u′ΣT,Du
){
1 +
p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≤p−2}κ
∗[u⊗r1+2] · · ·κ∗[u⊗rj+2]
}]∣∣∣∣∣
.
(
1 +
∣∣V ar[ST ]∣∣+ T−D)|n| T−D+δ(2+|n|) p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≤p−2}T
(r1+···+rj)(− 12+ǫ+δ)+j(ǫ+2δ)
. T−D+ǫ(p+L¯)+δ(2p+2+L¯).
By Proposition 6.6 and Corollary 6.7, the second term is estimated as below;∣∣∣∣∣Dn
[
e−
1
2u
′ΣT,Du
p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≤p−2}
(
κ∗[u⊗r1+2] · · ·κ∗[u⊗rj+2]− κ[u⊗r1+2] · · ·κ[u⊗rj+2]
)]∣∣∣∣∣
.
∣∣∣∣∣Dn
[
e−
1
2u
′ΣT,Du
p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≤p−2}
×
j∑
k=1
κ∗[u⊗r1+2] · · ·κ∗[u⊗rk−1+2]
(
κ∗[u⊗rk+2]− κ[u⊗rk+2]
)
κ[u⊗rk+1+2] · · ·κ[u⊗rj+2]
]∣∣∣∣∣
.
(
1 +
∣∣V ar[ST ]∣∣+ T−D)|n| T δ|n|T−L3β+ǫp+δ(3p−2) . T−L3β+ǫ(p+L¯)+δ(3p−2+L¯).
Therefore, for any ǫ, δ and δ0, we can choose sufficiently large D and L3 such that∣∣∣Dn (Ψˆ∗T,p(u)− ΨˆT,p,D(u))∣∣∣ . T−p−22 −δ0 . (6.6)
Second, we deal with
∣∣∣Dn (HT (u)− Ψˆ∗T,p(u))∣∣∣ = ∣∣DnR∗p+1(u)∣∣. With the help of Proposition 6.5 and Corol-
lary 6.7, we may estimate the first term of R∗p+1(u) as below.∣∣∣∣∣∣Dn

eχT,2(u) p∑
j=1
p−2∑
r1,...,rj=1
1{r1+···+rj≥p−1}(−1)jir1+···+rj
κ∗[u⊗r1+2] · · ·κ∗[u⊗rj+2]
j!(r1 + 2)! · · · (rj + 2)!


∣∣∣∣∣∣
.
(
1 +
∣∣V ar[ST ]∣∣)|n| T δ|n|T−p−12 +ǫ(p2−p)+δp2 . T−p−12 +ǫ(p2−p+L¯)+δ(p2+L¯). (6.7)
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We treat DnRp+1(u). As in the proof of Lemma 7 in Yoshida [18], we know
∂
∂u(b1)
· · · ∂
∂u(bl′)
κ
[
S
∗(a1)
T , . . . , S
∗(ar)
T
]
(su′S∗T ) = (−i)l
′
κ
[
S
∗(a1)
T , . . . , S
∗(ar)
T , S
∗(b1)
T , . . . , S
∗(bl′)
T
]
(su′S∗T )
for any b1, . . . , bl′ ∈ {1, . . . , d}. Therefore, Proposition 6.5 and Proposition 6.6 lead
|DaRp+1(u)| .
∫ 1
0
∣∣Daκ∗[u⊗p+1](su′S∗T )∣∣ ds+ ∣∣Da (κ∗[u⊗2] + χT,2(u))∣∣
. T−
p−1
2 +ǫp+δ(p+1) + T−L3β+2δ . T−
p−1
2 +ǫp+δ(p+1)
for any a ∈ {1, . . . , d}l′ and sufficiently large L3. On the other hand, we have∣∣∣∣∣Da
p∑
r=3
ir
r!
κ∗[u⊗r]
∣∣∣∣∣ . T−12+2ǫ+δp
for any a ∈ {1, . . . , d}l′ . Thus, for the second term of R∗p+1(u), we get∣∣∣∣∣∣Dn

eχT,2(u) p∑
j=1
j−1∑
j′=0
1
j′!
(
j
j′
)(
p∑
r=3
ir
r!
κ∗[u⊗r]
)j′
(Rp+1(u))
j−j′


∣∣∣∣∣∣
.
(
1 +
∣∣V ar[ST ]∣∣)|n| T δ|n|T−p−12 +ǫp+δ(p+1) . T−p−12 +ǫ(p+L¯)+δ(p+L¯+1). (6.8)
Moreover, for the third term of R∗p+1(u), we have∣∣∣∣∣∣Dn

eχT,2(u)
(
p∑
r=3
ir
r!
κ∗[u⊗r] +Rp+1(u)
)p+1
1
p!
∫ 1
0
(1 − t)p exp
(
t
p∑
r=3
ir
r!
κ∗[u⊗r] + tRp+1(u)
)
dt


∣∣∣∣∣∣
.
(
1 +
∣∣V ar[ST ]∣∣)|n| T δ|n|T−p+12 +ǫ(2p+2)+δ(p2+p) . T−p+12 +ǫ(2p+L¯+2)+δ(p2+p+L¯). (6.9)
From (6.7), (6.8) and (6.9), by choosing sufficiently small δ and ǫ, we conclude∣∣DnR∗p+1(u)∣∣ . T−p−22 −δ0 (6.10)
for some δ0 with 0 < δ0 <
1
2 − ǫ(p2 − p+ L¯) + δ(p2 + L¯). In particular, if δ is sufficiently small, we can choose
δ0 with δ0 > dδ. (6.6) and (6.10) imply the desired conclusion.
Referring to Go¨tze and Hipp [6], we will prove Theorem 2.1 by using the smoothness of a function f .
Let S′T = T
− 12
∑N(T )
i=0 φT (Zi) and eT = T
− 12
∑N(T )
i=0 E[φT (Zi)]. Note that
|E[φT (Zi)]| = |E[φT (Zi)− Zi]| ≤ E[|Zi|1{|Zi|>Tβ}] ≤ T−nβE[|Zi|n+1]
for any i = 0, . . . , N(T ) and n ∈ N. Therefore, [A2] yields
|eT | . T−L4 (6.11)
for an arbitrarily large constant L4 > 0.
Proof of Theorem 2.1. Let Γ = ⌈p−12δ ⌉ for some δ ∈ (0, 1) and f ∈ E (Γ, L1, L2). Since∣∣∣∣E [f(ST )]−
∫
Rd
f(z)pT,p,D(z)dz
∣∣∣∣
≤ ∣∣E [f(ST )]− E [f(S′T )] ∣∣+
∣∣∣∣E [f(S′T )]−
∫
Rd
f(z + eT )pT,p,D(z)dz
∣∣∣∣
+
∣∣∣∣
∫
Rd
f(z + eT )pT,p,D(z)dz −
∫
Rd
f(z)pT,p,D(z)dz
∣∣∣∣ =: ∆1 +∆2 +∆3,
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we only have to estimate ∆1,∆2 and ∆3.
First, we consider ∆1. Let η > 0. We can assume that L1 is even by retaking L1 and L2 that satisfy
sup|α|≤Γ |Dαf(x)| ≤ L2(1 + |x|)L1 for every x ∈ Rd. We set A = {|ST | ≤ T η} and B = {|S′T | ≤ T η}. Similarly
to Lemma 3.3 in Go¨tze and Hipp [7], we get
∆1 . T
ηL1P
[
ST 6= S′T
]
+ E
[|ST |L11Ac]+ E[|S′T |L11Bc]
. T ηL1P
[
ST 6= S′T
]
+ E
[|S′T |L11Bc]+ ∣∣∣E[|ST |L1]− E[|S′T |L1 ]]∣∣∣.
Let L > 0 be an arbitrary large constant. Since P
[
ST 6= S′T
] ≤∑N(T )i=0 P [|Zi| > T β] . T−nβ+12 for any n ∈ N,
T ηL1P
[
ST 6= S′T
]
. T−L holds.
Since |S′T | ≤ |S∗T |+ |eT |, we have
E
[|S′T |L11Bc] . E [|S∗T |L11{|S∗
T
|>Tη2 }
]
+ |eT |L1 . (6.12)
The moment has the representation by cumulants; for any even n ∈ N
E [|S∗T |n] =
∑
|α|=n
n∑
k=1
∑
α1,...,αk;
∀i,|αi|≥1,
α1+···+αk=α
1
k!
(
α
α1 . . . αk
)
k∏
m=1
καm [S
∗
T ] ,
where καm [S
∗
T ] = κ
[
S
∗(a1)
T , . . . , S
∗(a|αm|)
T
]
for αm = (a1, . . . , a|αm|). From Proposition 6.5 and the representation
of moments by cumulants, E [|S∗T |n] . T ǫn for any even n ∈ N and ǫ ∈ (0, 23 (12 − β) ∧ 14 ). Therefore,
E
[
|S∗T |L11{|S∗
T
|>Tη2 }
]
≤
(
T η
2
)−n
E
[|S∗T |L1+n] . T−ηn+ǫ(L1+n).
(6.11), (6.12) and the above inequality lead E
[|S′T |L11Bc] . T−L by choosing η > ǫ and sufficiently large n.
Since we took L1 as an even number, the representation of moments by cumulants leads
∣∣∣E[|ST |L1]− E[|S′T |L1 ]]∣∣∣ ≤ ∑
|α|=L1
L1∑
k=1
∑
α1,...,αk;
∀i,|αi|≥1,
α1+···+αk=α
1
k!
(
α
α1 . . . αk
) ∣∣∣∣∣
k∏
m=1
καm [ST ]−
k∏
m=1
καm [S
′
T ]
∣∣∣∣∣ .
From the definition of the cumulant, καm [S
′
T ] = καm [S
∗
T ] for |αm| ≥ 2 and καm [S′T ] = eT for |αm| = 1. Thus,
Proposition 6.5, Proposition 6.6, Corollary 6.7 and (6.11) yeild∣∣∣∣∣
k∏
m=1
καm [ST ]−
k∏
m=1
καm [S
′
T ]
∣∣∣∣∣ .
∣∣∣∣∣
k∏
m=1
καm [ST ]−
k∏
m=1
καm [S
∗
T ]
∣∣∣∣∣+ T−L
=
∣∣∣∣∣∣
k∑
k′=1
(
k′−1∏
m=1
καm [ST ]
)(
καk′ [ST ]− καk′ [S∗T ]
)( k∏
m=k′+1
καm [S
∗
T ]
)∣∣∣∣∣∣+ T−L
. T−
1
2 (|α1|+···+|αk|−2k)+ǫ(|α1|+···+|αk|−k)−L3β + T−L . T−L.
Therefore, we get ∆1 . T
−L. Since L is an arbitrary constant, we get ∆1 . T−
p−2
2 .
Second, we estimate ∆2. Write heT (z) = h(z + eT ) for any function h on R
d. Denote the distribution of S∗T
as dQ∗T . Then, we can rewrite
∆2 =
∣∣∣∣
∫
Rd
feT (z)d
(
Q∗T −ΨT,p,D
)
(z)
∣∣∣∣
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For z, u ∈ Rd, the Taylor’s theorem yields
feT (z) =
∑
α;|α|≤Γ
DαfeT (z + u)
α!
(−u)α + g−1T (z, u)
where
g−1T (z, u) =
∑
α;|α|=Γ
(−u)α Γ
α!
∫ 1
0
νΓ
(
D
αfeT (z + νu)− DαfeT (z + u)
)
dν.
Let K be a probability measure on Rd such that ∫
Rd
|z|L¯dK(z) <∞ for sufficiently large L¯ > 0 and it’s Fourier
transformation Kˆ(u) satisfies Kˆ(u) = 0 if |u| > 1. (Such K exists. See Theorem 10.1 in Bhattacharya and Rao
[2].) Moreover, let dKT (u) = dK(T−δu) and dKT,α(u) = uαdKT (u). We have∫
Rd
feT (z)d
(
Q∗T −ΨT,p,D
)
(z) =
∑
α;|α|≤Γ
∫
Rd×Rd
DαfeT (z + u)
α!
(−u)αd(Q∗T −ΨT,p,D)(z)dKT (u)
+
∫
Rd×Rd
g−1T (z, u)d
(
Q∗T −ΨT,p,D
)
(z)dKT (u)
=
∑
α;|α|≤Γ
(−1)α
α!
∫
Rd
D
αfeT (x)d
(KT,α ∗ (Q∗T − ΨT,p,D)) (x)
+
∫
Rd×Rd
g−1T (z, u)d
(
Q∗T −ΨT,p,D
)
(z)dKT (u). (6.13)
We know that DαfeT (x) = D
αf(x + eT ) and |eT | is bounded in T . Then, Lemma 11.6 Bhattacharya and Rao
[2] and well-known properties of Fourier transform lead∣∣∣∣∣∣
∑
α;|α|≤Γ
(−1)α
α!
∫
Rd
D
αfeT (x)d
(KT,α ∗ (Q∗T −ΨT,p,D)) (x)
∣∣∣∣∣∣
≤

 sup
|α|≤Γ
x∈Rd
|Dαf(x)|
1 + |x|L1


∣∣∣∣∣∣
∑
α;|α|≤Γ
(−1)α
α!
∫
Rd
1 + |x+ eT |L1d
(KT,α ∗ (Q∗T −ΨT,p,D)) (x)
∣∣∣∣∣∣
.
∑
α;|α|≤Γ
max
|β|≤L1+d+1
∫
Rd
∣∣∣Dβ (KˆT,α(u)(HT (u)− ΨˆT,p,D(u)))∣∣∣ du.
Since KˆT,α(u) = i−|α|DαKˆT (u), we have supp KˆT,α(u) ⊂ {|u| < T δ}. Moreover, we may see
∣∣DβKˆT,α(u)∣∣ ≤∫
Rd
|z|α+βdKT (z) . T−δ(|α|+|β|). Thus, from Proposition 6.8, we can choose δ ∈ (0, 1) and δ0 > dδ such that
max
|β|≤L1+d+1
∫
Rd
∣∣∣Dβ (KˆT,α(u)(HT (u)− ΨˆT,p,D(u)))∣∣∣ du
. max
|β1|,|β2|≤L1+d+1
∫
{|u|<T δ}
∣∣∣Dβ1KˆT,α(u)∣∣∣ ∣∣∣Dβ2(HT (u)− ΨˆT,p,D(u))∣∣∣ du
. T−
p−2
2 −δ0+dδ . T−
p−2
2 .
It means that ∣∣∣∣∣∣
∑
α;|α|≤Γ
(−1)α
α!
∫
Rd
D
αfeT (x)d
(KT,α ∗ (Q∗T −ΨT,p,D)) (x)
∣∣∣∣∣∣ . T−
p−2
2 . (6.14)
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On the other hand, from Proposition 6.5, |ΣT,D| ≤ T ǫ holds. Therefore,
∫
Rd
|z|L1pT,p,D(z)dz ≤ T
L5ǫ
2 for some
constant L5 > 0 which depends on p. Thus, by taking sufficiently small ǫ,∣∣∣∣
∫
Rd×Rd
g−1T (z, u)d
(
Q∗T −ΨT,p,D
)
(z)dKT (u)
∣∣∣∣
=
∣∣∣∣∣∣
∫
Rd×Rd
∑
α;|α|=Γ
(−u)α Γ
α!
∫ 1
0
νΓ
(
D
αfeT (z + νu)− DαfeT (z + u)
)
dνd
(
Q∗T −ΨT,p,D
)
(z)dKT (u)
∣∣∣∣∣∣
. (T−δ)Γ

 sup
|α|≤Γ
x∈Rd
|Dαf(x)|
1 + |x|L1


∣∣∣∣
∫
Rd×Rd
∫ 1
0
uανΓ
(
1 + |z + T−δu+ eT |L1
)
dνd
(
Q∗T −ΨT,p,D
)
(z)dK(u)
∣∣∣∣
. T−
p−1
2
∣∣∣∣
∫
Rd
1 + |z|L1d(Q∗T −ΨT,p,D)(z)
∣∣∣∣ . T−p−12
(
E
[|S∗T |L1]+
∫
Rd
|z|L1pT,p,D(z)dz
)
. T−
p−2
2 .
In conclusion, we get ∆2 . T
−p−22 from (6.13), (6.14) and the above inequality.
Finally, we consider ∆3. With the help of the mean value theorem, we can deduce as below; for some
τ ∈ (0, 1),
∆3 ≤
∫
Rd
|f(z + eT )− f(z)| pT,p,D(z)dz ≤
∑
|α|=1
∫
Rd
|Dαf(z + τeT )| |eT |pT,p,D(z)dz
. |eT |

 sup
|α|≤Γ
x∈Rd
|Dαf(x)|
1 + |x|L1

∫
Rd
(1 + |z + eT |L1)pT,p,D(z)dz
. T−L4+
L5ǫ
2 . T−
p−2
2 .
Therefore, we get the conclusion.
6.2 Proofs of Subsection 2.2
Proof of Proposition 2.5. This proof is the almost same as Theorem 6.2. in Sakamoto and Yoshida [17]. Let
γ′ ∈
(
2
3 , γ − Lq2
)
and γ′′ ∈
(
L
q3
, 3γ − 2
)
. We set
XT,0 =
{
ω ∈ Ω
∣∣∣∣∣ infT>0,|x|=1
θ1,θ2∈Θ˜
∣∣∣∣x′
∫ 1
0
νab (θ1 + s(θ2 − θ1)) ds
∣∣∣∣ > C′,
∣∣∣T− 2−γ2 la1 ∣∣∣ < C′, sup
θ∈Θ
∣∣T−1la1a2(θ)− νa1a2(θ)∣∣ < C′2p2
}
for some constant C′ > 0, and
XT,1 =
{
ω ∈ Ω
∣∣∣∣ ∣∣T−1la1a2 − νa1a2 ∣∣ < T−γ′2 , ∣∣T−1la1a2a3 − νa1a2a3∣∣ < T−γ′2 , sup
θ∈Θ
∣∣T−1la1a2a3a4(θ)∣∣ < T γ′′2
}
.
For appropriate C′ > 0 and sufficiently large T , it is known that there exists a unique θˆT ∈ Θ˜ such that
∂θlT (θˆT ) = 0 and |θˆT − θ0| < T−γ2 on the set XT,0. In particular, XT,0 ⊂ ΩT holds for large T . Moreover, it is
also proved that
P [(XT,0)
c] . T−
L
2 .
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Here, we used the conditions [B0], [B1], [B2] and [B3], see the proof of Theorem 6.1 in Sakamoto and Yoshida
[17] for details. On the other hand, the conditions [B2] and [B4] lead
P [(XT,1)
c] ≤ P
[
T
γ
2
∣∣T−1la1a2 − νa1a2 ∣∣ ≥ T−γ′2 + γ2 ]
+P
[
T
γ
2
∣∣T−1la1a2a3 − νa1a2a3∣∣ ≥ T−γ′2 + γ2 ]
+P
[
sup
θ∈Θ
∣∣T−1la1a2a3a4(θ)∣∣ ≥ T γ′′2
]
. T−
(γ−γ′)q2
2 + T−
γ′′q3
2 . T−
L
2 .
Since g−1T converge to a non-singular matrix by the conditon [A3], we have |Za;| . T−
γ−1
2 , |Za;a1 | . T−
γ′−1
2 ,
|Za;a1a2 | . T−
γ′−1
2 and |θ¯| . T−γ−12 on XT,0 ∩XT,1. Moreover, the conditon [B4] guarantees∣∣νa;a1a2 ∣∣ ≤ ∣∣gab;∣∣E [∣∣T−1lb,a1a2∣∣] <∞ uniformly with respect to T . (6.15)
Hereafter, we consider the following inequalities on XT,0 ∩XT,1. Let a ∈ {1, . . . , p}. First, we get∣∣∣T−12 R¯a;2 ∣∣∣ =
∣∣∣∣T− 12
(
1
2
Za;a1a2 θ¯
a1a2; +
1
2
{∫ 1
0
(1− u)2gab;
(
1
T
lba1a2a3
(
θ0 + u(θˆT − θ0)
))
du
}
θ¯a1a2a3;
)∣∣∣∣
. T−
1
2− γ
′−1
2 −(γ−1) + T−
1
2+
γ′′
2 − 3(γ−1)2 . T−
ǫ
2
for some small constant 0 < ǫ < min(2γ + γ′ − 2, 3γ − γ′′ − 2). Similarly, we have
∣∣R¯a;1 ∣∣ =
∣∣∣∣Za;a1 θ¯a1; + 12νa;a1a2 θ¯a1a2; + T− 12 R¯a;2
∣∣∣∣
. T−
γ′−1
2 − γ−12 + T−(γ−1) + T−
ǫ
2 . T−
ǫ′
2
for a positive constant 0 < ǫ′ < min(γ + γ′ − 2, ǫ). Finally we have∣∣∣T− 12 Rˇa;2 ∣∣∣ =
∣∣∣∣T− 12 (Za;a1R¯a1;1 + R¯a;2 )+ T−1
(
1
2
νa;a1a2R¯
a1;
1 R¯
a2;
1
)∣∣∣∣
. T−
1
2−γ
′−1
2 − ǫ
′
2 + T−
ǫ
2 + T−1−ǫ
′
. T−
ǫ′
2 .
Therefore, we get the desired conclusion
P
[
ΩT ∩
{
T−1|Rˇa;2 | ≤ CT−
1+ǫ′
2 , a = 1, . . . , p
}]
≥ P [XT,0 ∩XT,1] = 1− o(T−L2 ).
Proof of Proposition 2.6. From Proposition 2.3, we see that∣∣∣∣E [f(√T (θˆT − θ0))]−
∫
Rd
f(z(1))q˜T,3,D(z
(1))dz(1)
∣∣∣∣
.
∣∣∣∣E
[{
f
(√
T (θˆT − θ0)
)− f(S˜T )
}
1Ωc
T
]∣∣∣∣+
∣∣∣∣∣E
[{
f
(
S˜T + T
−1Rˇ2
)− f(S˜T )} 1
ΩT∩
{
T−1|Rˇa;2 |>CT−
1+ǫ′
2
}
]∣∣∣∣∣
+
∣∣∣∣∣E
[{
f
(
S˜T + T
−1Rˇ2)
)− f(S˜T )} 1
ΩT∩
{
T−1|Rˇa;2 |≤CT−
1+ǫ′
2
}
]∣∣∣∣∣+ T− 12
=: ∆1 +∆2 +∆3 + T
− 12 .
We evaluate
∥∥S˜T∥∥Lk(P ) for any k > 0. From the definition of S˜T and the representation of (2.17),
∥∥S˜T∥∥Lk(P ) ≤ ∑
a=1,...,p
∥∥∥∥Za; + T− 12Za;a1Za1; + 12T− 12 νa;a1a2Za1;Za2;
∥∥∥∥
Lk(P )
.
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By Corollary 6.7 and the representation of moments by cumulants, we have∥∥T−12ZT∥∥Lk(P ) . T ǫk
for any ǫ ∈ (0, 23 ( 12 − β) ∧ 14) and k > 0. From (6.15) and the above inequality, ∥∥S˜T ∥∥Lk(P ) . T ǫk holds for
any k > 0. Then the condition [C1] yields
∥∥T−1Rˇ2∥∥Lk(P ) . T ǫk for any k > 0.
We evaluate ∆1,∆2 and ∆3. From Proposition 2.5 and by choosing sufficiently small ǫ, we get
∆1 . E
[(
1 +
∣∣S˜T ∣∣+ ∣∣√T (θˆT − θ0)∣∣)L1 1Ωc
T
]
. T−
1
2 .
Similarly,
∆2 . E
[(
1 +
∣∣S˜T ∣∣+ ∣∣T−1Rˇ2∣∣)L1 1
ΩT∩
{
T−1|Rˇa;2 |>CT−
1+ǫ′
2
}
]
. T−
1
2 .
On the other hand, from the Taylor expansion, we have
f
(
S˜T + T
−1Rˇ2
)− f(S˜T ) = ∑
|α|=1
T−1Rˇ2
∫ 1
0
D
αf
(
S˜T + uT
−1Rˇ2
)
du
. T−1
∣∣Rˇ2∣∣ (1 + ∣∣S˜T ∣∣+ ∣∣T−1Rˇ2∣∣)L1 .
Thus, we get the following evaluation and complete the proof.
∆3 . E
[
T−1
∣∣Rˇ2∣∣ (1 + ∣∣S˜T ∣∣+ ∣∣T−1Rˇ2∣∣)L1 1{
T−1|Rˇa;2 |≤CT−
1+ǫ′
2
}
]
. T−
1
2− ǫ
′
2 +ǫL1 .
Since we can choose small ǫ arbitrary, we get the conclusion.
Proof of Theorem 2.7. From Proposition 2.6, we only have to show that∣∣∣∣
∫
Rd
f(z(1))q˜T,3,D(z
(1))dz(1) −
∫
Rd
f(z(1))qT,3(z
(1))dz(1)
∣∣∣∣ = o(T− 12) .
From the definition of f ,∣∣∣∣
∫
Rd
f(z(1))q˜T,3,D(z
(1))dz(1) −
∫
Rd
f(z(1))qT,3(z
(1))dz(1)
∣∣∣∣
.
∫
Rd
(1 + |z(1)|)L1
∣∣∣q˜T,3,D(z(1))− qT,3(z(1))∣∣∣ dz(1)
.
∫
Rd
(1 + |z(1)|)L1
∣∣∣∣ q˜T,3,D(z(1))φ(z(1); g˜−1T ) −
qT,3(z
(1))
φ(z(1); g−1T )
∣∣∣∣φ(z(1); g˜−1T )dz(1)
+
∫
Rd
(1 + |z(1)|)L1
∣∣∣∣ qT,3(z(1))φ(z(1); g−1T )
(
1− φ(z
(1); g−1T )
φ(z(1); g˜−1T )
)∣∣∣∣φ(z(1); g˜−1T )dz(1) (6.16)
g˜T − gT = (I − gT g˜−1T )g˜T = T−Dg−1T g˜T holds. Since (g−1T g˜T )−1 = I +T−Dg−1T is positive definite, g−1T g˜T is also
positive definite. With the help of the conditons [A2]-[A3] and Corollary 6.7, we can choose a sufficiently large
K > 0 such that∣∣∣∣ q˜T,3,D(z(1))φ(z(1); g˜−1T ) −
qT,3(z
(1))
φ(z(1); g−1T )
∣∣∣∣
=
1√
T
∣∣∣∣∣
{(
1
6
κ˜a1a2a3;T + µ˜
a3;
b1b2
g˜b1a1;g˜b2a2;
)
ha1a2a3(z
(1); g˜−1T ) + µ˜
a1;
b1b2
g˜b1b2;ha1(z
(1); g˜−1T )
}
−
{(
1
6
κ˜a1a2a3;T + µ
a3;
b1b2
gb1a1;gb2a2;
)
ha1a2a3(z
(1); g−1T ) + µ
a1;
b1b2
gb1b2;ha1(z
(1); g−1T )
}∣∣∣∣∣
. T−D(1 + |z(1)|)K , (6.17)
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and ∣∣∣∣ qT,3(z(1))φ(z(1); g−1T )
∣∣∣∣ . (1 + |z(1)|)K . (6.18)
On the other hand, we obtain
∣∣∣∣1− φ(z(1); g−1T )φ(z(1); g˜−1T )
∣∣∣∣ =
∣∣∣∣∣1−
√
|g˜−1T |
|g−1T |
exp
(
−1
2
z(1)
′
(gT − g˜T ) z(1)
)∣∣∣∣∣
≤
∣∣∣∣∣1−
√
|g˜−1T |
|g−1T |
∣∣∣∣∣ +
√
|g˜−1T |
|g−1T |
∣∣∣∣1− exp
(
−T
−D
2
z(1)
′
g−1T g˜T z
(1)
)∣∣∣∣
≤
∣∣∣∣∣1−
√
|g−1T + T−D(g−1T )2|
|g−1T |
∣∣∣∣∣+
√
|g−1T + T−D(g−1T )2|
|g−1T |
T−D|z(1)′g−1T g˜T z(1)|
. T−
D
2 + T−D|z(1)|2. (6.19)
From (6.16), (6.17), (6.18) and (6.19), we get to the conclusion by taking sufficiently large D > 0.
6.3 Proofs of Subsection 3.2
Throughout this subsection, denote the i-th jump time of Nxt by τ
x
i .
Proof of Proposition 3.5. Let M1,K1 and K2 be positive constants and A be the operator in Lemma 3.4.
Define g(y, t) and A¯ by g(y, t) = eM1yeK1t and A¯ g(y, t) = eK1t(A eM1y +K1e
M1y). From Lemma 3.4,
A¯ g(y, t) ≤ eK1t(−K1eM1y +K2 +K1eM1y) = eK1tK2. (6.20)
Since λxt∧τxi is bounded, thus g(λ
x
t∧τxi , t ∧ τ
x
i ) = e
M1λ
x
t∧τx
i eK1(t∧τ
x
i ) is integrable. Furthermore, one may get
g(λxt∧τxi , t ∧ τ
x
i ) = g(λ
x
0 , 0) +
∫
(0,t∧τxi ]
g(λxs + α, s)− g(λxs , s)dN˜xs +
∫
(0,t∧τxi ]
A¯ g(λxs , s)ds. (6.21)
Indeed, by dividing the interval by the number of jumps, i.e.
g(λxt , t)− g(λx0 , 0) =
∑
k≥1
(
g(λxt , t)− g(λx0 , 0)
)
1(τx
k−1,τ
x
k
](t)
Moreover, we can write(
g(λxt , t)− g(λx0 , 0)
)
1(τx
k−1,τ
x
k
](t)
=
{ k−1∑
j=1
(
g(λxτxj + α, τ
x
j )− g(λxτxj , τ
x
j )
)
+
∫
(0,τx1 ]
d
ds
g(λxs , s)ds+
∫
(τx1 ,τ
x
2 ]
d
ds
g(λxs , s)ds+ · · ·+
∫
(τx
k−1,t]
d
ds
g(λxs , s)ds
}
1(τx
k−1,τ
x
k
](t)
=
{∫
(0,t]
g(λxs + α, s)− g(λxs , s)dNxs +
∫
(0,t]
eK1s
(
∂se
M1λ
x
s +K1e
M1λ
x
s
)
ds
}
1(τx
k−1,τ
x
k
](t)
=
{∫
(0,t]
g(λxs + α, s)− g(λxs , s)dN˜xs +
∫
(0,t]
A¯ g(λxs , s)ds
}
1(τx
k−1,τ
x
k
](t).
Taking a sum over k, we get (6.21).
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Since
∫
(0,t]
g(λxs +α, s)−g(λxs , s)dN˜xs is a τxi -local martingale, see Theorem 18.7 in Liptser and Shiryaev [10],
(6.20) and (6.21) yield
E
[
g(λxt∧τxi , t ∧ τ
x
i )
]
= g(x, 0) + E
[∫
(0,t∧τxi ]
A¯ g(λxs , s)ds
]
≤ g(x, 0) + E
[∫
(0,t∧τxi ]
eK1tK2ds
]
≤ g(x, 0) + K2
K1
(
eK1t − 1)
Then, by the monotone convergence theorem, we have
E
[
eM1λ
x
t
]
≤ e−K1t
(
g(x, 0) +
K2
K1
(
eK1t − 1)) .
Thus, we get the conclusion.
Proof of Lemma 3.7. Since A is linear, we only have to prove that, for p(y) = ym with m ∈ N, Mpt =
p(λxt ) − p(λx0) −
∫
(0,t]
A p(λxs )ds is a F
x
t -martingale. However, in the same way as (6.21) in the proof of
Proposition 3.5, one may confirm that Mpt is a τ
x
i -local martingale. On the other hand, we know
sup
i∈N
|Mpt∧τxi | ≤ p(λ
x
t ) + p(λ
x
0) +
∫
(0,t]
|A p(λxs )|ds. (6.22)
From the definition of A , we get
A p(y) = −m(β − α)ym +mβµym−1 +
m−2∑
j=0
(
m
j
)
αm−jyj+1,
where we interpret
∑m−2
j=0 · · · = 0 for m = 1, 2. From Proposition 3.5, the right-hand side of (6.22) is integrable.
Hence, Mpt is a F
x
t -martingale and it means that p ∈ Dom(A ).
Proof of Lemma 3.8. Let p(y) = amy
m + · · · a1y + a0, where a0, . . . , am ∈ R and m ∈ N. Then, the linearity
of A leads
E
[∣∣∣∣∣
∫
(s,t]
∫
(s,u1]
· · ·
∫
(s,un−1]
E
[
A
np(λxun)
∣∣Fxs ] dun . . . du2du1
∣∣∣∣∣
]
≤
∫
(s,t]
∫
(s,u1]
· · ·
∫
(s,un−1]
E
[∣∣A np(λxun)∣∣] dun . . . du2du1
≤
m∑
k=1
|ak|
∫
(s,t]
∫
(s,u1]
· · ·
∫
(s,un−1]
E
[∣∣A n(λxun)k∣∣] dun . . . du2du1.
Therefore, we only have to evaluate
∫
(s,t]
∫
(s,u1]
· · · ∫(s,un−1]E [∣∣A n(λxun)k∣∣] dun . . . du2du1 for any k ∈ N. In
particular,∫
(s,t]
∫
(s,u1]
· · ·
∫
(s,un−1]
E
[∣∣A n(λxun)k∣∣] dun . . . du2du1 ≤ (t− s)nn! supu∈(s,t]E
[∣∣A n(λxu)k∣∣] ,
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thus it is enough to prove that the above right hand side converges to zero as n → ∞. There exist constants
Ci, i = 0, . . . , k such that A y
k = Cky
k + · · ·+ C1y + C0. Then, we inductively get
A
nyk = A n−1(A yk)
= CkA
n−2(A yk) +
k−1∑
i=1
CiA
n−1yi
= C2kA
n−3(A yk) + Ck
k−1∑
i=1
CiA
n−2yi +
k−1∑
i=1
CiA
n−1yi
= · · · = Cn−1k A yk + Cn−2k
k−1∑
i=1
CiA y
i + Cn−3k
k−1∑
i=1
CiA
2yi + · · ·+
k−1∑
i=1
CiA
n−1yi
= Cnk y
k +
k−1∑
i=1
Ci
(
Cn−1k y
i + Cn−2k A y
i + · · ·+A n−1yi)+ C0Cn−1k . (6.23)
Hence,
sup
u∈(s,t]
E
[∣∣A n(λxu)k∣∣] ≤ Cnk sup
u∈(s,t]
E
[∣∣(λxu)k∣∣]
+
k−1∑
i=1
Ci sup
u∈(s,t]
E
[∣∣Cn−1k (λxu)i + Cn−2k A (λxu)i + · · ·+A n−1(λxu)i∣∣]+ C0Cn−1k .
Furthermore, one may concretely compute as Ck = k(α− β). Now, we introduce the following assumption.
ASS(k) . For any i = 0, . . . , k − 1 and C = j(α− β) with j = k, k + 1, · · · ,
(t− s)n
n!
sup
u∈(s,t]
E
[∣∣Cn−1(λxu)i + Cn−2A (λxu)i + · · ·+A n−1(λxu)i∣∣]→ 0 as n→∞.
Proposition 3.5 guarantees supu∈(s,t]E
[∣∣(λxu)k∣∣] < ∞. Thus, if ASS(k) holds, by taking C = k(α − β) in
ASS(k), we have
(t− s)n
n!
sup
u∈(s,t]
E
[∣∣A n(λxu)k∣∣]→ 0.
We prove that ASS(k) holds for any k ∈ N by induction. In the case of k = 1, this assumption is obvious. Assume
that ASS(k) holds. Again we denote A yk = Cky
k+ · · ·+C1y+C0. For C = j(α−β) with j = k+1, k+2, · · · ,
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by using the equation (6.23), we have
Cn−1yk + Cn−2A yk + · · ·+A n−1yk
= Cn−1yk + Cn−2
{
Cky
k +
k−1∑
i=1
Ciy
i + C0
}
+ Cn−3
{
C2ky
k +
k−1∑
i=1
Ci(Cky
i +A yi) + C0Ck
}
+Cn−4
{
C3ky
k +
k−1∑
i=1
Ci(C
2
ky
i + CkA y
i +A 2yi) + C0C
2
k
}
+ · · ·+
{
Cn−1k y
k +
k−1∑
i=1
Ci
(
Cn−2k y
i + Cn−3k A y
i + · · ·+A n−2yi)+ C0Cn−2k
}
=
n−1∑
i=0
CiCn−1−ik y
k
+Ck−1
{(
n−2∑
i=0
CiCn−2−ik
)
yk−1 +
(
n−3∑
i=0
CiCn−3−ik
)
A yk−1 + · · ·+ (C + Ck)A n−3yk−1 +A n−2yk−1
}
+Ck−2
{(
n−2∑
i=0
CiCn−2−ik
)
yk−2 +
(
n−3∑
i=0
CiCn−3−ik
)
A yk−2 + · · ·+ (C + Ck)A n−3yk−2 +A n−2yk−2
}
+ · · ·+ C1
{(
n−2∑
i=0
CiCn−2−ik
)
y +
(
n−3∑
i=0
CiCn−3−ik
)
A y + · · ·+ (C + Ck)A n−3x+A n−2y
}
+C0
(
n−2∑
i=0
CiCn−2−ik
)
. (6.24)
Since C 6= Ck = k(α− β), the right hand side of (6.24) is equal to
Cn − Cnk
C − Ck y
k
+Ck−1
{
Cn−1 − Cn−1k
C − Ck y
k−1 +
Cn−2 − Cn−2k
C − Ck A y
k−1 + · · ·+ C
2 − C2k
C − Ck A
n−3yk−1 +A n−2yk−1
}
+Ck−2
{
Cn−1 − Cn−1k
C − Ck y
k−2 +
Cn−2 − Cn−2k
C − Ck A y
k−2 + · · ·+ C
2 − C2k
C − Ck A
n−3yk−2 +A n−2yk−2
}
+ · · ·+ C1
{
Cn−1 − Cn−1k
C − Ck y +
Cn−2 − Cn−2k
C − Ck A y + · · ·+
C2 − C2k
C − Ck A
n−3y +A n−2y
}
+C0
Cn−1 − Cn−1k
C − Ck
=
1
C − Ck
{
(Cn − Cnk )yk + Ck−1
{
n−1∑
i=0
CiA n−1−iyk−1 −
n−1∑
i=0
CikA
n−1−iyk−1
}
+Ck−2
{
n−1∑
i=0
CiA n−1−iyk−2 −
n−1∑
i=0
CikA
n−1−iyk−2
}
+ · · ·+ C1
{
n−1∑
i=0
CiA n−1−iy −
n−1∑
i=0
CikA
n−1−iy
}
+ C0(C
n−1 − Cn−1k )
}
.
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Therefore,
(t− s)n
n!
sup
u∈(s,t]
E
[∣∣Cn−1(λxu)k + Cn−2A (λxu)k + · · ·+A n−1(λxu)k∣∣]
≤ (t− s)
n
n!
∣∣∣∣ 1C − Ck
∣∣∣∣
{
|Cn − Cnk | sup
u∈(s,t]
E
[
(λxu)
k
]
+ |Ck−1|
{
sup
u∈(s,t]
E
[∣∣∣∣∣
n−1∑
i=0
CiA n−1−i(λxu)
k−1
∣∣∣∣∣
]
+ sup
u∈(s,t]
E
[∣∣∣∣∣
n−1∑
i=0
CikA
n−1−i(λxu)
k−1
∣∣∣∣∣
]}
+ |Ck−2|
{
sup
u∈(s,t]
E
[∣∣∣∣∣
n−1∑
i=0
CiA n−1−i(λxu)
k−2
∣∣∣∣∣
]
+ sup
u∈(s,t]
E
[∣∣∣∣∣
n−1∑
i=0
CikA
n−1−i(λxu)
k−2
∣∣∣∣∣
]}
+ · · ·+ |C1|
{
sup
u∈(s,t]
E
[∣∣∣∣∣
n−1∑
i=0
CiA n−1−iλxu
∣∣∣∣∣
]
+ sup
u∈(s,t]
E
[∣∣∣∣∣
n−1∑
i=0
CikA
n−1−iλxu
∣∣∣∣∣
]}
+
∣∣C0(Cn−1 − Cn−1k )∣∣
}
.
Hence, ASS(k) leads ASS(k+1) and we have completed the proof.
To prove Theorem 3.9, we prepare the following lemmas.
Lemma 6.9. For any u ∈ R and t ≥ s ≥ 0, E[eiuλxt |Fxs ] = E[eiuλ
x
t |λxs ] a.s.
Proof. Fix s and t with t ≥ s ≥ 0. It is sufficient to show that for any bounded Fxs -measurable function
g : Ω→ R,
E[eiuλ
x
t g] = E
[
E[eiuλ
x
t |λxs ]g
]
.
Note that
E
[
E[eiuλ
x
t |λxs ]g
]
= E
[
E[eiuλ
x
t |λxs ]E[g|λxs ]
]
= E
[
eiuλ
x
t E[g|λxs ]
]
.
Let D = {z ∈ C; Re z < M12 }, where M1 is the positive constant chosen in Proposition 3.5. First, we will prove
that f(z) = E[ezλ
x
t g] is holomorphic on D for any Fxs -measurable function g. Let z = a + ib, where a, b ∈ R
with a < M12 . Then, we have
|f(z)| ≤ ‖g‖∞E[eaλ
x
t ] <∞,
and thus f(z) = E[ezλ
x
t g] is defined on D. Define u(a, b) and v(a, b) as the real part and the imaginary part of
f(z) respectively, namely,
f(z) = E[cos(bλxt )e
aλxt g] + iE[sin(bλxt )e
aλxt g] = u(a, b) + iv(a, b).
|∂a(cos(bλxt )eaλ
x
t g)|, |∂b(cos(bλxt )eaλ
x
t g)|, |∂a(sin(bλxt )eaλ
x
t g)| and |∂b(sin(bλxt )eaλ
x
t g)| are dominated by an inte-
grable random variable |λxt e
M1
2 λ
x
t g| on D. Hence, the permutation of differential and integral is permitted, and
thus we have
∂au(a, b) = E[λ
x
t cos(bλ
x
t )e
aλxt g], ∂bu(a, b) = −E[λxt sin(bλxt )eaλ
x
t g],
∂av(a, b) = E[λ
x
t cos(bλ
x
t )e
aλxt g], ∂bv(a, b) = E[λ
x
t sin(bλ
x
t )e
aλxt g].
Therefore, ∂au(a, b) = ∂av(a, b) and ∂bu(a, b) = −∂bv(a, b) hold. The Lebesgue’s theorem guarantees that
∂au(a, b), ∂bu(a, b), ∂av(a, b) and ∂bv(a, b) are continuous with respect to a and b. In particular, they are total
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differentiable. Then, the Cauchy-Riemann relations lead that f(z) is holomorphic on D. Completely similarly,
we can prove that z 7→ E [ezλxtE[g|λxs ]] is also holomorphic on D.
Second, we will confirm that E[ezλ
x
t g] = E
[
ezλ
x
tE[g|λxs ]
]
for z ∈ (−M12 , M12 ). Let pN (x) =
∑N
n=0
(zx)n
n! .
Then, (3.3) leads
E
[
N∑
n=0
(zλxt )
n
n!
g
]
= E
[
E
[
N∑
n=0
(zλxt )
n
n!
g
∣∣∣∣∣Fxs
]]
= E
[
E
[
N∑
n=0
(zλxt )
n
n!
∣∣∣∣∣Fxs
]
g
]
= E
[
E
[
N∑
n=0
(zλxt )
n
n!
∣∣∣∣∣λxs
]
g
]
= E
[
N∑
n=0
(zλxt )
n
n!
E[g|λxs ]
]
.
On the other hand, since
∑N
n=0
(zλxt )
n
n! → ezλ
x
t as N →∞ and |∑Nn=0 (zλxt )nn! | ≤ |∑Nn=0 (M12 λxt )nn! | ≤ eM12 λxt hold
for every z ∈ (−M12 , M12 ), we have
N∑
n=0
(zλxt )
n
n!
g → ezλxt g as N →∞ in L1-sence,
and
N∑
n=0
(zλxt )
n
n!
E[g|λxs ]→ ezλ
x
t E[g|λxs ] as N →∞ in L1-sence
by the Lebesgue’s theorem. Therefore, we get the desired equation
E
[
ezλ
x
t g
]
= E
[
ezλ
x
tE[g|λxs ]
]
for z ∈
(
−M1
2
,
M1
2
)
.
Now, the identity theorem guarantees the conclusion.
Proof of Theorem 3.9. For almost every a, b ∈ R with a < b, we will prove that
P
[
λxt ∈ (a, b]
∣∣∣Fxs ] = lim
A→∞
1
2π
∫ A
−A
e−iua − e−iub
iu
E
[
eiuλ
x
t
∣∣∣Fxs ] du a.s, (6.25)
and
P
[
λxt ∈ (a, b]
∣∣∣λxs] = lim
A→∞
1
2π
∫ A
−A
e−iua − e−iub
iu
E
[
eiuλ
x
t
∣∣∣λxs] du a.s. (6.26)
However, by considering a probability measure PF (dω) = P [dω ∩ F ]/P [F ], the Le´vy’s inversion formula gives
P
[{
λxt ∈ (a, b]
} ∩ F] = lim
A→∞
1
2π
∫ A
−A
e−iua − e−iub
iu
E
[
eiuλ
x
t 1F
]
du
for any set F ∈ Fxs . Moreover, we know
1
2π
∫ A
−A
e−iua − e−iub
iu
E
[
eiuλ
x
t 1F
]
du = E
[
E
[
1
2π
∫ A
−A
e−iua − e−iub
iu
eiuλ
x
t du
∣∣∣∣Fxs
]
1F
]
= E
[
E
[
1
2π
∫ A
−A
sin(u(λxt − a))− sin(u(λxt − b))
u
du
∣∣∣∣Fxs
]
1F
]
= E
[
E
[
1
π
{
DA(y − a)−DA(y − b)
}∣∣∣Fxs
]
1F
]
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where DA is the Dirichlet integral, i.e.
DA(α) =
∫ A
0
sin(uα)
u
du.
Since supA,αDA(α) <∞, we can apply the Lebesgue’s theorem and get
lim
A→∞
1
2π
∫ A
−A
e−iua − e−iub
iu
E
[
eiuλ
x
t 1F
]
du = E
[(
lim
A→∞
1
2π
∫ A
−A
e−iua − e−iub
iu
E
[
eiuλ
x
t
∣∣∣Fxs ] du
)
1F
]
.
Thus, (6.25) holds. In the same way, (6.26) also holds. Then, from Lemma 6.9, we get P [λxt ∈ (a, b]|Fxs ] =
P [λxt ∈ (a, b]|λxs ] a.s. for almost every a, b ∈ R with a < b. With the help of the monotone class theorem,
E[f(λxt )|Fxs ] = E[f(λxt )|λxs ] a.s. holds for any bounded measurable function f .
6.4 Proofs of Subsection 3.3
6.4.1 Markovian property
Proof of Proposition 3.11. From Theorem 3.9, we immediately get, for any t ≥ s ≥ 0 and bounded measur-
able function f ,
E
[
f
(
X
x,(1)
t
)∣∣Fxs ] = E[f(Xx,(1)t )∣∣Xx,(1)s ] a.s. (6.27)
Xxt has the following relation. For any t ≥ s ≥ 0,
X
x,(2)
t = (x1t+ x2) e
−βt +
∫
(0,s)
α(t− u)e−β(t−u)dNx1u +
∫
[s,t)
α(t− u)e−β(t−u)dNx1u
=
{
(t− s)
(
x1e
−βs +
∫
(0,s)
αe−β(s−u)dNx1u
)
+
(
(x1s+ x2)e
−βs +
∫
(0,s)
α(s− u)e−β(s−u)dNx1u
)}
e−β(t−s) +
∫
[s,t)
α(t − u)e−β(t−u)dNx1u
=
(
Xx,(1)s (t− s) +Xx,(2)s
)
e−β(t−s) +
∫
[s,t)
α(t − u)e−β(t−u)dNx1u ,
and similarly,
X
x,(3)
t =
(
Xx,(1)s (t− s)2 + 2Xx,(2)s (t− s) +Xx,(3)s
)
e−β(t−s) +
∫
[s,t)
α(t− u)2e−β(t−u)dNx1u .
Therefore, Xxt is σ
(
X
x,(1)
u , X
x,(2)
s , X
x,(3)
s ;u ∈ [s, t]
)
-measurable for any t ≥ s ≥ 0.
Let g1, g2 and g3 be σ
(
X
x,(1)
u ;u ∈ [s, t]
)
, σ
(
X
x,(2)
s
)
and σ
(
X
x,(3)
s
)
measurable bounded functions respectively.
Then, (6.27) and the monotone class theorem lead
E[g1|Xxs ] = E[g1|Fxs |Xxs ] = E[g1|Xx,(1)s |Xxs ] = E[g1|Xx,(1)s ] = E[g1|Fxs ] a.s.
Thus,
E[g1g2g3|Fxs ] = g2g3E[g1|Fxs ] = g2g3E[g1|Xxs ] = E[g1g2g3|Xxs ] a.s.
By the monotone class theorem, we get the conclusion.
Before we prove the homogeneous Markov property of process X , we prepare the following technical lemma.
Lemma 6.10. For any bounded function f defined on the path space of X
x,(1)
u , u ∈ [s, t],
E
[
f
(
Xx,(1)u ;u ∈ [s, t]
)∣∣Fxs ](ω) = E[f(Xy,(1)u−s ;u ∈ [s, t])]∣∣y=Xx,(1)s (ω) a.sω.
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Proof. From Theorem 3.9 and the monotone class theorem, E
[
f
(
X
x,(1)
u ;u ∈ [s, t]
)∣∣Fxs ] = E[f(Xx,(1)u ;u ∈
[s, t]
)∣∣Xx,(1)s ] a.s. holds. Therefore, we only have to prove the statement replaced Fxs by σ(Xx,(1)s ). For any
p ∈ P, we know that for almost every ω ∈ Ω and s ≤ t,
E
[
p
(
X
x,(1)
t
)∣∣∣Xx,(1)s ] (ω) = E [p (λx1t − µ)|λx1s ] (ω)
= e(t−s)A p (λx1s (ω)− µ)
= e(t−s)A p
(
λ
Xx,(1)s (ω)
0 (ω˜)− µ
)
= E
[
p
(
λyt−s − µ
)]∣∣
y=X
x,(1)
s (ω)
= E
[
p
(
X
y,(1)
t−s
)]∣∣∣
y=X
x,(1)
s (ω)
,
where the operator e(t−s)A is defined in Subsection 3.2. In particular, for u ∈ R with |u| ≤ M12 and pN(y) =∑N
n=0
(uy)n
n! ∈ P,
E
[
pN
(
X
x,(1)
t
)∣∣∣Xx,(1)s ] = E [pN (Xy,(1)t−s )]∣∣∣
y=X
x,(1)
s
a.s.
Moreover, Proposition 3.5 and the Lebesgue’s theorem give
E
[
eiuX
x,(1)
t
∣∣∣Xx,(1)s ] = E [eiuXy,(1)t−s ]∣∣∣
y=X
x,(1)
s
a.s.
In the same way of the proof of Lemma 6.9, one may confirm that Proposition 3.5 and the identity theorem
guarantee that for general u ∈ R,
E
[
eiuX
x,(1)
t
∣∣∣Xx,(1)s ] = E [eiuXy,(1)t−s ]∣∣∣
y=X
x,(1)
s
a.s.
Finally, it is proved in the same way as Theorem 3.9;
E
[
f
(
X
x,(1)
t
)∣∣∣Xx,(1)s ] = E [f (Xy,(1)t−s )]∣∣∣
y=X
x,(1)
s
a.s.
for any bounded measurable function f .
Thus, for any s ≤ u1 ≤ u2 ≤ t and bounded functions g1, g2,
E
[
g1
(
Xx,(1)u1
)
g2
(
Xx,(1)u2
)∣∣∣∣Xx,(1)s
]
= E
[
g1
(
Xx,(1)u1
)
E
[
g2
(
Xx,(1)u2
)∣∣Fxu1]
∣∣∣∣Xx,(1)s
]
= E
[
g1
(
Xx,(1)u1
)
E
[
g2
(
Xx,(1)u2
)∣∣Xx,(1)u1 ]
∣∣∣∣Xx,(1)s
]
= E
[
g1
(
Xx,(1)u1
)
E
[
g2
(
X
y1,(1)
u2−u1
)]∣∣
y1=X
x,(1)
u1
∣∣∣∣Xx,(1)s
]
= E
[
g1
(
X
y2,(1)
u1−s
)
E
[
g2
(
X
y1,(1)
u2−u1
)]∣∣
y1=X
y2,(1)
u1−s
]∣∣∣∣
y2=X
x,(1)
s
= E
[
g1
(
X
y2,(1)
u1−s
)
E
[
g2
(
X
y2,(1)
u2−s
)∣∣Xy2,(1)u1−s ]
]∣∣∣∣
y2=X
x,(1)
s
= E
[
g1
(
X
y,(1)
u1−s
)
g2
(
X
y,(1)
u2−s
)]∣∣∣∣
y=X
x,(1)
s
a.s.
Inductively, we also get for any k ∈ N, s ≤ u1 ≤ · · · ≤ uk ≤ t and bounded functions g1, . . . , gk,
E
[
g1
(
Xx,(1)u1
) · · · gk(Xx,(1)uk )
∣∣∣∣Xx,(1)s
]
= E
[
g1
(
X
y,(1)
u1−s
) · · · gk(Xy,(1)uk−s)
]∣∣∣∣
y=X
x,(1)
s
a.s.
By considering cylinder sets in σ
(
X
x,(1)
u ;u ∈ [s, t]
)
, the monotone class theorem gives the conclusion.
40
Proof of Proposition 3.12. Let h1 be a bounded function defined on the path space of X
x,(1)
u , u ∈ [s, t].
Moreover, let h2 and h3 be bounded functions on R. For these functions, set bounded random variables
h1
(
X
x,(1)
u ;u ∈ [s, t]
)
, h2
(
X
x,(2)
s
)
and h3
(
X
x,(3)
s
)
. Lemma 6.10 leads
E
[
h1
(
Xx,(1)u ;u ∈ [s, t]
)
h2
(
Xx,(2)s
)
h3
(
Xx,(3)s
)∣∣∣∣Xxs
]
= h2
(
Xx,(2)s
)
h3
(
Xx,(3)s
)
E
[
h1
(
Xx,(1)u ;u ∈ [s, t]
)∣∣∣∣Xxs
]
= h2
(
Xx,(2)s
)
h3
(
Xx,(3)s
)
E
[
h1
(
Xx,(1)u ;u ∈ [s, t]
)∣∣∣∣Fxs
∣∣∣∣Xxs
]
= h2
(
Xx,(2)s
)
h3
(
Xx,(3)s
)
E
[
h1
(
X
y,(1)
uk−s;u ∈ [s, t]
)]∣∣∣∣
y=X
x,(1)
s
= E
[
h1
(
X
y1,(1)
uk−s ;u ∈ [s, t]
)
h2(y2)h3(y3)
]∣∣∣∣
(y1,y2,y3)=Xxs
a.s.
Therefore, the monotone class theorem yields that
E
[
h(Xx,(1)u , X
x,(2)
s , X
x,(3)
s ;u ∈ [s, t]
)∣∣∣∣Xxs
]
= E
[
h
(
X
y1,(1)
u−s , y2, y3;u ∈ [s, t]
)]∣∣∣∣
(y1,y2,y3)=Xxs
a.s.
for any bounded function h. Note that X
x,(1)
u (ω), u ∈ [s, t] completely determines the jumps of Nx1u (ω), u ∈ [s, t).
Thus, for any bounded measurable function f , we can conclude
E
[
f
(
Xxt
)∣∣Xxs ]
= E

f


X
x,(1)
s(
X
x,(1)
s (t− s) +Xx,(2)s
)
e−β(t−s) +
∫
[s,t)
α(t− u)e−β(t−u)dNx1u(
X
x,(1)
s (t− s)2 + 2Xx,(2)s (t− s) +Xx,(3)s
)
e−β(t−s) +
∫
[s,t) α(t− u)2e−β(t−u)dNx1u


∣∣∣∣∣∣∣∣∣
Xxs


= E

f


y1
(y1(t− s) + y2) e−β(t−s) +
∫
[s,t) α(t− u)e−β(t−u)dNy1u−s(
y1(t− s)2 + 2y2(t− s) + y3
)
e−β(t−s) +
∫
[s,t)
α(t − u)2e−β(t−u)dNy1u−s




∣∣∣∣∣∣∣∣∣
(y1,y2,y3)=Xxs
= E

f


y1
(y1(t− s) + y2) e−β(t−s) +
∫
[0,t−s) α(t− s− u)e−β(t−s−u)dNy1u(
y1(t− s)2 + 2y2(t− s) + y3
)
e−β(t−s) +
∫
[0,t−s) α(t− s− u)2e−β(t−s−u)dNy1u




∣∣∣∣∣∣∣∣∣
(y1,y2,y3)=Xxs
= E
[
f
(
Xyt−s
)]∣∣
y=Xxs
=
∫
R3
f(y)dP t−s(Xxs , dy) a.s.
To prove Proposition 3.13, we prepare the following lemma.
Lemma 6.11. For any 0 ≤ s < t and a bounded measurable function f ,
E
[
f(Xxt−s)
] |x=X¯s(ω¯) = E¯ [f(X¯t)|X¯s] (ω¯) a.s. ω¯
Proof. We again set g(x, t) = eM1xeK1t and the operator A¯ same as Proposition 3.5. Denote the i-th jump time
of N¯t from time zero by τi, i.e. τi = inf{t ≥ 0 | N¯ [(0, t]] = i}. Then,
∫
(0,t] g(λ¯
(1)
s +α, s)−g(λ¯(1)s , s)
(
dN¯s− λ¯(1)s ds
)
is a τi-local martingale, see Theorem 18.7 in Liptser and Shiryaev [10]. In the same way as Proposition 3.5, we
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get, for almost surely fixed ω¯,
g
(
λ¯
(1)
t∧τi(ω¯)(ω¯), t ∧ τi(ω¯)
)− g(λ¯(1)0 (ω¯), 0)
=
∫
(0,t∧τi(ω¯)]
g(λ¯(1)s (ω¯) + α, s)− g(λ¯(1)s (ω¯), s)
(
dN¯s − λ¯(1)s ds
)
(ω¯) +
∫
(0,t∧τi(ω¯)]
A¯ g(λ¯(1)s (ω¯), s)ds.
Thus, we have
E¯
[
g(λ¯
(1)
t∧τi , t ∧ τi)
]
− E¯[g(λ¯(1)0 , 0)] = E
[∫
(0,t∧τi]
A¯ g(λ¯(1)s , s)ds
]
≤ K2
K1
(
eK1t − 1) .
From the monotone convergence theorem and the stationarity of λ¯
(1)
0 , we also get the finiteness of moments of
λ¯
(1)
t by
E¯
[
eM1λ¯
(1)
t
]
≤ K2
K1
.
For the operator A same as (6.28), E¯
[
p
(
λ¯
(1)
t
)∣∣λ¯(1)s ] = e(t−s)A p(λ¯(1)s ) a.s. holds for any p ∈ P in the same way
of the proofs for Lemma 3.7, Lemma 3.8 and (3.3). These properties lead the Markovian property of λ¯
(1)
t as in
the proof of Theorem 3.9. Furthermore, for almost every ω¯,
E¯
[
p(X¯
(1)
t )
∣∣∣X¯(1)s ] (ω¯) = e(t−s)A p(λ¯(1)s (ω¯)− µ)
= e(t−s)A p
(
λ
X¯(1)s (ω¯)
0 − µ
)
= E
[
p(X
x,(1)
t−s )
] ∣∣∣
x=X¯
(1)
s (ω¯)
.
Thus, similarly as the proofs of Lemma 6.10 and Proposition 3.12, we get the conclusion.
Proof of Proposition 3.13. Let t ≥ 0 and A ∈ B(R3). By taking s = 0, f(x) = 1A(x) and integrating both
sides of the equation of Lemma 6.11;
∫
Ω¯×Ω
1A
(
Xxt (ω)|x=X¯0(ω¯)
)
dP (ω)dP¯ (ω¯) = P¯
[
X¯t ∈ A
]
= P X¯ [A],
where we used the stationarity of X¯ . The above left hand side equals∫
Ω¯×Ω
1A
(
Xxt (ω)|x=X¯0(ω¯)
)
dP (ω)dP¯ =
∫
R3+
∫
Ω
1A (X
x
t (ω)) dP (ω)dP
X¯(x)
=
∫
R3+
P t(x,A)dP X¯(x),
and then we are done.
6.4.2 Ergodicity
The V -geometric ergodicity has been proved for the process X(1), see Proposition 4.5 in Clinet and Yoshida [4].
For the process X = (X(1), X(2), X(3)), we can also prove it in a similar way. That is, we apply Theorem 6.1 in
Meyn and Tweedie [13]. First, we again consider the extended generator and the drift criterion.
Lemma 6.12. Let α, β and µ be the parameters of the Hawkes process Nx1t . For a differentiable function
f : R3 → R, we define the operator AX by
AXf(y) = (µ+ y1)


f

y +


α
0
0



− f(y)


+
(
∂yf(y)
)′


−βy +


0
y1
2y2




, y =


y1
y2
y3

 ∈ R3. (6.28)
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Then, there exist a positive constant vector M = (M1,M2,M3) and positive constants K1,K2 such that for
V (y) = eMy,
AXV (y) ≤ −K1V (y) +K2.
Proof. The Taylor’s theorem at M1 = 0 leads
AXV (y)
V (y)
= (µ+ y1)(e
αM1 − 1)− β(M1y1 +M2y2 +M3y3) + (M2y1 + 2M3y2)
= (µ+ y1)(αM1 + o(M1))− β(M1y1 +M2y2 +M3y3) + (M2y1 + 2M3y2)
= −((β − α)M1 −M2 + o(M1))y1 − (βM2 − 2M3)y2 − βM3y3 + µ(αM1 + o(M1))
=: −A1y1 −A2y2 − A3y3 +A4.
Since β − α > 0, we can choose M such that A1, A2, A3, A4 > 0. Then, for any c > 0,
K =
{
y ∈ R3
∣∣∣∣AXV (y)V (y) ≥ −c
}
=
{
y ∈ R3
∣∣A1y1 +A2y2 +A3y3 ≤ c+A4}
is compact. Thus, the statement can be concluded as follows
AXV (y) = AXV (y)1K(y) +AXV (y)1Kc(y)
≤ sup
y∈K
∣∣AXV (y)∣∣+ AXV (y)
V (y)
V (y)1Kc(y)
≤ sup
y∈K
∣∣AXV (y)∣∣− cV (y)(1− 1K(y))
≤ −cV (y) + c sup
y∈K
V (y) + sup
y∈K
∣∣AXV (y)∣∣
=: −K1V (y) +K2.
Second, we need to show that every compact set is petite for some skeleton chain, i.e. there exists δ > 0 such
that for any compact set C ∈ B(R3), we can choose a probability measure a on Z+ and a non-trivial measure
φa on R
3 such that ∑
n∈Z+
P δn(x,A)a[n] ≥ φa[A] for all x ∈ C and A ∈ B(R3).
The following concepts are closely related to petite sets. We call {Xxδn}n∈Z+ is an irreducible, if there exists
a finite measure φ on B(R3) such that if φ[A] > 0 then
∞∑
n=1
P δn(x,A) > 0 for any x ∈ R3+.
Moreover, we call {Xxδn}n∈Z+ is a T -chain, if there exist k ∈ Z+ and non-trivial kernel T such that
• T (x,R3) > 0 for any x ∈ R3+,
• x 7→ T (x,A) is lower semi-continuous for any A ∈ B(R3),
• P δk(x,A) ≥ T (x,A) for any x ∈ R3+ and A ∈ B(R3).
We consider a relation between the existence of petite compact sets and T-chain properties. The following
lemma is well known, see Theorem 3.2 in Meyn and Tweedie [11].
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Lemma 6.13. Suppose that {Xxδn}n∈Z+ is an irreducible T -chain. Then, every compact set is petite.
Furthermore, we call x∗ ∈ R3 is reachable, if for any open set G ∈ B(R3) with x∗ ∈ G,
∞∑
n=0
P δn(y,G) > 0 for any y ∈ R3+.
Proof of Proposition 3.14. We only have to prove that there exists δ > 0 such that {Xxδn}n∈Z+ is an irre-
ducible T -chain. First, we check the T -chain property.
Denote the i-th jump time of Nxt by τ
x
i . Let ∆τ
x
i be the interval time between the (i− 1)-th and i-th jump
of Nxt , i.e. ∆τ
x
i = τ
x
i − τxi−1. As mentioned in Lemma A.4 of Clinet and Yoshida [4], ∆τxi has the conditional
probability density (with respect to Lebesgue measure)
f∆τ
x
i
(
t
∣∣Xxτxi−1 = y) = (µ+ y1e−βt) exp
(∫ t
0
µ+ y1e
−βsds
)
,
where y = (y1, y2, y3)
′ ∈ R3+. Moreover, it is known that
f (∆τ
x
1 ,...,∆τ
x
i )(t1, . . . , ti|y) = f∆τ
x
i
(
ti|Xxτxi−1 = X(t1, . . . , ti−1|y)
)
×f∆τxi−1(ti−1|Xxτxi−2 = X(t1, . . . , ti−2|y))
× · · · × f∆τx1 (t1|Xxτx1 = y),
where denote
∑j
k=i tk by T(i,j) and
X(t1, . . . , tj |y) =


X(1)(t1, . . . , tj |y)
X(2)(t1, . . . , tj |y)
X(3)(t1, . . . , tj |y)


=


y1e
−βT(1,j) +
∑j
l=1 αe
−βT(l+1,j)(
y1T(1,j) + y2
)
e−βT(1,j) +
∑j
l=1 αT(l+1,j)e
−βT(l+1,j)(
y1T
2
(1,j) + 2y2T(1,j) + y3
)
e−βT(1,j) +
∑j
l=1 αT
2
(l+1,j)e
−βT(l+1,j)

 .
Note that f (∆τ
x
1 ,...,∆τ
x
i )(t1, . . . , ti|y) is obviously smooth in y. Then, for any δ > 0 and A ∈ B(R3),
P δ(x,A) = P [Xxδ ∈ A]
≥ P [Xxδ ∈ A, ♯{j|τxj ≤ δ} = 3]
=
∫
R4+
1{Xˇ(δ;t1,t2,t3|x)∈A}1{T(1,3)<δ}∩{T(1,4)>δ}f
(∆τx1 ,∆τ
x
2 ,∆τ
x
3 ,∆τ
x
4 )(t1, t2, t3, t4|x)dt1dt2dt3dt4,
where
Xˇ(δ; t1, t2, t3|x) =


x1e
−βδ +
∑3
l=1 αe
−β(δ−T(1,l))
(x1δ + x2) e
−βδ +
∑3
l=1 α(δ − T(1,l))e−β(δ−T(1,l))(
x1δ
2 + 2x2δ + x3
)
e−βδ +
∑3
l=1 α(δ − T(1,l))2e−β(δ−T(1,l))


and it is obviously smooth in x. However, the indicator function 1{Xˇ(δ;t1,t2,t3|x)∈A} is not always lower semi-
continuous in x. Thus, we consider a change of variable for the map Hx,δ : (t1, t2, t3) 7→ Xˇ(δ; t1, t2, t3|x), as in
Proof of Lemma A.3 of Clinet and Yoshida [4]. Denote the Jacobian matrix of Hx,δ at (t1, t2, t3) by Jδ(t1, t2, t3).
Then, completely elementary calculations leads
Jδ(t1, t2, t3) = (Ji,j)i,j=1,2,3,
44
where for j = 1, 2, 3
J1,j =
3∑
l=j
αβe−β(δ−T(1,l)), J2,j =
3∑
l=j
α
{
β(δ − T(1,l))− 1
}
e−β(δ−T(1,l)),
and J3,j =
3∑
l=j
α
{
β(δ − T(1,l))2 − 2(δ − T(1,l))
}
e−β(δ−T(1,l)).
The determinant of the Jacobian matrix has the following representation.
|Jδ(t1, t2, t3)| =
3∏
l=1
αβe−β(δ−T(1,l)) ×
∣∣∣∣∣∣∣∣∣
1 1 1(
δ − T(1,1)
) (
δ − T(1,2)
) (
δ − T(1,3)
)
(
δ − T(1,1)
)2 (
δ − T(1,2)
)2 (
δ − T(1,3)
)2
∣∣∣∣∣∣∣∣∣
.
It is a Vandermonde determinant and thus not zero if (t1, t2, t3) = (τ, τ, τ) for τ ∈ (0, δ/3). We consider
a neighborhood at the such point (t1, t2, t3) = (τ, τ, τ). Set B(t1, t2, t3, t4) = {T(1,3) < δ} ∩ {T(1,4) > δ} ∩
{(t1, t2, t3) ∈ (τ − ǫ, τ + ǫ)3} for sufficient small ǫ > 0. Then, we get a non-trivial component T (x,A) as below.
P δ(x,A) ≥
∫
R4+
1{Xˇ(δ;t1,t2,t3|x)∈A}1{T(1,3)<δ}∩{T(1,4)>δ}f
(∆τx1 ,∆τ
x
2 ,∆τ
x
3 ,∆τ
x
4 )(t1, t2, t3, t4|x)dt1dt2dt3dt4
≥
∫
R4+
1{(y1,y2,y3)∈A}1B(H−1
x,δ
(y1,y2,y3),t4)
f (∆τ
x
1 ,∆τ
x
2 ,∆τ
x
3 ,∆τ
x
4 )(H−1x,δ(y1, y2, y3), t4|x)
∣∣∣Jδ (H−1x,δ(y1, y2, y3))∣∣∣−1 dy1dy2dy3dt4 = T (x,A).
Continuity of H−1x,δ in x leads that x 7→ T (x,A) is lower semi-continuous. Thus, {Xxδn}n∈Z+ is a T -chain.
Finally, we prove that {Xxδn}n∈Z+ is irreducible. Since {Xxδn}n∈Z+ is a T -chain, we only have show that
there exists a reachable point x∗ ∈ R3+, i.e. for any open set O ∈ B(R3) containing x∗,
∞∑
n=0
P δn(y,O) > 0 for any y ∈ R3+,
see Proposition 6.2.1 in Meyn and Tweedie [12]. However, we can easily show that (0, 0, 0) is a reachable point.
Indeed, if a jump will never occur, for any neighborhood O of (0, 0, 0), Xxδn ∈ O for sufficient large n ∈ N. By
the form of f∆τ
x
1
(
t
∣∣x), the probability there is no jump on [0, δn] is positive. Thus, we get the conclusion.
6.5 Proofs of Section 4
In this subsection, we will prove Theorem 4.6. For this purpose, it is enough to confirm that there exist
some constants satisfying (2.20) and the conditons [A1]-[A3], [B0]-[B4], [C1] hold. We explain each condition
separately by dividing each small section.
6.5.1 Proof of Proposition 4.4 (Condition [A1])
In Markovian framework, as mentioned in Kusuoka and Yoshida [9] and Yoshida [18], the mixing property is
derived from the ergodicity. Concretely, the geometric mixing property is reduced to the following property;
[A1′ ] There exists a positive constant a such that
sup
f∈FB[t,∞)
:‖f‖∞≤1
‖E [f |Xs ]− E[f ]‖L1(P ) < a−1e−a(t−s)
for any t > s > 0.
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Proposition 6.14. Assume that (3.11) and [A1′], then [A1] holds.
Proof. For any f ∈ FB[0,s] and g ∈ FB[t,∞) with ‖f‖∞ ≤ 1 and ‖g‖∞ ≤ 1,
|E[fg]− E[f ]E[g]| = |E [f(g − E[g])]|
=
∣∣E [fE [g − E[g] ∣∣B[0,s] ]]∣∣
≤ ∥∥E [g − E[g] ∣∣B[0,s] ]∥∥L1(P )
= ‖E [g |Xs ]− E[g]‖L1(P )
≤ a−1e−a(t−s).
Proof of Proposition 4.4.
We confirm that [A1′] follows from Proposition 3.14. Let s ≤ t and f ∈ FB[t,∞) with ‖f‖∞ ≤ 1. From the
Markovian property, we have
E [f |Xs ] = E
[
E
[
f
∣∣B[0,t] ] |Xs ] = E [E [f |Xt ] |Xs ] .
There exists a measurable function g such that E [f |Xt ] = g(Xt) and ‖g‖∞ ≤ 1. From Proposition 3.12, we get
E [f |Xs ] = E [g(Xt) |Xs ] =
∫
R3
g(y)P t−s(Xs, dy).
On the other hand, we have
E [f ] = E [g(Xt)] =
∫
R3
g(y)P t(X0, dy).
Therefore, by using Proposition 3.14,
sup
f∈FB[t,∞)
:‖f‖∞≤1
‖E [f |Xs ]− E[f ]‖L1(P )
≤ sup
g:‖g‖∞≤1
∥∥∥∥∥
∫
R3
g(y)P t−s(Xs, dy)−
∫
R+
g(y)P t(X0, dy)
∥∥∥∥∥
L1(P )
≤ sup
g:‖g‖∞≤1
{∥∥∥∥
∫
R3
g(y)
(
P t−s(Xs, dy)− P X¯(dy)
)∥∥∥∥
L1(P )
+
∥∥∥∥
∫
R3
g(y)
(
P t(X0, dy)− P X¯(dy)
)∥∥∥∥
L1(P )
}
≤ E
[∥∥∥P t−s(Xs, ·)− P X¯∥∥∥
eM·
]
+ E
[∥∥∥P t(X0, ·)− P X¯∥∥∥
eM·
]
≤ E [B(eMXs + 1)rt−s]+ E [B(eMX0 + 1)rt]
= rt−sB
(
E
[
eMXs
]
+ 1 + 2rs
)
.
Finally, from Proposition 3.5, we may choose sufficient small a > 0 that satisfies [A1′].
6.5.2 Condition [A2]
Z0 ∈
⋂
p>1 L
p(P ) and P [Z0] = 0 are obvious. We can write each component of Z
t
t+h as
∫ t+h
t
p1(Xs)
λ2s
dN˜s +
∫ t+h
t
p2(Xs)
λ2s
ds− E
[∫ t+h
t
p2(Xs)
λ2s
ds
]
where p1 and p2 are 3-variable polynomial functions. From Remark 3.3,
∫ t
0
p1(Xs)/λ
2
sdN˜s is a square integrable
martingale, see Theorem 18.8 in Liptser and Shiryaev [10]. Thus, we immediately get E
[
Ztt+∆
]
= 0 for any
∆ > 0 and t > 0.
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The rest of the proof is supt∈R+,0≤h≤∆
∥∥Ztt+h∥∥Lp(P ) < ∞. When we consider the Lp boundedness, it is
enough to consider the form of p = 2k for k ∈ N. Lemma A.5. in Clinet and Yoshida [4] guarantees
sup
t
4∑
i=0
‖ sup
θ∈Θ
∂iθλt(θ)‖Lp(P ) <∞ (6.29)
for any p > 1. In particular, we have supt ||Xt||Lp(P ) <∞ for any p > 1. Then, we get∥∥∥∥∥E
[∫ t+h
t
p2(Xs)
λ2s
ds
]∥∥∥∥∥
Lp(P )
<
supsE[|p2(Xs)|]
µ20
h.
Moreover, since h−1ds is a probability measure on [t, t+ h], by the Jensen’s inequality,
∥∥∥∥∥
∫ t+h
t
p2(Xs)
λ2s
ds
∥∥∥∥∥
Lp(P )
≤
(
E
[∫ t+h
t
(
p2(Xs)
λ2s
h
)p
h−1ds
]) 1
p
≤ sups ‖p2(Xs)‖Lp(P )
µ20
h.
On the other hand,
Mh =
∫ t+h
t
p1(Xs)
λ2s
dN˜s
is also a square integrable martingale. Then, the Burkholder-Davis-Gundy inequality leads that there exists a
positive constant Ck (take again new Ck in the last step) such that
E
[
|Mh|2
k
]
≤ CkE
[
|[M ]h|2
k−1
]
= CkE


∣∣∣∣∣
∫ t+h
t
(
p1(Xs)
λ2s
)2
dNs
∣∣∣∣∣
2k−1


≤ Ck

E


∣∣∣∣∣
∫ t+h
t
(
p1(Xs)
λ2s
)2
dN˜s
∣∣∣∣∣
2k−1

+ E


∣∣∣∣∣
∫ t+h
t
(
p1(Xs)
λ2s
)2
λsds
∣∣∣∣∣
2k−1



 ,
where [M ]h represents the quadratic variation of Mh. We used the Jensen’s inequality in the last estimation.
By induction, one gets some constant Qk (take again new Qk in the last step) such that
E
[
|Mh|2
k
]
≤ Qk
k∑
j=1
E


∣∣∣∣∣
∫ t+h
t
(
p1(Xs)
λ2s
)2j
λsds
∣∣∣∣∣
2k−j


≤ Qk
k∑
j=1
E
[∫ t+h
t
(
p1(Xs)
λ2s
)2k
λ2
k−j
s h
2k−jh−1ds
]
≤ Qk (h+ 1)2
k−1
. (6.30)
Therefore, for any ∆ > 0, supt∈R+,0≤h≤∆
∥∥Ztt+h∥∥Lp(P ) < ∞ holds for any p > 0. Then, the conditon [A2] is
verified.
6.5.3 Condition [A3]
The conditon [A3] follows from Lemma 3.15. and the proof of Lemma A.7. in Clinet and Yoshida [4].
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6.5.4 Condition [B0]
(i), (ii) and (iv) are obvious. (iii) immediately follows a square integrable martingale property:
Cov
[∫ t
0
p1(Xs)
λs
dN˜s,
∫ t
0
p2(Xs)
λs
dN˜s
]
= E
[∫ t
0
p1(Xs)p2(Xs)
λ2s
d[N˜ ]s
]
= E
[∫ t
0
p1(Xs)p2(Xs)
λs
ds
]
for any 3-variable polynomial functions p1 and p2.
6.5.5 Condition [B1]
We take any constant L > 1. From (4.1) and (6.30), we immediately deduce that for any k ∈ N
E
[∣∣∣T− 12 la(θ0)∣∣∣2k
]
≤ Qk (1 + T−1)2
k−1
.
Therefore, the conditon [B1] holds for any q1 > 1. In particular, we can choose q1 satisfying q1 > 3L.
6.5.6 Condition [B2]
We arbitrary set a positive constant q2 with q2 > max
(
3, 3q1Lq1−3L
)
for given constants L > 1 and q1 > 3L. More-
over, let q3 be a positive constant with q3 >
q1L
q1−3L . Let Yt(θ) =
(
X
(1)
t (θ0), X
(1)
t (θ), X
(2)
t (θ), X
(3)
t (θ), X
(4)
t (θ)
)
for θ = (µ, α, β). From the relation
∂θX
n
t (θ) =


0
α−1Xnt (θ)
−Xn+1t (θ)


and a verification of the permutation rule of the symbol ∂θ and
∫ T
0 , we can write, for both of the case k = 2
and k = 3,
T
γ
2
(
T−1la1···ak(θ)− νa1···ak(θ)
)
=: T
γ
2−1
∫ T
0
p1(Ys(θ))
λ4s(θ)
dN˜s + T
γ
2
{
1
T
∫ T
0
p2(Ys(θ))
λ4s(θ)
ds− E
[
1
T
∫ T
0
p2(Ys(θ))
λ4s(θ)
ds
]}
with some polynomial functions p1 and p2. From (6.29), we have supt || supθ∈Θ Yt(θ)||Lp(P ) <∞ for any p > 1.
Moreover, Yt(θ) is σ (Ns; s ≤ t)-predictable. From the restriction of (2.20), γ2 − 1 < − 12 holds. Then, in the
same method of the proof of the conditon [A2], we can see that
sup
T>0,θ∈Θ
E


∣∣∣∣∣T γ2−1
∫ T
0
p1(Ys(θ))
λ4s(θ)
dN˜s
∣∣∣∣∣
2k

 <∞
for any k ∈ N.
The later term is estimated by using the ergodicity of X
(1)
t (θ0). Let
Y˜ (s, t, θ) =
(
X
(1)
t (θ0),
∫
(s,t)
αe−β(t−u)dNx1u ,
∫
(s,t)
α(t− u)e−β(t−u)dNx1u ,
∫
(s,t)
α(t− u)2e−β(t−u)dNx1u ,
∫
(s,t)
α(t− u)3e−β(t−u)dNx1u
)
.
Denote D↑
(
R5+,R
)
as the set of functions ψ : R5+ → R that satisfy:
48
• ψ are of class C1(R5+).
• ψ and | ▽ ψ| are polynomial growth.
By replacingXα(t, θ) by Yt(θ) and X˜
α(s, t, θ) by Y˜ (s, t, θ) in the proof of Lemma A.6. and using Lemma 3.16. in
Clinet and Yoshida [4], we can get the following ergodicity property: There exist a mapping π : D↑
(
R
5
+,R
)×Θ→
R and a constant γ′ ∈ (0, 12) such that for any ψ ∈ D↑(R5+,R) and for any p > 1,
sup
θ∈Θ
T γ
′
∥∥∥∥∥ 1T
∫ T
0
ψ(Ys(θ))ds− π(ψ, θ)
∥∥∥∥∥
Lp(P )
→ 0 as T →∞.
However, in the case of the exponential Hawkes process, we can choose γ′ ∈ (0, 12) arbitrarily. This arbitrariness
follows from the fact ‖Yt(θ)− Y¯t(θ)‖L1(P ) is exponentially decreasing uniformly in θ for some stationary process
Y¯t(θ), see the proof of the stability condition part in Lemma A.6. of Clinet and Yoshida [4]. Therefore, by
taking γ′ ∈ (0, 12) and γ = 2γ′ satisfying 23 +max( Lq2 , L3q3
)
< γ < 1− Lq1 , we get∥∥∥∥∥T γ2
{
1
T
∫ T
0
p2(Ys(θ))
λ4s(θ)
ds− E
[
1
T
∫ T
0
p2(Ys(θ))
λ4s(θ)
ds
]}∥∥∥∥∥
Lp(P )
→ 0 as T →∞
for any p > 1. It means that the conditon [B2] holds for any q2 > max
(
3, 3q1Lq1−3L
)
and some γ with 23 +
max
(
L
q2
, L3q3
)
< γ < 1− Lq1 .
6.5.7 Condition [B3]
We only have to show that there exist an open set Θ˜ including θ0 and a positive constant T0 such that
inf
T>T0,θ∈Θ˜,|x|=1
|x′νab(θ)| > 0. (6.31)
Because, if (6.31) holds, continuity of νab(θ) and x
′νab(θ) 6= 0 lead∣∣∣∣
∫ 1
0
x′νab(θ1 + s(θ2 − θ1))ds
∣∣∣∣ > inf
θ∈Θ˜
|x′νab(θ)|
for any θ1, θ2 ∈ Θ˜, T > T0 and x with |x| = 1. Therefore, we consider to prove (6.31). We can write
νab(θ) = −E
[
1
T
∫ T
0
(∂θλs(θ))
⊗2
λ2s(θ)
λs(θ0)ds
]
+ E
[
1
T
∫ T
0
∂2θλs(θ)
λs(θ)
(λs(θ0)− λs(θ)) ds
]
.
With the help of (6.29), for the first term, we have∣∣∣∣∣gT − E
[
1
T
∫ T
0
(∂θλs(θ))
⊗2
λ2s(θ)
λs(θ0)ds
]∣∣∣∣∣ ≤ |θ0 − θ|T E
[∫ T
0
sup
θ∈Θ
∣∣∣∣∣∂θ (∂θλs(θ))
⊗2
λ2s(θ)
∣∣∣∣∣λs(θ0)ds
]
≤ CΘ,1|θ0 − θ|,
where CΘ,1 is a positive constant that does not depend on T . For the second term, we also get∣∣∣∣∣E
[
1
T
∫ T
0
∂2θλs(θ)
λs(θ)
(λs(θ0)− λs(θ)) ds
]∣∣∣∣∣ ≤ |θ0 − θ|T E
[∫ T
0
sup
θ∈Θ
∣∣∣∣∂2θλs(θ)λ2s(θ)
∣∣∣∣ sup
θ∈Θ
|∂θλs(θ)| ds
]
≤ CΘ,2|θ0 − θ|,
where CΘ,2 is a positive constant independent of T . Since we have assumed gT is non-singular for large T in
the conditon [A3], we may choose Θ˜ and T0 > 0 such that
inf
T>T0,θ∈Θ˜,|x|=1
|x′νab(θ)| ≥ inf
T>T0,|x|=1
|x′gT | − sup
T>T0,θ∈Θ˜
∣∣∣∣∣gT − E
[
1
T
∫ T
0
(∂θλs(θ))
⊗2
λ2s(θ)
λs(θ0)ds
]∣∣∣∣∣
− sup
T>T0,θ∈Θ˜
∣∣∣∣∣E
[
1
T
∫ T
0
∂2θλs(θ)
λs(θ)
(λs(θ0)− λs(θ)) ds
]∣∣∣∣∣ > 0.
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6.5.8 Condition [B4]
We apply Sobolev’s inequality (see Theorem 4.12 of R. A. Adams and J. J. Fournier [1]). We take some integer
p > 3 and some constant K(Θ, p) such that
E
[
sup
θ∈Θ
∣∣∣∣ 1T la1···ak(θ)
∣∣∣∣
p]
≤ K(Θ, p)
{∫
Θ
E
[∣∣∣∣ 1T la1···ak(θ)
∣∣∣∣
p]
dθ +
∫
Θ
E
[∣∣∣∣ 1T ∂θla1···ak(θ)
∣∣∣∣
p]
dθ
}
.
5∑
k=1
sup
θ∈Θ
E
[∣∣∣∣ 1T la1···ak(θ)
∣∣∣∣
p]
.
Let Y ′t (θ) =
(
X
(1)
t (θ0), X
(1)
t (θ), X
(2)
t (θ), X
(3)
t (θ), X
(4)
t (θ), X
(5)
t (θ), X
(6)
t (θ)
)
. We may easily confirm that for any
case k = 2, 3, 4, 5,
1
T
la1,...,ak(θ) =
1
T
∫ T
0
p1(Y
′
s (θ))
λ16s (θ)
dN˜s +
1
T
∫ T
0
p2(Y
′
s (θ))
λ16s (θ)
ds
with some polynomial functions p1 and p2. In a similar way as Lemma A.5 in Clinet and Yoshida [4], we can
prove that supt ‖ supθ∈Θ Y ′t (θ)‖Lp(P ) <∞ for any p > 1. Then, like (6.30), we have
sup
T>0,θ∈Θ
E


∣∣∣∣∣ 1T
∫ T
0
p1(Y
′
s (θ))
λ16s (θ)
dN˜s
∣∣∣∣∣
2k

 <∞
for any k ∈ N. On the other hand, by the Jensen’s inequality,
sup
T>0,θ∈Θ
E
[∣∣∣∣∣ 1T
∫ T
0
p2(Y
′
s (θ))
λ16s (θ)
ds
∣∣∣∣∣
p]
≤ sup
T>0
1
T
∫ T
0
E
[
sup
θ∈Θ
∣∣∣∣p2(Y ′s (θ))λ16s (θ)
∣∣∣∣
p]
ds <∞.
Therefore, the conditon [B4] holds.
6.5.9 Condition [C1]
In Theorem 4.6 of Clinet and Yoshida [4], the convergence of moments is proved for
√
T
(
θˆT −θ0
)
. The conditon
[C1] directly follows from this statement.
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