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Abstract. One of the major problem in face verification is to deal with a few number of images per person
to train the system. A solution to that problem is to generate virtual samples from an unique image by doing
simple geometric transformations such as translation, scale, rotation and vertical mirroring. In this paper, we
propose to use a symmetric transformation to generate a new virtual sample. This symmetric virtual sample
is obtained by computing the average between the original image and the vertical mirrored image. The face
verification system is based on LDA feature extraction, successfully used in previous studies, and MLP for
classification. Experiments were carried out on a difficult multi-modal database, namely BANCA. Results on
this database show that our face verification system performs better that the state-of-the-art and also that the
addition of the symmetric virtual sample improves the performance.
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1 Introduction
Identity verification is a general task that has many real-life applications such as access control, transaction
authentication (in telephone banking or remote credit card purchases for instance), voice mail, or secure tele-
working.
The goal of an automatic identity verification system is to either accept or reject the identity claim made
by a given person. Biometric identity verification systems are based on the characteristics of a person, such
as its face, fingerprint or signature. A good introduction to identity verification can be found in [13]. Identity
verification using face information is a challenging research area that was very active recently, mainly because
of its natural and non-intrusive interaction with the authentication system.
The paper is structured as follows. In section 2 we introduce the reader to the problem of identity ver-
ification. Then, in section 3 we present the proposed symmetric transformation within the framework of a
state-of-the-art face verification system based on a linear discriminant feature extraction technique, success-
fully applied to face verification [8], and on a Multi-Layer Perceptron classifier. In section 4, we provide
experimental results on the multi-modal benchmark database BANCA using its associated protocol. Finally,
we analyze the results and conclude.
2 Face Verification
An identity verification system has to deal with two kinds of events: either the person claiming a given identity
is the one who he claims to be (in which case, he is called a client), or he is not (in which case, he is called an
impostor). Moreover, the system may generally take two decisions: either accept the client or reject him and
decide he is an impostor.
The classical face verification process can be decomposed into several steps, namely image acquisition
(grab the images, from a camera or a VCR, in color or gray levels), image processing (apply filtering algo-
rithms in order to enhance important features and to reduce the noise), face detection (detect and localize an
eventual face in a given image) and finally face verification itself, which consists in verifying if the given face
corresponds to the claimed identity of the client.
One of the major problem in face verification is to deal with a few number of images per person to train
the system. A solution to that problem is to generate virtual samples from an unique image by doing simple
geometric transformations [11] such as translation, scale, rotation and vertical mirroring. In this paper, we
propose to use a symmetric transformation to generate a new virtual sample. It is obtained by computing the
average between the original image and the vertical mirrored image. This symmetric transformation has also
the effect to normalize the face by smoothing local deformations due to small out-of-plane rotations.
3 The proposed approach
In face verification, we are interested in particular objects, namely faces. The representation used to code input
images in most state-of-the-art methods are often based on gray-scale face image [9, 1] or its projection into
principal component subspace or linear discriminant subspace [8].
Principal Component Analysis (PCA) identifies the subspace defined by the eigenvectors of the covariance
matrix of the training data.
The projection of face images into the coordinate system of eigenvectors (Eigenfaces) associated with
nonzero eigenvalues achieves information compression, decorrelation and dimensionality reduction to facili-
tate decision making. The linear discriminant analysis (LDA) subspace holds more discriminant features for
classification [2] than the PCA subspace.
A linear discriminant is a simple linear projection  	




where the estimated output   is a function of the input vector  , and the parameters   are chosen according


















Figure 1: Face Verification using LDA and MLP
class scatter to within-class scatter. Given a set of   points belonging to class  , we can define the mean of





















































































In this section, we describe our face verification system: an MLP classifier trained on a gray-scale face
image projected into LDA subspace (Fig. 1) as described in [8].
3.1 Feature Extraction
3.1.1 Face Modeling
In a real application, the face bounding box will be provided by an accurate face detector [12], but here the
bounding box is computed using manually located eyes coordinates, assuming a perfect face detection. In this
paper, the face bounding box is determined using face/head anthropometry measures [6] according to a face
model (Fig. 2).
The face bounding box w/h crops the face from the glabella to the subnasale and do not includes the
ears in order to minimize the influence of the hair-cut and of the lip movement. The height h of the face is
given by y_upper+y_lower where y_lower = (en_gn - sn_gn)/s and y_upper = ((g_sn + sn_gn)
- en_gn)/s. In this model, the ratio w/h is equal to the ratio 64/40 and we force the eyes distance to be 33
pixels. Thus, the scale is s = 2xpupil_se/33. The constants pupil_se (pupil-facial middle distance),
en_gn (lower half of the craniofacial height), sn_gn (height of the lower face), and g_sn (distance between










64x40 face bounding box
Figure 2: Face modeling using eyes center coordinates and facial anthropometry measures.
3.1.2 Face pre-processing
The extracted face is downsized to a 64x40 image. Then, we perform histogram normalization to modify
the contrast of the image in order to enhance important features. Finally, we smooth the enhanced image by
convolving a 3x3 Gaussian (      ) in order to reduce the noise. After enhancement and smoothing (Fig. 3),
the face image becomes a feature vector of dimension 2560.
Figure 3: Face pre-processing and symmetric transformation. From left to right: the original 64x40 pre-
processed image, the mirrored image and the symmetric image.
3.1.3 Symmetric transformation
The symmetric transformation is obtained simply by computing the average between the original image and
the vertical mirrored image (Fig. 3). It generates a new virtual sample to enlarge the training and testing
dataset. This transformation also normalizes the face by smoothing local deformations due to small out-of-
plane rotations for instance.
3.1.4 Face representation
It was chosen to represent the pre-processed input face into the LDA subspace, as described in [8]. The
direct computation of the LDA-transform matrix is impractical because of the huge size of the face data in the
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original space (2560 dimensions). Therefore, a dimensionality reduction must be applied before solving the
eigenproblem. This reduction is usually achieved by PCA.
PCA and LDA projection matrices have been computed on all images from XM2VTS database (295 identi-
ties and 8 images per identity). In the PCA space, the components accounting for     of the total variation
are selected, reducing the dimensionality to 677. Then, the LDA-projection matrix is computed as described
in [8] using all images of each identity projected into PCA subspace.
In the LDA space, the components accounting for     of the total variation are selected, reducing the
dimensionality to 205.
3.2 Classification
Our face verification method is based on Multi-Layer Perceptrons (MLPs). MLPs are learning machines used
in many classification problems [4].
For each client, an MLP is trained to classify an input to be either the given client or not. The input of the
MLP is a feature vector corresponding to the projection of the face image into the LDA subspace. The output
of the MLP is either 1 (if the input corresponds to a client) or -1 (if the input corresponds to an impostor). The
MLP is trained using both client images and impostor images, often taken to be the images corresponding to
other available clients. In the present study, we used the 300 client images from the Spanish part of the BANCA
database (see next section).
Finally, the decision to accept or reject a client access depends on the score obtained by the corresponding
MLP which could be either above (accept) or under (reject) a given threshold, chosen on a separate validation
set to optimize a given criterion.
4 Experimental results
4.1 The BANCA database and protocol
This section gives an overview of the BANCA database and protocol, but a detailed description can be found
in [3].
4.1.1 The Database
The BANCA database was designed in order to test multi-modal identity verification with various acquisition
devices (2 cameras and 2 microphones) and under several scenarios (controlled, degraded and adverse).
Figure 4: Examples of images from the BANCA database for each scenario. From left to right: controlled,
degraded and adverse.
For 5 different languages1, video and speech data were collected for 52 subjects (26 males and 26 females),
i.e. a total of 260 subjects. Each language - and gender - specific population was itself subdivided into 2 groups
of 13 subjects (denoted   and   ).
Each subject participated to 12 recording sessions, each of these sessions containing 2 records: 1 true client
access (T) and 1 informed 2 impostor attack (I). For the image part of the database, there is 5 shots per record.
The 12 sessions were separated into 3 different scenarios (Fig. 4): controlled (for sessions 1-4), degraded (for
sessions 5-8), and adverse (for sessions 9-12).
1English, French, German, Italian and Spanish
2The actual speaker knew the text that the claimed identity speaker was supposed to utter.
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4.1.2 The Protocol
In the BANCA protocol, we consider that the true client records for the first session of each condition is
reserved as training material, i.e. record T from sessions 1, 5 and 9. In all our experiments, the client model
training (or template learning) is done on at most these 3 records. We then consider four distinct training-test
configurations, depending on the actual conditions corresponding to the training and to the testing conditions.
The configurations are Matched Controlled (Mc), Unmatched Degraded (Ud), Unmatched Adverse (Ua)and
Pooled test (P). Table 1 describes the usage of different sessions in each configuration.
Configurations
Mc Ud Ua P
Sessions












Table 1: The usage of the BANCA experimental configurations. ”TT” refers to the client training and to the impostor test
session and ”T” depicts clients and impostors test sessions.
4.1.3 Performance Measures
In order to visualize the performance of the system, irrespectively of its operating condition, we use the con-
ventional DET curve [10], which plots on a log-deviate scale the False Rejection Rate   as a function of
the False Acceptance Rate   . Traditionally, the point on the DET curve corresponding to      is
called  (Equal Error Rate) and is used to measure the closeness of the DET curve to the origin.
Thus, we measure the performance of the system for 3 specific operating conditions, corresponding to 3
different values of the Cost Ratio  
		 , namely    ) (FA is an order of magnitude less harmful
than a FR),    (FA and FR are equally harmful) and     (FA is an order of magnitude more harmful
than FR). Assuming equal a priori probabilities of genuine clients and impostor, these situations correspond to
3 quite distinct cases:











  and   (and thus 

 # ) vary with the value of the decision threshold  , and  is usually
optimized so as to minimize the 

 # on the development set. The a priori threshold thus obtained is
always less efficient than the a posteriori threshold that optimizes the  on the evaluation set itself.
4.2 Results
In this section, we provide experimental3 results obtained by our approach, namely LDA/MLP, that we compare
to state-of-the-art results [1] published on the BANCA database.
3The machine learning library used for all experiments is Torch http://www.torch.ch.
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4.2.1 Experiments 1
First, we compare results obtained with the symmetric virtual sample (LDA/MLP   ) and without the symmetric
virtual sample (LDA/MLP - ). We report in Table 2 the average (on groups g1 and g2) FAR/FRR and WER(1)






FAR FRR WER(1) FAR FRR WER(1)
15.38 15.81 15.59 14.26 14.74 14.5
Table 2: Comparative results between LDA/MLP - and LDA/MLP   on protocol P only.
Table 2 shows that the use of symmetric virtual samples improves the performance of the LDA/MLP based
system. The symmetric transformation brings more variability to the training and testing datasets, but also
































DET Curves: with symmetric transformation
 Group 1
 Group 2
Figure 5: DET curves for experiments using LDA/MLP. From left to right: without symmetric transformation
(LDA/MLP - ) and with symmetric transformation (LDA/MLP   ).
4.2.2 Experiments 2
Second, we compare LDA/MLP   to the methods describe in [1], namely ORG/SVM and LDA/SVM re-
spectively. ORG/SVM is using the original face image of size 61x57 as input of a Support Vector Machine




Protocol FAR FRR WER(1) FAR FRR WER(1) FAR FRR WER(1)
Mc 2.18 6.92 4.55 0.58 11.03 5.8 4.8 5.13 4.96
Ua 6.79 41.35 24.07 2.69 66.46 34.55 15.86 18.58 17.22
Ud 5.77 34.9 20.34 1.92 62.44 32.17 12.02 12.82 12.42
P 4.91 27.72 16.32 1.73 46.62 24.17 14.26 14.74 14.5
Table 3: Comparative results between ORG/SVM, LDA/SVM and LDA/MLP   .
We report in Table 3 the average (on groups g1 and g2) FAR/FRR and WER(1) of the above methods on
the evaluation set when the a posteriori threshold was chosen at the  on the development set. We provide
also the corresponding DET curves (Fig. 6) of the LDA/MLP   method only. Table 3 shows that LDA/MLP  
performs much better than the two other methods on the difficult unmatched protocols Ua and Ud. LDA/MLP  



































































DET Curves: protocol Ud
 Group 1
 Group 2
Figure 6: DET curves for experiments using LDA/MLP   . From left to right on the first row: protocols Mc and
P. From left to right on the second row: protocols Ua and Ud
We provide also, for future comparisons, results obtained by LDA/MLP   according to configurations Mc,
Ua, Ud, P of the BANCA protocol (Table 4) when minimizing the  for each cost ratio. These results
show that an average WER of 1.9 can be reached with our method when chosing a cost ratio equal to 10.
Group g1
R=0.1 R=1 R=10
Protocol FAR FRR WER FAR FRR WER FAR FRR WER
Mc 10.577 3.846 4.458 3.846 8.974 6.41 1.923 12.821 2.914
Ua 78.846 1.282 8.333 15.385 11.538 13.462 1.923 44.872 5.828
Ud 25 8.974 10.431 14.423 11.538 12.981 3.846 28.205 6.061
P 53.205 1.282 6.002 12.179 14.103 13.141 0.321 48.718 4.72
Group g2
R=0.1 R=1 R=10
Protocol FAR FRR WER FAR FRR WER FAR FRR WER
Mc 16.346 1.282 2.652 2.885 2.564 2.724 0.0 10.256 0.932
Ua 42.308 8.974 12.005 13.462 28.205 20.833 0.962 64.103 6.702
Ud 50 1.282 5.711 9.615 19.231 14.423 3.846 48.718 7.925
P 52.244 2.991 7.469 14.103 17.094 15.598 0.962 52.991 5.692
Table 4: FAR, FRR and WER for each cost ratio on the evaluation set using LDA/MLP   .
5 Conclusion
In this paper, a detailed system for face verification was presented. It was describing in detail each stage of
the system: the modeling of the face (a 64x40 face image), the extraction of relevant features (Fisher Linear
Discriminant) and the classification of the input face as a client or an impostor using a MLP. We also proposed
to use a transformation based on symmetry that generate a new virtual sample in order to enlarge the training
and testing dataset of a face verification system.
Experiments were carried out on the BANCA benchmark multi-modal database using its experimental
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protocol. The BANCA database was designed in order to test multi-modal identity verification with various
acquisition devices and under several scenarios (controlled, degraded and adverse). The BANCA protocol
allows to measure the performance in varied conditions with only one (controlled) training session and the
degradation from a mismatch between controlled training and uncontrolled test,
Results have shown that the proposed symmetric virtual sample improves the performance on the pooled
test protocol. It has been shown also that this approach performs better than the state-of-the-art on unmatched
protocols and globally on the pooled test protocol.
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