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SUMMARY 
This Report describes and analyzes the general characterist ics of 
The modes are c lassi f ied according t o  the i r  character- 
powered f l i g h t  guidance algorithms (modes) which have been developed for 
space missions. 
i s t i c s ,  measures of performance are defined, and each subclass i s  assigned 
a quali tative performance rat ing.  Selected guidance modes which have been 
described i n  the l i t e r a tu re  are  c lassi f ied and described. 
problem, which i s  the task of describing desired end conditions for a gu id -  
ance phase, i s  discussed. 
The targeting 
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1.0 INTRODUCTION AND SUMMARY 
1.1 Modes f o r  Advanced Guidance 
A guidance mode i s  an algorithm for  calculating a steering program 
and thrust  termination time for a rocket vehicle so as to  cause mission 
objectives t o  be met. Many modes have been proposed and studied, and some 
have been used i n  real time applications. 
near-earth and deep space missions, where there will be a need fo r  versa- 
t i l e ,  re l iable  and cost-effective guidance systems, the primary purpose of 
the study reported here has been t o  survey the s t a t e  of the a r t  i n  guidance 
mode development in order t o  c lass i fy  modes according to  the i r  essential 
features. Supporting material, which is  an integral p a r t  of the resul ts  
Looking forward t o  advanced 
obtained, will be found i n  the Interim Report (Reference 1) .  
supported by NASA Electronics Research -Center under contract 
The technical monitor was W,E. Miner, 
The task undertaken here was a challanging one, for  i t  
T h i s  work was 
NAS 12-593. 
s true that  
there are many ingeniously devised guidance schemes which m i g h t  a l l  perform 
reasonably well for  most space missions (number of proposed guidance modes 
The essential 
diff icul ty  follows from the fac t  tha t  guidance systems tend t o  be special 
purpose devices w h i c h  need t o  be, and usually can be, tai lored t o  each 
specific mission. A general purpose guidance system i s  a s  ra re  as a general 
purpose internal combustion engine. Nevertheless, i t  i s  possible to  sort 
o u t  characterist ics of various approaches t o  the guidance problem and offer  
opinions about which offer  the most promise. The progress achieved toward 
th i s  end is  probably best summarized in the classi f icat ion and evaluation 
resul ts  of Sections 8 and 9." The conclusions are quali tative qnd contro- 
vers ia l ,  b u t  i n  any case i t  i s  hoped tha t  the basic approach taken here will 
be useful for planning guidance mode development for advanced mi ssions . 
number of people who have studied the guidance problem). 
* 
The c lass i f icat ion method i s  a much i terated version of an approach f i r s t  
suggested by W.E. Miner. 
-1 - 
1 . 2  Some Historical Background 
Algorithms for  real time guidance of large rocket vehicles based 
upon l inear perturbation methods had been developed by the early 1950's. 
A nominal trajectory which sa t i s f ied  mission objectives was pre-calculated, 
predicted target  errors were identified as l inear  combinations of position 
and velocity deviations, the target errors were calculated i n  real time 
from the difference between measurement data and corresponding stored 
values, and steering and  shut-off was designed t o  null these errors.  The 
simplest form of th i s  approach was open-loop autopilot  steering t o  follow 
the nominal steering history, followed by thrust termination when the i n -  
tegral of thrust acceleration reached the nominal value. T h i s  method i s  
s t i l l  surprisingly effective for  some present day applications (Reference 2 ) .  
A new direction was taken i n  the mid 1950's, when the practical need 
t o  generate guidance equation coefficients for  a wide range o f  missions made 
i t  apparent that  simple guidance laws must be developed which require a mini- 
mum of pre-flight computation and storage. 
"explicit  h i t "  equations for specifying burnout conditions (Page, e t  a l ) ,  
based upon a two-body (conic) approximation of the coasting arc.  
tion of the required velocity concept, coupled w i t h  the velocity-to-be-gained 
cross product steering law (Laning, Battin, e t  a l ) ,  provided a simple, accurate 
method for  engine shut-off and steering near thrust termination. Assuming 
that  the required velocity could be calculated a t  any instant from the conic 
formulae, an "expl ic i t"  guidance law was now available near burnout. This 
lead t o  a separation of the guidance problem into two parts: ( 1 )  targeting, 
consisting of the pre-flight task of specifying the conic conditions t o  be 
achieved a t  b u r n o u t ,  and numerically determining the nominal values of the 
conic parameters, and (2)  real-time guidance, consisting o f  the task of 
applying steering and thrust termination laws w h i c h  will achieve the end 
T h i s  l e t  t o  the development of 
The inven- 
-2- 
conditions i n  a near optimum fashion. Efforts toward solving the l a t t e r  
problem have led t o  the development of parameterized functional forms of 
the s teeri  ng laws which have been call  ed "expl i ci t" or l'cl osed form'' 
guidance schemes (Cherry, Smith, Perkins, Teren, e t  a l )  . 
A parallel e f for t  i n  guidance technology arose with the development 
of the high-speed digi ta l  computer. I t  had long been recognized t h a t  the 
calculus of variations offered the theoretical basis for  constructing opti-  
mum t ra jector ies  and closed loop guidance lawsg and the computer made the 
practical implementation of t h i s  approach feasible. The general theory of 
a n  optimum rocket trajectory t o  specified end conditions was formulated 
(Breakwell, e t  a l ) ,  solutions based upon simplified models were worked out 
(Miele, e t  a l ) ,  extensive numerical results were obtained (Melbourne, Sauer, 
e t  a l ) g  the steepest descent method of trajectory generation (Kelley, Bryson3 
Denham) and the ''second variation" guidance scheme were developed (Kel ley,  
Bryson, Breakwell, Speyer), and a general form of closed loop optimum g u i d -  
ance was studied and  simulated (Hoelker, Minerg e t  a l ) .  These e f for t s  have 
led t o  proposed guidance modes which are based upon the calculus o f  vari- 
ations solution of the optimum trajectory problem, implemented e i ther  by 
real time i terat ion (Brown, Johnson, e t  a1)or by a Taylor ser ies  expansion 
about  an optimum nominal trajectory.  
In th i s  Report we shall follow the historical  development by separating ' 
the guidance and targeting problems, and defining two major classes o f  guid-  
ance modes: (1 )  parameterized, where a functional form i s  imposed on the 
steering law, containing parameters to  be chosen i n  real time to  sa t i s fy  
targeted end conditions, and ( 2 )  optimal, where the steering law i s  obtained 
via the calculus of variations. 
characterist ics i n  common, since the form of a parameterized law i s  always 
chosen t o  yield near-optimum performance. 
word parameterized was chosen rather than expl ic i t ,  because as will be seen, 
the l a t t e r  term implies unnecessary restr ic t ions and is  misleading. 
B o t h  classes of guidance modes have many 
I t  should be remarked that  the 
-3- 
1.3 Scope of Effort 
The study under contract has been conducted i n  two phases. Phase I ,  
which i s  described in the Interim Report (Reference l ) $  was concerned w i t h  
analyzing and simulating representative guidance modes. 
were: 
Some topics covered 
o separabili ty of guidance, navigation, and error  analysis 
o general structure of guidance modes 
o simulation of a hypothetical vehicle for  an advanced 
Jupiter mission 
o simulation of an Atlas-Centaur vehicle for  conventional missions 
o development of a "precise" form of parameterized guidance 
o discussion of the targeting problem 
o treatment of s t a t e  and control variable constraints 
o switching time conditions for  s tag ing  rocket vehicles 
o impulsive stochastic guidance 
Probably one of the more important resul ts  of the Phase I study was 
the recogni tion that  supposedly speci a1 purpose a1 gori  thms could be readily 
applied to advanced missions i f  one were w i l l i n g  t o  perform real time i n -  
tegration and i terat ion.  For example, simulation resul ts  showed t h a t  the 
TRW hybrid guidance mode performed well on conventional missions, b u t  n o t  
on a long-thrust-arc advanced mission, where the approximations inherent i n  
the algorithm were no t  valid. After replacing the approximations with a 
numerical integration and i terat ion technique, however, excel 1 ent performance 
was achieved. This resu l t  led to  further consideration o f  what has now been 
classif ied as parameterized guidance based upon a precise model e 
The Phase I1 e f fo r t  reported here has been directed toward analyzing 
and summarizing the general character is t ics  of guidance modes, recognizing 
t h a t  numerical resul ts  for  specific applications cannot lead t o  conclusions 
which a re  generally applicable. The conditions for  optimal i t y  have been 
discussed i n  some de ta i l ,  since these conditions are the s tar t ing point for  
-4- 
the development of any guidance mode. To simplify the discussion, a model 
guidance problem has been constructed, consisting of a single phase (e.g., 
a single stage rocket vehic1e)moving i n  a vacuum w i t h  the goal of achieving 
targeted end conditions (assumed given by pre-fl ight calculations) i n  m i n i -  
mum time. Some of the topics covered are: 
optimal i ty conditions 
approximation of optimum steering 
guidance mode s t ab i l i t y  
guidance near the final time 
trea tmcn t of cons t r a i  n t s  
c lass i f icat ion of guidance modes 
evaluation of guidance mode performance 
survey of guidance modes 
discussion of the targeting problem 
All of these topics have been covered from the most general point of view 
possible i n  an attempt to  draw useful conclusions pertinent t o  future appli- 
cations . 
1.4  Concl usi ons and Recommendations 
Based upon the results of this  study, i t  i s  possible t o  come t o  the 
following conclusions and recommendations: 
1)  A method for  classifying and quali tatively evaluating the 
performance of guidance modes has been devised, and i t  i s  
recommended t h a t  this conceptual framework be appl i ed i n  
the future development of guidance technology. 
2 )  Applying ( 1 )  the parameterized form of guidance, where a 
specified functional form containing f ree  parameters i s  
imposed as a steering law, appears to  be the best candidate 
for  future development. T h i s  approach, which i s  presently 
the basis fo r  most practical guidance laws, is simple, 
-5- 
versat i le  and  requires a m i n i m u m  of pre-flight preparation. 
The loss of optimality should be minimal. 
t h a t  real time numerical integration and i t e ra t ion  will be 
called for  i n  order t o  predict end conditions and compute 
the guidance parameters fo r  advanced missions 
t o  be within the s t a t e  of the a r t .  I t  i s  therefore recommended 
t h a t  th is  approach be studied further.  
I t  i s  likely 
b u t  th is  seems 
3)  The form of parameterized guidance which forces the steering 
angle t o  be a l inear function of time, such as i s  presently 
employed in the IGM mode for  Apollo missions, appears t o  be 
a near-optimal law for  a surprisingly wide range of missions. 
I t  i s  therefore recommended t h a t  studies be carried o u t  to  
determine i f  this simple, easily implemented form of a 
g u i  dance 1 aw i s  appl i cable to  advanced missions a 
A simple measure of optimality can be used for  evaluating 
guidance mode performance (see Section 3.6) 
4) 
5)  A simple measure of s t ab i l i t y  can be used as a design c r i t e r i a  
and for  evaluating guidance mode performance (see Sections 5.5 - 
5.6).  
6) The well known velocity-to-be gained cross product steering law 
can be interpreted as an optimal steering law when time-to-go t o  
b u r n o u t  i s  small. T h i s  or an equivalent scheme is required near 
burnou t  where the end conditions become uncontrol lable (abnormal ) . 
T h i s  guidance mode i s  therefore recommended fo r  final steering t o  
thrust  termi n a t i o n .  
7) Explicit development of targeting manifolds (numerical description 
of desired end conditons) 
appears to  be capable o f  yielding errors which are negligibly small 
compared t o  other sources of guidance system error .  Some numerical 
integration is  required, b u t  the computing load should be small 
compared t o  the numerical integration presently required t o  improve 
approximate expl ic i t  targeting. 1 t i s  therefore recommended t h a t  an 
e f f i c i en t  form of the asymptotic matching method be developed, 
based upon asymptotic matching of conics, 
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perhaps exploiting a numerical integration technique analogous 
t o  the hybrid conic method (Section 11 .7) .  The goal should be 
t o  develop an expl ic i t  targeting scheme which could be used 
i n  real time. 
I t  i s  hoped that  these conclusions and recomendations will be useful for 
future development o f  cost effective guidance techniques and pre-flight 
design procedures. 
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2. ANALYSIS OF GUIDANCE MODES 
2.1 Introduction 
A guidance mode is  an algorithm for  calculating a steering program 
and thrust  termination time for  a rocket vehicle which will cause specified 
end conditions to  be achieved. 
be chosen t h a n  there are end conditions (e.  g .  
has an in f in i te  number of parameters, which are  the values of the function 
a t  a continuum of times), then some performance index will be minimized or 
a "near optimum'' (optimal) form o f  the steering function will be a rb i t ra r i ly  
specified. 
minimum propellant expenditure a position and velocity vector a t  bu rnou t  
which, when considered as i n i t i a l  conditions for  the resulting coasting o r b i t ,  
will cause the vehicle t o  pass through a specified p o i n t  i n  space a t  a speci- 
f ied time. 
I f  there are  more guidance parameters t o  
a continuous steering program 
For example, the guidance mode may be designed t o  achieve w i t h  
A guidance law may be continuous, as i n  launch vehicle gu id -  
ance, where a continuous steering program must be chosen, or  impulsive, as 
i n  midcourse guidance, where the rocket vehicle i s  pointed i n  a fixed direc- 
tion and thrust i s  applied for  a relatively short time so as t o  apply essen- 
t i a l l y  an impulse of acceleration. We shall be primarily concerned here w i t h  
modes for  continuous guidance, since impulsive guidance is  a relatively 
straightforward special case. That i s ,  i f  the desired position and velocity 
manifold i s  specified, (see Section 2.2), then the impulsive guidance task 
i s  simply t o  specify the three components of the velocity increment, i .e . ,  
the integral of the acceleration impulse which will achieve a p o i n t  on the 
manifold. 
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Many forms of guidance modes have been proposed and analyzed, and 
some have been used i n  practice. The main purpose of this study is  t o  
analyze, c lass i fy ,  and t o  the extent possible, devise measures of perform- 
ance of such guidance modes. 
2.2 Guidance and Target ing 
Guidance may be t h o u g h t  of as a two p o i n t  boundary value problem. For 
example, a midcourse correction is  essential  a step change i n  the components 
of the velocity vector, achieved by applying thrust i n  a fixed direction for 
a relatively short  time, and chosen to  sa t i s fy  three desired end cqnditions 
a t  some specified terminal time. 
r = pos i t i on  vector, v = velocity vector, and x = x- t (0 ,  av), where (+,-) 
refer t o ,  respectively, the s t a t e  prior to  and a f t e r  the correction A V ~  The 
components ( A v l ,  Av2, A v 3 ) ,  which are integrals o f  the thrust acceleration 
components, are t o  be t h o u g h t  of as guidance parameters. 
motion are R = f ( x ) ,  then Av i s  chosen to  cause R = r(T) t o  be the desired 
end condition. 
i terat ion.  
- R(desired) is  the e r ror  residual associated w i t h  a v ( i ) ,  calculated by 
numerical integration of the equations o f  mgtion,  then 
Suppose x = ( r ,  v )  i s  the s t a t e  vector, 
f 
If  the equations of 
Given the uncorrected s t a t e  x-, this problem can be solved by 
That is ,  i f  A V ( i )  i s  the i th  guess o f  A V ,  and i f  A R ( i )  = R ( i )  
av( i  t 1 )  = - 
where Av(0) = 0. This procedure i s  repeated u n t i l  the error  i n  calculating 
Av(i) i s  acceptably small. 
cedure the "shooti ng method" for s ~ 1  v i  ng two point boundary Val ue probl ems. 
Applied matkanaticians sometimes call  this pro- 
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The case of launch vehicle (injection) guidance is  not essentially 
different,  for then there may be certain parameterso such as the i n i t i a l  
value of  the rocket steering angle and the angle ra te ,  which control the i n -  
jection ( b u r n o u t )  conditions, and which must be found as the solution of a 
targeting problem. Some performance index may be optimized i n  the process 
i f  there are more free parameters t h a n  desired end conditions; a calculus 
of variations problem arises i f  there are an i n f in i t e  number of  parameters 
t o  be chosen ( i  .e . ,  i f  the steering angle program has n o t  been parameterized 
b u t  i s  instead an arbitrary function defined by values a t  an in f in i t e  number 
of times.) I n  general, then, the guidance problem i s  the task of choosing 
the guidance parameters (perhaps optimally) t o  sa t i s fy  desired end conditions. 
Solution of  the guidance problem by real time numerical integration 
and i terat ion i s  possible for  midcourse guidance, because adequate computing 
time i s  available prior t o  executing the correction, and a good f i r s t  guess 
of  the final trajectory i s  available. 
guidance, however, where revised guidance parameters must be recalculated by 
a relatively small onboard computer as often as once per second as revised 
n a v i g a t i o n  data is  obtained. In this case one usually employs simplified 
techniques for  predicting burnou t  conditions, and relates these t o  the de- 
sired end conditions R by specifying a description of a manifold in s t a t e  
space which i s  the locus of  desired injection conditions. That i s ,  i f  the 
mission objective i s  t o  achieve some given position vector a t  a fixed termi- 
nal time T, and (r,v) i s  the s t a t e  vector a t  completion of the guidance phase 
a t  time t, where T > t, then the goal of the guidance system is  t o  cause 
This i s  n o t  possible for  injection 
R, (r,v) = 0 
R2 (r,v) = 0 
R3 (r,v) = 0 
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Implicitly we have v = v(r) from the above relationships, which specifies 
the manifold. The v(r) i s  sometimes called the required velocity, and i f  
v i s  the actual velocity prior to  guidance termination, v - v(r) i s  some- 
times called the velocity-to-be-gained." 
The preflight task of generating the functions R i ( r s v )  i s  sometimes 
called "targeting", as opposed to guidance, and we shall therefore make the 
following: 
Definition: Targeting is  the task of specifying functions of 
position and velocity (and  perhaps time), which, i f  s a t i s -  
f ied a t  bu rnou t  of a rocket vehicle, will cause desired 
mission objectives t o  be met. 
choosing the steering and thrust termination parameters 
so as to  achieve a t  b u r n o u t  a s t a t e  vector on (or acceptably 
close) t o  the manifold described by these functions. 
Guidance i s  the task of 
Note that ,  by definit ion,  impulsive guidance reduces t o  the simple task of 
determining the required A v  from the solution of the targeting problem, and 
calculating the guidance acceleration to be applied as a = 
i s  the burning time, given by ( l av ( / l a  I ) .  
The solution o f  the targeting problem could be stored i n  the vehicle 
i n  the form of a table of numbers. This approach poses a formidable pre- 
f l i gh t  preparation and storage task i f  the guidance system must be prepared 
t o  f l y  one o f  many possible t ra jector ies  (e.g., as i n  interplanetary mis- 
sions, where many launch opportunities are open). Fortunately, i t  can be 
shown analytically and by numerical simulation that  for  many space missions 
* 
The f ac t  that  guidance may not be terminated a t  the fixed nominal time t 
does not essentially change the problem, because varying the guided rocket 
engirle shut-off time by a small 
tion of acceleration a t  t, yielding a s tep change of velocity of magnitude 
(acceleration) x ( A t )  e 
t has the effect  of adding a delta func- 
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the injection guidance manifold can be simply specified i n  terms of the 
osculating orbital  elements. For example, i n  the case of an interplanetary 
mission the injection guidance task can be said to  be accomplished w i t h  
adequate accuracy i f  the osculating hyperbola a t  burnout achieves the nominal 
asymptotic velocity ( v m ) .  Since vW can be calculated a t  injection as a func- 
tion of instantaneous position and velocity, i t  can be said that  the required 
velocity is  v(r) = vm(r). Since the nominal t ra jector ies  depend upon the 
launch time ( tL).  present practice is to precalculate and s tore  v,(tL) i n  
the on-board guidance computer. These numbers are generated preflight by an 
i te ra t ive  procedure such as described above. In e f fec t ,  by this approach 
one transforms t o  the new s t a t e  variables v(r), r ,  and specifies the manifold 
by the simple equations v (r) = constant. 
cussed further i n  Section 2 .3 ,  the targeting problem will be discussed further 
i n  Section 11. 
T h i s  transformation will be dis- 
0 
2.3 The Model Guidance Problem 
The performance of a guidance mode can only be described when one 
specifies the mission objectives and the characterist ics of the vehicle and 
trajectory to  be flown. 
here, we shall r e s t r i c t  ourselves t o  considering a model guidance problem 
which i s  representative of an important class of applications one might 
reasonably consider fo r  an advanced guidance system. I t  will be seen, how- 
ever, t h a t  the basic approach to  guidance mode analysis can be extended t o  
more general cases. 
To more clearly i l l u s t r a t e  the ideas to  be presented 
I t  will be assumed that  ( 1 )  the rocket vehicle is moving exo-atmos- 
pherically, ( 2 )  i n  the presence of a single g r a v i t a t i n g  body, where (3) the 
thrust  acceleration magnitude i s  a specified function o f  time (e.g., a 
chemical rocket), and (4) the coast time between rocket stages is a fixed 
staging time. 
powered f l i g h t  "phase", where the mission has been divided into phases which 
are targeted to  achieve end conditions suitable for  the succeeding phase. 
This approach may be jus t i f ied  by a dynamic programing argument I t  will 
be assumed (5) that  the desired end conditions a t  burnout are functions of 
The l a t t e r  assumption is  equivalent t o  considering a single 
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position and velocity only (e.g., combinations o f  orbi ta l  elements o f  the 
coast t ra jectory) .  Since one must, a t  l ea s t  implicit ly,  define a performance 
index to  be optimized i n  order t o  define the s teer ing law (or the functional 
form of the steering law), i t  will be assumed (6)  tha t  the guidance mode will 
be designed t o  achieve the desired burnout  conditions i n  minimum, or near 
m i n i m u m ,  time. 
minimizing propellant expenditure f o r  the case of a chemically propelled 
rocket w i t h  fixed coast durations between stages . 
This i s  a reasonable operational goal, and i s  equivalent t o  
Taking an ine r t i a l  coordinate system centered i n  the gravitating body, 
the equations of motion are  
( 2 . 3 )  
where v i s  the velocity vector, r is  the pos i t i on  vector, g i s  the gravita- 
t i  onal acceleration vector given by 
and 
vector given by (see Figure 2.1 ) . 
1-1 is the gravitational constant. The a ( t )  i s  the thrust acceleration 
cos u , ( t )  s in  u,(t) 
where l a ( t )  I i s  the pre-specified time vcsrying magnitude of the thrust 
acceleration vector, and u1 ( t)  u,(t) are  steering angles. 
-1 3- 
3 r 
Figure 2.1 : The Coordinate System 
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Given an i n i t i a l  s t a t e  ro = r ( t0)$  vo = v ( t o )  a t  some time to d u r i n g  the 
t h r u s t i n g  phase, the problem is t o  choose the control functions u l ( t ) ,  
u , ( t ) ,  and the burnout time T so as t o  achieve desired end conditions i n  
minimum time (minimum T ) .  
functions qi(r,v) = 0 f o r  i = 1,2  ,... N, where N 
The end conditions will be specified by certain 
6. - 
2.4 Necessary Conditions fo r  Optimal i ty 
The necessary conditions for optimality offer b o t h  a tes t  which can 
be applied t o  a guided t ra jectory and an a i d  i n  analytically constructing 
such a t ra jectory.  In Part 3 the optimality conditions will be developed 
in a form convenient for guidance mode analysis; we shall only summarize 
the results here. 
The m i n i m u m  time problem i s  most easi ly  treated by introducing the 
s t a t e  variable s = t, so tha t  the equations of motion become 
Introduce the Lagrange mu1 tip1 i e r  vector 
and define the Hamiltonian 
T T T H = x f = X,(a+g) t xr v t hS 
In this formulation, the Lagrange multipliers are determined by their end 
condi t i  ons and 
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‘S * = AT (g) = . o  
(2.9) 
(2.10) 
(2.11) 
The trajectory i t s e l f  i s  determined by i t s  i n i t i a l  condition and the equa- 
t ions of motion 
C\i,i.,iJT = f T  = (g) (2:.12) 
The control functions U l ( t )  and u 2 ( t )  a re  determined by the optimality con- 
d i  tions 
. i = 1,2  (2.13) 
and the final time T i s  determined by 
H(T) = 0 (2.14) 
I t  is  easily shown from (2.13) that the thrust vector must be coll inear w i t h  
hich i s  sometimes called the primer vector. 
,v3 
I t  can be seen from the above that  the problem of calculating the time 
T and the control functions u l ( t ) $  u 2 ( t )  i s  equivalent t o  finding x ( t ) .  Let 
the end conditions specified by the functions q( r ,v)  = 0 for 9’ = 1,2,  ... N. 
Since s is  to  be minimized subject t o  these constraints, a t  the final time T 
define the performance index 
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(2.15) 
where the v i  a re  constant multipliers. 
plier x ( t )  must s a t i s f y  a t  the f inal  time T 
Then the time-varying Lagrange multi-  
xv(T) = (%) = 
= (s) = 
xS(T)  = (s) = -1 = 
(2.16) 
(2.17) 
(2.18) 
These a re  sometimes called the transversali t y  conditions. 
find x ( t )  by an i t e r a t i v e  procedure, which involves an i n i t i a l  guess o f  
the value a(t,) 
Normally one must 
I f  the functions qi(r ,v) a r e  constants of the motion on a coast arc ,  
then a t  burnout (time T + 0) we have 
- - A V  g + x r  v 
Thus the shut-off condition H(T)  = 0 reduces t o  
0 = x V a - l  
Since a = l a ]  & , i t  follows t h a t  shut-off occurs when 
-1 
la1 = Ix,l 
(2.19) 
(2.20) 
(2.21) 
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Note tha t  one might pose a different  optimization problem by choosing 
t o  maximize the f inal  mass (m) of a slagle stage chemical rocket, where 
m = - B = const (2.22) 
(2.23) 
Ve = effective exhaust velocity = const. (2.24) 
In this case m i s  the additional s t a t e  variable t o  be optimized (instead of s ) ,  
and the performance index becomes 
(2.25) 
i 
where the superscript s t a r  refers t o  the maximum mass problem. 
tonian is (since r i  = - 6 )  
The Hamil- 
* * * 
H* = xv(a+g) + xrv - a .  B 
and3 as i n  (2.20), a t  t = T we have 
* * 
'm B H*(T) = 0 = xva - 
(2.26) 
(2.27) 
* 
Since xm(T) = 1 
(2.2s) * -1 la1 = B b"l 
B u t  we have (m-mo) = B t ,  so t h a t ,  given a solution t o  the minimum time prob- 
lem, a solution of the maximum mass problem can be found by sett ing p* = ~ p ? ,  
from which i t  follows t h a t  A, = B xv  and h r  = B x r .  
* * 
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t 
Then the steering angles for  the two problems, which are determined by the 
r a t i o  of. h v ( t )  components, and the shut-off cr i ter ion,  are identical ,  and 
we have the intui t ively obvious resu l t  that  minimizing burnout time is  
equivalent t o  maximizing burnou t  mass of a chemical rocket, 
2.5 Optimal and Parameterized Guidance 
Since the guidance problem must be solved many times d u r i n g  f l i g h t  
as revised estimates of position and velocity are obtained by the navigation 
system, the solution of the optimization problem described i n  Section 2.4 
can be a formi dab1 e computati onal task . According the guidance mode desi gner 
chooses a sub-optimal steering and shut-off law which may be classif ied as: 
Optimal Guidance: where the steering law i s  obtained by approxi- 
mating the solution of the optimization equations (see section 
2.4) i n  some way. 
or 
Parameterized Guidance: where a functional form of the steering 
law i s  chosen which is  supposed to  approximate the true opti-  
mum law, and parameters i n  this form are  chosen i n  real time 
to  sa t i s fy  the end conditions. 
For example, optimal guidance m i g h t  be achieved by calculating and pre-storing 
a truncated Taylor ser ies  expansion describing the steering law as a function 
of position, velocity, and time, or by a real time i terat ion procedure, where 
approximations are made of the equations of motion and/or the Lagrange m u l t i -  
plier equations. Parameterized guidance migh t  be achieved by assuming tha t  
the steering angle is  the l inear  func t ion  of time u i ( t )  = ai + b i t ,  i = 1 , 2 ,  
where ai and bi are chosen i n  real time to  sa t i s fy  the end conditions, Ap- 
proximations of the equations of motion and/or the equations to determine ai 
and bi may also be made. Clearly the types of approximations made t o  solve 
b o t h  the optimal and parameteri zed guidance problems (and t o  analytical ly 
jus t i fy  any functional form chosen fo r  a parameterized steering law) are the 
key characterist ics of a guidance mode. Various approximations will be dis- 
cussed further i n  Section 4,O. 
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Further subclasses of the optimal and parameterized guidance will be 
defined i n  Section 8.0 I t  will be seen tha t  the central theme of this report 
i s  t o  analyze guidance modes by developing a c lassi f icat ion method, c lass i -  
fy ing  typical guidance modes, defining measures of performance, and t o  the 
extent possible, making judgements of the relat ive performance of  the various 
sub-cl asses. 
2.6 Measures of Guidance Mode Performance 
The measures of guidance mode performance which w i  11 be considered 
i n  this report are: 
1. Optimality - given t h a t  there is  a performance index to be 
m i  n i m i  zed, say propel 1 a n t  expendi ture,  how does the obtained 
value o f  the performance index compare t o  the theoretical 
minimum? 
2. Stabi l i ty  - does the: guidance mode call  for  h i g h  frequency 
a t t i tude  changes, o r  can small i n p u t  errors resu l t  i n  large 
non-s tandard maneuvers of the vehi cle? 
3 .  Accuracy - given tha t  approximations are introduced i n t o  the 
derivation and mechanization of the guidance equations, what 
are the result ing errors i n  the desired terminal conditions? 
(There are also navigation, computation, and mechanization 
errors,  b u t ,  insofar as these are  separable from guidance 
mode errors,  , i  .e.,  assuming superposition of effects,  they 
need not be considered i n  the design of a guidance 'mode.) 
4. Constraint Compatibility - i s  the guidance mode capable of 
generating commands and a trajectory which sa t i s fy  a l l  imposed 
control and s t a t e  variable constraints? I f  so, how d i f f i c u l t  
i s  the task of incorporating the constraints into the analytical 
formulation? 
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5. 
6 .  
7. 
8. 
9. 
10. 
Preflight preparation - what is  the cost  i n  time and money 
of preflight preparation of the guidance equations. 
particular,  how long does i t  take to  prepare the guidance 
system t o  accomplish a given mission? (The "quick reaction" 
prob 1 em. ) 
In 
Verification requirements - w h a t  i s  the cost i n  time and 
money of prefl i g h t  veri f i  cation of guidance sys tem performance? 
(Another aspect of the "quick reaction" problem. ) 
Flexibil i ty - what are the types of missions which the guidance 
mode can perform, and  how well can i t  adapt t o  changes i n  the 
mission, such as variations of launch azimuth? (Another aspect 
of the "quick reaction" problem.) 
Region of applicabili ty - what i s  the range o f  perturbations 
which can be adequately treated by the guidance mode? 
Computer factors - what are the real time on-board and/or earth- 
based computer requirements , i n parti cul a r ,  how much storage 
space i s  required, what i s  the length o f  the computing cycle 
for each i terat ion o f  the guidance equations, and how complex 
must the computer be? 
Growth potential - what i s  potential applicabili ty of the 
guidance mode to  future missions? 
These measures of performance will be discussed further i n  the sequel, 
and employed i n  a quali tative way t o  judge classes o f  guidance modes. 
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2.7 Linearized Analvsis 
The quantitive evaluation of guidance mode performance will call  
upon well known techniques for  linearizing the equations of motion about 
some nominal (reference) trajectory,  t h u s  considering only the f i rs t  order 
( f i r s t  variation) effects  of the steering and shut-off laws. 
l a r ,  the optimality of  a guidance mode can be evaluated i f  the optimum 
trajectory is  chosen as the nominal. 
the basis of  most guidance system performance analysis, w i  11 be exploited 
throughout  this report. 
In particu- 
This perturbation approach, which is  
Suppose we are  given a nominal steering program [ u l s ( t ) ,  u p s ( t ) ]  
and a nominal shut-off time T, and wish t o  study the effect  of varying the 
steering angles and shut-off time by a small amount. Define the s t a t e  and 
control deviations from nominal as 
s r ( t )  = r ( t )  -, r,(t) 
sv ( t )  = v ( t )  - v s ( t )  
6 U i ( t )  = U i ( t )  - U i S ( t )  
dT = T - TS 
i = 1 , 2  
where the subscript s refers t o  the nominal values, and 6(.) refers to a 
deviation a t  a fixed time t. Assuming that  the 6 quantit ies are small, the 
equations of motion may be linearized by representing them by a truncated 
Taylor ser ies  expansion: 
6U = i - is  = (z) 6 r +  (E a u  (2.29) 
6 + =  6 V  (2 .30)  
2 where the neglected higher order terms are denoted by 0(6 ) .  
pl ic i ty ,  u2 has been s e t  equal t o  zero (planar motion) and only 6u = 6u1 
has been treated. Then 
For sim- 
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(2.31) 
(2.32) 
aa 
au  
- 
6 U  
0 
(2.33) 
where I i s  the ident i ty ,  mat r ix ,  and F ( t )  and G ( t )  a r e  as indicated, 
culated on the nominal t ra jectory)  e 
(cal-  
Introduce the s t a t e  t ransi t ion matrix U ( T , t ) ,  defined by 
d dt U ( T , t )  = - U(t,t) F ( t )  
and U(T,T) = I .  I t  foll.ows tha t  
= U G S u  d d t  
- 
and hence 
(2.34) 
(2.35) 
ds (2 .36 )  
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Equation (2.36) describes the l inear  ( f i r s t )  variation of v and r a t  the 
fixed time T. Considering now the e f fec t  of varying the final time T: 
v(T+dt )  - vs(T)  
r (T+dt)  - rs( t )  + dT 
- (2.37) 
where &(t) and &(T)  are given by (2.36). Equations (2.36)-(2.37) are the 
fundamental equations of l inear  guidance analysis. 
expansion of the equations of motion were employed, they describe the f i r s t  
variation of the final s t a t e  vector. 
Since only a f i r s t  order 
Since the end condition functions qi(r,v)s i = 19Ze..N, are of  primary 
in te res t  here, (2.36)-(2.37) can be used to  describe their f i r s t  variations. 
Then 
2) dv i = 1 , 2  9 . . . N  
where the partial  derivatives are  evaluated a t  the final time T, and 
where 
(2.38) 
( 2  -40) 
(2.41) 
(2.42) 
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I n  (2 .39)  we have used the fac t  t h a t  the functions qi(r,v) are constbnt on 
the w a s t  arc, so t h a t  
si = 0. (2) v +  (2) g (2 ,43)  
and the [a,!] terms drop o u t  of the expression for the f i r s t  variation w i t h  
respsct t o  dT. Equation (2;39), which describes the f irst  order behavior 
a f  the end conditions, is the resul t  we shall e x p l o i t  i n  the sequel + 
3. OPTIMALITY OF GUIDANCE MODES 
3.1 Introduction 
Necessary conditions fo r  an optimum trajectory (see Section 2.4) 
provide the rationale for  both optimal and parameterized guidance. Further- 
more, a measure of the optimalityof a guidance mode can be developed from 
these resul ts  which is one of the measures of performance described i n  
Section 2.6. In this section, the optimality conditions will be developed 
i n  a form convenient for  the analysis of both optimal and parameterized 
guidance modes, and an approximate optimality measure will be devised. I t  
will be seen tha t  the optimality conditions are obtained by applying and 
extending the f i r s t  variation ( f i r s t  order) analysis described in Section 
2.8. 
3.2 The First Necessary Conditions for  Optimality 
Suppose tha t  a nominal t ra jectory i s  given which meets the desired 
end conditions qi(r ,v) = 0 ,  i = 1,2, ... N, and one wishes t o  test  whether or 
not the time T is  a minimum. 
u ( t )  and T t o  see i f  the same end conditions can be achieved i n  a smaller 
time. 
T h i s  i s  accomplished by varying the controls 
Holding the i n i t i a l  conditions a t  time t = 0 fixed, and employing 
equation (2.39), i t  follows tha t  a necessary condition for optimality is  
tha t  the matrix N must be singular,  where 
The proof is  by contradiction. If  M were not singular,  we could choose 
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where E i s  some arbi t rary,  small positive number, t o  obtain 
-1 rl] = N N KE + K dT = K ( E  + dT) 
dqN 
( 3 . 3 )  
Thus dT = -E: yields  dqi = 0 for  i = 1,2, ... N, which is a contradiction 
of the m i n i m u m  time hypothesis, 
must be a constant vector GT = (v  l . . . v N )  such tha t  
Since N i s  therefore singular, there 
w h i c h  implies the 
F i rs t  necessary condi t o n  for optimal i ty : 
There is a constant vector v such tha t  
(3.5) 
T T af 0 = v n ( t )  = 0 = A ( t )  [z ( x ( t ) , u ( t ) , t ) ]  
for a l l  0 < t < T, where - -  
and f describes the equations of motion (2.3). 
end wnditions (2.9) (2.10),and by the definit ion o f  the state transition 
matrix U ( T , t )  we have 
Note t h a t  (3.7) definesthe 
-27- 
From the form of the equations of 
t h a t  the thrust vector is  paralle 
The X v ( t )  and x r ( t )  are  t o  
of a quantity p w i t h  respect t o  v 
p = .vi q i ( r ( T ) , v ( T ) )  - T. As 
i 
hami 1 t o n i a n  
- 
motion we again note that  (3,5) implies 
t o  XV(t). 
be interpreted as partial  derivatives 
t) and r ( t ) ,  respectively, where 
i n  Section 2,  one can define the 
1 T H .  = xv ( a t g )  + XrV - 1 
which has the interpretation 
(3.9) 
(3.10) 
A t  the final time we then have H(T) = 8, which must be zero i f  the control 
parameter T i s  chosen optimally. Since the vi  may be scaled by an arbitrary 
common factor ,  the shut-off condition 
T H(T) = 0 = X v  a - 1 = lXvllal -1 (3.11) 
determines the scaling factor corresponding t o  the desired end conditions, 
3.3 An Approximate Form of the Second Variation 
Thus  f a r  only the f i r s t  variation has been considered i n  deriving 
necessary conditions for  optimality. 
from analysis of the second variation of the s t a t e  variables, which i s  
obtained by including the second order terms o f  the Taylor ser ies  expan- 
sion of the equations o f  motion. A complete analysis o f  the eecond vari- 
ation is  given i n  Reference (31, leading t o  a double integral expression 
for  the second variation of the end conditions w i t h  respect t o  u ( t )  , 
b u t ,  since this i s  rather cumbersome for  the purpose of guidance mode 
analysis, an approximate form will be developed here. 
Further necessary conditions follow 
-28- 
Express the ith component of the acceleration equation ( 2 3 )  as 
(3.12) 
i = 1,2,3 
. .  . .  
where, for simplicity, only a scalar  6 u  2 6u1 will be considered (planar motion), 
and the gravity second derivative term denotes a 3x3 matrix, The neglected 
pressions as given by (2.31) and (2.32), we have terns of  the type 
t h i r d  order terms are denoted by 0 ( 6  3 ). DiffereWating tbe f i r s t  derivative ex- 
3 wl (3) = p- [ 3 -  (3 (3.13) 
(3.14) 
and 
for  i = 1 
for  i = 2 (3.15) 
for  i = 3 
-29- 
The second variation approximation follows from the assumption 
2 2 tha t  the 6r terms a re  negligible compared t o  the 6u terms. I f  Ir I =  rl 
r2 = r3 = 0, then the 6r terms are  of the order 2 
6 3  ($-)' 6r 
i r  l 3  
I f  la1 191 and cos u % 1, then 1-I where g = 
lrI2 
(3.16) 
(3.17) 
This r a t io  can be estimated by a crude simple analysis. 
i n i t i a l  error  6r(O) is  t o  be corrected i n  time band  assume tha t  the thrust 
vector i s  nearly perpendicular t o  r d u r i n g  t ha t  period. 
steering angle variation, chosen from 
Suppose t ha t  an 
Assume a constant 
0 = 6 r ( T )  = 6r(O) + '2- 1 6r *. T2 = gr(0) .t 1 6ulal T 2 (3.18) 
so tha t  
-2 s r (0)  
6U = 
la1 T2 
Then 
r a t io  = 6 
2 Irl 
(3.19) 
(3.20) 
, which i s  the downrange distance increment due t o  the thrust la1 T* 
n 
and i f  
L acceleration acting d u r i n g  T,  i s  E l r l ,  then r a t io  = 6 E . A typical 
values of E m i g h t  be a t  most 0.1, so tha t  r a t io  5 0.1. 
be asserted t h a t  the 6r terms a re  small compared t o  the 6 u  terms i f  the 
steering law tends t o  keep the a l t i t ude  variations from the nominal t ra jectory 
equal t o  small values. 
In summary, i t  may 
2 2 
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The simplified extension of equation (2.33) now becomes 
where 
(3.21) 
cos u1 (5) = - la1 [si; u l ]  = -a ( t )  (3.22) 
Again introducing the s t a t e  transit ion matrix, and proceeding as i n  Section 
2.7, we have 
(3,231 
3.4 The Second Necessary Condition for  Optimali ty 
mality. 
From this result one can deduce further necessary condition fo r  opti-  
From the f i r s t  order results of Section 2 . 7 ,  i t  can be seen that ,  
except for the l inear  combination Cvi d q i ,  the end condition functions dqi 
can be s e t  equal to arbi t rary values by applying the control su( t )  . Thus ,  
choose a continuous 6u(t)  for  0 - -  t < T, plus a doublet impulse function 
c 
-c 
fo r  t l - E  - t 2 t, 
f o r  tl - -  < t < tl + E 
(3.24) 
where E i s  a small value. 
conditions dqi as compared to  the f i rs t  order e f fec t  of 6 u ( t ) ,  except fo r  the 
1 i near combination 
T h i s  impulse has negligible e f fec t  an the end 
-31 - 
= -Xi(tl)  a ( t l )  C‘E + A ~ ( T )  V a(T) d t  (3.25) 
Thus  dT can be made equal t o  a negative number unless 
- h i ( t l )  a ( t l )  = H u , ( t l )  0 fo r  alJ 0 tl - < T (3.26) 
where we have introduced the hamiltonian expression (3.9) . T h i s  i s  the 
classical  Legendre-Clebsch condition. I t  i s  c lear ly  true in this case, 
because the thrust vector i s  proportional t o  xv(t) ,  and hence 
(3.27) 
3.5 A Geometrical Interpretation of Optimal i ty 
The analysis of the f i r s t  and second variation o f  a trajectory has 
a geometrical interpretation which aids the study of optimality. Define 
the normal ized (by - H U u )  control variation 
T h u s  the f i r s t  variation control terms o f  equation (3.23) become 
where 
-32- 
boundary of 
reachable  set  
o f  po in t s  
Y = Lagrange mu1 
vector 
t ip l ie r  
dq2 
Fi  gure  3.1 : Geometri ca l  I n t e r p r e t a t i o n  o f  Optimal i t y  
Consider the N dimensional space w i t h  coord ina tes  dq,. . .dqN, as 
shown i n  figure 3-1. M.ake the orthogonal coord ina te  t ransformat ion  
d: = L dq 
where the matrix L i s  chosen t o  d iagonal ize  t h e  matrix 
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That is, 
LN*LT 
0 
0 
p 2  
0 
P N  
(3.31) 
(3.32) 
The f i r s t  eigenvalue is  zero since the matrix N of equation (3.1,), and hence 
N , i s  singular on an optimal trajectory.  
the second variation terms a re  negligible compared t o  the f i r s t  variation 
terms when they appear as a sum, equation (323) yields 
* 
C'learly the f i r s t  row of  L must 
be a unit  vector proportional t o  ;he vector v T = [ V 1 , v  2...vN]. Assuming 
dGl = - +  jT [6b(t)12 d t  
0 
(3.33) 
T A  
d i i  = q i ( t )  6 ; ( t )  d t  i = 2, ... N (3.34) 
n + t )  = L i j  ?lj(t). (3.35) 
0 
where T i s  held fixed and 
4s 
n * N 
j = l  
The t i  for  i = 2 ,  ~ .N are called the " f i r s t  order controllable" end condi- 
t ions.  Ncte tha t ,  by t h i s  construction, the Cli(s) are orthogonal; tha t  i s ,  
T 0 f o r  i # j 
p i  for i = j 
A A 
~ l , ~ ( s )  n . (s)  ds = 
J 0 
(3.36) 
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The boundary of the set  of points reachable for arbi t rary su ( t )  and fixed T 
can be determined by seeking the minimum value of d q l ,  subject t o  d i l  = 
specified for  i = 2, ... N. That i s ,  solve the accessory minimum problem 
N 
minimize dp  = dGl + 
ai dGi 
i =2 
where the ai are  Lagrange multipliers.  Then 
(3.37) 
(3.38) 
Using the orthogonality relation (3.36), we multiply the above equation by 
n . ( t )  and integrate t o  obtain 
J 
,T 
Then the Lagrange multipliers a r e  
and, again applying (3.36), we have 
i = 2,3 ,  ... N (3 .39)  
(3.40) 
(3.41) 
This paraboloid describes the boundary of the readable set  of  points, and 
the p i  a re  the radii  of curvature a t  the origin (see figure 3.1). 
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3.6 A Measure of Optimality 
Consider now a near-optimum trajectory which sa t i s f i e s  the end 
conditions. 
jectory, and interpret &(t)  t o  be [near optimum u( t ) ]  - [optimum u ( t ) ] .  
Since the end conditions a re  met on the near optimum trajectory,  equations 
(3.33) - (3.34) become 
Expand the equations of motion about  the true optimum t ra -  
T ,2 
0 = dql = - 1 \ 6~ d t  + KldT 
2 o  
i = 2, ... N 
Applying (3.36) i t  follows t h a t  the t i i ( t )  which satisfies (3.43) i s  
where, from (3.42), 
d T =  - 1; 6"udt 
2K1 
(3.42) 
(3.43) 
(3.44) 
(3.45) 
T B u t  K1 = xv(T) a(T) , and replacing &( t) w i t h  &I( t )  according to  (3.28), we 
have 
(3.46) 
Equation (3.46) is  the desired measure o f  optimality, fo r  i t  describes the 
additional time required to  achieve the desired end conditions when u s i n g  
the non-optimum control. 
weighting factor  
Another form can be obtained by defining the 
-36- 
w ( t )  = 
so that  
(3.47) 
(3.48) 
3 7 The Approxi mate Second Vari a ti on Gui  dance Mode 
The equations developed i n  section 3.5 to  describe approximate second 
order behavior of the end conditions w i t h  respect t o  the control can be used 
t o  develop an optimal, closed loop steering law. 
form of w h a t  i s  called the second variation guidance mode, which will be dis- 
cussed i n  section 10. Since the approach i s  based upon an expansion about 
a nominal t ra jectory,  the method i s  representative of an optimal guidance 
mode which employs stored coefficients.  
The resu l t  i s  a special 
I 
Equation (3.38) describes a control variation which i s  optimum in the 
sense tha t  i t  yields a p o i n t  on the boundary o f  the reachable s e t  of p o i n t s .  
Let d i l .  d i 2 , . . * d q N  be the open loop end condition variations due t o  an 
observed position and velocity error  a t  some time to. Then, from (3.38), 
and (3.40), the G h ( t )  which nulls the f i r s t  order controllable components i s  
(3.49) 
Neglecting the second order e f fec t  o f  s i ( t ) ,  the corresponding change o f  
thrusting time i s  
-37- 
(3.50) 
These equations can be p u t  into a more convenient form by removing the 
orthogonal transformation L o f  (3.32). Suppose the end conditions a re  de- 
scribed such tha t  v l i e s  along the q1 axis, so that  n l ( t )  = 0. 
the N-1 dimensional, f i r s t  order controllable end condition space 
* 
Consider 
T where Lc i s  composed of the f i r s t  N-1 rows of L,  and dqC = [dq2, ... d q ~ ]  . 
The matrix N* of  equation (3.31) takes the form 
N* = Lo O O NC 
where 
Equation (3.49) can be written 
. . I  
(3.52) 
(3.53) 
(3.54) 
-3a- 
Multiplying both sides of (3.54) by Ihv ( t ) \  la(t)I-’’*, and introducing 
(3.28) and (3.30), 
Thus  the approximate second variation algorithm ca l l s  for  steering t o  cor- 
rec t  the f i r s t  order controllable end conditions, where the influence func- 
t ions n i ( t )  a re  weighted as indicated above. 
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4.0 APPROXIMATIONS OF OPTIMUM STEERING 
4.1 Introduction 
I t  can be a formidable task t o  numerically solve the optimumization 
equations i n  order to  determine the thrust direct ion,  i . e . ,  the direction 
of the primer vector X , ( t ) .  
analyze the properties of the primer vector i n  order to  choose a functional 
form for the steering angle ( u )  which i s  supposed t o  be nearly optimum. 
This approach i s  called parameterized guidance, since certain f ree  parameters 
i n  the form u ( p , t )  are then chosen i n  real time t o  sa t i s fy  the end conditions. 
For example, an analysis of the primer vector behavior in a uniform gravity 
f i e ld  migh t  lead one to choose the tangent of the thrust  angle as a l inear  
function of time, or, us ing  small angle approximations, t o  choose the angle 
i t s e l f  is a l inear function of time. In this section, we shall examine 
properties of the primer vector by u s i n g  certain simplifying approximations 
of the equations of motion. This analysis will then be exploited t o  discuss 
the l inear form of parameterized steering. This particular form was chosen 
f o r  special attention because i t  is the basis of the I te ra t ive  Guidance Mode, 
which has been used w i t h  much success i n  real time applications (the Apollo 
mission) and in trajectory design. 
Accordingly, the guidance mode designer may 
4 .2  Motion i n  a Uniform Gravity Field 
Consider the motion of a rocket vehicle i n  the (r l  ,r2) planes and 
assume t h a t  the gravitational acceleration i s  a pre-specified function of 
time: g = g ( t ) .  
tion. Then (9) = 0, the F matrix o f  equation (2.33) i s  a constants and  i t  
is easi ly  shown that  the s t a t e  transit ion matrix is given by 
For example, g could be a constant vector i n  the -r2 direc- 
where t = time-to-go = T - t .  
9 
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Since the primer vector ( A v )  i s  a l inear  combination of elements 
of the s t a t e  transit ion matrix, i t  must be a l inear  function of time. 
From Equations (3.6) and (4.1)  we obtain the general expression fo r  the 
primer vector i n  a uniform 'gravity f ie ld :  
T X v  = uT U ( T , t )  = [al + u3 tg, a2 + a4 tg] 
where uT = vT [(%): (%)I = xT(T) 
\ GRAVITY 
(4.3) 
VECTOR 
11 = *PRIMER VECTOR 
STRAIGHT LINE TRACED OUT 
BY T I P  OF PRIMER VECTOR 
Figure 4.1 
PRIMER VECTOR I N  A 
UNIFORM GRAVITATIONAL FIELD 
(TYPICAL) 
From Equation (4.2)  we note  t h a t  the t i p  o f  the primer vec to r  moves w i t h  
uniform speed along a s t r a i g h t  l i n e .  This  i s  i l l u s t r a t e d  i n  F igure  4.1 
S ince  the u n i t  s t e e r i n g  v e c t o r  [cos u, sin u] must he taken p a r a l l e l  t o  
the primer vec to r ,  the func t iona l .  dependence of the optimum p i t c h  angle  
w i t h  time i s  given by 
Equation (4.4) i s  known as the b i l i n e a r - t a n g e n t  law. Le t t ing  
a = E:] and b = E:] (4 .5)  
Equation (4 .2)  may be rewritten as  
Xv(t)  = a t t b. (4 .6 j  4 
I t  i s  easy  t o  show t h a t  the pr imer  vector of  minimum length  i s  given 
i n  terms o f  the vec to r s  a and b o f  Equation (4.6)  by 
a ' b  b AV(min) = a - 
Define t* by 
a - b  t * =  T t -  
lb I2  
Then Equation (4.2)  can be written a s  
(4 .7)  
(4.8) 
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I t  follows that  
xv(min) T b = 0 (4.10) 
If  a coordinate system i s  now chosen so that rl i s  along xv(min), t h e n  i n  
t h a t  system the primer vector has the following simple form 
where 
c = I x v ( m i n ) l ,  d = t* [ b 1 9  6 = t b l .  
(4.11) 
(4.12) 
In th i s  coordinate system the primer vector consequently traces out a verti- 
cal l ine  segment, and the equation fo r  the pitch angle becomes 
tan u = - -  d e  (4.13) C 
We have shown i n  e f fec t  that  by rotating the coordinate system the bilinear- 
tangent law ( E q .  4.4) is reduced t o  the linear-tangent law (Eq. 4.13). 
follows that  by simply changing the reference direction from which u i s  
measured the bilinear-tangent law is transformed into the l inear  tangent 
I t  
.^. law, and we can always write 
tan (u -uo)  = (constant) + (constant)( t )  (4.14) 
as the most general case fo r  motion i n  a uniform gravity f ie ld .  
an approximate steering law fo r  the inverse square gravity law,one might 
choose ( 4 . 1 4 ,  or, simpler s t i l l ,  l e t  the angle i t s e l f  be a l inear  function 
of time. The l a t t e r  functional form has been used w i t h  much success i n  
applications (v i z ,  the IGM), and will be discussed below. 
Thus ,  as 
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4.3 On the Linearity of the Steering Angle for  the Uniform Gravity Model 
The behavior of the optimum pitch angle irr a uniform gravity f i e ld  is 
given by Equation (4.14). This equation s ta tes  that  the tangent of the anale 
varies uniformly w i t h  time i n  a suitable coordinate system. Since the tan- 
gent i s  a non-linear function, one can immediately conclude tha t  i n  general, 
the pitch angle does not vary l inearly w i t h  time. 
uniform gravity f i e ld  i s  b u t  a special case of a central force f ie ld  (cor- 
responding t o  the case where the length of the t h r u s t i n g  arc is  small compared 
t o  the distance from the center of force),  we may further conclude tha t  the 
general steering history of a rocket i n  an inverse-square force f ie ld  i s  non- 
1 i near. 
Furthermore, since a 
L 
Experience shows, however, t h a t  i n  many cases of practical in te res t  
the steering angle may be approximated as a l inear  function of time w i t h  
negligible loss of performance. T h i s  is not an unreasonable conclusion, since 
the arc  tangent  of a l inear  function m i g h t  be approximated reasonably well over 
some range of the independent variable, A1 ternatively, this conclusion, can be 
jus t i f ied  by showing that the angular acceleration is  small. 
(4.4), i t  follows t h a t  
From Equation 
. . 9 x 2  - 9 q  
Al + 
u =  2 2  (4.15) 
.. -2 ( A + ,  + h2i2) 
(A; + 
u =  (4.16) 
B u t  u i s  zero when lxVl  is a minimum,  where x l i l  + x2i2 = 0 , and is also 
zero when l h V l  -+ Q), Thus ,  an average value of a ( t )  might  approximate the 
steering angle quite well. 
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The validity of  the l inear assumption depends upon the segment o f  
the s t ra ight  l ine  ( 4,2) traced o u t  by the primer vector i n  a particular 
case, and hence i s  intimately connected w i t h  the boundary conditions. 
Three examples will now be given to  i l l u s t r a t e  t h i s .  
Example 1 - Problem: 
The end conditions require the attainment of a certain velocity, 
b u t  the position i s  unconstrained. Find the primer vector. 
Solution: 
By the end condition equations (2.16) and (2 .17) ,  i t  can be seen 
t h a t  the l a s t  two components of the vector ~1 must vanish. 
then from Equatfon (4,2), we see that  the primer vector i s  a constant. 
The pitch angle i s  constanty and therefore, l inear .  
B u t  
ExamDle 2 - Problem: 
The end conditions require the attainment of a certain p o s i t i o n ,  
b u t  the velocity i s  unconstrained, Find the primer vector. 
Solution- 
The end conditions require t h a t  the vector a of Equation (4.5)  be zero. 
The primer vector moves along a s t ra ight  l ine  passing through the 
origin b u t  always stays t o  one side of the origin,  A t  the final 
, time the primer vector vanishes. The pitch angle i s  again constant. 
Example 3 - Problem: 
The rocket i s  i n i t i a l l y  a t  the origin w i t h  zero velocity. A t  the 
final time i t  i s  t o  have an a l t i tude  h 2 0  and a (downward) velocity 
-v.  
a l t i tude ,  The final conditions then are: 
r1 and vl are unconstrained. 
Choose the coordinate system so that  r2 corresponds t o  (posit ive) 
r2(T) = h ,  v2 (T)  = -v ,  and 
Find the primer vector. 
-45- 
Solution: 
The t i p  of the primer vector moves along the axis.  In i t i a l ly  
the t i p  l i e s  above the origin, b u t  a t  the final time i t  i s  below 
the origin.  
through the origin. A t  th i s  time "thrust reversal" occurss and the 
pitch angle exhibits a jump  of TI (radians).  
angle i s  "highly" non-linear, a lbe i t  i t  i s  l inear everywhere except 
a t  the j u m p .  
Hence, a t  some c r i t i ca l  time the primer vector passes 
Consequently, the pitch 
Note that  example 3 i s  not typical of the cases being considered i n  t h i s  
Report, fo r  the minimum time criterion requires shut-off when 'the magni- 
tude of the primer vector becomes less  t h a n  a certain value (Equat ion 2 .21) .  
T h u s ,  a t  l e a s t  for  the case of chemical rockets, the minimum value of l A v ( t ) l  
should be attained a t  burnout. 
3 would be accomplished by a two-burn (two phase) mission, with a coast be- 
tween. 
the end conditions of the f i r s t  phase are related t o  the i n i t i a l  conditions 
of the second by solution of the targeting problem. 
As a practical matter, we assume t h a t  example 
The problem would then be treated as two minimum time problems, where 
In  summary, i t  might be said t h a t  the l inear  steering law can be a 
reasonably good approximation for  the constant gravity case i f  the end con- 
dit ions are "compatible", which means a s e t  of end conditions which cause 
the primer vector t o  a t ta in  i t s  minimum value a t  burnout. 
4.4 Motion i n  a Linearized Gravity Field 
The uniform gravity assumption only applies t o  cases where the 
thrusting arc length i s  short i n  comparison with the distance from the 
principal center o f  force. A more sophisticated model i s  required t o  ade- 
quately t r e a t  cases where th i s  assumption breaks down. A model which i s  
probably adequate t o  handle thrusting arcs up  to 90" i s  the "linearized 
gravi ty f ie ld"  model . 
-46- 
2 r 
(AT TIME t) r 2 
FINAL TIME) 
Figure 4.2 
UNIFORMLY ROTATING 
COORDINATE SYSTEM 
Consider a par t ic le  moving i n  a circular o r b i t  about the principal 
a t t ract ing body, The radi us and s ta r t ing  1 ocation of t h i s  hypothetical 
par t ic le  are  imagined t o  be so  chosen so as t o  minimize the maximum dis- 
tance between the par t ic le  and the rocket vehicle d u r i n g  the thrusting 
arc of the  l a t t e r .  For example, i f  the rocket i s  i n i t i a l l y  in a c i rcular  
o rb i t  and  accelerates t o  escape conditions the reference p o i n t  should 
probably be chosen i n  the same circular o r b i t  b u t  somewhat ahead of the i n -  
i t i a l  pos i t i on  o f  the rocket. 
u p  and ultimately passes the reference p o i n t ,  and the maximum distance be- 
tween the two i s  thereby minimized. 
system i s  taken a t  the previously defined reference par t ic le .  The rl-axis 
i s  taken i n  the direction of  motion and the r2-axis i s  the direction of 
the radius vector from the center of  force t o  the particle.  
therefore, rotates a t  a uniform ra te  which i s  equal t o  the angular velocity 
o f  the origin about the center of force. 
T h u s ,  as the rocket accelerates i t  catches 
The origin of a Cartesian coordinate 
The system, 
This system is  i l lus t ra ted  i n  
I 
-47- 
Figure 4.2.  
origin plus the f i r s t  order expansion about  the origin. 
for the gravity f i e ld  so obtained are  
The gravity f i e ld  i s  now taken as the gravity vector a t  the 
The equations 
2 
2 2~ r2 
9 = go + 
w =  
(4.17) 
(4.18) 
Moreover the constant term (go) in the gravity f i e l d  i s  equal t o  
the acceleration of the o r i g i n ,  and therefore does n o t  appear i n  the equation 
o f  motion. The function f of Equation (2.3) i s  given by 
- 3 ~  r2 + 2wvl + a2 
f =  l 2  
L:: 
where a19 a2 are  the components of the thrust acceleration. 
(4.19) 
The F matrix of Equation ( 2 . 3 3 )  i s  therefore a matrix o f  constants, and 
this equation can be readily integrated to  furnish the s t a t e  transit ion 
matrix. 
only the "velocity p a r t "  i s  required for  the primer vector: 
The resulting matrix i s  given below in i t s  ent i re ty ,  even though 
-48- 
where 
t )  = 
I o  t 4 -3 cos sin 6 I 
w I '  
+1 - cos 6 ) ;  
w 
(4.20) 
fd = atg = range-angle-to-go (4.21) 
Note t ha t  i f  6 i s  small then cos 6 = 1 and s i n  = $5 andp account ing  
f o r  the r o t a t i o n  o f  the coord ina te  system, Equation (4.20) reduces t o  Equation 
( 4 . 1 ) 9  as i t  should .  T h i s  corresponds t o  s t a t i n g  t h a t  i f  the range-angle-to-go 
is small a c o n s t a n t  g r a v i t y  assumption is  v a l i d .  Henceg i f  the i n i t i a l  
range-angle-to-go is  less than about  20°, the c o n s t a n t  g r a v i t y  model a p p l i e s  
and the present model o f f e r s  no th ing  new. I f ,  on the o t h e r  hand, the i n i t i a l  
range t o  go is g r e a t e r  than about go", then the present model will g e n e r a l l y  
prove inadequate  a s  we1 1 
interest i n  ca ses  where the i n i t i a l  range-to-go i s  i n  the range o f  20 to  90". 
The 1 i n e a r i z e d  g r a v i t y  model i s  t h e r e f o r e  of  
The genera l  expres s ion  f o r  the primer vector i s  given by 
-( a3 4 s i  n6-36) +a4 $1 2 -cosg+) +al ( 4 ~ 0 ~ 6 - 3 )  +2a2 si n 
w - 
- 2 a4 -a3 --&l-cos@) + sin@ - 2 9  sin6 +a2 cos 6 
where the a v e c t o r  i s  a s  def ined  i n  Equation ( 4 . 3 ) :  
(4.22) 
-49- 
On the interval 20 - 90" the term (4 sin6 -36) is  generally much 
smaller t h a n  the other terms, a t t a i n i n g  a maxirnal value o f  0.05. I t  will 
consequently be dropped. W i t h  th i s  modification, i t  can be seen t h a t  the 
primer vector traces o u t  an e l l ipse ,  for  
X , ( t )  = -2a cos d t 2b sin 6 + c1 
A 2 ( t )  = d cos 6 + a sin 6 t c2 
"4 a = -2 a1 + -  
w 
b =  
- 
c1 - 
d =  
- 
c2 - 
a2 
"4 2 - -  
w 
a* + 2 
a3 - 2 -  
w 
Then 
a1 
"3 - 
w 
cos 16 
sin 6 
-1 a b  
a d - 2  
(4.23) 
(4.24)  
(4 .25)  
(4.26) 
and 
(4 .27 )  
2 2 = (9 + bd)  
The rate  a t  which the primer vector moves around the e l l ipse  is  given by 
the rule t h a t  the eccentric anomaly increases a t  the constant r a t e  
i s  the ra te  a t  which 4 decreases. The situation i s  i l lus t ra ted  i n  f igure 
4.3. 
which 
LOCUS OF PRIMER VECTOR c - - -  
\ 
\ / 
\ / 
/ 
I 
\ 
/ Figure 4.3 ' 4, ----e 
TYPICAL LOCUS OF 
PRIMER VECTOR 
I 
A s o l u t i o n  l i k e l y  t o  be o f  i n t e r e s t  i s  obta ined when the  "downrange" 
coord inate r2 i s  free. The t r a n s v e r s a l i t y  condi t ions r e q u i r e  t h a t  a3 
vanish. Then d = b, c2 = 0, and 
where 
-1 b B = t a n  ($ 
k =  
d F - 7  
(4.28) 
(4.29) 
(4.30) 
Some examples from t h i s  f a m i l y  o f  s o l u t i o n s  a r e  given i n  Sect ion 4.5. 
-51 - 
As in the case of motion i n  a constant gravity f i e ld ,  a plausible 
argument for  the l inear angle approximation can be made. Essentially, i t  
i s  required t h a t  the primer vector trace o u t  a well behaved region of the 
e l l ipse  determined by the end conditions, where, as before, the minimum 
time cr i ter ion causes the primer vector t o  achieve i t s  minimum length 
only a t  the final time. T h i s  analysis will not be pursued here, instead, 
numerical examples w i  11 be presented. 
4.5 Numerical Exampl es 
This section presents some actual cases of optimal steering his tor ies .  
These have been extracted from Reference 4. This reference i s  of in te res t  
since i t  contains an evaluation of both  the l inear  tangent law and the IGM 
mode ( l inear  pitch angle) a s  they apply t o  various Earth-based mission. The 
resul ts  will n o t  be duplicated here, b u t  the basic conclusion formed in the 
above reference i s  t h a t  l inear  steering i s  superior t o  l inear  tangent steering. 
Furthermore, 1 inea'r steering was shown t o  be very good in comparison with the 
"exact" calculus of va r i a t ions  steering, i n  terms of injection payload. 
The t ra jector ies  
3D/Centaur 1 aunch vehi c 
t i o n  and a quite varied 
study . 
analyzed i n  Reference 4 are a l l  
e. This vehicle has a re la t ive 
acceleration prof i le ,  making i t  
based upon a Titan- 
y long b u r n  dura- 
a good candidate for 
As has been pointed out, Earth-launched missions present quite a 
severe t e s t  for  the l inear i ty  of the pitch angle because of the requirement 
t o  climb o u t  of the atmosphere. 
opposed t o  the booster stage) expend some of the i r  thrust i n  climbing. I f ,  
i n  addition, the thrusting arc  range angle i s  large, a further s t ra in  i s  imposed 
upon the l inear i ty .  
This requires t h a t  even upper stages (as 
The end conditions t o  which the vehicles were targeted are presented 
i n  Table 4.1. The thrust pointing his tor ies  as obtained from the calculus 
-52- 
of variations are presented i n  Figure 4.4. 
space-fixed system w i t h  the reference being the horizontal a t  burnout. 
The basically l inear  trend i n  the steering his tor ies  is apparent. 
The pitch angle is  given i n  a 
The tangents of the pitch angles are presented i n  Figure 4.5. 
short t h rus t ing  arc l inear i ty  i s  observed, b u t  marked departure from 
l inear i ty  i s  found i n  the longer range cases. Howeverg this  e f fec t  i s  some- 
what exaggerated since the coordinate system i n  which the data are presented 
i s  not in general the coordinate system which reduces the bil inear tangent 
law t o  the l inear  tangent law. 
mation, the theory of  Section 4.2 can be used to  straighten the tangent curves. 
Example calculations have been carried out t o  determine the optimum coordinate 
system, resulting i n  reasonably l inear  behavior. 
For 
Assuming the uniform gravity f i e ld  approxi- 
4.6 Comparison t o  the Linearized Gravity Model 
The constants k and 8 of Equation (4.28) can be adjusted empirically 
and the result ing pitch his tor ies  compared to  actual resul ts  obtained u s i n g  
the calculus of variations as presented i n  the l a s t  section. 
t h a t  i f  k is  assigned the approximate value 2.8, and 6 the approximate value 
-lo", the resulting family of curves (which depend on the range angle) includes 
members very similar t o  cases presented i n  the l a s t  section. 
I t  was found 
Figure 4.6 shows two such pitch his tor ies .  The pitch his tor ies  of t ra -  
jector ies  2 and 5 (see Section 4.5) are  also presented for  comparison. The 
similari ty i n  the trends is  apparent. 
the constant k and 6 to  obtain the best possible agreement, i t  would appear 
that  the data m i g h t  be f i t t e d  quite well w i t h  Equation (4.28). 
(4.28) i s  a candidate form for parameterized guidance, where k and 
justed t o  meet end conditions, or i t  can be used to  jus t i fy  simpler forms, such 
as 1 inear steering. 
Since no attempt was made t o  "fine tune'' 
Thus ,  Equation 
are ad- 
In summary, i t  can be said tha t  numerical and analytic resul ts  indicate 
that  the simple, easily implemented l inear  steering law may be a near optimum 
approxima tion 
appl i cabi 1 i ty  
recommended e 
fo r  a rather wide range of missions a 
of this form of guidance mode to  advanced missions are therefore 
Further studies of the 
-53- 
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5. GUIDANCE MODE STABILITY 
5.1 Introduction 
We shall say t h a t  a guidance mode is  s table  i f  steering applied t o  
a perturbed trajectory always causes the magnitude of a l l  position and 
velocity deviations t o  become smaller, where the deviations are measured 
from some nominal trajectory.  This i s  a rather strong definition of 
s t ab i l i t y ,  and i n  general , not easy t o  t e s t .  A useful necessary condition 
for  s t ab i l i t y  will be derived, however, which will offer  a quantitative 
measure o f  guidance mode s t ab i l i t y .  
5.2 Stabi l i ty  of the Linearized System 
T T  Let the s t a t e  vector be represented by xT = ( v  , r  ), and assume the 
closed loop guidance law u ( x , t ) ,  where (u , ,u , )  are the steering of angles 
generated by the guidance mode. The closed loop equations of motion become 
i = f ( x , u ( x , t ) , t )  (5 .1 )  
Introducing a nominal trajectory x s ( t ) ,  and the deviations 6 x ( t )  = x ( t )  - x s ( t ) ,  
the linearized equations become 
where 
and F ( t )  i s  evaluated on the nominal 
mated by a constant matrix, F ( t )  = F, t h e n  i t  i s  well known (Reference 5) 
t h a t  the system (5.2) i s  stable i f  the eigenvalues of F a l l  have negative 
real parts. 
trajectory.  If  F ( t )  can be approxi-  
Another t e s t  which also applies to  the time varying case, i s  as follows: 
Let the closed-loop s t a t e  transit ion matrix associated w i t h  (5.2) be U(t,s), 
where U(t,t) = I and 
-58- 
(5.4) d ds  - U(t9s) = - U ( t , S )  F ( s )  
Then, for  any two times t l ,  tZ9 
where 6xi = 6x( t i )  
orthogonal transformation such t h a t  
Following the approach of reference 6, l e t  L2 be an 
T where the ei gneval ues 
i s  positive def ini te .  
are guaranteed posi ti ve because [U( t2, tl ) U ( t2, tl ) I  
Let U ( t 2 , t l ) = U 2 1  , and define the matrix 
L1 = D;!" L2u21 
I t  follows t h a t  L1 i s  orthogonal, since 
and, since U(ti,ti) = I ,  L1 = L2 i f  tl = t2. Then 
6yi = Li 6 X i  
so t h a t  
6y2 = L2 UZ1 L; L1 6x1 
(5.7) 
(5.9) 
(5.10) 
-59- 
Thus, each component o f  y2 i s  o f  the  form 
(5.11) 
and the  system i s  s t a b l e  i f  ai(t2,tl) < 1 f o r  a l l  t2,tl. 
Since the  t r a c e  o f  a m a t r i x  i s  i n v a r i a n t  under an orthogonal  r o t a -  
t i on ,  we must have 
But i t  can be shown t h a t  ( re ference 5, page 10) 
IUZ1 I = exp j:' t r a c e  F ( t )  d t  
1 
(5.12) 
(5.13) 
Since ( t2 - t , )  may be chosen a r b i t r a r i l y  small, we have the  fo l l ow ing :  
Necessary condi ti on f o r  1 i near s t a b i  1 i ty: 
t r a c e  F ( t )  = (5) axi t (") axi . < 0 
This  cond i t i on  insures t h a t  IUZ1 I always diminishes f o r  any t ime (tl , t2 )  e 
Note t h a t  t he  s t a b i l i t y  c o n d i t i o n  i s ,  i n  general, necessary b u t  n o t  
s u f f i c i e n t ,  f o r  cons ider  the  s imple example 
x1 = 2 x1 
x2 = -3 x2 
Then 
t r a c e  F ( t )  = 2-3 = -1 < 0 
b u t  x1 goes t o  i n f i n i t y  w i t h  time. 
-60- 
5.3 A Stat is t ical  Interpretation of S tab i l i ty  
The necessary condition for  s t a b i l i t y  can be obtained from a s t a t i s -  
Suppose tha t  P2(6x2)  i s  the probability density func- t i ca l  point of view. 
t i o n  (p.d.f .)  of 6x a t  time tp. 
Using the rule for  transforming density functions, and employing 5.5, 
the p.d.f. of 6x a t  time t2 i s  obtained from the p.d.f. o f  6x a t  time tl by 
(5.14) 
Thus the density P2  will increase w i t h  time i f  ( U P q l  diminishes w i t h  time. 
Since the mean value of  6x2 i s  zero (the mean value of x2 is the nominal), 
then 6x2 tends to  approach zero w i t h  probability l o o e  This is  the s t a t i s -  
t ical  interpretation we seek, and the necessary condition for  s t a b i l i t y  
follows as before. 
6x -+ 0, as the simple example of Section 5.2 indicates. 
probability density is  spread out along the 9 ine x = (xl  ,O) . 
Note, however, that  l U 2 ,  I j- 0 does n o t  guarantee t h a t  
In this case, the 
5.4 The Necessary Condition for  Pdon-Linear System Stabi l i ty  
The necessary condition for s t ab i l i t y  also applies to  the non-linear 
If  x2(x1) i s  the solution of the non-linear differential  equation (5*1) ,  case. 
then 
(5.15) 
where the s t a t e  transit ion matrix U2, is evaluated along the nominal t ra-  
jectory corresponding to  the i n i t i a l  condition xll" Again we note tha t  the 
probability density increases w i t h  time i f  diminishes w i t h  time, and the 
s t a t e  x tends toward the nominal trajectory values, 
McReynolds obtained another derivation of this resul t  in Reference 7, 
Fokker-Planck equation describing the evaluation o f  the p . d . f .  i s  
The 
a 
3 ,  a t  - axi [P f i ( X , U ( X , t ) , t ) 1  = 0 (5.16) 
The characterist ics of this partial  differential  equation are  solutions of 
equation (5.1).  Along these characterist ics we have 
(5.17) 
for which the solution i s  
Imposing the condition that  P ( t 2 )  must always increase for a l l  times tl,tz, 
we have the previously obtained resul t. 
5.5 A Necessary Condit ion for  Guidance Mode Stab i l i ty  
Suppose we write the equations of motion as 
(5.19) 
where u i s  the steering angle which i s  supposed to  be .continuously dependent 
upon the s ta te .  
the f irst  three components of x ( i . e . 9  the velocity components) via the feed- 
back law u ( x , t ) ,  and the l a s t  three componentsof f a r e  independent of the 
l a s t  three camponents o f  x ( i  .e., the position components) e Then 
Note tha t  the f i r s t  three components of f only depend upon 
-62- 
Let the linearized velocity feedback law be represented by 
’ av3 
av l  ’ av2 ’ av3 
K z ( t )  = (2 - au2 
and define u n i t  vectors perpendicular t o  the acceleration vector 
-sin u1 cos u2 
- aa 1 - - -  cos u1 - 
a u ~  la1 R2 - 
-sin u1 sin u2 
-sin u2 
0 - aa 1 - - -  - 
la1 R3 - 
cos u 2  
where the acceleration vector i s  given by (see figures 2-1 and 5-1) 
cos u1 cos u2  
a = la1 s in  ul  la1 43 
cos u1 sin u2 
(5.20) 
(5.21) 
(5.22) 
(5.23) 
(5.24) 
(5.25) 
Then the necessary condition for  s t a b i l i t y  i s  
-63- 
la1 ( q * k l  + cos u2 t 2 * k 2 )  < 0 (5.26) 
Seeking a s l igh t ly  stronger t a b i l i t y  cr i tpr ion which avoids the p i t f a l l  
i l l u s t r a t ed  by the simple example of Section 5.2, we shall  say that  a 
guidance mode is  s table  i f  ( R l e k l )  0 and ( g 2 = k 2 )  cos u2 < 0. 
‘2 
1 
Figure 5.1: The Steering Vectors ; , c 
5.6 Interpretation of  the S tab i l i ty  Condition 
Suppose tha t  the rocket vehicle is  traveling nearly i n  a plane and 
l e t  r l , r2  axes be chosen to l i e  i n  this plane (nominal u 2 ( t )  a 0). 
the feedback 1 aw be chosen so. tha t  u1 (t) corrects only i n  plane errors,  and 
u2(  t)  corrects only out-of-pl ane errors that  i s  
Let 
(5.27) - 0 P - -  aul  - a u2 
av3 avl a?! 
- - -  
Choose a coordinate system a t  time t aligned w i t h  the acceleration vector, 
where the u n i t  basis vectors are R ~ , R ~ , R ~ ,  (as defined above - see Figure 5.1). 
In  th i s  system: 
k 2  = (%)a, 
(5.28) 
(5 29) 
where the velocity V ~ , V ~ , V ~  is measured i n  the ' l l , R 2 , R 3  system. 
ment ( ~ ~ * k ~ )  < 0 implies that  kl must l i e  below the k1 axis. 'That i s ,  (7) must be negative. The statement ( g 2 * k 2 )  cos u2  < 0 implies that  k2 
be opposite t o  k3  i f  cos u2 is positive, which we assume by choosing the 
r l ,r2 axis as the plane of motion. That i s ,  (4) must be negative. Let 
s v ( t )  be the velocity deviation from nominal a t  the time t, so that  the cor- 
responding steering angle correction is  
The s ta te-  
a u  
v3 
(5.30) 
(5-31) 
The corresponding acce le ra t i on  i s  
6ai = la1 s u p j  i = 2,3 (5,32) 
Thus the  phys ica l  meaning o f  t he  s t a b i l i t y  cond i t i on  can be s ta ted  i n  the  
fo l l ow ing :  
S t a b i l i t y  Rule: Any given component o f  6v i n  the  d i r e c t i o n  
perpendicu lar  t o  the  acce le ra t i on  vec tor  must c a l l  
f o r  an oppos i te l y  d i r e c t e d  s tee r ing  c o r r e c t i o n  from the 
guidance mode. 
A guidance mode w i l l  be s a i d  t o  be s t a b l e  i f  t h i s  cond i t i on  appl ies.  
i n t e r e s t i n g  t o  note t h a t  the s t a b i l i t y  r a l e  places no r e s t r i c t i o n  on the  
p o s i t i o n  feedback. 
It i s  
F igure 5.2: Coordinate System f o r  S t a b i l i t y  Analys is  
-66- 
5.7 S tab i l i ty  of the Second Variation Algorithm 
We shall  now show tha t  the approximate form of the second variation 
algorithm described i n  Section 2.7 i s  indeed s table .  Given a measurement 
of 6 v ( t )  and 6r(t) ,  l e t  the f i r s t  order controllable components of the end 
conditions be 
(5.33) 
Considering only a velocity error ,  equation (3.35) yields 
But, from the definit ion of Q and g2 
Let 
(5.35) 
6 V ( t )  = (6V*Ql) R1 + ( 6 V * Q 2 )  Q2 (6V'Qg)  R 3  (5.36) 
Then the control component due t o  a velocity e r ro r  i n  the k2 direction i s  
(5.37) 
I t  can be seen tha t  a positive k2 component o f  6 v ( t )  does indeed cal l  for a 
negative value of 6 u ( t ) ,  s ince the kernel matrix i s  positive definite. 
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6.  GUIDANCE NEAR THE FINAL TIME 
6.1 I ntroducti on 
The behavior of a guidance mode near thrust termination determines the 
a1 gori  thm"s u l  timate accuracy, for the r e su l t  of approximati on errors occurring 
early i n  f l i g h t  are  corrected by f inal  steering and shut-off. 
clear tha t  an arbi t rary number of end conditions cannot be a l l  s e t  equal t o  
zero i f  errors occur near b u r n o u t ,  for  p o i n t i n g  the thrust vector and varying 
the b u r n i n g  time by a small amount can only change the velocity components. 
This degradation of capabili ty can be understood in terms of the concept of 
control labi l i ty ,  and the required guidance mode behavior a t  the f inal  time 
can be understood i n  terms of the concept of velocity-to-be gained. These 
ideas will  be discussed i n  this Section. 
I t  i s  intui t ively 
6 .2  Controllabil i ty and Abnormality a t  the Fina l  Time 
Equation (2.39) s t a t e s  tha t  the f i r s t  order charge of the end conditions 
attainable by applying steering and thrust termination are g iven  by 
T 
dq = I  n ( t )  s u ( t ) d t  t K dT 
to 
where dq is an n dimensional vector. A system i s  said t o  be f irst  order 
controllable of order r i f  r l inear  combinations of end conditons can be 
s e t  equal t o  arbi t rary values. A necessary and suf f ic ien t  condition that  a l l  
end conditions be controllable is  that  the n by n matrix 
have fu l l  rank ( a l l  n eigenvalues non-zero). I f  so ,  one can choose an 
arbitrary E and 
yi e 1 d i  ng 
B u t  i t  has already been shown (Section 3 .2 )  t h a t  a necessary condition for  
optimality i s  t h a t  N be singular. T h u s ,  an optimal trajectory w i t h  n end 
conditions i s  controllable with respect t o  steering of order a t  most n-1.  
The additional degree of freedom afforded by the shut-off time variation dT 
wi 11,  i n general, make the end condi t i  ons completely control 1 ab1 e .  
I t  should be noted that  the singular matrix N may have rank less t h a n  
n-1 (more than  one zero eigenvalue) in which case the end conditions would n o t  
be completely controllable. T h i s  corresponds t o  abnormality (see Reference 3 ) ,  
and i s  assumed to  be not the case for(T-to)sufficiently large. 
Abnormality does tend t o  a r i se  of the f inal  time, however. Suppose that  
(T-to)is small so that  
Then, . 
and the rank of N i s  equal t o  the rank of n ( T ) .  
angles (pitch and yaw), and the rank of (aq /av )  i s  - 2 ,  then the rank of 
N i s  2 .  
with respect t o  the steering angle, that  i s ,  the trajectory is  abnormal a t  
the f inal  time i f  the dimension o f  q i s  greater t h a n  n=3. Including the 
degree of freedom afforded by the shut-off time variation, the trajectory i s  
controllable of order 3 a t  the final time. I n  other words, the only control 
available a t  the f inal  time i s  the velocity impulse achieved by pointing the 
thrust  vector and adjusting the b u r n i n g  time. 
If  there are two steering 
Thus near the final time the trajectory i s  controllable of order 2 
6 .3  The Veloci t.y- to-be-Gained 
The veloci ty-to-be gained concept i s  useful for  designing a guidance 
mode t o  operate near the f inal  time. 
gravitational acceleration can be represented as functions of time ( n o t  posit ion),  
so t h a t  
Suppose that  the components of the 
0 (6.7) 
0 L 0 
L 
Let the velocity to be gained ( V  ) a t  to  be the velocity added by the thrust  
acceleration between t o  and T. 
acceleration i s  applied in the direction of x v ( t ) ,  we have 
9 
For an optimal trajectory,  where the thrust  
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If ( T - t o )  i s  smalls 
Thus vq can be t h o u g h t  o f  as a step change in velocity a t  the f inal  time, applied 
in the direction of the primer vector X V ( T ) .  
A V which sa t i s f i e s  the end conditions always exists i f  early steering 
9 
has been properly applied, b u t  only the three velocity components can be changed 
t o  correct perturbations occurring very near burnout. Recognizing this  suppose 
t h a t  only three end conditions need be corrected, q , ,  q 2 ’  q3. 
velocity, v ( r ) ,  be the velocity required t o  achieve the end conditions a t  a r 
given position vector r.  
Let the required 
Such a velocity always ex is t s ,  for one can solve 
sq = 3)  ar 6r = o 
t o  o b t a i n  
(6 .10)  
(6.11) 
I n  general, a required velocity can be found i f  there are three (or less)  end 
conditions t o  achieve and the matrix ( a q / a v )  o f  (6 .10)  i s  invertab?e. 
from (6.11) the required velocity a t  the final time i s  
Then, 
where s denotes nominal values, The instantaneous velocity t o  be gained i s  thus 
v = vr(r) - v (6.13) 
9 
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As a practical matter one usually defines the desired end conditions 
i n  terms of conic elements, i n  which case the components of  vr(r) can be 
calculated as expl ic i t  functions of r .  
specif ic  energy = c3 - ( I VI' - 2v/r), where c3 i s  a specified constant, t h a n  
the requi red speed i s  
For example, i f  q1 = def i c i t  in desired 
Explicit expressions for the components o f  v for  the cases o f  interp1anetar.y and  
circular o r b i t  injection are presented in Reference 8, pages 124-126. 
9 
6 .4  The Cross Product Steering Law 
The impulsive approximation of v i s  n o t  adequate when there i s  a long 
9 
time-to-go t o  burnout .  
suggested (Reference 8 ) ,  which has proved i t s e l f  in applications. 
i s  near optimum i n  the following sense. 
Accordingly, a cross product steering law has been 
This law 
From (6 .8)  note t h a t  
i g ( t )  = #$-/ h V ( t )  (6.14) 
T h a t  i s ,  the rate o f  change of v i s  i n  the direction of A v ( t ) .  
previous discussion 
t o  the instantaneous v g ( t )  near the final time. 
para l le l ,  and near-optimum steering law can be defined by 
But  from the 
9 
t can be seen t h a t  the primer vector A v ( t )  i s  nearly para  
Thus, v and ? are nearly 9 4 
v x b  = o  (6 .15)  
9 g 
1 el 
I t  can be seen t h a t  th is  i s  indeed the optimum steering a t  the final time. 
off occurs when I v I = 0 ,  i .e. , when a l l  components of v are simultaneously zero. 
S h u t -  
9 4 
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Fol lowing Reference 8 suppose v r ( r )  i s  e x p l i c i t l y  known, so t h a t  
(6.16) vg = v r - v =  v - g - a  
where a i s  the t h r u s t  acce le ra t i on .  L e t  
-- a 'r V - g  = b ar 
Then i t  i s  shown i n  re ference 8 t h a t  
a = b +  d i a l 2  - l b l 2  + ( i  * b ) 2  - ( i a  b)  
II -1 
where 
i = &  
9 g 
Since b i s  the r a t e  o f  change o f  v w i th  la1 = 0, then b(T) = 0 i s  
o f  the f a c t  t h a t  v ( t )  = 0 a f t e r  burnout. Henceg a becomes para1 
near the f i n a l  t ime, as expected. 
9 
9 
a 
e 
(6.17) 
(6.18) 
(6 19) 
consequence 
w i t h  v 
9 
6.5 End Condit ions f o r  Guidance Modes 
The previous d iscuss ion has i n d i c a t e d  t h a t  a t  most three v e l o c i t y  components 
can be c o n t r o l l e d  near the  f i n a l  t ime, which means t h a t  a t  most three end cond i t i ons  
can be met. 
be gained o r  some equ iva len t  technique can be employed near burnout t o  s a t i s f y  end 
condi t ions i n  a near optimum way. Since as many as s i x  end cond i t i ons  can be 
s a t i s f i e d  by s t e e r i n g  over a long t h r u s t i n g  arc, i t  i s  c l e a r  t h a t  the guidance mode 
may have t o  make a t r a n s i t i o n  i n  f l i g h t  t o  the case where on ly  three end cond i t i ons  
are t o  be achieved. 
Then i f  the m a t r i x  (aq/av) i s  n o t  s i n g u l a r ,  e i t h e r  the v e l o c i t y - t o -  
I f  so, a t r a n s i t i o n  c r i t e r i o n  must be devised, For example, 
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i t  may be apriori desired t o  a t t a i n  a circular s a t e l l i t e  o r b i t  a t  bu rnou t  w i t h  
100 n . m i .  a l t i tude,  b u t  a t  some time near burnou t  th is  goal would be abandoned 
i n  favor  of a circular o rb i t  a t  arbitrary al t i tude.  
This consideration i s  n o t  serious fo r  most guidance work, for  three end 
conditions are usually suff ic ient .  
injection guidance requires t h a t  three functions of p o s i t i o n  and velocity be 
nulled i n  order t o  pass through a given point i n  space a t  a fixed time (or, 
appreximately, t h a t  the three components of the hyperbolic excess velocity 
be held f ixed) .  
velocities as well as positions must be fixed, b u t  these are usually accomplished 
u s i n g  multiple phase guidance w i t h  coast periods between phases. 
attention must be given t o  the behavior of the guidance mode near b u r n o u t .  
For example, lunar or inteplanetary 
This i s  n o t  the case o f  rendezvous problems, however, where 
In  any case, 
Since the veloci ty-to-be-gained cross product steering law has proved 
i t s e l f  i n  applications, and because i t  can be interpreted as an optimal steering 
law when time-to-go t o  burnout i s  small, ‘ this  guidance mode i s  recommended for 
final steering t o  thrust termination. 
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7 TREATMENT OF CONSTRAINTS 
7.1 Introduction 
Another important consi deration i n the development of a guidance mode 
i s  the analytical treatment o f  constraints on the mission, the trajectory,  and 
the vehicle. Indeed, i t  i s  sometimes the case tha t  these requirements a f fec t  
the form of a guidance algorithm more than any other fac toro  for constraints 
are .of prime importance and are  d i  f f i  cul t t o  t r e a t  analyti cal ly Constraints 
are basically o f  two types: 
mission constraints are those which e x i s t  independently o f  any vehicle, while 
vehi c le  cons t r a i  nts are those requi red by the par t i  cul a r  1 aunch vehi c le  e 
mission constraints and vehicle constraints,  The 
Examples of mission constraints would be: 
Total mission time. 'The time from launch t o  mission 
completion may be fixed. 
tan t  i n  r e l i ab i l i t y  analysis,  where the probability of 
fa i  1 ure i s  a monotoni cal ly increasing function o f  time 
This is  particularly impor- 
Tracking. I t  may be tha t  the 
required t o  pass over certain 
various times d u r i n g  the miss 
t ra jectory w i  11 be 
tracking s ta t ions a t  
on. 
Range Safety. 
n o t  pass over certain par ts  o f  the earth because o f  the 
safety considerations, These constraints can be 
described i n  terms o f  certain impact probabi l i t ies ,  and 
t ranslate  themselves in to  such considerations as launch 
azimuth cons t r a i  nts and yaw s teeri ng cons t r a i  n ts 
I t  may be requ red that  the trajectory 
Launch Window Duration. 
t o  get  t o  launch a vehicle may be res t r ic ted  by many 
practical consi derati ons e 
The length of time available 
Launch Window Avai labi l i  ty 
be res t r i  cted for  numerous reasons 
Certain days or months may 
Solar V i  si  b i  1 i ty 
or heating or a t t i tude  reference a t  phases o f  the mission. 
Some payloads may requi re so la r  power 
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Examples of vehicle dependent constraints which may be specified are 
as follows: 
o The vehicle a t t i tude a t  various times (e.g. ,  a t  s t a g i n g  
or inject ion) .  
o The vehicle a t t i tude ra te  a t  various times. 
0 The vel oci ty correcti on capabi 1 i ty remaining a t  b u r n o u t .  
e Maximum dynami c pressure. 
0 The heating integral ,  which i s  the integral of dynamic 
pressure times vel oci ty . 
0 Dynamic pressure a t  f i r s t  stage separation. 
@I Angle of attack a t  f i r s t  stage separation. 
0 Firs t  stage impact distance. 
0 Radar look angles, for the case of a vehicle which i s  
radio g u i  ded. 
There are other constraints o f  these types which m i g h t  be specified. 
important t o  note t h a t  the constraints can be rather complex t o  describe 
analytically,  and  the requirement t h a t  none be violated a t  any time d u r i n g  a 
guidance phase poses a potentially severe rest r ic t ion on the form of a guidance 
mode. 
I t  i s  
7 .2  State and  Control Variable Constraints 
From the p o i n t  of view of guidance theory, a l l  constraints translate 
themselves i n t o  one of two types: 
0 State variable constraints 
Consisting of certain functional specifications of the 
trajectory s t a t e .  
For example, the specification tha t  the dynamic pressure must never exceed a 
certain number is  a s t a t e  variable constraint, as i s  the specification t h a t  
the heating integral shall  be less than  a certain number. 
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o Control variable constraints 
The specification of vehicle control functions, such as the 
s teeri  ng 1 aw . 
For example, i f  the steering a t t i t u d e  a t  injection i s  specified to  be a certain 
value, or the injection at t i tude rate is  specified to  be a certain value, these 
would be control variable constraints. 
The control variable or the s t a t e  variable constraints could be i n  
equality or inequality constraints. 
angle as a precise function of time on the nominal trajectory would be a s t a t e  
variable equality constraint. Specification of a radar look angle as lying 
between two given bounds would be a s t a t e  variable inequality constraint .  
Specification o f  final injection at t i tude as a f ixed  number would be a control 
variable equality constraint, while specification of the final injection 
at t i tude as lying w i t h i n  certain bounds would be a control variable inequality 
constraint. Control variable constraints can usually be treated without too  
much di  f f i  cul ty , parti cul arly w i  t h  a parameteri zed guidance law. 
For example, specification of a radar look 
7.3 Treatment o f  State Variable Constraints 
The analytical treatment of s t a t e  variable constraints i s  generally 
d i f f icu l t .  The reader i s  referred to  References 9 and 10 for  a discussion of 
this problem from the point of view of optimal control theory. In general, the 
theory s t a t e s  that  one may design a trajectory without regard to  constraints i f  
i t  occurs t h a t  the resulting trajectory sa t i s f i e s  a l l  constraints. 
n o t  the case, a different  trajectory must be constructed. 
case of a s t a t e  variable inequality constraint one must develop a trajectory 
broken into segments, where on some segments an ordinary unconstrained opt imiza-  
t i o n  problem is  solved, and on other segments the trajectory moves along the 
boundary of the constraint inequality surface. The task then is  t o  f i n d  the 
break po in t s  o r  switching times, where the segments join (see Figure 7.1 ) 
the exception of some special cases, the theory i s  d i f f i cu l t  t o  implement, and 
empirical rules are often applied for  the design of practical guidance modes. 
One must be aware of this troublesome problem when evaluating the performance 
of any given guidance mode. 
I f  this i s  
For example, i n  the 
W i t h  
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s t a t e  variable boundary 
/‘ r 2  /’ 
conditions sat isf ied 
i n i t i a l  unconstrained point 
point t ra j e c t o ry 
Figure 7.1: Effect of State Variable Constraints 
The s t a t e  variable constraint problem might be eff ic ient ly  treated by 
Suppose t h a t  a steering law of specified form a parameterized guidance law. 
u ( p , t )  i s  chosen, where p i s  a parameter vector chosen in real time t o  meet the 
end conditions. 
the form 
Substituting u ( p , t )  into ( 2 . 3 ) ,  the equations of motion take 
= ‘ f ( p , t )  d t  ( 7 . 1 )  
T where xT = ( v T ,  r ) i s  the s t a t e  vector. 
Suppose there i s  a s t a t e  variable inequality constraint of the form 
Implicitly we then have x = x ( p , t ) .  
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For any given p, the maximum value o f  JI i s  attained when 
S o l v i n g  for the time (t,) of maximum JI from equation ( 7 . 3 ) ,  we have an implicit  
constraint on p: 
(7.4) 
Thus  there is  an acceptable region i n  parameter space, the boundary being 
determined by set t ing qmax = 0 i n  equation (7 .4 ) .  
section of this s e t  of acceptable parameter values w i t h  other similarly defined 
sets  corresponding t o  other s t a t e  variable cons t r a i  nts 
acceptable p vectors would be possible. I f  there are more values of p t h a n  
end conditions,and p can be chosen as an in te r ior  point, degrees of freedom 
are avai 1 able for optimi zati on.  
I f  one can f i n d  the inter-  
the selection of 
The constraints determine p ,  however, i f  i t  must be a boundary p o i n t  
i n  order t o  sa t i s fy  the end conditions. I f  there are just the r i g h t  number of 
values o f  p t o  sa t i s fy  end conditions, the constraint surfaces provide a means 
for checking whether or n o t  a given p vector i s  acceptable. 
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8. CLASSIFICATION OF GUIDANCE MODES 
8.1 Introduction 
In this  Section we shall  develop a method for  classifying guidance 
modes according t o  the assumptions t h a t  were applied i n  the i r  derivation 
and implementation. T h a t  i s ,  does the mode attempt to  solve the calculus of 
variations problem in real time, o r  i s  a supposedly near-optimal form of the 
steering law imposed? 
ser ies  expansion about a nominal trajectory,  or i s  real time i terat ion employed? 
If an expansion method i s  used, i s  i t  l inear or non-linear? If real time 
i te ra t ion  i s  used, i s  i t  based upon a precise or approximate model of the 
vehicle trajectory and partial  derivatives? These questions are the basis 
of the guidance mode classif icat ion,  which will be used in the sequel t o  
provide a basis for  guidance mode evaluation. 
Is the steering law implemented by developing a Taylor 
8.2 Optimal Guidance 
A guidance mode will be called optimal i f  the thrust  vector i s  pointed 
in the direction of the primer vector, j , ( t ) ,  where X v ( t )  i s  obtained e i ther  by 
an exact integration of the Lagrange multiplier equations (2 .9  and 2.10) or by 
an approximation of these equations. 
approximated, for  acceptable performance can usually be obtained w i t h  
approximations which greatly simplify the computation load. 
I n  general, the primer vector would be 
, 
One method fo r  implementing optimal guidance is  t o  use a Taylor ser ies  
expansion. 
correspondi ng t o  perturbed i n i  ti a1 condi ti ons are cal cul ated, a1 ong w i  t h  the 
associated primer vectors. 
Conceptually , a nominal trajectory and a s e t  of perturbed t ra jector ies  
Then one could s tore  
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X V ( t ,  X i )  = A&) t (8.1 1 
where the subscript s refers t o  the nominal value, and 6xiT = [6J(ti),6$(ti)] 
is the perturbed s t a t e  a t  ti 5 t,where a closed-loop correction is  t o  be applied 
as a function of 6 x i .  More directly,  the steering angle i t s e l f  could be stored: 
A stored expansion method will be called l inear i f  the steering angle i s  stored as 
a l inear function of the s t a t e ,  t h a t  i s ,  i f  second and higher order terms i n  
(8.2) are dropped. In e i ther  case the 
coefficients must be redefined for  each time ti where a new measurement from the 
n a v i g a t i o n  system i s  introduced to  calculate a closed loop conection. 
differences (titi - t i)  are known as the guidance cycle time. Typical cycle 
times are from 1.0 to  10 seconds, which means t h a t  many coefficients must be 
cal cul ated and stored for  a g i  ven nominal trajectory.  
t ra jector ies  must be developed i f  there is  a wide range of  mission opportunities. 
Otherwise, i t  will be called non-linear. 
The time 
Furthermore, many nominal 
In general, i t  can be said that  the expansion approach has the advantage 
o f  being easily t o  implement i n  real time, since only a stored table look-up is 
required t o  %calculate the u( t)  for  any given X (  t i ) .  
advantage of requiring much storage and preflight preparation, and being rather 
inflexible i n  the sense that  the expansion is valid only i n  some region of an 
apr i  ori nominal trajectory.  
The approach has the dis- 
The second variation method is  useful for determining the l inear terms. 
In w i t h  this method one analytically develops the expressions for 
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for arbitrary times t,ti in terms of matrix integrals of f i r s t  and second partial  
derivatives, calculated on the nominal trajectory.  An approximate form o f  this 
method i s  described in Section 3.6; other forms will be described i n  Section 9 . 3  
and 9.4.  This approach could be extended t o  t r e a t  the higher order terms (which 
would probably be too unwieldy t o  be prac t ica l ) ,  o r  the higher order terms could 
be obtained by numerically differencing the f i r s t  order terms. I n  any case, i t  
i s  clear t h a t  specially tailored methods are required i f  the general non l inear 
expansion method i s  t o  be made computationally feasible.  Recent studies toward 
t h a t  end are reported i n  Reference 11. 
A straightforward approach t o  optimal guidance would be t o  solve the 
opt imiza t ion  equations in real time. Since no closed form solution i s  available, 
an i terat ion technique will be required, and such guidance modes will be said 
t o  be based upon real time i te ra t ion .  
precise model i f  the exact equations of motion and Lagrange multiplier equations 
are solved. The mode will be said t o  be based upon an approximate model i f  
e i ther  or both  of these equations are replaced by an approximate form. 
The mode will be s a i d  t o  be based upon a 
The precise model requires i terat ion in order t o  determine the i n i t i a l  
conditions of the Lagrange multipliers which will sa t i s fy  the desired end 
conditions ( s t a t e  and t ransversal i ty) ,  t h a t  i s ,  a two-point boundary value must 
be solved. 
i n i t i a l  guess of the trajectory properties i s  available, b u t  otherwise a Newton- 
Raphson procedure would be used. For example, introducing the Lagrange multiplier 
v of equation ( 2 . 1 1 ) ,  which implicitly determines the shut-off time via equation 
(2.13), we have the implicit  functional relationship 
One m i g h t  require a steepest  descent method (Reference 1 2 )  i f  no good 
where q are the desired end conditions. 
have (approximately) 
Then given a reasonable guess of V ,  we 
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dqi = desired q - q ( i t h  guess of Y )  
(8.4) 
and the calculated i th  improvement of v i s  
-1 
dq 
i 6v = (8.5) 
This procedure can be i terated t o  convergence, where ( a q / k $  is  calculated 
on the best-guess trajectory corresponding t o  the i th guess of v e  This matrix 
can be generated,, for example., by numerical differencing of t ra jector ies  
corresponding to  different  values of V .  The v can be i n i t i a l l y  approximated 
t o  adequate accuracy for  convergence i f  one has a reasonable guess of w h a t  the 
steering history will be. T h i s  specifies the trajectory and the s t a t e  t ransi t ion,  
matrices,and v i s  inferred from the steering angles. Other forms of  the Newton- 
Raphson method are described i n  References 13, 14, 15, and 16. These 
calculations can be rather formidable, b u t  advances i n  the s t a t e  
of the a r t  i n  on-board computers (see Section 9.7)  indicate tha t  this  approach 
should not be ruled out. 
In practice one would usually seek some approximation technique which 
wi l l  y ie ld  adequate performance. Several levels can be defined: 
( I )  Approximation of the equations of motion - such as the uniform 
gravity model or the linearized gravity model o f  Section 4.  
(11) Approximations of the f i r s t  variation - where the exact trajectory 
is  calculated. b u t  the s t a t e  transit ion matrices are auuroximated 
as per the uniform or linearized gravity model 
approximate model. 
(111) Approximations of the second variation - where the exact 
trajectory and s t a t e  transit ion matrices are calculated, 
b u t  the second variation terms are approximated by a method 
such as is  described i n  Section 3.4. 
or some' other 
All of these methods can lead t o  s ignif icant  simplification of the real time 
i terat ions.  
steering, and also leads to an error  i n  the desired end condi Lions, which must 
I t  s h o u l d  be noted t h a t  level I does not yield the true optimum 
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be corrected by closed loop steering and shut-off a t  the final time based upon 
information obtained from the n a v i g a t i o n  system. 
accuracy, b u t  does n o t  yield the true optimum steering. Level I11 converges t o  
the true optimum trajectory,  b u t  the rate of convergence i s  potentially n o t  as 
r a p i d  as i f  the true second variation terms were employed. 
Level I1 suffers no loss of  
8.3 Parameteri zed Gui dance 
A guidance mode will  be called parameterized i f  the steering law i s  
expl ic i t ly  determined by a functional form o f  the type u ( p , x , t ) ,  where x i s  
the instantaneous s t a t e ,  and p i s  a parameter vector chosen i n  real time t o  
sa t i s fy  the end conditions . There may be two types: 
e parameterized s t a t e  - where a functional form i s  apriori assigned 
t o  components o f  the s t a t e  vector, a n d  the steering angle i s  
inferred from t h a t  form. 
e parameterized steering angle - where a functional form i s  
apri ori assigned d i  rectly t o  the steering angles. 
As an example of parameterized s t a t e ,  suppose the distance from the center o f  
the earth ( r )  i s  defined t o  be 
.. 
where p1 and p2 are constants and la1 i s  the magnitude of the thrust  acceleration. 
The steering angle u i s  then expl ic i t ly  calculated as a function of p y  x ,  and t ,  
where p i s  adjusted t o  meet the end conditions. This i s  the form imposed by the 
TRW Hybrid guidance mode, which i s  extensively analyzed in the Interim Report 
(Reference 1 )  and  discussed i n  Section 10.4. 
steering i s  found i n  the I te ra t ive  Guidance Mode (IGM) , where 
An example of parameterized 
(8.7) 
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These apparently different  approaches are i n  f ac t  intimately real ted, 
and will not be d i s t ingu i shed  i n  the c lassi f icat ion o f  guidance modes. 
example, i f  a constant gravity vector ( 9 )  is assumed, the steering angle for 
the above described parameterized state is  found from 
For 
I f  rocket vehicle has constant flow rate, so t h a t  
i t  can be seen that  this case corresponds to sin u 
More complicated forms follow from a consideration 
a1-l = (constant) t 
= linear function of 
of the general case, 
cons tan t 
time. 
b u t  the 
essential feature of parameterized guidance i s  tha t  the steering angle can be 
expl ic i t ly  found as a function o f  x, p ,  and t. 
As previously pointed o u t ,  the form of the steering law i s  chosen on the 
grounds o f  optimali ty. 
indicate that  the form (8.6) or (8.7) describes the behavior of the optimum 
steering law reasonably well for  a given class o f  missions. Based on the 
discussion of Section 4,  and the numerous numerical results o f  many investigators, 
i t  seems t h a t  the approach is widely applicable. The parameterized s t a t e  method 
has the advantage of placing a di rec t  control on the shape o f  the trajectory,  b u t  
has the disadvantage of potentially causing awkward steering maneuvers, such as 
angle or  angle ra te  discontinuities a t  s t ag ing .  The parameterized steering angle 
method has the advantage of placing a direct  control on the form of the steering 
history, b u t  has the disadvantage o f  potentially allowing large deviations from 
a nominal path. Since any guidance mode must be tailored somewhat for  specif ic  
miss i ons ei ther disadvantage can be overcome, 
the s t a b i l i t y  rule (Section 5.6) should obviate the objection to  parameterized 
steering . 
T h a t  i s ,  numerical or approximate analytical resul ts  may 
In parti cul a r  appl i cat i  on of 
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In  general, i t  can be said t h a t  parameterized steering has the potential 
advantage of being a simple, f lexible ,  widely applicable law which requires 
a m i n i m u m  o f  real-time computation and storage. I t  has the disadvantage of 
p r o v i d i n g  potentially poor opt imal i  ty i f  an inappropriate functional form 
i s  chosen for a given mission. 
Given a functional form u ( p ,  x ( t ) ,  t ) ,  the problem remains t o  f i n d  
the parameter vector p which will sa t i s fy  the end conditions. 
by a Newton-Raphson procedure. 
of motion, we have the implicit  functional relationship 
This can be done 
S u b s t i t u t i n g  th i s  expression i n t o  the equations 
(8.9) 
where q are the desired end conditions and T i s  the final time. 
parameters plus one is  the same as the number o f  end conditions 
ith guess of p we have 
I f  the number of 
then with the 
dqi = q(desired) - q ( i t h  guess of p )  
= (3) 6 p i  (8.10) 
t h  where ( a q / a p )  can be inverted. The calculated i improvement i n  p i s  given by 
(8.11) 
This procedure i s  i terated t o  convergence, where ( a q / a p )  i s  calculated on the 
best-guess trajectory corresponding t o  the i th guess of p .  This matrix can be 
generated, for example, by numerically differencing t ra jector ies  corresponding 
to  different  values of p. 
parameters pi t han  required t o  meet the end conditions. 
t o  be minimized, define the performance index 
An optimization problem can be solved i f  there are more 
If  the final time T i s  
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(8.12) 
where the ai are Lagrange mu1 ti p l ie rs .  Then the optimali ty conditions are 
a P  
- -  a J  - 0 = 1 t a 
aT 
(8.13) 
(8.14) 
i i Given an i th guess a and p i ,  resulting i n  ( a J / a ~ ) ~ ~  (aJ/aT)i ,  and dq a l l  non- 
zero, the desired a, p s  and T can be found by a Newton-Raphson procedure: 
o =  
i 
t 
1 .  * .  . . . . . . *  
. . .  . . . . . . .. . . 
@) ; p) .. . . - 0  
(8.15) 
(8.16) 
L J  
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Equation (8.16) describes the i th  calculated correction to p ,  T, and a .  
procedure was implemented i n  the analysis of the TRN hybrid guidance mode 
described in the Interim Report (reference 1 ) ,  where the partial  derivatives 
were obtained by differencing numerical ly integrated t ra jector ies .  
This 
A parameterized guidance mode which uses the above described Newton- 
Raphson procedure, or some equivalent technique, will be called a real-time 
i terat ion scheme. I t  will be said to be based upon a precise model i f  the 
exact equations of motion are used t o  calculate the trajectory and partial  
derivatives, otherwise i t  will be s a i d  t o  be based upon an approximate model. 
As i n  the case of optimal guidance the approximations can be of three levels: 
( I )  Approximation o f  the trajectory 
(11) Approximation of the f i r s t  partial  derivatives 
( I I I ) Approximati on of the second parti a1 derivatives 
ty,  leve As before, level I leads t o  a degradation of accuracy and opi.,,na I1 
leads t o  a degradation of optimality, and level I11 causes a reduced speed of 
convergence of the Newton Raphson i te ra t ions ,  
proposed parameterized guidance modes call  upon level I approximations , whi ch 
are chosen so as to yield a ''closed form'' solution for  p i f  T i s  assumed known.  
The thrusting time T i s  then obtained by i te ra t ion .  T h u s ,  these schemes have 
sometimes been cal led "expl i ci t" guidance modes. This terminology has not been 
employed here, however, because i t  i s  neither possible nor particularly 
advantageous t o  eliminate some numerical i t e ra t ion .  
I t  i s  t o  be noted t h a t  most 
As i n  the case of optimal guidance, stored expansion techniques can be 
used for parameterized guidance. Thus one could calculate and store 
where the subscript s refers to the value on a nominal trajectory,  the partial  
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derivatives are evaluated on the nominal trajectory,  and 6xi is the measure 
error i n  the s t a t e  a t  some time t ie  
t 2 ti t o  s teer  the vehicle, where enough values of ti are chosen t o  yield 
adequate closed-loop performance. 
only the l inear terms i n  equation (8.17) are retained, otherwise i t  will  be 
called non-linear. The comments of section 8 .2  on stored expansion methods 
also apply, here. 
The value of p is used i n  u(p, x 3  t)  for  
The expansion will be called l inear i f  
8.4 Summary of Guidance Mode Classification 
The proposed classification o f  guidance modes i s  summarized i n  Figure 8. 
The performance of various sub-cl asses w i  11 be qual i t a t i  vely assessed i n  Section 9 ,  
and examples of the various subclasses will be described in Section 10. 
r I 
Guidance Modes i--,-1 
Optimal  
II 
Parameterized 
Real Time 
Expansion Iteration 
-7- ---TI- 
Figure 8.1: Classification o f  Guidance Modes 
-89- 
9.  EVALUATION OF GUIDANCE MODE PERFORMANCE 
9.1 I ntroducti on 
I t  i s  in general the case t h a t  guidance mode performance must be 
evaluated on a qual i ta t ive basis. I t  i s  true t h a t  many algorithms may be 
capable of satisfying a given mission objective w i t h  a given space vehicle, 
I t  i s  also true t h a t  a l l  algorithms will require some special tai loring for 
every specific application. Thus, the mission planner is  confronted w i t h  
a choice of guidance modes which seem t o  have few features i n  common, and 
yet a l l  can be made t o  work i f  enough competent engineering design is  
applied, 
are ha rd  t o  quantify, which depend upon the type mission t o  be performed, 
the s t a t e  o f  the a r t  in such areas as on-board computers , and individual 
assessment of the approach used to  derive a given guidance mode. 
The choice of a guidance mode depends upon factors which 
Attempting t o  address these questions on a rational bas i s ,  we shall  
discuss the performance measures defined in Section 2.6,  and then quali tatively 
evaluate each of the sub-classes described in Section 8 according t o  these 
measures. 
differing views are invited t o  apply the i r  own assessments 
The author's judgement will intrude in this  process; readers with 
9.2 Qual i t a t i  ve Eva1 ua t i  on of Performance 
The measures of performance introduced i n  Section 2 .6  are optimali ty ,  
s t ab i l i t y ,  accuracy, constraint compatibility, pre-flight preparation, verifica- 
t i  on requi rements , f l  exi b i  1 i ty , region of appl i cabi 1 i ty , computer factors 
and growth potential .  
class or sub-class (as appropriate) will be rated as "adequate", or 
''good", according to  the author's judgement of how we1 1 i t  may perform wi t h  
respect t o  a given performance measure. 
s ignif icant  drawback ex is t s ,  adequate means that  a potential drawback exists 
b u t  i s  e i ther  marginally acceptable or probably can be overcome, and  good means 
t h a t  no d i f f icu l t ies  can be f o r d e n .  
Each of these will be discussed, and each guidance mode 
Essentially, poor means t h a t  a 
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The eva lua t ion  is  supposed t o  apply t o  r a t h e r  general  class o f  
advanced missions.  
highly mission dependent, the au thor  has taken t h e  l i b e r t y  of assuming 
t h a t  a given mode sub-c lass  will or will  no t  have t h e  c a p a b i l i t y  t o  perform 
well i f  competent engineering design i s  appl ied .  That i s ,  advances i n  the 
s ta te  of  the a r t  i n g u i  dance mode capabi 1 i t y  must be pos tu1 a t e d  ,and eva l  uati on 
of a gi  ven approach must depend' upon applying one ' s  experience and judgement 
t o  assess the p r o b a b i l i t y  of being a b l e  t o  overcome inherent d i f f i c u l t i e s .  
To be f a i r ,  i t  i s  necessary t o  p o s t u l a t e  t h a t  the b e s t  performing member of  
a g i v e n  subc la s s  i s  being eva lua ted .  T h u s ,  i f  any guidance mode i n  a sub- 
c l a s s  can be r a t e d  good, the sub-class  will be r a t e d  good. A r a t i n g  o f  poor 
will be assigned only i f  a l l  members o f  the sub-class  perform poorly.  
S ince  the performance of a specific guidance mode i s  
Fol lowi ng the eval  ua t i  on of i ndi vi  dual performance measures, an ove ra l l  
assessment of each sub-c lass  will be made by averaging each of the 10 performance 
measures f o r  each subc la s s ,  w i t h  poor = -1,  adequate = 6, good = +l .  An 
average value of 0 o r  l e s s  will be r a t e d  poor,  an average value of 0.1 t o  0.5 
wil l  be r a t e d  adequate ,  and an average value of 0.6 t o  1 .O will be r a t e d  good. 
9.3 Optimali ty  
The op t ima l i ty  criterion developed i n  Sec t ion  3.8  shows t h a t  the l o s s  
of opt imal i  t y  of a guidance mode can be expressed i n  terms of a c e r t a i n  i n t e g r a l .  
The numerical resu l  t depends upon the par t i  c u l a r  appl i c a t i o n ,  and no general  
conclusions can be drawn by examining the mathematical bas i s  f o r  the guidance 
mode. 
equat ions ,  o r  which  has a near-optimum func t iona l  form o f  the s t e e r i n g  law,can 
be s a i d  t o  have good op t ima l i ty .  Assuming t h a t  parameterized guidance modes 
will be designed w i t h  op t ima l i ty  i n  mind, and t h a t  they will be s t a b l e ,  i t  
is  f a i r  t o  rate a l l  guidance modes as having good op t ima l i ty .  
I t  can be s a i d ,  however, t h a t  a mode which i s  based upon the opt imiza t ion  
9.4 S t a b i l i t y  
The s t a b i l i t y  r u l e  developed i n  Sect ion 5.6 s ta tes  t h a t  an instantaneous 
v e l o c i  ty e r r o r  must c a l l  f o r  instantaneous c o r r e c t i v e  s tee r ing .  This  behavior 
tends t o  d r i v e  the  veh ic le  toward a nominal t r a j e c t o r y  and hence tends 
t o  cause smal l  v a r i a t i o n s  i n  the  s t e e r i n g  angle dur ing  the guidance phase of 
f l i g h t .  Thus, a guidance mode which has t h i s  p roper ty  s h a l l  be s a i d  t o  be 
s tab le ,  o therwise i t  w i l l  be considered unstable.  Since i t  was shown i n  
Sect ion 5.7 t h a t  the  second v a r i a t i o n  s tee r ing  a lgo r i t hm i s  s tab le ,  i t  can 
be s a i d  t h a t  a guidance mode which i s  based upon the  op t im iza t i on  equat ions,  
o r  which has a near-optimum func t i ona l  form o f  the  s t e e r i n g  law, can be 
s a i d  t o  have good s t a b i l i t y .  Thus a l l  guidance modes w i l l  be assumed t o  have 
good s t a b i l i t y .  
9.5 Accuracy 
The accuracy o f  a guidance system depends upon many fac to rs ,  such as 
the mathematical approximations in t roduced i n  the  guidance mode, the numerical 
e r r o r s  i n  the computer, the e r r o r s  i n  mechanizing the  guidance commands, and 
the measurement e r r o r s  i n  the nav iga t i on  sub-system. From the  p o i n t  o f  view 
o f  guidance mode se lec t i on ,  however, on ly  the approximat ion e r r o r s  are o f  
concern. 
Since the u l t i m a t e  accuracy i s  determined by the  behavior  near t h r u s t  
terminat ion,  where e r r o r s  i n c u r r e d  e a r l y  i n  f l i g h t  are cor rec ted  by the c losed 
loop f i n a l  c o r r e c t i o n  (see Sect ion  6 ) ,  a f a i r  comparison must assume t h a t  an 
accurate f i n a l  s t e e r i n g  and s h u t - o f f  technique equ iva len t  t o  the  v e l o c i t y  t o  
be gained method w i l l  always be employed near burnout.  Thus, accuracy i s  
determined by how w e l l  a g iven guidance mode w i l l  d e l i v e r  the  veh ic le  t o  the 
burnout  reg ion .  
se r ies  expbnsion about a nominal t r a j e c t o r y ,  a r b i t r a r y  accuracy can be achieved by 
c a r r y i n g  enough terms i n  the expansion. 
used, the accuracy i s  determined by the form of the  approximations used t o  
p r e d i c t  end cond i t ions .  
t ime i t e r a t i o n  tend t o  be more accurate because o f  t he  i nhe ren t  a b i l i t y  t o  
I f  a s to red  expansion method i s  used, based upon a Tay lo r  
If r e a l  t ime i t e r a t i o n  method i s  
I n  generkl ,  i t  can be s a i d  t h a t  modes employing r e a l -  
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t r ea t  large v a r i a t i o n s  from the nominal trajectory,  and stored expansion 
methods tend to  be less accurate i n  this sense. T h u s ,  a l l  stored expansion 
methods will be rated adequate, real time i te ra t ion  schemes u s i n g  approximate 
models will be rated adequate, and real time i terat ion schemes u s i n g  precise 
models will be rated good. 
9.6 Constraint Compatibi l i ty  
The treatment of constraints was discussed i n  Section 7. Because 
of the diff icul ty  of handling s t a t e  variable unequality constraints w i t h  the 
optimal control formulation, i t  was concluded tha t  parameterized guidance 
modes are superior from the point of view of constraint compatibility. 
a practical matter, the treatment of constraints i s  one of the most important  
guidance mode performance measures, since the violation of a constraint 
As 
implies a severe degradation of mission r e l i ab i l i t y .  Thus a l l  optimal 
guidance modes w i  11 be rated poor,  and a1 1 parameteri zed guidance modes 
will be rated good. 
9.7 Pref 1 i gh t Preparati on 
Preflight preparation i s  required to  generate preflight guidance 
parameters. 
Taylor ser ies  expansion about a nomi nal trajectory would requi re the generati on 
of a number of nominal t ra jector ies ,  and the associated par t ia l  derivatives, 
for a number of feasible launch opportunities. A mode employing a real time 
i te ra t ion  technique m i g h t  require the generation o f  constants t o  describe an 
equivalent approximate gravity vector for a s e t  of nominal t ra jector ies .  In 
e i ther  case, numbers to  describe the manifold of desired end conditions , as 
For example, a mode employing stored coefficients based upon a 
determined by the solution of the targeting problem, would be required. 
general, i t  can be said t h a t  stored expansion methods require considerably 
more pre-fl ight preparation t h a n  real-time i terat ion schemes and hence 
will be rated "poor". 
since there are  usually designed t o  minimize pre-fl ight preparation. 
In 
Real time i terat ion schemes will be rated "good", 
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9.8 Verification Requirements 
Preflight guidance verification is required i n  order t o  check t h a t  
the system will perform adequately i n  the presence of perturbations due to  
the vehicle, environment, and navigat ion system, and t o  insure that  a l l  pre- 
f l i g h t  i n p u t  has been properly generated and stored. Selected perturbed 
cases are chosen fo r  these test$,  the required number be ing  more or less 
proportional t o  the complexjty of the guidance mode, Optimal modes have the 
disadvantage of requiring starting values for  the iterations t o  find the primer 
vector, and stored expansion methods have the disadvantage of a limited range 
of applicabili ty.  Both of these factor$ can only be evaluated by extensive 
s imula t ion ,  Thus modes using stored expansions will be rated poor. Optimal 
modes u s i n g  real time i te ra t ion  will be rated adequate, as$uming that  re l iable  
techniques for  starting the iterations can be devised. Parameterized modes 
us ing  real time i terat ion will be rated good. 
9 . 9  Flexibil i ty 
A guidance mgde is  s a i d  t o  be flexible i f  i t  can be used for  a wide 
range of missions, and a wide range o f  different  t ra jector ies  w i t h i n  a 
mission type (e .  g . I vari a t i  ons of the 1 aunch window) . Stored expansion schemes 
are inherently inf lexible ,  b u t ,  since theoretically any mission can be treated 
i f  enough terms i n  the Taylor ser ies  are retained, non-linear expansions will 
be rated adequate . Linear exparpion will be rated poor . All real time 
i te ra t ion  schemes will be rated good a since they are designed for  f l ex ib i l i t y .  
9.10 Region o f  Appl icabi l ik  
The region of applicabili ty i s  the range o f  vehicle, environment, and 
n a v i g a t i o n  errors which can be corrected by the guidance mode. Linear stored 
expansion modes will be rated poor , since the large thrust acceleration 
dispersions can cause the vehicle t o  move beyond the l inear  range. Non-linear 
stored expansion modes will  be rated adequate , since any perturbation can 
theoretically be treated by keeping enough terns i n  the Taylor ser ies .  Since 
real time iteration schemes are inherently able t o  t r ea t  almost any 
perturbation, approximate schemes will  be rated adequate and precise 
schemes will be rated good . 
9.11 Computer Factors 
Computer complexity can be measured i n  terms of the number of 
instructions per second which need to  be executed i n  order t o  calculate 
a guidance command, and by the storage requirement. T h e  importance of these 
factors depends upon the capability of the guidance computer. 
presents a survey of the s t a t e  of the a r t  i n  on-board computers, where the 
a u t h o r  indicates t h a t  a f i  cticious aerospace computer o f  the not-too-distant 
future m i g h t  have an  add time of lv. sec,  a multiply time of 8v. sec,  a divide 
time of 1 0 ~  sec, and a memory of as many as 131,000 words. These numbers 
are comparable to ' those of a present day " t h i r d  generation" computer, for 
example the CDC 6600 machine. 
tations presently carried o u t  on the ground can be performed on boardp and 
almost any guidance mode might be feasible from the p o i n t  o f  view of computer 
factors.  Thus, 
parameterized modes using real time i terat ion will be rated as good , since 
they are designed t o  have low computation loads. 
time i te ra t ion  w i t h  a precise model will be rated as 
large number of computations required t o  find the exact primer vector. 
modes using real time i te ra t ion  with an approximate model w i  11 be rated 
adequate, because the approxi mati ons are introduced t o  reduce computation. 
Stored expansion modes will be rated as 
costly) storage requirement. 
Reference 1 7  
Thus, i t  appears t h a t  many trajectory compu- 
The main considerations are therefore cost and re1 i abi 1 i ty. 
Optimal modes u s i n g  real 
poor because of the 
Optimal 
poor because of the large (and 
9 . 1 2  Growth Potential 
Growth potential ref lects  the applicabili ty o f  a guidance mode t o  
future missions. 
guidance o f  a s a t e l l i t e  shut t le  vehicle of a mode designed for  interplanetary 
injection from earth p a r k i n g  o r b i t ?  
For example, w h a t  i s  the potential applicabili ty t o  re-entry 
Such a question i s  of course highly 
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dependent on t h e  form of t h e  mode. S ince  s t o r e d  expansion schemes a r e  
t h e o r e t i c a l l y  capable  o f  t r e a t i n g  any mis s iong  b u t  may r e q u i r e  s i g n i f i c a n t  
mission dependent mod i f i ca t ions ,  i t  is f a i r  t o  r a t e  them adequate . Since  
an optimum s o l u t i o n  always exists f o r  any p h y s i c a l l y  r e a l i z a b l e  mission, 
optimal schemes us ing  r e a l  time i t e r a t i o n  will  be r a t e d  good a S i m i l a r l y ,  
parameterized modes using r e a l  time i t e r a t i o n  w i t h  a p r e c i s e  model will 
a l s o  be r a t e d  good . Parameterized modes u s i n g  real time w i t h  an approximate 
model will be r a t e d  only adequate , because s i g n i f i c a n t  mod i f i ca t ions  of  
the .approximations may be r equ i r ed .  
9.13 Summary o f ,  G u i  dance Mode Eva1 u a t i  on 
The f a c t o r s  ass igned  t o  each of  the guidance mode sub-c l a s ses  a r e  
summarized i n  Table 9.1,  a long  w i t h  the o v e r a l l  r a t i n g  desc r ibed  i n  Sec t ion  9.2.  
I t  can be seen t h a t  a l l  s t o r e d  expansion methods turn o u t  t o  be poor,  a l l  
parameterized modes u s i n g  r e a l  time i t e r a t i o n  turn o u t  t o  be good, and a l l  
optimal modes us ing  r e a l  time i t e r a t i o n  t u r n  o u t  t o  be adequate .  T h u s  the 
conclusion is  t h a t  the r e a l  time i t e r a t i o n  method should  be emphasized f o r  
future guidance mode development, and the parameteri  zed form i s  p r e f e r r e d .  
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10.0 A SURVEY OF GUIDANCE MODES 
10.1 Introduction 
In this section we shall  summarize the characterist ics of selected 
guidance modes which have been described i n  the l i t e ra ture ,  and classify 
each according t o  the method of Section 8. The examples chosen are  supposed 
t o  be representative, b u t  by no means consti tute a complete summary of a l l  
published work or of a l l  guidance modes which have been applied i n  practice. 
Indeed, i t  i s  the case that  there i s  relatively l i t t l e  published work de- 
scribing guidance schemes which have been successfully used. 
i s  because such modes a re  usually rather simple and special purpose as com- 
pared t o  the theoretical methods, and hence thought not be be of l i t t l e  
general interest .  
and supposedly typify the s t a t e  of the a r t  i n  guidance mode development. 
Perhaps th i s  
I n  any casel examples a re  offered here which i l l u s t r a t e  
10.2 Optimal Guidance w i t h  Real Time Iteration 
These guidance modes are  characterized by thrust vector steering 
which follows the primer vector A V ( t ) .  where x v ( t )  i s  obtained by real time 
i terat ion.  The equations to  be solved can be based upon e i ther  an  approxi- 
mate or  precise mathematical model. 
a )  A Steepest-Ascent Method. fo r  Solving Optimum Programming 
Problems by A.E. Bryson and W.F. Denham" 
The steepest  descent method can be used to  develop the optimum 
steering program and shut-off time when a good apriori  guess of t r a -  
jectory characterist ics is  not available. As applied to  the deter- 
mination of optimal f l i gh t  paths for  rocket-propel led vehicles $ the 
optimum programing problem can be stated as follows: 
Determine the thrust direction control program, u ( t ) ,  i n  the 
interval to - -  < t < T, so as to  maximize 
P = P(x(T) ,  T) (10.1) 
*Reference 1 8 
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subject t o  the constraints 
(10.2) 
(10.3) 
and T determined by R = n ( x ( T ) ,  T)  = 0,  where the u ( t )  i s  a 2x1 matrix 
of control variable programs (pitch and yaw steer ing) ,  x ( t )  i s  an nx l  
matrix of  s t a t e  variable programs (including position and velocity 
component functions), q i s  a pxl matrix of terminal constraint  func- 
t ions,  f i s  an nxl-matrix of known functions ( the equations of motion) 
of x ( t ) ,  and R = 0 i s  the stopping condition tha t  determines cutoff 
time, T. 
T h i s  technique s t a r t s  with an assumed nominal control variable 
program u * ( t )  and uses i t  with the given i n i t i a l  conditions i n  the 
different ia l  equations of motion to  calculate,  numerically, the s t a t e  
variable program x * ( t )  u n t i l  R = 0. In general, this nominal "path" 
will n o t  sa t i s fy  the terminal conditions q = 0, or yield the maximum 
value of  payload. Small perturbations about the nominal control 
variable programs 6 u ( t ) ,  a r e  considered, where 
6 u ( t )  = u ( t )  - u * ( t )  (10.4) 
These perturbations w i  11 cause perturbations in the s t a t e  variable 
programg ax( t) where 
s x ( t )  = x ( t )  - x*( t )  (10.5) 
S u b s t i t u t i n g  these relations in to  the equations of motion and i n -  
cluding only f i r s t  order terms in the perturbations, the result ing 
l inear  d i f fe ren t ia l  equation fo r  bx i s  
-99- 
( 6 i )  = * 6x + (10.6) 
where the ( 
determine the changes i n  P,  q 9  and n (dP, dq, dn) corresponding t o  
6 u ,  the l i n e a r  d i f f e r e n t i a l  equat ions a d j o i n t  t o  (10.6) a r e  i n t r o -  
duced. 
) *  i n d i c a t e s  eva lua t ion  along the nominal path.  To 
For s t eepes t - a scen t ,  i t  is des i r ed  t o  f i n d  the s u ( t )  program 
t h a t  maximizes performance. i nc rease  over  the nominal 
value of the i n t e g r a l  
for a s p e c i f i e d  
(10.7) 
g iven  values  of  dq and dsz = 0, where ( 
pose. 
c l o s e r  t o  the des i r ed  terminal  c o n s t r a i n t s .  
of the step i n  the cont ro l  v a r i a b l e  program, i s  made t o  insure t h a t  
the perburbat ions 6 u ( t )  will be small enough f o r  the l i n e a r i z a t i o n  
introduced in(l0.6)to be v a l i d  . W(t) is  an a r b i t r a r y  p o s i t i v e  semi- 
d e f i n i t e  2x2 symmetric mat r ix  of  weighting func t ions  chosen t o  improve 
convergence o f  the s t eepes t - a scen t  procedure.  
y i e l d i n g  a maximum value o f  dP is  obta ined  by f irst  w r i t i n g  dP a s  a 
func t ion  o f  6 x ( t o ) ,  dq, dS, and 6 u  (by proper ly  combining the equat ions 
a d j o i n t  t o  (10.6) w i t h  (10.7)) and then s e t t i n g  i t s  f irst  v a r i a t i o n  
equal t o  zero,  regarding 6x( t0)  
) '  i n d i c a t e s  a mat r ix  t r a n s -  
The values  o f  dq a r e  chosen t o  br ing  the nominal s o l u t i o n  
Chose o f  dS, the " length" 
The 6u( t )  program 
dq, and dS a s  cons t an t s .  
c 
A new nominal pa th  is obtained by using unew = Uold + 6 u ,  and the 
T h i s  i terati  on continues u n t i  1 above procedure i s  repea ted  w i  t h  unew. 
the terminal  c o n s t r a i n t s  q = 0 a r e  s a t i s f i e d  and the g rad ien t ,  
approaches zero.  
dP , 
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This guidance mode would be classif ied as e i ther  approximate 
model or precise model, depending upon whether or not approximations 
a re  introduced i n  equation (10.6). 
b)  Real-Time Optimal Guidance by K.R. Brown and G.W. Johnson" 
A Newton-Raphson procedure can be used t o  develop the optimum 
steering program and shut-off time i f  one has aprior i  trajectory 
information good enough to get  the process started.  
The equations of motion for a chemically propelled rocket vehicle 
i n  a central force f ie ld  may be approximated, for guidance purposes, by 
? = - W  7 + a ( t )  
r 
where r and k are  the position 
Cartesian coordinate system w 
U - 
u I  ' 
(10.8) 
and velocity vectors in an iner t ia l  
t h  o r i g i n  a t  the center of the at t rac-  
t i n g  mass, i-~ i s  the gravitational constant, a ( t )  i s  the time history 
of thrust acceleration magnitude, and 
thrust direction. The unnormalized fun 'Y  t i o n  u ( t )  i s  considered to  be 
a control vector whose magnitude i s  arbi t rary.  
i s  the u n i t  vector in the 
Fuel optimal t ra jector ies  for  prescribed thrust acceleration 
magnitude a ( t )  are defined by (10.8) together w i t h  a differential  
equation f o r  optimal control, 
(10.9) 
A fu l l  s e t  of boundary-value conditions a re  supplied by the six com- 
ponents of i n t i a l  s t a t e ,  
r ( to)  = ro, :(to) = io a t  to 
*Referkn<e 16  
(10.1 0) 
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the k mission constraints on f inal  s t a t e  
q i  (rT, fT)  = 0, i = 1 9 * * - ,  k < 6 a t  T (10.1 1 )  - 
and the 6-k transversali ty conditions on f ina l  s t a t e ,  control, and 
control ra te ,  
(10.12) Uf 0T aj(rT,tT) - U f  T Bj(rT,FT) = 0, j = k+1, ..., 6 
where a . ( r  ,? ) and fij(rT3FT) a re  any 6-k independent solutions of 
J T f  
Equations (10.8) through (10.13) s t a t e  the optimal t ra jectory 
problem as  a well-posed boundary-value problem i n  order different ia l  
equations. A numerical integration algorithm can be used fo r  the 
solution o f  (10.8) and (10.9) as an ini t ia l -value problem, i n  order 
t o  reduce the problem of constructing optimal control his tor ies  to 
the problem of choosing the appropriate i n i t i a l  values fo r  control 
and control ra te ,  uo, io, and the injection time, T, such tha t  the 
required conditions on f ina l  s t a t e ,  control, and control ra te ,  g iven  by 
(10.11) and (10.12) a re  met. 
problem. 
This is  a f in i te  dimensional search 
Let the unknown i n i t i a l  conditions uo and io and the unknown 
f ina l  time T be combined in to  a seven-vector y of independent variables, 
and l e t  the six constrained functions of rT, i,, uT, and GT together 
w i t h  the ( a rb i t r a r i l y  constrained) magnitude of uo be considered a s  a 
seven-vector z of dependent variables. 
lationship may be represented by 2 = f ( y ) ,  and the boundary-value 
Then the boundary-value re- 
-1 02- 
problem i s  to  find a value of y tha t  i s  a vector zero of z* - f (y )  , 
where z* is the desired value of z. 
An i te ra t ion  of  Newton's method of zeroing z* - f (y )  consists 
of solving the system 
(y.  1+1 -y.) 1 = z* - f ( Y i )  (10.14) 
for  yi+l ,  where 
tives of components of f 
a t  yi .  
i s  the Jacobian matrix of par t ia l  deriva- 
w i t h  respect t o  components of y3  evaluated 
A t  the b e g i n n i n g  of each guidance cycle, uo and io together with 
ro and io(as determined by the navigation system) a re  used t o  iri- 
i t i a l i z e  a numerical solution of (10.8) and (10.9) together w i t h  the 
associated adjoint  d i f fe ren t ia l  equations defining the dynamics of 
the par t ia l  derivatives of  u ( t ) ,  i ( t ) ,  r ( t ) ,  and {(t) w i t h  respect t o  
u and io. The solution i s  continued t o  T, a t  which point an added 
evaluation of  (10.8) and (10.9) furnishes also the derivatives of  r f ,  
if, Uf and if w i t h  respect t o  T. Thus ,  rT9 iT, uT9 and :T are  com- 
puted simultaneously w i t h  the computation of t he i r  par t ia l s  w i t h  re- 
spect to  uo9 i,, and tf. Then f and i t s  par t ia l s  are  computed, and 
(10.14) can be solved fo r  yi+l.  
0 
These computations were in t ia ted ,  say, a t  ti and have used up 
most of a guidance cycle. Therefore, the revised control policy yi+l 
i s  a1 ready o u t  ) which was based on the s t a t e  a t  ti - 
f i  +I 
- ( U O 3  io, t 
of date. So the remaining time i n  the guidance cycle i s  used t o  ex- 
trapolate the new uo and io forward in time (according to  (10.9)) to  
ti+l 
guidance cycle. In practice even the l inear  extrapolation u( t i+ l )  = 
u( t i )  + :(ti) A t  
pated guidance cycl es . 
where they become the new current control policy for the new 
is  accurate over intervals much longer than an t ic i -  
-1 03- 
The guidance mode would be classif ied as e i ther  approximate 
model or precise model depending upon whether or not approximations 
are introduced i n  Equation (1 0.14) e 
c)  Rocket Vehicle Guidance by Charles W .  Sarture* 
This paper describes guidance modes based upon the "velocity t o  
be gained" cross product steering lawg which, according to the dis- 
cussion of Section 6.4, can be considered an optimal mode employing 
real time i terat ion.  
point of the powered-flight trajectory of a rocket vehicle, a "re- 
quired velocity" vector 
T h i s  concept is  based on the fac t  t h a t  a t  each 
(1 0.15) 
may be defined as tha t  velocity vector which, together w i t h  the current 
position vector, would yield an instantaneous free-f l ight  trajectory 
satisfying the mission constraints. Both expl ic i t  and perturbation 
guidance equations can be used t o  compute the required velocity for  a 
rocket i n  f l igh t .  
about a spherical earth, w i t h  expl ic i t  expressions for  the desired end 
conditions available,  the components of vR can be determined as ex- 
pl i ci t functions of the i ns tantaneous posi ti on and vel oci ty  . A1 te r -  
natively, v R  can be determined numerically from a pre-calculated and 
stored table,  obtained as the solution of the targeting problem. 
For the case o f  a missile travling i n  a vacuum 
Once the vehicle i s  out of the atmosphere, the guidance steering 
system can begin to  perform i t s  primary function, tha t  of reducing 
VG = VR ". v (10.16) 
*Reference l g .  Other authors (e.g., Battin of Reference 8) have previously 
developed this concept 
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t o  zero9 where vG i s  the so-called "velocity-to-be-gained", v R 3  i s  
the required velocity, and v i s  the actual velocity. 
known general steering methods for accomplishing th i s  i s  "cross-product 
s teer ingn$ where the vehicle i s  caused t o  have an a t t i tude rate  propor- 
One of the best 
tional t o  vG x vG** 
I t  i s  f i r s t  shown t h a t ,  for  a l l  current high-acceleration rocket 
vehicles, causing the thrust  vector t o  be pointed along the vG vector 
guarantees t h a t  vG will be driven monotonically t o  zero. T h a t  i s ,  the 
vector components o f  vG are driven t o  zero as i t s  magnitude approaches 
zero. Then le t t ing  1, be the u n i t  vector along vG, i t  follows t h a t  
1 w = 1, x 1 U = 7 (vG x qG), where 
vG 
(10.1 7) 
w i s  the required t u r n i n g  rate o f  the vG vector. 
i s  t o  be kept aligned with the vG vector, the missile t u r n i n g  ra te  must 
be equal t o  W. 
the form 
If the thrust vector 
In practice, the commanded vehicle turning rate  i s  of 
w C = K(vG x CG) (70.18) 
where K is  a constant which may or may not  be a function of vGG" 
pitch and yaw commanded rates will be equal t o  
The 
(10.20) 
*This method i s  based largely on work done by J. 
D.W. Whi tcombe a t  Space Techno1 ogy Laboratories 
Bachar, F. Baskin, and 
Inc. 
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where x,y, and z represent the rol l  
a vector, respectively. The cross-product steering scheme causes the 
vehicle to  f l y  a nearly constant a t t i tude  trajectory,  which i s  de- 
s i rable  from a propellant expenditure standpoint. In a practical 
system where steering errors occur due to  both s t a t i c  and dynamic 
effects ,  the thrust  termination signal is usually given when 
< K 'G - co 
pitch, and yaw components of 
where Kco i s  some allowable tolerance on cutoff velocity. 
The guidance mode will be classified as e i ther  approximate model 
or precise model, depending upon whether or not approximations are 
introduced t o  calculate v R o  
10.3 Optimal Guidance with Stored Coefficients 
These guidance modes a re  characterized by thrust vector steering which 
follows the primer vector A v ( t ) ,  where the steering angle as a function of 
the measured s t a t e  is  obtained via a Taylor ser ies  expansion about a nominal 
trajectory.  The expansions can be e i ther  l inear  or non-linear i n  the s t a t e  
variables 
a) Optimization and Control of Nonlinear Systems Using the 
Second Variation by J.V. Breakwell J.L.Speyer, and A.E. Bryson* 
As applied t o  thrust direction control for  placing a vehicle i n  
orbi t  w i t h  maximum payload and satisfying various mission constraints, 
this  scheme i s  based on a l inear perturbation from a nominal opt imum 
trajectory and, as such, involves the second variation of the calculus 
o f  variations. Small changes i n  the i n i t i a l  and/or final conditions 
from nominal values are considered, which, i t  i s  assumed, require only 
small changes i n  the control program to perserve optimality. Using 
the second variation, this resul ts  i n  a l inear  feedback control scheme. 
* 
Reference 20 
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The vector different 
i s  
i = f (x ,  u ,  
a1 equat on of motion describing the system 
(10.21) 
where x i s  a column vector of the s ix  s t a t e  variables (components of 
position and velocity, f i s  a column vector of six known functions of 
the vehicle s t a t e ,  u i s  a column vector of the two control variables 
(pitch and yaw at t i tude angles), t is  time, and ( " )  denotes a time 
derivative. 
i s  assumed t h a t  a s e t  of nominal control variable programs u * ( t )  has 
been determined t h a t  maximizes the delivered payload, and yields the 
specified values o f  certain other terminal quantit ies q ( x ( T ) ,  t ) ,  
where q i s  a column vector of n known functions ( n  - < 6 ) ,  and T i s  
the cutoff time. 
A s e t  of i n i t i a l  conditions, x ( t o ) ,  i s  specified, and i t  
Small deviations from this nominal opt imum p a t h  which might be 
caused by disturbances, and/or  small changes i n  the terminal values, 
dq,  are considered. 
written 
The deviations of the s t a t e  variables may be 
sx(  t) = . x ( t )  - x*( t )  5 (10.22) 
where ( ) *  indicates values along the nominal path and unstarred 
quantit ies indicate values observed along the actual path. The task 
is  to  determine small deviations from the nominal optimum thrust  
di rect i  on control program 
s u ( t )  = u ( t )  = u * ( t )  (10.23) 
so tha t  the revised terminal conditions are met and  payload i s  s t i l l  
maximized when the i n i t i a l  values of the s t a t e  variables d i f fe r  from 
the nominal values by 6x(  to). 
-1 07- 
Adjoining the c o n s t r a i n t s  f and q t o  the performance index P 
( rdel i vered pay1 oad) by Lagrange mu1 ti pl  i ers v and A( t) , i t f o l  1 ows 
t h a t  the augmented index, J ,  may be written 
T 
~ ~ ( i  - f ( x , u , t ) )  d t  (1 0.24) T J = ( P  + v q ) T  - 
T where ( ) 
o r d e r  due t o  a change i n  the con t ro l  program 6 u ( t )  and changes i n  the 
i n i t i a l  cond i t ions  6x ( to )  and f i n a l  cond i t ions  sq(T) a r e  cons idered .  
I n t e r p r e t i n g  the second o r d e r  terms f o r  6J a s  a q u a d r a t i c  performance 
index t o  be extremized by a choice  o f  6 u ( t )  f o r  a neighboring optimum 
path ,  the v a r i a t i o n  o f  SJ, i .e. ,  the second v a r i a t i o n  of J ,  6 J ,  due 
t o  a change i n  the p e r t u r b a t i o n  cont ro l  program 6 u f o r  a f i x e d  va lue  
o f  Sx and 6qT is computed. 
i s  t h a t  the weighting ma t r ix  i n  the q u a d r a t i c  performance index is  
determi ned a s  second p a r t i  a1 d e r i v a t i v e s  o f  the v a r i a t i o n a l  Hami 1 ton ian  
and the payload, eva lua ted  on the nominal pa th .  Making use o f  the 
necessary  vanish ing  o f  6 J f o r  a r b i t r a r y  6 u f o r  an extremum, i t  can 
be shown t h a t  a ma t r ix  n ( t k , t )  can be p re -ca l cu la t ed  so t h a t  the con- 
t r o l  scheme 
i n d i c a t e s  a ma t r ix  t r anspose .  Var i a t ions  o f  J up t o  second 
2 
2 
An i n t e r e s t i n g  f e a t u r e  o f  this scheme 
t o  
2 2 
(10.25) 
y i e l d s  the d e s i r e d  "neighboring optimum" control program f o r  
t k  2 t 5 t k + l  . Here t k  denotes the kth sampling time when the error 
vec to r ,  6x ,  i s  determined. 
The guidance mode will be c l a s s i f i e d  a s  ei ther approximate model 
or precise model, depending upon whether o r  n o t  approximations are 
i ntroduced i n equat ion  ( 10 e 21 ) 
-1 08- 
b )  Guidance Theory and Extrema1 Fie1 ds by Henry J.  Kel ley* 
This paper describes another form of the second variation method. 
Essentially, one represents a f i e l d  of extremals, i .e. ,  a family o f  
optimal t ra jector ies ,  i n  the neighborhood of a predetermined extrema1 
serving as  a "nominal" trajectory.  I t  turns o u t  t h a t  the theoretical 
development closely paral le ls  tha t  of Jacobi I s  accessory minimum prob- 
lem for  the second variation. 
The equations of motion and the equations governing change i n  a 
vehicle 's  mass comprise a system of  different ia l  equations, which may 
be written i n  generalized f i rs t -order  form as  
Ai = f i (x l  ,..., xn, u1'.*.,um3t), i = 1 ,... , n  (1 0.26) 
where the xi are  "s ta te"  variables and the u "control" variables. j 
The optimal i t y  cr i ter ion of f l i g h t  performance is  usually stated 
i n  terms of a m i n i m u m  of some function P = P (xl ,..., x T )  o f  the 
s t a t e  variable f inal  values and the f inal  time. The minimization i s  
subject t o  (10.26) and certain specified i n i t i a l  and terminal condi- 
t i o n s  on the xi as subsidiary constraints. 
joined different ia l  constraints 
T T9 
The function P with ad- 
J = P(xl T,. .  . 9xnT9 T)  + Xi(-ii + f i )  d t  (10.27) 
i s  extremized by the control functions u . ( t )  o f  the nominal t ra jec-  
tory, subject t o  the prescribed bounda'ry conditions. A solution t o  
this  m i n i m u m  problem is  desired for s l i gh t ly  different  i n i t i a l  condi- 
tions xi + 6xio i = 19 . .* ,n9  and i t  is desired t o  exploi t  prior 
J 
0 
* 
Reference 21 
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knowledge of the optimized nominal t ra jectory to  whatever extent 
possible. 
point, and at tent ion is  turned t o  continuous generation of control 
increments 6 u .  as a function of the "current" e r rors  6x i .  
Any point along the nominal may be regarded as  an i n i t i a l  
J 
An expansion of (10.27) about the nominal i s  considered 
1 J =  J + J + - J  + ...) 
0 1 2 2  (1 0.28) 
i n  which Jo corresponds t o  the nominal path, J1 the f i r s t -order  e f f ec t  
of i n i t i a l  value variations and control variations,  J2 the second-order 
effect ,  e tc .  
minimizing the second-order approximation to  J given by the f i r s t  three 
terms of (10.28) subject t o  the following different ia l  subsidiary con- 
d i  t i  ons 
The problem of minimizing J is abandoned i n  favor of 
d x .  + 6 u k '  i = 1 ,..., n ,  (10.29) - 
J 
d X i  - 
where i n  this linearized vversion of the system the par t ia l  deriva- 
tives of the f i  a re  evaluated along the nominal path and hence a re  
functions of time only. The par t ia l  derivatives and Lagrange multi- 
p l i e r  functions appearing i n  the development o f  (10.28) a re  those 
belonging t o  the nominal (optimal ) t ra jectory.  
Adjoining the constraints (10.29) by means of new multipliers, f ixi ,  
the fo l l  owing E u l  er-Lagrange equations are  obtained: 
6 u k  = 0 (10.30) a *H 6 x .  4- + a 'H axi ax J axi aYk j 
-1 10- 
hi f i  is  the generalized Hamiltonian function. The 
* i 
Weierstrass condition for optimal control variations, 6Uk' i s  that  
the 6Uk minimize a certain function, h,  o r  
* 
Mi n * 
"k 
h = h (6Uk) 
where 
6 X i  6U k h = &(? .f: axi ax j &xi 6 ~ .  J + 2 k 
(10.31) 
(1 0.32) 
If applied as a guidance mode, i t  would be classi f ied as e i ther  
approximate model or precise model depending upon whether or  n o t  
approximations are  introduced i n  Equations (10.29), (1O.30), and 
(10 .32) .  
c) An Optimal l inear  Feedback Guidance Scheme 
by S.E. Dreyfus and J.R. Elliott* 
Another development of the l inear  expansion metllod i s  obtained 
from the dynamic programing p o i n t  of view. The optimal trajectory 
problem considered here has the following discrete-time statement: 
F ind  t ha t  sequence of  controls 
{ U ( t ) }  t e to, to + A ,  to + ?A9 ... 
such t h a t  the dynamical system governed by the diffe  ce eqi ti 
* Reference 22 
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x i ( t o )  = xi , i = 1 9 . * . ,  n-I (10.34) 
0 
evolves i n  such a way tha t  the function 
i s  minimized a t  some unspecified time T determined by the sat isfact ion 
o f  the m terminal conditions 
That i s ,  a control function u ( t )  i s  sought that  minimizes an objec- 
t ive  function P a t  a time determined by the simultaneous sat isfact ion 
of  m terminal conditions. For simplicity of notation, the following 
conventions a re  made: 
xn = t ,  f n  = 1 (10.35) 
The problem is  s ta ted discretely since i t  must be solved d ig i ta l ly  and 
used mechanically i n  a discrete  way. 
value o f  P a t  the terminal time 
s t a r t s  w i t h  s t a t e  x l ,  * .  . , x  and 
optimal control, u*, is  defined 
n 
The "optimal return function", S ( x l , .  . . xn ) ,  i s  defined as the 
determined by q = 0, where the vehicle 
j 
an  optimal t ra jectory i s  followed. The 
by the equation 
0 (10.36) 
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? 
is  the Lagrange multiplier x ( t ) .  The f ac t  tha t  the value 
of S is invariant on the optimal t ra jectory from any i n i t i a l  s t a t e ,  
regardless of the particular p o i n t ,  i s  described by the equation 
(10.37) 
By taking par t ia l  derivatives of  Equation (10.36) w i t h  respect t o  
decision, u*, may 
can be found in 
t 
the x . and keeping i n  mind tha t  the optimal co 
change due t o  perturbations i n  the state,  the 
terms of the f i r s t  and second partial  derivati  
the nominal t ra jectory a t  time t + A  . 
J 
S evaluated on 
To determine a recursion relation for the on the nominal 
t ra jectory par t ia l  derivatives of Equation (10.37) are  taken w i t h  re- 
spect t o  the x T h i s  yields 
j *  
- + j = l , e . . 9 n  (10.38) 
t t + A  
Recursion relations fo r  the second par t ia l  derivatives of S are 
similarly obtained by taking par t ia l  derivatives o f  Equation (10.38). 
Given the f irst  and second par t ia l  derivatives of S a t  time t + A  
can be computed a t  time t .  
then yield the f irst  and second 
along the nominal t ra jectory,  the 
The recursion relations developed 
par t ia l  derivatives of S a t  t i  
the backward recursion. Once , the change i n  optimal control 
dictated by a change i n  s t a t e ,  i s  known as a function of time along a 
nominal (optimal) trajectory,  the l i nea r  rule 
t h u s  allowing the continuation of 
-1 13- 
n .. 
6 u * ( t )  = au" ax ( t )  6 X j ( t )  
j=l j 
(1 0.. 39) 
yields the change i n  u* required to correct for  deviations from 
nominal i n  the s t a t e  variables, the 6x T h i s  i s  the l inear  feed- 
back guidance scheme. 
second parti a1 derivatives of S that  a1 low the in i t ia t ion  of the re- 
cursion relations developed ea r l i e r  can be obtained by considering 
appropriate pa r t i  a1 deri vati ves of Tayl or ser ies  expansions about 
time t shortly before T of the terminal constraints q .  and the ob- 
J 
ject ive function P. 
j '  
The near terminal values of the f i r s t  and 
This guidance mode would be classif ied as e i ther  approximate 
model or precise model, depending upon whether or not approximations 
are introduced in Equations (1 0.33) and (1 0 e 38). 
d )  P a t h  Adaptive Mode for  Guidance Space Flight Vehicles 
by W.E.  Miner, D.H.  Schmieder, and N . J .  Braudk 
This approach addresses the most general form of the stored ex- 
pansion method. 
rocket under constant thrust and mass flow, i n  an inverse square gravi- 
tational f i e ld .  Assuming that the i n i t i a l  conditions are known and 
tha t  certain mission c r i t e r i a  a re  to  be achieved with, say, a minimum 
time of f l i g h t ,  the calculus of variations can be used to  determine 
the steering function, u ,  which accomplishes this. 
Consider the two-dimensional vacuum f l igh t  of a 
The task undertaken here i s  t o  derive this steering function for 
the vacuum f l igh t  o f  a single rocket stage, w i t h  thrust termination 
occuri ng a t  fuel depl etion. 
"two p o i n t  boundary value problem" described above i s  solved numerically 
In this empi ri cal approach, the so-cal 1 ed 
* 
Reference 23 
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for  assumed nominal i n i t i a l  conditions /. T h i s  procedure i s  then re- 
peated fo r  a large variety of values tha t  l i e  w i t h i n  some uncertainty 
region i n  phase space about the nominal ignition conditions. Thus ,  
a family of optimum ( m i n i m u m  f l i g h t  time) t ra jector ies  originating 
near the nominal i n i t i a l  conditions and satisfying the mission c r i -  
t e r i a  is constructed. 
family can be considered t o  be another s e t  of i n i t i a l  conditions and 
the corresponding two point boundary value problem solved for  u .  
from each trajectory of the family points are taken every a t  secondss 
providing numerous val ules of  the steering function 
Moreover, each point on each trajectory of the 
Then, 
where F i s  the thrust  magnitude, and m is the vehicle mass. 
(10.40) 
The curve-fitting procedure chosen to  functionally represent u 
according to this tabulation i s  the method of l ea s t  squares. 
polynomial approximating function used i n  the l ea s t  squares procedure 
may be written i n  the form 
The 
u =  ahkpqrs  rh 1 rk 2 vp 1 vq 2 ( F/m)r ( i / m ) '  (10.41) 
where the sumation i s  taken over a certain s e t  o f  non-negative i n -  
tegers h ,  k ,  p,  q 4  rs s. 
The choice of  the s e t  of non-negative integers over which the i n -  
dices range i n  the sumation determines the specific polynomial form 
being used. For any such choice, i t  i s  desired to  f i n d  the ''best'' 
s e t  of  coefficients.  
the differences between the polynomial and tabular values of u are  
minimized, i n  the sense that  the sum of the squares of  these differ-  
ences over a l l  tabulated po in t s  i s  a minimumg i .e. ,  
"Best" i n  the l e a s t  squares approach means that  
- 4  15- 
i s  a minimum. The index b used here ranges over a l l  of the tabulated 
points, and Lib i s  the tabulated value of u a t  the point [rlb, r2b, 
I t  is assumed, of course, that  the number 'lb' "2b' 
of tabulated points exceeds the number of coefficients i n  the polyr 
nomi a 1 . 
( F / N ) ~ ,  (ii/m)b]. 
A necessary condition for A U  t o  be a minimum w i t h  respect t o  the 
ahkpqrsiS that 
= 0 
aahkpqrs  
( 1 0.43) 
. These l inear equations are called the normal equations for ahkpqrs  
and may be solved simultaneously for  the coefficients ahkpqrs. 
The ultimate cr i ter ion of goodness of this curve-fit must be a 
weighing of the number and complexity of terms i n  the polynomial 
against the degree of optimization and accuracy of meeting migsion con- 
d i  tions achieved by the polynomi a1 . 
The guidance mode would be classi f ied as e i ther  approximate model 
or precise model, depending upon whether or not approximations are i n -  
troduced to  calculate the t ra jector ies  defining the ser ies  (10.41). 
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10.4 Parameterized Guidance Modes Using Real Time Iteration 
These guidance modes a re  characterized by a parameterized form of 
the thrust  steering law, where the parameters a re  chosen to sa t i s fy  desired 
solved The equations to be end conditions by a real time i terat ion method. 
can be based upon e i ther  an approximate or prec 
a )  General Formulation of the I terat ive 
by I.E. Smith* 
se mathematical mode 
Guidance Mode 
This paper discusses the i te ra t ive  guidance mode (IGM) and i t s  
I t  i s  an iner t ia l  o r  closed-loop mode i n  tha t  the 
application to  the three-dimensional upper stage vacuum f l igh t  of a 
rocket vehicle. 
only inputs required a f t e r  l i f t o f f  a r e  available from the onboard 
navigation system. 
commands as a function of the current s t a t e  of the vehicle - posi- 
t ion,  velocity, longitudinal acceleration, and gravitational accelera- 
t i o n  - and the desired cutoff conditions. 
updated each computation cycle, using the updated s t a t e  of the vehicle. 
The terminal conditions for the IGM are  defined by f ive  quantities: 
a l t i tude ,  velocity magnitude, f l i g h t  path angle, orbital  inclination 
(relative t o  the equator), and the descending node o f  the o r b i t  plane 
( re la t ive  to  the launch meridian). 
constrained to  l i e  i n  the plane defined by the inclination and de- 
scending node. 
That i s ,  t h i s  i t e ra t ive  scheme computes steering 
The guidance commands are 
The terminal velocity vector i s  
The radius and path angle will also l i e  i n  tha t  plane. 
Assuming a f l a t  earth w i t h  a constant gravitational f i e ld ,  no 
atmospheric drag, constant thrust and flow rate ,  the Euler-Lagrange 
equations produce the following optimal steering law for  the a t t i tude  
angle o f  the thrust vectar 
c1 + C p t  
tan = c3 + C 4 t  (1 0.44) 
* 
Reference 24 
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where u i s  the angle between the thrust direction and the terminal 
horizontal. 
strained) then the transversal i ty  condition associated w i t h  that  
s ta te  component requires t h a t  C4 be zero. T h i s  condition produces 
the l inear  tangent law of the form 
If downrange distance is  a f ree  variable ( i . e . >  uncon- 
tan u = t 5 A + B t .  (10.45) 
The analytical equations which make up the IGM algorithm are  an 
approximate closed-form solution of the equations o f  motion for a 
vehicle i n  vacuum f l igh t ,  us ing  a steering law of  the form 
The l inear  optimality of this scheme comes from the use of this 
f i r s t  order approximation of the 1 inear tangent law described above. 
The equations of motion a re  integrated by expressing the pitch and 
yaw steering laws as 
% % u = u - K1 + K p t ,  u = u - K3 + K 4 t .  P P  Y Y  (10.47) 
The pitch and yaw control angles (u and u respectively) are P Y’ 
measured i n  the guidance coordinate sys tem, a target-centered iner t ia l  
system. Geometrically, $ represents the a t t i tude  angle t h a t  would 
optimally sa t i s fy  only the velocity vector constraint a t  cutoff. Tho 
constant angle K1 i s  added t o  enforce the a l t i tude  requirement. To 
avoid incompatibility between the two requirements, a pitch rate, K p r  
i s  introduced, thus completing the steering law form o f  (10,47). The 
parameters K3 and K4 play a similar role i n  the formulation of the yaw 
s teeri  ng pol icy. 
P 
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Utilizing (10.47), the two-point boundary - value problem is  
solved analytically as a function of instantaneous s t a t e  of the vehicle, 
desi red end conditions vehicle characterist ics,  and time-to-go ( t ) . 
The closed-form solution requires the postulation of a constant effec- 
t ive  gravity vector for  a given guidance cycle ( the average of the 
current and terminal gravity vectors). Since the gravity force f i e ld  
i s  a well-behaved function and the guidance scheme i s  a null-seeking 
system, the change i n  gravity magnitude and direction can be thus ap- 
proximated with reasonable accuracy. 
9 
Since the solutions for the guidance parameters include the time- 
to-go, an estimate of t h i s  variable must be computed. 
plished by determining velocity deficiency, A V ,  or the difference 
between the current desired velocity and the present sensed velocity. 
The time-to-go can then be computed from the rocket equation 
This i s  accom- 
(10.48) 
where T is  the specif ic  stage time and Ve i s  the effective engine ex- 
haust velocity. 
i t e r a t ive  scheme i s  required. 
an i n i t i a l  estimate of time-to-go, 
A t  , which i s  a function of the updated velocity-to-be-gained. 
the burn  time i s  calculated as 
Since the equation for A V  i s  a function of t B 9  an 
The IGM avoids  this i terat ion by making 
’, and adding a correction term, 
tg 
T h u s ,  
57 
tg = tg 1 + A t g  
After the f i r s t  time through the guidance scheme, the computed t B  
minus the computer cycle time i s  used as the approximation for  the next 
computation. 
-1 19- 
The current downrange transfer angle, ( a p  is required for  estab- 
l i s h i n g  the guidance coordinate system. 
using the instantaneous target range and a character is t ic  range tha t  
would be obtained i n  time t by a l inear  acceleration horizontally 
9 
directed above a f l a t  earth.  The accuracy of this computation is 
improved by including an approximation fo r  gravity loss which also 
includes a mission dependent constant. T h i s  constant adjusts the 
effect  of grav i ty  loss on the range angle depending on the steepness 
of the trajectory and the length of f l i gh t  time. 
This angle is  computed 
I t  can be seen t h a t  the i t e r a t ive  guidance mode is t o  be classi- 
fied as approximate model, because of the constant gravity assumption. 
b )  A General , Expl i c i  t ,  Optimi zing*Gui dance Law for Rocket-Propel 1 ed 
Spaceflight by George W .  Cherry 
Assuming a single-stage rocket vehicle w i t h  constant propellant 
massflow and constant effective exhaust velocity, the equation for 
vehicle thrust accel e ra t i  on can be wri t ten 
(10.49) 
where Ve i s  the effective exhaust velocity, IC i s  the ra t i6  o f  i n i t i a l  
vehicle mass t o  massflow, and t i s  the.time from epoch, t = 0. I t  i s  
desired t o  compute a thrust angle? regime, u ( t ) ,  wh ich  would result 
i n  the acquisition of pre-specified terminal s t a t e  values w i t h  minimum 
fuel consumption, s ta r t ing  from an i n i t i a l  exoatmospheric vehicle 
s t a t e ,  
* 
Reference 25 
'The thrust angle u (  t) i s  measured w i t h  respect t o  the local horizontal 
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\ 
The guidance program presented in this paper for fixed-thrust 
rocket engines has two major segments of computations, o r  subroutines. 
The f i r s t ,  called "radial Coordinate Control", computes a thrust 
angle regime which  would result i n  the sa t i s fac t ion  of i n p u t  radius 
and radial r a t e  constraints a t  a specified time of thrust termination, 
T. Since the terminal value of horizontal speed is  a computationally 
convenient function of T or time-to-go (T-tof9 i t  is reasonable t o  
s e l ec t  time-to-go so tha t  the predicted horizontal speed i s  equal t o  
the desi red Val ue. The subroutine cal l  ed "Hori zontal Speed Control I' 
adjusts time-to-go so t h a t  the predicted and desired values a re  equal. 
The computation loop through these two blocks can be described as 
follows: 
go i s  computed in the "radial Coordinate Control" subroutine; using 
u( t) and time-to-go, the "Horizontal Speed Control 'I subroutine com- 
putes the result ing f inal  horizontal speed; time-to-go i s  adjusted so 
tha t  f ina l  horizontal speed is equal t o  the desired value. 
time-to-go i s  guessed; u ( t )  corresponding to  th i s  time-to- 
In the "Radial Coordinate Control" segment, the following form of 
the radial acceleration i s  imposed: 
where p1 ( t )  and p , ( t )  a re  1 inearly independent, pre-specified functions 
o f  time, and C1 and C2 are constants chosen t o  s a t i s fy  the boundary 
conditions. Let f l l ( t )  be the integral over time (from to t o  t) o f  
p l ( t ) .  and f12 ( t )  the integral of p , ( t ) .  Now l e t  f Z l ( t )  be the i n -  
tegral from to t o  t of f l l ( t ) ,  and f Z 2 ( t )  the integral of f12 ( t )  s 
Then the solution for C1 and C2 i s  expressed i n  matrix notation as 
i, - io 
(10.51) e l l  e12 
e22 - ro - io(T - to) 
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where the E matrix, E = ( e . . ) ,  i s  the inverse of the matrix F = ( f i j ( T ) ) $  
subscript "0" denotes present values ( o f  range and range r a t e ) ,  and the 
subscript 'ID" denotes desired terminal values 
angle program is then obtained from the following equation w h i c h  can 
be solved for u ( t )  
1J 
The solution thrust 
a e s i n  u + Geff  = C1 P1 -I- C2 P2 , (10.52) 
where Geff  represents the combined ef fec t  of gravitational and centr ic  
fuga1 acceleration. 
choice of P , ( t )  and p 2 ( t )  i s  rather arbi t rary.  Their form i s  often 
selected as polynomial o f  low degree, w i t h  optimization (fuel consump- 
tion minimization) achieved by proper choice of polynomial coefficients.  
Subject t o  the rest r ic t ions mentioned above, the 
As explained ea r l i e r ,  time-to-go (or  equivalently T), needed for  
evaluation o f  the integrals f .  .(T), i s  chosen so that  the terminal 
horizontal speed i s  equal t o  the desired value. The following equations 
resul ts  
1 J  
(10.53) 
where t 
of velocity, and AVeL i s  the horizontal velocity ' 'loss" defined by 
i s  the time-to-go ( T  - to)s Ve is  the horizontal component go 
(10.54) 
The "Horizontal Speed Control I' subroutine then proceeds as follows. 
Suppose tha t  a f i rs t  guess of the value o f  A V O L  i s  made. This estimate 
i s  used to  compute the corresponding, b u t  probably incorrect, time-to- 
go. Using this time-to-go, the "Radial Coordinate Control 'I subroutine 
-1 22- 
i s  called on t o  compute the thrust angle regime which would sa t i s fy  
the r ad ia l  boundary conditions by the predicted time of thrust termina- 
tion. Because the thrust angle regime, remaining time of rocket 
bu rn ing ,  and thrust acceleration model are  a l l  available, i t  i s  pos- 
s ib l e  to  predict the terminal horizontal speed which would resu l t .  
The cornpu ted def i ci ency i n  terminal hori zontal speed i s  then added 
t o  the f i r s t  guess o f  the loss i n  horizontal speed t o  obtain a better 
estimate of this loss. This i t e ra t ive  procedure i s  repeated until the 
computed deficiency i n  horizontal speed i s  sufficiently close t o  zero. 
Only one major algorithm i s  needed t o  implement this procedure; 
and u ( t ) .  The prediction 
namely, the block required for predicting the terminal horizontal 
speed which would resu l t  from a given T 
of V,(T) i s  accomplished by predicting the terminal value of the nearly 
1 inear function 
go 
(1 0.. 55) 
The prediction of H(T) is  obtained by simply expanding H ( t )  i n  a trun- 
cated Taylor ser ies  about  t = to and then evaluating this expansion 
a t  T. 
T h i s  guidance model is  c lassi f ied as approximate model because of 
approximation introduced to  calculate the horizontal motion (10,55) 
c )  Expl i c i t  Tangent-Steering Guidance for  Mu1 t i  -Stage Boosters 
. by Frank M. Perkins" 
The expl i ci t Tangent-s teeri  ng Gui dance Equations cons t i  tu te  a 
different ia l  correction procedure u s i n g  a fixed mathematical form fo r  
the pitch and yaw steering angles versus time. 
intended as an active guidance scheme in i t ia ted  a f t e r  pre-programmed 
booster steeri ng through the atmosphere and terminated a t  f inal  vehi cl e 
injection. Although there is  no known exact algebraic expression for  
These equations are  
-_I_ * 
Reference 26 
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the optimum (minimum propellant consumption) pitch program, a simple 
expression suitable for guidance equations is  t o  diminish the tangent 
o f  the angle between the thrust vector and the horizontal a t  burnout 
l inearly w i t h  time. 
shows that  i t  applies t o  yaw steering as well as t o  pitch. I t  has 
been shown that  i f  the total  integrated effect  of gravitation i n  
causing position and velocity changes *during guided f l i gh t  were path- 
invariant, this l inear  tangent steering policy would indeed be optimum. 
The derivation of the l inear  tangent program 
The basic principle of operation may be described by the following 
equations : 
R = RB - Rg - Rg (1 0.56) R 
-1 
ART 
(10.57) 
(1 0.58) 
Equation (10.56) s ta tes  that  the changes i n  vehicle position and 
velocity t h a t  a re  required to  be contributed by thrust over the re- 
mainder of powered f l i g h t ,  RR,  a re  obtained by subtracting from the 
mission-required burnout values, R B 9  the present values, Ro, from 
sensed information and an estimate of the changes caused by gravita- 
t i o n ,  R Rough estimates of position and velocity changes t h a t  will 
be caused by gravitation are  obtained by assuming t h a t  the average 
magnitude and direction of gravitation are  fixed fractions of the way 
between the known present and final values . 
9' 
Position and velocity components contributed by thrust, RTs and the 
matrix of partial  derivatives of these components w i t h  respect t o  the 
guidance parameters , 
aRT -- 
L 
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a re  obtained from mathematically exact closed-form expressions* as 
functions of  the five guidance parameters ( i n i t i a l  and final thrust 
a t t i tudes and powered f l i g h t  time). 
The incremental corrective changes needed i n  the p o s i t i o n  and 
velocity components contributed by thrust from now to  the end of 
f l i gh t ,  ARTS a r e  calculated as i n  Equation (10.57). Incremental 
corrections to the guidance parameters i n  the pitch and yaw planes 
needed to  remove the burnout position and velocity errors computed i n  
the previous step, A(G.P. ) ,  are obtained as i n  Equation (10.58). 
These corrections a re  then added to  the current guidance parameters 
which came from the l a s t  computation cycle. 
thus obtained are  then updated for  the passage of time dur ing  the 
computing cycle and a re  then used as principal i n p u t  t o  the next 
cycle. A new present position and velocity a re  obtained from sensed 
data and the ent i re  procedure repeated again. When the time to  burn-  
ou t  is found t o  be less  than or  equal t o  the computation cycle time, 
a thrust termination command is  sent. 
The corrected parameters 
The matrix solution referred t o  may involve the inverse o f  a 5x5 
matrix, using a l l  possible partial  derivatives of the five terminal 
position and velocity components w i t h  respect to  the f ive guidance 
parameters. The only end component n o t  specifically controlled is  
the downrange d i  stance. 
T h i s  guidance mode i s  c lass i f ied as approximate mode because of 
the assumption of the path-i nvari ance of gravity . 
* 
These exact cl osed-form expression resul t  from the parameterized steering 
law: tan u = A + B t .  
d )  Expl i ci t G u i  dance Equations for  Mu1 ti stage Boost Trajectories 
by Fred Teren* 
Expl i ci t gui  dance equations are  devel oped for steering mu1 ti  - 
stage launch vehicles to injection conditions tha t  s a t i s fy  given 
mission requirements, e.g., lunar impact c r i t e r i a .  
variations i s  used to derive the required boundary conditions on the 
thrust direction a t  staging points. The pitch and yaw steering laws 
are  based on an approximate closed-form solution of the equations of 
motion, solved "continuously" d u r i n g  f l igh t .  
approximate the form prescribed by the calculus of variations for  
maxi mum pay1 oad 
The calculus o f  
These laws closely 
The guidance law used fo r  the radial component of thrust follows 
from the imposed functional form 
(10.59) 
where a i s  the thrust acceleration, and r is the position vector. I t  
follows t h a t  
= la ( A  + B t )  (10.60) 
This form was f i r s t  ntroduced by MacPherson, whose resul ts  were l a t e r  
expanded by Cherry. Determination of the guidance constants A and B 
for  a given computation cycle i s  accomplished by specification of the 
present and desired terminal radius and radial velocity and by e s t i -  
mation of the time t o  cutoff. 
a t  cutoff, and approximating the velocity required, av, t o  yield the 
necessary change i n  angular momentumg ah, the cutoff time, T, i s  given 
Assuming a given angular momentum, h ( T ) ,  
bY 
T = -C [l - exp (-av/ve)].  (10.61) 
- * 
Reference 27 
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t o  approximate the calculus of variations solution, corrections a re  
provided fo r  A and B which cause thrust direction and rate to  be 
con t i  nuous across staging e 
The appropriate yaw steering law is  derived by u s i n g  an approxi- 
mate calculus of variations solution to  minimize the payload loss  i n  
removing yaw velocity errors : 
t 
0 
aT 
(10.62) 
(10.63) 
where h i s  the angular momentum vector and e i s  a u n i t  vector per- 
pendicular t o  the radius vector. 
I t  i s  assumed tha t  the booster stage i s  flown through the atmos- 
phere w i t h  a pre-specified (open-loop) steering program due t o  aero- 
dynami c heating and 1 oads , cl osed-1 oop gui dance i s i n i  t i  ated 
a t  sustainer ignit ion and terminated a t  the time corresponding t o  the 
specified injection energy, determined by a quadratic curve-fi t of the 
l a s t  three calculated time and energy values prior t o  cutoff.  
Active 
The following simp1 ffying assumptions a re  used in the derivation 
of guidance laws: 
-1 27- 
(1 ) Spherical Earth, w i t h  an inverse-square gravitational 
force f ie ld .*  
( 2 )  No perturbing bodies.* 
( 3 )  No atmospheric effects on upper stages (stages a f t e r  the 
booster) . 
(4)  Constant thrust  and specific impulse operation over each 
of the ac t i  vely-gui ded powered f l  ight phases. 
This guidance mode i s  c lass i f ied as approximate model because 
of the approximations introduced t o  calculate the horizontal motion 
(10.61). 
. e) Centaur Explicit Guidance Equation Study 
by TRW Staff' 
A prime objective of the Centaur Guidance Study was t o  evaluate 
the performance of several expl ic i t  guidance techniques using an 
Atlas-Centaur vehicle over a mission spectrum indicative of future 
planning for  th i s  vehicle. After detailed analysis of features of 
the guidance se t s  considered in th i s  study, a "Hybrid" s e t  of guidance 
equations was developed t h a t  incorporated some of the best features 
of each equation s e t  with additional work by TRW. The functional form 
imposed i s  the same as described in ( d )  above. 
A s e t  of pitch steering equations for  advanced Centaur guidance was 
selected. This scheme imposes the following form on the radial ac- 
cel eration: 
(1 0.64) 
where the r-axis l i e s  along the local vertical  direction in the 
( rotat ing)  guidance plane, (t) i s  the thrust  acceleration of the 
Y 
* 
A "Pseudotarget" concept i s  introduced t o  compensate for  Earth Ob1 ateness 
and other perturbing forces. 
'Reference 28 
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rocket engines, and B and D a re  guidance parameters (updated each 
guidance cycle) characterist ic of a given rocket stage. 
parameters are obtained by integrating the equations of motion for- 
ward i n  time, assuming a pitch steering law o f  the form (10.64). 
calculus of variations shows tha t  the direction cosine, Caz, between 
the thrust vector and the local vertical must be continuous t h r o u g h -  
ou t  each stage for m i n i m u m  fuel consumption. Moreover, i t  can be 
shown tha t  taz must be continuous i n  the same region. In practice, 
i t  i s  convenient t o  work with the discontinuities which are defined 
by 
The guidance 
The 
where t = 0 i s  the present time ( d u r i n g  i th  stage f l i gh t ) ,  Ti i s  the 
i t h  stage cutoff time, and Tci i s  the coast time between stages i and 
i+ l .  
while nDi i s  determined by the continuity requirement on iaz e 
The continuity requirement on Caz i s  then used t o  determine dBi, 
In the yaw steering scheme, the current u n i t  normal vector, j, i s  
computed from the expression 
where r i s  the vehicle position vector and v the velocity vector. 
T h i s  algorithm attempts to drive r?, v ,  and rT (an i n p u t  target  vector) 
into a common plane while minimizing the in-plane velocity loss.  
Assuming that  the square of the direction cosfne between the thrust 
vector and the local normal, C2 
velocity loss due t o  yaw steering can be approximated by 
is  small compared to  unity, the 
aY 
(1 0.67) 
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where t i s  the time-to-go u n t i l  f inal  thrust cutoff. The problem 
of driving the out-of-plane component of the target vector, r 
rT * j ,  to zero while minimizing AV,- is  then solved by using the 
cal cul us o f  variations and the method of undetermined Lagrange mu1 t i  - 
pliers.  
9 
= 
TY 
As in other guidance schemes, an estimate of velocity-to-be- 
gained to injection is needed. This may be viewed as 
where AV i s  the vector velocity-to-be-gained, vR is  the instantaneous 
velocity vector required t o  yield the predicted desired terminal conr 
dit ions,  and V is  the current velocity vector from navigation. Simple 
conic formul as involving the target  vector and predicted desi red 
termi nal conditions are employed t o  yield the required vel oci ty vector, 
An estimate of time-to-go t o  injection, t i s  also required for 
g 
Essentially, the magnitude, AV, of the use i n  the steering laws. 
veloci ty-to-be-gained vector serves as the independent variable speci- 
fying t by the rocket equation 
9 
t 9 = T [ l - e x p  (1 0.64) 
where Ve is the effective engine exhaust velocity and T* i s  the specific 
stage time. When time-to-go becomes less  t h a n  a given threshold, t is 
counted down t o  zero and the cutoff discrete generated. 
9 
* 
1: = V,/a (o ) ,  the ra t io  of the effective exhaust velocity t o  the i n i t i a l  
thrust  accel e ra t i  on 
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This guidance mode i s  classi f ied as approximate model because o f  
the approximation introduced to  calculate the horizontal motion. As 
demonstrated i n  the Interim Report (Reference 6) howeverg the precise 
model can be implemented by real  time i terat ion for  this (or any other) 
parameterized steering law. 
10.5 Parameterized Gui  dance Modes Using Stored Coefficients 
These guidance modes are characterized by a parameterized form of the 
steering law, where the parameters are  determined as a function o f  measured 
s t a t e  by a Taylor ser ies  expansion about a nominal trajectory.  The expansions 
can be e i ther  1 i near or  non-1 inear i n  the s t a t e  var i  ab1 es a 
Few examples of t h i s  class of guidance modes are to  be found i n  the 
l i t e r a tu re ,  even though  early guidance modes for  military vehicles were a l l  
of this form. A good recent-day example i s  the guidance law applied t o  the 
Agena vehicle for Ranger and Mariner lunar and interplanetary missions. In 
this case, a horizon scanner supplied data to keep the vehicle a t t i tude  a t  a 
nominal value, and thrust was terminated when the integrated acceleration 
reached a pre-set value. 
trajectory simulations, w i t h  the provision t o  a l t e r  the thrust termination con- 
stant based upon f i rs t  stage (Atlas) burnout conditions. 
worked demonstrably we1 1 . 
The required constants were obtained from pre-fl ight 
This simple law 
10.6 A Synopsis of Parameterized Guidance Modes 
Since the results of  Section 9 indicated tha t  parameterized guidance 
laws are of particular in te res t ,  Table 10.1 i s  presented i n  an attempt to 
el ar i  fy the re1 a t i  ve d i  fferences between the i ndi v i  dual guidance modes de- 
scribed above. In effect ,  special emphasis is placed on this class since 
current real-time operational constraints (and on-board computer 1 imitations) 
dictate  a re la t ively straightforward implementation. All of these modes are  
e i ther  being flown today or are  a t  l e a s t  under operational consideration. 
-131 .. 
Among the assumptions common to a l l  of these guidance modes are vacuum 
rocket f l i gh t  w i t h  constant thrust and specific impulse over each stage, 
real time i terat ion,  and an approximate model of system dynamics. As 
previously noted, any of these modes could employ a precise model i f  real 
time integrations of the true equations o f  motion were carried o u t  i n  the 
i te ra t i  ons a 
-1 32- 
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11 e THE TARGETING PROBLEM 
11.1 Introduction 
The targeting problem was defined i n  Section 2.2 t o  be the task o f  
specifying functions of position and velocity (and perhaps time) which, i f  
sa t i s f ied  a t  b u r n o u t  of a rocket vehicle, will cause desired end conditions 
t o  be met. Guidance, on the other hand, was defined to  be the t a sk  of 
choosing the steering and thrust termination parameters so as t o  achieve 
a t  b u r n o u t  a s t a t e  vector on (or acceptably close) t o  the manifold described 
by these functions. 
generating a manifold o f  desired end conditions, which is closely related t o  
the mission planning task, and guidance is the real time task of causing the 
vehicle t o  achieve the targeted end conditions. 
T h u s ,  targeting is  essentially the pre-flight task o f  
The discussion t h u s  f a r  has treated only the guidance problem, assuming 
t h a t  the solution of the targeting problem i s  known, 
"phase" of guidance has been considered, which would correspond t o  a single 
stage vehicle or multiple stages w i t h  fixed coast periods. The general case 
of multiple phases, with variable coast times between them, is  assumed t o  be 
treated by solving a targeting problem for  each phaseg where the burnout conditions 
of each anticipates the guidance t o  be subsequently applied. 
approach i s  the assumption t h a t  i t  makes sense t o  segment the mission i n t o  guid- 
ance phases w i t h  jidependent, expl ic i t ly  given objectives, for  otherwise one i s  
faced w i  t h  the obnoxious requirement t o  numerical ly generate the desi red end 
conditions by the equivalent of a dynamic programming technique. 
of guidance phases, with typical examples for a lunar mission, i s  presented 
i n  the Interim Report (Reference l ) ,  and will not be repeated here. 
Furthermore, only a single 
Implicit i n  this 
A discussion 
I n  this  Section the phasing concept will be assumedg and methods for 
The main emphasis generating the targeted end conditions will be discussed. 
wi 11 be upon expl i c i  t targeting based upon conic fomulae. 
-1 34- 
1 1 . 2  Numerical Generation of the Targeting Manifold 
Consider a single guidance phase (e.g.g a s ingle  stage guided rocket) 
where certain desired mission objectives are expressed i n  terms of 
where T is the end of the phase (e.g., bu rnou t  of the l a s t  stage of the 
booster vehicle).  
point i n  space a t  some fixed time tF > T ,  s o  t h a t  the q i  implicitly define 
the functional relationships between r(T) and v(T)  which will achieve th i s .  
One could employ a Newton-Raphson procedure to  numerically determi ne the 
required velocity vr(r,T) to sa t i s fy  Equation (11.1) and these values could be 
stored i n  the form of a Taylor ser ies  expansion about  some nominal values. The 
resulting hypersurface v r ( r , T )  i s  said to  be the targeting manifold in position 
and velocity space a t  time T.  
For example, i t  may be desired to  pass th rough  a given 
To i 11 us t r a t e  this approach assume that  there are three end conditions 
t o  be met (see discussion of Section 6.5) and t h a t  the matrix ( a q / a v )  i s  
invertable. I f  burnout occurs a t  or before the nominal time T we must have 
q ( T )  = 0 = 6 v ( T )  t 6r(T) t . - .  (11.2)  
where 6 (  ) = ( ) - value on the nominal trajectory,  and the partial  derivatives 
are calculated on the nominal trajectory a t  time T.  Considering only the l inear 
terms, the required velocity t o  sa t i s fy  Equat ion (1 1.2) expressed as a function 
o f  the position r a t  time T,  i s  
(11.3) 
. 
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b:here the subscript s denotes a value on the nominal t ra jectory,  and 
-1 
S 
(11.4) 
The required velocity for  burnout a t  a time t = T - dT can be calculated from 
v(T) v ( t )  + g dT 
r(T) r ( t )  + v(t)dT 
(11.5) 
(11.6) 
where g i s  the acceleration due to  gravity. Then 
r 1 
v r ( r , T )  = vr(r,t) + - g  dT = v s ( T )  - Q k(t) + vr ( r , t )dT- rS (*T)  (11.7) .I 
and 
But f o r  dT small we have 
( I  + Q dT)-’ 2 I - Q dT 
so tha t  
where we have substituted the following expression fo r  the nominal 
velocity on the coasting orb i t :  
(11.9) 
v s ( t )  = v&T)-g  dT (11.11) 
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I t  can be shown that  Equation (11.11) also applies for  burnout a f t e r  T . 
the l inear theory indicates that  near the f inal  time the mission objectives can 
be expressed i n  terms of a required velocity, which depends upon position and 
time. 
i n  position and velocity space a t  the time t. This manifold can be generated 
numerically by calculating a nominal trajectory t o  define v s ( t )  and ~ , ( t ) ~  
and determining the matrix Q a t  the nominal burnout time. 
T h u s  
The targeting manifold then consists of the hypersurface v = v r ( r , t )  
The case of targeting multiple guidance phases ( e . g S g  more than one 
guided rocket stage w i t h  variable coast periods between) i s  more complicated, 
because the desired burnou t  conditions of one phase must anticipate the guidance 
of subsequent phases. 
shut-off parameters for  a given phase can only be accomplished by also 
simultaneously o p t i m i z i n g  the parameters for a l l  subsequent phases where the 
end conditions are defined a t  f inal  thrust termination. This i s  potentially a 
very formidable problem. From the targeting p o i n t  of view, one would approach 
i t  from the dynamic programing p o i n t  of view. 
a t  the end of the second phase, and x ( ' )  be the s t a t e  vector a t  the end of the 
f i r s t  phase. 
and steering history for the i th  phase, where i t  i s  assumed t h a t  there are 
enough parameters t o  s e t  x") and x(') equal 
control labi l i ty) .  Let J ( P ( ~ ) ,  x"))  be a performance index describing the per- 
formance achieved a f t e r  completion of the second phase for  a given x 
assuming the end conditions are  met. 
In general, the determination of optimum steering and 
Let x(') be the s t a t e  vector 
Let p ( i )  be guidance parameters describing the s ta r t / s top  times 
to  arbitrary values (complete 
(1)  
The p ( 2 )  are chosen t o  o b t a i n  
(11.12) 
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I t  follows t h a t  there i s  an implicit  relationship between x ( l )  and the 
optimum p(‘), and one can write 
J(0PT) = $(x (1 1) (11.13) 
where cp i s  some function. 
plied by Equation (11.13), that  i s ,  p ( ’ )  i s  t o  be chosen to  achieve 
Thus the performance index for the f i r s t  phase i s  im- 
(11.14) 
These are the targeting conditions for the f i r s t  phase. 
conceivably be numerically generated in the neighborhood of a nominal trajec- 
tory, b u t  such a scheme would be d i f f i cu l t  t o  implement in practice. 
These functions could 
11 . 3  Expl i ci t Targeting 
A much simpler and more versat i le  approach to  single and multi-phase 
targeting follows from defining guidance phases such that  each has an inde- 
pendent objective which can be expl i ci t l y  described i n  terms of osculating 
conic elements a t  burnout. For example, phase 1 might have the objective of 
l i f t i n g  the rocket vehicle through the atmosphere to  achieve a coast e l l ipse  
a t  bu rnou t  w i t h  maximum energy for  a specified apogee distance; the second 
phase might have the objective o f  attaining a circular parking orbit. of given 
a l t i tude  and inclination, and the t h i r d  phase might have the objective o f  
attaining a coast hyperbola w i t h  specified asymptotic conditions. Then vr(r) 
can be expl ic i t ly  calculated as a non-linear function of r (where the time t 
does n o t  appear). 
expl ic i t  targeting technique. The targeting problem reduces to analytically 
specifying combinations of orbital  elements which will sa t i s fy  the mission 
objectives and numerically determining the i r  nominal values. 
In this case the manifold i s  said to  be obtained by an 
-1 38- 
Development of expl ic i t  expressions to  describe the targeting manifold 
depend upon employing constants of the motion obtained from the two body ap- 
proximation. Suppose tha t  there i s  a primary conic about some central body 
which characterizes the mission. 
e l l ipse  for  near-earth missions, or an earth centered e l l ipse  to  a massless 
moon (or hyperbola for f l j g h t  times less  than 50 hours) for  a lunar transfer 
mission,or an e l l ipse  about the sun, w i t h  massless earth and target  planet, 
for an interplanetary mission. A t  f i n a l  burnout the rocket vehicle i s  on an 
osculating conic, the elements of which can be direct ly  related t o  those of  
the primary conic. For exampleg the osculating conic i s  the primary conic 
for lunar or near earth missions, o r  i s  a hyperbola f o r  interplanetary f l i g h t ,  
In the l a t t e r  case the near-earth asymptotic conditions serve as i n i t i a l  con- 
d i t i o n s  for  the primary e l l ipse  abou t  the suns and the end conditions of  the 
primary e l l ipse  serve as asymptotic conditions f o r  the target-centered hyper- 
bola. 
patching conics (earth el lipse-moon hyperbola, or earth hyperbola-sun el l ipse-  
target planet hyperbola) is an adequate t a rge t ing  approximation, i n  the sense 
that  the conic equations can be used to  expl ic i t ly  re la te  variations i n  de- 
sired target conditions to variations i n  osculating orbital  elements a t  burnout. 
w i  t h  accuracy acceptable f o r  guidance purposes (small error  compared t o  other 
guidance system error  sources) a 
Val ues of  appropriate combi nations o f  orbital  elements a t  burnout which w i  11 
achieve the mission objectives, and the guidance task is  t o  s e t  the variations 
of these quantit ies equal t o  zero. T h i s  approach can be t h o u g h t  of as based 
upon a crude Enke integration o f  the post-burnout equations of motion. 
s t a t e  of  the primary conic be described by six conic elementsg that  i s ,  trans- 
form the p o s i t i o n  and velocity coordinates (rSv) t o  conic element coordinates 
c1 "c6 which are constants of the motion for  the two-body problem. Because 
of perturbations to the two body motion, a r i s i n g  Prom such t h i n g s  as earth 
oblateness and "n-body" effects,  a t  some future time we have 
For example, this would be an earth centered 
Suppose that  the sequence of two body approximations obtained by somehow 
Then one can calculate and s tore  nominal 
Let the 
LF 
c( tF)  = C ( T )  .D- i(t) d t  
T 
(11,15) 
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where b ( t )  represents the e f fec t  of the perturbations. Given nominal values 
of c l . .  .c6 which sa t i s fy  mission objectives,the expl ic i t  targeting method 
assumes that  the perturbation terms are  invariant for a l l  t ra jector ies  close 
t o  the nominal. 
Examples o f  expl ic i t  targeting equations for  relating burnout conditions 
t o  mission objectives will be presented i n  Section 11.4. 
patching conics in the presence o f  non-two body perturbations will be discussed 
in Section 11.5 - 11.7,  and the asymptotic matching o f  conics will be described 
in Section 11.8. I t  will be seen tha t  the asymptotic matching method provides 
the analytic jus t i f ica t ion  for  expl ic i t  targeting when more than one conic arc 
must be treated 
Techniques for  
Targeting models for expl ic i t ly  calculating desired end conditions 
for deep space missions can be ordered according t o  increasing levels of 
precision and computational complexity: 
a .  f l a t  earth,  vacuum - where gravitational acceleration i s  
represented by a constant vector, and the trajectory a f te r  
guidance termination i s  a parabola. 
b .  simple conic - where the trajectory a f te r  guidance termination 
i s  described by the conic formulae w i t h  no corrections applied. 
c. simple patched conic - where the trajectory a f te r  guidance 
termination i s  described by a sequence o f  conic segments 
patched a t  the spheres of gravitational influence of the bodies 
which perturb the spacecraft. 
d .  asymptotically patched conic - where the trajectory a f te r  
guidance termination i s  described by a sequence of canic 
segments as i n  ( c )  above, b u t  the patching is  accomplished 
by matching the "asymptotic" values of position and velocity 
of the i ndi v i  dual (hyperbol i c )  segments 
-1 40- 
e .  hybrid patched conic - where a patching technique such as 
described i n  (c) or  (d)  i s  employed, and corrections to this 
model are  numerically determined from a curve f i t  of the 
perturbing acceleration e 
f asymptotical ly  matched conic - where the corrections t o  ( d )  
above due to  the primary central bodies (e.g., earth-sun-target 
planet, or earth-moon) are analytically determined, and other 
perturbation effects  are calculated numerically. 
There are, of course, other types of approximations which could be 
employed. 
h i g h  speed vehicle i n  a dense atmosphere m i g h t  be obtained by assuming that 
the gravi tational acceleration is  negl i g i  61 e compared to  the drag accel era- 
t i o n .  In this Report, however, we shall be primarily concerned w i t h  the 
conic approximations. 
i n  Sections (11.5) - (11.8). 
For example, an approximate expl ic i t  description of motion of a 
The approximation methods (c)  - ( f )  will be discussed 
11.4 Examples of Explicit Targets 
Assuming tha t  conic relationships are  adequate for  describing the post- 
injection trajectory,  one must be able to  express the mission objectives i n  
terms o f  the orbital  elements. The conic formulae are then used t o  define 
expl i ci t re1 a t i  onshi ps between final speed vel oci ty  path angl e a1 ti  tude, 
and downrange angle which must be sa t i s f ied  i n  order t o  meet mission require- 
ments, where the requirements are specified i n  terms of certain conic para- 
meters such as energy, angular momentum, orientation of the line of apsides, 
or.orientation of the hyperbolic asymptote. 
examples of conic formulae which can be used as approximations for  expl ic i t ly  
relating end conditions a t  termination of the injection guidance phase (end 
of  booster guidance) to desired conditions a t  mission completion. For t h i s  
discussion i t  w i  11 be assumed that  the asymptoti cal ly patched conic method 
( d  above) yields adequate accuracy, recognizing tha t  corrections t o  the conic 
elements can be applied i f  necessary by the methods outlined i n  (e) and ( f )  
a bove . 
In th i s  section, we will give 
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The examples given here are f o r  guidance i n  the  plane o f  motion on ly ,  
and are p r i m a r i  l y  app l i cab le  t o  i n j e c t i o n  guidance, where f u t u r e  guidance 
co r rec t i ons  are nominal l y  zero. 
s h i p  between r a d i a l  d is tance ( r )  and t r u e  anomaly ( e ) ,  g iven by 
A1 1 equations f o l  low from the conic r e l a t i o n -  
where 
P 
1-I 
V 
Y 
e 
c3 
r = - P  
1 + e cos e 
2 = semi- latus rectum - cl/v = constant  
= g rav i  t a t i  onal constant 
= s p e c i f i c  angular momentum = r v cos y = constant 
= speed 
= f l i g h t  path angle 
(11 . IS) 
.~ 
= 2 x ( s p e c i f i c  energy) = v i s  - v i v a  = v - - 2u = constant r 
a. Energy-Angular Momentum Guidance - This form o f  end candi t i o n s  
s p e c i f i c a t i o n  a r i ses  when c o n t r o l l i n g  the apogee ( e  = IT) and per igee distances 
o f  a near e a r t h  e l l i p s e .  Via Equation (11.16)> these q u a n t i t i e s  are completely 
s p e c i f i e d  by a, p and e, and hence s p e c i f i c  energy, ( c ~ ) ~  and s p e c i f i c  angular 
momentum, (c,). 
(v,) and v e l o c i t y  path angle (y,) a t  i n j e c t i o n  are found from 
L e t  rI be the i n j e c t i o n  a l t i t u d e .  Then the requ i red  speed 
2 - -  211
rI 
c3 = s p e c i f i e d  = vr (11.17) 
c1 = s p e c i f i e d  = rI  vr cos yr (11.18) 
From these expressions the vr(rI) and rr(rI)  requ i red  t o  o b t a i n  the s p e c i f i e d  
c1 and c3 can be ca l cu la ted .  
b e t t e r  s u i t e d  f o r  c o n t r o l  o f  low path angles. For example, 
Equation (11,18) can be p u t  i n t o  d i f f e r e n t  forms 
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is  an equivalent form. 
FIGURE1l.l: APOGEE/APSIDES GUIDA 
(11 -19) 
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b .  Apogee/Apsides Guidance - This expl ic i t  form arises when i t  i s  
required t o  control the apogee of a near earth e l l ipse  as well as the 
direction of the line of apsides. Similar formulas would apply for  control 
of perigee and l ine of apsides. If  
re la t ive t o  some arbitrary iner t ia l  reference, and e is the true anomaly a t  
injection, then the control of l ine of apsides is  achieved by set t ing 
( J ,  - e )  equal t o  a fixed value (see Figure 11.1 ) .  The true anomaly a t  
injection i s  found from 
is  the down range angle a t  injection, 
P - r1 
rIe 
COS e = 
I t  follows t h a t  
s in  8 = 
Then 
cos ($ - e )  = specified 
(11.20) 
(11 2 1 )  
= cos + cos e + sin + sin e (11 2 2 )  
apogee distance = specified = e (11.23) (- 
Given $I and r I ,  the simultaneous solution o f  these equations for vr(r19 I + ~ )  
and y r ( r 1 9  $,) yields the required velocity. 
c. Lunar Mission Guidance - Suppose the mission objectives i s  t o  f l y  
p a s t  the moon a t  a given distance. 
i s  legitimate to  pretend t h a t .  the moon has no mass and construct an equivalent 
"massless" miss to  cause the appropriate fly-by distance to  be achieved. Then 
i t  follows t h a t  conditions a t  injection can be specified by constructing a 
conic passing t h r o u g h  a massless p o i n t  which moves according t o  the luna r  
ephemeris. 
find the time-of-flight t o  the moon's distance as a function of the injection 
I t  will be shown i n  Section 11.6 t h a t  i t  
Such an approach requires an application of Lambert's Theorem t o  
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conditions r ,  v ,  and y .  The specification of this  time, as well as the 
angular orientation of the earth-centered conic, w 11 sa t i s fy  mission require- 
ments, and thus define the required vr(r13 YI) and y r ( r 1 9  y I ) .  A simpler 
( b u t  approximate) approach i s  to  introduce the n o t  on of a "pseudo-asymptote", 
which i s  defined by the direction and magnitude of the earth-centered conic 
velocity a t  the point of closest  approach to  the massless moon. 
the magnitude of th i s  vector a t  the (specified ) lunar distance fixes 
energy and (approximately) the time of f l i gh t .  
this vector fixes (approximately) the orientation of the earth-centered conic. 
This law has the practical feature of being similar t o  the ''energy-asymptote" 
specification used for interplanetary missions. 
Controlling 
Controlling the direction of 
Assuming t h a t  the distance t o  the moon is  so large t h a t  the velocity 
the "pseudo-asymptote" i s  and position vectors are approximately parallel  
then determined by (see Figure 1 1 ~ 2 ) .  
2 - -  2v 
r I  
c3 = specified = v r  (11.24) 
COS B = specified = COS (+ - e I  + eA) 
= COS (COS eA COS e I  + sin eA sin e I )  
+ sin +I (s in  eA cos e I  - COS e I  s in  eA)  (11.25) 
where QI i s  defined as before; e I  i s  the injection true anomaly, where cos e I  
and sin e I  are determined from Equations (11.16) and (lle24)3 and eA i s  the true 
anomaly a t  the moon's distance, given by 
(11.26) 
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.. n r-- c 
where rm i s  the moon’s distance. 
cos eA can be obtained from Equat ion (11 2 5 )  I) and thus the required vr(rI ,  @ I )  
and y r ( r 1 9  @ I )  can be calculated. 
Convenient expressions for  sin e, and 
d .  Interplanetary Guidance - A more complicated s i tuat ion arises in 
the case o f  interplanetary missionsg where there are three conics to be 
considered i . e . ,  the near earth escape hyperbola, the heliocentric e l l i p se ,  
and the approach hyperbola near the target .  
that  the earth and target planet have no mass and design a heliocentric 
e l l ipse  which will pass between the massless earth and the massless planet with 
an acceptable earth escape hyperbola, characterized by the energy and 
direction of the asymptote. 
by (see Figure 11.3 ) 
The basic approach i s  t o  pretend 
The conic injection conditions are then given 
(11.27) 
COS 6 = specified = COS (@, - e I  + e,) 
+ s in  s in  eI COS eA - COS e I  s in  eA (11.28) 
where +I and eI are defined as before, and eA i s  the asymptotic true anomaly, 
def i ned by 
1 
e 
- -  (11.29) 
Note that  the angle of the hyperbolic asymptote is  obtained in much the same 
fashion as for the lunar pseudo-asymptote described i n  ( c ) .  Indeed, success 
with the energy asymptote concept for  interplanetary guidance led to  the notion 
of a pseudo-asymptote fo r  lunar guidance. 
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11.5 The Simple Patched Conic Approximation 
I n  this  approach the i n i t i a l  conditions are related t o  desired final 
condi t i  ons by defining a sequence of conic t ra jector ies ,  patched together 
a t  "spheres of influence" of primary central bodies (e.g. , earth-sun-target 
planet, o r  earth-moon). These spheres are roughly defined t o  be a t  the 
point on a trajectory where the gravitational attractions of the central 
bodies are equal. For example, an interplanetary mission would consist 
of a hyperbola re la t ive to the earth until the vehicle reaches a distance, 
of,say, 10 miles from the earth. The next segment would be an e l l ipse  
abou t  the sun until the vehicle reaches a distance of,  say, 10 miles from 
the target planet. 
target planet. 
piecewise manner on each conic segment, b u t  the advantage of the closed 
form two-body solution i s  preserved by ignoring non-two body effects  
on each segment. The position and velocity re la t ive t o  a given central 
body a t  the point of e x i t  from i t s  sphere of influence, together w i t h  
the positions and velocit ies of centra7 bodies, are used t o  calculate the 
position and velocity o f  the vehicle re la t ive t o  the subsequent central body 
for i n i t i a l i z ing  the next conic segment. 
6 
6 
The third phase would be a hyperbola re la t ive to the 
Thus the effect  of each central body i s  included i n  a 
. 
This we1 1 known method has been successfully used for  approximate 
trajectory calculations, b u t  i s  n o t  accurate enough for final pre-flight 
targe t i  ng . 
11.6 The Asymptotically Patched Conic Method 
T h i s  approach i s  analogous t o  the simple patched conic method, b u t  i s  
simpler i n  the sense that  a sphere o f  influence need n o t  be defined, and 
more accurate in  the sense that  non-two body effects  due t o  adjacent central 
bodies are implicitly treated i n  each conic segment. 
Consider an i nterpl anetary trajectory composed of a geocentric segment 
a heliocentric segment, and a target-planet centered segment. 
near the earth and target  planet are hyperbolas , which from the point of view 
The segments 
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of an observer on the sun, appear t o  be characterized by the asymptotic 
conditions. 
departing asymptotic velocity ( v  W )? ,  which can be treated as a velocity 
impulse added a t  a massless ear th ,  and the time of perigee passage. 
hyperbola near the target planet i s  characterized by i t s  arriving 
asymptotic velocity and the time o f  closest  approach. 
patching method t reats  the earth and target  planet as massless p o i n t s ,  where 
the departure and arri val condi tions , respecti vely .) are characteri zed by 
asymptotic conditions determi ned from the coni c formulae. The 1 unar mission 
case i s  analgous, except t h a t  the primary e l l ipse  (or hyperbola) is  earth 
centered, and the arrival conditions t o  the massless moon are determined 
by the moon-centered hyperbola. 
T h a t  i s ,  the hyperbola near the earth is  characterized by i t s  
The 
Thus the asymptotic 
Referring to  Figure 11.3 , l e t  the massless closest  approach distance 
be denoted by b and the massless velocity re la t ive to  the target a t  closest  
approach by v. Recognizing t h a t  the asymptotic speed must be vm = v ,  so  t h a t  
2 = v  = c 3  2 "w 
and t h a t  the angular momentum i s  given by 
c, = bvW 
(11.30) 
(11.31) 
We note t h a t  the energy and angular momentum o f  the target  centered hyperbola 
are specified by b and v. 
the iner t ia l  direction o f  vm. 
The orientation of the hyperbola i s  specified by 
Thus, the relationship between the conic elements a t  any p o i n t  on the 
central body hyperbola (e.g. ,  a t  guidance termination near the earth) and the 
equivalent massless earth injection conditions (v, and b) can be established. 
I t  remains t o  be shown how the time-of-flight t o  massless closest  approach 
relates t o  time o f  f l i g h t  t o  actual closest  approach. From the conic formula 
we find t h a t  a time from an arbitrary position r to  periapsis i s  
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[e sinh E - E]  (11.32) 
where 
cosh E = (1 f $)(a) (11.33) 
and  a i s  the semi-major axis given by a = (v/c3). 
we have (asymptotically) 
B u t  fo r  large r ( r  -t m ) ,  
Then 
cosh E (&)= (+)= ex E sinh E (11.34) 
(11.35) 
(11.36) 
The term (r/vw) is  the time t o  massless c losest  approach; the term (a/v m ) I n  (2r /a)  
i s  the decrease i n  tha t  time due to  the gravitational acceleration of the target  
body, and the term (a/v,) In e is the increase i n  t h a t  time due t o  the bending 
of the conic trajectory.  Similar resul ts  can be obtained for  the asymptotic 
patching o f  the near-earth hyperbola when launching t o  a planet, o r  fo r  the 
near-moon hyperbola when moving from moon t o  ear th .  
I t  should be noted t h a t  the asymptotic distance corrections and the time 
of f l i g h t  correction (a/vm) I n  e are  commonly used i n  guidance work (Reference 29) 
The time of f l i g h t  correction (a/vm) In (2r/a) has n o t  been applied, however, 
because i t  cannot be accurately calculated by setting r = earth-target dis- 
tance. 
actual time of f l i g h t  t o  c losest  approach (tcA),  and "linearized time-of- 
f l i g h t "  ( tL) is  used fo r  guidance purposes, defined by 
Instead, a numerical integration i s  usually performed t o  cal cul a t e  
(11.37) 
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This quanti ty,  call  ed the "1 oca1 I' correction by Breakwell (Reference 30),  
i s  l inear  in the sense that  the nonlinear dependence of f l i g h t  time upon 
the impact parameter b has been eliminated. As an example of the magnitude 
of t h i s  correction, note that  for  a lunar mission w i t h  v = 1.25 km/sec and 
a closest  approach distance of 100 km, we have a = 6,270 km, p = 9,190 km, 
e = 2.46, a - 5,360 sec, and 
m 
I n  e = 4,830 sec = 1.34 hr 
"03 
The other f l i g h t  time correction term, called the gross correction by 
Breakwell (Reference 30) ,  i s  much larger.  
earth = 384,000 km, then 
I f  we s e t  r = distance t o  
= 25,800 sec = 7.15 hrs. (t) I n  ( 
(11.38) 
(11.39) 
Since th i s  correction i s  adequate only i f  the motion o f  the spacecraft 
re la t ive t o  the moon i s  approximately a hyperbola for  the ent i re  mission, 
errors of more t h a n  10% (an hour, say) are to  be expected. Thus, one can 
see the motivation for numerically calculating this  term. 
The asymptote matching method yields very good resul ts  i f  the gross 
correction term i s  numerically computed. 
errors in the approximation, for the effect  o f  other bodies d u r i n g  the 
hyperbolic phase has n o t  been precisely treated. The asymptotic matching 
method for  t reat ing these effects  will be discussed i n  Section 11.8. 
There nevertheless do remain some 
11.7 The Hybr id  Conic Method 
A "hybrid conic" technique has been developed by TRW 
numerically improve conic approximations of earth-moon and 
Systems Group to 
moon-earth t ra -  
jectories.* For the earth-moon case one takes the earth centered conic 
* 
This work was carried out under contract t o  the Manned Spacecraft Center, 
Houston, under Contract No. NAS 9-4810, Phase I1 and results are reported 
i n  Reference 31. 
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as the zero-order approximation and numerically estimates the e f fec t  moon's 
perturbation, as well as any other perturbations which need be treated. A 
similar approach, b u t  w i t h  primary conics about different  central bodies, 
as  the zero order approximation, i s  used fo r  moon-earth o r  interplanetary 
t ra jector ies .  In a l l  cases the non-two-body perturbation is  numerically 
approximated i n  such a way as t o  make a closed form integration possible. 
Let the two-body conic w i t h  respect t o  the central body be denoted by 
the zero-order solution, r ( ' ) ( t ) ,  so that  the exact solution of the equation 
o f  motion relat ive to  the central body i s  
The &(t) i s  the correction term on which i terat ions are performed. 
geocentric conic (or the heliocentric conic, as the case may be) i s  a solu- 
t i o n  o f  
The 
(11.41) 
The function sr( t )  is  then the position e r ror  between the exact and conic 
t ra jector ies .  The differential  equation fo r  this error  i s  obtained by sub- 
tracting Equation (11.41) from the time acceleration equation; the resu l t  i s  
an Encke equation: 
.. 
6r = v0 - i- (1 1.42) 
where the subscripts denote the non-two-body effects.  
error equation (11.42) i s  referred to  as the indirect  term, the second term 
as the direct  term. 
The first term i n  the 
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Nhile i n  the method o f  asymptotic expansions (see Section 11.8) an 
approximate s o l u t i o n  t o  the exact equation o f  motion is  developed, the HPCT 
proceeds t o  approximate the perturbation ( t h a t  is, the r i g h t  hand side o f  
Equation (11.42))  by functions that can be twice integrated -in closed form. 
For 1 unar t ra jector ies  and interplanetary t ra jector ies  where a singular1 ty 
exis ts  near pericenter passage (with r = r . ) $  the approximating functions 
are chosen as the inverse powers ( t - t  ) - n  f o r  n = 0, 1 2; where t denotes 
the best estimate of time of periapsis passage ( i n i t i a l l y  the patched conic 
J 
P P 
value) : 
(1 1.43) 
The constant coefficients (vectors) a ,  b ,  and c are calculated from 
three values of Equation (11 .42),respectively: a t  the i n i t i a l  time to, a t  
time of  arrival a t  the sphere of influence (t2) and a t  an appropriately 
chosen intermediate time ( tl ) . 
equation : 
Then one forms the following 3 by 3 matrix 
(11.44) 
and finds a ,  b ,  c by an matrix inversion. Equation (11.43) is  integrated t o  
give 6; and 6r which i s  then used i n  Equation 01 .40) to find a corrected 
value for r; this is  used i n  Equations (11.42) and (11.44) t o  find a new s e t  
of values for a ,  b, and c. 
the simple expressions 
The corrections a t  every i terat ion are given by 
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2 + t - t o  1 rjr(t) = a ( t  - to)’  + b 
(11.45) 
(11.46) 
t-to 
t -  t -t 
P O  
The evaluation of  the perturbation i s  only carried to  some point within the 
lunar sphere of influence (because of the sinqular term) 
approach condi ti  ons are determi ned by cal culati  ng  a patched 1 unar-centered hyper- 
bola from tha t  point t o  closest  approach. 
are required i n  order t o  converge t o  stationary end conditions,with the per- 
turbation term being  evaluated each time. 
c are  very rapid, however, because the times a t  which the ephemeris of  the 
disturbing body i s  read does not change i n  the i te ra t ion  and the inversion of 
the three by three matrix i s  t r i v i a l .  
t ransfer  a re  presented i n  Figures 11.4 and 11.5. 
and the closest  
In general9 more than two i te ra t ions  
The calculations to  f i n d  a ,  b ,  and . 
Some numerical resul ts  f o r  earth-moon 
I t  should be noted t h a t  Equation (11.42) could be represented as  a second 
order different ia l  equation in 6 r ( t )  i f  one approximated the indirect  term by 
a f i r s t  order expansion in 6 r ( t ) .  In this caseg the solutions 6p(t)  and 6 r ( t )  
would be obtained as integrals  o f  a s ta te  t rans i t ion  matrix operating on the 
d i rec t  term. 
matrix, however, which migh t  destroy the rapid computation feature of the hybrid 
coni c method. 
T h i s  method would require the calculation of the s t a t e  t ransi t ion 
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11 - 8  The Asymptotic Ma.t,ching Method 
The Asymptotic patching method discussed i n  Section 11.6 assumes that  
an interplanetary trajectory can be approximated as  an e l l ipse  about  the sun, 
w i t h  the masses of the earth,  target  planet, and other bodies se t  equal t o  
zero. 
then calculated by assuming, respectively, that  the massless i n i t i a l  and 
f i n a l  conditions describe the asymptotic positions and velocit ies.  Lunar 
t ra jector ies  are similarly treated,  except t ha t  the primary conic is  earth 
centered, and only the near-moon hyperbola must be approximated by i t s  asymp- 
t o t i c  conditions. 
design and targeting, b u t  approximation errors are present which must be 
corrected by a f i na l ,  preflight numerical integration. In particular,  the 
gross time-of-flight bias i s  a source of  concern. 
The elements of the near-earth and near-target-planet hyperbolas are 
T h i s  approach has worked we1 1 for  preliminary trajectory 
The asymptotic matching method, devel oped by Breakwell and Perko 
(Reference 30),  and applied by Carlson (Reference 32), i s  a semi-analytic method 
f o r  improving the accuracy of these asymptotic conditions. The primary conic 
about the central body ( the sun for an interplanetary f l i gh t ,  the earth for  
earth-moon f l i g h t )  i s  considered the "zero order" solution, and the effect  of 
neglected gravitational bodies is  calculated i n  the form of perturbation i n -  
tegrals.  T h i s  constitutes the ''outer expansion". Next, the asymptotically 
patched, zero-order target  centered hyperbola i s  'treated as the reference o r b i t ,  
and the e f fec t  o f  gravitational accelerations due t o  non-target masses are 
calculated i n  the form of perturbation integrals.  
expansion". 
errors of order c2 x central body-target distance) where 
This constitutes the "inner- 
Both expansions are  carried o u t  up to  terms of order E* (position 
target  mass 
central body mass E =  
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The spacecraft position and velocity as determined by e i ther  expansion must 
agree "on the asymptote" of the target  hyperbola, which i s  considered to  be 
the region where 
spacecraft-target distance 
central body-target distance order of ( E  1 /2) 
I t  follows t h a t  l ike  coefficients of the inner and outer expansions can be 
equated i n  order t o  determine the elements of the target centered hyperbola. 
A similar procedure i s  carried o u t  t o  t r e a t  the effects  o f  the mass o f  the 
earth fo r  interplanetary travel.  
considering an earth-moon t ransfer  trajectory ( i . e , ,  a case where only the 
perturbation of the target  planet i s  of i n t e re s t ) .  
The procedure will be outlined here by 
Consider an earth-centered, earth-to-moon transfer conic (an e l l ipse  
for  f l i g h t  times greater than 50 hours), where the acceleration is given by 
(11.47) 
The po i s  the gravitational constant o f  the earth, and p i s  the perturbation 
due t o  the moon, given by 
(1 1.48) 
where the subscript 1 denotes the moon. 
tion obtained by set t ing p = 0, that  i s ,  the earth centered conic for  a zero 
mass moon. Let to be the i n i t i a l  time, corresponding t o  injection near the 
earth, tl be the final time, corresponding t o  the time of closest  approach to  
the massless target ,  and v1 be the zero-order velocity re la t ive to  the moon 
Let r fo)  denote the zero-order so'lu- 
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a t  time t l .  Since the local time correction f o r  a non-zero impact parameter 
vector (b) can be eas i ly  calculated [see Section 11.61, assume t h a t  the zero 
order solution passes through the center o f  the moon. Furthermore, fo r  sim- 
p l i c i ty ,  l e t  the i n i t i a l  conditions ( a t  to) be held fixed. 
order correction is  
Then the f i rs t  
(11.50) 
is  the gravitational acceleration due t o  the moon, evaluated Qn the zero- 
order solution. 
zero-order sol ution, are  
The s ta te  t rans i t ion  matrix elements, a lso evaluated on the 
(11.51) 
(11.52) 
In general the nth order solution could be expressed as 
where 6 r ( ’ ) ( t )  i s  as  g iven  above, and 6 r (* ) ( t )  i s  s imilar ly  determined, b u t  
w i t h  p ( O ) ( s )  replaced by 
(11.54) 
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The ser ies  (11.53) is  the outer expansion, which can be very accurate i f  
enough terms are kept. Only the f i rs t  order correction, and the "singular" 
portion of the second order correction are required for asymptotic matching 
up to  terms of order E ~ ,  however. 
The computation of 6 r ( i ) ( t )  i s  most conveniently carried o u t  i n  a non- 
rotating frame centered i n  the moon, where the rl-axis i s  aligned w i t h  the 
zero-order velocity vector of the spacecraft re la t ive t o  the moon. 
forming a Taylor ser ies  expansions o f  [ r(O)( t) - r (moon)( t ) ]  and the s t a t e  
transit ion matrices, i t  can be shown t h a t  the rl-component of 6 ? ( ' ) ( t )  is  
composed of a singular term (going to  inf in i ty  as t+tl) plus bounded terms, 
and that  the other components of 6;") are composed of bounded terms. 
Subtracting o u t  the s ingu la r  term and evaluating i t  analytically,  one obtains 
expressions for 6r( ' ) ( t )  and 6 r ( ' ) ( t )  which contain analytic expressions plus 
bounded integral terms. 
correction, which again contains a singular tern i n  the rl acceleration component. 
Thus an expansion of r ( t )  - r( ')(t) is  obtained to  order 
Per- 
These are then employed to  determine the second order 
2 
which holds for distances 
This defines the asymptotic region, where matching will take place. 
Suppose now that  the zero-order hyperbola relative t o  the moon is  treated 
as the zero-order approximati on and the gravi t a t i  onal acceleration of the earth 
is  treated as the perturbation. Expressions analogous t o  the above would be 
obtained t o  describe this inner expansion relative t o  the moon. As in the case 
of the outer expansion, i t  i s  possible t o  develop expressions for position and 
velocity re la t ive t o  the moon which have errors of order E*, and which hold 
i n  the asymptotic region. 
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Ignoring the terms of order E', the inner and outer expansions may be 
compared i n  the asymptotic region t o  equate the coefficients of terms o f  
l i ke  form. 
bola t o  be 
Then we f i n d  the elements o f  the "matched" ta rge t  centered hyper- 
Hyperbol i c excess velocity: 
Time o f  peri apsi s passage: 
Impact parameter vector: 
2 1 /2  where 
e = l +  l vm l  I b l  
'"1 
(11.55) 
(1 1.56) 
(11 -57)  
(11.58) 
(11 - 5 9 )  
(11.60) 
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and p o ( t )  i s  the zero-order perturbation given by equation ( l l e 5 0 ) .  Note 
t h a t  Arb and Avb are numerically cal cul ated as bounded integrals e That i s  
the po( t) has a second order singularity as t -t tl , b u t  this has been sub- 
tracted out i n  the above integral expressions (Recall tha t  Urv -+ I ( t l - t )  as 
tl -+ t) .  
correction obtained by the hybrid conic method of Section 11.7, b u t  w i t h  the 
singular term and local time correction subtracted out. 
Note t h a t  the bounded integral terms represent the perturbation 
A similar analysis can be carried out fo r  the e f fec t  of the earth on 
interplanetary t ra jector ies ,  and for  the e f fec t  of other perturbing bodies 
and the f i r s t  order e f fec t  of variations i n  i n i t i a l  conditions can be l inear ly  
superimposed. Thus these calculations resul t  i n  the fbl lowing simplified tra- 
jectory prediction technique: 
Determine the zero-order trajectory as the central body conic 
which passes th rough  the center of the massless target.  
Cal cul a te  the s t a t e  transit ion matrices on the zero-order 
trajectory e 
Numerically evaluate the bounded integral terms to  account for  
the effects  of target mass, earth mass*, and other perturbing 
bodies e 
Determine the elements o f  the target centered hyperbola 
by the above formulae. 
i s  to be noted tha t  the bounded integral terms are invariant w i t h  
respect t o  f i r s t  order i n i t i a l  condition variations. 
can be used for  trajectory design and targeting by applying the local time 
correction t o  a d j u s t  any desired terminal conditions t o  equiv.alent zero-miss 
Thus, the procedure 
* 
For the case o f  interplanetary f l i gh t ,  where the sun i s  the central body. 
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conditions, and u s i n g  the s t a t e  transit ion matrices evaluated on the zero- 
order solution t o  adjust the i n i t i a l  conditions t o  achieve the desired tar- 
get hyperbola. This fixes the zero-order reference trajectory.  The guidance 
system objec'tive, then, is  t o  control the zero order reference trajectory,  
t h a t  i s ,  t o  a t t a i n  elements of the near-earth conic which resu l t  i n  certain 
nominal target hyperbolic elements (e.g. Since the asymp- 
to t i c  matching method resul ts  i n  errors of order c2, which are small compared 
t o  other sources o f  guidance system er ror ,  i t  can be though t  o f  as the ana- 
l y t i c  just i f icat ion for expl ic i t  targeting. 
1 1 .9 Concl us i ons and Recommendati ons 
the nominal b )  . 
Explicit targeting for space missions, based upon the assumption t h a t  
the post injection trajectory can be adequately represented for guidance 
purposes by a central body conic w i t h  asymptotically patched near-earth and 
target-centered hyperbolas, has proved t o  be a useful technique. The asymp- 
to t i c  matching concept offers analytical jus t i f ica t ion  of this approach, for 
i t  is  shown t h a t ,  aside from the calculable local time correction, non-two 
2 body perturbations to  the zero-order conic are indeed i n v a r i a n t  t o  order E: . 
This implies a position error  of less t h a n  100 miles for  a lunar trajectory,  
which i s  acceptably small compared to ,  say, navigation errors a t  injection. 
I t  s t i l l  remains t o  numerically calculate the perturbation terms i n  
order to design reference t ra jector ies  and  determine the targeting manifold.  
A t  present this  i s  accomplished with precise numerical integration. I n  the 
future one migh t  employ some rapid calculation technique, such as the hybrid 
conic method, or an approximate form of the asymptotic matching method. 
two approaches are closely related,  for  i n  both cases the non-two body perturba- 
tions t o  the primary conic are integrated and comparable accuracy should be 
expected. The hybrid conic method has the advantage o f  being very rapid, b u t  
cannot be carried a l l  the way t o  closest  approach t o  the ta rge t ,  and seems t o  
require more t h a n  one i te ra t ion .  
o f  requiring only one i te ra t ion ,  b u t  requires an evaluation of the s t a t e  transit ion 
matri x and hence a more elaborate numeri cal integration. 
These 
The asymptotic matching method has the advantage 
- 164- 
The hybrid conic approximation could be carried t o  closest  approach 
Calling upon the results of Breakwell 
i f  the singular perturbation term were removed, b u t  th is  should not affect  
the required number of i terat ions.  
and Perko, and assuming t h a t  the hybrid conic approximation yields errors of 
order c2, one m i g h t  conclude that  one i te ra t ion  should be suff ic ient  i f  the 
perturbation were t o  be evaluated on the zero order trajectory which passed 
t h r o u g h  the center of a massless target.  T h a t  i s ,  i n  the presently applied 
hybrid conic method the time of periapsis passage for  the f i r s t  i terat ion 
i s  chosen as the patched conic closest approach time, which, because of the 
local time correction and the portion o f  the gross time correction included 
i n  the target sphere of influence,could be several hours different  from 
the time of passage t h r o u g h  a massless target.  T h i s  increment in t in 
Equation (11.43) could easily account for  the need for  extra i t e ra t ions .  
so,  one would expect t h a t  a single i te ra t ion  of the hybrid patched conic method, 
a f t e r  correction for  the analytic terms i n  Equations (11.55) t o  ( l l s 5 8 ) 9  would 
produce the bounded integral terms of Equat ions (11.59) and (11 -60). 
other hand,  i t  must then also be true t h a t  the bounded integral terms in the . 
asymptotic matching method can be rapidly evaluated t o  suff ic ient  accuracy w i t h  
some simple numerical approximation, In any case, the evidence indicates t h a t  
a rapid, single i te ra t ion  numerical method can be developed for  calculating the 
* 
P 
I f  
On the 
perturbations t o  the zero order solution. 
Calling upon the best features of both methods, the following approach is  
recommended as a candidate for  trajectory design and targeting: 
1 )  Generate the zero order solution describing the central body conic3 
w i t h  asymptotic patching of earth and target .  
2)  Use matched asymptotic equations fo r  computing the elements of 
the target-centered hyperbola. 
x 
T h i s  i s  intui t ively reasonable, for  we are perturbing the zero order solution 
and t should be evaluated on t h a t  solution. P 
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3)  Compute the bounded integrals by numerically f i t t i n g  the 
perturbation, as i n  the hybrid conic method. 
Further study i s  called fo r  to  see i f  such a method can be developed w h i c h  
i s  suff ic ient ly  r a p i d  and accurate. 
the targeting problem i n  real time w i t h  a realt ively small computer, thereby 
greatly reduci ng the requirement for pref 1 i g h t  preparation. 
I f  so,  i t  m i g h t  be possible to  solve 
-1 66- 
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