ABSTRACT Using the loop transfer recovery (LTR) method to recover the linear quadratic Gaussian (LQG) robustness properties is a well-established procedure, as well as augmenting the system with integrators at the plant input to deal with steady-state error. However, when using the discrete version of the LQG/LTR controller, simply using integrators discretized by the forward Euler method does not guarantee recovery convergence. This paper presents a solution: augmenting the system with a PI controller. A control moment gyroscope is used to apply this technique, and its modeling process is showed, along with its linearization and discretization. Particularly, it presents a resonance due to nutation frequency, which is damped in an inner loop prior to the robust control design by simple velocity feedback. Particle swarm optimization is applied aiming to shape the target open loop and to guarantee set point, disturbance and measurement noise robustness. At last, real experiments are conducted to corroborate the presented method.
I. INTRODUCTION
Linear Quadratic Gaussian (LQG) is a control technique that considers the structure of a Linear Quadratic Regulator (LQR) along with a Kalman Filter (KF) observer. Despite LQR and KF being robust structures, the LQG robustness is not guaranteed [1] . The LQG can become robust by using a method called Loop Transfer Recovery (LTR), resulting in the LQG/LTR controller [2] , [3] . It has been extensively studied for continuous time systems.
Regarding discrete time systems, the technical literature is not very wide. The asymptotic recovery is shown in [4] for the current observer in minimum phase systems. In [5] the discrete time LQG/LTR is used for controlling a disk drive servo system. An application in systems with time delay is presented in [6] . More recently, [7] showed some results for systems with integrators. In this situation, full convergence cannot be achieved when the integrator is discretized by using the forward Euler method, but it is still possible if the backward Euler approximation is considered instead.
Control Moment Gyroscopes (CMG) are used for attitude control in spacecrafts and satellites [8] , mainly. Besides, they have some marine applications, such as anti-rolling and anti-pitching gyro-stabilized systems [9] , they can stabilize unmanned vehicles [10] , among other applications. It is a nonlinear system consisting in a flywheel with motorized gimbals that changes the wheel's angular momentum, causing a gyroscopic torque.
It is shown that the full loop transfer recovery of the LQG/LTR is achieved with a PI controller even if the discrete time integrator is obtained by the forward Euler approximation. The methodology is applied to a Control Moment Gyroscope, which is a two-input-two-output (TITO) system. Prior to the multivariable robust control, an inner loop with a single velocity feedback is designed in order to damp the resonant poles. Particle swarm optimization (PSO) is applied to shape the target open loop system. Practical results are provided, including set-point tracking and disturbance rejection tests.
The paper is organized as follows: Section III presents the linearized model of CMG system in discrete time and the damping velocity feedback. Section II refers to the discrete time LQG/LTR with PI controller and the target loop shaping via PSO. Section IV presents the practical results, while Section V points out the main conclusions.
II. DISCRETE TIME LQG/LTR
The LQG controller consists of the combination of the Linear Quadratic Regulator with Kalman Filter observer. Although both LQR and the observer, separately, offer great robustness properties, the LQG is not able to maintain them [1] . Hence, a technique called Loop Transfer Recovery (LTR) can be used to retrieve these properties, resulting in the LQG/LTR methodology [2] , [3] .
In spite of being widely used for continuous time systems, this method is not commonly chosen for the discrete time ones. Consider the following system:
where w[n] and d[n] represent, respectively, the process and measurement noises, both being characterized as additive white Gaussian noise, as follows:
and
For the design it is considered that R d = µI and R w = I, in which µ is a scalar and I is a identity matrix of proper size. The term is the gain matrix that multiplies the normalized process noise. It is also assumed that ( , ) is controllable, ( , C) is observable and the system has a square transfer function matrix and no non-minimum phase zero. The transfer function of the nominal system is given by:
As the Separation Theorem stands that observer and controller may be determined separately, let us consider the estimator first
where L c is the gain matrix of the Kalman filter, calculated as
in which Y is the solution of the discrete time Algebraic Riccati Equation (ARE) [11] (Y − YC (µI + CYC )
The system described by G KF is denominated Target Loop (TL). Its singular values can be shaped by properly choosing and µ. The basic idea of the LQG/LTR procedure consists in shaping the TL such that the design specifications are met and then to make the open loop system converge to the target loop.
The LQR cost function may be written as
and, as LQR cheap control structure was chosen, R u = ρI and Q x = C C, being R u and Q x the weighting matrices regarding the control efforts and the states, respectively, and ρ a scalar. Hence, the solution of the discrete LQR control problem is given by [11] :
with P being the solution of the following ARE (P − P (ρI + P )
Theorem 1 (Loop Transfer Recovery (LTR) [12] ): By defining (z) as
if G N (z) has no non-minimum phase zeros and if det(C ) = 0, then
i.e., the open loop converges to the target loop when ρ approaches zero. If ρ = 0, which is theoretically possible for discrete but not for continuous time systems, and det(C ) = 0, the solution of the discrete LQR is given by:
The controller can be represented by joining K from (14) and L c from (7) , and the equivalent transfer function is represented as:
A. INTEGRATORS INSERTION
It is fairly common inserting integrators to the plant input to deal with steady-state error. The discrete time integrator is generally obtained using the forward or the backward Euler approach. Considering the forward approach, the equivalent system is represented in Fig. 1 
(a).
The augmented system is:
Defining the augmented matrices as A , A and C A , it does not satisfy Theorem I, since
27204 VOLUME 5, 2017 However, there is a solution if the use of this integration method is required: augmenting the system with a PI controller. Thus, the equivalent system is represented as shown in Fig. 1(b) , which is written as:
being K I and K P diagonal matrices representing the integrator and the proportional gain, respectively. If det(C ) = 0 holds, one can see that now det(C A A ) = 0 and the loop recovery is possible, in accordance with Theorem I. For any positive non-zero values of K I and K P , the system will converge to the objective loop.
III. THE CONTROL MOMENT GYROSCOPE
The four degrees of freedom electromechanical plant CMG model 750 from ECP manufacturer is described in Fig. 2(a) . The four rigid rotational bodies (A, B, C and D) have an angular position θ n (n = 1, 2, 3, 4), respectively, around their rotational axes #n, measured by incremental encoders (A, B, C and D) . The plant has two DC motors, Motor #1 provides a spin torque to the high inertia brass flywheel (Body D), which rotates the external gimbal (Body B) by varying its speed, and Motor #2 provides a spin torque to the internal gimbal (Body C) that changes the rotor orientation, generating a gyroscopic torque that rotates the swivel base (Body A). There are no actuators at axes #1 and #2.
The convention defined in [13] was adopted to affix the gimbal frames {n} (n = 1, 2, 3, 4), composed by dextral sets of orthogonal unit vectors x n , y n and z n , to the bodies A, B, C and D, respectively. It is worth noticing that this notation differs from the one defined in the plant manual [14] . An inertial reference frame is defined as {0} and affixed to the plant base. The resulting set of frames are shown in Fig. 2(b) , where their origins are all fixed at the rotor center (some of them are dislocated in the figure for better visualization). Fig. 2(b) also shows the initialization convention adopted:
• θ 1 is set to zero at any initial position of the swivel base (body A) as it does not affect the plant dynamic;
• θ 2 is set to zero by positioning the external gimbal (body B) perpendicularly to body A;
• θ 3 is set to zero by positioning the internal gimbal (body C) perpendicularly to body B;
• θ 4 is set to zero at any initial position of the rotor (body D). Since there is no translational motion and the bodies centers of mass and rotor center are coincident (bodies A, B, C and D are assumed to be symmetric), only rotational dynamics are considered.
The nonlinear equations are obtained via Lagrangian Dynamic Formulation [13] , in which the Lagrangian is composed only by the kinetic energy of the CMG as the effects of gravity are neglected. Therefore, the resulting nonlinear equations are of the form 1 :
in which none of them depends on θ 1 and θ 4 ,θ n are the bodies angular velocities,θ n are the bodies angular accelerations, and T 1 and T 2 are the motors #1 and #2 applied torques, respectively. Considering the plant parameters (also presented in [15] ) and the first two terms (zeroeth and first order) in the Taylor's series expansion of ( (21) 
with the state, input and output vectors defined, respectively, as
in which the impulse invariance method is considered with a sample period T s = 0.008 seconds, resulting in the following discrete state and input matrices: 
It is a minimum phase system with one finite transmission zero in z = 0.3398, controllable and observable . 
1 They are explicitly presented in [15] .
in which the sub-matrix 2,1 is always zero. On the other hand, the input matrix has the form:
As det( ) = det( 1,1 ) det( 2,2 − 2,1 −1 1,1 1,2 ), the eigenvalues of (29) are the eigenvalues of 1,1 and 2,2 , i.e., {1, 1} from 1,1 and {1, 0.9869+j0.1613, 0.9869−j0.1613} from 2,2 .
Before applying the robust control, a velocity state feedback that only affects the sub-matrix 2,2 is proposed for damping the resonant poles, having the following structure:
This is a reasonable choice, becauseθ 2 is fed in the θ 2 channel by K 1 2 andθ 3 is fed in the θ 1 by K 2 2 , due to the coupling between these two variables. The closed loop state matrix, considering the sub-matrices 2,2 and 2 , and the feedback matrix K 2 is given by
It is desired to allocate the closed loop poles at {0.5267, 0.9946, pol}, where pol represents the third pole and was introduced as an unknown term for the system to be determined. Hence, the characteristic equation is given by
On the other hand, from (32), and substituting the coefficients of 2,2 and 2 , it follows that (34), it results in a system with three nonlinear equations. By using the MATLAB Symbolic Math Toolbox, the system is solved, resulting in two different set of solutions:
and, Since 0.15 0.0008, the last solution was considered with the following modification:
resulting in a single feedback of the gimbal #3 velocity (θ 3 ) to the input related do T 2 . With this modification, the closed loop poles are the eigenvalues of ( − · K), with The first step of the loop shaping process is to define the system requirements, usually presented as low and high frequency barriers. Fig. 3 presents the barriers designed for this application, in which is required that the system rejects 10% of disturbance, 80% of the measurement noise and reference tracking error of 10%. Besides, it is considered 10% of uncertainty in all parameters, and the stability robustness barrier is considered as being the worst case possible in each ω. The initial target open loop, 2 σ ini (jω), is presented in the black line of Fig. 3 . Note that it was defined considering frequencies up to 384 rad/s, which is somewhat lower than the Nyquist frequency at 392 rad/s. The final target loop G KF 2 Minimum and maximum singular values are matched in all frequencies.
was obtained considering µ = 1 × 10 −2 , and the matrix obtained by particle swarm optimization. It is possible to see that the minimum singular value, σ m (jω), fit the performance barriers, but the maximum, σ M (jω), does not satisfy the high frequency barrier. This is not a real problem, since the recovery procedure is not going to be complete, which is more evident in high frequencies.
PSO is based on the social behavior of animals searching for resources. It evolves through cooperation and competition among its elements (particles). A version of the algorithm presented in [16] is considered. It firstly initializes a population of P particles. Each particle has a position, or a solution vector, with N variables randomly generated within [z min , z max ]. The position of an i-th particle is represented as:
In this case, N = 14, representing a column vector formed from the elements of , that is a 7 × 2 matrix.
At any given iteration (it), the position and speed of an i-th particle are described, respectively, by:
Each of the solution vectors are evaluated through the cost function in order to obtain the best global solution and the best individual solution. A particle's speed and position are updated according to: Hence, all particles are evaluated through the objective function for updating the best global result and the best individual results. The algorithm keeps running until a stop criterion has been satisfied.
The PSO parameters were set according to Tab. 1. The stopping criterion was set to 500 iterations. The following cost function was defined: where · 2 is the Euclidean norm and σ i,M (jω) and σ i,m (jω) represent one of the maximum and one of the minimum singular value obtained at the i-th PSO iteration. The initial value of was set to ini = I . After 500 iterations, the optimized resulted in: The cost function evolution from the first (J PSO (0) = 1.4343×10 7 ) to the last (J PSO (500) = 7.1404×10 4 ) iteration is presented in Fig. 4 The obtained observer and state feedback matrix of the LQG controller are, respectively, given by, 3 (47) and (48), as shown at the bottom of the previous page.
IV. PRACTICAL RESULTS
Experimental interface was made with Matlab R /Simulink. First, the system is manually taken to the chosen operating point, in which θ 2 = −20 • and θ 3 = 20 • and the speed of the rotor disk (flywheel) equals to 400 rpm. The breaks are then released and the control algorithm starts in t = 13s. Aiming to verify the effectiveness of the digital LQG/LTR, three tests were made: 3 For simplicity, only four decimal digits are displayed in these equations. However, in practice, double precision format is adopted. • Step response 4 : a +10 • reference is set to θ 2 at 20s and to θ 1 at 35s.
• Disturbance rejection: the controller is used for rejecting a sinusoidal disturbance of 5 sin (0.4t) in channel 1 and 5 sin (0.4t + π/2) in channel 2.
• Sine tracking: channels 1 and 2 are set to 5 sin (0.4t) and 5 sin (0.4t + π/2), respectively, around the operating point.
All figures related to results follow the same structure: (a) presents the system response while (b) the motors control effort. Figure 6 display the system following the step input. The disturbance rejection result is presented in Figure 7 , and the sine tracking in Figure 8 .
By analyzing these figures it can be concluded that the controller developed did respect the project objectives, i.e., it presented zero steady state error, it was able to follow a sine input with minimum error as well as rejecting sinusoidal disturbance. Besides, the figures also show the existence of coupling between both angles, and how the controller was also able to deal with it.
V. CONCLUSION
It was presented that augmenting the system with a discrete PI controller allows one to use integrators discretized by the forward Euler method alongside discrete LQG/LTR control without losing the guarantee of recovery convergence. The method proposed was applied to a Control Moment Gyroscope after the system had its pure resonance damped by simple velocity feedback. Particle Swarm Optimization was used for shaping the open target loop. Practical results showed the effectiveness of the proposed method.
