Purpose: To establish a training data set of digital images and to investigate the scoring criteria and dose assessment of the dicentric assay within the European network of biodosimetry (RENEB), a web based scoring inter-comparison was undertaken by 17 RENEB partners. Materials and methods: Two sets of 50 high resolution images were uploaded onto the RENEB website. One set included metaphases after a moderate exposure (1.3 Gy) and the other set consisted of metaphases after a high dose exposure (3.5 Gy). The laboratories used their own calibration curves for estimating doses based on observed aberration frequencies. Results: The dose estimations and 95% confidence limits were compared to the actual doses and the corresponding z-values were satisfactory for the majority; only the dose estimations from two laboratories were too low or too high. The coefficients of variation were 17.6% for the moderate and 11.2% for the high dose. Metaphases with controversial results could be identified for training purposes. Conclusions: Overall, the web based scoring of the two galleries by the 17 laboratories produced very good results. Application of web based scoring for the dicentric assay may therefore be a relevant strategy for an operational biodosimetry assistance network.
RESEARCH ARTICLE
Web based scoring is useful for validation and harmonisation of scoring criteria within RENEB 
Introduction
In the last few years, a number of strategies have been devised to prepare for the possibility of a large-scale radiological event (Jaworska et al. 2015) . With biological dosimetry assays it is possible to identify individuals who need extensive medical care due to severe irradiation, and to distinguish these from the 'worried well' who may show similar, nonspecific symptoms without having received high doses. In such large-scale radiological scenarios the capacity of a few biodosimetry laboratories would be overwhelmed. As a consequence, biodosimetry networking has been recognized as a sensible and important element of emergency response strategies (Yoshida et al. 2007; Blakely et al. 2009; Di Giorgio et al. 2000; Wilkins et al. 2015) . Now, with the EU project RENEB, a European Network of Biodosimetry of 23 organizations (19 employing the dicentric assay) from 16 European countries (Wojcik et al. 2010; Kulka et al. 2012; Kulka et al. 2015) , this element is being established across Europe.
One important step in establishing an operational network is to ensure that all partners provide comparable dose assessments (Beinke et al. 2013 ). The dicentric assay as the most validated biodosimetry tool is highly standardized (ISO 2008 (ISO , 2014 and much experience and data is available (Romm et al. 2009; IAEA 2011) . Nevertheless, it is well known that laboratories have differences in their calibration curves which might be caused by modifications in the culturing procedures, slide preparation and scoring criteria (IAEA 2011; Roy et al. 2012) . Therefore it is recommended that each laboratory should use its own calibration curve, to keep the uncertainties for dose assessment as low as possible (Wilkins et al. 2008) . However, an acceptable technique for a real or simulated emergency dosimetry is to despatch blood samples to the participating biodosimetry service laboratories and request for individual doses. These kinds of inter-comparisons are recommended by the International Organization for Standardization (ISO 2008 (ISO , 2014 and were performed in the RENEB project, also.
The web based scoring of digital images of metaphases is a new approach for inter-comparisons which was recently developed for the dicentric assay (Livingston et al. 2011; Garcia et al. 2013; Romm et al. 2014; Sugarman et al. 2014) . The use of digital images presents the opportunity to compare very precisely the scoring criteria of the participating laboratories, which is one source of variation and uncertainty. Furthermore, one lesson from recent emergency situations, including from the 9/11 response in the US (although radiation was not involved), is that in the chaos of the initial aftermath, organizational aspects such as blood shipment may be very restricted (Rohmer 2010 ). Thus it is easy to see that in some circumstances, digital images could initially be the only way of sharing the workload.
Using automated microscopy, internet and e-mail, this kind of exercise can be performed very easily, quickly and worldwide without costs for shipment or consumables. With different image series several scoring criteria might be investigated and the performance of the network validated. Here we report the findings from an exercise with digital images simulating a moderate and a high dose exposure within RENEB and how digital images can be used for training purposes to harmonise the scoring criteria.
Materials and methods
To establish the two galleries with a moderate and a high dose, digital images of Giemsa stained first mitoses in high resolution mode (1280 * 1024 pixels) were captured automatically with the Autocapture software module of MetaSystems (Altlussheim, Germany) in 63x magnification (with oil immersion). The aim was to obtain information about the scoring criteria and dose assessment of the participating laboratories. It was not possible to use 50 images arbitrarily generated from a slide of an irradiated sample, as many images could be rejected for several reasons and the remaining images would be difficult to compare. Therefore, it was decided to establish the galleries manually, using only good quality images that were selected by an experienced scorer. To simulate the yield of dicentrics and the correlated Poisson distribution of dicentrics for a moderate and high dose exposure, the parameters of a pooled dose effect curve established in the frame of the MULTIBIODOSE project (multidisciplinary biodosimetric tools to manage high scale radiological casualties, www.multibiodose.eu) were applied. The parameters of the pooled curve (by means: C ¼ 0.0016, alpha ¼ 0.0269, beta ¼ 0. 0588, by weighted means C ¼ 0.0004 ± 0.0064; alpha ¼ 0. 0195 ± 0.0353 and beta ¼ 0.0562 ± 0.0192) described the dose
, C ¼ spontaneous frequency, alpha ¼ linear and beta ¼ quadratic coefficient) for dicentric chromosomes of eight European laboratories after gamma irradiation (Romm et al. 2012) (Table 1) .
The images were provided to the participating laboratories using a gallery creator software (www.jalbum.net) to integrate two galleries in the RENEB homepage in the form of a browser based web application for examining microscopy images. The images in the galleries were 800 Â 705 pixels in size, with 256 grey levels. Access to the images was available with free standard internet browsers ( Figure 1 ); no special software was needed by the partners for image analysis. The results were recorded with a standardized scoring sheet. Table 1 . Distribution of dicentric chromosomes (dic) in a web-based gallery of images and the resulting doses using a pooled curve (m: means, w: weighted means). Figure 1 . The digital images were provided on the RENEB website in the form of a browser based web application for examining microscopy images with two magnification steps (here: the thumbnails).
Distribution of dicentrics
The instruction was to analyse all images (if possible) and to perform dose estimations (including 95% confidence interval) with the gamma dose effect curve of the laboratory. Each laboratory used its standard procedures, including one or more scorers per institution analysing the images. The interindividual variation in cell proliferation was handled as in conventional scoring and only first mitoses were analysed. The dose estimations were calculated with the free software CABAS 2.0 (Deperas et al. 2007 ) and/or Dose Estimate 4.2 or 5.1 (Ainsbury et al. 2010) . One laboratory (lab 6) used its own statistical program, which had an impact on the resulting 95% percent confidence interval. Therefore, to harmonise the data, only confidence limits are presented here with the corresponding dose estimations, calculated with Dose Estimate V 5.2 according to 'Method A' IAEA 2001 (IAEA 2001 , including combined Poisson and calibration curve errors. The calculations took into account how the calibration curve was constructed, i.e. based on the yield of dicentrics or on the yield of dicentrics plus centric rings. The observed distribution of dicentrics was tested with CABAS 2.0 for any indication of overdispersion, applying the u-test (u-values greater than ±1.96 indicate overdispersion).
The coefficients of variation (CV), trueness and z-values were calculated as described by Di Giorgio (2000) and the IAEA manual 2011 (IAEA 2011). The CV was used to compare the reproducibility of the dose assessments. CV was defined as the ratio S R /x* in percent, where S R is the robust standard deviation and x* is the robust average. The trueness was calculated as (x*-true dose)/x* and represents the closeness between the robust estimated average dose of the 17 laboratories and the applied true dose. In addition, for each estimated dose a z-score of the dose was calculated. The z-score allows one to classify participants' results as satisfactory (jzj < 2), questionable (2 < jzj < 3) and unsatisfactory (jzj > 3).
Results
Participating laboratories were given three months to analyse the 100 digital images in the galleries before the results were presented for the first time at the general assembly of the RENEB project. In total, data and dose assessments from 17 laboratories were available (Supplemental data). The data from two laboratories were missing, one had no time for scoring and the other was not operational because of changes in the staff.
The scoring results of Gallery A (moderate dose) are given in Figure 2 . The observed numbers of dicentric chromosomes were in the range of 5-9, which was within the expected 95% confidence interval of the Poisson distribution (Table 1 ). All aberration frequencies were close to the mean, only two laboratories showed increased z values (lab 9 questionable and lab 4 unsatisfactory; Figure 2 , Gallery A). The CV was 12.4% and the trueness 7.6%, the robust average yield was 0.13 ± 0.02 dic/cell, which included the yield of 0.12 dic/cell used for establishing the gallery.
The scoring results of Gallery B (high dose) are provided in Figure 2 . The observed numbers of dicentric chromosomes per 50 cells were in the range of 34-39, which was within the expected 95% confidence interval of the Poisson distribution (Table 1 ). The robust average yield was 0.75 ± 0.03 dic/cell, which was in close agreement with the yield of 0.76 dic/cell used for establishing the gallery. The CV was 4.1% and the trueness 1.1%. Only the low dicentric yield observed by lab 16 received a questionable z scoring (Figure 2, Gallery B) .
The laboratories used their own calibration curves (Table 2) for estimating doses from the observed aberration frequencies. Most calibration curves were based on the frequency of dicentric chromosomes, but some included dicentric chromosomes plus centric rings (cR). In general, the dose effect relationship of dicentric chromosomes (and cR) can be described by a linear quadratic curve Y ¼ C þ alpha * D þ beta * D 2 . The parameters of the dose effect curves are given in Table 2 and the resulting dose effect curves are provided in Figure 3 . One laboratory (lab 5) did not have its own gamma ray curve and used the curve described in the IAEA manual (IAEA 2001). The curves showed some variation, but there was no evidence of any inhomogeneity (p > 0.99) and, therefore, the parameters of a mean weighted (w) curve for dicentrics (Table 2 , Dic w) or dicentrics and cR (Table 2 , Dic & cR w) were calculated. The resulting mean curves were almost identical to the mean curve (Table 2, 
w-MBD) established during the EU project MULTIBIODOSE (MBD).
In Gallery A, the dose estimations and 95% confidence limits were compared to a dose of 1.30 Gy. The corresponding zvalues (Table 3, Figure 4 , Gallery A) were satisfactory for the majority (dose range: 1.08-1.73); only lab 2 (questionable; z > 2) and lab 9 (unsatisfactory; z > 3) showed some deviation from the mean (Figure 4 , Gallery A). The CV was 16.7% and the trueness 1.4%, the robust average ± S R ¼ 1.32 ± 0.22 Gy was very close to the dose 1.30 Gy used for establishing the gallery.
The dose estimates and confidence limits of Gallery B were compared to a dose of 3.51 Gy. The corresponding z-values (Table 3, Figure 4 , Gallery B) were satisfactory in most cases (dose range 2.93-3.81); only the data of lab 2 (questionable; z > 2.0) and lab 9 (unsatisfactory; z > 3) showed some deviation (Figure 4, Gallery B) . The CV was 11.2% and the trueness À0.7%; the robust average ± S R ¼ 3.49 ± 0.39 Gy was in agreement with the dose of 3.51 Gy used for establishing the gallery. 
Discussion
The participating laboratories had sufficient time to score the images of this pilot exercise. However, in a real accidental or emergency situation, the time needed for a dose assessment will be judged as the accuracy and efficiency of dicentric scoring and is also one criterion for the reliability of the network partners.
The web based scoring of the two galleries provided very good results and demonstrated its suitability for inter-comparisons and validation of scoring criteria. The observed yields of dicentrics were very homogenous and most images were interpreted in the same way. The subsequent dose assessments were very close to the actual doses for most of the laboratories. Scoring of only 50 cells is a scoring strategy developed for large scale radiation events (Lloyd et al. 2000 ; Table 3 . Dose estimations with lower (LCI) and upper (UCI) 95% confidence intervals and the resulting z-score values for moderate and high dose images. Figure 4 . The estimated dose of each laboratory for Gallery A and B is provided together with the 95% confidence interval (error bar) and the corresponding robust average (solid line) ± 1.96 S R (dotted lines) Beinke et al. 2013) . Despite the small cell number analysed, the error of the dose estimation should be in the range of ±0.5 Gy, which was the case for the satisfactory results in both galleries. Those laboratories that scored the lowest or highest dicentric yield reported good dose estimates when using their own calibration curves. Lab 2, which had the steepest dose effect curve, tended to underestimate the doses and lab 9, which had the flattest dose effect curve, overestimated the doses. As this laboratory provided similar dicentric yields, it could be possible that the scoring criteria changed over time. If these two laboratories had performed their dose estimations with one of the weighted means curves, the results would have been satisfactory. If one laboratory scores slides or images prepared by another laboratory, a closer look at the differences of their calibration curves might be helpful. Perhaps the variations in the dose assessments could be reduced, if a common calibration curve for RENEB should exist. Another possible strategy could be that all laboratories were to use the calibration curve of the slide preparing laboratory, a reduction in the variation of the results could be achieved, if the dicentric yields were similar. The CV is 11.2% in Gallery B when all laboratories used their own calibration curves and 2.2% when the w-MBD curve was applied to all aberration data. In the meantime lab 2 had consolidated its calibration curve (y ¼ 0.001 ± 0.0004 þ 0.0527 ± 0.0075*D þ 0.065 ± 0.003* D 2 ) and received now improved dose estimations of 1.01
(0.48-1.53) and 2.99 (2.44-3.54) Gy which provided satisfactory z-values in both cases. A closer inspection of the scored dicentrics reveals information about which dicentrics were accepted by all participating scorers and which images produced inconsistent scoring results. Whenever the morphology of the dicentric followed the classical models, an agreement was reached, but sometimes the centromere was in a terminal position, or there were two chromosomes touching or overlapping or chromatids were twisted. Some examples of images with controversial results are shown in Figure 5 .
Within this exercise two galleries were tailored for dicentric scoring and dose estimation with two different doses. However, there are further aspects that could be investigated in more detail with this new method: which cells will be rejected or accepted, which are, e.g. the scoring criteria of centric rings, acentric fragments or acentric rings. Other training modules could focus on partial body exposures, different radiation qualities or the impact of slide preparations at different doses. For example, one centric ring in Gallery B was identified by 13 labs and not accepted by one lab; two labs observed two rings and one lab three rings. As centric rings are included in several calibration curves, further investigations seem warranted. Not so important for dose estimations were acentric fragments, which showed a greater variation (Gallery A: range ¼ 1-10, mean: 4.8 ± 2.3; Gallery B: range ¼ 5-25, mean ¼ 12.4 ± 4.2). The criteria for the rejection of cells seem to be heterogeneous. In Gallery A 15 laboratories analysed all 50 cells, but one lab rejected three cells and one lab nine cells, and two cells were rejected twice. In Gallery B 11 labs analysed 50 cells, three labs rejected one cell, one lab two cells, one lab three cells and one lab seven cells. From these seven cells two cells were rejected by three labs and one cell (no dicentric inside) by five labs, in a few cases evaluated as incomplete (45 centromeres). As differences in rejection criteria may have some impact on the resulting frequency of dicentrics (Yoshida et al. 2007; Ainsbury et al. 2009 ), further investigations about the applied criteria regarding cell rejection and/or dicentric selection in not preselected image galleries would be of great interest to make a step forward in harmonization of the method.
With the knowledge of experienced scorers a wide field of training modules could be developed as a training program for new staff members or as appropriate quality assurance and quality control program within individual laboratories or RENEB as network. Hereby the use of modules with digital images could be extended to other assays like, e.g., the cytokinesis-block micronucleus (CBMN) assay, the fluorescence insitu hybridization (FISH) translocation assay, the c-H2AX foci assay and the premature chromosome condensation (PCC) assay.
Conclusions
Overall, the web based scoring of the two galleries by the 17 laboratories provided very good agreement between the participants. The new method offers the opportunity to obtain a quick overview of the scoring criteria and dose assessment performance of network partners. Furthermore, this method can be an excellent tool for training new staff members or new laboratories who want to join a network, in correctly identifying all the different kinds of dicentrics and performing biological dosimetry accurately and consistently.
