Conditional asset pricing models have been used to determine whether the value premium and other CAPM anomalies are due to risk. We show that the conclusions on whether these anomalies are due to risk are very sensitive to the choice of the information variables used to define good and bad states of the world. We use a conditional CAPM framework allowing for alternative sets of plausible conditioning information and find that value appears to be riskier than growth in only about ten to twenty percent of specifications. We find even less evidence that size, issuance, momentum, and asset growth portfolio returns are due to risk. Overall, our results suggest that common CAPM anomalies are not due to risk.
Introduction
In the last decade, the three-factor model of Fama and French (1993) and the four-factor model of Carhart (1997) have emerged as the most widely used models to estimate risk and abnormal returns. Yet some researchers have questioned whether the risk premiums in these models arise from non-diversifiable economy wide risk. Accordingly, there is an important debate in the literature over the sources of the risk premiums in the three and four-factor models. In a series of papers, Fama and French (1993 argue convincingly that the size and value premiums are due to risk; value stocks and small stocks tend to be companies that are more sensitive to financial distress and thus bankruptcy, especially in bad economic times.
2 Others, such as Lakonishok et al. (1994) , argue that the betas (returns) to value-related strategies are not higher (lower) in bad times relative to good times, results arguably at odds with a risk story. 3 In a recent paper, Petkova and Zhang (2005) use a conditional CAPM approach to analyze the riskiness of value and growth. Petkova and Zhang's approach is based on the observation that the Lakonishok, Shleifer, and Vishny study uses realized market excess returns to define good and bad states. Petkova and Zhang, drawing on a large conditional CAPM literature, say that what matters for defining good and bad states are expected market returns, not realized returns. They create an expected market risk premium using a standard set of four business cycle variables (i.e., the default premium, the term premium, the dividend yield, and the short-term examining variations in the conditioning variables used to construct expected market risk premiums. We note that the results from many of the papers in this literature are likely to be dependent on the specific conditioning variables used to construct expected market risk premiums. For example, we observe that the four conditioning variables used in the in Petkova and Zhang are chosen in a similar manner as many other authors have; Petkova and Zhang simply use what is most common in the literature and say essentially that on page 189 "Our choice of variables is standard from the time-series predictability literature". However, other conditional CAPM papers, using different conditioning variables (or subsets of the previously mentioned four variables), reach different conclusions on the riskiness of value and growth. For example, Lewellen and Nagel (2006) use direct estimates of betas and alphas from moving-window estimations and find little evidence that value betas covary positively with the expected market risk premium. 5 The conflicting results across conditional CAPM papers concerning the sources of the value premium arise in part from the use of different conditioning information to estimate conditional betas and expected market risk premiums. Essentially, the problem is that inter-temporal versions of the CAPM (see, for example, Merton (1973) ) and the Arbitrage Pricing Theory (Connor, 1984 and Ross, 1976) do not tell us the identity of the factors, thus, one uses "reasonable" proxies, usually based on the variables ability to predict market returns, in coming up with conditioning variables to use in conditional CAPM tests. Since there is no absolute agreement on the correct factors, and in many cases, a lack of strong theoretical motivation in factor selection, researchers have a relatively large degree of freedom in choosing the state variables used as conditioning information. 6 Thus, it is feasible that a nontrivial portion of the conditional CAPM results reported in the literature are simply due to luck. We expand the set of conditioning variables used in Petkova and Zhang and other papers to consider additional variables which have been shown to predict the market and are likely to be related to the state of the economy. These alternative conditioning variables include the factors from the Fama and French (1993) three-factor model, the Chen et al. (1986) economic factors, the unemployment rate, the annual growth rate of industrial production, the ratio between durable goods expenditures and personal income, the ratio of savings to personal disposable income, the NBER expansion and contraction states, the Leading Composite Index calculated by the Conference Board, and the Consumer Sentiment Index from the University of Michigan. We use simple groupings of these conditioning variables to generate expected market risk premiums and then study the riskiness of the value and growth portfolios. Thus, the additional conditioning variables we consider are all plausible candidates, and in fact, from an ex ante standpoint, are arguably as likely of candidates as the more commonly used four factors (the default premium, the term premium, the dividend yield, and the short-term Treasury bill rate).
Over 1927-2005, we find that only one of the expected market risk premiums that we examine results in evidence consistent with value being riskier than growth, and that specification is the one obtained from the standard four business cycle variables. None of the other specifications result in statistically significant positive beta-premium sensitivity differences between the value and growth portfolios. When we look at the "big picture" (i.e., across subsets of the information set, across subperiods, and across different ways of estimating conditional betas -including "rolling" betas estimated using a market model and conditional "fitted" betas estimated using the four standard business cycle variables), we find that four out of 28 total specifications result in the conclusion of value being riskier than growth. On the other hand, we also find that four out of 28 specifications result in statistically significant negative beta-premium sensitivity spreads between value and growth portfolios, suggesting that value is less risky than growth. We also estimate betapremium sensitivities for size-sorted portfolios. The results for small and big portfolios are not consistent with a risk explanation.
To develop a better sense for exactly how sensitive the risk tests are to the choice of conditioning variables, we perform simulations (or more precisely, specification searches) in which we estimate the beta-premium sensitivities for all possible combinations of the conditioning variables. In the simulations, we estimate the percentage of times that the beta-premium sensitivities are consistent with a risk explanation for the value, growth, and value-minus-growth portfolios as we vary the model used to construct expected market risk premiums. Overall, the low rejection rates in the simulations strongly suggests that the conclusion of value being riskier than growth is not robust to alternative conditioning information and is, in fact, close to rejection rates that one would observe by chance.
We also explore if the conditional CAPM can explain the magnitude of the returns to the book-to-market and size-sorted portfolios. Petkova and Zhang (2005) find that the four standard business cycle variables are not able to explain the value premium. In our simulation framework, using all possible conditional CAPM models generated from the combinations of the conditioning variables, we estimate pricing errors for the value and growth portfolio returns. We find that many of the simulation models generate positive pricing errors, suggesting that there exists important variation in how often the conditional CAPM can explain the value and the size premiums as a function of the researcher's choice of conditioning variables.
Finally, we apply our simulation tests to the ability of the conditional CAPM to explain the risk of other CAPM anomalies from the literature, such as momentum (Jegadeesh and Titman, 1993) , share issuance (Daniel and Titman, 2006) and asset growth (Cooper et al., 2008) . Across different CAPM anomalies, and across different expected market risk premiums, we find very little evidence that the beta-premium sensitivities are significant, suggesting that these anomalies are not due to time-varying risk.
Overall, we hope our results raise awareness that conditional CAPM tests used to determine the riskiness of value and growth appear to be sensitive to the conditioning variables used in the tests. 7 The remainder of the paper is organized as follows. In Section 2 we describe the research design for the beta-premium sensitivity tests and describe our selection of conditioning variables. In Section 3 we present results from conditional CAPM beta-premium sensitivity tests on various portfolios as a function of simple groupings of our conditioning variables. In Section 4 we report results from simulations that consider all possible combinations of the conditioning variables. We also present simulations which examine the ability of the conditional CAPM models to explain the returns of various portfolios. Section 5 concludes.
2. Beta-premium sensitivity tests and conditioning information 2.1. Beta-premium sensitivity tests
To examine the risk of value and growth portfolios, we follow the conditional CAPM approach used in Petkova and Zang (2005) . In turn, Petkova and Zang (2005) develop much of their testing methodology from Jagannathan and Wang (1996) . Essentially, the tests involve the estimation of an expected market risk premium and a conditional beta for a given portfolio. The beta is then regressed on the expected market risk premium, resulting in a "beta-premium sensitivity." In general, if the beta-premium sensitivity is positive, that is interpreted as evidence consistent with a risk explanation (i.e., the portfolio's beta is higher in more risky states of the world) for a given portfolio's return variation. We modify the Petkova and Zang approach to allow for alternative groups of conditioning information in the construction of both the conditional betas and the expected market risk premium.
The conditional CAPM states that the unconditional expected return on any asset i is a linear function of its expected beta and its beta-premium sensitivity. This result can be obtained starting from:
where the beta of asset i, β it = Cov t [r it + 1, r mt + 1 /I t ]/Var[r mt + 1 /I t ], and the expected market risk premium, γ t , are both conditional on the information set at time t, I t . Taking the unconditional expectation of Eq. (1) yields:
and φ i , the beta-premium sensitivity is equal to:
where γ = E[γ t ] is the average market excess return, and β i = E β it ½ . Eq. (2) shows that the effect of a portfolio's time-varying risk (i.e, the conditional beta) on average returns is described by the portfolio's beta-premium sensitivity. Stocks with positive betapremium sensitivities should on average have high payoffs during more risky states of the world, and stocks with low or negative beta-premium sensitivities should have low payoffs in risky states of the world. The beta-premium, φ i , as defined in Eq. (3), is obtained as:
whereβ it is the estimated conditional beta for portfolio i at time t andγ t is the estimated expected market risk premium at time t. If value stocks earn higher returns during riskier states of the economy, then the estimated beta-premium sensitivity should be positive. Thus, the null hypothesis for the value portfolio, consistent with a risk interpretation from the conditional CAPM, is φ i N 0. Similarly, the null hypothesis for the growth portfolios is that φ i b 0, and the null hypothesis for the value-minus-growth portfolio is that φ i N 0. In addition, the spread in estimated beta-premium sensitivities between the value and growth portfolios should be positive. Petkova and Zang (2005) follow Ferson and Harvey (1991) and others 8 in using a specific set of four business cycle variables to estimate an expected market risk premium by regressing the realized market excess return on a set of four predetermined state variables:
7 Related to this point, Cochrane (2001) discusses the limitations of conditional CAPM tests due to the fact that in all likelihood, it is impossible to observe the true investors' conditioning sets; this concept has been referred to as the "
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Hansen and Richard (1987) critique". 8 Papers that have used variants of these business cycle variables include Keim and Stambaugh (1986), Campbell (1987) , Fama and French (1988) , Fama and French (1989) , Fama (1990) , Shanken (1990) , and Ferson and Harvey (1999) .
where r mt + 1 , the excess return on the market (obtained from Ken French's web page), is the value-weighted return on all NYSE, AMEX, and NASDAQ stocks minus the one-month Treasury bill rate, and the conditioning variables are the monthly dividend yield (DIV), a default premium (DEF), the spread between the 10-year and one-year Treasury yields (TERM), and the nominal 1 month T-bill yield (TB).
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The resulting parameter estimates, obtained from performing the Eq. (5) regression once over the entire sample, are multiplied by monthly realizations of the conditioning variables to generate an expected monthly market risk premium,γ t , as:
The conditional beta is estimated using the base-model set of conditioning variables:
Eq. (7) is estimated once, over the entire sample, using the monthly excess returns of portfolio i. The resulting parameter estimates from Eq. (7) are multiplied by monthly realizations of the conditioning variables to generate a monthly conditional beta,β it , for portfolio i:
We refer to the conditional beta from Eq. (8) as a "fitted beta". The estimation of the beta-premium sensitivity from Eq. (4) is characterized by the presence of a generated regressor,γ t . Moreover, the estimation of β it is based on variables that are arguably related with the ones used to generate the expected market risk premium. Thus, the estimation errors forβ it and forγ t could be correlated, introducing a bias in the resulting inferential procedures. We control for these potential problems by jointly estimating β it , γ t , and φ i via GMM. The resulting system of orthogonality conditions is exactly identified:
where Z t = [1 DIV t DEF t TERM t TB t ] is a vector of instrumental variables and the coefficient vectors are
We adjust the standard errors of the test statistics using a Newey-West (1987) estimator with 6 lags. The results are robust to different lags. Thus, Eqs. (6) and (8), which use the standard four business cycle variables, provide us with baseline estimates of the expected risk premium and conditional beta to use in the beta-premium sensitivity regression of Eq. (4). In the next section, we discuss the alternative groups of conditioning variables we use in judging the robustness of the baseline case.
Alternative conditioning information and portfolios
The inter-temporal versions of the CAPM and the Arbitrage Pricing Theory do not tell us the identity of the true factors, thus, researchers typically use factors from previously published papers. In turn, if one traces back through the layers of previous research, one finds that the popular factors tend to be those which have the ability to predict realized excess market returns, or are variables which economic intuition suggests should be related to business cycle fluctuations. Thus, to study the robustness of the conditional CAPM-based beta-premium sensitivity tests, we expand the set of conditioning variables to consider other variables which have been shown to predict the market, that are likely related to the fundamental state of the economy, and have some degree of prominence in the literature. 10 Our goal is not to examine an exhaustive set of all possible factors, but rather to study the sensitivity of conditional CAPM tests to variations in factors that a researcher would likely consider. Table 1 summarizes the conditioning variables. All variables are updated monthly. In Panel A, we discuss the information set we use in our initial tests. We include the standard four business cycle variables (i.e., the default premium, the term premium, the dividend yield, and the short-term Treasury bill rate -we deem these variables the "base model"). Our first group of alternative conditioning variables are the factors from the Fama and French (1993) three-factor model; the excess market return (EMKT), the high-minus-low book-to-market premium (HML), and the small-minus-big size premium (SMB), over 1927-2005. The Fama and 9 The dividend yield is the sum of dividends, over the previous 12 months, accruing to the Center for Research in Securities Prices (CRSP) value-weighted portfolio, divided by the contemporaneous level of the index. The default premium is the yield spread between Moody's Baa and Aaa corporate bonds. The term premium is the yield spread between the ten-year and the one-year Treasury bond. The default yield is from the monthly database of the Federal Reserve Bank of St. Louis, and the government bond yield is from the Ibbotson database. Finally, the short-term interest rate is the one-month Treasury bill rate from CRSP. 10 See Stock and Watson (2003) for an overview of using asset-based variables to forecast output and inflation. They find evidence of instability in predictive relations over time, reinforcing the idea that it is a nontrivial task to determine the correct set of conditioning variables. French factors are from Ken French's website. Liew and Vassalou (2000) show that HML and SMB can predict future economic growth and their ability to do so is largely independent of that of the market factor. Lewellen (1999) shows that the three-factor model helps to explain time-variation in expected returns of well diversified portfolios. Furthermore, excess market returns are a leading indicator of economic growth (Fama, 1981 12 Boyd et al. (2005) show that unemployment news is significantly related to stock returns and that unemployment news is likely to contain information about future interest rates and the equity risk premium. 13 We also include the annual growth rate of industrial production (IND PROD) over 1927-2005 from the Federal Reserve Bank of St. Louis. Chen (1991) , Ang et al. (2006) , and others use industrial production as a measure of the state of the economy and show that it can be forecasted by financial variables. We use the ratio of durable goods expenditures to personal income (CDPIR) over 1959-2005 from the Federal Reserve Bank of Saint Louis. Chen (1991) , Dwyer and Robotti (2004) , Ferson and Harvey (1991) , Lettau and Ludvigson (2001) and others use various consumption measures as economic state variables. We also include the personal savings rate (PSR) which is the ratio of savings to personal disposable income over 1959 . Peek (1983 and Juster et al. (2006) (2006), Bram and Ludvigson (1998) , Brown and Cliff (2005) , Lee et al. (1991) , Lemmon and Portniaguina (2006) , and Qiu and Welch (2006) document that investor sentiment predicts market returns. We use the alternative conditioning variables to construct expected market risk premiums (Eqs. (5) and (6)), and then use these risk premiums in the beta-premium sensitivity tests of Eq. (4). The beta-premium sensitivity tests are conducted on the monthly excess returns of value, growth, small, and big portfolios. We obtain the portfolio returns from Ken French's website.
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The data include the ten size decile portfolios and the ten book-to-market decile portfolios. In addition, we obtain data for the high book-to-market (H), low book-to-market (L), small-cap (S), big-cap (B), the high-minus-low (HML) and small-minus-big (SMB) factors, and the excess returns on the market portfolio (EMKT). All of the portfolios are value-weighted. Later in the paper we conduct robustness tests using other portfolios created from decile sorts on individual firm lagged returns (Jegadeesh and Titman, 1993) , share issuance (Daniel and Titman, 2006) , asset growth (Cooper et al., 2008) , earnings-to-price, and cash-to-price. Table 2 provides summary statistics on correlations between the expected risk premium generated from the base model's four business cycle variables and the expected risk premiums generated from the alternative conditioning variables (labeled as "Type 1" correlations). We also present correlations for each expected risk premium series with the realized excess market returns (labeled as "Type 2" correlations) -basically a measure of how well each expected risk premium predicts the excess market returns. Over the entire sample the base model has a correlation of 0.105 (p-value = 0.001) with the realized market returns, consistent with evidence in many papers that this group of variables does a decent job predicting market returns. However, some of the other variable groups do at least as well or better in predicting market returns. For example, the expected returns from the Fama and French (1993) three factors have a correlation with the market of 0.126 (p-value b 0.000) and the expected returns from the Chen et al. (1986) factors have a correlation of 0.09 (p-value = 0.005). Over other periods (determined by when the other conditioning variables become available; 1948 to 2005, 1959 to 2005, and 1978 to 2005 ) the base model obtains higher correlations relative to the full sample although some of the other subsets of the information set obtain even stronger correlations with the market. Thus, on the basis of how well each variable group predicts the market return, there is no reason to only consider the base model's four variables in the conditional CAPM tests. 11 We extend the time period of the CRR variables, and as a result, deviate slightly from their exact definition of the factors. For MP we use the index of Industrial Production (Federal Reserve of Saint Louis), for UPR we use the Aaa corporate bond series in place of the Long-Term Government Bonds to eliminate collinearity with UTS. The Long-Term Government Bond series is from Ibbotson and the one-month T-bill rate used to define UTS is from CRSP. Finally, the CPI is from the Bureau of Labor Statistics. 12 We start this series in 1948, since, according to Romer (1986) , earlier unemployment data is not reliable. 13 See also Dwyer and Robotti (2004) who find that market returns are related to changes in the unemployment rate. 14 We include the NBER recession dates because of their prominence in the literature. However, since the NBER dates are defined ex post, they cannot be used to predict returns in a true ex ante sense. For more details on real-time market predictability, see Bossaerts and Hillion (1999) , Brennan and Xia (2005) , Cooper and 
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Gulen (2006), Ferson et al. (2003) , Foster et al. (1997) , Goyal and Welch (2008) , Pesaran and Timmermann (1995) , and Sullivan et al. (1999) . 15 We thank Ken French for making the data available. Details about the construction of the variables can be obtained from http://mba.tuck.dartmouth.edu/ pages/faculty/ken.french/.
In addition, some of the alternative risk premiums appear to capture different information pertaining to good and bad states of the economy than does the base model. This is illustrated by the Type 1 correlations in Table 2 3.2. Beta-premium sensitivity tests Table 3 contains results of beta-premium sensitivity (BPS) tests for value and growth portfolios using the conditional fitted beta estimates from Eq. (8). These results are presented in the left-hand side of Table 3 . We present results of the BPS tests for the growth portfolio (the column labeled "BM-1"), the value portfolio ("BM-10") and a Wald test statistic, which tests the null hypothesis that the spread ("BM: 10-1") between the beta-premium sensitivity of the value and growth portfolios is zero. 17 Again, in the context of the conditional CAPM, if the value portfolio is riskier than the growth portfolio, we would expect to see a positive BPS for the value portfolio, a decreased BPS for the growth portfolio, and a positive spread for the difference in the BPS between value and growth. We adopt an agnostic viewpoint on the risk versus mispricing debate concerning the sources of the value and growth premiums (and size premiums). Thus, in our tables we calculate two-sided p-values for the null hypothesis that beta-premium sensitivity coefficient is zero. Consistent with Petkova and Zhang (2005) , we find a positive and significant BPS for the base set of conditioning variables over 1927-2005; in the first row of Table 3 , under the fitted beta columns, the base model generates a BPS of 37.28 (p-value = 0.047) for the value portfolio and a BPS of −7.79 (p-value = 0.111) for the growth portfolio, resulting in a statistically significant BPS spread of 45.57 (p-value = 0.053) across the value and growth portfolios. The results for the base model are reasonably robust across other time periods; from 1948 to 2005 the spread in BPS between the value and growth portfolios is 19.31 (p-value = 0.035), from 1959 to 2005 the spread is 13.59 (p-value = 0.202), and from 1978 to 2005 the spread is 32.14 (p-value = 0.067). Thus, on the basis of these tests, which use the four standard conditioning variables, we conclude that value is riskier than growth.
When we examine the beta-premium sensitivities for the alternative conditioning variables, the results are dramatically different. Over the full 1927 to 2005 period, not a single alternative expected market risk premium results in evidence that value is riskier than growth; three out of the five BPS spreads between value and growth have negative point estimates, and two are positive, but none are statistically significant. In fact, out of all the alternative expected return estimates, and over different time periods, only the expected market risk premium generated from one specific grouping of the conditioning variables (the last row of Table 3 ) results in a positive and significant BPS spread between value and growth.
18 16 In unreported results we address the inherent generated regressor problem, as well as the potential econometric complications stemming from comovements of ex-ante measures of the same risk premium. Interestingly, the simultaneous estimation of the parameters leads to insignificant results for all of the "Type 1 correlations" in the overall 1927-2005 sample. 17 The BM-10 and BM-1 portfolios are the top and bottom decile value-weighted book-to-market sorted portfolios, respectively. 18 The variables in this group are Consumer Sentiment (MIC), Personal Savings Rate PSR, Durables and Personal Income Ratio (CDPIR), Leading Composite Index (CB), Unemployment Rate (UNEMPL), NBER expansion and contractions states dummy (NBER), and Annual Growth Rate of Industrial Production (IND PROD). Table 2 Correlations between expected market risk premiums and market returns. Reported in the table are two types of correlations; Type 1 correlations are pairwise correlations between the expected risk premium obtained from the base model (dividend yield, DIV; default premium, DEF; term premium, TERM; one-month T-bill, TB) and the expected risk premium obtained from alternative groups of conditioning variables; Type 2 correlations are pairwise correlations between realized excess market returns and expected risk premiums. The expected market risk premium is estimated by regressing the realized market excess return on a group of conditioning variables. The resulting parameter estimates are multiplied by monthly realizations of the conditioning variables to generate an expected monthly market risk premium. The alternative conditioning variables are: the realized market excess return (EMKT); the Fama and French (FF) (1993) threefactors (EMKT, HML, and SMB); the Chen et al. (1986) factors (monthly growth in industrial production, MP; changes in expected inflation, DEI; unanticipated inflation, UI; unanticipated changes in risk premia, UPR; term spread, UTS); the NBER-defined expansion and contraction periods (NBER); the annual growth rate of industrial production (IND PROD); the unemployment rate (UNEMPL); the personal savings rate (PSR); the ratio between durable goods expenditures and personal income (CDPIR); the Leading Composite Index by the Conference Board (CB); the Consumer Sentiment Index by the University of Michigan (MIC). The p-values test the null hypothesis that the correlation is zero. "Sample" identifies the starting period over which the correlation is estimated, with all of the time series ending in 2005. We perform robustness tests on the beta-premium sensitivity regressions, following Petkova and Zhang (2005) , by using a "rolling window" beta instead of the Eq. (8) betas. To compute the rolling betas, we regress the excess returns for a given portfolio on the CRSP value-weighted market excess returns using a rolling window over the previous 60 months. 19 The rolling window beta results are presented in the right-hand side of Table 3 . The rolling window betas provide even less evidence in favor of a risk interpretation for the value-minus-growth spread. Using the base set of four variables, over 1932-2005 (we lose five years from the beginning of the sample since the rolling betas require five years of data to be estimated), the BPS spread between the value and growth portfolios is positive, at 35.75, but is only marginally significant (p-value= 0.092). In other periods, the BPS spread for the base model is smaller in magnitude and is never significant. For the alternative conditioning variables, only the expected market risk premium generated from consumer sentiment (MIC) results in evidence of value being riskier than growth; for that series, the BPS is positive and marginally significant (p-value= 0.079). We note that it may be slightly ironic that the sentiment variable, which some readers may view as not being a "real" risk factor, is the only alternative conditioning variable that results in value being deemed riskier than growth. In addition, a few of the market risk premiums produce BPS results that are consistent with value being less risky than growth. For example, using industrial production as the conditioning variable over 1932-2005 results in a BPS spread between value and growth of −25.85 (p-value = 0.041).
19 When the conditional betas are estimated through the rolling-window regression, the estimation errors forβ it andγ t are less likely to be correlated because the rolling-window betas do not use conditioning variables. Thus, we modify the GMM estimation to use the following moment conditions:
where r mt + 1 is the lead of the market excess return,β it is the conditional beta, φ i is the beta-premium sensitivity, and δ is the vector of instrumental variable coefficients. We adjust the standard errors using a Newey and West (1987) correction with 60 lags.
Table 3
Beta-premium sensitivities -B/M sorted portfolios. Reported in the table are beta-premium sensitivities, φ i , estimated from a regression of conditional betas on an intercept and the expected market risk premium. The beta-premium sensitivities (BPS) are estimated for the monthly excess returns of a growth portfolio (BM-1) and a value portfolio (BM-10). We also report the spread (BM:10-1) in BPS between the value and growth portfolios. Two methods are used to compute conditional betas. First, fitted betas are estimated for each portfolio from conditional market regressions using DIV, DEF, TERM, and TB. Second, rolling window betas are estimated by regressing excess portfolio returns on the market excess returns using a rolling window over the previous 60 months. The expected market risk premiums are estimated using the variables in the Information Set, as specified in Table 1 Panel A, and are estimated by regressing the realized value-weighted excess return on all NYSE, AMEX, and NASDAQ stocks on a given group of conditioning variables. The resulting parameter estimates are multiplied by monthly realizations of the conditioning variables to generate an expected monthly market risk premium. "Sample" identifies the beginning of the estimation period, with all of the time series ending in 2005. The BPS using rolling window betas are estimated starting in 1932 since 5 years of data is required to estimate the betas. We adjust the standard errors of the test statistics using a Newey and West (1987) estimator with 6 lags for the fitted betas and 60 lags for the rolling windows betas. The p-values, reported in parenthesis, test the null hypothesis that the beta-premium sensitivity is zero. In the column labeled "W" we report a Wald statistic and related p-value, in parenthesis, testing the null hypothesis that the spread between the beta-premium sensitivity of the value and growth portfolios is zero. The BM-10 and BM-1 portfolios are from Ken French's website and are the top and bottom decile value-weighted book-to-market sorted portfolios, respectively.
Sample Fitted beta Rolling window beta
Beta-premium sensitivity φ Beta-premium sensitivity φ We conduct the same beta-premium tests on size-sorted portfolios (ME) in Table 4 . The results suggest that the return spread between the small and big decile portfolios is not consistent with a time-varying risk story; the covariations between the fitted betas and the expected market risk premiums are never statistically significant for any of the expected risk premiums or for any of the time periods. There is some evidence of a risk interpretation within the rolling beta tests; the beta-premium sensitivity spread between small and big portfolios is positive and marginally significant (p-value=0.101) over 1932-2005 using the expected risk premium series from the base model, although over other subperiods the base model never generates a significant BPS. Also, none of the other expected market risk premiums results in statistically significant positive BPS spreads between the small and big portfolios using rolling betas. However, the expected return series derived from the Conference Board's Leading Composite Index (CB) over 1959-2005 results in a statistically significant negative spread on the BPS between small and big, consistent with the small portfolio being less risky than the big portfolio.
Overall, the results so far illustrate that the conclusions that value is riskier than growth and that small is riskier than big are not robust to alternative conditioning variables used in computing expected market risk premiums in the conditional CAPM tests. If a researcher holds a particularly strong prior to only consider the conditioning variables that result in conclusions of risk, then that researcher will likely conclude that value (small) is riskier than growth (big). In the next section, we relax such a prior, and perform simulations in which we estimate the beta-premium sensitivities for all possible combinations of the base conditioning variables.
Simulations
Specification searches across conditioning information
In the simulations, we estimate the percentage of times that the beta-premium sensitivities are consistent with a risk explanation for the value, growth, and value-minus growth portfolios as we vary the conditioning information used to generate the expected market risk premium. 20 We consider all possible combinations (2 11 −1=2047) of the eleven conditioning variables in the simulations (See Table 1 , 20 If our market risk premiums estimates are a representative sub-sample of all the possible ones, by definition unobservable, then an agnostic researcher could use our estimated frequencies to infer the risk favorable likelihood. Table 4 Beta-premium sensitivities -ME sorted portfolios. Reported in the table are beta-premium sensitivities, φ i , estimated from a regression of conditional betas on an intercept and the expected market risk premium. The beta-premium sensitivities (BPS) are estimated for the monthly excess returns of a small-stock portfolio (ME-1) and a big-stock portfolio (ME-10). We also report the spread (ME: 1-10) in BPS between the small and big portfolios. Two methods are used to compute conditional betas. First, fitted betas are estimated for each portfolio from conditional market regressions using DIV, DEF, TERM, and TB. Second, rolling window betas are estimated by regressing excess portfolio returns on the market excess returns using a rolling window over the previous 60 months. The expected market risk premiums are estimated using the variables in the information set, as specified in Table 1 Panel A, and are estimated by regressing the realized value-weighted excess return on all NYSE, AMEX, and NASDAQ stocks on a given group of conditioning variables. The resulting parameter estimates are multiplied by monthly realizations of the conditioning variables to generate an expected monthly market risk premium. "Sample" identifies the beginning of the estimation period, with all of the time series ending in 2005. The BPS using rolling window betas are estimated starting in 1932 since 5 years of data is required to estimate the betas. We adjust the standard errors of the test statistics using a Newey and West (1987) estimator with 6 lags for the fitted betas and 60 lags for the rolling windows betas. The p-values, reported in parenthesis, test the null hypothesis that the beta-premium sensitivity is zero. In the column labeled "W" we report a Wald statistic and related p-value, in parenthesis, testing the null hypothesis that the spread between the beta-premium sensitivity of the small and big portfolios is zero. The small and big portfolios are from Ken French's website and are the bottom and top decile value-weighted market capitalization sorted portfolios.
Sample Fitted beta Rolling window beta
Beta-premium sensitivity φ Beta-premium sensitivity φ ME-1 ME-10 ME:1-10 W ME-1 ME-10 ME:1-10 W Panel A, "Simulation Conditioning Variables"). For each of the 2047 combinations, we regress the realized market excess return on the conditioning variable(s). The resulting parameter estimates, obtained from performing the Eq. (5) regression once over the entire sample, are multiplied by monthly realizations of the conditioning variables to generate an expected monthly market risk premium, γt. For each expected risk premium, we estimate the beta-premium sensitivity regression of Eq. (4) and report how often the beta-premium sensitivity is significant. In Table 5 we report the percentage of times in which the null hypothesis that the beta-premium sensitivity, φ, is zero, is rejected as we vary the conditioning information used to generate the expected market risk premium for simulations in which we keep fixed the conditional beta (i.e., we compute it using the base model's four conditioning variables). Rejection rates are reported at the 5% level or better and are reported for cases in which the beta-premium sensitivity is positive and significant or negative and significant. The rows in Table 5 contain all model combinations obtained for a specific number of variables in the model (one through eleven).
Panel A of Table 5 contains results for the excess returns to value (H), growth (L) and the raw returns to value-minus-growth (HML) portfolios. The results show that on average, across all 2047 combinations of expected market risk premiums, that the BPS is statistically significant and of the correct sign (i.e., positive) for a risk explanation for the H portfolio in 11.5% of the specifications. The BPS is never negative and significant for the H portfolio. For the L portfolio, the BPS is of the correct sign (i.e., negative) and significant for a risk explanation in 0.5% of the models, and is never positive and significant. For HML, the BPS is of the correct sign (i.e., positive) and significant in 10.3% of the models, and is never negative and significant. Across the H, L and HML Table 5 Rejection rates for beta-premium sensitivity simulations for BE/ME and ME Portfolios: The conditional beta model is fixed, and the expected market risk premium varies as a function of the conditioning variables. Reported in the table are the percentage of times in which the null hypothesis that the beta-premium sensitivity,φ, is zero is rejected as we vary the conditioning information used to generate the expected market risk premium. Rejection rates are reported at the 5% level or better and are reported for cases in which the beta-premium sensitivity is positive and significant or negative and significant. The beta-premium sensitivity is estimated from a regression of conditional betas on an intercept and the expected market risk premium. The expected market risk premiums are obtained from all combinations of the eleven conditioning variables from Table 1 Panel A ("Simulation conditioning variables"). For each of the 2 11 −1 = 2047 combinations of variables, we estimate the expected market risk premium by regressing the realized value-weighted excess return on all NYSE, AMEX, and NASDAQ stocks on the group of conditioning variables. The resulting parameter estimates are multiplied by monthly realizations of the conditioning variables to generate an expected monthly market risk premium. The conditional betas are estimated for each portfolio from conditional market regressions using DIV, DEF, TERM, and TB. Each row of the table contains expected market risk premium estimates obtained from using a specific number of conditioning variables ("Number of variables"), which in turn result in a specific number of model specifications ("Number of specifications"). We adjust the standard errors of the test statistics using a Newey and West (1987) Table 5 presents results for the size-sorted portfolios. For the S portfolio, the BPS is statistically significant and of the correct sign for a risk explanation in 4.4% of the specifications. For the B portfolio, there are no instances of statistically significant BPS that run the right direction for a risk explanation (i.e., negative and significant), but the B portfolio BPS is significant and of the wrong sign for a risk explanation in 19.1% of the models. For SMB, the BPS is never positive and significant or negative and significant. Table 6 contains simulation results for the tests in which we allow both the conditional beta and expected market risk premium to vary as a function of the conditioning variables.
Robustness tests
21 Ghysels (1998) shows variation in the pricing ability of conditional Table 6 Rejection rates for beta-premium sensitivity simulations for BE/ME and ME portfolios: The conditional beta and expected market risk premium vary as a function of the conditioning variables. Reported in the table are the percentage of times in which the null hypothesis that the beta-premium sensitivity,φ, is zero is rejected as we vary the conditioning information used to generate the expected market risk premium and the conditional beta. Rejection rates are reported at the 5% level or better and are reported for cases in which the beta-premium sensitivity is positive and significant or negative and significant. The beta-premium sensitivity is estimated from a regression of conditional betas on an intercept and the expected market risk premium. The expected market risk premiums are obtained from all combinations of the eleven conditioning variables from Table 1 Panel A ("Simulation conditioning variables"). For each of the 2 11 − 1 = 2047 combinations of variables, we estimate the expected market risk premium by regressing the realized market excess return on the group of conditioning variables. The resulting parameter estimates are multiplied by monthly realizations of the conditioning variables to generate an expected monthly market risk premium. The conditional betas vary as a function of the conditioning variable group used to compute the expected market risk premiums. We examine all 2 11 − 1 matched pairs of conditional betas and risk premiums, where a given pair of the beta and the risk premium are computed using the same group of conditioning variables. Each row of the table contains expected market risk premium estimates obtained from using a specific number of conditioning variables ("Number of variables"), which in turn result in a specific number of model specifications ("Number of specifications"). We omit results for models with only one variable, since those models result in a perfect linear combination between the betas and the risk premiums (and thus generate beta-premium sensitivities with standard errors of zero). We adjust the standard errors of the test statistics using a Newey and West (1987) CAPM models as a function of how the conditional betas are estimated. 22 To allow for variations in the conditional betas, we modify the conditional beta Eqs. (7) and (8) to consider all possible combinations of the simulation conditioning variables from Table 1 . To keep things simple, we do not examine all possible combinations of the betas and the risk premiums (this would result in (2 11 − 1) × (2 11 − 1) combinations) but rather only consider all 2 11 − 1 matched pairs, where a given pair of the beta and the risk premium are computed using the same group of conditioning variables. In Panel A, for the book-to-market portfolios, the H portfolio experiences higher average rejection rates (26.4%), relative to the fixed beta models of Table 5 . For the L portfolio, the BPS is never negative and significant, and for the HML portfolio the BPS is positive and significant in 13.0% of the models -both experiencing about the same rejection rates as observed in the fixed beta models. In Panel B of Table 6 , for the market equity portfolios, the average rejection rates are similar to the fixed beta models -the S portfolio has a positive and significant BPS in 7% of the models, the B has a negative and significant BPS in 0.5% of the models, and SMB has a positive and significant BPS in 0.3% of the models. Overall, allowing the beta construction to vary by using the same conditioning variables as used to construct the risk premiums results in higher rejection rates for the value portfolio, but not for the other portfolios, relative to the base-model constructed betas. Petkova and Zhang (2005) find that their results are sensitive to the test period. They find that the evidence in favor of value being riskier than growth is weaker in the later years of their sample (i.e., 1963-2001) than it is using the full sample (i.e., 1927-2001) . We estimate the simulations using two approximately equal subperiods; 1927-1962 and 1963-2005 . On average, for both the book-to-market and size-sorted portfolios, the subperiod beta-premium sensitivity tests (not reported in the tables) have much lower rejection rates than the full sample BPS tests. We also examine if the simulation results are sensitive to different states of the expected market risk premium. It may be that the beta-premium sensitivity of the HML and SMB portfolios are more positive and significant in riskier states of the world. For example, Petkova and Zhang (2005) find that the HML loading on the expected market risk premium is higher in high expected return states (i.e., bad times). Using no screen, above the median, and above the top quartile, respectively, as the cutoff on the expected returns, and using fitted betas, we re-estimate the Table 5 simulations (not reported in the tables). We find some evidence, albeit slight, for the H and S portfolios that the beta-premium sensitivity tests are more suggestive of a risk explanation in riskier states of the market relative to the BPS tests that use the entire expected return distributions. However, since the absolute levels of rejection rates are low, the results suggest caution in concluding that conditional CAPM related risk is the source of the return variation in these portfolios.
In Table 7 we examine if we can gain any insight into whether value is riskier than growth by examining the conditioning variable composition of the models which result in conclusions of risk. The idea is that if we observe relative consistency in which variables are contained within the "successful" models (i.e., the ones which result in conclusions of risk) then we may be more confident in believing the results. In contrast, if there is little consistency in the identity of the variables in the successful models, then that would suggest the results are consistent with a lucky draw on the conditioning variable set. The table lists out the top and bottom 20 models (as ranked by the model's beta-premium sensitivity t-statistic) for the H, L, and HML portfolios from the Table 5 BPS tests. First, consider the number of variables in a model, as listed in the third column of Table 7 . Across the top and bottom 20 models for H, there is no consistent pattern; some models contain as few as three variables, and others contain as many as eight. We observe the same relative lack of model consistency for the L and HML portfolios. Also, across the rows, there is evidence that the models which result in significant BPS tests are different across the H, L, and HML portfolios, highlighting inconsistencies in which factors deliver up risk interpretations across the book-tomarket sorted portfolios. 23 The base model of Petkova and Zhang (2005) (i.e., the default premium, the term premium, the dividend yield, and the short-term Treasury bill rate) does not make it into the top 20 models based on the t-statistic of the BPS. In fact, the base model ranks 128th, 552nd, and 142nd, for the H, L, and HML portfolios, respectively. We also calculate, but do not report in the tables, the inclusion rates of the predictive variables in the successful specifications. Again, there is no consistent pattern in which variables result in beta-premium sensitivities that run the right way for a risk interpretation; for the H portfolio, the inclusion rates range from 0% for the HML to 8.9% for the NBER variable; for the L portfolio, the inclusion rates range from 0% for DEF, TERM, EMKT, and HML to 0.5% for DIV and TB; for the HML premium, the inclusion rates range from 0% for HML to 9.7% for DIV. Overall, we do not find consistent patterns in the variables that make up these models, suggesting that the conclusion that value is riskier than growth is consistent with a chance finding.
22 See also Harvey (2001) who shows that estimates of conditional betas are sensitive to the conditioning variables used to construct the betas. 23 We also examine if statistical properties, such as autocorrelation of the instruments or the expected risk premiums, are correlated with the significance of the beta premium sensitivities (BPS). Interestingly, there is not much difference in the autocorrelation across the top models that produce BPS consistent with a risk story, and the models that produce BPS which are not consistent with a risk story. For example, within the top 100 models consistent with a risk story for the H portfolio, the average 1st order autocorrelation of the top 5 autocorrelated models based upon the instruments (based upon the expected returns) is 0.96 (0.95).
Within the top 100 models inconsistent with a risk story for the H portfolio, the average 1st order autocorrelation of the top 5 autocorrelated models based upon the instruments (based upon the expected returns) is 0.95 (0.94). We find similar results for the L and HML portfolios. We extend the analysis to examine the relation among the 1st order autocorrelation of the expected risk premiums for all 2047 specifications and the BPS t-statistic distribution and find no strong and consistent patterns for the H, L and HML portfolios. Thus, the degree of autocorrelation does not appear to provide meaningful guidance in selecting models consistent with a risk story.
Pricing errors
We explore whether the conditional CAPM can explain the magnitude of the returns to the book-to-market and size-sorted portfolios. Petkova and Zhang (2005) find that the four standard business cycle variables are not able to explain the value premium over 1927 . Lewellen and Nagel (2006 generate direct parameter estimates using a moving-window approach and show that a conditional CAPM is unlikely to explain the value premium due to the small covariation between conditional betas and expected market risk premiums. Ang and Chen (2007) , relying on a latent framework that does not require lagged predictors for time-variation identification, find that a conditional one-factor model can explain the value premium. Fama and French (2006) show that Chen's results are specific to 1926-1963 , and that post 1963, the CAPM is not able to explain the value premium. We explore the robustness of these results in our simulation framework.
Using all possible conditional CAPM models generated from the combinations of the conditioning variables, we estimate pricing errors (using Eq. (7)) for the excess monthly returns of the H, L, S, and B portfolios and for the raw returns of the HML and SMB portfolios. We report the percentages of times in which the null hypothesis that the intercept is zero is rejected as we vary the conditioning information used in the regression. Rejection rates are reported at the 5% level or better. In panel A of Table 8 , 84.6% of the models generate an intercept that is statistically positive for the H portfolio, 0.5% of the models generate an intercept that is statistically negative for the L portfolio, and 99.9% generate an intercept that is statistically positive for the HML Table 7 Top and bottom 20 models-BE/ME portfolios. Reported in the table are the top and bottom 20 expected risk premium models, as ranked by the model's betapremium sensitivity t-statistic, t φ , for the H, L, and HML portfolios over the period January 1927 to December 2005 using the simulation results from Table 5 in which the conditional beta model is fixed, and the expected market risk premium varies as a function of the conditioning variables. "N" is the number of conditioning variables in a given model. The "Model" column contains a sequence of eleven dummy variables that are equal to 1 when the correspondent conditioning variable (DIV DEF TERM TB EMKT HML SMB DEI UTS INDP NBER) is in the chosen specification. portfolio. 24 For the size-sorted portfolios in panel B, we find that 7.8% of the models generate an intercept that is statistically positive for the S portfolio, 10.5% of the models generate an intercept that is statistically positive for the B portfolio, and 0% generates an intercept that is statistically positive for the SMB portfolio. When we examine subperiods (not reported in the tables), we find that all of the rejections of the null hypothesis that the intercept is equal to zero come from the later subperiod . In the earlier subperiod , for both the book-to-market and size-sorted portfolios, the conditional CAPM explains the returns to all of the portfolios (i.e., no rejections of the null), consistent with findings in Fama and French (2006) that the conditional CAPM can explain the value and size premiums better in the pre-1962 period. Overall, the ability of the conditional CAPM to explain the returns to the H, L, S, and B portfolios is sensitive to the identity of the conditioning variables. Thus, as with the beta-premium sensitivity results, if a researcher is especially energetic in searching across model specifications, he or she will find specifications that result in the conditional CAPM explaining (or not explaining) the component portfolios that make up the value and size premiums. For the two spread portfolios (HML and SMB) the simulations 24 In unreported results we show that the size of the beta-premium sensitivity (BPS) is not sufficiently large on average across all model specifications to explain the size or value premiums using the conditional CAPM. Using the BPS simulations from Table 6 , we compare the difference between (1) specifications with positive and significant BPS and (2) specifications with positive and significant BPS and positive and significant pricing errors. If the BPS can explain the premiums to size and value, we would expect a marked decrease in the rejection rates of (2) compared to (1). We do find a decrease in rejection rates, but rejection rates for (2) are still relatively high. For example, the average rejection rate (weighted by the number of specifications) decreases from 26.4% to 20.3% for the H portfolio from (1) to (2), suggesting that approximately 6% of models can explain the returns to a value portfolio and have BPSs that run in the right direction for a risk explanation. We observe similar results with the size premium. Thus, these results suggest that the covariance between conditional betas and market risk premiums is in general not large enough to explain the value and size premiums. However, as with the beta-premium sensitivity results, if a researcher is particularly lucky or industrious, she will find a model that, as judged by the pricing errors, can explain the returns to the various portfolios. Table 8 Rejection rates for pricing error simulations for BE/ME and ME portfolios. Reported in the table are the percentages of times in which the null hypothesis that the pricing error (i.e., the intercept α) from a conditional CAPM regression is zero is rejected as we vary the conditioning information used in the regression. Rejection rates are reported at the 5% level or better and are reported for cases in which conditional intercept is positive and significant or negative and significant. We generate conditional CAPM models for each of the 2047 combinations of the conditioning variables. Each row of the table uses conditional CAPM models obtained from a specific number of conditioning variables ("Number of variables"), which in turn result in a specific number of model specifications ("Number of specifications"). We adjust the standard errors of the test statistics using a Newey and West (1987) lead to opposite conclusions; the returns to HML are almost never explained by the conditional CAPM, whereas the returns to SMB are always explained.
Other CAPM anomalies
Finally, we perform our simulations to the examine the ability of the conditional CAPM to explain the risks of other anomalies, such as momentum (Jegadeesh and Titman, 1993) , share issuance (Daniel and Titman, 2006) and asset growth (Cooper et al. 2008) and others. We use all NYSE, AMEX, and NASDAQ nonfinancial firms (excluding firms with 4-digit SIC codes between 6000 and 6999) listed on the CRSP monthly stock return files. In accordance with Fama and French (1992) , we form all of our accounting variables at the end of June in year t, using accounting information from fiscal year end t-1 from Compustat. For price scaled or market value scaled accounting ratios, such as earnings-to-price (E/P), we use price or market value from December of year t − 1. For the momentum measure, we estimate a holding period return from the beginning of July of year t − 1 to the end of June of year t. All of the variables are updated at the end of June each year. 25 At the end of June of each year t stocks are allocated into deciles based on each of the sorts and portfolios are formed from July of year t to June of year t + 1. All portfolios are value-weighted. The portfolios are held for one year and then rebalanced. For each of the 2 11 −1 risk premiums generated from the eleven conditioning variables, we estimate the beta-premium sensitivity regression of Eq. (4) on the excess monthly returns of the annually sorted decile portfolios (and the raw monthly returns of spread portfolios) and report how often the beta-premium sensitivity is significant. For these simulations we keep the conditional beta fixed (i.e., we compute it using the base model's four conditioning variables).
Each row of Table 9 contains the average rejection rates across all 2047 expected market risk premium models for the null hypothesis that the beta-premium sensitivity, φ, is zero as we vary the conditioning information used to generate the expected market risk premium. Rejection rates are reported at the 5% level or better and are reported for cases in which the beta-premium sensitivity is positive and significant or negative and significant. Across the different CAPM anomalies, there is very little evidence consistent with the portfolio returns being due to risk; the rejection rates range from 0% to 9.9%, but the two highest rejection rates (the high-decile momentum portfolio has a rejection rate of 9.9% for negative beta-premium sensitivities and the momentum spread portfolio has a rejection rate of 8.5% for negative beta-premium sensitivities) result in BPS that run in the opposite direction for a risk story -that is, the portfolios are less risky in bad states of the world. For high-decile (i.e., high average returns) E/P and C/P sorted portfolios, 2.1% and 1.6% of the specifications are consistent with a risk story. For low-decile (i.e., high average returns) issuance and asset growth sorted portfolios, both portfolios have 0% rejection rates. Overall, these results suggest that these other CAPM anomalies are not due to risk.
Conclusion
The main contribution of this paper is to show that the conclusions from conditional CAPM studies that value is riskier than growth are not robust to variations in conditioning variables used in the tests. Our results show that as we vary the conditioning variables 25 The E/P, C/P, and momentum portfolios are from Ken French's website. Issuance is defined as log[ME(t)/ME(t− 3)] − r(t − 3,t) where ME is the total market equity = data199*data25 and r(t − 3,t) is the 3-year log return. Asset growth is defined as the one year percentage change in total firm assets [(assets t − assets t − 1 )/ assets t − 1 ] where assets are Compustat data item 6. Table 9 Rejection rates for beta-premium sensitivity simulations for alternative portfolios: The conditional beta model is fixed, and the expected market risk premium varies as a function of the conditioning variables. Each row in the table reports the average rejection rates across all 2047 expected market risk premium models for the null hypothesis that the beta-premium sensitivity, φ, is zero as we vary the conditioning information used to generate the expected market risk premium. Rejection rates are reported at the 5% level or better and are reported for cases in which the beta-premium sensitivity is positive and significant or negative and significant. The alternative portfolios are the excess returns to the lowest (1) and highest (10) deciles and the raw returns on the high minus low decile portfolio (10-1) when value weighted deciles are formed by sorting on earnings-to-price (E/P; Jul. 1951 -Dec. 2005 , cash flow-to-price (C/P; Jul. 1951 -Dec. 2005 , momentum (Jan. 1927 -Dec. 2005 , composite share issuance (Jul. 1968 -Jun. 2003 Daniel and Titman (2006) ), and asset growth (Jul. 1968 -Jun. 2003 Cooper et al. (2008) ). The E/P, C/P and momentum decile portfolios are from Ken French's website. The beta-premium sensitivity is estimated from a regression of conditional betas on an intercept and the expected market risk premium. The expected market risk premiums are obtained from all combinations of the eleven conditioning variables from Table 1 Panel A ("Simulation conditioning variables"). For each of the 2 11 − 1 = 2047 combinations of variables, we estimate the expected market risk premium by regressing the realized value-weighted excess return on all NYSE, AMEX, and NASDAQ stocks on the group of conditioning variables. The resulting parameter estimates are multiplied by monthly realizations of the conditioning variables to generate an expected monthly market risk premium. The conditional betas are estimated for each portfolio from conditional market regressions using DIV, DEF, TERM, and TB. We adjust the standard errors of the test statistics using a Newey and West (1987) (using a limited set of plausible variables) used to estimate the riskiness of value and size related portfolios, at best 10 to 20% of the variable specifications produce results that are consistent with a risk explanation for value portfolios, and almost none of the specifications produce results that are consistent with a risk explanation for the size portfolios. We repeat our tests on other anomalies (such as momentum, share issuance, and asset growth) and also find that the conditional CAPM is not able to explain the risk of these portfolios. Our results do not definitively prove that the value premium is not due to risk. In fact, compared to tests on other CAPM anomalies, the relative rejection rates for the book-to-market (BM) sorted portfolios do point to an increased likelihood that the BM premiums may be linked to risk, especially risk associated with the base four instruments used in Petkova and Zhang (2005) . However, the absolute rejection rates in our tests are still low for the value and HML portfolios, with the results showing that approximately 10 to 11% of the specifications are consistent with a risk story. Thus, taking our results in their entirety, unless one has a particularly strong prior to only consider the specific groups of conditioning variables that result in value being riskier than growth, we believe that some or even many researchers would conclude that value is not riskier than growth (as well as other CAPM anomalies are not due to risk). Our results carry implications for the growing numbers of conditional asset pricing studies that exogenously choose lagged factors in their tests. Our evidence suggests that caution needs to be exercised in interpreting conclusions from such studies given their assumptions on a specific set of risk factors.
