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3. A l g o r i t h m s w e r e d e v e l o p e d f o r c o n d i t i o n i n g t h e s t u d y d a t a 
g a t h e r e d b y a n a n a l y s t f o r c o m p u t a t i o n u s i n g t h e t w o i m p r o v e d m o d e l s . 
4 . D e t a i l e d m a c h i n e p r o c e d u r e s a n d c o m p u t e r p r o g r a m s w e r e w r i t ­
t e n f o r t h e i m p l e m e n t a t i o n o f t h e c o m p u t a t i o n a l a l g o r i t h m s o n e q u i p m e n t 
x i 
o f t h e s o r t c o m m o n l y f o u n d i n a t y p i c a l m a n u f a c t u r i n g , c o m m e r c i a l , o r 
i n s t i t u t i o n a l s i t u a t i o n . 
T h e u s u a l a p p r o a c h t o a n a l y s i s a n d d e s i g n o f i n f o r m a t i o n p r o c e s ­
s i n g s y s t e m s c a n b e c h a r a c t e r i z e d a s b e i n g e s s e n t i a l l y i n t u i t i o n a l . 
E x t e n s i v e u s e i s m a d e , i n p r a c t i c e , o f c o n c e p t u a l a i d s i n t h e n a t u r e 
o f f l o w c h a r t s a n d b l o c k d i a g r a m s , a n d m u c h o f t h e s y s t e m d e s c r i p t i o n i s 
d o n e i n p r o s e f o r m . T h e r e l a t i o n s w h i c h e x i s t b e t w e e n t h e s y s t e m i n p u t s 
a n d t h e o u t p u t s i s f r e q u e n t l y o n l y v a g u e l y d e f i n e d . 
P r i o r i n v e s t i g a t o r s L i e b e r m a n ( 1 8 ) a n d H o m e r ( 1 4 ) p r o p o s e d t h e 
r e p r e s e n t a t i o n o f t h e s i m p l e r e l a t i o n s b e t w e e n s y s t e m s e l e m e n t s i n 
m a t r i x f o r m , a n d m a n i p u l a t i o n o f t h e s e r e l a t i o n s b y m u l t i p l i c a t i o n o f 
t h e m a t r i c e s ( L i e b e r m a n ) o r a s e r i e s o f c o l u m n o p e r a t i o n s ( H o m e r ) . I n 
e a c h c a s e , t h e r e s u l t w a s a s o l u t i o n m a t r i x w h i c h p u r p o r t e d t o r e p r e s e n t 
t h e c o m p o u n d r e l a t i o n s o f t h e s y s t e m , a n d w h i c h g a v e a m e a s u r e o f t h e 
r e d u n d a n c y o f d a t a w i t h i n t h e s y s t e m . I n t h e c a s e o f L i e b e r m a n ' s m u l ­
t i p l i c a t i o n t e c h n i q u e , d a t a i n p u t w a s p e r m i t t e d a t o n l y t h e l o w e s t l e v e l 
o f t h e s y s t e m h i e r a r c h y , a n d t h e m u l t i p l i c a t i o n w a s t e d i o u s a n d t i m e c o n 
s u m i n g „ I n t h e c a s e o f H o m e r ' s c o l u m n o p e r a t i o n t e c h n i q u e , d a t a i n p u t 
w a s p e r m i t t e d a t i n t e r m e d i a t e s y s t e m l e v e l s , b u t a g r e a t d e a l o f i n f o r ­
m a t i o n r e l a t i v e t o t h e i n t e r m e d i a t e s y s t e m r e l a t i o n s w a s l o s t i n t h e c o m 
p u t a t i o n , a n d t h e c o m p u t a t i o n w a s l e n g t h y a n d n o t a m e n a b l e t o c o m p u t e r 
u s e . 
T h e b a s i c m o d e l d e v e l o p e d i n t h e c u r r e n t r e s e a r c h i s e s s e n t i a l l y 
a m a t r i x i n v e r s i o n o f a t r i a n g u l a r m a t r i x . I t i s p a t t e r n e d a f t e r a 
s i m i l a r m o d e l f i r s t a d v a n c e d b y V a z s o n y i ( 3 0 ) a n d l a t e r i m p r o v e d b y 
G i f f l e r ( 9 ) i n t h e c o n t e x t o f m a t e r i a l s a s s e m b l y s y s t e m s . I n t h i s 
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m o d e l t h e s i m p l e s y s t e m r e l a t i o n s w h i c h L i e b e r m a n d i s p l a y e d i n a s e r i e s 
o f m a t r i c e s a n d w h i c h H o m e r d i s p l a y e d i n a s i n g l e n o n - s q u a r e m a t r i x a r e 
d i s p l a y e d i n a s q u a r e , t r i a n g u l a r i z e d m a t r i x , S . I t i s t h e n s h o w n t h a t 
a s o l u t i o n m a t r i x S i s t h e i n v e r s e o f t h e m a t r i x ( I - S ) , a n d t h a t t h i s 
s o l u t i o n m a t r i x S c o n t a i n s t h e s o l u t i o n o b t a i n e d b y b o t h L i e b e r m a n a n d 
H o m e r . I n a d d i t i o n , a l l o f t h e i n t e r m e d i a t e r e s u l t s , s o m e o f w h i c h a r e 
n e v e r o b t a i n e d b y t h e L i e b e r m a n m o d e l , a n d a l l o f w h i c h a r e l o s t b y t h e 
H o m e r m o d e l , a r e r e t a i n e d i n t h e s o l u t i o n m a t r i x o f t h i s m o d e l . I n a d -
d i t i o n , b e c a u s e o f t h e t r i a n g u l a r i t y o f t h e S a n d S m a t r i c e s , t h e i n ­
v e r s i o n r e q u i r e d i s e a s i e r t o c o m p u t e t h a n i s e i t h e r o f t h e p r i o r m o d e l s . 
T h e b a s i c n a t u r e o f i n f o r m a t i o n s y s t e m s i s t h e n f u r t h e r e x p l o r e d . 
I t i s e s t a b l i s h e d t h a t t h r e e b a s i c t y p e s o f d a t a e x i s t i n s u c h a s y s t e m . 
T h e s e t h r e e t y p e s a r e d i s t i n g u i s h e d a s i d e n t i f i c a t i o n d a t a , s u c h a s 
d e p a r t m e n t n u m b e r s ; q u a n t i t a t i v e d a t a w h i c h a r i s e b a s i c a l l y f r o m a c o u n t 
o r m e a s u r e m e n t ; a n d e x i s t e n c e d a t a w h i c h p r i m a r i l y i n d i c a t e e i t h e r t h a t 
s o m e a c t i v i t y h a s t a k e n p l a c e o r t h e s t a t u s o f s o m e a c t i v i t y . 
I t i s f u r t h e r e s t a b l i s h e d t h a t t h e e s s e n t i a l p u r p o s e o f a n i n f o r ­
m a t i o n p r o c e s s i n g s y s t e m i s t o c h a n g e t h e f o r m o f t h e i n p u t d a t a b y 
c h a n g i n g i t f r o m q u a n t i t a t i v e t o e x i s t e n c e t y p e d a t a , b y s u m m a r i z a t i o n , 
o r b y c o m p u t a t i o n o f s o m e n a t u r e . N i n e c a t e g o r i e s o f s u c h d a t a t r a n s i ­
t i o n s a r e r e c o g n i z e d a n d d i s c u s s e d . 
I t i s d e v e l o p e d t h a t a m o d e l f o r a n i n f o r m a t i o n p r o c e s s i n g 
s y s t e m m u s t r e c o g n i z e t h e s e t h r e e d a t a t y p e s a n d t h e t r a n s i t i o n s w h i c h 
t h e d a t a u n d e r g o , , I n o r d e r t o i m p l e m e n t t h i s r e c o g n i t i o n , t h r e e b a s i c 
t y p e s o f s y s t e m r e l a t i o n s a r e d e f i n e d , i n s t e a d o f t h e s i n g l e t y p e o f 
r e l a t i o n i m p l i e d i n t h e p r i o r w o r k a n d i n t h e b a s i c m o d e l . 
X l l l 
T h e s e t h r e e s y s t e m s r e l a t i o n s a r e d e n o t e d a s p r i m e r e l a t i o n s , 
c o n c o m i t a n t r e l a t i o n s , a n d d e l e t i o n r e l a t i o n s . A p r i m e r e l a t i o n i s 
t h a t r e l a t i o n w h i c h e x i s t s w h e n a n e l e m e n t o f a s y s t e m i s r e q u i r e d f o r 
t h e p r e p a r a t i o n o f a h i g h e r l e v e l e l e m e n t i n a s y s t e m . A c o n c o m i t a n t 
r e l a t i o n a r i s e s i n c o n j u n c t i o n w i t h t h e t r a n s i t i o n o f d a t a f r o m q u a n ­
t i t a t i v e t o e x i s t e n c e t y p e , o r i n c o n j u n c t i o n w i t h a c o m p u t a t i o n . A 
d e l e t i o n r e l a t i o n e x i s t s w h e n a d a t a e l e m e n t i s b r o u g h t t o s o m e l e v e l 
o f a s y s t e m b e c a u s e i t i s a p a r t o f a r e c o r d w h i c h c o n t a i n s o t h e r 
u s a b l e d a t a , b u t w h e r e t h e d a t a e l e m e n t i t s e l f i s n o t r e q u i r e d a t t h a t 
l e v e l . 
B a s e d o n t h e r e c o g n i t i o n o f t h e t h r e e t y p e s o f s y s t e m r e l a t i o n , 
t w o i m p r o v e d m o d e l s a r e d e v e l o p e d . I n o n e o f t h e s e , o n l y p r i m e a n d 
c o n c o m i t a n t r e l a t i o n s a r e u s e d , w h i l e t h e o t h e r u s e s a l l t h r e e t y p e s 
o f r e l a t i o n . T h e f i r s t r e s u l t s i n a s o l u t i o n m a t r i x w h e r e i n a l l o f t h e 
l o w e r l e v e l d a t a e l e m e n t s w h i c h a r e r e q u i r e d f o r t h e p r e p a r a t i o n o f a 
h i g h e r l e v e l r e p o r t a r e i n d i c a t e d , w h e t h e r o r n o t t h e l o w e r l e v e l d a t a 
a c t u a l l y a p p e a r o n t h e h i g h e r l e v e l r e p o r t . T h i s m a t r i x , S , i s r e f e r r e d 
t o a s c o m p r i s i n g a " c o m p o s e d o f " t y p e o f a n a l y s i s . T h e s e c o n d m o d e l r e ­
s u l t s i n a s o l u t i o n m a t r i x S ' , w h i c h s h o w s f o r a g i v e n h i g h e r l e v e l 
r e p o r t o n l y t h o s e l o w e r l e v e l e l e m e n t s w h i c h a c t u a l l y a p p e a r o n t h e 
r e p o r t . T h i s i s r e f e r r e d t o a s a " c o n t a i n e d i n " t y p e o f a n a l y s i s . 
W h i l e t h e p r i m e r e l a t i o n u s e s r e g u l a r n u m e r a l s a s q u a n t i f i e r s 
i n t h e S m a t r i x r e p r e s e n t i n g t h e s i m p l e s y s t e m r e l a t i o n s , i t w a s n e c e s ­
s a r y t o d e f i n e s p e c i a l q u a n t i f i e r s f o r b o t h c o n c o m i t a n t a n d d e l e t i o n 
r e l a t i o n s . T h e c o n c o m i t a n t q u a n t i f i e r g i v e s r i s e t o a s p e c i a l m u l t i ­
p l i c a t i o n - l i k e o p e r a t o r , w h i l e t h e d e l e t i o n r e l a t i o n g i v e s r i s e t o a 
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l o g i c a l , r a t h e r t h a n a r i t h m e t i c , o p e r a t o r . T h e c o m b i n a t i o n o f p r i m e 
a n d c o n c o m i t a n t q u a n t i f i e r s i n t h e m a t r i c e s r e p r e s e n t i n g t h e i n f o r m a ­
t i o n s y s t e m c o m p l i c a t e d t h e i n v e r s e r e l a t i o n s h i p s h o w n f o r t h e b a s i c 
m o d e l , a n d i t w a s n e c e s s a r y t o p r o v e a t h e o r e m r e l a t i v e t o t h e a s s o ­
c i a t i v i t y o f m u l t i p l i c a t i o n o f m a t r i c e s c o n t a i n i n g b o t h p r i m e a n d c o n -
c o m i t a n t q u a n t i f i e r s . I t w a s t h e n p o s s i b l e t o s h o w t h a t t h e S m a t r i x 
o f t h e f i r s t r e f i n e d m o d e l w a s i n d e e d t h e i n v e r s e o f t h e ( I - S ) m a t r i x , 
a s i n t h e b a s i c m o d e l . 
T h e d e l e t i o n r e l a t i o n q u a n t i f i e r i s a l o g i c a l o p e r a t o r , a n d i t 
i s s h o w n t h a t t h e i n v e r s e r e l a t i o n s h i p n o l o n g e r h o l d s f o r t h e s o l u t i o n 
m a t r i x S ' a n d t h e m a t r i x ( I - S ' ) o f t h e s e c o n d r e f i n e d m o d e l . I t i s 
s h o w n , h o w e v e r , t h a t t h e y d i f f e r o n l y b y t w o l o g i c a l o p e r a t i o n s o c c u r ­
r i n g i n t h e c o m p u t a t i o n a s a r e s u l t o f t h e d e l e t i o n f u n c t i o n . 
S i n c e b o t h m o d e l s d e p e n d o n t h e t r i a n g u l a r n a t u r e o f t h e m a t r i c e s 
f o r t h e i r c o m p u t a t i o n a l b a s e , a m e t h o d o f t r i a n g u l a r i z a t i o n o f . t h e i n ­
d i c e s i s d e v e l o p e d . T h i s t e c h n i q u e p e r m i t s t h e a n a l y s t t o u s e a n y a r b i ­
t r a r y d e s i g n a t i o n f o r t h e s y s t e m s e l e m e n t s , a n d d o e s n o t r e q u i r e h i m t o 
b e c o n c e r n e d w i t h s y s t e m l e v e l s o r t h e r e q u i r e d t r i a n g u l a r i t y . 
I n p r a c t i c e , t h e m o d e l s p r e s e n t e d w o u l d r e q u i r e t h e u s e o f a 
d i g i t a l c o m p u t e r a n d a s s o c i a t e d e q u i p m e n t f o r c o m p u t a t i o n , s o t h e a l ­
g o r i t h m s h a v e b e e n p r o g r a m m e d f o r a t y p i c a l c o m p u t e r . I n a d d i t i o n , a 
m e t h o d h a s b e e n d e v e l o p e d a n d p r o g r a m m e d t o e s t a b l i s h t h e a m o u n t o f 
c o m p u t e r m e m o r y r e q u i r e d f o r a g i v e n s p e c i f i c p r o g r a m a n d s y s t e m . 
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C H A P T E R I 
I N T R O D U C T I O N 
P u r p o s e 
T h e p u r p o s e o f t h i s r e s e a r c h i s t o a t t e m p t t o b r i n g t o t h e f i e l d 
o f b u s i n e s s i n f o r m a t i o n p r o c e s s i n g t h e c o n c i s e n o t a t i o n , n o n - a m b i g u o u s 
d e s c r i p t i o n , a n d c o m p u t a t i o n a l r i g o r o f m a t h e m a t i c s a n d m a t h e m a t i c a l 
m o d e l s . I t i s h o p e d t h a t t h e t e c h n i q u e s o f s y s t e m s a n a l y s i s a n d d e s i g n 
d e v e l o p e d d u r i n g t h e c o u r s e o f t h i s r e s e a r c h w i l l s u p p l e m e n t , a t l e a s t 
t o a n e x t e n t , t h e i n t u i t i o n a l , n o n - q u a n t i t a t i v e a p p r o a c h e s n o w u s e d f o r 
i n f o r m a t i o n s y s t e m s a n a l y s i s a n d s y n t h e s i s , a n d w i l l r e s u l t i n e c o n o m i e s 
b o t h i n s y s t e m s d e v e l o p m e n t a n d i n r o u t i n e s y s t e m s o p e r a t i o n . 
B a c k g r o u n d o f t h e G e n e r a l P r o b l e m 
T h e p r o c e s s i n g o f i n f o r m a t i o n i s a p r o b l e m w h i c h i s n o t n e w , b u t 
o n e w h i c h h a s b e c o m e m u c h m o r e i m p o r t a n t w i t h i n t h e p a s t f e w y e a r s . 
T h e d e v e l o p m e n t o f a n c i e n t l a n g u a g e s , n u m b e r s y s t e m s , a n d r u d i m e n t a r y 
m a t h e m a t i c s c a n b e t r a c e d , t o t h e n e e d o f t h e a n c i e n t s t o c o m p u t e a n d 
r e c o r d t a x e s . T h e B i b l e a b o u n d s i n r e f e r e n c e s t o t a x a t i o n a n d c e n s u s -
t a k i n g , b o t h o f w h i c h i m p l y a n a c c o m p a n y i n g t a s k o f i n f o r m a t i o n p r o c e s ­
s i n g . T h e m a k i n g o f • d e c i s i o n s i m p l i e s p r i o r d a t a p r o c e s s i n g o f a t 
l e a s t a n e l e m e n t a r y s o r t , a s d e c i s i o n s a r e n o t p o s s i b l e w i t h o u t k n o w l ­
e d g e , h o w e v e r i n c o m p l e t e , o f t h e p o s s i b l e o u t c o m e s o f t h e a l t e r n a t i v e 
c o u r s e s o f a c t i o n . 
2 
I n m o d e r n c o n t e x t , i n f o r m a t i o n p r o c e s s i n g h a s c o m e t o i m p l y 
m e c h a n i c a l , e l e c t r o - m e c h a n i c a l a n d e l e c t r o n i c p r o c e s s i n g o f d a t a . T h i s 
c o n c e p t h a s i t s b e g i n n i n g i n t h e m i d - 1 8 8 0 ' s , w h e n D r . H e r m a n H o l l e r i t h 
d e v e l o p e d a m e c h a n i c a l m e t h o d o f p r o c e s s i n g c e n s u s d a t a , u s i n g t h e " u n i t 
c a r d " p r i n c i p l e n o w s o f a m i l i a r . , T h e f i r s t s e t o f e q u i p m e n t w a s i n ­
s t a l l e d i n t h e D e p a r t m e n t o f H e a l t h i n B a l t i m o r e , M a r y l a n d f o r t h e p r o c ­
e s s i n g o f p u b l i c h e a l t h d a t a i n 1 8 8 9 . T h e B u r e a u o f C e n s u s h a d e q u i p ­
m e n t i n t i m e t o p r o c e s s t h e d a t a o f t h e 1 8 9 0 c e n s u s . D r . H o l l e r i t h 
l a t e r f o u n d e d t h e T a b u l a t i n g M a c h i n e C o m p a n y , f r o m w h i c h l a t e r e m e r g e d 
t h e I n t e r n a t i o n a l B u s i n e s s M a c h i n e s C o r p o r a t i o n ( 2 6 , S c h m i d t , R . N . , 
a n d M e y e r s , W . E . ) . 
D u r i n g t h e n e x t s e v e r a l y e a r s , u n t i l t h e e a r l y 1 9 5 0 ' s , m o s t o f 
t h e d e v e l o p m e n t i n t h e f i e l d w a s i n r e f i n i n g a n d s p e e d i n g u p t h e e q u i p ­
m e n t d e v e l o p e d e a r l i e r . T h e b a s i c c o n c e p t r e m a i n e d u n c h a n g e d : i n f o r ­
m a t i o n r e l a t i v e t o a s i n g l e t r a n s a c t i o n w a s t r a n s c r i b e d t o a p u n c h e d 
u n i t r e c o r d c a r d , a n d t h i s c a r d w a s t h e n u s e d f o r t h e u p d a t i n g o f r e c o r d s 
a n d t h e p r e p a r a t i o n o f r e p o r t s . A l l p r o c e s s i n g w a s d o n e i n " b a t c h e s , " 
d u e t o t h e l i m i t a t i o n s o f f l e x i b i l i t y o f t h e e q u i p m e n t . 
I n t h e s c i e n t i f i c c o m m u n i t y , s t r o n g i n t e r e s t w a s m a n i f e s t e d i n 
t h i s e q u i p m e n t a s a m e a n s f o r p e r f o r m i n g s c i e n t i f i c c a l c u l a t i o n s . H o w ­
e v e r , t h e l i m i t a t i o n s o f t h e e q u i p m e n t w e r e s u c h t h a t m a n y p e r s o n s , 
s t a r t i n g i n t h e 1 9 2 0 ' s , s o u g h t o t h e r , m o r e s o p h i s t i c a t e d , e q u i p m e n t f o r 
p e r f o r m i n g s c i e n t i f i c c o m p u t a t i o n . O u t o f t h e s e e a r l y e f f o r t s e m e r g e d , 
i n t h e l a t e 1 9 3 0 ' s , s o m e c r u d e c o m p u t e r s . U n d e r t h e i m p e t u s o f W o r l d 
W a r I I , t h e s e c r u d e c o m p u t e r s w e r e g r e a t l y r e f i n e d , a n d t h e n p l a y e d a 
s i g n i f i c a n t r o l e i n t h e d e v e l o p m e n t o f t h e a t o m i c b o m b a n d o t h e r m i l i -
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t a r y developments„ 
One o f the computers developed du r ing the war was the E n i a c , 
the development o f D r . John W. Mauchly and J . Presper Eckert at the 
Moore School o f Eng inee r i ng at the U n i v e r s i t y o f Pennsy l van ia . Th is 
computer was the w o r l d ' s f i r s t a l l - e l e c t r o n i c , h i g h - s p e e d , la rge scale 
computer. Eckert and Mauchly l a t e r developed the Edvac, which was the 
f i r s t s to red program computer, and which was the f o re runne r o f Un ivac , 
the f i r s t commercial e l e c t r o n i c computer. The f i r s t Univac I was de ­
l i v e r e d to the Census Bureau i n 1 9 5 1 . 
The i n t r o d u c t i o n o f the Univac I was fo l l owed qu i te r a p i d l y by 
the en t ry i n t o the f i e l d o f seve ra l computers from many manufac tu re rs , 
no tab l y IBM. I t i s s i g n i f i c a n t to note t ha t v i r t u a l l y a l l o f the com­
puters i n t roduced i n the m i d - 1 9 5 0 ' s , i n c l u d i n g the popu la r IBM 650 , 
were designed e s s e n t i a l l y f o r s c i e n t i f i c computa t ion , and were used 
f o r business i n f o rma t i on p rocess ing on ly by v i r t u e o f c l eve r program­
ming and s a c r i f i c e o f e f f i c i e n c y o f i n t e r n a l o p e r a t i o n . Despi te t h i s 
hand icap , the advent o f s to red program d i g i t a l computers he lped to 
cause what has come to be recogn ized as a r e v o l u t i o n not on ly i n the 
p rocess ing o f i n f o r m a t i o n , but i n the bas ic ph i losophy o f o p e r a t i n g a 
business e n t e r p r i s e as w e l l . 
Other f a c t o r s beyond the development o f the d i g i t a l computer 
con t r i bu ted to t h i s r e v o l u t i o n . One o f the most impor tant but perhaps 
the l eas t recogn ized i s the work done i n the e a r l y 1950 's by the Uni ted 
States S tee l Company ( 1 , American Management A s s o c i a t i o n ) . Th is work 
was undertaken to e s t a b l i s h the f e a s i b i l i t y o f a "Common Language" wi th 
a view toward ex tens ive automation o f c l e r i c a l opera t ions us i ng the 
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then e x i s t i n g punch card equipment . Common language was d e f i n e d as ( 2 , 
Moore Business Forms, I n c . ) : 
.A reco rd ing medium tha t ( a ) comprehends the 26 l e t t e r s o f 
the a l phabe t , the 10 decimal d i g i t s , and a minimum o f s p e c i a l 
characters and f u n c t i o n s , and ( b ) has the a b i l i t y to mechanize 
the t r a n s f e r o f raw data d i r e c t l y between the o f f i c e and com­
municat ions machines, manufactured by d i f f e r e n t s u p p l i e r s . 
This group d i d not e n t i r e l y succeed i n t h e i r goa l o f e s t a b l i s h i n g 
a s i n g l e common language 9 bu t r a t h e r e s t a b l i s h e d two: punched cards 
and punched paper t a p e . To these have been added more recen t l y mag­
n e t i c tape and d i r e c t processor to processor communicat ion. However, 
the group d id accomplish two o ther t h ings which have had a p ro found 
e f f e c t on the development o f i n fo rma t ion p rocess ing . The f i r s t o f these 
was tha t they d i d succeed i n i n t e r e s t i n g manufacturers o f a l l so r t s o f 
data p rocess ing equipment—adding machines, bookkeeping machines, t y p e ­
w r i t e r s , c a l c u l a t i n g machines, Addressograph machines, e t c . - - i n adding 
e i t h e r tape o r card i npu t and output devices to the equipment to permi t 
the c rea t ion o f data i n mechanized form as a by -p roduc t o f the necessary 
o p e r a t i o n , and to permi t the communication o f data between equipment 
wi thout human i n t e r v e n t i o n . Second, the group e s t a b l i s h e d the bas ic 
p r i n c i p l e s o f I n t eg ra ted Data P rocess ing . 
The importance o f the concepts o f I n t eg ra ted Data Process ing 
to the r e v o l u t i o n i n i n f o rma t i on p rocess ing cannot be overs ta ted ( 5 , 
E l l i s , H. . ) . 
When I . D . P . was f i r s t i n t r o d u c e d , many companies and 
governmental agencies began to e x p l o i t success fu l l y t h i s 
systems concept , i n separate segments o f t h e i r bus inesses . 
Whi le t h i s was go ing o n , some o f the same or d i f f e r e n t groups 
w i t h i n companies, were doing cons ide rab le work, i n g e t t i n g 
on-st ream t h e i r new h igh speed d i g i t a l computers. 
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Many o f these e a r l y s t a r t e r s r e a l i z e d tha t the i n t e g r a t e d 
systems approach would be, the most e f f e c t i v e method to use , to 
get the most out o f t h e i r computers—some d i d n o t . But most 
seemed to have the same goal i n m ind , and tha t was—that much 
mechanized data p rocess ing shou ld be employed i n o rder t o get 
more ac t ion and value out o f the r e s u l t s o f data o r i g i n a t i o n , 
t r a n s m i s s i o n , p r o c e s s i n g , and data usage 0 I n o ther words, 
improve the a ids to dec i s ion making, by employing the l eas t 
data m a n i p u l a t i o n , and r e t r i e v i n g the most va lue from e x i s t i n g 
and dynamic i n f o r m a t i o n . 
There was, however, some u n j u s t i f i e d opt imism among those 
companies tha t d i d not use the i n t e g r a t e d approach as a pa r t 
o f t h e i r data p rocess ing systems . The i r systems were too 
machine o r i en ted , and not s u f f i c i e n t l y systems concept o r i e n t e d . 
What happened seemed t o be t h i s : Tha t , as va r ious mechanized 
systems (computer ized o r n o t ) began to take h o l d , i ndependen t l y , 
i n seve ra l segments o f a b u s i n e s s , some segments found t h e i r 
system to become stymied sooner o r l a t e r and other segments 
discovered expensive problems to be overcome i n data man ipu la ­
t i o n ; a l so to f i n d l a t e r , t ha t t h e i r companies' combined s y s ­
tems were no t s u f f i c i e n t l y i n t e g r a t e d and compat ib le , and would 
run somewhat shor t on expected accomplishment. 
Another impor tant c o n t r i b u t i n g fac to r t o the r e v o l u t i o n i n i n f o r ­
mation p rocess ing has been , o f course , the emergence o f a d i s c i p l i n e 
c a l l e d v a r i o u s l y systems e n g i n e e r i n g , opera t ions r e s e a r c h , a p p l i e d 
mathematics and s t a t i s t i c s , management sc ience , e t c . , depending on the 
po in t o f view o f the i n d i v i d u a l desc r ib ing the d i s c i p l i n e . Whatever 
the t i t l e a p p l i e d , t h i s d i s c i p l i n e has as i t s p r i n c i p l e fea tu res the 
use o f the s c i e n t i f i c method and mathematical techniques f o r the purpose 
o f o p t i m i z i n g the o v e r a l l opera t ion o f the concern. The reason that 
t h i s f ac to r has been so impor tant to i n f o rma t i on p rocess ing i s t ha t 
o p t i m i z a t i o n i n an en te rp r i se concerns i t s e l f d i r e c t l y wi th the d e c i ­
s ion processes o f the e n t e r p r i s e . In t u r n 4 the dec i s ion processes, are 
e n t i r e l y dependent on i n f o r m a t i o n p r o c e s s i n g , so t ha t a t t e n t i o n has 
been drawn au tomat i ca l l y to t h i s a l l - i m p o r t a n t face t o f the e n t e r p r i s e . 
I t might be s a i d tha t i n f o rma t i on i s the common thread runn ing t h r o u g h -
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out the f a b r i c o f an o r g a n i z a t i o n . 
Since the development o f i n f o rma t i on p rocess ing technology has 
been so r a p i d i n the past few years as to be termed " r e v o l u t i o n a r y , " 
i t i s not s u r p r i s i n g tha t one f a i l s to f i n d a u n i f i e d body o f e i t h e r 
theory or p rac t i ce i n the f i e l d . Much o f the development bo th i n 
i n d i v i d u a l companies and at l a rge has been accompl ished by " t r i a l -
a n d - e r r o r " and "bru te-s t rength-and-awkwardness" approaches. Many com­
pu te r i n s t a l l a t i o n s have been made wi thout adequate p r i o r j u s t i f i c a t i o n . 
I n d i v i d u a l companies have used s p e c i f i c equipment f a r beyond the design 
expectat ions o f the manufac turer . Since the f i r s t computers were de ­
s igned as s c i e n t i f i c computers, a l l o f the e a r l y i n s t a l l a t i o n s f o r i n ­
fo rmat ion p rocess ing were b a s i c a l l y make-sh i f t i n n a t u r e , and on ly the 
great speed d i f f e r e n t i a l between computers and e lec t ro -mechan ica l e q u i p ­
ment and the i n g e n u i t y o f the programmers made them r e l a t i v e l y success­
f u l . 
I n d iscuss ion o f the present s ta te o f the a r t o f i n f o rma t i on 
p r o c e s s i n g , i t i s h e l p f u l to d i s t i n g u i s h between " e x t e r i o r systems" 
and " i n t e r i o r sys tems. " The. e x t e r i o r system embraces the e n t i r e ope ra ­
t i o n under c o n s i d e r a t i o n - - t h e set of dec is ions to be made r o u t i n e l y to 
c o n t r o l the o p e r a t i o n , the set o f i n p u t data to be processed i n o rder 
t ha t an op t ima l dec is ion may u l t i m a t e l y be made, the r e q u i r e d data 
o r i g i n a t i o n , data t r a n s m i s s i o n , data p r o c e s s i n g , r e p o r t s t r u c t u r e , and 
p r o v i s i o n f o r data s torage and subsequent r e t r i e v a l , and the set o f 
dec is ion func t i ons which w i l l , be used i n con junc t ion w i th the processed 
data i n o rde r to a r r i v e at s p e c i f i e d d e c i s i o n s . 
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The interior system refers to the details of machine programming. 
It embraces such factors as card and record format, report format, 
operating rules, and most importantly, equipment programming itself. 
It concerns itself primarily with the data processing portion of the 
exterior system, but is also partially involved with data origination, 
data transmission, and data storage and retrieval insofar as the de­
tails of programming are involved. 
Because of the complexity of the task of machine programming, 
the interior systems have had more attention in the literature and in 
practice. There are many books devoted to this aspect, as well as 
several periodicalsj all of which are "hardware" or interior systems 
oriented. Relatively little has been written with regard to the design 
of the total, or exterior, system. 
The general approach to exterior systems design at the present 
state of development is an intuitional one. Much of the information 
necessary for the design of the system is obtained by means of interviews 
with a large number of the working personnel of the organization, only a 
few of whom have any real qualification for giving pertinent answers. 
Too often, the systems engineer is forced to settle for a statement of 
what information management wants, rather than what management needs. 
Almost the sole device for systems analysis and description is 
the graphical flow chart, accompanied by written or tabulated descrip­
tive information. Many of these charting techniques have been digni­
fied by a copyrighted name (19, National Cash Register Company)(6, 
Evans, G. Y.), but they are essentially similar and provide at best a 
systematic approach. There is no provision for quantifying data, nor 
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for manipulation with a view to optimization. 
In interior systems design, the flow chart is also used exten­
sively j probably more so than for exterior systems. The complexity of 
computer programming has also forced the development, by both equipment 
manufacturers and users, of compilers—computer routines which will 
accept pseudo-English, problem-oriented instructions and convert them 
into machine language programs. Technical compilers were developed 
first, and have been available for some years; commercial or business 
compilers, due to greater differences in terminology, have only been 
made available quite recently. 
The existence-of compilers does not alter the basic fact, how­
ever, that business problems are largely uniquely programmed for each 
specific problem and each specific installation. The common payroll, 
which has been highly refined over the years, is seldom programmed 
identically, even in plants of the same division of a company. Simi­
larly, "canned" or library programs, such as are widely available for 
technical problems, are not widely used in the information processing 
field, for the primary reason that the generality which exists between 
problems and installations has either not been perceived or has not 
been characterized. A few library programs are available; IBM for 
example offers MOS (Management Operating Systems) and PAL (Programmed 
Applications Library) programs to users of certain of their equipment, 
but these programs usually need extensive modification for use in a 
given installation. 
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Importance o f the Problem 
Th is lack o f adequate means o f systems ana l ys i s and des ign f o r 
both i n t e r i o r and e x t e r i o r systems i s a se r ious one. The pena l t y f o r 
t h i s lack i s e s s e n t i a l l y an economic one , but one tha t i s d i f f i c u l t 
o r imposs ib le to assess . These economic p e n a l t i e s a r i se i n the f o l l o w ­
i n g basic ways: 
1. The i n a b i l i t y to r i g o r o u s l y cha rac te r i ze the e x t e r i o r system 
r e s u l t s i n a f a i l u r e to opt imize the t o t a l system d e s i g n . At b e s t , the 
des ign i s sub-op t im ized by p a r t s . At worst on ly a f e a s i b l e system i s 
des igned , w i th l i t t l e r e a l thought g iven t o o p t i m a l i t y . To the extent 
tha t the system i s less than op t ima l l y des igned , the e n t e r p r i s e pays 
a cor respond ing economic pena l t y i n terms o f less than opt ima l r e t u r n 
on inves tment . 
2. Systems development us ing these inadequate techniques i s 
c o s t l y . The i n te r v i ew technique i s t ime consuming, both o f systems 
eng inee r ing and ope ra t i ng p e r s o n n e l ' s t ime . The i n t u i t i o n a l approach 
r e s u l t s i n was te fu l meet ings , d i s c u s s i o n s , and i n e f f i c i e n t use o f 
f a c i l i t i e s and manpower. Graphic rep resen ta t i ons o f systems are t e d i o u s , 
t ime-consuming, and cos t l y to p r e p a r e . F requent ly seve ra l man-years o f 
e f f o r t are devoted to cha r t i ng the e x i s t i n g system be fo re any c rea t i ve 
work even beg ins . 
3. I n i n t e r i o r systems d e s i g n , the two p r i n c i p a l p e n a l t i e s are 
the cost o f programming p e r s o n n e l , and the cost o f ope ra t i ng e i t h e r a 
l a r g e r computer than i s needed or o f us ing a smal le r computer f o r more 
s h i f t s than are r e a l l y necessary . The ph i losophy o f the development 
o f compi lers was to t rade some o f the speed o f the computer f o r some o f 
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the e f f o r t o f programming. That i s , i t i s much quicker and eas ie r t o 
program wi th the use o f a comp i le r , so t ha t fewer and perhaps less h i g h l y 
t r a i n e d programmers can be used. However, machine t ime i s used t o com­
p i l e the program, and , more i m p o r t a n t l y , the r e s u l t i n g program i s not 
as e f f i c i e n t i n the use o f machine time as a c a r e f u l l y w r i t t e n program 
i n machine language. 
I t should be noted tha t t h i s l a t t e r f ac to r i s much less important 
i n s c i e n t i f i c computation than i n i n fo rma t ion p rocess ing . In s c i e n t i f i c 
programming, programs are u s u a l l y used at most seve ra l t imes u n t i l the 
problem lead ing to the program i s s o l v e d , and may never be used again 
by a g iven i n s t a l l a t i o n . The whole emphasis i s i n p e r m i t t i n g the s c i e n ­
t i s t or eng ineer t o communicate wi th the computer i n a language as near 
l i k e the language normal ly used by the s c i e n t i s t as p o s s i b l e , and wi th 
minimum knowledge o f computers and computer technology on the pa r t o f 
the s c i e n t i s t . 
In i n fo rma t i on p r o c e s s i n g , the programs are used r e p e t i t i v e l y , 
sometimes s e v e r a l t imes a day , f o r at l eas t s e v e r a l months and f r e q u e n t l y 
seve ra l y e a r s . Any i n e f f i c i e n c y i n the program can r a i s e the computation 
t i m e , and t he re fo re the cos t , by a la rge amount through t h i s f requen t 
use . In the e a r l y days o f programming when computers were severe l y 
l i m i t e d i n speed and capac i t y , a great dea l o f work was done i n " o p ­
t i m i z i n g " o f programs f o r e f f i c i e n t r u n n i n g . With the advent o f la rge 
memories and f a s t e r i n t e r n a l computing speeds, the immediate necess i t y 
o f o p t i m i z a t i o n o f programs was l essened , and compi lers became poss ib l e 
and p o p u l a r . However, the fac t that the> pena l ty i s less apparent has 
not d im in ished i t s c o s t ; i t has on ly permi t ted a t r a d e - o f f f o r program-
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ming t ime . The pena l t y i s a very r e a l one, and i s one which i s too 
f r e q u e n t l y ove r l ooked . 
In view o f these economic p e n a l t i e s , i t seems apparent tha t 
there i s a r e a l need f o r development o f more r i go rous and e f f i c i e n t 
means o f systems ana l ys i s and d e s i g n , f o r both i n t e r n a l and e x t e r n a l 
systems. 
The S p e c i f i c Problem 
The s p e c i f i c problem which w i l l be at tacked i n t h i s research 
r e l a t e s to the methods used f o r d e s c r i p t i o n and ana lys i s o f e x i s t i n g or 
proposed i n fo rma t i on systems. As p r e v i o u s l y n o t e d , the methods now i n 
p reva len t use are e s s e n t i a l l y q u a l i t a t i v e . Desc r i p t i on i s u s u a l l y done 
i n e i t h e r prose o r g raph ic fo rm, and any man ipu la t i on o f the elements 
o f the system is done on an e s s e n t i a l l y i n t u i t i v e b a s i s . 
The models which w i l l be presented w i l l permi t d e s c r i p t i o n on a 
q u a n t i t a t i v e b a s i s , and w i l l e l im ina te the necess i t y f o r prose d e s c r i p ­
t i o n and the drawing o f f low diagrams i n most cases. Fur thermore , the 
models w i l l f u r n i s h i n fo rma t i on to the ana lys t r e l a t i v e to the areas 
w i t h i n a g iven system which r e q u i r e s tudy , and w i l l f u r n i s h a bas is 
f o r system des ign improvements by s imu la t i ng the e f f e c t o f any proposed 
changes. 
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CHAPTER I I 
LITERATURE SURVEY 
I n t r o d u c t i o n 
Despi te the p o p u l a r i t y o f the sub jec t o f computers and data 
p r o c e s s i n g , the l i t e r a t u r e r e l a t i v e to q u a n t i t a t i v e or even systemat ic 
approaches to systems ana l ys i s and syn thes is i s remarkably spa rse . 
C e r t a i n l y much has been w r i t t en i n the broad f i e l d o f i n f o rma t i on 
p r o c e s s i n g , but the vast ma jo r i t y o f the m a t e r i a l i s e i t h e r d i r ec ted 
toward s p e c i f i c hardware o r i s n a r r a t i v e o f a s p e c i f i c i n s t a l l e d system 
f o r a s p e c i f i c e n t e r p r i s e . 
Compi lers 
The g rea tes t quan t i t y o f ma te r i a l to be found concerns i t s e l f 
w i th the sub jec t o f comp i l e rs . Under the s t imu lus o f the U. S. Depa r t ­
ment o f Defense, a group composed o f r ep resen ta t i ves o f the s e v e r a l 
computer manufacturers and governmental and i n d u s t r i a l users was formed 
i n 195 9 f o r the purpose o f p roduc ing "an E n g l i s h - l i k e programming l a n ­
guage which can be used wi th many d i f f e r e n t types o f data p rocess ing 
systems" ( 8 , I n t e r n a t i o n a l Business Machines C o r p . ) . Th is group i s 
known as the CODASYL g roup , where CODASYL i s the acronym f o r Conference 
On DAta SYstems Languages. The p r i n c i p a l output o f t h i s group to date 
i s a language c a l l e d COBOL (COmmon Business Or ien ted Language). The 
genera l requirement now i s t ha t any computer f u r n i s h e d f o r government 
use be accompanied by a COBOL compi ler which w i l l accept a c e r t a i n r e -
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q u i r e d set o f pseudo-Eng l i sh statements by means o f which bus iness com­
p u t a t i o n programs can be w r i t t e n and presumably run on the computer o f 
any manufacturer . In a d d i t i o n t o the r e q u i r e d se t o f language, the 
manufacturer i s f r ee to implement f u r t h e r e l e c t i v e language to e x p l o i t 
the unique fea tu res o f h i s equipment. 
On the s u r f a c e , COBOL appears to be a s imple language. For 
example, very complex computations can be w r i t t en i n E n g l i s h - l i k e 
sentences such as the f o l l o w i n g : 
SUBTRACT DEDUCTIONS FROM GROSS GIVING NET. 
PERFORM TAX-CALCULATION. 
I F STOCK IS LESS THAN ORDER-POINT PERFORM REORDER-ROUTINE. 
WRITE MONTHLY-STATEMENT. 
This s i m p l i c i t y , together wi th the promise tha t a program w r i t t en f o r 
one machine can be used on another machine, even o f another manufacture , 
would seem to be very d e s i r a b l e . However, COBOL i s not as s imple as i t 
appears to b e , and the l i t e r a t u r e i nd i ca tes tha t COBOL leaves much to 
be d e s i r e d . I ndeed , some a u t h o r i t i e s have se r ious r ese rva t i ons about 
the e n t i r e compi ler approach. 
In a p a r t i c u l a r l y c r i t i c a l a r t i c l e Grosch (12 ) s t a t e s : 
One major agreement, f o r i n s t a n c e , i s on the o r i g i n a l concept 
o f commonali ty: American and B r i t i s h , commercial and s c i e n t i f i c , 
manufacturer and u s e r , l a rge machine owner and s m a l l , a l l agree 
tha t magic languages do n o t — r e p e a t , not—make i t p o s s i b l e to 
t r a n s f e r work f rom one machine to ano ther . 
On the ques t ion o f economics many voices are r a i s e d : Pa t r i ck 
i n the opening sentences at Rand; Gruenberger and Gordon l a t e r ; 
Paine and Glenn ie i n the Northampton Co l lege (BCS) d i s c u s s i o n s . 
A l l po i n t to the h idden costs o f the magic language: long com­
p i l e t i m e s , repeated r e - c o m p i l a t i o n du r ing debugg ing , l onger 
runn ing t imes , a n d — s u r p r i s e , s u r p r i s e ! - - h i g h e r p r i c e s on the 
machines t o cover the manufac turers ' software inves tment . 
14 
Shaw (27.) tends to agree wi th the fo rego ing comments p o i n t i n g out 
the d e f i c i e n c i e s o f programming languages: 
Another reason f o r the ex is tence o f an overwhelming v a r i e t y 
o f programming languages i s the fac t tha t most o f these l a n ­
guages are not machine independent . Even the ones t ha t c la im 
t o be are not r e a l l y . Thus , the mot i va t ion toward a s tandard 
n o t a t i o n f o r those areas t ha t could be machine independent i s 
cons iderab ly weakened by the argument, " I f the language i s 
go ing to be d i f f e r e n t anyway, why not make i t l o t s d i f f e r e n t ? " 
Shaw a lso claims tha t the machine- independent languages are i n 
fac t h a r m f u l : 
Th is p r o l i f e r a t i o n o f "machine- independent" programming 
languages has two well-known and pe rn i c i ous e f f e c t s : i t i n ­
h i b i t s the communication o f i n f o rma t i on p rocess ing procedures 
between people and computers b o t h , and what 's worse, i t d i s ­
t r a c t s a t t e n t i o n and e f f o r t f rom tha t which i s to be communi­
cated—namely, procedures f o r s o l v i n g r e a l , worthwhi le prob lems. 
I n t e r e s t i n g l y enough, these two e f f e c t s are exac t ly those which 
each i n d i v i d u a l language i s supposed to ame l i o ra te . In con­
j u n c t i o n , t h e r e f o r e , these languages tend to defeat t h e i r own 
pu rposes , w i th the r e s u l t tha t the computing i n d u s t r y i s , t o d a y , 
s u f f e r i n g f rom too much o f a good t h i n g . 
I n another a r t i c l e d i scuss ing both s c i e n t i f i c and commercial 
comp i le rs , Orchard-Hays (22 ) summarizes the f e e l i n g s o f s e v e r a l o f the 
w r i t e r s when he s t a t e s : 
However, many f e e l COBOL i s o v e r l y e labora te and does no t deal 
wi th the r e a l problems o f data p r o c e s s i n g . 
He a lso makes the p o i n t tha t COBOL, i n s p i t e o f i t s supposed 
g e n e r a l i t y , has over 30 ve rs ions now p u b l i s h e d . In another ana l ys i s o f 
COBOL (and ALGOL), C a n t r e l l ( 4 ) i nd i ca tes many d e f i c i e n c i e s : 
The cur ren t COBOL and ALGOL f a m i l i e s o f languages are very 
e labora te and soph i s t i ca ted languages. They are very genera l 
. . . Th is g e n e r a l i t y i s accompanied by a p r o f u s i o n o f r u l e s 
and r e g u l a t i o n s . . . . As a r e s u l t these languages are con­
s i d e r a b l y harder t o l e a r n to use e f f e c t i v e l y than more s imple 
languages. 
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. . . COBOL Procedures statements are r e l a t i v e l y easy to 
read but the reader has to be we l l educated to understand the 
Data Desc r i p t i on s ta tements . 
The E n g l i s h language design o f COBOL makes i t a verbose 
language . . . . The programmer has been r e l i e v e d o f machine 
d e t a i l s on ly to be faced wi th the problems o f s p e l l i n g words 
c o r r e c t l y a n d ; l e a r n i n g the exact meanings o f some 256 "key 
words" i n a new vocabu la ry . Of ten each word has s e v e r a l d i f ­
f e r e n t meanings depending on i t s con tex t . . . . This i s not 
E n g l i s h but " p s e u d o - E n g l i s h " wi th i t s own s p e c i f i c grammar. 
. . . But our newer languages , such as COBOL,, have not added 
fea tu res to do th i ngs which we cou ld not do i n our o l d e r l a n ­
guages. Ins tead they have added more and f a n c i e r ways o f do ing 
t h i ngs which we could do f a i r l y w e l l anyway. We do no t appear 
to be deve lop ing b e t t e r l anguages , on ly f a n c i e r ones. . . . 
COBOL and ALGOL and t h e i r d e r i v a t i v e languages appear to have 
been designed on the bas is t ha t any th ing can be implemented and 
tha t the cons ide ra t i on o f compi ler requi rements i n language de­
s ign would lead T O S O M E W H A T M O R E M A C H I N E O R I E N T E D L A N G U A G E S . W E 
might say t h a t t h i s language design method i s r e a l l y no concern 
o f the user . He doesn ' t have to use a l l o f those fancy fea tu res 
i f he doesn ' t want t o . But when slow comp i l e rs , p roduc ing i n ­
e f f i c i e n t ob jec t programs come out a year o r two l a t e , the user 
begins t o suspect tha t he would have been b e t t e r o f f wi thout a l l 
these f r i l l s . The user cou ld never a f f o r d to buy hardware tha t 
was des igned wi thout any cons ide ra t i on o f the cost o f manufac­
t u r i n g i t . I t appears tha t he can h a r d l y a f f o r d to wai t f o r , and 
then waste computer t ime w i t h , languages which were not des igned 
f o r the best compromise between language u t i l i t y and implementa­
t i o n requ i rements . 
. . . Many compi lers produce qu i te e f f i c i e n t ob jec t programs. 
Others are not so good. Hor ro r s t o r i e s o f 10% to 20%I e f f i c i e n t 
ob jec t programs are passed from user t o use r . Un fo r tuna te l y many 
of these s t o r i e s are t r u e . 
Despi te c r i t i c i s m s o f COBOL, i t has become the e s t a b l i s h e d l a n ­
guage f o r business data p r o c e s s i n g , a l b e i t by Government f i a t . The 
o r i g i n a l CODASYL g roup , now expanded, i s a c t i v e , and wi th o the rs i s 
seeking f o r improved means o f programming. One very p romis ing adjunct 
to COBOL i s the use o f dec is ion t a b l e s . O r i g i n a l l y proposed by Kavanagh 
( 1 5 , 16) and Grad ( 1 0 ) , under the acronym o f TABSOL, the concept i s cur­
r e n t l y under a p p r a i s a l by the CODASYL g roup , where the technique i s 
c a l l e d DETAB-X ( 2 3 , P o l l a c k , S. L . ) . 
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Dec is ion Tables 
TABLE HEADER 
STUB HEADER RULE HEADER 
ENTRY HEADER 
CONDITION STUB CONDITION ENTRY 
ACTION STUB ACTION ENTRY 
The essence o f the technique can perhaps best be ga ined f rom a 
sma l l example adapted from a pub l i shed procedures manual , and shown 
i n Tab le .2 ( 6 , op . c i t . ) . 
Dec is ion tab les are a systemat ic method f o r desc r i b i ng and docu­
menting the f low o f l o g i c i n a program. Like COBOL, c e r t a i n d e s c r i p t i v e 
ma te r i a l i s w r i t t en i n p s e u d o - E n g l i s h , and i n f a c t , i n some ve rs ions 
COBOL statements per se are used. The gene ra l arrangement o f the d e c i ­
s ion t ab l e format i s as shown i n Table 1 . 
Table 1 , Dec is ion Table Format 
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Table 2 . Example o f a Dec is ion Table 
TABLE: CREDIT CHECK 
LINE 
NR. VERB OPERAND OP OPERAND 
RULE 1 RULE 2 RULE 3 RULE 4 
OPERAND OPERAND OPERAND OPERAND 
1 SPECIAL 
CLEAR 
EQ 1 0 0 0 
2 CREDIT 
LIMIT 









X X X 
5 MOVE 'REJECT' TO ORDER 
STATUS 
X 
OK* = In process amount + Accounts Receivable amount + Order amount. 
In t h i s dec is ion t a b l e , the r u l e s f o r pe r fo rm ing a c r e d i t check are 
s p e c i f i e d : 
Rule 1 s t a t e s : I f s p e c i a l c learance i s EQ ( e q u a l ) to 1 , then move 
the word ' app roved ' t o o rder s t a t u s . 
Rule 2 s t a t e s : I f s p e c i a l c learance i s equa l to 0 and the c red i t 
l i m i t i s GE ( g r e a t e r than or equal t o ) OK then move the word ' app roved ' 
to o rder s t a t u s . 
Rule 3 s t a t e s : I f s p e c i a l c learance i s equa l to 0 and the c red i t 
l i m i t i s not g rea te r than o r not equa l to OK and pay exper ience i s equal 
to GOOD, then move the word ' app roved ' to order s t a t u s . 
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Rule 4 s t a tes : ( i n con junc t ion wi th r u l e 5) I f s p e c i a l c l e a r ­
ance i s equa l to 0 and the c red i t l i m i t i s not g rea te r than o r not equal 
to OK, and pay exper ience i s BAD, then move the word ' r e j e c t ' t o o rder 
s t a t u s . 
The advantages o f the use o f dec is ion tab les (w i th the cur ren t 
connotat ion that they w i l l be used i n con junc t ion w i th COBOL), are 
c i t e d as ( 1 0 , op . c i t . ) : 
Conciseness and c l a r i t y 
Completeness 
Mean ing fu l r e l a t i o n s h i p s 
K a v a n a g h i s s o m e w h a t m o r e e n t h u s i a s t i c ( 1 6 , o p . c i t . ) : 
Struc ture tab les force a l o g i c a l , s tep -by -s tep ana l ys i s o f 
the d e c i s i o n . . . . are e a s i l y understood by human beings r e ­
gard less o f t h e i r f u n c t i o n a l background. . . . form an exce l l en t 
bas is f o r communication between f u n c t i o n a l s p e c i a l i s t s and 
systems eng inee rs . . . . go a long way toward s o l v i n g the d i f f i ­
cu l t systems documentation p r o b l e m . . . . . . . . f o r m a t ' i s so s imp le . 
. . . t ha t e n g i n e e r s , p l a n n e r s , and o ther f u n c t i o n a l s p e c i a l i s t s 
can wr i te s t ruc tu re tab les f o r t h e i r own dec is ion-mak ing p r o b ­
lems wi th very l i t t l e t r a i n i n g and p r a c t i c a l l y no knowledge o f 
computers or programming. . . . e r r o r s are repo r ted at the 
source language l e v e l , thus p e r m i t t i n g the f u n c t i o n a l s p e c i a l i s t 
to debug wi thout a knowledge o f computer c o d i n g . . . . o f f e r 
l e v e l s o f accuracy unequa l led i n manual systems. . . . are easy 
t o ma in ta i n . 
The l i t e r a t u r e does not d isc lose ex tens ive a p p l i c a t i o n o f the 
dec is ion tab le t echn ique , so t ha t i t i s d i f f i c u l t to eva lua te the p r a c ­
t i c a l mer i t o f the method.- I t does appear tha t the concept i s h e l p f u l 
t o i n t e r i o r systems d e s i g n ; i t a lso appears t ha t some o f the same 
c r i t i c i s m s which are at tached to COBOL may a lso be app l i cab le to TABSOL 
and DETAB-X. I n p a r t i c u l a r , i t seems ev iden t tha t many r u l e s and 
s t i p u l a t i o n s w i l l accompany t h i s language. The p r e l i m i n a r y manual c i t e d 
requ i res some 80 pages and i s acknowledged to be incomple te . I t i s a lso 
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f e l t tha t the same lack o f gene ra l c o m p a t i b i l i t y w i l l become ev iden t 
as these languages are implemented f o r the machines o f v a r i o u s manu­
f ac tu re r s . However, there i s at l eas t some semblance o f a r i g o r o u s 
approach ev iden t i n t h i s t echn ique . 
Graphic and Tabular Methods 
Another area o f occas iona l i n t e r e s t i n recent w r i t i n g s has been 
tha t o f g raph ic or t abu la r methods f o r e i t h e r i n t e r i o r or e x t e r i o r 
systems d e s c r i p t i o n . Grad and Canning (11 ) have proposed a g r a p h i c a l 
techn ique , whi le Evans ( 7 ) has proposed a t a b u l a r method. In a d d i t i o n , 
almost every computer manufacturer and almost every t ex t r e l a t i v e t o 
i n fo rma t i on p rocess ing proposes a g raph ic or t a b u l a r approach to systems 
d e s i g n , under the gener i c t i t l e o f " f l ow c h a r t i n g . " None o f the seve ra l 
g r a p h i c a l techniques i n v e s t i g a t e d appeared to have any unique f e a t u r e s ; 
they w i l l n o t , t h e r e f o r e , be d iscussed h e r e . 
G e n e r a l i z a t i o n Methods 
Some attempts at g e n e r a l i z a t i o n o f i n t e r i o r systems design have 
been made, and have been r e l a t i v e l y f r u i t f u l . The concept h e r e , as o u t ­
l i n e d by McGee ( 2 0 ) , and l a t e r by McGee and T e l l i e r ( 2 1 ) , i s t o wr i te 
very genera l programs f o r opera t ions such as s o r t i n g , r e p o r t g e n e r a t i o n , 
and f i l e maintenance, and to use these programs r a t h e r than w r i t i n g 
s p e c i f i c programs f o r s i ng le -pu rpose o p e r a t i o n s . The concept has been 
qu i t e widely accepted, and n e a r l y every manufacturer o f equipment has 
a v a i l a b l e g e n e r a l i z e d so r t s and repo r t generator programs. I t shou ld be 
noted t ha t the p r i n c i p l e advantage o f these r ou t i nes i s the sav ing o f 
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programming t ime and e f f o r t , at the expense o f runn ing t ime on the com­
p u t e r . I t should a lso be noted tha t McGee s p e c i f i c a l l y does not attempt 
to g e n e r a l i z e the ca l cu la t i ons i n v o l v e d i n an i n fo rma t i on p rocess ing 
system. 
Quan t i t a t i ve Approaches 
The body o f l i t e r a t u r e r e l a t i v e to what might be c a l l e d q u a n t i ­
t a t i v e approaches t o e i t h e r i n t e r i o r o r e x t e r i o r systems des ign i s woe­
f u l l y s m a l l , and much o f the m a t e r i a l which does appear addresses i t s e l f 
t o p a r t i c u l a r aspects o f systems design r a t h e r than to the genera l p r o b ­
lem. For example, Wagner (31 ) wr i tes o f the use o f dec is ion theory to 
determine the amount o f s p e c i f i c data necessary f o r making a g i ven d e c i ­
s i o n , whi le Rowe (25 ) d iscusses the use o f s imu la t i on and d i sp l ay m a t r i ­
ces i n ana l ys i s o f management c o n t r o l systems. 
Two pape rs , by Lieberman (18) and Homer (14 ) are worthy o f ex ten ­
s ive n o t e . Since they f u r n i s h a founda t ion f o r the present r e s e a r c h , a 
separate, sec t ion w i l l be devoted to these two papers l a t e r i n t h i s chap­
t e r „ B a s i c a l l y , these two papers used matr ices f o r the d e s c r i p t i o n o f 
systems and the man ipu la t ion o f systems e lements . With minor expans ion , 
Kozmetsky and K i rschner (17) p r i n t e d the Lieberman model as an appendix 
t o t h e i r book. The p r i n c i p l e expansion was i n terms o f a more l u c i d 
exp lana t ion o f the use o f the model , and more f l e x i b i l i t y i n i t s a p p l i ­
c a t i o n . 
A s i m i l a r matr ix approach, but a much more cumbersome one , was 
taken by Henderson ( 1 3 ) . He assayed the cons t ruc t ion o f a f i v e - d i m e n ­
s i o n a l model , h i s dimensions be ing "Func t i ona l d i s t i n c t i o n , n a t u r a l 
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s t r u c t u r e , manager ia l p r e r o g a t i v e , subs tan t i ve con ten t , and t i m e . " Even 
though he speaks o f f i v e d imens ions , h i s matr ices are two-d imens iona l 
a r r a y s . One mat r ix i s used f o r each r e p o r t , so tha t a g iven system 
r e q u i r e s a l a rge number o f ma t r i ces . He f u r t h e r r e q u i r e s t ha t a va lue 
be at tached to each piece o f da ta , so tha t an ob jec t i ve f unc t i on can 
be w r i t t e n . 
Henderson i s ab le t o cast h i s model i n the form o f an i n t e g e r 
l i n e a r programming prob lem. The conc lus ion i s reached, however, tha t 
the s o l u t i o n o f the l i n e a r programming model cannot be found because 
o f the very l a rge number o f c o n s t r a i n t s . I t i s i n t e r e s t i n g to note 
tha t 69 equat ions are used t o merely descr ibe the k inds o f c o n s t r a i n t s . 
I n another approach, Young and Kent (32 ) propose the use o f 
e s s e n t i a l l y a symbol ic l o g i c method f o r e x t e r i o r systems d e s i g n , wi th 
some connotat ion o f i n t e r i o r systems design as w e l l . I n fo rmat ion s e t s , 
document s e t s , and set r e l a t i o n s h i p s are de f i ned us ing e s t a b l i s h e d set 
and symbol ic n o t a t i o n . Whi le t h i s approach i s exce l l en t f rom a d e s c r i p ­
t i v e p o i n t of v iew, g rea t d i f f i c u l t i e s are encountered i n man ipu la t ion 
o f such a m o d e lo I n the a r t i c l e , the authors r e s o r t e d t o a c l eve r but 
r a the r compl icated g r a p h i c a l technique wh ich , whi le u s e f u l , does not 
o f f e r the advantages o f the Lieberman-Homer models . 
I n a graduate p ro j ec t at Purdue ( 2 9 , Thomas, W. H . ) , a s i m i l a r 
conc lus ion was reached; tha t symbol ic l o g i c i s qu i te e f f e c t i v e f o r 
d e s c r i b i n g systems, but tha t a lgor i thms f o r man ipu la t ion o f the model 
so ob ta ined are not p resen t l y a v a i l a b l e , nor does i t appear tha t they 
w i l l become a v a i l a b l e f o r some t ime. Such a development must await a 
great dea l o f research i n pure mathematics. 
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The Lieberman Technique 
L ieberman's no ta t i on i s as fo l lows ( 1 8 , op. c i t . ) : 
i = i d e n t i f i c a t i o n da ta ; e . g . , employee number, 
q = q u a n t i t a t i v e d a t a ; e . g . , hours worked. 
Both i and q are subsc r ip ted by the same s e r i e s (say k ) f o r 
i ndex ing o f s p e c i f i c data e lements . 
B = the r t h bus iness f u n c t i o n ; e . g . , p roduc t ion c o n t r o l . 
S = the mth source data f o rm ; e . g . , t ime ca rd , 
m * 
= the nth repo r t fo rm; e . g . , stock s ta tus r e p o r t . 
M = gene ra l n o t a t i o n f o r a ma t r i x . A subsc r i p t s i nd i ca tes a 
source data ma t r i x , a numer ica l subsc r i p t i nd i ca tes the l e v e l o f an 
in te rmed ia te ma t r i x , a subsc r ip t B i n d i c a t e s a matr ix o f the r e q u i r e ­
ments o f the business func t ions f o r g i ven repo r t s R. 
The matr ices may be ca l l ed inc idence ma t r i ces , s ince the r u l e f o r 
an en t ry i n a g iven mat r ix i s t ha t a c e l l va lue o f 1 i s ass igned i f a 
g iven r e p o r t r equ i r es a g iven piece o f da ta , and i s zero o therw ise . 
The fo rmat ion o f the matr ices i s best seen by a s imple example. 
The f i r s t ma t r i x , M , has a row f o r each i. and q, , and a column 
S K K 
f o r each S . Table 3 shows an M matr ix which presumes a system with 
m s r J 
s i x data p ieces and f o u r source data fo rms. 
The i n t e r p r e t a t i o n g iven to t h i s mat r ix i s , f o r example, tha t 
i d e n t i f i c a t i o n data i tem 1 appears on source forms 1 and 4 , whi le quan­
t i t a t i v e data i tem 5 appears on source forms 3 a n d . 4 . 
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Table 3. The M Mat r ix 
s 
S l S2 S 3 
s 
1 0 0 1 
1 1 1. 0 
0 1 0 1 
% 1 1 0 1 
^5 G 0 1 1 
^6 1 1 1 1 
The f i r s t l e v e l r epo r t s t ruc tu re can now be shown i n mat r i x f o rm , 
as i n Table 4 , which assumes f i v e f i r s t l e v e l r e p o r t s , and uses a super ­
s c r i p t on R to i nd i ca te the repor t l e v e l . 





s l 1 1 1 1 1 
S 2 0 1 0 0 1 
S 3 
0 0 1 1 1 
S 4 0 1 0 1 1 
A s i m i l a r i n t e r p r e t a t i o n i s p laced on the e n t r i e s i n t h i s ma t r i x . 
For example, source form number 2 i s r e q u i r e d f o r repo r t s 2 and 5 . S i m i ­
l a r l y , a matr ix f o r second l e v e l r epo r t s can be cons t ruc ted , as shown i n 
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Table 5, where three second l e v e l repor ts are assumed, 
Table 5. The M 2 Mat r i x 
-I 4 «23 
I 0 1 
I l 1 
0 0 1 
o 0 1 
4 l 0 0 
F i n a l l y , assuming a two l e v e l r epo r t s t r u c t u r e , the M matr ix 
can be cons t ruc ted , showing the use o f second l e v e l repo r t s by the 
seve ra l bus iness f u n c t i o n s . I n Table 6 , two business func t ions a re 
assumed. 




At t h i s p o i n t , ce r t a i n i n fo rma t ion can be ga ined by examinat ion 
o f the matr ices.. For example, i t i s seen tha t conta ins a l l but one 
p iece o f the bas ic data i n the system; one might i n v e s t i g a t e the f e a s i ­
b i l i t y o f adding one piece o f data t o and e l i m i n a t i n g the o ther 
source fo rms. I t i s a l so poss ib l e by adding rows and columns o f the 
matr ices to ga in a measure o f the use o f a g iven piece o f data o r a 
g iven r e p o r t . 
Table 7. The (M ) (M ) Mat r i x 
Rl R 2 R 3 Ri R5 
I t i s now noted t ha t i f the. f o u r matr ices are taken i n the s e ­
quence M M , M , M tha t they are comformable f o r mat r ix m u l t i p l i c a -
S _L 2. D 
t i o n . Per fo rming the f i r s t m u l t i p l i c a t i o n , the ( M s ) ( M ^ ) mat r i x shown 
i n Table 7 i s o b t a i n e d . This mat r i x shows the number o f ways tha t each 
piece o f source i n f o r m a t i o n i s a v a i l a b l e t o each O F the f i r s t l e v e l 
r e p o r t s . Thus q g i s a v a i l a b l e to R,_ i n four d i f f e r e n t ways, whi le i^ 
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1 1 
i s not a v a i l a b l e to R or to R „ This f i r s t product matr ix can now be J _ O 
m u l t i p l i e d by to show the a v a i l a b i l i t y o f source data t o the second 
l e v e l r e p o r t s . In t u r n , the product mat r i x so ob ta ined can be m u l t i ­
p l i e d by the M f i ma t r i x , which w i l l show the a v a i l a b i l i t y o f source data 
to the bus iness f u n c t i o n s . Per fo rming these two f u r t h e r m u l t i p l i c a t i o n s 
r e s u l t s i n the f i n a l , or s o l u t i o n ma t r i x , f o r the e n t i r e system shown i n 
Table 8. 





This r e s u l t a n t mat r i x presumes to show the redundancy o f the 
system, and examinat ion o f the o r i g i n a l and in te rmed ia te matr ices i s 
proposed to d i sc lose ways i n which the redundancy can be reduced. The 
i n t e r p r e t a t i o n o f the s o l u t i o n matr ix i s tha t a g iven c e l l shows the 
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number o f ways which a g iven ./piece o f source data i s be ing made a v a i l a b l e 
t o a g iven business f u n c t i o n . 
As p resen t l y c o n s t i t u t e d , L ieberman's model i s bes t adapted to 
ana l ys i s o f e x i s t i n g systems, o r design o f new systems where i t i s s u i t ­
able to use the o l d system as a p o i n t o f depar ture , Lieberman a l l udes 
t o the fac t tha t the model might be used f o r syn thes is o f new systems, 
by e s s e n t i a l l y cons t ruc t i ng a f i n a l mat r ix o f data sources to bus iness 
f u n c t i o n s , then us ing an ' i n v e r s i o n ' f unc t i on to work backward to the 
M- ma t r i x . He does not contemplate the usual mat r i x i n v e r s i o n , however, 
and d iscuss ion o f t h i s phase i s de fe r red t o a " l a t e r " paper which has 
no t appeared „ 
The Homer Technique 
The bas ic c o n t r i b u t i o n o f Lieberman was t o f u r n i s h a concise 
bas is f o r the d e s c r i p t i o n o f e x t e r i o r systems, and to ga in some measure 
o f the data redundancy o f a system. Homer ( 1 4 , o p , c i t . ) po in ted out 
some weaknesses o f the Lieberman model and proposed techniques f o r o v e r ­
coming these weaknesses and f o r improv ing the computat ional p rocedures . 
Since the f i r s t phase o f the cur ren t research w i l l reproduce 
Homer's r e s u l t s w i th a cons iderab le s i m p l i f i c a t i o n o f procedure and wi th 
more r e s u l t a n t i n f o r m a t i o n , i t i s a p p r o p r i a t e , f o r purposes o f compar i ­
s o n , t o i nc lude Homer's n o t a t i o n , argument, and technique at t h i s p o i n t 0 
His mathematical development w i l l not be i n c l u d e d , s ince i t j u s t i f i e s 
on ly h i s t echn ique , and i s not p e r t i n e n t t o the method t o be developed 
i n t h i s cur rent r e s e a r c h . 
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No ta t ion 
Homer's no ta t i on i s as fo l lows ( 1 4 , p „ 5 0 1 ) : 
cU = the i t h i tem o f data i n a system: i = l , 2 , „ . . , m . 
R^_.^ = the kth r e p o r t ( o r document) at the j t h l e v e l ; j = 1 , 
2 , . . . , n ; k = 1 , 2 , . . . , p^ . I n p a r t i c u l a r , l e t : 
R. , . , = the kth source document. 
k ( l ) 
= the r t h bus iness f u n c t i o n ; r = 1 , 2 , „ „ . , q 
M_. ^ = the mat r i x which depic ts the components r e q u i r e d f o r the 
p r e p a r a t i o n o f j t h l e v e l r e p o r t s . In p a r t i c u l a r , l e t : 
MQ = the mat r ix which depic ts which items o f data appear 
on which source documents. 
= the mat r ix which dep ic ts which n th l e v e l r e p o r t s are 
used i n pe r fo rm ing the va r ious bus iness f u n c t i o n s . (Th i s 
imp l i es t ha t bus iness f unc t i ons are c a r r i e d out at the 
n = 1 l e v e l . ) 
L i m i t a t i o n s o f Lieberman Model 
Homer c i t e d the f o l l o w i n g cond i t ions which "h inde r the e s t a b l i s h ­
ment" o f the Lieberman model ( 1 4 , p . 5 0 5 ) : 
1 . Cases where i t i s extremely d i f f i c u l t t o de f i ne the l e v e l 
o f a r e p o r t , because i t i s p repared not on ly from j t h l e v e l r e p o r t s , 
but a l so r epo r t s o f l e v e l j - 1 , j - 2 , e t c . 
2 . S i m i l a r l y , cases where business func t ions are per formed not 
on ly on the bas is o f n th l e v e l r e p o r t s , but on lower l e v e l r epo r t s 
as w e l l . 
3 . Cases where some business func t ions are per formed at the 
n + 1 l e v e l , o thers at lower l e v e l s . 
4 . Cases where i tems o f data enter a system at some l e v e l 
h igher than j = 1 . 
29 
5. Cases where r e p o r t s are prepared ou ts ide the scope o f 
the s tudy , ( ou t s i de the e n t e r p r i s e , o f t e n ) and en te r the system 
at some r e l a t i v e l y h igh l e v e l . 
6 . Cases i n which some R k ( j ) ^ s a t e rm ina l r epo r t f o r some 
j < n ; such as records p r i m a r i l y h i s t o r i c a l i n n a t u r e , o r summary 
repo r t s prepared f o r use ou ts ide the scope o f the s tudy . 
Such cond i t i ons r e s u l t i n a se r i es o f matr ices which are incom­
p a t i b l e f o r m u l t i p l i c a t i o n , f o r the row headings o f M. are no t 
n e c e s s a r i l y i d e n t i c a l to the column headings o f M.
 n 
: - i 
Homer then develops an example, f i r s t us i ng L ieberman 's technique 
to demonstrate tha t the r e s u l t a n t matr ices are indeed non-conformable 
( i ncompa t i b le ) f o r m u l t i p l i c a t i o n . He then develops two methods o f r e ­
s o l v i n g t h i s d i f f i c u l t y . 
The f i r s t o f these techniques i s t ha t o f augmenting the i n d i v i d u a l 
matr ices ( o f Lieberman) wi th dummy vectors i n order to fo rce conforma-
b i l i t y f o r mat r ix m u l t i p l i c a t i o n . Then the se r i es o f mat r ix m u l t i p l i c a ­
t i o n s i s per formed exac t l y as contemplated by Lieberman i n o rde r to o b ­
t a i n the s o l u t i o n ma t r i x . Since t h i s method i s r a t h e r l e n g t h y , and i s 
not as good a method as Homer's second techn ique , i t w i l l not be f u r t h e r 
desc r i bed . 
Homer's Second Method 
I n Homer's second method, a s i ng le mat r ix S i s fo rmed , us ing the 
elements o f the M.
 n and M ma t r i ces . Then a s o l u t i o n , S , i s ob ta ined 
by per fo rm ing a se r i es o f elementary column ope ra t i ons on S . 
The r u l e s f o r fo rmat ion o f the S mat r i x are ( 1 4 , p . 5 0 8 ) : 
1 . A row i s e s t a b l i s h e d f o r each d^ and f o r each i n the 
system; i . e . , f o r each component except the B r ' s . 
2 . A column i s e s t a b l i s h e d f o r each R^ and f o r each B r i n 
the system; i . e . , f o r each component o f the system except the 
d . ' s . 
: 
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3. As b e f o r e , the number 1 w i l l be i n s e r t e d i n each c e l l t o 
represent an i tem o f i n fo rma t i on appear ing i n a r e p o r t , one 
repo r t used to produce ano the r , or a r epo r t used to per fo rm a 
bus iness f u n c t i o n . In o ther words, those c e l l s which would con­
t a i n a 1 under the method o f „ „ .» ( F i r s t method) . . . would 
conta in a 1 under t h i s method, 
4 . Each w i l l be represented by both a column and a row. 
I n t o each c e l l formed by the i n t e r s e c t i o n o f an i d e n t i c a l row 
and column ( r ^ . ) , the. va lue -1 w i l l be i n s e r t e d . 
5 . A l l o ther c e l l s w i l l be l a b e l l e d z e r o , 
6 . The matr ix can now be ana lyzed as f o l l o w s : 
a . Should any column conta in on ly z e r o s , the 
repo r t o r business f unc t i on represented i s o u t ­
side- the scope o f the problem be ing i n v e s t i g a t e d , 
and the column should be removed. 
b . Should any row conta in on ly z e r o s , the repo r t o r 
the i tem o f i n fo rma t ion represen ted i s not a com­
ponent o f the system, and the row shou ld be 
removed. 
c. Should any column conta in - 1 as the on l y n o n ­
zero e n t r y , the component rep resen ted by t ha t 
column i s r e a l l y an inpu t to the system. The 
column shou ld be removed. 
d . Should any row conta in -1 as the on ly non -ze ro 
e n t r y , the component represented by tha t row i s 
r e a l l y an output o f the system. The row shou ld 
be removed. 
e o In the event tha t the a p p l i c a t i o n o f the above 
r u l e s r e s u l t s i n the d e l e t i o n o f both the row 
and column r e p r e s e n t i n g the same component, t h i s 
i s an i n d i c a t i o n tha t t ha t component i s not a 
member o f the system under i n v e s t i g a t i o n . 
The S mat r ix f o r Homer's example i s shown as F igure 1 . Homer 
i n d i c a t e s t h a t the system inpu ts are data elements d ^ , d ^ , „ . , , 
d ^ , and repor ts , a n d R 6 ( 2 ) ' w n ^ l e t n e outputs are the r e p o r t 
*V(2)' a n < ^ bus iness func t ions , . . . , B^. 
An a l go r i t hm i s then developed by means o f which the s o l u t i o n 
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ma t r ix S i n F igure 2 i s developed (14 , p . 509) : 
1. I d e n t i f y the c e l l s formed by the i n t e r s e c t i o n o f input 
rows and output columns; t h a t i s , the s o l u t i o n a r e a . 
2 . Perform the necessa ry elementary column ope ra t ions t o 
reduce to zero each en t ry i n an .output column o ther than those 
i n the s o l u t i o n a r e a . 
,3. The r e s u l t i n g v a l u e s i n the s o l u t i o n area represent the 
s o l u t i o n o f the a l g o r i t h m ; t h a t . i s , they show the number o f 
ways i n which each input " r eaches" each ou tpu t . 
4 „ S i n c e each e lementary column ope ra t ion may not only 
reduce t o zero the c e l l which i s be ing opera ted upon, but may 
. a l s o in t roduce non-zero e n t r i e s i n t o o the r c e l l s which are 
supposed t o be reduced t o z e r o , i t i s wise to proceed i n a 
s y s t e m a t i c f a s h i o n , from the bottom row o f the ma t r ix up . 
The S ma t r ix c o n t a i n s i n i t s s o l u t i o n spaces ( h e a v i l y o u t l i n e d 
i n F igure 2) the same data as would have been con ta ined i n the s o l u t i o n 
ob ta ined by mat r ix m u l t i p l i c a t i o n , except t h a t they are i n d i f f e r e n t 
o r d e r s . Homer c l a ims the f o l l o w i n g b e n e f i t s fo r h i s second method, i n 
a d d i t i o n t o s o l v i n g the problem o f n o n - c o n f o r m a b i l i t y (14 , p . 511) : 
1. No attempt need be made by the a n a l y s t t o fo rce r epo r t s 
i n t o c l a s s i f i c a t i o n by l e v e l , 
2 . Computation i s g r e a t l y s i m p l i f i e d i n t h a t on ly elementary 
column ope ra t ions are r e q u i r e d . 
3 . Inpu ts and outputs o f the system are immediate ly i d e n t i ­
f i a b l e , a s are components o u t s i d e the scope o f the s t u d y . 
4 „ The sequence i n which components are l i s t e d i s i m m a t e r i a l . 
No t ime or e f f o r t need be spent i n o rde r ing d a t a 0 
5 0 Because o f i t s s i m p l i c i t y , the method i s w e l l adapted t o 
s i m u l a t i n g the e f f e c t o f changes i n the sys tem. 
6 . Any in t e rmed ia t e r e s u l t s (analogous t o some N a where 
a > 0 , b < n) can be ob ta ined by d e f i n i n g "input rows" and "ou t ­
put rows" t o be the rows and columns o f the ma t r i x o f the d e s i r e d 
r e s u l t , and forming the s o l u t i o n a rea a c c o r d i n g l y . Any N so 
ob ta ined can then be used t o compute N (c > b ) . ' 
a , c 
RKD R2(l) R3(l) Rl(2) R2(2) R3(2) R4(2) R5(2) Bl B 2 B 3 B 4 dl 0 1 1 0 0 0 0 0 0 0 0 0 
d 2 1 1 1 0 0 0 0 .0 0 0 0 0 
d 3 0 0 1 0 0 0 0 0 . 0 0 0 0 
d 4 1 0 1 0 0 0 0 0 0 0 0 0 
d 5 0 1 0 0 0 0 0 . 0 0 0 0 0 
d 6 0 0 0 1 0 1 .' 1 • 1 0 0 0 0 
d 7 0 0 0 0 0 o . 0 0 1 1 1 0 
RKD -1 0 0 1 0 1 1 1 0 0 0 0 
R2(l) 0 -1 - o Q 0 0 0 0 1 1 0 0 
R3(l) 0 0 -1 1 1 0 1 1 0 0 0 0 
V D 0 0 0 0 1 1 0 0 0 0 0 0 
RK2) 0 0 0 -1 0 0 0 0 0 1 1 1 
R2(2) 0 0 0 0 -1 0 0 0 1 1 0 1 
R3(2) ' 0 0 0 0 0 -1 0 0 1 0 0 1 
R 5 ( 2 ) 0 0 0 0 0 0 0 -1 0 1 1 0 
R6(2) 0 0 0 0 0 0 0 0 1 0 0 0 
F igure 1. S Mat r ix from Homer's Example (14, p . 509) 
RKD R2(l) R3(l) RK2) R2(2) R3(2) R4(2) R5(2) lBl B2 B 3 B 4 
d l - 0 1 1 0 0 0 1 0 2 4 2 2 
d2 1 1 1 0 0 0 2 0 , 3 6 4 *l 
d 3 0 p 1. 0 0 0 1 0 1 3 2 2 , 
d 4 1 0 1 0 0 o . 2 0 2 5 4 4 i; 
d 5 0 1 0 0 0 0 0 0 1 1 0 0 , 
d 6 0 0 0 1 0 1 1 1 1 2 2 2 
d 7 0 0 0 0 0 0 0 0. 1 1 1 0 
RKD -1 0 0 1 0 1 0 1 0 0 0 0 
R2(l) 0 -1 0 0 0 0 0 0 0 0 0 0 
R3(l) 0 0 -1 1 1 0 0 1 0 0 0 0 
R4(l) 0 0 0 0 1 1 0 0 2 1 0 
RK2) 0 0 0 -1 0 0 0 0 0 0 0 0 
R2(2) 0 0 0 0 -1 0 0 0 0 0 0 0 
R3'(2) 0 0 0 0 0 -1 0 0 0 0 0 0 
R5(2) 0 0 0 0 0 0 0 -1 0 0 0 0 
R6(2) 0 0 0 0 0 1.1 0 1 9 9 
Figure 2. S Mat r ix from Homer's Example (14 , p . 510) 
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S u b s i d i a r y L i t e r a t u r e 
* Vazsonyi i n t roduces a note o f humor i n t o h i s book by a f o o t ­
note which a t t r i b u t e s L t h i s theorem t o " the c e l e b r a t e d I t a l i a n mathe­
mat i c i an Zepar tza t G o z i n t o , " with r e f e rence t o h i s " C o l l e c t e d Works, 
V o l . 3 . " 
During the course o f l a t e r p r e s e n t a t i o n o f the r e s e a r c h , an 
analogy w i l l be drawn between an in format ion system and a m a t e r i a l s 
f low sys tem. The research w i l l a l s o draw upon the work o f two authors , 
i n t h i s a r e a . I t i s t he re fo re pe r t i nen t t o present the work o f these 
two au thors at t h i s p o i n t , even though t h e i r work was done i n a con tex t 
q u i t e d i f f e r e n t from tha t o f in format ion systems a n a l y s i s . 
Vazsonyi (30) cons idered the widespread problem of a m a t e r i a l s 
system wherein raw m a t e r i a l s and purchased p a r t s are used to produce 
a h i e r a r chy o f sub-assembl ies and assembl ies and, f i n a l l y , f i n i s h e d 
p roduc t . He developed a t echn ique known as t he "Goz in to theorem" 
wherein the s ta tements o f r e l a t i o n between i n d i v i d u a l p a r t s i n the 
system are used t o develop a ma t r ix which represen t s the " t o t a l r equ i r e 
ments f a c t o r , " or the amount o f each lower l e v e l component r equ i red f o r 
a g iven h ighe r l e v e l assembly or sub-assembly. 
Vazsonyi does not a c t u a l l y s t a t e and prove a theorem, but r a t h e r 
def ines 1 some r e l a t i o n s h i p s e x i s t i n g i n the m a t e r i a l s system and develop 
a method o f computing a t o t a l requirement f a c t o r m a t r i x . The main l i n e 
o f h i s reason ing and development s t a r t s wi th the p o r t r a y a l o f the 
m a t e r i a l s system as a d i r e c t e d g raph , which he c a l l s a "Goz in to diagram 
In t h i s d iagram, as shown i n F igure 3 , the s e v e r a l p a r t s and a s ­
sembl ies are represen ted by the nodes ( c i r c l e s ) o f the g raph , and the 
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r e l a t i o n s h i p s which e x i s t between pa r t s and assembl ies are denoted by­
l i n e s connec t ing the nodes . The arrows on the l i n e de f ine both the 
d i r e c t i o n o f r e l a t i o n s h i p and the number o f a g i v e n par t o r sub-assembly 
at the beg inn ing node which are r equ i red fo r f a b r i c a t i o n o f the sub­
assembly or assembly represen ted by the node at the end o f the l i n e . 
From t h i s g r a p h i c a l concept ion o f the m a t e r i a l s sys tem, the 
"next assembly quan t i t y m a t r i x " shown i n F igure 4 can be developed by 
i n s p e c t i o n . In t h i s m a t r i x , the row index i i s the index o f the node 
at which a l i n e b e g i n s , the column index j i s the index o f the node 
at which a l i n e ends , and the c e l l va lue i s the number of arrows on the 
connec t ing l i n e . The next s t ep i s t o deve lop , aga in by i n s p e c t i o n o f 
the graph and s imple c a l c u l a t i o n , a " t o t a l requirement f a c t o r m a t r i x , " 
dep i c t ed i n F igure 5. No ta t ion i s then deve loped , wherein N denotes the 
next assembly q u a n t i t y m a t r i x , with n^_. the c e l l s t h e r e i n , and T i s the 
t o t a l requirement f a c t o r m a t r i x , wi th c e l l s t^ _. . Both N and T are o f 
dimension n x n , where n i s the number o f p a r t s and assembl ies i n the 
sys tem. By appeal t o the g r a p h i c a l r e p r e s e n t a t i o n and the two m a t r i c e s , 
he i s then ab le t o show tha t the computation o f the c e l l s t . . can be 
accompl ished by use o f the r e l a t i o n s h i p : 
hi ' I nikV 1 ^ , (i) 
where k indexes over the columns o f N and the rows o f T . 
* While c o n c i s e , t h i s equa t ion i s not computa t iona l ly e f f i c i e n t , 
r e q u i r i n g , as Vazsonyi n o t e s , s o l u t i o n o f l a r g e systems of s imul taneous 
e q u a t i o n s . 
1 2 3 4 5 6 7 8 9 
1 G 0 0 2 0 0 1 1 G 
2 0 0 0 0 0 0 0 0 0 
CO 1 0 0 0 3 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 
5 2 0 0 0 0 G 2 1 0 
6 0 2 0 0 1 G 0 0 3 
7 0 1 0 1 0 0 0 0 0 
8 0 2 0 0 0 0 0 0 1 
CD Q 0 0 0 0 0 0 0 0 
F igure 4 . The Next Assembly Quan t i ty Mat r ix 
(30 , p . 431) 
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1 2 3 4 5 6 7 8 9 
1 1 
CO 0 CO 0 0 1 1 1 
2 0 1 0 0 0 0 0 0 0 
CO 7 33 1 27 3 0 13 10 10 
4 0 0 0 1 0 0 0 0 0 
5 2 10 0 8 1 0 4 3 3 
6 2 12 0 8 1 1 4 3 6 
7 0 1 0 1 0 0 1 0 0 
8 0 2 0 0 0 0 0 1 1 
9 0 0 0 0 0 0 0 0 1 
Figure 5. The Total Requirement Factor Matrix 
( 3 0 , p. 432) 
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A l s o , t o make equat ion (1) h o l d , the r e l a t i o n 
t . . = 1, i = j 
13 
(2) 
i s d e f i n e d , on an e s s e n t i a l l y a r b i t r a r y b a s i s , but with the j u s t i f i c a ­
t i o n t h a t t h i s d i a g o n a l 1 r e f l e c t s the inherent s e l f - i d e n t i t y o f a p a r t . 
I t i s next observed that equa t ion (1) i s a ma t r ix m u l t i p l i c a t i o n , 
wherein N i s p o s t - m u l t i p l i e d by T , and t h a t equa t ion (2) r ep re sen t s the 
a d d i t i o n o f the i d e n t i t y ma t r ix ( I ) o f rank n . T h e r e f o r e , the whole 
r e l a t i o n can be represen ted by t h e mat r ix equa t i on : 
I t i s then noted that: t h i s equa t ion can be s u c c e s s i v e l y r e w r i t t e n 
T = NT + I (3) 
T - NT = I 
( I N)T = I 
and f i n a l l y : 
T = ( I - N) -1 (4) 
no 
i f the i nve r se e x i s t s . 
* Vazsonyi does not po in t out t h a t the r e l a t i o n between equa­
t i o n s (3) and (4) depend on the e x i s t e n c e o f the i nve r se o f ( I - N ) , 
which i n turn i m p l i e s t h a t t h i s matr ix must be n o n - s i n g u l a r . However, 
t h i s i s e a s i l y shown, s i n c e N i s s t r i c t l y t r i a n g u l a r , and the re fo re 
( I - N) i s t r i a n g u l a r . In a t r i a n g u l a r m a t r i x , the determinant i s equa l 
t o the product o f the d i a g o n a l e l e m e n t s . In t h i s c a s e , ( I - N) has l ' s 
on the d i a g o n a l , the determinant i s equa l t o 1, the m a t r i x i s t he r e fo r e 
n o n - s i n g u l a r , and ( I - N ) ~ l e x i s t s . 
The T matr ix i s t he re fo re the i nve r se o f the ( I - N) m a t r i x , 
where I i s the i d e n t i t y mat r ix and N has known v a l u e s . Vazsonyi no t e s 
at t h i s po in t t h a t the ma t r i ce s are t r i a n g u l a r , and t h a t f o r t h i s reason 
the i n v e r s i o n i s r e l a t i v e l y easy t o perform. He does not e x p l o i t t h i s 
t r i a n g u l a r i t y t o any e x t e n t , however. 
In a l a t e r work G i f f l e r ( 9 ) , i n the same con tex t o f de te rmina t ion 
o f t o t a l requirements f a c t o r s i n a m a t e r i a l s assembly sys tem, more f u l l y 
exp lored the p r o p e r t i e s o f the N , Tj and ( I - N) m a t r i c e s . He d e f i n e s 
th ree m a t r i c e s , N , T , a n d . C . N corresponds t o a b i l l o f m a t e r i a l s , and 
the t y p i c a l element n^_. i s the q u a n t i t y o f " i " which i s d i r e c t l y con­
sumed per un i t o f " j . " T corresponds t o " t o t a l r equ i r emen t s , " with 
elements t^ . be ing the q u a n t i t y of " i " which must be manufactured or 
purchased per un i t o f " j . " C i s a "consumption m a t r i x " where the c^_. 
represent the t o t a l q u a n t i t y o f " i " consumed, d i r e c t l y or i n d i r e c t l y , 
per un i t o f " j . " G i f f l e r ' s N and T ma t r i ces are p r e c i s e l y the same as 
those def ined by V a z s o n y i . A l l ma t r i ces are o f dimension n x n . 
I t i s f i r s t shown t h a t the consumption ma t r ix C i s r e l a t e d t o the 
b i l l o f m a t e r i a l s mat r ix N by : 
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c . . = n . . + Y c . , n 1 . , (5) 
k 
t ha t i s , t h a t the consumption o f i per un i t of j i s the sum o f the 
d i r e c t consumption and the i n d i r e c t consumption through the k th com­
modi t i e s ( sub-as sembl i e s ) which i n turn are consumed d i r e c t l y i n i . 
Th i s r e l a t i o n i s then expressed i n ma t r i x n o t a t i o n , 
C = N + CN (6 ) 
which by appropr ia te manipu la t ion becomes 
C = N( I - N) 1 (7) 
where I i s t he n x n i d e n t i t y ma t r i x . 
2 
I t i s then noted t ha t i f t he mat r ix N i s squared , the mat r ix N 
w i l l have elements 
n ? . = I -n n, . (8) 
iy. £ lk k] 2 
where n_^ _. r ep resen t s " s e c o n d - l e v e l consumption" o f i per un i t o f j . 
By e x t e n s i o n , n ? \ would represen t mth l e v e l consumption o f i per un i t 
o f j i n the mat r ix N m , and d i r e c t consumption would be e q u i v a l e n t t o 
n ^ . i n the o r i g i n a l N m a t r i x . By t h i s argument, the consumption matr ix 
C f o r an m - l e v e l system can be w r i t t e n : 
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C = N + N 2 + N 3 + . . . + N m . (9) 
I t i s then shown tha t s i n c e the consumption o f commodities 
(pa r t s and sub-as sembl i e s ) i n o the r commodities i s f i n i t e , the- s e r i e s 
mt 1 
on the r i g h t hand s ide o f equat ion (9) t e r m i n a t e s , t h a t i s , n i s 
n u l l f o r some f i n i t e m. I t i s then observed t h a t the elements o f T 
are r e l a t e d t o those o f C by : 
t . . -
1D 
1 ] if i M 
1 + c . . , i f i = j 
(10) 
which can be expressed by: 
T ,= I . + C ( 1 1 > 
= I + N + N 2 + . . . + N m . 
M u l t i p l y i n g both s i d e s by ( I - N ) , 
( I - N)T = ( I - N ) ( I + N + N 2 + . . . + N m ) (12) 
and performing the i n d i c a t e d opera t ion on the r i g h t and c a n c e l l i n g 
y i e l d s 
( I - N)T = I (13) 
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and 
T = ( I - N) 1 (14) 
which i s p r e c i s e l y the r e s u l t ob ta ined by V a z s o n y i . 
G i f f l e r then e x p l o i t s the t r i a n g u l a r i t y o f the N , ( I - N ) , and 
T m a t r i c e s , i n p a r t i c u l a r the f a c t t h a t ( I - N) i s the forward s o l u t i o n 
o f i t s own i n v e r s e , t o develop a p a i r o f i t e r a t i v e equa t ions f o r the 
computation o f ( I - N) when N i s s t r i c t l y t r i a n g u l a r and non-nega t ive 
Assuming upper t r i a n g u l a r i t y , 
j - l 
i j = J / i ^ J - j > L ( 1 5 ) 
= 1 , j = i 
whi le i n the case o f lower t r i a n g u l a r i t y , 
=
 jj^Ar j < 1 ( 1 6 ) 
= 1, j = i 
These equa t ions requ i re s o l v i n g fo r rows from top to bottom i n 
the case o f equa t ion (15) and f o r columns from l e f t t o r i g h t i n the 
case o f equa t ion ( 1 6 ) . As w i l l be developed l a t e r , t h i s i s not the most 
* G i f f l e r s t a t e d t h i s equation e r r o n e o u s l y , i n t h a t h i s summation 
was from k = i t o j - 1, which does not g i v e the proper r e s u l t . 
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d e s i r a b l e order o f s o l u t i o n fo r computer o p e r a t i o n . 
In order t o f u l l y e x p l o i t the t r i a n g u l a r nature o f t h e N and T 
m a t r i c e s , i t i s necessary t o have a method o f a r rang ing the a r b i t r a r y 
d e s i g n a t i o n s o f p a r t s , sub-assembl ies and assembl ies in such a manner 
t ha t the r e s u l t i n g ma t r i ce s w i l l be i n the t r i a n g u l a r form d e s i r e d . 
G i f f l e r ( 9 , p . 18-34) p rov ides the e s s e n t i a l b a s i s f o r t r i a n g u l a r i z a ­
t i o n . He f i r s t approaches the matter from the po in t o f view o f the 
c e l l s w i th in a m a t r i x , and notes t ha t t r i a n g u l a r i z a t i o n can be done by 
a s e r i e s of row and corresponding column permutat ions o f a ma t r ix tha t 
i s t r i a n g u l a r i n n a t u r e , but not i n form. He a l s o de f ines p a i r s o f p e r ­
mutat ion mat r i ces which can be d e v i s e d , and used to p r e - and p o s t - m u l t i ­
p l y a g iven mat r ix i n order t o t r i a n g u l a r i z e i t . S i n c e t h i s t echnique 
r equ i re s p r i o r de terminat ion o f the permutat ions t o be made, i t does 
not appear t o be s u i t a b l e f o r machine o p e r a t i o n , and w i l l t he re fo re not 
be d i s c u s s e d f u r t h e r . 
By l o o k i n g at the e s s e n t i a l na ture o f a t r i a n g u l a r i z e d N ma t r i x 
( I n the m a t e r i a l assembly system) G i f f l e r observed tha t t r i a n g u l a r i t y 
could be ach ieved i f the commodities and .pa r t s cou ld be so ordered tha t 
"no commodity fo l l ows a commodity i n which i t i s consumed and tha t a s ­
s i g n i n g commodities t o s u c c e s s i v e rows and columns i n the same order must 
produce a ( s t r i c t ) t r i a n g u l a r N . " This d e f i n i t i o n w i l l produce an upper 
t r i a n g u l a r m a t r i x . For lower t r i a n g u l a r i t y , the word " f o l l o w s " i n the 
quo ta t ion above i s r e p l a c e d b y " p r e c e d e s . " 
Based on t h i s d e f i n i t i o n , G i f f l e r then develops the f o l l o w i n g 
a lgo r i t hm: 
1, For each n . . t 0 , l i s t the p a i r ( i , j ) . Assuming t ha t 
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the re are m such p a i r s , a s s i g n the s u c c e s s i v e p o s i t i o n numbers 
1, 2 , . . . , m t o each component index i . Ass ign the p o s i t i o n 
numbers m + 1* m + 2 , . . . , 2m t o each assembly index j . 
Let ( i , m + i ) represent the p o s i t i o n numbers o f the i t h p a i r . 
2 . S e l e c t the h ighes t p o s i t i o n e d component i ndex . Assume 
tha t i t occup ies p o s i t i o n i . ( A c t u a l l y at the ou t se t i t must 
occupy p o s i t i o n 1.) Look fo r the f i r s t match o f the index 
a g a i n s t an index i n p o s i t i o n s m + 1 , m + i + 1, . . . , 2m. 
I f a match cannot be made repeat Step 2 wi th the next h i g h e s t 
component i n d e x . I f no match can be made wi th any component 
i n d e x , t r a n s f e r t o OUT. 
3 . Say t h a t Step 2 produces a match with the index i n p o s i ­
t i o n m + j . In t h i s event exchange the i n d i c e s occupying 
p o s i t i o n i and j and the i n d i c e s occupying p o s i t i o n s m + i and 
m + j . Make a record o f the exchanging i n d i c e s . 
4 . Compare the exchanging i n d i c e s i n Step 3 wi th p r e v i o u s l y 
exchanged i n d i c e s . I f the i n d i c e s have exchanged p r e v i o u s l y , 
t r a n s f e r t o TERMINATE. I f the i n d i c e s have not exchanged p r e ­
v i o u s l y , repeat Step 2 with the n e x t - h i g h e s t component i n d e x . 
TERMINATE. I f the a lgo r i thm reaches t h i s s t e p , N i s c y c l i c . 
OUT. I f the a lgo r i thm reaches t h i s s t e p , N i s n o n - e y e l i d . 
When the a lgo r i t hm has run t o OUT, a l l component i n d i c e s w i l l 
be l i s t e d i n t h e i r ( s t r i c t ) t r i a n g u l a r i z i n g o rder . The i n d i c e s 
o f the products w i l l be miss ing because they are not components. 
Th i s d e f i c i e n c y can be c o r r e c t e d by adding a z e r o ' t h row and 
column t o N and making a l l n . 0 = 1 i f i i s the index o f a lO . . . p roduc t . This i s the same as t o assume a common f i c t i t i o u s 
commodity i n which a l l products are consumed. 
G i f f l e r a s s e r t s t ha t the above method i s " r e a d i l y mechanized by 
punch card c o l l a t i n g . e q u i p m e n t . " The method produces an upper t r i a n g u ­
l a r m a t r i x , but by r e v e r s i n g i and j i n d i c e s , the a lgo r i t hm w i l l lower 
t r i a n g u l a r i z e as w e l l . 
Summary and Conc lus ions 
To summarize, r e l a t i v e l y l i t t l e has been done i n a q u a n t i t a t i v e 
sense fo r e i t h e r i n t e r i o r on e x t e r i o r systems d e s i g n . As c u r r e n t l y 
p r a c t i c e d , in format ion p roces s ing systems des ign i s l a r g e l y an a r t , 
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r a t h e r than a s c i e n c e . The use o f c o m p i l e r s , e s p e c i a l l y g e n e r a l i z e d 
compi lers such as COBOL, i s e x t e n s i v e , but these compi lers are wide ly 
c r i t i c i z e d . D e c i s i o n t a b l e s seem t o be a d e s i r a b l e adjunct t o the com­
p i l e r s f o r i n t e r n a l systems d e s c r i p t i o n and a n a l y s i s , but many o f the 
c r i t i c i s m s d i r e c t e d toward the compi lers i s a l s o d i r e c t e d t o d e c i s i o n 
t a b l e s . G e n e r a l i z e d r o u t i n e s , such as so r t rou t ines and repor t genera ­
t o r s , are used e x t e n s i v e l y , but a l s o have the l i m i t a t i o n o f r e q u i r i n g 
v a l u a b l e computer t ime i n oir-der to save programming e f f o r t . 
Some advance has been made by the Lieberman and Homer models , 
but the t e c h n i q u e s . a r e not widely used . I t i s b e l i e v e d t h a t a d d i t i o n a l 
work i n the d i r e c t i o n i n d i c a t e d by these models i s j u s t i f i e d . Symbol ic 
l o g i c has been sugges ted as a means o f a n a l y s i s but has the l i m i t a t i o n 
o f d i f f i c u l t y of manipula t ion which renders i t r e l a t i v e l y weak as e i t h e r 
an e x t e r i o r or i n t e r i o r systems des ign t o o l . 
In conc lus ion i t i s appropr ia te t o quote from two r a t h e r s i m i l a r 
a r t i c l e s which po in t out the need f o r i n v e s t i g a t i o n o f the so r t contem­
p l a t e d , wi thou t , however, i n d i c a t i n g the d i r e c t i o n which the i n v e s t i g a ­
t i o n should t ake I P o s t l e y (24) comments: 
But whi le new triumphs i n s c i e n t i f i c computing have been de­
r i v e d from a sound base o f mathemat ical theory and r e s e a r c h , no 
such base e x i s t s i n the bus ines s f i e l d . The p r i n c i p l e s o f account ­
ing and record keeping opera t ions are reasonably w e l l - d e f i n e d fo r 
non-computer-or iented sys tems. But these p r i n c i p l e s must undergo 
s u b s t a n t i a l r e v i s i o n s when we cons ide r . . . app ly ing them t o data 
p roces s ing equipment, . . . Thus , a second dimension in the c l a s s i ­
f i c a t i o n o f s c i e n t i f i c or bus iness ' da ta p r o c e s s i n g i s the presence 
of w e l l developed mathematical and eng inee r ing theory fo r s c i e n ­
t i f i c in format ion systems and the almost complete l a c k o f a funda­
mental theory o f bus iness in format ion sys tems . 
About a yea r l a t e r S t e e l (28) s t a t e d : 
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. . . da ta p r o c e s s i n g i s not r e a l l y c l e a r l y understood by 
anyone. . . . Any attempt t o b r i n g some order i n t o the present 
chaos must face the unpleasant f a c t t h a t no fundamental theory 
e x i s t s f o r immediate a p p l i c a t i o n . Th i s i s the key d i f f e r e n c e 
between commercial data p r o c e s s i n g and s c i e n t i f i c computing. 
. . . The absence o f a corresponding fundamental d i s c i p l i n e 
under ly ing data p roces s ing requirements has prevented the 
p a r a l l e l development o f t echnique fo r those problems whose 
s o l u t i o n now seems t o occupy the bulk o f computer t ime i n the 
w o r l d . 
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CHAPTER I I I 
SCOPE OF STUDY AND BASIS FOR IMPROVEMENT 
I n t r o d u c t i o n 
The purpose o f t h i s chap te r i s t o present a b r i e f overview o f 
the work t o be shown i n d e t a i l i n f o l l o w i n g c h a p t e r s , and t o d i s c u s s 
c e r t a i n mat ters p e r t a i n i n g t o p r i o r work i n the f i e l d and c e r t a i n 
c h a r a c t e r i s t i c s o f in fo rmat ion p r o c e s s i n g systems which w i l l fu rn i sh 
a b a s i s f o r improvement o f t echn iques o f systems a n a l y s i s . 
The r e sea rch to -be presen ted has th ree b a s i c p h a s e s . In phase 
I , t he work o f Homer and Lieberman w i l l be d u p l i c a t e d wi th improvement 
i n terms o f the amount o f in format ion made a v a i l a b l e about the system 
under s tudy and i n terms o f ease o f computat ion. Chapter IV w i l l 
present the mathemat ica l development, an a l g o r i t h m , . and a numer ica l 
example i l l u s t r a t i n g t h i s phase . 
L a t e r i n t h i s chapter i t w i l l be shown t h a t whi le t h i s f i r s t 
phase represen t s an improvement, the model does not adequate ly represent 
an in format ion system i n t ha t i t does not embrace c o n s i d e r a t i o n o f types 
o f data and da ta t r a n s i t i o n s . Phase I I t h e r e f o r e p resen t s a mathe­
m a t i c a l development, a l g o r i t h m s , and numer ica l examples f o r two r e f i n e d 
t echn iques . . Chapter V w i l l con t a in the mathemat ica l development, whi le 
Chapter VI w i l l p resent the a lgor i thms and numer ica l examples . 
S i n c e the s t u d y ' o f any r e a l system would r e s u l t i n such a number 
o f systems r e l a t i o n s t h a t the a lgor i thms could not be used on a manual 
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basis, phase III of the research will be devoted to a discussion and 
development of the use of mechanical and electronic equipment for ob­
taining numerical solutions using the refined algorithms. The algo­
rithms.were, in fact, developed from the point of view that computer 
methods rather than manual methods would be used in practice. Chapter 
VII will contain a general discussion of computer considerations, while 
details of machine operation will appear in the Appendices . 
Considerations for Refinement 
While Chapter IV will present a method which will reproduce the 
results of Homer and Lieberman with improvements of computability and 
usability, it will be pertinent to examine critically both the prior 
work and the phase I work of this writer with a view to substantial 
refinements which will permit a more widespread use of the techniques 
in analysis of real systems. As a first step in this direction, it is 
pertinent to develop and discuss the types of data which may be found 
in an information processing system, and to develop the types of transi­
tions through which these data may pass between the input and output 
stages. Based on this, the limitations of the prior work and the phase 
I work may be seen, and refinements made. 
Data Types . 
The data which arise in an information processing system may be 
classified into three basic types, based entirely upon the essential 
nature of the data rather than its source or intended usage. The three 
types may be designated as identification data, quantitative data, and 
status or existence data. 
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Type one , i d e n t i f i c a t i o n d a t a , i s represen ted by such i tems o f 
da ta as p a y r o l l numbers, s tock numbers, machine numbers, d a t e s , t i m e s , 
l o c a t i o n s , and the l i k e . 
Type two, q u a n t i t a t i v e d a t a , i s u s u a l l y o r i g i n a t e d as a r e s u l t o f 
a count , measurement, or computat ion. Inc luded are such data as the 
amount o f product produced on a machine, the t e n s i l e s t r e n g t h o f a 
sample s u b j e c t e d t o a q u a l i t y t e s t , the number o f pounds shipped on a 
shipment , the number o f employees absent from a g iven s h i f t , the amount 
o f payment made to an employee or a vendor. Type two in fo rmat ion i s 
used l a r g e l y , but not e x c l u s i v e l y , at the lower eche lons o f the e n t e r ­
p r i s e , f o r the purpose o f making immediate d e c i s i o n s , conveying i n s t r u c ­
t i o n s and short term r e s u l t s , and prepar ing working documents such as 
i n v o i c e s and vouchers . 
Type three data are c h a r a c t e r i z e d as those data which i n d i c a t e 
s t a t u s or e x i s t e n c e , e . g . , a s p e c i f i c commodity i s a s s igned t o a 
machine, a f a i l u r e has occurred i n a g iven p r o c e s s , a g i v e n q u a l i t y 
t e s t was performed, a s p e c i f i c shipment has been made. Frequent ly t h i s 
i s the type of in fo rmat ion which the c o n t r o l groups and a d m i n i s t r a t i v e 
func t i ons o f an e n t e r p r i s e are concerned w i t h , s i n c e the mere e x i s t e n c e 
o f an event i s of ten s u f f i c i e n t f o r some a c t i o n t o be t aken . For 
example the f a c t t h a t a shipment has been made i s an i n d i c a t i o n t o the 
o r d e r - i n v o i c e s e c t i o n t h a t the customer should be b i l l e d . 
I t should be noted t ha t da ta may b e , and f r equen t ly a r e , con­
ver ted from type two t o type three data merely by t a k i n g the presence 
o f some q u a n t i t a t i v e da ta as i n d i c a t i o n t h a t some a c t i o n has t aken 
p l a c e . For example, the e x i s t e n c e o f a non-zero en t ry i n the hours 
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worked column o f an employment record i s const rued as ev idence tha t the 
employee was p r e s e n t . Th i s convers ion o f type two t o type th ree da ta 
i s not i n g e n e r a l r e v e r s i b l e , nor can the o r i g i n a l type two da ta be r e ­
ga ined un les s s p e c i f i c p r o v i s i o n s are made f o r i t s s to rage and subsequent 
r e t r i e v a l a 
I t i s a l s o important to note tha t n e i t h e r type two nor type three 
da ta are meaningful un l e s s accompanied by the proper type one i d e n t i f i ­
c a t i o n d a t a . Frequent ly a s i n g l e i tem o f i d e n t i f i c a t i o n da ta s u f f i c e s 
f o r s e v e r a l p i e c e s o f type two and/or type th ree d a t a , but i f some o f 
the type two or type three da ta are removed by some p roces s ing s t e p , or 
i f type two da ta are conver ted t o type three d a t a , o r i f some o the r type 
of data convers ion i s made, the type one da ta must s t i l l be reproduced 
i n o r d e r : t o i d e n t i f y the s u r v i v i n g d a t a . One i m p l i c a t i o n o f t h i s f a c t 
i s t h a t apparent redundancy o f type one data i n an informat ion system 
cannot be viewed i n the same l i g h t as redundancy o f type two or type 
three d a t a , s ince the i d e n t i f i c a t i o n data must ca r ry through the system 
in s u b s t a n t i a l l y unchanged form on every document and r e p o r t . 
Furthermore, i t i s not uncommon f o r a s i n g l e i tem of type one o r 
type two da ta t o car ry wi th i t s e v e r a l i tems o f type one d a t a . For 
example, the type two data "pounds shipped" w i l l very l i k e l y carry a 
d a t e , i n v o i c e number, customer number, product number, b i l l o f l a d i n g 
number, pack ing s l i p number, e t c . In a p a y r o l l sub-sys tem, the g ross 
wage may be i d e n t i f i e d by employee number, department number, s o c i a l 
s e c u r i t y number, d a t e , s h i f t , and o ther in format ion r equ i r ed t o r e f l e c t 
the f a c t o f paying the employee i n the s e v e r a l p e r t i n e n t a c c o u n t s . 
A consequence o f t h i s concept of data types i s t h a t i t may not 
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always be w i s e , i n p r a c t i c e , t o ana lyze the type one data s e p a r a t e l y 
from the type two or type three data which i t i s fo rced t o accompany. 
I t may be b e t t e r from the poin t o f view o f both a n a l y s i s and s y n t h e s i s 
o f the in format ion system t o view the type one da ta as e i t h e r coupled 
t o some corresponding type two or type th ree d a t a , or t o view the type 
one data as a subset o f the appropr ia te type two or type th ree d a t a , or 
perhaps merely to view the type one da ta as a cons tan t running th rough­
out the g iven sub-sys tem. 
One fu r the r concept i s o f i n t e r e s t in t r y i n g t o reduce the o v e r a l l 
amount o f data i n the sys tem. S ince in many cases type three informa­
t i o n can be genera ted or deduced from appropr ia te type two d a t a , i t w i l l 
be worthwhile to examine i n s t a n c e s o f c r e a t i o n o r ma in ta in ing type three 
data with a view t o o b t a i n i n g the same r e s u l t as a by-product o f the 
neces sa ry c r e a t i o n or ma in ta in ing o f the corresponding type two in fo rma­
t i o n . Any means o f a n a l y s i s should fu rn i sh a means o f examining type 
three data i t e m s , p a r t i c u l a r l y when both types o f da ta p e r t a i n i n g to a 
g iven event are c a r r i e d on the same document or r e p o r t , or are used by 
the same bus iness f u n c t i o n . 
Data T r a n s i t i o n s 
One o f the primary func t ions o f an informat ion p roces s ing system 
i s t o perform p r e s c r i b e d t r a n s i t i o n s on the input da ta i n order t o make 
i t more meaningful to the in tended use r . Informat ion has been def ined 
as "processed and o rgan ized d a t a . " I t i s t he r e fo r e appropr ia te t o 
examine the e s s e n t i a l na ture o f the da ta t r a n s i t i o n s which take p l a c e i n 
a sys tem, and t o c h a r a c t e r i z e them i n a manner t o make them amenable t o 
d e s c r i p t i o n and a n a l y s i s . The f o l l o w i n g t r a n s i t i o n s can t ake p l a c e : 
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1. Data can,change t y p e s . As d i s cus sed i n the preced ing s e c ­
t i o n , the presence o f q u a n t i t a t i v e da ta (Type two) may be i n t e r p r e t e d 
as i n d i c a t i n g s t a t u s or e x i s t e n c e (Type t h r e e ) . The important f a c t 
here i s t h a t the data are not the same, and should not bear the same 
i d e n t i f i c a t i o n f o r a n a l y s i s . 
2 . Data may t e r m i n a t e . This u s u a l l y a r i s e s when a repor t i s 
e x t r a c t e d f o r a h ighe r l e v e l r e p o r t , l e a v i n g behind unwanted d a t a . 
3. Data are summarized, with only the t o t a l go ing on t o a h i g h e r 
l e v e l . A common example i s t h a t the number o f hours worked by a n , i n d i ­
v i d u a l employee i s summarized by department, and only department t o t a l s 
are c a r r i e d forward i n the sys tem. 
U . Data are computed, with only t he r e s u l t s be ing preserved i n 
upper l e v e l s of the sys tem. An example i s t h a t pounds shipped t imes 
p r i c e per pound may be computed, and only the ex t ens ion used i n some 
h ighe r l e v e l documents. 
5. Data are generated i n the p rocessor or p r o c e s s , and used 
e i t h e r as an in te rmedia te s t ep i n a computation or as a b a s i s fo r com­
p a r i s o n . In some cases these data never appear on a report as s u c h , 
but are l o s t a f t e r t h e p r o c e s s i n g purpose f o r which they were c r ea t ed 
has been f u l f i l l e d . A prime example , but not the only o n e , i s t he 
genera t ion of "proof t o t a l s " i n . a computer run t o assure t h a t a l l da ta 
were i n c l u d e d i n the run. 
6 . D a t a , e i t h e r input or p roces sed , are s to red and l a t e r r e ­
t r i e v e d . These delayed data are u s u a l l y e i t h e r i n o r i g i n a l form, such 
as " l a s t months s a l e s , " or i n cumulat ive form, such as " s a l e s y e a r - t o -
d a t e . " 
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7. Data may be genera ted on the passage o f t i m e . For example 
i n a h o s p i t a l b i l l i n g system, t he room charges are c r ea t ed by the f a c t 
o f a room being occupied a t midnight . In i n d u s t r i a l c o n t e x t , burden 
charges are ( a r t i f i c i a l l y ) presumed t o be genera ted by the passage o f 
a ca l enda r month. This t r a n s i t i o n i s , i n e f f e c t , a s p e c i a l case o f 
da ta o r i g i n a t i o n , but s i n c e i t u s u a l l y a r i s e s without overt a c t i o n 
having taken p l a c e , , i t can a l s o be cons idered as a da ta t r a n s i t i o n . 
8. Occur rence-genera ted da ta are those da ta which a r i s e based 
on the ope ra t i on o f some d e c i s i o n r u l e . For example , i f th ree s u c c e s ­
s i v e absences o f an employee o c c u r , t h i s may occas ion the p repa ra t ion 
o f a repor t t o the p l an t medica l s e c t i o n f o r the purpose o f check ing 
whether such absence i s due t o medical r e a sons . Th i s da ta t r a n s i t i o n 
almost always g i v e s r i s e t o o r i g i n a t i o n o f type three d a t a , and f r e ­
quent ly c a l l s f o r the recovery o f s t o r ed da ta as w e l l . 
9 . System c o n s t a n t s : a r e those da ta , . u s u a l l y o f type two, which 
are used r e p e t i t i v e l y and l a r g e l y a u t o m a t i c a l l y i n computa t ions . For 
example , i n q u a l i t y c o n t r o l computa t ions , the f i g u r e " 3 " i s f r equen t ly 
used as a cons tan t by which the computed s tandard d e v i a t i o n i s m u l t i p l i e d 
i n order t o e s t a b l i s h c o n t r o l l i m i t s . In p a y r o l l computa t ion , the number 
" 4 0 " , i s f r equen t ly used when i t has been e s t a b l i s h e d t h a t an employee has 
worked the s tandard work week. This type o f t r a n s i t i o n may a l s o be, 
viewed as a s p e c i a l k ind o f da ta o r i g i n a t i o n . 
The. p r i n c i p l e e f f e c t o f these da ta t r a n s i t i o n s from the po in t o f 
view o f the a n a l y s i s o f a system i s t h a t , i n g e n e r a l , input da ta do not 
su rv ive i n pure form through the system and i n t o the h i g h e r l e v e l r e ­
p o r t s , except f o r the type one i d e n t i f i c a t i o n d a t a . Ra the r , the h ighe r 
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l e v e l r epor t s c o n s i s t l a r g e l y o f data which have been summarized, com­
p u t e d , and otherwise de r ived through the t r a n s i t i o n s o f input d a t a . 
T h e r e f o r e , the a n a l y s i s t echn ique must be such t h a t these t r a n s i t i o n s 
are e x p l i c i t l y r ecogn ized and proper ly t r e a t e d . 
A M a t e r i a l s Flow System Analogy 
S ince phase I o f the current research i s based on a p r i o r work 
done i n the a rea of m a t e r i a l s flow sys t ems , i t i s f r u i t f u l t o b r i e f l y 
d i s c u s s these sys t ems , and to draw an analogy between a m a t e r i a l s con­
t r o l system and an in format ion p roces s ing sys tem. I t w i l l l a t e r be 
shown tha t the analogy f a i l s at c r i t i c a l p o i n t s , which fu rn i sh a b a s i s 
f o r f u r the r refinement ' . 
The m a t e r i a l s f low system i s c h a r a c t e r i z e d by input- t o the system 
i n the medium of raw m a t e r i a l s and purchased p a r t s , i n t e rmed ia te s t a g e s 
of sub-assembly and assembly, commonly denoted by the term " i n - p r o c e s s 
i n v e n t o r y , " and f i n a l s t a g e s o f f i n i s h e d produc t . In a d d i t i o n , some o f 
the in te rmedia te assembl ies may be s o l d as such fo r replacement pur­
poses , or f o r use by o the r manufacturers f o r purposes o f fu r the r 
assembly. 
The computation u s u a l l y a s s o c i a t e d with t h i s system i s c a l l e d 
the " m a t e r i a l s requirement d e t e r m i n a t i o n . " Given a p roduc t ion f o r e c a s t 
or schedule i n terms o f f i n i s h e d products and s a l e a b l e i n t e r m e d i a t e s , 
the t ask i s t o compute the amount o f raw m a t e r i a l and purchased p a r t s , 
and the number o f a s s e m b l i e s , s u b - a s s e m b l i e s , s u b - s u b - a s s e m b l i e s , e t c . , 
which w i l l be r equ i red i n order t o support the product ion commitments. 
As a manual t a s k , t h i s computation i s one which i s t e d i o u s , 
56 
e r r o r - p r o n e , and e x p e n s i v e . I t was t he re fo re one o f the f i r s t , a f t e r 
the p a y r o l l , to be cons idered as a punch-card a p p l i c a t i o n when such 
equipment became a v a i l a b l e . The IBM C o r p o r a t i o n , r e a l i z i n g the broad 
requirement , s e v e r a l yea r s ago developed the s o - c a l l e d " e x p l o s i o n " 
t e c h n i q u e , which used the a b i l i t i e s o f conven t iona l card equipment t o 
do t h i s t a s k . While t h i s card " e x p l o s i o n " was a major improvement over 
manual methods, and made e f f e c t i v e use o f then a v a i l a b l e equipment, the 
technique had one inherent f law, . This was t h a t each l e v e l o f assembly 
r equ i r ed a s e p a r a t e , s e q u e n t i a l "pass" through the p roces s ing equipment, 
s t a r t i n g with the f i n i s h e d product and ending with the raw m a t e r i a l s and 
purchased p a r t s . This a l s o i m p l i e d t h a t the order and s t r u c t u r e o f the 
m a t e r i a l s system be c a r e f u l l y determined, and t h a t the l e v e l o f ent ry o f 
each component be c a r e f u l l y s p e c i f i e d i n advance o f the computat ion. 
This de te rmina t ion was u s u a l l y made by t e d i o u s manual methods, and 
u s u a l l y by eng inee r ing personne l who could understand drawings and b i l l s 
o f m a t e r i a l . 
With the advent o f s t o r ed program d i g i t a l computers , i t was 
n a t u r a l t o u t i l i z e the h i g h e r p roces s ing speeds and improved machine 
l o g i c to improve the method. However, the same inheren t problem o f 
m u l t i p l e p a s s e s , one f o r each l e v e l , remained, due t o the i n a b i l i t y 
t o l o g i c a l l y r e l a t e the s e v e r a l l e v e l s o f assembly. At the present 
time almost a l l p r o c e s s i n g i s done by t h i s t e c h n i q u e , however, de sp i t e 
the l i m i t a t i o n s i n v o l v e d . 
As c i t e d i n Chapter I I , Vazsonyi (30) developed and repor ted 
the s o - c a l l e d " G o z i n t o " method o f m a t e r i a l s requirements de t e rmina t ion , 
whi le G i f f l e r (9) improved the technique somewhat and fu rn i shed c e r t a i n 
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e s s e n t i a l p r o o f s . This w r i t e r (3) modi f i ed and r e f i n e d the t echn ique 
f o r the purpose o f m a t e r i a l s requirements d e t e r m i n a t i o n s , and showed 
the f e a s i b i l i t y o f the technique under c e r t a i n c i rcumstances o f assembly 
h i e r a r c h y and computer memory c o n f i g u r a t i o n . 
The analogy between the assembly o f products and the s t r u c t u r e 
o f a bus iness in format ion system i s r e a d i l y drawn. The o r i g i n a t i o n o f 
da ta at some p l a c e where an event t akes p l a c e corresponds t o "raw 
m a t e r i a l . " Data a r i s i n g from o ther systems or e x t e r i o r sources can be 
cons idered as "purchased p a r t s . " Sub-assembl ies i n the p l a n t correspond 
t o work s h e e t s , i n t e rmed ia te r e p o r t s , and working d e c k s , t a p e s , and 
r e c o r d s . Prepared r epo r t s compare to f i n i s h e d p roduc t , and i t , can be 
noted t h a t w i th in the repor t s t r u c t u r e there are l e v e l s i n the same 
sense tha t there are l e v e l s o f assembly. I t should be noted t ha t the 
analogy i s not p e r f e c t , and tha t many c i rcumstances a r i s i n g i n a da ta 
system do not f i n d a counterpar t i n the m a t e r i a l s sys tem. However, these 
d i f f i c u l t i e s w i l l be d i s cus sed and t r e a t e d i n a l a t e r s e c t i o n . In t h i s 
s e c t i o n , i t w i l l only be noted tha t the b a s i c " G o z i n t o " t e c h n i q u e , wi th 
some m o d i f i c a t i o n s o f computa t iona l procedure d i s c u s s e d i n Chapter I V , 
can reproduce the r e s u l t s o f Homer and Lieberman with f u l l p r e s e r v a t i o n 
of system r e l a t i o n s h i p s and improvement o f computa t ional n i c e t y . 
C r i t i c i s m of P r i o r Work and o f Current Phase I Work 
The Homer-Lieberman Models 
In the L i t e r a t u r e Survey , c e r t a i n c r i t i c i s m s o f the Lieberman 
model were made by Homer, and Homer proposed two methods t o a l l e v i a t e 
these d i f f i c u l t i e s . These methods represent a vas t improvement over 
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the b a s i c technique o r i g i n a t e d by Lieberman, by e l i m i n a t i n g the problem 
of n o n - c o n f o r m a b i l i t y o f m a t r i c e s , and indeed , by the e l i m i n a t i o n o f the 
n e c e s s i t y f o r performing a whole s e r i e s o f ma t r ix m u l t i p l i c a t i o n s . In 
a d d i t i o n , the b e n e f i t s c la imed are f o r the most par t d e s i r a b l e ones . 
However, some o f Homer's c i t e d b e n e f i t s " warrant some d i s c u s s i o n . 
In b e n e f i t s one and f o u r , the po in t i s made tha t the analySst need 
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not spend time in o rder ing d a t a , nor i n c l a s s i f y i n g the r epo r t s i n t o 
l e v e l s i n order tha t the computation technique w i l l f u n c t i o n . Th i s i s 
q u i t e t r u e . On the o the r hand, i n a r e a l s i t u a t i o n , i t i s d e s i r a b l e t o 
know the r epo r t l e v e l s , and an order ing o f the data i s very h e l p f u l i n 
unders tanding the system under s t u d y . I t i s s i g n i f i c a n t t o note tha t 
Homer, i n h i s example, d id order the sequence o f da ta and r epor t s wi th 
r e spec t t o t h e i r l e v e l s , even whi le p o i n t i n g out tha t i t was not n e c e s ­
sary t o the p roces s ing o f h i s model . 
In b e n e f i t s i x , a procedure i s o u t l i n e d by means o f which i n t e r ­
mediate r e s u l t s can be o b t a i n e d . Th i s i s not seen t o be a b e n e f i t , but 
r a t h e r a l o s s o f in fo rmat ion over the b a s i c Lieberman t e c h n i q u e . While 
i t i s t rue tha t the in fo rmat ion can be r e c o v e r e d , i t r e q u i r e s a d d i t i o n a l 
computa t ion , which tends t o reduce the e f f e c t i v e n e s s o f the model . 
In b e n e f i t f i v e . , and i n b e n e f i t two, the s i m p l i c i t y and ease o f 
computation a re c i t e d . I t i s t rue tha t the method i s an improvement 
over the mat r ix m u l t i p l i c a t i o n method. However, the performance o f 
column o p e r a t i o n s , w h i l e not d i f f i c u l t , i s t ime consuming, and would 
be t ed ious f o r o the r than a t r i v i a l problem. While i t i s t r ue tha t the 
* See Chapter I I , page 31. 
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t echn ique could be programmed f o r a d i g i t a l computer, i t would r equ i re 
e x t e n s i v e memory search t echn iques which would be d i f f i c u l t t o program 
and time-consuming to opera te„ 
Perhaps the g r e a t e s t c r i t i c i s m of the technique i s t h a t much o f 
the da ta i s l o s t , i n the computat ion, and because of the l a c k o f o rde r ­
i n g (un less p a r t i c u l a r e f f o r t i s made to do s o ) , the r e s u l t s are d i f f i ­
c u l t t o i n t e r p r e t . In a d d i t i o n , a f t e r the S mat r ix i s formed, a search 
o f the mat r ix i s d e s i r a b l e , i f not r e q u i r e d , i n order t o e l i m i n a t e non-
a p p l i c a b l e or e r roneous ly i n c l u d e d da ta from the m a t r i x . 
In view of the fo rego ing c r i t i c i s m s , i t i s then d e s i r a b l e to 
develop a technique and computa t ional scheme which w i l l meet Homer's 
o r i g i n a l o b j e c t i o n s t o Lieberman 's model, to ach ieve the b e n e f i t s i n ­
herent i n Homer's model, and to g a i n such o ther b e n e f i t s as may be p o s ­
s i b l e . The model developed i n Chapter IV i s one such t e c h n i q u e . 
The Phase I Model 
While the Phase I Model t o be presented i n Chapter IV w i l l a l l e ­
v i a t e many o f the shor t -comings o f the Homer-Lieberman models , s e v e r a l 
o the r c r i t i c i s m s p e r t a i n uniformly t o both the p r i o r models and the 
Phase I model . S i n c e the ref inements i n l a t e r chapters w i l l be; a t t ached 
to the model proposed by t h i s w r i t e r , however, the c r i t i c i s m s w i l l be 
d i scussed i n the l i g h t o f t h i s l a t t e r model. 
The two e s s e n t i a l c r i t i c i s m s o f the b a s i c a l g o r i t h m i s t h a t no 
. d i s t i n c t i o n i s made o f data t y p e , and t h a t no p r o v i s i o n i s made f o r 
r e c o g n i t i o n o f the da ta t r a n s i t i o n s which a r i s e i n the p r o c e s s i n g . 
These shortcomings r e s u l t i n a f i n a l s o l u t i o n m a t r i x , S , which does 
not g i v e an adequate r ep re sen t a t i on o f the system under s t u d y , and which 
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i n f a c t may be m i s l e a d i n g . 
A 
A p r i n c i p a l e f f e c t on the S . mat r ix i s t ha t redundancy tends t o 
be o v e r s t a t e d f o r a l l th ree types o f d a t a . The i n a b i l i t y , t o r ecogn ize 
type one data a l s o l eads t o a t t a c h i n g undue.importance to necessa ry 
d u p l i c a t i o n o f i d e n t i f i c a t i o n da ta . The i n f l a t e d i n d i c a t i o n o f redun­
dancy r e s u l t s from the f a c t tha t the model as c o n s t i t u t e d c a r r i e s through 
the system da ta which i n f a c t have been l o s t due to one o f the t r a n s i ­
t i o n s having taken p l a c e . 
The second e f f e c t on the S matr ix brought on by t h i s same f a i l u r e 
t o r ecogn ize da ta t r a n s i t i o n s i s tha t upper l e v e l s i n d i c a t e the presence 
o f in fo rmat ion which i n f a c t i s not a v a i l a b l e from the repor t i n ques ­
t i o n . I t i s t r ue t ha t the data may have been requ i red i n the repor t 
p r e p a r a t i o n , but they do not appear i n the repor t as such . In t h i s 
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s e n s e , the S mat r ix i s m i s l e a d i n g , and can l e a d t o erroneous c o n c l u ­
s ions i n the systems d e s i g n . 
The f a i l u r e t o r ecogn ize da ta t r a n s i t i o n s has a l s o r e s u l t e d i n a 
model which cons ide r s only the e x t e r n a l r epor t s o f the sys t em, and which 
has n e g l e c t e d e n t i r e l y the more voluminous i n t e r n a l r e p o r t s , working 
p a p e r s , summary d e c k s , t ape r e c o r d s , e t c . The volume and number o f 
these l a t t e r i s f r equen t ly much g r e a t e r than the pub l i shed r e p o r t s , and 
are ext remely important i n des ign ing a w e l l f u n c t i o n i n g sys tem. Some 
o f t h i s p r i o r omission can be r e c t i f i e d by merely making a more d e t a i l e d 
a n a l y s i s , but r e c o g n i t i o n o f da ta t r a n s i t i o n type i s necessa ry f o r f u l l 
i n c l u s i o n o f these important c o n s i d e r a t i o n s i n the systems a n a l y s i s . 
Some o f the types o f t r a n s i t i o n s l e a d t o s p e c i f i c d i f f i c u l t i e s 
o f computation or i n t e r p r e t a t i o n of the S m a t r i x . These are d e t a i l e d 
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below: 
1. As p r e v i o u s l y i n d i c a t e d , s e v e r a l o f the t r a n s i t i o n types 
l e a d to overs ta tements o f redundancy. This occurs on changing o f data 
from type two t o type t h r e e , t e r m i n a t i o n , summarizat ion, and computa-^ 
t i o n . Redundancy from the f i r s t two t r a n s i t i o n s i s o f a f a i r l y s imple 
nature i n t h a t an i n d i c a t i o n o f the changed or t e rmina ted data i s c a r -
i A 
r i e d through i n t o the h i g h e r l e v e l repor t s t r u c t u r e as shown i n the S 
m a t r i x . Redundancy i n d i c a t i o n s from summarization and computation i s 
more ma l ignan t , i n t ha t i t compounds much more r a p i d l y . For example , i f 
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f i v e d a i l y r epor t s are summarized i n t o a weekly t o t a l , the S mat r ix w i l l 
g i v e the i n d i c a t i o n t h a t the f i n a l repor t i n c l u d e s f i v e d a i l y f i g u r e s ; 
i t may con t a in none whatsoever . 
2 . S to red data c r e a t e s the problem o f n o n - t r i a n g u l a r i t y , or 
c y c l i n g , i n the S m a t r i x . For example , presume tha t a repor t R^ , con­
t a i n i n g weekly p a y r o l l t o t a l s , i s s t o r ed fo r a week, then r e t r i e v e d i n 
order t o use the p r i o r week's t o t a l as a comparison f o r the current 
week's p a y r o l l t o t a l on the cur ren t week 's R^ r e p o r t . This would r e s u l t 
i n the incompa t ib l e d e s c r i p t i o n tha t repor t R^ i s r equ i r ed f o r the p rep ­
a r a t i o n o f repor t R ^ . Th i s i s t rue i n a s e n s e , but the a n a l y s i s t e c h ­
nique must r ecogn ize tha t l a s t week 's repor t i s not the same e n t i t y as 
the current r e p o r t . They are a l i k e i n data format , but e n t i r e l y d i f ­
fe ren t i n da ta c o n t e n t . 
3 . There i s danger t h a t t i m e - g e n e r a t e d , occu r r ence -gene ra t ed , 
and cons tan t data may not be p roper ly r e c o g n i z e d , and tha t t h e i r e f f e c t 
on the system may be l o s t . Th is d i f f i c u l t y i s l a r g e l y one o f care i n 
examinat ion and d e s c r i p t i o n of the system r a the r than inadequacy o f the 
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mathemat ica l model. I t should be no ted , however, t ha t the examinat ion 
of occur rences t o determine whether the c r i t e r i a f o r gene ra t ion o f data 
has been met may appear t o cause redundant use o f the in format ion when 
such i s not r e a l l y the c a s e . 
In a d d i t i o n t o the d i f f i c u l t i e s caused by data types and data 
t r a n s i t i o n s , there are fu r the r d i f f i c u l t i e s a r i s i n g from the nature o f 
a n a l y s i s d e s i r e d . The S* mat r ix shows e s s e n t i a l l y f o r each repor t the 
lower l e v e l r epo r t s and input data which are p r e r e q u i s i t e f o r the prepa­
r a t i o n o f the g iven r e p o r t , o r , t o s t a t e i t i n another way, the lower 
l e v e l r epor t s and da ta which the upper l e v e l repor t i s "composed o f . " 
While t h i s i s impor tan t , i t i s a l s o important f o r the a n a l y s t t o have a 
c o n c i s e s ta tement , p r e f e r a b l y i n the same format , o f the a c t u a l da ta 
content o f each r e p o r t . In the present form, the S } , { mat r ix not only does 
not con t a in t h i s i n f o r m a t i o n , but i s mi s l ead ing i n t h i s r e spec t i n tha t 
i t i n d i c a t e s "composed of" in fo rmat ion which may be e r roneous ly i n t e r ­
p re ted as be ing "con ta ined i n " i n fo rma t ion . 
A very frequent da ta p roces s ing opera t ion i s tha t o f "match-
merging" wherein two r epo r t s ( u s u a l l y i n card or tape form) are c o l l a t e d , 
or merged i n t o p h y s i c a l or concep tua l j u x t a p o s i t i o n by the dev ice o f 
matching type one data between the two r e p o r t s . For example , one input 
card may con ta in a p a y r o l l number and the number o f hours worked. An 
i n t e r n a l master record i s mainta ined which con t a in s p a y r o l l number, 
r a t e o f pay , and department number. A match-merge i s performed, com­
pa r ing the two f i l e s on p a y r o l l number, and p h y s i c a l l y p l a c i n g t o g e t h e r 
each master card with the a s s o c i a t e d t r a n s a c t i o n c a r d ( s ) c o n t a i n i n g the 
same p a y r o l l number. This opera t ion produces a very g rea t i n d i c a t i o n 
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of redundancy o f the i d e n t i f i c a t i o n number, when i n f a c t only a s i n g l e 
s tatement o f the i d e n t i f i c a t i o n i s c a r r i e d forward through the sys tem. 
This f a c t lends fu r the r credence t o the prev ious statement tha t apparent 
redundancy o f type one da ta i s not n e c e s s a r i l y a cause f o r conce rn . 
A fu r the r c a u s e ; o f d i f f i c u l t y i n u s ing the e x i s t i n g a lgor i thms 
l i e s i n the f a c t t ha t i n d e f i n i n g the r e l a t i o n s h i p s which e x i s t between 
da ta e l emen t s , the re i s no s i n g l e , unique way i n which a g iven informa­
t i o n system must be viewed. Depending upon the c i r c u m s t a n c e s , and, un­
f o r t u n a t e l y , the po in t o f view o f the a n a l y s t , the re are s e v e r a l view­
p o i n t s which might be t a k e n . For example , one might choose to look at 
a g iven system as a h i e r a r chy o f r e p o r t s , wi th only secondary c o n s i d e r a ­
t i o n g iven t o the da ta and computations i n v o l v e d . A g a i n , the same system 
might be viewed with primary emphasis p l a c e d on the da ta c o n t e n t , and 
secondary c o n s i d e r a t i o n o f the s p e c i f i c documents and r epo r t s upon which 
the data appears . A t h i r d viewpoint might emphasize the o r g a n i z a t i o n a l 
a s p e c t s o f the system, with p r i n c i p a l a t t e n t i o n g iven t o the o r g a n i z a ­
t i o n a l l e v e l r e s p o n s i b l e fo r repor t p r e p a r a t i o n . In p r a c t i c e , a l l o f 
these p o i n t s o f view are used* f r equen t ly on the same s t u d y . 
U n f o r t u n a t e l y , the d i f f e r e n c e i n viewpoint can be r e f l e c t e d i n 
a d i f f e r e n c e of d e f i n i t i o n of the r e l a t i o n s h i p s between systems 
e lements . S i n c e the S and S mat r i ces are func t ions o f the d e f i n i n g 
r e l a t i o n s h i p s , t h i s means tha t the d i f f e r e n c e i n viewpoint can be r e ­
f l e c t e d by r e a l d i f f e r e n c e in the f i n a l S m a t r i x . In o the r words, 
there i s no assurance tha t S o f f e r s a unique r e p r e s e n t a t i o n o f the 
system under s t u d y . 
Based on the fo rego ing d i s c u s s i o n , the ref inement o f the model 
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fo r systems a n a l y s i s must then permit and indeed demand tha t proper 
r e c o g n i t i o n be g iven t o da ta types and data t r a n s i t i o n s . In a d d i t i o n , 
t h i s r e f i n e d technique must a l s o provide means o f e l i m i n a t i n g or m i n i ­
miz ing the o the r noted c r i t i c i s m s . Refinements w i l l f a l l , i n g e n e r a l , 
i n t o two r e l a t e d c a t e g o r i e s : 
1. Improved d e f i n i t i o n o f r e l a t i o n s h i p s between data systems 
e l emen t s , by r e c o g n i t i o n o f the t y p e s o f data and o f data t r a n s i t i o n s . 
These d e f i n i t i o n s w i l l be made i n the next s e c t i o n o f t h i s chap t e r . 
2 . Development o f a lgor i thms which w i l l permit the i n c l u s i o n 
o f these new d e f i n i t i o n s , and which a l s o fu rn i sh a means f o r systems 
a n a l y s i s on a b a s i s o f the content o f r epo r t s i n a d d i t i o n t o the former 
s o l e b a s i s o f composi t ion o f r epo r t s . Th is development w i l l be the 
sub jec t o f Chapters V and VI. 
R e l a t i o n s h i p s Between Systems Elements 
C o n s i d e r a t i o n of the b a s i c data t y p e s , data t r a n s i t i o n s , and 
the e s s e n t i a l nature o f in format ion systems i n d i c a t e s t h a t the r e l a t i o n 
sh ips which e x i s t between systems elements may be p l a c e d i n t o th ree 
c a t e g o r i e s , r a the r than the s i n g l e ca tegory assumed i n the p r i o r work 
and i n the current phase I work. Before d e s c r i b i n g these three c a t e ­
g o r i e s i t i s d e s i r a b l e , however, t o de f ine the term "system e lement" 
more r i g o r o u s l y . 
D e f i n i t i o n of System Element: 
1. By "simple e lement" wi l l , be meant any p i e c e o f recorded data 
n u m e r i c a l , a l p h a b e t i c a l , or s y m b o l i c , which e x i s t s i n the system as an 
i n p u t , ou tpu t , or i n t e rmed ia t e p i e c e o f d a t a , r e g a r d l e s s o f . t h e form o f 
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r e c o r d i n g . 
2 . By "compound e lement" w i l l be meant any r e p o r t , form, docu­
ment, c a r d , t a p e , or d isk r ecord o f any nature c o n t a i n i n g one or more 
p i e c e s o f recorded data (s imple e l e m e n t s ) , and from which the s imple 
elements can be recovered and made meaningful t o humans without a r i t h ­
met ic computat ion. 
3. Where i t i s not necessary t o d i s t i n g u i s h between s imple and 
compound e l emen t s , the term "system e lement" or s imply "element" w i l l 
be used . 
By the above , a record kept on magnet ic tape o f each employee 
would be a compound element., and each i n d i v i d u a l p i ece o f da ta w i t h i n 
t h i s r e c o r d , such as p a y r o l l number, name, add re s s , wage r a t e , e t c . , 
would be a s imple e lement . However, the f i g u r e "Average weekly pay 
f o r the pas t s i x weeks ," i f i t r equ i r ed a computation based on s imple 
elements s to red w i t h i n t h i s record as opposed t o be ing a l ready s t o r e d , 
would not be a system e lement . 
D e f i n i t i o n s o f Systems R e l a t i o n s 
The three c a t e g o r i e s o f r e l a t i o n s h i p between systems elements 
may now be desc r ibed and de f ined . The r e l a t i o n s h i p impl i ed i n the 
Homer-Lieberman models and i n the Phase I model i s e s s e n t i a l l y a r e ­
l a t i o n s h i p o f compos i t ion . That i s , the r e l a t i o n s h i p merely i n d i c a t e s 
t h a t a system element of lower order i s r equ i red fo r the p repa ra t ion 
o f an element o f h i g h e r o rder . There i s no i m p l i c a t i o n o f computa t ion , 
nor o f change o f data type from type two t o type t h r e e . This r e l a t i o n ­
sh ip w i l l be d e f i n e d , f o r the r e f i n e d a l g o r i t h m s , as a "prime r e l a t i o n . " 
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D e f i n i t i o n o f Prime R e l a t i o n . By prime r e l a t i o n w i l l be under­
s tood tha t r e l a t i o n s h i p which i n d i c a t e s t ha t an element a t some g iven 
l e v e l o f a da ta system i s merely r equ i r ed for the p repa ra t ion o f some 
h ighe r l e v e l e lement . By t h i s d e f i n i t i o n , a l l data input i s p r ime , as 
w e l l as some elements at h i g h e r l e v e l s . 
D e f i n i t i o n o f Concomitant R e l a t i o n . A second ca tegory o f r e l a ­
t i o n s h i p i n v o l v e s computed d a t a , and the t r a n s i t i o n of type two data t o 
type three da t a . In t h i s r e l a t i o n s h i p , one or more s imple elements 
undergo a t r a n s i t i o n , e i t h e r from type two t o type th ree d a t a , or 
through the ope ra t ion o f some a r i t h m e t i c p rocess or l o g i c p rocess . In 
t h i s p r o c e s s , a new p i e c e o f data i s c r e a t e d , and some or a l l o f the 
lower l e v e l data may be l o s t . An important f a c t o r i n a r e l a t i o n o f t h i s 
sor t i s t ha t i t always occurs i n con junc t ion with the p repa ra t ion of a 
compound element ( record or r epo r t ) o f some s o r t . I t has t he re fo re been 
def ined as a "concomitant r e l a t i o n . " 
By concomitant r e l a t i o n w i l l be understood t h a t r e l a t i o n s h i p which 
occurs dur ing the p repa ra t ion o f a record or repor t wherein an a r i t h m e t i c 
ope ra t ion i n v o l v i n g simple e3.ements o f an order lower than t h e l e v e l of 
the element be ing prepared , or wherein a t r a n s i t i o n from type two t o 
type three da ta t akes p l a c e . The c o n s t i t u e n t elements of the computa­
t i o n , or the type two data from which the. type th ree data were i n f e r r e d 
may or may not a l s o appear i n the new compound element be ing d e r i v e d . 
I f they do appear , they w i l l a l s o bear prime r e l a t i o n s h i p s . 
D e f i n i t i o n o f D e l e t i o n R e l a t i o n . The s i t u a t i o n f r equen t ly a r i s e s 
i n an in format ion system tha t a r eco rd , document, or repor t which i s used 
fo r the p repa ra t ion o f a h ighe r l e v e l element con ta ins more b a s i c e l e -
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ments than are r e q u i r e d . I n t h i s c a s e , the necessa ry in fo rma t ion i s e x ­
t r a c t e d from the lower l e v e l r e p o r t , and the unwanted da ta are t e rmina­
t e d , or from the po in t o f view o f the ba l ance o f the sys tem, are d e l e t e d . 
Therefore a t h i r d ca tegory o f r e l a t i o n s h i p i s d e f i n e d , c a l l e d a " d e l e ­
t i o n r e l a t i o n . " 
By d e l e t i o n r e l a t i o n w i l l be understood t h a t r e l a t i o n s h i p which 
e x i s t s when an element from a lower l e v e l i s brought t o a h i g h e r l e v e l 
by v i r t u e o f be ing inc luded w i t h i n a compound element which i s r equ i red 
a t a h i g h e r l e v e l , but which i n i t s e l f does not become.an i n t e g r a l par t 
o f the h ighe r l e v e l . 
A d e l e t i o n r e l a t i o n i s a n e g a t i v e r e l a t i o n s h i p , and even more 
s t r o n g l y , i s a b l o c k i n g r e l a t i o n s h i p , i n t h a t i t i s used t o i n d i c a t e 
t ha t an element i s t e r m i n a t e d , a b s o l u t e l y and f i n a l l y , on a g iven rou te 
through the sys tem. T h i s r e l a t i o n s h i p w i l l prevent a f a l s e i n d i c a t i o n 
o f a g iven p i e c e o f in fo rmat ion be ing a v a i l a b l e on a repor t when i n f a c t 
i t was only used at a lower l e v e l . 
As w i l l be shown i n Chapters V and V I , t he proper use o f the prime 
and concomitant r e l a t i o n s w i l l e l i m i n a t e much o f the f a l s e redundancy 
i n d i c a t i o n s i n the S* m a t r i x , and w i l l produce a ma t r ix t h a t r ep re sen t s 
the system under s tudy on a "composed of" b a s i s . The use o f a l l t h r e e 
types o f r e a l t i o n s w i l l r e s u l t i n a f i n a l m a t r i x , S ' * , which w i l l repre:-
sent the system on a "con ta ined i n " b a s i s . 
Rules f o r Treatment o f Data Types and T r a n s i t i o n s 
With the r e l a t i o n s d e f i n e d , r u l e s "can now be g i v e n f o r t reatment 
o f the th ree da ta types and the s e v e r a l types o f data t r a n s i t i o n s . 
1. I t i s not necessa ry t o make formal d i s t i n c t i o n between the 
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th ree types o f d a t a . The de f ined r e l a t i o n s h i p s w i l l enable adequate 
a n a l y s i s t o be made. Type one data w i l l g i v e f a l s e i n d i c a t i o n s of r e ­
dundancy, but s i n c e t h i s f a c t o r can be r e a d i l y checked , i t i s not f e l t 
d e s i r a b l e t o take the s t ep t o e l i m i n a t e i t . * 
2 . The use of prime r e l a t i o n s i s s t r a i g h t f o r w a r d , and can be 
a p p l i e d accord ing t o the d e f i n i t i o n , no t ing t h a t a l l input has a prime 
r e l a t i o n t o the compound element on which i t i s r ecorded . 
3 . The f o l l o w i n g t r a n s i t i o n s can be c l a s s e d as concomitant : 
a . Changes from type two t o type t h r ee d a t a . 
b . Summariza t ions . 
c . Computa t ions . 
d . Wi th in -p roces so r g e n e r a t i o n . 
e . Occur rence-genera ted d a t a . 
M-. The f o l l o w i n g t r a n s i t i o n s may be t r e a t e d as d e l e t i o n r e l a ­
t i o n s i f the d e f i n i t i o n i s met: 
a . The type two data when a t r a n s i t i o n t o type th ree 
has been made. 
b . Data t e r m i n a t i o n s . 
c . Summariza t ions . (The undes i red f a c t o r s . ) 
d . Computa t ions . (The undes i red f a c t o r s . ) 
e . Wi th in -p rocessor g e n e r a t i o n . 
f . Occurrence-genera ted d a t a . 
* The redundancy o f type one da ta i s caused p r i m a r i l y by the 
f a c t o f merge o p e r a t i o n s , as p r e v i o u s l y d i s c u s s e d . I f one d e s i r e d t o 
e l i m i n a t e t h i s redundancy, the j u d i c i o u s use of concomitant r e l a t i o n s 
would do s o . However, t h i s r e sea rche r f e e l s t h a t the i n d i c a t i o n o f 
number o f merges i s d e s i r a b l e as a measure o f system c o m p l e x i t y . 
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5. Time-generated da ta should be t r e a t e d as input d a t a , but may 
then be sub jec ted t o the d e l e t i o n r e l a t i o n i f the d e f i n i t i o n i s s a t i s ­
f i e d . 
6 . System cons t an t s should be t r e a t e d as input d a t a , and may 
then be sub j ec t ed t o the concomitant and d e l e t i o n r e l a t i o n s i f the 
d e f i n i t i o n s are s a t i s f i e d . 
7 „ Data which are s t o r e d , then r e t r i e v e d a f t e r a f i x e d time t o 
ac t as comparat ive da ta should be t r e a t e d as new i n p u t , and should 
the re fo re be g iven a d i f f e r e n t d e s i g n a t i o n in the a n a l y s i s from tha t 
which obta ined when the element was s t o r e d . 
Use o f the New Techniques 
I t i s d e s i r a b l e at t h i s j unc tu re t o g i v e a gene ra l overview of 
the phases of a t y p i c a l a n a l y s i s us ing the a lgo r i thms t o be deve loped , 
so t h a t these a lgo r i t hms may be viewed in the broader contex t o f s y s ­
tems a n a l y s i s . I t should be noted tha t the a lgo r i thm presented i n 
Chapter IV i s not in tended fo r a p p l i c a t i o n , but i s only a developmental 
s tep l e a d i n g t o the r e f i n e d a lgor i thms presented i n l a t e r c h a p t e r s . 
1. The f i r s t a n a l y s i s s tep i s t h a t of i d e n t i f i c a t i o n o f the 
systems elements and d e f i n i t i o n o f the system r e l a t i o n s , t o g e t h e r with 
t h e i r q u a n t i f y i n g symbols which w i l l be in t roduced i n Chapter V . The 
sources o f in fo rmat ion are the usua l ones encountered i n data systems 
s t u d y - - t h e r e p o r t s , documents, and records t h e m s e l v e s , procedures man­
u a l s , e x i s t i n g flow c h a r t s , and the l i k e . Note t h a t i t i s n o t _ n e c e s ­
sary t o prepare flow cha r t s of the sys tem, nor i s i t necessary t o d i s ­
p lay the r e l a t i o n s h i p s i n mat r ix form i n a c t u a l p r a c t i c e . In some 
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c a s e s , such v i s u a l d i s p l a y s may be u s e f u l concep tua l a i d s , however. 
2 . Card decks c o n t a i n i n g the s p e c i f i c a t i o n o f the system r e l a ­
t i o n s are prepared , so t h a t the a lgor i thms can be used fo r mechanica l 
and e l e c t r o n i c computation of the system m a t r i x . Th i s i s a s imple 
c l e r i c a l t a s k , best done by someone o the r than the a n a l y s t . 
3 . The t h i r d s tep i s t o perform the necessa ry computations o f 
the a lgo r i t hms t o be presen ted i n Chapter V I . In p r a c t i c e , t h i s com­
p u t a t i o n w i l l be e n t i r e l y by mechanica l and e l e c t r o n i c equipment. 
The output w i l l be the S and S ' s o l u t i o n m a t r i c e s , r e p r e s e n t i n g 
r e s p e c t i v e l y a "composed o f " and a "con ta ined i n " a n a l y s i s o f the 
system„ 
4 „ These output ma t r i ce s w i l l then be s c r u t i n i z e d by the 
a n a l y s t . Fur ther comment r e l a t i v e t o the i n t e r p r e t a t i o n t o be p l a c e d 
on these ma t r i ce s w i l l be made i n con junc t ion with the l a t e r p r e s e n ­
t a t i o n o f a numer ica l example. At any r a t e , the a n a l y s i s o f the 
m a t r i c e s w i l l sugges t c e r t a i n a c t i o n s t o the a n a l y s t . The p o s s i b l e 
r e s u l t s o f these a c t i o n s can be s imu la t ed by making appropr ia te changes 
i n the d e f i n i t i o n s o f the system r e l a t i o n s , and recomputat ion o f the 
s o l u t i o n m a t r i c e s . In a complex sys tem, t h i s r e p e t i t i o n may take 
p l a c e s e v e r a l t imes dur ing the des ign and development s t a g e s , as new 
ideas and concepts are i n t r o d u c e d . 
F i n a l l y , a f i rm des ign i s e s t a b l i s h e d , and the f i n a l s o l u t i o n 
ma t r i ce s and the cards r e p r e s e n t i n g the system w i l l f i n d a new r o l e 
as a convenient and c o n c i s e means o f documentation of the system as 
des igned . Furthermore, any r equ i r ed r e d e s i g n may be accomplished with 
a minimum amount of res tudy and r e p r o c e s s i n g . 
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CHAPTER IV 
THE BASIC MODEL 
I n t r o d u c t i o n 
In t h i s c h a p t e r , use w i l l be made o f the analogy drawn i n 
Chapter I I I between a m a t e r i a l s f low system and an in fo rmat ion p r o c ­
e s s i n g system i n order t o modify c e r t a i n work done i n the f i e l d o f 
m a t e r i a l s flow system a n a l y s i s fo r use i n the present c o n t e x t . The 
work o f Vazsonyi (30) and G i f f l e r (9) w i l l be drawn upon and modi f ied 
i n order t o present a mathemat ica l b a s i s f o r the b a s i c model . An a l ­
gori thm w i l l be developed on t h i s mathemat ica l b a s i s , and Homer's (14) 
example w i l l be used t o demonstrate t ha t the b a s i c model developed 
preserves the s o l u t i o n ob ta ined by Homer. F i n a l l y , the b a s i c model 
w i l l be d i s c u s s e d b r i e f l y , p o i n t i n g out i t s b e n e f i t s over the Homer 
t e c h n i q u e . 
The Mathemat ica l B a s i s 
As was d i s c u s s e d i n Chapter I I I , a s t r o n g , but not comple te ly 
v a l i d , ana logy can be drawn between a m a t e r i a l assembly system and an 
in fo rma t ion p r o c e s s i n g sys tem. Indeed , i t i s common p r a c t i c e t o r e p r e ­
sent an in format ion p r o c e s s i n g system g r a p h i c a l l y as a f low diagram or 
f low c h a r t . These flow cha r t s are sub j ec t t o e x a c t l y the same i n t e r p r e ­
t a t i o n and convers ion t o ma t r ix form as V a z s o n y i ' s "Goz in to d iagram" 
shown i n F igure 3 , .and the f low diagram o f G i f f l e r ' s p r e s e n t a t i o n ( 9 , 
p . 4) „ The symbols used i n the f low char t represent the systems e l e -
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merits, whi le the connec t ing l i n e s represent the r e l a t i o n s which e x i s t b e ­
tween the elements . I t i s not usua l i n f low c h a r t s t o express the number 
o f lower l e v e l elements r equ i r ed fo r the next h ighe r l e v e l , but t h i s 
in format ion could r e a d i l y be added i f d e s i r e d . 
An S mat r ix may then be de f ined as a ma t r ix r e p r e s e n t a t i o n o f the 
f low char t o f the in fo rmat ion system under s tudy . The c e l l s . may be 
de f ined as t he number o f t imes a g iven system element i i s used d i r e c t l y 
i n p repa ra t ion o f system element j , which conforms e x a c t l y t o the d e f i -
A 
n i t i o n o f n^_. in- the m a t e r i a l s assembly system. In t h i s b a s i c a l g o ­
r i t h m , i n order to conform t o the p r a c t i c e o f L i e b e r m a n a n d H o m e r , a 
c e l l . w i l l be equa l e i t h e r t o one , i f a r e l a t i o n s h i p e x i s t s , or t o 
zero i f no r e l a t i o n s h i p e x i s t s . Th i s i s an unneeded r e s t r a i n t t o the 
b a s i c a l g o r i t h m , however. 
S i m i l a r l y , the S mat r ix o f the b a s i c a lgo r i t hm corresponds with 
A A 
the T ma t r ix of t he m a t e r i a l s assembly sys tem. The c e l l s s^_. o f S may 
be de f ined as the q u a n t i t y o f i which i s accumulated i n the p r o c e s s i n g 
A A 
per u n i t of j . I t i s a l s o p o s s i b l e to de f ine a consumption r e l a t i o n 
and corresponding ma t r ix C , where the c e l l s c „ represent the t o t a l 
q u a n t i t y o f element i "consumed"in the p repa ra t ion o f element j , e i t h e r 
* The reader i s r e f e r r e d t o the summary o f V a z s o n y i ' s and G i f -
f l e r ' s work presented i n Chapter I I i n comparing the S , S * , and C 
ma t r i ces t o the N , T , and C m a t r i c e s , and to the development in g e n e r a l . 
I t w i l l be shown i n Chapter V tha t the d e f i n i t i o n o f the S* 
and C m a t r i c e s i n t h i s chap te r i s i n a c c u r a t e i n an in format ion p r o c e s ­
s ing sys tem, and t h a t obse rva t ion o f t h i s i naccu racy i s the b a s i s f o r 
ref inement o f the t e c h n i q u e . However, t hese d e f i n i t i o n s must be assumed 
in the b a s i c a lgo r i t hm i n order t o show correspondence t o the t echn iques 
of Homer and Lieberman. 
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d i r e c t l y or i n d i r e c t l y . Th i s mat r ix corresponds d i r e c t l y t o t h e C ma t r ix 
o f G i f f l e r ' s development. 
In j u s t i f i c a t i o n o f the C m a t r i x , Lieberman 's b a s i c n o t i o n can be 
examined. His concept was t o form a s e r i e s o f m a t r i c e s , one f o r each 
l e v e l o f the system under s t u d y . The f i r s t o f t h i s s e r i e s , ma t r ix M g , 
r ep resen t s as rows the i tems o f da t a and as columns the source documents 
upon which they appear . The second m a t r i x , M^, showed the source docu­
ments as rows, the f i r s t l e v e l o f r epor t s as columns. Subsequent 
ma t r i ce s M , M , . . . , M , used t h e column d e s i g n a t i o n o f the p r e c e d -
i n g ma t r ix as row d e s i g n a t i o n , and the r epor t s t o be produced at t h a t 
l e v e l a s column d e s i g n a t i o n s . Lieberman 's t echnique then c o n s i s t s o f 
s u c c e s s i v e m u l t i p l i c a t i o n o f the m a t r i c e s t o ob ta in a s o l u t i o n m a t r i x , 
M = ((...((HH 1)L)L)...)MJ (1) 
S J_ Z O D 
Using t h i s Lieberman techn ique as a po in t o f depar tu re , l e t t he re 
be def ined a s e r i e s of ma t r i ces t o be m u l t i p l i e d t o g e t h e r as above i n 
order t o o b t a i n a f i n a l system mat r ix M. However, l e t the c e l l s o f 
the ma t r i ce s be any a r b i t r a r y i n t e g e r q u a n t i t y , r a t h e r than be ing c o n ­
f i n e d t o zero or one as i n the Lieberman model . 
Assuming a t h r e e - l e v e l sys tem, the ma t r i ce s E , F , and G , shown 
i n Table 9, can be d e f i n e d , with the s m a l l l e t t e r s i n the c e l l s denot ing 
any a r b i t r a r y i n t e g e r s , and the numerals denot ing system elements as 
rows and columns a l s o be ing a r b i t r a r i l y a s s i g n e d . I t would now be an 
* See the summary o f Lieberman 's work i n Chapter I I . 
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easy mat ter t o ob t a in the product ma t r ix M fo r the th ree m a t r i c e s , 
where M = (AB)C = A(BC) = ABC because o f a s s o c i a t i v i t y . 
Leaving Lieberman 's model, l e t now the same data be d i s p l a y e d 
i n a s i n g l e S m a t r i x , accord ing t o the p r i o r d e f i n i t i o n o f S . A l s o , 
l e t S be p a r t i t i o n e d as shown i n Table 10 . 
Table 9 . Mat r i ces E , F , and G 
E = 
a b e 
d e f 
3 






G = 7 
9 10 11 
p q r 
s t u 
V w x 
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Table 10.- S Mat r ix ( P a r t i t i o n e d ) 
11 10 9 8 7 6 5 4 3 2 1 11 0 0 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 0 
8 X w V 0 0 0 0 0 0 0 0 
7 u t s 0 0 0 0 0 0 0 0 
6 r q p 0 0 0 0 0 0 0 0 
5 0 0 0 o n m 0 0 0 0 0 
4 0 0 0 I k j 0 0 0 0 0 
3 0 0 0 i h g 0 0 0 o 0 
2 0 0 0 0 0 0 f e d 0 0 
1 0 0 0 0 0 0 c b a 0 0 
I t can be immediately r ecogn ized t ha t the p a r t i t i o n i n g o f S i n 
Table 10 r e s u l t s i n a 4 x 4 p a r t i t i o n e d matr ix , where the o r i g i n a l 
E , F , and G mat r i ces are con ta ined wi th in the p a r t i t i o n e d m a t r i x . This 
can be d i s p l a y e d a s : 
0 0 0 0 
G 0 0 0 
) (2) 
0 F 0 0 
0 0 E 0 
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Now, by the ord inary r u l e s o f mat r ix m u l t i p l i c a t i o n and a d d i t i o n , 
the f o l l o w i n g ma t r i ce s can be ob ta ined : 
-
0 0 0 0 
0 0 0 0 
FG 0 0 0 
0 EF 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
EFG 0 0 0 
(3) 
(4) 
(0) ( N u l l ) (5) 
s + s2 + s3 
p p p 
0 0 0 0 
G 0 0 0 
FG F 0 0 
EFG EF E 0 
(6) 
3 
I t i s now noted t h a t the product EFG found i n i s p r e c i s e l y 
the o b j e c t i v e o f the m u l t i p l i c a t i o n i n the Lieberman model , and i s 
t he r e fo r e a l s o the s o l u t i o n space i n Homer's model. In a d d i t i o n , the 
2 
products EF and FG i n are seen to be the t w o - l e v e l r e l a t i o n s h i p s o f 
the sys tem, wh i l e the s i n g l e l e v e l r e l a t i o n s h i p s are preserved i n the 
S - m a t r i x . I f the i n d i c a t e d m u l t i p l i c a t i o n s of E , F , and G were p e r -
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formed, and the results inserted in the right-hand side of Equation 6, 
the r e s u l t would then meet p r e c i s e l y the d e f i n i t i o n given for the C 
m a t r i x . 
The re fo re , by e x t e n s i o n , the r e l a t i o n s h i p 
C = S t S 2 + S 3 + . . . + S m (7) 
ft 
must h o l d , where m i s the number o f l e v e l s i n the system under s tudy . 
ft 
The d e f i n i t i o n of the ma t r ix S now permi ts the obse rva t ion t h a t : 
ID 
c . . i f i ¥ j 
(8) 
1 + c . .» i f i = j 13* J 
from which 
ft 
S = I + C 
S" = I + S + S 2 + . . . + S m (9) 
( I - S ) S " = ( I - S).(I + S + S2 + , . . + sm) 
and con t inu ing by s t eps i d e n t i c a l t o those i n the m a t e r i a l systems 
c a s e , the c o n c l u s i o n may be reached tha t 
S " = ( I - S ) " 1 (10) 
* The fo rego ing argument he lps t o c l a r i f y the statement made by 
G i f f l e r r e l a t i v e t o the C and N m a t r i c e s , Equat ion 9 , Chapter I I . 
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i f the inve r se e x i s t s . S ince S i s s t r i c t l y t r i a n g u l a r , ( I - S) must be 
t r i a n g u l a r . In a t r i a n g u l a r m a t r i x , the determinant i s equa l t o the 
product o f the d iagona l e l emen t s , t h e r e f o r e , s i n c e the determinant of 
( I - S ) = 1 , the mat r ix i s n o n - s i n g u l a r , and ( I - S) ^ e x i s t s . 
In summary, i t i s seen tha t the s o l u t i o n of Lieberman and t h e r e -
fore o f Homer i s imbedded wi th in the more g e n e r a l s o l u t i o n o f the S - S 
A 
matr ix r e l a t i o n s h i p . Furthermore, the S , C , and S mat r i ces represent 
the in format ion system i n the same sense as the s e r i e s o f ma t r i ces o f 
Lieberman, and the two m o d i f i c a t i o n s proposed by Homer. That the r e p r e ­
s e n t a t i o n i s not e n t i r e l y adequate has a l ready been commented upon, and 
l a t e r chapters w i l l develop a more adequate r e p r e s e n t a t i o n . 
Computat ional Cons ide ra t i ons 
I t was p r e v i o u s l y noted (Chapter I I , Equat ions (15) and (16)) 
t ha t G i f f l e r had developed i t e r a t i v e equat ions fo r the computation o f 
the T m a t r i x , g iven N . With appropr ia te changes o f n o t a t i o n , these 
equa t ions could form the b a s i s fo r a computa t ional a l go r i t hm fo r the 
computation o f the S m a t r i x . These e q u a t i o n s , however, would r equ i r e 
the s to rage i n computer memory of the e n t i r e S matr ix p r i o r t o the s t a r t 
o f computation and would o f f e r l i t t l e , i f any, p o s s i b i l i t y fo r data com­
press ion i n memory. In any mat r ix opera t ion us ing a d i g i t a l computer, 
the problem o f exceeding a v a i l a b l e memory c a p a c i t y e x i s t s , and i n t h i s 
case w i l l ac t as an upper bound on the number o f systems elements which 
can be accommodated i n the computation,, T h e r e f o r e , i n order t o permit 
over lap o f input and computat ion, and to provide a b a s i s fo r compres­
s ion o f data i n computer memory, a modif ied a lgor i thm has been developed 
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which permits computation without s t o r i n g the S m a t r i x , which permi ts 
both compression o f data and d i s c a r d i n g o f data as the computation 
p r o g r e s s e s , and fur thermore, w i l l accommodate w i th in i t s s t r u c t u r e the 
more complex r e l a t i o n s h i p s t o be developed i n connect ion wi th the r e ­
f i n e d a l g o r i t h m s . 
In the development t o f o l l o w , i t i s assumed tha t S and S are 
lower t r i a n g u l a r as a matter o f expos i t o ry convenience . With s u i t a b l e 
changes , these mat r i ces could be assumed t o be upper t r i a n g u l a r , with 
no l o s s o f v a l i d i t y . 
A 
I f S and S mat r i ces are examined i t i s noted tha t the d i agona l 
A 
o f S c o n s i s t s o f c e l l s each with the v a l u e o f 1, p l aced the re by the 
A 
d e f i n i t i o n o f S and the opera t ion o f Equat ion 8. S e v e r a l o f the 
columns on the r i g h t hand end o f S have the d i agona l 1 as the only 
non-zero en t ry i n the column, and there a re s e v e r a l o ther such columns 
s c a t t e r e d through the m a t r i x . This c o n d i t i o n w i l l always e x i s t , s i n c e 
these columns represent input e l emen t s . 
I t i s now noted tha t every column, except f o r the d i a g o n a l - 1 , 
i s a l i n e a r combination o f the co lumns . to the r i g h t o f i t , with the c o ­
e f f i c i e n t s of the combination be ing s p e c i f i e d by the corresponding 
A 
column of the S m a t r i x . 
I t i s a l s o apparent tha t a g iven c e l l o f the S mat r ix i s r equ i red 
i n the computation only once . Furthermore, the r e s u l t would be the same, 
f o r a g iven column, i f the order o f m u l t i p l i c a t i o n and a d d i t i o n o f c o l -
* I t i s f o r t h i s reason tha t Homer was able to ob ta in h i s S 
mat r ix by a s e r i e s o f column ope ra t i ons • 
80 
umns were permuted, s i n c e the order o f l i n e a r combination does not a f ­
f e c t the va lue o f the column v e c t o r . 
T h i s immediately sugges t s t ha t a computer program could be w r i t ­
ten which would make use o f the r e l a t i o n s h i p s shown above, by s t a r t i n g 
computation on the r i g h t hand end o f the S m a t r i x , and read ing s ^ 
va lue s from the bottom of the column up. This would a l s o permit r e a d ­
ing the s^_. from i n p u t , r a t h e r than s t o r i n g them, s i n c e they w i l l be 
used only once , i n a sy s t ema t i c manner. 
Based on the above, the f o l l o w i n g express ion may be w r i t t e n , by 
means o f which the j t h column o f S may be computed. 
k = j + l 
s . . = 1 i f j = i (12) 
s . . = 0 i f j > i (13) 
In these e x p r e s s i o n s , S . i s the j t h column v e c t o r o f S f o r c e l l s 
below the d i a g o n a l , i s the kth column v e c t o r o f S fo r k > j , and n 
i s the t o t a l number o f systems elements i n the in fo rmat ion p roces s ing 
sys tem. I t i s assumed tha t computation w i l l s t a r t with the r ightmost 
column of S and proceed column by column to the l e f t . 
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The Bas i c Algor i thm 
The b a s i c a lgo r i t hm f o r formation and s o l u t i o n o f a system mat r ix 
i s as f o l l o w s : (The n o t a t i o n i s the same as Homer ' s , f o r comparat ive 
purposes . ) 
1. Form the system mat r ix S accord ing t o the f o l l o w i n g r u l e s : 
a . Denote each i tem o f in format ion as d^> each report or 
document by , and each bus ines s func t i on by B ^ . The 
repor t l e v e l need not be s p e c i f i e d . ( In the example 
which f o l l o w s they have been s p e c i f i e d in order t o 
conform t o Lieberman 's t echnique and Homer's n o t a t i o n 
fo r comparative purposes . ) 
b . E s t a b l i s h both a row and a column fo r each B_^, , and 
d^. The sequence o f the rows and columns must be such 
tha t the bus iness f u n c t i o n s , B ^ , are l i s t e d f i r s t , f o l ­
lowed by the R^ r e p o r t s , and f i n a l l y the input da ta d^ . 
Within the R ^ , the r u l e must be fo l lowed tha t no report 
precedes a repor t i n which the f i r s t repor t i s needed 
fo r the p repara t ion o f the second. The order o f rows 
and columns must be i d e n t i c a l . 
c . Def ine each c e l l a s 1 i f a da ta i tem d. i s used i n a 
I 
g i v e n report or d i r e c t l y by a bus ines s f u n c t i o n , a 
repor t R, i s used i n p repa ra t ion o f another r e p o r t , 
or a repor t i s used by a bus iness func t ion B_^. 
* An a lgo r i thm t o be presen ted i n con junc t ion wi th the r e f i n e d 
model w i l l f u rn i sh a s imple means fo r a s su r ing t h a t the row and column 
d e s i g n a t i o n s of the S and S* mat r i ces are proper ly ordered f o r t r i ­
a n g u l a r i t y . 
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Define a l l o ther c e l l s as z e r o . The ma t r ix so de f ined 
should be s t r i c t l y lower t r i a n g u l a r . 
A 
2 . Prepare a format f o r the s o l u t i o n mat r ix S , wi th the same 
row and column d e s i g n a t i o n s i n the same order as fo r the mat r ix S . 
3 . P l ace l ' s on the d i agona l of the s o l u t i o n m a t r i x . 
4 . S t a r t computation at the lower r i g h t hand corner c e l l . The 
computation w i l l proceed column by column, from r i g h t t o l e f t u n t i l the 
l e f t - m o s t column has been comple ted . 
5. E s t a b l i s h a column v e c t o r V , i n i t i a l l y z e r o s , ou t s ide the S 
m a t r i x . T h i s i s a working v e c t o r , and should con ta in as many c e l l s as 
there are c e l l s below and i n c l u d i n g the d i a g o n a l c e l l i n the column o f 
A 
S which i s c u r r e n t l y be ing computed. The top c e l l o f V corresponds t o 
the d i agona l element o f the column being computed, whi le the bottom c e l l 
o f V corresponds t o the bottom c e l l of the column be ing computed. 
(Note : In the f i r s t i t e r a t i o n there i s but one c e l l , the d i a g o n a l i t ­
s e l f . Computation o f a l l the columns r ep resen t ing da ta i tems d^ i s 
t r i v i a l , but necessa ry in computer opera t ion from a concep tua l po in t o f 
v i e w . ) 
6 . Look at the corresponding column o f the S m a t r i x , s t a r t i n g 
at the bottom o f the column,, I f t h i s c e l l i s non -ze ro , determine the 
row d e s i g n a t i o n Of the c e l l i n q u e s t i o n , and f i n d the column with the 
same d e s i g n a t i o n . I f the c e l l i s z e r o , repeat s tep 6 f o r the c e l l next 
above . 
7 . M u l t i p l y the column so ob ta ined by the va lue o f the non­
zero c e l l , and add the r e s u l t t o V . Repeat s t eps 6 and 7, working up 
the column, u n t i l the d iagona l i s r eached . When the d i a g o n a l i s 
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r eached , add the v e c t o r V to the column o f the S mat r ix be ing computed. 
(The only non-zero en t ry i n t h i s column up t o t h i s po in t w i l l have been 
the 1 on the d i a g o n a l . ) Choose the column of the S matr ix immediately 
t o the l e f t , and repeat from s tep 5 . When a l l columns have been com­
puted , a t r i a n g u l a r mat r ix w i l l have been gene ra t ed , with 1 ! s on the 
p r i n c i p a l d i a g o n a l , and zeros above t h i s d i a g o n a l . 
A Comparative Example 
In order t o i l l u s t r a t e the proposed technique and in order t o 
fu rn i sh a b a s i s for comparison with Homer's method, the data from 
Homer f ;s example have been used , and are shown i n F igure 6, whi le the 
r e s u l t a n t S mat r ix i s shown i n F igure 7. 
I t w i l l perhaps a s s i s t i n unders tanding the fo rego ing a lgo r i t hm 
i f the computation o f one o f the columns i s shown i n d e t a i l . S i n c e the 
f i r s t s e v e r a l columns are e i t h e r t r i v i a l or easy t o compute, the compu­
t a t i o n o f the column l a b e l e d R5(2) w i l l be t r e a t e d . Assume tha t a l l 
columns o f the S matr ix t o the r i g h t o f R5(2) have been computed and 
entered as shown, and tha t R5(2) and a l l columns t o the l e f t have a 1 
on the d i agona l as the only non-zero e n t r y . (Columns t o the l e f t o f 
the column being computed, i n both the S and S mat r ices cannot en t e r 
i n t o the computa t ion . ) The computation s t a r t s with s tep 5 o f the a l ­
gor i thm, and a column v e c t o r V , o f 13 c e l l s , i n i t i a l l y z e r o , i s e s t a b ­
l i s h e d . In s tep 6 , i t i s seen t h a t the bottom c e l l o f the R5(2) column 
o f the S mat r ix i s z e r o . The re fo re , s tep 6 i s r epea t ed , and the second 
from the bottom c e l l i s found t o con ta in a 1. The row d e s i g n a t i o n o f 
t h i s c e l l i s d6 . The m u l t i p l i c a t i o n o f the cor responding ly l a b e l e d 
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column by the c e l l v a l u e , and subsequent a d d i t i o n t o the V v e c t o r , i s 
shown i n Table 1 1 . Note tha t only column va lues below the d i agona l 
are o f i n t e r e s t , because o f t r i a n g u l a r i t y . 
Step 6 i s then r epea t ed , f i n d i n g zero va lue s on the next s i x 
i t e r a t i o n s . On the seventh i t e r a t i o n , a 1 i s found, wi th the row 
des igna ted as R 3 ( l ) . The m u l t i p l i c a t i o n o f the cor responding ly 
l a b e l e d column by the c e l l v a l u e , and the a d d i t i o n t o the p rev ious V : 
v e c t o r i s shown in Table 1 2 . 
Table 1 1 . Computation o f Column R 5 ( 2 ) — F i r s t Step 
C e l l Value Column d6 
A 
(From S") (From S) Product Vec to r V 

















B l B2 B3 B4 R l ( 2 ) R2(2) R3(2) R4(2) R5(2) R6(2) R l ( l ) R2( l ) R3( l ) R 4 ( l ) d l d2 d3 d4 d5 d6 d7 
1 1 1 





1 1 1 
Blank c e l l denotes a zero e n t r y . 
Data i s same as i n Homer's example (F igure 1) 
F i g u r e . 6 . S Matrix—Improved Technique 
31 B2 B3 B4 R l ( 2 ) R2(2) R3(2) R4(2) R5(2) R6(2) R l ( l ) R2( l ) R 3 ( l ) R 4 ( l ) d l d2 d3 d4 d5 d6 d7 




R l ( 2 ) 1 1 
R2(2) ' 1 1 l 
R3(2) : 1 l 
R4(2) l 
D C / 1 A 
J i W - \ . £. J 
JL 
_ i _ n 
X R6(2) ; 1 1 
R l ( l ) 1 2 2 2 .1 l l. 1 1 
R 2 ( l ) : 1 1 1 
R 3 ( l ) : 1 3 2 2 1 l l 1 1 
R 4 ( l ) 2 1 2 l 1 1 
d l ! 2 4 2. 2: • 1 l 1 1 1 1 1 
d2 3 6 4 4 2 . l l 2 2 1 1 1 1 . 
d3 ; l 3 2 2 1 l 1 : 1 1 1 
d4 2 5 4 4 2 l _ l 2 2 1 1 1 
d5 : 1 1 1 1 
d6 ! 1 2 2 2 : l 1 1 1 1 
d7 1 1 1 1 1 
Blank c e l l denotes a zero e n t r y . 
C e l l s i n Homer's " S o l u t i o n Spaces" are o u t l i n e d . 
F igure 7. S Matrix—Improved Technique 
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Table 12 . Computation o f Column R5(2)—Second Step 





1 1 1 
0 0 0 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
0 0 0 
0 0 1 
0 0 0 
Step 6 i s aga in r epea t ed , and a zero c e l l encoun te red . The next 
r e p e t i t i o n o f s tep 6 f i n d s a 1 with a row d e s i g n a t i o n o f R l ( l ) . Table 
13 d e t a i l s the computation for t h i s c e l l . 
Table 13 . Computation o f Column R5(2)—Third Step 
C e l l Value Column R l ( l ) Product V e c t o r V 
0 
0 
1 ' 1 1 




0 0 0 
0 0 1 
1 1 2 
0 0 1 
1 1 2 
0 0 0 
0 0 1 
0 0 0 
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Another r e p e t i t i o n o f s tep 6 aga in f i nds a zero va lue i n the S 
m a t r i x , while ye t another encounters the d i agona l c e l l . At t h i s po in t 
the v e c t o r V i s added t o the R5(2) column o f the S m a t r i x , which was 
p r e v i o u s l y zero except f o r the d i agona l e lement . This g i v e s the r e s u l t 
shown i n t h i s column i n F igure 7. 
D i s c u s s i o n 
The c e l l s i n F igure 7 corresponding t o the c e l l s i n the " s o l u t i o n 
s p a c e " o f Homer's S matr ix i n F igure 2 have been o u t l i n e d . A comparison 
o f the two f i g u r e s shows t h a t the c e l l va lue s of corresponding c e l l s are 
i d e n t i c a l i n v a l u e , a l though the arrangement of c e l l s i s somewhat d i f f e r ­
ent * I t i s thus seen t h a t the proposed technique reproduces Homer's 
b a s i c r e s u l t s , as was a l s o shown i n the mathemat ical development. 
* 
In a d d i t i o n , i t w i l l be noted t h a t the S ma t r ix o f the proposed 
technique p rese rves a l l o r i g i n a l and in te rmedia te in format ion system 
r e l a t i o n s h i p s . For example , s e v e r a l o f the r epo r t s are in te rmedia te 
r epo r t s j and t h e i r da ta content was l o s t i n the Homer model un le s s 
a u x i l l i a r y computations were made. The presented technique c l e a r l y d e ­
f i n e s the composi t ion o f a l l o f these in te rmedia te r e p o r t s , which might 
i n a r e a l system be important working documents. Furthermore, i f r e ­
dundancy does indeed e x i s t , a b a s i s i s fu rn ished fo r t r a c i n g t h i s r e ­
dundancy through the in format ion sys tem. 
In summary, i t appears t h a t t h i s model i s an improvement t o the 
e x i s t i n g models , and r e s o l v e s Homer's o b j e c t i o n s t o the Lieberman.model . 
Except f o r b e n e f i t s one and f o u r , the b e n e f i t s o f Homer's model are met 
or exceeded . As w i l l be seen i n subsequent c h a p t e r s , a t r i a n g u l a r i z a -
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t i o n procedure w i l l be presented which would, i n con junc t ion with t h i s 
b a s i c model, a l s o r e s u l t i n meeting b e n e f i t s one and fou r . 
Fur ther d i s c u s s i o n o f the i n t e r p r e t a t i o n and manipu la t ion o f the S 
and S m a t r i c e s , and t h e i r use i n systems des ign could be made at t h i s 
t i m e . However, both the Homer model and the one j u s t p resented have 
s e r i o u s l i m i t a t i o n s i n p r a c t i c e , due to f a i l u r e t o cons ide r c e r t a i n d i f ­
fe rences i n data types and i n p r e sen t ing spur ious i n d i c a t i o n s o f r e ­
dundancy. These l i m i t a t i o n s have been d i s cus sed i n Chapter I I I and t e c h ­
niques w i l l be developed t o e l i m i n a t e or minimize them i n l a t e r chap­
t e r s . 
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CHAPTER V 
THE REFINED MODELS--MATHEMATICAL DEVELOPMENT 
I n t r o d u c t i o n 
This chapter w i l l t r e a t the mathematical c o n s i d e r a t i o n s p e r t a i n ­
ing t o the r e f i n e d models . S ince e f f i c i e n t computer manipula t ion o f 
the r e f i n e d models depends on the t r i a n g u l a r nature o f the S and S ' 
ma t r i ces t o be d e f i n e d , the f i r s t po r t ion o f the chapter w i l l dea l with 
the l o g i c o f t r i a n g u l a r i z a t i o n . Fol lowing t h i s p o r t i o n , a mathematical 
t reatment o f the ref inements w i l l be deve loped , wherein the s e v e r a l ob­
j e c t i o n s inherent t o the b a s i c model w i l l be r e s o l v e d . 
No ta t ion 
The three, c a t e g o r i e s o f systems r e l a t i o n s def ined and d i s cus sed 
i n Chapter I I I cause very d i f f e r e n t a c t i o n i n the r e f i n e d a l g o r i t h m s . 
I t i s t he re fo re necessary t o de f ine the n o t a t i o n t o be used , and the 
r u l e s of computation wi th in and between the th ree c a t e g o r i e s o f r e l a ­
t i o n p r i o r t o pursuing the mathematical development„ 
The three c a t e g o r i e s o f r e l a t i o n w i l l car ry n o t a t i o n and q u a n t i ­
f i c a t i o n as f o l l o w s : 
1„ Prime r e l a t i o n s w i l l be denoted by a p a i r ( i , j ) where j 
i s the i d e n t i f i c a t i o n o f the element which r equ i r e s the i t h type o f 
element in i t s p repa ra t ion„ The number o f i elements r equ i red w i l l be 
denoted by a non-nega t ive i n t e g e r , k . 
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For example, the d e s i g n a t i o n Dl Wl 1 denotes a prime r e l a t i o n 
where element Wl r equ i r e s one o f element Dl i n i t s preparat ion. , A l i n ­
put elements w i l l r e s u l t i n an a r b i t r a r y prime r e l a t i o n , and an a r b i t r a r y 
d e s i g n a t i o n p a i r ( 0 , j ) 1„ As w i l l be s e e n , t h i s d e s i g n a t i o n i s necessa ry 
i n order tha t t r i a n g u l a r i z a t i o n o f the S mat r ix may be accomplished=, 
2o D e l e t i o n r e l a t i o n s w i l l be denoted by a p a i r ( i , j ) where j 
i s the i d e n t i f i c a t i o n of the element from which the i t h element i s t o be 
d e l e t e d . The d e l e t i o n i t s e l f i s denoted by the n e g a t i v e i n t e g e r - 1 . The 
c h a r a c t e r 1 i s s y m b o l i c , r a t h e r than numer ic , and any n e g a t i v e i n t e g e r 
w i l l have the same e f f e c t o f d e l e t i n g a l l r e f e r ence t o the i t h element 
from the j t h e lement , and from h i g h e r l e v e l elements which i n turn use 
the j t h element,, 
For example , the d e s i g n a t i o n C I R l -1 denotes a d e l e t i o n r e l a t i o n 
where r e f e rence t o element C I i s t o be d e l e t e d from element R l and from 
a l l subsequent elements which use R l „ 
For b r e v i t y , the te rminology " p a i r s ( i , j ) M or s imply " p a i r s " w i l l 
be used i n fu tu re d i s c u s s i o n to r e f e r t o the above n o t a t i o n s when such 
use i s not c o n f u s i n g , 
3„ Concomitant; r e l a t i o n s w i l l be denoted by an n - t u p l e ( i , j , 
k , o 0 , , n ) o f element i d e n t i f i c a t i o n s where j i s the i d e n t i f i c a t i o n o f the 
» In p r a c t i c a l o p e r a t i o n , i f no r e l a t i o n e x i s t s , a zero w i l l 
be assumedo 
A
" The d e s i g n a t i o n s used as examples , may be seen in g raph ic form 
i n F igure 9, Chapter V I . 
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compound element wherein the r e s u l t o f the computation or t r a n s i t i o n 
w i l l r e s i d e , i i s the i d e n t i f i c a t i o n o f the s imple element be ing com­
pu ted , and k , . . . ,n are i d e n t i f i c a t i o n s o f the f a c t o r s (s imple e lements) 
en t e r ing the computation or t r a n s i t i o n . The r e l a t i o n i s q u a n t i f i e d by 
the symbol ( c ) , where c i s an i n t e g e r . The symbol ( c ) has s p e c i a l 
m u l t i p l i c a t i o n - l i k e p r o p e r t i e s i n the opera t ion o f the a l g o r i t h m s . 
As an example o f the n o t a t i o n o f concomitant r e l a t i o n s , the 
d e s i g n a t i o n C I W3 D3 S l (1) denotes the f a c t t h a t s imple elements D3 
and S l are used i n the computation o f s imple element C I , t h i s computa­
t i o n a r i s i n g in the p repara t ion o f compound element W3, and tha t s imple 
element C I appears i n compound element W3-. The d e s i g n a t i o n CM- R2 C2 
(1) i n d i c a t e s t h a t s imple elsment C2 makes a t r a n s i t i o n t o become simple 
element C 4 , t h i s t r a n s i t i o n a r i s i n g i n the p repa ra t ion o f compound e l e ­
ment R2 , and CM- appears in R2 „ 
Note tha t a concomitant r e l a t i o n has a t l e a s t t h r e e , and up t o 
( f i n i t e ) n , element d e s i g n a t i o n s . In the formation o f the S m a t r i x , 
the q u a n t i f i e r ( c ) p e r t a i n s t o the r e l a t i o n ( i , j ) and t o the r e l a t i o n s 
( i , k ) , ( i ( i , n ) , but does not p e r t a i n t o the r e l a t i o n s between 
j and subsequent i n d i c e s nor k and subsequent i n d i c e s . 
In the computation o f the a lgor i thms t o be p r e sen t ed , the symbol 
( c ) has s p e c i a l p r o p e r t i e s which are def ined as f o l l o w s , where . (c ) i s 
the q u a n t i f i e r f o r a concomitant r e l a t i o n , x- i s the opera tor i n the 
m u l t i p l i c a t i o n - l i k e opera t ion being d e f i n e d , k i s a non-zero i n t e g e r , 
and 0 i s an ord inary numeric ze ro : 
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(c) x- k = (ck) = k x- ( c ) 
(c L x 0 = 0 = 0 x (c) 
( c^ ) x ( c 2 ) = 0 
The symbol (c ) behaves as i n ord inary a d d i t i o n f o r a d d i t i o n 
with z e r o ; t ha t i s , ( c ) + 0 = 0 + (c ) = ( c ) . I t w i l l l a t e r be shown 
tha t a d d i t i o n of ( c ) with va lues o ther than zero never a r i s e s . 
' T r i a n g u l a r i z a t i o n 
T r i a n g u l a r i z a t i o n i s an e s s e n t i a l par t o f the computa t ional 
technique l e a d i n g t o the s o l u t i o n ma t r i ce s o f the r e f i n e d models . In 
order t o obv ia t e t ed ious l abo r on the par t of the systems a n a l y s t , 
i t i s d e s i r a b l e tha t t h i s t r i a n g u l a r i z a t i o n be done by mechanica l means, 
and t ha t the computa t ional system accept d e s i g n a t i o n s o f systems e l e ­
ments which are e n t i r e l y a r b i t r a r y . I t i s necessary tha t the d e s i g n a ­
t i o n s of the systems elements be c o n s i s t e n t and un ique . That i s , each 
system element must be des igna ted by one and only one se t of c h a r a c t e r s , 
and d i f f e r e n t e lements must not be g iven the same d e s i g n a t i o n . 
The arrangement o f a mat r ix which i s t r i a n g u l a r i n nature i n t o 
t r i a n g u l a r form i s e s s e n t i a l l y a mat ter o f i n t e r c h a n g i n g rows and 
columns u n t i l the des i r ed arrangement i s r eached , and i s t he re fo re a 
l o g i c a l r a t h e r than a mathematical problem. There are many ways o f 
accompl i sh ing t h i s t a s k , most o f which are not adaptable f o r machine 
o p e r a t i o n , G i f f l e r ( 9 , p . 18-34) d e s c r i b e s one such method fo r t r i ­
a n g u l a r i z a t i o n . T h i s method, however, has s e v e r a l l i m i t a t i o n s which 
w i l l be d i s cus sed in Chapter V I I . An a lgo r i t hm w i l l a l s o be presented 
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i n Chapter VI which i s r e a d i l y adaptable t o mechan iza t ion , and which 
overcomes the o b j e c t i o n s to the G i f f l e r method. 
The e s s e n t i a l b a s i s fo r the new a lgo r i t hm r e s t s on the d e f i n i t i o n 
o f t r i a n g u l a r i t y der ived from observa t ion o f the t r i a n g u l a r i z e d m a t r i x . 
Res t a t ed i n terms o f an in format ion p roces s ing system and o f lower 
t r i a n g u l a r i t y , the S mat r ix (and the re fo re the S ma t r i x ) w i l l be lower 
t r i a n g u l a r i f the row and column i n d i c e s of S are both a s s igned i n t h e 
same o rde r , and i n such a manner t ha t the index o f a g iven system element 
precedes the i n d i c e s of every system element which i s r equ i red i n i t s 
p repara t ion . 
In order t o take a r b i t r a r i l y i d e n t i f i e d and a r b i t r a r i l y ordered 
p a i r s of elements between which some r e l a t i o n s h i p e x i s t s and p l a c e these 
p a i r s i n a r e l a t i o n s h i p such t h a t the preceding d e f i n i t i o n h o l d s , the 
f o l l o w i n g can be no ted : 
1. In any in format ion system, there are two subse t s o f elements 
which are un ique . One o f these subse t s i s the subset o f e lements com­
p r i s i n g the input e l emen t s , and which i s unique i n the f a c t t h a t . n o 
o the r elements are r equ i r ed i n t h e i r p r e p a r a t i o n . The o t h e r i s the 
subset o f elements compris ing the output from the system, which i s 
unique i n the f a c t t ha t t he se elements are never r equ i r ed i n the p repa­
r a t i o n o f o the r system e l e m e n t s . 
2 . I f one or the o ther o f t h e s e two subse t s o f elements can be 
i d e n t i f i e d , i t can be removed from the se t of a l l e l emen t s . Assume 
t h a t the output subse t i s i d e n t i f i e d , and t h a t a l l e lements o f the o u t ­
put subset are removed from the system. There w i l l then e x i s t another 
subset o f systems elements which were formerly requ i red only fo r the 
95 
prepa ra t ion o f the output s u b s e t , and which now has the same proper ty 
as the removed subse t ; tha t i s , tha t these elements are not r equ i red 
i n the p repa ra t ion o f o ther (reduced) system e lements . 
3„ I f t h i s subset can be i d e n t i f i e d and removed, then the a r g u ­
ment o f 2 , above , can be repeated for the fu r the r reduced sys tem. The 
argument can indeed be r epea t ed , removing s u c c e s s i v e l y lower l e v e l s o f 
s u b s e t s , u n t i l the lowest l e v e l ( i npu t ) only remains , and t h i s l e v e l 
has a l ready been shown t o be unique . The same argument would apply i f 
the input subset were assumed t o be the f i r s t i d e n t i f i e d and removed. 
In t h i s c a s e , s u c c e s s i v e l y h i g h e r l e v e l s o f subse t s would be removed, 
u n t i l only the output subset remained. 
Consider now the se t o f a l l p a i r s ( i , j ) where j i s the a r b i t r a r y 
d e s i g n a t i o n o f a system element which r e q u i r e s the i t h system element 
i n i t s p r e p a r a t i o n , and where each Input element causes the formation 
of a p a i r ( 0 , j ) r e f l e c t i n g the f a c t t ha t no element i s r equ i red f o r the 
p repara t ion o f an input e lement . C l e a r l y , the input subset can be 
i d e n t i f i e d by r e c o g n i t i o n of the i = 0 i n the p a i r ( i , j ) . The output 
subset can be r ecogn ized as the subset of p a i r s ( i , j ) which have an 
i d e n t i f i c a t i o n j which .does not appear in any p a i r ( i , j ) as an i i n d e x . 
Now assume tha t the output subset I s removed from the s e t , l e a v i n g a 
reduced s e t . The removal o f the p a i r s ( i , j ) o f the output subset r e ­
moved, i n a d d i t i o n t o the unique j ' s , the i d e n t i f i c a t i o n i of a l l 
e lements r equ i red f o r p repara t ion o f the. e lements j . These i I d e n t i f i ­
c a t i o n s s t i l l e x i s t , however, as j I d e n t i f i c a t i o n on some elements 
remaining i n the reduced s e t . At l e a s t some of the remaining elements 
in the s e t were requ i red only for p repa ra t i on of the removed j e l e m e n t s . 
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These elements can now be recogn ized by the same method used t o r e c o g n i z e 
the o r i g i n a l output subse t ; t h a t i s , as a subset o f p a i r s ( i , j ) which 
have an i d e n t i f i c a t i o n j which does not appear i n any p a i r ( i , j ) as an 
i i n d e x . By r e p e t i t i o n , the e n t i r e s e t can be exhaus t ed , one subset a t a 
t i m e o Th i s w i l l produce the des i r ed t r i a n g u l a r c o n d i t i o n . 
B a s i s f o r Refinement 
Having e s t a b l i s h e d the b a s i s fo r the b a s i c model and fo r t r i ­
a n g u l a r i z a t i o n , i t i s now p e r t i n e n t t o turn a t t e n t i o n to the a d d i t i o n a l 
c o n s i d e r a t i o n s l e a d i n g t o the r e f i n e d a l g o r i t h m s . The primary c o n s i d e r a ­
t i o n s i n v o l v e the r e c o g n i t i o n o f the e x i s t e n c e o f th ree da ta t y p e s , the 
s e v e r a l types o f t r a n s i t i o n s , and the three c a t e g o r i e s of system r e l a ­
t i o n s de f ined i n Chapter I I I . Other s u b s t a n t i a t i n g in format ion can be 
ga thered from the s e c t i o n "The Mathemat ica l B a s i s " i n Chapter I V . In 
t h i s l a t t e r , i t was noted tha t both the S and C mat r ix d e f i n i t i o n s , 
wh i l e a c c u r a t e fo r the b a s i c a l g o r i t h m in order t o show correspondence 
t o the t echn iques of Lieberman and Homer, were not a c c u r a t e i n t h e i r 
d e s c r i p t i o n o f an in fo rmat ion p roces s ing sys tem. 
Cons ider f i r s t the S m a t r i x . I t was d e f i n e d , i n ana logy t o the 
T mat r ix of the m a t e r i a l assembly sys tem, as the mat r ix wherein the 
c e l l s s^_. are de f ined as the quan t i t y o f i which i s accumulated i n the 
p roces s ing per u n i t o f j „ The inaccu racy o f t h i s d e f i n i t i o n l i e s i n 
the f a c t t h a t da ta in a data system do not "accumulate" , i n the sense 
i m p l i e d , and t ha t t h e r e f o r e the analogy t o the m a t e r i a l system breaks 
down. Rather than "accumula te" i n a p h y s i c a l s e n s e , da ta are only r e ­
produced, or c o p i e s , i n t h e i r movement from l e v e l to l e v e l o f a sys tem. 
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Rather than be ing used up , i n the sense o f m a t e r i a l s , they are i n essence 
only borrowed, f o r the purpose o f c o p y i n g , and t h e i r b a s i c form i s not 
changed through the pure act o f copying or t r a n s c r i b i n g from one form t o 
ano the r . I t i s t h i s f a l s e accumulat ion which g i v e s f a l s e i n d i c a t i o n s o f 
ft 
redundancy i n the b a s i c S m a t r i x . 
By the same argument, the C mat r ix i s a l s o i l l - d e f i n e d and e r ­
roneous i n i t s r e p r e s e n t a t i o n o f the t rue sys tem. This m a t r i x , where 
c^_. r ep resen t s the t o t a l q u a n t i t y o f element i consumed i n the p repa ra ­
t i o n of -e lement j , a l s o c a r r i e s the connota t ion t h a t data are p h y s i c a l l y 
"used up" i n p repa ra t ion o f a h ighe r l e v e l e lement , and are no l onge r 
a v a i l a b l e fo r use elsewhere i n the sys tem. In both o f these m a t r i c e s , 
the conno ta t ion i s c a r r i e d tha t i f f i v e r epor t s r equ i re a g iven p i e c e 
o f d a t a , then these da ta must be supp l i ed as f i v e separa te p i e c e s . 
These two mat r i ces a l s o do not r ecogn ize the f a c t t h a t u n l i k e a 
m a t e r i a l s sys tem, i n which a l l the matter which e n t e r s the system sub ­
sequent ly l e a v e s the system imbedded wi th in some f i n i s h e d product 
( n e g l e c t i n g w a s t e ) , i n a data system some of the elements are l o s t i r ­
r e t r i e v a b l y during the course o f p r o c e s s i n g . For example, type two 
data make an i r r e v e r s i b l e t r a n s i t i o n to type th ree d a t a , and the type 
two data p rogress no fu r the r or are even des t royed . 
Furthermore, the two ma t r i ces do not r ecogn ize the f a c t tha t 
elements a re c r ea t ed wi th in a system ( e . g . , a m u l t i p l i c a t i o n o f two 
numbers) i n which lower l e v e l system elements are used , but do not appear 
as such wi th in the element c r e a t e d , and i n which the subs tance o f the 
lower l e v e l elements i s comple te ly l o s t . In a m a t e r i a l assembly system, 
the f i t t i n g o f two p a r t s t o g e t h e r p h y s i c a l l y r e s u l t s i n a new e lement , 
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but g e n e r a l l y the two c o n t r i b u t i n g elements are s t i l l p h y s i c a l l y present 
and f r equen t ly p h y s i c a l l y r e c o g n i z a b l e . Such i s not always t r ue when 
informat ion system elements are combined t o form new elements * 
The r e c o g n i t i o n o f da ta types and da ta t r a n s i t i o n s , t o g e t h e r 
A 
with the r e c o g n i t i o n o f the shor tcomings o f the e x i s t i n g S and C 
m a t r i c e s , f u rn i sh a b a s i s f o r r e fo rmula t ion o f the systems r e l a t i o n s 
and r e d e f i n i t i o n o f the m a t r i c e s , so t h a t r e f i n e d a lgo r i thms can be 
developed. 
The r e fo rmula t ion o f the system r e l a t i o n s t a k e s the form o f - d e ­
f i n i n g th ree c a t e g o r i e s o f system r e l a t i o n s — p r i m e , concomi tan t , and 
d e l e t i o n . These have been def ined i n Chapter I I I , and n o t a t i o n a s s igned 
i n a p r i o r s e c t i o n o f t h i s chap t e r . Recogn i t i on of these th ree c a t e ­
g o r i e s a l s o permi ts development o f two s e p a r a t e , but s i m i l a r , means o f 
a n a l y s i s , one on the b a s i s o f the composi t ion o f r e p o r t s , the o the r on 
the content o f r epo r t s . The composi t ion type a n a l y s i s w i l l be developed 
f i r s t . 
Development o f Composi t ion Type A n a l y s i s 
The composi t ion type o f a n a l y s i s w i l l depend on the two c a t e g o r i e s 
o f r e l a t i o n s denoted as prime and concomi tan t . Us ing t h e s e two r e l a ­
t i o n s , the S mat r ix need not be r e d e f i n e d . The c e l l s s . . have been d e -
f ined as the number o f t imes a g iven system element i i s used d i r e c t l y 
i n the p repa ra t i on o f system element j . Both prime and concomitant r e ­
l a t i o n s meet t h i s d e f i n i t i o n , prime i n the sense of use by be ing t r a n ­
s c r i b e d , concomitant i n the sense o f elements be ing used i n computation 
or i n a t r a n s i t i o n from type two' t o type th ree d a t a . 
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S must be r ede f ined t o i n c l u d e both types o f system r e l a t i o n s , 
ft ft 
The c e l l s s . . o f S are now def ined as the number o f t imes the da ta 
i: 
element i i s used or i s a v a i l a b l e f o r use in the p repa ra t ion o f da ta 
element j . The "or i s a v a i l a b l e fo r u s e " p rov ides f o r i n d i c a t i o n o f 
t rue redundancy, whi le the concurrent use o f both prime and concomi­
t an t r e l a t i o n s prevents i n d i c a t i o n o f f a l s e redundancy, as w i l l be 
shown l a t e r . The un i t d i agona l c e l l s are not so e x p l i c i t l y conta ined 
i n t h i s d e f i n i t i o n , but should be construed t o be i n c l u d e d , i f only by 
the p l a u s i b l e argument tha t some form i s r equ i r ed upon which t o record 
the c o n t r i b u t i n g elements . 
The C m a t r i x , used only in the development, must a l s o be r e -
A 
d e f i n e d . Due t o i t s i d e n t i t y t o the S m a t r i x , except for the un i t 
d i agona l e l emen t s , i t should be s i m i l a r l y d e f i n e d . The c e l l s c ^ o f C 
are now de f ined a s the number o f t imes the da ta element i i s used or 
i s a v a i l a b l e fo r use i n the p repa ra t ion o f data element j , e i t h e r 
d i r e c t l y or i n d i r e c t l y . 
The e s s e n t i a l d i f f e r e n c e between the C and S m a t r i x , o the r than 
A 
the ev iden t one t ha t S has un i t c e l l s on the d i a g o n a l , i s t h a t the 
elements o f C con t a in the in format ion des i r ed in the a n a l y s i s , but i s 
ft 
d i f f i c u l t t o compute, whi le S c o n t a i n s the same i n f o r m a t i o n , but b e ­
cause o f the d i agona l l ' s i s easy .to compute. C o n v e r s e l y , i t i s d i f f i -
ft 
c u l t t o develop the connec t ion between the S and S ma t r ix without us ing 
the concept o f the C m a t r i x . T h e r e f o r e , the C m a t r i x , wi th i t s s i m i -
A 
l a r i t y t o the S matr ix i s convenient t o use i n deve lop ing the mathe­
m a t i c a l background, but can be dispensed with i n numer ica l computa t ion . 
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The development fo l l ows the development o f the b a s i c model t o 
some e x t e n t , except t h a t the. mat ter i s more complex, due t o the i n t r o ­
duc t ion o f the concomitant r e l a t i o n and i t s q u a n t i f i e r ( c ) . As mentioned 
i n a p rev ious s e c t i o n , t h i s q u a n t i f i e r l eads t o some m u l t i p l i c a t i o n - l i k e 
ope ra t ions . These ope ra t ions were developed i n c o n s i d e r a t i o n o f the 
method t o be used i n computing the S mat r ix and may be j u s t i f i e d on 
tha t b a s i s . I f the symbol ( c ) appears t o the l e f t o f the ope ra to r x-, 
i t w i l l be used i n computation as a s c a l a r m u l t i p l y i n g a v e c t o r on the 
r i g h t o f the o p e r a t o r . I f i t appears on the r i g h t o f the o p e r a t o r , i t 
w i l l be i n t he r o l e o f a c e l l i n a v e c t o r . 
P r o p e r t i e s o f M a t r i c e s 
In the p roof o f the b a s i c model , the common proper ty o f a s s o c i a -
. . . . 2 
t i v i t y o f m a t r i c e s was assumed in order t o show t h a t C = S + S + . . . 
+ S m . In order t o f o l l o w a s i m i l a r p roof fo r the r e f i n e d model , i t i s 
now d e s i r a b l e t o examine the system o f mat r i ces which might be formed 
r ep re sen t ing the r e l a t i o n s h i p s between two adjacent system l e v e l s . 
These ma t r i ces are o f the Lieberman-Homer t y p e , except t ha t both r e g u l a r 
s c a l a r s and concomitant r e l a t i o n q u a n t i f i e r s are present i n the m a t r i x . 
These ma t r i ce s are analogous t o the ma t r i ces E , F , and G in the p roof 
o f the b a s i c a l g o r i t h m . 
In c o n s i d e r a t i o n o f the d e f i n i t i o n o f prime and concomitant 
r e l a t i o n s , s e v e r a l obse rva t i ons can immediately be made r e l a t i v e t o 
the s t r u c t u r e o f these m a t r i c e s , and may be s t a t e d as axioms . P r i o r 
t o s t a t i n g these ax ioms , however, some terms w i l l be de f ined i n order 
t o shor ten the d i s c u s s i o n t o follow', . . 
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Definitions . 
Concomitant index is a row or column index in a matrix 
wherein the row or column index is the identification of a 
system element which is formed as a result of a concomitant 
relation. 
Regular index is a row or column index in a matrix wherein 
the row or column index is the identification of a system element 
which is formed as a result of a prime relation. 
A concomitant cell in a matrix is a cell wherein the value 
is a concomitant relation quantifier, (c). 
A regular cell in a matrix is a cell wherein the value is 
a regular scalar, n. 
System Matrix Axioms. 
Axiom 1. The lowest level system matrix will never have 
a concomitant index as a row index, since all row indices refer 
to input elements which have been defined to have a prime rela­
tion. 
Axiom 2. A given concomitant index will appear first as 
a column index in the matrix representing the level at which the 
element is formed, and as a row index in the matrix representing 
the next higher system level. This follows directly from the 
definition and notation for concomitant relation. 
Axiom 3. A concomitant index may appear as both a row 
and column index in the case where an element created by a con­
comitant relation is subsequently used to create another concomi­
tant relation. 
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Axiom 4. I f a concomitant index i s a column i n d e x , then 
the c e l l s o f t ha t column w i l l have on ly the v a l u e s zero or ( c ) ; 
t ha t i s , concomitant c e l l s , because t he e n t i r e column i s de f ined 
by the i , k , n i n d i c e s of the concomitant n-tuple ( i , j , k , 
n) with a s i n g l e q u a n t i f i e r . 
Axiom 5. I f a concomitant index i s a row i n d e x , then the 
c e l l s o f tha t row w i l l be concomitant c e l l s , wi th va lue zero or 
( c ) . In t h i s case the row i s de f ined e i t h e r by the i,j i n d i c e s 
o f a concomitant n-tuple, or by the c r e a t i o n o f a new concomitant 
element u s ing a p r e v i o u s l y c r ea t ed concomitant element . 
Mat r ix M u l t i p l i c a t i o n . Cons ider two m a t r i c e s , A and B , conform­
ab le f o r m u l t i p l i c a t i o n i n the usua l s e n s e . Under the u sua l r u l e s fo r 
m u l t i p l i c a t i o n o f m a t r i c e s , the element i n the ( i , k ) c e l l o f AB = ( d n . v ) 
i s : 
d., = I a. . b . . 
i k h in ik 
D 
In ma t r ix m u l t i p l i c a t i o n where the mat r ix c o n s i s t s o f both 
r e g u l a r and Concomitant c e l l s , th ree Cases can be d i s t i n g u i s h e d . S ince 
in a l l cases the index j may be e i t h e r a r e g u l a r or concomitant i n d e x , 
the se t o f i n d i c e s j may be d i v i d e d i n t o two s u b s e t s : 
- [j: j i s a r e g u l a r i n d e x ] , 
3*2 = Cj« j i s a concomitant i n d e x ] . 
Then the mat r ix m u l t i p l i c a t i o n may be Wri t t en a s : 
(1) 
10 3 
= I a. . b . , + T a. . b . , (2) 
.
L
. 1 1 I K . L . I I I K i k . . i j ik , L . i i jk 
Case 1. In t h i s c a s e , both i and K are r e g u l a r i n d i c e s . Then: 
d., = y a . . b . . = y a . . b . . + y a . . b . . = n (or z e r o ) . (3) 
I K h I I I K . L.. I I I K . L . I I I K 
The summation over j £ j ^ ± n t h i s case c o n s i s t s of m u l t i p l i c a t i o n o f 
r e g u l a r c e l l s . The summation over j£-j = 0 , s i n c e by Axioms 4 and 5 , 
both a. . and b . . are e i t h e r zero or ( c ) , and by p r i o r d e f i n i t i o n , 0 
I L L K 
x ( c ) = 0 = ( c ) x 0 , and (c ) x- (c ) = 0 . T h e r e f o r e , d., i s e i t h e r zero 
1 Z IK 
or a r e g u l a r c e l l , n . 
Case 2A. In t h i s c a s e , i i s a r e g u l a r index and K i s a concomi­
t an t i n d e x . Then: 
d.. = y a . . b M + y a . . b . . = (c.) (o r ze ro) (4-) 
I K .
L
. ii -|K . L . I I I K 
In summation over j e j n , a. . i s a- r e g u l a r c e l l , b . . i s a concomitant 
J J l ' I I 6 L K 
c e l l or zero by Axiom 4„ Therefore the r e s u l t o f t h i s p o r t i o n o f the 
summation i s a concomitant c e l l ( c ) . In summation over i e i ^ , a . . i s 
J 2 I ] 
e i t h e r zero or ( c ) by Axiom 4 , and b . , i s e i t h e r zero or ( c ) by Axiom 
Jk 
3 or 4 . T h i s summation i s t h e r e f o r e z e r o , and d., i s e i t h e r zero or a 
I K 
concomitant c e l l ( c ) . 
Case 2 B . I f i i s a concomitant index and K i s a r e g u l a r i n d e x , 
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then 
d. . = V a . . b . , + y a. . b . . = ( c ) ( o r zero) (5) i k . L . in ]k . L . i i ik 
In summation over j e i , , a . . i s e i t h e r zero or ( c ) by Axiom 4 and b . , i s J J l ' i i J l k 
a r e g u l a r c e l l . As i n Case 2A, the r e s u l t i s a concomitant c e l l ( c ) or 
z e r o . The summation je i ' = 0 , as i n p r i o r c a s e s , s i n c e both a . , and b . . 
J J 2 ' r ' i i lk 
must be e i t h e r zero or ( c ) . T h e r e f o r e , d.. i s e i t h e r zero or a concomi-
l k 
t a n t c e l l ( c ) . 
Case 3 . Both i and k are concomitant i n d i c e s , and 
d., = I a. . b . . + y a. . b . = 0 (6) i k . L . i i i k . L . i i ik 
D£3 j_ D£D2 
In t h i s c a s e , the summation over = 0 and the summation over ' 
i £ j ^ = Q> s i n c e a l l a . , and b . , are e i t h e r zero or ( c ) . T h e r e f o r e , J
 2 i ] j k 
d., = 0 . 
ik 
Based on the above c a s e s , the f o l l o w i n g Lemmas can be s t a t e d : 
Lemma 1. In mat r ix m u l t i p l i c a t i o n where both concomi­
t an t and r e g u l a r i n d i c e s and c e l l s are p r e s e n t , i f i n d i c e s i 
and k are both r e g u l a r i n d i c e s , then the product c e l l d_^ i s 
a r e g u l a r c e l l , n , or z e r o . 
Lemma 2 . I f e i t h e r i or k i s a concomitant i n d e x , and 
the o the r index i s a r e g u l a r i n d e x , then d.. i s a concomitant 
i k 
c e l l , ( c ) , o r z e r o . 
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Lemma 3 . I f both i and k are concomitant i n d i c e s , then 
the product c e l l d ^ = 0 , 
Lemma 4 . Y a. . b . . = 0 , r e g a r d l e s s o f the i and k 
i n d i c e s . 1£32 
Lemma 5 . The add i t i on ( c ) + n , f o r n i- 0 , never occurs 
i n the mat r ix m u l t i p l i c a t i o n , so i t i s t he r e fo r e unnecessary t o 
de f ine a d d i t i o n i n v o l v i n g concomitant r e l a t i o n q u a n t i f i e r s o the r 
than ( c ) + 0 = 0 + ( c ) = ( c ) . 
Theorem 1. ( A s s o c i a t i v i t y ) In s e r i e s o f ma t r ix m u l t i p l i c a t i o n s 
y 
i n v o l v i n g ma t r i ces with both r e g u l a r and concomitant i n d i c e s and c e l l s , 
m u l t i p l i c a t i o n i s a s s o c i a t i v e . 
The p roof i s as f o l l o w s . Cons ider t h r ee ma t r i ces P , Q, and R , 
conformable f o r m u l t i p l i c a t i o n i n the usua l s e n s e , and composed o f both 
r e g u l a r and concomitant c e l l s , and indexed by both r e g u l a r and concomi­
t an t i n d i c e s . From the immediately p r i o r r e s u l t s , the element i n the 
( i , k ) p l a c e i n PQ,. d ^ , i s 
l i k = I. P i j q j k ( 7 ) 
and the element i n the ( i , £ ) p l a c e i n (PQ)R i s 
bU = J: dikrk£ = I J. pijqjkrk: 
kek, kek., iein 1 1 J J l 




The ( i , £ ) p l a c e in P ( Q R ) , b^£> may be s i m i l a r l y computed. The 
( j , £ ) p l a c e o f QR has the element c . , 
and the ( i , £ ) p l a c e o f P(QR) i s 
b i £ = I. P i j C j £ = X P i j q j k r k £ * ( 1 0 ) 
In view o f the mixing o f r e g u l a r and concomitant i n d i c e s and 
c e l l s , , i t i s now p e r t i n e n t t o show tha t the ( i , £ ) p l a c e o f PQR i s 
i d e n t i c a l r e g a r d l e s s o f the order o f m u l t i p l i c a t i o n and summation. 
There are 16 combinat ions o f the four i n d i c e s i , j , k , and £ . These 
combinat ions are shown in F igure 8, t o g e t h e r with the d.. , c . „ , 
4 3
 i k j £ •• 
£ d i k r k £ ' a n d ^ ^ ' " c ' £ e s " t a ^ l i s h e < ^ through the a p p l i c a t i o n o f 
kek1
 1
 j e j 1 1 3 : 
Lemmas 1 through 5. I t i s seen t h a t i n a l l 16 combina t ions , i d e n t i ­
c a l r e s u l t s are o b t a i n e d r e g a r d l e s s o f order o f summation, so t h a t 
t 
the c o n c l u s i o n may be reached tha t d . „ = d . „ . 
-
7
' i£ i£ 
In combinat ion 1, a l l i n d i c e s are r e g u l a r , and the r e s u l t i n g 
c e l l i s r e g u l a r or zero by Lemma 1. 
In combinat ion 2 , i i s r e g u l a r , k i s r e g u l a r , and j e j ^ > so 
cL^ i s a r e g u l a r c e l l or z e r o . However, £ i s a concomitant i n d e x , so 
b ^ i s concomitant or zero by Lemma 2 . Now, j i s r e g u l a r , £ i s con ­
comi tan t , and k i s r e g u l a r , so t h a t c . i s a concomitant c e l l or zero 
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Index Index ik b i i b i » Combination i j k z 1 R R R R n n n n 
2 R R R C n ( c ) ( c ) ( c ) 
3 R R C R ( c ) 0 0 0 
4 R C R R 0 ( c ) 0 0 
5 C R R R ( c ) n ( c ) ( c ) 
6 R R C C ( c ) 0 0 0 
7 R C R C 0 0 0 0 
8 C R R C ( c ) ( c ) 0 0 
9 R C C R 0 0 0 0 
10 C R C R 0 0 0 0 
11 C C R R 0 ( c ) 0 0 
12 C C C R 0 0 0 0 
13 C C R C 0 0 0 0 
" 14 C R C C 0 0< 0 0 
15 R C C C 0 0 0 0 
16 C C c C 0 0 0 0 
R = Regula r I n d e x . n = Regular C e l l . 
C = Concomitant Index . ( c ) = Concomitant C e l l . 
bu = X d^rkjr hii = P i j C j * ' 
kek^ J E ] ^ 
F i g u r e . 8 , Index Combinations and R e s u l t a n t C e l l Values, 
i n S u c c e s s i v e Mat r ix M u l t i p l i c a t i o n . 
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by Lemma 2 . But a g a i n , s i n c e i i s r e g u l a r , Lemma 2 i n d i c a t e s t h a t b . 
i s a concomitant c e l l or z e r o . Combination 5 r e s u l t s i n a concomitant 
or zero c e l l by a s i m i l a r argument. 
i 
A l l o ther combinat ions r e s u l t i n b . „ = b . „ = 0 . In the combina-
t i o n s 7 , 9 , 10 , 12 , 1 3 , 14, 1 5 , and 16, bo th d. and c are zero by 
e i t h e r Lemma 3 or Lemma 4 . In combination 3 , c . n = 0 by Lemma 4 , so 
t 
b . = 0 . The c e l l d,, i s concomitant by Lemma 2 , then b . = 0 by Lemma 
1X/ I K l X / 
4 . A s i m i l a r argument ho ld s fo r combinat ions 4 , 6 , and 1 1 . In combina-
t 
t i o n 8 both b . 0 and b . and zero by Lemma 3 , as both i and I are concomi­
t an t i n d i c e s . Th i s Lemma would a l s o apply- t o combinat ions 10 , 13 , 14, 
and 16 . 
I t w i l l a l s o be u s e f u l t o prove the f o l l o w i n g theorem: 
Theorem 2 . ( E x i s t e n c e o f I d e n t i t y ) IA = A = A l , where A i s a 
mat r ix wi th both r e g u l a r and concomitant c e l l s , and I i s an i d e n t i t y 
ma t r ix o f proper s i z e and i n the usua l s e n s e . 
t 
In p roo f , l e t a be the ( j , £ ) c e l l o f I A . Then 
2 x, 
where 6. i s the Kronecker d e l t a , .Then s i n c e 1 x ( c ) = ( c ) by d e f i n i ­
t i o n , i t i s ev iden t t h a t both r e g u l a r and concomitant c e l l s are preserved 
under t h i s m u l t i p l i c a t i o n , and IA = A„ In the same manner, i f a ^ i s the 
(k,m) c e l l o f A l , 
" _ r 
a km = I \ l 6 l m ' (12) 
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and A l = A. 
Development o f the "Composed o f " Model 
As i n the case o f the b a s i c a l g o r i t h m , the system r e l a t i o n s e x ­
pressed in the S mat r ix may a l s o be expressed i n a s e r i e s of m a t r i c e s , 
where each mat r ix r ep re sen t s the r e l a t i o n s , both prime and concomitant , 
which e x i s t between two adjacent l e v e l s o f the in fo rmat ion system under 
s t u d y . Because o f t he nature o f concomitant r e l a t i o n s , and t o permit 
the en t ry and e x i t o f systems elements at any l e v e l , a technique s i m i l a r 
t o Homer's f i r s t method must be used i n order t o fo rce c o n f o r m a b i l i t y o f 
these ma t r i ce s fo r m u l t i p l i c a t i o n . The f o l l o w i n g r u l e s w i l l assure such 
c o n f o r m a b i l i t y : 
1. Assume an n - l e v e l in format ion sys tem, with between l e v e l 
ma t r i ces A , B , C,. N . S t a r t wi th the lowest l e v e l m a t r i x , A , and 
wr i t e as row i n d i c e s the i d e n t i f i c a t i o n o f a l l input e l emen t s . 
2 . Write as column i n d i c e s o f A the i d e n t i f i c a t i o n o f a l l e l e ­
ments which u s e , on e i t h e r a prime or concomitant b a s i s , the input e l e ­
ments l i s t e d i n the rows. 
3 . En te r i n the c e l l s o f A the appropr ia te q u a n t i f i e r , e i t h e r 
prime or concomi tan t . 
4 . Write as row i n d i c e s f o r the next h ighe r system mat r ix B the 
column i n d i c e s o f ma t r ix A . 
5 . Write as column i n d i c e s o f B the i d e n t i f i c a t i o n o f a l l e l e ­
ments which u s e , on e i t h e r a prime or concomitant b a s i s , the elements 
l i s t e d i n the rows. 
6 . Enter i n the c e l l s o f B the appropr ia te q u a n t i f i e r , e i t h e r 
prime or concomi tan t . 
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7. Continue i n t h i s manner fo r ma t r i ces C , D , . . . , N . The 
column i n d i c e s of N w i l l a l l be the i d e n t i f i c a t i o n o f output r e p o r t s , 
but some output r epo r t s may not be present due t o l e a v i n g the system 
at a lower l e v e l . Some mat r i ces w i l l show a g i v e n i d e n t i f i c a t i o n as 
both a row and a column i n d e x , due to h ighe r l e v e l elements be ing com­
posed o f elements from more than one lower l e v e l . 
Cons ider now a th ree l e v e l sys tem, with ma t r i ce s P , Q, and R, 
def ined and e s t a b l i s h e d as .above. The l e t t e r s i n the c e l l s of the 
ma t r i ces i n Table 14 are a r b i t r a r y q u a n t i f i e r s , e i t h e r prime or c o n ­
comi tan t , sub jec t t o the d e f i n i t i o n o f these r e l a t i o n s , and t o the p r e ­
v i o u s l y shown Lemmas r e l a t i v e t o formation o f ma t r i ces c o n s i s t i n g o f 
both prime and concomitant e l e m e n t s . 
Let the ma t r i ce s P , Q, and R be as shown i n Table 14. Note t h a t 
the mat r ix R has element 8 as both a row and column i n d e x , which i s 
i n t e r p r e t e d as the f a c t t h a t elements en te r element 8 a t two l e v e l s . 
The c e l l R i s of course empty, 
oo 
I n a manner corresponding d i r e c t t o the argument advanced i n 
deve lop ing the b a s i c a l g o r i t h m , these three mat r i ces might now be mul ­
t i p l i e d t o g e t h e r i n the manner o f the Lieberman model , and the p roduc t s 
PQ, QR, and PQR would con ta in the in format ion r e l a t i v e t o i n d i r e c t system 
r e l a t i o n s . 
A l s o i n a manner corresponding t o the development o f the b a s i c 
a l g o r i t h m , l e t the same data be d i s p l a y e d i n a s i n g l e ma t r ix S , where 
a S d i f f e r s from S only i n t h a t element 8 appears tw ice as both a row 
a 
and column i n d e x , but without d u p l i c a t i o n o f non-zero i n f o r m a t i o n . 
A l s o , l e t S be p a r t i t i o n e d i n t o the 4 x 4 mat r ix shown i n Table 15„ 
I l l 





6 7 8 9 
g h i j 
k i m n 
8 10 
6 o p 
7 q r 
8 - s 
9 t u 
Th i s p a r t i t i o n e d mat r ix can be represen ted by the f o l l o w i n g m a t r i x , where 
the o r i g i n a l m a t r i c e s P, Q, and R are con ta ined wi th in the p a r t i t i o n e d S 
a 
ma t r i x : 
0 





Table 15. The S Mat r ix 
a 
CO
 10 6 7 
CO
 9 4 5 1 2 3 
CO
 0 0 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 0 
6 o p 0 0 0 0 0 0 0 0 0 
7 q r 0 0 0 0 0 0 0 0 0 
8 0 s 0 0 0 0 0 0 0 0 0 
9 t u 0 0 0 0 0 0 0 0 0 
4 0 0 g h i j 0 0 0 0 0 
5 0 0 k £ m n 0 0 0 0 0 
1 0 0 0 0 0 0 a b 0 0 0 
CNI
 0 0 0 0^ 0 0 c d 0 0 0 
CO
 0 0 0 0 0 0 e f 0 0 0 . 
Now, s i n c e Theorem 1 assures a s s o c i a t i v i t y o f mat r ix m u l t i p l i c a ­
t i o n , and s i n c e a d d i t i o n o f concomitant r e l a t i o n q u a n t i f i e r s with zero 















4 . S i s n u l l 
a 
( 
s + s2 + s3 






I t i s now noted t h a t i n S the in t e rmed ia te l e v e l products PQ and 
» a 
3 QR are found, and t ha t i n S the product PQR i s found. The summation o f 
a 
the t h r e e 1 m a t r i c e s , when expanded t o the o r i g i n a l dimension o f S , meets 
• . a 
the d e f i n i t i o n o f C , where C i s the same as C except f o r the f a c t t h a t 
a a 
element 8 appears twice as a row and a column i n d e x . S ince t h i s i s p u r e ­
l y a mat ter o f n o t a t i o n , S i s equ iva l en t t o S , and C i s equ iva l en t t o 
a a 
C . C can be conver ted t o C , whi le s t i l l p r e s e r v i n g t r i a n g u l a r i t y , by 
c l 
adding the r igh t -mos t column 8 t o the o the r column 8, then removing any 
d u p l i c a t i o n between the two rows with index 8, and d e l e t i n g the lower o f 
the two rows . 
I t has t he r e fo r e been shown t h a t 
C = S + S 2 + S 3 + 
a a a a + S 
m 
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and because o f the equ iva l ence o f C and C , S and S , 
a a 
C = S + S2 + S3 + ... + Sm . (17) 
By d e f i n i t i o n o f the ma t r ix S , 
S = I. + C (18) 
S* = I + S + S 2 + S 3 + . . . + S m . (19) 
Then, m u l t i p l y i n g both s i de s by ( I - S) and c a r r y i n g out the m u l t i p l i ­
c a t i o n , 
(i - s)ss; = ( I - S) ( I + S + S>2 + ... + Sm) 
* 2 2 2 ( I =• S)S = I - S + S-S + s 
„m ^
 c m r m + l S + S - S 
But SM+^~ i s n u l l , and I 2 = I , so 
( I - S ) S = 1 (20) 
and m u l t i p l y i n g through by ( I - S) \ 
S* = ( I - S)"1. (21) 
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That t h i s i nve r se e x i s t s i s shown, by observ ing t h a t ( I - S) i s 
t r i a n g u l a r by d e f i n i t i o n , wi th determinant | ( I - S ) | = 1. ( I - S ) i s 
t h e r e f o r e n o n - s i n g u l a r , and the i nve r se e x i s t s . 
* 
I t has been shown then tha t S and S have the same r e l a t i o n when 
concomitant i n d i c e s and q u a n t i f i e r s are employed as i n the b a s i c a l g o ­
r i thm when a l l systems r e l a t i o n s were presumed to be pr ime. The compu­
t a t i o n a l s o proceeds i n the same gene ra l manner, except t ha t s p e c i a l 
r u l e s p e r t a i n i n g t o " m u l t i p l i c a t i o n " ob t a in when concomitant r e l a t i o n 
q u a n t i f i e r s are encountered., An example w i l l be presented i n Chapter 
VI . 
Development o f Containment Type A n a l y s i s 
The containment type o f a n a l y s i s depends on a l l o f the three ca t e 
g o r i e s o f r e l a t i o n s , de f ined as pr ime, concomitant , and d e l e t i o n . The 
a d d i t i o n o f the d e l e t i o n r e l a t i o n r e q u i r e s a r e d e f i n i t i o n o f both the S 
mat r ix and the S m a t r i x . These r ede f ined ma t r i ce s w i l l be denoted S ' 
A 
and S ' , r e s p e c t i v e l y . 
As noted i n the e a r l i e r s e c t i o n o f t h i s chapter e n t i t l e d "Nota­
t i o n , " the d e l e t i o n r e l a t i o n q u a n t i f i e r -1 i s s y m b o l i c , r a t h e r than 
numer ic . Furthermore, the d e l e t i o n r e l a t i o n l e a d s t o an opera t ion i n 
A 
the computation o f the S ' mat r ix which i s l o g i c a l r a t h e r than a r i t h ­
metic in n a t u r e . For t h i s r eason , i t i s not p o s s i b l e to o f f e r a develop 
ment o f the computa t iona l procedure on a mathemat ical b a s i s , but only a 
development on the l o g i c a l b a s i s . In f a c t , i t can be shown, by a t t empt ­
ing the m u l t i p l i c a t i o n , tha t 
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S ? ( I - S ' ) i- I (22) 
ft 
and t h a t t he r e fo r e the r e l a t i o n s h i p between the S and S ma t r i ce s shown 
ft 
i n the p rev ious s e c t i o n i s not t rue f o r S ' and S ' . 
D e f i n i t i o n o f . S ' and S ' M a t r i c e s 
In the d e f i n i t i o n o f the S m a t r i x , the c e l l s s . . were def ined as 
the number o f t imes a g iven system element i i s used d i r e c t l y i n the 
p repa ra t ion of system element j , where both prime and concomitant r e l a ­
t i o n s met the d e f i n i t i o n . In the case o f prime r e l a t i o n s , however, where 
the i index o f the r e l a t i o n s h i p i s the i d e n t i f i c a t i o n of a compound e l e ­
ment, the compound element i t s e l f (a r e p o r t , t ape r e c o r d , or the l i k e ) 
w i l l not p h y s i c a l l y appear , or be "con ta ined i n " the compound element 
denoted by the j index o f the prime r e l a t i o n s h i p . Furthermore, some o f 
the s imple elements i n c l u d e d wi th in the i t h compound element may n e i t h e r 
be used nor con ta ined i n the j t h e lement . 
In order t o exc lude the i t h compound element from appear ing i n 
ft 
the j t h compound element o f S ' , a change i n d e f i n i t i o n o f the s o l u t i o n 
ma t r ix and a change o f computa t ional method i s r e q u i r e d . The e x c l u s i o n 
o f the unused simple elements w i th in the i t h compound element l e ads t o 
the d e l e t i o n r e l a t i o n and a corresponding change i n d e f i n i t i o n of the 
mat r ix S ' . 
The mat r ix -S ' i s now def ined as t h a t ma t r ix where the c e l l s s . . 
represent the number o f t imes a g iven system element i i s used d i r e c t l y 
i n the p repa ra t i on o f system element j i n the case o f prime and c o n ­
comitant r e l a t i o n s , and as the s imple system element k which i s con ­
t a i n e d i n compound element i , but which w i l l not p h y s i c a l l y be i nc luded 
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i n compound element j i n the case o f a d e l e t i o n r e l a t i o n . 
ft » 
The matr ix S ' i s de f ined as t ha t mat r ix where the c e l l s s . . 
represent the number o f t imes the s imple data element i which a c t u a l l y 
appears i n compound element j i s used or i s a v a i l a b l e fo r use i n 
p repa ra t ion o f data element j . 
I t should be noted tha t the d e f i n i t i o n o f S ' r ep resen t s the i n ­
c l u s i o n o f the d e l e t i o n r e l a t i o n i n the p r e v i o u s l y de f ined S m a t r i x , 
whi le the d e f i n i t i o n o f S ' r ep resen t s the b l o c k i n g out of any e lement , 
s imple or compound, which does not a c t u a l l y appear i n a g i v e n compound 
e lement . 
E f f e c t on Computation 
The e f f e c t on computa t ion , i n comparison t o computation o f the 
"Composed o f " ma t r ix S , i s t h a t of adding two l o g i c a l ope ra t ions t o 
the mathemat ica l ope ra t i on of i n v e r t i n g the ( I - S ' ) m a t r i x . These two 
l o g i c a l ope ra t ions prevent the r e a l i z a t i o n o f a t rue i n v e r s e , but r e ­
ft 
s u i t i n the d e f i n i t i o n o f S ' be ing met i n the s o l u t i o n . 
The f i r s t l o g i c a l ope ra t ion i s the p reven t ion of any compound 
ft 
element from appear ing i n another compound element i n S ' . This i s 
A 
done by r e c o g n i z i n g t ha t any column i n S ' which con t a in s a non-zero 
en t ry o ther than on the d i a g o n a l i s compound; and t h a t the d i a g o n a l 
e lement , which r ep resen t s the compound element i t s e l f , must be ignored 
i n the computat ion o f an element at a h i g h e r system l e v e l . 
The second l o g i c a l ope ra t ion i s the p reven t ing of any re fe rence 
t o a s imple element from appear ing i n a compound element where a d e l e ­
t i o n r e l a t i o n i s i n d i c a t e d i n the S 1 m a t r i x . This i s done by the s imple 
method o f merely v iewing the presence o f a d e l e t i o n r e l a t i o n i n s 1 as 
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a b lock t o p e r m i t t i n g any e n t r y , prime or concomitant , from appear ing 
A A 
i n the corresponding c e l l , s ' o f S ' . Th i s i n turn w i l l prevent the 
pq 
c a r r y i n g o f the d e l e t e d element t o any h igher l e v e l compound e lement . 
A 
The a lgo r i thm fo r computation o f the S ' mat r ix t o be presented 
i n the next chapter w i l l t h e r e f o r e bear a s t rong resemblance t o the 
A 
a lgo r i t hm fo r computation o f S , except f o r p r o v i s i o n f o r c a r r y i n g out 
the two l o g i c a l opera t ions i n d i c a t e d above i n a d d i t i o n t o the mathemati­
c a l opera t ions l e a d i n g t o what might be c a l l e d a pseudo- inverse o f 
( I - S») . 
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CHAPTER VI 
THE REFINED MODELS —ALGORITHMS AND EXAMPLES 
I n t r o d u c t i o n 
Based on the development o f Chapter V , t h i s chapter w i l l present 
a lgor i thms by means of which the s p e c i f i c a t i o n s o f systems r e l a t i o n s 
prepared by the systems a n a l y s t may be arranged i n the requi red t r i ­
angular form and the computation o f the system s o l u t i o n m a t r i c e s S 
and S ' performed. At t h i s t i m e , the a lgo r i t hms are presented f o r 
e x p o s i t o r y purposes as a lgo r i thms fo r manual computat ion. They were 
developed s p e c i f i c a l l y , however, fo r machine computat ion, and Chapter 
V I I and the Appendices con ta in f u r t h e r d i s c u s s i o n of the i m p l i c a t i o n s 
o f machine computation and res ta tements o f the a lgor i thms i n language 
more appropr ia te fo r such u s e . In order t o i l l u s t r a t e the t r i a n g u l a r i ­
z a t i o n and computation o f the s o l u t i o n m a t r i c e s , a very sma l l numer ica l 
example i s p re sen ted , and t h i s example i s a l s o used as a b a s i s fo r 
d i s c u s s i o n o f i n t e r p r e t a t i o n o f the s o l u t i o n m a t r i c e s . 
T r i a n g u l a r i z a t i o n A lgo r i t hm 
In the p rev ious chap te r , i t was e s t a b l i s h e d tha t the de s i r ed t r i ­
a n g u l a r i t y o f the S and S ' mat r ices could be r e a l i z e d by r e c o g n i z i n g and 
removing f i r s t the h ighes t l e v e l of systems element d e s i g n a t i o n s from 
the se t o f a l l d e s i g n a t i o n s , then the next h i g h e s t , and so on u n t i l a l l 
d e s i g n a t i o n s had been removed. The a lgo r i t hm t o be presented merely 
represen t s a sy s t ema t i c means o f such r e c o g n i t i o n and removal . On a 
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manual b a s i s , a s i n g l e l i s t o f the p a i r s ( i , j ) could be used r a t h e r than 
a double l i s t , but f o r subsequent mechanized o p e r a t i o n , a double l i s t i s 
d e s i r a b l e . 
Because o f the way t h a t the t r i a n g u l a r i z a t i o n a l g o r i t h m o p e r a t e s , 
the method o f i d e n t i f i c a t i o n of system elements i s not c r i t i c a l , and any 
element can be des igna t ed by any a r b i t r a r y numer ica l or a l p h a m e r i c a l 
d e s i g n a t i o n , with the only r e s t r a i n t be ing t ha t the i d e n t i f i c a t i o n be 
c o n s i s t e n t and unique—that i s , a g iven i d e n t i f i c a t i o n p e r t a i n t o only 
one e lement , and tha t a g iven i tem have only one i d e n t i f i c a t i o n . 
In many r e a l sys tems , some s o r t of forms c o n t r o l i s e x e r c i s e d , 
wherein every report i s g iven a d i s t i n c t i v e number. I f such i s the 
c a s e , t h i s number i s p e r f e c t l y u s e f u l f o r i d e n t i f i c a t i o n purposes and 
may be so used . Business f u n c t i o n ( i f des igna ted as "e lements" f o r 
purposes o f a n a l y s i s ) might w e l l be des igna ted by the s e c t i o n number 
o f the o r g a n i z a t i o n manual which d e s c r i b e s the f u n c t i o n . The i d e n t i f i ­
c a t i o n o f data has u s u a l l y not been accomplished un ique ly and c o n s i s t ­
e n t l y p r i o r t o the s t a r t o f a systems s t u d y . A u s e f u l technique i n 
t h i s case i s merely t o a s s i g n a s e r i a l number t o each p i e c e o f data 
as i t i s d i scove red i n the sys tem, without regard t o the system l e v e l 
at which i t i s encoun te red . 
In the example i n a l a t e r s e c t i o n , an i d e n t i f i c a t i o n which i s 
p a r t l y mnemonic i s u sed . This has been done pure ly fo r e x p o s i t o r y 
purposes , and i s not recommended i n p r a c t i c e . From the point o f view 
o f computer o p e r a t i o n , a pure ly d i g i t a l i d e n t i f i c a t i o n i s p r e f e r r e d . 
In the a l g o r i t h m t o f o l l o w , i t i s presumed tha t the elements 
o f the system have been g iven the r equ i r ed unique and c o n s i s t e n t d e s i g -
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n a t i o n s , and t h a t the d e f i n i t i o n o f prime r e l a t i o n s ( p a i r s ) and concomi­
t an t r e l a t i o n s ( n - t u p l e s ) has been done. D e l e t i o n r e l a t i o n s are not a 
f a c t o r i n t r i a n g u l a r i z a t i o n , and the p a i r s d e f i n i n g d e l e t i o n r e l a t i o n s 
should be se t a s ide u n t i l the formation o f the S ' ma t r ix takes p l a c e . 
1. Prepare two i d e n t i c a l l i s t s , each c o n t a i n i n g a l l p a i r s ( i , j ) , 
A 
t oge the r with the q u a n t i f i e r , i f d e s i r e d . Des igna te these two l i s t s 
as l i s t A and l i s t B . Order l i s t A on the j i n d e x , with minor order ing 
w i t h i n the j index on the i i n d e x . Order l i s t B on the i i n d e x , with 
minor ordering within the i index on the j i n d e x . 
2 . Compare each j , i n t u r n , i n l i s t A t o the i i n l i s t B . Remove 
from l i s t A a l l p a i r s ( i , j ) fo r which a j i n l i s t A does not have an 
equa l i i n l i s t B . 
B . Remove from l i s t B a l l p a i r s ( i , j ) which were removed from 
l i s t A i n s t ep 2 . Record the order o f removal o f j i n d i c e s from l i s t A . 
The j i n d i c e s o f the p a i r s removed are the d e s i g n a t i o n s o f t he h ighes t 
order elements o f the in fo rmat ion p r o c e s s i n g sys tem. 
4-. I f the l i s t s A and B are not exhaus ted , repeat s t eps 2 and 3 
on the reduced l i s t s , which w i l l remove s u c c e s s i v e l y lower l e v e l system 
e l e m e n t s . I f the l i s t s are exhaus ted , go t o s t ep 5. 
5. When the l i s t s are exhaus ted , the r eco rd o f order o f removal 
o f p a i r s r epresen t s the order o f l i s t i n g of row and column elements i n 
" The q u a n t i f i e r s are not r equ i r ed i n t r i a n g u l a r i z a t i o n , but i t 
i s u s u a l l y convenient f o r the q u a n t i f i e r t o accompany the p a i r or n -
t u p l e , p a r t i c u l a r l y i n machine v e r s i o n s of the a l g o r i t h m . 
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the S and S ' ma t r i ce s f o r the prime r e l a t i o n s . Now arrange a l i s t o f 
concomitant r e l a t i o n s ( n - t u p l e s ) i n the same order based on the second 
index o f the n - t u p l e , j ' , and wi th in a g iven j ' , i f an element d e s i g n a ­
t i o n appears both as an i index ( f i r s t p o s i t i o n i n n - t u p l e ) and as an 
index k , £ , n , then the n - t u p l e c o n t a i n i n g the element as an i 
index fo l l ows a l l n - t u p l e s where i t appears as a k , £ , . . . , n i n d e x . 
Then f o r every j i n the record o f removal o f p a i r s from l i s t A fo r which 
there i s a j ' = j i n the l i s t o f concomitant r e l a t i o n s , i n s e r t a f t e r j 
i n the record o f removal the f i r s t i n d e x , i , o f the concomitant n - t u p l e . 
The t r i a n g u l a r i z a t i o n o f the system elements i s comple te , and f o r 
manual de te rmina t ion of the S , S ' , S and S ' ma t r i ce s t h i s c o n d i t i o n i s 
adequate . For de te rmina t ion by the use o f a computer, i t i s necessa ry 
t o r e - i n d e x the e l emen t s . T h i s t echn ique w i l l be presented i n Appendix 
B , s ince i t i s not o f i n t e r e s t i n the g e n e r a l development o f the a l g o ­
r i t h m s . 
Formation o f S and S ' Ma t r i ces 
In computation by means of a computer, i t i s not necessa ry t o 
form t h e S and S ' m a t r i c e s . I t i s , however, necessa ry i n the manual 
computa t ion . Fur thermore, even though the two ma t r i ce s are not formed 
i n the computer s o l u t i o n , the S and S ' ma t r i ce s e x i s t i n conceptua l 
form, i n the medium o f card or tape r e c o r d s . The formation of the 
ma t r i ces i n concep tua l form or fo r manual computation i s governed by 
the f o l l o w i n g r u l e s : 
1. For both the S and S 1 m a t r i x , l a b e l both rows and columns 
i n the same order as the record o f removal o f p a i r s e s t a b l i s h e d i n 
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s t ep 3 o f the t r i a n g u l a r i z a t i o n a l g o r i t h m , as augmented by the i n c l u ­
s ion o f i n d i c e s from the n - t u p l e s as s p e c i f i e d i n s t ep 5. Th i s l a b e l i n g 
should proceed to the r ight: o f the columns and downward f o r the rows, 
s t a r t i n g a t the upper l e f t hand corner o f the m a t r i x . 
2 . For the S m a t r i x , r ecord a l l prime r e l a t i o n s by e n t e r i n g the 
q u a n t i f y i n g numeral in the c e l l denoted by the p a i r ( i , j ) . Record a l l 
concomitant r e l a t i o n s wi th the concomitant q u a n t i f i e r ( c ) f o r each c e l l , 
where t he c e l l i n d i c e s are determined by cons ide r ing the f i r s t element 
d e s i g n a t i o n i of the n - t u p l e as a row i n d e x , and the second element 
d e s i g n a t i o n j as a column i n d e x ; and then by cons ide r i ng the f i r s t e l e ­
ment d e s i g n a t i o n i as a column index and each of the remaining element 
d e s i g n a t i o n s k , £ , n , i n t u r n , as row i n d i c e s , u n t i l the n - t u p l e 
i s exhaus ted . Note tha t an n - t u p l e o f s element d e s i g n a t i o n s w i l l p r o ­
duce s - 1 c e l l s i n the S m a t r i x . 
3 . For the S ' m a t r i x , fo l low s t eps 1 and 2 , above. In a d d i t i o n , 
r ecord a l l d e l e t i o n r e l a t i o n s as -1 in the m a t r i x , u s ing the same r u l e s 
f o r de te rmining the proper c e l l as fo r the prime r e l a t i o n s . 
The S —s" A lgo r i t hm 
Having formed the S m a t r i x , the S s o l u t i o n mat r ix may be com­
puted u s i n g the f o l l o w i n g a l g o r i t h m : 
1. Prepare a format fo r the s o l u t i o n mat r ix S , wi th the same 
row and column d e s i g n a t i o n s in the same order as i n the S m a t r i x . 
P l ace l ' s on the d i a g o n a l o f the s o l u t i o n m a t r i x . 
2 . S t a r t computation a t the lower r i g h t hand c e l l . The computa­
t i o n w i l l proceed column by column, from r i g h t t o l e f t u n t i l the l e f t -
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most column has been computed. 
3 . E s t a b l i s h a column v e c t o r V , i n i t i a l l y z e r o s , ou t s ide the S 
m a t r i x . This i s a working v e c t o r , and should con t a in as many c e l l s as 
there are c e l l s below and i n c l u d i n g the d i a g o n a l c e l l i n the column o f 
A 
S which i s c u r r e n t l y be ing computed. The top c e l l of V corresponds 
t o the d i a g o n a l element o f the column be ing computed, whi le the bottom 
c e l l o f V corresponds t o the bottom c e l l o f the column be ing computed. 
4 . Examine the bottom c e l l o f the column i n S with the same 
A 
column d e s i g n a t i o n as the column be ing computed i n S . I f t h i s c e l l 
i s non -ze ro , determine the row index o f the c e l l i n the S m a t r i x , and 
A 
f i n d the column o f S with t h i s same i n d e x . I f the c e l l i s z e r o , d e t e r ­
mine whether t h i s c e l l i s on the prime d i a g o n a l o f the m a t r i x , i n d i c a t e d 
by the f a c t t h a t the row index i = the column index j . I f i t i s the 
d i agona l c e l l , go t o s tep 6 . I f the c e l l i s not the d i a g o n a l c e l l (and 
i s z e r o ) , repeat s tep 4 fo r the c e l l i n the S mat r ix next above t h i s 
c e l l i n the same column. 
5 . M u l t i p l y the non-zero va lue o f the c e l l e s t a b l i s h e d i n s t ep 
A 
4 by the column o f S found as a r e s u l t o f s tep 4 and add the product 
t o V „ In t h i s m u l t i p l i c a t i o n the u sua l r u l e s o f m u l t i p l i c a t i o n ob ta in 
fo r the ord inary numerals q u a n t i f y i n g prime r e l a t i o n s , but when a con­
comitant q u a n t i f i e r i s i n v o l v e d , e i t h e r i n the c e l l va lue or i n the 
column v e c t o r , the r e l a t i o n s s p e c i f i e d i n the ' N o t a t i o n " s e c t i o n , 
Chapter V must be used . 
Choose the c e l l i n the S mat r ix next above the current c e l l i n 
the same column, and repeat s tep 4 and s tep 5 . 
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6 . When a d i agona l c e l l i s r eached , as i n d i c a t e d by the ope ra ­
s'* 
t i o n o f s tep 4 , add the v e c t o r V t o the column o f the S mat r ix under 
ft 
c o n s i d e r a t i o n . Then choose the column of the S mat r ix immediately t o 
the l e f t o f the one j u s t computed, and repeat the a lgo r i thm from s tep 
3 . When a l l columns have been computed, a t r i a n g u l a r s o l u t i o n mat r ix 
S w i l l ' have been gene ra ted . 
A 
The S f — S f < > A lgor i thm 
ft 
The S ' mat r ix i s computed from the S ? ma t r ix u s ing an a lgo r i thm 
which i s a m o d i f i c a t i o n o f the S -S a l g o r i t h m . Steps 1, 2 , and 3 are 
ft 
i d e n t i c a l ; with appropr ia t e change o f n o t a t i o n from S t o S f and S t o 
S ' . The ba lance o f the s t eps are as f o l l o w s : 
4 . Examine the bottom c e l l o f the column i n S ' with the same 
column d e s i g n a t i o n as the column be ing computed i n S ' . I f t h i s c e l l 
i s non -ze ro , determine which o f the r e l a t i o n t y p e s i s represented by 
the q u a n t i f i e r i n the c e l l . I f the c e l l en t ry i s a d e l e t i o n r e l a t i o n , 
- 1 , i n s e r t an X i n the corresponding c e l l o f Vec to r V , then repeat s t ep 
4 f o r the c e l l i n the S mat r ix next above t h i s c e l l i n t he same column 
of S ' . The purpose o f t h i s X i s t o prevent any fu r the r e n t r i e s from any 
source be ing p l a c e d i n tha t p a r t i c u l a r c e l l . 
I f the c e l l en t ry i s the q u a n t i f i e r f o r e i t h e r a prime or c o n ­
comitant r e l a t i o n , determine the row index o f the c e l l i n the S ' m a t r i x , 
A 
and f i n d the column o f S ' wi th the same i n d e x . I f the c e l l i s z e r o , 
determine whether t h i s c e l l i s on the prime d i agona l o f the m a t r i x , 
i n d i c a t e d by the f a c t t ha t the row index i = the column index j . I f i t 
i s the d i a g o n a l c e l l , go t o s tep 6 . I f the c e l l i s not the d i agona l 
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c e l l (and i s z e r o ) , repeat s tep 4 fo r the c e l l in the S ' ma t r ix next 
above t h i s c e l l i n the same column. 
5. I f the c e l l i s a concomitant r e l a t i o n q u a n t i f i e r , m u l t i p l y 
A 
the c e l l by the column of S ' found as. a r e s u l t o f s t ep 4 , obse rv ing 
the s p e c i a l r u l e s fo r such m u l t i p l i c a t i o n p r e v i o u s l y s p e c i f i e d . I f 
the c e l l va lue i s a r e g u l a r numera l , determine whether the column o f 
S 1 found i n s t ep 4 has any non-zero c e l l s o the r than the d i a g o n a l 
c e l l . I f i t has n o t , m u l t i p l y the c e l l va lue by the column v e c t o r 
(which c o n s i s t s o f z e r o s except f o r the d i a g o n a l element) and add the 
product t o the vec to r V . I f the column has n o n - z e r o , non-d iagona l 
v a l u e s , m u l t i p l y the c e l l va lue by the column v e c t o r i g n o r i n g the 
d i a g o n a l c e l l (or t r e a t i n g i t as z e r o ) , and add the product t o the 
v e c t o r V . In both o f these m u l t i p l i c a t i o n s , observe the p r e v i o u s l y 
de f ined r u l e s f o r m u l t i p l i c a t i o n i n v o l v i n g concomitant q u a n t i f i e r s . 
A l s o observe the presence o f an X i n the v e c t o r V as b l o c k i n g any 
fu r the r e n t r y . 
Choose the c e l l i n the S 1 ma t r ix next above the current c e l l i n 
the same column, and repeat s t ep 4 and s t ep 5. 
6 . When a d i a g o n a l c e l l i s r eached , as i n d i c a t e d by the opera -
A 
t i o n o f s tep 4 , add the v e c t o r V t o the column o f the S ' mat r ix under 
c o n s i d e r a t i o n , now t r e a t i n g an X in v e c t o r V as a z e r o . Then choose 
A 
the column o f the S ' ma t r ix immediately t o the l e f t o f the one j u s t 
computed, and repeat the a lgor i thm, from s tep 3 . When a l l columns have 
been computed,, a t r i a n g u l a r s o l u t i o n mat r ix S ' w i l l have been gene ra t ed . 
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A Numerical, Example 
In order t o i l l u s t r a t e the opera t ion o f the r e f i n e d a l g o r i t h m s , 
and t o fu rn i sh a b a s i s f o r d i s c u s s i o n o f the i n t e r p r e t a t i o n o f the S 
and S ' s o l u t i o n m a t r i c e s , a smal l numer ica l example w i l l be p resen ted . 
In t h i s example , the input t o the system i s a d a i l y time r e p o r t , l i s t i n g 
p a y r o l l number, department number, and hours worked, recorded on a 
punched c a r d . P r o c e s s i n g , by un i t record equipment, i s t o compute 
d a i l y l a b o r d o l l a r s by department and t o t a l , and weekly department t o t a l 
l a b o r d o l l a r s , compared t o t h e p r i o r week. In a d d i t i o n t o these two 
r e p o r t s , cards c o n t a i n i n g p a y r o l l number, department number, hours 
worked and l abo r d o l l a r s are t o be c rea ted for subsequent use i n the 
p a y r o l l o p e r a t i o n . Mnemonic d e s i g n a t i o n s f o r the s e v e r a l systems e l e ­
ments have been used f o r ease In d i s c u s s i o n ; as p r e v i o u s l y emphasized, 
element d e s i g n a t i o n s can be pure ly a r b i t r a r y f o r these a l g o r i t h m s . A l s o , 
f o r pure ly e x p o s i t o r y purposes , a flow char t o f the system i s shown i n 
F igure 9 . 
The f o l l o w i n g l i s t d e s i g n a t e s the systems e lements : 
Dl - P a y r o l l number. 
D2 - Department number. 
D3 - Hours worked. 
S l - Hourly r a t e . (This i s a constant f o r a g iven 
p a y r o l l number, and i s s t o r e d , with the pay­
r o l l number, i n a master d e c k . ) 
C I - I n d i v i d u a l c o s t . ( C I = D3 x S l ) 
C2 - Department t o t a l c o s t , d a i l y . (C2 = C I 
summed over D2) 
C3 - Grand t o t a l , d a i l y . (C3 = sum o f a l l C2) 
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W4 i s machine record o f R 2 , c o n t a i n i n g D2, 
HI ( e x - C U ) , H2 ( e x - C 5 ) , as r e s u l t of 
a g e i n g , not p r o c e s s i n g . 
F i g u r e 9. Flow Chart f o r System o f . E x a m p l e . 
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CM- - Department t o t a l , week ly . (CM- = C2 summed 
over 5 days) 
C5 - Grand t o t a l , weekly. (C5 - C3 summed over 5 days) 
HI - CM- va lue fo r prev ious week . 
H2 - C5 va lue fo r p r e v i o u s week. 
R l - D a i l y r e p o r t , 
R2 - Weekly repor t . 
Wl - Input r e c o r d . (Working paper , con ta in s D l , D2, D3) 
W2 - Master ca rd . (Con ta ins S l and D l ) 
W3 - Card c o n t a i n i n g C I , D l , D2 , D 3 . 
WM- - Card c o n t a i n i n g same conten ts as R l , but aged one 
week. (Conta ins D2, H I , H2) 
P I - Card t o p a y r o l l o p e r a t i o n . Has same content as W3. 
From the v e r b a l d e s c r i p t i o n o f the system (and i n t h i s case from 
the f low diagram, F igu re 9 ) , the f o l l o w i n g prime r e l a t i o n s can be 
e s t a b l i s h e d . The f i r s t s i x are input d a t a , which are a r b i t r a r i l y 
des igna ted ( 0 , j ) , with a q u a n t i f i e r o f 1. 
0 Dl 1 
0 D2 1 
0 D3 1 
0 HI 1 
0 H2 1 
0 S l 1 
D l Wl 1 
D2 Wl 1 
D3 Wl 1 
D l W2 1 
S l W2 1 
Wl W3 1 
W2 W3 1 
W3 P I 1 
W3 R l 1 
HI WM- 1 
H2 WM- 1 
R l R2 5 
, These two elements fo l l ow the r u l e s t a t i n g 
t ha t ."aged" data be t r e a t e d as new i n p u t . 
F ive d a i l y r e p o r t s r equ i r ed fo r weekly repor t 
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W4 R2 1 
D2 m 1 
The concomitant r e l a t i o n s are those p e r t a i n i n g t o data t r a n s i ­
t i o n s , and f o r t h i s system are as f o l l o w s : 
C I . W3 D3 S l (1) 
C2 R l C I (1) 
C3 R l C2 (1) 
C4 R2 C2 (1) 
C5 R2 C3 (1) 
The d e l e t i o n r e l a t i o n s a r e : 
C I R l -1 
D l R l -1 
D3 R l -1 
S l W3 -1 
C2 R2 -1 
C3 R2 -1 
The systems r e l a t i o n s hav ing been e s t a b l i s h e d , the next s t ep i s 
t h a t o f t r i a n g u l a r i z a t i o n . The d e l e t i o n r e l a t i o n s are not used i n t h i s 
p r o c e s s , and the concomitant r e l a t i o n s are not used u n t i l s t ep 5. The 
f i r s t s tep i s the p repa ra t ion of ordered l i s t s A and B , which appear as 
Table 16 . 
In performing s t e p 2 o f the a l g o r i t h m , us ing the l i s t s A and B , 
one no tes t h a t the f i r s t j i n l i s t A i s D l . Looking down the l i s t B, i t 
i s noted tha t there i s an i = D l i n the l i s t , the seventh p a i r down. 
The re fo re , the p a i r (o r p a i r s ) with j = Dl i n l i s t A i s r e t a i n e d . S i m i ­
l a r l y , f o r j = D2, D3, H I , and H2 i n l i s t A a corresponding i i n l i s t B 
i s found. F i n a l l y , j = P I i n l i s t A i s encountered , with no correspond­
i n g i = P I i n l i s t B . Therefore the p a i r W3 P I i s removed from l i s t A , 
as i n d i c a t e d i n Table 16 by unde r sco r ing . 
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Table 16 . L i s t s A and B , Ordered 
f o r T r i a n g u l a r i z a t i o n * 
LIST A LIST B 
1 3 l 
0 Dl 0 Dl 
0 D2 0 D2 
0 D3 0 D3 
0 HI 0 HI 
0 H2 0 H2 
W3 P I 0 S I 
W3 R l Dl Wl 
R l R2 D l W2 
W4 R2 D2 Wl 
0 S I D3 Wl 
Dl Wl HI 
D2 Wl H2 W4 
D3 Wl R l R2 
Dl W2 S I W2 
S I W2 Wl W3 
Wl W3 W2 W3 
W2 W3 W3 P I 
HI W4 W3 R l 
H2 W4 W4 R2 
* The underscored e n t r i e s 
t a b l e represent the p a i r s 
i n the f i r s t i t e r a t i o n o f 
i n the 
removed 
the a l -
gor i thm. 
The next e n t r y , j = R l f i n d s i = R l i n l i s t B , so the p a i r i s 
r e t a i n e d i n l i s t A Q However, the next entry wi th j = R2 does not have 
a corresponding i = R2 i n l i s t . B , so both o f the p a i r s i n l i s t A with 
j = R2 are removed, as i n d i c a t e d by the underscored p a i r s . The ba lance 
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o f the j ' s i n l i s t A f i n d corresponding i ' s i n l i s t B , and so remain i n 
the l i s t . 
In s tep 3 , . a l l p a i r s ( i , j ) removed from l i s t A i n s t ep 2 are now 
a l s o removed from l i s t B . Th i s opera t ion i s aga in i n d i c a t e d i n Table 16 
by the underscored e n t r i e s i n l i s t B . A l s o , the order o f removal o f 
p a i r s from l i s t A i s recorded at t h i s t i m e . S i n c e l i s t s A and B are not 
exhaus ted , s t ep 4 now i n d i c a t e s t ha t reduced l i s t s A and B be formed, 
and s t eps 2 and 3 be repea ted on these reduced l i s t s . These reduced 
l i s t s and the removals due t o the second i t e r a t i o n o f s t eps 2 and 3 are 
shown i n Table 17. 
S tep 2 t h i s t ime r e s u l t e d i n the removal of p a i r s from l i s t A 
where j = R l and j = W4, s i n c e corresponding i ' s i n l i s t B could not 
be found. S tep 3 r e s u l t e d i n the removal o f the same p a i r s from l i s t 
B , and the l i s t i n g o f the order of removal o f p a i r s from l i s t A . S i n c e 
the l i s t s A and B were not exhaus t ed , s t ep 4 now c a l l s f o r p r epa ra t i on 
of f u r t h e r reduced l i s t s A and B , shown i n Table 18, t o g e t h e r wi th the 
p a i r s removed as a r e s u l t o f the n e x t , or t h i r d , i t e r a t i o n . 
On t h i s t h i r d i t e r a t i o n , the p a i r s i n l i s t A i n v o l v i n g j = H I , 
H2, and W3 are removed from l i s t A , and subsequent ly from l i s t B . The 
reduced l i s t s A and B shown i n Table 19 remain , and a four th i t e r a t i o n 
removed p a i r s i n v o l v i n g j = Wl and W2. Fur ther reduced l i s t s A and B 
(not shown) would be sub j ec t ed t o a f i f t h i t e r a t i o n which would remove 
the ba l ance o f the p a i r s from both l i s t s . 
S ince both l i s t s are now exhaus ted , the a l g o r i t h m proceeds t o 
s t ep 5 . At t h i s p o i n t , the record o f order o f removal of. p a i r s from 
l i s t A , prepared i n s tep 3 of the a lgo r i t hm i s used . In a d d i t i o n , the 
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l i s t o f concomitant n - t u p l e s i s ordered as i n d i c a t e d in s t ep 5 o f the 
a lgo r i t hm i s now used i n con junc t ion with the record o f order o f r e ­
moval i n order t o e s t a b l i s h an augmented order o f removal which w i l l 
g i v e the proper order o f i n d i c e s for the S , S ' , S and S T ma t r i ce s by 
i n c l u d i n g those elements formed by a concomitant r e l a t i o n . Table 20 
shows these th ree l i s t s . 
Table 17 . F i r s t Reduct ion o f L i s t s A and B 
LIST A LIST B 
1 l 
0 Dl 0 D l 
0 D2 0 D2 
0 D3 0 D3 
0 HI 0 HI 
0 H2 0 H2 
W3 R l 0 S l 
0 S l Dl Wl 
Dl Wl Dl W2 
D2 Wl D2 Wl 
D3 Wl D3 Wl 
Dl W2 HI W4 
S l W2 H2 W4 
Wl W3 S l W2 
W2 W3 Wl W3 
HI W4 W2 W3 
H2 W4 W3 R l 
* The underscored e n t r i e s i n the t a b l e r e p r e ­
sent the p a i r s removed i n the second i t e r a t i o n 
of the a l g o r i t h m . 
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The S and S 1 ma t r i ce s may now be formed, us ing the augmented l i s t 
(Table 20) fo r t he row and column i n d i c e s . The prime and concomitant re 
l a t i o n s are shown i n the S m a t r i x , wh i l e the S f ma t r ix shows a l l th ree 
c a t e g o r i e s o f r e l a t i o n s . F igures 10 and 12 show the S and S ' m a t r i c e s , 
r e s p e c t i v e l y , which are ob ta ined from the da ta o f the example by a p p l i c a 
t i o n o f t h e r u l e s o f S and S ' ma t r ix format ion . 
Table 18. Second Reduct ion o f 
L i s t s A and B* 
LIST A . LIST, B 
1 1 l 3 
0 Dl 0 D l 
0 D2 0 D2 
0 D3 0 D3 
0 HI 0 HI 
0 H2. 0 H2 
0 S I 0 S I 
D l Wl Dl W(L 
D2 Wl Dl W2 
D3 Wl D2 Wl 
D l W2 D3 Wl 
S I W2 S I W2 
Wl W3 Wl W3 
W2 W3 W2 W3 
* The underscored e n t r i e s i n the t a b l e r e p r e ­
sent the p a i r s removed i n the t h i r d i t e r a t i o n 
o f the a l g o r i t h mo 
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Table 1 9 . Th i rd Reduct ion o f L i s t s A and B* 
LIST A LIST B 
1 D l I 
I, 
0 Dl 0 Dl 
0 D2 0 D2 
0 D3 0 D3 
0 S l 0 S l 
D l Wl Dl Wl 
D2 Wl . D l W2 
D3 Wl D2 Wl 
Dl W2 D3 Wl 
S l W2 S l W2 
A
 The underscored e n t r i e s i n the t a b l e r e p r e ­
sent t he p a i r s removed i n t he four th i t e r a t i o n 
o f the a l g o r i t h mo 
The S and S ' m a t r i c e s , shown i n F igu res 11 and 1 3 , are then 
obta ined by the opera t ion o f the two r e f i n e d a lgor i thms p resen ted . 
In order t o show more c l e a r l y the opera t ion o f t he a l g o r i t h m s , the 
d e t a i l s o f computation o f the R2 column o f each output mat r ix w i l l be 
shown, In both c a s e s , presume tha t t he computation has been completed 
f o r a l l columns t o the r i g h t o f the R2 column. The a lgo r i t hm w i l l then 
ft 
be entered at s tep 3„ The S - S a l g o r i t h m w i l l be demonstrated f i r s t , 
1„ The v e c t o r V i s e s t a b l i s h e d , wi th 17 c e l l s be ing r e q u i r e d , 
a l l zero i n i t i a l l y . 
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Table 20 . Record of Order of Removal, 
Ordered Concomitant N-Tuples-, 
and Augmented Record o f Order 
of Removal„ 
Order o f 
Removal , 
P I C5 R2 C3 P I 
R2 C4 R2 C2 R2 
Rl C3 R l C2 C5 
m C2 R l C I C4 
HI C I W3 D3 S l R l 
H2 C3 
W3 C2 
Wl m W2 HI 
Dl H2 
D2 W3 
D3 C I 









Order o f 
Removal 
2„ In s tep 4 , the bottom c e l l of the R2 column o f S would be 
examined, and found t o be z e r o . Step 4 would t he re fo re be repea ted 
f o r the next t o bottom c e l l , which i s a l s o z e r o , Step 4 would then be 
repea ted ten t i m e s , each t ime encounter ing a zero v a l u e , and thus p a s ­
s i n g t o the next h ighe r c e l l i n the column, 
3 o On the 11th i t e r a t i o n , the c e l l va lue 1 would be encountered... 
Since the c e l l i s n o n - z e r o , the row index W4 would be e s t a b l i s h e d , and 
A 
the W4 Column o f S would be ob t a ined . Step 5 o f the a lgor i thm then 
c a l l s for the m u l t i p l i c a t i o n o f the c e l l va lue 1 by the column vec to r 













Blank c e l l denotes zero e n t r y . 
F igure 10 . S Ma t r ix—Ref ined Algor i thm. 
P I R2 C5 C4 R l C3 C2 W4 R l H2 W3 C I Wl W2 Dl D2 D3 S I 
P I 1 
R2 1 
C5 (1) 1 
C4 (1) 1 
R l 5 1 
C3 (5) (1) (1) 1 
C2 (5) (1) (1) (1) 1 
WU 1 1 
HI 1 1 1 
H2 ± 1 1 
W3 1 5 1 1 
C I (1) (5) (1) (1) (1) 1 
Wl 1 5 1 1 1 
W2 1 5 1 1 
Dl 2 10 2 2 1 
D2 1 6 1 1 1 1 
D3 1 5 1 1 (1) 1 
S I 1 5 1 1 (1) 
Blank c e l l denotes zero e n t r y . 
F igure 11, S Ma t r ix—Ref ined A l g o r i t h m , 




-1 (1) (1) 









-1 (1) 1 
-1 (1) 
Blank c e l l denotes zero e n t r y . 
F igure 12. S ' Mat r ix —Ref ined Algor i thm. 
P I R2 C5 C4 R l C3 C2 W4 HI H2 W3 CI Wl W2 Dl D2 D3 S l 




















(1) (1) 1 







2 . 1 1 
1 1 
1 (1) 1 
(1) 1 
Blank c e l l denotes zero en t ry 
F igure 13 . S ' Mat r ix—Ref ined Algor i thm. 
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W4, and the a d d i t i o n o f the product t o V e c t o r V . This ope ra t ion i s shown 
i n Table -21. 
Table 21 . Computation o f Column R2 o f S — F i r s t Step 
Vec to r V Vec tor V Row 
C e l l X Co l W4 - Product + Before = A f t e r Index 
0 0 R2 
0 0 C5 
0 0 C4 
0 0 Rl 
0 0 C3 
0 0 C2 
1 1 0 1 W4 
1 1 0 1 HI 
1 1 0 1 H2 
0 0 0 0 W3 
0 0 0 0 CI 
G o 0 0 Wl 
G 0 0 0 W2 
0 0 o 0 Dl 
1 1 0 1 D2 
0 0 0 0 D3 
0 0 0 0 S l 
4 . Step 4 would then be repea ted fo r the c e l l next above i n the 
column o f S , but aga in a zero would be encounte red . T h i s would cause 
another r e p e t i t i o n o f s t ep 4 , another encounte r ing o f a ze ro v a l u e , then 
the next i t e r a t i o n o f s t ep 4 would encounter the va lue 5 , The row index 
i s R l , so the R l column of S would be o b t a i n e d . This t i m e , the m u l t i -
p l i c a t i o n - . - a d d i t i o n process would be as shown i n Table 2 2 . Note t ha t the 
concomitant r e l a t i o n i s i n v o l v e d , i nvok ing the use o f the m u l t i p l i c a t i o n -
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l i k e , opera t ion p r e v i o u s l y descr ibed f o r some c e l l s , 
Table 22, Computation o f Column R2 o f s"—Second Step 
Vec to r V Vec to r V Row 
C e l l X C o l R l = Product + Before = A f t e r Index 
G G R2 
0 0 C5 
0 0 C4 
1 5 0 5 Rl 
( 1 ) (5) 0 (5 ) C3 
( 1 ) ( 5 ) 0 ( 5 ) C2 
G G 1 1 W4 
0 G 1 1 HI 
0 0 1 1 H2 
1 5 G 5 W3 
( 1 ) ( 5 ) G ( 5 ) CI 
1 5 o 5 Wl 
1 5 Q 5 W2 
2 1G G 1G Dl 
1 5 1 6 D2 
1 5 0 5 D3 
1 5 0 5 S l 
6, On the next i t e r a t i o n , the va lue ( 1 ) i s found with row index 
C5. The computation i s shown i n Table 24, 
7, The next i t e r a t i o n of s t ep 4 encounters a zero c e l l which i s 
the d i agona l c e l l . Step 6 then r e q u i r e s the a d d i t i o n o f the v e c t o r V 
t o the R2 column o f S „ T h i s column has only a 1 i n t he d i agona l c e l l , 
5 . The next r e p e t i t i o n o f s tep 4 encounters the concomitant 
q u a n t i f i e r ( 1 ) , with row index C4, which r e q u i r e s column C4 , o f S , 
f o r computat ion. The opera t ion i s shown i n Tab le 23 , 
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A 
so t h i s opera t ion amounts t o t r a n s c r i b i n g v e c t o r V
 ; i n t o the S m a t r i x , 
wi th a 1 p l aced i n the R2,R2 c e l l , This completes t h e computation o f 
t h i s column. 
Table 23. Computation o f Column R2 o f s"—Third Step 
V e c t o r V V e c t o r V Row 
C e l l X C o l CM- = Product + Before = A f t e r Index 
0 0 R2 
0 0 C5 
1 (1) 0 (1) C4 
0 0 5 5 R l 
0 0 (5) (5) C3 
(1) 0 (5) (5) C2 
0 0 1 1 WM-
0 0 1 1 HI 
0 0 1 1 H2 
0 0 5 5 W3 
0 0 (5) (5) C I 
0 0 5 5 Wl 
0 0 5 5 W2 
0 0 10 10 Dl 
0 0 6 6 D2 
0 0 5 5 D3 
0 0 5 5 S l 
The computation o f a column o f S ' proceeds i n a s i m i l a r manner. 
En te r ing the a l g o r i t h m at s tep 3 , f o r column R2: 
1. The v e c t o r V i s e s t a b l i s h e d , with 17 c e l l s be ing needed, a l l 
zero i n i t i a l l y . 
2 . Step M- would encounter ze ros on the f i r s t 10 i t e r a t i o n s , u n t i l 
a 1 I s f i n a l l y encountered with WM- as row index and WM- as the column of 
14 4 
Vec to r V Vec to r V Row C e l l X C o l C5 = Product + Before = A f t e r
 T J Index 
0 G R2 
1 (1) 0 (1) C5 
0 0 (1) (1) C4 
0 0 5 5 R l 
(1) 0 (5) (5) C3 
0 G (5) (5) C2 0 0 1 1 W4 0 G 1 1 HI 
0 0 1 1 H2 
0 G 5 5 W3 
0 0 (5) (5) C I 
0 0 5 5 Wl 
0 . 0 5 5 W2 
0 0 10 10 Dl 
G 0 6 6 D2 
0 0 5 ' 5 D3 
G 0 . 5 5 S I 
The c r i t i c a l po in t o f t h i s computation i s the examinat ion o f 
column W4 f o r s t r u c t u r e , and the i g n o r i n g o f the d i agona l c e l l because 
o f the presence o f o ther non-zero e n t r i e s i n the column„ 
3„ The next two i t e r a t i o n s o f s t ep 4 encounter d e l e t i o n r e l a t i o n s 
which r e s u l t i n the p l a c i n g o f an X i n v e c t o r V i n the C2 and C3 p o s i ­
t i o n s . These X ' s w i l l pre'yent any fu r the r e n t r i e s i n these c e l l s . 
These two i t e r a t i o n s w i l l not be shown, but the r e s u l t w i l l be r e f l e c t e d 
S ' t o be used i n m u l t i p l i c a t i o n , , Step 5 would then r e s u l t i n the compu­
t a t i o n d e t a i l e d i n Table 2 5 „ 
Table 2 4 . Computation o f Column R . 2 o f s " — Fourth Step 
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i n subsequent d e t a i l e d computations „ 
Table 25-. Computation o f Column R2 o f S ? " — F i r s t Step 
Vec to r V V e c t o r V Row 
C e l l X Co l WM- = Product + Before = A f t e r Index 
0 0 R2 
0 G C5 
0 0 CM-
0 0 R l 
0 0 C3 
0 0 C2 1 ( ignored) 0 0 0 WM-1 1 0 1 HI 
1 1 G 1 H2 
0 0 0 G W3 
0 0 0 0 C I 
0 0 0 0 Wl 
0 G G 0 W2 
0 0 0 0 D l 
1 1 0 1 D2 
0 0 0 0 D3 
G 0 0 0 S l 
M- „ The va lue 5 , corresponding t o row R l i s next found, and column 
R l i s ob ta ined„ Column R l has non-ze ro , non-d iagona l v a l u e s , so the 
d i a g o n a l c e l l i s t r e a t e d as zero i n the computation shown i n Table 26 , 
I t should be noted tha t the X ' s p l a c e d i n v e c t o r V by a c t i o n o f 
the d e l e t i o n r e l a t i o n s have b locked out the 5 ' s ob ta ined i n the product 
v e c t o r fo r the C3 and C2 c e l l s . 
5 . The next encountered va lue s i n the R2 column o f S 1 are both 
concomitant r e l a t i o n s , and the computation would-be e x a c t l y the same as 
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f o r the corresponding c e l l s o f the e a r l i e r example , w i t h , o f c o u r s e , a 
d i f f e r e n t v e c t o r V due t o d i f f e r e n t p r i o r ope ra t i ons„ The net r e s u l t 
would be the i n s e r t i o n of (1) i n the v e c t o r V i n the C5 and C4 p o s i -
t i o n s . F i n a l l y , a d d i t i o n o f the v e c t o r V t o t he column R2 o f S ' 
would g i v e the r e s u l t shown i n Figure 13. Note tha t the d e l e t i o n 
symbol X i n the v e c t o r V i s t r e a t e d as a zero i n t h i s f i n a l a d d i t i o n . 
Table 26 . Computation o f Column R2 o f S \ —Fourth Step 
V e c t o r V Vec to r V Row 
C e l l X Co l R l = Product + Before = A f t e r Index 
0 G R2 
0 0 C5 
0 0 C4 
1 ( ignored) 0 0 0 R l 




0 0 0 0 W4 
0 0 1 . 1 HI 
0 0 1 1 H2 
0 G 0 0 W3 
0 0 G 0 C I 
0 0 0 0 Wl 
0 0 0 0 W2 
0 0 0 0 Dl 
1 5 1 6 D2 
0 0 0 0 D3 
0 0 0 0 S l 
D i s c u s s i o n o f the Example 
In order t o d i s c u s s the example , i t i s in fo rmat ive to in t roduce 
A 
an S m a t r i x , shown i n F igure 14, produced by the use o f the unre f ined 
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a lgo r i t hm presented i n Chapter I V , with no c o n s i d e r a t i o n g iven t o c o n ­
comitant and d e l e t i o n r e l a t i o n s , and wi th t h e prime r e l a t i o n s e s t a b l i s h e d 
from a r e p o r t - o r i e n t e d po in t of view, 
* 
I t i s immediately ev ident from the f i g u r e t h a t the S mat r ix p r o ­
duced with the r e f i n e d a lgo r i t hm has e l i m i n a t e d the f a l s e i n d i c a t i o n s o f 
ft 
redundancy. The e n t r i e s with va lue 5 i n the S mat r ix o f the r e f i n e d a l ­
gori thm are v a l i d r e p r e s e n t a t i o n s o f the f a c t t ha t f i v e r epor t s R l , one 
fo r each o f the f i v e days o f the week, were used i n p repa ra t i on o f R 2 . 
The D2 entry o f 6 i n d i c a t e s the merging o f the f i v e R l r epor t s on depar t ­
ment number, then the merging o f W4, c o n t a i n i n g the h i s t o r i c a l d a t a , wi th 
the f i v e d a i l y r e p o r t s . The ent ry 10 fo r D l might be viewed as f a l s e 
redundancy, but a g a i n , i t r ep resen t s the merging of a Wl with a W2 f o r 
the i n i t i a l computation of C I , recorded on W3, then the subsequent 
merging o f f i v e R l - ' s for the R2 r e p o r t . C4 and C5 are noted as va lues 
which were prepared a s a computation concomitant t o the p repa ra t ion o f 
R 2 , which conforms t o the a c t u a l system concep t . S i m i l a r comments could 
A 
be made r e l a t i v e t o R l , W3, and P I , and i t i s seen t h a t the r e f i n e d S 
mat r ix i s a t rue r e p r e s e n t a t i o n o f the system on a "composed o f " b a s i s . 
A 
Turning a t t e n t i o n to the S ' m a t r i x , F igure 13 , i t i s seen tha t 
i t i s an accu ra t e r e p r e s e n t a t i o n of the system on a " con t a in s " b a s i s , 
with the p o s s i b l e excep t ion of v a l u e s g r e a t e r than one for i d e n t i f i c a ­
t i o n type data i n P I , R 2 , and W3. A g a i n , these va lues represent the 
merging o f compound elements on the b a s i s o f the i d e n t i f i c a t i o n d a t a , 
and i s thought t o represent u s e f u l i n f o r m a t i o n . 
I t might be argued t ha t t he S ' ma t r ix r epresen t s in fo rmat ion 
P I R2 C4 C5 W4 HI H2 R l C2 C3 W3 CI Wl W2 Dl D2 D3 S l 
P I 1 
R2 1 
C4 1 1 
C5 1 1 
W4 1 1 . 
HI 1 1 1 
H2 1 1 1 
R l 10 5 5 1 
C2 10 5 5 1 1 
C3 10 5 5 1 1 
W3 1 20 10 10 2 1 1 
C I 1 20 10 10 2 1 1 1 1 
Wl 1 20 10 10 2 1 1 1 1 1 
W2 1 20 10 10 2 1 ' 1 1 1 1 
Dl 2 40 20 20 4 2 2 2 2 1 1 
D2 1 21 10 10 1 2 1 1 1 1 1 
D3 1 20 10 10 2 1 1 1 1 1 
S l 1 20 10 10 2 1 1 1 1 1 
Blank c e l l denotes zero e n t r y . 
System i s same as f o r F igu re s 11 and 1 3 , but computation i s by unre f ined a l g o r i t h m „ 
F igu re 14. S Mat r ix—Unref ined Algo r i t hm. 
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which i s known p r i o r t o computat ion, from flow cha r t s of the system and 
o ther b a s i c d a t a . To an e x t e n t , t h i s i s t r u e . However, par t o f the aim 
of t h i s r e sea rch i s t o e l i m i n a t e the n e c e s s i t y f o r flow c h a r t i n g , and 
the S ' mat r ix i s an e f f e c t i v e s u b s t i t u t e . 
I t may be observed t h a t both S and , S ' show tha t P I i s i d e n t i c a l 
i n da ta composi t ion and content t o W3. Furthermore, both o f these docu­
ments are i n card form, so t h a t P I i s not needed except perhaps as a 
matter o f p r o c e s s i n g conven ience . In a r e a l system a n a l y s i s such an i n ­
d i c a t e d d u p l i c a t i o n would be i n v e s t i g a t e d with a view t o p o s s i b l e e l i m i ­
n a t i o n . 
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CHAPTER V I I 
CONSIDERATIONS OF MECHANIZATION AND COMPUTER OPERATION 
I n t r o d u c t i o n 
In current day p r a c t i c e , i t i s u sua l and expec ted t h a t numerical 
v a l u e s a r i s i n g from the use o f a g iven mathemat ical t echnique w i l l be 
ob ta ined by means o f a d i g i t a l computer. In the e a r l y days o f computer 
o p e r a t i o n s , a l go r i t hms which were des igned f o r manual ope ra t ion r equ i r ed 
s u b s t a n t i a l m o d i f i c a t i o n i n many cases before they c o u l d s u c c e s s f u l l y be. 
used fo r computer o p e r a t i o n , and a whole new s u b j e c t , t h a t o f numer ica l 
a n a l y s i s , has sprung up as a branch o f the mathemat ics . 
A more recent t r e n d has been t o w r i t e a lgo r i thms s p e c i f i c a l l y 
from the po in t of view o f the e s s e n t i a l computer l o g i c necessa ry f o r 
numer ica l c a l c u l a t i o n . G i f f l e r ' s whole work (9) has adopted t h i s 
s t y l e , wi th r e a l advantage t o those who seek t o employ h i s a l g o r i t h m s . 
I t i s a l s o now commonly seen i n the l i t e r a t u r e t ha t an appendix o f an 
a r t i c l e c o n t a i n at l e a s t t he flow diagram, and perhaps t he program 
l i s t i n g i n FORTRAN or ALGOL, i n order t o f a c i l i t a t e both unders tanding 
and poss ib l e ' use by the r e a d e r . 
In the work under d i s c u s s i o n , i t seems even more appropr ia te 
t ha t the a lgo r i t hms be s t a t e d i n language appropr ia te t o computer u s a g e , 
and t ha t t he computa t iona l p o r t i o n o f the t echn iques be s p e c i f i e d i n 
terms meaningful t o those engaged i n computer o p e r a t i o n s . The. r esea rch 
i s , i n e f f e c t , an at tempt t o permit the c e n t r a l p rocessor o f the i n f o r -
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mation system under study t o become i n t r o s p e c t i v e r e l a t i v e t o the system 
i t s e r v e s . The a lgo r i t hms in preceding chap te r s were developed with the 
view i n mind t ha t t h e i r computation under r e a l world c o n s i d e r a t i o n s 
would be done by means o f d i g i t a l computers and a s s o c i a t e d equipment, 
even though i t was necessa ry to present the a lgor i thms as i f they were 
t o be manually computed, f o r e x p o s i t o r y purposes . 
S e c t i o n s o f the Appendix w i l l be devoted t o restatement o f the 
a lgo r i t hms presented i n terms o f d e t a i l e d i n s t r u c t i o n s fo r t r i a n g u l a r i -
z i n g i n d i c e s by means o f punched card equipment, and flow cha r t s and 
program l i s t i n g s fo r t he computation o f t h e S and S ' s o l u t i o n m a t r i c e s . 
Every attempt has been made t o preserve g e n e r a l i t y from the poin t o f 
view of equipment, e s p e c i a l l y i n the flow d iagrams . However, s i n c e 
programs must be w r i t t e n f o r r e a l machines , some g e n e r a l i t y has been 
l o s t i n the f a c t t h a t the procedures and program l i s t i n g s apply, only 
t o the s p e c i f i c machine fo r which they are w r i t t e n , except t h a t i n 
some c a s e s , a s s p e c i f i c a l l y no t ed , the program would run on equipment 
with fewer s p e c i a l f e a t u r e s . 
For the t r i a n g u l a r i z a t i o n p r o c e s s , only a card s o r t e r , c o l l a t o r , 
and reproducing punch are r e q u i r e d . Any o f the models c u r r e n t l y on 
the market are s u i t a b l e . 
A A 
The two a lgo r i t hms f o r producing the S and S ' s o l u t i o n mat r i ces 
have been wr i t t en fo r an IBM 1401 computer, wi th a minimum o f 8K memory, 
and 4 tape d r i v e s . Advanced programming f ea tu r e s are a l s o r e q u i r e d . 
The equipment was chosen s p e c i f i c a l l y because i t i s r e p r e s e n t a t i v e o f 
the type and s i z e o f equipment which might be found i n a t y p i c a l manu­
f a c t u r i n g , commercial , or i n s t i t u t i o n a l s i t u a t i o n . I t i s f e l t t ha t i n -
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s t a l l a t i o n s u s i n g equipment of s i m i l a r or g r e a t e r c a p a b i l i t i e s cou ld 
r e a d i l y adapt or r e - w r i t e the programs t o s u i t t h e i r own c a p a b i l i t i e s . 
For o the r IBM equipment i n the 1400 s e r i e s , t h i s adap ta t ion would o f 
course be very s i m p l e . 
In order t o make the maximum use o f the l o g i c c a p a b i l i t i e s and 
of a v a i l a b l e memory, t h e programming has been done i n 1401 Autocoder 
l a n g u a g e . T h i s language n e c e s s i t a t e s the use o f 4 tape d r i v e s fo r com­
p i l a t i o n . The ' a lgo r i thms could a l s o be programmed in ALGOL or FORTRAN, 
but with s u b s t a n t i a l l o s s o f opera t ing speed and memory c a p a c i t y . 
T r i a n g u l a r i z a t i o n and Reindexing 
An e s s e n t i a l par t o f t he computat ional t echn ique l e a d i n g t o the 
S and S 1 s o l u t i o n m a t r i c e s i s the t r i a n g u l a r i z a t i o n o f the S and S* 
m a t r i c e s . In order t o o b v i a t e t ed ious l a b o r , i t i s d e s i r a b l e t h a t the 
mechanized p o r t i o n o f the computat ional system accept d e s i g n a t i o n s o f 
systems elements which are e n t i r e l y a r b i t r a r y ; t h a t i s , t h a t the ana lys t 
need not be concerned with the mechanics o f t r i a n g u l a r i z a t i o n nor the 
subsequent r e i n d e x i n g o f e lements f o r computer o p e r a t i o n . 
G i f f l e r ( 9 , p . 18-34) p r e s e n t s an a lgo r i thm which can be used 
f o r t r i a n g u l a r i z a t i o n , and he c la ims t ha t i t can be accomplished on 
punch card equipment . T r i a l s made us ing t h i s a l g o r i t h m d i s c l o s e s e v e r a l 
important l i m i t a t i o n s , however. 
1. The a l g o r i t h m i s not i n f ac t amenable t o ope ra t ion on punch 
card equipment. The c o l l a t o r i s not capable o f i n t e r c h a n g i n g cards as 
the a lgo r i t hm r e q u i r e s , i f can only s e l e c t and segrega te matches or 
mis -matches . N e i t h e r i s the c o l l a t o r capable o f r e c o r d i n g the exchanges 
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and comparing the current exchange with a l l p r i o r o n e s . 
2„ The a l g o r i t h m can be programmed f o r computer o p e r a t i o n , but 
i n a c t u a l t r i a l s i t proved t o be an i n e f f i c i e n t o p e r a t i o n , i n tha t the 
mat ter o f r eco rd ing and comparing index changes requi red repeated t a b l e 
look-up o p e r a t i o n s . 
3 . The i i n d i c e s a re l e f t s c a t t e r e d i n the f i n a l o rder ing ob ­
t a i n e d by opera t ion o f the a l g o r i t h m . That i s , i f the re are s e v e r a l 
p a i r s ( i , j ) i n the system with the same i v a l u e , and only some o f the 
i f i n d matches on the f o l l o w i n g j ' s , then the p a i r s with the same i 
w i l l not be con t iguous in the r e s u l t i n g o rde r ing . Th i s f a c t makes the 
r equ i r ed r e i n d e x i n g ( fo r computer s o l u t i o n o f the ensuing computat ions) 
very d i f f i c u l t , or e l s e r e q u i r e s a f u r t h e r s t ep t o c o n s o l i d a t e the 
i n d i c e s . 
4. S ince the l i s t i s not reduced i n s i z e as the a lgo r i t hm p r o ­
g r e s s e s , i t i s necessa ry t o s t o r e , and opera te w i t h , the e n t i r e l i s t 
dur ing the e n t i r e computa t ion . Furthermore, no output can be r e a l i z e d 
from the computer u n t i l the e n t i r e t r i a n g u l a r i z a t i o n i s comple te , which 
r e s u l t s in long o v e r a l l computation t i m e s . 
For t he se r e a s o n s , a new a lgo r i t hm was deve loped , which has been 
s t a t e d both i n manual form (p . 121) and mechanized (Appendix B) form. 
Both forms a l s o c o n t a i n p r o v i s i o n fo r hand l ing concomitant and d e l e t i o n 
r e l a t i o n s a s we l l a s prime r e l a t i o n s . 
In the new a l g o r i t h m , the use o f two decks of cards ( l i s t s A 
and B i n the manual v e r s i o n ) permits the use of a c o l l a t o r t o both 
r ecogn ize and remove the s u c c e s s i v e s u b s e t s , whi le c a r e f u l o rder ing 
of the i n i t i a l s e t and o f the order of removal p reven t s the s c a t t e r i n g 
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of i n d i c e s noted in G i f f l e r ' s method. Reindexing fo r computer opera t ion 
i s r e a d i l y done, and c o n s i s t s simply o f a s s i g n i n g s e q u e n t i a l numbers t o 
the elements o f the t r i a n g u l a r i z e d l i s t s or decks i n a s y s t e m a t i c man­
ner . 
Computation o f the S o l u t i o n M a t r i c e s 
The p r i n c i p l e concern i n development o f computa t iona l methods 
for mechanizat ion o f the a lgor i thms for computation of S a n d . S 1 was 
t h a t o f l i m i t a t i o n s of memory, p a r t i c u l a r l y i f a computer o f modest 
s i z e i s t o be u sed . I t i s t he re fo re necessary t o g i v e every c o n s i d e r a ­
t i o n t o computa t ional t echn iques i n order t o conserve t h i s s c a r c e 
memory space . 
A g a i n , G i f f l e r (Chapter I I , p . 40) e s t a b l i s h e d computa t iona l e x ­
p r e s s i o n s f o r the i n v e r s i o n o f the ( I - N) ma t r ix which cou ld be e a s i l y 
t r a n s l a t e d t o computer o p e r a t i o n . However, h i s computa t ional method 
would r equ i r e t h a t the S ma t r ix be s to red i n memory i n i t s e n t i r e t y b e ­
fore computation cou ld s t a r t , and t ha t the S mat r ix be ove r l ayed on the 
S ma t r ix as computation proceeded. Th i s was due t o the f a c t t h a t the 
computa t iona l equa t ions requ i red s o l u t i o n o f columns from l e f t t o r i g h t 
i n the case o f a lower t r i a n g u l a r m a t r i x . Recons ide ra t i on o f the com­
p u t a t i o n , which i s r e f l e c t e d i n the s tatement of the a lgo r i t hms i n 
Chapter V I I , shows t h a t i f the computation proceeds from r i g h t t o l e f t 
( i n a lower t r i a n g u l a r ma t r ix ) i t i s not necessa ry t o s t o r e the S ma t r ix 
at a l l . I t i s only necessary t o read from a card a s i n g l e c e l l s^_. , and 
then t o perform a l l the computation requ i red by the en t ry s^ . at one 
t i m e , s t o r i n g the r e s u l t s i n memory i n t he S m a t r i x . 
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The r e c o g n i t i o n o f the a b i l i t y t o e l i m i n a t e s to rage o f the S 
mat r ix permits c o n s i d e r a t i o n o f methods of compressing the S mat r ix 
i n memory as i t i s gene ra t ed , and o ther means of conserv ing memory 
A 
space . I t i s r e a d i l y noted t h a t an uncompressed S m a t r i x , due t o 
t r i a n g u l a r i t y , w i l l have as an upper bound, 
c = 2-i-a- (i) 
c e l l s , i n c l u d i n g the d i a g o n a l c e l l s , where n i s the number o f systems 
elements under consideration. In a d d i t i o n , some space, would be requ i red 
fo r i d e n t i f i c a t i o n , work a r e a s , and, o f c o u r s e , the computer program. 
A f i r s t s av ing i n memory a l l o c a t i o n can be made by observ ing t ha t 
the d i agona l l ' s are a r b i t r a r i l y present i n every column o f S , and t h a t 
they could always be s u p p l i e d , i f needed, by the program on r e c o g n i t i o n 
t ha t the c e l l i n ques t ion has index i• = j . In the program, the c e l l s 
so conserved w i l l be used fo r column and row i d e n t i f i c a t i o n and other i n ­
fo rmat ion . 
A s u b s t a n t i a l s av ing i n memory space can be r e a l i z e d by observ ing 
tha t S has many zero c e l l s . By fu r the r cons ide r a t i on o f the proper ty 
d i s cus sed i n Chapter V r e l a t i v e to format ion o f columns as l i n e a r combi­
nat ions, o f columns t o the r i g h t , i t can be noted tha t a g iven column o f 
A 
the S matr ix w i l l never have non-zero elements with row index i s m a l l e r 
than the s m a l l e s t non-zero c e l l row index o f the same column o f the S 
m a t r i x , except f o r the d i a g o n a l element i t s e l f , which w i l l not be s to red 
as such . That i s , i f the re are zero c e l l s between the d i a g o n a l and the 
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f i r s t (h ighes t i n column) non-zero c e l l i n a g iven column o f the S ma^ -
t r i x , then the S mat r ix w i l l have at l e a s t t h e s e same zero c e l l s . Th i s 
obse rva t ion permits two t h i n g s t o be done: 
1. These s p e c i f i c c e l l s need not be s t o r ed i n the m a t r i x , t h e r e ­
by conserv ing s t o r a g e . The d e t a i l e d method o f accompl i sh ing t h i s w i l l 
be d i scussed i n the Appendix d e a l i n g with the computer program. 
2 . A means i s provided t o compute the number o f zero c e l l s of 
t h i s t y p e , so t ha t the p r i o r s tatement o f the upper bound o f memory 
requ i red can be improved. The computation i s based on the f a c t tha t i f 
the t r i a n g u l a r i z e d l i s t of systems r e l a t i o n s i s re -ordered with major 
order ing on the column index j and minor order ing on the row index i , 
then the f i r s t p a i r ( i , j ) w i th in a group o f i d e n t i c a l j i n d i c a t e s the 
c e l l which w i l l occupy the h ighes t non-zero p o s i t i o n o f the j t h column 
o f S , and the re fo re o f S . Then the number o f i n t e r v e n i n g zero c e l l s b e ­
tween the d i agona l c e l l and t h i s h ighes t c e l l i s i - ( j + 1 ) . I f a j 
index i s not present i n the l i s t , a n u l l column of S i s i n d i c a t e d , and 
the column i n S w i l l have only the d i a g o n a l c e l l . In t h i s c a s e , the 
number o f zero c e l l s i s n - j , where n i s the number of system elements 
i n the system under s tudy . 
Def ine a l i s t R o f a l l p a i r s ( i , j ) i n a sys tem. Define a sub-
l i s t L as the p a i r s ( i , j ) e R such t ha t i i s the s m a l l e s t index a s s o c i a t e d 
with a g iven column index j ., Note tha t f o r a g iven sys tem, there w i l l 
be some columns j wi th no p a i r s ( i , j ) . Then the number Z o f zero c e l l s 




Then the upper l i m i t U on s to rage requ i red f o r a g iven mat r ix w i l l be : 
A simple program t o compute Z and U from the input cards w i l l be 
found i n Appendix D . 
One fu r the r p o s s i b i l i t y fo r conse rva t ion o f s to rage space de r ives 
from the computation o f S from the po in t of view o f l i n e a r combinat ions 
o f columns . This depends on the proper ty tha t a f t e r a column computa­
t i o n i n v o l v i n g a g iven s^_. , i f there are no f u r t h e r non-zero va lue s t o 
the l e f t o f s^_. in the same ( i t h ) row, the re w i l l be no f u r t h e r need i n 
the c a l c u l a t i o n f o r the corresponding column o f S with index j = i . 
Presuming t h a t t h i s column has been presented in some form o f ou tpu t , 
t h i s column can then be d i sca rded i n i t s e n t i r e t y , making room for o ther 
column v e c t o r s , and the re fo re pe rmi t t i ng a l a r g e r S mat r ix t o be com­
puted and s t o r e d . 
In order t o use t h i s p rope r ty , i t i s necessary t o l o c a t e and 
des igna te the c e l l s s^_. having t h i s p rope r ty . Th i s i s e a s i l y done by 
order ing the t r i a n g u l a r i z e d l i s t ( s o r t i n g the ca rds ) wi th major s e ­
quence on i , minor sequence on j . Then the f i r s t occurrence o f each 
i i n the l i s t w i l l i d e n t i f y the proper c e l l s . These c e l l s can be 
i d e n t i f i e d by t a g g i n g ; tha t i s , punching some des igna to r i n the card 
2 
U = n + n 2 - Z 
(3) 
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i n an appropr ia te f i e l d . 
Th i s l a s t method o f compression i s v a l u a b l e under c i rcumstances 
when a problem could not o therwise be run on a g iven computer. I t s 
u s e , however, compl ica tes the programming because o f the f a c t tha t the 
d i s c a r d i n g o f a v e c t o r i s accompanied by the need t o comple te ly r e -
arrange the remaining po r t i on of the S matr ix i n memory, and changing 
the i n t e r n a l i n d e x i n g . This a l s o i n c r e a s e s the running t i m e , sub ­
s t a n t i a l l y in some c a s e s . I t i s t h e r e f o r e recommended tha t the method 
be used only when a b s o l u t e l y n e c e s s a r y . The programs i n the Appendix 
do not i nco rpora t e t h i s f e a t u r e . 
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CHAPTER V I I I 
CONCLUSIONS AND RECOMMENDATIONS 
Conc lus ions 
The development of mathemat ica l models fo r the d e s c r i p t i o n and 
manipula t ion o f in format ion system r e l a t i o n s h i p s represen t s an attempt 
t o quan t i fy a process which has been approached i n the pas t on an e s ­
s e n t i a l l y q u a l i t a t i v e and I n t u i t i o n a l b a s i s . Only very l i m i t e d at tempts 
i n t h i s d i r e c t i o n are shown i n the l i t e r a t u r e . 
The b a s i c model developed i n Chapter IV has no r e a l meaning from 
the poin t o f view of a p p l i c a t i o n , but se rves as an e s s e n t i a l b r idge b e ­
tween the p r i o r work o f Lieberman (18) and Homer (14) and the r e f i n e d 
models presented i n Chapters V and V I . The b a s i c model d i d , however, 
succeed i n reproducing the r e s u l t s o f the p r i o r i n v e s t i g a t o r s with some 
computa t ional and concep tua l improvement, but i t f a i l e d t o adequate ly 
represent system under s tudy . 
The r e c o g n i t i o n of d i f f e r e n c e s between types o f data and of the 
e x i s t e n c e of t r a n s i t i o n s o f data w i th in the system l e d t o the d e f i n i ­
t i o n o f th ree types o f system r e l a t i o n s i n s t e a d o f the s i n g l e type 
presumed i n the p r i o r work and i n the b a s i c model . Th i s i n tu rn pe r ­
mi t t ed ex t ens ion of the b a s i c model t o the two r e f i n e d models . 
ft ft 
From an opera t ion poin t o f v iew, examinat ion o f the S and S ' 
ma t r i ce s by the a n a l y s t w i l l d i s c l o s e p o s s i b l e areas o f system improve-
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merit . The e x i s t e n c e o f a number l a r g e r than expected i n a g iven c e l l 
w i l l i n d i c a t e the p o s s i b i l i t y o f redundancy in the number o f t imes a 
g iven element i s made a v a i l a b l e fo r p repara t ion o f a g iven r epo r t . The 
p a r t i a l or complete d u p l i c a t i o n o f a column w i l l suggest the p o s s i b i l i t y 
o f e l i m i n a t i n g or combining two or more r e p o r t s . Comparison of columns 
it it 
o f S and S 1 w i l l g i v e an i n d i c a t i o n o f da ta e lements from lower l e v e l s 
which might e a s i l y be added t o h i g h e r l e v e l r epor t s i n order t o make 
them more u s e f u l . 
The f a c t t ha t the ma t r i ce s may represent a proposed system as w e l l 
as an e x i s t i n g system permits comparison and e v a l u a t i o n o f r e l a t i v e r e ­
dundancy in two sys tems . Furthermore, the f a c t t ha t the a lgo r i thms are 
mechanized a l lows the use o f the technique f o r s imu la t i on o f proposed 
system changes , and can i n t h i s manner be used fo r s y n t h e s i s as w e l l as 
a n a l y s i s of in format ion sys tems . 
In summary, the b e n e f i t s o f the r e f i n e d t echn iques are tha t the 
shortcomings noted i n p r i o r work have l a r g e l y been overcome. In d e t a i l , 
i t i s f e l t t h a t the r e f i n e d t echn iques have ach ieved the f o l l o w i n g bene­
f i t s : 
1. The th ree b a s i c types o f d a t a , and the s e v e r a l t r a n s i t i o n s 
t o which data may be s u b j e c t e d , have been e x p l i c i t l y r e c o g n i z e d , and 
n o t a t i o n a l and computa t ional t echniques have been dev ised t o adequate ly 
d e a l with them. 
2 . The overstatement o f redundancy inherent i n p r i o r t echn iques 
t The a n a l y s t would expect t he number f i v e , f o r example , i f 
f i v e d a i l y r epo r t s were summarized t o produce a weekly r e p o r t . 
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has been e l i m i n a t e d fo r type two and type three d a t a , and reduced t o a 
l eg i t ima te" i n d i c a t i o n o f frequency o f merging f o r type one da t a . A major 
concern i n the a n a l y s i s o f systems i s t o assure tha t adequate in format ion 
reaches the d e c i s i o n maker wi th a minimal amount o f d u p l i c a t e da ta o r i g i ­
na t ion and p r o c e s s i n g . The r e f i n e d models can fu rn i sh a b a s i s f o r e l i m i ­
na t i on o f d u p l i c a t i o n o f o r i g i n a t i o n , and can do much i n d i s c l o s i n g 
d u p l i c a t i o n o f p r o c e s s i n g . 
3. By d e f i n i t i o n o f the c a t e g o r i e s o f system r e l a t i o n s , and 
s p e c i f i c a t i o n o f r u l e s fo r e s t a b l i s h i n g these r e l a t i o n s , the ana lys t i s 
f o r ced t o c a r e f u l l y de f ine each observed r e l a t i o n , r a t h e r than merely 
i n d i c a t i n g t h a t some r e l a t i o n e x i s t s . Fu r the r , he i s fo rced t o look at 
the system from a da ta element po in t of v i e w , as opposed to the o r g a n i ­
z a t i o n a l or repor t h i e r a r chy point of v iew, which assures t ha t a more 
d e t a i l e d a n a l y s i s w i l l be made. Th i s r e s u l t s i n removing much o f the 
d i s t i n c t i o n between the i n t e r i o r and e x t e r i o r sys tem, which should be 
o f advantage i n r e a l i z i n g an e f f e c t i v e f i n a l d e s i g n . 
The a n a l y s t i s f reed from a g rea t d e a l o f t ed ious d e s c r i p t i o n 
o f a prose or g raph ic n a t u r e . The proposed technique does not r e q u i r e 
the p repa ra t ion o f f low cha r t s or b l o c k diagrams. Furthermore, the 
ana ly s t need only be concerned with d e f i n i n g the r e l a t i o n s , and need 
not be concerned with determining the l e v e l at which they o c c u r , nor 
with a r rang ing them i n any p a r t i c u l a r order . The mechanized a lgor i thms 
perform t h i s func t ion f o r him as a necessary s t ep i n the o v e r a l l a n a l y ­
s i s . The time o f the ana lys t i s f reed for examinat ion o f the s o l u t i o n 
ma t r i ce s which are a t rue and adequate r ep re sen t a t i on o f the system 
from bo th a "composed of" and " c o n t a i n s " po in t of v iew. 
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5 . A very great part o f the e n t i r e a n a l y s i s technique can be 
programmed; fo r a d i g i t a l computer, g r e a t l y reduc ing the c l e r i c a l a c ­
t i v i t y requi red o f the a n a l y s t , and a l s o g r e a t l y reduc ing the volume o f 
data which he must examine. The two s o l u t i o n mat r ices c o n t a i n much o f 
the data needed f o r a n a l y s i s o f the system. 
6 . S ince the computation i s c a r r i e d out i n the computer, i t b e ­
comes f e a s i b l e t o in t roduce changes o f d e f i n i t i o n s o f r e l a t i o n s on a 
t r i a l b a s i s . In t h i s way, the t echnique can be used fo r s imu la t i on o f 
proposed system changes , and c a n , i n t h i s manner be used f o r s y n t h e s i s as 
w e l l as a n a l y s i s o f data sys tems . 
7. An adequate s o l u t i o n f o r the problem of c y c l i n g caused by 
age ing o f data has been advanced by t r e a t i n g s t o r e d , then subsequent ly 
r e t r i e v e d d a t a , as a new data o r i g i n a t i o n . 
8. A l l o f the b e n e f i t s c i t e d by Homer (Chapter I I , p . 311) have 
been metj and i n most c a s e s , exceeded . 
In gene ra l i t i s b e l i e v e d tha t the models presented w i l l f u rn i sh 
an adequate r e p r e s e n t a t i o n o f in format ion p r o c e s s i n g systems of the 
type encountered i n p r a c t i c e . L ike a l l models , they w i l l not cover a l l 
c o n c e i v a b l e s i t u a t i o n s in complete d e t a i l , but they w i l l adequate ly 
represent the p r i n c i p a l s t ruc tu re o f a system. I t would be d i f f i c u l t , 
f o r example., t o represent the s i t u a t i o n where a randomly s e l e c t e d po r ­
t i o n o f the da ta i s used i n the p repa ra t ion o f a r e p o r t , such as i s 
sometimes done i n more s o p h i s t i c a t e d sys tems . Furthermore, the model 
r ep resen t s only the s t ruc tu re o f the system, and does not cons ide r the 
volume o f a g iven data element to be p r o c e s s e d . 
I t can^be f a i r l y s t a t e d , t h e n , t h a t whi le t h i s r e sea rch i s 
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b e l i e v e d t o be a s t e p , h o p e f u l l y a major one , i n the d i r e c t i o n o f quan t i 
t a t i v e a n a l y s i s o f in fo rmat ion p r o c e s s i n g sys tems , t ha t much remains t o 
be done before in format ion systems a n a l y s i s can be viewed as a s c i e n c e , 
r a t h e r than an a r t . 
Recommendations 
S ince i n c o n s i d e r a t i o n of the t o t a l f i e l d o f in fo rma t ion p r o c e s ­
s i n g so much remains t o be done, the recommendations for fu r the r study 
must be cons idered as i n d i c a t i v e r a t h e r than i n c l u s i v e . 
Of a p r a c t i c a l and a p p l i c a t o r y n a t u r e , the models o f the current 
r e sea rch should be a p p l i e d t o a number o f r e a l a p p l i c a t i o n s , t o d e t e r ­
mine the range o f the models ' a p p l i c a b i l i t y . Care should be taken t o 
i n c l u d e p r o j e c t - o r i e n t e d o r g a n i z a t i o n s as w e l l as those engaged i n more 
r e p e t i t i v e a c t i v i t i e s . 
In a more t h e o r e t i c e i l v e i n , the f o l l o w i n g s t u d i e s are sugges ted : 
1. I n v e s t i g a t i o n o f o ther models fo r the s t r u c t u r a l examinat ion 
o f in fo rmat ion p roces s ing sys tems . 
2 . I n v e s t i g a t i o n o f means fo r c h a r a c t e r i z i n g in format ion p r o c ­
e s s i n g systems i n terms o f the volume o f p r o c e s s i n g . 
3 . I n v e s t i g a t i o n o f the use o f random v a r i a b l e s as q u a n t i f i e r s 
fo r the system r e l a t i o n s . 
4 . I n v e s t i g a t i o n o f the e s s e n t i a l s i m i l a r i t i e s between compu­
t a t i o n a l subsystems ( e . g . , p a y r o l l and inven tory accoun t ing ) wi th a 
view t o deve lop ing genera l methods o f computa t ion . 
5 . I n v e s t i g a t i o n of the b a s i c c o m p a t i b i l i t y o f programming 





The f o l l o w i n g Glossa ry o f terms unique t o t h i s research i s p r e ­
sented : 
Composed o f - A k ind o f in fo rmat ion systems a n a l y s i s where, for 
a g iven r e p o r t , a l l of the lower l e v e l data which were requ i red fo r the 
p repa ra t ion of the repor t are i n d i c a t e d , whether or not they a c t u a l l y 
appear on the repor t as prepared,. Used i n o p p o s i t i o n t o the term "Con­
t a i n e d i n . " 
Compound Element - Any r e p o r t , form, document, c a r d , t a p e , or 
d i sk record o f any nature c o n t a i n i n g one or more p i e c e s o f recorded 
da ta (s imple e l e m e n t s ) , and from which the simple e lements can be r e ­
covered and made meaningful t o humans without a r i t h m e t i c computa t ion . 
Concomitant R e l a t i o n - A r e l a t i o n s h i p w i t h i n an in format ion 
system which occu r s in con junc t ion with t h e p repa ra t ion o f a compound 
element wherein one or more simple elements undergo a t r a n s i t i o n . 
Concomitant C e l l - A c e l l i n a mat r ix wherein the v a l u e i s a 
concomitant r e l a t i o n q u a n t i f i e r , ( c ) . 
Concomitant Index - A row or column index, of a mat r ix where the 
index i s t h e i d e n t i f i c a t i o n o f a system element formed as a r e s u l t of 
a concomitant r e l a t i o n . 
Conta ined i n - A k ind o f in fo rmat ion . sys tem a n a l y s i s where, f o r 
a g iven r e p o r t , only the, lower l e v e l system elements which a c t u a l l y 
appear on the repor t are i n d i c a t e d . Used i n o p p o s i t i o n t o the term 
"Composed* o"f." 
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Data T r a n s i t i o n - An opera t ion wi th in an in format ion system where­
i n the input data are t ransformed i n some manner t o make them more usab le 
t o the d e c i s i o n maker. Nine forms o f t r a n s i t i o n are i d e n t i f i e d and d i s ­
cussed (p . 52 ) . 
D e l e t i o n R e l a t i o n - The system r e l a t i o n which e x i s t s when an e l e ­
ment from a lower l e v e l i s brought t o a h ighe r l e v e l by v i r t u e o f be ing 
i n c l u d e d wi th in a compound element which i s requ i red at a h i g h e r l e v e l , 
but which i n i t s e l f does not become an i n t e g r a l pa r t o f the h ighe r l e v e l . 
I t i s used the i n d i c a t e tha t an element i s te rmina ted on a g iven route 
through the sys tem. 
E x t e r i o r System - The e n t i r e ope ra t ion under c o n s i d e r a t i o n , i n ­
c l u d i n g the se t o f d e c i s i o n s made r o u t i n e l y t o c o n t r o l the o p e r a t i o n , 
the set o f input data t o be processed i n order t h a t a d e c i s i o n may u l ­
t i m a t e l y be made, the r equ i red da ta o r i g i n a t i o n , da ta t r a n s m i s s i o n , data 
p r o c e s s i n g , repor t s t r u c t u r e , p r o v i s i o n fo r da ta s t o r age and subsequent 
r e t r i e v a l , and the se t o f d e c i s i o n func t ion which w i l l be used i n c o n ­
j u n c t i o n with the processed da t a i n order t o a r r i v e at s p e c i f i e d d e c i ­
s i o n s . 
I d e n t i f i c a t i o n Data - A s imple element of an in fo rma t ion system 
which i n d i c a t e s the r e l a t i o n of o the r t y p e s o f da ta t o some p h y s i c a l 
system. Examples are p a y r o l l numbers, s tock numbers, machine numbers 
and department numbers. 
I n t e r i o r System - The i n t e r i o r system r e f e r s t o the d e t a i l s o f 
machine programming and o p e r a t i o n . I t embraces such f a c t o r s as card 
and record format , r epor t format , ope ra t ing r u l e s , and equipment p r o ­
gramming i t s e l f . 
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P a i r , o r P a i r ( i , j ) - Denotes the n o t a t i o n used t o i n d i c a t e a 
prime or d e l e t i o n r e l a t i o n . 
N- tup l e ( i , j , k , . . . . , n ) - The n o t a t i o n used t o i n d i c a t e concomitant 
r e l a t i o n s . 
Prime R e l a t i o n - The system r e l a t i o n which i n d i c a t e s t h a t an e l e ­
ment a t some g iven l e v e l o f a data system i s merely r equ i r ed fo r the 
p repa ra t ion o f some h ighe r l e v e l e lement . A l l data input i s prime t o 
the f i r s t document upon which i t i s recorded and t o i t s s o u r c e . 
Q u a n t i f i e r - A symbol used t o express e i t h e r numer i ca l l y or sym­
b o l i c a l l y the ex ten t o f a system r e l a t i o n . Prime r e l a t i o n s use as a 
q u a n t i f i e r ordinary numerals n , concomitant r e l a t i o n s employ a s p e c i a l 
q u a n t i f i e r ( c ) , where c i s an i n t e g e r , and d e l e t i o n r e l a t i o n s use a 
symbolic q u a n t i f i e r - 1 . 
Q u a n t i t a t i v e Data - Data which a r i s e as a r e s u l t o f a count , 
measurement, or computa t ion . 
Regu la r C e l l - A c e l l i n a mat r ix wherein the va lue i s a r e g u l a r 
s c a l a r , n . 
Regu la r Index - A row or column index o f a mat r ix where the index 
i s the i d e n t i f i c a t i o n o f a system element formed as a r e s u l t o f a prime 
r e l a t i o n . 
Simple Element - Any p i e c e o f recorded d a t a , numer ic , a l p h a b e t i c , 
or symbo l i c , which e x i s t s i n an in format ion system as i n p u t , ou tpu t , or 
in te rmedia te form, r e g a r d l e s s o f the means o f r e c o r d i n g . 
S t a t u s Data - Data which i n d i c a t e s t a t u s or e x i s t e n c e . T h i s 
type o f da ta i s not q u a n t i t a t i v e . 
System Element - Genera l term for e i t h e r a simple element or a 
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compound element where the d i s t i n c t i o n i s not needed. 
T r i a n g u l a r i z a t i o n - The l o g i c a l ope ra t ion o f o rder ing the i d e n t i ­
f i c a t i o n s of system elements i n such a manner t ha t when these i d e n t i f i ­
c a t i o n s are used as i n d i c e s f o r the S and S ! m a t r i c e s , the ma t r i ce s w i l l 
be i n t r i a n g u l a r , form. 
Type One Data - I d e n t i f i c a t i o n d a t a . 
Type Two Data - Q u a n t i t a t i v e d a t a . 




MECHANIZED TRIANGULARIZATION AND REINDEXING 
T r i a n g u l a r i zat ion 
For t h i s p r o c e s s , a cho ice i s a v a i l a b l e between the use o f a 
computer and use o f conven t iona l card equipment. S ince the opera t ion 
i s e s s e n t i a l l y t h a t o f a l t e r n a t e l y s o r t i n g and c o l l a t i n g , both o f which 
are accompl ished i n computers only with a g rea t a t tendant l o s s o f e f f i ­
c i e n c y , i t i s f e l t t h a t the equipment o f c h o i c e f o r problems of usua l 
s i z e i s the c o n v e n t i o n a l card equipment . 
The d e t a i l e d p rocedure , paraphras ing the manual a l g o r i t h m , p r e ­
sumes as input manually prepared (but not n e c e s s a r i l y ordered) l i s t s o f 
prime and d e l e t i o n r e l a t i o n p a i r s ( i , j ) and concomitant r e l a t i o n n-
t u p l e s ( i , j , k , . . . , n ) , t o g e t h e r with t h e i r r e s p e c t i v e q u a n t i f i e r s n , - 1 , 
or ( c ) . 
1. E s t a b l i s h the maximum l e n g t h o f i d e n t i f i c a t i o n present i n 
the l i s t s , and e s t a b l i s h a card format such t ha t t he re are two f i e l d s , 
each the l e n g t h o f the maximum l e n g t h o f i d e n t i f i c a t i o n . A t h i r d f i e l d , 
u s u a l l y two d i g i t s i n l e n g t h , should be e s t a b l i s h e d f o r r eco rd ing the 
q u a n t i f i e r s . 
2 . For each o f the prime and d e l e t i o n r e l a t i o n s , punch a card 
showing each p a i r o f i d e n t i f i c a t i o n s ( i n c l u d i n g the a r b i t r a r y i = 0 
i d e n t i f i c a t i o n for input e lements) toge ther , wi th t h e q u a n t i f i e r punched 
i n the th ree des igna t ed f i e l d s . In the ba l ance o f t he d i s c u s s i o n o f 
the p rocedure , the f i e l d a s s o c i a t e d with the f i r s t ( i t h ) i d e n t i f i c a t i o n 
o f the p a i r w i l l be r e f e r r e d t o as the " i f i e l d , " the f i e l d a s s o c i a t e d 
ill 
with the second ( j t h ) i d e n t i f i c a t i o n o f the p a i r as the 1 1 j f i e l d , " and 
the q u a n t i f i e r as the "q f i e l d . " The q u a n t i f i e r f o r prime r e l a t i o n s 
w i l l be punched as an unsigned numeric v a l u e . The q u a n t i f i e r f o r d e l e ­
t i o n r e l a t i o n s w i l l be punched as J (11 - 1 punch ) , where the 11 punch 
w i l l be const rued as n e g a t i o n . 
3 . For each o f the concomitant r e l a t i o n n - t u p l e s , punch the 
f o l l o w i n g c a r d s , u s ing the same format as e s t a b l i s h e d i n s tep 1, and 
with the q u a n t i f i e r for a l l cards punched as A (12 - 1 punch) : 
a . Punch a card showing the f i r s t d e s i g n a t i o n , 
i , o f the n - t u p l e i n the i f i e l d and the second d e s i g n a t i o n 
j o f the n - t u p l e i n the j f i e l d , and the q u a n t i f i e r A i n the 
q f i e l d . A l s o punch an 11 zone punch i n column 80. 
b . Punch c a r d s j one f o r each d e s i g n a t i o n beyond the 
second d e s i g n a t i o n j , with the f i r s t d e s i g n a t i o n of the n -
t u p l e , i , i n the j f i e l d , and the t h i r d or subsequent d e s i g ­
n a t i o n s k ,n i n t he i f i e l d s and the q u a n t i f i e r A in the 
q f i e l d . 
As an example , the n - t u p l e K23 BIO J19 P14 would r e ­
s u l t i n th ree cards be ing punched: 
K23 BIO A X ( C o l . 80) 
J19 K23 A 
P1H K23 A 
A l l punching i n s teps 2 and 3 w i l l have a l l f i e l d s 
r i g h t j u s t i f i e d . 
4 . I f the manual l i s t i n g s were not s e p a r a t e , separa te the th ree 
l i s t s by s o r t i n g on the u n i t s p o s i t i o n o f the q f i e l d . No zone i n d i c a t e s 
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prime r e l a t i o n s , 11 zone i n d i c a t e s d e l e t i o n s , 12 zone i n d i c a t e s concomi­
t an t r e l a t i o n s . 
5. I t i s pos s ib l e . , i n the p r a c t i c a l c a s e , t ha t d u p l i c a t e c a r d s , 
e x i s t e i t h e r through e r r o r , or through the f a c t tha t input elements used 
i n more than one report have been i d e n t i f i e d t w i c e . To e l i m i n a t e dup­
l i c a t e s , sor t each o f the three decks e s t a b l i s h e d i n s tep 4 r ega rd ing 
the i and j f i e l d s as a s i n g l e f i e l d , then check f o r d u p l i c a t e s on the 
c o l l a t o r . 
6 . Se t a s i d e , t e m p o r a r i l y , the concomitant and d e l e t i o n r e l a t i o n 
d e c k s . Reproduce the prime r e l a t i o n s deck, p r e f e r a b l y on cards o f a 
d i f f e r e n t c o l o r . Des igna te one o f these prime r e l a t i o n s decks as deck 
A , the o ther as deck B . 
7 . Sort the concomitant r e l a t i o n s deck on column 80. Set a s ide 
t emporar i ly the cards without an 11 punch i n column 80. Des igna te the 
concomitant r e l a t i o n s cards with a punch i n column 80 as deck C . 
8. Sor t deck A with minor on the i f i e l d and major on the j 
f i e l d . Sort deck B with minor on the j f i e l d and major on the i f i e l d . 
Sor t deck C with major on the j f i e l d . 
9 . On the c o l l a t o r , perform a th ree pocket match, wi th deck A 
i n the primary f e e d , wired t o read the j f i e l d , deck B i n the secondary 
f e e d , wired t o read the i f i e l d . S e l e c t unequal p r i m a r i e s . A l l b a s i c 
se t -up swi tches must be on except m u l t i - S £ S . The r e s u l t o f t h i s 
ope ra t ion w i l l be the s e l e c t i o n o f a l l system elements which appear as 
a j d e s i g n a t i o n o n l y . On the f i r s t p a s s , t h i s w i l l be the h i g h e s t 
l e v e l elements o f the sys tem. Th i s s t ep corresponds t o s tep 2 o f the 
manual a l g o r i t h m . 
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10 . Sort deck B wi th a minor on the i f i e l d and major on the j 
f i e l d . Only the major sor t i s p h y s i c a l l y r e q u i r e d , due t o the prev ious 
sor t on t h i s deck. Deck B i s now i n the same sequence as the o r i g i n a l 
deck A . 
11 . On the c o l l a t o r , perform a th ree pocket match, with deck B 
i n the primary f e e d , the cards s e l e c t e d from deck A i n s tep 9 in the 
secondary f e e d , both feeds wired t o read a combined i and j f i e l d . 
S e l e c t equa l p r i m a r i e s . A l l b a s i c se t -up swi tches must be on except 
m u l t i - S £ S . This ope ra t ion r e s u l t s i n removing from deck B the cards 
corresponding to the cards s e l e c t e d from deck A in s tep 9. Th i s s tep 
corresponds with s tep 3 o f the manual a l g o r i t h m . The h i g h e s t system 
element cards have now been removed from both d e c k s . The cards s e l e c t e d 
from deck B may be d i s ca rded . 
12 . On the c o l l a t o r , perform a two pocket match-merge with the 
deck C i n the primary feed and the cards s e l e c t e d from deck A i n s tep 
9 i n the secondary f e e d , both feeds wired t o read the j f i e l d . S e l e c t 
equa l s econdar i e s t o merge behind p r i m a r i e s . The r e s u l t o f t h i s opera­
t i o n i s t o p l a c e concomitant r e l a t i o n s adjacent t o and behind the e l e ­
ments t o which they p e r t a i n . The s tep performs the func t i on o f o rde r ing 
of the concomitant r e l a t i o n s done i n the f i r s t pa r t o f s tep 5 of the 
manual a l g o r i t h m . 
1 3 . Sort deck A with minor on the j f i e l d and major on the i 
f i e l d . Only the major so r t i s p h y s i c a l l y r e q u i r e d , due to the prev ious 
sor t on t h i s deck . 
14 . Deck A and deck B now correspond to the reduced l i s t s o f 
the manual a l g o r i t h m , except t ha t the r o l e of deck A and deck B have 
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been in t e r changed . Change the d e s i g n a t i o n o f deck A t o deck B , and deck 
B to deck A , and repeat s t eps 9 through 14 u n t i l a l l t h ree decks are 
exhaus t ed , with t h e connota t ion i n t he se s t eps t h a t the reduced decks 
A , B , and C are be ing used , and t ha t decks A and B in t e rchange d e s i g n a ­
t i o n at the complet ion o f each p a s s . At each p a s s , s u c c e s s i v e l y lower 
l e v e l s o f systems elements w i l l be removed. 
I f l e v e l d e s i g n a t i o n i s d e s i r e d , the merged deck r e s u l t i n g at the 
end o f s tep 12 can be gang punched with a s u i t a b l e d e s i g n a t i o n t o i n d i ­
ca t e l e v e l . For the concomitant cards (11 punch i n column 8 0 ) , the l e v e l 
p e r t a i n s t o the d e s i g n a t i o n i n the i f i e l d , whi le f o r the prime r e l a t i o n 
c a r d s , i t p e r t a i n s t o the j f i e l d . Such- d e s i g n a t i o n i s e l e c t i v e , s i n c e 
the a lgor i thms t o f o l l o w do not r equ i re t h i s d e s i g n a t i o n . 
I f on some pass s t ep 9 r e s u l t s i n no cards be ing s e l e c t e d , a c y c l e 
has been encountered , and the opera t ion must be te rmina ted in order t o 
permit the manual de te rmina t ion of the cause o f the c y c l e . The cause 
w i l l be e i t h e r a punching or o ther c l e r i c a l e r ro r i n t r a n s c r i p t i o n , or 
an e r ro r on the par t o f the ana lys t i n d e f i n i n g the system r e l a t i o n s . 
15 . The s i n g l e deck r e s u l t i n g from the accumulat ion o f decks 
produced on the s e v e r a l passes through s tep 12 i s now reproduced, with 
s e l e c t i o n t o reproduce cards e x a c t l y i n the absence o f a punch in column 
80, and in te rchange o f the j and i f i e l d s i n the presence o f a punch i n 
column 80. This performs the second po r t i on o f the manual s tep 5 , tha t 
o f i n s e r t i n g a f t e r j i n the record the f i r s t i n d e x , i , o f the n - t u p l e 
when j ' = j . 
At the complet ion of t h i s s tep the t r i a n g u l a r i z a t i o n , as such , 
has been completed . I t i s now necessary for computer opera t ion o f the 
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ba lance o f the technique t o r e index the systems e l emen t s , and t o t ake 
c e r t a i n o ther s teps for p repa ra t ion o f the input for the S - S and 
S ' - S ' a lgor i thms . 
Re index ing and Input P repara t ion 
The e s s e n t i a l purposes o f the s teps i n t h i s s e c t i o n are t o r e -
index the systems elements i n order t o s i m p l i f y the computation of the 
S and S ' m a t r i c e s , t o recombine the decks r e p r e s e n t i n g the three c a t e ­
g o r i e s o f system r e l a t i o n s , and t o arrange the cards i n proper order fo r 
input to the further algorithms. 
The numbering scheme used f o r r e i n d e x i n g depends l a r g e l y upon the 
computer t o be used , the convent ions used i n address ing i t s memory, and 
the memory l o c a t i o n which w i l l be used as a l o c a t i o n for the lower r i g h t 
hand corner o f the m a t r i x . Furthermore, two p o s s i b i l i t i e s e x i s t i n t h i s 
r e s p e c t : 
1. An abso lu te index ing system can be used , wherein the i n i t i a l 
number a s s igned and the increment between assignments i s determined based 
on the th ree c o n s i d e r a t i o n s above. 
2 . A r e l a t i v e i ndex ing system may be used , where the consecu t ive 
i n t e g e r s 1, 2 , 3 , n are a s s i g n e d , and the programs fo r the a l g o ­
r i thms fo r s p e c i f i c machine c o n f i g u r a t i o n s make a convers ion w i t h i n the 
computer from the r e l a t i v e system t o a system which i s a b s o l u t e f o r the 
machine i n q u e s t i o n . 
Rega rd le s s o f the c h o i c e made, the f o l l o w i n g machine opera t ions 
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are a p p l i c a b l e . 
* A d i f f e r e n t , more e f f i c i e n t method can be used i f a sequen­
t i a l numbering dev ice i s a v a i l a b l e on the reproducing punch. I t has not 
been s p e c i f i e d h e r e , as t h i s equipment i s seldom a v a i l a b l e . 
1. Prepare a master deck with the d e s i r e d numbering sequence 
punched i n a convenient f i e l d . In a d d i t i o n , punch 11 i n any convenient 
column, e . g . , column 79, as a c o n t r o l punch. 
2 . Merge t h i s master deck with the reproduced deck ob ta ined 
i n s tep 15 o f the p rev ious s e c t i o n . 
3 . Reproduce the o l d i d e n t i f i c a t i o n number ( j f i e l d ) i n t o an 
appropr ia te f i e l d o f the master deck . Punch c o n t r o l on the reproducer 
t o punch on 11 i n column 79 . 
4 . Sor t the master c a r d s , now with the sequence number and o l d 
i d e n t i f i c a t i o n number, out o f the combined deck based on the 11 punch 
i n column 79. The non-master cards are o f no fu r the r u s e . 
5. Take now the deck which was the input t o s t ep 15 o f the 
p reced ing s e c t i o n , t h a t i s , the deck from which the reproduc t ion was 
made, the d e l e t i o n r e l a t i o n s deck which was p r e v i o u s l y l a i d a s i d e , and 
the ba lance o f the concomitant relat ions cards which do not have an 11 
punch i n column 80. Combine these cards i n t o a s i n g l e deck , h e r e i n ­
a f t e r r e f e r r e d to as the " input d e c k . " 
6 . Sort the input deck on the j f i e l d . Sort the master deck on 
the o ld i d e n t i f i c a t i o n f i e l d . 
7 . Merge the master deck with the input deck , comparing on the 
sor t f i e l d s o f s t ep 6 , and p l a c i n g the master card ahead o f each o ld 
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i d e n t i f i c a t i o n ( j f i e l d ) . 
8. Reproduce the new . i d e n t i f i c a t i o n ( index j ) i n t o the input 
deck i n an appropr ia te f i e l d . Punch c o n t r o l t o punch on non-11 i n 
column 79 . 
9 . Sort the master cards out o f the combined deck, based on 
the presence o f an 11 punch in column 79. 
10 . Re-sort the input deck on the i f i e l d . There w i l l be a s u b ­
s t a n t i a l number o f cards with zero i n the i f i e l d , and these cards may 
now be d i s c a r d e d . 
1 1 . Merge the master deck w i t h the input deck, comparing on the 
sor t f i e l d s o f s tep 10 , and p l a c i n g the master card ahead o f each o ld 
i d e n t i f i c a t i o n ( i f i e l d ) . Some master cards w i l l not f i n d corresponding 
cards i n the input deck . 
12 . Reproduce the new i d e n t i f i c a t i o n ( index i ) i n t o the input 
deck in an appropr ia te f i e l d . Punch c o n t r o l t o punch on non-11 in 
column 79 . 
13 . Sort the master cards out o f the combined deck , based on the 
presence o f an 11 punch i n column 79. 
The r e i n d e x i n g i s complete at t h i s p o i n t . The o ld i and j f i e l d s 
w i l l not be used i n the computer ope ra t ion as s u c h , but must be preserved 
i f i t i s d e s i r e d t o have the computer output i n terms o f the o r i g i n a l 
i d e n t i f i c a t i o n s . In order t o avo id confus ion in the ba lance o f the d i s ­
c u s s i o n ' * ^ t o input p r e p a r a t i o n , the new index f i e l d s , whether 
reproduced i n t o a new card or n o t , w i l l be now r e f e r r e d to as the i and 
j f i e l d s . 
I t w i l l be r e c a l l e d t h a t in the manual computation o f the S and 
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S ' m a t r i c e s , the f i r s t c e l l o f the S or S ' mat r ix used was t h a t which 
was the lowest i n the r igh t -mos t non-zero column. In the computer s o l u ­
t i o n , the S and S ' ma t r i ces are not formed i n memory, but e x i s t c o n ­
c e p t u a l l y , represented by the input deck c rea ted i n the immediate ly p r e ­
ceding s t e p s . The row and column i n d i c e s of the c e l l are represen ted 
by the i and j f i e l d s , r e s p e c t i v e l y , and the c e l l va lue i s i n the q 
f i e l d . 
At t h i s p o i n t , t h e r e f o r e , due t o the method o f c r e a t i n g the input 
deck, i t i s i n reverse order from tha t r equ i r ed by the computat ion. I t 
must t he re fo re be re-sorted i n t o proper o rder ; t ha t i s , so t h a t the input 
w i l l be read up columns, s t a r t i n g at the r igh t -mos t non-zero column of 
the ( concep tua l ) S or S ' m a t r i x . In a d d i t i o n , i t i s d e s i r a b l e t o p l a c e 
a sequence number i n each input card i n order t o guard a g a i n s t l o s t or 
ou t -o f - sequence data i n fu ture o p e r a t i o n s . The next two s teps perform 
t h i s o p e r a t i o n . 
14 . Re-sort the input deck , with minor on the i f i e l d (row index) 
and major on the j f i e l d (column i n d e x ) . This i s a reverse s o r t . 
Remove cards from pocke ts o f the S o r t e r n ines f i r s t , zeros l a s t . 
15 . Sequence number the input deck , u s ing any convenient f i e l d , 
and any s tandard Sequencing t e c h n i q u e . 
The input deck i s now ready t o be used fo r the computat ion of the 
ft ft 




COMPUTER PROGRAMS FOR SYSTEMS ANALYSIS 
I n t r o d u c t i o n 
To implement the computation o f the b a s i c a l g o r i t h m s , four com­
pute r programs have been w r i t t e n and t e s t e d . The f i r s t program computes 
the number o f zero c e l l s below the d i a g o n a l o f S and above the f i r s t 
non-zero en t ry o f a g iven column., and e s t i m a t e s an upper bound fo r the 
memory requ i red fo r a g iven m a t r i x . The o the r th ree programs perform 
the computation o f the S and S ' m a t r i c e s , and fu rn i sh a p r in tou t o f 
the non-zero mat r ix e l e m e n t s . 
The program d e s i g n a t i o n s , t h e i r f u n c t i o n , and the form and s e ­
quence o f input and output i s as f o l l o w s : 
Program 1. Th i s program computes informat ion r e l a t i v e to the 
number o f zero c e l l s between the d i agona l s and the h ighes t non-zero c e l l s 
i n the columns o f S . The number o f such c e l l s i s i n d i c a t e d , and the 
program a l s o i n d i c a t e s the upper bound on the number o f c e l l s r equ i red 
and the a c t u a l amount o f memory space needed i n the computer f o r p r o ­
gram 2 a s w r i t t e n . The input t o t h i s program i s a l e a d c a r d , the same 
used i n program 2 and program 3 , s p e c i f y i n g the dimension of the S ma­
t r i x . Th i s i s fo l lowed by the input cards ob ta ined from the r e index ing 
o p e r a t i o n , re -sor ted with major so r t on the j f i e l d , minor sor t on the i 
f i e l d . 
Program 2 . This program computes the S m a t r i x , and has as o u t ­
put one card f o r each non-zero c e l l o f S , i n c l u d i n g the d i agona l c e l l s . 
The input r equ i red i s t h e t r i a n g u l a r i z e d , re indexed deck ob ta ined from 
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the ope ra t ions d e t a i l e d i n Appendix B . In a d d i t i o n , a l e a d card i s r e ­
qui red to i n d i c a t e the dimension o f the S m a t r i x ; that i s , the number 
o f systems elements in the system. D e l e t i o n r e l a t i o n cards can be l e f t 
i n the input deck , a s the program w i l l merely pass them. 
A 
Program 3. This program computes the S ' m a t r i x . Input and out 
put are the same as fo r program 2 . 
Program M-. T h i s program t a k e s the output o f program 2 or p r o ­
gram 3 , f i n d s the o r i g i n a l d e s i g n a t i o n s o f the systems e l emen t s , and 
A A 
p r i n t s the column d e s i g n a t i o n s o f the columns o f S or S ' , the row 
d e s i g n a t i o n o f non-zero c e l l s i n the column ( i f a n y ) , and the va lue o f 
the c e l l . The input i s (1) the master deck from s tep 13 o f the r e i n ­
dexing o p e r a t i o n , Appendix B ; (2) a l e a d card c o n t a i n i n g t i t l i n g i n f o r ­
mation f o r the p r i n t - o u t ; and (3) the output cards from e i t h e r program 
2 or program 3 , i n the order o f major sor t on the j f i e l d , minor sor t 
on the i f i e l d . 
P r i n c i p a l Program Features 
The main c o n s i d e r a t i o n i n w r i t i n g these programs was tha t o f 
conse rv ing memory i n order t o accommodate as l a r g e as p o s s i b l e a ma­
t r i x . S ince i n many i n s t a l l a t i o n s only a card type 14-01 i s a v a i l a b l e , 
the programs do not use tape i n the e x e c u t i o n o f the programs, a l though 
i t i s r equ i red f o r c o m p i l a t i o n . However, programs compiled on a tape 
machine can be run on a card machine, so the compi l a t i on could be done 
by a s e r v i c e bureau , execu t ion on the u s e r ' s machine. A l l programs 
are w r i t t e n i n 1401 Autocoder . I f l a r g e r system mat r i ces were requ i red 
i n a g iven c a s e , programs 2 and 3 could be r e - w r i t t e n t o use e i t h e r 
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tape or d i sk memory. 
Programs 2 and 3 are e s s e n t i a l l y a l i k e , wi th program 3 d i f f e r i n g 
i n only a few i n s t r u c t i o n s i n order to handle the l o g i c a l ope ra t ions 
c a l l e d f o r by the d e l e t i o n r e l a t i o n . A l e a d card e s t a b l i s h e s the dimen­
s ion o f the mat r ix i n both cases , where the dimension i s the number o f 
systems elements i n the system under s t u d y . Program 2 ignores cards 
with the d e l e t i o n r e l a t i o n . A f t e r the f i r s t da ta card i s r e a d , a l l of 
the c e l l s o f the columns with a column index g r e a t e r than t ha t shown on 
the f i r s t card are computed, s i n c e these columns a l l c o n s i s t o f merely 
the d i agona l c e l l . They are a l s o punched as computed. The program 
then fo l l ows the a lgo r i thm s u b s t a n t i a l l y as o u t l i n e d i n Chapter V I , 
except tha t columns are not e x t r a c t e d f o r the m u l t i p l i c a t i o n , nor i s a 
v e c t o r V des igna ted as such . R a t h e r , the m u l t i p l i c a t i o n t akes p l a c e a 
c e l l at a t ime and the product i s added d i r e c t l y t o the proper c e l l of 
the column be ing computed. Two m u l t i p l i c a t i o n r o u t i n e s are u sed , one 
f o r r e g u l a r q u a n t i f i e r s on the input card ( l a b e l e d REGMUL) , and one 
fo r concomitant q u a n t i f i e r s ( l a b e l e d CONCOM) . S ince most o f the 
q u a n t i f i e r s encountered i n p r a c t i c e w i l l be e i t h e r 1 or ( 1 ) , these mul ­
t i p l i c a t i o n r o u t i n e s are a c t u a l l y a d d i t i o n r o u t i n e s , wi th the rou t i ne 
repea ted the number o f t imes i n d i c a t e d by the q u a n t i f i e r . 
As each column i s comple ted , i t i s punched, one card fo r each 
c e l l , s t a r t i n g at the bottom o f the column. Zero c e l l s are not punched. 
Zero c e l l s between the top non-zero c e l l and the d i agona l a re not 
s t o r e d , but are counted , and the number o f such c e l l s i s s t o r ed a long 
* Labe l s r e f e r t o the subrout ine l a b e l i n g on the program l i s t ­
i n g s , Appendix D . 
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with the column number i n a data word r ep re sen t ing the d i a g o n a l c e l l . 
The d i a g o n a l 1 i s not s t o r e d , but i s i n f e r r e d as needed by the e q u a l i t y 
o f row and column i n d e x . 
Each c a r d , as i t i.s r e a d , r equ i r e s s e a r c h i n g memory for the 
proper column f o r m u l t i p l i c a t i o n . Th i s i s accompl ished by f i r s t e s t a b ­
l i s h i n g the number o f columns t o be sk ipped , which i s one l e s s than the 
d i f f e r e n c e between the row and column index on the inpu t ca rd . Then, 
us ing the da ta word a s s o c i a t e d with the d i a g o n a l element o f each column, 
the l o c a t i o n o f the next can be computed based on column i n d e x , ma t r ix 
d imension, and the number o f zero c e l l s e l i m i n a t e d from the g iven column. 
When the proper number has been sk ipped , the address o f the proper c o l ­
umn i s a v a i l a b l e . 
In program 3 , d e l e t i o n cards fo rce a machine c h a r a c t e r # (Pound) 
i n t o the proper c e l l o f the column being computed t o prevent any fu r the r 
e n t r i e s i n t o t h a t c e l l . Other ca rds fo r the same column requ i r e exami ­
n a t i o n o f each c e l l f o r the presence o f # t o avo id p l a c i n g any o ther 
va lue t h e r e . When a column i s comple te , the c e l l s c o n t a i n i n g # are 
changed t o z e r o , and are t h e r e f o r e not punched. 
The o the r change i n program 3 i s t h a t i f a column has any non­
zero e n t r i e s o ther than the d i a g o n a l , then the d i a g o n a l i s not used 
in the computat ion. This i s accomplished by r e c o g n i t i o n t h a t columns 
wi th only the d i a g o n a l element have s to red only the da ta word c o n t a i n ­
ing the column index and the number o f zero c e l l s Which Were e l i m i n a t e d . 
Program 2 r e q u i r e s about 1650 p o s i t i o n s Of memory i n c l u d i n g the 
r e a d , punch and p r i n t a r e a s . T h e r e f o r e , i n a 1401 with 8K memory, 
6350 p o s i t i o n s are a v a i l a b l e f o r the m a t r i x . Due t o the zero c e l l 
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e l i m i n a t i o n , s to rage requirements w i l l d i f f e r with s p e c i f i c a p p l i c a t i o n . 
However, s i n c e about 112 elements can be accommodated without any mat r ix 
compression, i t i s e s t imated t ha t t h i s s i z e machine w i l l accommodate 
the mat r ix fo r an in format ion system o f about 150 e l emen t s . I f a 
l a r g e r 1401 i s a v a i l a b l e , the program can be modi f i ed to make use o f the 
l a r g e r memory merely by changing the cons tan t l a b e l e d HIGH i n the p r o ­
gram l i s t i n g s t o a f i g u r e one l e s s than the machine c a p a c i t y . While 
program 3 r e q u i r e s about 1850 p o s i t i o n s , l e s s s to rage i s needed f o r the 
j r . 
S ' m a t r i x , so tha t program 2 i s the g u i d i n g program. 
Program 4 i s a r e l a t i v e l y s t r a i g h t f o r w a r d p r i n t r o u t i n e . The 
master cards used i n r e i n d e x i n g the o r i g i n a l input deck are used to s e t 
up a t a b l e i n memory bea r ing both the o r i g i n a l and the new i n d i c e s . The 
output cards from e i t h e r program 2 or 3 are then r ead , the o l d i n d i c e s 
from t h e t a b l e a s s o c i a t e d with the new ones from the c a r d s , and the i n ­
d i c e s and va lues p r i n t e d o u t , seven per l i n e , with the proper column 
i n d e x . Concomitant c e l l s are i n d i c a t e d by an a s t e r i s k ( * ) . 
Program 1 i s a l s o s t r a i g h t f o r w a r d , and computes the q u a n t i t i e s 
shown i n Chapter V I I r e l a t i v e to the amount o f computer space the ma­
t r i x f o r a g iven system w i l l r e q u i r e . Th i s program i s in tended f o r use 
p r i o r t o program 2 and 3 , i f the re i s doubt about the amount o f s to rage 
r e q u i r e d . I f the f i n a l q u a n t i t y p r i n t e d as a r e s u l t i s l e s s than 6350, 
then a 1401 with 8K memory w i l l accommodate the system m a t r i x . 
Appendix D shows complete program l i s t i n g s i n 1401 Autocoder fo r 
these programs. Comments i n the l i s t i n g s s p e c i f y input and output card 
format , and i n d i c a t e the purpose o f major s e c t i o n s o f the programs. 
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Table 27. Program 1—Compute Upper Bound of Mat r ix S i z e 
JJ P C L I N L A B E L U P U P E R A N D S S F X C I I..UCN I N S T R U C T [ U N T Y P E C A R D 
1 0 1 1 0 1 0 0 0 JUO C O M P U I F U P P E R 3 0 U N D O F M A T R I X S I Z E 
1 0 ? 1 0 2 C T L t 4 0 I 
1 0 3 9 9 « I N P U T L A R D 1- I L L OS - 1 - F 1 E L U C C 2 3 - 2 5 , J - F [ E L D C C 2 6 - 2 6 
1 0 4 9 9 9 9 * S O R T IS J - F I E L D M A J O R , I - F I t L D M I N O R . L E A D C A R D H A S S - K A T R I X 
1 0 5 9 9 9 9 » 0 1 K E N S I O N I N C C 1 - 3 . 
1 0T> I 0 3 O R G 3 3 3 0 3 3 3 
1 0 7 9 9 9 9 • S L T S C O U N T t R S , R E A D S L E A D C A R D 
iOd 1 0 4 B E G I N M L C W A + 0 0 0 0 , 7 E D = 4 7 0 3 3 3 L 7 7 2 7 7 6 4 1 0 9 1 0 5 M L C W A • 0 0 I , J A Y = 3 7 0 3 4 0 L 7 79. 7 8 2 4 1 1 0 1 0 6 S W I 4 0 3 4 7 > 0 0 1 4 i l l 1 0 7 R I 0 3 5 1 1 4 
1 1 2 I 0 8 Z A 3 , E N N = 3 7 0 3 5 2 • 0 0 3 7 8 5 4 
1 1 3 L 0 9 S N 2 3 , 2 6 7 0 3 5 9 > 0 2 3 U 2 6 4 
1 1 4 1 0 9 1 M L C W A • 0 0 0 , R E A L J = 3 
r 
0 3 6 6 L 7 8 8 7 9 1 5 
i 1 5 1 0 V 2 M L C W A ' 0 ' , S W O N E = l 7 0 3 7 3 L 7 9 2 7 9 3 5 
1 1 6 9 9 9 9 » R F A D S C A R D , T E S T S L A S I C A R D , T E S T T O S E E I F T H I S C O L U M N H A S 
1 1 7 9 9 9 9 » B t E N C O M P U T E D . 
l i b 1 1 0 R E A D R i 0 3 8 0 I 5 
1 I S * 1 1 1 8 L C S E T S W 5 0 3 8 1 . ii 4 3 3 A _5 1 2 0 1 1 1 1 M L Z S • 1 , 2 A 7 0 3 8 6 Y 7 9 4 0 2 8 5 1 2 1 1 1 2 C 2 8 , R EAL J 7 0 3 9 3 C 0 2 8 7 9 1 5 
1 2 2 1 1 3 O U T E S T 5 0 4 0 0 Q 4 1 7 / 5 
1 2 3 1 1 4 0 RE A U , S w O N E , 0 3 0 4 0 5 3 3 8 0 7 9 3 0 6 
1 2 4 1 1 5 A R E S T 4 0 4 1 3 B 5 1 6 6 
1 2 5 9 9 9 9 9 » D E T E R M I N E S W H E T H E R J - I N D E X D E N O T E S N O N - N U L L O R N U L L C O L U M N 
1 2 6 1 1 7 T f S l C 2 8 , J A Y 7 0 4 1 7 C 0 2 8 7 8 2 _ 
1 2 7 I 1 3 BT J I N L 5 0 4 2 4 B 4 4 4 S 6 
12A 1 1 9 B J N O 1 L 4 0 4 2 9 3 4 9 1 6 
1 2 9 9 9 9 9 9 • S E T S S W I T C H O N L A S T C A R D 
1 3 0 2 0 1 S E T S * M L N S • I , S r t l i N L 7 0 4 3 3 D 7 9 4 7 9 3 6 
1 3 1 2 0 ^ B R L A D + 6 4 0 4 4 0 B 3 8 6 6 
I 3 2 9 9 9 9 9 » C O M P U T E S J U M 3 L R OF Z E R O C E L L S B E T W E E N D I A G O N A L A N D F I R S T N O N -
1 3 3 9 9 9 9 9 * Z E R O C E L L [N m C N - N U L L C U L U M N 
1 3 4 2 0 4 J l N L M L C 2 8 , R I A L J 7 0 4 4 4 M 0 2 8 7 9 1 7 
1 3 5 2 0 5 A + 1 , J A Y 7 0 4 5 1 A 7 9 4 7 8 2 7 
I 3 6 2 0 6 A 2 5 , Z E D 7 0 4 5 8 A 0 2 5 7 7 6 7 
1 3 7 2 0 7 S 2 8 , Z E D 7 0 4 6 5 S 0 2 8 7 7 6 7 
1 3 8 2 O S s • I , Z E D 7 0 4 7 2 S 7 9 4 7 7 6 7 I 3 9 2 0 9 0 R E A D , S R T O N E , 0 8 0 4 7 9 6 3 8 0 7 9 3 0 8 
1 4 0 2 10 B R E S T <T 0 4 8 7 8 5 1 6 8 
1 4 1 9 9 9 9 9 » C O M P U T E S M U M f i F R OF Z E R O C t L L S I N N U L L C O L U M N 
1 4 2 2 1 2 J N U T L A ENN , '}.,: 7 0 4 9 1 A 7 8 5 7 7 6 8 
1 4 3 2 1 3 S JAY , Z E D 7 0 4 9 8 S 7 8 2 7 7 6 8 
1 4 4 2 1 4 A * I, JAY 7 0 5 0 5 A 7 9 4 7 8 2 8 
i 4 5 ? 1 3 LS T T S T 4 0 5 1 2 8 
4 1 7 8 1 4 6 9 9 9 9 9 » C O M P U I E S ,UML)L-R CR Z E R O C E L L S IN N U L L C O L U M N S A F T E R L A S T 1 4 7 9 9 9 9 9 » INPUT C A R ) 
C O M P U T E U P P E R RU.UFID GF M A T R I X S I Z E G H B - I HAUL" I 
Table 27. Program 1—Compute Upper Bound of Matr ix S i z e (Cont inued) 
*' 'J L i 4 L A 0 L L U P U P t ^ A ; f S S l X C I 1 . J C \ I J S T R U C T I O i M T Y P E C A R C 
1 '•»;) 2 1 / K . 3 ! C J A Y , , . / 0 5 1 6 C 7 8 2 / t i 5 9 
1 4 9 2 I rt 3 t D O Y u U 3 0 5 2 3 3 S 9 
I S O 2 1 I A C . 9 M , Z C f j 7 0 5 2 6 A 7 8 5 / 7 6 9 
1 "5 I 2 2 0 S J A Y / 0 5 3 5 S 7 8 2 7 7 6 9 
1 5 2 2 2 1 A + 1 , 3 A Y 7 0 5 4 2 A 7 9 4 / 8 2 9 
i S 3 2 2 2 3 K F S T 4 0 5 4 9 E 5 1 6 9 
1 3 4 9 9 9 9 9 * C J - -P U I C S A N D P K l . x I S T u T A L Z E R O C E L L S . ' . U P P E R E j C U n . O F C l L I S 
i 3 3 V 9 9 9 9 » I i M A T R I X , U , A i l ) N U M B E R O F M t K U R Y - H C j I T I U N S \ t t O t r ; . 
1 3 6 3 0 1 Y u ! Z A e . j n , 1 . - 4 7 0 5 5 3 + 7 3 5 / 4 4 1 0 
; :> / ) 0 2 i v . F , ( M U D 7 0 5 6 0 • 7 8 5 7 4 8 1 0 
1 3 3 3 0 1 M L C W A P . i i . L , , s a v ; ^ 7 7 0 5 6 / L 7 4 b a O I 1 0 
1 3 ^ 3 0 ^ A L i V i , P R G O 7 0 5 7 4 A / 8 5 7 4 3 1 0 
1 6 0 3 0 3 Z A p p . U i , j p ; o i ; - 2 7 0 5 8 1 + 7 4 8 / 3 9 1 0 
1 6 1 3 0 6 M + 3 , : • : 7 0 5 8 b • b 0 2 ' 7 4 1 1 1 
1 6 2 3 0 7 S / t ! ; , < I 7 0 5 9 5 
7 7 6 7 4 0 L 1 . 
1 6 3 3 0 3 c s 3 3 2 4 0 6 0 2 / 3 3 2 1 1 
i 6 4 3 0 - * c s I 0 6 0 b / I I 
1 6 3 3 1 0 M L C W A • • \ U , V ; i E : - l U F Z t K U i . L L L 3 Z I S • , 2 3 0 7 0 6 0 7 L 8 2 7 2 3 0 u 
i o b 3 I 1 M L C W A t L) I T A, 2 3 3 / 0 6 1 4 L / 3 2 2 3 5 1 1 
L 6 7 3 1 2 M C E Z ' r . u , 2 3 3 7 0 6 2 1 F / / 6 2 3 5 1 2 
1 6 3 3 I 3 W I 0 6 2 8 2 1 2 
1 6 0 3 I ' . c c K 2 0 6 2 9 F K 1 2 
i RO 3 I t I c s 2 9 9 4 0 6 3 1 / 2 9 9 1 2 
l 7 1 3 1 3 M L C W A • w P : ' - - . j U U i ^ U U I S ' , 2 2 0 7 0 6 3 5 L 8 4 3 2 2 0 1 2 
I 7 2 3 1 6 M L C W A 
t D I 1 3 , 2 3 0 7 0 6 4 2 L / b l 2 3 0 1 2 1 7 3 3 1 6 1 K C F B P R G O - I , 2 3 0 7 0 6 4 9 E 7 4 0 2 3 0 1 2 
1 7 4 3 1 7 rt I 0 6 5 6 2 1 3 1 7 3 3 U C C K 2 0 6 5 7 F K 1 3 1 7 6 3 
I y c s 2 9 9 4 0 6 5 9 / 2 9 9 I 3 1 7 7 3 2 0 A 
E N N , S A V -J 7 0 6 6 3 A 7 8 5 8 0 1 1 3 1 7 8 3 2 1 A c N N t S A V b 7 0 6 7 0 A 7 8 5 9 0 1 1 3 
I 7 9 3 2L A 
E N N i S A y / t 7 0 6 7 7 A 7 8 5 8 0 1 1 3 
1 3 0 3 2 3 S Z E D , S A V E 7 0 6 8 4 S 7 / 6 8 0 1 1 3 1 3 1 3 2 4 S Z t O , S A V t 7 0 6 9 1 S / 7 6 8 0 1 1 4 1 0 2 3 2 3 M L C W A • A M U U N T U F 1 4 0 1 S T O R A G t N E C G t U I S ' t 2 3 7 / 0 6 9 8 L 8 7 5 2 3 7 1 4 
1 3 3 0 1 M L C W A t D I T C , 2 4 5 7 0 7 0 5 L 7 6 8 2 4 5 1 4 
1 3 4 4 0 2 K C t 
S A V i : , 2 4 3 1 0 7 1 2 t 8 0 1 2 4 3 1 4 1 3 3 < t 0 3 M L C w A • P U S I 1 I l L N i S F U K P R O G R A M -IU 1 • . 2 7 2 7 0 7 1 9 L 9 U l 2 7 2 1 4 I £ 6 4 0 4 W 1 0 7 2 6 2 1 4 
1 -3 7 4 0 3 C C L 2 0 7 2 7 F L 1 4 
I n 3 4 0 6 H B F G I m 4 0 7 2 9 3 3 3 1 5 i 9 9 9 9 * C u e .S 1 A . x T S A i ' , 0 ' . Y v 3 u L 3 
L ' V J .' : . - ' K J : . i = 9 9 0 / 4 1 1 3 
1 > 1 :> 1 t r ' J 1 J U C w = R 7 0 / 4 o 1 3 
1 9 2 3 I 4 I Li 1 1 A u c * * !.• ' 4 0 7 3 < ! 1 5 
1 9 3 3 1 :> . . . i 1 i K , W 1 ^ i 9 0 7 6 1 I 5 i n 3 1 o f l ! ! . < ' ( 0 / 6 . 3 1 6 U C r i + 0 0 0 ' . / 4 0 7 7 2 L I 1 U . 
I Q o .' L 0 = 0 4 4 0 / 7 6 A , < F A 1 6 
+ 0 0 1 3 0 7 7 9 L I 1 1 6 
0 0 
Table -27„ Program 1—Compute Upper Bound of Matrix S i z e (Cont inued) 
l . i P - f l l <JP U P F 1 V . L - r > r < c i I v S T R u C T t u J 1 Y P t CA^r. 
J A Y = 0 3 3 o ARl A 16 
c ; '< = 0 3 3 0 / 3 i A K t A [ 6 
• i ) 0 d 3 0 7 8 0 L 1 1 I 6 
* I ~ A L J = 0 I 3 0 791 AKlA 1 7 
• 0 ' I 0/92 L I T 17 
= 0 1 I 0/9 3 A K t . A I 7 
n I 0 7 9<V L I 1 1 7 
J A V L = 0 / 7 0301 A R C A 1 7 
1 0602 L i r 1 7 
• " i U M b l " A O h £ t R C L t L L i I 1 3 ' 2S 0«2 I L I I I 7 
• U P P f - K • i i ' l l J N L i ' J . S • ! 0 b <I 3 LIT 1 O 
•AM G U M J h L ^ 01 S T O K A G t . - 4 E E i ) f . l ) I S * 32 08 7 5 11 r 1 9 
' P U S I 1 I 
'RUGKAN m i J | « 26 0901 L 1 T 20 
L.--JU / 333 080 2 I 
0 0 
0 0 
Table 28. Test Input—Program 1 
TtST F R U O R A M 
W3 F L O l O l l O O l 0 0 3 1 
K 2 0 A Q Q 3 0 Q 2 0 0 3 0 
C 4 R 2 0 A 0 0 4 0 0 2 0 y 2 ' J 
R l R ? 0 ^ Q U ^ > J 0 2 0 0 2 8 
C i K 2 Q J 0 0 6 0 Q 2 0 0 2 7 
C | U 2 0 J 0 0 7 0 0 2 0 0 2 6 
W 4 R 2 0 1 0 0 8 0 0 2 0 02 5 
C 3 C 5 0 A 0 0 6 U 0 3 0 0 2 4 
C2 C 4 0 A 0 0 7 0 0 4 00 2 3 
C 3 K l O A 0 0 6 0 0 b 0 0 2 2 
C2 I U O A 0 0 7 0 0 3 0 0 2 1 
W 3 R I 0 1 0 I I 0 0 5 0020 
CI R 1 0 J 0 1 2 0 0 5 
o o i y pi R l O J P L 5 u g 5 Q O 1 8 0 3 R 1 0 J 0 1 7 0 0 5 0 0 1 7 C2 C 3 0 A 0 0 7 0 0 6 0 0 1 6 
CI C 2 0 A 0 1 2 0 0 7 0 0 L5 
HI * 4 0 1 0 0 9 0 0 8 
oou H 2 W 4 0 1 0 1 0 0 0 8 0 0 1 3 0 2 W 4 0 1 0 1 6 0 0 8 0 0 1 2 
CI W 4 Q A 0 1 2 U I I 
QO u Wl w l 4 Q J L 0 l 3 y l l 0 0 1 0 W2 W 3 0 1 0 1 4 0 L I 0 0 0 9 
S l W 3 0 J O 1 8 0 1 1 0 0 0 8 
C L 0 A Q 1 7 Q 1 2 0 0 0 7 
S l C 1 0 A 0 1 8 0 1 2 0 0 0 6 
ni W 1 0 1 0 L 5 0 1 3 0 0 0 b D2 W I O 1 0 1 6 0 1 3 000 A 
• 3 * 1 0 1 0 1 7 0 i 3 0 j u 1 
Q l W 2 0 1 Q 1 5 0 1 4 C M ; ' ! . 
s i *i? o I o l b o i u (K.h: 1 
Table 29. Test Output—Program • 1 
C D O 
NUMBLK OF Zfc.<C C C L L S I IS 4 5 
UvP£K noUrtl) U IS 126 
AMUUNT GF 1401 STORAGE NfcEDEU IS 288 POSITIONS FOR PRUGRAM NO 1 
Table 30.. Program 2—Gompute Composed o f A n a l y s i s Mat r ix 
3 Fw L I IM L - . l v L 2 G P - ! A ' .
:
. ' , S E X T I . SIRUCIIL'M l Y P t C A R 0 
1 0 1 1 0 1 J "JO J U t ! C U M H U T c C u M P O S t D OF A N A L Y S I S N A T R I X 
I 0 2 I 0 2 c n . 4 4 0 1 
1 0 3 9 ^ 9 9 * I-MPUT C A R i F I L L O S - W - F l t L i . - CC 2 1 - 2 2 , t - c I t L U CC 2 3 - 2 5 , J - F I E L O 
1 0 4 I 9 9 9 C C 2 6 - 2 0 , C A R D S C O U L N C E INOML'E.R CC 7 6 - / 9 . S O R T I S A R E v E R 3 > _ S O R T 
1 0 3 * 9 9 7 « J - M c L O M A J G R , I - t - I F L O FI I r i U R 
1 0 t > 9 9 ft P R O G R A M S T A R T S A l S C T U P , rtHICH I S I N P U N C H A R C A A N O 1 3 C L E A R E D 
1 0 7 * 9 9 9 A T T f R U S E 
. A N Y R E S T A R T b X L. E f ' T S E Q U E N C t C'RKUR R E G G 1 RTS R E L O A D I N G 
1 0 3 9 9 9 9 UR P R U G R A •1. L E A D C A R D H A S M A T R I X S I Z E [ . 3 CC 1 - 3 
1 0 9 ^ V 9 9 R E A D S L E A D C A R D , S E T S C O U N T E R 3 
1 1 0 I 1 0 1 U R G 8 1 3 C 6 1 
1 1 1 1 1 0 2 C S I 9S) 4 0 0 8 1 / 1 9 9 4 
1 1 2 1 1 0 2 I M L C W A • 9 9 9 • , 1 3 4 0 7 0 0 8 5 L V 2 1 W 4 0 4 
1 I 3 11 0 3 0 R E A D 4 0 0 9 2 (3 3 3 3 4 
1 1 4 1 1 0 4 C R G 1 0 1 0 1 0 1 
1 1 3 1 1 0 3 3 
L . - I U 3 C S 8 0 4 0 1 0 1 / C 3 0 5 
I 1 6 1 1 0 6 S v . I t 1 I 7 0 1 0 5 t 0 0 1 o n 5 
1 1 7 I L 0 7 R 1 0 1 1 2 1 3 
l i b 1 1 0 3 Z A 3 , C G I N O / 0 1 1 3 t C 0 3 U 9 4 5 
I 1 9 i 1 0 9 SM 2 1 , 2 3 7 0 1 2 0 r 0 2 1 0 2 3 5 
t 2 J 1 1 1 0 S w 2 6 , 7 6 / 0 1 2 7 t 0 2 6 0/6 5 
1 2 1 I 1 1 1 Z A + 1 . 3 E I / 0 1 3 4 + V 2 2 V 0 7 6 
1 2 2 1 I 1 2 M L C C O L N U . O I M F N 7 0 1 4 1 M 0 9 4 VI 0 6 
1 2 3 1 1 1 3 M L i < i S + 1 , S w l 7 0 1 4 8 0 V 2 2 V I 8 6 1 2 4 1 1 1 4 M L N S 
• 0 , S vs 4 7 0 1 3 3 D V 2 3 V 5 0 6 
1 2 5 1 1 1 3 Li 8 1 4 0 1 6 2 8 0 8 1 6 
1 2 6 9 9 9 9 S E T S A L L C O L U M N S « I I H I N D t X G R E A T , s T H A N 1 H A T UF t - l R S I U A I A 
1 2 R 9 9 9 9 C A R D R E A D 
1 2 3 1 2 0 1 U R G 2 0 1 0 2 0 1 
1 2 9 1 2 0 2 A R L V M L C H I G F i , C A < L Y t 1 3 7 0 2 0 1 M G 9 1 2 1 4 7 
1 3 0 1 2 0 3 M L C W A G A P , 0 7 0 2 0 8 L U 9 7 0 0 0 7 
1 3 1 I 2 0 4 M L C H I G H , * + 1 4 7 0 2 1 3 M C 9 1 2 3 5 7 
1 3 2 1 2 0 3 M A T h R c F M,« + 7 7 0 2 2 2 = VOO 2 3 3 
I 3 3 1 2 0 6 M L C W A C O L N O , 0 7 0 2 2 9 L U 9 4 0 0 0 7 
i 3 4 1 2 0 7 M L C W A C U L N U , 1 0 6 7 0 2 3 6 L C 9 4 1 0 6 8 
I 3 3 1 2 0 7 1 M L Z S • 0 « , 1 0 6 7 0 2 4 3 Y V 2 4 1 0 6 A 
I 3 o 1 2 0 8 8 P U I A G 4 0 2 5 0 0 • 9 2 8 
1 3 1 1 2 (W 3 T t _ P , - i S + I , C O L N U 7 0 2 5 4 s V 2 2 U 9 4 8 i ' ' j 1 2 I u r 2 3,CULNU 7 0 2 6 1 c 0 2 8 G 9 4 8 i i > L<; 1 1 •:> T. R F 3 T r 3 0 2 6 8 H 2 9 1 S ft 
I 4 0 l 2 1 2 A • 1 , G A P 7 0 2 7 3 A V 2 2 0 9 ; 9 
1 4 1 I 2 I 3 M A j f X ' J . H l G H 7 0 2 8 0 
-
V O 3 U 9 1 9 
1 4 2 L P 1 4 3 
Y. '• R : v 0 2 3 .' ? o I 9 
1 4 3 1 2 1 3 ' S i ; 1 K I Al S + 0 , 3 .•. I 7 0 2 9 1 [J V 2 3 V 1 3 9 
1 4 < * i. 2 U > t; CiL.SRI N/MO 3 1 7 / 9 
i 4 3 i C J U R G 3 3 J ) 3 3 3 
1 46 > y 1 I 
r '-< L 3 SECT 
I O N ,-i-0> : A ; A C«-JG, P E R r U R M . . j C . LIENC T ( . . . ( • C K , A N D 
i. 4 7 •> T 'T-I « P.. ./,( \ 0L: L E i i i.. . K E L T I O N .^AKO. TL-,I I :. C l i A l T R O L GKT A f U N J - INDEX 
Table 30. Program 2—Compute Composed o f A n a l y s i s Mat r ix (Cont inued) 
l 4 8 •) i 9 9 • C . <0 E S T A C i L I S n t S D U M B E R O T C O L U M N S T U S K I P I N S E A R C H T U R P R O P f R 
; 4 > •-> i 9>> * C j -i f O ; M U L T I P L I C A T l U N . S l I O E r l r j O S T H E C O L U M N . 
1 * > o 1 O h K L A C R 1 0 3 3 3 I I C i ^ i I 
0 4 1 ytc.s • o , n f 0 3 3 4 Y V 2 3 0 f'i 1 0 1 5 2 i 0 5 C 7 9 , .> .. 7 0 3 4 1 c C 7 9 VOf 1 0 
1 5 . 3 1 0 6 O U M I X E D b 0 3 4 b 0 / 4 7 / 1 0 
1 5 4 i 0 1 A • 1 , S E 0 7 0 3 5 3 A V 2 2 V O 1 1 0 1 5 5 1 0 7 1 M L Z S * 0 , 2 t 1 0 3 6 0 Y V 2 3 0 2 8 1 0 1 5 6 1 0 : > 
B W / ' R E A D , 2 2 , K a 0 3 6 7 V 3 3 3 C 2 2 K I 1 1 5 7 1 0 9 C A R D C 2 8 . C U L N O 7 0 3 7 b c G 2 d U 9 4 1 1 
i . 5 6 1 1 0 R H C L 0 j ! " 0 3 8 2 fl / 8 5 U I I 
1 5 9 1 1 1 M L C H I G H , S l A R C H = 3 7 0 3 8 1 M C 9 1 V 2 7 1 1 1 6 0 1 1 2 M A S I X , S T A R C H 7 0 3 9 4 = V 1 6 V 2 7 1 1 
1 6 1 1 I i M L C W A 2 5 , L C 1 0 K = 3 f 0 4 0 1 L 0 2 5 V 3 0 1 2 
1 6 2 1 1 4 S 2 d , L O O K 7 0 4 0 6 S 0 2 8 V 3 0 1 ? 
1 6 J 1 I 5 S M . i 0 4 1 b V 2 2 V 3 0 1 ^  
1 6 4 1 1 6 
M L C w A C ; j L i *, •:. •• L -- < , 7 0 4 2 2 L W 2 0 V 3 3 1 2 1 6 5 1 I 1 A + 2 , B R L 0 4 2 9 A V 3 4 V 3 3 1 2 1 6 6 1 l>< S L 1 O i l M L C W A r i R L . , A R L = 3 / 0 4 3 6 1. V 3 3 V 3 1 1 3 1 6 7 1 1 9 C f O O o . L U O K J 0 4 4 3 C V 4 0 V 3 0 1 3 
1 6 8 1 2 J 
3 1 T H I S 0 4 5 0 B 5 0 5 S 1 3 1 6 9 I 2 I M L C S c A R c H , e + 4 7 0 4 5 5 M Silt 4 6 5 I 3 
1 7 0 I 2 2 S 0 , A R I . 7 0 4 6 2 S C O G V 3 7 1 3 
i ri 1 2 2 1 M L Z S • C . A R L 0 4 6 9 Y V 2 4 V 3 7 1 4 
1 7 2 1 2 3 M A A R L 0 4 7 6 = V 3 7 1 4 
1 7 3 1 2 4 
M A A R L , S t A R C H 7 0 4 8 0 = V 3 7 V 2 1 1 4 1 7 4 1 2 5 S • I , L O O K 7 0 4 8 7 S V 2 2 V 3 0 1 4 1 7 5 2 0 1 S t l . c R L 7 0 4 9 4 s V 2 2 V 3 3 1 4 1 7 6 2 0 2 B S L I D E 0 5 0 I n 4 3 6 1 4 
1 7 7 9 9 9 9 » F I N O S L i O T T O M C F C O L U M N T U 
B E M U L T I P L U D . 1 7 8 2 0 3 T H I S M L C W A D I M F N , N O M L = 3 7 0 5 0 5 L V 1 0 V 4 3 1 5 
1 7 9 2 O h M L C S E A R C H , » + 1 1 7 0 5 1 2 M V 2 7 5 2 9 1 5 1 8 0 2 0 5 M A T H R t F N , * + 4 0 5 1 9 = v o o 5 2 9 1 5 
1 8 1 2 0 6 S O . N O M L 7 0 5 2 6 s c o o V 4 3 1 6 1 8 2 2 0 1 M L C W A N O M L , A R L 7 0 5 3 3 L V 4 3 V 3 7 1 5 1 8 3 2 C H M L C S C A K C H , * + 4 7 0 5 4 0 M V 2 7 5 5 0 1 6 
1 8 4 2 0 9 S 0 , A R L 7 0 5 4 7 S C O O V 3 7 1 6 
1 3 5 2 0 9 1 M L / S ' O ' . A R l . 7 0 5 5 4 Y V 2 4 V 3 7 1 6 
1 8 6 2 1 0 M A A R L 4 0 5 6 1 = V 3 7 1 6 
1 8 / 2 I 1 M L C W A S E A R C H , T R A C C = 3 7 0 5 6 5 1 V 2 7 V 4 6 1 6 
1 8 8 <i 1 2 M A A R L , 1 R A C E 7 0 5 7 2 \iif V 4 6 1 6 
l :-. > 2 1 3 
* I . C : i A H U . H , r t . : i _ L 0 w = 3 
7 0 5 7 9 I C 9 1 V 4 9 1 7 
1 9 0 2 1 4 is«l C O N C C M , 2 2 , f l 3 0 5 8 6 V 8 4 9 0 2 2 3 1 7 i 9 1 2 1 5 3 R E G M U L 4 0 5 9 4 6 1 8 1 7 1 9 2 9 ' y 9 « T ; L I F i i R i A S T C A R T ; 
1 * 3 2 L '.> ; < . f'i A I ,' b L C I. r S T 5 0 5 9 6 n 6 0 7 A 1 7 1 9 4 2 t 7 4 F A ! . 4 0 6 0 3 3 3 3 I 7 
1 9 5 / • / " f i i S . , . . 1 ,.r C.-i i. • i 9 6 2 1 -'. f - - L :-J'"> 1 , S l . 4 - 1 0 6 0 1 0 C O I V 5 0 1 7 
1 9 1 2 i ; L L 0 j E 4 0 6 1 4 !.! / 8 6 1 7 
S C O . P i . L 1 N L A I i e i L i P U P T R E N D S S F X C T I . U C N 1 N S T R U C T I U N T Y P E C A R U 
Table 30 . Program 2—Compute Composed o f A n a l y s i s Mat r ix (Cont inued) 
j E U I ' L i L I N L A t J t L O P O P E R A N D S S E X 0 T L U C . N I N S T R U C T I O N T Y P b C A R L ) 
1 9 8 9 9 9 t » M U L T I P L I C A T I O N E U R R t o U L A i v N U M E R A L CM I N P U l C A R D . S A C K 1 3 A I 9 9 9 9 9 ' < * R E t N T R Y P O I N T F O R H O L O Z . 
2 0 0 9 9 9 9 * C U M P I S A R E E N T R Y P O I N T F u R Z Z U N L A . M O R z P I C 
2 0 1 3 0 1 R E G M o L / a 2 2 , C T R 2 = 2 7 0 6 1 8 + 0 2 2 V 5 2 1 8 
2 0 ? 3 0 2 s • I » (". T R 2 1 0 6 2 5 S V 2 2 V 5 ? 1 8 
2 0 3' 3 0 i c T R A C F , S E A R C H 7 0 6 3 2 c V 4 o V 2 7 1 8 
2 0 4 3 0 4 D E U I A G 5 0 6 3 9 0 7 5 1 C 1 8 
2 0 3 3 0 3 M L C F O L L O W , » + 7 7 0 6 4 4 M V 4 9 6 5 7 1 8 
2 0 6 j 0 6 H W Z H U L U Z , 0 , S 8 0 6 5 1 V 8 1 3 G O O S I 9 
2 0 / 3 0 3 G A C K M L C 1 R A C E , * + 1 1 / 0 6 5 9 fl V 4 6 6 7 6 1 9 2 0 0 3 0 9 M L C F O L L O W , • + / 7 0 6 6 6 M V 4 9 6 7 9 1 9 
2 0 9 3 1 0 A 0 , 0 7 0 6 7 3 A 0 0 0 0 0 0 1 9 
2 1 0 3 1 I B C E R E P L C , S W 3 , 1 8 0 6 8 0 3 t » 2 4 V 5 8 1 1 9 2 1 1 3 1 2 M L C T R A C E , * + 7 / 0 6 8 b M V 4 6 / O l 2 0 
2 1 2 3 1 3 B W Z Z Z U N b . O , s 8 0 6 9 5 V 7 3 3 0 0 0 s 2 0 
2 I 3 3 1 4 L U M P C + 0 0 t C T R 2 ,' 0 7 0 3 V 3 4 V 5 2 2 0 
2 1 4 3 1 3 o u R E G M J L + 7 5 0 7 1 0 8 h 2 5 / 2 0 
2 1 3 3 1 6 M A T W O N , T R A C E 7 0 7 1 5 V I 3 V 4 6 2 0 2 1 6 3 1 7 M A T W O N , F O L L O W I 0 7 2 2 = V 1 3 V 4 9 2 I 
2 1 7 3 1 8 0 R E G M O L 4 0 7 2 9 8 6 1 8 2 I 
2 1 8 9 9 9 9 * T A G S A C E L L A S C O N C O M I T A N T y O A N I l F I E R 
2 1 9 3 
2 0 LZ O N E M L C F O L L O k . , » + 7 7 0 7 3 3 M V 4 9 7 4 6 2 1 
2 2 0 3 2 1 M L Z S S L A S H , 0 7 0 7 4 0 Y V I / 0 0 0 2 I 
2 2 1 3 2 2 0 C O M P 4 0 7 4 7 3 7 0 3 2 1 2 2 2 9 9 9 9 * E l N U S N U M i l E R O E N O N - S T O R b C Z E R O C E L L S I N ^ U L U M N , S E TS A D O R F S 3 F u 2 2 3 9 9 
9 y • F O R C I N G I N O F M U L T I P L I C A 1 I U N O F D I A G O N A L 2 2 4 4 0 1 uI A G M L C S E A R C H , * + 4 / 0 7 3 1 M V 2 / / 6 1 2 1 
< : 2 5 4 0 2 I A 0 , C I R 3 = 3 / 0 7 5 8 + c o o V 5 7 2 2 2 2 6 4 0 4 C + 0 0 0 , C T R 3 / 0 7 6 5 c V 4 0 V 5 7 22 2 2 7 <« 0 3 B E I N S 5 0 7 / 2 7 9 3 S 22 
2 2 8 4 0 3 1 S + l , C T R 3 7 0 7 7 7 S V 2 2 V 5 7 22 
2 2 9 4 0 6 M A T W O N , F O L L O W 7 0 7 8 4 = V 1 3 V 4 9 22 
2 3 0 4 0 7 (3 D l A o + 1 4 4 0 7 9 1 3 / 6 3 22 2 3 1 9 9 9 9 • M U L T I P L I C A T I O N U F D I A G O N A L 
2 3 2 4 0 8 I > \ S M L C F G L L O V . , » + 7 7 0 / 9 3 M V 4 9 8 0 8 2 3 
2 3 3 4 0 9 A 2 2 , 0 7 0 8 0 2 A 0 2 2 0 0 0 2 3 
2 3 4 4 l u (J R E M A I N 4 0 8 0 9 P. 5 9 3 2 3 2 3 3 9 9 9 9 
» S E I S S W I T C H T u I N D I C A T E C u n C O M I T A k I C n L l . I n C O L U M N 
2 3 6 4 1 2 H O L D / M L N S + I , SW 3 = I 7 0 3 1 3 0 V 2 2 V 5 8 2 3 
2 3 7 4 1 3 L3 B A C K 4 0 0 2 0 8 6 3 9 2 3 
2 3 b 9 9 9 9 * T A G S A C E L L A S A C U N C U M I T „ N I Q U A N T I F I E R , R F S E 1 3 A S W I I C H 
2 3 9 4 1 4 R F P L C M L C F O L L O W , * * 7 7 0 3 2 4 ,v V 4 9 5 3 / 2 3 2 4 0 4 1 3 M L Z S S L A S H , 0 7 0 8 3 1 Y V 1 7 0 0 0 2 4 
2 4 1 4 1 6 M L , MS 
+ 0 , 3 rt 3 / 0 3 "3 t i C V 2 3 V 5 3 2 4 
2 4 2 4 I 7 r < C P M P 4 0 3 4 3 3 / 0 3 2 4 
2 4 i > 9 '•> i M U L 1 I ^ L i C A f I O r . H J ' < A U , \ L . u M T A l . T w U A i m T I b I _ R i . 1 . ' U ! _ A R 0 2 4 4 •) ) 9 9 » Z I U l N F O R C c S • . ' t - ' . j rt O f i C t U l o r f l r A N f S A R E * . " J I . 1 1 P L i E U I G G b 1 m T k 2 4 3 j 0 1 C u . l C . J r - Z A Pet'. 1 3 2 7 0 3 4 9 • 0 2 2 ^ 5 ? 2 4 
^ . 4 6 '•> 0 ? S • 1 ... f ••• 2 7 0 8 5 6 S V 2 2 V 5 2 2 4 
..' 4 7 -> 0 i C 1 \>. A l . F , S E A R C H 7 0 8 b J G V 4 6 V 2 / 2 4 
Table 30. Program 2—Compute Composed o f A n a l y s i s Mat r ix (Continued) 
H u L 1 N L A B c L U P J P E . < \ i l l . S t - X L 1 L U L N I N S T R U C T I O N T Y P E C A R D 
2 4 8 3 0 4 B E C U N D I A 3 0 8 7 0 3 9 / 4 s 2 3 
2 4 v 3 0 4 1 M L C T R A C E , * + 7 7 O H 7 5 M V 4 0 >'• P- 3 2 5 
2 3 0 3 0 4 2 C + 0 0 , 0 / O f c d 2 C V 5 4 0 0 0 2 5 
2 5 L 5 0 4 3 B E Z E D I N 5 0 8 8 9 8 9 5 6 2 3 
2 3 ? 3 0 5 M L C T R A C E , • • 7 7 0 8 9 4 A V 4 6 y 0 7 2 3 
2 5 3 5 0 6 L W Z E G I N . O . S 3 0 9 0 1 V 9 3 6 0 0 0 3 L > 3 2 5 4 •5 0 7 M L C T R A C E , * + l l 7 0 9 0 9 M V 4 6 9 2 6 2 6 2 5 3 5 0 8 M L C F O L L O W , * * / 7 0 9 1 6 M V 4 9 9 2 9 2 6 
2 5 6 0 9 A 0 , 0 7 0 9 ^ 3 A 0 0 0 0 0 0 2 6 
2 5 / 3 1 0 M L C F 0 L L U w , » + 7 7 0 9 3 0 M V 4 9 9 4 3 2 6 2 5 8 3 1 1 M L 7 S S L A S H , 0 7 0 ^ 3 7 Y V I / 0 0 0 2 6 2 5 9 3 1 2 C + 0 0 . C T R 2 7 0 ' M 4 C V 5 4 V 5 2 2 7 
2 6 0 3 1 3 B U C G N C G M + 7 5 0 9 5 I 13 8 5 6 / 2 7 
2 6 1 5 1 4 Z C D I \ M A T W O N , T R A C E 7 0 9 5 6 = V 1 3 V 4 6 2 7 
^ 6 2 3 1 5 M A T w U N , F O L L O W 0 9 6 3 
- V I 3 V 4 9 2 7 
2 6 3 L 6 l J C U N C C M 4 0 9 1G 8 4 9 2 7 
2 6 4 0 9 9 9 » F I n G S N U M b t R U E N 0 N - S 1 U R E L -Z E R O C E L L S - C o N C O M I T A . l M U L 1 
2 6 5 3 I B C O N D I A M L C S E A R C H , » + 4 7 0 9 7 4 M V 2 7 9 8 4 2 7 
2 6 6 5 1 9 Z A 0 , C T R 3 7 0 9 8 1 + 0 0 0 V 5 7 2 0 2 6 / L_> 2 1 C 
+ 0 0 0 , C T R 3 7 0 9 8 8 C V 4 0 V 5 7 2 8 
2 6 8 3 2 2 DE C O N I N S 5 0 9 9 5 P * 1 8 S 2 8 2 6 9 5 2 2 1 s + 1 . C T K 3 7 1 0 0 0 s V 2 2 V 5 7 2 8 
2 7 0 5 2 3 M A T W O N , F O L L O W 1 I U 0 7 = V 1 3 V 4 9 2 M 
2 7 1 5 2 4 a C G N G l A + 1 4 4 1 0 1 4 LI 9 8 8 2 fi 
2 7 2 9 9 9 9 
* M U L 1 I P L I C A T I O N O F D I A G O N A L - g u n c g m i i -i \ r 
2 7 3 6 0 1 C U N 1 . . 3 M L C F U L L U W , * + 7 7 1 0 1 8 M V 4 S + 3 1 2 0 
2 / 4 6 0 2 A 2 2 , 0 7 1 0 2 5 A 0 2 2 0 0 0 
2 7 5 6 0 3 M L C F O L L O W , » + 7 7 1 0 3 2 M V 4 9 + 4 5 2 9 2 7 6 6 0 4 M L Z S S L A S H , 0 7 1 0 3 9 Y V I 7 0 0 0 2 9 
2 7 7 6 0 3 B R E M A I N 4 1 0 4 6 13 3 9 8 2 9 2 7 8 9 9 9 9 
» F O R M S A N D S T O R C S D A T A W O R D I N P L A ^ t O F 0 1 A G O N A L • L.GN T A I N S C O L U M N 2 7 9 9 9 9 9 
• I N D E X A N D N U M B E R O F Z E R O o E L L S E L l M l N A I h D 
2 8 0 7 0 1 S E T O I G M L C T 0 P , * + 7 7 1 0 5 0 M ^ . 0 8 * 6 3 2 9 
2 8 1 7 0 2 M L C W A G A P . O 7 1 0 5 7 L 0 9 7 0 0 0 3 0 
2 8 2 7 0 3 M A T H R h E N , T O P 7 1 0 6 4 = v o o WO 8 3 0 
2 8 3 / 0 4 M L C T U P , » + 7 7 1 0 7 1 M W 0 8 t 8 4 3 0 
2 8 4 7 0 5 M L C W A C G L u O . O 7 1 0 7 8 L 0 9 4 0 0 0 3 0 
2 8 5 7 0 6 M L C B O T T O M , H I o H 7 1 0 8 5 M w l I U 9 I 3 0 
2 8 6 9 9 9 9 » P u N C H t S 0 1 A G U N A L C E L L C A R D O N L A S I C O L U M N G l V t S J O B U U ' J F 
2 8 / 9 9 9 9 • M E S S A G E A N D H A L T S 
2 8 8 7 0 3 P O I A G M L C W A 1 0 6 , 1 0 3 7 1 0 9 2 L 1 0 6 1 0 3 3 1 
7 8 9 7 0 9 M L C W A • 0 1 ' , 1 0 8 7 1 0 9 9 L V 6 0 1 0 b 3 I 
2 9 0 7 1 0 P 1 1 1 0 6 4 \ 1 2 9 1 / 1 1 3 S T E P R . S w l . l 8 1 1 0 7 ,J 2 3 4 V I 8 I 3 I 
2 9 2 7 1 2 S + i , c o l n o 7 1 1 1 3 3 v ; > 2 U 9 4 1 I 
c > 3 7 1 3 0 C 0 L S r T , S w 4 , C ) 3 I 1 2 2 I; 1 7 7 V 5 0 0 3 I 
,.: 9 4 7 1 3 I c s 3 3 2 4 I I 3 0 / 3 3 2 \.> 2 9 5 7 I 3 2 c s 1 1 1 3 4 / 4 2 
2 9 6 7 1 3 3 M L C • J U G 0 0 * t ' » ? 0 3 7 1 1 3 5 M V 6 8 2 0 8 3 2 
2 9 7 7 1 3 4 w 1 1 1 4 2 2 3 2 
Table 30. Program 2—Compute Composed o f A n a l y s i s Mat r ix (Cont inued) 
S E U E G L I N L A B E L U P O P E R A N D S S F X C T L O C N I N S T R U C T I O N T Y P E C A R D 
2 9 8 7 1 3 5 H • - 4 4 1 1 4 3 m / 4 2 3 2 
2 9 9 9 9 9 9 * E R R O R R O U T I N E E O R S E Q U E N C E C H E C K 
3 0 0 / If M I X E O C S 3 3 2 4 1 1 4 7 / 3 3 2 3 2 
3 0 1 / 1 5 C S 1 1 1 5 1 1 3 2 
3 0 2 7 1 6 M L C • S E Q U E N C E - N E X T S B I - 1 X A N D R E S T A R T ' # 2 3 7 7 1 1 3 2 M W 0 3 2 3 7 3 3 
1 0 3 7 1 6 1 M L Z S • O ' . S F Q 7 1 1 5 9 Y V 2 4 V 0 7 3 3 
J O 4 7 I / M L C S E Q . 2 2 1 7 1 1 6 6 M V 0 7 2 2 1 3 3 
3 0 3 I W l M L Z S • I » S E O 7 1 1 7 3 Y V 2 2 V 0 7 3 3 
3 0 6 7 1 3 W I 1 1 8 0 2 3 3 
3 0 7 7 1 9 H R E A D 4 1 1 8 1 
. 
3 3 3 3 3 
3 0 8 9 9 9 9 » 0.9 C O L U M N C O N T R O L B R E A K , F I N O S E N D S O F C O L U M N 
3 0 9 A 0 1 C L O S E B E A R L Y , S W 1 , 1 8 1 1 8 5 B 2 0 1 V 1 8 1 3 4 
3 1 0 8 0 2 M L C C E L L S + 6 , T 0 P = 3 7 1 1 9 3 M U 1 8 W 0 8 3 4 
3 1 1 A 0 3 M L C H I G H , 3 0 T T O M = 3 7 1 2 0 0 M U 9 1 M l 1 3 4 
! 1 2 8 0 4 M L C C G L ^ O , I 0 6 7 1 2 0 7 M U 9 4 1 0 6 3 4 
3 1 3 8 0 4 I M L Z S ' 0 ' . 1 0 6 i 1 -> 1 /. 1. C 1. T Y V c 4 1 0 6 3 4 
3 1 4 6 0 3 M L C D I M E N , R U W N 0 = 3 7 1 2 2 1 M V I O W 1 4 3 5 
3 1 5 8 0 6 M L C W A • 0 0 0 , G A P 7 1 2 2 8 I V 4 0 U 9 7 3 5 
3 1 6 9 9 9 9 » EL I M I N A T E 3 Z E R O C E L L S UNDCR D I A G O N A L 
3 1 I 3 0 / H E R t M L C T O P , * + 7 7 1 2 3 5 M W 0 8 S 4 8 3 5 
3 l d 8 0 8 C + 0 0 , 0 7 1 2 4 2 C V 5 4 0 0 0 3 5 
3 1 9 A 0 9 B O P O N C H 5 1 2 4 9 3 S 7 2 / 3 5 
3 2 0 8 1 0 M A • 0 0 2 ' , T O P 7 1 2 3 4 = w 1 / WOA 3 6 3 2 1 8 I I A + 1 . G A P 7 1 2 6 1 A V 2 2 U 9 7 3 6 
3 2 2 8 1 2 B H E R E 4 1 2 6 8 B S 3 5 3 6 
3 2 3 9 9 9 9 » P U N C H R O U r i N t , E X C E P T D I A G O N A L . Z E . R o C t L L S N O T P U N C H E D 
3 2 4 9 9 9 9 * S T E P C H A N G E S A D D R E S S E S 
3 2 5 8 1 3 P U N C H M A IWQN,TOP 7 1 2 7 2 = V 1 3 W 0 8 3 6 
3 2 6 8 1 3 1 C T O P , G O T T O M 7 1 2 7 9 C WOA W U 3 6 
3 2 7 8 1 3 2 BE S E T D I G 5 1 2 8 6 B • SO S 3 6 
3 2 8 3 1 4 M L C B O T T O M , » + 7 7 1 2 9 1 M W l l T 0 4 3 7 3 2 9 8 1 5 C + 0 0 , 0 7 1 2 9 8 C V 5 4 0 0 0 3 7 
3 3 0 8 1 6 BE S T E P 5 1 3 0 5 B T 4 7 S 3 7 
3 3 1 8 1 7 M L C W A R U W N U , 1 0 3 7 1 3 1 0 L W 1 4 1 0 3 3 7 
3 3 2 8 1 7 1 M L Z S • 0 ' , 1 0 3 7 1 3 1 7 Y V 2 4 1 0 3 3 7 
3 3 3 8 1 8 M L C B U T T O M , » + 4 / 1 3 2 4 M n i l T 3 4 3 8 3 3 4 8 1 9 M L C W A 0 , 1 0 8 7 1 3 3 1 L 0 0 0 1 0 8 3 8 
3 3 5 8 1 9 1 B w Z S W E E P , 1 0 8 , 8 8 1 3 3 8 V U / 8 1 0 8 B 3 8 
3 3 6 8 2 0 P I 1 3 4 6 4 3 8 
3 3 7 8 2 1 S I E P M A T W U N , B O T T O M 7 1 3 4 7 = V 1 3 W U 3 8 
i 3 8 3 2 ? C I O P , B O T T O M / 1 3 5 4 C W 0 8 W l l 3 8 
3 3 9 3 2 3 B E SE T D I G 5 1 3 6 1 B • 5 0 S 3 9 _ 
1 4 0 8 2 4 S + 1 ,KOWNO 7 1 3 6 6 S V 2 2 W 1 4 3 9 
3 4 1 3 2 3 B P G N C H + 7 4 1 3 7 3 B S 7 9 3 9 
i 4 2 9 9 9 9 « E 1 >*0S N U M B E R U E C E L L S I N N E X T CCLJSN 1 0 B E C O M P U T E D . C E L L S 1 4 3 3 9 9 9 * S E I S E A C H CELL T O Z E R O , A L S O T E S T S 1 0 KEEP F R O M SIURING T u U 
3 4 4 9 9 9 9 * LA <GE A M A T R I X . 
3 4 3 9 0 1 C U L S c R M L C 0 1MLN,CGLLN= 3 7 1 3 7 7 M V I O « 2 0 39 3 4 6 9 0 2 S C U L N U . C O L E N 7 1 3 8 4 S U 9 4 W 2 0 3 9 
3 4 / 9 0 3 MLC + 0 0 0 , G T R 1 = 3 7 1 3 9 1 M V 4 0 W 2 3 3 9 
Table 30. Program 2—Compute Composed of A n a l y s i s Mat r ix (Cont inued) 
S t J PC L I N L A B L L O P O P E R A N D S S F X C T L O C N I N S T R U C T I O N T Y P E C A R D 
3 4 8 9 0 4 M A S I X N . H I G H 7 1 3 9 8 = V 0 3 0 9 1 4 0 
3 4 9 9 0 5 M L C H l G H , C e L L S + 6 7 1 4 0 3 M 0 9 I U 1 8 4 0 
3 JO 9 0 6 C E L L S M L C W A + 0 0 , 0 7 1 4 1 2 L V 5 4 0 0 0 4 0 
3 5 1 9 0 / A + 1 , C T R l 7 1 4 1 9 A V 2 2 W 2 3 4 0 3 5 2 9 0 8 C C I R I , C O L E N 7 1 4 2 6 C W 2 3 W 2 0 4 0 
3 5 3 9 0 9 B E C A R D 5 1 4 3 3 B 3 7 3 S 4 1 
3 5 4 i 1 0 M A T W O N , C E L L S + 6 7 1 4 3 8 = V 1 3 0 1 8 4 1 
3 5 3 9 1 1 C • 9 9 9 * , 1 6 4 0 1 1 4 4 5 C V 2 1 W 4 0 4 1 1 3 6 9 1 2 B O O V R E L O 5 1 4 5 2 B 0 6 1 / 4 1 3 5 / 9 1 3 B C E L L S 4 1 4 5 7 B U 1 2 4 1 
3 5 8 9 9 9 9 * t a a o R ROO F I N E I E M E M O R Y C A P A C I T Y IS E X C E E D E D 3 5 9 9 1 3 O V R E L O C S 3 3 2 4 1 4 6 1 / 3 3 2 4 1 
3 6 0 9 1 6 c s 1 1 4 6 5 / 4 1 3 6 1 9 1 7 M L C • M E M O R Y F U L L ' , 2 1 1 7 1 4 6 6 M W 3 4 2 1 1 4 2 
3 6 2 9 1 8 w 1 1 4 7 3 2 4 2 
3 6 3 9 I 9 H » - 4 4 1 /. 7 /. 
. 
1 i 7 1 
yj i J 
/. •> 
T C 3 6 4 9 9 9 9 * C L E A R S P L U S S I G N E R O M R C G u L A R C E L L 3 6 5 9 2 6 S W E E P M L Z S • 0 • , 1 0 3 7 1 4 7 8 Y V 2 4 1 0 8 4 2 
3 6 6 9 2 7 B S T E P - I 4 1 4 8 5 B T 4 6 4 2 
3 6 7 9 9 9 9 * C O N S T A N T S A N D S Y M B O L S 3 6 8 1 0 0 1 H I G H D S A 7 9 9 9 3 1 4 9 1 I 9 Z 4 2 
3 6 9 1 0 0 2 C O L N O D C W + 0 0 0 3 1 4 9 4 4 ? 
3 7 0 1 0 0 3 G A P D C W + 0 0 0 3 1 4 9 7 4 3 
3 / 1 1 0 0 4 1 H R E E N D S A 1 5 9 9 7 3 1 3 0 0 I 9 G 4 3 
3 7 2 1 0 0 3 S 1 X N D S A 1 5 9 9 4 3 1 5 0 3 I 9 0 4 3 
3 7 3 1 0 0 6 S h Q D C W + 0 0 0 0 4 1 5 0 7 4 3 
3 7 4 1 0 0 7 0 I M E N D C W + 0 0 0 3 1 5 1 0 4 3 3 7 5 1 0 0 8 I W O N D S A 1 5 9 9 8 3 1 5 1 3 I 9 H 4 3 
3 7 6 1 0 1 0 S I X D S A 0 0 6 3 1 5 1 6 0 0 6 4 3 
3 7 7 1 0 1 1 S L A S H D C •/' 1 1 5 1 7 4 4 
3 7 8 1 0 1 2 S W l O C W 
• o » 1 1 5 1 8 4 4 
D C W • 9 9 9 * 3 1 5 2 1 L I T 4 4 
+ 1 I 1 5 2 2 L I T 4 4 
+ 0 1 1 5 2 3 L I T 4 4 
• o » 1 1 5 2 4 L I 1 4 5 1 5 9 S E A R C H = 0 3 3 1 3 2 7 A R E A 4 5 
1 6 1 L O O K = 0 3 3 1 5 3 0 A R E A 4 5 
1 6 4 B R L = 0 3 3 1 5 3 3 A R E A 4 5 
+ 2 1 1 5 3 4 L I T 4 5 
1 6 6 A R L = 0 3 ' 3 1 3 3 7 A R E A 4 5 
+ 0 0 0 3 1 5 4 0 L I T 4 5 
1 7 8 U O M L = 0 3 3 1 5 4 3 A R E A 
1 8 7 1 R A C E = 0 3 3 1 3 4 6 A R E A 4 6 
1 3 9 F O L L O W = 0 3 3 1 5 4 9 A K f c A 4 6 
1 9 6 S W 4 = 0 1 1 1 5 5 0 A R E A 4 6 
2 9 1 C T R 2 = 0 2 2 1 5 5 2 A R t A 4 6 
+ 0 0 2 1 5 5 4 L I I 4 6 
2 2 5 c r K 3 = 0 3 3 1 5 5 7 A R E A 4 6 2 3 6 S W 3 = 0 1 I 1 3 5 R A R E A 4 7 
• 0 1 ' 2 1 3 6 0 L I I 4 7 t o 
C D 
Table 30. Program 2—Compute Composed o f A n a l y s i s M a t r i x (Cont inued) 
L 1 N L A B E L O P O P E R A N D S s r x C T L U C ' N I K U C T IIJM IYPE CARE: 
2 9 6 • J C f i D U N E • 8 L 5 6 b L 1 I 4 7 
3 0 2 • S E w U C N C E - i N l t x r S Li f i x A N D R E S T A R T ' 3 7 1 6 0 b L 1 r 4 0 
n c 1 J P = 0 3 3 1 6 0 b ART A 4 9 
3 1 1 = 0 3 3 1 6 1 1 A •< c A 4 9 
3 1 4 K'JH N J = 0 3 3 1 6 1 4 AREA 4 9 
• 0 0 2 • 3 1 6 1 7 L 1 I 4 9 
3 4 b L u L t \ i = 0 3 3 1 6 2 0 A R E A 4 9 
3 4 I C T R 1 = 0 3 3 1 6 2 3 AKL A 4 9 
3 6 1 • M E M U K Y F U L L ' i l 1 6 3 4 L I r 4 9 1 T L 1 E N I > S E T U P / i 0 i 0 6 0 b C 
C D 
Table 31. Program 3—Compute Contained i n A n a l y s i s Mat r ix 
SLW PG L I 1 L A B c L O P O P E R A N D S S F X C T L O C N I J S 1 R U C U 0 N TYPE C A R D 101 1 0 1 000 J O B C O M P O I E C O N T A I N E D I n A N A L Y S I S M A T R I X 
L 02 
1 0 2 C T L 4 4 0 1 
1 0 3 9 9 9 9 
» I N I ' U T C A R D F I tins- C - F l t ' L O C C 21-22, [ - F I E L U C C 2 3 - 2 5 , J - F I E L D 1 0 4 9 9 9 9 * C C 2 6 - 2 8 , C A R D S E U O t N C t N U M B E R C C 7 6 - 7 9 . S U R T I S A R E V E R S E S O R T 1 0 5 9 9 9 9 » J - F l L L D M A J O R , I - F I t L D M I n u R 
1 0 b 9 9 9 9 * P R O G R A M S T A R T S A T S E T U P , W H I C H I S I N P U N C H A R E A A N D l j C L t A R L D 
1 0 7 9 9 9 9 
» A F T E R USE . ANY R E S T A R I E X C E P T S t U U L N C t " E R R O R R E Q O I R E S R E L O A D I N G 
1 0 8 9 9 9 9 
» O F P R O G R A M . L E A D C A R D H A S M A T R I X SUE I U C C 1 - 3 
1 0 9 9 9 9 9 




C S 1 9 9 4 0 0 8 1 / 199 4 ui r u A loom i j qr. 
> J F , 1 u \J 1 1 3 
1 1 0 3 B 
READ 4 0 0 9 2 B 3 3 3 4 I 1 4 I 1 0 4 O R G 1 0 1 J 1 0 1 
115 
1 1 0 5 S E T U P C S 8 0 4 0 1 0 1 / 0 8 0 5 
1 1 6 1 1 0 6 SW 1 , 1 1 7 0 1 0 5 0 0 1 
o 1 1 
5 
1 1 7 1 1 0 7 R L 0 1 1 2 1 5 
1 1 8 I 1 0 8 Z A 3 , C O L N O 7 0 1 1 3 + 0 0 3 W 9 2 5 
1 1 9 1 1 0 9 S W 2 1 , 2 3 7 0 1 2 0 i 0 2 1 0 2 . 3 5 1 2 0 1 1 1 0 SW 
2 6 , (B J 0 1 2 7 0 2 6 0 7 6 5 
1 2 1 1 1 1 1 
ZA +i,seo 
7 0 1 3 4 + X 2 1 X 0 5 6 
1 2 2 I 1 1 ? M L C 
COLNU,01 MEN 
J 0 1 4 1 M W 9 2 X 0 8 6 
1 2 3 1 1 1 3 
ML N S + i,sw i 
J 0 1 4 8 U X 2 1 X 1 6 6 1 2 4 1 I 1 4 M L N S • 0 , S W 4 J 0 1 5 5 D X 2 2 X 4 9 6 1 2 5 1 1 1 5 B 8 1 4 0 1 6 2 B O b i 6 1 2 6 9 9 9 9 » S E T S A L L C O L U M N S W I T H I N D E X G R E A T E R T H A N T H A T O F F I R S T D A T A 
1 2 7 9 9 9 9 * C A R D R E A D 
1 2 8 
12 
0 1 O R G 
201 J 2 0 1 1 2 9 1 2 0 2 E A R L Y M L C H I G H . E A R L Y + 1 3 7 0 2 0 1 M W89 2 1 4 7 1 3 0 
1 2 0 3 M L C W A G A P . O 7 0 2 0 3 L W 9 5 0 0 0 7 
1 3 1 1 2 0 4 M L C H I G H , » + 1 4 I 0 2 1 5 M W39 2 3 5 7 I 3 2 1 2 0 5 M A T H R E E N , » • 7 I 0 2 2 2 - W 9 8 2 3 5 7 1 3 3 1 2 0 6 M L C W A CULNO.O 7 0 2 2 9 L W 9 2 C O O 7 
1 3 4 1 2 0 7 M L C W A C O L N O , 1 0 6 7 0 2 3 6 L W 9 2 1 0 6 8 1 3 5 II. OIL M L Z S ' 0 » , 1 0 6 7 0 2 4 3 Y X 2 3 1 0 6 8 1 36 
1 2 0 8 
D 
P D I A G 4 0 2 5 0 O S 2 4 8 
1 3 7 i 2 0 9 S T r H ' S + 1 . C 0 L N U 7 0 2 5 4 S X 2 1 
W 9 2 8 1 3 8 
1 2 1 0 C 2 8 , C O L N O 7 0 2 6 1 
r. 
0 2 8 w 9 2 8 
1 3 9 1 2 1 1 B E R c S E l 5 0 2 6 6 8 2 9 1 
-j 8 1 4 0 1 2 12 A • I , G A P 7 0 2 7 3 A X 2 1 W 9 5 9 1 4 1 12 1 3 M A S I X N . H I G H 7 0 2 8 0 = X 0 1 W 8 9 9 1 4 2 12 1 4 B E A R L Y 4 0 2 8 7 a 2 0 1 9 1 4 3 1 2 15 R E S E T M L N S + 0,Sw I 7 0 2 9 1 D X 2 2 X 1 6 9 1 4 4 1 2 16 C O L S E T 4 0 2 9 B 3 V 3 9 9 1 4 5 1 0 3 O R G 3 3 3 J 3 3 3 1 4 6 9 9 9 9 * T H I S S E C T I O N R . A U S D A T A C A R D , P E R F O R M S S E U O E N C E C H E C K , A N D 
1 4 7 
9 I 9 9 * B R A N C H E S 
O N D E L E T I O N C A R D . T r S I IS C O N T R O L B R E A K O N J - I N D E X . 
Table 31. Program 3—Compute Conta ined i n A n a l y s i s Mat r ix (Cont inued) 
1 . [ L A B t L j P t K A N D . , S l - X G T L ( j G N I N S T R U C T I O N T Y P E C A R D 
G A R G P S T A B L l S I ' f c S N O T G f" R t i l - C O L U M N S I V. S K l h ' I N S E A R C H F O R P R O P E R 
I 4 9 9 9 9 9 L o L U / . i * F ( J R M U L T I P L 1 C A 1 1 0 . 4 . S L I D E E I , . P S I H t C O L U M N . 
l " . 0 1 0 4 R i " « G < I 0 3 3 3 1 1 0 
1 5 1 I 0 4 I M l / S + 0 , F) / 0 3 3 4 Y X 2 2 0 7 9 1 0 
1 3 2 1 0 5 G 7 9 , , . , / 0 3 4 1 C 0 / 9 X 0 5 1 0 
1 5 3 1 0 6 C O M I X E 0 5 0 3 4 8 0 S / 9 / 1 0 
1 0 / A 
• i § s r. q 7 0 3 5 3 A X ? 1 X C 5 1 0 
l ' u 1 0 7 1 M L Z S 
• 0 , 2 8 7 0 3 6 0 Y X 2 2 0 2 8 1 0 
I 5 6 1 0 9 C A R D c 2 3 , C C L N O 7 0 3 6 7 C 0 2 8 ^ 9 2 1 1 
1 3 / 1 1 0 E H C L O S E 3 0 3 7 4 B 1 I / G 1 1 
i >C I 0 1 B w Z D E L E T E , 2 2 , K a 0 3 7 9 V 9 / 7 0 2 2 K I 1 
i 0 9 1 1 1 M L C H I G H , S E A R C H = 3 / 0 3 8 / M W 8 9 X 2 6 1 1 
1 6 0 I 1 2 M A S I X , S E A R C H T 0 3 9 4 = X 1 4 X 2 6 1 1 
1 6 1 1 I 3 M L C W A 2 5 , L O O K = 3 7 0 4 0 1 L 0 2 5 X 2 9 1 2 
1 6 2 I 1 4 S 2 8 , L O O K 7 0 4 0 8 S 0 2 8 X 2 9 1 2 
1 6 3 I 1 5 s • 1 , L U U K 7 0 4 1 5 s X 2 1 X 2 9 1 2 
1 6 4 I 1 6 M L C W A C O L E N , B « L = 3 / 0 4 2 2 L Y 2 4 X 3 2 1 2 
1 6 5 I I 7 A + 2 , C R L 7 0 4 2 9 A X 3 3 X 3 2 1 2 
1 6 6 1 l o S L I D E M L C W A B R L » A R L = 3 7 0 4 3 6 L X 3 2 X 3 6 
I 3 
1 6 7 1 1 9 0 • 0 0 0 , L O O K 7 0 4 4 3 C X 3 9 X 2 9 1 3 
1 6 6 1 2 0 B E T H I S 5 0 4 5 0 B 5 0 5 S 1 3 
1 6 9 1 2 1 M L C S E A R C H , * + 4 7 0 4 5 5 M X 2 6 4 6 5 1 3 
1 7 0 1 2 ? S 0 , A R E / 0 4 6 2 S C O O < 3 6 1 3 i a I 2 2 1 M L Z S • 0 ' , A R L / 0 4 6 9 Y X 2 3 X 3 6 1 4 
1 12 1 2 3 M A A R L 4 0 4 7 6 - X 3 6 1 4 
1 7 3 1 2 4 M A A R L , S E A R C H 7 0 4 8 0 = X 3 6 X 2 6 1 4 
1 7 4 1 2 3 S • I , L O O K 7 0 4 B 7 S X 2 1 X 2 9 1 4 
I 7 3 2 0 1 S • I . E i K L 7 0 4 9 4 s X 2 1 X 3 2 1 4 I 7 6 2 0 2 B S L I D E 4 0 5 0 1 B 4 3 6 1 4 
1 7 7 9 9 9 9 
» E l N U S 3 0 T I U M C F C O L U M N T O B E M U L I I P L I C O . 
1 7 8 2 0 3 T H I S M L C W A D I M t N , N G M L = 3 7 0 5 0 5 L X 0 8 X 4 2 1 5 
1 7 9 2 0 4 M L C S E A R C H , * • I I 7 0 5 1 2 M X 2 6 5 2 9 1 5 
1 3 0 2 0 5 M A T H R F E N , * + 4 7 0 5 1 9 = W 9 8 5 2 9 1 5 
1 3 1 2 0 6 S O . N O M L 7 0 5 2 6 S 0 0 0 X 4 2 1 5 
1 8 ? 2 0 / M L C W A N O M L » A R L 7 0 5 3 3 L X 4 2 X 3 6 1 5 
1 8 3 2 0 8 M L C S E A R C H , * + 4 7 0 5 4 0 M X 2 6 5 5 0 1 6 i 3 4 2 0 9 S 0 , A R L 7 0 5 4 7 S 0 0 0 X 3 6 1 6 
1 8 3 2 0 9 I M L Z S • O ' . A R L 7 0 5 5 4 Y X 2 3 X 3 6 1 6 
1 8 6 2 1 0 M A A R L 4 0 5 6 1 = X 3 6 1 6 
1 3 7 2 L 1 M L C W A 
S E A R C H , T R A C E = 3 
7 0 5 6 5 L X 2 6 X 4 5 1 6 
! 3 :•! 2 1 2 M A A R L , T R A C E 7 0 5 7 2 = X 3 6 X 4 5 1 6 1 3 9 1 3 M L C W A H I G H , F U L L u W * 3 7 0 5 7 9 L W 8 9 X 4 0 I / 
1 9 0 <: 1 4 B W Z 
C O N C O M , 2 2 . B 
8 0 5 8 6 V 9 0 ? U 2 2 b 1 7 
. 9 1 2 1 5 B N U L L 4 0 5 9 4 3 6 2 3 I / 1 9 2 9 9 9 9 » I E S T F O R ,. A", 1 C A RT • j 1 9 3 2 1 Z> I R ' I M A I , M L o t J , J .' 1 7 0 3 9 8 D X 2 2 X I / 1 7 
L 5 4 2 1 6 i ; i c i. A s r 3 0 6 0 3 B 6 1 4 A 1 7 
1 9 3 2 I 7 r , R t A ' ; 4 0 6 1 0 B 3 3 3 I / 1 9 6 9 9 9 > * S E T S S * I I , 0 O N I A , 1 i . . ' : > 
1 9 / 2 I -I L A S 1 V L . J G 1 , 3 * 4 = 1 7 0 6 1 4 D 0 0 1 X 4 9 1 3 
C O C O 
Table 31. Program 3—Compute Contained in Analysis Matrix (Continued) 
SEC Hi, L I N LABEL OP •jPf.RVJDS SEX CT LUCN I N S T R U C T I O N TYPE CARD 
1 9b 2 19 f! CLUSE 4 0621 B T l 7 18 . ; T'I 99 » MUL 1 I PL 1 C A T I O N ' FOR R t G O L A R NUMERAL ON 1PU1 C A R D . RACK IS A 2 00 > 1 99 • R E E N T R Y PU1NI FUR HOLD Z. 201 9 9 9 « CGMP IS A R E E N T R Y P O I N T FuR Z Z U N E AND R E PLC < 02 3 00 1 NUL  C •000', A f< L 7 0 6 2 5 C X52 X36 18 203 3 002 BU CONIH T 5 0 6 3 2 B 785 / 18 204 3 0 I RGGMUL ZA 22,CTR2=2 7 0 6 3 7 
+ 
022 X54 1 8 2 05 3 02 S +I.CTK2 7 0644 S X 2 1 X54 1 8 206 3 03 C T R A C E , S E A R C H 7 0 6 5 1 c X45 X 2 6 19 207 3 04 BE P A T C H 5 0 6 5 6 b 7 9 6 S 19 2oa 3 03 M L C FOLOW,»+7 7 0 6 6 3 M X48 6 76 19 209 3 06 B W Z HOLOZ,0,S 8 0 6 7 0 V 8 6 6 000 S 19 210 3 0 7 M L C FOLLOW,»+7 7 06 7 8 M X 4 8 6 9 1 19 211 3 071 B C E COMP+12,0,= 8 0 6 8 5 B 749 000 - 20 2 12 3 08 B A C K M L C T R A C E , » + l l 7 0 6 9 3 M X 4 5 7 1 0 20 ? 1 I 
\ 
0 9 MLC till i rn.i * ». 7 T 0 7 00 n X 4 8 7 1 3 20 2 14 3 1 0 A 0,0 7 0707 A 000 000 20 2 13 3 11 BCE REPEC,S W 3,1 8 0 7 1 4 13 3 1 1 X6.Q 1 20 2 1ft 3 12 M L C I RACE,» * 7 7 0 7 2 2 M X 4 5 7 3 5 21 2 17 3 1 3 BWZ ZZUnF.O.S 8 0 7 2 9 V 767 000 s 2 1 2 18 3 14 G U M P C • 00 ,CTK2 7 0 737 C X 5 6 X54 2 1 219 3 I 3 BU REGMOL+7 5 0 7 4 4 B 644 / 21 220 3 16 MA TWON,TRACC 7 0 7 4 9 = Xll X45 21 221 3 1 7 MA TWUN,FOLOW 7 0 7 5 6 = XL1 X4g 12 2 22 3 18 B R E G M U L 4 0 76 3 B 6 3 7 22 223 9 9 9 » T A G S A C E L L AS C O N C O M H A N I OUANTIfIEK 224 3 20 Z Z O N E M L C FOLOW, • + 7 7 0 7 6 7 M X48 7 8 0 22 223 3 2 I M L Z S SLASH,0 7 0 7 7 4 Y X 1 5 000 2 2 226 3 22 B C O M P 4 0 7 8 1 B 737 22 227 99 99 • SETS A S W I T C H T O B Y P A S S M U L T I P L I C A r i O N W H E N C O L U M N C O N S I S T S 228 99 99 • O F O N L Y T H E D I A G O N A L 229 3 13 CGNUIT M L N S +1,SW5 7 0 7 8 5 D X21 X 1 7 ZZ 230 3 16 3 R E G M O L 4 0 7 9 2 B 637 23 231 i9 99 * F I N O S N U M B h R O F N O N - S T O R E D Z E R U C E L L S IN C O L U M N , S F1S A D D R C S S F0 232 99 99 » F O R C I N G In O F M U L T I P L I C A T I O N OF D I A G O N A L 233 4 001 PATCH B REMAIN,SW5, 1 8 0 7 9 6 B 3 9 8 X17 I 2 3 2 34 4 01 OIAo MLC SEARCH,»+4 7 0 8 0 4 M X26 814 2 3 233 4 OC ZA 0,CTR3=3 7 0811 + 000 X59 23 236 4 04 C +000,C TR 3 7 0818 C X39 X59 23 2 37 4 0 5 B E I N S 0 8 2 5 B 848 S 23 238 4 05 1 S • 1 t c r R 3 7 08 30 S X21 X59 24 2 3 9 406 MA TWON,FOLOW 7 08 3 7 - Xll X48 24 240 4 07 fl 0 1 AG+ 14 0844 B 818 24 241 9 9 9 * MUL1 1 PL 1 CAT ION OF 0 1AGU, A L 242 4 03 INS MLC FOLOW,»+7 7 084e M X45 36 1 24 <!43 09 A 22,0 7 0855 A U2  000 24 
.-•44 4 10 REMAIN 0862 B 598 24 2 43 .'9 9 9 » setj s«i TCH TO IuU IC A TF C u N.GOM I T A
 ( 1 CL LL I N CuLUMi* 
.'46 4 1 2 + 1 , Sw 3 = 1 7 0866 0 X21 X60 2B 
TO o 
Table 31. Program 3—Compute Conta ined i n A n a l y s i s Mat r ix (Cont inued) 
3EU PC. L I N L , > B C L O P O P c R A N D S S F X C T L O C N I N S T R U C T I O N T Y P E A R D 
2 4 8 •>9 9 9 > 1 A G S A C E L L A S \ C O N C O M I T A N T g U A N 1 I E I E R , R E S E T S A S W l l C H 
2 4 * 4 U R E P L C MLC F O L L O W , » * • 7 I 0877 M X48 890 25 
2 5 0 4 15 M L Z S S L A S H , U 7 0884 Y X15 0 0 0 25 
2 5 1 4 16 M L N S « - 0 , S W 3 7 0891 0 X22 X60 25 
2 5 2 4 17 8 C O M P 4 0898 B 737 25 
2 5 3 9 9 9 9 > M O L T I P L I C A T ION FOR A C O N C O M I T A N T Q U A N I I T I E R ON I N P U T C A R D 
2 5 4 9 9 9 9 Z c D I N T O R C t S A ZERO W H E N C O N C O M I T A N T S A R b M U L T I P L I E D T O G E T H E R 
2 5 5 5 01 C i . - J C . - M I A 2 2 . C T R 2 7 0902 • 022 X54 26 
2 5 6 5 0 2 S « - l , C T R 2 7 0909 S X21 X54 26 
2 5 7 5 0 3 (. T R A C E , S E A R C H 7 0916 C X45 X26 26 
2 5 8 5 04 B E C O N D I A 5 0923 B /06 S 26 
2 5 9 5 041 M L C T R A C E , » W 7 0928 M X45 941 26 
2 6 0 5 042 C • 0 0 , 0 7 0935 C X56 0 0 0 2 7 
261 5 04 3 B E Z E D I N 5 0942 B t 8 8 S 27 
2 6 2 5 05 M L C T R A C E , » + 7 I 094 7 M X45 960 27 
2 6 3 5 0 6 B w Z ZEUIN,O,S A 0954 V • 3 8 0 0 0 S 27 
264 5 061 M L C F U L L O W . n - 7 7 0962 M X48 975 27 
2 6 5 5 062 B C E Z E D I N , 0 , = 8 0969 3 • 88 o o o = 2 9 266 9 9 9 9 
• P U T S = - S Y M B U L I N C U L U M N T u I N D I C A T E D E L E T I O N 
2 6 7 6 06 O f c L E l E M L C C t L L S + 6 , F O L L O W 7 0977 M v a o X48 2 8 2 6 8 6 07 M L C 2 5 , N O M L 7 0984 M 025 X42 28 
2 6 9 6 08 S C O L N O , N O M L 7 0991 S W92 X42 2 8 2 7 0 6 09 S • I , N O M L 7 0998 S X2 1 X42 28 2 71 6 091 M L Z S • O ' . N O M I . 7 1005 Y X23 X42 2 9 2 7 2 6 10 M A N O M L 4 1012 = X42 29 
2 7 3 6 1 I M A N O M L t F U L L O W 7 1016 = X42 X48 29 
2 74 6 12 M L C F U L L G W , * + 7 7 1023 M X48 #36 29 
2 75 6 13 M L C W A • 0 = ' , 0 7 1030 L X62 0 0 0 2 9 2 76 6 14 B R E M A I N 4 1037 B 598 29 
c. n 5 07 M L C T R A C E » » • 1 1 7 1041 M X45 • 5 8 30 
278 5 08 M L C F O L L O W , * + 7 7 1048 M X48 *61 30 
279 5 09 A 0 , 0 7 1055 A 000 0 0 0 3 0 2 8 0 5 10 M L C F O L L O W , » + 7 7 1062 M X48 • 75 30 
2 8 1 5 11 M L Z S S L A S H , 0 7 1069 Y X15 0 0 0 30 
2 3 2 5 12 C « - 0 0 , C T R 2 7 1076 C X56 X54 31 
2 8 3 
*j 13 B U C O N C O M W 5 1083 B 909 / 31 2 3 4 5 14 Z E D I N M A T W O N , T R A C E 7 1088 = XI I X45 31 2 8 5 5 15 M A T W O i * . F O L L O W 7 1095 = XI I X48 31 
2 8 6 5 16 B C O N C O M 4 1102 B 902 31 
2 8 7 9 9 99 • F I N D S N U M r i t R OF N O N - S T O R E D Z E R O C E L L S - C O N C O M I T A N T M U L T 
2 8 3 5 18 C O N D I A M L C 
S E A R C H , » -f 4 7 
I 106 M X26 /16 31 
2 3 9 . 'J 19 Z A 0.CTR3 7 1113 • 0 0 0 X59 3? 
2 9 0 5 2 1 C • 0 0 0 . C T R 3 7 1 1 2 0 C X39 X 5 9 32 
291 5 2 2 B E C O N I N S 5 1127 B Z50 S 32 
2 9 2 5 221 S • I.CTR3 7 I 132 S X 2 1 X59 32 
2 9 3 5 2 3 M A T W O N , F O L L O W I 1139 = X I I X48 32 
2 94 24 B C O N U I A + 1 4 4 1146 ft Z 2 C 3 2 
2 9 5 9 9 9 9 M U L T I P L I C A T I O N O F D I A G O N A L - C O N C O M I T A N T 
2 9 6 6 0 1 C u N I N S M L C F O L L O W , » + 7 I 1150 M X48 /63 3 3 
2 9 7 6 0 2 A 22,0 7 115/ A U22 0 0 0 3 3 
o 
Table 31. Program 3—Compute Conta ined i n A n a l y s i s Mat r ix (Cont inued) 
.EL. f l . 1. 1 N L A 1 3 a . OP G P C R A N U S S E X L 1 L O C N 1 < i S I R U C T I O N T Y P E C A R D 
2 9 a : j u 1 M L C F O L L O W , * + 7 / 1 1 6 4 M X 4 8 3 3 
2 - 9 < J M L . ' 5 S I . A S H , ". 7 1 1 7 1 Y X 1 5 0 0 0 3 3 100 t . 0 3 3 R t M A M 4 1 1 7 3 ( 3 5 9 8 3 3 10 I 9 9 9 9 » F O R M S A N D S T O R E S O A 1 A W u R u IN I'LAGL O F i , I A G O N A L . U E ! i N T A 1 ;\i j C O L U M N 102 3 9 9 9 » I < G b X A N D 
N U M l i F R j r ZEUS 0 E l . l . : , E L I i v I N A T E D 
1J 3 / 0 1 s - r u i o MLC T u P , * + 7 / 1 1 3 2 M Y 1 2 / 9 5 3 1 
1 0 4 7 0 2 M L C W A G A P , 0 7 1 1 3 9 L W 9 5 G O O 3 4 
> Q 5 t 0 1 Y. A T H R t - r u , r u n / 1 1 9 6 = * 9 8 Y 1 2 3 4 
1 O o 1 0 4 M L G [OP,»+ R 7 1 2 0 3 M Y 1 2 S 1 6 3 4 
.10 7 I 0 : > M L C W A C O L A C , 0 7 1 2 1 0 L rt 9 2 0 0 0 3 4 100 7 O r . M L C 
30 T I ' G ^ , H I i , r i 
! 1 2 1 1 M Y I 3 rt 8 9 3 4 
i 0 / 9 9 9 I 
» I ' O ' . C M F S D 1 A G O N A L C E L L C A R D O N L A S T C C L U f ' N G I V f c S J U G .1. .1 
1 1 0 9 9 9 9 
« . - i t - 3 S A G t A i O H A L I 3 
3 I 1 / 0 . 3 P o l A . , M L C W A 1 0 6 , 1 0 3 7 1 2 2 4 L 1 0 6 1 0 3 3 3 
3 1 2 I 0 9 M L C W A • 0 1 » , 1 0 3 7 1 2 3 1 L X 6 4 10 8 3 5 11 3 7 1 0 P 1 1 2 3 3 4 3 5 
1 1 4 I 1 1 e S I ' E P R . S W I , I 3 1 2 3 9 G 2 5 4 X 1 6 1 3 5 
3 1 3 7 1 2 S • 1 , C G L M O 7 1 2 4 7 S X 2 I W 9 2 3 5 3 1 6 1 I 3 n C U L S b T , S 9 4 , 0 ;( 1 2 5 4 B V 3 9 X 4 9 0 3 5 
3 1 7 7 1 3 1 c s 3 3 2 4 1 2 6 2 / 3 3 2 3 6 
3 1 3 7 1 3 2 c s 1 1 2 6 6 / 3 6 
3 10 7 1 3 3 M L C • J O B U O N C ' , 2 0 3 N 1 2 6 7 M X 7 2 ^ 0 8 3 6 
3 2 0 7 I 3 4 w 1 1 2 7 4 2 3 6 
3 2 1 / I 3 3 H » -4 4 1 2 7 5 . S / 4 3 6 122 9 9 9 9 » E R R O R R G O r i N E F U R S c U G E ^ C t G H c G K 32 3 7 
1 4 M I X C 0 C S 3 3 2 4 1 2 7 9 / 3 3 2 3 6 
3 2 4 1 I 3 C S I 1 2 8 3 / 3 6 
3 2 3 7 1 6 M L C • S E L ' J E N G E - N E X I s 3 t l x ' E S T A R T • , 2 3 7 7 1 2 3 4 M Y 0 9 2 3 7 3 7 1 2 6 / 16 1 M L Z S 
• 0 • , S E Q 7 1 2 9 1 Y X 2 3 X 0 5 3 7 
12 7 / I 7 M L C S E U , 2 2 1 I 1 2 9 8 y i X 0 3 2 2 1 3 / 
3 2 3 7 I I 1 M L Z S + 1 , S E u J 1 3 0 3 Y X 2 1 X 0 5 3 7 
3 2 9 / 
1 3 W I 1 3 1 2 2 3 7 3 30 1 19 H R E A L: 4 1 3 1 3 . 3 3 3 3 7 
1 3 1 I 9 > 9 « U'I C O L U M N C O N T R O L B k c A K , t - I . O i A . - S C i O G L O M N 
3 32 o 0 t E A R L Y , S /. 1, 1 rt 1 3 1 7 6 2 0 1 X 1 6 1 3 8 133 3 0 2 M L C C E L L 3 + 6 , T O P - 3 I 1 3 2 5 v a o Y 1 2 3 8 
. 3 4 3 0 3 M L C H I G H , 3 0 r r o M = 3 t I 3 3 2 M rt89 Y 1 5 3 8 1 3 3 3 0 4 M L C C O L N O , 1 0 6 7 1 3 3 9 M w 9 2 1 0 6 3 3 1 3 6 a 0 4 I M L Z S * 0 • , I 06 I 1 3 4 6 Y X 2 3 1 0 6 3 8 
1 .37 3 0 » M L C G i f t ' . , J W l . l l r . 1 7 1 3 5 3 M X 0 8 Y 1 8 3 9 
',3 3 o 0 o M L C W A + 0 0 3 , / I 3 6 0 1. X 3 9 A95 3 9 4 3 0 9 9 9 9 * e L l M N A T c 
J .: ' I i 3 ••> I'.A >• U I A t . i " i . - L 1 4 0 3 0 6 1 i : r R E M L C i u P , * * r I 1 36 t M Y 1 2 I 8 0 3<-
3 4 1 t i O t > £ 3 R E NOV - , . j , r . 3 1 3 / 4 K r.4 0 O C C = • 3 0 1 4 2 ,'> 0 7 M 1 . 1 . E , P , < t / r I 3 3 2 V Y 1 2 1 9 5 3 9 
3 4 3 0 3 + n o t ' . ) / 1 3 3 9 L J i t 0 0 0 4 0 54 4 3 0 9 !'. (1 r ' U N l ' . i ! 3 I 3 9 U J . 0 1 9 / 4 0 
4 3 1 0 M A » 00 2 ' , ; P 7 1 4 0 I - Y 2 1 Y 1 2 4 0 1 4 r , 1 1 
+ 1 r . , ' , 1 1 7 I 4 0 (J X2 1 < 3 3 4 G 
•< 4 I 1 2 H E R : 4 1 4 1 3 3 T 6 7 4 2; 
Table 31. Program 3—Compute Conta ined i n A n a l y s i s Mat r ix (Cont inued) 
r t i i i L I IM L A B b L U P U P C R A ^ D S SI-X C T L G C n l i S T R U C T l U N T Y P t C A R C 
;4..J 9 9 ) 9 " P U N C H R U U r i N b , E X C E P T O l A b O . N A L . Z E R O C E L L S N O T P U N C h b U ; 4 -I » 9 IT » S T E P C H A N C E S A O U R b S S E S 
I'-O 8 i . 3 P U N C H M A T W O N , T U P 7 1 4 1 9 = X I I Y 1 2 4 0 3 3 1 8 I 3 I C T U P , 3 0 T T O M 7 1 4 2 6 C Y 1 2 Y 1 5 4 I 
> 5 2 8 1 3 2 R E S E T 0 1 0 5 1 4 3 3 B / 8 2 S 4 1 
3 3 3 8 1 3 3 M L C B U T I U K , » + / 7 1 4 3 8 M Y 1 5 0 3 I 4 1 
3 3 4 8 1 3 4 a r A K U U 1 , J , - 8 1 4 4 5 R W 5 8 0 0 0 = 4 I 333 a 1 4 M L C C O T T O M , » • 7 7 1 4 5 3 M Y 1 5 U 6 6 4 I 1 ' . 6 a 1 3 c • 0 0 , 0 7 1 4 6 0 c X 5 6 0 0 0 4 2 
3 3 7 a 1 6 b e S T E P 5 1 4 6 7 2 V 0 9 S 4 2 
3 a 8 1 7 M L C W A R O L , 1 .13 7 1 4 7 2 L Y 1 8 1 0 3 4 2 
i > 9 b 1 7 1 M L Z S • 0 » , 1 0 3 7 1 4 7 9 Y X 2 3 1 0 3 4 2 3 6 0 8 I d M L C 
B U T 1 J " ! , * + 4 7 I 4 8 6 M Y 1 5 U 9 6 4 2 
16 1 a 1 9 M L C W A 0 , 1 O'l 7 1 4 9 3 L C O O 1 0 8 4 I 
3 6 2 a 1 9 1 B W Z S W E E P , I j 8 » B a 1 5 0 0 V W 7 6 1 0 3 13 4 I 
3 6 3 8 2 0 P 1 5 0 8 4 4 5 3 6 4 a 2 1 S I E P M A T W O N , B O T T O M 7 1 3 0 9 = X l l Y 1 5 4 J 3 6 3 a 2 2 C T O P , . G O T T O K 7 1 5 1 6 C Y 1 2 Y 1 5 4 3 
3 6 6 a 2 3 B E S E T U I G 5 1 5 2 3 B / 8 2 S 4 3 
3 6 7 a 2 4 S • l . R O W N O 7 1 5 2 8 S X 2 I Y 1 8 4 4 3 6 8 6 2 3 R P O N C H + 7 4 1 5 3 5 0 0 2 6 4 4 
9 9 9 9 * E l N D S N U M C E R O E C t L L S I N N b X T C O L U M N T b B t C U C P U T I U . L E L I S 
I TO 9 9 9 9 « S E T S E A C H 
C E L L T O Z E R O , A L S O T E S T S I u K E b P T R O M S 1 O R I A, 1 0 0 
1 7 1 9 9 9 9 » L A R U E A M A T R I X . 
3 7 2 9 0 1 C U L S C f M L C G I M t N , C O L F N = 3 7 1 5 3 9 M x o a Y 2 4 4 4 
3 7 3 9 0 2 S C O L N O , C U L L N 7 1 5 4 6 S W 9 2 Y 2 4 4 4 
3 7 4 9 0 3 M L C • 0 0 u , 0 T R l = 3 7 1 5 5 3 M X 3 9 Y 2 7 4 4 
3 7 5 9 0 4 M A S l X N . h l G H 7 1 5 6 0 = X O l w 3 9 4 4 
3 7 6 0 5 M L C H I G H . C E L L S + 6 7 1 5 6 7 M W b 9 V R O 4 5 
3 7 7 9 0 6 U L L L 3 M L C W A + 0 0 , U 7 1 5 7 4 L X 5 6 0 0 0 4 5 
3 7 8 9 
0 7 A + I , C T R I 7 1 3 8 1 A X 2 I Y 2 7 4 5 
3 7 9 9 0 3 C C T R 1 , C G L E I . 7 1 5 8 8 C Y 2 7 Y 2 4 4 5 
3 3 0 9 0 9 B E C A R 0 3 1 5 9 5 B 3 6 7 S 4 5 
33 1 9 1 3 M A T W U N f G b l L S + 6 7 1 6 0 0 
= X l l v a o 4 6 3 8 2 9 
1 1 C • 9 9 9 ' , 1 3 5 0 7 1 6 0 7 C X 2 0 Y 3 0 4 6 3 8 3 9 1 2 B U O V R T L G 3 1 6 1 4 1 " ! w 2 3 / 4 6 
3 3 4 9 1 3 B C E L L S 1 6 1 9 B V 7 4 4 6 1 8 3 9 9 9 9 » b ' i R O . R l U U J I T N E I E M E M O R Y C A P A C I T Y I S 1 X ( . i 1 1 . L , l 3 H 6 9 1 3 U V R E L u C S 3 3 2 1 6 2 3 / 3 3 2 4 6 
33 7 9 1 6 C S I 1 6 2 7 / 4 6 
j a a 9 1 7 M L C ' M E b . O < Y F U l L • , 2 ! 1 7 1 6 2 8 M Y 3 8 2 1 I 4 6 
3 8 9 9 1 I w 1 1 6 3 5 2 4 7 ; 9 u 9 I I H « - 4 4 1 6 3 6 . « 3 5 4 7 
' 9 1 9 9 ) I « <• ' < G v G A N i . T A K i ; U 1 C H A : ; G b - - S Y K i S U L T u V K f l A ( 1 I . < (.1,1 u M u h 
.'• 9 2 9 9 9 9 « t . ' i I ' U 1 L U 
. * 1 . i . : l : / r . " . , . ( . T O P , * • 7 7 1 6 4 0 Y 1 2 W3 3 4 7 
i y 2 1 M l L » 'A + 0 0 , 0 1 1 6 4 7 1 X 3 6 G O O 4 7 
, / ' i • 9 2 B 1 1 t r R \ + I ' 1 6 3 ' , 1.'. T 3 2 4 7 
. )T> 2 3 l A K U j f M L C B U T f 0-':, » • / 7 1 6 5 a r. Y 1 3 FT 7 V 4 ! 
• I ! I 2 4 M L C W A + 0 0 , J 1 6 0 5 L X 5 6 (100 4 7 
Table 31, Program 3—Compute Contained in A n a l y s i s Mat r ix (Cont inued) 
S t Q P G L I N L A B t L U P O P E R A N D S S E X C T L O C N I N S I R U C T I U N T Y P E CARD 
3 9 8 9 2 5 B S T E P 4 1 6 7 2 e V 0 9 4 8 
3 9 9 9 9 9 9 • C L E A R S P L U S S I G N F R O M R E G U L A R C E L L 
4 0 0 9 2 6 S W E E P M L Z S • 0 ' , 1 0 8 7 1 6 7 6 Y X 2 3 1 0 8 4 8 
4 0 1 9 2 7 B S T E P - l 4 1 6 8 3 B V 0 8 4 B 
4 0 ? 9 9 9 9 » C U N S T A i v T S A N D S Y M B O L S 
4 0 3 1 0 0 1 H I G H USA 7 9 9 9 3 1 6 8 9 I 9 Z 4 0 
4 0 4 1 0 0 2 C U L N U DC*1 + 0 0 0 3 1 6 9 2 4 H 
4 0 3 1 0 0 3 G A P D C n + 0 0 0 3 1 6 9 5 4 h 
4 0 6 1 0 0 4 T H R E t N DSA 1 5 9 9 7 3 1 6 9 8 1 9 0 4 t i 
4 0 7 1 0 0 5 S I X N U S A 1 5 9 9 4 3 1 7 0 1 
1 ll 4 ' ; 4 0 8 1 0 0 6 S E U D C W + 0 0 0 0 4 1 7 0 5 4 9 4 0 9 1 0 0 7 DIMFCL D C W + 0 0 0 3 1 7 0 8 4 . 9 
4 1 0 1 0 0 8 RWUN U S A 1 5 9 9 8 i 1 7 1 1 I 9 H 4 9 4 1 1 1 0 1 0 S I X O S A 0 0 6 3 1 7 1 4 0 0 6 4 9 4 1 2 1 0 1 1 S L A S H D C •/• 1 1 7 1 5 4 9 
4 1 3 1 0 1 2 S W 1 D C W • 0 ' 1 1 7 1 6 4 9 
4 1 4 1 0 1 4 S W 5 D C • O 1 1 1 7 1 7 4 9 
D C W • 9 9 9 ' 3 1 7 2 0 LIT . 4 9 + 1 1 1 7 2 1 L I T 5 0 
+ 0 I 1 7 2 2 L . I T 5 0 
• 0 « I 1 7 2 3 L I T 5 0 
1 5 9 S E A R C H =0 3 3 1 7 2 6 ARC A 5 0 
1 6 1 L O O K = 0 3 3 1 7 2 9 A R E A 5 0 
1 6 4 B R L = 0 3 3 1 7 3 2 A R E A . 5 0 
+ 2 1 1 7 3 3 L I T 5 0 
1 6 6 A R L = 0 3 3 1 7 3 6 A R E A 5 1 
+ 0 0 0 3 1 7 3 9 L l T 5 1 
I 7 8 N O M L = 0 3 3 1 7 4 2 A R E A 5 1 
1 8 7 T R A C E = 0 3 3 1 7 4 5 A R E A 5 1 
1 8 9 F C L L G W = 0 3 3 1 7 4 8 AB_fc_A 5 1 
1 9 7 S W 4 = 0 1 1 I 7 4 9 A R E A 5 1 
• O O O 1 3 I 7 5 2 L I T 5 1 
2 0 4 C T R 2 = 0 2 2 1 7 5 4 A R E A 5 2 
+ 0 0 2 1 7 5 6 L I T 5 2 
2 3 5 C T R 3 = 0 3 3 1 7 5 9 A R E A 5 ? 
2 4 6 S W 3 = 0 1 1 1 7 6 0 A R . E A 5 2 
• 0 = « 2 1 7 6 2 L I T 5 2 
• 0 1 • 2 1 7 6 4 L I T 5 ? 
3 1 9 • J O B D O N E ' 8 1 7 7 2 L I 1 5 2 
3 2 5 • S E Q O t N C E - N C X T S O TLX A N D R C S T A R T • 3 7 1 8 0 9 L I 1 5 3 
3 3 3 1 O P = 0 3 3 1 8 1 2 A R t A 5 4 
3 3 4 B 0 T 1 0 M = 0 3 3 1 8 1 5 A R E A 5 4 
3 * 7 K O W N O = 0 3 3 1 8 1 8 A R t A 5 4 
• O O ? ' 3 1 8 2 1 L l 1 5 4 
3 7 2 C O l . t N = 0 3 3 1 8 2 4 A R E A 5 4 
3 7 4 C R R I = 0 3 3 1 8 2 7 A R t A 5 4 
3 8 8 • M E M O R Y P O L L ' 1 1 1 8 3 t > L I 1 D 4 






Sl W 2 0 1 0 1 8 0 1 4 
Dl W 2 0 1 0 1 5 0 1 4 
03 W 1 0 1 0 1 7 0 1 3 
02 W 1 0 1 0 1 6 0 1 3 
Dl H101015013 
Sl C 1 0 A 0 1 8 0 1 2 
L>3 C 1 0 A 0 1 7 0 1 2 
Sl W30J018011 
id 2 W 3 0 1 0 1 4 0 U WL W3010130 11 
CI W30A012011 
D2 W401016008 
H2 W 4 0 1 0 1 0 0 0 8 
HI W401009008 
CI C 2 0 A 0 1 2 0 0 7 




W3 R 1 0 1 0 1 1 0 0 5 
C2 R10A007005 
C3 R10A006005 








W 3 H101011J01 
































Table 33 . Memory Dump Showing Arrangement o f Mat r ix in Memory—-Program 2 and 3 
0 * 0 + 0 + 0 + 0 + 0 + 0 0 A 0 0 1 0 A O / O A O A G B 0 A O A O A O 0 0 
I I I I I L I I L L L 1 I L L L 1 
• U + 0 / O / O T O V O V O A O A J A O E O V O E O T I + 0 F 0 E 0 E 0 0 C 0 0 8 0 / 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + O + 0 0 D 0 0 6 0 / 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + Q + 0 + G 0 T 
I L L L L L L L L L L L L L L L L I 1 L L L L L L L L L L L L L L 1 I 1 1 1 I I L I I I I I I 
0 0 + 0 / 0 / 0 + 0 + 0 + 0 A O / 0 A 0 A 0 B 0 A 0 A 0 A 0 0 F 0 0 + 0 / 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 0 G 0 0 D 0 / 0 + 0 + 0 + 0 + 0 + O + O O H O O + 0 A O A 0 + 0 + 0 + 0 + 0 + 0 
I L I I I I I I I I I L I I I I L I L I L I I L I I L I L L I I I I I I I I I I I I I I I R I 
A O + 0 + 0 0 ! 0 0 1 0 1 + O 0 H 0 1 A O O + O / O A O A O B O A O A G A O L Q O O D O / 0 / O L C O O A O A O A O A O + 0 I U O O + 0 A 0 * O + 0 A 0 I E O O C O I F O O B O L B O O A O I H O O + + 
I L L I 1 1 1 1 1 I 1 I 1 1 I L I 1 1 1 I L 1 I 1 1 1 1 1 1 1 I 1 1 1 1 1 1 1 
SCy PG LIN LABEL 




° g r a m 4—Prin t S o l u t i o n Ma t r i ce s 
LOCN 1NSFUUCT [UN TYPE CARL) 
101 I 01 000 JOB PRINT SOLUTION MATRICES 102 1 02 CTL 440 I 10 3 99 99 * INPUT IS MASTER UECK FROM REINDEXING STEP. NEW INOICfcS ARE 104 99 99 » IN CC 1-3 , ORIGINAL INDICES IN CC 4-13. SORT IS UN NF W INDEX 105 99 99 • NEXT IS TITLE CARD, TITLE; IN CC 1-40 , TYPE UF AftAL YSI ii IN 106 99 99 » CC 52-64. 107 99 99 * NEXT ARE UUTPUT CARDS FROM PROGRAM I UR 2, MAJOR SORT UN J-FI ELD 108 99 99 * CC 4-6, MINOR UN I-F1ELD CC 1-3. 0 -FIELD IS CC 7-8 109 1 03 ORG 333 0333 110 99 99 * CLEARS PUNCH AREA, SETS CUNSTANTS 111 I 04 READY CS 332 4 0333 / 332 4 112 1 05 CS 1 0337 / 4 113 I 06 CS 1 0338 / 4 1 14 1 061 MLZS •0',BASIC-l 7 0339 Y C41 C30 4 115 I 07 sw lt4 7 0346 » 001 004 4 1 16 1 08 MLCWA •000*iIM01 7 0353 L 1.44 Uo9 4 117 99 99 * READS AND STORES MASTER CARDS 118 1 09 MRCAD R 1 0 360 1 4 
I 19 I 10 BWZ SHIFT,79,2 8 Q361 . ..v.. 3-94 079 ? 5 ... 120 1 11 MLCWA 3,NEW 7 0369 L 00 3 7T1 5 121 I 12 MLCWA 13,OLD 7 0376 L 013 7U1 5 122 I 13 MA •013»,IND1 7 0 38 3 = C47 089 5 123 1 14 B MREAD 4 0390 0 360 5 124 99 99 * PRINTS HEADINGS, SETS UP FOR DATA CARS 12b 1 16 SHIFT CW 4 4 0394 ) 004 . 5 126 1 17 MLCWA 40,284 7 0396 L 040 28 4 6 127 I 18 W 1 0405 2 6 128 1 19 CC L 2 0406 F L 6 129 1 20 CC L 2 0408 F L 6 130 I 21 SW 51 4 04 10 , 051 6 131 1 211 CS 299 4 0414 J 299 - 6. 132 1 22 MLCWA • ELEMENT•,215 7 0418 L C54 215 6 133 1 23 MLCWA 64,280 7 0425 L 064 280 / 134 1 24 W I 0432 2 7 135 1 25 CC L 2 0433 F L 7 136 2 01 cs 80 4 0435 / 080 7 137 2 Oil cs 299 4 04 39 / 299 7 138 2 02 sw 1,4 7 0443 , 001 004 7 139 2 03 SW 7 4 0450 , CO I 7 140 2 04 MLCWA •000',IND2 7 0454 L C44 094 8 141 C 05 MLCWA •000',INDI 7 0461 L C44 089 8 142 99 99 « RLADS DATA CARDS, CHECKS FUR LAST CRD, CHECKS FOR COLUMN 143 99 99 » CONTROL BREAK, CHECK FUR FULL PRINT LINE 144 2 1 1 UREAO R I 0468 1 3 145 2 12 BLC FINAL 5 0469 B 707 A 8 ro o 146 2 13 C 6,3 7 0474 C 006 00 3 c3 147 2 14 BE CLOSE 5 0481 B 622 S a 
Table -34. Program 4—Print S o l u t i o n Matr ices (Cont inued) 
S C O P L . L I N 
1 4 b 2 1 3 
1 4 4 9 9 9 9 
1 5 0 9 9 9 9 
1 5 1 9 9 9 9 
1 5 2 2 1 6 
1 3 3 2 1 7 
1 5 4 2 1 8 
1 5 5 2 1 9 
1 5 6 2 1 9 1 
1 5 7 2 1 9 2 
1 5 3 2 2 0 
1 5 ' ) 2 2 0 1 
1 6 0 2 2 2 
1 6 1 2 2 3 
1 6 2 2 2 4 
i 6 3 2 2 5 1 6 4 2 2 5 1 
1 6 5 I 0 1 
1 6 6 3 0 2 
1 6 / 3 0 3 
1 6 3 * 9 9 9 
1 6 9 3 0 7 
1 7 0 3 0 8 
1 7 1 3 0 9 
1 7 2 3 1 2 
1 7 3 3 1 3 
I 7 4 3 1 4 
1 7 5 9 9 9 9 
1 7 6 3 1 6 
1 FT 3 I / 
1 7 8 3 1 8 
1 7 9 3 1 9 
1 8 0 3 2 0 
1 8 1 3 2 1 
1 8 2 3 2 2 
1 8 3 3 2 3 
1 8 4 3 2 5 
1 3 5 3 2 6 
1 3 6 3 2 / 
1 8 7 3 2 3 
1 8 8 3 2 8 1 
1 8 9 9 9 9 9 
1 9 0 4 0 1 
1 9 1 4 O i l 
1 9 2 4 02 
1 9 3 4 0 3 
1 9 4 4 0 4 
i . 9 5 9 9 9 I 
1 9 6 4 0 7 
1 9 7 4 0 3 
L A B E L O P O P E R A N D S S r x C T L O C N I N S T R U C T I O N T Y P E C A R D 
B C E P R I N T , C T R 1 , H 
F I N D S O R I G I N A L R O w I N 0 I C E 3 C O R R E S P O N D I N G 1 0 N E W I N D I C E S , P L A C L S 
I N P R I N T A R E A - A L S O ( J O A N T 1 T Y T O P R I N T A R t A . A S S C M G l . t S S E V E N 
C t L L S D A T A , T H E N B R A N C H E S T O P R 1 N I 
i t t K B A S I C , W H b R E = 3 3 , P R U O - 3 
• • 1 3 . P R 0 U 
P R O D - 2 
• 1 , P R O D 
• 0 » , P R O D 
P R O D , W H E R E 
P R O D - 2 
W H E R E , * + 4 
0 , R G W I N U + X 2 
E D I 1 2 , U U A N T + X 2 
3 . 0 0 A N T + A 2 
S T A R , 8 , S 
+ l , C T R l = 2 
» 0 1 7 » , 1 N D 2 
D R E A D 
P R I N T S S E V E N C E L L V A L U E S , 
P R I N I W 
C S 3 3 2 
C S 
M L C W A ' 0 0 0 » , I N D 2 
Z A + I . C T R 1 B S E E K 
* R E S E T S F U R N E X T C O L U M N 
• 0 0 1 ' , 6 
O N L Y 
T L : T R A 





M L Z S 
M A 
C W 
M L C 
M L C 
M L C W A 
M C E 




T H E N R E S E T S F O R N E X T P R I N T L I N E 
C L O S E 








M L C 
M L C 
M L C W A 
Z A 
B C E 
W 
3 3 2 
• 0 1 3 ' , 1 N D 1 
• I N P U T D A T A * , K 0 * I N D + X G 
O L D , 2 1 2 
• 0 0 0 ' , I N D 2 
+ I . C T R 1 
O R E A O , S w 2 , + 
D O N E 
» E n d o f j o b R o o T i N t 
D O N E C C K 
C S 2 9 9 
M L C W A ' J O B D O N E ' , 2 1 2 
W 
H » - 4 
» S L T S S W I T C H U N L A S T C A R D 
F I N A L M L N S + 1 . S W 2 
G O R E A D * 6 
8 0 4 8 6 E 5 9 8 C 6 2 H 9 
7 0 4 9 4 M C 3 1 C 3 7 9 
I 0 5 0 1 4 - 0 0 3 L 3 4 9 
7 0 5 0 8 1 C 5 9 C 3 7 9 
4 0 5 1 5 C 3 5 9 
/ 0 5 1 9 s C 6 0 C 3 7 1 0 
7 0 5 2 6 Y C 4 1 C 3 7 1 0 
7 0 5 3 3 = C 3 7 C 3 7 1 0 
4 0 5 4 0 ) C 3 5 1 0 
7 0 5 4 4 M C 5 7 5 3 4 1 0 
7 0 5 5 1 M 0 0 0 2 K 5 1 0 
7 0 5 5 8 L C 3 9 2 K 9 1 1 
7 0 5 6 5 E 0 0 8 2 K 9 1 I 
8 0 5 7 2 V 7 1 3 0 0 8 S 1 1 
7 0 5 8 0 A C 6 0 C 6 2 J . 1 
7 0 5 8 7 = C 6 5 0 9 4 1 1 
4 0 5 9 4 B 4 6 3 1 2 
I 0 5 9 8 2 1 2 
4 0 5 9 9 / 3 3 2 1 2 
1 0 6 0 3 / 1 2 
7 0 6 0 4 L C 4 4 0 9 4 1 2 
7 0 6 1 1 + C 6 0 C 6 2 1 2 
4 0 6 1 8 B 4 9 4 1 2 
7 0 6 2 2 C C 6 8 0 0 6 1 3 
5 0 6 2 9 B 6 4 9 s... 1 3 
1 0 6 3 4 2 I 3 
4 0 6 3 5 / 3 3 2 1 3 
I 0 6 3 9 / 1 3 
7 0 6 4 0 = C 4 7 0 8 9 1 3 
2 0 6 4 7 r K 1 3 
7 0 6 4 9 M C 7 8 2 2 5 1 4 
7 0 6 5 6 M 7 U I 2 1 2 1 4 
/ 0 6 6 3 L C 4 4 0 9 4 1 4 
7 0 6 7 0 + C 6 0 C 6 2 1 4 
a 0 6 7 7 B 4 6 b C 4 0 • 1 4 
4 0 6 0 5 2 6 8 9 1 5 
2 0 6 8 9 r K 1 3 
4 0 6 9 1 / 2 9 9 1 5 
7 0 6 9 5 L C 8 6 2 1 2 1 5 
1 0 / 0 2 2 1 5 
4 0 / 0 3 • 7 0 2 1 5 
7 0 7 0 7 D C 6 0 C 4 0 1 5 
4 0 / 1 4 B 4 7 4 1 6 
O 
0 0 
Table 34. Program.4—Print S o l u t i o n Matr ices (Cont inued) 
S f c Q HG L I N L A B E L OP O P E R A N D S SFX CT LOCN INSTRUCT I UN r Y P t C A R D 
1 18 9 0 90 » S E T S SYMBOL * TU i D E i M U E Y C O N C O M I T A N T CtLL I 99 4 10 STAR MLC •*• ,,?30+X2 7 
0 7 I o 
M car 2LO 16 
2 0 0 4 11 13 ENTRA 4 0 7 2 5 C 580 16 
201 90 09 » S Y M G U L S A u L ) C O N S T A N T S 
2 02 b OL 0ICT,<Y D A 2 0 0 X 1 3 , X I 0 7 2 0 3 3 2 8 4 9 
2 03 5 02 O L D 4 , 1 3 0 741 F I E L D 4 9 
2 04 5 0 3 NEW 1. 3 0 7 3 1 F I E L D 8 3 
205 5 04 
I win EQU 89 0 0 8 9 206 5 06 B A S I C DCW •DIC1*Y 3 33 31 7S9 1 16 2 0 / 5 0 7 P R O D DCW = 6 0 Mil 116 ^ 0 « 5 Oti UUAimT EQU 22 0 0 2 2 9 2 0 0 5 0 0 R O W 100 EUU 2 2 5 0 2 2 5 
2 10 5 LO 1ND2 h Q U 94 0 0 9 4 
211 11 E 0 I T 7 DCW • 0' 2 3339 116 
2 12 5 12 SW2 DCW + 0 1 3340 I 16 
D C W • 0 ' 1 3 341 Lir 116 
•000* 3 3 344 LI 1 117 
• 0 I 3 • 3 3 34 7 L i t ._ L L 7 
1 12 •ELEMENT• f 3354 L I T 117 152 WHERE = 0 3 3 
335 1 A R E A 117 + 13 2 3 3 5 9 LI r 117 
• 1 I 3 360 L I T 117 
165 C1RI = 0 2 2 3 3 6 2 ART A 117 
• 0 1 7 ' 3, 3365 L I T U S 
• 0 0 1 ' 3 3360 L I T 118 
Id 3 • INPUT DATA' 10 3 3 78 L I T 118 
102 • J O B D O N E ' 6 3386 L I T 118 
• * • I 3 3 8 7 L I T 118 
213 5 13 t N D READY / 333 0 8 0 119 
o 
C D 
Table 35 . Test Input—Program 4—Composed o f A n a l y s i s 
1ST Dt.lt - P.iOI.RAM 4 - CiiMPOSCI) UF ANALYSI. 
rU'C ui' or kai(r.< cards usld fox keinocxiui, a\o outpui cakcs rRev pku.-raf 2. ii ,1 HI u.2 R2 0 3 a u'.4 04 0.'5 Rl O-Jfe C3 0i.7 C2 Uu 8 h4 004 HI 0 10 H2 011 W3 012 CI 013 Wl 014 W2 015 D1 Q 16 02 017 03 0L8 SI S» MAIRIX - COMPUSCU OF ANALYSI  IS i.UMPuStn i.h 00100101 OLIOOlCl 0120010/ Oi 3001G1 01400101 
01500102 01600101 01700101 01800101 00200201 0030020/ 0040020/ 00 5002 05 0060020V 00 /0020V 00800201 00900201 01000201 01100205 01 20C OV 0 130 02 03 01400205 0 I 5002 10 01600.06 0 1700205 01800205 00300301 00600 30/ J04C04 01 007o0<t0/ 00500501 00600.50/ 00 70 0 '0/ 01100501 0120050/ 0 I 1005.j\ 0 I 4005UI 






































Table 36. Test Output—Program 4—Composed o f A n a l y s i s 










IS COMPUSED OF 
Rl 5 CI 5? C3 5i 









HI INPUT OA TA 
H2 INPUT DATA 
WJ CI 1» 
CI U3 1 • 
Wl Dl 1 
W2 Dl 1 
01 IrtPUl DATA 
D2 IHPUT DATA 
03 INPUT DATA 
Sl INPUT DATA h-1 
Table 37. Test Input—Program 4—Contained in A n a l y s i s 
rrsi ijEck - pruc-kam 4 - contained in analysis 
MADE UP O MASTER CARDS USED ROR RElNDtXIiMG AND UUIPUI CARDS FRUK PROGRAM I. (Jul PI 002 R2 00 1. Ci CO 4 C4 003 Rl 006 C3 Co 7 C2 003 h4 00 9 HI 0 10 H2 01 1 HI 012 CI 013 Wl 0 14 W2 016 D2 017 03 01a Sl S-PKIKE-» MA 1 00100101 0120010/ 01100UJ2 01600101 01 /ooioi 002 002 01 U03O02O/ 00400*0/ 0090020 I 01000201 0 L600206 00300301 U060030/ U0400401 00 700<,0/ 0050030 I O06U03G/ U070U30/ 0160030 1 0060030 I 00 70060/ JO 700701 0120070/ OOSOOaOI OuOOBO I 01oooaoI OlOOOtil 00900901 0100100 I 0 L I 0 I 1 0 I 3 120110/ 0 I'jO I 102 J.V-ilO I 0 I 70 I 10 I u120120 I 
L I 1(1 120/ 0180120/ 
CONTAINED 19 ANALYSI  
I — 1 
c o 
Table 37. Test Input—Program 4—Contained in A n a l y s i s (Cont inued) 
ro H 
-p 
0110 1 j(01 
0 1 S 0 1 3 0 1 
0 1 6 0 1 3 0 1 
0 1 7 0 1 3 0 1 
0 1 4 0 1 4 0 1 
0 1 5 0 1 4 0 1 
0 1 8 0 1 4 0 1 
0 1 5 0 1 5 0 1 
0 1 6 0 1 6 0 1 
61 7 0 1 7 0 1 
oiaoiaoi 
Table 38. Tes t Output — Program 4—Contained i n A n a l y s i s 
( * D e n o t e s C o n c o m i t a n t C e l l V a l u e ) 
E L E M E N T 
P I C I l » 
R 2 C 5 l » 
C 5 C 3 1 » 
C 4 C 2 1 * 
R l C 3 1 * 
C 3 C 2 1 » 
C 2 C I 1 * 
H < ) H I 1 
H I I N P U T D A T A 
H 2 I N P U T D A T A 
W3 C I 1 « 
C I D 3 l » 
W l D l 1 
W2 D l I 
D l I N P U T D A T A 
D 2 I N P U T D A T A 
D 3 I N P U T D A T A 
SI i n p u t d a i a 
D l 2 
C 1 « 
I>2 l 
H I 1 
D 2 1 
S I 1 ' 
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