Combustion Facility located at the University of Virginia are discussed, using an updated combustor flowpath named Configuration C. This new configuration includes a long isolator section and a region of constant cross-sectional area in the otherwise divergent combustor / extender section. Additional refinements have been made to the numerical simulations to bring closer agreement to actual facility operation, including thermal non-uniformity and thermal non-equilibrium of the air supply and a forced turbulent profile at the simulation's inflow boundary using recycling / rescaling methods. As in previous studies, NC State's REACTMB finite-volume solver is employed which uses Edwards' LDFSS inviscid fluxsplitting scheme and Menter's BSL turbulence closure for the RANS portion of the LES / RANS simulations. A different H 2 -O 2 kinetics model by Burke was incorporated which provided better flameholding capability after inflow turbulence was introduced in the simulations. Simulations were performed for the equivalence ratios of 0.18 and 0.49. Instantaneous and time-averaged results for each simulation are compared with coherent anti-Stokes Raman spectroscopy (CARS), hydroxyl radical planar laser-induced fluorescence (OH-PLIF), and stereoscopic particle image velocimetry (SPIV) non-intrusive measurements made on the facility, as well as static pressure data also obtained. These comparisons indicate that the numerical results are in generally good agreement with measurements; however, it was found that the simulations consistently over-predicted the flame temperatures and level of turbulent fluctuations in the flame-holding area just downstream of the fuel injector. The simulations conducted at the highest equivalence ratio captured the unstart of the pre-combustion shock train which was experimentally observed. Although a final stable shock-train position could not be determined in time for this paper, current predictions are in generally good agreement with experimental CARS and wallpressure measurements.
I.
Introduction and Background
II. Facility A. Facility Description
The University of Virginia's Supersonic Combustion Facility (SCF) (see Figure 1 ) is a vertically-mounted direct-connect combustor assembly which is capable of running in dual-mode (ram / scram) operation at Mach 5 flight conditions [1] . Further details on the facility layout and its operation are given in [5] . The facility is designed to replicate engine inlet conditions after the incoming airflow has passed through the inlet / compressor section; the inflow consists of unvitiated air at Mach 2.0, a maximum stagnation temperature of 1200 K, and a stagnation pressure of about 300 kPa. Flow acceleration is accomplished using a 2-D convergent-divergent nozzle placed upstream of the combustor and downstream of the compressors and electrical heaters. Unheated gaseous hydrogen fuel is injected into the combustor via a single three-dimensional unswept ramp injector located on one of the combustor walls, and the combustor flow exits to atmospheric conditions.
Prior numerical work on the SCF [4, 5] utilized a combustor configuration named 'Configuration A.' Configuration A was characterized by having no isolator and a uniformly divergent 'upper' combustor wall ('upper wall' refers to the wall having the fuel injector mounted to it). In the latest research, work was done on a new configuration named 'Configuration C' (see Figure 2 for a comparison between the two flowpaths). Configuration C includes an isolator, which adds a 7.34-inch length of constant-area duct between the nozzle and combustor inlet, as well as a constant-area duct 5.865 inches in length placed midway down the otherwise-divergent combustor duct downstream of the injector. All other dimensions remain the same between Configurations A and C. The inclusion of an isolator was done in anticipation of containing a shock train for operation at higher equivalence ratios, and the constant-area duct in the combustor was included to facilitate non-intrusive diagnostic sampling of the flame as well as to hopefully reduce the influence of backpressure effects on combustor operation.
B. Facility Experimental Work
In conjunction with NC State's CFD computations, high-fidelity diagnostic data is being gathered from the SCF experiments using various non-intrusive measurement techniques developed by different research groups, such as coherent anti-Stokes Raman spectroscopy (CARS) (George Washington University), OH planar laser induced fluorescence (OH-PLIF) (NASA Langley, University of Calgary, and the George Washington University), stereoscopic particle image velocimetry (SPIV) (University of Virginia), and tunable diode spectroscopy (Stanford University). OH-PLIF is a planar imaging technique that acquires multiple instantaneous images in cross section planes of the flow in which intensity is roughly proportional to OH number density (but is not calibrated). Dual pump CARS is a spectroscopic measurement which was used to measure rotational and vibrational temperature of nitrogen as well as mole fractions of the major species in a small measurement volume (about 1.5 mm long by 50 micron in diameter). CARS measurements were on a regular grid of 11 points in y by 13 points in z (following the coordinate system shown in Figure 1 ) and repeated at multiple x-planes. At each point on the grid, nearly 190 measurements were made which were used to form mean and standard deviation of measured quantities. The CARS measurements were first interpolated onto a finer grid before being plot as contours. The SCF has been specially modified to permit measurements such as these at a large number of locations throughout the flowpath. This is the kind of data that will greatly assist the development and validation of next-generation simulation methodologies, and our simulations will be compared against experimental data found using these techniques. The current CARS results for Configuration C which we are comparing against our results is reported in [7] ; the OH-PLIF results we use are reported in [8] . In addition, combustor static wall pressures are available to be compared with simulation data. Further descriptions of these measurement techniques as applied to the UVa combustor facility can be found in [5] .
The facility was operated at two equivalence ratios for experimental measurements, 0.17 and 0.46; correspondingly, we ran simulations at these ratios as well. However, after the data was gathered, it was found that a mistake in the calibration of fuel flow rate instrumentation caused the combustor to actually operate at the slightly higher equivalence ratios of 0.18 and 0.49. Therefore, the simulation results for the lower equivalence ratio which are presented here are for a fuel mass flow rate slightly lower than what was done experimentally, but the overall differences are most likely negligible. The error in mass flow rates was caught in time to make corrections to the LES / RANS simulations at the high equivalence ratio, and so the rates do correctly match experimental values for this condition. For the sake of consistency and to eliminate confusion, the equivalence ratios for both experimental and numerical results will be referred to in this paper by their originally-intended values, '0.17' and '0.46.'
III. Numerical Method
The solver utilized for this work is North Carolina State University's REACTMB, which uses finite-volume methods to solve the three-dimensional compressible reactive full Navier-Stokes equations. The code is parallelized using the MPI message-passing interface and uses multiblock structured meshes. The inviscid flux terms are evaluated using Edwards' low-diffusion flux-splitting scheme [9] and viscous flux terms are calculated using central differencing. The inviscid flux-splitting scheme is extended to higher spatial accuracy using a TVD (total variation diminishing) data reconstruction scheme which is applied to the primitive variables = , , , , , , , where represents species partial pressures, , , represent velocities, T represents static temperature, k represents turbulence kinetic energy, and ω represents specific turbulent dissipation rate.
One of the problems associated with resolving turbulence in LES / RANS simulation is that the dissipation of the standard inviscid TVD-extended flux-splitting method, while being capable of capturing shock waves monotonically, will damp out needed fluctuations in regions of active turbulence. To address this, we use a blending function devised by Ducros et al. [10] which will blend the TVD-determined left and right data states with an averaging operator which will yield a fourth-order central difference for uniform meshes. The vorticity / divergence function developed by Ducros et al. is given in Eq. (1).
In addition, the data reconstruction scheme utilizes a pressure limiter function that will reduce accuracy to first-order when the curvature in the pressure field is large to increase code stability. The resulting flux splitting scheme has been named the low-dissipation TVD scheme (LD-TVD) and further details of its implementation in this project can be found in [6] . The REACTMB code operates on the assumption of a mixture of thermally perfect gases. Specific heats and enthalpies are determined from temperatures using the well-known curve-fit database by McBride et al [11] . For the various forms of transport, Wilke's Law is used to determine mixture molecular viscosity and molecular thermal conductivity is determined using a constant Prandtl number of 0.72. A constant Schmidt number of 0.5 and a Fickian Law assumption are used to determine molecular diffusion.
The species production terms are calculated using the law of mass action, assuming 'laminar chemistry' and a selected H 2 -O 2 reaction mechanism. In previous studies using Configuration A [5] , a nine-species Jachimowski model was used [12] , and in a more recent work [6] , a study was conducted comparing the Jachimowski results with another reaction model by O'Connaire [13] . Parallel to this work was an effort to capture the effects of combustor inflow turbulence by introducing artificial fluctuations at the inflow plane and sustaining them using a turbulence recycling / rescaling technique (described later in more detail). Once this was accomplished, it was found that incorporating inflow turbulence led to significant difficulty in maintaining an attached flame at the compression ramp when the Jachimowski model was used, a problem which persisted for both Configurations A and C. In order to address this problem, it was decided to switch to an alternative kinetics model by Burke et al. [14] which predicts somewhat higher reaction rates and heat release but not as high as the O'Connaire mechanism. Using this model, we were able to maintain an attached flame in both combustor configurations with inflow turbulence recycling / rescaling, at the cost of not being able to use the Jachimowski model, which had thus far provided predictions that were in very good agreement with experimental results.
An issue which persists in LES / RANS reactive simulations is how to capture the effects of subgrid-scale (SGS) turbulence on reaction kinetics. The assumption used for this paper is that of fully 'laminar' chemistry, that is, no effects of SGS turbulence is taken into account when evaluating species production / depletion rates. In [6] , work was done to evaluate Gaussian-quadrature and randomized-quadrature reconstructive SGS closures for chemical kinetics on Configuration A of the UVa combustor. It was found that these two closures did not bring the solution closer to experimental CARS measurements of temperatures in the combustor while they significantly increased computational expense. In more current work (submitted for presentation at the 2013 AIAA Fluid Dynamics Conference), we have expanded this study to include scale-similarity SGS closures as well as various SGS combustion models based on eddy-dissipation and partially-stirred reactor concepts. Some of these techniques may generally improve predictive capability and will be tested in future simulations of Configuration C.
IV. Simulation Procedure
For Configuration C, the mesh generation and decomposition, flow initialization, boundary conditions, and general solution procedure were nearly identical to those of previous studies and will only be mentioned in general. For more information regarding the solution procedure, [5] may be consulted. In order to mitigate the restrictions on solution speed caused by the global time-stepping that is necessary for time-accurate LES / RANS simulation, the inlet nozzle portion of the flowpath was split off from the rest of the domain and solved offline, and its outflow was used as a steady-state inflow for combustor simulation. For the same reason, the fuel injection channel in the compression ramp was not resolved and fuel was introduced using a steady boundary condition at the injection outlet face derived from a previous RANS solution. The mesh also contains a 'dump' region at the end of the combustor -by including this, the enforced exit boundary conditions are distanced from the actual combustor exit, allowing turbulent structures to exit the combustor more properly (the 'dump' region is not shown in any of the results). The combustor mesh contains about 33 million cells and the dump region contains about 1.75 million cells. The (separate) nozzle grid contains about 17.8 million cells. Solution convergence for LES / RANS simulations is a somewhat arbitrary issue, as there are always flow transients such as shock motion and flame shape variations. One must decide at what point the combustor has reached globally 'steady-state' operation in spite of these fluctuations; in this work, we allow the solution to run for a prescribed number of 'flow-through' times, one flow-through time being the time it takes for a particle moving at inflow velocity to traverse the solution domain. This is a common practice in many internal-flow simulations in which a statistically steady turbulent flow is desired.
Developments resulting from the collaboration between numerical, experimental, and diagnostic groups have led to some modifications and improvements being made to our simulations of the UVa SCF in an effort to increase the fidelity of our calculations to the experiment. These latest developments are given below.
C. Thermal Non-Uniformity / Non-Equilibrium at Inlet
It was reported from CARS measurements in [15] that the high-enthalpy air supplied to the UVa combustor was in a state of thermal nonequilibrium after passing through the Mach 2.0 inlet nozzle. More specifically, the nitrogen vibrational temperature was observed to be 'frozen' at approximately the heater exit temperature (stagnation temperature) of 1200 K, rotational / translational temperatures of nitrogen and oxygen relaxed to about 735 K, and oxygen vibrational temperature relaxed to a value between these two, about 1000 K. NCSU's REACTMB solver is currently not equipped to handle flows in thermal nonequilibrium, and it was desired to find a way to make the CFD's thermally-equilibrated temperature distributions comparable to measured nonequilibrium distributions. This was done by equating the specific internal energies of the equilibrium state and the non-equilibrium state at each CARS measurement point:
Here it is assumed that rotational and translational temperatures are in equilibrium with one another; represents mass fraction of species k, is the species gas constant, is a reference temperature, ℎ is species enthalpy according to the unknown equilibrium temperature and thermodynamic curve fits, , , and , , are translational and rotational specific heats, respectively, and , is the characteristic vibrational temperature of species k. Inputting CARS measurements of rotational / translational temperatures and vibrational temperatures, Equation (2) was then solved using Newton iteration for the unknown thermally equilibrated temperature T. This quantity was then used for direct comparison with CFD as well as other operations as described below.
Another issue revealed by CARS measurements was that the various temperature distributions were not uniform throughout the inflow cross-section, containing a lobe of lower temperatures in one corner. The origin of this nonuniformity is still not clear but work was done to try to duplicate it in numerical simulations. To do this, the CARS temperature distribution at the nozzle exit plane was first converted to equilibrium temperatures as described
above. Once this was done, a corresponding nonuniform stagnation temperature profile was generated by solving the below nonlinear equation for : (3) (Here, the sum is only performed over nitrogen and oxygen species because the stagnation temperature profile was calculated near the inlet where no combustion or fuel exists.) The use of consistent thermodynamic curve fits in the evaluation of ℎ in Eqs. (2) and (3) ensures that the resulting temperatures will be consistent with the thermodynamic state description (i.e., a thermally-perfect gas) of the mixture used in all our numerical computations. The flow velocities at the CARS measurement points needed for Eq. (3) were interpolated at each point from a numerical simulation that assumed uniform temperature and pressure distributions. Also extracted from this numerical simulation was a large set of streamlines (~30,000) originating at the mesh inlet planes and progressing through the nozzle to intersect the plane containing the nonuniform CARS temperature data. Assuming isentropic, adiabatic flow through the nozzle, the nonuniform stagnation temperature profile at the mesh inflow was assembled by 'backtracing' equilibrated stagnation temperature data interpolated from the CARS temperature plane to streamline endpoints. No modifications were made to flow property distributions at the inflow plane other than stagnation temperature. As shown in [6] , this method has resulted in good agreement between simulated and measured temperature distributions in the isolator and combustor inlet.
D. Isolator Inlet Turbulence Generation / Recycling / Rescaling
Although the LES / RANS method used in this work is designed to be able to resolve and capture turbulent structures that may arise naturally due to reactant mixing within the isolator / combustor domain, it does not selfgenerate boundary-layer turbulence. The high Reynolds numbers at which the combustor flow operates, and the fact that the combustor supply air has already passed through compressor and heater machinery, ensure that the flow entering the isolator will have already developed turbulent boundary layers. This inflow turbulence has a very strong influence on mixing, kinetics, and the resulting pressures and temperatures further downstream in the combustor, as well as on shock train dynamics at higher equivalence ratios. Despite this, prior LES / RANS simulations (on Configuration A) did not consider resolved turbulence within the entrance boundary layers, and only after the flow had been disturbed by the compression ramp was there any sustained turbulence development. This has been an ongoing issue with our work, and multiple attempts have been made in the past to incorporate inflow turbulence into the combustor simulations. However, these past attempts failed due to the damping and eventual loss of turbulence at the inflow as the solution progressed, an effect exacerbated by the fact that the entrance boundary layers are thin (3 to 8 mm) and that the resolution of them for LES/RANS simulations is marginal at best (5 to 10 cells per boundary layer thickness in the wall-transverse directions Only recently has a method of sustaining inflow turbulence been devised and incorporated into the latest 'Configuration C' simulations.
The introduction of inflow turbulence is not a trivial operation and can be divided into two main additions to the LES / RANS initialization procedure. First, starting with a converged RANS solution as the initial profile for LES / RANS, turbulent fluctuations are artificially added into a 'chunk' of the flow which begins at the inflow and extends a number of boundary-layer thicknesses into the flow domain. Secondly, a cross-sectional plane called a recycling plane is defined at the downstream end of this chunk of perturbed fluid. As the solution progresses, turbulent fluctuations are extracted from mean flow data at the recycle plane and, after some manipulation, are added back into the mean flow at the inflow plane. If this turbulence recycling / rescaling procedure operates properly, the inflow turbulence will be self-sustaining and there will be no need to re-introduce artificial fluctuations into the flow after the initialization. The finer details of this procedure, and a description of exactly what 'manipulations' are performed between the recycle plane and the inflow plane, are described in [6] .
V. Results

A. '0.17' Equivalence Ratio -General Observations
The first set of reactive simulations performed on Configuration C was at the lower '0.17' equivalence ratio. For this case, the solution was initialized from a converged reactive RANS solution. At this low equivalence ratio, the flow at the combustor entrance is fully supersonic and so the flow in the isolator is essentially 'decoupled' from downstream combustor fluctuations. This observation was used to justify the decision to define a flowpath transit time based on half the flowpath length instead of the whole of it, as the isolator length and combustor / extender length were approximately equal; we basically assumed to be simulating two separate flowpaths (isolator and combustor) which had little to no influence on each other instead of a single long one. Of course, this is not the case in the strictest sense; however, for the basic purpose of reaching a statistically steady turbulent flow, it was considered to be sufficient and would cut the simulation time needed before time averaging could begin in half. For this equivalence ratio, the combustor was run using LES / RANS for two of these half-flow-through times before turbulent statistics began to be taken. The combustor was then run for six more half-flow-through times for the computation of time-averaged data and other statistics. Figure 3 plots the instantaneous and time-averaged static temperature contours at the symmetry plane of the combustor for the '0.17' equivalence ratio. Subsonic combustion in the low-momentum region downstream of the fuel injector leads to volumetric expansion of the reactive shear layer. This, in turn compresses the supersonic core flow via a shock train. The non-uniform temperature distribution at the combustor entrance is seen as a very faint horizontal 'stripe' of lower temperature adjacent to the upper isolator wall. Also faintly visible in the instantaneous temperature plot are the turbulent fluctuations in the thick boundary layer. (The absence of visible thermal fluctuations along the lower wall is due to the color mapping and the fact that the temperatures in this region are slightly higher due to the thermal inflow non-uniformity.) The flame can be seen in the temperature plots to be wellanchored at the leeward side of the fuel injector, with significant reactivity in the critical recirculation zone just downstream of the injection site up to and including the low-momentum region between the fuel jet and the upper wall of the combustor. Further downstream, the fuel jet can be seen in the instantaneous contours to abruptly break up as turbulence introduced upstream and formed near the injection ramp interacts with it. The flow in this region of the combustor, being mainly characterized by high vorticity, highly intermittent reactivity, and high mixing rates, is difficult to predict at best, and one that higher-fidelity methods such as LES and LES / RANS are more suited for, compared to lower-fidelity RANS methods. The time-averaged temperature contours show that the flame presence at the injector is a steady-state phenomenon at this equivalence ratio. The flame is hottest at the upstream end of the non-divergent section of the combustor and decreases in temperature steadily further downstream. Figure 4 plots time-averaged Mach number contours on the combustor symmetry plane. The combustor can be seen to be operating in a type of 'dual-stream' behavior, with the flow rather cleanly separated into supersonic and subsonic portions. The upper subsonic portion contains high amounts of vorticity, fuel mass, and reactivity, while the lower 'core' flow region is largely free from these and is characterized by low vorticity, supersonic velocities, and a shock train created by the presence of the compression ramp and the volumetric expansion of the reacting plume. Although the shock train is generally located at a steady-state position, some of the shock lines are 'blurred,' indicating that the train exhibits transient fluctuations over the time-averaging period. It can be also seen in Figure 4 that the constant-area section of the combustor has an accelerating effect on the subsonic region of the flow and a decelerating effect on the supersonic core flow region, which follows quasi-one dimensional compressible flow theory in the presence of heat release. The effects of heat release become important in this region at higher equivalence ratios, when the amount of heat released becomes high enough to thermally choke the flow; the presence of the constant-area section in Configuration C means that it is here that the thermal choke is most likely to occur. As it does, the combustor will begin to abruptly change its mode of operation and so the correct prediction of this thermal choke and its effects are of high importance. Figure 5 compares CARS measurements of static temperatures with numerical predictions on a number of transverse crossplanes normal to the combustor flow direction. For the following comparisons of static temperature with CARS measurements, an equivalent thermally equilibrated static temperature was calculated from the measured CARS rotational / translational and vibrational temperatures using the procedure mentioned above. The thermal non-uniformity in the isolator has been rather well-duplicated in our simulations. The computed reactive plume is similar in terms of shape and the flame intensity to that evidenced in the CARS measurements. The main differences are that the calculations over-predict the measured flame temperatures at the first two stations downstream of the injector. These higher temperatures near the injector are related to our choice of a different kinetics model which has tended to be more reactive than the Jachimowski mechanism used in earlier simulations; these high amounts of heat release near the injector also explain the newer mechanism's capability to hold an attached flame better than the older mechanism. Further insight into our predictions for the near-injector flow may be gathered from RMS values of temperature fluctuations, which are plotted against CARS measurements in Figure  6 . It can be seen that our numerical predictions result in higher temperature fluctuations than indicated in the CARS data near the injector. This can once again be related to higher flame temperatures in this region but it can also be due to higher turbulent fluctuations predicted by CFD than what is experimentally measured. Figure 7 is a qualitative comparison between instantaneous experimental measurements using OH-PLIF and numerical values of OH mass fraction on a number of crossplanes near the injector. It must be stressed that comparisons made between these two plots must be only qualitative, the reason being that the OH-PLIF plots are of hydroxyl laser-induced fluorescence, not hydroxyl mass fraction, and the relationship between the two is not direct; at this time, this is the best data available. In addition, the contour extrema in the OH-PLIF planes are locally scaled and so are not the same from one plane to another, whereas the extrema for numerical values of OH mass fraction are globally scaled across all planes. For these reasons, no contour legend is included in the OH comparison plots. It should also be noted that the data frames for OH-PLIF do not represent the same instance in time, as they were taken in a sweeping operation, while the CFD plots were all from the same point in simulation time. In spite of these differences, this figure does provide some insights into the ability of the LES/RANS method to predict fine-scale turbulence / flame interactions. Though difficult to discern in this particular figure, a close examination of the OH-PLIF images indicates the presence of fine-scale turbulent structures that act to broaden locally the OH fluorescence profiles, which also directly respond to the larger turbulent eddies generated as the ramp vortices break down. The numerical results generally do not show these small-scale interactions but do capture the larger-scale interactions which may stretch and deform the flame front. It must also be noted that there was a distinct asymmetry of OH fluorescence across the centerplane of the combustor; this was easier seen in time-averaged shots (not shown here), but can also be slightly seen in Figure 7 . The CFD simulations do capture a slightly asymmetrical flame due to the aforementioned thermal nonuniformity; however, the level of asymmetry predicted is much less than that indicated in the OH-PLIF measurements. Further downstream, the experimental and numerical results become much more similar.
B. '0.17' Equivalence Ratio -Comparison with Experimental Data
Figures 8 and 9 compare CFD and CARS measurements of H 2 mole fraction and O 2 mole fraction, respectively, along with the corresponding fluctuation RMS distributions. Generally speaking, the results do not differ by much and the differences that do exist are primarily in the near-injector region. The CFD predicts a steeper decrease in fuel concentration compared to experimental measurements, indicating faster mixing, faster kinetics, or most likely both. Between the two figures, the RMS distributions once again indicate a higher level of fluctuations in hydrogen and oxygen concentrations than measured experimentally. Since both of these species participate in reactions, it is once again unclear from the predictions whether this has to do with turbulent mixing or kinetics.
On the other hand, nitrogen is considered to be an inert species at these relatively low reaction temperatures and so N 2 concentration can be used to assess the intensity of turbulent mixing in the combustor separately from chemical kinetics. Figure 10 plots concentrations and RMS fluctuations of nitrogen in the combustor as a comparison between CFD and CARS. The results are once again fairly similar, but just downstream of the injector, the experimental results show slightly slower mixing of N 2 into the reaction zone than CFD. The most significant difference between the two cases is seen in the near-injector RMS fluctuations, where CFD predicts peak standard deviations of nearly twice as much as CARS measures. Since we know that nitrogen is neither being consumed nor produced in the turbulent reacting flow field, this must indicate that the variations in nitrogen concentration are due completely to transient turbulent effects, and so it is likely that these large-scale fluctuations are related to the differences noted in the reactive scalars and the resulting temperatures (chemical kinetics can also still play a significant role). It seems that the LES / RANS resolved large-scale turbulent fluctuations are larger and more active than what CARS measures just downstream of the injector; further downstream, it appears that LES / RANS model predicts the turbulence and its effects quite well. This effect may be related to inflow turbulence generation, as boundary-layer turbulence is marginally resolved on the current computational mesh. An underestimation of SGS effects in the high shear regions just downstream of the injector may also contribute to the over-prediction of the turbulence intensities in this region.
In addition to OH-PLIF and CARS data, SPIV measurement techniques have also provided data for comparison. Figures 11, 12 , and 13 respectively compare between computed and measured distributions of u, v, and w velocity on two cross-sectional planes located 6 and 12 compression ramp heights downstream of the injection point. The spatial extent of measured data is narrow due to the way the flow was seeded for these measurements. Despite this, a good comparison can be made over part of the domain. It can be seen that fairly good agreement exists for u-and vvelocities. The 'u' plot of Figure 1 shows that the SPIV technique measures velocities very close to simulation results, and can capture the shape of the low-momentum region just downstream of the injector, even close to the edges of the SPIV data field. The SPIV data does differ from CFD in that it seems to indicate slower momentum diffusion into the low-momentum fuel plume, as the experimental fuel plume is larger and more pronounced at the downstream plane. Figure 12 also shows that the simulation and experimental results agree fairly well for v-velocity, though the simulated velocities are greater in magnitude. The w-velocity data can be seen to agree the least between experimental and numerical data. At x/H = 12 there is some evidence of the 'outward-inward' velocity patterns created by the vortices shed from the compression ramp in the SPIV data; however, this pattern does not clearly exist for the SPIV data at x/H = 6.
C. '0.46' Equivalence Ratio -General Observations
After the '0.17' simulations were complete, efforts were undertaken to simulate combustor operation at the higher equivalence ratio of '0.46' (which, as mentioned above, was actually 0.49 due to errors in mass flow rate calculations). At this run condition, the pre-combustion shock train was experimentally observed to have been disgorged from the combustor and was positioned somewhere in the isolator. The combustor was therefore operating in ram mode, which is characterized by subsonic flow and correspondingly higher pressures within the combustor.
One of the most important characteristics to be matched at this condition between experimental and numerical results is the position and strength of the shock train in the isolator. The action of the shock train is one of the most difficult types of compressible flow phenomena to accurately simulate in hypersonic propulsion systems due to its inclusion of many interdependent effects such as shock wave-turbulent boundary layer interaction and its stiff coupling with combustor pressures and chemical mixing and kinetics. Furthermore, due to the rather unpredictable nature of boundary layer detachment / reattachment resulting from interaction with shockwaves, the shock train in ram/scramjet isolators is known to exhibit a high level of hysteresis -if the shock train were to move upstream due to a temporary pressure rise in the combustor, it is very likely to not return to the same position after downstream pressures return to original levels. The accurate capturing of shock train physics in Configuration C at high equivalence ratios was considered the most challenging part of this run simulation.
In order to reach the '0.46' run condition in a way that would hopefully not abruptly drive the shock train too far upstream, the '0.17' run was restarted and the fuel flow rate was gradually increased over a period of a few halfflow-through times to the higher value. It was found that the time needed for the flame to respond to the increased fuel flow rate was rather long and the solution had to be run for some time after the fuel flow rate increase was completed before there was a significant response in the combustor. The first noticeable phenomenon was a slow pressure rise in the combustor that caused the shock train, which was still swallowed and anchored adjacent to the compression ramp at this time, to both shorten in length and strengthen in intensity. Initially anchored near the downstream end of the ramp, the shock train then slowly began to inch forward until it stopped again at the ramp leading edge; at this point, it stopped moving and the combustor pressure also seemed to stop increasing. The combustor simulation continued for some time at this state and it was becoming unclear whether or not the shock train would ever progress closer to the experimentally determined stable location in the isolator.
It was at this time that the discrepancy regarding the actual combustor fuel flow rates (mentioned above) was revealed, and so another slight increase in fuel flow rate was executed to bring the equivalence ratio up to the actual experimental value of 0.49. This time the rate increase was done rather abruptly, in the width of about a tenth of a half-flow-through time, in the hope that the sudden but slight pressure rise in the combustor would persuade the shock train to continue its progress upstream. Figure 14 is a plot of the position and absolute velocities of the leading edges of the upper and lower shocks at the front of the shock train versus time since the end of the second fuel flowrate increase, and illustrates what follows. The combustor pressure did rise slightly after this second fuel flow rate adjustment, and then after another hesitation the flow in the combustor suddenly began to rapidly change. A thermal choke developed at the downstream end of the constant-area section just as anticipated, and almost at the same time the shock train suddenly began moving upstream again. As it did, it also increased in strength, and the increasing pressure at the combustor inlet helped to increase reaction rates which also aided in increasing pressures and driving the shock train further upstream. The combustor began to operate in a fully subsonic state. The increase in combustor pressure also caused the thermally choked flow to re-accelerate to supersonic speeds in the divergent portion of the extender until it met a strong normal shock which reduced it to subsonic speeds and pressures which eventually matched the atmospheric combustor backpressure. As the shock train progressed forward and combustor pressures increased, this normal shock also moved downstream, mirroring the movement of the shock train. It is not clear how responsible the 0.46-to-0.49 fuel-flow increase was in causing the mode shift of the combustor; it is possible that the unstart was simply a delayed phenomenon and would have occurred even if the equivalence ratio remained at 0.46.
Eventually, the shock train seemed to reach a new position which was much further upstream and well within the isolator, albeit still not quite as far upstream as the experimental data indicated. At this point, the calculations had to be ended in order to extract results for the current paper. As it can be seen in Figure 14 , it is not yet clear whether this new position is stable or not -there are lingering oscillations in position and the shock train still seems to show some forward movement. Nevertheless, time-averaging of the combustor flow was performed over the time that the shock train has lingered at the latest location -a period of about five half-combustor flow-through times. Although it is not clear if the combustor flow has yet reached a statistically steady state due to the residual shock train movement, it is still useful to compare these 'quasi-steady' results with experimental measurements.
Figure 15 plots instantaneous and time-averaged centerplane contours of static temperature at the '0.46' equivalence ratio, and Figure 16 does the same for time-averaged Mach number. The shock train can be clearly seen in the isolator; in the time-averaged profile, the strong inner core region of the shock train is slightly blurred, and this is attributed to the residual oscillations of shock train position during the time-averaging process as seen in Figure 14 . After the shock train, the flow decelerates to fully subsonic by the time it reaches the compression ramp and so the combustor is operating in ram mode. There is no longer any sign of a high-speed inviscid core region in the combustor as at the lower equivalence ratio; instead, the 'low-momentum' mixing / reaction region now fills the entire combustor and so the flow therein is turbulent throughout. It is interesting to note is that the turbulent length scales in the combustor appear somewhat larger than those of the dual-mode flow of the lower equivalence ratio (compare Figure 15 with Figure 3) ; this may be due to the lower Reynolds number of the flow compared to the higher-speed flow of the low equivalence ratio. The flame also appears to be highly intermittent everywhere, with large pockets of dissipated and extinguished flow distributed throughout. The flow acceleration and terminating shock after the thermal choke is clearly seen in the Mach number plot. The flame remains well-anchored to the injector ramp as with the '0.17' equivalence ratio.
D. '0.46' Equivalence Ratio -Comparison with Experimental Data
Figures 17 and 18 compare mean and RMS values of static temperature on crossflow planes between CFD and CARS measurements. As with the lower equivalence ratio, the LES/RANS model tends to over-predict the flame temperature in the near-injector regions of the combustor. The shape and extent of the flame is well-predicted and can be seen to almost completely fill the combustor cross-section towards in the two planes furthest downstream. Temperaure fluctuation intensities are also over-predicted by CFD, mainly in the near-injector region.
Qualitative comparison of instantaneous OH mass fraction with OH-PLIF images at the high equivalence ratio is given in Figure 19 . The CFD appears to capture the shape of the reactive OH plume rather well, generally speaking. The shape and fineness of turbulent structures also compare well with experiment. It is also noted that, unlike measurements at the lower equivalence ratio, the '0.46' reactive plume images do not appear to carry any noticeable asymmetry. Figures 20 and 21 compare scalar and RMS distributions of H 2 and O 2 in the combustor, respectively. The discrepancies between the CFD and experimental results are very similar to those of the lower equivalence ratio; the difference in near-injector fluctuations is not as pronounced at it is with temperature. The change in species concentration with axial distance agrees rather closely with CARS measurements. N 2 distribution and fluctuations, given in Figure 22 , point to stronger predicted turbulence levels near the injector as also noted at the '0.17' equivalence ratio.
E. Upper Wall Pressure Comparison of Both Equivalence Ratios
Finally, Figure 23 plots experimentally measured static wall pressures along the upper (injection side) combustor wall against numerical predictions, along with error bars representing the RMS fluctuation in the numerical data, for both equivalence ratios. At the '0.17' equivalence ratio, the average numerical results compare very well with experiment. The two main areas of difference between the '0.17' numerical and CFD results are in the isolator region, where experimental results show a large 'bump' in pressure just upstream of the combustor entrance, and near the exit of the constant-area section of the combustor, where the local acceleration of the subsonic flow due to heat release causes static pressures to 'dip,' and where the simulation overpredicts the wall pressure. The cause for the experimental pressure rise in the isolator is not known at this time. It is known that this pressure rise is located near a physical juncture in the UVa rig where the isolator is mated to the combustor region, and so it could be due to an air leak, or perhaps a slight misalignment resulting in a shock forming on an edge projecting into the flowpath. Whatever the cause, the isolator pressure bump does not appear to significantly affect pressures elsewhere in the combustor / isolator at this equivalence ratio.
The cause for the overprediction of pressures at the end of the constant-area combustor section was revealed by viewing the evolution of instantaneous pressure along the upper wall during the period for which the pressures (and all other variables) were time-averaged for the low equivalence ratio calculations. It was found that there was a longperiod oscillation of the wall pressure profile in this area during which the local minimum pressure location shifted upstream and downstream. It is believed that this oscillation is coupled to the contraction and expansion of the swallowed shock train upstream and adjacent to the compression ramp. During this oscillation period, there were distinct points in simulation time when the pressure profile in the constant-area section as well as everywhere else in the combustor matched experimental data almost perfectly, excepting small-scale noise due to turbulence. The net result of this long-period fluctuation was a time-averaged pressure profile which was slightly higher than experimental values in the region of oscillation.
For the '0.46' equivalence ratio, the upper wall pressure distribution follows the shape and form of the experimental data quite well, though the point of initial pressure increase (i.e., the location of the leading edge of the shock train) is still too far downstream. It is certainly possible that the cause for the pressure 'bump' at the lower equivalence ratio, whatever it may be, may also be responsible for changing the location at which the actual shock train stabilized in the isolator at the high equivalence ratio. It can also be seen that the lower predicted combustor pressures has caused the extender normal shock to be positioned further upstream than what is experimentally measured. All of these effects -shock train position, combustor pressures, and extender normal shock position -are inherently tied to one another, and so if one of these draws closer to or further away from the experimental values, one can be sure that the others will follow the same trend.
VI. Conclusions and Future Work
In this work, hybrid LES / RANS simulations were performed on a configuration of the UVa supersonic combustion facility which included a long isolator and a constant-area section midway between the combustor and extender sections. Various refinements have been made to the numerical procedure to help increase solution accuracy by the inclusion of facility-dependent effects, such as inflow turbulence, inflow thermal nonuniformity, and inflow thermal nonequilibrium. In addition, the previous Jachimowski hydrogen oxidation mechanism used in earlier works has been replaced by a more recent model by Burke et al., which is valid at both low and high-pressure conditions and contains more accurate ignition kinetics. In all cases the computed flame structure is similar to that revealed using CARS and OH-PLIF diagnostics, and predicted velocity distributions also agree reasonably well with SPIV measurements. However, computed temperatures and turbulent fluctuations are consistently overpredicted by LES / RANS in the highly turbulent separated shear flow region just downstream of the injection point. Wall pressure measurements at a low dual-mode equivalence ratio are in very good agreement with experimental data; at a higher equivalence ratio at which the combustor unstarted and began operating in ram condition, the unstart behavior is duplicated in the simulations and a tentative prediction of the steady-state shock train position yields combustor wall pressures that are in fairly close agreement with experimental results. It is possible that continuing the present simulation will result in further shock train movement, additional combustor pressure changes, and perhaps better agreement with experimental data Future work for Configuration C will first involve continuing the present '0.46' simulation to determine whether the shock-train position reported in this study is a steady-state result or not. Additional simulations conducted at the '0.17' conditions will assess the effects of simple variations in the SGS mixing and combustion models, with a view toward understanding and possibly mitigating the tendency of the present model to predict excessively large mixing rates in the near field of the injector. American Institute of Aeronautics and Astronautics Comparison of numerically determined upper wall pressures vs. experimental data for both equivalence ratios.
