A new approach for inverting matrices arising after Raviart-Thomas mixed nite element discretization of second-order elliptic equations is studied. Two Monte Carlo algorithms are considered. The rst algorithm is based on a special techniques, which uses di erent relaxation parameters in the iterative procedure and improves the inverse matrix approximation column by column. The second algorithm derives a good error balancing for these special matrices row by row. All parameters determining the e ciency of the algorithms are controled automatically by a posteriori criteria based on some essential properties of the residual matrices. Numerical computations for rectangular nite elements are presented. The algorithms under consideration are well parallelized.
Introduction
Mixed nite element methods are used for solving elliptic end parabolic partial diferential equations when high acuracy are desired for both a function and its gradient.
We consider the following second-order Dirichlet problem:
?div( (x)rp) = f(x); in ; p = ?g; on @ ; (1) where is a subdomain of IR 2 or IR 3 and (x) is a diagonal matrix which elements satisfy the requirements (x) 0 > 0; i = 1; 2.
The mixed nite element approximation of the problem (1) with RaviartThomas elements leads to the following linear algebraic system: The matrix B is invertible, but it is not positive-de nite. Hence direct solution of this system is generally not feasible. There exist some iterative methods 8 (conjugate gradient method, penalty method, argumental Lagrangian method ets.) for solving the system (2) .
On the other hand the matrix M is symmetric and positive-de nite. Than it is posible to estimate M ?1 and obtain the system: KP = H, where K = N M ?1 N and H = N M ?1 G ? F. Thus, we reduce the n (n 1 + n 2 )-dimensional linear algebraic system to the n 2 -dimensional system, where n 2 < 1 3 n.
The inverse matrix problem has also separately signi cance in other mathematical problems. For example, the problem of approximate evaluation of the inverse matrices is appropriate for nding special preconditioning matrices used to accelerate the convergence of basic iterative methods 7 .
In this work Monte Carlo algorithms for evaluation of the inverse matrix A ?1 of a given (m m) matrix A are presented. It is well known 3 that Monte Carlo methods are able to evaluate only one component of the desired solution and they are preferable for solving large sparse matrix problems. In addition, these methods are inherently parallel and give possibility to improve the computational complexity of the corresponding algorithms.
There are some theoretical estimates of the computational complexity of several basic deterministic or stochastic algorithms for matrix inversion 5 . In the deterministic case the direct methods, such as the Gaussian In practice every Monte Carlo iterative algorithm uses nite number of iterations k, which is based on the condition that the di erence between the stochastic approximation of two successive approximations W is smaller than a given su ciently small parameter ". In this case there are two errorssystematic and stochastic, which depend on stop criterion " and average value n of number of realization of the Marcov chain, respectively. It is clear that balancing of systematic error r " and stochastic one r n i.e. r " = O(r n ) improves the desired results.
The Algorithm 3.1 is auxiliary and evaluates every component u i0 of the solution u of the linear algebraic system (3). Algorithm 3.1 is considered separately, since some of its steps are used in the next algorithms. :; E c m ) and leads to better approximation of the inverse matrixĈ column by column. The evaluation of di erent columns can be realized in parallel and independently. The basic idea of the above presented algorithm uses a deterministic approach, which is independent of its statistical nature. On the other hand, the Algorithm 3.3 essential requires the Monte Carlo approach and there is not deterministic analogy. The di erence between two algorithms is that, the Algorithm 3.3 cannot be applied in the traditional (non-stochastic) iterative methods. These methods allow to evaluate the columns of the inverse matrix in parallel, but they do not allow to obtain their elements independently of each other. One of the advantages of the Monte Carlo algorithms consists in possibilities to evaluate every element of the inverse matrix in an independent way. This property allows to apply di erent iteration approaches for nding the matrixĈ, using a priori information for the rows of the given matrix A (for example, some ratios between their elements). We call a given row A i well-conditioned, moderate-conditioned and illconditioned when the corresponding K i < 1; K i = 1 and K i > 1 respectively.
Our numerical tests show that, the Monte Carlo iterative algorithms have better convergergece when the row A i is well-conditioned, because the initial decrease of W is guaranteed. This fact permits to use di erent stop criteria " i (i = 1; : : :; m) for obtaining of the corresponding rowĈ i of the matrixĈ. In order to keep balancing of errors (both, systematic and stochastic), we also use appropriate di erent number of relization n i (i = 4 Discussion of the Numerical Results
As an example, we consider the following linear algebraic system, arising after application of the mixed nite element approximation of homogeneous Dirichlet problem (1), with rectangular Raviart-Thomas elements 8 :
where M i diag(A i1 ; A i2 ; : : :A is ) are bloc diagonal t t matrices, N i are t t 1 matrices (t 1 < t), u i 2 IR t and P; F 2 IR t1 , i = 1; 2. by N e = n 2 e elements. In this case t 1 = 4n 2 e ; dimA ij = 4n e + 2 and hence t = n e (4n e + 2). All the matrices in the system (7) are created automatic from the element marices.
Note that, the problem for nding M ?1 is reduced to calculation of A ?1 ij . In general, matrices A ?1 ij are not strictly diagonally dominant, but the their eigenvalues lie in the unit circle. For the sake of simplicity, we note A = A ij and m = 4n e + 2.
Numerical examples for n e = 4 i.e. t = 18 are presented. In this case in the sense of (6): K i = 1; i = 1; 2; 5; 6; 9;10;13;14;17;18 and K i = 3=7; i = Figure 1 .
The Table 1 presents the relative Frobenius norms of the matrices E c (Algorithm 3.2), obtained for various values of the parameter , with respect toĈ, in the case of " = 0:01. The results show the improvement which is derived when di erent columns of the inverce matrix are combined. The number of these columns are given in the Table 2 . The computational complexity and Frobenius norms of the matrices E r di99: submitted to World Scienti c on August 3, 1999 Comp. complexity Frobenius norm Re nement approach Table 3 . Proportions between the re nement and S i algorithms.
between re nement and four standard algorithms are compared. In this case the re nement approach uses the parameters n = 100; " = 0:05 and n = 300; " = 0:01 for well-conditioning and moderate-conditioning rows of A respectively and di eret n and " = 0:01 { for algorithms S i ; i = 1; 2; 3; 4. The results illustrate, that the re nement algorithm (Algorithm 3.3) improves the Frobenius norm and, on the other hand, dcreasing the computational complexity. Figure 1 compares the re nement whth S 1 algorithms row by row, which is the most essential property for verifying the character ofĈ. It is shown the balancing errors advantage of the results, obtained by the re nement approach.
Algorithm 3.3 gives better results, because it uses precisely the essential propeties of the given initial matrix A.
