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ABSTRACT We present a novel steered molecular dynamics scheme to induce the dissociation of large protein-protein com-
plexes. We apply this scheme to study the interaction of a T cell receptor (TCR) with a major histocompatibility complex (MHC)
presenting a peptide (p). Two TCR-pMHC complexes are considered, which only differ by the mutation of a single amino acid on
the peptide; one is a strong agonist that produces T cell activation in vivo, while the other is an antagonist. We investigate the
interaction mechanism from a large number of unbinding trajectories by analyzing van der Waals and electrostatic interactions
and by computing energy changes in proteins and solvent. In addition, dissociation potentials of mean force are calculated with
the Jarzynski identity, using an averaging method developed for our steering scheme. We analyze the convergence of the
Jarzynski exponential average, which is hampered by the large amount of dissipative work involved and the complexity of the
system. The resulting dissociation free energies largely underestimate experimental values, but the simulations are able to
clearly differentiate between wild-type and mutated TCR-pMHC and give insights into the dissociation mechanism.
INTRODUCTION
Recognition by the CD81 T cell receptor (TCR) of antigenic
peptides (p) presented by the major histocompatibility com-
plex (MHC) class I molecules is the key step leading to T cell
activation and, ultimately, target cell killing. The molecular
events taking place at the TCR-pMHC interface are, there-
fore, subject of active research (see review in (1)). This sys-
tem is of great interest for medical applications and, in
particular, for cancer immunotherapy. The activity of the T
cell in cytotoxic assays was shown (2,3) to depend on the
afﬁnity of the TCR for the pMHC complex. Furthermore,
TCR binding and unbinding kinetic constants also proved to
be key factors of cytotoxicity (4–7). In the prospect of opti-
mizing TCR sequences that can be genetically incorporated
into patient’s lymphocytes and confer tumor immunity (8,9),
there is a strong need for techniques to characterize quanti-
tatively the thermodynamic and kinetic behavior of any given
TCR in association with any peptide and any MHC. In ad-
dition to the computation of global properties, molecular
dynamics (MD) simulations allow us to dissect details of the
interaction at the atomic level, giving valuable insights into
the molecular basis of TCR recognition, and guiding peptide
or TCR rational design.
The TCR-pMHC studied here is the human A6 TCR,
speciﬁc for theHTLV-1 virus Tax nonapeptide (LLFGYPVYV)
bound to the HLA-A0201 MHC. The complex is shown in
Fig. 1 a, in the bound and unbound states. Recognition of
pMHC is mediated by the very speciﬁc complementarity
determining region (CDR) loops (10) of the TCR. The Tax
peptide is a strong agonist, i.e., it induces T cell activation at
very low concentrations. The recognition mechanism is ex-
tremely sensitive, since a single mutation on the Tax peptide
can turn it into a weak antagonist, which inhibits the T cell
function instead of triggering it.
The A6/Tax/HLA-A0201 system was chosen because it
has been extensively studied experimentally, together with
four peptide mutants. In addition to x-ray structures (11,12),
experimental data on T cell activation response, binding af-
ﬁnities, and kinetic constants are available for the Tax peptide
and the mutants (see below). In this work, we focus on the
Tax wild-type and the P6A mutant, in which the proline
residue in the sixth position is replaced by an alanine. This
mutation, shown in Fig. 1 b, induces minute changes in the
crystal structures of the complexes. No contact between the
mutated proline residue and the TCR is apparent in the x-ray
structure. The only signiﬁcant structural difference between
the TCR-pMHC structures with the wild-type or the P6A-
substituted Tax peptide is a packing defect consisting of an
enlarged cavity partially ﬁlled with a bound water molecule
(12). However, the mutation is able to change the peptide
from a strong agonist to an antagonist, as revealed by cyto-
toxicity assays (12).
The P6A mutation has also an effect on the TCR binding
thermodynamics. Equilibrium constants from sedimentation
equilibrium analytical ultracentrifugation (13) correspond to
free energy differences DG from bound to unbound TCR-
pMHC of 34.5 kJ mol1 for Tax and 22.6 kJ mol1 for P6A.
Early steady-state surface plasmon resonance (SPR) experi-
ments (12) yielded a similar value for the Tax complex,DG¼
34.7 kJ mol1. Two subsequent studies with the same
method (14,15) implied a lower DG of 32.5 kJ mol1. A later
experiment gave DG ¼ 32.18 kJ mol1 (16). A recent study
(17) using isothermal titration calorimetry showed the in-
ﬂuence of pH and buffer on the binding thermodynamics and
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yielded a DG of 39.2 kJ mol1 for the Tax complex (for the
same conditions as the SPR experiments). In addition, the
latter study evidenced the role of protonation in the binding
process, with 0.28 protons released to the buffer upon bind-
ing of A6 to Tax/HLA-A2 (at pH 7.4). Armstrong and Baker
(17) derived an intrinsicDG of 38.5 kJ mol1, independent of
protonation effects. We see that the experimental determi-
nation of DG still suffers some uncertainty, which probably
also projects on the experimental values available to char-
acterize the free energy barrier.
Binding and unbinding rate constants derived from kinetic
SPR experiments (12) on the Tax complex indicate a free
energy barrier with DGoff ¼ 79.5 kJ mol1 and DGon ¼ 44.5
kJ mol1, implying a DG of 35 kJ mol1, which is consistent
with the above DG values. These activation free energies
were calculated using simple transition state theory with no
transmission coefﬁcient, which gives reasonable agreement
with other measurements not based on rate constants. These
include a van ’t Hoff analysis of the temperature dependence
of DG values from SPR which led to DGoff ¼ 78.3 kJ mol1
and DGon ¼ 46.6 kJ mol1 (15) and an experiment based on
urea concentration variations, which gave DGoff ¼ 78.66 kJ
mol1 (16). The kinetic constants for the P6A complex could
not be measured, but it is suspected that the free energy
barrier is signiﬁcantly lower (12).
The typical half-life of a TCR-pMHC complex is on the
order of seconds (18,19), a timescale currently out of reach of
standardMD simulations. Indirect methods have been used to
compute relative free energy differences between bound
TCR-pMHC complexes with peptides mutants (20). These
methods take advantage of Hess’ law on the binding/mutation
thermodynamic cycle, and use thermodynamic integration to
calculate the mutation free energy in the bound and unbound
states. On the other hand, when the entire dissociation po-
tential of mean force (PMF) is wanted, various MD methods
are available to circumvent the timescale limitation. Standard
methods rely on series of equilibrium simulations restrained
or constrained at different ﬁxed positions along the reaction
coordinate. A recent class of methods rely on nonequilibrium
dynamics, where the motion along the reaction coordinate is
progressively driven by an external potential. These methods
include the early targeted MD (21) and steered molecular
dynamics (SMD) (22–24), which we use in this study.
We now brieﬂy review the general framework of SMD.
Our goal is to study the transition from state A (bound) to state
B (unbound) along a reaction coordinate j (e.g., distance
between proteins), with a free energy barrier of several times
kBT. The probability of observing a spontaneous barrier-
crossing event within a reasonable simulation time is ex-
tremely low. To overcome this, a time-dependent external
potential energy function u is applied to the physical system to
drive the reaction fromA to B. The physical system, described
by the HamiltonianH0(q,p), is called the intrinsic system. The
perturbed system, called the extended or composite system
(23,25), is described by the extended Hamiltonian
Hðr; p; j0ðtÞÞ ¼ H0ðr; pÞ1 uðr; j0ðtÞÞ: (1)
Here, j0(t) is a pure function of time used to drive the
simulation such that the system is restrained in state A at time
0, and in state B at time t. We denote u(r, t) ¼ u(r, j0(t)). If
the reaction coordinate j(r) is a function of atom positions,
u(j(r), t) is called a steering function. The steering function is
generally chosen harmonic and centered on a given reference
reaction coordinate j0(t),
FIGURE 1 (a) Structure of the TCR-pMHC system studied here (A6/Tax/
HLA-A0201). (Left panel) Bound state at the beginning of the simulation.
(Right panel) Unbound state at the end of an individual pulling trajectory.
The Va and Vb chains of the TCR are represented in yellow and orange. The
a-chain of the MHC is in dark blue and the b2-microglobulin domain of the
MHC is in light blue. The Tax peptide is shown in stick representation.
The lines represent the periodic simulation box and water molecules are
omitted for clarity. The entire system comprises 84,238 atoms. (b) Com-
parison of the TCR-pMHC interface in crystal structures of the Tax complex
or the P6A complex. All color codes are similar to panel a and the P6A
peptide is drawn in pink. The red arrow shows the position of the mutation. The
a-chains of the MHC were superimposed and, as the structures are almost
indistinguishable, only the MHC of the tax complex is shown. The slightly
different structure of the TCR in the P6A complex is shown with transparent
material of same color as in the Tax complex.
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uðr; tÞ ¼ k
2
ðjðrÞ  j0ðtÞÞ2: (2)
Other forms of steering function are possible, as will be
described later. The reference reaction coordinate j0(t) is
changed typically with a constant velocity, j0(t) ¼ jA 1 vjt.
The harmonic constant k and the steering velocity vj are
parameters of the simulation. As j0(t) is varied, dissipative
work is performed on the system, and a thermostat is used to
couple the system to a heat bath which absorbs the excess
heat.
SMD has been applied to a variety of biological systems in
the last decade (26,27). First, ligand unbinding from a re-
ceptor was studied (22), followed by protein unfolding (28),
as well as protein-protein interaction (29). Most of the early
SMD studies were meant to reproduce atomic force micro-
scope (AFM) experiments and were aimed at characterizing
dissociation mechanisms or calculating rupture forces.
Recent advances in statistical mechanics, however, opened
the possibility of recovering equilibrium free energy differ-
ences from SMD simulations. In such a nonequilibrium
process, the external work done on the system from time 0 to
t is deﬁned as
WðtÞ ¼
Z t
0
dt
@H
@t
ðr; p; j0ðtÞÞ ¼
Z t
0
dt
@u
@t
ðr; tÞ: (3)
Here, W(t) represents the work accumulated by the compos-
ite system (as opposed to the work transferred from the
perturbation potential to the intrinsic system (25)). In a
nonequilibrium process, the work W(t) is dependent on the
path of the induced state transition, and thus on the initial
condition at time 0. The second law of thermodynamics states
that the average work recorded over many realizations of the
process cannot be smaller than the difference of free energies
between the initial and the ﬁnal states, DG # ÆWæ. Equality
holds only if the process is quasistatic or reversible, in which
case the work is independent of the path. A more general
result, the Jarzynski identity (JI) (30), holds regardless of the
speed of the process
e
bDG ¼ ÆebWæ0; (4)
where b ¼ 1/kBT. The average Æ.æ0 is taken over different
trajectories with independent canonically distributed initial
conditions. A strong requirement is to have a sufﬁciently
large collection of trajectories to allow an accurate estimation
of the exponential average in Eq. 4. This is a major concern
for practical applications, as shown in several studies (31–34)
assessing the practical efﬁciency of the method.
The JI was ﬁrst reported (30) in 1997, and proved to apply
to a variety of Hamiltonian and non-Hamiltonian dynamics
(35), Markov-chain dynamics (36), or Langevin evolution
(25). The relation with the transient ﬂuctuation theorem (37)
was elucidated by Crooks (36) for stochastic systems and
Jarzynksi (38) and Evans (39) for deterministic systems. An
alternative derivation of Eq. 4 using path integrals and the
Feynman-Kac theorem was proposed by Hummer and Szabo
(23). Park and Schulten (24) also demonstrated explicitly that
the relation holds for the Gibbs free energy in an isothermal-
isobaric ensemble. Recently the JI was derived (40–42)
directly from the speciﬁc equations of motion used in ther-
mostated and barostated MD. Liphardt et al. (43) showed the
relevance of the JI to experimental data from forced un-
folding of single RNA strands. The JI was applied as well to
SMD simulations of systems such as transport through
membrane channels (44), peptide unfolding (45,46), and
ligand binding (47).
In the next section, Methods, we introduce the individual
pulling scheme to properly actuate the dissociation of a large
protein complex such as TCR-pMHC. We then present an
appropriate postprocessing method to exploit the work re-
corded in individual pulling simulations with the JI to esti-
mate the PMF of unbinding. A detailed description of the
simulations performed concludes the section.
In Results and Discussion, simulation results for both the
Tax peptide and the P6A mutant are discussed. We report
576 explicit solvent dedocking trajectories of 4 ns each,
which represent a total of ;2.3 ms of simulation time, not
including equilibration runs and preliminary trials. The large
number of trajectories at hand provides enough statistics to
extract relevant behavior of energetic observables of the
system. On the one hand, the usually large ﬂuctuations can be
averaged out. On the other hand, the results are independent
of the particularities related to an initial given condition, and
thus become reliable in the statistical mechanical sense.
Thanks to this approach, the interactions between TCR and
pMHC along the reaction coordinate can be analyzed in terms
of van der Waals and electrostatic energies. Exploiting the
same averaging capabilities, global energy changes upon
dissociation are monitored, including solvent-protein and
solvent-solvent contributions. Taken together, these results
obtained from a very largeMD data set give new insights into
the molecular recognition mechanisms that govern the TCR-
pMHC association. Global energy components are presented
here while single residue contributions together with hydro-
gen bonding and hydrophobic contact patterns will be dis-
cussed elsewhere (M. A. Cuendet, V. Zoete, and O.
Michielin, in preparation).
We ﬁnally present the PMF results with an investigation of
the convergence difﬁculties encountered with the Jarzynski
method. The example of the TCR-pMHC complex provides a
useful landmark for the general characterization of the ap-
plicability domain of the Jarzynski method.
METHODS
Individual pulling
Special care has to be taken in the choice of the form of the steering function,
Eq. 2, and the choice of atoms to which it applies. Pulling of molecules is
usually done by applying a force on one single atom (26,27,29) to mimic an
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AFMexperiment, in which case j is the distance between the pulled atom and
a ﬁxed atom. Another way is to deﬁne j as the distance between the center of
mass (CM) of a protein and the CM of a ligand, which amounts to applying
uniformly to each atom in the molecules a force proportional to its mass.
For big proteins with a rather loose structure and bound by a strong in-
teraction, such as the TCR-pMHC complex, these approaches are not ap-
propriate. On such a system, a single point force or a mass weighted uniform
force can induce stretching of the proteins with tertiary structure distortions
and partial unfolding before unbinding occurs, as illustrated in Fig. 2 a. Such
large conformational changes are likely to be only artifacts of fast pulling,
because the timescales required for a partial protein unfolding during free
unbinding are not consistent with experimental dissociation rates. Moreover,
in the case of the TCR-pMHC system, the structures of both MHC and TCR
in solution are known to be similar to those in the bound state (18), except for
the CDR regions and the peptide.
Additional problems arise during standard steered unbinding if the in-
teraction between the proteins is spread over a large surface perpendicular to
the pulling direction. If, during the pulling, one side of the interface unbinds
while the other side remains bound, a force moment appears with respect to
the CM. This results in a rotation of the proteins, which roll on each other
instead of separating (see Fig. 2 b). These hinge opening or rolling types of
pathways are considered unlikely for the TCR-pMHC system for three rea-
sons. First, there is evidence that the TCR-pMHC interaction actually hap-
pens between closely packed multimers in vivo (49). Second, both TCR and
MHC parts are attached to two parallel membranes, which prevent large
rotatory movements. Third, our preliminary studies showed that unbinding
with rolling requires a lot more external work than straight unbinding, which
makes the trajectories with rolling much less likely in a Boltzmann sense.
To avoid the stretching and rolling artifacts, we introduce a new scheme to
actuate the dissociation, which we call individual pulling. The individual
pulling scheme, schematized in Fig. 2 c, proceeds as follows: in an average
structure of the bound complex, the reference position of an atom is deter-
mined with respect to the CM of its respective unit (TCR or pMHC). A
harmonic potential energy term centered on this reference position is then
applied to the z coordinate of the atom, while lateral movements remain
completely free. This amounts to a restraint on the root mean-square devi-
ation (RMSD) along z in each unit. To achieve pulling, the reference posi-
tions of all restrained atoms are shifted uniformly along the z axis, each unit
in opposite direction. During this process, the reference structures remain
unchanged in each part, while the CM distance is increased. This scheme
prevents big artifactual changes in the tertiary structure of each unit by
distributing the pulling forces where reaction forces are strongest. In addi-
tion, this keeps the system well aligned during the unbinding, which is useful
in an elongated simulation box.
Using individual pulling amounts to making a strong assumption on the
reaction pathway. As we argued above, these assumptions are justiﬁed for the
TCR-pMHC system. In addition, attention has to be paid not to restrain mo-
tions that are essential for protein function. In this study, only backbone andCa
atoms are subjected to a steering function, while side chains are left unre-
strained. Unlikemost of the TCR andMHC structure, the peptide and the CDR
loops are known to be very ﬂexible (50), and are therefore left completely
unrestrained in our simulations. See the Simulation Setup section for details.
We now formally deﬁne the individual pulling scheme (see Fig. 2 c). Let
the instantaneous reaction coordinate j(r) be the actual distance along z
between the CMs of the two units, located at z1CM and z
2
CM at time t,
jðrÞ ¼ jz2CM  z1CMj: (5)
The corresponding driving parameter j0 sets the reference distance between
two hypothetical positions of the CMs, z1CM and z
2
CM;
j0 ¼ jz2CM  z1CMj: (6)
For each unit j¼ 1, 2, the reference structure determined before the pulling is
expressed as a set of internal coordinates fzjigNi¼1. Each zji denotes the
reference distance (along the z axis) of atom i to the reference position zjCM of
the CM of unit j. The fzjig are constant during the entire pulling experiment,
and deﬁne the reference position zi of atom i,
zi ¼ z jCM1 zji: (7)
The individual restraint of atom i is then deﬁned as
uiðzi; tÞ ¼ ki
2
ðzi  ziðtÞÞ2: (8)
The individual force constant ki is deﬁned such that two requirements are
met. First, the sum of all individual forces fi ¼ kiðzi  ziÞ in each unit
satisﬁes the action-reaction principle along the z axis,
+
i2unit1
fi ¼  +
i2unit2
fi: (9)
Second, we want that the total CM perturbation energy in each unit resulting
from all individual restraints is equivalent to a standard steering potential
energy,
uCMðjðrÞ; j0Þ ¼
kCM
2
ðjðrÞ  j0Þ2; (10)
where kCM is the equivalent harmonic constant driving the reaction coordi-
nate. In this way, the individual pulling scheme can easily be compared to
standard SMD acting on the CM. These two requirements are uniquely met
by setting
k
j
i ¼
mi
Mj
kCM; (11)
withMj the mass of unit j. With this choice of k
j
i ; the sum of the internal forces
vanishes in each unit.
During the simulation, j0(t) and the system’s instantaneous reaction co-
ordinate j(r) set the overall steering force fCM. For a given fCM, which de-
pends only on distances, we have to determine the individual forces fi in
terms of the absolute atomic coordinates zi. In other words, we have to set
the absolute reference positions z1;2CM at a given time step, given j0 and j(r).
The z1;2CM are determined by attributing a half of (j(r) – j0) to each unit.
From these z1;2CM; all the zi are given by Eq. 7, and the forces on individual
atoms can be computed. In the end, we have
FIGURE 2 Scenarios for steered unbinding of two proteins: (a) Protein
stretching or unfolding. (b) Rolling type of unbinding. (c) The individual
pulling scheme. Black dots represent selected atoms in the protein, and the
small parabolas represent the individual steering potential energy functions.
See text for deﬁnitions of symbols.
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uðr; j0Þ ¼ +
N
i¼1
uiðzi; j0Þ; (12)
WðtÞ ¼ +
N
i¼1
WiðtÞ; (13)
with Wi(t) the accumulated work performed by the individual restraint
ui(zi, t), deﬁned similarly to Eq. 3. Upon conformational changes, the internal
potential energy uint(r, j0) is accumulated in the individual restraint energy
terms of each unit. The individual restraints have been constructed in such a
way that
uintðr; j0Þ ¼ uðr; j0Þ  uCMðjðrÞ; j0Þ: (14)
Obtaining a PMF from steered dynamics with the
Jarzynski method
Considering a reaction from state A to state B, we are interested not only in
the free energy difference between those two states, but also in the free en-
ergy proﬁle of the transition. In the canonical ensemble, the potential of mean
force (PMF)DG(J) is the Helmholtz free energy proﬁle corresponding to the
integrated state density Ær(J)æ along the reaction coordinate J (51),
ÆrðJÞæ ¼ ebDGðJÞ
¼
Z
drdp d½jðrÞ JebH0ðr;pÞ: (15)
Note that the deﬁnition of Ær(J)æ is formally correct up to a normalizing
multiplicative constant of dimension length, which is usually omitted. The
PMF of interest, Eq. 15, is a property of the intrinsic system. On the other
hand, applying the JI, Eq. 4, directly to SMD provides the free energy change
GC(J) – GC0 of the composite system,
e
bðGCðJÞGC0 Þ ¼ ÆebWðtÞæ0 : (16)
Here,W(t) is the work done on the composite system, as deﬁned in Eq. 3. The
average Ææ0 is taken over the ensemble of trajectories with initial states (r0,
p0) sampled from the canonical ensemble corresponding to the composite
Hamiltonian HjA ðr; pÞ. To obtain the PMF for the intrinsic system, we have
to ﬁnd efﬁcient ways to perform three operations:
1. Reduce from the composite to the intrinsic system (unbias).
2. Average over all j(r) visited during the evolution of a given trajectory
to ﬁnd DG as a function of J.
3. Estimate the exponential average ÆebWæ0 over all trajectories.
Hummer and Szabo (23) showed that
e
bðGðJÞGC0 Þ ¼ Æd½jðrÞ JebðWðtÞuðr;j0ÞÞæ0: (17)
This corresponds to points 1 and 2 above. The weighted histogram averaging
method (WHAM) (52,53) is an efﬁcient way to estimate the average Eq. 17
from SMD time series (23,54,55). However, the direct use of Eq. 17 is
problematic when the free energy barrier is high. Indeed, the exponential
average ÆebWæ0 is dominated by small work values that correspond to rare
events (56). Let P(W) be the probability distribution of the work, which can
typically be approximated by a Gaussian with a standard deviation s. Then
P(W)ebW has a normal distribution of same width, but with its peak shifted
by bs2 toward smaller values of W (24). Most work values are sampled
around the peak of P(W). If s is large, the region around the peak of
P(W)ebW is not properly sampled, which results in a bias in the estimation
of the exponential average. In practice, the estimator Eq. 17 can be used only
when the work ﬂuctuation s is not much larger than kBT. Several methods
have been proposed to overcome this problem, such as the cumulant
expansion method (24,30,57), block averaging (58), weighted sampling of
the work values (59), or a combination of the JI with transition path sampling
(60).
In this study we introduce a hybrid averaging scheme. We ﬁrst perform
operations 1 and 2 on separate trajectories, using a modiﬁed WHAM that
takes the internal bias potential energy, Eq. 14, into account. This gives for
each trajectory a corrected work proﬁleW iðJÞ corresponding to the intrinsic
system. In a second step, the average ÆebWðJÞæ0 is estimated using the cu-
mulant expansion method, which provides an unbiased statistical estimate of
the exponential average. In the two next paragraphs, we give a detailed de-
scription of the modiﬁed WHAM and the cumulant expansion methods.
A modiﬁed weighted histogram method for
individual pulling
An MD simulation with the extended Hamiltonian H0(r, p) 1 u(r, j0) pro-
vides, at position J on the reaction coordinate, a state distribution function
rbiasedj0 ðJÞwhich is biased. The corresponding unbiased distribution function
rj0 ðJÞ for the intrinsic system can be obtained (operations 1 and 2 above) by
applying the transformation (51)
rj0ðJÞ ¼
Z
drdp d½jðrÞ Je1buðr;j0Þ
3 rbiasedj0 ðJÞe
1bGj0 e
bHðr;p;j0Þ:
Here, the undetermined constant Gj0 ; deﬁned by
e
bGj0 ¼ Æebuðr;j0Þæ; (18)
represents the free energy associated with the introduction of the biasing
potential function. Decomposing the steering potential energy function
according to Eq. 14 and taking terms independent of r and p out of the
integral yields
rj0ðJÞ ¼ e
1buCMðJ;j0Þrbiasedj0 ðJÞe
1bGj0
3
Z
drdp d½jðrÞ Je1buintðr;j0ÞebHðr;p;j0Þ: (19)
Assuming that, in one given trajectory, important internal conformational
changes happen on relatively long timescales, and that the ﬂuctuations of
uint(r, j0) are fast with respect to the CMmotion, the internal potential energy
function uint(r, j0), which depends on all atomic coordinates r, can be
replaced by an averaged form u˜intðJ; j0Þ; which is a function of the reaction
coordinate only. Technically, u˜intðJ; j0Þ is deﬁned such that
e
1bu˜intðJ;j0Þ ¼
Z
drdp d jðrÞ J½ e1buintðr;j0ÞebHðr;p;j0Þ: (20)
In practice, the value of u˜intðJ; j0Þ is empirically determined as the average
of uint(r, j0) in a bin of j(r) centered at J. Using this, the unbiased
distribution function can be written as
rj0ðJÞ ¼ e
1buCMðJ;j0Þe1bu˜intðJ;j0Þrbiasedj0 ðJÞe
1bGj0 : (21)
In WHAM (52), the total PMF at J is determined as the sum of all unbiased
PMFs obtained with different reference points j0, weighted according to the
distance between J and j0 (61), and the number nj0 of sample points in
window j0,
ÆrðJÞæ ¼ +
j0
rj0ðJÞ
nj0e
b uwðJ;j0ÞGj0ð Þ
+
j90
nj90e
b uwðJ;j90ÞGj90ð Þ: (22)
The weight in this average is a Boltzmann term corresponding to an energy
function uw(J, j0), which in usual WHAM is harmonic, with the same
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harmonic constant as the biasing function, Eq. 2. In the case of individual
restraints, at least two choices arise for uw. The most immediate is uw ¼
uCM1u˜int; which means that the weighting is done with the same function as
the steering. The other choice is to take only the CM distance part for the
weighting, uw ¼ uCM, which omits the noisy internal potential energy. In
practice, this second choice turns out not to converge properly, so we focus
on the ﬁrst. Combining Eqs. 21 and 22 yields
ÆrðJÞæ ¼ +j0nj0r
biased
j0
ðJÞ
+
j0
nj0e
bðuCMðJ;j0Þ1 u˜intðJ;j0ÞGj0 Þ
; (23)
e
bGj0 ¼
Z
dJe
bðuCMðJ;j0Þ1 u˜intðJ;j0ÞÞÆrðJÞæ: (24)
This constitutes the speciﬁc WHAM system of equations for individual
restraints with ﬁxed reference points j0. In this case, an initial guess forGj0 is
provided by estimating offsets which make the PMFs of neighboring j0
overlap approximately, and Eqs. 23 and 24 are solved iteratively. This
method could be used for umbrella sampling (62) with individual restraints.
In the case of SMD, the picture is slightly different, since j0 sweeps the
whole range of the reaction coordinate during one trajectory, instead of being
ﬁxed. Accordingly, j(r) coming from a single trajectory is also distributed
over the whole range. Histograms are collected in bins located at ﬁxedJ, and
data coming from different trajectories are summed up indifferently. Ac-
cording to the JI, we deﬁne
r
biased
j0
ðJÞ ¼ Æd½jðrÞ Je
bWðj0Þæ0
ÆebWðj0Þæ0
; (25)
and the initial guess for the offset of window j0 is e
bGj0 ¼ ÆebWðj0Þæ0. In
addition, the number of points nj0 in a window is considered approximately
constant, and is taken out of the weighting term. Inserting these modiﬁcations
in Eq. 23 yields an expression similar to the adaptedWHAMof Hummer and
Szabo (23,55) with the addition of the u˜intðJ; j0Þ term. This expression can
be used directly to ﬁnd DG(J) from simulations in which the dissipative part
of the steering work is small and the direct estimation of the exponential
average is possible.
In the present case, we leave the intertrajectory averaging (i.e., operation
3) for the next step, namely the cumulant expansion method (see below). We
nonetheless use the modiﬁed WHAM on each trajectory i separately to ﬁnd
unbiased and smoothed work proﬁles W iðJÞ (i.e., operations 1 and 2). The
corresponding WHAM equations are
W iðJÞ ¼ 1
b
ln
+
j0
Æd½jðrÞ JebWiðj0Þæ0 e1bGj0
+
j0
e
b

uCMðJ;j0Þ1 u˜intðJ;j0Þ

e
1bGj0
(26)
ebGj0 ¼
Z
dJeb

uCMðJ;j0Þ1u˜intðJ;j0Þ

ebWiðJÞ (27)
The evaluation of the numerator in the above equation consists in building a
histogram of ebWiðj0Þ with bins of width DJ centered at positions J. In the
single trajectory case, the initial guess ebGj0 ¼ ebWðj0Þ allows a simpliﬁ-
cation in the numerator for the ﬁrst iteration of the WHAM method,
W iðJÞ ¼ 1
b
ln
+
j0
QJ jðrÞ½ 
+
j0
e
b

uCMðJ;j0Þ1 u˜intðJ;j0Þ

e
1bWiðj0Þ
: (28)
The indicator function QJ is one if j(r) is in the interval [j – DJ, j 1 DJ],
and zero otherwise.
The cumulant expansion method
To bypass the direct estimation of an intertrajectory exponential average
(operation 3), the cumulant expansion method is often used (24,30,45,63).
The idea is to expand the logarithm of the exponential average in terms of
cumulants,
DGðJÞ ¼ 1
b
lnÆebWðJÞæ0 ¼ +
N
i¼1
Ci
ðbÞi
i!
: (29)
The ﬁrst cumulant is C1 ¼ ÆWæ; where Ææ is the arithmetic average of the
smoothed and unbiased work values obtained from the various trajectories at
a given reaction coordinateJ. The second cumulant is C2 ¼ s2W; the sample
variance of the obtained work values. Thus, the second-order expansion
reads
DGðJÞ ¼ ÆWðJÞæ b
2
s
2
WðJÞ: (30)
Marcinkiewicz’s theorem (64) states that if and only if the work distribution
is Gaussian, all but the ﬁrst two cumulants in the expansion vanish. In all
other cases, there are an inﬁnite number of nonvanishing cumulants. This
property is of relevance here, because higher moments are difﬁcult to
estimate from limited samples. The second-order expansion provides an
accurate estimation if the work distribution is close to Gaussian, which is
supported by a couple of arguments. First, in near-equilibrium regimes the
work distribution approaches a Gaussian. In this perspective (57), the JI
reduces to predating near-equilibrium results (65) similar to Eq. 30, which
are valid in the linear response regime, and are related to the ﬂuctuation-
dissipation theorem. Second, the Gaussian character of the work distribution,
even far from equilibrium, is favored by the choice of a stiff steering function
(24).
Assume that we have n work values drawn from a Gaussian distribution.
Both estimators of ÆWæ and s2
W
(when normalized with n – 1) are statistically
unbiased. The expected statistical error on DG can be estimated, assuming
that the statistical errors on the mean and variance are uncorrelated (63):
varðDGðJÞÞ ¼ s
2
W
n
1
b
2
2
s
4
W
ðn 1Þ: (31)
When using the truncated cumulant expansion, Eq. 30, two kinds of error are
involved: the error due to neglecting higher order terms, and the error due to
the estimation of each terms with ﬁnite sampling. Calculating the exponential
average in Eq. 17 directly yields no truncation error, but the sampling error
can become prohibitive when s2
W
is large. On the contrary, ÆWæ and s2
W
are
easier to estimate from a ﬁnite data set because they are unbiased statistical
estimators, but higher-order terms of the cumulant expansion are truncated.
Simulation setup
The wild-type A6/Tax/HLA-A0201 x-ray structure (11) was taken from the
1ao7 entry of the Protein Data Bank, and the P6A mutant structure (12) from
the 1qrn entry. To reduce the system size, only the Va and Vb domains of the
TCR are included in the simulation. This is justiﬁed by experimental evi-
dence (66) that theVa andVb domains alone (expressed as a single chain sFv)
keep the same structure and MHC reactivity as the full TCR molecule. The
resulting model includes a total of 605 residues. The proteins are modeled
with the GROMOS 43A1 force ﬁeld (67) and solvated in constrained (68)
SPC water (69). Explicit water molecules are necessary for an accurate de-
scription of buried surface solvation upon unbinding, including water bridges
and entropic effects due to the liberation of trapped water molecules. Indeed,
a number of bound water molecules have been resolved at the TCR-pMHC
interface (11,12). In addition, a detailed MD study evidenced (70) the im-
portant role of some water molecules at the TCR-pMHC interface. All water
molecules resolved in the crystal structures are kept in their original initial
position as the protein is inserted in preequilibrated water. Nine Na1 coun-
terions are added to balance the net charge of the system. The simulation box
is chosen such that the CMs of the MHC and the TCR are aligned along the z
axis. A weak restraint of 100 kJ mol1nm2 in the (x, y) plane is applied to
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the CMs of theMHC and the TCR to keep them aligned along the z axis. This
auxiliary restraint is perpendicular to the reaction coordinate and thus never
accumulates work and does not interfere with the free energy measurement.
The protein is surrounded by at least 1.2 nm of water on each of the x and y
sides of the box. An additional 1.6 nm is left in the z direction, to allow space
for the dissociation. This results in 25,990 water molecules in a 7.63 8.13
14.4 nm box. Long-range electrostatic interactions are treated with particle
mesh Ewald summation (71). A twin-range cutoff scheme is used for the
Lennard-Jones (LJ) interactions in which interactions are calculated every
step up to a cutoff distance of 0.8 nm and every ﬁve steps up to 1.4 nm. All
covalent bonds involving hydrogens are constrained at their ideal lengths
using SETTLE (72), a version of the SHAKE (73) algorithm. Proteins and
solvent are coupled to two separate Nose´-Hoover (74) thermostats with time
constant 0.1 ps. The pressure is controlled by a Parrinello-Rahman (75,76)
barostat, with time constant 0.5 ps. This combination of thermostat and
barostat should preserve the correct NPT ensemble.
The system is prepared as follows. Random velocities are ﬁrst assigned
according to aMaxwell distribution at 100 K. Then the system is heated up to
300 K in 100 ps at constant volume, and with atoms of the backbone and side
chains up to the Cb carbon restrained to the crystal positions with harmonic
potentials of 1000 kJ mol1 nm2. A stable RMSD of ;0.20 nm on back-
bone atoms is observed with respect to the crystal structure after 800 ps of
equilibration.
A standard Jarzynski simulation requires a long preliminary reference
simulation at equilibrium in the initial state. Decorrelated conﬁgurations with
velocities are then chosen from this equilibrium trajectory as starting points
for the pulling runs. We call this protocol S for sequential. When a computer
grid is used, calculating the reference trajectory is very inefﬁcient. Instead,
the following protocol R (for random) can be used. Different replicas are
started on independent processors before the heating-up phase described
above, by assigning different initial random velocities to each of them. After
a temperature of 300 K is reached, 700 ps of equilibration are performed on
each replica. Protocol R has two advantages over the standard protocol S,
besides the practical aspect related to grid computing. First, the structure at
the end of each short equilibration cannot have deviated much from the
crystal structure, as could happen after one extremely long trajectory, due to
MD inaccuracies. Second, the diversity of structures obtained at the end of
the independent equilibrations is much bigger than the diversity of a sample
of consecutive frames of one long equilibration (77). This is likely to provide
a better convergence of the average in Eq. 4.
In protocol R, the last 200 ps of each equilibration run are used to compute
the average CM distance jA, as well as the average internal coordinates
fzjigNi¼1. This average structural information is speciﬁc to each trajectory, and
is used as initial distance and reference structure for the individual restraints,
Eq. 8. Next, the individual restraints are applied on the atoms speciﬁed above
with a resulting harmonic constant of kCM ¼ 2 3 104 kJ mol1nm2. This
kCM is chosen stiff enough to have a good spatial resolution in the free energy
proﬁle and to keep the work distribution Gaussian (24), while not damping
the thermal behavior of the system. The corresponding harmonic constant ki,
Eq. 11, on one carbon atom is 69 kJ mol1 nm2, which allows for a typical
displacement of 0.27 nm at kBT. This shows that in addition to being totally
free in the (x, y) plane, local parts of the protein backbone are allowed to relax
in the z direction as well, despite the structural restraints. The composite
system is then further equilibrated during 300 ps with j0 ﬁxed at jA. Finally,
the pulling itself is started. A pulling speed of v¼ 53 104 nm/ps is chosen
as a tradeoff between staying as close to equilibrium as possible and keeping
the computing time within manageable limits. With these settings, 2 nm are
covered in 4 ns of simulation. One steering trajectory including equilibration
as described above requires;6 weeks of calculation on a 1.3 GHz Itanium2
processor. The simulation protocol for the P6A mutant is exactly the same.
The two main data sets exploited in this study are composed of 152 tra-
jectories of the TCR-Tax-MHC complex, and 162 trajectories of the P6A
complex. These trajectories were generated with the R protocol described
above using the GROMACS 3.3.1 MD package (78–80), modiﬁed for in-
dividual atom pulling. The precise number of trajectories generated de-
pended on the computer resources at hand. Additional data sets from
preliminary or subsequent control simulations of the TCR-Tax-MHC com-
plex are used as well to assess the free energy results. These additional data
sets differ by the GROMACS (gmx) version, the protocol (S of R, see above),
and the number of trajectories. We designate these conditions with a con-
densed notation such that the aforementioned main data set for Tax corre-
sponds to (gmx 3.3.1 -R - 152 traj). The other sets are (gmx 3.1.4 - S - 68 traj),
(gmx 3.1.4 - S - 133 traj), and (gmx 3.3.1 - S - 129 traj). Note that simulations
with the older GROMACS 3.1.4 are considered less reliable, in particular
because of an inaccurate implementation of the temperature and pressure
feedback in the context of the leap-frog integration scheme (see (81)). This
issue was corrected in gmx 3.3.1.
RESULTS AND DISCUSSION
Steered molecular dynamics
Fig. 3 shows the evolution of the steering potential energy
along the reaction coordinate. Two contributions are shown.
First, uCM(j(r), j0) directly reﬂects the resistance of the
system to the dissociation force. It increases sharply to a
maximum at ;0.2 nm distance at which most contacts have
to be broken. Then uCM(j(r), j0) decreases again, to reach
zero approximately at a distance of 1.0 nm, at which all in-
teractions have faded (see Fig. 5). The Tax peptide induces a
higher steering potential energy than the P6A mutant, indi-
cating that the TCR dissociation energy barrier is higher
(with this steering velocity). The second contribution to the
steering potential energy is uint(r, j0), which is related to the
internal rearrangement of each part. We ﬁrst observe a sharp
increase due to the fact that atoms far from the TCR-pMHC
interface are free to follow the steering restraint and atoms
close to the interface are held back. This increase may also be
caused by a propensity of the TCR and the pMHC to rotate
with respect to each other (see Fig. 2 b), which is prevented
by the individual restraints. Beyond 1.0 nm, uint(r, j0) con-
tinues to increase, due to slow internal rearrangement. Be-
cause no strong external force acts on the proteins at this
point in the process, this shows that the system is able to
rearrange by itself despite the individual restraints.
The work proﬁles obtained with protocol R for 152 pulling
trajectories of the TCR-Tax-MHC complex are shown in Fig.
4. For each trajectory i independently, proﬁles of W i have
been obtained by smoothing and unbiasing the raw work data
with the iterative modiﬁedWHAM, Eq. 26.We notice that, in
this case, subsequent WHAM iterations change only mar-
ginally the proﬁle given by the initial guess, Eq. 28 (data not
shown). In the ﬁrst 0.4 nm of displacement, the resulting
work curves undergo a steep increase, as most hydrogen
bonds and van der Waals contacts are broken. At j ¼ 1 nm
and further, when all interactions have vanished, a plateau
value is reached. The average skewness (describing the
asymmetry of the distribution), and kurtosis (describing the
weight of the tails) observed between j¼ 1 nm and j¼ 2 nm
are 0.026 and 3.023, respectively (0 and 3 correspond to a
Gaussian distribution). At all distances, the work distribution
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is consistent with a Gaussian distribution according to a 5%
Kolmogorov-Smirnov test (data not shown). Indeed, the
Gaussian character of the work distribution even far from
equilibrium is favored by the choice of a stiff steering po-
tential energy function (24).
We investigated whether the ﬁnal work necessary to de-
dock the complex in each trajectory could be correlated to
some spatial or energetic observable of the system at the
beginning or at the end of the process. A spatial analysis of
the dedocking pathways of the TCR with respect to the
pMHC was carried out (not shown). No spatial grouping of
trajectories with low work values could be identiﬁed, which
would constitute a funnel along which the TCR would
preferably dedock. Furthermore, no correlation appears be-
tween the ﬁnal work and either of the initial or ﬁnal x, y, or z
relative CM positions of the TCR and pMHC, or their relative
orientation in the (x, y) plane.
Fig. 5 a shows the LJ interaction energy between the TCR
and the pMHC, as a function of the reaction coordinate. The
protein coordinates were extracted from conﬁgurations taken
at 200 ps time intervals from each steered trajectory, which
corresponds to 0.1 nm intervals of j0. For each of these
conﬁgurations, the LJ interaction energy between TCR and
pMHC was calculated, including the separate contributions
of the Tax peptide and the MHC itself. For all conﬁgurations
at a given time point, these LJ energies were then averaged
over all trajectories. We see that beyond 1.0 nm CM distance
all van der Waals contacts are broken. The inset shows the
correlation that exists between the LJ energy integrated along
the trajectories and the ﬁnal work. This indicates that the van
der Waals and steric interactions play a determining role in
the dedocking mechanism. The P6A complex has a similar
FIGURE 3 Contributions to the steering potential energy u(r, j) along the
reaction coordinate j, for the Tax and the P6A complexes. The two upper
lines show the part uCM(j(r), j) from Eq. 10, which depends on the CM
distance. The two lower lines show uint(r, j) from Eq. 14, which corresponds
to internal rearrangements in the TCR and pMHC.
FIGURE 4 Collection of 152 work proﬁles along the reaction coordinate,
smoothed and unbiased using Eq. 26. The right panel shows an histogram of
this distribution (taken at j ¼ 1.7 nm), with the ﬁtted Gaussian distribution
used in the cumulant expansion method.
FIGURE 5 (a) The van der Waals interaction energy (excluding water) as
a function of the reaction coordinate, averaged over 152 unbinding trajec-
tories with the Tax complex. The inset shows, for each trajectory, the ﬁnal
work as a function of the integrated van der Waals energy. (b) Electrostatic
interaction energies (excluding water and with a relative permittivity of 1)
averaged over 152 trajectories for the Tax complex and 162 trajectories for
the P6A complex. The inset shows the correlation between ﬁnal work and
integrated electrostatic energy.
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behavior. The data for P6A is not shown on Fig. 5 a because
the curves are almost indistinguishable from those of Tax.
The total LJ interaction energy in the bound P6A complex is
just 11 kJ mol1 less favorable than in the Tax complex. Note
that, as apparent in Fig. 6, no deﬁnitive conclusion on the role
of the van der Waals contacts in the dissociation process can
be drawn without considering the resolvation and internal
reorganization energy changes.
The Coulomb interaction energy between the TCR and the
pMHC was obtained as follows. For each conﬁgurations, the
solvent was stripped away and the Coulomb interaction en-
ergy was calculated without cutoff in a nonperiodic setup. A
relative permittivity of 1.0 was used, which is accurate at
short distances, but neglects the dielectric effect of water at
larger distances. However, given the fact that an SPC water
molecule is itself not polarizable, one expects charge
shielding effects to appear only at distances allowing several
water molecules to reorient. Fig. 5 b shows the electrostatic
interaction energy along the reaction coordinate for both Tax
and P6A complexes, which display a very similar behavior.
At distances larger than 1.7 nm, a plateau is reached, where
the interaction is slightly repulsive, probably due to the fact
that the MHC has a total charge of8 e and the TCR of1 e.
This long-distance contribution can easily be shielded by ions
and the solvent. The strong attraction at short distance is
explained by complementary surface charges and dipoles, as
well as hydrogen bonds. It appears that the contribution of the
peptide to the total binding electrostatic energy is very small
compared to the contribution of the MHC, which contrasts
with the repartition of the LJ interaction energy.
In Fig. 5 b, the bound P6A complex seems to be less sta-
bilized by electrostatic interactions than the bound Tax
complex. Indeed, at j ¼ 0, the average Coulomb interaction
energy is 977 6 28 kJ mol1 for the P6A complex, com-
pared to 1052 6 34 kJ mol1 for the Tax complex. The
conﬁdence intervals given represent two standard deviations
of the values collected in the trajectory sets. Unexpectedly, it
appears in Fig. 5 b that the discrepancy is entirely due to the
MHC-TCR contribution, rather than to the peptide itself,
which even contributes slightly in the opposite way. To as-
sess the signiﬁcance of the observed difference in interaction
electrostatic energy, we calculated this quantity on the last
200 ps of equilibration of the bound complexes (R protocol,
without steering potential). We get on average9876 28 kJ
mol1 for P6A and 1052 6 29 kJ mol1 for Tax. This
conﬁrms a difference in interaction energy of;70 kJ mol1.
This difference might be due to subtle differences in the
TCR-pMHC structures despite their remarkable overall
similarity as judged by x-ray crystallography (12). Ulti-
mately, this difference in interaction electrostatic energy may
contribute toward the difference in association free energies
of the Tax and P6A complexes. For individual unbinding
trajectories, however, the inset in Fig. 5 b shows that there is
little correlation between the electrostatic energy integrated
along the trajectory and the ﬁnal work. Interestingly, it has
been noted before (82) that the protein-ligand LJ interaction
energy correlates better with the afﬁnity than the electrostatic
interaction energy, which is well compensated upon solva-
tion by polar interactions with water molecules.
In addition to looking at van der Waals and electrostatic
interaction energies between the TCR and the pMHC, the
present approach allows us to gather sufﬁcient statistics to
compute the potential energy changes in (and between) dif-
ferent parts of the system, including the solvent. In the fol-
lowing, we call potential energy the sum of the LJ,
electrostatic and bonded terms of the force ﬁeld. Note that the
kinetic energy is kept on average constant in the protein and
in the solvent by the two thermostats. Fig. 6 thus provides a
complete energetic balance of the dissociation process, in-
cluding the protein and solvent internal energies, as well as
the TCR-pMHC and protein-solvent interaction energies. To
calculate separately the solvent contribution to the electro-
static energy in the periodic system, a cutoff scheme had to be
used. Therefore all electrostatic energies in Fig. 6 are calcu-
lated with a cutoff of 1.4 nm and a reaction ﬁeld correction
(83). At each time point, energies were averaged over all
available trajectories, after which residual statistical noise
was smoothed out using running window averaging. Note
that the average absolute value of the potential energy is
1.16 3 106 kJ mol1 for the Tax complex, composed
mainly of the Coulomb part (1.343 106 kJ mol1) and the
LJ part (11.57 3 105 kJ mol1). The root mean-square
ﬂuctuation of the potential energy in a single trajectory is
1.13 3 103 kJ mol1 (1.88 3 103 and 1.17 3 103 kJ mol1
for Coulomb and LJ energies, respectively). This means that
;99% of the ﬂuctuations on the potential energy are within
13300 and 3300 kJ mol1 around the mean value, and are
FIGURE 6 Evolution of the potential and interaction energies in and
between different parts of the system upon dissociation. Solid lines represent
the Tax complex and dashed lines represent the P6A complex. (Here, the
term protein internal designates the sum of the internal potential energy in
the TCR and in the pMHC. TCR-pMHC designates the interaction energy
between the two parts. Note that the categories TCR-pMHC, water internal,
protein internal, and protein-water are mutually exclusive, and their
contributions sum up to the total potential energy.)
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thus much larger than the variations observed on Fig. 6. This
underlines the fact that statistics over many trajectories are
necessary to be able to extract a meaningful average behavior
of the system.
The TCR-pMHC interaction energy shown in Fig. 6 is the
sum of the LJ and Coulomb contributions shown in Fig. 5
(except for the fact that the electrostatic interaction energy is
slightly less accurate here due to the use of a cutoff). We see
that this interaction energy change is largely compensated by
the contributions of the solvent. Upon dissociation, the sol-
vation of residues buried at the interface in the bound state
causes a large decrease of the protein-water interaction en-
ergy. Concomitantly, the internal energy of the solvent in-
creases as the arrangement of water molecules is more
constrained close to the newly exposed protein surface than
in the bulk. Overall, the contributions of the solvent are large,
both in interaction with the protein or internally, which jus-
tiﬁes a posteriori using explicit water molecules for this
study. The internal energy of the proteins decreases upon
dissociation, showing that each part of the complex relaxes
slightly to a more favorable conformation as the TCR-pMHC
contact is released. This trend is consistent with the steady
increase of the internal part of the steering potential observed
in Fig. 3. In the case of the P6A complex, the behavior of all
contributions mentioned above is the same as for the Tax
complex, but of lesser magnitude: to a smaller interaction
energy change corresponds a smaller solvation energy
change.
The variation of the total potential energy is very small
compared to each of the contributions, and appears to be a
tradeoff between TCR-pMHC interaction energy and solva-
tion effects. Interestingly, the total potential energy change of
the Tax and P6A complexes cannot be differentiated, both
displaying a 220 kJ mol1 decrease. This decrease could
have two explanations. First it could reﬂect a genuine en-
thalpy change upon dissociation of the system. However, we
have to remain very cautious about this ﬁgure, since it could
also result from an insufﬁcient equilibration of the system
before the pulling is initiated (despite the 1-ns total equili-
bration time for each trajectory). In this second case, a part or
the whole of the 220 kJ mol1 variation should not be at-
tributed to the TCR-pMHC dissociation mechanism, but
rather to the fact that the system might not have relaxed
completely to equilibrium before the pulling. We have to
keep in mind that this trend is extremely small with respect to
the absolute value of the total energy and its large ﬂuctua-
tions. Such an energy change would remain unnoticed if only
a single trajectory was studied. To the best of our knowledge,
no accurate MD simulation convergence study has been re-
ported on large sets of nanosecond-long trajectories.
Binding free energy proﬁle estimations
The JI, Eq. 4, together with the modiﬁed WHAM method,
Eq. 26, for individual pulling were applied to the two main
data sets composed of 152 trajectories for the Tax complex
and 162 trajectories for the P6A complex, as described in
Methods. The resulting PMFs are shown in Fig. 7. These
PMFs indicate dissociation free energy differences of 110
and 210 kJ mol1 for the Tax and P6A complex, respec-
tively.
However, these numbers cannot rigorously be compared to
the experimental dissociation free energies mentioned in the
Introduction. Indeed, the ﬁnal unbound state in our SMD
simulations does not correspond to the standard state, for
which experimental free energies are given (solution at
standard concentration, 1 mol/L). Instead, the system is still
restrained by the steering potential, which prevents each of
the TCRs and pMHCs from freely rotating and occupying the
standard volume V0¼ 1660 A˚3. Therefore, the corresponding
rotational and translational entropy must be taken into ac-
count separately to obtain absolute binding free energies
from the PMFs. The entropic cost of restraining a system can
be evaluated, based on a quasiharmonic approximation for
angular and positional ﬂuctuations in the restrained state.
Such expressions have been derived in relation to the MM/
PBSA method (84,85), the double decoupling method (86),
and a PMF-based method (87).
Here, we describe the relative position of the TCR with
respect to the pMHC using the Cartesian separation (x, y, z) of
their centers of mass. Cartesian coordinates are appropriate,
since z is the reaction coordinate. The relative orientation of
the TCR is given by the three following angles, after super-
position of the pMHC molecules: the dihedral f around the
z axis; the angle u between the z axis and the vector vCM
connecting the CMs of the TCR Va and Vb domains; and the
dihedral f around vCM. We note fsx, sy, sz, sf, su, scg the
ﬂuctuations in positional and angular coordinates observed
among all pulling trajectories. Note that, following closely
the derivation in Woo and Roux (87), all of the above ﬂuc-
tuations correspond to the ﬁnal unbound conformations,
except sz, which describes the bound complex. With u0 the
FIGURE 7 Potentials of mean force obtained from the Jarzynski method
with 152 trajectories for the Tax peptide and 162 trajectories for the P6A
mutant (gmx 3.3.1, R protocol).
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average value of u, the translational and rotational contri-
bution to the dissociation free energy can be written
DGtrans=rot ¼ kBTlog 8p
2
V0
ð2pÞ3sinðu0Þsxsyszsfsusc
: (32)
For the Tax complex, we get DGtrans/rot ¼ – 28.7 kJ mol1,
which should be added to the unbinding free energy differ-
ence from the PMF. The translational part amounts to 9.1
kJ mol1, most of which, 5.7 kJ mol1, is due to the z
component. The major contributions to DGtrans/rot, however,
come from the u and c components, which account for 8.4
and 8.2 kJ mol1, respectively, denoting the strong pro-
pensity of the individual restraints to maintain the orientation
of the TCR along the z axis. For the P6A complex, results are
similar, with DGtrans/rot ¼ 27.9 kJ mol1.
AddingDGtrans/rot to the dissociation free energies from the
PMF giveDG values of139 and238 kJ mol1 for the Tax
and P6A complex, respectively. These DG are largely un-
derestimated as compared to the experimental results (32.2–
39.2 kJ mol1 for Tax and ;22.6 kJ mol1 for P6A). It is
difﬁcult to predict how the progressive entropy gain due to
the progressive increase in rotation and translation freedom
along the dissociation reaction coordinate modiﬁes the shape
of the PMF. The dissociation free energy barrier is, however,
not likely to be affected much, since the complex in the
transition state is still partially bound, with most of the rel-
ative motion between the two partners restrained. Thus the
PMF should provide a DGoff directly comparable to experi-
ment. For the Tax complex, the calculated DGoff ¼ 50 kJ
mol1, also underestimates the experimental dissociation
free energy barrier (79.5 kJ mol1). The calculated DGoff for
the P6A complex is very low, but there is no experimental
counterpart.
The statistical error related to the use of the second-order
cumulant expansion, Eq. 30, can be estimated with Eq. 31.
This results in an expected standard deviation for DG(J) of
17 kJ mol1 at the barrier, and 55 kJ mol1 in the unbound
state (see also Fig. 8 a). Even with such large error bars, the
calculated results cannot be reconciled with the experiment.
Our simulations are nonetheless able to unambiguously dif-
ferentiate the behavior of the P6Amutant. The calculated free
energy difference between Tax and P6A has the right sign,
both at the barrier and in the dissociated state, and is signif-
icant with regard to the statistical errors mentioned above.
This is not trivial given the very minute and local character of
the mutation, as well as the great structural similarity of both
complexes (12) (see Fig. 1 b).
During the simulation, the shape of the lattice induced by
the periodic boundary conditions changes from one big
protein per cell to two separated parts. Therefore, periodicity
artifacts—if any—could be different in the bound and un-
bound states, and may consequently affect the calculated
PMF. The artifacts can be of two kinds (88,89). First the long-
range electrostatic energy can be affected by the periodic
lattice of charges. Second, the rearrangement of the water
molecules around the protein is disturbed by the periodic
images, which inﬂuences the polar part of the solvation free
energy. To assess these effects in this simulation, selected
FIGURE 8 (a) Potentials of mean force obtained from additional data
sets. The legend gives the GROMACS (79) version used, the protocol for
initial conditions (S, sequential; R, random), and the number of trajectories in
the data set. (b) Potentials of mean force obtained from sets of trajectories
ranked according to the RMSD of the CDRs just before the pulling is started.
The RMSD is calculated on all CDRs (except CDR2b, which has no contact
with pMHC (12)), after superposition of the MHC a1 and a2 chains on the
crystal structure. (c) Trajectory set size effects. For each size, 1000 random
sets of trajectories were drawn, and the average PMF calculated with Eq. 30.
The dashed lines show, for each set size, the average expected standard
deviation on DG according to Eq. 31.
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conﬁgurations were taken from each trajectory and the solvent
removed. For the electrostatic part, the difference between
the full Coulomb energy (without cutoff) of the isolated
protein and the particle mesh Ewald energy of a periodic
lattice of proteins is calculated. For the solvation part, the
difference between Poisson-Boltzmann terms in the isolated
and periodic conﬁgurations is calculated. We veriﬁed (data
not shown) that although each individual artifact has a sizable
magnitude, the two compensate, and the resulting contribu-
tion to the PMF is negligible.
As a consistency check for the method, additional PMF
results obtained with data sets (gmx 3.1.4 - S - 133 traj) and
(gmx 3.3.1 - S - 129 traj) of the TCR-Tax-MHC complex are
shown on Fig. 8 a. The main observation is that using the S or
R protocols with gmx 3.3 or using the S protocol with 133
trajectories of gmx 3.1.4 yield similar results. The observed
differences between protocols do not seem to be signiﬁcant in
regard to the statistical error expected for the cumulant ex-
pansion method. Overall, the three lower curves on Fig. 8 a
conﬁrm the robustness of the calculations previously made
with the main data set (Fig. 7): DGoff lies between 50 and 60
kJ mol1 and the calculated DG is ;100 kJ mol1. Al-
though these values are not consistent with experiment, the
method seems to reach some level of convergence with 130–
150 trajectories. If the same kind of robustness can be as-
sumed for the P6A mutant, the 100 kJ mol1 free energy
variation with respect to the wild-type observed in Fig. 7 is
signiﬁcant.
The upper curve on Fig. 8 a, (gmx 3.1.4 - S - 68 traj), is the
ﬁrst result we obtained in an early stage of the study. Note
that the 68 trajectories of set (gmx 3.1.4 - S - 68 traj) are a
subset of (gmx 3.1.4 - S - 133 traj), whose initial conditions
were subsequent conﬁgurations from the same reference
trajectory. The obvious large difference with the other
PMFs obtained subsequently with bigger trajectory sets
could arise from two different reasons. First, if we consider
that the (gmx 3.1.4 - S - 68 traj) PMF yields DGoff and DG
values closer to experimental results, we might conclude that
it is a better Jarzynski estimate, although based on fewer
trajectories. This would make sense, for example, if the ﬁrst
part of the reference trajectory (S protocol) was closer to the
crystal structure, with better conserved contacts between the
pMHC and the TCR. Due to force-ﬁeld inaccuracies, further
points on the reference equilibrium trajectory could no longer
be representative of the physical TCR-pMHC complex, and
the corresponding trajectories would spoil bigger sets, such
as (gmx 3.1.4 - S - 133 traj) or (gmx 3.3.1 - S - 129 traj). To
check whether the RMSD of the initial conformation with
respect to the crystal structure had an inﬂuence on the ﬁnal
PMF, we ranked trajectories according to the RMSD of the
CDRs (except CDR2b, which has no contact with pMHC
(12)), with the MHC a1 and a2 chains aligned on the crystal
structure. We then performed the cumulant expansion on
various subsets with low RMSD (0.178–0.264 nm) to high
RMSD (0.256–0.426 nm). Fig. 8 b clearly shows that there is
no direct inﬂuence of the RMSD on the PMF. This ﬁrst
reason is further contradicted by set (gmx 3.3.1 - R - 152 traj)
obtained with the R protocol, in which the short duration of
the independent equilibration runs guarantees that the various
initial conditions for pulling remain close to the crystal
structure.
The second and most likely reason for the discrepancy of
(gmx 3.1.4 - S - 68 traj) would be that using only a small
number of trajectories leads to nonconverged cumulant terms
and an unreliable PMF. To test whether there is a systematic
sample size effect on the estimation of the PMF, we drew
1000 random subsets for each size f50, 70, 90, 110, 130g
from the set (gmx 3.3.1 - R - 152 traj). For each sample size,
the results of the cumulant expansion, Eq. 30, were averaged
over the 1000 subsets. The resulting average PMF are shown
on Fig. 8 c, which shows that there is no systematic bias due
to the sample size. Nonetheless, the expected statistical errors
estimated from Eq. 31 and averaged over the 1000 subsets is
higher for smaller samples, as shown by the dashed lines on
Fig. 8 c. Given a single subset of 68 trajectories, the statistical
error can be as high as 100 kJ mol1. Thus, the (gmx 3.1.4 - S -
68 traj) PMF comes as a warning that poor convergence can
have a dramatic effect on Jarzynski free energy estimates.
To conclude the discussion on the PMF estimation, we can
say the following. In the three largest trajectory sets of Fig.
8 a, the second-order cumulant expansion, Eq. 30, is con-
verged, but to a value that strongly underestimates experi-
mental results. Standard causes for inaccuracies in MD, such
as force-ﬁeld approximations, cutoffs, and numerical inte-
gration are not likely to account alone for the observed dis-
crepancy. We see two possible explanations for this issue.
The ﬁrst explanation follows from the observation that the
potential energy change of 220 kJ mol1 shown in Fig. 6
corresponds to an enthalpy change during the simulation. As
mentioned above, it is impossible to say what proportion of
this potential energy change corresponds to a genuine en-
thalpy change due to the transition between the bound and
unbound state of the system and what part results from an
incomplete equilibration of the bound state. In both cases the
potential energy change should reﬂect on the dissociation
PMF. Regarding the case of an artifactual energy drift in the
system during the Jarzynski experiment, it is informative
to refer to the JI derivation speciﬁc to thermostated and
barostated systems published previously (40,41). If an ho-
mogeneous energy drift term h(t) is added to the pseudo-
Hamiltonian describing the system and the thermo-barostat,
the same derivation can be carried out. Not surprisingly, we
ﬁnd that, if the deﬁnition of W is maintained as Eq. 3,
ÆebWæ ¼ eb½DG1hðtÞ. This indicates that the measured free
energy difference will indeed comprise the artifactual energy
drift. It is, however, difﬁcult to say to what extent a slight
dynamical reorganization of a few atoms far from the TCR-
pMHC interface projects, in practice, on the reaction coor-
dinate and inﬂuences the dissociation work measured along
it. On a different note, we observe that protocol S, in which
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initial frames beneﬁt from more relaxation time during the
reference equilibrium trajectory, does not lead to less biased
free energy estimations than protocol R (see PMFs (gmx 3.1.4
- S - 133 traj) or (gmx 3.3.1 - S - 129 traj) in Fig. 8 a). Only the
less converged (gmx 3.1.4 - S - 68 traj) PMF could give this
impression, but the fact that its initial frames are actually the
68 earliest (and least relaxed) of the (gmx 3.1.4 - S - 133 traj)
data set invalidates the argument. As a whole, the comparison
of S and R protocols seems to be in disfavor of the artifactual
explanation of the potential energy drift. We ﬁnally note that,
since the potential energy change is the same for the Tax and
the P6A complexes, it cannot have an inﬂuence on the dif-
ference observed between the Tax and P6A PMFs.
The second and most likely explanation is the following.
The above cumulant expansion results are subject to the
strong hypothesis that the work distribution is Gaussian. The
method in fact uses an extrapolation of this Gaussian distri-
bution far in the lower tail. Indeed, from a work distribution
centered at 380 kJ mol1, we try to estimate a DG of;35 kJ
mol1, which is approximately ﬁve standard deviations from
the mean (Fig. 7). Although the Kolmogorov-Smirnov test
conﬁrms that the center of the work distribution is Gaussian,
little can be said about the far tails. This issue is illustrated by
an analytical example by Crooks and Jarzynski (90), where
the work distribution has asymmetric tails although it is
similar to a Gaussian in its center part. If in reality the lower
tail of the actual work distribution for the TCR-pMHC sys-
tem dies off more rapidly than a Gaussian, the free energy
predicted by Eq. 30 would be an underestimation. In general,
how far the tail needs to be extrapolated depends on the
proportion of dissipative work performed, which in turn de-
pends on the pulling speed and on the system considered. If
the free energy barrier to overcome is high, it is likely that
more dissipation is going to occur in a nonequilibrium
crossing. This problem can be partly overcome with systems
in which SMD trajectories can be made in the reverse di-
rection as well. Work values from forward and reverse tra-
jectories can be optimally combined in a method based on the
Bennett acceptance ratio (91,92), which reduces the bias of
the JI (note that in this case, only a free energy difference
between two end states can be obtained, and not the full
PMF). However, for a protein-protein system such as the
TCR-pMHC, it is impossible to perform nonequilibrium
binding simulations, since the ﬁnal structures after fast
docking would very unlikely correspond to the crystal
structure of the complex. It was shown recently (93) that, in
addition to barrier height, the complexity of the system and
the number of degrees of freedom perpendicular to the re-
action coordinate impact the accuracy of a PMF calculation
with the Jarzynski method. If it is well known that large
dissipative work is a crucial difﬁculty for the application of
the Jarzynski method, then it is, on the other hand, impossible
to estimate a priori what the average dissipative work would
be for a given system and pulling speed. This is known only a
posteriori, after the SMD simulations have been performed.
CONCLUSION
The primary interest of this study was of methodological
nature. The Jarzynski method had never been applied to a
protein-protein system of the size of the TCR-pMHC. An
original pulling scheme called individual pulling was intro-
duced, which allows us to prevent unrealistic molecular
distortions and rotations during large protein-protein forced
dissociation. Related to this, an appropriate postprocessing
method was developed to unbias, smooth, and average the
work proﬁles entering the JI. The height of the free energy
barrier to overcome and the complexity of the TCR-pMHC
system represent a challenge for the Jarzynski method. The
obtained dissociation free energies largely underestimate
experimental values, although the two-term cumulant ex-
pansion seems to converge with the number of trajectories
available. Two explanations can be put forward. First, the
energy drifts observed in the MD simulation could indicate
that the system might not have reached perfect equilibrium
before pulling, in which case residual relaxation would drive
the PMF down. The second and most likely explanation
pertains to the use of the second-order cumulant expansion to
evaluate the exponential average in the JI. The extrapolation
demanded outside of the observed work distribution seems
excessive, due to the large amount of dissipative work gen-
erated. In those regions far from the mean, the tails of the true
work distribution may differ signiﬁcantly from a Gaussian (in
our case the lower tail seems shorter than Gaussian). This
appears to be a general caveat for the application of the
Jarzynski method to large systems. However, the PMFs ob-
tained with our SMD approach, although systematically bi-
ased with respect to experiment, are able to differentiate
between the Tax and the P6A TCR-pMHC complexes, which
differ only by a single point mutation.
For the particular system considered here, the A6 TCR in
complex with the Tax peptide and the HLA-A2 MHC, un-
derstanding the drastic change in T cell response induced by a
single mutation in the P6A peptide is biologically challeng-
ing. Looking at the steered unbinding simulations, no posi-
tional or energetic factor appeared to strongly correlate with
the ﬁnal work of a given trajectory, which emphasizes the
complexity of the process. By averaging over all unbinding
trajectories computed in this study, different energy contri-
butions along the dissociation path can be monitored in a
statistically meaningful way. For both Tax and P6A, the
relative contribution of the peptide to the van der Waals in-
teractions with the TCR is large, in line with the hydrophobic
nature of the peptides. Conversely, the electrostatic interac-
tion is dominated by the MHC, with a negligible contribution
of the peptides. Moreover, we showed that the solvent plays
an important role favoring the unbound state, both by re-
solvation of residues buried at the interface and by changing
its average internal energy. The TCR-pMHC dissociation
appears to be a complexmolecular process with a large number
of possible pathways involving a variety of simultaneous
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interactions at the atomic level. A more biologically oriented
study focusing on which speciﬁc residues or hydrogen bonds
are critical for the observed high sensitivity to peptide mu-
tation will be reported elsewhere (M. A. Cuendet, V. Zoete,
and O. Michielin, in preparation).
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