Abstract-High-dimensional data appear in many applications of data mining, machine learning, and bioinformatics. Feature reduction is commonly applied as a preprocessing step to overcome the curse of dimensionality. Uncorrelated Linear Discriminant Analysis (ULDA) was recently proposed for feature reduction. The extracted features via ULDA were shown to be statistically uncorrelated, which is desirable for many applications. In this paper, an algorithm called ULDA/QR is proposed to simplify the previous implementation of ULDA. Then, the ULDA/GSVD algorithm is proposed, based on a novel optimization criterion, to address the singularity problem which occurs in undersampled problems, where the data dimension is larger than the sample size. The criterion used is the regularized version of the one in ULDA/QR. Surprisingly, our theoretical result shows that the solution to ULDA/GSVD is independent of the value of the regularization parameter. Experimental results on various types of data sets are reported to show the effectiveness of the proposed algorithm and to compare it with other commonly used feature reduction algorithms.
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INTRODUCTION
F EATURE reduction is important in many applications of data mining, machine learning, and bioinformatics because of the so-called curse of dimensionality [6] , [10] , [14] . Many methods have been proposed for feature reduction, such as Principal Component Analysis (PCA) [19] and Linear Discriminant Analysis (LDA) [10] . LDA aims to find optimal discriminant features by maximizing the ratio of the between-class distance to the within-class distance of a given data set under supervised learning conditions. It has been successfully employed in many applications including information retrieval [2] , [4] , face recognition [1] , [25] , [26] , and microarray data analysis [7] . Its simplest implementation, the so-called classical LDA, applies an eigen-decomposition on the scatter matrices, but fails when the scatter matrices are singular, as is the case for undersampled data. This is known as the singularity or undersampled problem [20] .
Uncorrelated features 1 are desirable in many applications because they contain minimum redundancy. Motivated by extracting feature vectors having uncorrelated features, uncorrelated LDA (ULDA) was recently proposed in [17] , [18] . However, the proposed algorithm in [17] involves a sequence of generalized eigenvalue problems, which is computationally expensive for large and high-dimensional data sets. Like classical LDA, it does not address the singularity problem either. We thus call it classical ULDA. More details can be found in Section 3.
Classical LDA and classical ULDA were introduced from different perspectives, but it has been found that there is a close relationship between classical LDA and classical ULDA [18] . More precisely, under the assumption that the eigenvalue problem in classical LDA has no multiple eigenvalues, it was shown that classical ULDA is equivalent to classical LDA [18] . In this paper, we will show that the equivalence between these two still holds without the above assumption. Based on this equivalence, ULDA/QR is proposed to simplify the ULDA implementation in [17] . Here, ULDA/QR denotes ULDA based on QR-decomposition [11] .
Classical LDA and classical ULDA do not address the singularity problem, hence it is difficult to apply them to undersampled data. Such high-dimensional, undersampled problems frequently occur in many applications including information retrieval [15] , face recognition [25] , and microarray analysis [7] . Several schemes have been proposed to address the singularity problem in classical LDA in the past, including pseudoinverse-based LDA [29] , the subspacebased method [25] , regularization [9] , and the method based on the Generalized Singular Value Decomposition, called LDA/GSVD [15] , [16] . Pseudoinverse-based LDA applies the pseudoinverse [11] to deal with the singularity problem. The subspace-based method applies the Karhunen-Loeve (KL) expansion, also known as Principal Component Analysis (PCA) [19] , before LDA. Its limitation is that some useful information may be lost in the KL expansion. Regularized LDA overcomes the singularity problem by increasing the magnitude of the diagonal elements of the scatter matrices (usually by adding a scaled identity matrix). The difficulty in using regularized LDA for feature reduction is the choice of the amount of perturbation. A small perturbation is desirable to preserve the original matrix structure, while a large perturbation is more effective in dealing with the singularity problem.
There is much less work on addressing the singularity problem in classical ULDA than on classical LDA. In the subspace ULDA presented in [17] , a subspace-based method was applied (PCA is applied to the between-class scatter matrix). We address the singularity problem in ULDA, in the second part of this paper, by introducing a novel optimization criterion that combines the key ingredients of ULDA/QR and regularized LDA. The criterion is the perturbed version of the criterion used in ULDA/QR. Based on this criterion and the Generalized Singular Value Decomposition (GSVD) [21] , we propose a novel feature reduction algorithm, called ULDA/GSVD. ULDA/GSVD solves the singularity problem directly, thus avoiding the information loss that occurs in the subspace method. Since the GSVD computation can be expensive for large and highdimensional data sets, an efficient algorithm for ULDA/ GSVD is also proposed. The difference between ULDA/ GSVD and the traditional regularized LDA is that the optimal discriminant feature vectors via ULDA/GSVD are independent of the value of regularization parameter. This is quite a surprising result and the proof and the details are given in Section 5.
With the K-Nearest-Neighbor (K-NN) classifier, we evaluate the effectiveness of ULDA/GSVD and compare it with several other commonly used feature reduction algorithms, including Orthogonal Centroid Method (OCM) [22] , PCA [19] , and subspace ULDA [17] , on various types of data sets, including text documents, chemical analysis of wine, face images, and microarray gene expression data. The experimental results show that the ULDA/GSVD algorithm is competitive with the other feature reduction algorithms (i.e., PCA, OCM, and subspace ULDA) and Support Vector Machines (SVM) [27] . Results also show that ULDA/GSVD is stable under different K-NN classifiers.
The rest of the paper is organized as follows: Sections 2 and 3 give brief reviews on classical LDA and classical ULDA, respectively. The ULDA/QR algorithm is presented in Section 4. Section 5 proposes the ULDA/GSVD algorithm, based on a novel criterion that is the regularized version of the criterion used in ULDA/QR. We prove theoretically that the solution to ULDA/GSVD is independent of the value of regularization applied. Experimental results are presented in Section 6. We conclude in Section 7. For convenience, the important notations used in this paper are listed in Table 1 .
CLASSICAL LINEAR DISCRIMINANT ANALYSIS
Given a data matrix A ¼ ða ij Þ 2 IR NÂn , where each column corresponds to a data point and each row corresponds to a particular feature, we consider finding a linear transformation G 2 IR NÂ' (' < N) that maps each column a i , for 1 i n, of A in the N-dimensional space to a vector y i in the '-dimensional space as follows:
The resulting data matrix
i.e., there are ' features for each data point in the dimension reduced (transformed) space. It is also clear that the features in the dimension reduced space are linear combinations of the features in the original high-dimensional space, where the coefficients of the linear combinations depend on the transformation matrix G. A common way to compute the transformation matrix G, for clustered data sets, is through classical LDA. It computes the optimal transformation matrix G such that the class structure is preserved. More details are given below. Assume that there are k classes in the data set. Suppose c i is the mean vector of the ith class and c is the total mean. Then, the between-class scatter matrix S b , the within-class scatter matrix S w , and the total scatter matrix S are defined as follows [10] :
A i is the data matrix of the ith class, n i is the sample size of the ith class, and e 2 IR n is a vector of ones. The trace of the two scatter matrices can be computed as follows: 
where jj Á jj F denotes the Frobenius norm [11] . Hence, traceðS w Þ measures the between-class cohesion, and traceðS b Þ measures the between-class separation. It follows from the definition that S t ¼ S w þ S b . In the lower-dimensional space resulting from the linear transformation G, the within-class scatter and between-class scatter matrices become
An optimal transformation G would maximize traceðS L b Þ and minimize traceðS L w Þ simultaneously. Classical LDA aims to compute the optimal G, such that
Other optimization criteria, including those based on the determinant, could also be used instead [6] , [10] . The solution to the optimization problem in (4) can be obtained by solving an eigenvalue problem on S À1 w S b [10] , provided that the within-class scatter matrix S w is nonsingular. Since the rank of the between-class scatter matrix is bounded from above by k À 1, there are at most k À 1 discriminant vectors by classical LDA. A stable way to solve this eigenvalue problem is to apply SVD on the scatter matrices. Details can be found in [25] .
Classical LDA is equivalent to maximum likelihood classification assuming normal distribution for each class with the common covariance matrix. Although relying on assumptions which do not hold in many applications, LDA has been proven to be effective. This is mainly due to the fact that a simple, linear model is more robust against noise, and most likely will not overfit. Generalization of LDA by fitting Gaussian mixtures to each class has been studied in [13] .
Classical LDA cannot handle singular scatter matrices, which limits its applicability to low-dimensional data. Several methods, including pseudoinverse-based LDA [29] , subspace LDA [25] , regularized LDA [9] , LDA/GSVD [15] , [16] , and Penalized LDA [12] , were proposed in the past to deal with the singularity problem. More details can be found in [20] , [28] .
In pseudoinverse-based LDA, the pseudoinverse is applied to avoid the singularity problem, which is equivalent to approximating the solution using a leastsquares method. In subspace LDA, an intermediate dimension reduction algorithm, such as PCA, is applied to reduce the dimension of the original data, before classical LDA is applied. A limitation of this approach is that the optimal value of the reduced dimension for the intermediate dimension reduction algorithm is difficult to determine. In regularized LDA, a positive constant is added to the diagonal elements of S w , as S w þ I N , where I N is an identity matrix. The matrix S w þ I N is positive definite, for any > 0, hence nonsingular. A limitation of this approach is that the optimal value of the parameter is difficult to determine. Cross validation is commonly applied to estimate the optimal .
UNCORRELATED LINEAR DISCRIMINANT ANALYSIS (ULDA)
ULDA aims to find the optimal discriminant vectors that are S-orthogonal. 2 Specifically, suppose r vectors 1 ; 2 ; Á Á Á ; r are obtained, then the ðr þ 1Þth vector rþ1 is found to maximize the Fisher criterion function [17] :
subject to the constraints:
The algorithm in [17] finds i successively as follows:
The jth discriminant vector j of ULDA is the eigenvector corresponding to the maximum eigenvalue of the following generalized eigenvalue problem: U j S b j ¼ j S w j , where 
Hence, their correlation coefficient is
Since the discriminant vectors of ULDA are S-orthogonal, i.e.,
That is, the feature vectors transformed by ULDA are mutually uncorrelated. This is a desirable property for feature reduction. More details on the role of uncorrelated attributes can be found in [17] . The limitation of the above ULDA algorithm is the expensive computation of the d generalized eigenvalue problems, where d is number of optimal discriminant vectors of ULDA.
In the literature for LDA, Foley-Sammon Linear Discriminant Analysis (FSLDA), which was proposed by Foley and Sammon for two-class problems [8] , has also received attention. It was then extended to the multiclass problems by Duchene and Leclerq [5] . Both ULDA and FSLDA use the same Fisher criterion function. The main difference is that the optimal discriminant vectors generated by ULDA are S-orthogonal to each other, while the optimal discriminant vectors by FSLDA are orthogonal to each other.
THE ULDA/QR ALGORITHM
In this section, we first show the equivalence relationship between classical ULDA and a variant of classical LDA, which holds regardless of the distribution of the eigenvalues of S À1 w S b . This result enhances the one in [18] where the equivalence between these two is based on the assumption that there are no multiple eigenvalues for S À1 w S b (note that both results assume that the within-class scatter matrix S w is nonsingular). Based on this equivalence relationship, we propose ULDA/QR to simplify the ULDA implementation in [17] .
Consider a variant of classical LDA in (4) as follows:
where
The use of the total scatter S in discriminant analysis has been discussed in [3] . Note that the ULDA algorithm discussed in the previous section finds the discriminant vectors in G successively. However, in the new formulation above, we compute all discriminant vectors simultaneously. S-orthogonality is enforced as a constraint. Our main result in this section, summarized in Theorem 2, shows that these two formulations for ULDA are equivalent. The main technique for solving the optimization problem in (7) is the simultaneous diagonalization of the within-class and between-class scatter matrices. It is well-known that, for a symmetric positive definite matrix S w and a symmetric matrix S b , there exists a nonsingular matrix X such that 
It is easy to check that X ¼ R À1 V diagonalizes both S w and S b and satisfies the conditions in (9) and (10) .
It can be shown that the matrix consisting of the first q columns of X computed above (with normalization) solves the optimization problem in (7), where q is the rank of the matrix S b , as stated in the following theorem: Theorem 1. Let the matrix X be defined as in (9) and (10), and
is the ith column of the matrix X, and i s are defined in (10) . Then, G Ã solves the optimization problem in (7).
Proof. It is clear that the constraint in (7) is satisfied for G ¼ G Ã . Next, we only need to show that the maximum of F ðGÞ is obtained at G Ã . By (9) and (10), we have
(note thatG T has full column rank), where Q 2 IR NÂ' has orthonormal columns and R is nonsingular. Using the fact that traceðABÞ ¼ traceðBAÞ, for any matrices A and B, we have
where the inequality becomes an equality for
when the reduced dimension ' ¼ q. Note that R is an arbitrary upper triangular and nonsingular matrix. Hence, G Ã corresponds to the case when R is set to be
We are now ready to present our main result for this section: Theorem 2. Letx i be defined as in Theorem 1. Then, fx i g q i¼1 forms a set of optimal discriminant vectors for ULDA.
Proof. By induction. It is trivial to check that x 1 ¼ arg max fðÞ, i.e., 1 ¼x 1 . Next, assume i ¼x i , for i ¼ 1; Á Á Á ; r. We show in the following that rþ1 ¼x rþ1 . By the definition, rþ1 ¼ arg max fðÞ, subject to
It follows from (9) and (10) that
where the inequality becomes an equality if 
THE ULDA/GSVD ALGORITHM
In the previous section, a variant of the classical LDA criterion was presented in (7) . It was shown that the solution to the optimization problem in (7) forms optimal discriminant vectors for classical ULDA. Thus, it provides an efficient way for computing the optimal discriminant vectors for ULDA. However, the algorithm assumes the nonsingularity of S w , which limits its applicability to lowdimensional data. In [17] , a subspace-based method is presented to overcome the singularity problem, where the ULDA algorithm is preceded by PCA. However, the PCA stage may lose some useful information. In this section, we propose a new feature reduction algorithm, called ULDA/ GSVD. The new criterion underlying ULDA/GSVD is motivated by the criterion in (7) and the regularized LDA. The new optimization problem for ULDA/GSVD is defined as follows:
where F ðGÞ ¼ trace ðG
Recall that a limitation of regularized LDA is that the optimal value of the perturbation is difficult to determine. A key difference between ULDA/GSVD and regularized LDA is that the optimal solution to ULDA/GSVD is independent of the regularization parameter, i.e., G 1 ¼ G 2 , for any 1 ; 2 > 0. The main result of this section is summarized in the following theorem:
, for any > 0, be the optimal solution to the optimization problem in (11) . Then, the following equality holds:
To prove Theorem 3, we first show how to compute G Ã , for any > 0. Recall that when the within-class scatter matrix is nonsingular, the optimal transformation can be computed by finding the matrix X, which simultaneously diagonalizes the scatter matrices. For this, the Generalized Singular Value Decomposition (GSVD) can be applied, even when both matrices are singular. A simple algorithm to compute GSVD can be found in [15] , where the algorithm is based on [21] .
The computation of G Ã , for any > 0, is based on the following two lemmas: Lemma 1. Let S w , S b , and S be defined as in Section 2, and let t ¼ rankðSÞ. Then, there exists a nonsingular matrix X 2 IR NÂN , such that
which is an ðn þ kÞ Â N matrix. By the Generalized Singular Value Decomposition [21] , there exist orthogonal matrices U 2 IR kÂk , V 2 IR nÂn , and a nonsingular matrix X 2 IR NÂN , such that
Lemma 2. Define a trace optimization problem as follows:
where W ¼ diagðw 1 ; Á Á Á ; w u Þ 2 IR uÂu is a diagonal matrix with 0 < w 1 Á Á Á w u , and B ¼ diagðb 1 (16) with ' ¼ q. solves the following optimization problem:
It is well-known that the solution can be obtained by solving the eigenvalue problem on W À1 B since W is nonsingular. Note that W À1 B is diagonal and only the first q diagonal entries are nonzero. Hence, e i , for i ¼ 1; Á Á Á ; q, is the eigenvector of W À1 B corresponding to the ith largest eigenvalue, where e i ¼ 0; Á Á Á ; 1; 0 Á Á Á ; 0 ð Þ T and the one appears at the ith entry. Therefore, G ? ¼ I q ; 0 À Á T solves the optimization in (17) . (11) with ' ¼ q.
, where the two diagonal matrices D 1 and D 2 satisfy
It is easy to check that
i.e., the constraint in the optimization problem in (11) is satisfied. Next, we show that G Ã minimizes F ðGÞ. Since
whereG ¼ ðX À1 GÞ T , F ðGÞ can then be rewritten as (18) can be rewritten as 
, which is a nonsingular and diagonal matrix. It follows that
The result then follows from Lemma 2, with W ¼ AE and
Theorem 4 implies that the optimal solution G ?
to the optimization problem in (11) only depends on X, which is determined by H w and H b , hence it is independent of . That is, G
, for any 1 ; 2 > 0. This completes the proof of the main result of this section, which is summarized in Theorem 3.
The computation of the optimal transformation G Ã is summarized in Algorithm 2. 
Efficient Computation of Diagonalizing Matrix X
In Lemma 1, a nonsingular matrix X is computed by applying GSVD, which may be expensive, especially for large matrices. A key property of X which leads to the optimal solution G Ã is that it diagonalizes the scatter matrices simultaneously. In this section, we present an efficient algorithm for computing the diagonalizing matrix X without the GSVD computation.
Let H t ¼ UAEV T be the SVD of H t , where H t is defined in (3), U 2 IR NÂN and V 2 IR nÂn are orthogonal, and AE 2 IR NÂn is diagonal. Then,
That is, the eigen-decomposition of S can be obtained by computing the SVD of H t . Let U ¼ ðU 1 ; U 2 Þ be the partition of U, such that U 1 2 IR NÂt and U 2 2 IR NÂðNÀtÞ , where t ¼ rankðSÞ. Let AEAE T ¼ diag AE 2 t ; 0 À Á , where AE t 2 IR tÂt is diagonal and nonsingular. Since S ¼ S b þ S w , the null space, U 2 , of S t also lies in the null space of S b and S w , that is,
and
Recall from (2) that
T be the SVD of B, where P and Q are orthogonal andAE is diagonal. Then,
and q ¼ rankðS b Þ. It can be verified that the matrix X below diagonalizes the three scatter matrices simultaneously:
The pseudocode for the computation of X is given in Algorithm 3.
Algorithm 3: Efficient computation of diagonalizing matrix X Input: data matrix A Output: matrix X 1. Form matrices H b and H t as in (2) 6. X U AE À1 t P 0 0 I .
Relationship between ULDA/GSVD and ULDA/QR
In this section, we show that ULDA/GSVD is equivalent to ULDA/QR when the within-class scatter matrix S w is nonsingular. Therefore, ULDA/QR can be considered as a special case of ULDA/GSVD when S w is nonsingular. Note that ULDA/GSVD is more general in the sense that it is applicable regardless of the singularity of S w .
Recall that ULDA/QR involves the matrix X, which satisfies
is the ith column of the matrix X. It follows that
Since fðxÞ ¼ x=ð1 þ xÞ is an increasing function, we have
Thus, the transformation matrix G Ã from ULDA/QR satisfies the conditions in Lemma 1 for ULDA/GSVD. That is, ULDA/GSVD is equivalent to ULDA/QR, when the within-class scatter matrix S w is nonsingular. Note that ULDA/QR is not applicable when S w is singular. ULDA/ GSVD can thus be considered as an extension of ULDA/QR for a singular within-class scatter matrix. In the following experimental studies, we focus on the ULDA/GSVD algorithm.
We close this section by showing the classification property of ULDA/GSVD and ULDA/QR: Theorem 5. Let G be the optimal transformation matrix for ULDA/GSVD. Then, for any test point h, the following equality holds:
Proof. Let X i be the ith column of X. Note that G consists of the first q columns of X, and q ¼ rankðS b Þ. From (13) and (14), we have
The main result follows, since the second term on the right-hand side of (24) is independent of j. t u
When S is nonsingular, the classification in ULDA/QR uses the Mahalanobis distance measure as follows: Corollary 1. Assume S is nonsingular. Let G be the optimal transformation matrix for ULDA/QR. Then, for any test point h, the following equality holds:
Corollary 1 shows that the classification in ULDA/QR is based on the Mahalanobis distance measure, while Theorem 5 shows that the classification in ULDA/GSVD is based on the modified Mahalanobis distance measure.
EXPERIMENTS
We evaluate the effectiveness of the ULDA/GSVD algorithm in this section. Section 6.1 describes our test data sets. Section 6.2 examines the effect of the number of reduced dimensions on the classification performance of ULDA/ GSVD. In Section 6.3, we compare ULDA/GSVD with PCA, OCM, and subspace ULDA, as well as SVM, in terms of classification accuracy. The K-Nearest-Neighbor (K-NN) algorithm with different values of K is used as the classifier.
Data Sets
We used two data sets: Spambase and Wine from the UCI Machine Learning Repository. 3 We used a subset of the original Spambase data set, which consists of spam and nonspam emails. Most of the features indicate whether a particular word or character occurred frequently in the e-mail. The Wine data set is the result of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. The features correspond to the quantities of 13 different constituents found in each of the three types of wines. For these two data sets, the data dimension (N) is much smaller than the sample size (n). We also used six other data sets: GCM, ALL, tr41, re1, PIX, and ORL, where the data dimension is much larger than the sample size. In this case, ULDA/QR is not applicable, since all scatter matrices are singular, while ULDA/GSVD is still applicable. GCM [23] , [30] and ALL [31] are microarray gene expression data sets; tr41 is a document data set derived from the TREC-5, TREC-6, and TREC-7 collections; 4 re1 is another document data set derived from Reuters-21578 text categorization test collection Distribution 1.0; 5 and ORL 6 and PIX 7 are two face image data sets. Table 2 summarizes the statistics of our test data sets.
Effect of the Number of Reduced Dimensions on ULDA/GSVD
In this experiment, we study the effect of the number of reduced dimensions on the classification performance of ULDA/GSVD. The number of reduced dimensions ranges from 1 to 20. The classification results on the GCM and ALL data sets are shown in Fig. 1 , where the horizontal axis is the number of reduced dimensions and the vertical axis is the classification accuracy. We can observe that the accuracy tends to increase when the number of reduced dimensions increases, until q ¼ rankðH b Þ (13 for GCM and 5 for ALL) is reached. Similar trends have been observed from other data sets, and the results are not presented. In the following experiment, we set the reduced dimension of ULDA/GSVD to be the rank of H b .
Comparison of Classification Accuracy
In this experiment, we applied ULDA/GSVD to the eight data sets from Table 2 and compared with OCM, PCA, and subspace ULDA in terms of classification accuracy. The results are summarized in Table 3 . The number of principal components used in PCA and Subspace ULDA is determined through cross-validation, and may be different for different data sets. For data sets, including Spambase, Wine, GCM, and ALL, the training and test sets given in the original data sets are used for computing the accuracy. For the other four data sets, including tr41, re1, PIX, and ORL, where the training and test sets are not given, we performed our study by repeated random splitting into training and test sets exactly as in [7] . The data was partitioned randomly into a training set consisting of two-thirds of the whole set and a test set consisting of one-third of the whole set. To reduce the variability, the splitting was repeated 50 times and the resulting accuracies were averaged. The standard deviation for each data set was also reported.
The main observations from Table 3 include: 1) ULDA/ GSVD is competitive with the other three algorithms for all data sets in terms of classification. Subspace ULDA performs well for most data sets. However, subspace ULDA applies cross-validation for determining the optimal set of principal components in the PCA step, which can be expensive, especially for large data sets. Besides, the variance of the results for the other three methods is generally larger than that of ULDA/GSVD. This implies that ULDA/GSVD provides a more consistent result. 2) ULDA/GSVD is extremely stable under different K-NN classifiers for all data sets, whereas the performance of OCM and PCA degrades for many cases, as the number, K, of nearest neighbors increases. Subspace ULDA is also stable under different K-NN classifiers for most data sets. 3) PCA does not perform well in many cases. This is likely related to the fact that PCA is unsupervised and does not use the class label information, while the other three algorithms fully utilize the class label information. OCM performs well for the two document data sets and the two face image data sets, while it performs poorly for the other data sets. Both PCA and OCM perform poorly in Spambase and Wine, in comparison with ULDA/GSVD and subspace ULDA.
We have also done some preliminary studies in comparing ULDA/GSVD with linear SVM. 1NN is used to compute the accuracy for ULDA/GSVD. The main result is summarized in Fig. 2 , where the x-axis denotes the eight data sets, and the y-axis denotes the classification accuracy. For tr41, re1, PIX, and ORL, the mean accuracy for 50 different runs are reported. Overall, ULDA/GSVD and linear SVM are comparable in terms of classification.
CONCLUSION
Uncorrelated features with minimum redundancy are highly desirable in feature reduction. In this paper, we present a theoretical and empirical study on uncorrelated Linear Discriminant Analysis (ULDA). We first present the theoretical result on the equivalence relationship between classical ULDA and classical LDA, which leads to a fast implementation of ULDA, ULDA/QR. Then, we propose ULDA/GSVD, based on a novel optimization criterion, that can successfully overcome the singularity problem in classical ULDA. The criterion used in ULDA/GSVD is the perturbed version of the one from ULDA/QR, while the solution to ULDA/GSVD is shown to be independent of the amount of perturbation applied, thus avoiding the limitation in regularized LDA. Experimental results on various types of data show the superiority of ULDA/GSVD over other competing algorithms including PCA, OCM, and subspace ULDA.
Experimental results show that ULDA/GSVD is extremely stable under different K-NN classifiers for all data sets. We plan to carry out detailed theoretical analysis on this in the future. The current work focuses on linear discriminant analysis, which applies a linear decision boundary. Discriminant analysis can also be studied in a nonlinear fashion-so-called kernel discriminant analysisby using the kernel trick [24] . This is desirable if the data 4 ("-" means that the natural splitting of the data set into training and test set is not available. For Spambase, Wine, GCM, and ALL, the original training and test sets are given, while for tr41, re1, PIX, and ORL, the original splitting is not provided.)
has weak linear separability. We plan to extend the current work to deal with the nonlinearity in the future. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
