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Fifth,	most	of	normative	instruments	address	the	effects	of	algorithms	on	exposure	to	diverse	
content.	Generally,	the	documents	acknowledge	that	transparency	regarding	the	effects	of	
algorithms	is	of	importance.	Even	though	some	propositions	remain	relatively	vague,	several	
instruments	consider	transparency	of	algorithms	in	more	–	technical	–	detail	and	implementation	
aspects	are	mentioned.	The	key	message	can	be	seen	in	the	need	for	greater	transparency	of	
algorithms	and	in	the	importance	to	assess	the	implications	of	algorithms	about	the	exposure	to	
diverse	content.		
	
Converging	and	salient	points	
Here,	it	is	worth	clarifying	some	converging	and	salient	issues	for	consideration	between	reviewed	
instruments	and	avenues	for	actions	debated	during	the	International	Meeting	on	Diversity	of	
contents	in	the	digital	age	held	in	February	2019.			
Creation,	Access	and	Discoverability	of	Local,	Regional	and	National	
Content	
As	far	as	regulatory	approaches	on	discoverability	of	content,	data	privacy	and	reliable	information	
are	concerned,	many	documents	are	available	and	the	scope	of	regulatory	approaches	is	rather	
broad.	In	addition,	establish	content	quotas	on	presence	and	prominence	of	local,	regional	and	
national	content	on	platforms	and	support	for	development	and	implementation	of	metadata	are	
avenues	for	action	already	developed	by	some	normative	instruments.	Greater	transparency	
through	sharing	of	data	and	development	of	partnerships	between	traditional	broadcasters	and	
digital	platforms	are	crucial	issues	for	most	normative	instruments.	Note	too	that	several	normative	
instruments	mention	the	key	role	of	public	service	media	in	the	production	and	access	to	diverse	
and	reliable	content.	However,	support	to	smaller-sized	content	creators	to	ensure	access	and	
discoverability	on	large	markets	has	not	yet	become	an	avenue	for	action	in	the	reviewed	
documents.		
Remuneration	and	Economic	Sustainability	of	Content	Creators			
The	remuneration	and	economic	sustainability	of	content	creators	have	not	yet	gained	a	high	level	
of	attention	in	the	reviewed	documents	and	they	are	hardly	addressed	in	the	normative	
instruments.	Thus,	only	two	normative	instruments,	that	is	the	Operational	Guidelines	for	the	
Implementation	of	the	Convention	in	the	digital	environment	and	EU	Copyright	Directive	concretely	
deal	with	some	avenues	for	action,	such	as	taxation	to	fund	creation	of	content	and	remuneration	of	
creators,	financial	support	to	creators	and	they	explore	how	to	establish	appropriate	remuneration	
of	right-holders	for	the	use	of	their	works	or	other	subject	matter.	However,	the	following	avenues	
for	action	could	be	further	developed:	promoting	different	remuneration	schemes	(e.g.	based	on	
presence	rather	than	consumption	alone)	and	exploring	how	to	compensate	different	categories	of	
creators,	as	well	as	providing	greater	transparency	with	access	to	remuneration	data	to	better	
understand	various	remuneration	schemes.		
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Algorithms	and	integrity	of	the	digital	public	sphere	
The	algorithms	and	integrity	of	the	digital	public	sphere	are	quite	well	covered	in	the	reviewed	
documents	and	they	are	extensively	addressed	in	some	instruments.	In	this	respect,	avenues	for	
action,	such	as	development	of	fast-checking	initiatives,	role	for	public	broadcasters	(in	relation	to	
reliable	information),	digital	literacy,	reviewing	legal	liability	for	online	platforms,	adjusting	
algorithm	according	to	a	user’s	preferences	and	concerns,	algorithms	impact	assessment	and	ethical	
dimensions	of	algorithm’s	governance	and	accountability	can	be	found	in	a	number	of	existing	
documents	and	they	gain	a	high	level	of	attention	from	some	reviewed	instruments.	This	assessment	
does	not	mean	that	no	further	discussions	are	needed.	The	existing	documents	are	not	very	
forthcoming	in	terms	of	dealing	with	the	following	avenues	for	action:	data	standard	and	metrics	
related	to	audience	engagement	and	measurement,	algorithms’	optimization	adjusted	towards	
public	policy	purposes,	increased	advertising	transparency,	identification	of	automated	accounts,	
support	for	professional	journalism.			
	
Towards	Guiding	Principles	
The	analysis	of	the	23	normative	instruments	and	reports	has	been	done	in	respect	of	the	diversity	
of	content	in	the	digital	age.	The	analysis	has	examined	the	range	of	documents	from	the	point	of	
view	of	four	policy	priorities	identified	by	the	Canadian	Heritage	multi-stakeholder	international	
engagement	strategy.	Taking	into	account	of	the	richness	of	normative	elements	and	of	the	fact	that	
there	is	no	existing	instrument	that	covers	all	concerns	related	to	the	diversity	of	the	content	in	the	
digital	age,	the	study	seeks	to	propose	a	series	of	principles	for	a	potential	future	declaration	on	the	
diversity	of	content	in	the	digital	age.	The	principles	are	all	at	a	general	level,	they	could	prove	to	be	
of	value	to	stakeholders	and	consensus	amongst	the	different	stakeholders	may	be	achievable.	
The	suggested	principles	take	into	account	the	following	elements:	above	comparative	analysis,	
overall	and	specific	observations,	converging	and	salient	points,	different	normative	strength	of	
reviewed	instruments,	normative	tensions	between	them,	as	well	as	recent	normative	
developments	in	the	EU,	UK,	Australia	and	Canada.	The	study	proposes	in	total	twelve	(12)	
principles:	five	cross-cutting	principles	and	seven	principles	for	the	four	policy	priorities.	The	seven	
principles	for	these	four	priorities	are	distinct,	but	they	also	reinforce	each	other.		
Finally,	it	is	worth	here	mentioning	an	element	to	be	considered	in	following	discussions:	an	
important	challenge	in	a	future	declaration	consists	with	regard	to	accountability	mechanisms.	As	
discussed	before,	the	accountability	mechanisms	would	not	have	so	much	an	impact	on	the	twelve	
principles	as	such,	but	on	the	reality	of	implementing	them.		
Cross-cutting	principles	
Principle	of	respect	for	human	rights	and	fundamental	freedoms	in	the	digital	environment	
Diversity	of	content	in	the	digital	age	can	be	ensured	and	promoted	only	if	human	rights	and	
fundamental	freedoms,	such	as	freedom	of	expression,	information	and	communication,	as	well	as	
rights	to	education,	to	–	digital	–	literacy	and	to	intercultural	dialogue	are	guaranteed.		
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Principle	of	sovereignty	
States	have	-	in	conformity	with	the	Charter	of	the	United	Nations,	the	principles	of	international	law	
and	universally	recognised	human	rights	instruments	-	the	sovereign	right	to	adopt	and	implement	
measures	and	policies	to	ensure	and	promote	diversity	of	content	within	their	territory.			
Principle	of	multi-stakeholder	governance	
A	strengthened	multi-stakeholder	approach	is	necessary	for	working	together	and	building-up	
confidence,	as	well	as	adopting	and	implementing	cooperative	measures	for	the	diversity	of	content	
in	the	digital	age.			
Principle	of	sustainability	
Ensure	and	promote	diverse	and	reliable	content	in	the	digital	age	are	vital	assets	for	sustaining	
inclusive	and	democratic	societies.	Diversity	of	content	in	the	digital	age	is	an	essential	requirement	
for	sustainable	development	for	the	benefit	of	present	and	future	generations.		
Principle	of	trust	and	mutual	accountability	
Public	and	private	sector	entities	imbued	with	a	form	of	power	or	influence	develop	a	culture	of	
trust	and	mutual	accountability	as	a	critical	element	for	the	effectiveness	of	the	present	declaration.			
Access	and	discoverability	of	national	and	local	content	
Principle	of	equitable	access	and	prominence	
Promote	equitable	access	to	pluralistic	digital	media	and	to	rich	and	diversified	range	of	digital	
contents	from	all	over	the	world	and	ensure	availability	and	prominence	of	local	and	national	
content	online	are	important	factors	for	enhancing	diversity	of	content	in	the	digital	age	and	
encouraging	intercultural	dialogue.		
Principle	of	openness	and	balance	
When	signatories	adopt	and	implement	cooperative	measures	to	support	diversity	of	content	in	the	
digital	age,	they	should	seek	to	promote,	in	an	appropriate	manner,	balance	in	the	flow	of	content	
and	openness	to	content	from	other	cultures	of	the	world	and	to	ensure	that	these	measures	are	
geared	to	the	cross-cutting	principles	pursued	under	the	present	declaration.		
Remuneration	and	economic	viability	of	content	creators	
Principle	of	dialogue	between	content	creators	and	online	content-sharing	service	providers	
Taking	into	account	the	specificities	of	each	sector,	promote	dialogue	between	content	creators	–	
artists,	performers,	cultural	professionals,	journalists	–	and	online	content-sharing	service	with	
respect	to	timely,	adequate	and	sufficient	information	for	determining	whether	and	under	which	
conditions	the	works	of	creators	and	other	subject	matter	are	used,	as	well	as	regarding	respect	for	
and	protection	of	intellectual	property	rights.			
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Principle	of	fair	and	appropriate	remuneration	
Recognize	and	value	the	content	creators	–	artists,	performers,	cultural	professionals,	journalists	–	in	
the	digital	environment,	taking	into	account	the	specificities	of	each	sector.		
Ensure	fair,	appropriate	and	proportionate	remuneration	for	the	use	of	contents	of	creators	and	
keep	a	reasonable	and	equitable	balance	between	content	creators	and	online-content-sharing	
service	providers.			
Access	to	diverse	and	reliable	sources	of	information,	including	
local	news	
Principle	of	trustworthy	information	
Improve	the	findability	of	trustworthy	content,	by	prioritizing	relevant,	authentic,	accurate	and	
authoritative	sources	of	information.		
Counter	mis-	and	dis-information	and	dilute	its	visibility	more	effectively	by	supporting	collaborative	
fact-checking	initiatives	and	other	improvements	of	content	moderation	and	by	providing	users	with	
easily	accessible	tools	to	report	mis-	and	dis-information	in	all	languages.			
Principle	of	diverse	information	
Facilitate	and	increase	accessibility	to	varied	news	content	–	including	local	news	–	and	to	diverse	
sources	of	information	representing	alternative	viewpoints.		
Counter	the	“echo-chamber”	in	which	citizens	are	only	exposed	to	information,	which	reinforces	
their	existing	views	and	help	users	understand	the	nature	of	the	information	they	are	receiving.		
Effects	of	algorithms	on	exposure	to	diverse	content	
Principle	of	transparency		
Ensure	greater	transparency	in	respect	of	the	collection	and	use	of	data	that	generates	algorithms	
and	of	how	algorithm-based	search	and	recommendation	systems	work	and	impact	on	diversity	of	
digital	content.		
Encourage	the	development	of	transparent	criteria	for	any	algorithmic	changes	that	rank	content.		
Provide	relevant	data	on	the	functioning	of	algorithms,	including	data	for	independent	investigation	
by	academic	researchers.	
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Annex:	Detailed	overview	of	contents	from	normative	instruments		
	
A.	Normative	instruments	from	International	and	Regional	Organisations	
	
Table	I	
Normative	
instrument/Area	
General	principles/General	
considerations	
Access	and	discoverability	of	national	
and	local	content	
Remuneration	and	economic	viability	
of	content	creators	
Convention	on	the	
Protection	and	
Promotion	of	Diversity	
of	Cultural	Expressions	
	
	
Principle	of	respect	for	human	rights	and	
fundamental	freedoms	
Principle	of	sovereignty	
Principle	of	equal	dignity	and	respect	for	
all	cultures	
Principle	of	international	solidarity	and	
cooperation	
Principle	of	sustainable	development	
Principle	of	equitable	access	
Principle	of	openness	and	balance	
	
Operational	Guidelines	
on	the	Implementation	
of	the	Convention	in	the	
Digital	Environment	
The	distinctive	nature	of	cultural	
activities,	goods	and	services	as	vehicles	
of	identity,	values	and	meaning	does	not	
change	in	the	digital	environment.	
Consequently,	the	recognition	of	the	
dual	nature	of	cultural	goods	and	
services	(cultural	and	economic)	is	also	
applicable	to	cultural	expressions	in	the	
digital	environment	or	those	produced	
with	digital	tools	(2).		
	
Principle	of	technological	neutrality	(8.1)	
Promote	equitable	access	and	balance	
in	the	flow	of	cultural	goods	and	
services	in	the	digital	environment	
(8.6);		
	
Encourage	the	diversity	of	digital	
media,	including	the	multiplicity	of	
digital	distributors	of	cultural	goods	
and	services	and	digital	actors	(online	
platforms,	Internet	service	providers	
(ISP),	search	engines,	social	networks),	
while	also	ensuring	visibility	and	
Parties	shall	adopt	national,	regional	or	
local	policies	and	programmes	and	
funding	schemes	that	contribute	to	
creation	and	to	the	fair	remuneration	
of	creators	and	performers	(14.2);		
		
Parties	shall	adopt	national,	regional	or	
local	policies	and	programmes	and	
funding	schemes	that	recognize	and	
value	the	work	of	creators	in	the	digital	
environment,	by	promoting:	fair	and	
equitable	remuneration	for	artists	and	
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Respect	for	human	rights	in	the	digital	
environment	(8.10)	
	
	
	
	
	
	
discoverability	of	national	and	local	
cultural	content	(16.1);		
	
Promote	cooperation	between	online	
platforms	(video,	audio	and	other	
aggregators)	and	the	rights	holders	of	
these	goods	and	services	(including	
licensing	agreements	and	deployment	
of	technical	tools)	in	order	to	improve	
the	online	distribution	of	cultural	
goods	and	services	and	to	better	find	
the	content	being	disseminated	(16.7).		
	
Parties	should	set	up	programmes	for	
digital	literacy,	public	education	and	
awareness	on	using	the	Internet	and	
on	mastering	digital	tools	(17.7).		
	
	
cultural	professionals;	transparency	in	
the	distribution	of	income	between	
digital	distributors,	Internet	service	
providers	(ISP)	and	rights	holders	as	
well	as	among	rights	holders;	access	to	
necessary	bandwidth;	respect	for	and	
protection	of	intellectual	property	
rights,	allowing	for	collective	
management,	if	applicable,	and	for	
collective	bargaining	of	digital	rights;	
and	electronic	legal	deposit	systems	to	
document	and	archive	their	works	
(14.6).		
UN	Guiding	Principles	
on	Business	and	Human	
Rights	
Business	enterprises	should	respect	
human	rights.	This	means	that	they	
should	avoid	infringing	on	the	human	
rights	of	others	and	should	address	
adverse	human	rights	impacts	with	
which	they	are	involved	(11).	
	 	
2018	Report	of	the	
Special	Rapporteur	to	
the	Human	Rights	
Council	on	online	
content	regulation	
The	companies	must	embark	on	radically	
different	approaches	to	transparency	at	
all	stages	of	their	operations,	from	rule-
making	to	implementation	and	
development	of	“case	law”	framing	the	
interpretation	of	private	rules.	
Transparency	requires	greater	
engagement	with	digital	rights	
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organizations	and	other	relevant	sectors	
of	civil	society	and	avoiding	secretive	
arrangements	with	States	on	content	
standards	and	implementation	(71).	
	
Given	their	impact	on	the	public	sphere,	
companies	must	open	themselves	up	to	
public	accountability	(72).		
OSCE	Tallinn	Guidelines	
on	National	Minorities	
and	the	Media	in	the	
Digital	Age	
Enabling	Environment	for	Freedom	of	
Expression	and	Media	Freedom	(I)		
States	should	take	all	appropriate	
measures	to	ensure	that	everyone,	
including	persons	belonging	to	national	
minorities,	can	exercise	the	right	to	
freedom	of	expression	in	a	practical	and	
effective	manner	in	the	digital	age.	This	
includes	the	right	to	seek,	receive	and	
impart	information,	regardless	of	
frontiers,	in	the	languages	and	through	
the	media	of	their	choice	(I1).	
	
States	should	take	all	appropriate	
measures	to	fulfil	their	positive	
obligation	to	create	an	enabling	
environment	for	robust,	pluralistic	public	
debate	in	which	everyone,	including	
persons	belonging	to	national	minorities,	
can	participate	effectively	and	express	
their	opinions,	ideas	and	identities	
without	fear	(I2).	
States	are	encouraged	to	adopt	a	
range	of	measures	to	support	
initiatives	by	the	media	to	foster	
intercultural	dialogue	by	offering	
content,	programmes	and	services	for	
all	of	society	and	thereby	sustain	
shared	points	of	reference.	States	
should	support	the	production	of	
content	by	national	minorities	and	its	
widespread	dissemination	across	
different	platforms.	Any	measure	
taken	to	provide	such	support	should	
not	interfere	with	the	editorial	and	
operational	independence	of	the	
media	(12)	
	
States	should	take	effective	measures	
to	guarantee	pluralism	in	the	evolving	
media	environment	and	to	ensure	that	
persons	belonging	to	national	
minorities	can	access	a	wide	range	of	
media	providing	content	that	
corresponds	to	their	needs	and	
interests,	including	in	their	own	
languages.	These	could	include	
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measures	to	promote	such	content	
and	to	ensure	its	visibility	and	
findability	(17).	
	
States	should	endeavour	to	incentivize	
the	production,	dissemination	and	
promotion	of	national	minority	
content,	including	in	minority	
languages,	and	especially	online.		
Media	support	schemes	should	take	
appropriate	measures	to	cater	
adequately	for	the	needs	and	interests	
of	persons	belonging	to	national	
minorities.	To	this	end,	existing	
schemes	to	promote	general	interest	
or	pluralistic	content,	or	particular	
types	of	independent	media	or	
content,	could	emphasize	the	need	for	
content	corresponding	to	the	needs	
and	interests	of	national	minorities,	
including	in	their	own	languages,	and	
especially	online.	Portions	of	the	funds	
available	under	existing	schemes	could	
be	earmarked	for	those	purposes.		The	
establishment	of	dedicated	funding	
schemes	is	also	encouraged.	(30)	
EU	Audiovisual	Media	
Services	Directive	
Experience	has	shown	that	both	self-	and	
co-regulatory	instruments,	implemented	
in	accordance	with	the	different	legal	
traditions	of	the	Member	States,	can	
play	an	important	role	in	delivering	a	
high	level	of	consumer	protection.	
Measures	aimed	at	achieving	general	
Providers	of	on-demand	audiovisual	
media	services	should	promote	the	
production	and	distribution	of	
European	works	by	ensuring	that	their	
catalogues	contain	a	minimum	share	
of	European	works	and	that	they	are	
given	sufficient	prominence	(35).	
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public	interest	objectives	in	the	
emerging	audiovisual	media	services	
sector	are	more	effective	if	they	are	
taken	with	the	active	support	of	the	
service	providers	themselves	(13).		
	
Self-regulation	constitutes	a	type	of	
voluntary	initiative,	which	enables	
economic	operators,	social	partners,	
non-governmental	organisations	and	
associations	to	adopt	common	
guidelines	amongst	themselves	and	for	
themselves.	They	are	responsible	for	
developing,	monitoring	and	enforcing	
compliance	with	those	guidelines.	
Member	States	should,	in	accordance	
with	their	different	legal	traditions,	
recognise	the	role	which	effective	self-
regulation	can	play	as	a	complement	to	
the	legislative,	judicial	and	
administrative	mechanisms	in	place	and	
its	useful	contribution	to	the	
achievement	of	the	objectives	of	
Directive	2010/13/EU.	However,	while	
self-regulation	might	be	a	
complementary	method	of	
implementing	certain	provisions	of	
Directive	2010/13/EU,	it	should	not	
constitute	a	substitute	for	the	
obligations	of	the	national	legislator.	Co-
regulation	provides,	in	its	minimal	form,	
a	legal	link	between	self-regulation	and	
the	national	legislator	in	accordance	with	
	
The	labelling	in	metadata	of	
audiovisual	content	that	qualifies	as	a	
European	work	should	be	encouraged	
so	that	such	metadata	are	available	to	
media	service	providers	(35).	
	
Prominence	can	be	ensured	through	
various	means	such	as	a	dedicated	
section	for	European	works	that	is	
accessible	from	the	service	homepage,	
the	possibility	to	search	for	European	
works	in	the	search	tool	available	as	
part	of	that	service,	the	use	of	
European	works	in	campaigns	of	that	
service	or	a	minimum	percentage	of	
European	works	promoted	from	that	
service's	catalogue,	for	example	by	
using	banners	or	similar	tools	(35).	
	
Member	States	shall	ensure	that	
media	service	providers	of	on-demand	
audiovisual	media	services	under	their	
jurisdiction	secure	at	least	a	30	%	
share	of	European	works	in	their	
catalogues	and	ensure	prominence	of	
those	works	(Article	13).	
	
Where	Member	States	require	media	
service	providers	under	their	
jurisdiction	to	contribute	financially	to	
the	production	of	European	works,	
including	via	direct	investment	in	
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the	legal	traditions	of	the	Member	States	
(14).			
content	and	contribution	to	national	
funds,	they	may	also	require	media	
service	providers	targeting	audiences	
in	their	territories,	but	established	in	
other	Member	States	to	make	such	
financial	contributions,	which	shall	be	
proportionate	and	non-discriminatory	
(Article	13).	
EU	Copyright	Directive	 That	harmonised	legal	framework	
contributes	to	the	proper	functioning	of	
the	internal	market,	and	stimulates	
innovation,	creativity,	investment	and	
production	of	new	content,	also	in	the	
digital	environment,	in	order	to	avoid	
the	fragmentation	of	the	internal	
market.	The	protection	provided	by	that	
legal	framework	also	contributes	to	the	
Union's	objective	of	respecting	and	
promoting	cultural	diversity,	while	at	the	
same	time	bringing	European	common	
cultural	heritage	to	the	fore	(2).	
	 It	is	therefore	important	to	foster	the	
development	of	the	licensing	market	
between	right-holders	and	online	
content-sharing	service	providers.	
Those	licensing	agreements	should	be	
fair	and	keep	a	reasonable	balance	
between	both	parties.	Right-holders	
should	receive	appropriate	
remuneration	for	the	use	of	their	works	
or	other	subject	matter	(61).		
	
Member	States	shall	ensure	that	
authors	and	performers	receive	on	a	
regular	basis	and	taking	into	account	
the	specificities	of	each	sector,	timely,	
adequate	and	sufficient	information	on	
the	exploitation	of	their	works	and	
performances	from	those	to	whom	
they	have	licensed	or	transferred	their	
rights,	notably	as	regards	modes	of	
exploitation,	revenues	generated	and	
remuneration	due	(Article	19).	
Joint	Declaration	on	
Freedom	of	Expression	
and	the	Internet	
Approaches	to	regulation	developed	for	
other	means	of	communication	–	such	as	
telephony	or	broadcasting	–	cannot	
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simply	be	transferred	to	the	Internet	but,	
rather,	need	to	be	specifically	designed	
for	it	(1c).		
	
Self-regulation	can	be	an	effective	tool	in	
redressing	harmful	speech,	and	should	
be	promoted	(1d).		
Recommendation	on	
the	free,	transboundary	
flow	of	information	on	
the	Internet	
The	right	to	freedom	of	expression,	
including	the	right	to	receive	and	impart	
information	and	ideas	without	
interference	and	regardless	of	frontiers	
constitutes	a	cornerstone	of	democratic	
society	and	is	one	of	the	basic	conditions	
for	its	sustainability	and	progress	and	for	
the	development	of	every	human	being	
(1).	
	
States	should	protect	and	promote	the	
global	free	flow	of	information	on	the	
Internet.	They	should	ensure	that	
interferences	with	Internet	traffic	within	
their	territory	pursue	the	legitimate	aims	
set	out	in	Article	10	of	the	ECHR	and	
other	relevant	international	agreements	
and	do	not	have	an	unnecessary	or	
disproportionate	impact	on	the	
transboundary	flow	of	information	on	
the	Internet	(1.2).	
	
Due-diligence	principles	(2)		
	
Value	of	self-regulation	(3)	
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Table	II	
Normative	
instrument/Area	
Access	to	diverse	and	reliable	information,	including	local	
news	
Effects	of	algorithms	on	exposure	to	diverse	content	
Operational	Guidelines	
on	the	Implementation	
of	the	Convention	in	the	
Digital	Environment	
Promote	respect	for	fundamental	freedoms	of	expression,	
information	and	communication	and	for	privacy	and	other	
human	rights	as	pre-requisites	for	the	creation,	distribution	
and	access	to	diverse	cultural	expressions	(8.9).		
	
Parties	shall	promote	dialogue	between	private	operators	and	
public	authorities	in	order	to	encourage	greater	transparency	
in	the	collection	and	use	of	data	that	generates	algorithms,	
and	encourage	the	creation	of	algorithms	that	ensure	a	
greater	diversity	of	cultural	expressions	in	the	digital	
environment	and	promote	the	presence	and	availability	of	
local	cultural	works	(16.2)		
	
Parties	shall	introduce	greater	transparency	and	readability	of	
indexing	and	content	referencing	modes	in	order	to	ensure	
that	the	digital	mechanisms	(recommendation	algorithms)	
determining	the	content	available	to	the	users	provide	a	wide	
range	of	diverse	cultural	expressions	in	the	digital	
environment	(17.1).			
OSCE	Tallinn	Guidelines	
on	National	Minorities	
and	the	Media	in	the	
Digital	Age	
States	and	State	or	public	actors	should	refrain	from	
disseminating,	supporting	or	endorsing	in	any	way	
disinformation,	propaganda	or	inflammatory	discourse	
which	aim	to,	or	are	likely	to,	undermine	friendly	relations	
among	States	and/or	the	sovereignty	of	other	States;	
obstruct	integration	in	other	States,	and/or	generate	
hostility	towards	particular	groups,	including	national	
minorities.	Internet	intermediaries	should	uphold	human	
rights	principles,	respect	human	rights	online,	and	
voluntarily	accept	and	apply	all	international	human	rights	
and	women’s	rights	instruments	in	the	digital	environment	
(31).		
	
	
Internet	intermediaries	should	be	allowed	to,	and	encouraged	
to,	offer	their	services	in	the	languages	of	national	minorities.	
They	should	also	be	encouraged	to	devise	and	implement	
strategic	plans	and	concrete	measures	to	enhance	the	
availability,	accessibility,	prominence	and	findability	of	
content	produced	by	national	minorities,	including	in	minority	
languages,	online.	Intermediaries	which	use	algorithm-based	
search	or	recommendation	systems	should	be	encouraged	to	
provide	greater	transparency	in	respect	of	how	those	systems	
work	and	how	they	impact	on	minority	content.		They	should	
also	provide	for	improved	levels	of	individual	autonomy	over	
the	personal	data	and	preferences	that	they	use,	including	
those	which	can	lead	to	their	identification	(or	not)	as	persons	
belonging	to	national	minorities	(11).	
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EU	Code	of	Practice	on	
Disinformation	
Consistently	with	Article	10	of	the	European	Convention	on	
Human	Rights	and	the	principle	of	freedom	of	opinion,	
invest	in	technological	means	to	prioritize	relevant,	
authentic,	and	accurate	and	authoritative	information	
where	appropriate	in	search,	feeds,	or	other	automatically	
ranked	distribution	channels.	Be	that	as	it	may,	Signatories	
should	not	be	compelled	by	governments,	nor	should	they	
adopt	voluntary	policies,	to	delete	or	prevent	access	to	
otherwise	lawful	content	or	messages	solely	on	the	basis	
that	they	are	thought	to	be	"false"	
	
Dilute	the	visibility	of	disinformation	by	improving	the	
findability	of	trustworthy	content.		
	
Consider	empowering	users	with	tools	enabling	a	
customized	and	interactive	online	experience	so	as	to	
facilitate	content	discovery	and	access	to	different	news	
sources	representing	alternative	viewpoints,	also	providing	
them	with	easily-accessible	tools	to	report	Disinformation	
Take	the	reasonable	measures	to	enable	privacy-compliant	
access	to	data	for	fact-checking	and	research	activities	and	to	
cooperate	by	providing	relevant	data	on	the	functioning	of	
their	services	including	data	for	independent	investigation	by	
academic	researchers	and	general	information	on	algorithms.		
	
Social	media:	social	
threads	or	threats	to	
human	rights	(Council	of	
Europe	Parliamentary	
Assembly)	
Social	media	companies	should	rethink	and	enhance	their	
internal	policies	to	uphold	firmly	the	rights	to	freedom	of	
expression	and	information,	promoting	the	diversity	of	
sources,	topics	and	news,	as	well	as	better	quality	of	
information,	while	fighting	effectively	against	the	
dissemination	of	unlawful	material	through	their	users’	
profiles	and	countering	disinformation	more	effectively	(5).		
	
States	encourage	and	support	collaborative	fact-checking	
initiatives	and	other	improvements	of	content	moderation	
and	curation	systems,	which	are	intended	to	counter	the	
dissemination	of	deceptive	and	misleading	information,	
including	through	social	media	(9.5).	
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Public	service	media	in	
the	context	of	
disinformation	and	
propaganda	(Council	of	
Europe	Parliamentary	
Assembly)	
States	guarantee	editorial	independence,	as	well	as	
sufficient	and	stable	funding,	for	public	service	media,	to	
ensure	that	they	are	capable	of	producing	accurate,	reliable	
news	and	information	and	ensuring	quality	journalism	
deserving	the	trust	of	the	public	(6.1)	
	
States	support	multi-stakeholder	collaborations	aiming	to	
develop	new	tools	for	user-generated	content	fast	checking	
and	artificial	intelligence-driven	fact	checking	(6.7).		
	
Joint	Declaration	on	
Freedom	of	Expression	
and	the	Internet	
States	should	only	seek	to	restrict	content	pursuant	to	an	
order	by	an	independent	and	impartial	judicial	authority,	
and	in	accordance	with	due	process	and	standards	of	
legality,	necessity	and	legitimacy.	States	should	refrain	from	
imposing	disproportionate	sanctions,	whether	heavy	fines	
or	imprisonment,	on	Internet	intermediaries,	given	their	
significant	chilling	effect	on	freedom	of	expression	(66).	
	
States	and	intergovernmental	organizations	should	refrain	
from	establishing	laws	or	arrangements	that	would	require	
the	“proactive”	monitoring	or	filtering	of	content,	which	is	
both	inconsistent	with	the	right	to	privacy	and	likely	to	
amount	to	pre-publication	censorship	(67).	
There	should	be	no	discrimination	in	the	treatment	of	Internet	
data	and	traffic,	based	on	the	device,	content,	author,	origin	
and/or	destination	of	the	content,	service	or	application	(5a).	
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B.	Normative	instruments	from	national	governments,	multi-stakeholder	forums	and	networks	
	
Table	III	
Normative	
instrument/Area	
General	principles/General	considerations	 Access	and	discoverability	of	national	
and	local	content	
	
Remuneration	and	economic	viability	of	
content	creators	
UK	Online	
Harms	White	
Paper	
Developing	a	culture	of	transparency,	trust	
and	accountability,	and	consistent	standards	
of	transparency,	will	be	a	critical	element	of	
the	new	regulatory	framework	(3.13).		
	
	 	
Canada’s	Digital	
Charter	
Level	Playing	Field:	The	Government	of	
Canada	will	ensure	fair	competition	in	the	
online	marketplace	to	facilitate	the	growth	
of	Canadian	businesses	and	affirm	Canada's	
leadership	on	digital	and	data	innovation,	
while	protecting	Canadian	consumers	from	
market	abuses.	
	
	 	
ACCC	–	Digital	
Platforms	
Inquiry	–	Final	
Report	
Recommendation	4:	Proactive	investigation,	
monitoring	and	enforcement	of	issues	in	
markets	in	which	digital	platforms	operate.		
	
Recommendation	7	Designated	digital	
platforms	to	provide	codes	of	conduct	
governing	relationships	between	digital	
platforms	and	media	businesses	(…).		
	
Recommendation	9:	Stable	and	adequate	
funding	for	the	public	broadcasters	
	
Recommendation	8	Mandatory	take	
down	code	to	assist	copyright	
enforcement	on	digital	platforms.		
	
Recommendation	10:	Grants	for	local	
journalism	
Paris	Call	for	
Trust	and	
We	reaffirm	that	the	same	rights	that	
people	have	offline	must	also	be	protected	
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Security	in	
Cyberspace	
online,	and	also	reaffirm	the	applicability	of	
international	human	rights	law	in	
cyberspace.	
	
We	recognize	the	responsibilities	of	key	
private	sector	actors	in	improving	trust,	
security	and	stability	in	cyberspace	and	
encourage	initiatives	aimed	at	strengthening	
the	security	of	digital	processes,	products	
and	services.	
	
We	recognize	the	necessity	of	a	
strengthened	multi-stakeholder	approach	
and	of	additional	efforts	to	reduce	risks	to	
the	stability	of	cyberspace	and	to	build-up	
confidence,	capacity	and	trust.	
	
We	affirm	our	willingness	to	work	together,	
in	the	existing	fora	and	through	the	relevant	
organizations,	institutions,	mechanisms	and	
processes	to	assist	one	another	and	
implement	cooperative	measures.		
Toronto	
Declaration:	
Protecting	the	
rights	to	
equality	and	
non-
discrimination	
in	machine	
learning	
systems	
We	focus	in	this	Declaration	on	the	right	to	
equality	and	non-discrimination.	There	are	
numerous	other	human	rights	that	may	be	
adversely	affected	through	the	use	and	
misuse	of	machine	learning	systems,	
including	the	right	to	privacy	and	data	
protection,	the	right	to	freedom	of	
expression	and	association,	to	participation	
in	cultural	life,	equality	before	the	law,	and	
access	to	effective	remedy.	Systems	that	
make	decisions	and	process	data	can	also	
	 	
 
  
38								Diversity	of	content	in	the	digital	age	–	towards	guiding	principles	
undermine	economic,	social,	and	cultural	
rights;	for	example,	they	can	impact	the	
provision	of	vital	services,	such	as	
healthcare	and	education,	and	limit	access	
to	opportunities	like	employment.		
	
This	Declaration	underlines	that	inclusion,	
diversity	and	equity	are	key	components	of	
protecting	and	upholding	the	right	to	
equality	and	non-discrimination.	All	must	be	
considered	in	the	development	and	
deployment	of	machine	learning	systems	in	
order	to	prevent	discrimination,	particularly	
against	marginalised	groups.	
	
Montreal	
Declaration	for	
a	Responsible	
Development	of	
Artificial	
Intelligence	
Well-being	principle:		The	development	and	
use	of	artificial	intelligence	systems	(AIS)	
must	permit	the	growth	of	the	well-being	of	
all	sentient	beings.		
	
Respect	for	autonomy	principle:	AIS	must	be	
developed	and	used	while	respecting	
people’s	autonomy,	and	with	the	goal	of	
increasing	people’s	control	over	their	lives	
and	their	surroundings.	
	
Solidarity	principle:	the	development	of	AIS	
must	be	compatible	with	maintaining	the	
bonds	of	solidarity	among	people	and	
generations.		
	
	 	
International	
Declaration	on	
The	communication	and	information	space	
should	guarantee	the	freedom,	
	 Freedom	of	expression:	
Intellectual	property,	which	is	only	
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Information	and	
Democracy	
independence	and	pluralism	of	news	and	
information.	As	a	common	good,	this	space	
has	social,	cultural	and	democratic	value	
and	should	not	be	reduced	to	its	
commercial	dimension	alone.	Dominant	
positions	in	the	production,	distribution	or	
curation	of	information	must	be	prevented	
where	possible	and	controlled	when	
unavoidable,	in	order	to	preserve	the	
variety	of	facts	and	viewpoints.	
applicable	to	creations	and	inventions,	
should	not	create	closed	systems	in	the	
information	and	communication	space	
and	should	not	be	used	to	restrict	public	
deliberation.	The	product	resulting	from	
the	creative	work	of	gathering,	
processing	and	disseminating	information	
confers	the	right	to	fair	remuneration.	
Global	Network	
Initiative	on	
Freedom	of	
Expression	and	
Privacy	
The	right	to	freedom	of	expression	should	
not	be	restricted	by	governments,	except	in	
narrowly	defined	circumstances	based	on	
internationally	recognized	laws	or	
standards.	These	restrictions	should	be	
consistent	with	international	human	rights	
laws	or	standards,	the	rule	of	law	and	be	
necessary	and	proportionate	for	the	
relevant	purpose.	
	
ICT	companies	should	comply	with	all	
applicable	laws	and	respect	internationally	
recognized	human	rights,	wherever	they	
operate.	
	
Participants	will	take	a	collaborative	
approach	to	problem	solving	and	explore	
new	ways	in	which	the	collective	learning	
from	multiple	stakeholders	can	be	used	to	
advance	freedom	of	expression	and	privacy.	
	
Individually	and	collectively,	participants	will	
engage	governments	and	international	
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Table	IV	
	
Normative	
instrument/Area	
Access	to	diverse	and	reliable	information,	including	local	
news	
Effects	of	algorithms	on	exposure	to	diverse	content	
UK	Online	Harms	
White	Paper	
Disinformation:	fulfilling	the	duty	of	care	
Companies	will	need	to	take	proportionate	and	proactive	
measures	to	help	users	understand	the	nature	and	
reliability	of	the	information	they	are	receiving,	to	minimise	
the	spread	of	misleading	and	harmful	disinformation	and	to	
increase	the	accessibility	of	trustworthy	and	varied	news	
content	(7.27).	
	
Areas	to	include	in	a	code	of	practice:	
promoting	authoritative	news	sources;	
promoting	diverse	news	content,	countering	the	"echo	
chamber"	in	which	people	are	only	exposed	to	information	
which	reinforces	their	existing	views	(7.28)	
Companies	will	be	required	to	ensure	that	algorithms	selecting	
content	do	not	skew	towards	extreme	and	unreliable	material	in	
the	pursuit	of	sustained	user	engagement	(7.30).	
Canada’s	Digital	
Charter	
Strong	Democracy:	
The	Government	of	Canada	will	defend	freedom	of	
expression	and	protect	against	online	threats	and	
disinformation	designed	to	undermine	the	integrity	of	
elections	and	democratic	institutions	
	
	
ACCC	–	Digital	
Platforms	Inquiry	–	
Recommendation	14	Monitor	efforts	of	digital	platforms	to	
implement	credibility	signalling	
	
institutions	to	promote	the	rule	of	law	and	
the	adoption	of	laws,	policies	and	practices	
that	protect,	respect	and	fulfil	freedom	of	
expression	and	privacy.		
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Final	Report	 	
Recommendation	15	Digital	Platforms	Code	to	counter	
disinformation	
Montreal	
Declaration	for	a	
Responsible	
Development	of	
Artificial	Intelligence	
	 Diversity	Inclusion	principle:	The	development	and	use	of	AIS	must	
be	compatible	with	maintaining	social	and	cultural	diversity	and	
must	not	restrict	the	scope	of	lifestyle	choices	or	personal	
experiences.	
1.	AIS	development	and	use	must	not	lead	to	the	homogenization	
of	society	through	the	standardization	of	behavior	and	opinions.		
2.	From	the	moment	algorithms	are	conceived,	AIS	development	
and	deployment	must	take	into	consideration	the	multitude	of	
expressions	of	social	and	cultural	diversity	present	in	the	society.	
3.	AI	development	environments,	whether	in	research	or	industry,	
must	be	inclusive	and	reflect	the	diversity	of	the	individuals	and	
groups	of	the	society.		
4.AIS	must	avoid	using	acquired	data	to	lock	individuals	into		a	
user	profile,	fix	their	personal	identity,	or	confine	them	to	a	
filtering	bubble,	which	would	restrict	and	confine	their	possibilities	
for	personal	development	—	especially	in	fields	such	as	education,	
justice,	or	business.		
5.AIS	must	not	be	developed	or	used	with	the	aim	of	limiting	the	
free	expression	of	ideas	or	the	opportunity	to	hear	diverse	
opinions,	both	being	essential	conditions	of	a	democratic	society.		
6	.		For	each	service	category,	the	AIS	offering	must	be	diversified	
to	prevent	de	facto	monopolies	from	forming	and	undermining	
individual	freedoms.	
International	
Declaration	on	
Information	and	
Democracy	
Right	to	information:		
Freedom	of	opinion	is	guaranteed	by	the	free	exchange	of	
ideas	and	information	based	on	factual	truths.	Reliable	
information	underpins	the	exercise	of	freedom	of	opinion,	
respect	for	other	human	rights	and	all	democratic	practices,	
including	deliberation,	election,	decision-making	and	
accountability.	The	integrity	of	the	democratic	process	is	
Transparency	of	powers	
Every	public	or	private	sector	entity	imbued	with	a	form	of	power	
or	influence	has	–	within	the	limits	of	the	public	interest	–	
transparency	obligations	in	proportion	to	the	power	or	influence	it	
is	able	to	exercise	over	people	or	ideas.	
This	transparency	must	be	assured	in	a	swift,	sincere	and	
systematic	manner.	
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violated	when	information	that	could	influence	this	process	
is	manipulated.	
Global	Network	
Initiative	on	
Freedom	of	
Expression	and	
Privacy	
	 Freedom	of	opinion	and	expression	supports	an	informed	citizenry	
and	is	vital	to	ensuring	public	and	private	sector	accountability.	
Broad	public	access	to	information	and	the	freedom	to	create	and	
communicate	ideas	are	critical	to	the	advancement	of	knowledge,	
economic	opportunity	and	human	potential.	
	
	
	
C.	Reports	drafted	by	experts	and	published	by	International	and	Regional	Organisations	
	
Table	V	
Report/Area	 General	principles/General	
considerations	
Access	and	discoverability	of	national	and	
local	content	
Remuneration	and	economic	viability	of	
content	creators	
Global	Report	
Reshaping	
cultural	policies	
(UNESCO)	
	 States	must	adopt	digital	plans	and	
strategies	to	invest	in	local	cultural	
production.		
	
Grant	specific	status	to	cultural	goods	and	
services	in	trade	agreements	addressing	e-
commerce.		
	
Provide	adequate	resources	and	skills	for	
civil	society	organisations.	
	
Develop	new	collaborative	partnerships	
between	public	sector,	private	sector	and	
civil	society.			
Invest	in	local	quality	content	production.		
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Table	VI	
Report/Area	 Access	to	diverse	and	reliable	information,	
including	local	news	
Effects	of	algorithms	on	exposure	to	diverse	content	
Information	
Disorder:	
Toward	an	
Interdisciplinary	
Framework	for	
Research	and	
Policy	Making	
(Council	of	
Europe)	
Adequately	moderate	non-English	content.	Social	
networks	need	to	invest	in	technology	and	staff	to	
monitor	mis-,	dis-	and	mal-information	in	all	
languages.		
	
Pay	attention	to	audio/visual	forms	of	mis-	and	
dis-information.	The	problematic	term	‘fake	news’	
has	led	to	an	unwarranted	fixation	on	text-based	
mis-	and	disinformation.	However,	our	research	
suggests	that	fabricated,	manipulated	or	falsely	
contextualized	visuals	are	more	pervasive	than	
textual	falsehoods.	We	also	expect	fabricated	
audio	to	become	an	increasing	problem.	
Technology	companies	must	address	these	
formats	as	well	as	text.	
	
Build	fact-checking	and	verification	tools.	We	
recommend	that	technology	companies	build	
tools	to	support	the	public	in	fact-checking	and	
verifying	rumors	and	visual	content,	especially	on	
mobile	phones.	
	
Enforce	minimum	levels	of	public	service	news	to	
the	platforms.	Encourage	platforms	to	work	with	
independent	public	media	organisations	to	
integrate	quality	news	and	analysis	into	users’	
feeds.	
	
Provide	transparent	criteria	for	any	algorithmic	changes	that	down-rank	
content.	Algorithmic	tweaks	or	the	introduction	of	machine	learning	techniques	
can	lead	to	unintended	consequences,	whereby	certain	types	of	content	is	de-
ranked	or	removed.	There	needs	to	be	transparency	around	these	changes	so	
the	impact	can	be	independently	measured	and	assessed.	Without	this	
transparency,	there	will	be	claims	of	bias	and	censorship	from	different	content	
producers.	
	
Let	users	customize	feed	and	search	algorithms.	Users	should	be	given	the	
chance	to	consciously	change	the	algorithms	that	populate	their	social	feeds	
and	search	results.	For	example,	they	should	be	able	to	choose	to	see	diverse	
political	content	or	a	greater	amount	of	international	content	in	their	social	
feeds.	
	
Diversify	exposure	to	different	people	and	views.	Using	the	existing	algorithmic	
technology	on	the	social	networks	that	provides	suggestions	for	pages,	
accounts,	or	topics	to	follow,	these	should	be	designed	to	provide	exposure	to	
different	types	of	content	and	people.	There	should	be	a	clear	indication	that	
this	is	being	surfaced	deliberately,	and	while	the	views	or	content	might	be	
uncomfortable	or	challenging,	it	is	necessary	to	have	an	awareness	of	different	
perspectives.	
Algorithms	and	 	 Public	entities	and	independent	non-state	actors	should	initiate	and	support	
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human	rights	
(Council	of	
Europe)	
research	that	helps	to	better	understand	and	respond	to	the	human	rights,	
ethical	and	legal	implications	of	algorithmic	decision-making.	Therefore,	they	
should	support	and	engage	with	trans-disciplinary,	problem-orientated	and	
evidence-based	research,	as	well	as	the	exchange	of	best	practices.		
	
States	should	not	impose	a	general	obligation	on	internet	intermediaries	to	use	
automated	techniques	to	monitor	information	that	they	transmit,	store	or	give	
access	to,	as	such	monitoring	infringes	on	users’	privacy	and	has	a	chilling	effect	
on	the	freedom	of	expression.		
	
