We prove various estimates for the first eigenvalue of the magnetic Dirichlet Laplacian on a bounded domain in two dimensions. When the magnetic field is constant, we give lower and upper bounds in terms of geometric quantities of the domain. We furthermore prove a lower bound for the first magnetic Neumann eigenvalue in the case of constant field.
Introduction
Let Ω be a bounded open domain in R 2 and B ∈ L ∞ loc (R 2 ) a real-valued function, the magnetic field. To B we associate a vector potential A ∈ L ∞ (Ω) such that B = curl A = ∂ 1 A 2 − ∂ 2 A 1 in Ω, see Section 2 for an explicit construction of A. The magnetic Dirichlet Laplacian on Ω, on C ∞ c (Ω). Altogether, there is a huge amount of literature dealing with spectral properties of the operator H D Ω,B on bounded as well as unbounded domains in R 2 . We refer to the [AHS, CFKS] for an introduction on Schrödinger operators with magnetic fields. Various estimates for sums and Riesz means of eigenvalues of H D Ω,B on bounded domains were established in [ELV, KW, LLR, LS] . Hardy-type inequalities for h D Ω,A were studied in [BLS, LW, W] . For a version of the well-known Faber-Krahn inequality in the case of constant magnetic field we refer to [Er] .
Since Ω is bounded, our conditions on B imply that the form domain of H D Ω,B is H 1 0 (Ω) and λ 1 (Ω, B) is indeed the lowest eigenvalue of H D Ω,B . There exist two well-known lower bounds for λ 1 (Ω, B). By a commutator estimate, see e.g. [AHS] , one obtains
For a constant magnetic field B(x) = B 0 , inequality (1.2) yields λ 1 (Ω, B 0 ) ≥ ±B 0 .
( 1.3)
The pointwise diamagnetic inequality (see for example [LL, Theorem 7 .21])
|(−i∇ + A) u(x)| ≥ |∇|u(x)||, for a.e. x ∈ Ω, (1.4) on the other hand tells us that
This implies that λ 1 (Ω, B) ≥ λ 1 (Ω, 0).
(1.5)
Under very weak regularity conditions on B it was shown in [He] that inequality (1.5) is in fact strict; λ 1 (Ω, B) > λ 1 (Ω, 0). Let us briefly discuss the Neumann case. The quadratic form corresponding to the magnetic Neumann Laplacian H N Ω,B is given by
and the form domain is now H 1 (Ω). Again,
is the first eigenvalue of H N Ω,B , provided Ω is sufficiently regular. The estimate (1.5) remains valid in the Neumann case (since (1.4) holds a.e.), and gives:
(1.6)
The corresponding estimate (1.2) (resp. (1.3)) is a priori not available due to the different boundary conditions. A lot of attention has been paid to the asymptotic behavior of µ 1 (Ω, B) for large values of the magnetic field, see e.g. [Bo, FH1, LP, Ra, Si] .
Overview of the Main Results
A natural question which arises in this context is whether estimates (1.2), (1.3) and (1.5) can be improved by adding a positive term to their righthand sides.
It is clear that their combinations cannot be achieved by simple addition; already for the constant magnetic field any lower bound of the type
with c > 0 independent of B 0 , must fail. Indeed, since the eigenfunction of H D Ω,0 = −∆ D Ω relative to the eigenvalue λ 1 (Ω, 0) may be chosen real-valued, analytic perturbation theory yields
(1.8)
This clearly contradicts (1.7) for B 0 small enough.
The main results of our paper are the following. In Section 2 we give quantitative lower bounds on the quadratic form
denoted by estimates of the first type. Estimates for the difference
referred to as estimates of the second type, are studied in Section 3. In both cases, particular attention will be devoted to the case of constant magnetic field. Last but not least, we will also establish a lower bound of the second type for the lowest eigenvalue of the magnetic Neumann Laplacian in the case of constant magnetic field in Section 3.2.
Notation:
Given x ∈ Ω and r > 0, we denote by B(x, r) the open disc of radius r centered in x. We also introduce the distance function
and the in-radius of Ω,
Finally, given a positive real number x we denote by [x] its integer part.
Estimates of the First Type
In this section we will derive lower bounds on the forms
Instead of introducing a vector potential A associated to B, we decide link both quantities through a so called super potential, an approach that is wellknown in the study of the Pauli operator, see e.g. [EV] . For our magnetic fields however, this approach is equivalent with the standard definition given in the introduction.
be the family of super potentials associated to B. Note that F(B) is not empty. Indeed, the function
which is well defined in view of the regularity of B, solves
in the distributional sense. Since B ∈ L ∞ loc (R 2 ), standard regularity theory implies that Ψ 0 ∈ W 2,p (B(0, r)) for every 1 ≤ p < ∞, see [GT, Thm. 9.9] . Moreover, for any Ψ ∈ F(B) the difference Ψ − Ψ 0 is a harmonic function in B(0, r). Hence for any Ψ ∈ F(B) and any p ∈ [1, ∞) we have Ψ ∈ W 2,p (B(0, r)). By Sobolev's embedding theorem it then follows that Ψ is continuous on B(0, r), so we may define the oscillation of Ψ over Ω;
Accordingly we set
Note also that a vector field A : B(0, r) → R 2 defined by
belongs to W 1,p (B(0, r)) for every 1 ≤ p < ∞, in view of the regularity of Ψ, and satisfies curl A(x) = B(x) in B(0, r)
in the distributional sense. Hence by the Sobolev embedding theorem we have A ∈ L ∞ (B(0, r)) and furthermore div A = 0 almost everywhere on B(0, r).
holds true for all u ∈ C ∞ c (Ω).
Proof. We first prove inequality (2.2) with the plus sign on the right hand side. To do so, we pick any Ψ ∈ F(B) and perform the ground state substitution u(x) =: v(x) e −Ψ(x) and obtain, after a relatively lengthy (but straightforward) calculation,
where in the last step we used that
It then follows that
To prove the corresponding lower bound with the minus sign in front of B on the right hand side, we note that the substitution u(x) =:
Moreover, since osc(Ω, −Ψ) = osc(Ω, Ψ), the same procedure as above gives an identical lower bound. To complete the proof of (2.2) it now suffices to optimize the right hand side with respect to Ψ ∈ F(B), keeping in mind that the spectral properties of h D Ω,A only depend on B.
Estimates for the Constant Magnetic Field
In this section we consider the case of a constant magnetic field:
Clearly, all Ψ ∈ F(B 0 ) are smooth, and optimizing estimate (2.2) amounts to minimizing the oscillation of B 0 Ψ, where Ψ satisfies
The optimal Ψ depends very much on the geometry of Ω, and we start with a rather general result. We pick any point x 0 ∈ Ω and a rotation R(x 0 , θ) ∈ SO(2), parametrized by an angle θ ∈ [0, 2π) and center of rotation x 0 . Set
the maximal x 2 -distance of the rotated set R(x 0 , θ)Ω. The quantity ℓ(Ω) is then defined as follows:
It is easily seen that ℓ(Ω) is independent of the choice of x 0 ∈ Ω and finite, since Ω is bounded.
Proof. In view of estimate (2.2) we have
The rotational symmetry of the problem allows us to assume that Ω has been rotated such that
Let α := inf x∈Ω x 2 and β := sup x∈Ω x 2 . We then chose the super potential
where a is a free parameter. Observe that we may assume that the entire line between α and β is contained in Ω, because the oscillation of a function over a domain can only increase as the domain is increased (and Ψ is globally welldefined). Next, we calculate osc(Ω, Ψ) and minimize the result with respect to a. A direct calculation shows that the best choice is a = (α + β)/2, which gives
This in combination with (2.7) implies (2.6).
Remark 2.3. It was shown in [Er, Er2] that for any ε > 0 there exists a constant C(ε) such that
Together with the Faber-Krahn inequality [Er] this yields
where R is such that |B(0, R)| = |Ω|. It is clear that (2.6) is an improvement of the estimate (2.10) for domains that are geometrically very far from the disc, as for example very wide rectangles or thin ellipses.
Proof. Let B ⊂ Ω be a disc of radius R in contained in Ω. Independently of Ω being convex or not we have
This follows directly from (2.4); for any θ ∈ [0, 2π) and x 0 ∈ Ω we have that ℓ(Ω, x 0 , θ) is larger or equal to the length of the intersection of Ω with the vertical line passing through the center of B. The latter is obviously larger or equal to 2R in , hence equation (2.12). It remains to prove the second inequality of (2.11). Let B ⊂ Ω be a disc of radius R in . Assume first that ∂B ∩ ∂Ω contains at least two distinct points P 1 and P 2 and that the vectors OP 1 and OP 2 are linearly dependent. By convexity, Ω is contained in an infinite rectangle of height 2R in , and
Assume now that ∂B ∩∂Ω is distributed in such a way that there is a closed, connected set Γ ⊂ ∂B of length πR in with the property that the distance ρ(x) := inf y∈∂Ω |x − y|, x ∈ Γ, is positive.
Since ρ is continuous and Γ is closed there is an ε such that ρ(x) ≥ ε > 0, for all x ∈ Γ. Hence we can move the disc B a distance ε/2 much in the direction of u, such that B becomes a proper subset of Ω. This contradicts that the inner radius of Ω is R in .
Assume that ∂B ∩ ∂Ω contains at least three points P 1 , P 2 and P 3 . They must be distributed in such a way that there is no such Γ as above. Since Ω is convex, it is contained in a triangle given by the tangent lines of the intersection points.
For a triangle, ℓ(T ) is given by the smallest height, which is maximized for the equilateral triangle. Hence ℓ(Ω) ≤ 3R in .
Note that the second term on the righthand side of (2.6) decays exponentially fast to zero as B 0 tends to infinity. This was in fact already observed in [FH2, Remark 1.4.3] , where the authors observed that 13) and α is a positive constant. The optimal value of α is in general unknown, however it was conjectured in [FH2, Remark 1.4.3] that α is proportional to R 2 in . This is in agreement with Proposition 2.4 and the following result. Proposition 2.5. Let Ω ⊂ R 2 be a bounded open domain and suppose that B 0 R 2 in ≥ 4 . Then
(2.14)
Proof. In view of (2.3), any v ∈ H 1 0 (Ω) satisfies
Without loss of generality we may assume that the largest disc contained in Ω is centered in the origin. Hence B(0, R in ) ⊂ Ω. We choose the super potential in the form
and apply inequality (2.15) with
elsewhere.
Obviously v ∈ H 1 0 (Ω). Note also that since v is real valued, we have |(−i∂ 1 − ∂ 2 )v| 2 = |∇v| 2 . Performing both integrations in (2.15) in polar coordinates and taking into account the condition B 0 R 2 in ≥ 4, we find that
and Ω e −2Ψ |v| 2 dx ≥ 2π
which proves (2.14).
In the special case when Ω is a disc we have Proposition 2.6. Let Ω = B(0, R) and let B 0 R 2 ≥ 4. Then Remark 2.7. In [HM, Prop. 4.4] it was stated that
B. Helffer however pointed out to us that the argument used to establish the above was slightly flawed -the above is only true if taken as a lower bound. However, from Proposition 2.6 we easily see that
which confirms, up to a pre-factor, the asymptotic (2.17) stated in [HM, Prop. 4.4] . Note also that the lower bound in (2.16) improves qualitatively the lower bound (2.9), since it allows us to pass to the limit ε → 0.
3 Estimates of the Second Type
Dirichlet boundary conditions
In this section we are going to establish a lower bound on the difference λ 1 (Ω, B) − λ 1 (Ω, 0). Given a point x ∈ Ω, we introduce the function
the flux through B(x, r). The next result shows that as soon as the magnetic field is not identically zero in Ω, the difference λ 1 (Ω, B) − λ 1 (Ω, 0) is strictly positive.
Theorem 3.1. Let Ω be a bounded open domain in R 2 and B ∈ L ∞ loc (R 2 ). If B is not identically zero in Ω, then there exists y ∈ Ω such that
where D(y, B) > 0 is given by (3.9).
For the proof of Theorem 3.1 we are going to need the following elementary result.
Lemma 3.2. Let z 1 , z 2 ∈ C and let β, γ be positive constants. Then
Proof. Since
we have
The claim now follows upon setting ε = β+γ γ .
Proof of Theorem 3.1. Let ϕ 1 be the positive normalized ground state of the Dirichlet Laplacian
To simplify the notation, we abbreviate λ 1 (Ω, 0) = λ 1 and accordingly for higher eigenvalues of H D Ω,0 . For u ∈ C ∞ c (Ω), we perform a groundstate substitution
by an explicit computation. Moreover, from the assumptions of the theorem it follows that there exists y ∈ Ω and ρ ∈ (0, δ(y)) such that Φ(·, y) is not identically zero in (0, ρ). By Lemma A.1 we know that for any R ∈ (0, δ(y)), there exists
and that the function F 1 (y, B, ·) is not identically zero on (0, δ(y)). We then write
The last term is estimated as follows:
where
For the first term, we substitute back and use the diamagnetic inequality, so that 1
Putting the above estimates together, we obtain
Since we will be taking the infimum over all u ∈ H 1 0 (Ω), we have by the inclusion of sets
Next, we observe that any w ∈ H 1 0 (Ω) can be written as
where ∆λ := λ 2 − λ 1 > 0. From this we conclude that
We then set β = ∆λ 4 and apply to the last term Lemma 3.2 with z 1 = f, z 2 = αϕ 1 and γ = F 2 . This gives
To sum up, we obtain the lower bound
The variational problem on the right hand side has an explicit solution: However, in the case of constant magnetic field it is possible to give a more explicit lower bound. We will state the result separately for small and large values of the magnetic field. where
in and let R ≤ δ(y) ≤ R in . A detailed inspection of Lemma A.1 (see in particular equations (A.2) and (A.3)) shows that in this case the quantity F 1 introduced in the proof of Theorem 3.1 satisfies
This in combination with (3.5), (3.6) and (3.9) implies that
Optimizing the right hand side first in R and then in y gives lower bound (3.10).
In order to state the result for larger values of B 0 we need some additional notation. Let x 0 ∈ Ω be the center of a disc of radius R in contained in Ω. It is easily seen that the disc B(x 0 , R in /2) contains
disjoint squares of size (2B 0 ) −1/2 . Let y j , j = 1, . . . , N (B 0 ), be the centers of these squares. It follows that B(x 0 , R in /2), and therefore Ω, contains
(3.14)
where N (B 0 ), y j and ρ are as above.
Proof. We will follow the proof of Theorem 3.1 and replace the disc B(y, R) by the family of discs B(y j , ρ) with j = 1, 2, . . . , N (B 0 ). Since the latter are disjoint by construction, we obtain a modified version of inequality (3.4):
Moreover, from Lemma A.1 we deduce that for any v ∈ H 1 (Ω) it holds that
Hence following the line of arguments of the proof of Theorem 3.1, see equations (3.5)-(3.8), we arrive at
The claim now follows.
Remark 3.6. Note that by the Lebesgue property we have
Hence in view of (3.12) the right hand side of (3.14) remains bounded and strictly positive as B 0 tends to infinity.
Remark 3.7. Note that when Ω is convex, the righthand side of Corollary 3.4 and Corollary 3.5 can be further simplified by using the lower bound for the first spectral gap of the non-magnetic Laplacian. From [AC] we know that
Neumann boundary conditions
In the Neumann case, a simple perturbation argument with respect to the non-magnetic Laplacian shows that the corresponding estimate of (1.3) in the Neumann case must fail. By taking the (normalized) constant function on Ω as a trial state we obtain µ 1 (Ω, B 0 ) = O(B This of course contradicts (1.3) with λ 1 (Ω, B 0 ) replaced by µ 1 (Ω, B 0 ). It is however possible to prove an analog of the estimate of the second type. 19) where N (B 0 ) is given by (3.12).
Proof. Let y ∈ Ω be such that δ(y) = R in and let R ∈ (0, R in ). Let ψ 1 be the normalized eigenfunction of the Neumann Laplacian associated to eigenvalue µ 1 (Ω, 0) = 0: ψ 1 (x) = |Ω| −1/2 .
We again use inequality (3.3) which, together with the diamagnetic inequality, leads to the lower bound Following the proof of Theorem 3.1 and using the lower bound (3.11) we then find that
0 R 4 µ 2 B 2 0 R 2 + 6 µ 2 , where we used the abbreviation µ 2 := µ 2 (Ω, 0). Optimizing in R then gives (3.18). As for inequality (3.19), this follows by mimicking the proof of Corollary 3.5. Indeed, if we replace ϕ 1 by ψ 1 and ∆λ by µ 2 (Ω, 0) we end up with (3.19).
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