Numerical discrepancy between serial and MPI parallel computations  by Lee, Sang Bong
Available online at www.sciencedirect.comScienceDirect
Publishing Services by Elsevier
International Journal of Naval Architecture and Ocean Engineering 8 (2016) 434e441
http://www.journals.elsevier.com/international-journal-of-naval-architecture-and-ocean-engineering/Numerical discrepancy between serial and MPI parallel computations
Sang Bong Lee
Department of Naval Architecture and Offshore Engineering, Dong-A University, Busan, South Korea
Received 20 November 2015; revised 11 May 2016; accepted 12 May 2016
Available online 21 July 2016AbstractNumerical simulations of 1D Burgers equation and 2D sloshing problem were carried out to study numerical discrepancy between serial and
parallel computations. The numerical domain was decomposed into 2 and 4 subdomains for parallel computations with message passing
interface. The numerical solution of Burgers equation disclosed that fully explicit boundary conditions used on subdomains of parallel
computation was responsible for the numerical discrepancy of transient solution between serial and parallel computations. Two dimensional
sloshing problems in a rectangular domain were solved using OpenFOAM. After a lapse of initial transient time sloshing patterns of water were
significantly different in serial and parallel computations although the same numerical conditions were given. Based on the histograms of
pressure measured at two points near the wall the statistical characteristics of numerical solution was not affected by the number of subdomains
as much as the transient solution was dependent on the number of subdomains.
Copyright © 2016 Production and hosting by Elsevier B.V. on behalf of Society of Naval Architects of Korea. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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With the use of high performance computing becoming
more prevalent, parallel computing is generally used in nu-
merical simulations of naval hydrodynamics to increase
computational efficiency. The parallel computation is divided
into two categories: Shared Memory Programming (SMP) and
Message Passing Programing (MPP). All central processing
units of SMP have to be connected to a large shared memory
physically or at least logically, which means that the parallel
scalability of SMP is subordinate to hardware architecture. It
is why SMP is not able to be popular despite its great ad-
vantages that a source code can be easily parallelized and
numerical discrepancy between serial and parallel computa-
tions is negligible. Unlike SMP, the main attraction of MPP is
the unlimited scalability for parallelization as long as a
network communication is fast enough. Moreover a relatively
lower price is another advantage of MPP machines.E-mail address: sblee1977@dau.ac.kr.
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CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Nevertheless it is not easy to build up an efficient Message
Passing Interface (MPI) of data between several machines.
As shown in Fig. 1, a numerical domain has to be
decomposed into several subdomains to perform a parallel
simulation using MPP. An inevitable problem of the domain
decomposition is how to handle boundary conditions of each
subdomain. Simply an explicit boundary condition can be
applied to all of subdomains. For example in Fig. 1(a), the
previous value of cell B11 is explicitly used as a boundary
value for cell A1N while cell B11 takes the previous value of
cell AN1 for an explicit boundary condition. Because all of
boundary values are definitely known on every subdomain it is
possible to synchronize the parallel computation of sub-
domains and maximize the parallel efficiency by using the
explicit boundary conditions as illustrated in Fig. 1(b). With
the use of explicit boundary condition the parallel efficiency of
MPP is theoretically dependent on the latency of network
communication. A different way can be considered to improve
the updating speed between subdomains. After cell B11 wait
until the value of cell A1N is determined, the new value of cell
A1N is able to be used as an updated boundary value for cellSociety of Naval Architects of Korea. This is an open access article under the
Nomenclature
A coefficient matrix
d diffusion coefficient
Li, Di, Ui discretized coefficients
Re Reynolds number
S source term
t time
u solution of Burgers equation
U velocity of sloshing flows
x, y coordinate system
Dt time interval
Du difference of solution
r density
n kinematic viscosity
f source matrix
air air
water water
(parallel) parallel computation
(serial) serial computation
(2 subdomains) parallel computation using 2 subdomains
(4 subdomains) parallel computation using 4 subdomains
n time step
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an explicit boundary condition and then cell C11 can take the
new value of cell B1N as an updated boundary condition. In
this way the speed of updating boundary values can be a little
bit improved. However it is not a complete parallel compu-
tation but a partially sequential and partially parallel compu-
tation as displayed in Fig. 1(c). A processor being in charge of
the second subdomain has to idly wait until the value of cellFig. 1. Domain decomposition for parallel computation using message passing
interface.A1N is determined and a processor taking charge of the third
subdomain will be idle until the calculation of cell B1N has
been complete. As the number of subdomain increases, the
part of sequential computation is expected to be dominant
resulting in significant reduction of parallel efficiency. It is the
reason why the first method corresponding to fully explicit
boundary condition has been used in most of parallel simu-
lations of Computational Fluid Dynamic (CFD) including
OpenFOAM, Fluent and STAR-CCMþ (Lee, 2013; Choi
et al., 2010; Park et al., 2013).
Now the only concern of MPP is the validation of explicit
boundary conditions used on subdomains in the viewpoints of
numerical stability and numerical consistency. When some
cells with high aspect ratio are located on the boundary of
subdomains the parallel computation can give rise to a nu-
merical divergence due to mass imbalance as reported in Park
et al. (2013). As every CFD user has experienced at least once,
a solution obtained from parallel computation can be a little
bit different from that of serial calculation although the
boundary and initial conditions are the exactly same. However
the numerical discrepancy by parallelization has been
considered as one of numerical uncertainty in the process of
verification and validation. The main goal of the present work
is to investigate the influence of explicit boundary conditions
used in subdomain on numerical solutions. To achieve the goal
the numerical discrepancy by explicit boundary condition of
MPP is introduced in one dimensional Burgers equation which
has convective and diffusive terms similar to NaviereStokes
equations. Next two dimensional sloshing patterns will be
shown to investigate the numerical discrepancy of Naviere-
Stokes equations between serial and parallel computations.
Transient and statistical characteristics of numerical solutions
obtained from serial and parallel computations will be
discussed.
2. Benchmark problems2.1. One dimensional Burgers equationSince Burger (1948) proposed an equation with three terms
(unsteady, convective and diffusive terms) by removing the
pressure gradient term from NaviereStokes equation, one
dimensional Burgers equation has received much attention to
investigate the quality of numerical schemes as well as find
stochastic phenomena similar to turbulence by adding a
random source term (Kutluay et al., 2004; Wani and Thakar,
2013). The canonical Burgers equation consists of unsteady,
convective and diffusive terms as follows
vu
vt
þ uvu
vx
¼ d v
2u
vx2
ð1Þ
where d represents the diffusion coefficient which is corre-
sponding to the inverse Reynolds number of NaviereStokes
equation (d ¼ Re1). The boundary conditions are imposed as
u(0,t) ¼ 1 and u(1,t) ¼ 0 in the present study. 101 grid points
are uniformly located between x ¼ 0 and x ¼ 1 and both
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the second order. Crank-Nicholson scheme is applied to the
temporal discretization in the case of 2nd order accuracy while
the convective and diffusive terms are discretized explicitly
and implicitly in the case of 1st order accuracy respectively.
Eq. (2) is the temporal discretization with 1st order accuracy
while Eq. (3) is for 2nd order time accuracy. The discretized
equation is represented as
un un1
Dt
þ un1vu
n1
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¼ d v
2un
vx2
ð2Þ
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vx2
þ v
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
ð3Þ
where the nonlinear convective term is linearized with 2nd
order time accuracy in Eq. (3). The above equations are
expressed as linear algebra of matrices, Au ¼ f where A and f
denote the coefficient and source matrices respectively.
Because the numerical domain is decomposed at xi ¼ 0.5
for MPP the first and second domains have 49 and 50 grid
points respectively. The coefficient (A) and source (f) matrices
of serial computation are expressed as
AðserialÞ ¼
2
66664
D1 U1 0 0 0
1 1 1 0 0
0 Li Di Ui 0
0 0 1 1 1
0 0 0 L99 D99
3
77775; fðserialÞ
¼
2
66664
S1 L1uð0; tÞ
«
Si
«
S99U99uð1; tÞ
3
77775 ð4Þ
while matrices at n step for parallel computation are repre-
sented asAðparallelÞ ¼
2
66664
D1 U1 0 0 0
1 1 1 0 0
0 Li Di Ui 0
0 0 1 1 1
0 0 0 L50 D50
3
77775; fðparallelÞ ¼
2
66664
S1  L1uð0; tÞ
«
Si
«
S50U50un151
3
77775;
AðparallelÞ ¼
2
66664
D51 U51 0 0 0
1 1 1 0 0
0 Li Di Ui 0
0 0 1 1 1
0 0 0 L99 D99
3
77775; fðparallelÞ ¼
2
66664
S51  L51un150
«
Si
«
S99 U99uð1; tÞ
3
77775
ð5Þwhere Li, Di, Ui are the discretized coefficients and S is the
source term at ith grid point. At the first step (n ¼ 1) of parallelcomputation the second domain is not affected by the
boundary condition of u(0,t) because the implicit propagation
of u(0,t) is truncated by the use of explicit value of u50. The
numerical discrepancy is accumulated from the first step of
simulation.
Fig. 2(a) shows the numerical solution of Burgers equation
with u(0,t) ¼ 1 and u(1,t) ¼ 0 at Re ¼ 10 while (b) and (c)
display the difference of solution between serial and parallel
computations when the equation is discretized with 1st and
2nd order time accuracy respectively. The difference of solu-
tion is defined as Du ¼ u(2 subdomains)  u(serial). As time goes
on, the boundary information of u(0,t) ¼ 1 is propagated in-
ward by both convective and diffusive terms. The information
delivery affects the solution of entire domain implicitly in the
serial computation whereas the implicit propagation of
u(0,t) ¼ 1 is limited within 0 < x  0.5 in the parallel
computation. The solution in the range of 0.5 < x < 1.0 will be
affected by the boundary information of u(0,t) ¼ 1 at the next
step, which results in numerical discrepancies between serial
and parallel computation. As shown in Fig. 2(b) the maximum
difference of solution is larger than 3% when the time accu-
racy of discretization is 1st order. The difference is smaller in
the discretization of 2nd order time accuracy than in 1st order
time accuracy. The reason can be deduced in the budget
analysis in Fig. 3. Fig. 3(a) and (b) display the temporal
changes of three terms, i.e. unsteady, convective and diffusive
terms, at x ¼ 0.3 and 0.6 respectively. At the initial stages
(t < 0.15 at x ¼ 0.3 and t < 0.5 at x ¼ 0.6), the unsteady and
diffusive terms mainly adjust balance of momentum while the
magnitude of convective term is relatively small. It means that
the diffusion plays an important role in the initial propagation
of u(0,t). As formulated in Equations (2) and (3), an implicit
influence of diffusion is more dominant in the temporal dis-
cretization with 1st order accuracy than with 2nd order ac-
curacy. It is the reason why the difference of solution is more
significant in 1st order temporal discretization than in 2nd
order discretization. We should be very careful to expect that
the parallel computation using MPP can give the same solu-tions with the serial computation, especially when 1st order
accuracy is used in the temporal discretization.
Fig. 3. Budget analysis of Burgers equation.
Fig. 2. Numerical solutions of Burgers equation and discrepancy between
serial and 2 subdomains parallel computations.
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affects the numerical solutions of parallel computations. Fig. 4
shows the difference of solutions between serial and parallel
computations when the numerical domain is decomposed into
4 subdomains, i.e. the boundaries of subdomain are located at
x ¼ 0.25, 0.5 and 0.75. Because 99 grid points are uniformly
located in the whole domain, each subdomain has 24 or 25
points which is half of grid points used in Fig. 2. As shown in
Fig. 4(b) the numerical difference is larger than 6% when the
equation is temporally discretized with 1st order accuracy. The
difference becomes 3% in the discretization with 2nd order
time accuracy, which is smaller than that of 1st order time
accuracy. The more parallel threads are used to speed the
parallel calculation up, the more significant the numerical
discrepancies are between serial and parallel computations.
When the domain is decomposed into 2 subdomains in Fig. 3,
the maximum difference of solution is shown x ¼ 0.5 where
the boundary of subdomains is located. The maximum dif-
ference in Fig. 4 is near x ¼ 0.75 on which the boundary
between 3rd and 4th subdomain is placed as well.
In practical applications of parallel CFD simulation
including naval hydrodynamics to predict ship resistances
studied in Lee (2013), the grid verification has been carried out
to analyze the numerical uncertainty (Wilson et al., 2001). TheFig. 4. Numerical solutions of Burgers equation and discrepancy between
serial and 4 subdomains parallel computations.
Fig. 6. Numerical solutions of Burgers equation at Re ¼ 100 and discrepancy
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tendency of solution by increasing the number of grid points at
a constant rate. If the number of grid points is doubled in each
direction, the total points of new grid system for verification
would be 8 times the original one. More parallel threads will
be employed to rapidly obtain the solution from the new grid
system with large number of grid points because each thread
of parallel computations is advisable to take 30e50 thousands
of grid points to maximize parallel efficiency of MPP. In order
to discuss whether it is reasonable to use more parallel threads
when the number of grid points increases in the process of
verification, the total number of grid points in the whole
domain is set to be 199 and the numerical domain is decom-
posed into 4 subdomains in Fig. 5. Each subdomain has 49 or
50 grid points which are the same used in subdomains of
Fig. 2. Du of Fig. 5 is defined as Du ¼ u(4 subdomains)  u(serial).
As shown in Fig. 5, the numerical discrepancy of solutions
dependent on the number of subdomains is not able to be
corrected although the total number of grid points increases.
Unless the same number of parallel threads is used in the all
procedure of grid verification we have to be careful to verify
the grid system because the solution of MPP is significantly
dependent on the number of subdomains.
Finally in Burgers equation the discrepancy of solution
between serial and parallel computations is studied when
Reynolds number is 100 as displayed in Fig. 6. The domain is
decomposed into 2 subdomain at x ¼ 0.5. As Reynolds
number increases the viscous diffusion is relatively weak in
Fig. 6(a). But the difference of solution between serial and
parallel computations still exists and the difference is smaller
in the temporal discretization with 2nd order accuracy thanFig. 5. Numerical discrepancy between serial and 4 subdomains parallel
computations when the number of grid points increases in the parallel
computation.
between serial and 2 subdomains parallel computations.with 1st order accuracy. In short the numerical discrepancy
between serial and parallel computations is not negligible,
especially in the discretization of 1st order time accuracy.
Because the discrepancy is significantly dependent on the
number of subdomains and not corrected by increasing the
number of grid points, the same number of parallel threads
should be used to verify a grid system in transient simulations.2.2. Two dimensional sloshingIn order to check the significance of numerical discrepancy
depending on the number of subdomains in practical appli-
cations, a two dimensional sloshing problem is solved using
2nd order finite volume schemes in a rectangular domain by
using OpenFOAM. The solver is interDyMFoam for two
incompressible, isothermal immiscible fluids using Volume of
Fluid (VOF) in a moving mesh domain. The transport prop-
erties of water and air are rwater ¼ 1000 kg/m3, rair ¼ 1.2 kg/
m3, nwater ¼ 1.0  106 and nair ¼ 1.5  105 respectively.
The numerical domain is 20 m  x  20 m and
10 m  y  20 m where the filling ratio is 33% as shown in
Fig. 7. The motion of sloshing tank is a transverse oscillation
formulated as x ¼ 2sin(pt) where the amplitude of oscillation
is set to be 5% of tank length. Pressure Implicit with Splitting
Fig. 7. Numerical domain of sloshing flow.
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decoupling, in which the largest residuals of velocity and
pressure are lower than 1010 and 108. The linear system
solvers for velocity and pressure are smoothSolver and
generalized geometric-algebraic multi-grid solver (GAMG)
respectively. 101 and 76 grid points are uniformly located in x-
and y-direction respectively. Although the number of grid
points is expected to be insufficient to resolve the sloshing
impact on the wall it is enough for showing a difference of
numerical solution depending on the number of subdomains.Fig. 8. Temporal evolution of sloshing patterns in serial, 2 subEuler scheme is used for the temporal discretization with 1st
order accuracy. The time interval (Dt) is set to be 0.01 s. The
domain is decomposed into 2 and 4 subdomains for parallel
computations. Modified High Resolution Interface Capturing
(MHRIC) scheme is used to describe the interface between
water and air.
The spatial distributions of VOF for single, 2 and 4 sub-
domains are shown at t ¼ 6, 10 and 14 s in Fig. 8 respectively.
At t ¼ 6 s shown in Fig. 8(a)e(c) the free surface patterns are
relatively similar regardless the number of subdomains.
However the spatial distributions of liquid are significantly
different at t ¼ 14 s as displayed in Fig. 8(g)e(i) even though
the numerical schemes and parameters are the exactly same.
The only difference is the number of subdomains for serial or
parallel computations. To disclose how the numerical differ-
ence takes place in parallel computations Fig. 9 shows the
difference of velocity between the serial and the parallel
computations, where the domain is decomposed into 2 sub-
domains for the parallel computation. In Fig. 9 the thick lines
represent the interface between water and air and dash-dot
lines denote the boundary between the first and the second
subdomains in parallel computation respectively. The velocity
difference (DUx) displayed by iso-contours is calculated as
DUx ¼ Ux(2 subdomains)  Ux(serial). Note that large differences
of velocity are observed near the boundary of subdomains
(x ¼ 1.18 m at t ¼ 0.2 s, x ¼ 1.62 m at t ¼ 0.3 s, x ¼ 1.90 m at
t ¼ 0.4 s and x ¼ 2.0 m at t ¼ 0.5 s). The difference of velocity
observed near x ¼ 20 m is expected to be induced in order todomains parallel and 4 subdomains parallel computations.
Fig. 9. Velocity differences of sloshing flows between serial and parallel
computations.
Fig. 10. Statistical histograms of pressure measured at the first and second
points.
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the numerical difference between the serial and the parallel
computations is constantly being accumulated, resulting in
significantly different patterns of water as studied in
Fig. 8(g)e(i). In Fig. 9 the boundary of subdomains shows a
sinusoidal movements as time goes by because the present
numerical domain is periodically moving to simulate sloshing
flows.
As discussed so far it is definitely clear that MPI parallel
computation can give rise to a different transient solution from
the serial computation. Now the influence of numerical
discrepancy between serial and parallel computations on sta-
tistical characteristics of solution will be analyzed. To do this
the pressure is monitored during 1000 s at two points which
were illustrated in Fig. 7. The first point, (x, y)¼(19.8, 0.2),
is located near the wall below the initial interface ( y ¼ 0)
between water and air while the second point, (x, y) ¼ (19.8,
þ5.0), is placed near the wall far above the interface. The
histograms of pressure are plotted in Fig. 10. The filled black
bar represents a frequency of pressure obtained from the serial
calculation while the pressure histogram of parallel compu-
tation using 2 subdomains is denoted by the hollow black bar.
The filled grey bar shows a frequency of pressure in the par-
allel computation using 4 subdomains. The histograms of the
first and second points are shown in Fig. 10(a) and (b)
respectively. Although high pressures over 2.0  105 are less
frequently observed in the parallel computations using 4subdomains as marked by a dashed circle in Fig. 10(a), we
cannot find any evidence that a significantly different statis-
tical characteristics of pressure are obtained between serial
and parallel computations. In the histogram of pressure
measured at the second point as shown in Fig. 10(b) the
general frequency distributions of pressure as well as the
occurrence frequency of high pressures are very similar. It
means that inherent characteristics of sloshing flow were not
affected by the explicit formulation of MPI parallel
calculation.
3. Conclusions
In the present study numerical simulations of 1D Burgers
equation and 2D sloshing problem were performed to inves-
tigate the numerical discrepancy between serial and parallel
computations. The numerical domain was decomposed into 2
and 4 subdomains to carry out the parallel computations using
message passing interface. The numerical solution of Burgers
equation disclosed that the fully explicit boundary conditions
used on subdomains of parallel computation was responsible
for the numerical discrepancy of transient solution between
serial and parallel computations. The presence of numerical
discrepancy still existed even though the number of grid points
increased in the parallel computations of one dimensional
Burgers equation. Two dimensional sloshing problems in a
rectangular domain were solved using OpenFOAM. After a
lapse of initial transient time significantly different sloshing
patterns of water were observed in serial and parallel com-
putations despite the same initial conditions and numerical
details. Based on the histograms of pressure measured at two
441S.B. Lee / International Journal of Naval Architecture and Ocean Engineering 8 (2016) 434e441points near the wall the statistical characteristics of numerical
solution was not affected by the number of subdomains as
much as the transient solution was dependent on the number of
subdomains.
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