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PREFACE 
WIND ENERGY DEMAND IN CONTEXT 
i) WIND ENERGY TECHNOLOGY AND WORLD ENERGY DEMAND 
Electricity generating technology which utilises the wind 
as its source includes a large family of component technologies. 
These principally include both Horizontal axis Wind Turbines 
(HWT} or Vertical axis Wind Turbines (VWT} and their electrical 
storage/distribution systems (Warne, 1983}. Following conven-
tion, these are collectively referred to hereafter as Wind Energy 
Conversion Systems (WECS) (IEA, 1982). 
The operation of the turbine blades sets modern WECS apart 
from their technological predecessor, windmills. The aerodynamic 
lift induced by the WECS blades enhance the conversion of kinetic 
energy into torque. The energy efficiency of WECS is therefore 
at least twice that of a windmill (BWEA, 1982). The effec-
tiveness of this mechanism is determined by the specific blade 
design and the turbine type, either being horizontal or vertical 
axis. 
In terms of demand, HWTs are now dominating the Australian 
market for wind energy and are considered to be technologically 
superior by the state energy utilities'. HWTs are usually sited 
together in wind parks that consist of a cluster of wind turbines 
sited over a wide area. On an international scale, wind parks 
have dominated over large single machine installations over the 
past decade, both in economic competitiveness and shear output 
(Davidson, 1989}. Nonetheless, some very large single machines 
have been developed, such as the 2 MW MOD II series of Westing-
house. It is predicted by Davidson that in fulfilling separate 
demand niches, the manufacture of small (60- 120 kW}, medium 
{150 - 600 kW} and large (600 kW - 2 MW} scale machines will con-
tinue. 
The demand for any electricity generating technology is 
subject to international trends in the growth of its installed 
supply. The world's net installed capacity of electricity 
generating technology in 1988 was rated at 2. 63 TW ( 1012 W} . The 
average growth in this supply over the previous triennium was 
1 Discussion in The Development of Wind Energy Technology in 
Western Australia; a workshop held on the 7th May 1991, by The 
Institute of Science and Technology Policy of Murdoch University 
{The nature of this preface with its emphasis on design, cannot 
only be referenced from the scientific literature). 
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about 3% per annum (pa) (UNESY, 1989). Allen et al., (1990} 
consider that non-fossil fuel based, or 'renewable' energy, 
contributes about 10% of global supply of energy and is forecast 
to not significantly alter its market share over a thirty year 
period. This view is countered by Deisendorf {1991) who asserts 
that the market contribution of renewable sources has been vastly 
underestimated by the exclusion of passive con~ributions. The 
measurement of actual renewable energy supplied is itself 
problematic. By their nature, renewable energy sources are 
dispersed and intermittent. The energy collection technology is 
thus mostly isolated and for this reason estimations vary widely. 
It may be stated that active renewable energy supplies currently 
account for a decile fraction of the world total. However, 
following the Bruntland report2 , the worldwide strategies for the 
reduction of greenhouse gas emissions have been developed {WCED, 
1988) which have renewed international demand for non-fossil fuel 
forms of energy supply {Marks and Swan, 1990). 
ii) AUSTRALIA'S WIND ENERGY MARKET POTENTIAL 
Australia's installed electrical capacity was rated at 34.1 
GW {109 W) in 1988, just 1~% of the world total {UNESY, 1989); 
most of which is domestic consumption (Marks and Swan, 1990) . 
Jones {1990) asserts that the relative consumption of renewable 
energy in Australia follows the global trend of 10%. Yet, wind 
generated electricity absorbs less than 1 MW of the domestic 
consumption, an insignificant fraction of the total {0.003%). 
The Department of Primary Industry and Energy considers WECS to 
be the most developed and economic form of renewable energy 
technology {Walker and Stevens, 1990). Clearly, wind energy 
should be given precedence in the diversification of domestic 
electricity supply technology. Clearly, substantial growth in 
the supply of WECS technology is called for. 
Kolm and Walker ( 1990) have developed a policy for Australia 
that includes a substantial development of WECS supply. They 
argue for a subsidisation of (AUstalian Dollars) AUD 0. 5B 
(Billion: a thousand million) to transfer 10% of electricity 
demand to WECS supply. This policy reflects a precedent set by 
the governments of The Netherlands and Germany, where the 10% 
conversion target is being met over the decade 1991 to 2001 
(Janse, 1991; Knight and Moller, 1990) . For Australia this 
policy would mean introducing an additional 3500 MW of rated wind 
power capacity. This could be met by some 2000 wind parks of an 
2 Dept. of Primary Industries and Energy; From the Min-
ister's Office, press releases re: Energy Grants 1985-1991. 
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average of 5 MW capacity, with turbines of 300 kW rated power3 • 
This represents a large potential for industrial growth, 
which is not commensurate with the total level of Research and 
Development (R&D) funding awarded by NERDDC/ERDC4 to date; less 
than AUD 1M, which is 8% of the funding for all renewables 
(Walker and Stevens, 1990). With such a low level of support 
within Australia, it is not surprising that manufacturers are 
investigating overseas markets and commencing sales there. Firms 
so engaged include Westwind and Survivor P/L; both are based in 
Western Australia. 
iii) THE EXPORT POTENTIAL FOR WIND ENERGY TECHNOLOGY 
Australia has some advantage in comparison to the US and 
Europe in terms of the shipment costs for exporting technology 
to the Asia-Pacific region. More significantly, developing 
countries make up the majority of nations in this region. The 
remoteness and climatic severity of many of these agrarian coun-
tries, are perceived to compare well with harsh rural Australian 
conditions (Silveira, 1990). In this sense developing countries 
share the technological interests of Australia. A case in point 
is Remote Area Power Supply (RAPS), which is required to operate 
virtually service free in Australian deserts (MUERI, 1991). 
Dear (1989) has examined the relative economics of RAPS for 
Western Australia. Despite the better access in Australia to 
fossil fuel based industries, he finds that WECS are economic 
over fossil fuel based supply at a community scale (1 to 10 kW). 
The technological underdevelopment of developing countries 
greatly enhances wind energies' competitiveness over fossil fuel 
technologies for stand alone applications. Traditional fossil 
fuel based energy supply systems require support that is capital 
intensive for resource development and distribution industries. 
Stand alone power supplies are far less capital intensive and for 
this reason will remain a feature of rural communities in 
developing countries (Silveira, 1990). 
Australian federal agencies are promoting wind energy 
3 Based on the projected growth of electricity supply needs 
to 1991, from UNESY (1989). Median wind park estimate based on 
the installation of 300 kW HWTs with a capacity factor of 0.3. 
(The capacity factor is the operational average fraction of the 
rated capacity) (Janse, 1991; Knight and Moller, 1990). 
4 The National Energy Research, Development and Demonstra-
tion Council and its semi-private successor, the Energy Research 
and Development Corporation, have awarded AUD 10 to 20M (million) 
annually since 1979. 
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technology export to developing countries. The Australian Inter-
national Development Assistance Bureau {AIDAB), has incorporated 
sustainability and environmental impact as key features in its 
suggested format for applications5 • Austenergy6 provides 
overseas investment financing and trade opportunities with other 
countries and the world bank. Austenergy has a renewables 
section, which can facilitate the export of project evaluation, 
technology and management in wind energy. Both of these agencies 
require some kind of supply-demand push-pull. Locating demand 
and negotiating aid or trade is obviously complicated by the fact 
that neighbouring developing countries do not necessarily share 
our views on development. 
Silveira {1990), recognises that a subsidised greenhouse 
strategy for the energy sector is not possible. Many developing 
countries are struggling to pay for conventional supplies of 
energy. However, she notes that the commodity trade of energy 
supply systems from richer to poorer nations can nonetheless be 
regulated along greenhouse considerations. The appropriate 
international body for establishing this regulation is the United 
Nations Centre for Science and Technology for Development. 
However, as yet, this section of the UN is still evolving and its 
program has not been fully implemented. So there is no set 
procedure by which countries can rationally assess the relative 
merits of various energy technologies {Silveira, 1990). 
In terms of direct trade, the biasing of development access 
remains the only avenue for influencing the import energy devel-
opment of developing countries. The World Bank is already 
engaging this tactic by canvassing the supply of the renewable 
commodity trade in developing countries (Redding 7). It appears 
that demand again, in this case, far exceeds supply. It is 
therefore likely that in the majority of cases, development 
perceived as useful and relatively economic will proceed, 
independently of greenhouse considerations. 
To exacerbate this supply squeeze, the terms of the Uruguay 
5 Activity Cycle Booklet 10: Country Programs Operations 
Guide, 11, AIDAB, GPO Box 887, Canberra, ACT. 
6 Austenergy is a fully incorporated company, formally; The 
Australian Energy Systems Exporters' Group Ltd. Formed by 
Austrade (the Australian Trade Commission) and housed federally 
in Canberra, GPO Box 2386, ACT. 
7 Dr. Graham Redding is the convenor of the renewable energy 
section of Austenergy and represented Austr.alian interests in 
this capacity at a World Bank Meeting held at Singapore during 
May 1991. 
4 
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round of the General Agreement on Trade and Tariffs (GATT) will 
in the future reduce the flow of intellectual property out of the 
first world in the form ·Of direct aid (GATT, 1990). Rather, a 
process of technological transfer that includes intellectual 
technology will be established. Although aimed at reducing the 
phenomenon of the copied manufacture of imported technologies in 
developing countries, this policy will undoubtedly make energy 
development by large scale aid or trade projects slower. 
Less constrained by regulations, sustainable demand is 
emerging from global micro-economic trade. Limited capital 
accumulation within developing countries is allowing for private 
investment in power supply (Mathews, 1991). Individual use of 
energy in the developing world makes up a large fraction of total 
supply (Silveira, 1990). Direct export of Australian WECS has 
already proved commercially viable, despite the lack of develop-
ment of the industry within Australia. Historical reasons for 
the development of the international industry are outlined here; 
they help explain why this is so: 
iv) A HISTORICAL PERSPECTIVE ON DEMAND FOR WIND ENERGY 
The development of the modern wind turbine is widely held 
to have been funded by tax subsidisation for independent 
electricity supply in the United States of America (USA) during 
the 1980's. At it's peak, this resulted in the subsidised 
installation of 480 MW capacity per year and now levels at 100 
MW annually. This absorbed the supply of manufactured turbines 
from both the USA and Europe until the decline of the tax 
subsidies led to an industry recession (Davidson, 1989). Since 
1987, the western world's concern over the gradual warming of the 
planet, commonly referred to as 'the greenhouse effect' has 
rekindled interest in renewable energy technology as a whole. 
Fossil fuel generated electricity supply globally contri-
butes an estimated 30% to the total anthropogenic emission of 
gases that warm the atmosphere. The publication of 'Our Common 
Future' in 1987 by the World Commission on Environment and 
Development (WCED) and the consequential Toronto and Montreal 
Conferences, by heads of government, have established an inter-
nationally recognised protocol on the reduction of greenhouse gas 
emissions (WCED, 1988) . Domestic policies for energy supply 
development reflect this and include proposed WECS supply, in 
both grid connected and RAPS forms (Kolm and Walker, 1990). The 
surge in interest in WECS due to greenhouse related policies has 
renewed high levels of demand on the short to medium term. 
In 1991, five European governments (Germany, The Nether-
lands, Denmark, Belgium and Spain) committed themselves to the 
5 
development of an additional combined supply of 590 MW over a ten 
year period8 • The Danish wind turbine industry, which manu-
factures the vast majority of these turbines, is currently 
delivering an average of 4 MW per month (Harrison, 1990c). If 
the European target is to be met, a manufacturing rate of 5.5 MW 
per month should be sustained. Further large scale development 
is being planned in reunited Germany (Knight and Moller, 1990}. 
This is above the ongoing supply of wind energy to California, 
USA, where 8.3 MW continue to be installed per month (Davidson, 
1989) . 
The large growth in demand is projected to span the next ten 
years and has created a squeeze in supply to first world 
countries. This is attracting multinational industrial en-
gineering firms such as Bonniville Pacific Corp. and Mitsubishi 
Heavy Industries into the manufacture of turbines (Harrison, 
1990a, 1991). Mitsubishi are now undertaking to develop wind 
farms in Britain, The Netherlands and Greece (Harrison, 1990c}. 
Yet, much larger developments are being currently planned 
in Asia. The prime example is India, where the Government has 
begun to install a planned 5000 MW capacity by the year 2000 
(Mathews, 1990). The shear scale of this order alone is ten 
times that of the combined purchase commitment of European 
Economic Community (EEC) countries and 50% above the rate of 
supply at the peak of the world demand boom in 1985 (Davidson, 
1989}. Furthermore the order by no means exhausts India's es-
timated resource potential of 20,000 MW. Multinational 
corporations, such as Mitsubishi Heavy Industries, should absorb 
a part of this enormous order, but it is unlikely that the 
required rate of supply will be saturated on the short to medium 
term (1 to 5 years). 
Given that the successful demonstration of WECS has already 
been established in many such countries, such as The Philippines, 
India and Indonesia, it remains largely an issue of information 
access as to how this export market is developed. This may come 
about either directly, through individual sale or publicly, 
through bilateral and multilateral government programs. This is 
in strong contrast to the Australian development of wind energy 
which will depend on the extent to which greenhouse abatement 
strategies are adopted by the state energy utilities. So far all 
Australian based trade has been by direct sale. The length of 
time required for AIDAB assisted trade appears to be unattractive 
8 Various sources in Wind Power Monthly, a summary of 
European demonstration projects is given in Harrison (1990b), 
Wind Power Monthly, 6, #2, 20-21. 
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to domestic manufactures, despite the demand. 
V) THE SIGNIFICANCE OF WIND TURBINE SITE EVALUATION 
Irrespective of the nature of demand, all WECS development 
first requires an acceptable site evaluation. This process 
includes an estimation of the wind resource, the site's acces-
sibility to heavy machinery and the availability of essential 
civil engineering technology (Ingham, 1990) 9 • Site evaluation 
must implicitly consider specific turbine components for a site 
and is often a prelude to actual development by specific 
commercial sources. Rationally, the most cost effective 
assessment is used in actual development. Therefore, in an 
environment of international competition, Australian wind energy 
technology is only likely to be employed where an Australian 
based evaluation is proven competitively. As yet, no systematic 
basis has been adopted for site evaluations within Australia and 
individual exporters have conducted their own assessments. As 
international competition for wind turbine installation in-
creases, the standard of the site analysis becomes a serious 
issue. 
In some respects, site evaluation is fixed so that no great 
competitive advantage can be made. Determination of site access 
may be self-evident and not open to improvement. The deter-
mination of the availability of essential site construction 
technology is also circumstantial. Knowledge of WECS tech-
nological supply is not so however; Ingham (1990) argues that at 
any one time the marginal utility of competitive advantage is 
small. In particular, he notes the typical retail cost variation 
for specific components is just 5% at a particular time. By 
contrast, large savings are to be made in optimising the resource 
potential, which is considered by Ingham to offer an improvement 
of up to 20% above the initial wind resource assessment. The 
physical basis for site interpolations is crucial to such as-
sessments. Ingham has based his site optimisations on the 
dedicated wind resource assessment model, the Wind Application 
Program (WAsP) , developed by Ris¢ National Laboratories in 
Denmark, Europe. 
The development of the WAsP model was a part of the European 
Economic Communi ties' energy development programme. As the 
principle tool for a comprehensive evaluation of the EEC's wind 
potential, the development of the WAsP received major funding 
9 Peter Ingham is the director of Intercon P/L, a Danish 
wind energy consultancy firm, which has an international work 
history. 
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over a decade until 1989. The WAsP model has been applied to 
resource assessment in many countries. In particular, it has 
been used in the evaluation of the European resource base, funded 
by the European Economic Community. It was applied to the siting 
of turbines on the Altamont Pass in the USA. The site of the 
largest wind farm in the world, most Altamont Pass turbines are 
located on the ridge top, as is recommended by the WAsP (Troen 
et al., 1990}. However, Meroney 10 has found that intuitively 
'obvious' locations, such as hill or ridge tops are not neces-
sarily optimal. The Altamont Pass wind farm misses substantial 
potential from downslope winds, which are not perceptible very 
close to the ground, where measurements are made. These winds 
are also substantial in Australian assessments (Bell and Lyons, 
1990). 
Downslope winds are induced by stable atmospheric thermal 
buoyancy or large hill effects and can be simulated by sophis-
ticated flow models (Carruthers, 1990; Paegle et al., 1990). 
However, the application of these models to resource assessment 
is a specialisation to which they have not yet been adapted. On 
the other hand, the WAsP is not adapted to such stratified flows 
(Dear et al., 1991}. Yet the development of a competitive 
advantage in site simulation may be a key factor when seeking to 
qptimise turbine location when limited data is available. 
Colorado State University in the USA and Riscp National Laboratory 
in Denmark have ongoing programs in this regard; however both are 
subject to shrinking budgets as site specific resource surveys 
near completion in Europe and the USA. The 1989 European 
development budget for improvements to the measurement and 
modelling of complex terrain flow was AUD 241,000 (Harrison, 
1990c) . 
Davidson (1989) notes that since the decline of tax 
subsidies in the USA, development of flow models has been left 
to their universities which do not specialise in the development 
of wind resource assessment techniques. The Ris¢ program has not 
included downslope winds in the WAsP model. Colorado State 
University has opted for mechanical simulation by wind tunnel, 
which implicitly includes these effects (Meroney, 199Gb}. 
However, this is an expensive exercise compared to numerical 
simulation. Moreover, wind tunnel simulations by Colorado state 
will now be undertaken collaboratively with Monash University in 
Australia, where the world's largest boundary layer wind tunnel 
facility is being built (Melbourne et al., 1990}. This provides 
10 Personal communication with Prof. Robert Meroney. He is 
located at Colorado State University and has conducted contract 
wind energy resource assessments internationally over the last 
20 years. 
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an excellent facility in which to validate numerical models and 
simulate complex conditions. 
vi) WIND RESOURCE ASSESSMENT IN THE AUSTRALIAN CONTEXT 
Resource assessment within Australia has lagged European and 
US developments and intensive studies are just being established. 
The value of domestic research underway is approximately AUD 
300,000, most of which has been provided by state electricity 
utilities. It appears that support for improved resource 
assessment is well above that available in the USA or Europe and 
allow for the specialised development of such a numerical 
simulation model. 
The direct return on such a research investment is high. 
At an approximate cost of AUD 2, 200 per kW of rated power11 , WECS 
installation within Australia represents over AUD 2M per megawatt 
of capacity. For a benchmark 1 MW of installed capacity, just 
a 1% improvement to the assessed energy capture represents a 
saving of AUD 22,000. However, the priorities of national 
organisations for research and development do not reflect this 
view of comparative economics. The Energy Research and Develop-
ment Corporation (ERDC) and its predecessor, have allocated a 
total of just 5.2% of their funding of wind energy research for 
resource assessment. 
The Australian ERDC considers that sufficient effort has 
been expended on the identification of regions of high wind 
potential and has now given priority only to local site as-
sessments for favourable sites. Within this narrower mandate, 
improvements to flow simulation for resource assessment are still 
possible. State based studies underway or completed, such as the 
Wind Atlas of Western Australia, have utilised the WAsP model for 
regional evaluations of wind potential (Dear et al., 1989). The 
next stage of assessment will require site specific assessment 
for the optimisation of turbine locations, as the ERDC recommends 
as a priority. 
Site specific assessments can be conducted by the WAsP. 
However, direct validation of the WAsP is necessary with flow 
information from a particular site. In situ data cannot alone 
provide all this information. In simple sites with minor 
undulation, WAsP showed perform well, but the accuracy of WAsP 
interpolation on complex sites is questionable. It is therefore 
11 Based on the Esperance Wind Farm, Western Australia. From 
Dept. of Primary Industries and Energy, Energy Technology Update, 
# OlOT. 
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recommended to extend the numerical methods of simulation to care 
for more complex features of the flow. Firstly, this requires 
the validation of siting procedures involving flow simulation 
against the WAsP. This entails a systematic review of the 
physical basis for numerical simulation for the interpolation of 
site data. It need not include the consideration of wider scaled 
synoptic flow influences, which do not vary over a microscale 
site. These influences are modelled by the WAsP as an integral 
part of its capacity for regional assessment. Rather than 
reproduce this objective, the model developed will allow enhanced 
data interpolation for microscale flow in complex conditions. 
A primary objective of the flow simulation model should therefore 
include reliability and accuracy of mean flow predictions. It 
should be integrated with in situ data for site specific 
assessments. The presentation of interpolated data should be 
statistically assimilated, as conducted within the WAsP. It's 
development should be flexible and adaptable to site assessments 
in varied conditions of terrain and climate. The application of 
the interpolation model should be workable by computer literate 
users. These features are hereafter termed the developmental 
criteria of the WECS site assessment. 
In summary, it is recommended that methods of data inter-
polation for site specific resource assessment be improved as an 
adjunct to domestic resource assessment work already underway. 
Historical circumstances favour the indigenous development of 
this improved methodology. This may later provide more reliable 
site evaluation methods for overseas assessments. This should 
benefit the development of a domestic wind energy industry, 
through the promotion of Australian technology in the assessment. 
There is an ideal climate of demand for use of site assessment 
models in neighbouring developing countries. Although improve-
ment of methods of resource assessment do not guarantee an 
increased potential for a particular site, an increased 
confidence level in the methodology, will make the wind energy 
more attractive in the competitive commercial environment. 
10 
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A BASIS FOR 
IMPROVED TURBINE LOCATION PROCEDURES 
SUMMARY 
The purpose of this chapter is to provide a model basis for the 
simulated assessment of the power obtainable from a wind turbine, 
given limited access to time series data on wind speed and 
direction. The WAsP model, which is currently used for this 
purpose, is reviewed and its limitations are carefully assessed. 
A comparative evaluation is made with other state-of-the-art flow 
simulation models which are also suitable for this purpose. 
Critical distinctions are made between models which can only 
consider small flow perturbations and others, which deal with 
more dynamic flow modifications. Dynamic flow modifications 
usually require iterative numerical procedures to care for the 
non-linear terms in the turbulent kinetic energy equation. A 
basis is proposed which combines flow models, according to the 
local flow criteria. The application considers the complex 
interaction between the wind and the turbine's performance. 
1.1 METHODS OF RESOURCE ASSESSMENT 
Over the past two decades, methods for the assessment of 
sites for wind resource have developed out of broader regional 
studies (Troen and Petersen, 1989; Justus et al., 1976a, b). 
Techniques have evolved from statistical methods with data 
interpolation, such as that used by Justus, to fluid mechan-
ical simulation as used by Troen and Petersen. This reflects 
an improved understanding of boundary layer flow over complex 
terrain and is widely reviewed (Taylor et al., 1987; Finnigan, 
1991; Carruthers and Hunt, 1990). As economic interest in 
wind energy has grown, regional studies have also become more 
elaborate, integrating more resource information, as in the 
Wind Atlas of Europe (Petersen et al., 1986; Troen and Peter-
sen, 1989). 
The European regional study represents the most elaborate 
of such efforts. As a part of this study, the Wind Applica-
tion Programme (WAsP) was developed12 • The WAsP can generate 
large scale wind maps free of local surface effects. It 
simulates topographically induced flow perturbations independ-
ent of the upwind flow conditions. The separation of flow 
conditions from terrain effects follows naturally from the 
separate scaling of synoptic, climatological information and 
12 The WAsP can be obtained from the Department of Meteorol-
ogy and Wind Energy, at the Ris¢ National Laboratory, Roskilde, 
4000, Denmark, Europe. The 1990 version 3.0 contains major 
numerical improvements. 
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local surface effects (Petersen et al., 1986). The former is 
taken from regional meteorological data on wind speed and 
direction or modelled climatologically, while the later is 
modelled by the WAsP. The WAsP has been central to production 
of the Wind Atlas of Western Australia (Dear et al., 1989). 
The convenient separation of climatological forcing from 
local flow perturbations is a major result of the theoretical 
modelling efforts of Jackson and Hunt (1975) and Britter et 
al. (1981); a basis adopted by many other models (Taylor et 
al., 1983; Walmsley et al., 1987; Jensen, 1987; Troen et al., 
1987; 1990). These two classic studies consider the influence 
of changing surface orography and surface texture, respec-
tively, on the mean flow near the surface. Each model is 
linear and analytic and Britter et al. (1981) have demon-
strated this by combining both solutions as a combined rough-
ness/orography model. 
This is significant as ground station data bases usually 
consist of a time series of half-hourly averaged data on wind 
speed and direction collected over a one or two year period 
(Troen and Petersen, 1989; Dear et al., 1989). The flow 
modifications to each of these records is separately inter-
polated from the base station by simulation to a site of 
interest. The operation of the WAsP on such a data base 
requires 10 to 20 minutes (Troen et al., 1990). The flow 
simulation module in the WAsP application thus requires 
minimal calculation from ground stations. 
Separation of climatological and local terrain influences 
is only guaranteed when flow modifications induced by the 
surface are small compared to the wind speed in the free-
stream, at the same height (Jackson and Hunt, 1975; Taylor and 
Lee, 1984). In application, simulation has been demonstrated 
to break down when the hill length exceeds 1 km in length or 
the slope exceeds 1:3 and when the flow conditions have a 
strongly non-neutral thermal buoyancy (Taylor et al., 1987). 
For these conditions the models cannot be relied upon to 
perform. In addition, the linear combination of the two 
models (Jackson and Hunt, 1975; Britter et al., 1981) do not 
allow for synergistic effects, which become significant when 
these conditions are exceeded (Taylor et al., 1987; Walmsley 
et al., 1987). 
Validation of the WAsP in the European Wind Atlas reveals 
systematic errors in simulation which are attributed to these 
flow and terrain conditions (Troen and Petersen, 1989). The 
validation indicates that out of 147 sites simulated, accurate 
simulations were assessed in 80% of sites assessed. The 
12 
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remaining sites achieved only order of magnitude accuracy. 
These sites strongly breach the above conditions. 
When several dispersed ground station data bases are used 
with the WAsP on a moderately complex site, reasonably ac-
curate assessments of general site potential may be assured 
(Troen and Petersen, 1989). However, with only one ground 
station nearby or when specific turbine siting is required for 
a complex site, the WAsP's site interpolation should be 
questioned. Complex site conditions here include: moderate to 
steeply sloped terrain, large terrain or strong thermal 
forcing as described by Taylor et al. (1987). This is specif-
ically the case for the wind farm, planned by the state, of 
several megawatt (MW) capacity near Albany in Western Austra-
lia. 
Figure 1. 1 Orography surrounding the proposed 
Albany wind park. Note the Albany township is 4 
km to the NE. Heights of contours are in metres 
above sea level. 
As shown in Figure 1.1, the site lies on government owned 
land, comprising a four km stretch of coastline that includes 
a shoreline 100 m cliff behind which gently undulating ter-
rain, of low and even surface roughness, continues for some 
two to three kilometres inland. This stretch coastline lies 
in a virtually straight east-south-east direction facing the 
prevalent south-westerlies. Complex turbulent flow is there-
fore expected over the ridge top. Although no precise data 
available on the thermal stability, classification by Pasquill 
stability criteria suggests strong variations due to buoyancy 
forces (Panofsky and Dutton, 1984). 
The resulting flow in such conditions cannot be deter-
mined by either the linear model of Jackson and Hunt (1975) or 
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Britter et al. (1981). Fundamentally, any fully linearised 
form of the mean flow equations, cannot determine the effect. 
of flow synergisms (complex interdependency of mean and 
turbulent flow quantities). Even though the combined effect 
of synergistic terms may cancel, there is no information in 
the linearised equations which can determine for what terrain 
and flow conditions this may occur. Only direct calculation 
of higher order moments in the Navier-Stokes equations for 
mean flow over a particular site, can reveal this. The extent 
to which these higher order terms can impact on the flow 
requires a complete review of such work and currently proceed-
ing and will be presented in a forthcoming report. 
Here it may be said that a large eddy simulation model, 
by Raithby et al. (1987), has accurately simulated flow 
separation over moderately sloped terrain. Large eddy simula-
tion (LES) models predict both mean flow and turbulent trans-
port by including the second order turbulent moments (tur-
bulent kinetic energy terms) in the calculation of mean flow. 
As such, the flow equations are non-linear (self-referencing) 
and rely on numerically iterative techniques. Compared to 
linearised analytic models they are complex and slow (Meroney, 
1990a). Nonetheless, sites that are poorly simulated by WAsP, 
as identified in the Wind Atlas of Europe, should be better 
suited to modelling by LES models. These sites are charac-
terised by strong turbulent flow structures for which LES can 
predict the conversion of mean to turbulent kinetic energy. 
The development of an eddy simulation model is proposed here 
to determine mean flow characteristics over complex sites for 
Australian climatological conditions. 
The general level of accuracy of the WAsP model's site 
interpolations may also be improved. The revision of the 
Jackson and Hunt model by Hunt, Leibovich and Richards (1988) 
and its extension by Hunt, Richards and Brighton (1988) has 
predicted substantial changes to the calculation of hill 
induced speed-up due to turbulent vortex stretching, hill 
curvature effects and thermal buoyancy forces. Cursory 
examination of these changes to speed-up calculations compared 
to that given by Jackson and Hunt theory, reveal changes of 
the order of 50% (Based on 10 m height for the Askervein hill 
crest, as reported in Carruthers and Hunt, 1990). This is 
well in excess of the median, residual, 20% error of the WAsP 
model's flow interpolations, based on Jackson and Hunt theory, 
as reported in the European Wind Atlas (Troen and Petersen, 
1989). A version of the modified model will be made suitable 
for time series flow interpolations that meet the linearity 
criteria (to be presented in our ensuing report). 
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An application of both the non-linear primitive equation 
model and the revised Jackson and Hunt model will be developed 
and validated for Australian flow conditions, so providing the 
physical basis of the flow simulation required. Validation 
will require direct comparison to the WAsP flow model results 
and experimental data for documented Australian sites. 
1.2 FLOW SIMULATION IN AUSTRALIAN CONDITIONS 
As a field of research, wind resource assessment is 
primarily concerned with flow field evaluation over a site, 
with known terrain, given access to limited local data on wind 
speed and direction. Although the amount and quality of data 
differ greatly, all resource assessments must provide a basis 
I 
for determining how much wind energy is available and where it 
is locally maximum, within set height constraints. This is 
mostly carried out by direct data interpolation, simulating 
the modulation of wind flow by the underlying terrain. 
Methods of flow simulation have been developed in the USA and 
Europe in great variety. These vary from highly stochastic 
models, such as that of Justus et al. (1976a, b) through 
various degrees of integration of boundary layer theory, as 
reviewed by Meroney (1990a}. These models may be rationally 
classified by the comprehensiveness of their simulation 
procedures. 
Meroney (1990a} reviews thirty three flow field models 
under the following classifications:- phenomenological, mass 
consistent (objective analysis), perturbation and primitive 
equation types. The order here presented is deliberate, as it 
represents the models according to the degree to which flow 
information has been simulated. Phenomenological models take 
only rudimentary steps to simulate flow information, which is 
interpolated on a purely statistically basis. On the other 
extreme, primitive equation models attempt to model both mean 
flow and turbulent quantities over a flow region with only 
boundary and initial conditions given. 
Earlier studies, such as that of Justus et.al. (1978), 
applied phenomenological models that could not confidently 
predict the effect of local surface effects. However, with 
the adoption of the Jackson and Hunt (1975) theory into En-
gineering guidelines, local surface induced flow perturbations 
have been routinely simulated in resource assessments (Pete-
rsen and Troen, 1989; Dear et al., 1989). 
Barnard (1990} thoroughly reviews the effectiveness of 
three models which are used for site specific wind resource 
assessment. These include two perturbation models based on 
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the Jackson and Hunt theory (MS3DJH/3R and BZ) and two ver-
sions of a mass consistent model which achieve similar results 
(NAOBL and NAOBL with OPT). These models are validated on the 
internationally recognised Askervein data base, and compared 
in Figure 1.2 (Mickle et al., 1988). This shows the predicted 
wind speed perturbations as the wind passes over the hill, for 
a standard height of 10 m above the surface. As is the 
convention, the flow is from left to right. The observations 
(filled circles) are in good agreement all the modelled 
results on the upwind side and the crest of the hill. However 
agreement is poor for the lee of the hill, where flow separ-
ation is known to dominate the mean flow (Finnigan, 1991) . 
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Figure 1.2 Askervein hill validation of 
the BZ and MS3DJH/3R models and two 
versions of the NAOBL model (Barnard, 
1990). 
The close agreement of the mass consistent model with the 
linear perturbation models for the upwind and hill crest 
regions requires close examination. The physical basis for 
all mass consistent models is the same and is described by 
Ross et al. {1988). Essentially, the method is a numerical 
procedure for estimating and minimising the local flux diver-
gence at regular intervals over a flow region, i.e. the flow 
modification due to terrain is calculated to have no net drag. 
The model also presumes that mean shear is in local equili-
brium with turbulent strain at all times. In its optimised 
form, the NAOBL model uses several ground station data sources 
to initialise the modelled stream flow. It does not model the 
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effect of turbulence on the flow modifications. 
By contrast, the linear perturbation models predict that 
turbulence strongly affects the flow modifications in the 
internal boundary layer, i.e. a turbulence dominated flow 
perturbation layer, near the surface. For the Askervein hill, 
the height of this layer is calculated to be of the order of 
two metres (Teunissen et al., 1987; Mickle et al., 1988). The 
measurements presented in the Figure were made well above the 
turbulent flow layer and so the models compare well. However, 
sites which have a rough surface texture, have greatly increa-
sed 'inner layer' heights. This may extend up to the swept 
area of the wind turbines' blades. The relationship of 
surface texture to inner layer depth and speed-up scale is 
presented extensively in Taylor et al. (1987} although Barnard 
(1990} did not test for this effect of surface texture. 
Table 1.1 Average error in the wind speed simulated by various 
models for Altamont Pass data, initialised on single or multiple 
near surface observations (Barnard, 1990). 
RMS Error in metres per second, (Percentage Error} 
Number of 
Stations MS3DJH/3R BZ NAOBL Optimised 
NAOBL 
1 3.1 ( 28%} 2.7 (24%} 3.1 ( 28%} -----
6 1.0 (9%} 1.1 (10%} 1.9 (16%} 1.0 (8%} 
The validated models (BZ, MS3DJH/3R and NAOBL} are used 
to position hypothetical wind turbines on Altamont Pass in the 
USA. Altamont Pass is located in California, and is the site 
of the world's largest wind turbine installation. It is fully 
instrumented with anemometers for the monitoring of hub-height 
wind speed. It has a climate similar to that of inland 
Australia in temperate latitudes. For this site, it is 
expected that WAsP would site the turbines on hill crests; 
results from these models for hill crest determinations are 
presented in Table 1.1. This presents the RMS error (metres 
per second} and percentage error (brackets}. It is clear that 
with all the models, a 20% to 30% error is reduced to around 
10% with six station input. Multiple ground stations, recor-
ding time series flow data, do indeed increase the validity of 
the assessment of the energy at the hill crest. 
Barnard comments that both the MS3DJH/3R and NAOBL models 
are not easy to use, require substantial post-processing and 
are a factor of 100 slower than the BZ model. Another mass 
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consistent model, NUATMOS, which is equivalent to NAOBL in its 
physical basis, does not require post-processing (Meroney, 
1990a). Meroney rates its' ease of use as comparable to the 
BZ model. Both may be run on portable computers, although 
NUATMOS requires more RAM memory. On the other hand, about 
twice as much digitising of terrain data is required as for 
the BZ model. 
The BZ model is a part of the dedicated wind resource 
assessment model, the Wind Application Programme (WAsP) (Troen 
et al., 1987; 1990). Its flow field module includes sub-
models treating orographic, surface roughness and obstacle 
induced flow perturbations; effects which may be linearly 
combined. Vertical interpolations of time series data are 
simulated by these sub-models to a geostrophic height. A 
diagnostic geostrophic model is used for horizontal inter-
polations. Flow model results are then statistically grouped 
in a Weibull distribution, as is commonly associated with wind 
statistics (Justus et al., 1978). The WAsP model provides the 
benchmark standard for wind resource assessment and has become 
mandatory for site evaluation under the financing of develop-
ment from the European Investment Bank (van Beek, 1990) . 
NUATMOS has been developed for diagnostic evaluation of 
flow for pollution dispersion applications. As such, its 
primary aim is to compute flow fields and pollutant con-
centrations. It does not directly include physical infor-
mation on wind shear due to surface roughness or obstacles. 
It does address the effects of thermal stability on flow over 
topography, which are ignored by the WAsP. This aspect of the 
model has not, however, been fully integrated (Ross et al., 
1988) . 
The accuracy of both the linear perturbation and mass 
consistent models is equally poor in separated flows (Barnard, 
1990). Their application to Australian assessments must 
therefore be qualified for a specific site. In the absence of 
direct comparisons, it must be assumed that flow information 
included by the WAsP for both near surface and geostrophic 
flows make it more effective in the simulation of large 
horizontal scales and small vertical scales of investigation. 
For the identification of favourable regions within 
Australia, a phenomenological model of wind potential has been 
employed by Nadebaum (1988). It considers only wind speed 
measurements at the same elevation over flat terrain and 
reveals climatological features on a wide scale. In par..:.. 
ticular, it features a strengthening of wind as latitude 
increases, a weakening of wind with distance from the coas~ 
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and an increase of wind speed with elevation. It identifies 
regions of strong wind potential on the coast of the south-
western, southern, south-eastern and north-eastern sectors. 
Strong solar forcing is a universal feature of these regions, 
which systematically affects the wind potential. 
Based on twice daily measurements of wind speed, the 
study attempts to quantify the relationship of a twice daily 
estimate of energy, to that which would be obtained from 
continuous wind data. It is estimated that the assessed 
energy can be corrected by a constant factor, which represents 
the mean value of this relationship, which is 80% of assessed 
energy, determined from the twice daily measurements. Al-
though there is no arguing that the influence of temperature 
on geostrophic forcing is responsible for large variations in 
wind potential, the statistical correction of data by a 
constant factor, independent of general location, is a theore-
tically ungrounded assertion. 
A study of thermal stability influences on local wind 
potential has been made by Dear et al. {1987). It is noted 
that the combination of strong solar forcing and moderately 
undulating topography accentuates the directionality of the 
wind over a coastal dune site. It was also shown that, for 
particular directions, the effect of thermal stability on 
speed-up can account for a 50% increase in the wind potential 
above that estimated from a calculation of speed-up assuming 
neutral buoyancy. There is no reason to consider this coastal 
assessment as atypical for its latitude, though coastal sites 
in southern Australia are likely to be less affected, as the 
strength of solar forcing decreases with increasing latitude. 
The influence of stability on wind potential over northern 
coasts of Europe is very limited; at latitudes of 60° and 
greater the meridian elevation of the sun is low for most of 
the year. 
In addition, the combined influence of thermal stability 
and terrain complexity can magnify the size of non-linear 
terms truncated by the WAsP orographic sub-model. Then, flow 
modifications induced by topography are no longer independent 
of the upstream flow (Carruthers and Hunt, 1990} and the 
accuracy of model simulations becomes indeterminant. Aus-
tralian coastal relief varies greatly, from steep cliffs to 
gentle dune ridges. Both discontinuous and rolling terrain 
cause separation of flow. Therefore, without site-specific 
validation in Australian conditions, the reliability of the 
WAsP must be questioned. It would be helpful to reduce the 
extrapolation distance from 10 km to between 2 and 5 km as 
suggested by Dear et al. (1989). Following Barnard (1990}, an 
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improvement would be expected by placing ground measuring 
stations this distance apart, but this has not been quan-
titatively confirmed. 
The European Wind Atlas provides a comprehensive valida-
tion of the WAsP over 147 sites, throughout Europe. The EEC 
study determines its accuracy as better than 80% over 80% of 
the sites and order of magnitude over the remaining sites. 
Common features of the poorly predicted sites, include terrain 
and wind features that bear out the limitations of the BZ 
orography model. The restrictive conditions that apply to the 
orography (BZ) sub-model are listed in Table 1.2. 
Reiterating, along the Australian coastline, where the 
terrain is moderate to very steep and the thermal forcing is 
strong, conditions 1, 2, 3 and 5 are directly violated. A 
particularly strong example of this is the site near Albany in 
Western Australia, for which a medium scale wind farm is 
already being planned (see Figure 1.1). These limitations are 
endemic of models emulating the Jackson and Hunt (1975) two 
layer perturbation theory, as in Jensen (1987) and Taylor et 
al. ( 1983) . 
Table 1.2 Limitations of the BZ Orographic sub-model in the 
WAsP (Meroney, 1990b). 
1. Maximum terrain slope of 0.3. 
2. Single form for the near surface upwind profile. 
3. Turbulence parameterisation of limited validity near 
the surface and behind hill crests. 
4. No hill curvature effects. 
5. Neutral stability. 
6. synergistic effects are precluded. 
Improvements to the (BZ) orography model in the WAsP are 
certainly possible. As discussed in Carruthers and Hunt 
(1990), the commercialised flow field model, FLOWSTAR, by 
Cambridge Environmental Research Consultants, extends the flow 
sub-model to remove conditions 2 to 5. The model's basis 
equations are fully documented in Hunt, Leibovich and Richards 
(1988) and Hunt, Richards and Brighton (1988). It includes 
four vertical layers; the heights of three are significant to 
turbine site assessment. The inclusion of turbulent and 
thermal stability effects in the calculation of speed-up 
induced by the hill should make this model more precise and 
general than its predecessor, Jackson and Hunt (1975) (Ca-
rruthers and Hunt, 1990). 
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In its commercial form it can simulate complex upwind 
flow structures and the effects of linear, stationary lee 
waves in an analytical solution scheme (Carruthers, 1990). 
Although NUATMOS also cares for stratified flow conditions, 
the equations used are diagnostic and are not derived from the 
mean flow equations. The flow perturbation theory embodied by 
FLOWSTAR represents the most complete form of the application 
of asymptotic matching to irregular terrain; it points out the 
incomplete matching of the theory of Jackson and Hunt (1975) 
at its layer boundary. Although the model has not been 
completely validated, the limited results available agree well 
with experimental data (Carruthers and Hunt, 1990) . 
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Figure 1.3 Model comparison of hill crest speed-
up for Cooper's Ridge with data showing the 
effect of higher order matching terms. 
A validated data set, from Cooper's Ridge, near Canberra 
in Australia, as described by Coppin et al. (1986), is here 
used to compare the model output of Jackson and Hunt (1975) 
and Hunt, Leibovich and Richards (1988) with predicted speed-
up at the hill's crest. This is presented in Figure 1.3; the 
orientation of the graph does not follow convention as speed-
up is presented on the ordinate. Model results are for the 
upper and middle layer equations and are compared to ex-
perimental data for neutral thermal buoyancy. The Figure 
demonstrates close agreement of the Hunt et al. model with the 
data and that the results of the two models converge with 
height. This is as predicted by the Hunt, Leibovich and 
Richards (1988), the difference in results can be directly 
equated with influence of higher order 'vortex stretching' and 
'hill curvature' terms in the asymptotic expansion. 
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The significance of lee waves on the resource potential 
of a site near Perth Western Australia, has been studied by 
Lyons and Bell (1990}, using a complex second order primitive 
equation model. As reviewed by Paegle et al. (1990}, this in-
dicates that the effect of flow acceleration in the lee of 
large scale orography can be significant to the assessed 
potential. The effect may be as important as speed-up over 
small hills, although the mechanisms are entirely different. 
The former is caused by acceleration of mostly inviscid flow 
due to a change in gravitational potential while the latter is 
caused by perturbations of pressure induced by non-hydrostatic 
flow over small scale orography (Paegle et al., 1990; Car-
ruthers and Hunt, 1990}. The linear lee waves predicted by 
FLOWSTAR qualitatively show the very asymmetric pattern of 
streamline constriction over a symmetric hill (Taylor and Lee, 
1984; Taylor et al., 1987; Smith, 1990}. This prediction has 
not been fully validated and it is well known that not all lee 
waves are linear. However, the model at least provides a 
qualitative simulation, whereas the phenomenon is ignored by 
the WAsP model (Dear et al., 1989). 
FLOWSTAR does not cater for the effect of discrete 
surface obstacles on flow perturbations, as does the WAsP. 
However, the International Energy Agency has recommended that 
the effect of a discrete obstacle can be ignored two obstacle 
lengths downstream (IEA, 1982}. A discrete obstacle affects 
the flow very locally and the modification it produces can be 
regarded as a wake. However, when an array of upstream 
obstacles are present, their combined effect can extend tens 
of obstacle lengths downstream (Beljaars, 1982). The model-
ling of these effects is very dependant on specific obstacle 
geometry and surface texture. This makes theoretical results 
difficult to generalise (Panofsky and Dutton, 1984). 
Meroney (1990a) recommends this model as the most ad-
vanced analytical flow field model available. However, the 
model does have applied design limitations. It is not a 
specialised wind energy assessment tool. It calculates an 
array of velocity vectors at a particular height, which is not 
required for the determination of a specific site's wind 
energy potential (Carruthers, 1990}. The WAsP has a rather 
more streamlined operation, taking a factor of 10 less time 
for a total wind data extrapolation. So, although the ana-
lytical equations of Hunt, Leibovich and Richards and Hunt, 
Richards and Brighton (1988} are pertinent to the improvement 
of the accuracy of flow simulation, the data flow structures 
of FLOWSTAR are less than ideal. 
Removal of the slope and flow synergism conditions of 
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Table 1.2 requires the use of large eddy simulation (LES) 
models, otherwise primitive equation models, which require 
iterative numerical methods. While primitive equation models 
are becoming practical for use on desk top computers, they 
have not been fully validated (Meroney, 1990a). However, a 
simplified form of a primitive equation model, that of Raithby 
et al. (1987), has been validated for neutral flow over 
Askervein hill (Mickle et al., 1988). 
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Figure 1. 4 Comparison of modelled speed-up with Askervein hill 
data for Raithby et.al. (1987). Vertical comparison (left) 
for hill-top profile and horizontal comparison (right) for 10 
metres elevation. 
Figure 1.4. shows the fractional speed-up calculated from 
this model over the minor axis of Askervein hill. The ver-
tical speed-up profile from the model is compared to the data 
on the left; the variation of speed-up along the flow axis, on 
the right. In the vertical profile, the correspondence is 
good, demonstrating both close comparison in absolute values 
and most of the relative trends in the data. The calculated 
values of speed-up for the horizontal variations show uncer-
tainties which are much smaller than exhibited by the WAsP 
(see BZ results for Figure 1.2). Results therefore lack 
detail and improvements are expected with a finer grid. Also 
no results are available for the near side of the hill, though 
they are reported to qualitatively follow linear model re-
sults, as presented in Figure 1.2. Results for the lee of the 
hill, over-predict the speed-up, but qualitatively follow ex-
perimental data and are a great improvement on linear flow 
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model results in the lee of the hill. Extension of the model 
to non-neutral thermal buoyancy and its comparison with data 
from discontinuous terrain should pinpoint any further uncer-
tainties in the model. This requires either airborne wind 
data or wind tunnel simulation of both these conditions. 
Meroney {1990b) has reviewed methods of wind tunnel 
simulation (physical modelling) of flow over complex terrain. 
He specifically examines physical models on scales from 1:5000 
to 1:800. He notes that in order for the scaling of tur-
bulence to match the geometric scale of orography being 
modelled, a loss of geometric sca~e in the modelled surface 
texture is incurred. This requires the surface texture 
elements to become disproportionately large compared to the 
orography. Consequently, near surface measurements are 
precluded up to two roughness elements in height. In prac-
tice, a compromise is usually made to allow both near surface 
measurements and reasonable scaling accuracy. 
Teunissen et al. (1987) compare the profiles of various 
physical models of flow over the crest of Askervein hill on 
two transects with experimental data. The models range from 
1:2500 to 1:800 scale and are developed for the accurate 
scaling of turbulence, at the expense of near surface results. 
Results show that accuracy falls with increasing model scale 
ratio. For the scale of 1:2500, near surface (below ten scale 
metres) results become difficult to measure and diverge 
strongly from experimental data. For a model geometric scale 
of 1:800, results show better than one significant Figure 
accuracy in profile down to two scale metres above the sur-
face. Validation of the Raithby and Stubley numerical model 
on the same terrain indicates a comparable accuracy in the 
vertical (see Figure 1.4). Therefore validation of the 
Raithby et al. {1987) model with a physical model, for discon-
tinuous terrain, should be conducted on a model scale of 1:800 
or lower, to allow for the accurate vertical scaling of near 
surface turbulence effects. However, if the horizontal 
resolution of the two models are to compare, the numerical 
model will require an increased grid resolution. 
Considering limitation five, for thermal neutrality, 
Meroney {1990) concedes that far less certainty is possible 
using physical modelling techniques. Hence testing in non-
neutral thermal conditions is largely investigative, although 
this difficulty is somewhat alleviated by wind resource con-
siderations. The majority of harnessed wind potential exists 
in the range of wind speed of 6 - 10 mfs (Steketee, 1987a). 
Dear et al., {1987) confirm that thermal stability only has a 
significant effect on resource assessment in this range of 
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wind speed. Wind of such force tends towards neutral stabil-
ity (Panofsky and Dutton, 1984). Hence, the extended model 
requires validation only in the near neutral categories, as 
defined by Holtslag (1984). It appears that wind tunnel 
validation of an extended version of the Raithby et al. (1987) 
model remains qualitatively feasible. 
The Raithby et al. (1987) model may reasonably be ex-
pected to model orographic effects in very complex conditions, 
for which FLOWSTAR is not designed. However, this requires 
further validation, for discontinuous terrain and inclusion of 
buoyancy terms. Compared to FLOWSTAR, the model also has 
intrinsic liabilities: its horizontal resolution is substan-
tially lower and its computational speed is about 100 times 
slower. Its application should therefore be sought only where 
physical conditions warrant consideration of the non-linear 
terms in the flow equations. 
1.3 AN IMPROVED FLOW SIMULATION BASIS FOR SITE IDENTIFICATION 
The design of a model for the simulation of flow, as 
defined here, attempts to best satisfy the requirements of 
accuracy and reliability in the interpolation of data for site 
specific resource assessment. The description is first 
presented in summary form and thereafter expanded item by 
item. The design's objective is to supplement regional re-
source assessment currently conducted by the WAsP model. 
Specifically, where terrain and flow conditions are such that 
site assessment by the WAsP model is in doubt, the design 
should provide final, specific details for site location. 
The model reproduces some of the features of the WAsP 
model including the following: surface layer atmospheric flow 
is spatially simulated by a steady state numerical flow model 
over the microscale region. Initialisation is provided by 
spot data on wind speed and direction. Changing climato-
logical influences are imputed into the model by half hourly 
intervals, well within the steady state limit (Panofsky and 
Dutton, 1984). 
Major innovations to the WAsP are suggested, these 
include the extension of asymptotic expansion terms in the 
linear perturbation model from second order to fourth order, 
as described by Hunt, Leibovich and Richards (1988). The 
effect of weak to moderate departure from neutral thermal 
buoyancy is also considered, as described by Hunt, Richards 
and Brighton (1988). This requires further time series data 
to provide a measure of departure from neutral stability; data 
should be averaged over the same half hourly intervals. The 
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use of an iterative numerical model is proposed for the sim-
ulation of non-linear flow perturbations, using a parabolic 
form of the Navier-stokes equations with one and a half order 
turbulence closure, as described by Raithby et al., (1987). 
Finally, predictions of the spatial extent of linear or small 
flow perturbations above a strongly disturbed flow are prov-
ided by calculation of the size of quadratic perturbation 
terms in equations for the perturbations. These features are 
summarised in Table 1.3. 
Table 1.3 Designed additional features of the flow simulation 
model for the interpolation of wind speed data. 
1. Flow perturbation simulation using the FLOWSTAR where 
conditions 1 and 6 are met. 
2. Flow simulation using the Raithby et.al. ·(1987) model 
for strongly perturbed flows. 
3. Estimation of the size of non-linear terms in the 
flow equations where conditions 1 and 6 are breached. 
4. Time series, spot re-initialisation of flow condi-
tions with the interpolation. 
5. Accumulation of interpolated wind speed data into a 
frequency histogram. 
1. Application of FLOWSTAR's embedded analytical equations 
as developed in Hunt, Richards and Brighton (1988) and Hunt, 
Leibovich and Richards (1988). Since only limited validated 
data is available, systematic validation is required against 
recognised experimental results. Published comparisons 
include Taylor et al. (1987), Carruthers and Hunt (1990) and 
Carruthers (1990). The basis equations will be fully docu-
mented in an appendix of our ensuing report and the solutions 
composed with data from Cooper's Ridge, considering the effect 
of buoyancy and hill curvature effects on Cooper's Ridge data. 
The model is to include a routine for the effects of 
surface roughness changes as described in Walmsley, (1990). 
This simple model considers shear in the mean flow, to a level 
commensurate with the inclusion of turbulence in FLOWSTAR. 
Walmsley has compared diagnostic formulae predicting the 
growth of internal boundary layers past a change in surface 
roughness. The model supersedes Elliott's (1958) diagnostic 
formula which is still commonly used and is fully validated. 
The structure, development and validation of this routine is 
also included in our ensuing report (chapter two). 
2. Further validation of the model of Raithby et al. (1987) 
is required on discontinuous terrain. It should also be 
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extended to include buoyancy terms for non-neutral conditions. 
Note that discontinuous or high slope surface conditions, for 
which the model is being employed, increase the ratio of 
mechanical to buoyant forcing which moderates the non-neutral 
conditions (Panofsky and Dutton, 1984). 
For the purpose of validation on discontinuous terrain, 
the Albany site planned for the megawatt scale wind farm 
{Figure 1.1) is adequate, being supplemented by multiple 
location in situ data on wind speed and direction. Further-
more, Melbourne et al. {1990) have developed a boundary layer 
wind tunnel in Australia which can model geometric scales of 
1:400 for the four kilometre site and so provide the necessary 
resolution for near surface measurements. The tunnel can 
model moderately non-neutral thermal buoyancy and so provide 
an excellent facility for the validation of the extended 
model. The organisation of this study is currently in pro-
cess. Data analysis from the site, along with a neutral model 
validation and non-neutral model extension will be presented 
in a future report (chapter four). 
3. The development of prognostic equations to determine the 
regional extent of linear flow perturbations will be used to 
select which of the two flow models, linear and non-linear, is 
appropriate to the flow. Little literature is available on 
the application of linearity criteria to flow simulation 
models. The primary requirement is that the quadratic terms 
in the Reynold's equations for flow perturbations be small 
compared to the linear terms. These terms may be estimated 
from the application of the Raithby and Stubley model on a 
limited domain near the surface. The rationale for this is 
described below. 
The perturbing influences at the surface distort the 
equilibrium between mean flow and turbulent strain on time 
scales of the order of the eddy circulation time. Far above 
the surface, circulation times are too slow for dissipation to 
occur and vortices simply stretch in the presence of the 
varying pressure field {Hunt et al., 1991). In the distortion 
of turbulent eddies, local equilibrium between stress and 
strain is retained. In the layer near the surface however, 
eddy circulation is more rapid than mean flow over the ter-
rain. Transverse flow accelerations induced by hill curvature 
also rapidly fluctuate in sign (Finnigan et al., 1990). In 
this layer the equilibrium between mean shear and stress thus 
becomes distorted (Finnigan, 1991). Carruthers and Hunt 
(1990} concede that linearity is lost near the juncture 
between turbulent and pressure dominated flow regions. 
Although vanishingly thin for a very shallow hill, the depth 
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of this non-linear flow layer increases with terrain slope. 
For all flow circumstances, there is a strongly disturbed 
flow region near the surface. Sufficiently far above a 
strongly disturbed flow, but below the free stream, the flow 
should regain local equilibrium and be linearly perturbed. At 
and near the boundary of these regions, both models are ap-
proximately correct. For this reason the exact placement of 
this boundary is not critical to the accuracy of the overall 
outcome. Furthermore, non-linear model results, being valid 
in a region where the flow perturbation is only linear, may be 
extended into the linear flow region without loss of accuracy. 
Further development, justification and validation of this 
algorithm is being conducted and will be presented in a future 
report (chapter five). 
4. site interpolation requires field data to initialise the 
flow simulation model and calculate the specific, time depen-
dant flow at a site. Interpolations must, at least, span a 
domain in the vertical determined by the extent of the turbine 
blades. Considering all scales of WECS produced, this implies 
a range of 5 - 150 metres in height. The horizontal span of 
wind farms is somewhat more difficult to limit. However, 
microscale flow models, by definition, ignore the earth's 
coriolis force, which restricts the horizontal domain to 10 
km. 
This region excludes flow about or below the inertial 
sub-layer (lower than 5 m), or above the surface layer of the 
planetary boundary (greater than 100 m at most) . Therefore, 
the model does not require the incorporation of a geostrophic 
interpolation routine as developed by the WAsP, or the devel-
opment of the near surface layer equations of Hunt, Richards 
and Brighton {1988} and Hunt, Leibovich and Richards (1988). 
The algorithm for combining flow model results with time 
series data requires careful analysis. In particular the 
linear FLOWSTAR and non-linear Raithby et al. models may not 
be required for each interpolation. The use of a primitive 
equation model should be avoided in marginally non-linear 
cases, as it requires much greater computing time. However, 
it should be noted that by restricting the model domain, the 
primitive equation model will iterate to convergence with much 
greater speed than it will on a full sized domain. Not simply 
because fewer grid points are used, but fewer iterations per 
convergence are required, as upper boundary conditions can be 
provided by the linear model results (Paegle et al., 1990). 
5. Accumulation of interpolated data provides a histogram of 
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wind speed. Statistical curve fitting is possible, and can 
provide numerical output. Methods of statistical assessment 
were reviewed by Steketee (1987b). It was found that wind 
speed distributions generally follow Weibull characteristics 
(Hennessey, 1977; Justus et al., 1976b; Justus et al., 1978). 
Since it is a two parameter curve, considerable computing is 
required for a fit. A fast Weibull assessment model is 
described and validated by Christofferson and Gillette (1987); 
which was validated by Steketee (1987b) using a least squares 
technique. The integration of the respective flow models with 
data interpolation and accretion routines will complete the 
study and be documented in the final report (chapter five) . 
1.4 INCLUDING ENERGY CONVERSION LIMITATIONS IN THE ASSESSMENT 
The characteristics of energy conversion by the turbine 
are a key component to the estimation of the actual wind 
energy available at a particular site. However, this is often 
ignored and assessments are made independent of technology. 
In Justus et al. (1978) the energy flux of the wind, called 
the wind energy potential, is used as an estimate of the wind 
energy resource over the United States of America (USA). This 
uses the cubic theoretical relationship of wind speed to wind 
energy potential. The energy conversion process is fundamen-
tally limited. Even a first order analysis shows that the 
wind speed available to convert linear into angular momentum 
is well below this potential. The operation of a turbine is a 
compromise between its wind speed stopping potential and the 
blades' lift. As a result, the fraction of the velocity 
deficit that can be converted into angular momentum is optimal 
at the Betz limit of 88% (Le'Gourieres, 1982). 
Dynamic considerations of turbine blade performance 
further limit the energy availability (Le'Gourieres, 1982). 
The resulting theoretical performance envelopes are a function 
of particular blade designs and fall well within the Betz 
limit. Actual turbine performance characteristics are well 
within this, again. Examples of several types of performance 
characteristic curves are presented in Figure 1.5. As turbine 
efficiency is theoretically proportional to the ratio of 
blade-tip speed to wind speed, the Figure shows operational 
efficiencies against this ratio, rather than as a function of 
wind speed. This emphasises that the assessed 'wind resour-
ce', depends greatly on the effectiveness of the specific 
technology, not just the wind resource and its theoretical 
potential. 
The assessment of wind energy without consideration of 
turbine performance leads to considerable misunderstanding and 
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an overestimation of a sites' utilisable wind resource. The 
International Energy Agency (IEA) has therefore recommended 
that the relationship of the incoming wind speed to the actual 
output power be used in the estimation of the utilisable wind 
resource (IEA, 1982). This relationship is hereafter referred 
to as the turbine's performance characteristic. The IEA 
further recommends that this characteristic must be obtained 
from an approved testing centre, which must meet certain 
terrain conditions. The characteristic so obtained is then 
used as a linear factor by which a site's specific wind speed 
must be converted to the utilisable wind resource. The 
relationship between wind speed, utilisable power and energy 
is best explained by examination of the relevant equations, as 
stated in the IEA guidelines. These equations are closely 
examined here. 
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Figure 1. 5 Performance charac-
teristics for wind turbines (BW-
EA, 1982). 
The performance characteristic of the turbine is defined 
as the set of points {u,P), where Pis the power delivered at 
the wind speed u. The frequency distribution of wind speed, 
which follows Weibull characteristics, is strictly defined as 
f(u)du, the fractional occurrence of wind speeds within the 
infinitesimal interval of (u,u+du). The long-term mean 
obtainable power from a site is therefore: 
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p JP(u)f(u)du (1) 
0 
Where um is the maximum wind speed for which any power 
can be obtained. But observations are made as discrete, not 
infinitesimal points. Wind speeds are divided into class 
intervals. The IEA recommends that a constant wind speed 
interval of one metre per second resolves sufficient detail in 
performance and frequency histograms. Then each class i has 
an interval size ui+1-ui. Each interval is associated with a 
mean obtainable power Pi and the above integral is ap-
proximated by a sum: 
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Uo ul Um-1 
ul u2 Um 
z p 1 f f ( u) du + p 2 f f ( u) du + . . . + p m f f ( u) du 
0 
m 
z :E Pini 
1 
ul 
( ni 
Um-1 
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Where ni is the fraction of occasions that the wind speed 
is between ui-I and ui. The International Energy Agency IEA 
guidelines recommend that a sufficiently large number of 
observations is one or two years (IEA, 1982). 
This series expression has several properties worthy of 
note: It combines information on the turbine's performance 
with the site's wind speed distribution. It represents the 
annual average power output for a particular site and a given 
turbine; it is hereafter referred to as the mean obtainable 
power. 
The IEA recommends that the turbine performance charac-
teristic be obtained from a standard 'simple' site. The use 
of this standard performance characteristic inherently assumes 
the conversion characteristic is independent of all local con-
ditions, except wind speed. 
Turbulence in the incoming wind may affect performance as 
has been shown by Harrup (1988). Severe turbulence can 
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substantially affect the performance characteristic of a small 
turbine. This is presented for two regimes of turbulence, 
mild and severe, in Figure 1.6, with the associated levels of 
turbulence intensities of o and 0.3 respectively. 
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Figure 1.6 The influence of se-
vere turbulence on turbine per-
formance characteristic curves 
(Harrup, 1988) . 
The effect of turbulent conditions appears to dampen 
performance at the high wind speed range, while enhancing 
performance in the moderate to low wind speed range. The 
variation between the two curves is complex and evidence of 
the non-linear physical effect of turbulence on the blade 
performance. Harrup has found a theoretical basis for reason-
ing that the inflection point of the modified characteristic 
can be predicted from the blades' moments of inertia. He 
determined that this inflection point is a characteristic for 
the turbine's performance, independent of the turbulence 
regime, as evidenced in the figure. It is therefore recom-
mended that the turbine performance be re-examined when tur-
bulence is greatly modified. Physical conditions which can 
produce this include: moderate thermal stabilities, upstream 
flow separation and very high surface roughness. 
1.5 SIMULATION OF TURBINE TO TURBINE FLOW MODIFICATIONS 
The effect of a turbine's wake on the performance of a 
downwind turbine should also be examined. The structure of 
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wind flow past a turbine is very complex and is reviewed by 
Steketee (1987a). Mean tlow and vorticity from the blades of 
a HWT, are illustrated in Figure 1.7 to five rotor diameters 
downstream. This shows how the rotors induce vorticity near 
the blade tip which propagates downstream. An annular shear 
layer separates the wake flow from the freestream. The effect 
of vorticity and reduced mean wind expand the stream tube in 
the wake. In the middle region of the wake, about two to five 
rotor diameters downstream, the expanding vorticity cancels, 
producing the maximum turbulence of the wake. Beyond this 
region, equilibrium between mean flow and turbulence recovers 
and the wake dissipates to reform the free stream. Local 
equilibrium there induces monotonic behaviour in this region 
of the wake which makes steady state simulation possible. 
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Figure 1.7 Stream flow and mean vorticity past a HWT's blades. 
(Steketee, 1987a). 
The simulation of the far wake decay is also reviewed by 
Steketee (1987a). Models proposed are statistical in nature, 
and consider the structure of the decay of mean velocity 
deficit into the free stream. Models proposed by Ainslie 
(1984; 1985) give reasonable estimates of the decay along the 
centre of the far wake. They are poor in the estimation of 
lateral wake decay and extent. Moreover, given the influence 
of turbulence on turbine performance as identified by Harrup 
(1988), it is disputable whether sound estimates of downstream 
turbine performance can be made from estimations of velocity 
deficit alone. 
The WAsP model includes a specific routine to care for 
wake effects for configurations of turbines on the grid. How-
ever, such a configuration is unlikely in a complex terrain 
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environment. Rather, it is proposed here to identify direc-
tions for which the swept rotor area of a turbine projects 
onto another turbine's swept rotor area, and exclude these 
contributions. Uncertainty estimates for the excluded energy 
potential can be determined from the strength of the velocity 
deficit at the core of the wake, which is well estimated by 
Ainslie's model (Steketee, 1987a). This method ignores the 
effect of stream tube expansion, as shown in Figure 1.7. 
However, the lateral extent of a turbine wake has been shown 
to decay exponentially so that only a direct 'hit' with one 
wake projecting onto another's swept rotor area should greatly 
affect performance (Steketee, 1987a; Baker and Walker, 1984; 
Ainslie, 1984; Ainslie, 1985). The influence of both turbine 
performance characteristic curves and wake development on 
overall assessments of utilisable wind energy for specific 
sites will also be presented in the final report (chapter 
six) . 
1.6 PRESENTING THE ENERGY ANALYSIS 
The WAsP provides a tabular, sector-by-sector analysis of 
Weibull characteristics. However, much of this information is 
redundant for the purpose of site optimisation of wind tur-
bines and the presentation is difficult to analyse. Rather 
than use a tabular presentation for each direction sector, 
directionality can be represented, graphically as a figure of 
average obtainable power, defined for each directional sector. 
Twenty degree sectors are used here to give a resolution below 
the maximum of thirty degrees recommended by Jensen, (1987). 
This leads to a directionally decomposed form of Equation 2. 
Let ~ be the directionality weighting, equal to the normal-
ised values obtained from a histogram of direction, with a 
class interval of twenty degrees, then the total obtainable 
power can be expressed as: 
16 m 
P = ~w. ~ p .. n .. L,.; J L,.; ~.] ~.] (3) 
j=l i=l 
Where both the power characteristic and the wind distri-
bution are functions of the directional sector, allowing for 
the effects of differing upstream turbulence conditions on 
both the wind speed and the turbine performance. 
A directionally characteristic of obtainable power, has 
been determined for grouped wind sectors and the 60 kW West-
wind turbine at the SECWA south Fremantle test site, as shown 
in Figure 1.8 (Steketee, 1987b). The distribution of average 
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power with wind speed can allow the energy analyst to simul-
taneously assess which sectors and wind speed ranges are 
important to the assessed energy. This can be in turn used to 
make turbine hardware adjustments. A tabular presentation of 
results by the WAsP, for South Fremantle ridge is also pre-
sented in the figure (Steketee, 1987b) . 
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Figure 1.8 Comparison of presentation of 
results by WAsP and by Steketee (1987 b). 
It should be noted that all the routines outlined have 
been developed on FORTRAN computer code and can be run on 
current generation portable computers. The algorithm for data 
interpolation developed is in some respects simpler than the 
WAsP model, as it does not include flow modifications due to 
either obstacle, or geostrophic influences. However, the flow 
simulation module is very much more complex. Comparisons of 
overall speeds of computation will be difficult to estimate. 
Time series data requirements are greater although simplifica-
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tions are possible, especially with the requirement for 
thermal stability data, as described by Holtslag (1984). The 
application of all features, in an integrated mode, is devel-
oped in the final report (chapter seven), where direct com-
parative validation is made with the WAsP model. 
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