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Steady technological advances are paving the way for the implementation of the quantum internet,
a network of locations interconnected by quantum channels. Here we propose a model to simulate a
quantum internet based on optical fibers and employ network-theory techniques to characterize the
statistical properties of the photonic networks it generates. Our model predicts a continuous phase
transition between a disconnected and a highly-connected phase characterized by the computation
of critical exponents. Moreover we show that, although the networks do not present the small world
property, the average distance between nodes is typically small.
Network science is a multidisciplinary field that of-
fers a common language to study statistical properties
of a variety of systems such as social, biological, and
economical networks [1]. On the basis of its success is
the fact that systems are seeing simply as graphs, i.e. a
set of nodes interacting via edges. In this approach it is
not the particular working or behavior of the individ-
ual constituents that matters, but how connected they
are. This viewpoint led to the discovery that systems
that are very different in nature, such as the internet,
scientific collaborations, or protein networks, are very
similar from a network perspective. Furthermore, un-
derstanding the network connectivity allows to design
better man-made networks, such as power grids, trans-
port networks or company organisation.
A new type of communication network, the quantum
internet, is currently under development [2, 3]. It con-
sists of distant parties connected by quantum channels
through which quantum bits can be exchanged. This
new network will boost our capabilities of communica-
tion by allowing the execution of protocols which are
more efficient than their classical counterpart, or that
have no classical analog whatsoever. The main example
of such advantage is the possibility of securing mes-
sages with quantum cryptography [4], currently one of
the most advanced quantum technologies. Other an-
ticipated applications are clock synchronisation [5] and
private quantum computation on a cloud [6, 7]. From
a fundamental perspective, quantum networks will also
allow us to reach physical phenomena that have no clas-
sical analog. An example is the distribution of entan-
glement across the network, which will allow distant
parties to perform quantum teleportation or to estab-
lish correlations with no classical explanation and defy
our notions of causality [8].
Here we propose a model to simulate the quantum
internet assuming that it is going to be built from opti-
cal fibers. We use this model to predict global proper-
ties of typical photonic networks, such as their connec-
tivity, nodes distance, and aggregation. Our findings
predict a phase transition in the network connectivity as
a function of the density of nodes: there is a critical den-
sity above which the network changes from being dis-
connected to presenting a giant connected cluster. We
estimate the value of this critical density and the critical
exponents characterising the phase transition. Nicely,
few nodes are needed to make photonic networks of
realistic sizes fully connected. However, as opposed
to the current internet [9], the quantum internet does
not present the small world property. Notwithstand-
ing, the typical network distances between nodes are
small, implying that few entanglement swappings have
to be employed to distribute entanglement between any
two nodes.
Formally, a network model is defined by a set of N
nodes being connected by vertices according to a given
probabilistic rule. The central goal of network science
is to understand the asymptotic properties of networks
as the number of nodes increases. A particularly rel-
evant example is given by random networks [10, 11],
defined by a model where every pair of node is con-
nected with probability p [12]. The characteristic trait
of random networks is that for sufficiently large num-
ber of nodes N, the probability of finding a node with k
connections P(k), called the degree distribution, can be
approximated by a Poisson distribution P(k) = e
−〈k〉〈k〉k
k! ,
where 〈k〉 = p(N− 1) is the average connectivity of the
network. Despite being very simple, the random net-
work model presents very rich statistical phenomena.
For instance, it displays a phase transition: there is a
critical probability pc such that if p < pc the network
is composed by small and disconnected clusters and, if
p > pc a giant cluster with size of same order of the
whole network is present. Another striking feature is
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FIG. 1. Samples from the quantum internet. The grey edges
represents the fiber-optics networks generated at step 1 (see
main text). The red edges show the photonic links established
in step 2. Greener (bluer) nodes are more (less) connected,
following a Poisson distribution. NG refers to the number of
nodes belonging to the biggest cluster in the network, and N
the total number of nodes. The plots considered R = 1800 km
(giving, approximately, the US area) and show that the biggest
cluster consists of 97, 8% of the nodes when N = 1000.
the appearance of a phenomenon known as small-world.
This refers to the fact that the average shortest path
length (i.e. the shortest path between two nodes) scales
logarithmically with N, meaning that the typical dis-
tances between pairs of nodes is very short compared
to the size of the network.
Another important property of networks is the aver-
age clustering coefficient. It captures how the neighbors
of each node are connected between them on average.
Let us first define the local clustering coefficient of node
i as Ci =
2ni
ki(ki−1) , where ni the number of edges between
the ki neighbours of the site i and ki(ki − 1)/2 is total
possible number of edges between them. If Ci = 0 there
is no links between the neighbors of i, while Ci = 1 in-
dicates that the neighbors of i form a fully connected
graph. The average clustering coefficient is defined as
〈C〉 = 1N ∑i Ci. For random networks 〈C〉 = 〈k〉/N,
showing a decrease with the network size.
In what follows we will propose a model to simu-
late the quantum internet and use it to predict these
properties for photonic networks. As we will see, these
networks present similarities and differences with the
random networks.
Our model considers a network built from optical
fibers, the main candidate to carry quantum informa-
tion encoded in photons. Other technologies, such
as quantum satellites, are also being considered and
will probably be combined with the fiber-optics infra-
strucure [13, 14]. Thus, the results presented here can
be seen as benchmark to be improved by additional
technologies. Our model is defined by the following
steps:
Step 1 - Fiber-optics network simulation. We first dis-
tribute N nodes uniformly in a disk of radius R (points
at Fig. 1) [15]. Following [16], we simulate how the
optical fibers are distributed among these nodes using
the Waxman model [17], which considers that each pair
of nodes i and j are connected by a fiber (grey lines
at Fig. 1) with probability given by Πij = βe
−dij/αL,
where dij is the Euclidean distance between i and j, L
is the maximum distance between any two nodes, the
parameter α > 0 controls the typical edge length of the
network (the maximum distance of two nodes directly
connected), and 0 < β ≤ 1 controls the average de-
gree of the network. The constants α and β have been
estimated for particular optical fiber networks, such as
for the US fiber-optics network where αL = 226 km and
β = 1 [16, 18]. We will use these values in the numerical
simulations presented here.
Step 2 - Photonic network simulation. Once we generate
the fiber-optics network we simulate the transmission
of photons through it. It turns out that photonic losses
increase exponentially with the fiber length [19]. More
precisely, the transmissivity determining the fraction of
energy received at the output of a fiber link connecting
nodes i and j is given by pij = 10
−γdij/10, where dij (km)
is the Euclidean distance between i and j and the value
of the fiber loss γ depends on the photon wavelength.
For instance, for the silicon fiber, losses are minimized
at the wavelength of 1550nm, achieving γ ' 0.2 dB/km,
the value we consider in our simulations. Even with
further advances, the intrinsic physical loss limit of the
silica optical fibers is estimated to be between 0.095 to
0.13 dB/km [20].
Finally we define the probability Pij that two nodes
are connected as
Pij = 1− (1− pij)np . (1)
The free parameter np controls how many photons are
sent between each node in the attempt of generating
a photonic link, i.e. two nodes are connected if at least
one out of np photons is transmitted between them. For
a illustrative matter, we chose np = 1000 in the figures
depicted here, as this value guarantees that connections
over 100km, the order of the state-of-art quantum com-
munication experiments, are established. We highlight,
however, that extensive simulations have been also per-
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FIG. 2. Degree distribution and emergence of the giant clus-
ter. (Top panel) (a) The degree distribution P(k) for a fixed
density value of ρ = 8× 10−5 and several values of N. (b)
P(k) for a fixed value of N and several values of ρ. (Bottom
panel) Relative size of the giant cluster as a function of (c) ρ
(density). We see a clear phase transition at ρc ≈ 6, 82× 10−5
corresponding to 〈k〉c ≈ 3.56. (d) The appearance of the giant
cluster for moderate size networks covering a relatively large
area.
formed with different values (see Appendix), showing
that the qualitative features described below of the pho-
tonic networks are universal and independent of the
value of np.
We repeat steps 1 and 2 above 103 times to gener-
ate different instances of the quantum photonic inter-
net and calculate its typical properties. Some samples
of the networks generated by this algorithm are shown
in the Fig. 1.
The first property we analyze is the degree distribu-
tion P(k). As shown in Fig. 2 (top panels), the degree
distribution can be perfectly fitted a Poisson distribu-
tion that depends solely on the density of nodes ρ:
P(k) =
e−Aρ(Aρ)k
k!
, (2)
where A = 5, 2 × 104 (see Appendix). This suggests
that the quantum internet has a similar structure of a
random network.
Another similarity with random networks model is
the existence of a phase transition (see bottom panels of
Fig. 2) from a disconnected phase to a phase where a
giant cluster is present. In the quantum internet model
however, this transition is controlled by the density of
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FIG. 3. Average shortest path and average clustering coeffi-
cient. (Top panel) (a) 〈l〉 as a function of N for various values
of ρ. 〈l〉 grows faster than ln N, showing no small-world phe-
nomenon as expected for random networks. (d) However, the
average shortest path for moderate size networks can be rela-
tively small. (Bottom panel) (c) Average clustering coefficient
〈C〉 as a function of N for fixed values of R. 〈C〉 grows with
N and decreases with R. (d) Plotting 〈C〉 as a function of ρ
we see that all curves collapse, showing a universal behavior.
nodes. We have estimated the critical density to be
ρc ≈ 6, 82× 10−5 (see Fig. 2c), which corresponds to
〈k〉c ≈ 3.5 (as opposed to 〈k〉c = 1 in random net-
works). Nicely, this critical density is quite small, im-
plying that large areas can be connected by few nodes.
For instance, Fig. 2d shows that the minimum number
of nodes necessary to have a connected network in ar-
eas comparable to the US or Europe are of the order of
1000 nodes.
As showed in the Fig. 2c, the relative size of the giant
cluster displays a second order phase transition with
respect to the density ρ. In the Appendix we show that
m ≡ 〈NG〉/N, at the critical density ρc ' 6.82× 10−5,
exhibits a power law behavior given by m ∼ (ρ− ρc)β,
with the associated critical exponent β ' 0.2. Further-
more, we also analyzed the standard deviation of the
size of the largest cluster, analogous to the susceptibil-
ity, defined by χ ≡
√
〈N2G〉 − 〈NG〉2, the characteris-
tic cluster size s∗, the cluster size distribution n(s) and
computed the associated critical exponents (see Ap-
pendix for more details).
In spite of the previously discussed similarities be-
tween the quantum internet and random networks,
we have observed two important differences. First, as
4shown in Fig. 3(a), the photonic quantum network does
not display the small world property, since 〈l〉 grows
faster than ln N. We estimated that 〈l〉 depends of ρ and
N following the relation 〈l〉 ' bNα/ρ with b = 5× 10−5
and α ≈ 1/2 as can be seen in the fit of the Fig. 3(a).
Nevertheless, as shown in Fig. 3 (b), for moderate net-
work sizes 〈l〉 is still small.
The average clustering coefficient of the photonic
quantum networks also differs from the random net-
work case. As we can see in Fig. 3(c), 〈C〉 increases with
N independently of the radius R and reach a maximum
value 〈C〉 ' 0.41. This means that the photonic quan-
tum networks can be classified as very aggregated [1].
Furthermore, as shown in Fig. 3(d), all curves collapses
when we plot 〈C〉 as function of ρ, pointing out the
emergence of a universal behaviour. This means that
we can describe any curve of the clustering coefficient
for any value of R with the same function.
In this article we have proposed a model to study the
properties of a quantum internet based on optical fiber
technology. Using this model we predicted a phase
transition, where there is a critical network density at
which a giant cluster suddenly emerges. Crucially, the
critical density separating the two phases is quite small,
implying that few nodes are needed to hold a fully
connected network in realistic areas. We also showed
that, even though the generated networks are very ag-
gregated locally, they do not lead to the small-world
property. Although this might seem as a negative re-
sult, we also showed that for realistic networks sizes,
the typical network distances between nodes are small.
For instance, in a disk of radius R = 800km, we would
need around N = 1000 nodes to have a connected net-
work, while keeping the average shortest path length
of 〈l〉 ≈ 5. This has an important implication, for in-
stance, in entanglement distribution. Suppose that the
photonic links generating the networks are used to es-
tablish entanglement between the nodes (i.e. , each link
can be seen as an entangled pair of photons). In this
case, it would be possible to generate entanglement be-
tween any two nodes of the network by performing en-
tanglement swapping on (approximately) five interme-
diate nodes.
Our results give a novel perspective to analyze
the quantum internet, providing an interdisciplinary
bridge between quantum information and network the-
ory. The present contribution should be seen as a start-
ing point towards more complicated models. For in-
stance, here we did not consider that each node can
hold a quantum memory that stores the quantum infor-
mation until the next photonic pulse arrives. Another
layer of complexity would be to consider the quantum
features of the arriving photons, such as coherence and
entanglement. Finally, it would be interesting to con-
sider other technologies such as the use of satellites for
quantum communication [13, 21, 22].
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6APPENDIX
AVERAGE DEGREE, NETWORK DENSITY AND
AVERAGE DISTANCE
As mentioned in the main text we have numerically
derived some relations between 〈k〉 versus ρ and 〈l〉 ver-
sus N. As shown in the Fig. 4, the average degree is
related with the density trough a linear function given
by 〈k〉 = Aρ, where A ' 5, 2× 104, that is independent
of the size N of the network. Because that, all curves
of the average connectivity distribution P(k) can be de-
scribed by the same function as shown in the Fig. 2(b)
of the main text.
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FIG. 4. Linear relation between 〈k〉 and ρ
We also have analysed how the average shortest path
length 〈l〉 scales with N for different values of ρ. As
can be seen in the Fig. 5, independent of the density,
all curves of 〈l〉 can be described by a universal func-
tion given by 〈l〉 ≈ 5 × 10−5Nα with α ≈ 0.5. This
result show our model do not displays a small world
phenomenon.
PHASE TRANSITION AT DIFFERENT VALUES OF THE
PHYSICAL PARAMETERS
Changing the optical fiber loss
To illustrate the fact that the phase transition happens
irrespective of the optical fiber being employed, below
we show additional results by considering a better op-
tical fiber with γ = 0.095 dB/km. By using the same
parameters (np = 1000, αL = 226 km, β = 1) we still
observe a phase transition in the relative size of the gi-
ant cluster 7, but now in a different critical density ρc.
As expected, the phase transition happens at a smaller
critical density. The results are summarized in Figs. 6
and 7.
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FIG. 5. Linear function between 〈l〉 and √N. By rescal-
ing the axis 〈l〉 → ln[〈l〉ρ] and N → ln N we can see
that all curves present the same linear behavior given by
ln[〈l〉ρ] ' 0.47 ln N − 9.9. From that can easily show that
〈l〉 ' Nαe−9.9/ρ. This expression can be approximated by
〈l〉 ≈ 5× 10−5Nα/ρ with α→ 1/2. This result shows that our
model do not generate a small world network.
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FIG. 6. Samples from the quantum internet with γ = 0.095
dB/km. The grey edges represents the fiber-optics networks
generated at step 1 (see main text). The red edges show the
photonic links established in step 2. Greener (bluer) nodes are
more (less) connected, following a Poisson distribution. NG
refers to the number of nodes belonging to the biggest cluster
in the network, and N the total number of nodes. The plots
considered R = 2000 km and show that the biggest cluster
consists of 98, 8% of the nodes when N = 500.
Changing the value of np
Another important parameter of the our model is np.
Once more, to illustrate the fact that the phase transi-
tion happens independently of the precise values, we
consider different values of np. Clearly, by changing
this value we also change the critical point ρc of the
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FIG. 7. Appearance of the giant cluster for different values
of γ. Network generated for np = 1000, αL = 226 km, β = 1,
103 realizations, (a) γ = 0.095 dB/km and (b) γ = 0.2 dB/km.
As show above the appearance of the giant cluster associated
still present a phase transition, but for different value of ρc.
phase transition. The results are shown in Figs. 8.
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FIG. 8. (Top) Samples from the quantum internet with
γ = 0.2 db/km, R = 1800 km, N = 500 and different val-
ues of np. The grey edges represents the fiber-optics networks
generated at step 1 (see main text). The red edges show the
photonic links established in step 2. Greener (bluer) nodes are
more (less) connected. NG refers to the number of nodes be-
longing to the biggest cluster in the network, and N the total
number of nodes. (Botton) Appearance of the giant cluster
as function of R for N = 1000 and several values of np.
PHASE TRANSITION AND CRITICAL EXPONENTS OF
THE QUANTUM NETWORK
This section presents the numerical estimation of the
critical exponents related with the quantum network
model proposed in the main text. Our analysis is lim-
ited by network sizes of with up to 105 nodes due to
computational cost. However, it suffices for comparing
the statistical properties of other graph-based models
with the proposed one, as shown in what follows.
Critical points and phase transitions
Physical systems may present abrupt changes in
macroscopic behaviour, termed as phase transitions
[23], such as the emergence of a giant cluster connect-
ing most of the sites as discussed in the main text. As
shown, this clustering transition takes place only above
a certain density of nodes known as the critical point, in
our case ρc. Below this density there is no dominating
cluster appearance with size of the order of the whole
network. Qualitatively, those universal behaviours can
be well expressed in terms of power laws of the form
〈ui(t)〉 ∼ (t− tc)αi for the average of some macroscopic
quantities ui in the near vicinity of some critical point
t ≈ tc.
The order parameter m is one of the most important
quantities in the analysis of a phase transition. We use
m = 〈NG〉/N, which is the relative size of the largest
cluster. When the order parameter faces a sudden jump
at the critical point the transition is said to be first order
or discontinuous. On the other hand, if the order pa-
rameter varies continuously near the critical point the
transition is second order. Identifying the nature of
changing properties plays a crucial role in phase tran-
sition phenomena. It is generally done by determin-
ing the universality class of the transitions. The values
of the critical exponents define the universality class of
the transition under investigation. However, such anal-
ysis is computationally demanding as a large amount
of individual realizations of the network is required in
order to obtain good statistical ensemble to calculate
accurately the critical exponents.
Broadly speaking, critical exponents depict the be-
havior of physical quantities in regions close to contin-
uous phase transitions driven by a control parameter.
By continuity we mean that the growth of the largest
cluster is continuous, which is proven to be the case in
models based on random graphs [24, 25]. It is an im-
portant trait, once discontinuous phase transitions can
not be characterized by means of critical exponents. Al-
though not formally proved, it is believed that the crit-
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FIG. 9. Emergence of the giant cluster. Relative size of the
giant cluster as a function of ρ (density) for diverse values of
number of nodes N. The crossing of the curves indicates finite
size effects.
ical exponents are universal, meaning that they do not
depend on microscopic details of the physical system,
but only on some of its general features.
As already discussed, the variable that controls the
phase transition in our study is the density of nodes ρ.
In order to numerically estimate the critical exponents
with good accuracy one needs first to compute the den-
sity threshold ρc of our system. This is primarily done
using the interception method in which the value of ρc
is taken to be the one corresponding to the crossing
point for the plot of m as a function of ρ for diverse val-
ues of N; the interchanging in the behaviour of small
and large system size happening due to finite size ef-
fects. In our simulations we use the minimum of 1000
statistical samples for measuring m for various network
size N and we can make a first crude estimation that
ρc ≈ 0.000068(2).
However, a more precise estimation of ρc is generally
done by using the Binder parameter or Binder cumu-
lant defined as UN = 1− 〈m
4〉N
〈m2〉2N
, being the kurtosis of
the order parameter m. Notwithstanding, smoother re-
sults for the estimation of the critical point have been
achieved for the ratio S2/S1, where S2 and S1 are the
size of the second largest and the largest cluster, re-
spectively. In fact, in Ref. [26] it was shown that the
ratio S2/S1 is similar to the Binder cumulant, which is
known to be universal at the critical point. Therefore,
we can estimate the critical point plotting S2/S1 vs ρ
and identifying the crossing point at ρc = 0.0000682,
as shown in Fig. 10 (a). This means that at the crit-
ical point the ratio (S2/S1)|ρ=ρc is independent of the
system size N, hence the crossing at ρ = ρc. Further-
more, using the practical finite size assumption of how
the characteristic length scales around the critical point
N ∝ (ρ− ρc)−ν (to be discussed ahead), we can collapse
the curves S2/S1 for different sizes N plotting S2/S1 vs
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FIG. 10. Critical density estimation and the critical expo-
nent ν. (a) S2/S1 in function of ∆ρ for diverse values of N,
where S1 and S2 are the sizes of the largest and the second
largest cluster, respectively. The critical density is estimated
at the crossing point ρc = 0.0000682. (b) The critical exponent
ν is estimated by means of the quality of the data collapse of
the curves S2/S1 vs ∆ρN1/ν for diverse values of the system
size N with ν = 2.78.
∆ρN1/ν using the right values of the critical exponent
ν, where ∆ρ = (ρ− ρc)/ρc. In Fig. 10 (b) we show the
data collapse with ν = 2.78. The quality of the match,
apart from some finite size effects, is an heuristic way
to determine the critical exponent ν.
Finite-size scaling
When dealing with any macroscopic system with
a vast number of degrees of freedom, we invariably
need to make approximations/simulations of a smaller
model system due to the limited amount of computa-
tional resource. This introduces systematic errors called
finite size effects, e. g., the crossing of the curves in the
phase diagrams in function of N shown in Fig. 9. It
means that a system with N parties undergoes a true
phase transition only when N → ∞. A deeper under-
standing of the phenomena, therefore, requires the ex-
trapolation to an infinite system, usually done by means
of a number of simulations at different system sizes.
Withal, within the field of statistical mechanics there ex-
ists an elegant and useful theoretical paradigm to per-
form this extrapolation for phase transitions, such as
the finite size scaling.
The scaling theory seeks to provide a simplified
description of a system near a critical point, where
many properties depend strongly on the system size N.
This N-dependence allows one to determine the critical
point and estimate exponents using data for different
system sizes. It relies on the assumption that when we
approach the critical point, there exists a characteris-
tic length scale following ξ ∝ (ρ− ρc)−ν. Therefore, the
size-dependence is related to the ratio N/ξ, convention-
ally represented by the term (ρ− ρc)N1/ν [27].
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FIG. 11. Critical density estimation and the critical expo-
nent ratio β/ν. Estimation of the critical density by means
of the best power law behavior for the FSS ansatz m ∝
N−β/ν fβ[(ρ − ρc)N1/ν]. For ρ = ρc we get the power law
behavior m ∝ N−β/ν fβ(0). The black dashed line shows the
best fit, retrieving β/ν = 0.071.
In order to characterize the phase transition of our
model, we compute the following critical exponents:
m ∼ ∆ρβ, (3)
χ ∼ ∆ρ−γ′, (4)
N ∼ ξ ∼ ∆ρ−ν, (5)
s∗ ∼ ∆ρ−1/σ, (6)
n(s) ∼ s−τ |∆ρ=0, (7)
where χ is the standard deviation of the size of the
largest cluster, similar to the susceptibility definition, s∗
is the characteristic cluster size, n(s) is cluster size dis-
tribution. We use the powerful finite size scaling ansatz
to compute the corresponding critical exponents.
Clearly, we face the numerical limitation of working
only with finite size system. As can be seen in Fig. 9,
plotting m as a function of ρ for different system size
indicates that, before the transition point, m remains
smaller for higher values of ρ with increasing N. This
is typical of the order parameter following the finite size
scaling (FSS) ansatz discussed above, expressed as
m(ρ, N) ∼ N−β/ν fβ(∆ρN1/ν]), (8)
where fβ(z) is analytic at all finite values of z, meaning
that the only singularity might come from the critical
point. It is also said to be the universal scaling function
of m. The negative sign in the exponent N−β/ν accounts
for the observation that m remains smaller for larger
values of ρ for increasing N, as discussed above.
Using ρ = ρc in Eq. 8 yields
m(ρ, N) ∼ N−β/ν fβ(0), (9)
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FIG. 12. Data-collapse check. (a) Plot of χ in function of ∆ρ
and (b) the corresponding data-collapse into a master curve
for the plot χN−γ′/ν versus (ρ − ρc)N1/ν. (c) Plot of s∗ in
function of ∆ρ and (d) the corresponding data-collapse into a
master curve for the plot s∗N−1/σν versus (ρ− ρc)N1/ν. The
critical exponents and exponent ratios are: ν = 2.78, γ′/ν =
0.96, 1/σν = 0.94
where fβ(0) is just a constant. Therefore, the order pa-
rameter decays as a power law of N, meaning that the
log-log plot of m in function of N is a straight line and
the slope is the critical exponent ratio β/ν. It is also
a way of estimating the critical density, guessed with
the crossing of the ratio S2/S1, as shown in Figs. 10(a).
The curve for ρ = 0.0000682 in Fig. 11 is the one show-
ing best agreement with a power law output, therefore
ρc = 0.0000682, and using the linear relation between
k and ρ shown in the main text, it means 〈k〉c = 3.562.
The corresponding critical exponent ratio β/ν = 0.071
is just the slope of the log-log plot of the line fitting the
curve for m ∝ N for ρc. The best slope was chosen to be
the one with the lowest L2-like error, see Fig. 11.
Another important critical exponent is related with
the susceptibility χ(ρ, N), which can be defined as the
ratio of the change in the order parameter ∆m and the
change in the density ∆ρ for the corresponding change
∆m. In the limit ∆ρ→ 0 it becomes the derivative of the
order parameter m with respect to ρ in a similar way
as the paramagnetic-ferromagnetic transition. Here, we
compute the standard deviation of the size of the largest
cluster NG, χ =
√
〈N2G〉 − 〈NG〉2 [28, 29]. Again we
face the numerical limitation solved only for N → ∞.
To cope with that, we assume once more the following
finite size scaling
χ(ρ, N) ∼ Nγ′/ν fχ(∆ρN1/ν), (10)
10
100 101 102 103 104
s
10−8
10−6
10−4
10−2
100
n
s(
ρ
c)
N = 1000
N = 10000
N = 100000
s−1.97
FIG. 13. Critical exponent τ. Plot of n(s) for distinct values
of N in the log-log scale to review τ = 1.97. The red dashed
line is a guide for the eye.
where fχ(z) is the universal scaling function of χ. For a
finite system, we obtain rounded peaks rather than true
divergences (N → ∞). The peaks narrow and increase
in height as N is increased as shown in Fig. 12 (a),
hence the positive power γ′/ν in Eq. 9. For ρ = ρc,
this increasing in the susceptibility obeys a power-law
χmax ∝ Nγ′/ν. In this way, the log-log plot of χ versus
N at ρ = ρc must be a power-law and the slope is the
critical exponent ratio γ′/ν = 0.96. Again, the validity
of Eq. 10 implies that when we plot χN−γ′/ν versus
(ρ − ρc)N1/ν all the distinct curves in Fig. 12 (a) will
collapse into an universal curve for the right values of
the critical exponents γ′ and ν, as shown in Fig. 12 (b).
In a similar fashion, we define the finite size scaling
hypothesis for s∗
s∗(ρ, N) ∼ N1/σν fσ(∆ρN1/ν), (11)
where fσ(z) is the universal scaling function of σ. Anal-
ogously to the susceptibility, the average cluster size s∗
presents a peak at the critical density ρc, becoming nar-
rower and higher as the system size N is increased, in-
dicating once more a divergence when N → ∞, see Fig.
12 (c). The log-log plot of s∗ at ρ = ρc is once more
used to determine the corresponding critical exponent
quantity 1/σν = 0.94. Exactly at the critical point, all
these curves must collapse in a master curve when one
plots s∗N−1/σν versus (ρ− ρc)N1/ν with the right crit-
ical exponent values for σ and ν, as shown in Fig. 12
(d).
Although a finite size scaling is possible for the clus-
ter size distribution n(s) [30], we made use of a direct
log-log plot of n(s) versus s as in Eq. 7 to extract the
critical exponent τ, which is the corresponding slope,
see Fig. 13. In this manner, we obtain τ = 1.97.
Another important remark is that we could not per-
form a good data-collapse for the order parameter
curves shown in Fig. 9, probably due to the strong
dependence of β/ν with the estimation of the critical
density ρc. Therefore, it paves the way for a dedicated
work using larger network size N and deeper investi-
gation of ρc to determine the universality class of this
phase transition, with seems to fall, based on the con-
siderably abrupt behaviour of the phase diagram in Fig.
9 for large N, somewhere between the usual and explo-
sive percolation classes [31, 32].
