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We propose a feasible and scalable quantum-dot-based implementation of a singlet-only spin
qubit which is to leading order intrinsically insensitive to random effective magnetic fields set up
by fluctuating nuclear spins in the host semiconductor. Our proposal thus removes an important
obstacle for further improvement of spin qubits hosted in high-quality III-V semiconductors such as
GaAs. We show how the resulting qubit could be initialized, manipulated, and read out by electrical
means only, in a way very similar to a triple-dot exchange-only spin qubit. Due to the intrinsic
elimination of the effective nuclear fields from the qubit Hamiltonian, we find an improvement of
the dephasing time T ∗2 of several orders of magnitude as compared to similar existing spin qubits.
Spin qubits in semiconductor quantum dots are one
of the more promising scalable qubit implementations
put forward so far [1]. The original proposal almost two
decades ago [2] was rapidly followed by early experimen-
tal successes, including demonstration of the principles of
qubit initialization, manipulation, and read-out [3, 4]. At
the same time, two main challenges for further progress
were identified: (i) Single-qubit manipulation requires
highly localized oscillating magnetic fields, which are very
hard to realize in practice. (ii) All high-quality III-V
semiconductors (such as GaAs) consist of atoms carry-
ing non-zero nuclear spin, and the fluctuating ensem-
ble of nuclear spins in each quantum dot couples to the
spin of localized electrons through hyperfine interaction.
This coupling causes spin relaxation [5] and yields ran-
dom effective local magnetic fields acting on the electron
spins, which present an important source of qubit deco-
herence [6, 7]. Most of the work in the field of semicon-
ductor spin qubits in the past decades has been aimed at
overcoming these two challenges.
One proposed way to overcome the requirement of os-
cillating magnetic fields is to use a material with rel-
atively strong spin-orbit interaction (such as InAs), in
which coherent spin rotations could be achieved by the
application of oscillating electric fields [8–10]. A draw-
back is that spin-orbit interaction contributes to qubit
relaxation [11] and also interferes with the spin-to-charge
conversion commonly used for qubit initialization and
read-out [12]. Another approach is to encode the qubit in
a multi -electron spin state, which enables qubit control
through (gate-tunable) exchange interactions [13]: Using
two-electron spin states in a double quantum dot, one
can define a qubit in the unpolarized singlet-triplet (S-
T0) subspace, which allows for electrical control of qubit
rotations along one axis of the Bloch sphere [14, 15]; and
recently it was realized that with one more quantum dot
(and electron) one can use two three-electron spin states
to define a qubit that has two of such control axes [16].
The resulting triple-dot exchange-only (XO) qubit can
thus be fully operated by electrical means only [16–18].
The downside of using exchange-operated spin qubits is
their increased sensitivity to charge noise, either coming
from environmental charge fluctuations or directly from
the gates. However, recent work indicates that symmet-
ric operation of such qubits could greatly reduce their
sensitivity to charge noise [19–21].
These successes thus eliminated the need for highly lo-
calized oscillating magnetic fields, leaving the problem of
the nuclear spins as the main intrinsic obstacle for further
progress [22–25]. Common approaches to overcome this
problem include devising hyperfine-induced feedback cy-
cles, where driving the electronic spins out of equilibrium
results in a suppression of the fluctuations of the nuclear
spin ensemble [26–30], as well as optimizing complex echo
pulsing schemes, where the dominating frequencies in the
spectrum of the nuclear spin fluctuations are effectively
filtered out [31–33], or via Hamiltonian parameter esti-
mation to operate the qubit with precise knowledge of
the environment [34]. Although some of these ideas led
to significantly prolonged coherence times, they all in-
volve a large cost in overhead for qubit operation. An-
other promising approach is to host spin qubits in isotopi-
cally purified silicon, which can be (nearly) nuclear-spin-
free [35–37], but the stronger charge noise and the extra
valley degree of freedom complicate their operation.
Here we propose a new type of spin qubit that can be
hosted in GaAs-based quantum dots, but (i) is intrinsi-
cally insensitive to the nuclear fields in the dots and (ii)
can be operated fully electrically, similar to the triple-dot
XO qubit. The idea is to encode the qubit in a singlet-
only subspace, which is known to be “decoherence-free”
for spin qubits (in the sense that fluctuating Zeeman
fields do not act inside the subspace) [38, 39]. It turns
out that a system of four spin- 12 particles hosts such a
subspace [40, 41]: Among the 16 different four-particle
spin states there are two singlets, thus providing a
decoherence-free two-level subspace. Below we present a
feasible implementation of a qubit in this subspace, using
four electrons in a quadruple quantum dot. We include
a clearly outlined scheme for initialization, manipulation
and read-out of this qubit, as well as an investigation of
its performance in realistic circumstances. We find that,
at the price of a slight increase in complexity beyond the
triple-dot XO setup, our qubit has superior coherence
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FIG. 1. (color online). (a) Schematic representation of the
quadruple-dot geometry. The four dots are labeled 1–4 and
solid lines indicate which dots are tunnel coupled. The dashed
circles labeled ‘M’ show suggested positions for charge sensors.
(b) Charge stability diagram in the four-electron regime as a
function of 14 and 23, using U = 50 t, Uc = 15 t and Λ = 0.
The red dashed line shows the tuning axis along which the
qubit is operated. (c) Spectrum of the subspace with Sz = 0
along the red dashed line in (b), with t12 = t24 =
4
3
t23 =
t. Only the lowest part of the spectrum is shown. The red
solid and green dashed lines correspond to the two singlet
states that form the qubit. (d) Charge stability diagram as
a function of Λ and 23 with 14 = 0 and further the same
parameters as in (b). The red dashed line shows the path we
suggest for qubit initialization.
properties, extending T ∗2 by orders of magnitude, while
still having a highly scalable design.
The qubit.—We propose a setup in which four quan-
tum dots are arranged in a T-like geometry, as shown in
Fig. 1(a), where solid lines connect dots that are tunnel
coupled. Nearby charge sensors, indicated by ‘M’, can be
used to monitor the charge state (N1, N2, N3, N4) of the
quadruple dot, where Ni is the number of excess electrons
on dot number i, as labeled in Fig. 1 [42]. To describe
this system, we use a Hubbard-like Hamiltonian [43, 44],
Hˆ =
∑
i
[
U
2
nˆi(nˆi − 1)− Vi nˆi
]
+
∑
〈i,j〉
Uc nˆinˆj
−
∑
〈i,j〉,α
tij√
2
cˆ†i,αcˆj,α +
∑
i,α
EZ
2
cˆ†i,ασ
z
ααcˆi,α, (1)
where nˆi =
∑
α cˆ
†
i,αcˆi,α with cˆ
†
i,α the creation operator
for an electron with spin α on dot i. The first line of
Eq. (1) describes the electrostatic energy of the system:
The first term accounts for the on-site Coulomb interac-
tion of two electrons occupying the same dot, the second
term adds a local offset of the potential energy that can
be controlled via gating, and the last term describes the
cross-capacitance between neighboring dots. To this we
added (spin-conserving) tunnel couplings between neigh-
boring dots, characterized by coupling energies tij , and
a uniform Zeeman splitting of the electronic spin states
induced by an external magnetic field applied along the z-
direction, where EZ = gµBB is the Zeeman energy, with
g the effective g-factor (g ≈ −0.4 in GaAs), µB the Bohr
magneton, and B the magnitude of the applied field.
We can use the electrostatic part of Hˆ to find the
charge ground state as a function of the gate-induced
offsets Vi. For convenience, we introduce the tuning pa-
rameters 14 = (V4 − V1)/2, 23 = (V3 − V2)/2, Λ =
(−V1 + V2 + V3− V4)/4, and Σ = (V1 + V2 + V3 + V4)/4,
where we fix Σ =
3
4Uc. Focusing on the four-electron
regime, we show a part of the resulting charge stability
diagram as a function of 14 and 23 in Fig. 1(b), where
we have set Λ = 0, U = 50 t, and Uc = 15 t (t being our
unit of energy, of the order of the tunnel coupling ener-
gies). Our region of interest is the ‘top’ of the (1,1,1,1)
charge region, where exchange effects due to the vicin-
ity of the (2,0,1,1), (1,0,2,1), and (1,0,1,2) charge regions
can be significant and are effectively tunable through the
gate potentials Vi. We note here that we will assume
throughout that the orbital level splitting on the dots is
the largest energy scale in the system (larger than U), so
we will only include states involving double occupation
(Ni = 2) if the two electrons are in a singlet state.
We now include finite tunnel coupling energies tij and
a Zeeman energy EZ, and investigate the spectrum of Hˆ
in more detail. The red dashed line in Fig. 1(b) indi-
cates where 23 = 0, and along this line 14 parametrizes
a ‘linear tilt’ of the potential of the three dots 1, 2, and
4, equivalent to the triple-dot detuning parameter that
is used to operate the XO qubit (see Refs. [16, 23, 44]).
In Fig. 1(c) we plot the resulting spectrum of the six
lowest-lying states with Sz = 0 along this line, as a func-
tion of 14, where we have set t12 = t24 =
4
3 t23 = t and
EZ = 1.875 t. In the plot we can identify one quintu-
plet state |Q0〉 (gray dotted-dashed), three triplet states
|T1,2,3〉 (blue dotted), and two singlets (green dashed and
red solid). The ten other spin states, having Sz = ±1,±2,
are split off by multiples of EZ and not shown in the plot.
The two singlets we propose to use as qubit basis states
are marked |0〉 and |1〉 in Fig. 1(c) and read to lowest
(zeroth) order in the tunnel couplings tij
|1〉 = |S14S23〉 , (2)
|0〉 = 1√
3
{|S13S24〉+ |S12S34〉} , (3)
where Sij denotes a singlet pairing of the two electrons
3in dots i and j. As an example: one can write explicitly
|1〉 = {|↑↑↓↓〉 − |↑↓↑↓〉 − |↓↑↓↑〉+ |↓↓↑↑〉}/2.
Close to the central point 14 = 0, marked Q in
Fig. 1(b), exchange effects are small in t/∆, where ∆ =
U − 3Uc is the half-width of the (1,1,1,1) charge region
along the detuning axis 14, and we thus treat the tunnel
couplings as perturbations. Including only the nearby
charge states (2,0,1,1), (1,0,2,1), and (1,0,1,2), we can
project Hˆ to the qubit subspace spanned by |0〉 and |1〉,
yielding to second order in the tij
Hˆqb =
1
4
(J12 + J24 − 2J23)σˆz +
√
3
4
(J12 − J24)σˆx, (4)
where we subtracted a constant offset. The σˆx,z denote
Pauli matrices, and the relative magnitudes of the ex-
change energies J12 = t
2
12/(∆ + 14), J24 = t
2
24/(∆− 14),
and J23 = t
2
23/∆, can be controlled by the detuning pa-
rameter 14 (note that we have set 23 = 0). We make
two observations: (i) The qubit splitting at zero detun-
ing, ~ω0 = (t212 + t224−2t223)/2∆, vanishes if all three tun-
nel couplings are equal; ideally, one tunes t12 = t24 6= t23.
(ii) The structure of this Hamiltonian is fully equivalent
to that of the triple-dot XO qubit [cf. Eq. (5) in Ref. [44]],
including its qualitative dependence on the detuning pa-
rameter. Thus, our qubit can be operated analogously
to the XO qubit, i.e., by static pulsing [16] or resonant
driving [23], and the point Q is a sweet spot where the
qubit is to lowest order insensitive to noise in 14.
Qubit operation.—Qubit rotations are most conve-
niently achieved using resonantly driven Rabi oscilla-
tions [23]. For small detuning, |14|  ∆, we can expand
Hˆqb to linear order in 14, yielding
Hˆqb =
1
2
~ω0σˆz −
√
3
2
t214
∆2
σˆx, (5)
where we used t12 = t24 = t. A harmonic modulation of
the detuning, 14 = A cos(ωτ), will thus induce Rabi ro-
tations of the qubit which will have at the resonance con-
dition ω = ω0 a Rabi period of TRabi = 4pi~∆2/(
√
3t2A).
Using again ∆ = 5 t (consistent with the realistic param-
eters t = 20 µeV, U = 1 meV, and Uc = 0.3 meV), a
moderate driving amplitude of A = 2.5 µeV would yield
a rotation time TRabi ≈ 50 ns.
Read-out of the qubit can be performed by spin-to-
charge conversion, in a similar way as in the double-dot
S-T0 [14] and triple-dot XO [16, 23] qubits. The detuning
14 is quickly pulsed to the point marked R in Fig. 1(c),
which lies in the (1,0,1,2) charge region. There are only
two accessible (1,0,1,2)-states with Sz = 0: The two elec-
trons on dot 4 must be in a singlet state, but the electrons
on dot 1 and 3 can form either a singlet S or unpolarized
triplet T0. Only the singlet-singlet configuration couples
adiabatically to one of the qubit states (the state |0〉). Af-
ter pulsing to R, the qubit state |0〉 will thus transition
to a (1,0,1,2) charge configuration whereas the state |1〉
remains in a spin-blockaded (1,1,1,1) state. Subsequent
charge sensing amounts to a projective measurement of
the qubit state. One requirement is that the detuning
pulse has to be fast enough so that spin-flip transitions
from |0〉 to one of the lower-lying states with Sz = 1, 2,
which are crossed at 14 ∼ EZ, are very unlikely. (Note
that exactly the same condition holds for the triple-dot
XO qubit measurement scheme, where the spin- 12 state
connected to |0〉 crosses a spin- 32 state [23].)
Initialization of the qubit can be achieved in a similar
way. The simplest procedure is to pulse to a point in gate
space where there is one unique singlet-only ground state,
such as the point marked I in the (2,0,0,2) charge region,
see Fig. 1(d). After waiting long enough, the system will
have relaxed to this ground state, and a fast pulse back
to the qubit tuning Q will yield a qubit prepared in |0〉.
The path we propose for this pulse is marked in Fig. 1(d)
by a red dashed line: first Λ is increased until the edge
of the (1,1,1,1) charge region is reached, after which both
Λ and 23 are increased simultaneously until the system
reaches the point Q. For this pulse the same condition
holds as for the read-out pulse: it should be fast enough
to not allow for spin-flip transitions into the lower-lying
states with Sz = 1, 2 [45].
Decoherence.—The main source of decoherence in
GaAs-based spin qubits is known to be the fluctuating
bath of nuclear spins that couples to the qubit states
through hyperfine interaction [1, 6, 23]. The effect of
the ensemble of ∼ 106 nuclear spins in each quantum
dot can to good approximation be modeled as a ran-
domly and slowly fluctuating effective magnetic field Ki
acting on the electrons localized in the dot i. The fluctu-
ations are slow enough that the field can be considered
as static on the time scale of a single qubit operation,
but it varies randomly over the course of many measure-
ment cycles. The r.m.s. value of these random fields was
reported to be K = 1–3 mT in typical GaAs quantum
dots [3, 23, 52]. The resulting uncertainty in the qubit
level splitting translates to a decoherence time T ∗2 of tens
of ns, and forms at present the bottleneck for further im-
provement of the performance of GaAs-based spin qubits.
To understand the effect of hyperfine interaction on the
singlet-only qubit, we write the effective Hamiltonian
Hˆhf =
gµB
2
∑
i,α,β
cˆ†i,αKi · σαβ cˆi,β . (6)
and project this Hamiltonian to the qubit subspace,
Hˆhf,qb = 0. (7)
This confirms that, to leading order, the nuclear fields do
not affect the qubit and thus do not cause any decoher-
ence. The hyperfine Hamiltonian does, however, couple
both qubit states to all nine four-electron triplet states.
Coupling to the triplet states with Sz = ±1 is medi-
ated by Kxi and K
y
i , but transitions to these states are
4FIG. 2. (color online). Solid blue: Calculated time-dependent
expectation value of |1〉〈1| after initializing in |0〉 and driving
resonantly with 14 ∝ cos(ω0τ), averaged over 2500 random
configurations of the nuclear fields. Dashed red: Equivalent
result for the triple-dot XO setup, using the same parameters.
strongly suppressed by the large Zeeman energy EZ. The
z-components of the nuclear fields couple |0〉 and |1〉 to
|T1,2,3〉, and this coupling (i) can cause leakage out of the
qubit space, analogous to leakage to the spin- 12 quadru-
plet state in the triple-dot XO qubit, and (ii) can yield
a higher-order shift in the qubit splitting, contributing
to qubit decoherence. Both effects are suppressed by the
small factor gµBK/J (where J is the typical energy scale
of the exchange energies Jij), and the decoherence time
resulting from the fluctuations of the qubit splitting [53]
can be estimated as T ∗2 ∼ ~J/(gµBK)2. For typical pa-
rameters (J = 2 µeV and K = 1 mT) this would present
an improvement of two orders of magnitude over other
GaAs-based spin qubits, where T ∗2 ∼ ~/gµBK.
To support these claims, we perform numerical sim-
ulations of resonant driving of the qubit. We project
the Hamiltonian (1) to the 12-dimensional subspace of
all (1,1,1,1), (2,0,1,1), (1,0,2,1), and (1,0,1,2) states with
Sz = 0. We diagonalize the resulting Hamiltonian at the
point Q, see Fig. 1(b), using the same parameters as be-
fore and specifying t = 16 µeV; this yields all eigenstates
at 14 = 0 as well as the qubit splitting ~ω0. We ini-
tialize in the lowest-lying singlet state |0〉, and then let
the system evolve under the Hamiltonian Hˆ + Hˆhf where
we include resonant driving 14 = A cos(ω0τ) and four
random nuclear fields Ki. In Fig. 2 (solid blue) we show
the resulting time-dependent probability to find the sys-
tem in |1〉, where we used A = 2.5 µeV and averaged
over 2500 random nuclear field configurations with the
gµBK
x,y,z
i drawn from a normal distribution with mean
zero and σ = 0.07 µeV. We observe eight Rabi oscil-
lations in ∼ 450 ns without any significant decay [54].
Of course, at longer times eventually leakage out of the
qubit space as well as higher-order corrections due to the
nuclear fields will suppress the oscillations in 〈P1(τ)〉.
As a comparison, we also performed equivalent sim-
ulations of resonant driving of a triple-dot XO qubit
(cf. Ref. [23]), using exactly the same parameters (ba-
sically setting t23 = 0 and adjusting ω0 to the new qubit
splitting). The result is plotted with a red dashed line in
Fig. 2; in this case the hyperfine-induced decay of 〈P1(τ)〉
is already significant in the first few Rabi periods. The
clear contrast between the two curves illustrates the im-
provement presented by our quadruple-dot XO qubit.
Relaxation.—Electron-phonon coupling can contribute
to qubit relaxation, i.e., induce dissipative transi-
tions from |1〉 to |0〉. The associated relaxation rate
can be estimated using Fermi’s golden rule, Γrel =
2pi
~
∑
f |〈f |Hˆe-ph|i〉|2δ(Ef − Ei), where the initial state
is |1〉|vac〉 (with |vac〉 denoting the phonon vacuum) and
the sum runs over all possible final states |0〉|1k,p〉 where
one phonon has been created with wave vector k and
polarization p. We use an electron-phonon Hamiltonian
Hˆe-ph =
∑
k,p
λk,pρˆk(aˆk,p + aˆ
†
−k,p), (8)
where aˆ†k,p creates a phonon in mode {k, p}, ρˆk is the
Fourier transform of the electronic density matrix, and
λk,p are the coupling parameters (see e.g., Ref. [55].
At typical qubit splittings the coupling to piezoelectric
phonons dominates, in which case an explicit evaluation
of Γrel yields to leading order in t/∆ the estimate [45]
Γrel ≈ t
4
∆4
ω30d
3
v3
(eh14)
2
10pi~ρv2d
, (9)
where v is the phonon velocity (for convenience now as-
sumed equal for all three polarizations), d the distance
between neighboring dots, h14 the piezoelectric constant,
and ρ denotes the mass density of the semiconductor
(for GaAs v ∼ 4000 m/s, h14 ≈ 1.45 × 109 V/m, and
ρ ≈ 5300 kg/m3; see Ref. [56]). Setting d = 100 nm,
this yields Γrel = ω
3
0(t/∆)
4(3 × 10−23 Hz−2), which for
∆ = 5 t and ~ω0 = 1.5 µeV gives Γrel = 0.57 kHz.
Relaxation processes to |T3〉 require a change of the
spin state of the electrons [57] and are estimated to be
smaller by a factor ∼ (gµBK/J)2. Dissipative transitions
to the lower-lying states with Sz = 1, 2, require a spin-flip
and are suppressed by the large Zeeman energy EZ.
Conclusions.—We propose a new, quantum-dot-based
singlet-only spin qubit which is to leading order intrin-
sically insensitive to randomly fluctuating nuclear fields.
Our proposal thus removes the main obstacle for fur-
ther improvement of spin qubits hosted in semiconduc-
tors with spinful nuclei, such as GaAs. Its scalability,
full electrical control and large coherence time make the
singlet-only spin qubit one of unprecedented quality.
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1The exchange-only singlet-only spin qubit: Supplementary Material
In this supplementary material we complement the results presented in the main text with several more detailed
discussions. We included (i) a more detailed discussion of the structure of the Sz = 0 (1,1,1,1) subspace, including a
derivation of the qubit Hamiltonian (4); (ii) the hyperfine Hamiltonian (6) projected to the full Sz = 0 subspace and
an investigation of its higher-order effects on the qubit; (iii) the derivation of the estimate for the phonon-induced
relaxation rate (9); (iv) a detailed discussion of the proposed initialization procedure of the qubit; and (v) a sketch of
a possible gate design for the qubit, meant to illustrate its feasibility.
STRUCTURE OF THE Sz = 0 SUBSPACE AND QUBIT HAMILTONIAN
Four spin- 1
2
particles
Four spin- 12 particles can be in 16 states, of which six states have total spin projection S
z
tot = 0. Explicitly, one can
choose to write these states as
|Sα〉 = 1
2
[|↑↑↓↓〉 − |↑↓↑↓〉 − |↓↑↓↑〉+ |↓↓↑↑〉], (S1)
|Sβ〉 = 1
2
√
3
[|↑↑↓↓〉+ |↓↓↑↑〉+ |↑↓↑↓〉+ |↓↑↓↑〉 − 2|↑↓↓↑〉 − 2|↓↑↑↓〉], (S2)
|Tα0 〉 =
1
2
√
3
[
2|↑↓↓↑〉 − 2|↓↑↑↓〉 − |↑↓↑↓〉+ |↓↑↓↑〉+ |↑↑↓↓〉 − |↓↓↑↑〉], (S3)
|T β0 〉 =
1
2
[|↑↓↑↓〉 − |↓↑↓↑〉+ |↑↑↓↓〉 − |↓↓↑↑〉], (S4)
|T γ0 〉 =
1√
6
[|↑↓↑↓〉+ |↑↓↓↑〉 − |↓↑↑↓〉 − |↓↑↓↑〉 − |↑↑↓↓〉+ |↓↓↑↑〉], (S5)
|Q0〉 = 1√
6
[|↑↑↓↓〉+ |↑↓↑↓〉+ |↓↑↑↓〉+ |↑↓↓↑〉+ |↓↑↓↑〉+ |↓↓↑↑〉]. (S6)
There are two singlet states, labeled S, three unpolarized triplet states, T , and one unpolarized quintuplet state Q.
One can write all of these states as a linear combination of two-particle product states, where each “particle” now
represents an actual two-particle spin singlet or triplet. There are of course three different ways to choose which pairs
of spin- 12 particles we treat as spin-0 or spin-1 particles, and the extensive list of possible notations reads as follows:
|Sα〉 = 1
2
[|T (12)+ T (34)− 〉+ |T (12)− T (34)+ 〉 − |T (12)0 T (34)0 〉 − |S(12)S(34)〉], (S7)
=
1
2
[− |T (13)+ T (24)− 〉 − |T (13)− T (24)+ 〉+ |T (13)0 T (24)0 〉+ |S(13)S(24)〉], (S8)
= |S(14)S(23)〉, (S9)
|Sβ〉 = 1
2
√
3
[|T (12)+ T (34)− 〉+ |T (12)− T (34)+ 〉 − |T (12)0 T (34)0 〉+ 3|S(12)S(34)〉], (S10)
=
1
2
√
3
[|T (13)+ T (24)− 〉+ |T (13)− T (24)+ 〉 − |T (13)0 T (24)0 〉+ 3|S(13)S(24)〉], (S11)
=
1√
3
[− |T (14)+ T (23)− 〉 − |T (14)− T (23)+ 〉+ |T (14)0 T (23)0 〉], (S12)
|Tα0 〉 =
1
2
√
3
[|T (12)+ T (34)− 〉 − |T (12)− T (34)+ 〉+ |S(12)T (34)0 〉 − 3|T (12)0 S(34)〉], (S13)
=
1
2
√
3
[− |T (13)+ T (24)− 〉+ |T (13)− T (24)+ 〉+ 3|S(13)T (24)0 〉 − |T (13)0 S(24)〉], (S14)
=
1√
3
[|T (14)+ T (23)− 〉 − |T (14)− T (23)+ 〉+ |T (14)0 S(23)〉], (S15)
2|T β0 〉 =
1
2
[|T (12)+ T (34)− 〉 − |T (12)− T (34)+ 〉+ |S(12)T (34)0 〉+ |T (12)0 S(34)〉], (S16)
=
1
2
[|T (13)+ T (24)− 〉 − |T (13)− T (24)+ 〉+ |S(13)T (24)0 〉+ |T (13)0 S(24)〉], (S17)
= |S(14)T (23)0 〉, (S18)
|T γ0 〉 =
1√
6
[− |T (12)+ T (34)− 〉+ |T (12)− T (34)+ 〉+ 2|S(12)T (34)0 〉], (S19)
=
1√
6
[|T (13)+ T (24)− 〉 − |T (13)− T (24)+ 〉 − 2|T (13)0 S(24)〉], (S20)
=
1√
6
[|T (14)+ T (23)− 〉 − |T (14)− T (23)+ 〉 − 2|T (14)0 S(23)〉], (S21)
|Q0〉 = 1√
6
[|T (12)+ T (34)− 〉+ |T (12)− T (34)+ 〉+ 2|T (12)0 T (34)0 〉], (S22)
=
1√
6
[|T (13)+ T (24)− 〉+ |T (13)− T (24)+ 〉+ 2|T (13)0 T (24)0 〉], (S23)
=
1√
6
[|T (14)+ T (23)− 〉+ |T (14)− T (23)+ 〉+ 2|T (14)0 T (23)0 〉], (S24)
where the superscript numbers indicate which two spin- 12 particles have been paired up in each singlet and triplet
state. Although at this point this might seem to be a pointless exercise in notational gymnastics, this overview can
be convenient while deriving the exchange-induced matrix elements.
Hamiltonian
To describe the electrostatics of four electrons in four quantum dots, we use a Hubbard-like Hamiltonian [1, 2],
Hˆes =
∑
i
[
U
2
nˆi(nˆi − 1)− Vi nˆi
]
+
∑
〈i,j〉
Uc nˆinˆj , (S25)
with nˆi =
∑
α cˆ
†
i,αcˆi,α, where cˆ
†
i,α creates an electron with spin α on dot i. This Hamiltonian includes (i) a charging
energy U associated with doubly occupied dots (we assume the orbital level splitting on the dots to be so large that
we need only consider states with 〈nˆi〉 = 0, 1, 2, where 〈nˆi〉 = 2 must correspond to a two-electron spin-singlet state),
(ii) on-site potentials Vi that can be tuned through the electrostatic gates, and (iii) a cross-capacitance Uc between
neighboring dots.
Different charge states, that are split in energy by Hˆes, are still highly degenerate due to the large number of allowed
four-particle spin configurations: In a (1,1,1,1) charge state the four electrons can be in any of the 16 possible spin
states, of which 6 are listed above. This degeneracy can be partly lifted by the Zeeman effect due to the application
of an external magnetic field. To describe this Zeeman splitting, we add a corresponding term to the Hamiltonian,
HˆZ =
∑
i,α
EZ
2
cˆ†i,ασ
z
ααcˆi,α = EZSˆ
z
tot, (S26)
where Sˆztot =
∑
i Sˆ
z
i is the projection operator for the total (four-particle) spin along the z-axis, which is chosen to
be parallel to the applied field. For finite EZ, all states with different S
z
tot will now be split in energy; states with the
same Sztot (and the same charge configuration), such as the six states listed in (S1)–(S6), remain degenerate.
Finally, we add a term that describes the finite tunnel coupling between neighboring dots and lifts the degeneracy,
Hˆt =−
∑
〈i,j〉,α
tij√
2
cˆ†i,αcˆj,α, (S27)
where the specific geometry considered here (a T-like setup) dictates that only t12, t23, and t24 are non-zero.
3Effective Hamiltonian at qubit operation point
We start by introducing four independent tuning parameters,
14 =
1
2
(V4 − V1), (S28)
23 =
1
2
(V3 − V2), (S29)
Λ =
1
4
(−V1 + V2 + V3 − V4), (S30)
Σ =
1
4
(V1 + V2 + V3 + V4), (S31)
which parametrize the set of gate-induced energy offsets {V1, V2, V3, V4}. We define the qubit operation point Q to
have the tuning 14 = 23 = Λ = 0, corresponding to setting V1 = V2 = V3 = V4. We further fix the overall energy
offset Σ =
3
4Uc so that the (1,1,1,1) state |Q0〉 has zero energy.
Assuming that U > 3Uc, the charge ground state around Q is (1,1,1,1) and the lowest-lying excited states are
(2,0,1,1), (1,0,2,1), and (1,0,1,2), which all have an excitation energy of U − 3Uc ≡ ∆, see Fig. S1. We assume that
the typical energy scale of the tunnel couplings is much smaller than this excitation energy, t  ∆, which allows us
to evaluate all exchange effects using perturbation theory in the tunnel couplings tij .
To first order in the tij , only the charge states collected in groups 1 and 4 in Fig. S1 are coupled to the (1,1,1,1)
charge state. Assuming that Uc ∼ U , we see that the states in group 4 are much higher in energy as compared to
the ones in group 1, so to first approximation we can neglect the states in group 4 in our evaluation of the exchange
corrections inside the (1,1,1,1) charge subspace.
We thus start from a 28-dimensional Hamiltonian, including all 16 allowed spin configurations of the (1,1,1,1)
state and all four spin configurations allowed for any of the three charge states in group 1. We decouple sectors
in the Hamiltonian corresponding to different charge states, to second order in the tij , by using a Schrieffer-Wolff
transformation [3]. We then write the resulting effective Hamiltonian for the sector describing the (1,1,1,1) charge
state, focusing on the states with Sztot = 0,
Hˆeff =
 Hˆqubit 0 00 HˆT 0
0 0 HˆQ
 , (S32)
written in the basis {|Sα〉, |Sβ〉, |Tα0 〉, |T β0 〉, |T γ0 〉, |Q0〉}, see (S1)–(S6) [4]. Since the total Hamiltonian Hˆes + HˆZ + Hˆt
commutes with the total spin projection operator Sˆztot, none of these six states is coupled to any state with S
z
tot 6= 0,
to all orders in the tij .
The three non-zero sub-blocks in (S32) read explicitly
Hˆqubit =
(
− 14 (J12 + J24 + 4J23)
√
3
4 (J12 − J24)√
3
4 (J12 − J24) − 34 (J12 + J24)
)
, (S33)
HˆT =
 −
1
12 (J12 + J24 + 4J23) − 14√3 (J12 − J24) 13√2 (J12 + J24 − 2J23)
− 1
4
√
3
(J12 − J24) − 14 (J12 + J24) − 1√6 (J12 − J24)
1
3
√
2
(J12 + J24 − 2J23) − 1√6 (J12 − J24) − 23 (J12 + J24 + J23)
 , (S34)
HˆQ = 0, (S35)
where we used the exchange energies
J12 =
t212
∆ + 2Λ + 14 − 23 , (S36)
J24 =
t224
∆ + 2Λ − 14 − 23 , (S37)
J23 =
t223
∆− 223 . (S38)
4FIG. S1. Ground state and all excited states of Hˆes at the qubit operation point Q, assuming that there are four electrons in
the system and only on-site occupation numbers ni = 0, 1, 2 are allowed. The excitation energies are given on the left side of
the figure. We note that only the states in groups 1 and 4 are connected to the ground state 0 by a single tunneling event.
5We see that after subtracting a constant offset this yields the qubit Hamiltonian as presented in Eq. (4) of the main
text [5], as well as an effective Hamiltonian for the T0-subspace.
For the case where t12 = t24 6= t23, the Hamiltonian HˆT simplifies considerably at the point Q (where it follows
that J12 = J24), and the eigenenergies of HˆT are found straightforwardly,
E1(Q) = − 1
2
J − j, (S39)
E0(Q) = − 3
2
J, (S40)
ET1(Q) = − 3
4
J − 1
2
j +
1
4
√
9J2 − 4jJ + 4j2, (S41)
ET2(Q) = − 1
2
J, (S42)
ET3(Q) = − 3
4
J − 1
2
j − 1
4
√
9J2 − 4jJ + 4j2, (S43)
EQ(Q) = 0, (S44)
where J = t212/∆ = t
2
24/∆ and j = t
2
23/∆. Ignoring corrections to the wave functions of the order t/∆, the states
|Sα〉, |Sβ〉, |T2〉, and |Q0〉 are eigenstates of Hˆeff at point Q. The two remaining T0 eigenstates read
|T1〉 = cos θ
2
|ΨTα〉+ sin θ
2
|ΨTγ〉, (S45)
|T3〉 = sin θ
2
|ΨTα〉 − cos θ
2
|ΨTγ〉, (S46)
with the angle θ defined by tan θ = 4
√
2(J − j)/(7J + 2j).
The first-order corrections in t/∆ to these basis states read explicitly
|Sα〉(1) = 1
2
t
∆
[|S(11)S(34)〉 − |S(13)S(44)〉]− t23
∆
|S(14)S(33)〉, (S47)
|Sβ〉(1) = −
√
3
2
t
∆
[|S(11)S(34)〉+ |S(13)S(44)〉], (S48)
|T1〉(1) = −
(
cos θ2
2
√
3
+
2 sin θ2√
6
)
t
∆
[|S(11)T (34)0 〉 − |T (13)0 S(44)〉]−
(
cos θ2√
3
− 2 sin
θ
2√
6
)
t23
∆
|T (14)0 S(33)〉, (S49)
|T2〉(1) = −1
2
t
∆
[|S(11)T (34)0 〉+ |T (13)0 S(44)〉], (S50)
|T3〉(1) = −
(
sin θ2
2
√
3
− 2 cos
θ
2√
6
)
t
∆
[|S(11)T (34)0 〉 − |T (13)0 S(44)〉]−
(
sin θ2√
3
+
2 cos θ2√
6
)
t23
∆
|T (14)0 S(33)〉, (S51)
|Q0〉(1) = 0, (S52)
where we again used that t12 = t24 ≡ t. These explicit expressions are needed when calculating the phonon-mediated
qubit relaxation rate, see below.
HYPERFINE INTERACTION
Effective hyperfine Hamiltonian
Hyperfine interaction couples the spin of the localized electrons to the nuclear spins of the atoms inside the quantum
dot. Due to the large number of nuclear spins in each dot (∼ 105–106), we can model the effect of these nuclear spin
baths to first approximation as local effective Zeeman fields acting on the electrons. We thus describe the hyperfine
interaction with the Hamiltonian
Hˆhf =
gµB
2
∑
i,α,β
cˆ†i,αKi · σˆαβ cˆi,β , (S53)
6where Ki is the local effective nuclear field acting on an electron in dot i. Projecting this Hamiltonian to the (1,1,1,1)
and Sztot = 0 subspace {|Sα〉, |Sβ〉, |T1〉, |T2〉, |T3〉, |Q0〉} yields
Hˆ ′hf =
gµB
9

0 0 3
√
3κ14u 3κ23 3
√
3κ14v 0
0 0 κ23u− 6
√
2κΛv 3
√
3κ14 6
√
2κΛu+ κ23v 0
3
√
3κ14u κ23u− 6
√
2κΛv 0 0 0
√
2κ23u+ 6κΛv
3κ23 3
√
3κ14 0 0 0 3
√
6κ14
3
√
3κ14v 6
√
2κΛu+ κ23v 0 0 0
√
2κ23v − 6κΛu
0 0
√
2κ23u+ 6κΛv 3
√
6κ14
√
2κ23v − 6κΛu 0
 , (S54)
where we introduced the field gradients
κ14 = gµB
Kz,1 −Kz,4
2
, (S55)
κ23 = gµB
Kz,2 −Kz,3
2
, (S56)
κΛ = gµB
Kz,1 −Kz,2 −Kz,3 +Kz,4
4
, (S57)
and use the notation
u = cos
θ
2
−
√
2 sin
θ
2
, (S58)
v =
√
2 cos
θ
2
+ sin
θ
2
. (S59)
We note that: (i) The projected effective hyperfine Hamiltonian (S54) does not affect the qubit splitting E1 − E0
to linear order in the Ki. (ii) Since all basis states have S
z
tot = 0, only the z-components Kz,i appear in the projected
Hamiltonian; the perpendicular components Kx,i and Ky,i couple these states to states with S
z
tot 6= 0, which are split
off by the large Zeeman energy EZ. (iii) The field gradients κ14, κ23, and κΛ couple only states that differ in total
spin S by ±1, i.e., singlet states are only coupled to triplet states and the quintuplet state only to the triplet states.
Higher-order effects
Although the singlet-only qubit is thus to lowest-order insensitive to the nuclear fields, we can see from the hyperfine
Hamiltonian (S54) that higher-order effects will still lead to a shift in the qubit splitting: to leading order E1 and
E0 are both randomly shifted by an energy ∼ K2/EJ , where EJ ∼ J, j is the typical scale of the exchange energies,
which set the splitting between the qubit states and the triplet states, see Eqs. (S39)–(S44).
A second-order perturbation theory in the nuclear fields yields the energy shifts
δE1 = − 1
3
κ214u
2
ET1 − E1 −
1
9
κ223
ET2 − E1 +
1
3
κ214v
2
E1 − ET3 , (S60)
δE0 = − 1
81
(κ23u− 6
√
2κΛv)
2
ET1 − E0 −
1
3
κ214
ET2 − E0 +
1
81
(κ23v + 6
√
2κΛu)
2
E0 − ET3 . (S61)
Setting t12 = t24 = t and t23 =
3
4 t, as in the main text, this yields
δE1 − δE0 = ∆
t2
(
89κ214
72
− 688κ
2
23
2187
− 928κ23κΛ
729
− 112κ
2
Λ
243
)
, (S62)
indeed quadratic in the nuclear fields and of the order of magnitude∼ K2∆/t2, which is smaller by a factor∼ K∆/t2 as
compared to the hyperfine-induced level shift in other semiconductor-based spin qubits. For typical values K = 1 mT
and t2/∆ = 2 µeV this factor is 0.012.
Hyperfine-induced dephasing of the qubit
We expect the main effect of these random higher-order corrections to the qubit splitting to be dephasing of the
qubit, analogously to how linear shifts ∝ K lead to dephasing in single-, double-, and triple-dot spin qubits. This can
7be explicitly shown by including the random shift δhf = δE1− δE0 into the effective Hamiltonian (5) of the main text,
Hˆeff =
1
2
(~ω0 + δhf)σˆz + A˜ cos(ω0τ)σˆx, (S63)
where we assumed resonant driving, 14 = A cosω0τ , and defined A˜ =
√
3t2A/(2∆2). Using a rotating wave approxi-
mation, we write the Hamiltonian in a rotating frame,
Hˆrf =
1
2
δhf σˆz +
1
2
A˜σˆx. (S64)
Assuming a fixed δhf and an initial state |0〉, the resulting Schro¨dinger equation can be solved analytically, yielding
the well-known Rabi oscillations of the probability of finding the system in |1〉 after a time τ ,
P1(τ, δhf) = |〈1|ψ(τ)〉|2 = 1
2
A˜2
A˜2 + δ2hf
[
1− cos
(
τ
√
A˜2 + δ2hf
)]
, (S65)
where we set ~ = 1 for convenience.
We see that the Rabi frequency
√
A˜2 + δ2hf depends on the hyperfine-induced shift of the qubit splitting. The time
scale of typical fluctuations in δhf is relatively long (up to ∼ 100 µs), which justifies assuming δhf to be constant
during a single experimental cycle. Averaging over many cycles thus leads to a suppression of the Rabi oscillations,
which can be described as
〈P1(τ)〉 =
∫
dKz,1dKz,2dKz,3dKz,4
8pi2σ4Kz
A˜2
A˜2 + δ2hf
[
1− cos
(
τ
√
A˜2 + δ2hf
)]
exp
(
−K
2
z,1 +K
2
z,2 +K
2
z,3 +K
2
z,4
2σ2Kz
)
, (S66)
where we assumed all z-components of the nuclear fields Kz,i to be randomly drawn from the same Gaussian dis-
tribution centered around zero and having a standard deviation σKz . A numerical investigation of this integral at
large times τ  A˜/δ2hf suggests that this contribution to qubit dephasing leads to a power-law decay in the Rabi
oscillations, 〈P1(τ)〉 ∝ τ−α with α ≈ 1.
QUBIT RELAXATION DUE TO ELECTRON-PHONON COUPLING
The main source of qubit relaxation, i.e. dissipative transitions from |1〉 to |0〉, is expected to be electron-phonon
coupling [2]. To estimate the associated relaxation rate, we use a model Hamiltonian for the electron-phonon coupling
Hˆe-ph =
∑
k,p
λk,pρˆk[aˆk,p + aˆ
†
−k,p], (S67)
where ρˆk =
∫
dre−ik·rρˆ(r) is the Fourier transform of the electronic density operator and aˆ†k,p creates a phonon with
momentum k and polarization p. The modulo square of the matrix elements λk,p reads
|λk,p|2 =
~2pi2v2p
kV
[
g(p)pe (Ak,p)
2
+ gdefσ
2k2δp,l
]
, (S68)
where vp is the polarization-dependent sound velocity in the crystal, V is the normalization volume, and σ is the size
(radius) of the quantum dots. We further used the dimensionless coupling constants
g(p)pe ≡
(eh14)
2
2pi2~ρ0v3p
, (S69)
gdef ≡ Ξ
2
2pi2~ρ0v3pσ2
, (S70)
accounting for coupling to piezoelectric phonons and the deformation potential respectively. Here, e is the elementary
electric charge, h14 is the piezoelectric constant, Ξ is the deformation potential, and ρ0 is the mass density of the
crystal. The functions Ak,p are the anisotropy factors, which depend only on the phonon polarization p = {l, t1, t2}
and the direction of the vector k. For GaAs they read explicitly [6]
(Ak,l)
2 =9 cos2(θ) sin4(θ) sin2(2φ), (S71)
8(Ak,t1)
2 =
1
4
[1 + 3 cos(2θ)]
2
sin2(θ) sin2(2φ), (S72)
(Ak,t2)
2 = sin2(2θ) cos2(2φ), (S73)
where the polar direction θ = 0 is taken to be perpendicular to the quadruple-dot plane and the azimuthal angle φ is
the in-plane angle, with φ = 0 corresponding to the direction along the 1-2-4 axis [see Fig. 1(a) in the main text]. We
assumed that the direction {θ, φ} = {pi/2, 0}, i.e. the 1-2-4 axis, points along the (100) crystallographic direction.
We would now like to find an explicit relaxation rate at the point Q (see Fig. 1 in the main text). For this purpose
we use Fermi’s golden rule,
Γrel =
2pi
~
∑
k,p
∣∣〈0| ⊗ 〈1−k,p|λk,pρˆkaˆ†−k,p|vac〉 ⊗ |1〉∣∣2δ(E0 + ~ω−k,p − E1)
=
2pi
~
∑
k,p
|λk,p|2
∣∣〈0|ρˆk|1〉∣∣2δ(E0 + ~ω−k,p − E1), (S74)
where the initial state has the qubit in |1〉 combined with the phonon vacuum, and the final state has the qubit
in |0〉 and one phonon created with wave vector −k and polarization p. The energy splitting E1 − E0 equals the
qubit splitting and ~ω−k,p is the energy of the created phonon. Using a second-quantization formalism, we write the
electronic density operator as
ρˆk =
∑
α,i,j
∫
dr e−ik·rψ∗i (r)ψj(r)cˆ
†
iαcˆjα, (S75)
where α ∈ {↑, ↓} labels spin and i and j are summed over the orbital states involved. We approximate the wave
function of an electron localized in dot i by a Gaussian ψi(r) = e
−(r−Ri)2/2σ2/
√
piσ2, where σ sets the spatial extent
of the wave function and Ri points at the location of the center of the dot. Neglecting the exponentially suppressed
overlap of the wave functions of two electrons localized in different dots, we focus only on terms with i = j. We then
use the explicit wave functions (S1) and (S2) and the corrections (S47) and (S48) at the qubit operation point Q, as
found above. This yields to leading order in t [7]
Γrel =
2pi
~
∑
k,p
|λk,p|2 3
4
t4
∆4
sin2(kxd) exp
(
−k
2σ2
2
)
δ(E0 + ~ω−k,p − E1), (S76)
where d denotes the distance between two neighboring dots (assumed to be equal for all three “legs” of the T), and
we assumed that t12 = t24 = t and ∆ = U − 3Uc as before.
For typical qubit splittings (of the order ∼ µeV) the coupling to piezoelectric phonons dominates [6], so we drop
the contribution from the deformation potential. We then convert the sum over k to an integral, yielding
Γrel =
3ω0
16
t4
∆4
∑
p
g(p)pe
∫
dθ dφ sin θ sin2
(
ω0d sin θ cosφ
vp
)
[Ap(θ, φ)]
2 exp
(
−ω
2
0σ
2 sin2 θ
2v2p
)
, (S77)
where we used that the factors Ak,p only depend on the direction of k and introduced the qubit level splitting
~ω0 = E1 − E0. The phonon velocities in GaAs are roughly vl = 5.3 km/s and vt1 = vt2 = 3.4 km/s, which yields
ω0d
vp
,
ω0σ
vp
. 10−2, (S78)
using that ~ω0 ∼ µeV and assuming the realistic device parameters d = 100 nm and σ = 20 nm. The fact that these
dimensionless parameters are so small allows us to expand the integrand, which yields to leading order
Γrel =
3pi
105
ω30
t4
∆4
[
4
d2g
(t)
pe
v2t
+ 3
d2g
(l)
pe
v2l
]
. (S79)
To arrive at the order-of-magnitude estimate given in the main text, we have set vt = vl ≡ v = 4.0 km/s.
9FIG. S2. Initialization protocol for the qubit. (a) Charge stability diagram as a function of Λ and 23, with 14 = 0. The
system is pulsed to the point marked I, where it relaxes into its singlet-only (2,0,0,2) ground state. Then the red dashed path
is followed to bring the system to the qubit operation point Q, yielding a qubit initialized in |0〉. (b) Low-energy part of the
spectrum along the red dashed line in (a), as a function of Λ. Different regions are colored according to the local ground state
charge. The red (green) line shows the level adiabatically coupled to |0〉 (|1〉). (c,d) A zoom-in of the relevant dense parts in
(b).
QUBIT INITIALIZATION SCHEME
One important ingredient of every quantum computation protocol is the ability to reliably initialize a qubit in one
of its basis states. In analogy to the initialization schemes successfully implemented in double-dot S-T0 and triple-dot
XO qubits, we propose to use a type of spin-to-charge conversion where the system is pulsed to a point in gate space
where there is a unique ground state which has the same spin structure as one of the two qubit states. After waiting
long enough at this initialization point the system will have relaxed to this ground state, and subsequent pulsing back
to the qubit operation point yields a qubit uniquely prepared in one of its basis states.
In our quadruple-dot singlet-only setup, this can be achieved by pulsing the system to the (2,0,0,2) charge region,
e.g. to the point I in Fig. S2(a). There the unique ground state consists of two doubly occupied dots where the two
“pairs” of electrons both have to be in a spin singlet state, due to the large orbital level spacing on the dots. This
ground state can be denoted |S11S44〉 and when the system is pulsed back to Q along the red dashed line in Fig. S2(a),
this state couples adiabatically to the qubit state |0〉.
In Figs. S2(b–d) we show the lowest part of the full spectrum of the system along the red dashed line in Fig. S2(a),
as a function of Λ (using the same electrostatic and tunnel coupling parameters as in the main text). We see that for
roughly Λ < 15t there is a unique ground state, marked in red, which is indeed the state |S11S44〉. Assuming that
the system has relaxed to this ground state, subsequent pulsing along the path marked in Fig. S2(a) will make the
system follow the state marked in red in Figs. S2(b–d), finally yielding the state |0〉 when Λ = 0.
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FIG. S3. Sketch of a possible gating pattern yielding a quadruple quantum dot in a T setup. Such a design would allow for full
independent control of all on-site quantum-dot potentials (black gate electrodes) as well as interdot tunnel coupling energies
(green gate electrodes).
We see that along this path several other levels are crossed, so some caution is required. The spectrum shown in
Fig. S2 was calculated using the Hamiltonian Hˆ = Hˆ0 + HˆZ + Hˆt, as given by Eqs. (S25)-(S27), and this Hamiltonian
commutes with the operator Sˆz as well as the total spin operator Sˆ2 of the four-particle spin state. Since none of the
levels that are crossed corresponds to a singlet state, the state marked in red (which is a singlet everywhere) is not
coupled to any of them through Hˆ. However, other ingredients, such as hyperfine interaction and spin-orbit coupling,
do not conserve total spin and can thus couple the singlet to the states with Sz = 1. Roughly speaking, a requirement
for successful initialization of the qubit is thus that all level crossings observed in Figs. S2(b–d) are swept through
fast enough so that the chance for a hyperfine- or spin-orbit-mediated transition to a different spin state is strongly
suppressed. We estimate the probability for the desired “diabatic” transition using the Landau-Zener parameter,
PSS = exp
(
−2piW
2
~v
)
, (S80)
where W is the matrix element that couples the two states and v is the sweep speed, i.e. the rate of change of the
energy of the level (in units of energy per second). We see that this probability approaches unity when v  piW 2/2~,
and this puts a lower bound on v for successful initialization. Taking W = 0.07 µeV, which would be the order of
magnitude of a matrix element present due to a set of local random effective magnetic fields of magnitude ∼ 3 mT, we
find as condition v  0.01 µeV/ns. Note that a similar constraint holds for the initialization procedure of the triple-
dot exchange-only qubit: Along the path of the initialization pulse, the level crossing with the Sz = 32 quadruplet
state has to be swept through fast enough to avoid transitions into that state [8].
Note also that the path we chose for the initialization pulse avoids the charge states (1,0,1,2) and (2,0,1,1). In these
charge states the singly occupied dots are not neighboring each other directly, leading to a reduced singlet-triplet
splitting due to interdot exchange effects. All levels with Sz = 0 thus lie much closer to each other, making it harder
to sweep through level crossings fast enough and avoid leakage into the triplet states. A similar problem arises for
paths that enter (or come too close to) the charge state (1,2,0,1).
FEASIBILITY OF QUBIT DESIGN
Current technology allows for the fabrication of relatively complex structures involving four and more quantum
dots in gated semiconductor substrates [9–12]. Therefore, although challenging, a device consisting of four dots in a
T-like setup can most likely be fabricated without major difficulties. A possible gating pattern resulting in such a
quadruple dot is sketched in Fig. S3, where the thick lines correspond to electrostatic gates and electrons are expected
to localize at the positions of the numbered circles. We see that with this design, all on-site quantum-dot potentials
as well as interdot tunnel coupling energies could be tuned independently, controlled by the black and green gate
electrodes respectively.
11
[1] G. Burkard, D. Loss, and D. P. DiVincenzo, Phys. Rev. B 59, 2070 (1999).
[2] J. M. Taylor, V. Srinivasa, and J. Medford, Phys. Rev. Lett. 111, 050502 (2013).
[3] J. R. Schrieffer and P. A. Wolff, Phys. Rev. 149, 491 (1966).
[4] These states are now written to zeroth order in the tij . Below we will give the first-order corrections the states acquire due
to the transformation.
[5] In the main text we wrote the Hamiltonian as a function of the detuning parameter 14 only, i.e., we wrote the Hamiltonian
setting 23 = Λ = 0.
[6] J. Danon, Phys. Rev. B 88, 075306 (2013).
[7] Note that the Hamiltonian (S27) already takes into account the finite overlap between electronic wave functions on neigh-
boring dots.
[8] J. Medford, J. Beil, J. M. Taylor, S. D. Bartlett, A. C. Doherty, E. I. Rashba, D. P. DiVincenzo, H. Lu, A. C. Gossard,
and C. M. Marcus, Nat. Nano. 8, 654 (2013).
[9] R. Thalineau, S. Hermelin, A. D. Wieck, C. Ba¨uerle, L. Saminadayar, and T. Meunier, Appl. Phys. Lett. 101, 103102
(2012).
[10] T. Takakura, A. Noiri, T. Obata, T. Otsuka, J. Yoneda, K. Yoshida, and S. Tarucha, Appl. Phys. Lett. 104, 113109
(2014).
[11] M. R. Delbecq, T. Nakajima, T. Otsuka, S. Amaha, J. D. Watson, M. J. Manfra, and S. Tarucha, Appl. Phys. Lett. 104,
183111 (2014).
[12] D. M. Zajac, T. M. Hazard, X. Mi, E. Nielsen, and J. R. Petta, Phys. Rev. Appl. 6, 054013 (2016).
