The need to provide transparent and reliable Greenhouse Gas (GHG) emission estimates is strongly emphasized in the context of international reporting under the United Nations Framework Convention on Climate Change (UN-FCCC) and the Paris Agreement. Yet it is difficult to find specific guidance about what information is really needed to evaluate the quality of the emission factors or activity data used for GHG emission estimates. The most commonly used indicator of the reliability of an estimation procedure (and one of the few indicators explicitly mentioned in the 2006 IPCC guidelines) is the so-called confidence interval, usually at a confidence level of 90% or 95%. This interval, however, is unlikely to be a meaningful indicator of the quality of the estimate, if not associated with additional information about the estimation and survey procedures (such as on the sampling design, measurement protocols or quality control routines, among others). We provide a review of the main sources of error that can have an impact on the precision and accuracy of the estimation of both emission factors and activity data and a list of the essential survey features that should be reported to properly evaluate the quality of a GHG emission estimate. Such list is also applicable to the reporting of national forest inventories and of area estimation of activity data, and includes the case in which confidence intervals are obtained using error propagation techniques.
REDD+, Survey sampling, Uncertainty 1. Introduction
Guidelines for reporting survey research
Since the 1950s, there have been policies to describe the quality of statistics derived from survey sampling (Statistical Office of the United Nations, 2006) . When sampling for emission factor or activity data for the LULUCF 139 sector the sampled population is often defined as a geographic area. In this 140 case, the population includes all locations that have non-zero probability of 141 being included in the sample. In National Forest Inventories (NFIs) the pop-142 ulation typically corresponds to the whole country area or, in some cases, 143 to the area of the country that is considered forest. When subnational sur-144 veys are carried out, the sampled population may correspond to a specific 145 administrative unit or to a particular ecological zone. 146 When ground-surveys are carried out it is possible to define the popula-147 tion as a continuous areal frame. That is, it comprises an infinite number of 148 spatial locations (Gregoire and Valentine, 2008; Köhl et al., 2006) . In remote 149 sensing applications, in contrast, the population is often defined as a finite 150 set of non-overlapping spatial units that form a partition of the region of 151 interest, typically pixels, block of pixels or polygons. In this case, the choice 152 of the type of spatial units that tesselate the population has an impact on the 153 survey estimates (Stehman and Wickham, 2011) and should be adequately The term target population denotes the population about which the infor-163 mation is wanted. Similarly to above, when sampling for emission factors or 164 activity data for the LULUCF sector the targeted population is often defined 165 as a geographic area (McRoberts et al., 2015) . This may or may not coincide 166 with the sampled population. In fact, in GHG inventories the population of 167 interest is often a sub-group of the sampled population, created after (and 168 independently of) the sample selection, such as a specific land use, forest 169 type or climatic zone (cf. Section 2.2.3 below). Figure 2 2 Non-probabilistic sample selection is sometimes carried out in the context of REDD+ and the LULUCF sector. This can happen, for example, whenever the sample is selected based on expert choice (it can be the case of training point selection for supervised land cover classification). As a result, it is not possible to calculate the probability of each population element to be included in the sample (the so-called inclusion probability). Under a design-based inference this results in the fact that sampling variances (and therefore the sampling error) cannot be calculated unbiasedly. Conversely, it might not affect the predictions in a model-based framework (g) Was the sample selected following stratified sampling? (h) If so, which are the strata? how were they constructed? What is their Once the sampling design is established, the data are collected according 204 to the prescribed measurement protocol, coded and entered into a database.
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In NFIs, the protocol for collecting the data in the sampling units is usually 206 described in a field manual, and in remote sensing applications (such as ac-207 curacy assessment of maps) the procedure used to collect information from 208 each sampling unit is often referred to as evaluation protocol (Stehman and 209 Czaplewski, 1998). The choice of the data labeling and of the data manage- for satellite data processing or, for example, for tree field measurement, in-257 volves multiple steps that are not explicitly mentioned in Fig. 1 (such as 258 satellite sensor calibration or tree biomass allometric model selection). All 259 these steps, however, can always be classified into one of the broad categories 260 mentioned above. More detailed lists of the error sources typically arising 261 in the processing chain to calculate forest emission factors/activity data are 262 provided elsewhere (Hill et al., 2013; Sandker et al., 2018) .
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There are two essential complementary approaches to deal with each of 264 the error sources: 1) measures put in place to prevent (or possibly avoid) 265 the error before it occurs (Duvemo and Lämås, 2006; Gasparini et al., 2009) 266 and 2) apply methods to properly account for the error once it has occurred 267 (Pollard et al., 2006; Ferretti et al., 2009; Gormanson et al., 2018) . A com-268 plete assessment of any survey result cannot be done without a thorough 269 analysis of these two aspects. Hence, as a matter of transparency, reporting 270 parties should take care to describe both of them. In the following sections 271 for each error we provide recommendations to ensure that both aspects are 272 duly included in the reporting.
273 Figure 1 : Categories of potential error sources in the LULUCF sector. Broad categories of error sources in surveys sampling and a reference to the corresponding set of key questions in this paper. This schema is aimed to provide a practical framework for reporting survey results.
Sampling error 274
The sampling error denotes the error caused by the fact that only a sub-275 set (a sample) of the population is measured. Even if no error is made in 276 measuring or processing the data, it is still evident that the estimates based 277 on the sample will differ from the real population values. On the other hand, 278 it is intuitive that different samples of the same population will provide dif-279 ferent estimates (unless the population is composed of identical elements). independently of the survey sampling is common in NFI and GHG reporting. If the population that has been sampled is only a subset of the popula-411 tion of which we want to estimate emissions/removals, the properties of the 412 estimates will be affected. In the literature on survey sampling this issue 413 is often referred to as under-coverage and it is very likely to result in some 414 bias in the estimates (Särndal et al., 1992; Särndal and Lundström, 2005) . is likely to occur when also the domain size is small, such as a very small 448 administrative unit or a very rare ecosystem), the estimation may require the 449 use of ancillary data or model-based inference, which may in turn compound 450 uncertainties with the model errors previously discussed. In the literature 451 this issue is often referred to as small area estimation (Schreuder et al., 1993; 452 Rao and Molina, 2015). Fig. 3) . It is evident that as more sources of error are included, the wider 649 the confidence interval will be. In addition to that, the confidence intervals 650 are also a function of the confidence level: the larger the confidence level, 651 the wider the confidence interval (the most commonly used confidence levels 652 being at 90% or 95%). To foster clarity and comparability it is necessary that 653 the reporting parties, when reporting a CI, clearly specify at least: (1) which 654 error components have been included in the CI; (2) the confidence level and
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(3) the method used for calculating the confidence interval. observations. In both cases this information is usually collected through 660 survey sampling techniques. In order to be compliant with the IPCC good 661 practice guidance for greenhouse gas inventories the estimation is required to 662 be transparent, unbiased and as precise as possible. However, assessing the 663 precision and accuracy of large-area surveys is not a easy task, requiring a Figure 3 : Compounding errors. Graphic representation of confidence intervals (at 95%) of two estimates of average tree volume density in Minnesota (Minnesota Survey Unit 1, USA). Both confidence intervals include three error sources: sampling error (in gray), measurement error (in yellow) and model error (in blue). In both cases the sampling error is the one that contributes the most to the total error. The confidence intervals are derived from data presented in McRoberts et al. (2016, Table 1) . considerable amount of information on the planning and implementation of 665 the survey, on the data analysis and on the elaboration of the estimates.
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In the context of LULUCF reporting, better (i.e., higher quality) un-667 certainty assessments including more error sources estimates will necessarily 668 bring along wider compounded uncertainties, while systematic errors will 669 be hardly avoided. This apparent absurdity can be rooted in the uncer-670 tainty paradox, wherein uncertainty aversion determines choices in individu-671 als/institutions (Roeser, 2014) . In the current context it would imply that Parties may prefer to report less accurate estimates as long as they present narrower errors. In fact, under UNFCCC (2009) 
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