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Abstract 
Background and objective: 
Agreement and reliability are both important parameters in determining the quality of an 
instrument. The general aim of this study was to evaluate different statistical methods 
used to assess agreement and reliability of medical instruments that measure the same 
continuous outcome. This study compares the most commonly used statistical methods, 
and also compares the proposed method in the analysis of agreement. Two separate 
systematic reviews were performed at the beginning of this study to identify the most 
popular method used to assess agreement and reliability of medical instruments.  
 
Methods: 
Two systematic reviews, one on agreement studies and another on reliability studies 
were carried out. A cross-sectional study was then conducted to collect data in two 
population settings; an institutional and community setting. Data were collected for 
blood glucose level, systolic blood pressure, diastolic blood pressure, body weight, and 
peak expiratory flow rate to assess methods used in agreement studies. Data were also 
collected for reliability studies. The variables for this were systolic blood pressure, 
diastolic blood pressure, heart rate, body temperature, peak expiratory flow rate and 
carbon monoxide level. Evaluations of agreement and reliability statistical methods 
were carried out on the original clinical data and simulated data. The agreement 
evaluation involved a comparison of the most commonly used methods (Bland-Altman 
Limits of Agreement and Intra-class Correlation Coefficient for agreement), comparison 
of slopes and y-intercepts analysis, and a new proposed agreement model. The 
reliability evaluation involved a comparison of the Bland-Altman Limits of Agreement, 
Intra-class Correlation Coefficient for consistency (ICCC), and Intra-class Correlation 
Coefficient for absolute agreement (ICCA). 
iii 
 
Results and Conclusion:  
The systematic reviews identified some issues related to method comparison studies 
including the application of inappropriate statistical methods, and the importance of 
education in method comparison studies among medical professionals. The evaluations 
of different statistical methods provided different conclusions on agreement and 
reliability. Each method was found to have its own strengths and weaknesses and no 
single method was found to be perfect. Several recommendations were made including 
optimal sample size for Bland-Altman analysis, and a proposed flowchart to guide 
analysis of agreement and reliability in method comparison studies. 
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Abstrak 
Latar Belakang dan Objektif Kajian: 
Ketepatan (agreement) dan kepersisan (reliability) adalah dua parameter penting dalam 
menentukan kualiti alat-alat perubatan. Tujuan umum kajian ini adalah untuk menilai 
beberapa kaedah statistik berbeza yang telah digunakan untuk menilai ketepatan dan 
kepersisan alat-alat perubatan yang mengukur pembolehubah kuantitatif yang sama unit. 
Kajian ini membandingkan kaedah statistik yang paling banyak digunakan dibidang 
perubatan, dan juga membandingkan kaedah yang dicadangkan dalam kajian ini. Dua 
ulasan sistematik (systematic review) yang berasingan telah dilakukan pada awal kajian 
ini untuk mengenal pasti kaedah yang paling popular digunakan untuk menilai 
ketepatan dan kepersisan alat-alat perubatan. 
 
Kaedah: 
Dua ulasan sistematik (systematic review) telah dijalankan, satu berkenaan kaedah 
statsitik menilai ketepatan (agreement)  dan satu lagi berkenaan kaedah statsitik menilai 
kepersisan (reliability). Satu kajian cross-sectional telah dijalankan untuk mengumpul 
data dari dua populasi (institusi dan masyarakat). Data yang telah dikumpulkan untuk 
menilai kaedah yang digunakan dalam kajian ketepatan ialah: paras glukosa darah, 
tekanan darah sistolik, tekanan darah diastolik, berat badan, dan peak expiratory flow 
rate (PEFR). Data yang dikumpulkan untuk kajian kepersisan ialah: tekanan darah 
sistolik, tekanan darah diastolik, kadar jantung, suhu badan, peak expiratory flow rate 
(PEFR) dan tahap karbon monoksida (CO). Penilaian kaedah statistik ketepatan dan 
kepersisan telah dijalankan pada data klinikal dan data simulasi. Penilaian ketepatan 
melibatkan perbandingan kaedah yang paling biasa digunakan (Bland-Altman Limits of 
Agreement dan Intra-class Correlation Coefficient for absolute agreement), comparison 
of slopes and y-intercept analysis, dan agreement model yang dicadangkan. Penilaian 
v 
kepersisan melibatkan perbandingan Bland-Altman Limits of Agreement, Intra-class 
Correlation Coefficient for consistency (ICCC), dan Intra-class Correlation Coefficient 
for absolute agreement (ICCA). 
 
Hasil Kajian dan Kesimpulan: 
Kedua-dua ulasan sistematik (systematic review) telah mengenal pasti beberapa isu yang 
berkaitan dengan kajian perbandingan kaedah (method comparison studies)  termasuk 
penggunaan kaedah statistik yang tidak sesuai, dan kepentingan pendidikan dalam 
bidang kajian perbandingan kaedah (method comparison studies) di kalangan pengamal 
perubatan. Kaedah statistik yang berlainan memberikan kesimpulan yang berbeza dalam 
menetukan ketepatan dan kepersisan alat-alat perubatan. Setiap kaedah mempunyai 
kekuatan dan kelemahan sendiri, dan tiada satu kaedah yang sempurna. Beberapa 
cadangan telah dibuat termasuk sampel optimum bagi Bland-Altman analisis dan carta 
aliran yang dicadangkan untuk membantu penyelidik dan pengamal perubatan dalam 
analisis ketepatan (agreement) dan kepersisan (reliability) alat-alat perubatan dalam 
kajian perbandingan kaedah (method comparison studies). 
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CHAPTER 1: INTRODUCTION 
 
This thesis focuses on the application of statistical methods used to analyse continuous 
data in a method comparison study or a validation study in medicine. This chapter 
outlines the problem statement, the significance of this study and also its contribution to 
the medical field. It summarises the flow of this study and the structure of this thesis. 
 
1.1 Study Background 
In medicine, accurate measurement of clinical values is vital, either at the stage of 
health screening, diagnosing cases, or making prognosis. For example, accurate 
measurement of blood pressure, heart rate and oxygen level is crucial for monitoring 
patients under general anaesthetia in surgery. Inaccurate measurement of these variables 
will result in inappropriate management of the patient, thus putting the patient‟s life at 
risk.  
Most of important variables measured in medicine are in numerical forms or 
continuous in nature, such as blood pressure, glucose level, oxygen level, weight, 
height, body temperature, creatinine level, albumin level, white cell count, platelet 
count, haemoglobin level, and many other clinical values. There are numerous 
instruments or machines that have been invented for the purpose of measuring various 
variables. Some measurements are obtained by using invasive techniques and expensive 
procedures. Consequently, new instruments and tests are constantly being developed 
and fashioned to provide complementary meaningful information to the search for 
information, with the aim of providing cheaper, non-invasive, more convenient and safe 
methods. Whether a test‟s outcome can provide trustworthy judgements or decisions 
depends particularly on the measurement quality of the test (Portney & Watkins, 2000). 
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When a new method of measurement or instrument is invented, the quality of the 
instrument has to be assessed. We want to know by how much the value of 
measurements obtained using new method differs from the old method, or from the gold 
standard. Information provided by any clinical instrument cannot be trusted and licitly 
used in any judgement and decision making process if the measurement quality has not 
been evaluated. This is where a method comparison study or a validation study comes 
into medicine. 
Clinimetric properties indicating that the test is reliable and valid should be 
considered as fundamental for determining the measurement quality of any test 
(Feinstein, 1987). In general, clinimetric refers to the development of methodological 
and statistical methods applicable in clinical medicine in order to assign numbers or 
scores to observable clinical events (de Vet, Terwee, & Bouter, 2003a, 2003b).  
   
1.1.1 Validity 
An instrument is considered to be valid if it measures what it is intended to measure (de 
Vet et al., 2003b). The term “validity” actually has a wide range of classification and 
definition. In clinical research, current and accepted validity concepts include criterion 
validity, construct validity, and content validity, the first two being the most relevant for 
performance-based tests (Streiner & Norman, 2003).  
 Criterion validity is used to examine the extent to which a measurement 
instrument provides the same results as the gold standard (Streiner & Norman, 2003). 
This type of validity is the most powerful in terms of its usefulness, and is divided into 
two types: concurrent validity and predictive validity. Of these, concurrent validity is 
the most used method. This is when we are trying to compare a new measurement tool 
with the criterion measure, both of which are given at the same time (Haynes, Richard, 
& Kubany, 1995; Streiner & Norman, 2003). The new tool is usually simpler, cheaper 
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or less invasive compared to the standard or currently used tools. In contrast, in 
predictive validity the criterion will not be available until sometime in the future. When 
no gold standard is available, the common alternative is to use an accepted and well-
grounded reference test to relate to the evaluated test (Baxter, 2005; Lambert, Gisel, & 
Wood-Dauphinee, 2002). Generally, this form of validity is used in developing 
instruments that allow us to get earlier answers, or to give earlier predictions than 
current instruments can provide (Streiner & Norman, 2003).  
 Construct validity refers to the degree to which a test measures a hypothetical, 
nonobservable construct, and this validity can be established by relating the test to 
outcomes of other instruments (Portney & Watkins, 2000; Streiner & Norman, 2003). It 
is used when we dealing with more abstract variables or factors that cannot be measured 
directly for example level of anxiety and pain (Streiner & Norman, 2003). We cannot 
see or directly measure anxiety, but we can observe other factors related to anxiety 
(according to theory) such as sweaty palm and tachycardia. The proposed underlying 
factors are referred to as hypothetical construct or simply known as constructs (Streiner 
& Norman, 2003). So, construct validity is the next best option in the absence of an 
acceptable gold standard. The measurement of instrument under study will be compared 
with other instruments that claim to measure the same construct (Streiner & Norman, 
2003).  
 Content validity is a closely related concept, consisting of a judgement whether 
the instrument samples all the relevant or important content or domains (Innes & 
Straker, 1999; Streiner & Norman, 2003). Content validity can be claimed when a test 
logically and obviously measures what it purposes to measure (Haynes et al., 1995; 
Streiner & Norman, 2003). The relationship between the phenomenon being measured 
and the test score(s) is determined by a panel of experts or researchers (Haynes et al., 
1995).  
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1.1.2 Reproducibility 
Another approach in assessing the quality of measurement instrument is to assess the 
reproducibility of the instrument. This is when we are interested to know whether the 
new instrument is able to produce similar values as that predicted by the old or standard 
instrument. In the literature, terms reproducibility is often used interchangeably with the 
reliability, repeatability, consistency, agreement and stability (Innes & Straker, 1999). 
Recently, de Vet advocated that reproducibility is the proper term to use in clinical 
research, making the distinction between two aspects that are important for clinical 
interpretation: reliability and agreement (de Vet et al., 2003b; de Vet, Terwee, Knol, & 
Bouter, 2006).  
 
1.1.2.1 Agreement 
Agreement assesses how close the results of repeated measurements are to the “true 
value” or the criterion value (de Vet et al., 2006). So, agreement actually concerns 
accuracy or validity; more specifically, concurrent validity. 
  An instrument with good agreement will be able to produce accurate repeated 
measurements in the same  person (de Vet et al., 2006). Thus, agreement parameters are 
important in instruments that are used for evaluative purposes. In evaluative 
measurement instruments, the variability between individuals in a population is not 
important, in comparison to the variability within an individual (de Vet et al., 2006). 
This is because, in some clinical settings, we want to detect differences or changes 
within the same individual, and not how much difference is the individual‟s value 
compared to another person‟s, or with the population. For example, in antenatal clinics 
we are interested in the weight gain of a mother throughout her pregnancy, and not how 
much her weight differs from the others‟.  
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 Agreement parameters estimate the measurement error in repeated 
measurements. When the measurement error is large, small changes cannot be 
distinguished from the measurement error (de Vet et al., 2006). The smaller the 
measurement error, the smaller the changes that can be detected beyond the 
measurement error, and the more appropriate the instrument is for evaluative purposes. 
Thus, for an instrument to be used to evaluate changes over time, such as changes in 
blood pressure after receiving antihypertensive therapy, it is important for us to ensure 
the agreement or the accuracy of the instrument. 
 
1.1.2.2 Reliability 
Reliability measures the extent to which test results can be replicated (de Vet et al., 
2006). For example, if we measure body weight using a scale five times, ideally all five 
measurements should be the same. Reliability is concerned with precision. It also 
represents the extent to which individuals can be distinguished from each other, despite 
the variability of repeated measurements in one person or subject (i.e. measurement 
error) (de Vet et al., 2006).  
In contrast with agreement, reliability measures the variability between people 
or subjects. This measurement tells us how well the measured value in one person can 
be distinguished from another (de Vet et al., 2006). Thus, reliability parameters are 
important when measurement instruments are used for discriminative purposes; for 
example, to decide whether a certain value is normal or abnormal, and when the 
measurement from the instrument is involved in important decisions, such as whether 
treatment is required or not.  
In clinical practice, the cut-off for normal and abnormal values is usually well 
established by clinical guidelines, which are produced based on extensive reviews of 
available evidence. Reliable instruments should be able to provide values that will allow 
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doctors or clinicians to distinguish whether their patients are in the normal or abnormal 
group. For instance, if we take  the blood pressure  of one patient five times, all the 
values should be almost the same, and the values should give us an idea whether the 
patient‟s blood pressure is normal or not.  
An acceptable range of reliability will vary depending on the circumstances 
(Streiner & Norman, 2003). For example, if repeated measurements of a weighing scale 
are found to vary around the “true” weight by 0.5kg, the reliability of this weighing 
scale would be acceptable if the measurements are only to be done on an adult 
population, but not reliable when used to weigh newborn babies in the hospital. This is 
because differences of 0.5kg in weight in an adult represents only a very small 
percentage of an adult body weight, and will not affect him or her clinically. In contrast, 
a difference of 0.5kg represents a large proportion of body weight for a newborn baby.   
 
1.1.3 Agreement versus Reliability 
To illustrate the concept of agreement and reliability in more simple language, imagine 
if we have three target boards (see Figure 1.1) that show the results of five repeated 
measurements of body weight of the same person, using three different scales (A, B and 
C). Figure 1.1(a) shows that after taking five measurements using scale A, the results of 
the measurements are scattered all over the target board. This suggest that the 
measurements are not near each other (poor reliability), and are not near their intended 
target or true value (poor agreement). 
 Figure 1.1(b) shows that all five measurements from scale B appear in more or 
less the same location on the target board, but not in the centre of the target board. This 
suggests that five different measurements were almost the same (good reliability), but 
they did not hit the intended target (poor agreement). Figure 1.1(c) shows that all five 
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measurements from scale C are close to each other (good reliability), and hit the centre 
of the target board (good agreement).  
 
Figure 1.1: Results of measurements of body weight using three different scales A, B 
and C. 
 
In most clinical situations, we use the same instrument to evaluate changes over time 
and also to differentiate values from the normal or abnormal cut-off point (which is 
usually derived from population-based studies). One of the examples of this situation is 
in the screening of hypertension cases, and the assessment of reduction of blood 
pressure post-treatment, in a clinic or health centre. Both blood pressure measurements 
are performed using the same blood pressure machine, or sphygmomanometer.  
So, agreement and reliability parameters are equally important in determining 
the quality of instruments. In fact, it is difficult to be certain about the agreement of an 
instrument if the instrument is not reliable. Similarly, a precise instrument or instrument 
with good reliability will not necessarily measure the “true” value. Therefore, when 
comparing two instruments, or methods of measurement, we should consider assessing 
the repeatability of the instrument, which covers both agreement (accuracy) and 
reliability (precision). 
 
a) b) c) 
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1.2 Problem Statement 
1.2.1 Inappropriate Application of Statistical Method 
Thousands of validation studies have been conducted in the past. Various statistical tests 
have been used to test for agreement and reliability (Altman & Bland, 1983; Bahareh, 
Saeed, Ramin, & Bagher, 2008; Bruton, Conway, & Holgate, 2000). Some of the 
methods that were used were inappropriate. Correlation coefficient (r), coefficient of 
determination (r
2
), regression coefficient, and means comparison have been shown to be 
inappropriate for the analysis in method comparison study. This has been discussed by 
Altman and Bland, since the 1980s (Altman & Bland, 1983), and also by Daly and 
Bourke (2000), and there is little argument about this in the literature (Daly & Bourke, 
2000). Reasons for why those methods are inappropriate for the analysis in method 
comparison study will be discussed in detail in the next chapter (Chapter 2).  
One example of the inappropriate application of statistical methods in method 
comparison study is in the study to explore the suitability of existing formulas to 
estimate the body surface area (BSA) of newborns (Ahn & Garruto, 2008). The authors 
compared different methods of estimation of body surface area in newborn, and used 
correlation coefficient to determine the agreement of those methods (Ahn & Garruto, 
2008). In one of their results, the authors described that the method of estimating body 
surface area (BSA) using the BSA-Meban was most similar to the BSA-Mean, by 
having a mathematically perfect correlation with r = 1.00 (p < 0.001) (Ahn & Garruto, 
2008). However, their conclusion was obviously inappropriate because the correlation 
coefficient only measures linear relationship, and does not suggest that the two methods 
give similar results. 
Another example of the inappropriate application of the Pearson correlation 
coefficient was demonstrated in a recent study conducted in Greece (Milias, 
Antonopoulou, & Anthanasopoulos, 2008). The authors aimed to assess the validity of a 
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new motorised isometric dynamometer for measuring strength characteristics of elbow 
flexor muscles. They set the criteria of the Pearson correlation coefficient‟s (r) values > 
0.97 to demonstrate that high agreement occurred between measures, and with r = 
0.986, they concluded that the new dynamometer was accurate (Milias et al., 2008).  
The use of inappropriate methods for the assessment of agreement and reliability 
will, undoubtedly, result in an inappropriate interpretation of the results and conclusions 
on the quality of an instrument. Consequently, this might result in the application of 
invalid equipment in medical practice, and will jeopardise the quality of care given to 
patients. 
Altman and Bland proposed a method for agreement analysis in their original 
1983 article (Altman & Bland, 1983). Later, they drew the attention of the medical 
professionals to this area in an  article in The Lancet (Bland & Altman, 1986). Since 
then this article (Bland & Altman, 1986) has been cited in the literature more than 
18,000 times (Bland & Altman, 2012). As a result of its high citation, the Bland-Altman 
method (Bland-Altman Plot and Limits of Agreement) is thought to be the most popular 
method in method comparison study. The popularity of the Bland-Altman method was 
thought, owing to its simplicity, practicality and ability to detect bias, when compared to 
other methods (Bahareh et al., 2008).  
The issue of which method is the best is still debatable, and almost all methods 
have been criticised, especially for the agreement study. Even the Bland-Altman method 
has been criticised. Hopkins (2004) demonstrated that the Bland-Altman plot indicates, 
incorrectly, that there is systematic bias in the relationship between two measures 
(Hopkins, 2004). Details of this bias will be discussed in Chapter 2.  
 
The question thus arises, how do researchers make their choices on which 
statistical methods to use? In fact, there is no clear guideline or recommendation for 
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researchers, especially for the clinician, on which is the best statistical method for 
analysis in method comparison study. 
 
1.2.2 Application of Multiple Methods   
The application of multiple or a combination of methods, particularly in the assessment 
of agreement, suggests that there is no consensus among researchers on which method is 
the best statistical method for measuring agreement. One example of the multiple 
application of method is in one study that testing the accuracy of peak flow meters 
(Nazir et al., 2005). In this study, the authors applied three statistical methods 
(Pearson‟s correlation coefficient, comparing mean (significant test), and the Bland 
Altman method) to assess for agreement of peak flow meters (Nazir et al., 2005). 
 A strong reason for using multiple methods in assessing agreement and 
reliability is that each statistical method has its strengths and weaknesses. The usage of 
multiple methods in method comparison studies has the advantage of compensating for 
the limitations of any one single method (Bruton et al., 2000; Luiz & Szklo, 2005).  
 
1.2.3 Need for Guidelines or Recommendation 
The question about the appropriateness of statistical analysis application in method 
comparison study suggests that there is a need for recommendation or guides for the 
medical professional on which statistical method is the best for measuring agreement 
and reliability.  
The medical field is already full of complexity. Therefore a simple statistical 
method with less calculation and simple interpretation is preferable. A statistical method 
with simple calculation and interpretation will not only help to improve the 
understanding of the application of method, but will also reduce the errors that can be 
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made by the researcher. Nonetheless, the ability of the method in detecting bias is still 
the priority.  
 
1.2.4 Need for Research 
A review of various methods used in measuring agreement and reliability is required 
before any recommendation can be made. A comparison of the strengths and 
weaknesses of these methods can help to assess the best way of analysing data in a 
method comparison study. We need to see if there is any single method that is 
competent enough to detect agreement and reliability, or if the application of multiple 
methods is really necessary. If the application of multiple methods is needed, it is also 
important to identify the combination of which methods are the best for testing 
agreement and reliability. 
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1.3 Study Objectives 
1.3.1 General Objective: 
To compare different statistical methods of assessing agreement and reliability of 
medical instruments that measures the same continuous outcome. 
1.3.2 Specific Objectives:    
1. To perform a separate systematic review to identify the most commonly used 
statistical methods to assess agreement and reliability in medicine. 
2. To compare most commonly used statistical methods in the analysis of 
agreement and reliability: 
 To determine which method is able to detect bias correctly 
 To determine how proportion and pattern of bias affect the prediction 
 To see the effect of sample size on the prediction of agreement/reliability 
3. To make a recommendation on the most appropriate method to assess agreement 
and reliability  
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1.4 Significance of Study 
1.4.1 Evidence-Based Medicine 
The practice of Evidence-Based Medicine (EBM) has been promoted to ensure the best 
quality of care is given to the patient. One example is in the treatment of hypertension. 
According to the most recent National Institute of Clinical Excellence (NICE) Clinical 
Guidelines on Hypertension (NICE, 2011), antihypertensive drug treatment should be 
offered to people of any age with stage 2 hypertension. Stage 2 hypertension is defined 
as a patient with blood pressure of 160/100 mmHg or higher, and whose subsequent 
ambulatory blood pressure monitoring (ABPM), daytime average or home blood 
pressure monitoring (HBPM) average blood pressure, is 150/95 mmHg or higher 
(NICE, 2011).  
The recommendation from the guidelines was derived from the views of experts, 
patients, carers and industry, and includes the best available evidence (from research) 
(NICE, 2011). Without doubt, researchers must have used some instrument to measure 
blood pressure in the process of producing evidence. However, which instrument was 
used in their studies: the automatic blood pressure machine or manual 
sphygmomanometer? Were these machines validated, and if the machines were 
validated, which statistical method was used? If the instruments used were not 
validated, or were validated using inappropriate statistical methods, we can actually 
question the quality of the evidence from such studies. A lack of precision and validity 
of an instrument in research may result in invalid evidence. The main goal of research, 
especially in epidemiological studies, is about applying the evidence to the population 
for practice. Appropriate statistical analysis is actually the “root” of Evidence-Based 
Medicine. 
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1.4.2 Patient Care 
In clinical situations, the duty of a doctor is to provide the best care or treatment for 
their patients. Most of the time, doctors have to decide what is the best available option 
for their patients. In some cases, this may involve life and death decisions; for example, 
deciding to thrombolyse patient with myocardial infarction in an Accident and 
Emergency department. Doctors have to assess a patient thoroughly and, assisted by 
information from some medical equipments such as electrocardiogram (ECG) and blood 
pressure machines, before the decision to thrombolyse the patient can be made.  
In 2009, a study to assess the accuracy and precision of five currently available 
blood glucose meters in South Africa was conducted (Essack et al., 2009). The study 
compared five glucometers that utilise different analytical techniques (reflectometry or 
amperometry), and all the glucometers were calibrated (Essack et al., 2009). The 
authors found that although all the devices showed satisfactory precision, there was 
substantial discordance when their results were compared to a laboratory reference 
(Essack et al., 2009). Only three out of the five glucometers fulfilled the criteria 
suggested by the International Standardisation Organisation. All meters demonstrated 
significant deviation from the American Diabetes Association guidelines, as more than 
60% of the measurements exceeded the recommended percentage of deviation (Essack 
et al., 2009).  
It is well-known that both type 1 and type 2 diabetes show a direct relationship 
between the degree of glucose control and the risk of systemic complications (M. 
Cohen, Boyle, Delaney, & Shaw, 2006). Many clinical organisations such as the 
American Diabetes Association promote the self-monitoring of blood glucose, because 
it allows diabetic patients to achieve and maintain specific glycaemic goals (M. Cohen 
et al., 2006). The variability observed with the accuracy of glucometers can impact 
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patient care in different settings, some of which include the diabetic patient on insulin in 
a home care or a clinical setting. Most of the time, glucose determinations and insulin 
adjustments are made according to glucometer readings. Inaccuracies can lead to 
misclassification of hypoglycaemic or hyperglycaemic episodes. It is, therefore, 
imperative that glucometer values are accurate and precise. Otherwise, a failure in this 
regard may lead to critical medical errors.  
The variation amongst these glucometers found in the study (Essack et al., 2009) 
were probably a result of the improper evaluation of the glucometer in the validation 
study. This suggests that there is a necessity for proper evaluation, and it is important to 
be sure that appropriate statistical methods for the validation of the instrument has been 
used in any research or clinical situation. 
If an instrument is not valid or reliable, it may lead to inappropriate conclusions. 
This will result in inaccuracy of prediction or diagnosis, and inappropriate management 
or treatment, which will definitely affect the quality of care given to a patient and, most 
importantly, inappropriate treatment might put the patient‟s life at risk. Poor quality of 
care will also jeopardise the doctor-patient relationship. Inaccurate measurements 
cannot be used as an excuse for making any mistake in the management of patients. 
Therefore it is vital to ensure the validity of an instrument, and appropriate statistical 
methods should be applied in a validation study. In other words, appropriate statistical 
methods should be used when testing agreement and reliability of an instrument.  
 
1.5 Outline of Study 
In general, this study focuses on two areas of analysis in method comparison study, 
which are agreement and reliability. To achieve the objectives of this study, this study 
was planned and conducted in five stages. The first stage is review of the literature, 
followed by a data collection and data analysis. Stage four is the synthesis of results. 
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The final stage is the discussion of findings, plus conclusions and recommendations. 
Stage 1 and stage 2 were conducted concurrently. Summary of the study outline is 
displayed in Figure 1.2. 
 
Stage 2:
Data 
Collection
Stage 1:
Review of 
Literature
Stage 5: Discussion 
Stage 3: 
Data 
Analysis
Phase I
Phase II
Systematic 
Review
Review of 
commonly 
used 
statistical 
methods to 
assess 
agreement & 
reliability
Agreement 
Analysis
Reliability 
Analysis
Systematic review 
of statistical 
method used to 
assess agreement
Systematic 
review of 
statistical method 
used to assess 
reliability
Stage 4: 
Synthesis of Result
Clinical 
Data
Simulated 
Data
 
Figure 1.2: Outline of study 
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Stage 1: Data Collection  
Data collection was performed in two phases due to limited resources and manpower. 
Phase I and phase II were conducted in different location and population. A total of 
eight variables were collected, to be used in the analysis of agreement and reliability.  
Phase I was conducted between May and August 2009. Data were collected 
from a public university health screening program and a community health screening 
program run in a small village. Variables collected during this phase includes: blood 
glucose level; systolic blood pressure (SBP); diastolic blood pressure (DBP); and heart 
rate (HR).  
Phase II was conducted between October 2009 and March 2010. Data were 
collected from a public university quit smoking clinic program and a community health 
screening program in a large shopping complex located in a city. Variables collected 
during this phase were: body weight; body temperature; peak expiratory flow rate 
(PEFR); and carbon monoxide level (CO). Details of the study population, data 
collection and data entry are described in Chapter 3. Results for the data collection are 
presented in Chapter 4.  
 
Stage 2: Review of Literature 
The literature review section is divided into two: the first part is a systematic review of 
the statistical methods used to assess agreement and reliability of medical instruments; 
the second part is the review of each statistical method found in the systematic reviews.  
 
1.5.2.1 Systematic review  
The purpose of the review is to identify the most commonly used method, to assess 
agreement and reliability of medical instruments measuring continuous variables. Two 
separate systematic reviews were performed.  
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The first review was conducted for the agreement study. The search and review 
of articles published between January 2007 and December 2009 was performed between 
March and April 2010, and analysis of the review was completed in June 2010. The 
search and review of articles for the second systematic review (i.e. the reliability study), 
was conducted between June and July 2010. Similar to the first systematic review, only 
articles published between January 2007 and December 2009 were included in this 
review. The analysis of the systematic review was completed in August 2010. A few 
issues related to the analysis in method comparison studies were found in these reviews. 
Findings from these reviews were presented at three international conferences, which 
resulted in two conference proceedings (Rafdzah Zaki, Bulgiba, Ismail, & Ismail, 2010; 
Rafdzah Zaki, Bulgiba, Nordin, Ismail, & Ismail, 2010), one full conference paper 
(Rafdzah Zaki, Nordin, Bulgiba, & Ismail, 2010), and one journal publication (R. Zaki, 
Bulgiba, Ismail, & Ismail, 2012). Details of both systematic reviews are discussed in 
Chapter 2. 
 
1.5.2.2 Review of each statistical method 
The second part of the literature review involves the review of the most commonly used 
statistical methods to assess agreement and reliability. This is a thorough review of the 
literature on the theoretical concept of each statistical method, and the suitability of each 
method for the analysis of agreement or reliability. This review is presented in Chapter 
2. 
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Stage 3: Data Analysis 
Data analysis was divided into two study areas: the analysis of agreement; and the 
analysis of reliability. Each substudy involved the analysis of original clinical data and 
simulated data. The analysis for the agreement study was performed between January 
and May 2011. The analysis for the reliability study was performed between June and 
September 2011. Results of the analyses are presented in Chapter 4. 
Learning about and familiarity with all the software used in this project also 
formed part of the preparation for the analysis. The statistical software packages used in 
this study were: SPSS 17.0, GraphPad Prism 5.02, Matlab 7.8 and MedCalc 12.1.3. The 
greatest challenge was learning the Matlab software.  
 
Stage 4: Synthesis of Results  
Stage four of this study is the synthesis of the results; the evaluation of the results before 
a detailed discussion of the findings in this study. There were few unexpected findings 
in the analysis, which resulted in extended analysis in the analysis of agreement and 
reliability.  Extended analysis for both agreement and reliability study was performed 
between December 2011 and March 2012, and the results are presented in Chapter 4. A 
few papers for publication were prepared during this stage.  
 
Stage 5: Discussion 
Finally, after taking into account all the information from the literature review and 
findings from the analysis, a discussion on the topic of research and recommendations 
were made. The discussions of findings for both agreement and reliability studies are 
presented in Chapter 5. The conclusion and recommendations are presented in Chapter 
6. 
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1.6 Contribution of Study 
This study has contributed to three important areas in the medical field. The first 
contribution is to the systematic review of statistical methods used to assess agreement 
and reliability of medical instruments measuring continuous variables. Both reviews are 
the first reviews ever of these topics. From the reviews, some issues related to method 
comparison studies were discussed, including the application of inappropriate statistical 
methods, and the importance of education in method comparison studies among medical 
professional. The second contribution is the comparison of different statistical methods 
from an extensive analysis of real clinical and simulated data. Finally, the most 
important contribution of this study is the recommendations on a few issues related to 
method comparison study. Apart from these three main contributions to the medical 
field, this study has also made a social contribution to the local community in the form 
of free health screening and consultation.  
 
1.6.1 Systematic Review of Statistical Methods Used 
One of the important contributions of this study is the systematic review of the 
statistical methods used to assess agreement and reliability. Two separate systematic 
reviews were performed as part of this study. Each review identifies the most common 
statistical methods used to assess agreement and reliability, in recent validation studies 
conducted in medicine. Both reviews are the first systematic reviews of the topics. This 
provides evidence on the most popular statistical methods used in the analysis of 
validation study in medicine, which reflects the current knowledge of statistical methods 
among medical researchers.  
Both reviews also showed that there were inappropriate applications of statistical 
methods to assess agreement and reliability in recent studies. It is important for a 
clinician or medical researcher to be aware of this issue because it would be dangerous 
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if a misleading conclusion from inappropriate statistical analysis led to the application 
of inaccurate instruments in clinical practice. This also suggests that method in 
validation study is an important area that should be explored by medical professionals, 
and should not be neglected in medical education. The issue of inappropriate analysis in 
method comparison study should also be highlighted so that the same mistakes are not 
repeated by future researchers.  
 
1.6.2 Comparison of Statistical Methods 
This study provides extensive analysis of the most commonly used statistical methods 
in the analysis of agreement and reliability, using both clinical datasets and simulated 
datasets. The results of the extensive analysis allow a comparison of the strengths and 
weaknesses of each method. This study also presents the explanation of the theoretical 
concepts behind the most commonly used statistical methods in a method comparison 
study, in plain and “non-technical” language for the benefit of the medical professional. 
In addition to comparing the most commonly used statistical methods in method 
comparison study, this study also compares the potential of the comparing slopes and y-
intercepts and the proposed method of agreement model in the analysis of agreement.  
 
 
1.6.3 Recommendation related to Method Comparison Studies 
The final contribution of this study is recommendations on a few issues related to the 
method comparison study, including how to conduct a method comparison study, and 
the importance of educating medical researchers and clinicians on method comparison 
study. The most important outcome from this study is recommendations on the most 
appropriate way to analyse data in agreement and reliability studies. Hope these 
recommendations able to solve the problem of inappropriate statistical methods in the 
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analysis of agreement and reliability. These recommendations can be found in Chapter 
6. The findings and recommendations made in this study will not only help medical 
professionals in conducting method comparison studies, but will also help them in 
appraising other people‟s studies (on deciding the validity and precision of certain 
medical instruments). 
 
1.6.4 Social Contribution 
The health screenings sessions conducted by the researcher both in the university and 
community setting during data collection has contributed to the general health and well-
being of the local community. Free health screening and consultation during the 
sessions would definitely benefit all participants. The free health screening was 
conducted by the researcher who is a qualified medical doctor. The opportunity created 
by the researcher was really appreciated by all the participants, especially the villagers.  
Most of the members in the village do not attend any regular health screening, 
and only seek medical help when they are really unwell. There were a few health 
problems detected among the participants during the screening session, including high 
blood pressure and a high blood sugar level. The opportunity was also used by the 
villagers to have a general medical consultation with the researcher. 
 
1.7 Thesis Structure 
This thesis is divided into six chapters. Chapter 1 is the introductory chapter, 
summarises the work contributed by the author, and outlines the general layout of this 
thesis. Apart from the aim and objectives of this study, this chapter also presents an 
introduction to the validation study in medicine, the concept of agreement and 
reliability, and the importance of this study area in medicine.  
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Chapter 2 presents two systematic reviews that were conducted in this project. 
First, is a systematic review of methods to assess agreement in medicine, and second, is 
a systematic review of statistical methods used to assess reliability in medicine. 
Commonly used statistical methods to assess agreement and reliability are presented, 
and each of these methods is discussed in terms of its method of calculation, 
assumptions and interpretation of the results. A proposed simple method of assessing 
agreement is also described in this chapter. 
Chapter 3 is the methodology of this study. Starting with ethical clearance and 
funding application, this chapter describes the major works involve in producing this 
project, including details of work done in data collection, data management and data 
processing for use in the research project. Problems encountered in the data collection, 
data management and processing are discussed, and solutions to these problems are 
offered.  
Chapter 4 presents the results of the data analysis. This chapter compares the 
main statistical methods used to assess agreement and reliability. Analysis of agreement 
and reliability are discussed separately under different subtopics. The performance of 
each statistical method is compared, according to the effect of sample size, proportion 
of bias in the dataset, consistency of error in the data, and the range of the dataset.  
Chapter 5 is a discussion of the comparison of all the statistical methods used to 
assess agreement and reliability. The advantages and disadvantages of each statistical 
method used to assess agreement and reliability are also discussed in this chapter.  
Finally, Chapter 6 concludes chapter and rounds up the thesis. 
Recommendations based on the work done in this thesis are presented. Furthermore, 
general aspects and recommendations for future research are also proposed. 
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1.8 Summary of Chapter 1 
This chapter contains the introduction to this study. This chapter described the 
background to this study, and introduced the topic of validation study in medicine, 
including the “agreement” and “reliability” parameters. This chapter also discussed 
problems in validation study and its implication for medical practices. Besides 
highlighting the importance of appropriate statistical analysis in medical research, this 
chapter also presented the importance of this area of study in medicine, and discussed 
the topic of agreement and reliability, as well as the objectives of the study. The outline 
of the research approach and the structure of the thesis were explained, and 
contributions of this project to the medical field are detailed. There are three main 
contributions of this thesis. The first is the systematic reviews of statistical methods 
used to assess agreement and reliability in medicine, which highlight the inappropriate 
application of statistical methods in measuring agreement and reliability. The second 
contribution is a comparison of the most commonly used statistical methods to assess 
agreement and reliability, based on extensive analysis of real clinical data and simulated 
data. Finally, the third contains recommendations on a few issues in method comparison 
study, especially recommendations on what is the best way to assess agreement and 
reliability, which should be able to guide the medical researchers and medical 
practitioners when conducting research, appraising other people‟s studies, and also in 
their daily clinical practice.  
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CHAPTER 2: REVIEW OF LITERATURE 
  
2.1 Introduction  
This chapter presents reviews and appraises the most recent, related literature to the area 
of research. Two separate systematic literature searches for method comparison studies 
are presented in this chapter: one for agreement (Section 2.2) and another for reliability 
studies (Section 2.3). These reviews look at previous validation studies in medicine. The 
main objective is to identify the most commonly used methods to assess agreement and 
reliability of medical instruments that measure continuous variables in recent studies. 
Details of the most commonly used statistical methods for agreement and reliability are 
discussed in each section, and covers the methods of calculation, assumption, 
interpretation of the results and suitability to assess agreement or reliability, where 
applicable.  
Issues regarding the methods in the analysis of method comparison study are 
discussed in Section 2.4. Later in this chapter (Section 2.5), the theoretical concept of 
proposed statistical method for assessing agreement, based on analysis of linear 
regression lines, is briefly discussed. However, the suitability of this method will be 
tested later in data analysis (Chapter 4). Section 2.6 summarises recent evidence of the 
highlighted problems discussed in Chapter 1, and re-emphasises the importance of this 
research in medicine.  
 
2.2 Methods of Measuring Agreement 
2.2.1 Systematic Review of Methods Used to Assess Agreement  
The purpose of this section is to review the statistical methods used to measure 
agreement of equipment measuring continuous variables in the medical literature. So 
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far, no other study has been designed specifically to look at this issue. This review aims 
to identify statistical methods used to assess the agreement of equipment measuring 
continuous variables in recent studies (in medicine). This will reflect the statistical 
knowledge of method comparison studies among medical researchers. Moreover, the 
proportion of various statistical methods found in this review will reflect the proportion 
of medical instruments that have been validated, using those particular statistical 
methods in current clinical practice. Therefore, this review only includes the most recent 
articles which were published from 2007 to 2009. An Internet-based search was used, 
and only full text articles were included in this review. Unpublished articles were not 
considered. This review follows the standards as suggested in the PRISMA statement 
(Moher, Liberati, Tetzlaff, Altman, & The PRISMA Group, 2009). The PRISMA 
checklist for this systematic review is attached as Appendix I. 
 
2.2.1.1. Literature search and study selection 
The search for articles was performed in January 2010, from five main medical 
databases (Medline [EBSCOhost], Ovid, PubMed, Scopus and Science Direct) for 
studies investigating the agreement of instruments or equipment in medicine, and 
published in journals between January 2007 and December 2009. Since the focus of this 
research is on the method of validation study for medical instrument with continuous 
variables, only studies that investigated the agreement of equipment measuring 
continuous variables were included in this review. A Boolean search was performed on 
each database using the search term: Agreement AND (validation OR “comparison 
study”). The search was limited to the medical field (including dentistry), studies 
involving human subjects, and articles written in English. 
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Table 2.1 presents the summary of the literature search. Initial search limitations 
were based on the search system of each database. All citations and abstracts were 
exported to the Endnote software, and then a search for duplicates was performed. Any 
studies with qualitative or categorical data, studies with different units of outcomes, and 
association studies were excluded. The study selection process is summarised in Figure 
2.1.  
 
Table 2.1: Systematic search of article 
Database Search limitation 
according to database 
Search 
Term/strategy 
Total 
hits 
Total  
Ovid January 2007–
December 2009 
English 
Human 
Full text 
 
#1 Agreement 
#2 Validation Study 
#3 Comparison 
Study 
1,766 
51 
146 
 
 
#1 AND (#2 OR #3) 1 
Scopus Year 2007–2009 
English 
Medicine (subject area) 
Article (document type) 
 
#1 Agreement 
#2 Validation study 
#3 Comparison study 
11,184 
5,501 
1,394 
 
#1 AND (#2 OR #3) 558 
Medline 
(EBSCO
host) 
January 2007–
December 2009 
Full text 
#1 Agreement 
#2 Validation study 
#3 Comparison study 
128,133 
4,257 
1,968 
 
#1 AND (#2 OR #3) 
 
941 
Science 
Direct 
Year 2007–2009 
Medical & Dentistry 
(subject area) 
Journal article 
(document type) 
Search term: 
Agreement AND 
(“validation study” 
OR “comparison 
study”) 
 
 
 
 
1,654 
PubMed Year 2007–2009 
English 
Human 
Full text 
#1 Agreement 
#2 Validation study 
#3 Comparison study 
11,008 
622 
299 
 
#1 AND (#2 OR #3) 
 
106 
  TOTAL  3,260 
                                                                                                            Review of Literature 
 
28 
  
 
Figure 2.1: Flow chart of the final study selection 
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2.2.1.2 Data extraction and analysis 
Information on the year of publication and journal types was extracted from each article. 
The journal types were divided into five areas: medicine (including emergency and 
critical care medicine); surgery; radiology; nutrition; and others. Information on the 
statistical methods used to assess agreement were determined according to the stated 
statistical analysis under the method section, and also by identifying which statistical 
method(s) influenced the author‟s conclusion on the agreement.  
Data were analysed using SPSS 17.0 software. Descriptive analysis of the 
characteristic of studies and statistical methods used were performed. Univariate 
analysis was performed between statistical methods used and covariates (journal type, 
year of publication, and online databases), using Chi-square test and Fisher‟s exact test 
(where appropriate). Probability value (p-value) of <0.05 was considered to be 
significant. 
 
2.2.1.3 Findings from the systematic review of agreement studies 
a. Characteristics 
Of the 210 articles reviewed, 70 were published in 2007, 70 in 2008, and 70 in 2009. Of 
these, 88 (42%) of the articles were obtained from the Science Direct database, 51 
(24%) from the Medline database, 48 (23%) from the Scopus database, and 23 (11%) 
from the PubMed database. Most of the studies (72, or 34%) were published in medical 
journals, 30 (14%) in nutritional related journals, 29 (14%) in radiological journals, 28 
(13%) in surgical journals, and the rest from other areas (such as public health, 
ophthalmology, biomedical, psychology, and dentistry). 
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b. Statistical Method used 
Overall, 117 articles (56%) used a single method to assess agreement, while 93 articles 
(44%) used multiple (2 or more) methods. The five most popular statistical methods 
used to assess agreement in the 210 reviewed articles are summarised in Table 2.2. Most 
of the articles (178 articles or 85%) have used the Bland-Altman Limits of Agreement 
method to measure the agreement of equipments. Out of the 178 articles, 99 studies 
(56%) used the Bland-Altman method alone to assess agreement and the remainder (79, 
or 44%) used a combination of Bland-Altman method and another method. Only 62 or 
30% of agreement studies also assessed reliability. The Bland-Altman method is 
popular for most specialties in medicine especially in radiology (see Table 2.3).  
Twenty articles (10%) used clearly inappropriate methods in their study. These 
articles (Ahn & Garruto, 2008; Ahn et al., 2007; Allen, Wallace, Larson, Sheppard, & 
Liu, 2007; Anderst, Zauel, Bishop, Demps, & Tashman, 2009; Andrieux, Kilinc, Perrin, 
& Campos-Gimenez, 2008; Barthelemy, Gregor, Krejci, Wataha, & Bouillaguet, 2009; 
Camara et al., 2008; Chovel Cuervo, Sterling, Abreu Nicot, García Rodríguez, & 
Rodríguez García, 2008; Cuker et al., 2009; Di Noia & Contento, 2009; Hacihaliloglu, 
Abugharbieh, Hodgson, & Rohling, 2009; Hof et al., 2008; Jaffrin & Morel, 2008; 
Mündermann, Dyrby, & Andriacchi, 2008; Naidu, Panchik, & Chinchilli, 2009; Reis, 
Aniceto, Aguiar, Simao, & Segurado, 2007; Satia & Galanko, 2007; Satia, Watters, & 
Galanko, 2009; Shuaibi, Sevenhuysen, & House, 2008; Ten Boekel et al., 2007) used 
either the correlation coefficient, coefficient of determination, comparison of means, or 
a combination of these methods in the analysis of agreement. No significant association 
was found between the statistical methods used and the year of publication (p = 0.62), 
electronic database (p = 0.06), and type of journal (p = 0.42).  
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Table 2.2: Most popular statistical methods used to assess agreement in medicine 
 
Statistical Method 
Used 
 Number of 
method used 
in all the 
210 articles 
n (%) 
 
Number of method used according to 
year of publication 
 
 
1. Bland-Altman 
method (limits 
of agreement) 
 
2. Correlation 
coefficient (r) 
 
3. Compare mean/ 
Significant test  
 
4. Compare slope 
and intercept 
 
5. Intra-class 
Correlation 
Coefficient 
 
 
 
 
Yes 
No 
 
Yes 
No 
 
Yes 
No 
 
Yes 
No 
 
Yes 
No 
 
 
 
178 (85%) 
32 (15%) 
 
58 (28%) 
152 (72%) 
 
38 (18%) 
172 (82%) 
 
13 (6%) 
197 (94%) 
 
14 (7%) 
196 (93%) 
2007 
(n=70) 
 
62 (89%) 
8 (11%) 
 
21 (30%) 
49 (70%) 
 
9 (13%) 
61 (87%) 
 
7 (10%) 
63 (90%) 
 
1 (1%) 
69 (99%) 
2008 
(n=70) 
 
59 (84%) 
11 (16%) 
 
24 (34%) 
46 (66%) 
 
15 (21%) 
55 (79%) 
 
4 (6%) 
66 (94%) 
 
6 (9%) 
64 (91%) 
 
2009 
(n=70) 
 
57 (81%) 
13 (19%) 
 
13 (19%) 
57 (81%) 
 
14 (20%) 
56 (80%) 
 
2 (3%) 
68 (97%) 
 
7 (10%) 
63 (90%) 
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Table 2.3: Top five statistical methods used to assess agreement according to area of 
specialty in medicine 
 
Statistical 
Method Used 
 
Number of article 
using the method, n 
(%) 
Medicine (N = 29) 
1. Bland-Altman Limits of Agreement 
2. Correlation coefficient (r) 
3. Compare slope or/and intercept 
4. Intra-class Correlation Coefficient 
5. Compare mean/ Significant test 
 
24 (83%) 
6 (21%) 
4 (14%) 
3 (10%) 
2 (7%) 
Surgery (N = 25) 
1. Bland-Altman Limits of Agreement 
2. Correlation coefficient (r) 
3. Compare mean/ Significant test 
4. Intra-class Correlation Coefficient 
5. Percentage of error 
 
21 (84%) 
8 (32%) 
5 (20%) 
4 (16%) 
1 (4%) 
Radiology (N = 29) 
1. Bland-Altman Limits of Agreement 
2. Correlation coefficient (r) 
3. Compare mean/ Significant test 
4. Intra-class Correlation Coefficient  
5. Compare slope / intercept 
 
26 (90%) 
6 (21%) 
6 (21%) 
3 (10%) 
2 (7%) 
Nutrition (N = 30) 
1. Bland-Altman Limits of Agreement 
2. Correlation coefficient (r) 
3. Coefficient of determination (r2) 
4. Compare mean/Significant test 
5. Compare slope or/and intercept 
 
25 (83%) 
13 (43%) 
4 (13%) 
4 (13%) 
4 (13%) 
N = Total number of studies retrieved for each specialty, n = number of studies, % = percentage 
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2.2.2 Review of Most Commonly Used Methods to Assess Agreement 
 
2.2.2.1 Bland-Altman Limits of Agreement 
In 1983, Bland and Altman introduced Limits of Agreement (LoA) to quantify 
agreement (Altman & Bland, 1983). Bland and Altman (Bland & Altman, 1987) stated 
that it is very unlikely for two different methods or instruments to be exactly in 
agreement, or give identical results for all individuals. However, what is important is 
how close the values obtained by the new method (predicted values) are to the gold 
standard method (actual values). This is because a very small difference in the predicted 
and the actual value will not have an effect on decisions of patient management (Bland 
& Altman, 1987). So they started with an estimation of the difference between 
measurements by two methods or instruments (Bland & Altman, 1987).  
 To construct Limits of Agreement, first we need to calculate the mean and 
standard deviation of these differences. The formula for Limits of Agreement (LoA) is 
given as (Bland & Altman, 1987):  
 
                                                                
 
So, 95% of differences should lie within these limits. To illustrate this, we can use the 
data from Table 2.4 (adapted from Table 12.5, Interpretation and Uses of Medical 
Statistics) (Daly & Bourke, 2000), which compared the values from the glucometer and 
laboratory. If we apply the data from Table 2.4, the first step of the analysis is to 
calculate the difference and mean. The mean difference for the data is -0.28mmol/l, and 
the standard deviation of difference is 0.27mmol/l. This makes the LoA = -0.81mmol/l 
to 0.26mmol/l. 
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Table 2.4: Hypothetical data of blood glucose level from a glucometer and laboratory.  
Patient Lab Value (L) Glucometer (G) G–L Mean 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
10.20 
8.20 
8.70 
9.60 
9.60 
8.20 
9.40 
7.00 
6.60 
10.80 
10.20 
8.00 
8.05 
9.70 
9.05 
8.15 
8.80 
6.55 
6.55 
10.50 
0.00 
-0.20 
-0.65 
0.10 
-0.55 
-0.05 
-0.60 
-0.45 
-0.05 
-0.30 
10.20 
8.10 
8.38 
9.65 
9.33 
8.18 
9.10 
6.78 
6.58 
10.65 
 
 
a. Interpretation of Limits of Agreement 
Limits of Agreement give us the range of how much one method is likely to differ from 
another. So it is all about the differences. If we are testing a new method B against the 
old method A, and the difference is calculated from A–B, then a positive value of limits 
of agreement means A>B, or new method B underestimates the new method A. If a 
negative value of limits of agreement means A<B, or the new method B overestimates 
the old method A. So, the result of Bland-Altman analysis between glucometer and 
laboratory values (Table 2.4) can be shown as follows: 
Differences = Glucometer – Laboratory 
Mean difference = -0.28 mmol/l 
Limits of Agreement = -0.81mmol/l to 0.26mmol/l 
 
This means that, on average, the glucometer measures 0.28 mmol/l less than the 
laboratory. Also, 95% of the time the glucometer reading will be somewhere between 
0.81mmol/L below and 0.26mmol/l above the laboratory values.  
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b. Assumptions 
The 95% Limits of Agreement is dependent on the assumptions that the mean and 
standard deviation of the differences are constant throughout the range of measurement, 
and the distribution of these differences follow approximately a normal distribution 
(Altman & Bland, 1983).  It is important to check for these assumptions (Altman & 
Bland, 1983). Altman and Bland (1983) proposed a scatter plot of the differences of two 
measurements against the average of the two measurements, and a histogram of the 
differences, to check for these assumptions (Altman & Bland, 1983). Initially, the 
scatter plot is only to check the assumption and not the analysis of agreement, but then 
it becomes a graphical presentation of agreement (see Figure 2.2).  
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Figure 2.2: The Bland-Altman Plot 
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Figure 2.3: Distribution of Differences 
 
From the histogram above (Figure 2.3), the distribution of differences is not normal. 
The assumption of the normality of differences for the data from Table 2.4 is, therefore 
not met. So the Limits of Agreement calculated previously is questionable. In the 
situation where normality is violated, Bland and Altman (Bland & Altman, 1986) 
proposed a logarithmic transformation of both measurements before analysis. The limits 
of agreement can be back-transformed to give limits for the ratio observations that lie 
above the line of equality (Bland & Altman, 1986). Bland and Altman do not 
recommend any other methods of transformation because the log transformation is the 
only transformation giving back-transformed differences, which are easy to interpret 
(Bland & Altman, 1986). 
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Table 2.5: Log transformation data 
Log of Lab 
value (Log L) 
Log of 
 Glucometer  
(Log G) 
Log G Log L      Mean 
1.01 
0.91 
0.94 
0.98 
0.98 
0.91 
0.97 
0.85 
0.82 
1.03 
 
1.01 
0.90 
0.91 
0.99 
0.96 
0.91 
0.94 
0.82 
0.82 
1.02 
 
0.00 
0.01 
0.03 
-0.01 
0.02 
0.00 
0.03 
0.03 
0.00 
0.01 
 
1.01 
0.91 
0.92 
0.98 
0.97 
0.91 
0.96 
0.83 
.82 
1.03 
 
 
 
Table 2.5 shows the transformed value of data from Table 2.4. The Bland-Altman 
Method analysis of the log transformed data is: 
Bias (Limits of Agreement) = -0.01(- 0.04 to 0.02) 
 while the back-transformed of these values is: 
Bias (Limits of Agreement) = 0.98 (0.91 to 1.05) 
 
The antilog of the difference between two values on a log scale is a dimensionless ratio 
(Bland & Altman, 1986). The limits tell us that for about 95% of cases the measurement 
of glucometer will be between 0.91 and 1.05 times the laboratory value. Thus the 
glucometer measurement may differ from the laboratory measurement by 9% below to 
5% above.  
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2.2.2.2 Correlation Coefficient 
One of the favourite approaches in measuring agreement is to calculate the correlation 
coefficient (r) (Altman & Bland, 1983; Fay, 2005; Lee, Koh, & Ong, 1989). As found in 
the review earlier in this chapter, this method is the next most popular method after the 
Bland and Altman method, used to assess agreement. The first approach in this analysis 
is to make a scatter diagram, and then to calculate product-moment correlation 
coefficient (Fay, 2005). To calculate the product moment correlation coefficient (r), 
variables for each pair of measurements are labelled as X and Y. The formula for the 
correlation coefficient r is given as: 
  
∑     
∑ ∑ 
 
  √ ∑    
 ∑  
 
   
∑    
 ∑  
 
   
 
 
If we use an example from data presented in Table 2.4 (to compare blood sugar levels 
from glucometer and laboratory values), the Pearson correlation coefficient (r) is 0.9798 
with a 95% confidence interval of 0.9139 to 0.9954, and p-value <0.0001 (analysis 
using SPSS 17.0 software). The null hypothesis here is that the measurements of blood 
glucose level by the two methods (glucometer and laboratory) are not related linearly. 
With a very small p-value, we can reject this null hypothesis and propose an alternative 
hypothesis: there is a linear relationship between the measurements of glucose level by 
the two methods (glucometer and laboratory). Some people will interpret this as being 
that there is an agreement between the two instruments. This is another mistake 
conducted by many researchers (Altman & Bland, 1983).  
Correlation is a measure of association, and only measures the strength of linear 
relationship (Fay, 2005). Strong correlation does not mean strong agreement. To 
demonstrate the inappropriate use of correlation, let‟s double the value of glucometer 
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from Table 2.4 so that it is obvious that there is no agreement between the glucometer 
and the laboratory value (see Table 2.6). Despite this, the correlation analysis of data 
from Table 2.6 will give exactly the same Pearson correlation coefficient (r) of 0.9798, 
with a similar 95% confidence interval (CI) of 0.9139 to 0.9954. Of course the two 
instruments (glucomoter and laboratory measurement) do not agree, but the correlation 
coefficient value is still very high, suggesting a strong correlation or association.  
 
Table 2.6: Hypothetical data of blood glucose value  
Lab Value Glucometer Glucometer x2 
10.20 
8.20 
8.70 
9.60 
9.60 
8.20 
9.40 
7.00 
6.60 
10.80 
10.20 
8.00 
8.05 
9.70 
9.05 
8.15 
8.80 
6.55 
6.55 
10.50 
20.40 
16.00 
16.10 
19.40 
18.10 
16.30 
17.60 
13.10 
13.10 
21.00 
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Agreement is assessing a different aspect of relationship between two 
measurements as compared to the correlation coefficient. The correlation coefficient 
reflects the noises and direction of a linear relationship (Bland, 1995; Lin, 2000). 
Perfect correlation occurs if all the points lie along any straight line (see Figure 2.4), 
and so data with poor agreement can produce a high or strong association (Bland & 
Altman, 1987). Furthermore, data covering an extensive (wide) range of values will 
appear to be more highly correlated than if it covers a narrow range (Bland & Altman, 
1987). Therefore, it is clear that correlation is not an appropriate method for testing 
agreement.  
 
 
Figure 2.4: Correlation coefficient values, and the noises and direction of a linear 
relationship (figure adapted from Pennsylvania State University online course, 2013).  
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Some people use the coefficient of determination (r
2
) parameter as a measure of 
agreement. One example of the application of this method is in a recent study 
(Hanbazaza & Mansoor, 2012) on the accuracy evaluation of point-of-care glucose 
analysers in the Saudi Arabian market. The authors compare the blood glucose readings 
from five different types of glucose analysers with the results from laboratory analysis. 
Their aim was to test the accuracy of the devices. In one of their results, the authors 
described that the Nova StatStrip device showed an excellent performance that almost 
agreed and correlated perfectly with the lab results, because the r
2
=0.99 (Hanbazaza & 
Mansoor, 2012).  
However, the use of the coefficient of determination (r
2
) is inappropriate because 
r
2 
is obtained from correlation coefficient r, which is a wrong method to measure 
agreement. Coefficient of determination (r
2
) is used to state the proportion of variance in 
the dependent variables that is explained by the regression equation or model (Daly & 
Bourke, 2000). The more closely the points are dispersed around the regression line in 
the scatter diagram, the higher the proportion of variation explained by the regression 
line, thus the greater the value of r
2
 (Fay, 2005). So it applies a similar concept to the 
correlation coefficient. 
 
2.2.2.3 Comparing means 
The third most popular method found in the systematic review (Section 2.2.1) is 
comparing means of readings from two instruments. In this method, the means of 
readings from two instruments are compared. The test of significance is then carried out 
to test the null hypothesis that there is no difference between the means of readings 
from the two instruments.  
In assessing agreement, the same measurement of similar subjects will be taken 
using different instruments. Therefore a paired t-test is usually used to test the 
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hypothesis. Here, we want to know whether the difference observed is the true 
difference or has only occurred by chance when there was really no difference in the 
population. If the difference is truly occurring, and the null hypothesis is not true, then 
the alternative hypothesis must be true. So, in this case, the alternative hypothesis is that 
there is a significant difference between the mean of reading from the two instruments.  
People have interpreted non-significance results to mean that there is not enough 
evidence to show that the two means differ (i.e. no differences), thus there is an 
agreement between the two groups, and vice versa. An example of this inappropriate 
approach is in a study conducted in Sweden on the assessment of left ventricular 
volumes, using simplified 3-D echocardiography and computed tomography 
(Mårtensson et al., 2008). However, the paired t-test with non-significant results does 
not indicate agreement. The reason for this is that the value of mean is affected by the 
value of each individual data, especially when there is an outlier. Distribution of 
differences between the instruments can lead to a difference in means being non-
significant. It is possible that poor agreement between the two instruments can be 
hidden in the distribution of differences, and thus the two methods can appear to agree 
(Daly & Bourke, 2000). To illustrate this example, we have a hypothetical dataset 
comparing the measurements from standard instrument A, with the new instruments B 
and C (Table 2.7). 
 
 
 
 
 
 
 
                                                                                                            Review of Literature 
 
43 
Table 2.7: Hypothetical dataset for instruments A, B and C 
Patient A B C 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
3 
2 
5 
4 
5 
4 
3 
2 
1 
 
From the dataset (Table 2.7), it is obvious that the two new instruments (B and C) do 
not agree with the standard instrument A. The mean and standard deviation for the three 
groups are all the same: the mean is equal to 3.0 and standard deviation is equal to 1.58. 
If we compare the readings from instruments A and B, using a paired t-test, the results 
will be: 
Mean Difference (Confidence Interval) = 0 (-1.24 to 1.24) 
Standard Deviation of Differences = 1.0 
p-value = 1.0 
So, from this analysis we can conclude that there is no difference between the mean 
reading of instruments A and B. If we are saying that non-significant results indicate an 
agreement, this suggests that there is an agreement between instruments A and B. 
However, we know that this is not true. Similarly, the result will be not significant when 
we compare the mean reading of instruments A and C, where the results will be:  
Mean Difference (Confidence Interval) = 0 (-3.93 to 3.93) 
Standard Deviation of Differences = 3.16 
p-value = 1.0 
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Again, this does not suggest that there is an agreement between instruments A and B. 
The inappropriate application of the test of significance, as a test for agreement, has also 
been discussed earlier in the article by Altman and Bland (1983). What matters in 
agreement is that each reading from the standard instrument should be repeated by the 
second instrument. We are not interested in the mean of readings by each instrument, 
but are interested in each individual reading. Therefore, comparing means using a 
significance test is not an appropriate method for assessing agreement. 
 
2.2.2.4 Intra-class correlation coefficient  
The Intra-class Correlation Coefficient or ICC, was devised initially to assess the 
relationship between variables within classes, or reliability. However, it was then used 
to assess agreement, to avoid the problem of linear relationship being mistaken for 
agreement in product moment correlation coefficient (r) (Bland & Altman, 1990; Lee et 
al., 1989). Different assignments of measurements of X and Y, in the calculation of the 
correlation coefficient (r), would produce different values of r. To overcome some of 
the limitations of the correlation coefficient (r), the ICC averages the correlations 
among all the possible ordering of the pairs (Bland & Altman, 1990). The ICC also 
extends to more than two observations, in contrast with the correlation coefficient (r) 
(Fay, 2005). In general, the ICC is a ratio of two variances: 
     
                                
                                  
 
 
The value of the ICC can theoretically vary from 0 to 1, where 0 indicates no reliability 
or disagreement in the agreement study. The ICC of 1 indicates perfect reliability, or 
perfect agreement. There are different types of ICC that have been described by Shrout 
and Fleisse (1979). McGraw and Wong (1996) expanded the Shrout and Fleiss 
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system to include two more general forms of ICC. Weir (2005) summarised different 
types of ICC, based on models introduced by Shrout and Fleiss (1979), and McGraw 
and Wong (1996) (see Table 2.8).  
 
Table 2.8: Different types of ICC 
Shrout and 
Fleiss (1979) 
Computational formula McGraw and 
Wong (1996) 
Model 
1,1 MSB-MSW 
MSB+(k-1)MSW 
 
1 1-way random 
1,k MSB-MSW 
MSB 
 
K 1-way random 
 Use 3,1 
 
C,1 2-way random 
 Use 3,k 
 
C, k 2-way random 
2,1 MSS-MSE 
(MSS+(k-1)MSE)+(k(MST-MSE)/n) 
 
A,1 2-way random 
2,k MSS-MSE 
(MSS+(k(MST-MSE)/n) 
 
A, k 2-way random 
3,1 MSS-MSE 
MSS+(k-1)MSE 
 
C,1 2-way fixed 
3,k MSS-MSE 
MSS 
 
C, k 2-way fixed 
 Use 2,1 
 
A,1 2-way fixed 
 Use 2,k A, k 2-way fixed 
MSB = between-subjects mean square; MSE = error mean square; MSS = subjects mean 
square; MST = trials mean square; MSW = within-subjects mean square. 
 
 
Shrout and Fleiss suggested three main models: model 1 is a one-way fixed 
model; model 2 is a two-way random model; and model 3 is a two-way fixed model 
(Shrout & Fleiss, 1979). The model is represented in the format of ICC (a,b). The value 
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of “a” can be 1, 2 or 3 (this depends on the three main models). For value “b”, when 
b=1, this suggests Single Measures ICC, and b=k suggests Averaged Measures ICC 
(Weir, 2005).  
In the ICC model suggested by McGraw and Wong (1996), the designation “C” 
refers to consistency and “A” refers to absolute agreement. The “A” model considers 
both fixed and systematic error, whereas the “C” model only considers fixed error 
(McGraw & Wong, 1996; Weir, 2005). 
Although a total of ten ICC models were summarised by Weir (2005) there are 
similarities in some of the ICC formula for different types of ICC (Weir, 2005). This is 
because the difference between the random model and the fixed model is not in the 
calculation, but in the interpretation of the ICC (McGraw & Wong, 1996). 
According to Shrout and Fleisse (1979), there is only one ICC that measures the 
extent of absolute agreement, and that is ICC (2,1), which is based on the two-way 
random-effects ANOVA (Analysis of Variances) (Bruton et al., 2000; Shrout & Fleiss, 
1979). This model is similar to ICC (A,1), as suggested by McGraw and Wong (1996) 
(Weir, 2005).  
 The ICC (C,1) for consistency simply compares the consistency between trials. 
For example, for the hypothetical data from Table 2.9, will produce ICC (C, 1) = 1.0, 
which is interpreted as a perfect agreement. However, the Absolute Agreement ICC, or 
ICC (A,1), compares both the consistency between trails and the agreement between 
ratings. So, the same pairs of data from Table 2.9 will produce ICC (A, 1) = 0.67, which 
suggests some degree of disagreement (or moderate agreement).  
  
                                                                                                            Review of Literature 
 
47 
Table 2.9: Hypothetical dataset of repeated measurements from instrument A 
Patient 1
st
 reading 2
nd
 reading 
1 
2 
3 
2 
4 
6 
4 
6 
8 
  
However, the use of ICC in assessing agreement has been criticised by Bland and 
Altman (1990). In testing the agreement of instruments, the new method will usually be 
compared to the standard instrument (Bland & Altman, 1990). The aim of testing is to 
ensure that the new method will produce the same measurements as the standard 
instrument (i.e. good agreement). This can also mean that the new method is designed to 
provide similar predictions of measurement as the standard instrument. So, there is clear 
ordering of the two variables, where the measurements from the standard instrument are 
usually denoted as X and measurements of the new method are denoted as Y. 
 The ICC ignores the ordering and treats both methods as a random sample from 
a population of methods (Bland & Altman, 1990). In an agreement study, there are two 
specific methods that will be compared, not two instruments chosen at random from 
some population. Another assumption in the ICC model, which is quite unjustified in 
methods comparison study, is that the measurement error of both methods has to be the 
same (Bland & Altman, 1990). The main purpose in testing agreement is to identify the 
measurement error of the new instrument in comparison to the standard instrument. 
Another issue with ICC is that it is influenced by the range of data. If the variance 
between subjects is high, the reliability will certainly appear to be high (Bruton et al., 
2000). 
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2.2.2.5 Comparing slopes and y-intercepts 
Often, in testing for agreement, the slope is tested against one. The argument is that if 
the two methods or instrument are equivalent (i.e. if it measures the same variable of the 
same subject, both instruments will give the same reading), thus the slope of the straight 
line will be one (Altman & Bland, 1983). 
Straight line equation will show the relationship between two variables, and can 
be expressed as: y = α + βx, where “y” is the predicted or expected value for any given 
value of “x”, while “α” is the intercept of the straight line with the y-axis, and “β” is the 
slope. The values of both “α” and “β” are constant. The slope “β” is also called the 
regression coefficient, and measures the amount of change in the “y” variable for a unit 
change in “x” (Fay, 2005).  
So, if instrument A measures “y”, and instrument B measures “x”, and if y=x, 
the slope of the straight line equation is equal to one. It is true that the straight line of 
y=x will always have slope of 1. However, this is not always true in reverse, because for 
a line with a slope of 1, the straight line could be y=x, or could be y= α+x. Therefore, 
testing the slope is equal to 1, is also an inappropriate method of testing agreement. 
When the test of slope is equal to 1 is significant, some people proceed to test 
the y-intercept. Theoretically, if slope is 1 and y-intercept is 0, then y will be equal to x 
(y=x). However testing both slope and intercept to assess agreement is not so popular 
compared to other methods.  
Bland and Altman (2003) suggested another approach using the linear regression 
method in the evaluation of agreement. They suggested that the old measurement (y) 
can be regressed on the new measurement (x), and then one can calculate the standard 
error of a prediction of the old value from the new (Bland & Altman, 2003). This can be 
used to estimate predicted value from old measurements for any observed value of new 
measurement, with a confidence interval, which is also known as a prediction interval 
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(Bland & Altman, 2003). If we use data from Table 2.4 as an example, we can plot the 
laboratory values against the glucometer values, and obtain the regression line and 
prediction interval (see Figure 2.5). However, as noted by Bland and Altman in their 
paper (Bland & Altman, 2003), the problem is that the prediction interval is not 
constant; it is smaller in the middle, and wider towards the extremes. This is especially 
obvious for small samples in comparison with larger sample size (Bland & Altman, 
2003). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5: Linear Regression with Prediction Interval 
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2.3 Methods of Measuring Reliability 
2.3.1 Systematic Review of Methods Used to Assess Reliability 
This is the first ever systematic review on the statistical methods used to measure 
reliability of equipment measuring continuous variables in the medical literature. The 
aim of this review is to identify statistical methods used to assess the reliability of 
medical instruments measuring continuous variables in the medical literature. The 
proportion of various statistical methods found in this review will also reflect the level 
of knowledge (as determined by the statistical tests used) on the analysis of reliability. 
This review also follows the standards as suggested in the PRISMA statement (Moher et 
al., 2009). The PRISMA checklist for this review is attached as Appendix J. 
 
2.3.1.1. Literature search and study selection 
A search for literature was performed, in May 2010, from the electronic databases 
(Medline [EBSCOhost], Ovid, PubMed, Scopus and Science Direct) for studies 
investigating the reliability of instruments or equipment in medicine, published in 
journals between January 2007 and December 2009. Only full text articles were 
included in this review, and unpublished articles were not considered. Only studies that 
investigated the reliability of equipment measuring continuous variables were included.  
The search term used was: Reliability AND (validation OR “comparison study”) 
AND medicine. The search also was limited to the medical area (including dentistry), 
studies involving human subjects, and articles written in English. Table 2.10 presents 
the summary of the literature search. All citations and abstracts were exported to the 
Endnote software, and then a search for duplicates was performed. Any studies with 
qualitative or categorical data, studies comparing instruments of different units, and 
association studies were excluded.  
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Table 2.10: Search of literature for reliability study 
Database Search criteria  Total 
hits 
No. of 
related 
titles 
No. of full 
articles 
available 
 
Ovid 
• Jan 2007–Dec 2009 
• English 
• Human 
• Full text 
 
334 
 
35 
 
23 
 
Scopus 
• Year 2007–2009 
• English 
• Medicine (subject area) 
• Article (document type) 
 
3,670 
 
133 
 
38 
 
Medline 
(EBSCOhost) 
• Jan 2007–Dec 2009 
• Full text 
• Human 
• English 
 
 
59 
 
19 
 
17 
 
Science 
Direct 
• Year 2007–2009 
• Medical & Dentistry 
(subject area) 
• Journal article (document 
type) 
 
 
1,599 
 
86 
 
84 
 
PubMed 
• 2007–2009 
• English 
• Human 
• Full text 
 
 
133 
 
9 
 
8 
  
TOTAL 
 
5,795 
 
282 
 
170 
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2.3.1.2 Data extraction and analysis 
Information on which statistical methods were used to assess reliability was extracted 
from each study. The statistical methods used were determined according to the 
information stated in the method section or the statistical analysis section, and also by 
identifying which statistical methods influenced the author‟s conclusion on the 
reliability of an instrument. Information on the year of publication and journal types was 
also extracted from each article. The journal types were divided into five areas: 
medicine (including emergency and critical care medicine); surgery; radiology; nutrition 
and others.  
Descriptive analysis of the characteristic of studies and statistical methods used 
was performed. Univariate associations between statistical methods used and covariates 
(journal type, year of publication, and online databases) were assessed using Chi-square 
test and Fisher‟s exact test (where appropriate) with p-value of <0.05 was considered to 
be significant. All analyses were performed using SPSS 17.0 software. 
 
2.3.1.4 Findings from the systematic review of reliability studies 
A total of 5,795 titles were initially identified. However, after filtering for duplicates 
5,563 titles and abstracts were reviewed. Only 282 were potentially related articles. A 
total of 170 full-text articles were reviewed. Of these, 131 articles did not meet the 
inclusion criteria, and a total of 42 articles were finally included in this review. Figure 
2.6 summarises the selection process.  
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Figure 2.6: Selection of articles in reliability study 
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Out of the 42 articles reviewed, 26 (62%) were published in 2007, 7 (17%) in 2008, and 
9 (21%) in 2009. Twelve (29%) articles were obtained from the Scopus database, 12 
(29%) from the Science Direct database, 7 (17%) from the PubMed database, 6 (14%) 
from Ovid and 5(12%) from Medline. Most of the studies (32 or 76%) were published 
in medical journals, 4 (10%) in surgical journals, 3 (7%) in radiological journals, and 3 
(7%) in dental journals. 
Most of the reviewed studies (36 or 86%) relied on a single method to assess 
reliability. Others have used a combination of two or more methods. The Intra-class 
Correlation Coefficient was the most popular method used to assess reliability and was 
used in 25 (60%) of the reviewed studies. This was followed by the comparing means (8 
or 19%), Bland-Altman Limits of Agreement (7 or 17%), and correlation coefficient (2 
or 5%). These findings are shown in Table 2.11. Thirty studies (71%) also measured 
agreement at the same time. Out of 25 studies using the ICC, only 7 (28%) studies 
reported the confidence intervals and types of ICC used. 
 
Table 2.11: Most popular statistical methods used to assess reliability in medicine 
Statistical Method Used Number of methods used according 
to year of publication 
 
1. Intra-class Correlation 
Coefficient                                     
2. Compare mean/ Mean 
difference 
3. Bland Altman method (limits 
of agreement) 
4. Correlation coefficient (r) 
2007 
6 
                                  
5                                                             
                                
5 
                               
2 
2008 
5 
                                         
2
                           
0 
                                 
0 
2009 
14 
                         
1
                           
2 
                               
0 
Total 
25 
              
8
                 
7 
             
2 
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There was significant association between the year of publication and statistical 
method used, p = 0.031 (Fisher‟s exact). The use of Bland-Altman (limits of agreement) 
in assessing reliability reduced from five in 2007 to two in 2009. The use of ICC is 
becoming more popular, increasing from six in 2007 to 14 in 2009. The use of 
correlation coefficient (r) to assess reliability was only present in 2007. This suggests 
that researchers are aware that this method is not appropriate for assessing reliability.  
Out of seven studies that used the Bland-Altman Limits of Agreement, four 
studies (Antona, Barra, Barrio, Gonzalez, & Sanchez, 2007; Boyles, Edwards, Gregory, 
Denman, & Clark, 2007; Holzinger et al., 2009; Shannon, Gregson, Stocks, Cole, & 
Main, 2009) used only the Band-Altman Limits of Agreement to measure reliability, 
two studies (Ageberg, Flenhagen, & Ljung, 2007; Maksymowych et al., 2007) used a 
combination with the ICC, and one study (Reilly K et al., 2007) used a combination 
with the correlation coefficient (r). 
Total of two studies used correlation coefficient (r) to determine reliability 
found in this review. Out of this two, one study (Reilly K et al., 2007) used a 
combination of correlation coefficient (r) and the Bland-Altman Limits of Agreement, 
and another study (Syed, Oza, Vanderby, Heiderscheit, & Anderson, 2007) used only 
the correlation coefficient to conclude on the reliability of tested instrument. Two (5%) 
studies (Pini et al., 2008; Pini, Pastori, Baccheschi, Omboni, & Parati, 2007) have 
measured reliability using only the standard deviation of mean difference.  
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2.3.2 Review of Most Commonly Used Methods to Assess Reliability 
2.3.2.1 Intra-class Correlation Coefficient 
The Intra-class Correlation Coefficient was originally proposed by Sir Ronald Aylmer 
Fisher (R. A. Fisher, 1925). He was a statistician from England, and Fisher‟s exact test 
was one of his well-known contributions to statistics (J. Fisher, 1978). The earliest ICCs 
were modifications of the Pearson Correlation Coefficient (Weir, 2005). However, the 
modern version of ICC is now calculated using variance estimates, obtained from the 
analysis of variance or ANOVA, through partitioning of the total variance between and 
within subject variance (Bruton et al., 2000).  
 
The general formula for ICC is given as (Weir, 2005): 
     
                       
          
                       
                          
   
 
 
Values obtained from ANOVA table: 
Measurement error,   
 
  Mean square of Error, MSE 
 
                      
 
  
                                                   
                  
 
 
 
 
The ICC is the most popular method used to assess reliability of medical instruments. 
There is no ordering of the repeated measures and can be applied to more than two 
repeated measurements (Streiner & Norman, 2003). As described in Section 2.2.2.4, 
ICC is a ratio of variances derived from ANOVA, so it is unit-less. The closer this ratio 
is to 1.0, the higher the reliability (Weir, 2005).  
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Suppose, for example, that we measure carbon monoxide level for ten patients 
using a same instrument three times. The hypothetical data are shown in Table 2.12. 
From the data, an ANOVA table can then be developed as in Table 2.13.  
 
Table 2.12: Hypothetical data of repeated measurements of carbon monoxide level 
Patient 1
st
 reading 2
nd
 reading 3
rd
 reading mean 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
6 
4 
2 
3 
5 
8 
5 
6 
4 
7 
7 
5 
2 
4 
4 
9 
7 
7 
6 
9 
8 
6 
2 
5 
6 
10 
9 
8 
8 
8 
7 
5 
2 
4 
5 
9 
7 
7 
6 
8 
mean 5 6 7 6 
 
 
Table 2.13: Analysis of variance summary table 
Source of variation Sum of squares Degree of freedom Mean square 
Patients 
Raters/Instrument 
Error 
114 
20 
10 
9 
2 
18 
12.67 
10 
0.56 
Total 144 29  
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From the Table 2.13 the value of ICC can be calculated: 
 
Measurement error,   
 
  MSE = 0.56 
Subject variability,   
 
  
       
                  
 
  
           
  
       
     
            
            
       
 
The interpretation is that 88 per cent of the variance in the measurements results from 
the “true” variance among patients. However, note that this is according to the 
“classical” definition of reliability. There are different forms of ICC depending on 
various assumptions or criteria as described in Section 2.2.2.4.  
Chinn (1991) recommended that any measure should have an Intra-class 
Correlation Coefficient of at least 0.6 to be useful Chinn, 1991). Rosner (Rosner, 2006) 
suggested the interpretation of ICC as shown in Table 2.14: 
 
Table 2.14: Interpretation of ICC 
ICC value Interpretation 
< 0.4 poor reliability 
0.4 ≤ ICC < 0.75 fair to good reliability 
≥ 0.75 excellent reliability 
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2.3.2.2 Comparing means/mean difference 
Second most popular method that has been used to assess reliability is to compare 
means of two sets of measurements (either using t-test or looking at the mean 
difference). Since reliability involves repeated measurement of the same subject, a 
paired t-test is usually applied. However, the paired t-test only gives information about 
differences between the means of two sets of data, and not about individual differences 
(Bruton et al., 2000). As in the explanation in Section 2.2.2.3, on assessing agreement, 
comparing means is also not a suitable method of assessing reliability. Bruton et al. 
(Bruton et al., 2000) suggested that this test is not to be used in isolation, but may be 
complemented by other methods such as the Bland-Altman agreement analysis. 
 
2.3.2.3 Bland-Altman Method  
The Bland-Altman Limits of Agreement (LoA) also has been used as a method to assess 
reliability. Bland and Altman (1986) suggested that LoA are suitable for the analysis of 
repeatability of a single measurement method. However, the use of LoA to evaluate 
reliability has been criticised, as it only estimates reliability when there are two 
observations for each subject (Bland & Altman, 1986). This breaches the concept of 
reliability, that allows repeated (more than two) numbers of observations per subject 
(Fay, 2005). Although Bland and Altman (1999) suggested methods to deal with 
multiple measurements in calculating the LoA, this method is more suitable for the 
analysis of agreement rather than reliability. They proposed calculating the mean of the 
replicated measurements by each instrument, for each subject (Bland & Altman, 1999). 
Then, these pairs of means could be used to compare the two instruments using the 
limits of agreement (Bland & Altman, 1999). 
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The use of LoA in the analysis of reliability also has been criticised by Hopkins 
(2000), who gave reasons why LoA is not the best method to use for reliability analysis 
(Hopkins, 2000). According to Hopkins (2000), the values of the LoA can result in up 
to a 21% bias, and this depends on the degrees of freedom of the reliability study (i.e. 
number of participants and trials). Furthermore, Hopkins (2000) added that LoA cannot 
be applied to the simplest situation of only one trial (e.g. a urine test for a banned 
substance in an athlete).  
 
2.3.2.4 Correlation Coefficient 
As discussed in Section 2.2.2.2, the correlation coefficient provides information about 
the association and the strength of linear relationship. Correlation will not detect any 
systematic or fixed errors, and it is possible to have two sets of scores that are highly 
correlated, but not repeatable (Bruton et al., 2000). Therefore, it is recommended that 
the correlation coefficient should not be used in isolation for measuring reliability 
(Bruton et al., 2000; Neveu, Aubas, Seguret, Kramar, & Dujols, 2006). Furthermore, the 
correlation coefficient also breaches the concept of reliability, as it only estimates 
reliability when there are only two observations for each subject (Fay, 2005).  
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2.4 Issues in Method Comparison Studies 
2.4.1 Agreement or Reliability? 
Agreement and reliability are both important in assessing the quality of instruments. An 
instrument with high agreement will not be useful if it is unreliable. Ideally, these 
parameters should be assessed together. However, earlier systematic review showed that 
this is not commonly followed in practice, especially with respect to agreement studies. 
Most of the reliability studies (71%), found in the systematic review of earlier reliability 
studies also measured agreement at the same time. However, only 30% of agreement 
studies found in the systematic review of the agreement studies assessed reliability. 
Researchers tend to focus on one aspect of quality when validating instruments, 
although there is a possibility of agreement and reliability studies being conducted 
separately for the same instrument. Nonetheless, it is important to ensure the reliability 
of the instrument first, before testing for agreement, because it is impossible to assess 
the agreement of an unreliable instrument.  
 
2.4.2 Single or Multiple methods? 
According to both systematic reviews conducted earlier in this chapter, most reliability 
studies (86%) relied on a single statistical method to assess reliability, in contrast with 
agreement studies where most of the studies (65%) used a combination of statistical 
methods (see Table 2.15). A strong case for using multiple methods in assessing 
agreement and reliability is because each statistical method has its own strengths and 
weaknesses. The usage of multiple methods has the advantage of compensating for the 
limitations of any one single method. As long as the methods chosen are appropriate for 
it purposes. Luiz and Szklo (2005) suggested that more than one statistical method to 
assess agreement may be reported usefully, since no strategy seems to be fool proof 
(Luiz & Szklo, 2005). Similarly, in reliability studies, it was suggested that no single 
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reliability estimate should be used for reliability studies, and a combination of methods 
was more likely to provide more information on the reliability of an instrument (Bruton 
et al., 2000).  
 However, another possible reason for using multiple methods is the researcher‟s 
limited understanding of the statistical methods for agreement and reliability. This is 
probably the reason for the application of multiple inappropriate statistical methods in a 
single study; for example, the use of both correlation coefficient and significance test of 
the difference between means, to test for agreement and reliability. Both of these 
methods have been clearly shown to be inappropriate statistical methods to assess 
agreement and reliability (Altman & Bland, 1983; Daly & Bourke, 2000).  
 
Table 2.15: Single versus multiple methods 
  
AGREEMENT (N=210) 
 
 
RELIABILITY (N=42) 
 
 
Overall: 
 Multiple methods 
 Single method 
 
p<0.0001 
 
 
137 (65%) 
73 (35%) 
 
 
 
6 (14%) 
36 (86%) 
 
 
 
According to year: 
2007 
 Multiple methods 
 Single method 
p=0.0002 
2008 
 Multiple methods 
 Single method 
p=0.0009
* 
2009 
 Multiple methods 
 Single method 
p<0.0001
* 
(
*Fisher‟s exact) 
 
 
n=70 
43 (61%) 
27 (39%) 
 
n=70 
46 (66%) 
24 (34%) 
 
n=70 
48 (69%) 
22 (31%) 
 
 
 
 
n=26 
6 (23%) 
20(77%) 
 
n=7 
0 
7 (100%) 
 
n=9 
0 
9 (100%) 
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2.4.3 Application of Inappropriate Statistical Methods 
The proportion of studies with inappropriate statistical methods, found in both earlier 
systematic reviews, will reflect the proportion of medical instruments that have been 
validated using inappropriate methods in current clinical practice. As found in the 
earlier systematic reviews, eight (19%) of reliability studies and twenty (10%) of 
agreement studies used inappropriate methods, which means that there is a distinct 
possibility that some medical instruments or equipment used currently were validated 
using inappropriate methods, with consequently erroneous conclusions being drawn 
from these methods. This equipment, therefore, may not be as precise or accurate as 
believed, which could, potentially, affect the management of patients, the quality of care 
given to patients and, worse, it could cost lives. Inappropriate application of statistical 
methods in method comparison studies also reflects the lack of knowledge in this area 
among medical researchers. This is alarming and it is important for clinicians or medical 
researchers to be aware of this.  
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2.4.4 Is the most popular method the best? 
2.4.4.1 Agreement Analysis 
Although the Bland-Altman Limits of Agreement is the most popular method used to 
assess agreement, there are a few issues and limitation related to it of which medical 
researchers should be aware of.  
 
a. Confidence Interval for Limits of Agreement 
Limits of agreement is actually just an estimate of the values which apply to the whole 
population (Bland & Altman, 1987). So, whatever value of limits of agreement are 
obtained from a study, they only apply to that study population. If a similar study was 
repeated in a different study population, this second sample would give different limits 
of agreement. Therefore, to infer the limits of agreement to the whole population, a 95% 
confidence interval (CI) of the upper and lower limit of agreement should be calculated, 
as suggested by Bland and Altman (Bland & Altman, 1987). The 95% confidence 
intervals can be calculated by finding the appropriate point of the t distribution with n - 
1 degrees of freedom and the standard deviation of the difference, SD (Bland & Altman, 
1987):  
CI for upper limit of agreement = Mean Bias + (1.96(SD) ± t√
    
 
);  
CI for lower limit of agreement = Mean Bias - (1.96(SD) ± t√
    
 
); 
 
However, this is rarely practised by researchers. Out of 178 papers reviewed earlier that 
used the Bland-Altman method to assess agreement, only one paper considered the 95% 
confidence interval of limits of agreement. Bland and Altman are also aware of this 
problem and regret that these confidence intervals are seldom quoted (Bland & Altman, 
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2003). Theoretically, without reporting the confidence interval, their conclusion about 
the agreement of methods measured can only be applied to the measurement during the 
research, and cannot be inferred to clinical practice.  
This issue has also been discussed in detail by Hamilton and Stamey (2007), 
who suggested that Limits of Agreement only provide a reference interval, and can be 
misleading if the Confidence Interval (CI) is not considered (Hamilton & Stamey, 
2007). They concluded that Limits of Agreement should never be used as the decisive 
factor in concluding agreement between two instruments (Hamilton & Stamey, 2007). 
 
b. Interpretation of Bland-Altman Limits of Agreement 
One of the reasons why the Bland-Altman Method is so popular is its simplicity (M. D. 
Cohen & Jennings, 2002). Although the interpretation of limits of agreement seems to 
be simple and easy, medical researcher should be aware of the appropriate way of 
interpreting the Bland-Altman analysis. Mistakes or inappropriate interpretation of 
limits of agreement can occur as found in the following published article.  
In 2005, a study tested the agreement of three peak flow meters (A, B and C) 
using three statistical methods (Pearson‟s Correlation Coefficient, t-test, and the Bland-
Altman method) (Nazir et al., 2005). For peak flow meters A and B, the limits of 
agreement were found to be 40 l/min to 60 l/min. The authors interpreted this as the 
differences between peak flow meter A and B to range from 40–60 l/min (Nazir et al., 
2005). They did not comment whether peak flow B would overestimate the value of 
peak flow A, which is the most important clinical finding desired. Furthermore, the 
overall conclusions on the agreement of the peak flow meters were made based on a 
paired t-test. 
In fact Bland and Altman themselves made a mistake in the interpretation of the 
limits of agreement in one of their earlier publications (Bland & Altman, 1987), where 
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they compared the readings between a large peak flow meter (PEFR) and mini peak 
flow meter. By plotting the difference (Large PEFR – mini PEFR) against the mean, the 
upper limit of agreement was 75.5 l/min and the lower limit of agreement was -79.7 
l/min (Bland & Altman, 1987). Their interpretation was that the mini peak flow meter 
may be 80.0 l/min below or 76.0 l/min above the large peak flow meter. However, 
because the difference was calculated from Large PEFR – mini PEFR, the positive 
difference means that the mini PEFR underestimates the large PEFR, and the negative 
difference means that the mini PEFR overestimates the large PEFR. So, the appropriate 
interpretation should be that the mini PEFR may be 80.0 l/min above or 76.0 l/min 
below the large PEFR.  
Thus, a mix of negative and positive values of limits of agreement might confuse 
some researchers. In addition, imagine if we apply the 95% confidence interval for the 
limits of agreement. This would create further confusion and make the Bland-Altman 
method appear to not be as straightforward as originally thought. Therefore, medical 
researcher should put an effort to really understand this method and interpret the result 
appropriately.  
 
c. Proportional Bias  
Hopkins (2004) demonstrated that the Bland-Altman plot indicates incorrectly that there 
is a systematic bias in the relationship between two measures (Hopkins, 2004). Using a 
fixedly generated data, Hopkins clearly showed the proportional bias produced in the 
Bland-Altman plot, but not in the regression (ordinary least squares method) analysis. If 
a slope of regression line fitted to the Bland-Altman plot differs significantly from zero, 
it is argued that proportional bias exists (Ludbrook, 2002). Using randomly generated 
data, Hopkins showed that proportional bias was produced in the Bland-Altman plot, 
but not in the regression (ordinary least squares method) analysis, and concluded that 
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the Bland-Altman plot should not be used to make conclusions about bias for any 
instrument (Hopkins, 2004). He added that bias in the Bland-Altman plots was not 
restricted to calibrated instruments, but could arise as an artefact of random error 
between measures that have not been calibrated (Hopkins, 2004). Commenting on 
Hopkins‟ article, Batterham (2004) favoured the ordinary least squares regression 
technique, rather than the Bland-Altman limits of agreement (Batterham, 2004). 
However, Ludbrook (2002) claimed that the presence of bias in the analysis was 
a result of some kind of statistical assumption, and suggested that an approach using 
least-products regression to fit the regression line in the Bland-Altman plot apparently 
eliminated the bias problem in Bland-Altman plots (Ludbrook, 2002).  
The main concern about the proportional bias is that this will result in artefactual 
bias in the prediction. The predicted bias will consist of artefact and real bias, which 
cannot be differentiated by the researcher (Hopkins, 2004). It is recommended that a 
linear regression line should be fitted to the Bland-Altman plot, and the use of ordinary 
least squares regression analysis to test for the proportional bias is accepted (Ludbrook, 
2002). If the slopes of the line are not significantly different from zero then the 
proportional bias is absent.  
 
2.4.4.2 Reliability Analysis 
Intra-class Correlation Coefficient or ICC is the most popular method used to assess the 
reliability of medical instruments. There are a few concerns regarding the application of 
ICC in evaluating reliability: 
 
a. Choosing appropriate type of ICC 
There are different types of ICC, and confusion exists regarding which ICC to use 
(Weir, 2005). Muller and Buttner (2004) demonstrated that different types of ICC may 
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result in quite different values for the same dataset, under the same sampling theory 
(Muller & Buttner, 1994). So it is important to determine which type of ICC is suitable, 
depending on the purpose of the analysis. Weir (2005) suggested some issues that 
should be considered when choosing an ICC test: 
(a) One- or two-way model: 
 For the one-way model each subject is assumed to be assessed by different 
raters, and the raters are also assumed to be selected from the population. This 
model allows for situations where all subjects are not rated by all raters. In this 
model, all sources of error are lumped together. A one-way model should be 
considered when information on which raters rated the subject is not known 
(Weir, 2005). 
 The two-way model assumes that each subject was assessed by the same raters, 
and requires raters to be crossed with subjects (i.e. each rater rates all subjects). 
The two-way model allows the error to be devised into random and fixed errors 
(Shoukri & Pause, 1999; Weir, 2005).  
 
(b) Random- or fixed-effect model 
  In a fixed-effects model, the levels of variable are fixed or specified in advance 
(Rosner, 2006). The fixed factor is considered when all levels of the factor of 
interest are included in the analysis. Raters are considered as fixed effects, but 
items/subjects are treated as random effects (no generalization beyond the 
sample). So, there is no attempt to generalise the result on reliability (Weir, 
2005).  
 Under a random-effects model, both factors (raters and items/subjects) are 
viewed as random effects (Rosner, 2006). Random factor is considered when the 
analysis is to be generalised to other levels (Weir, 2005). 
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(c) Single or mean score (Weir, 2005): 
 Single Measures ICC should be reported if only a single measure on a subject 
was taken. 
  If two or more trials were measured on a subject, then Average Measures ICC 
should be reported. The Averaged Measures ICC will always be higher than the 
Single Measures ICC 
 
b. Between-subjects variability 
The ICC is influenced greatly by between-subjects variability. If the ICC is applied to 
data from a group of individuals with a wide range of the measured characteristics, the 
value of the ICC will indicate higher reliability, compared to the same analysis when 
applied to a group of data with a narrow range of the same characteristic (Weir, 2005). 
However, according to Weir (2005) this is an unfair criticism, because the ICC is not 
meant to provide an index of absolute measurement error (Weir, 2005). In general, the 
ICC is a ratio and does not quantify precision. 
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2.5 Proposed Method of Measuring Agreement 
Simplicity, practicality (or interpretability), and ability of a certain method to detect 
systematic bias are among the important factors when choosing a method to evaluate 
agreement (Luiz & Szklo, 2005). While detecting bias has been the main focus, 
simplicity and practicality are also important, because the analysis will also be used and 
interpreted by non-statistical audiences (for example medical researchers and 
clinicians). This has contributed to the popularity of the Bland-Altman method (Luiz & 
Szklo, 2005). However, with the limitation of Bland-Altman method (as discussed in 
Section 2.4.4.1), there is a need for an alternative approach in evaluating agreement.   
 
2.5.1 Comparison of slopes and y-intercepts 
In this study, a method of measuring agreement, based on the comparison of slopes and 
y-intercept, will be explored. This consists of a comparison of a linear regression line 
(y=α+βx) with the line of agreement (y=x). A linear regression equation is used to 
predict the “y” value from the value of “x”.  
Regression is a method used for estimating the numerical relationship between 
variables (McPhillips-Tangum, Aubert, Bailey, & Koplan, 1997), and will give the 
“best-fit” line to the set of data points plotted in a scatter diagram. This line is called a 
regression line (Fay, 2005). The corresponding equation to the regression line is called 
a regression equation (Fay, 2005). The most popular method to fit a linear regression 
line is the Ordinary Least Square (OLS) method, first introduced by Adrien Marie 
Legendre, a French mathematician, in 1805 (Zar, 2010). Although the German 
mathematician Carl Friedrich Gauss claimed that he had used the method at least ten 
years before that, the term “least squares” is credited to Legendre‟s publication of 1805 
(Zar, 2010).  
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The OLS method minimises the sum of squared vertical distances between the 
observed values in the dataset, and the predicted values by the linear approximation 
(Zar, 2010). The use of OLS regression for comparing methods of measurement has 
been criticised by Ludbrook (2000) who pointed out two main reasons why OLS is not 
appropriate. Firstly, the assumption of OLS regression that the values of the predicted 
“y” variable are attended by fixed error, and the values of the predictor “x” variable are 
fixed in advanced (i.e. without fixed error), was rarely met in method comparison 
studies (John.  Ludbrook, 2002). Secondly, the values of “y” variable are regarded as 
the “gold standard” or the “benchmark”. Ludbrook claimed that when two methods are 
compared in methods comparison study, neither method can be considered as the 
benchmark (John.  Ludbrook, 2002). To solve these issues, Ludbrook suggested the use 
of Ordinary Least Product (OLP) instead (John.  Ludbrook, 2002). 
However, it seems that Ludbrook misunderstood the concept of method 
comparison studies. One of the main purposes of conducting the methods comparison 
study is to ensure that the new instrument or method is able to provide similar 
measurements or predictions as the standard instrument, or currently used instrument. 
So, the measurement from the standard instrument will definitely be the referral or 
standard measurement (the predictor “x”), and the value of “y” from the new or tested 
instrument is the predicted value, and dependent on the standard value “x”. Hopkins 
(2004) and Batterham (2004) also favoured OLS rather than OLP regression for 
application in method comparison studies (Batterham, 2004; Hopkins, 2004). Therefore, 
theoretically the use of OLS regression is suitable to be applied in the analysis in 
method comparison study. 
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Perfect agreement occurs when two instruments measuring the same variable of 
the same subject, produce a similar result. If “y” is the value from a new instrument, and 
“x” is the value from the standard instrument, plotting the value of y against x will 
produce a line with linear equation of:       ; where   
∑  
∑  
  and   
∑ 
 
 
  (
∑ 
 
) (Zar, 2010).  
In the situation of perfect agreement, where     then the line will have a 
slope    , and intercept    . The straight line (      ) can be compared with 
the line of agreement (   ), and any differences in the intercept and slope can be 
tested. If there is no difference between the two lines, this means that the two 
instruments agree.  
This is very similar to the concept that was suggested by Passing and Bablok 
(1983), who described a method based on linear regression procedure, with no special 
assumptions on the distribution of the samples and the measurement errors (Passing & 
Bablok, 1983). The Passing and Bablok method does not depend on the assignment of 
the methods to X and Y. They calculated the slope and intercept with  95% confidence 
intervals, and these confidence intervals were then used to test if there was any 
difference between slope and 1, and between intercept and 0. However, their method is 
not so popular. 
 
To compare the linear regression lines, one first needs to compute the two 
straight lines            and           . Then, the next step is to compare the 
slopes of the two regression lines, by testing the null hypothesis (H0): the two slopes are 
identical ( β1= β2=1). If the p-value <0.05, then the lines are significantly different. So, 
there is no point in comparing the intercepts because the lines are clearly not the same. 
Thus, this suggests that there is no agreement between the two instruments or methods.  
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In the situation of p-value >0.05, this means that the slopes are not significantly 
different. If the slopes are indistinguishable, this suggests that the lines could be parallel 
with distinct intercepts, or the lines could be identical, with the same slopes and 
intercepts. So, the next step is to test the null hypothesis (H0): the two intercepts are 
identical (i.e. the intercept = 0). If the p-value for this test is <0.05, this suggests that 
there is a significant difference in the intercept of the two lines. This means that the 
lines are not the same (they are distinct but parallel). If p-value is >0.05, then there is no 
evidence that can suggest that the lines are different.  
 
2.5.1.1 Comparing Slopes 
a. Student’s t-test 
A simple method of testing the null hypothesis about the equality of two slopes 
         involves the use of Student‟s t-test (Zar, 2010). In the case of comparing 
with the line of agreement β2 = 1. The test statistics is:  
   
     
      
  
where,  
         standard error of the difference between slopes 
         √
     
   
 ∑    
 
     
   
 ∑    
 
   
 
 
                             
                             
                              
                           
 
             ∑   
 ∑    
∑  
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The critical value of t for this test has                degree of freedom, or the 
critical value                       
 
If H0 is not rejected, then the common regression coefficient can be calculated: 
                   
 ∑      ∑    
 ∑      ∑    
  
 
 
To demonstrate this, an example of analysis from (Zar, 2010) is given below: 
H0: β1 = β2 
H1: β1 ≠ β2 
Group 1 
   = 26     ∑ 
   =1470.8712           ∑ 
   =13299.5296  
 ∑    = 4363.1627         
β1= 4363.1627/1470.8712 = 2.97 
Residual SS1 = 13299.5296 – [(4363.1627)
2
/1470.8712] = 356.7317 
Residual DF1 = 26 – 2 = 24 
 
Group 2 
n2 = 30         ∑     =2272.4750     ∑  
   =10964.0947  
 ∑    =4928.8100  
β2= 4928.81/2272.48= 2.17 
Residual SS2 = 10964.0947 – [(4928.8100)
2
/2272.4750] = 273.9142 
Residual DF2 = 30 – 2 = 28 
 
The pooled residual mean square,    
 
 
= (356.7317 + 273.9142)/(24 + 28) = 12.1278 
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Standard error of the difference between slopes,  
       = √                                           = 0.1165 
t =   (2.97 – 2.17)/0.1165 = 6.867 
v = 24 + 28 = 52 
Reject H0 if  | |              
           = 2.007; therefore reject H0 (p-value < 0.001) 
 
b. Analysis of covariance (ANCOVA) 
Analysis of covariance (ANCOVA) can also be used to compare two lines where H0: β1 
= β2 and H1: β1 ≠ β2 (T. P. Smith, 2012). This analysis also can be used if the slopes of 
more than two lines are to be compared (Zar, 2010). The basic caculation require 
quantities already computed: ∑x2, ∑xy, ∑y2 (i.e. total sums of squares, SS ), and the 
residual SS and degree of freedom (DF) for each line, as shown in the Table 2.16 (Zar, 
2010). 
 
Table 2.16: Calculation for testing for significant differences among slopes  
 ∑x2 ∑xy ∑y2 Residual SS Residual DF 
Regression 1 
 
 
Regression 2 
. 
. 
. 
Regression k 
 
 
Pooled regression 
 
 
Common 
regression 
 
Total regression 
A1 
 
 
A2 
. 
. 
. 
Ak 
 
 
 
 
 
 
AC = ∑   
 
    
 
 
At 
B1 
 
 
B2 
. 
. 
. 
Bk 
 
 
 
 
 
 
BC = ∑   
 
    
 
 
Bt 
C1 
 
 
C2 
. 
. 
. 
Ck 
 
 
 
 
 
 
CC = ∑   
 
    
 
 
Ct 
SS1 = C1 - 
  
 
  
 
 
SS2 = C2 - 
  
 
  
 
 
 
SSk = Ck - 
  
 
  
 
 
 
SSp = ∑    
 
    
 
 
SSC = CC - 
  
 
  
 
 
 
SSt = Ct - 
  
 
  
 
DF1 = n1 – 2 
 
 
DF2 = n2 – 2 
 
 
 
DFk = nk - 2 
 
 
DFp = ∑     
 
    
 
 
 
DFC = ∑   
 
    – k - 1 
 
 
DFt = ∑   
 
    – 2  
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 F-test then can be used to test the null hypothesis (Zar, 2010): 
F =  
 
        
   
 
   
   
   
This can be demonstrated using data from Table 2.17. Tabe 2.18 can be build based on 
formula descrbed by Zar (2010) and Lowry (2012) (Lowry, 2012; Zar, 2010) :  
 
Table 2.17: Hypothetical data to demonstrate ANCOVA 
 X Y1 Y2 
1 
2 
3 
4 
5 
6 
12.9 
16.0 
20.1 
22.5 
25.0 
27.5 
4.44 
4.02 
3.68 
3.02 
2.65 
2.21 
4.81 
3.99 
3.68 
2.93 
2.91 
2.58 
Mean 
Sum 
20.67 
124 
3.337 
20.02 
3.483 
20.9 
 
Table 2.18: ANCOVA table  
 DF SSX2 SSXY SSY2 Residual SS 
Regression 1 
Regression 2 
Pooled 
regression 
Common 
regression 
 
Total 
regression 
4 
4 
8 
 
9 
 
10 
151.33 
151.33 
- 
 
302.66 
 
302.66 
-23.2067 
-22.4533 
- 
 
-45.66 
 
-45.48 
3.6399 
3.5083 
- 
 
7.1482 
 
7.2128 
0.0811 
0.1768 
0.2579 
 
0.2598 
 
0.3244 
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F =  
 
        
   
 
   
   
   = 
             
      
 
 = 0.0589 
As F=0.00589, DFn = 1, DFd = 8, p > 0.50, therefore do not reject H0 
 
2.5.1.2 Comparing intercepts 
a. Student’s t-test 
To test the null hypothesis about the equality of two intercepts (H0: α1=α2). In the case 
of comparing with the line of agreement, α2 = 1. The test statistic is (Zar, 2010):  
t =  
  ̅    ̅       ̅   ̅  
√    
 
 
(
 
  
  
 
  
  
  ̅   ̅  
 
  
)
       
 
where, 
   ̅ = mean Y 
 ̅ = mean X 
  = regression coefficient for common regression 
   
 
 
 = residual MS for common regression 
   
   
 
 SSc = residual SS for common regression      
  
 
  
 
    = sum of squares of Y for common regression  ∑ 
     ∑ 
     
    = sum of crossproducts for common regression  ∑      ∑     
    = sum of squares of X for common regression  ∑ 
     ∑ 
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Example of analysis (Zar, 2010): 
 Group 1 
 n=13  ̅=54.65  ̅=170.23 ∑  = 1012.1923 ∑   =1585.3385
 ∑  =2618.3077 β=1.57  α=84.6  residual SS=135.2833 
 residual DF=11 
 
Group 2 
 n=15  ̅=56.93  ̅=162.93 ∑  = 1659.4333 ∑   =2475.4333
 ∑  =3848.9333 β=1.49  α=78.0  residual SS=156.2449 
 residual DF=13 
 
Slope test: 
 H0: β1 = β2 
 H1: β1 ≠ β2 
 t = 0.575, v = 24 
            = 2.064; therefore do not reject H0 (p-value = 0.57) 
 
Test for intercept: 
 H0: α1 = α 2 
 H1: α 1 ≠ α 2 
  Ac = 1012.1923 + 1659.4333 = 2671.6256 
  Bc = 1585.3385 + 2475.4333 = 4060.7718 
  Cc = 2618.3077 + 3848.9333 = 6467.2410 
  Βc = 4060.7718//2671.6256 = 1.520 
SSc = 6467.2410 – (4060.7718)
2
/2671.6256 = 295.0185 
DFc = 13 + 15 - 3 = 25 
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= 295.0185/25 = 11.8007 
  
       –        –           –            
√       (
 
  
  
 
  
  
              
         
)
  
     
      
 8.218 
            = 2.060; therefore reject H0 (p-value < 0.001) 
  
b. Analysis of covariance (ANCOVA) 
ANCOVA also can be used for testing whether the elevations are equal for two 
regression lines. The null hypothesis is that the elevations are equal (i.e. the lines 
coincide) while the alternative hypothesis is that the elevations are not equal (i.e. the 
lines do not coincide) (T. P. Smith, 2012). The test statistic for testing the null 
hypothesis is given as (Zar, 2010): 
F =  
 
        
   
 
   
   
 
Using the same information from Table 2.17 and Table 2.18,  
F =  
             
      
 
 = 2.2379 
As F=2.2379, DFn = 1, DFd = 9, p > 0.50, therefore do not reject H0 
 
 
2.5.3 Agreement Model 
The aim of the agreement study is to identify or predict the error of the new instrument. 
Conclusions from the comparison of slopes and y-intercepts analysis (i.e. equal slopes 
or equal intercepts) will not provide direct information on the magnitude of error or 
bias. So, an agreement model is proposed to quantify any error or bias produced.  
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The true value of a measurement, x, is estimated or predicted by y which differs 
from the true value by an error or bias (Hibbert, 2007). An error is viewed as having 
two components, namely, a random component and a systematic component (JCGM, 
2008). Since Predicted (y) = True value (x) + Error, a function of error is given as;  
                        –             
Predicted value is measurement obtained from the new instrument (y) and true value is 
measurement obtained from the standard instrument (x). So,         –  .  
Since       , thus         –                     
Therefore error or bias can be estimated using this function. Details of the proposed 
analysis will be described in Chapter 3.  
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2.6 Summary of Chapter 2  
This chapter presents the first systematic review that identifies the most common 
statistical methods used to assess agreement and reliability of equipment measuring 
continuous variables in recent studies (in medicine). There are several methods and 
approaches that have been used to measure agreement. The most common method to 
assess agreement is the Bland-Altman Limits of Agreement (LoA), followed by 
Correlation Coefficient (r), comparing means, comparing slope and intercept, and Intra-
class Correlation Coefficient. Various methods have also been used to estimate 
reliability, and among these popular methods include: Intra-class Correlation 
Coefficient, comparing means, Bland-Altman Limits of Agreement, and Correlation 
Coefficient (r).  
The statistical methods used to assess agreement and reliability, found in the 
review, can be used as a surrogate measure of statistical knowledge on method 
comparison studies among medical researchers. Moreover, the proportion of various 
statistical methods found in this review will reflect the proportion of medical 
instruments that have been validated, using those particular statistical methods in 
current clinical practice. 
This chapter also reviews the theoretical aspects of the most commonly used 
methods, and points out that some of the methods are inappropriate to be used in 
method comparison study. Some of the methods that were found to be inappropriate in 
assessing agreement include the Correlation Coefficient (r), comparing means, and ICC. 
In the analysis of reliability, Correlation Coefficient (r), Bland-Altman Limits of 
Agreement and comparing means were thought to be inappropriate. In addition, there is 
no single method that is fool proof, and even the most popular method such as Bland-
Altman Limits of Agreement, has been criticised for its weaknesses.  
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Section 2.4 highlighted a few issues related to the methods comparison study, 
which includes the evaluation of agreement and reliability in a single study, the 
application of multiple statistical methods, and the use of inappropriate methods in 
testing agreement and reliability. Since the methods used to assess agreement has been 
criticised the most, and no strong method that has been found for the evaluation of 
agreement, analysis of agreement based on linear regression method was explored, and 
an agreement model to quantify bias was proposed in Section 2.5.  
Finally, findings from the two systematic reviews, and issues in the methods 
comparison study highlighted in this chapter, will be an important contribution to 
medical research. Although there is no single perfect method, researchers should be 
aware of the inappropriate methods that they should avoid when analysing data in 
method comparison studies (i.e. to assess agreement and reliability). This is important 
because inappropriate analysis will lead to invalid conclusions. However, further 
analysis is required to compare different statistical methods used in method comparison 
study, before any recommendation or definite conclusion can be made.  
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CHAPTER 3: METHODOLOGY 
 
3.1 Introduction  
This chapter describes the research methodology used in this study. It depicts the flow 
of the study, starting with the methods used for data collection and the method used to 
generate the findings in order to achieve the objectives of the study. Section 3.2 explains 
the design and population of this study. This is followed by Section 3.3 which describes 
the study variables. Section 3.4 describes the study instrument and explains the 
measurement procedure. The processes of ethical clearance and application for funding 
are described in Section 3.5. Section 3.6 explains the estimation of sample size for this 
study and explains how the calculation was performed. Details on data collection are 
elaborated under Section 3.7. This chapter also describes all statistical software and the 
statistical methods used for data analysis in this research under Sections 3.8 and 3.9. 
Data management and data analysis in this study are described in Section 3.10 and 
Section 3.11.  
 
3.2 Study Design and Study Population 
A cross-sectional study was conducted to assist with data collection for this study. Data 
were collected from two population settings: 
 Institutional setting (University of Malaya population) – Participants of the 
UM Wellness Health-Screening Programme and UM Wellness Quit Smoking 
Clinic. 
 Community-based setting – Participants of the community health-screening 
programme in Kampung Teluk Gadong Kecil, Klang, Selangor and community 
health screening at Mid Valley Megamall, Kuala Lumpur.  
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Data were collected from multiple centres to ensure variation in the range of data for all 
variables. Samples from the institutional setting are limited to the working-age group, 
and also limited to the criteria set by the wellness programme of the institution. Samples 
from the community setting will include a wider age group, including youngsters and 
the elderly. The elderly population has a different range of variables compared to the 
youngsters or the working-age group. For example, the values of blood pressure in 
elderly patients are more likely to be abnormal or higher than the normal population or 
the young population. This scenario is similar for most clinical variables.  
A convenient sampling method was applied to all the participants attending the 
health-screening programmes. Only participants that were willing to participate in this 
study were included. Due to limited resources and time constraints, only certain 
variables were collected from a certain population. 
 
Inclusion criteria:  
 All race groups and both males and females were included in the study.  
Exclusion criteria:  
 Children less than 12 years old.  
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3.2.1 UM Wellness Health-Screening Programme 
The University of Malaya (UM) is the leading university in Malaysia. It has more than 
2,000 academic and 3,000 non-academic staff, with 17 faculties and 70 research centres 
that cover the whole spectrum of learning areas ("University of Malaya Official 
Portal,"). The UM Wellness Programme is an effort by the UM management in 
collaboration with the Department of Social & Preventive Medicine, Faculty of 
Medicine at this university, to promote the well-being of their employees‟ health. The 
UM Wellness Health-Screening Programme offers health screening or health-risk 
assessment which is able to identify employees who are at high risk of certain chronic 
diseases. Risk factors such as high cholesterol level, high blood pressure, obesity, 
physical inactivity, unhealthy diet, smoking and stress are identified, followed by health 
education and/or referral to a clinician or dietician where necessary.  
The programme was established in response to the Malaysian government‟s 
policy introduced in the year 2003 (Pekeliling 2003, Bil.3)("Pekeliling Perkhidmatan 
Bilangan 3 ", 2003). This policy encourages all employees aged 40 years and above to 
conduct health screening and a physical examination at regular intervals. The UM 
Wellness Programme was launched successfully by the Deputy Minister of Higher 
Education,  Dr Hou Kok Chung, on 24
th
 June 2007 at the Dewan Tunku Canselor, 
University of Malaya. Since the launch, an annual health-screening programme has 
been conducted. The health screenings are conducted between the months of May and 
August every year. About 1300 to 1500 staff participate in the screening every year. 
Initially, the screening programme was offered to all staff aged 40 years and above, but 
since 2009, staffs aged 35 years and above have also been invited to the 
screening.  Letters of invitation are sent out to all eligible staff for them to come within 
a specific time frame. 
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Data collection for this study was conducted between May and August 2009. 
The screening was conducted early in the morning before staff started their work. This 
was either between 7.30am and 8.30am, or between 8.30am and 9.30am. The screening 
programme was conducted every Tuesday to Friday morning at the Perdanasiswa 
Building, University of Malaya. Participants of this screening were both male and 
female staff from various racial backgrounds. Variables collected during from this 
population included blood glucose level, systolic blood pressure (SBP), diastolic blood 
pressure (DBP) and heart rate (HR).  
 
3.2.2 UM Wellness Quit Smoking Clinic 
The UM Wellness Quit Smoking Clinic was set up as part of the UM Wellness 
Programme starting from the year 2010. A total of 290 smokers attended this clinic. 
Services provided in the clinic include specific health assessment for smokers, 
individual and group counselling, and nicotine replacement therapy. This service is 
offered to all staff at all ages for free. All participants must come for the first initial 
session (for full health assessment and group counselling), and a fortnightly follow-up 
session depends on their time and progress.  
For the year 2009, the UM Wellness Quit Smoking Clinic ran every Tuesday to 
Thursday between June 2009 and June 2010. The sessions for new cases were in the 
morning, and follow-up sessions in the afternoon. Each session took about 30-40 
minutes. Invitation letters were sent out to all staff, but only for smokers to respond to 
(as the identity of smokers was unknown). Those who responded were invited to attend 
the clinic and participate in this study. Data collection for this population was obtained 
between June 2009 and April 2010. Data collected were body weight, body temperature, 
peak expiratory flow rate (PEFR) and carbon monoxide level (CO).  
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3.2.3 Community Health-Screening Programme, Klang, Selangor. 
A community health-screening programme was organized by the researcher to assist 
with the data collection. This was also a social contribution by this research to the 
community. This screening programme was conducted in Kampung Teluk Gadong 
Kecil, Teluk Gadong, Klang, Selangor. Data collections for this population were 
performed between June 2009 and July 2009. This area was selected due to the presence 
of good local community contact in the area, and the wide range of age and socio-
economic status of the population. Socio-economic status is well known to be 
associated with health status. This would give a good range of data for this study. 
Kampung Teluk Gadong Kecil is located in the Teluk Gadong area in the Klang 
district of Selangor. Latitude and longitude are 3.0333° N and 101.4° E. The Teluk 
Gadong area was first opened in the mid 19th century. In 1910, Port Swettenham (now 
known as Port Klang) was opened by Sir Frank Swettenham ("Klang District Office," 
2011; "Traditional Village in Selangor," 2010). Many locals and foreigners working in 
the port settled in new residence areas near the port, including Kampung Teluk Gadong 
Kecil, located about 5 km from Port Klang. This is one of many villages in the Teluk 
Gadong area. 
The word “Teluk”, or “bay”, comes from the geographical location of the village 
on the outskirts of Sungai Klang (Klang river), and “Gadong” is derived from plants 
that grow in the bay area (Klang river) ("Traditional Village in Selangor," 2010). Thus, 
the name “Teluk Gadong” was coined by the early village settlers. The word “Kecil” 
means “small” in the Malay language. Estimated population for this village is about 
1500 people and majority of the population are Malays ("Klang District Office," 2011; 
"Portal Rasmi Kampung Tradisional," 2012).  
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A total of eight health-screening sessions were set up by the researcher at a 
different location and time throughout the village. Information on the location and 
timing of each health-screening session was spread by a local representative to the 
community. Data collected from this population included heart rate (HR), systolic blood 
pressure (SBP) and diastolic blood pressure (DBP). A blood glucose level measurement 
using a glucometer was also offered during the session, for the benefit of the 
participants only and not included in this study. 
 
3.2.4 Community Health-Screening Programme, Kuala Lumpur. 
UM Community Health Awareness Day was organized by the University of Malaya and 
University of Malaya Medical Centre (UMMC) at the Mid Valley Exhibition Centre. 
The Mid Valley Exhibition Centre is located right on the top floor of the Mid Valley 
Megamall in Kuala Lumpur. This health screening was conducted on 6
th
 and 7
th
 
February 2010 from 9am to 6pm. Data collection was performed at the Quit Smoking 
booth. Data collected were weight, body temperature, peak expiratory flow rate (PEFR) 
and carbon monoxide (CO) level. Both smokers and non-smokers of all ages (adults) 
and races were included in this study. This was to ensure a wide range of values for 
carbon monoxide levels. 
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3.3 Study Variables 
Variables collected in this study were based on two sub-studies in this project 
(agreement study and reliability study).  
 
3.3.1 Agreement Study 
For agreement analysis, variables collected were: 
1. Blood Glucose level: Laboratory value versus glucometer reading. 
2. Systolic Blood Pressure (SBP): Manual sphygmomanometer SBP reading versus 
automatic SBP (first reading). 
3. Diastolic Blood Pressure: Manual sphygmomanometer DBP reading versus 
automatic DBP (first reading). 
4. Peak Expiratory Flow Rate (PEFR): Clement Clarke UK peak flow meter (first 
reading) versus Respicare peak flow meter. 
5. Weight: Digital weighing scale versus analogue weighing scale. 
 
3.3.2 Reliability Study 
For reliability analysis, variables collected were: 
1. Systolic Blood Pressure (SBP): First, second and third reading of automatic SBP 
machine. 
2. Diastolic Blood Pressure (DBP): First, second and third reading of automatic 
DBP machine. 
3. Heart Rate (HR): First, second and third reading of automatic blood pressure 
machine.  
4. Body temperature (Temp): First, second and third reading of non-contact 
infrared thermometer. 
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5. Peak Expiratory Flow Rate (PEFR): First, second and third reading of Clement 
Clarke peak flow meter. 
6. Carbon monoxide (CO) level: First, second and third reading of carbon 
monoxide meter (piCO Smokerlyzer). 
 
3.4 Study Instruments and Procedure of Measurement 
All instruments were brand new and specifically purchased for the purpose of this study 
except for the automatic blood pressure machine (OMRON HEM 907XL IntelliSense 
Professional Digital Blood Pressure Monitor) and the digital weighing scale (Seca 813 
Robusta High Capacity Digital Floor Scale). Both of these instruments were borrowed 
from the UM Wellness programme and were calibrated before being used in the health-
screening sessions.  
 
3.4.1 Blood Glucose 
The data for blood glucose level were used in the analysis of agreement only. Therefore, 
only two sets of measurement of blood glucose level were required (one from the 
glucometer and another from laboratory analysis). The results from the glucometer 
reading were compared with the results of blood glucose level obtained from the 
laboratory test.  
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1) Laboratory Blood Glucose Test  
The data for laboratory blood glucose value were obtained from the UM Wellness 
Health-Screening Programme, where the blood samples were withdrawn simultaneously 
(just before) the measurement of blood glucose level using the glucometer. All blood 
taking for the blood glucose laboratory test were performed as part of the UM Wellness 
Health-Screening Programme. Consent for blood withdrawal (venepuncture) for the 
blood test was also gained as part of the screening programme. However, permission to 
access the blood results was obtained from the participant and the coordinator of the 
UM Wellness Programme.  
 
2) Glucometer (Accu-Chek Advantage Meter model 2032) 
The measurement of blood glucose level via glucometer was obtained using an Accu-
Chek Advantage Meter model 2032 with Accu-Chek Advantage II test strip. The 
glucometer was used according to the manufacturer‟s guidelines ("Roche Accu-Chek 
Owner's Booklet," 2004). The code key was replaced and a control test was run every 
time a new box of test strips was used. A single-use lancet (Accu-Chek Safe-T-Pro Plus 
with Accu-Chek Softclix lancet device) was used to make a very small prick on the 
fingertip. The blood sample obtained from the fingertip was then dropped on the edge of 
the test strip (according to the user manual).  
None of the blood glucose measurements from the glucometer readings 
performed in the community screening programme were included in this study. This 
was done only for the purpose of health screening (for the benefit of the participants). 
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3.4.2 Blood Pressure (Systolic and Diastolic) 
A total of four sets of BP measurements were required for this study. For the agreement 
analysis, manual BP readings were compared with the first BP reading from automatic 
measurement. Three BP readings from automatic measurement were used for reliability 
analysis. All blood pressure measurements were performed from the same arm for each 
participant.  
The first reading was taken using a manual sphygmomanometer, and the next 
three readings were taken using an automatic BP machine. All three BP readings were 
taken consecutively with a minimum of 15 seconds‟ interval between each reading. The 
study conducted by Yarrows et al. (Yarows, Patel, & Brook, 2001) has shown that a 15-
second interval between blood pressure readings is as accurate as a one-minute interval. 
 
1) Manual mercury sphygmomanometer (Desk type – Accoson) 
The measurement of blood pressure using a manual sphygmomanometer was according 
to the Guide to Management of Hypertension 2008, developed by the National Heart 
Foundation of Australia (NHF, 2009). As recommended by the guideline, the results for 
systolic and diastolic BP were recorded to the nearest 2 mmHg. All manual blood 
pressure measurements, both in the UM Wellness Health-Screening Programme and 
community-based screening programme, were measured by the same researcher using 
the same sphygmomanometer. 
 
2) Automatic Blood Pressure Machine (OMRON HEM 907XL IntelliSense 
Professional Digital Blood Pressure Monitor) 
The automatic BP machine was used according to the user guide produced by the 
manufacturer ("Omron Instruction Manual," 2009). The machine was validated by the 
manufacturer and calibrated before it was used in the screening programme. The same 
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automatic BP machine was used in both the UM Wellness Health-Screening Programme 
and community-based screening programme (Kampung Teluk Gadong Kecil, Klang).  
 
3.4.3 Heart Rate 
The data for heart rate were only used for reliability analysis. The first, second and third 
readings were compared to assess the reliability. Therefore, only three sets of heart rate 
readings were required. All three sets of heart rate readings were taken from the same 
patient, and were measured using the same instrument.  
 
Automatic Blood Pressure Machine (OMRON HEM 907XL IntelliSense 
Professional Digital Blood Pressure Monitor) 
The heart rate measurement was obtained using the same automatic BP machine used 
for measuring BP. The automatic BP machine provided a heart rate reading for each 
time a BP measurement was taken. 
 
3.4.4 Weight 
Data for weight were used for analysis of agreement only. Therefore, only one set of 
weight readings was required from each weighing scale. The results from the analogue 
weighing scale were compared with the results of the digital weighing scale. The 
weighing scales were calibrated by the supplier before the start of the screening 
programme. The same observer took the reading measurements from the analogue scale 
throughout this study. Participants were weighed using the analogue scale first, before 
being weighed using the digital scale. Weight measurements for both participants from 
the UM Wellness Quit Smoking Clinic and community-based screening programme 
were taken using the same weighing scales. Both scales were placed on a flat, smooth 
and hard surface as instructed in the user manuals. During each measurement, 
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participants were asked to take off their shoes, remove heavy clothing (such as jackets) 
and empty their pockets. The measurement was taken with the participant standing still 
on the scale. The two scales used in this study were: 
 
1) Digital weighing scale (Seca 813 Robusta High Capacity Digital Floor Scale) 
This is an electronic flat scale with a maximum capacity of 200 kg ("Scales Galore: 
High capacity bathroom scales ", 2011). This scale shows the weight in kilograms (to 
two decimal places).  
 
2) Analogue weighing scale (Hanson Weighing Machine H926) 
This analogue scale has a maximum capacity of 130 kg ("Digital Scales Company: 
Hanson H926 mechanical bathroom scale," 2011). All readings were taken to the 
nearest kilogram by the same observer.  
 
3.4.5 Peak Expiratory Flow Rate (PEFR) 
A total of four sets of peak expiratory flow rate (PEFR) readings were required for this 
study. For the agreement analysis, the first PEFR readings from the Clement Clarke UK 
peak flow meter (as a reference or standard) were compared with readings from the 
Respicare peak flow meter. Three readings from the Clement Clarke UK peak flow 
meter were used for reliability analysis. Repeated readings were taken at 1-2 minute 
intervals. All PEFR readings for both peak flow meters were taken by the same 
researcher. Techniques for measuring PEFR for both peak flow meters were as 
suggested by the manual from the Asthma Center Education and Research Fund 
(Dunsky et al., 2005): 
1. Connect a clean mouthpiece.  
2. Ensure the marker is set to zero.  
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3. Participant has to sit upright.  
4. Ensure that the participant‟s mouth is empty. 
5. Take a deep breath in and hold the breath.  
6. Place the mouthpiece in the mouth. 
7. Keep fingers away from the marker and vents of the meter. 
8. Form a seal as tight as possible around the mouthpiece with lips. 
9. Breathe out as hard as possible.  
 
1) Mini Wright Standard Peak Flow Meter Clement Clarke UK 
This is the original portable peak flow meter and the standard used by the majority of 
health-care professionals ("Mini-Wright Standard," 2011). The Mini Wright Standard 
Peak Flow Meter has a scale ranging from 60 to 800 litres per minute. This meter was 
used with disposable cardboard mouthpieces, which were replaced for each new 
participant.   
 
2) PulmoPeak Peak Flow Meter, Respicare 
The PulmoPeak peak flow meter comes with a scale ranging from 60 to 900 litres per 
minute. It incorporates the popular zoning system, which is particularly useful in asthma 
management (green, yellow and red zones). According to the American Lung 
Association, the three-zone system will help doctors and health practitioners develop an 
asthma management plan for their patients ("Take Control of Your Asthma," 2012). A 
peak flow reading in the green zone indicates that the asthma is under good control. A 
peak flow reading in the yellow zone indicates caution is necessary, and this may mean 
that additional medication is required. Finally, a peak flow reading in the red zone 
indicates a medical emergency. This usually suggests that immediate action needs to be 
taken.  
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3.4.6 Body Temperature 
Three sets of temperature readings were required for the reliability analysis in this 
study. All temperature readings for both the UM Wellness Quit Smoking Clinic and 
community-based screening programme were measured using the non-contact forehead 
infrared thermometer by the same researcher. 
Non-contact Forehead Infrared Thermometer (DT-8806H) 
All measurements were taken from the patient‟s forehead, with a measurement distance 
between 5 cm and 15 cm (according to the specifications of the manufacturer) ("IR 
Thermometer (DT-8806H)," 2009). Second and third readings were taken 
approximately from the same distance and after about a three-second interval. The 
response time of this thermometer is about 0.5 seconds ("IR Thermometer (DT-
8806H)," 2009). Since this thermometer has two temperature settings (body and surface 
temperature), body temperature setting was set throughout all the measurements.  
 
3.4.7 Carbon Monoxide (CO) Level 
Data for carbon monoxide level were only used for analysis of reliability. Therefore, 
three repeated measurements of CO level were performed for the same participant using 
the same instrument. 
Smokerlyzer (piCO Smokerlyzer) 
The carbon monoxide level (CO) was measured using the piCO Smokerlyzer. The 
reading was given in COppm, which was the number of CO molecules in a million parts 
of air. According to the specification of the manufacturer, this meter is able to detect the 
concentration of CO level between 0 and 80 ppm, with a response time of less than 45 
seconds (piCO+ Smokerlyzer User Manual, 2006).  
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Measurement technique was according to the user manual (piCO+ Smokerlyzer 
User Manual, 2006). The start button on the meter was clicked twice to start the breath 
test. The participant was asked to inhale and hold their breath for 15 seconds. The 
double clicks of the button at the start of the test initiate a 15-second countdown. The 
meter produced a warning bleep sound during the last three seconds of the countdown. 
Then the participant was asked to blow slowly into the mouthpiece aiming to empty 
their lungs completely.  
Participants blew into the meter through a single-use disposable cardboard 
mouthpiece, which was connected to the meter via a unique breath-sampling “D-piece”. 
The D-piece has a special feature (a one-way valve) to prevent air from being drawn 
back through the monitor (piCO+ Smokerlyzer User Manual, 2006). The D-piece also 
has an infection control filter, which filters out most airborne bacteria. The D-piece was 
shown to remove and trap about 99.9% of airborne bacteria (piCO+ Smokerlyzer User 
Manual, 2006). This system protects the instrument from contamination, and also 
reduces the risk of cross infection among participants. 
 
3.5 Ethical Approval and Funding 
As part of the requirement for clinical research involving humans, the principal 
investigator for this study had to attend a Good Clinical Practice (GCP) course and pass 
the examination in this course. After receiving the GCP certificate, applications for 
ethical clearance and funding were submitted.  
There was no problem with the process of ethical clearance application. In April 
2009, this study was approved by the Medical Ethics Committee of the University of 
Malaya Medical Centre (MEC ref no: 715.23), without any revision of the proposal and 
any defence to the ethical committee. All the major work for the data collection started 
as soon as the approval was received.  
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Finally, in August 2009, approval for funding was received. This study was fully 
funded by a Postgraduate Research Grant (PPP) provided by the Institute of Research 
Management and Monitoring (IPPP), University of Malaya (grant number: 
PS162/2009B), and a High Impact Research (HIR) Grant (UM/MOHE) (grant number: 
E000010-20001). The total amount of grant received for this project was RM20,024. 
This amount was allocated to a number of expense categories. 
 
Table 3.1: Budget allocation 
GRANT EXPENSE CATEGORY ALLOCATION (RM) 
IPPP grant Conference/Symposium 3,253.20 
 Consumables 4,377.00 
 Equipment 4,410.00 
 Salary/honorarium 3,450.00 
 Travel 419.80 
HIR grant Publication  4,114.00 
 TOTAL 20,024.00 
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3.6 Sample Size Calculation 
Calculation of sample size was performed based on the statistical analysis required for 
this study. The main statistical analysis that is going to be run under this study includes 
linear regression analysis (comparison of slopes and y-intercepts analysis), the Bland-
Altman method (Limits of Agreement) and the Intra-class Correlation Coefficient. The 
sample size estimation for the Limits of Agreement (LoA) and the ICC depends on the 
precision of prediction. Higher precision prediction will require a bigger sample size. 
However, by estimating the confidence intervals of the Limits of Agreement, Bland 
(Bland, 2004) recommended a sample size of 100 for the Bland-Altman analysis. 
 A formal sample size calculation was performed based on Cohen‟s statistical 
power analysis (J. Cohen, 1988). The calculation was according to the formula based on 
the method suggested by Cohen in 1977. Cohen suggested power tables for the 
determination of power for the multiple-regression analysis based on the function of L 
(the non-centrality parameter) (J. Cohen, 1977).  
L = f
2
v 
v = the error (denominator) = N – u – 1  
u = the numerator = k – 1  
f
2
 = effect size 
N = total sample 
k = number of group 
 
The estimation of sample size was based on the alpha level of 0.05, with desired 
statistical power of 80%, and anticipated effect size (f
2
) of 0.02. The effect size of 0.02 
was considered to be a small effect size (J. Cohen, 1977). In this study, there will be two 
methods of measurement per variable (k = 2), where each method is applied to n 
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patients (so total N = 2n). From the power table (Appendix K) proposed by Cohen (J. 
Cohen, 1977), when u = 1 and the power of the study is 80%, the value of L = 7.9.  
From the formula L = f
2
v: 
  
 
  
 
   
    
     
        
          
      
            
The number of the sample size should be at least 199. However, for the purpose of 
analysis, 300 measurements were collected for each variable. Retrospectively, this 
would give a power of 93%. 
 
3.7 Data Collection 
Written informed consent was obtained from all the participants. All participants had 
the choice whether to join the study or not. The purpose of this study and the need for 
repeated measurements in this study were explained to the participants. Although 
repeated measurements were not beneficial to the participants and may cause some 
discomfort, it is unlikely that it will jeopardize their health at any time of their life. This 
issue was explained to all participants as part of the informed-consent process. 
Participants were also permitted to withdraw from this study at any time during the 
study period. However, none of the participants asked to withdraw. 
The main work for data collection started on 22nd April 2009 after the ethical 
approval was obtained. This began with the designing and printing work (for the patient 
information sheet, health information sheet and consent form), contacting community 
representatives, and getting supplies for all required equipment and necessary 
stationery. Data collection was divided into two phases.  
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3.7.1 Phase I  
Phase I was conducted between May and August 2009. Variables collected during this 
phase included Blood Glucose level, Systolic Blood Pressure (SBP), Diastolic Blood 
Pressure (DBP) and Heart Rate (HR).  
 
3.7.1.1 UM Wellness Health-Screening Programme 
Data were first collected on 12th May 2009 during the UM Wellness Screening 
Programme. All 300 blood glucose samples were obtained during this screening 
programme, because blood glucose values from laboratory analysis were only available 
during this screening programme and not in the community screening programme. 
The initial plan was to collect all glucose level readings from the UM Wellness 
Screening Programme. For blood pressure and heart rate readings, the plan was to 
collect 150 samples (for each data set) from the UM Wellness Screening Programme, 
and another 150 from the community. For UM Wellness data collection, all 
measurements of SBP, DBP, HR and glucose were planned to be taken at the same time 
as seeing the participant. However, during the first week of UM Wellness screening, 
glucose strips were not available as there was a delay in the delivery by the supplier. So 
during the first week, only data for blood pressure and heart rate were collected. After 
experiencing the first week of data collection, during which BP measurements (four 
readings) for each participant required at least 10 minutes (including consent 
procedure), on average only 10 participants were obtained per session. Hence, there was 
a change in plan.  
Data for glucose were given priority as this had to be completed throughout the 
UM Wellness screening due to the necessity for the laboratory results for comparison. 
As soon as the glucose strips were available, on 20th May 2009, only data for glucose 
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were collected until all 300 samples were collected. Initial concern about the 
willingness of the participants to give consent for another blood glucose reading (as 
they had already given blood for the laboratory glucose test) was not an issue during 
data collection. Most of the participants were in fact keen to know their blood glucose 
result on the spot. Only a very few participants refused to participate. 
Although only 300 were required for this study, a total of 315 blood samples for 
the glucometer test were collected to make up for any missing data from the glucose 
laboratory result. Data collection for glucose from the glucometer test was completed on 
5th June 2009. A total of 300 samples with matching glucose lab results were finally 
obtained.  After that, data collection for BP and HR was then continued throughout the 
UM Wellness Screening Programme, which ran from 12th June to the end of August 
2009. 
 
3.7.1.2 Community Data Collection (Klang, Selangor) 
Concurrent with the data collection at the UM Wellness Screening Programme, data 
collection for blood pressure and heart rate was also started in the community on 10th 
June 2009. The study area was the village of Telok Gadong Kecil in the Klang District, 
Selangor. Initially, data collections were performed from house to house. However, this 
was quite challenging, and time-consuming. After discussion with the local 
representatives, they agreed to set up a small centre and invite a small group of people 
in one session. The reception from the community was overwhelming, and eventually a 
total of eight small centres at different locations were set up for different sessions 
throughout the data collection in the community.  
Although only BP data were required, blood glucose measurement was 
performed, and basic medical advice was given as a service to the community. Light 
refreshment was also provided to the participants as a token of appreciation and because 
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some of them were fasting for the blood glucose test. Consent for children below 18 
years old who participated in this study was directly obtained from the children (not the 
parents). Gillick competency (Hunter & Pierscionek, 2007) was applied as the research 
is likely to be beneficial, while exposing the children to relatively very small risks. Only 
blood pressure measurement, and no blood glucose measurement, was performed for 
children below 18 years old. 
It was an exceptionally satisfying experience to be in the community. The 
community gave a positive reception to the health-screening session and appreciated the 
opportunities. Some of the participants were retired elderly people and had never had 
any regular health screening. The pace of the health screening was quite slow (at least 
15 minutes per participant) due to a lack of assistants and repeated BP measurements, 
and some of the participants took the opportunity to consult about their medical 
problems. However, none of the participants issued any complaint or appeared to suffer 
discomfort having to wait for the health-screening services. In fact, most of them 
welcomed the very convenient health services near to their door step and expressed 
gratitude. The last data collection for BP in the community was on 24th July 2009 with 
an overall total of 193 records for BP and HR collected.  
 
3.7.2 Phase II 
Phase II of the data collection was conducted between October 2009 and March 2010. 
Variables collected during this phase included body temperature (Temp), weight, peak 
expiratory flow rate (PEFR) and carbon monoxide level (CO).  
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3.7.2.1 UM Wellness Quit Smoking Clinic 
The preparation for the data collection started with the setting up of the venue for the 
clinic itself. The year 2009 was the first year that the University of Malaya had run the 
Quit Smoking Clinic (with free consultation and treatment) for their staff. As there was 
no dedicated place for this, the clinic and its facilities had to be located in a vacant 
room. The room was located at Level 3, Block F, Perdanasiswa Building, University of 
Malaya. The setting up of the clinic took about two weeks and was finally completed on 
26th October 2009. Data collection started on 27th October 2009. 
For the first few weeks the participations in the clinic were terribly slow, with an 
average of three new patients per day. However, on entering the second week, the 
participation for the smoking-cessation clinic improved. The impact of the Quit 
Smoking programme was also remarkably good. Almost all the participants in the 
follow-up session had reduced the number of cigarettes smoked, and some participants 
had stopped smoking completely. The “snowball” effect among the smokers increased 
the number of participants for the clinic. The progress of data collection then continued 
to improve steadily, and by the end of November 2009, the total sample collected had 
reached 130.  
However, after January 2010 the progress of data collection became slow again 
because most of the smokers who were willing to participate had already attended the 
clinic. Some of the patients were also discharged from the clinic because they had 
successfully quit smoking, and there were also patients who failed to attend the follow-
up session. There were very few new cases every session (an average of two per day). 
Finally, a total of 204 readings for each variable were collected within this population.  
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3.7.2.2 Community Data Collection (UM Community Health Awareness Day) 
Another data collection exercise from the community was conducted on 6th and 7th 
February 2010 from 9am to 6pm at the Mid Valley Exhibition Centre (Mid Valley 
Megamall, Kuala Lumpur). The data collection was performed as part of the activities 
during the UM Community Health Awareness Day at the Quit Smoking booth. The 
progress of data collection on both days was very good, due to assistance from some of 
the volunteers, and less consultation was performed  in comparison to the sessions in the 
UM Quit Smoking Clinic. Participants were from various backgrounds and races and 
included both genders. A total of 96 readings for each variable was collected during 
these two days. 
 
3.7.3 Summary of Data Collection 
Proper planning, organization and time management, among other factors, contribute to 
the completion of data collection. However, the duration of data collection was longer 
than expected. Overall, the duration for the data collection was about four months for 
Phase I and six months for Phase II. This was due to a number of constraints during the 
process of data collection. The main constraints were a lack of assistants, a rigid 
schedule for working together with the UM Wellness Screening Programme, and slow 
participation for the UM Wellness Quit Smoking Clinic. Nonetheless, the opportunities 
available during the UM Wellness Screening Programme made the process of data 
collection a success. The facilities and some assistants during the programme helped the 
process of data collection run reasonably well. 
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3.8 Software Tools 
The following software tools were used for the project: 
 
1)  SPSS Version 17.0 
SPSS (Statistical Package for the Social Sciences) is a statistical package for data 
analysis. This statistical software can be used to perform highly complex data 
manipulation and analysis with simple instructions. Many features of SPSS are 
accessible via a drop-down menu or can be programmed with a syntax command 
language. All raw data were entered into this software. Data cleaning and all descriptive 
analyses were performed using this software. Correlation, linear regression and Intra-
class Correlation Coefficient analyses were also performed using this software. 
 
2) GraphPad Prism 5.02 
GraphPad Prism combines scientific graphics, statistics and curve fitting 
functions.  This software was originally made for biological studies, but now includes 
several sophisticated non-linear capabilities as well as scientific graphing that would be 
useful to other scientists. This software has simple instructions, which makes it user-
friendly software. Technical explanation of analysis in this software is also provided. 
This software was used to perform the Bland-Altman analysis and comparison of slopes 
and y-intercepts analysis because it has a special feature to perform this analysis.  
 
3) Matlab Programme Version 7.8 (R2009a) 
Matlab is a high-performance language for technical computing. The name Matlab 
stands for “matrix laboratory”. It integrates computation, visualization and 
programming. Most functions in this software require syntax command language. This 
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software was used mainly for data simulation and analysis to see the effect of sample 
size for all tested methods.  
 
4) MedCalc Statistical Software Version 12.1.3 
MedCalc statistical software is designed to help biomedical researchers in performing 
statistical analyses. It comes with a large number of tools and tests, as well as a number 
of statistics and calculi that it can carry through. This software is user-friendly and not 
difficult to operate. In this study, this software was used to test for proportional bias in 
the Bland-Altman analysis.  
 
5) Microsoft Excel 2007 
Microsoft Excel forms part of Microsoft Office. It has the basic features of all 
spreadsheets using a grid of cells to organize data manipulations. This software also has 
graphical and basic mathematical and statistical analysis functions. It was used for data 
transfer. 
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3.9 Statistical Methods Used 
This section describes some of the statistical concepts and different statistical methods 
that have been used in this study. The statistical methods used for assessment of 
agreement and reliability in this study are also explained later in this section. There are 
many statistical methods that have been used to assess agreement and reliability. 
However, the statistical methods chosen for analysis in this study were the most 
commonly used methods in the medical literature, as shown in the systematic review 
carried out earlier (Chapter 2).   
 
3.9.1 General Statistical Concepts and Methods Used 
3.9.1.1 Normal Distribution 
One of the most important theoretical distributions in statistics is the normal 
distribution (Daly & Bourke, 2000). The normal distribution is important because it is a 
good empirical description of many variables, and it occupies a central role in the 
techniques of statistical analysis (Kirkwood, 2000).  
This distribution is also known as Gaussian distribution, named after Carl 
Friedrich Gauss (1777-1855) a German mathematician, after he discussed the normal 
distribution law in 1809 (Zar, 2010). The distribution was actually first used by de 
Moivre in 1738 to approximate a binomial distribution (Zar, 2010). However, it was 
Pierre-Simon Laplace, a French mathematician and astronomer, who proved and 
emphasized the theoretical importance of the normal distribution in 1810 (Pearson, 
1905). The adjective normal was first used for the distribution by Charles S. Peirce in 
1873, and the use of the term “normal” was recommended to avoid “an international 
question of priority” (Zar, 2010).  
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The normal distribution is defined by its probability-density function (Rosner, 
2006). The density function follows a bell-shaped curve. The curve is symmetrical 
about the mean (µ) with the mode at mean. The shape of the normal distribution is 
determined by the mean (µ) and variance (σ2). The curve is tall and narrow for small 
variances, and short and wide for large variances. The normal distribution is usually 
denoted by N (µ,σ2). A normal distribution with mean 0 and variance 1 is called a 
standard normal distribution, and referred to as an N (0,1) distribution (Rosner, 2006). 
The term “normal” does not mean that the distribution is common or typical. In 
fact, most variables in medical research are non-normal, and this is actually not an 
abnormal situation (Daly & Bourke, 2000). The occurrence of normal distribution in a 
practical situation can be loosely classified into three categories: exactly normal, 
approximately normal, and distribution modelled as normal. An exactly normal 
distribution for a variable is not actually a prerequisite for many forms of statistical 
analysis, but an approximately normal distribution was in fact required in many 
situations (Daly & Bourke, 2000). Many random variables in the general population, 
such as blood pressure and weight, tend to follow approximately a normal distribution. 
Any random variables with non-normal distribution can be made approximately normal 
by transforming the data onto a different scale. 
Most estimation procedures and hypothesis tests assume that the random 
variable being considered has an underlying normal distribution. Tests will not be valid 
if this assumption is violated. Therefore, it is important to examine shapes of 
distribution before applying any statistical analysis. There are numerous tests for 
normality, such as the Q-Q plot, the Shapiro–Wilk test, the D‟Agostino‟s K-squared test 
and the Kolmogorov–Smirnov test. In general, normality tests assess the likelihood that 
the given data set comes from a normal distribution (Razali & Wah, 2011).  
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The normality of a distribution always refers to the underlying distribution of a 
variable in a population. If random samples of size n are drawn from a normal 
population, the distribution of means for these samples will be normal. The distribution 
of means from a non-normal population will not be normal, but will tend to approximate 
to a normal distribution as n increases in size. This result is known as the Central Limit 
Theorem (Zar, 2010).  
 
3.9.1.2 Central Limit Theorem 
The Central Limit Theorem states that the sampling distribution of any statistic will be 
normal or nearly normal, if the sample size is large enough (Kirkwood, 2000). The 
number needed to give a close approximation to normality depends on how non-normal  
the population is (Kirkwood, 2000). 
The advantage of the Central Limit Theorem is that sample data drawn from 
populations of unknown shape or not normally distributed can also be analysed using a 
statistical test with normal distribution assumption. This is because the sample means 
are normally distributed for sample sizes of n ≥ 30 (Arjomand, 2002). Figure 3.1 shows 
the shape of the distribution of the sample means for a particular sample size of four 
different population distributions. The distribution of the sample means begins to 
approximate the normal curve as the sample size n increases (Arjomand, 2002). 
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Figure 3.1: The distribution of the sample means for different population distributions 
(Arjomand, 2002) 
 
3.9.1.3 Simple Linear Regression 
Linear regression describes the relationship between two continuous variables. Linear 
regression gives the equation of the straight line that describes how the “y” variable 
changes (increases or decreases) with changes in the “x” variable. The equation of the 
regression line is given as y=α+βx. “y” is the dependent variable and “x” is the 
independent or explanatory variable, where “α” is the y-intercept and “β” is the slope of 
the line. The slope “β” is also sometimes called the regression coefficient (Kirkwood, 
2000) 
There are a number of ways of fitting the linear regression, such as the ordinary 
least-squares (OLS) method and ordinary least-products (OLP) method. There were 
debates about which methods should be used to fit the regression line in relation to the 
analysis of agreement. The application of both OLS and OLP methods in the analysis of 
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agreement was discussed earlier in Chapter 2. In this study the analysis of agreement 
based on the comparison of slopes and y-intercepts analysis will be based on the OLS 
method. For the OLS method, the values for “α” and “β” are calculated to minimize the 
sum of squares of the vertical deviations of the points about the line (Kirkwood, 2000).  
 
There are certain principal assumptions that must be met which justify the use of linear 
regression models (Zar, 2010):  
(i) Linearity – The actual relationship between dependent and independent 
variables is linear. 
(ii) Homoscedasticity – The variances of distribution of y values must all be 
equal to each other (homogeneity of variances in the population). 
(iii) Independence – For each value of x, the values of y are to come at 
random from the sampled population, and are to be independent of one 
another. 
(iv) Normality – For any value of x in the population, there exists a normal 
distribution of y values. 
(v) The measurements of x were obtained without error – this is almost 
impossible, so it is assumed that the errors are very small.  
 
Testing assumption 
It is important to assess these assumptions, because if any of these assumptions is 
violated, then the prediction yielded by a regression model may be biased or misleading. 
Since the sample size in this study is large, the data were assumed to be normally 
distributed (this is according to the Central Limit Theorem). However, the skewness and 
kurtosis of the data were assessed in the descriptive analysis. Assumption number (iii) 
on the independence of the response variables is subject to the design of the study, and 
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the way the data have been collected (Larsen, 2008). In this study (for agreement 
analysis), all data have been collected independently; therefore this assumption is 
satisfied. Assumption number (v) was also not a big problem in this study. To satisfy 
this assumption, measurements of x were obtained from a standard instrument. 
Therefore only assumptions of linear relationship and homoscedasticity need to be 
checked. Residual analysis can be used to check these assumptions: 
 
(i) Linear Relationship – This assumption can be assessed using a residual 
plot. A systematic pattern of the residuals suggests that this assumption is 
violated (Chambers, 2008). 
(ii) Homoscedasticity – In a residual plot, the residuals should appear random 
with constant variance. If there appears to be a change in the variance, then 
the assumption of constant variance in the residuals may be violated 
(Chambers, 2008). 
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3.9.2 Method Used to Assess Agreement 
3.9.2.1 Comparison of slopes and y-intercepts 
A simple linear regression method is the proposed method of measuring agreement. 
This consists of a comparison of slopes and y-intercepts and agreement model. 
GraphPad Prism software and SPSS software were used to perform the analysis. The 
first step for the analysis was to obtain the two linear regression equations: 
 
a. Two linear regression equations: 
1. Line of y = α + βx (tested line) 
x = value from standard instrument (e.g. blood glucose level obtained from 
laboratory) 
y = estimated value using alternative instrument (e.g. blood glucose value from 
glucometer) 
α = intercept  
β = slope 
 
2. Line of agreement, y2 = x 
It was assumed that the estimated value “y2” is exactly the same as the value 
from standard instrument “x”. Therefore, during the analysis this line was 
obtained by plotting the value of y2 (which is exactly the same value as x) against 
the value x.   
 
If there is an agreement between y and x, the line of y = α + βx will be as close as 
possible to the line of y2 = x. In other words, there will be no difference between the two 
lines. To achieve this, the slope β has to be very close to 1 or equal to 1, and the 
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intercept α has to be very close to zero or equal to zero. However, in testing two 
instruments, what is important is the range of differences between the two instruments. 
 
b. Testing linearity 
The relationship between y and x has to be linear for y and x to be in a good agreement. 
It is impossible for y and x to have an agreement if their relationship is non-linear. The 
linearity of the line of y = α + βx was assessed using Pearson Correlation Coefficient (r) 
before comparing it with the line of agreement. The correlation coefficient r ≥ 0.8 was 
considered to be a strong linear relationship (Chan, 2003). 
 
c. Comparing slopes 
The next step was to compare slopes of line y = α + βx and line of agreement y2 = x.  
Detail of the formulation was explained in Chapter 2. 
The GraphPad Prism software was used to calculate a p-value (two-tailed) 
testing the null hypothesis that both the slopes are identical (the lines are parallel). This 
software used F-test to test the null hypothesis (method described in Section 2.5.1.1)  
(Motulsky, 2007). If the p-value is less than 0.05, the lines are significantly different. In 
that case, there is no point in comparing the intercepts. However, if the p-value is 
greater than 0.05, the slopes are not significantly different, and the next step was to 
compare the intercepts.  
 
d. Comparing intercepts 
If the slopes are indistinguishable, the lines could be parallel with distinct intercepts, or 
the lines could be identical with the same slopes and intercepts. The GraphPad Prism 
software was used to calculate a second p-value testing the null hypothesis that the 
intercepts of both lines are identical (using F-test) (Motulsky, 2007). Detail of the 
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formulation was explained in Chapter 2 (Section 2.5.1.2). If this p-value is greater than 
0.05, there is no compelling evidence that the lines are different. However, if this p-
value is less than 0.05, the lines are not identical (they are distinct but parallel).  
 
e. Residual analysis 
The residual is the difference between an observed value and predicted value from the 
regression line.  
Residual = Observed value – Predicted value 
 
A small residual means that the prediction value is close to the observed values. The 
main purpose of performing this analysis is to assess the linear regression assumption. 
Using SPSS software, the residuals of the regression line were plotted against the 
standard values, to assess the pattern of residuals. The normal distribution was 
approximated by plotting a histogram, and calculating the skewness and kurtosis. Figure 
3.2 shows an example of a residual plot. 
 
Figure 3.2: Example of residual plot 
Linear Regression with 
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3.9.2.2 Agreement Model 
In a method comparison study, a certain range of differences of measurements will be 
accepted as an agreement. Using the linear regression equation        and the 
function of error equation                                            , an 
agreement model is proposed to quantify bias produced by an instrument.   
           
        
              
                
Mean, minimum and maximum errors were estimated using the mean, minimum and 
maximum value of x (value obtained using standard instrument) in the data set. The 
estimated error was compared with the significant or tolerable clinical difference value 
(see Table 3.2). If the estimated error was less or equal to the tolerable clinical 
difference value, this means that there was an agreement between the two instruments. 
The tolerable clinical difference values for glucose level (Essack et al., 2009), systolic 
and diastolic BP (Pickering et al., 2005), peak expiratory flow rate (Quanjer PH, 
Lebowitz MD, Gregg I, Miller MR, & Pedersen OF, 1997) and body weight ("National 
Weights and Measures Laboratory," 2003) used in this study were obtained from 
previous studies. The values are displayed in Table 3.2. 
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Table 3.2: Tolerable clinical difference value set in this study 
Variable Standard 
Instrument 
Alternative 
Instrument 
Clinical 
difference 
Glucose Laboratory value Glucometer ±0.8mmol/l 
(Essack et al., 
2009) 
 
Systolic Blood 
Pressure, SBP 
Manual 
sphygmomanometer 
Automatic BP 
machine  
±10mmHg 
(Pickering et al., 
2005) 
 
Diastolic Blood 
Pressure, DBP 
Manual 
sphygmomanometer 
Automatic BP 
machine  
±10mmHg 
(Pickering et al., 
2005) 
 
Peak Expiratory 
Flow Rate, PEFR 
Clement Clarke UK 
peak flow meter 
(first reading) 
Respicare peak flow 
meter 
±40 l/min 
(Quanjer PH et 
al., 1997) 
 
Body Weight, Wt Digital weighing 
scale 
Analogue weighing 
scale 
±0.5kg  
("National 
Weights and 
Measures 
Laboratory," 
2003) 
 
To demonstrate the method, Table 3.3 shows hypothetical data for blood glucose 
measurement using glucometer A and compared with the laboratory values. The linear 
regression equation of y against x is               , so from the agreement 
model, 
                
                        
                    
Mean value of glucose level for these data is 8.7mmol/l, so most of the time the 
glucometer will produce a positive error of 7.6mmol/l. The slope of the line suggests 
that the error increases with the increased value of glucose level. The minimum value of 
glucose in the data set is 7mmol/l and the maximum value is 11mmol/l. So, the 
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minimum error will be 5.9mmol/l and the maximum error will be 9.9mmol/l. Since the 
maximum error is more than the tolerable clinical difference value (0.8mmol/l), there is 
no agreement between the glucometer reading and glucose level from the laboratory 
analysis in Table 3.3. 
 
Table 3.3: Hypothetical data of blood glucose measurements 
Lab 
(mmol/l) 
Glucometer A 
(mmol/l) 
 
Predicted Error 
(mmol/l) 
10.0 20.0 8.9 
8.0 16.0 6.9 
8.0 16.0 6.9 
10.0 19.0 8.9 
9.0 18.0 7.9 
8.0 16.0 6.9 
9.0 18.0 7.9 
7.0 13.0 5.9 
7.0 13.0 5.9 
11.0 21.0 9.9 
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Summary of proposed method: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3: Proposed method of assessing agreement  
Identify linear equation 
Y = α + βX 
Strong correlation  
(r ≥ 0.8) 
Weak/No correlation 
 
NO  
AGREEMENT 
Compare slope with the 
line of agreement  
y2 = x 
No 
significant 
difference 
Significant 
difference 
Compare intercept 
with the line of 
agreement y2 = x 
 
No significant 
difference 
Significant 
difference 
𝐸𝑟𝑟𝑜𝑟  𝛼   𝛽    𝑥 
Agreement model: 
 Calculate Maximum and minimum error 
 Compare with tolerable clinical 
difference  
Error < tolerable 
clinical difference  
Error ≥ tolerable 
clinical difference  
AGREEMENT 
Test for linearity 
(Correlation coefficient) 
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3.9.2.2 Bland-Altman Method (Limits of Agreement, LoA) 
The Bland-Altman analysis (Limits of Agreement, LoA) was performed using the 
GraphPad Prism software. The formula for Limits of Agreement is given as (Bland & 
Altman, 1987):  
                                                                
To ensure the assumption for the Bland-Altman analysis was not violated, the pattern of 
bias (differences) was observed using the Bland-Altman plot and the distribution of the 
differences was evaluated by plotting the histograms of the differences of two 
measurements, and the D‟Agostino and Pearson omnibus normality test. The 
D‟Agostino-Pearson test first analyses the skewness and kurtosis of data, and then 
calculates how far these values differ from the expected values for a normal distribution 
(Oztuna, Elhan, & Tuccar, 2006). This test tends to be more powerful than the 
Kolmogorov-Smirnov test (Oztuna et al., 2006). 
 The limits of agreement were compared with the tolerable clinical difference 
value (see Table 3.2). If the limits of agreement were less or equal to the tolerable 
clinical difference value, this means that there was an agreement between the two 
instruments.   
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Figure 3.4: Example of Bland-Altman plot 
 
                                                                                                                        Methodology 
 
123 
 
Figure 3.5: Testing normality using GraphPad Prism software 
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3.9.2.3 Intra-class Correlation Coefficient  
The Intra-class Correlation Coefficient for agreement (ICCA) analysis was performed 
using SPSS software, under reliability analysis with absolute agreement option. Since 
the purpose of the analysis was to test agreement, a two-way random model was chosen 
(Weir, 2005). Different models for the ICC and mathematical formulations were 
discussed in Chapter 2.  In this model, it is assumed that each subject was assessed by 
the same raters, where these raters were randomly sampled from the population (raters 
are considered as a random effect) (Weir, 2005). In this study, the value of ICCA ≥ 0.75 
was considered to be good agreement (Rosner, 2006).  
 
 
Figure 3.6: Analysis of ICCA for agreement using SPSS (a) 
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Figure 3.7: Analysis of ICCA for agreement using SPSS (b) 
 
 
 
Figure 3.8: Analysis of ICCA for agreement: SPSS output  
Intraclass Correlation Coefficient
,954b ,840 ,980 66,026 199 199 ,000
,977 ,912 ,990 66,026 199 199 ,000
Single Measures
Av erage Measures
Intraclass
Correlation
a
Lower Bound Upper Bound
95% Conf idence Interv al
Value df1 df2 Sig
F Test with True Value 0
Two-way random ef fects model where both people ef f ects and measures ef f ects are random.
Type A intraclass correlat ion coef f icients using an absolute agreement def inition.a. 
The estimator is the same, whether the interaction ef fect is present or not.b. 
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3.9.3 Method Used to Assess Reliability 
 
3.9.3.1 Intra-class Correlation Coefficient for Reliability 
The Intra-class Correlation Coefficient for consistency (ICCC) analysis was performed 
using SPSS software, under reliability analysis with a consistency option. Since the 
purpose of the analysis was to test reliability, a two-way mixed model was chosen 
(Weir, 2005). The two-way mixed model assumes that each subject was assessed by the 
same raters, but these raters are the only ones of interest. Raters are considered as a 
fixed effect. In this study, the value of ICCC ≥ 0.75 was considered to be good reliability 
(Rosner, 2006).  
 
 
Figure 3.9: Analysis of ICCC for reliability using SPSS  
                                                                                                                        Methodology 
 
127 
 
 
Figure 3.10: Analysis of ICCC for reliability: SPSS output 
 
 
3.9.3.2 Intra-class Correlation Coefficient for Agreement 
The analysis was performed using SPSS software and similar to as described in Section 
3.9.2.3. However, three repeated readings from the same instrument were used. The 
value of ICCA ≥ 0.75 was considered to be good reliability (Rosner, 2006).  
 
3.9.3.3 Bland-Altman Limits of Agreement 
The analysis and interpretation of Bland-Altman method or reliability analysis were 
similar to the agreement analysis. However, it involved comparison of two repeated 
readings from the same instrument. The limits of agreement were compared with the 
tolerable clinical difference value (see Table 3.4). If the limits of agreement were less or 
equal to the tolerable clinical difference value, this means that there was an agreement 
between the two readings. Thus, the tested instrument was considered to be reliable. 
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Table 3.4: Tolerable clinical difference value set for reliability study 
Variable Tolerable clinical difference 
Systolic Blood Pressure, SBP ±10mmHg (Pickering et al., 2005) 
 
Diastolic Blood Pressure, DBP ±10mmHg (Pickering et al., 2005) 
 
Peak Expiratory Flow Rate, PEFR 
 
Heart rate, HR 
 
±40 l/min (Quanjer PH et al., 1997) 
 
±2bpm (Burke & Whelan, 1987) 
Body temperature, Temp 
 
Carbon monoxide level, CO level 
±0.5
0
C (Robinson, Jou, & Spady, 2005)  
 
±1ppm (piCO+ Smokerlyzer User Manual, 2006) 
 
 
3.10 Data Entry and Cleaning 
All primary data were recorded manually (written by hand) on a data sheet during the 
process of data collection. All raw data were then entered onto an SPSS 17.0 
spreadsheet. Separate files were created for each variable to make the data more 
manageable. Information entered included: participant identity number, UM wellness 
identity number (where applicable), identity card number, date of data collection, base 
of data collection (UM or community), race, gender, year of birth and clinical values 
(e.g. glucometer value, laboratory value, etc). Age of participant (in years) was 
computed based on year of birth.   
Double data entry was performed to ensure accuracy and minimize error during 
data entry. Two sets of files were created for the same variable, then those two files 
were compared using SPSS to see whether there were any differences. The general 
syntax for the function is shown in Figure 3.11. Any differences or missing values were 
double-checked with the original raw data set. The aim of data cleaning is to make sure 
that the data are free from as many errors as possible and data are of sufficient quality 
before they are used for analysis. Since the primary data collection was collected and 
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recorded carefully by the researcher, there were no missing data. After the files were 
finalised and saved as SPSS files, data were then transferred to other software (e.g. 
GraphPad Prism and Matlab) for further analysis.  
 
 
Figure 3.11: Syntax for data set comparison using SPSS 
 
 
  
                                                                                                                        Methodology 
 
130 
3.11 Data Analysis 
3.11.1 Descriptive Analysis  
A descriptive analysis was performed on the entire data set. The description of the 
sample for the study population was summarised according to the phases and site (UM 
and community setting) of data collection. This includes number of participants and 
their characteristics (age, race and gender). Summary measures (mean, median, standard 
deviation and range) for each variable were calculated and presented in a table. All data 
were assumed to be in a normal distribution (as according to the Central Limit 
Theorem), however the skewness and kurtosis of data set for each variable were also 
checked. All descriptive analyses were performed using SPSS 17.0 software.  
 
3.11.2 Analysis of Agreement 
The Bland-Altman method (Limits of Agreement, LoA) and the Intra-class Correlation 
Coefficient (ICCA) are the two most commonly used methods to assess agreement in 
medicine found in Chapter 2. The purpose of this analysis is to assess the suitability of 
the comparison of slopes and y-intercepts anaysis and the proposed agreement model in 
comparison with those two methods (LoA and ICCA). Analyses were performed using 
both original clinical data and simulated data.  
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3.11.2.1 Comparison of Statistical Methods: Clinical Data 
 
a. Comparison of prediction of agreement  
The first analysis was planned to test whether the proposed method is able to provide a 
similar prediction of bias and conclusion on the degree of agreement (i.e. good 
agreement or poor agreement), compared to the most commonly used methods to assess 
agreement. Analysis of agreement was conducted with a sample size of 300 (all the 
samples collected in this study) and was performed for the following variables: glucose 
level, systolic BP, diastolic BP, body temperature, peak expiratory flow rate and weight.  
 
b. Consistency of prediction  
For the second analysis, 10 sets of data with a sample of 200 were selected randomly 
from the total of 300 measurements (sampling with replacement) using SPSS software. 
The purpose of this analysis was to assess the consistency of the bias prediction and 
conclusion on the degree of agreement for all four methods. In this section, all results 
for the 10 sets of 200 random samples are compared in a table for each variable.  
 
3.11.2.2 Comparison of Statistical Methods: Simulated Data 
The purpose of data analysis in this section was to compare the performance of the 
comparison of slopes and y-intercepts analysis, agreement model, LoA and ICCA 
according to the proportion of error in data, consistency of error (constant or 
inconsistent) and sample size. Analyses were performed for all the variables collected 
for agreement analysis (glucose level, systolic BP, diastolic BP, peak expiratory flow 
rate and body weight). The analysis was planned to assess whether these methods were 
                                                                                                                        Methodology 
 
132 
able to predict the simulated bias accordingly. Data sets with simulated bias were 
computed using the SPSS software. 
1. Blood Glucose level: Laboratory value versus simulated value (±0.8mmol/l 
bias) 
2. Systolic Blood Pressure (SBP): Manual sphygmomanometer SBP reading 
versus simulated value (±10mmHg bias) 
3. Diastolic Blood Pressure: Manual sphygmomanometer DBP reading versus 
simulated value (±10mmHg bias) 
4. Peak Expiratory Flow Rate (PEFR): Clement Clarke UK peak flow meter 
(first reading) versus simulated value (±40 l/min bias) 
5. Weight: Digital weighing scale value versus simulated value (±0.5kg bias) 
 
a. Constant systematic error 
The purpose of this analysis is to assess the ability of each statistical method in 
predicting simulated constant bias in the data sets for all five variables. 
a) Overestimation of value (positive error) 
b) Underestimation of value (negative error) 
 
b. Inconsistent error 
The purpose of this analysis is to assess how each statistical method predicts the 
inconsistent error in the data sets. Data were selected randomly from data sets with 
simulated error according to the proportion of error as below: 
a) 2/3 overestimate (positive error), 1/3 underestimate (negative error) 
b) 1/3 overestimate (positive error),  2/3 underestimate (negative error) 
c) 1/2 overestimate (positive error),  1/2 underestimate (negative error) 
d) 1/3 overestimate (positive error),  1/3 underestimate (negative error), 1/3 agreement 
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c. Proportion of error  
The aim of this analysis is to assess how the proportion of error in data influences the 
prediction of bias for each statistical method.  
a) 1/3 of positive error, and 2/3 of agreement in data set 
b) 1/2 of positive error, and 1/2 of agreement in data set 
c) 2/3 of positive error, and 1/3 of agreement in data set 
d) 3/4 of positive error, and 1/4 of agreement in data set 
 
d. Sample size 
The aim of this analysis is to see how sample size influences the prediction of bias for 
all three statistical methods. In this section, analyses of agreement using all four 
methods were performed for each variable for various sample sizes. For each variable, 
analysis of agreement using the Bland-Altman method, linear regression method and 
ICCA were performed for sample sizes of 10 to 500. Sampling with replacement was 
performed. When a unit selected at random from the data set, it was returned back to the 
data set before the next sample was selected. Thus, whenever a unit is selected, the 
population remains the same size. This analysis was repeated ten times for each variable 
using randomly selected data sets from the original clinical data sets.  
The outcome of the Bland-Altman analysis (estimated bias, upper limit of 
agreement and lower limit of agreement), slope, y-intercept, agreement model 
(predicted bias), and ICCA were then plotted against the sample size to assess the 
pattern of the prediction. The standard deviation and standard error of the prediction 
were also plotted against the sample size. Analyses were performed using the Matlab 
programme version 7.8 (R2009a). 
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3.11.2.3 Extended Analysis of the Bland-Altman Method 
As discussed in Chapter 2, one of the problems with the Bland-Altman analysis is a 
proportional bias. The main concern about the proportional bias is that this will result in 
artefactual bias or overestimation in the prediction. An approach using least-
products regression to fit the regression line in the Bland-Altman plot has been claimed 
to eliminate the bias problem in the Bland-Altman analysis (J. Ludbrook, 2002). The 
purpose of this analysis is to determine whether the suggested method is able to 
overcome the overestimation of bias in the prediction. 
Three variables (blood glucose level, body weight and systolic BP) with sample 
sizes of 300 for each variable were analysed in this section. The original data sets were 
compared with generated comparison data sets for all the variables. The comparison sets 
were generated with a random error of specific range of bias. Details of the generated 
bias will be explained in the next chapter (Chapter 4). For this analysis, data generation 
was performed using Matlab software version 7.8 (R2009a). The Bland-Altman analysis 
was performed for all the simulated data sets, for all three variables. 
The range of predicted error was compared with the range of simulated error. 
The range of predicted error was determined based on the range between the minimum 
value of the lower limit of agreement and the maximum value of the upper limit of 
agreement (i.e. upper CI of upper limit of agreement minus lower CI of lower limit of 
agreement).  
The presence of proportional bias was tested by testing the slope of the 
regression line fitted to the Bland-Altman plot. Proportional bias excluded when the 
slope did not significantly differ from zero. Analyses were performed using MedCalc 
statistical software version 12.1.3. Figure 3.12 shows an example of how the 
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proportional bias is excluded in the Bland-Altman plot. The regression analysis of the 
plot is:  
y = 0.9322 - 0.01070 x 
The slope = -0.01070 (95%CI -0.03533 to 0.01394), p = 0.3870 
The slope of the regression line does not significantly differ from zero. Therefore the 
proportional bias is not present and should not be a cause of concern in the analysis. 
 
 
Figure 3.12: Regression line fitted to the Bland-Altman plot 
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Figure 3.13 shows the presence of proportional bias in the Bland-Altman plot. The 
regression analysis of the plot is:  
y = -72.2265 + 0.7009 x   
The slope = 0.7009 (95% CI 0.4671 to 0.9348), p < 0.0001 
The slope of the regression line is significantly different from zero. Therefore 
proportional bias is present. 
 
 
Figure 3.13: Example of the presence of proportional bias 
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3.11.3 Analysis of Reliability 
The systematic review in Chapter 2 showed that the Intra-class Correlation Coefficient 
is the most popular method used to assess reliability in medicine. The Bland-Altman 
Limits of Agreement is also one of the most popular methods that have been used to 
assess reliability in medical research. The purpose of this analysis is to review the 
suitability of the Bland-Altman method (Limits of Agreement) for the measurement of 
precision (reliability), in comparison with the Intra-class Correlation Coefficient (both 
the ICC for consistency and ICC for agreement).  
 
3.11.3.1 Comparison of Statistical Methods: Clinical Data 
For the test of reliability, analyses using the Bland-Altman Limits of Agreement (LoA), 
the ICC for consistency (ICCC) and the ICC for agreement (ICCA) were compared. 
Analyses were performed for all variables collected for reliability analysis: 
1. Systolic Blood Pressure (SBP): First, second and third readings of automatic 
SBP machine 
2. Diastolic Blood Pressure (DBP): First, second and third readings of automatic 
DBP machine 
3. Heart Rate (HR): First, second and third readings of automatic blood pressure 
machine  
4. Body Temperature: First, second and third readings of non-contact infrared 
thermometer 
5. Peak Expiratory Flow Rate (PEFR): First, second and third reading of Clement 
Clarke peak flow meter 
6. Carbon monoxide (CO) level: First, second and third reading of carbon 
monoxide meter (piCO Smokerlyzer). 
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ICC analyses were performed with all three measurements for each variable. However, 
since the LoA was designed for the analysis of two repeated readings, the analyses of 
reliability were performed with the first and second measurements for this method. 
Although Bland and Altman suggested a method for the application of multiple 
measurements for the LoA analysis (Bland & Altman, 2007), it was only suitable for the 
analysis of agreement (as discussed in Chapter 2). 
 
a. Measurement of reliability 
The first analysis was planned to test whether the three methods (LoA, ICCC and ICCA) 
were able to provide a similar level of prediction or conclusion on reliability (e.g. good 
or poor reliability). For this section, the analysis of reliability was conducted with a 
sample of 300 for all variables.  
 
b. Consistency of prediction  
The purpose of this analysis was to assess the consistency of prediction on reliability for 
all three methods, and for all ten groups of data sets. For this section, 10 sets of data 
with a sample of 200 were selected randomly (sampling with replacement) from the 
total of 300 measurements using SPSS software. All results for the 10 groups of 200 
random samples were compared for each variable.  
 
c. Number of measurements 
In this section, the results of reliability analysis for analysis of two sets of repeated 
measurements (first and second readings) were compared with analysis of three sets of 
repeated measurements (all three readings). The purpose of this analysis was to assess 
differences in the prediction of reliability with two and three sets of measurements. The 
LoA was excluded in the analysis.  
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3.11.3.2 Comparison of Statistical Methods: Simulated Data 
Prediction of simulated data 
In this analysis, five sets of simulated data were produced for each variable to represent 
five repeated measurements. The simulated data sets were designed to represent 
imprecise measurements of an instrument. This means that the five repeated 
measurements are not repeatable. The characteristics of the data sets were as follows: 
Set 1 (first measurement): original clinical data 
Set 2 (second measurement): 1/3 of data have constant positive error  
Set 3 (third measurement): constant negative error 
Set 4 (fourth measurement): 1/2 of data have constant positive error 
Set 5 (fifth measurement): constant positive error 
The results of analysis for ICCC and ICCA were compared. The LoA was excluded in 
the analysis. 
 
 
3.11.3.3 Extended Analysis of the Intra-class Correlation Coefficient 
In this section the results of reliability analysis for the analysis of two sets of repeated 
measurements (first and second readings) were compared with the analysis of three sets 
of repeated measurements (all three readings). The purpose of this analysis was to 
assess differences in the prediction of reliability with two and three sets of 
measurements.  
For the clinical data, the analysis of reliability using ICCC and ICCA was 
performed for 10 sets of random samples of 200, for all six variables for both sets of 
measurements (two sets and three sets of measurements). The outcome of ICC for two 
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sets of measurements and three sets of measurements (with n=60) were tested using a 
paired t-test.  
For the simulated data, the analysis of reliability using ICCC and ICCA was 
performed for two sets of random samples of 300, for all six variables for both sets of 
measurements (two sets and three sets of measurements). The outcome of ICC for two 
sets of measurements and three sets of measurements (with n=12) were tested using a 
paired t-test. 
The paired t-test is used to test whether the difference between a pair of variables 
measured on each individual, on average, is zero (Kirkwood, 2000). In this study, a p-
value of <0.05 was considered to be statistically significant. Statistical power was 
calculated for any non-significant result.  
 
 
3.12 Summary of Chapter 3 
This chapter details the major work done in this study, starting from the design of the 
study through to the analysis of data. The study population and study variables were 
described at the beginning of this chapter. The population of this study was selected 
from the institutional and community setting, to ensure the variability of the data as 
explained in Section 3.2. Details on the method of measuring the variables were also 
explained. All variables were measured according to the instruction in the instrument‟s 
manual or guidelines.   
The data collection was divided into two phases. Phase I involved the UM 
Wellness Health-Screening programme and Community Health Screening in Teluk 
Gadong Kecil, Klang. Variables collected in this phase were glucose level, systolic BP, 
diastolic BP and heart rate. During the second phase (phase II), data were collected from 
the UM Wellness Quit Smoking Clinic and Community Health Screening in Mid Valley 
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Megamall. Variables collected in the second phase were CO level, PEFR, body weight 
and temperature. The data collection period was longer than expected due to various 
problems related to the UM Wellness screening schedule and slow response in the Quit 
Smoking Clinic. However, the response in the community was overwhelming, and 
helped to speed up the process of data collection.  
Sample size in this study was estimated based on the linear regression method. A 
sample size of 200 was required, but 300 readings were collected for analysis purposes. 
Double data entry was performed to ensure the accuracy of the data.  
The statistical software and statistical methods used in the analysis have been 
briefly described in this chapter. The method of assessing agreement using comparison 
of slopes and y-intercepts analysis was also explored here. An agreement model to 
estimate bias or error produced by an instrument was also proposed and explained in 
this chapter. 
The analysis of data was divided into two sections (agreement analysis and 
reliability analysis). Statistical methods compared for agreement analysis were the 
comparison of slopes and y-intercepts analysis, agreement model, Bland-Altman Limits 
of Agreement and Intra-class Correlation Coefficient (ICCA). Comparisons were made 
based on the ability of each method to predict simulated bias, the consistency of 
prediction and the effect of sample size on the prediction.  
In the reliability analysis, the Intra-class Correlation Coefficient (both ICCA for 
agreement and ICCC for consistency) and the Bland-Altman Limits of Agreement were 
compared. The ability of each method to predict simulated bias, the consistency of 
prediction and the effect of the number of measurements were tested.  
Most of the analyses were performed using SPSS and GraphPad Prism software. 
Matlab software was used mainly for data simulation (sampling with replacement 
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technique) to test the effect of sample size on the prediction. As a summary, the flow of 
this study is shown in Figure 3.14. 
 
 
Figure 3.13: Study Flow 
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CHAPTER 4: RESULTS 
 
4.1 Introduction  
This chapter presents the results of statistical analysis of this project. Section 4.2 is a 
description of the sample and variables according to the phases of data collection. All 
variables will be described according to mean, median, range and standard deviation. 
The distributions of all variables are assumed to be normal (according to Central Limit 
Theorem); however the skewness and kurtosis of the data will also be presented.  
The analysis begins with the analysis of agreement using clinical data in Section 
4.3.1. Four methods of assessing agreement are compared; which are the comparison of 
slopes and y-intercepts analysis, agreement model, Bland-Altman Limits of Agreement 
(LoA) and Intra-class Correlation Coefficient for agreement (ICCA). The aim is to see 
whether the proposed agreement model and comparison of slopes and y-intercepts 
analysis are able to provide similar prediction of bias and agreement (i.e. good 
agreement or poor agreement), with the other two methods. The next analysis is the 
analysis of agreement using simulated data (Section 4.3.2). The aim of this analysis is to 
compare the prediction of bias for each statistical method based on various sample size, 
range of variable, proportion of error in data, and consistency of error in data set. All 
statistical methods are tested to predict a known bias from generated data. In Section 
4.3.3 the extended analysis of the Bland-Altman method is presented, which involve the 
testing of method to overcome proportional bias in the analysis. 
Section 4.4 presents the analysis of reliability. This section compares different 
statistical methods that have been used to assess reliability which are the Bland-Altman 
method, Intra-Class Correlation Coefficient for consistency (ICCC), and Intra-Class 
Correlation Coefficient for agreement (ICCA). The data used are both clinical (Section 
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4.4.1) and simulated data (Section 4.4.2). Section 4.4.3 presents the extended analysis of 
the Intra-class Correlation Coefficient (for both ICCA and ICCC). This involves testing 
the differences between the prediction of ICCs with two and three repeated 
measurements. 
The summary of the result is covered in Section 4.5. The results of all the 
analysis in this chapter provide information on the strengths and weaknesses of each 
statistical method and thus help in determining which statistical method is the best for 
assessing agreement and reliability.  
 
 
4.2 Description of Samples and Variables 
4.2.1 Phase I data collection 
Four variables were collected during Phase I data collection (glucose, systolic BP, 
diastolic BP and pulse rate). A total of 300 samples were collected for each variable.  
Data for glucose variable were collected from UM Wellness Health Screening 
program. The majority of participants were Malays (79.0%), followed by Indians 
(11.3%), Chinese (7.7%), and other races (2.0%).  The mean age of participants was 
48.6 years, and range between 39 to 67 years old. There were 170 (56.7%) male 
participants (56.7%) and 130 (43.3%) female participants. 
Data for systolic BP, diastolic BP and pulse rate were collected from both the 
UM Wellness Health Screening Program (107 participants) and Community Health 
Screening Program in Klang (193 participants). A total of 300 samples were collected 
per variable. The majority of the participants were Malays (87.0%), followed by other 
races (6.0%), Indians (4.0%) and Chinese (3.0%). Fifty-four percent of the participants 
were female. Participants from the community in Klang had a wider range of age (min 
12 to max 81 years old) compared to the participants from UM Wellness Health 
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Screening program (min 22 to max 63 years old). Table 4.1 summarises the description 
of sample in Phase I data collection. 
 
Table 4.1: Description of Sample in Phase I 
Variable  collected 
Glucose Systolic BP, Diastolic BP & Heart Rate 
 
Sample population 
UM Wellness 
Health Screening 
Program 
UM Wellness 
Health 
Screening 
Program 
Community 
health screening 
program Klang, 
Selangor 
 
 
Period of data 
collection 
20/05/2009-
12/06/2009 
12/05/2009- 
27/08/2009 
10/06/2009-
24/07/2009 
 
Total 
Total participants 
300 107 193 300 
Age (years) 
48.6 (39-67) 47.1 (22-63) 40.3 (12-81) 43.1 (12-81) 
Gender 
 Male 
 Female 
 
170 (56.7%) 
130 (43.3%) 
 
54 (50.5%) 
53 (49.5%) 
 
84(43.5%) 
109 (56.5%) 
 
138 (46.0%) 
162 (54.0%) 
Race 
 Malay 
 Indian 
 Chinese 
 Others 
 
237 (79.0%) 
34 (11.3%) 
23 (7.7%) 
6 (2.0%) 
 
85 (79.4%) 
11 (10.3%) 
9 (8.4%) 
2 (1.9%) 
 
176 (91.2%) 
1 (0.5%) 
0 
16 (8.3%) 
 
261 (87.0%) 
12 (4.0%) 
9 (3.0%) 
18 (6.0%) 
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4.2.2 Phase II data collection 
Four variables were collected during Phase II data collection. These were body weight, 
body temperature (Temp), peak expiratory flow rate (PEFR), and carbon monoxide 
level (CO). A total of 300 samples were collected for each variable, with a total of 300 
participants. Data were collected from UM Wellness Quit Smoking Clinic and UM 
Community Health Awareness Day Mid Valley Kuala Lumpur. The majority of the 
participants were from UM Wellness Quit Smoking Clinic (204 or 68.0%). Most of the 
participants in the Phase II data collection were male (85.3%), and all participants in the 
Quit Smoking Clinic were male. The mean age of participants was 37.3 years (with a 
range between 20 to 67 years old). Malays formed the biggest proportion of participants 
(90.0%), followed by Chinese (4.3%), Indian (3.7%) and other races (2.0%). Table 4.2 
summarises the description of sample in Phase II data collection. 
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Table 4.2: Description of Sample in Phase II 
Variable collected Weight, Temp, PEFR & CO 
 
Sample population UM Wellness 
Quit Smoking 
Clinic 
UM Community 
Health Awareness 
Day Mid Valley, 
Kuala Lumpur 
 
Period of data 
collection 
27/10/2009-
12/06/2009 
6/02/2010-7/02/2010 Total 
Total participants 204 (68.0%) 96 (32.0%) 300 
Age (years) 38.4 (20-58) 35.0 (21-67) 37.3 (20-67) 
Gender 
 Male 
 Female 
 
204 (100%) 
0 
 
52 (54.2%) 
44 (45.8%) 
 
256 (85.3%) 
44 (14.7%) 
Race 
 Malay 
 Indian 
 Chinese 
 Others 
 
195(95.6%) 
7 (3.4%) 
0 
2 (1.0%) 
 
75 (78.1%) 
4 (4.2%) 
13 (13.5%) 
4(4.2%) 
 
270 (90.0%) 
11 (3.7%) 
13 (4.3%) 
6 (2.0%) 
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4.2.3 Variables 
Total of eight variables were collected at two phases for the purpose of data analysis of 
this study. For agreement analysis, variables collected were: 
1. Glucose level: Glucometer reading versus laboratory value 
2. Systolic BP: Manual sphygmomanometer BP reading versus automatic BP (first 
reading) 
3. Diastolic BP: Manual sphygmomanometer BP reading versus automatic BP 
(first reading) 
4. Peak Expiratory Flow Rate: Clement Clarke UK Peak flow meter (average 
reading) versus Respicare Peak flow meter 
5. Weight: Analogue weighing scale versus digital weighing scale 
 
For reliability analysis, variables collected are: 
1. Systolic BP: First, second  and third reading of automatic BP machine 
2. Diastolic BP: First, second  and third reading of automatic BP machine 
3. Heart rate: First, second  and third reading of automatic machine 
4. Body temperature: First, second  and third reading of infrared thermometer 
5. Peak Expiratory Flow Rate: First, second  and third reading of Clement Clarke 
Peak flow meter 
6. Carbon monoxide level: First, second  and third reading of carbon monoxide 
meter (Smokerlyzer) 
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4.2.3.1 Description of variables 
Eight variables were collected for this study. Summary of measures for all eight 
variables are displayed in Tables 4.3 to 4.10.  The mean value for blood glucose (Table 
4.3) measured using the glucometer was 5.9mmol/l, slightly higher than the laboratory 
value (5.6mmol/l). The data collected covers quite good range of blood glucose level 
(both normal and abnormal values). The skewness and kurtosis of laboratory blood 
glucose and glucometer value were almost the same. These suggest that the shapes of 
distribution for both glucometer and laboratory values were similar (Table 4.3).  
 
Table 4.3: Description of Blood Glucose sample 
 
Summary of measures 
(N=300) 
Laboratory blood 
glucose value 
mmol/l 
Glucometer 
mmol/l 
 
 Range (minimum-maximum) 
 Mean 
 Median 
 Standard deviation 
 Skewness (standard error) 
 Kurtosis (standard error) 
 
10.5 (3.7-14.2) 
5.6 
5.0 
1.8 
2.9 (0.14) 
9.0 (0.28) 
 
11.5 (3.8-15.3) 
5.9 
5.3 
1.8 
2.8 (0.14) 
9.1(0.28) 
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Second variable collected in this study was systolic BP (SBP). Mean SBP 
reading from the manual sphygmomanometer was 123mmHg, whereas mean readings 
from the automatic BP machine were slightly lower: 121mmHg for the first reading and 
119mmHg for the second and third readings. The range of SBP readings were higher in 
automatic BP machine compared to the manual sphygmomanometer. Overall, the range 
of SBP collected in this study covers quite good range of SBP values (normal and 
abnormal). The skewness and the kutosis of the manual SBP readings and the automatic 
readings were about the same. Thus, the shapes of distribution for manual and automatic 
SBP readings were almost similar (Table 4.4). 
 
Table 4.4: Description of Systolic Blood Pressure 
Summary of Measures 
(N=300) 
Manual 
reading 
mmHg 
Automatic  
1
st
 reading 
mmHg 
Automatic  
2
nd
 reading 
mmHg 
Automatic  
3
rd
 reading 
mmHg 
 
Range (minimum-
maximum) 
Mean 
Median 
Standard deviation 
Skewness (standard error) 
Kurtosis (standard error) 
 
108 (84-192) 
 
123 
120 
18 
0.64 (0.14) 
0.96 (0.28) 
 
135 (66-201) 
 
121 
118 
21 
0.81 (0.14) 
0.97 (0.28) 
 
113 (82-195) 
 
119 
117 
19 
0.86 (0.14) 
1.16 (0.28) 
 
111 (81-192) 
 
119 
116 
18 
0.71 (0.14) 
1.00 (0.28) 
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The third variable was diastolic BP (DBP). The mean DBP reading from manual 
sphygmomanometer was 77mmHg. Whereas, mean readings from the automatic BP 
machine were 77mmHg for the first reading, 76mmHg for the second reading and 
74mmHg for the third reading. The range of DBP values collected in this study covers 
quite good range of values (normal and abnormal) although, the ranges of DBP readings 
were higher in automatic BP machine compared to the manual sphygmomanometer 
(Table 4.5).  
 
Table 4.5: Description of Diastolic Blood Pressure 
Summary of Measures 
(N=300) 
Manual 
reading 
mmHg 
Automatic  
1
st
 reading 
mmHg 
Automatic  
2
nd
 reading 
mmHg 
Automatic  
3
rd
 reading 
mmHg 
 
Range (minimum-
maximum) 
Mean 
Median 
Standard deviation 
Skewness (standard error) 
Kurtosis (standard error) 
 
66 (44-110) 
 
77 
78 
12 
0.72 (0.14) 
0.06 (0.28) 
 
96 (38-134) 
 
77 
77 
14 
0.41 (0.14) 
0.95 (0.28) 
 
89 (42-131) 
 
76 
75 
13 
0.43 (0.14) 
0.76 (0.28) 
 
82 (43-125) 
 
74 
75 
13 
0.40 (0.14) 
0.53 (0.28) 
 
 
The shape of distribution for DBP reading from manual sphygmomanometer 
was slightly different from the shapes of distribution for readings from automatic BP 
machine (Figure 4.1). Automatic DBP values have higher peak of distribution and less 
skewness in comparison with manual DBP values (Figure 4.1) 
The manual method requires auscultation of the blood pressure, whereas the 
OMRON HEM 907XL automatic BP machine depends on oscillometric method 
(Omron Instruction Manual, 2009). The auscultatory method relies on the observer to 
detect the audible sounds (Korotkoff sounds). The Korotkoff sounds are originate from 
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a combination of turbulent blood flow and oscillations of the arterial wall (Pickering et 
al, 2005). In this study, Phase V was used to identify the DBP as recommended by the 
guideline (NHF, 2009). Different mechanisms in detecting the DBP values might 
explain the differences in the distribution of readings between automatic DBP and 
manual DBP. Furthermore, disagreement exists as to whether Korotkoff phase IV or V 
correlates more accurately with the diastolic blood pressure (Pickering et al, 2005). 
Therefore it is uncertain whether the oscillometric method of detecting DBP would 
more correlate with Phase IV or V. Nonetheless, mean readings for manual DBP and 
automatic DBP (first reading) were the same.  
Figure 4.1: Comparison of shapes of distributions for the manual and automatic 
readings  
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The fourth variable was heart rate. The means and medians were the same (76 
bpm) for all three readings. The range of values collected in this study covers mostly 
normal values of heart rate. The shapes of distribution of heart rate values were almost 
the same for the three readings (Table 4.6).  
 
Table 4.6: Description of Heart Rate 
Summary of Measures 
(N=300) 
Automatic  
1
st
 reading 
bpm 
Automatic  
2
nd
 reading 
bpm 
Automatic  
3
rd
 reading 
bpm 
 
Range (minimum-maximum) 
Mean 
Median 
Standard deviation 
Skewness (standard error) 
Kurtosis (standard error) 
 
53 (52-105) 
76 
76 
11 
0.09 (0.14) 
-0.71 (0.28) 
 
48 (53-101) 
76 
76 
11 
0.09 (0.14) 
-0.77 (0.28) 
 
50 (52-102) 
76 
76 
11 
0.10 (0.14) 
-0.72 (0.28) 
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The next variable was body weight. The mean weights for both analogue and 
digital scale were 70kg. The range of weight for digital scale was slightly wider than 
analogue scale. However, both scales cover quite good range of body weight values 
(normal to abnormal). The shapes of distribution of values for both scales were about 
the same (Table 4.7). 
 
Table 4.7: Description of Weight 
Summary of Measures 
(N=300) 
Analog scale  
kg 
Digital scale 
kg 
 
Range (minimum-maximum) 
Mean 
Median 
Standard deviation 
Skewness (standard error) 
Kurtosis (standard error) 
 
70 (40-110) 
70 
70 
13 
0.41 (0.14) 
0.18 (0.28) 
 
72.9 (38.5-111.4) 
70.0 
69.5 
13 
0.42 (0.14) 
0.20 (0.28) 
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 The mean temperatures for all three readings of non-contact infrared 
thermometer were the same (36.4
0
C). The median temperatures for all three readings 
were also the same (36.5
0
C). The range of values collected in this study covers mostly 
normal values of body temperature. 
 
Table 4.8: Description of Temperature 
Summary of Measures 
(N=300) 
Non-contact 
Infrared 
Thermometer 
1
st
 reading 
0
C 
Non-contact 
Infrared 
Thermometer 
2
nd
 reading 
0
C 
Non-contact 
Infrared 
Thermometer 
3
rd
 reading 
0
C 
 
Range (minimum-maximum) 
 
Mean 
Median 
Standard deviation 
Skewness (standard error) 
Kurtosis (standard error) 
 
2.1 
(35.0-37.1) 
36.4 
36.5 
0.4 
-0.73 (0.14) 
0.39 (0.28) 
 
2.1  
(35.0-37.1) 
36.4 
36.5 
0.4 
-0.73 (0.14) 
0.23 (0.28) 
 
2.2 
(35.0-37.2) 
36.4 
36.5 
0.4 
-0.70 (0.14) 
0.23 (0.28) 
 
 
 
 
 
 
  
                                                                                                                                 Results 
 
156 
Another variable collected in this study was Peak Expiratory Flow Rate (PEFR). 
The range of values collected in this study covers quite good range of PEFR values. The 
Respicare peak flow meter has higher mean and wider range of readings.  The mean and 
median for all readings were almost the same except for the first reading of Clement 
Clarke Peak flow meter (Table 4.9). 
 
Table 4.9: Description of Peak Expiratory Flow Rate 
Summary of 
Measures 
(N=300) 
Respicare 
Peak flow 
meter 
l/min 
Clement 
Clarke Peak 
flow meter 
Average 
reading 
l/min 
Clement 
Clarke Peak 
flow meter 
1
st
 reading 
l/min 
Clement 
Clarke Peak 
flow meter 
2
nd
 reading 
l/min 
Clement 
Clarke Peak 
flow meter 
3
rd
 reading 
l/min 
 
Range (minimum-
maximum) 
Mean 
Median 
Standard deviation 
Skewness (standard 
error) 
Kurtosis (standard 
error) 
 
530 (200-
730) 
471 
470 
86 
-0.14 (0.14) 
 
0.23(0.28) 
 
464 (223-
687) 
453 
457 
81 
-0.079 (0.14) 
 
-0.062 (0.28) 
 
470 (220-
690) 
441 
450 
84 
-0.12 (0.14) 
 
-0.97 (0.28) 
 
500 (200-
700) 
455 
455 
86 
-0.07 (0.14) 
 
-0.04 (0.28) 
 
460 (230-
690) 
464 
460 
85 
0.71 (0.14) 
 
1.00 (0.28) 
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The last variable collected in this study was carbon monoxide (CO) level. All 
three readings have the same mean (10ppm), median (9ppm), and standard deviation 
(7ppm). The ranges of all three readings were wide, covers both normal and abnormal 
value of CO level (Table 4.10).  
 
Table 4.10: Description of Carbon Monoxide level 
Summary of Measures 
(N=300) 
CO level 
1
st
 reading 
Ppm 
CO level 
2
nd
 reading 
ppm 
CO level 
3
rd
 reading 
ppm 
 
Range (minimum-maximum) 
Mean 
Median 
Standard deviation 
Skewness (standard error) 
Kurtosis 
 
40 (1-41) 
10 
9 
7 
1.21 (0.14) 
1.71 (0.28) 
 
33 (1-34) 
10 
9 
7 
1.09 (0.14) 
0.72 (0.28) 
 
37 (1-38) 
10 
9 
7 
1.19 (0.14) 
1.21 (0.28) 
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4.3 Analysis of Agreement 
 
The analysis under this section was planned to test whether the proposed agreement 
model and comparison of slopes and y-intercepts were able to provide better prediction 
of bias and conclusion on agreement, compared to the most commonly used methods 
(Bland-Altman Limits of Agreement and Intra-class Correlation Coefficient for 
agreement). The analysis was divided into two parts. The first part was the analysis of 
agreement using clinical data and the second part was analysis using simulated data. 
Analyses were performed using SPSS 17.0 and GraphPad Prism 5.02 software. 
 
4.3.1 Comparison of statistical methods for Agreement analysis: 
Clinical data 
4.3.1.1 Comparison of prediction of agreement 
The comparison of slopes and y-intercepts analysis, agreement model, and two other 
most commonly used methods (LoA and ICCA) were conducted with sample of 300 for 
each variable (blood glucose level, systolic BP, diastolic BP, peak expiratory flow rate 
and weight). The purpose of the first analysis is to compare the ability of each method 
in predicting agreement for each variable. Results for the analysis of each variable are 
summarised in Table 4.11 to Table 4.15. 
Data used for the analysis were collected in clinical settings, and all instruments 
were validated by their manufacturer. The instruments should be in agreement with their 
standard instruments. The comparison of slopes and y-intercepts analysis suggests that 
there were agreement between SBP measured using manual sphygmomanometer and 
automatic BP machine, and also between the analogue weighing scale and digital 
weighing scale. However, no agreement was found for instruments that measure the 
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other three variables (blood glucose level, DBP and PEFR). The agreement model 
provides the same conclusion of agreement with ICCA. Whereas the Bland-Altman LoA 
shows that there was no agreement for all medical instruments. The summaries of 
prediction of agreement for all four methods are displayed in Table 4.16.        
 
Table 4.11: Comparison on prediction of agreement analysis for blood glucose level 
Comparison of slopes 
and y-intercepts 
analysis 
Agreement Model Bland-Altman LoA ICCA 
 
y1 = 0.933x + 0.683 
r(Pearson) = 0.965 
r
2
 = 0.931 
y2 = x 
 
Compare slopes: 
F-test: p<0.0001 
Slopes – not equal 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Agreement – NO 
 
 
Error= -0.067x + 0.683 
 
Minimum glucose value = 
3.7mmol/l 
Error = 0.44mmol/l 
 
Maximum glucose value = 
14.2mmol/l 
Error = -0.27mmol/l 
 
Mean glucose value  
= 5.6mmol/l 
Mean error= -0.31mmol/l 
 
*Error between  
-0.31mmol/l to 0.44mmol/l 
 
Thus, errors produced by 
this instrument does not 
exceed clinically significant 
difference (i.e. will not have 
an effect clinically) 
 
 
 
Agreement – YES 
 
Bias = 0.31mmol/l 
LoA = -0.62 to 1.24 
Lower limit CI  
= (-0.7142 to -0.5293) 
Upper limit CI 
= (1.1500 to 1.3349)  
 
According to the LoA and 
its CI, errors produced by 
this instrument exceeded 
the clinically significant 
difference (i.e. will have 
an effect clinically) 
 
 
 
 
 
 
 
 
 
 
 
 
Agreement - NO  
 
 
ICCA = 0.950 
CI ( 0.866 to 0.975) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Agreement - YES 
Clinically significant difference for glucose = 0.8mmol/l (Essack et al., 2009) 
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Table 4.12: Comparison on prediction of agreement analysis for SBP 
Comparison of slopes 
and y-intercepts 
analysis 
Agreement Model Bland-Altman LoA ICCA 
 
y1 = 0.968x + 2.760 
r(Pearson) = 0.824 
r
2
 = 0.679 
y2 = x 
 
Compare slopes: 
F-test = 0.675 
p = 0.4115 
Slopes – equal 
 
Compare intercept 
F-test = 2.683 
p = 0.1019 
Intercept – equal 
 
 
 
 
 
 
 
 
 
 
 
 
Error = -0.032x + 2.76 
 
Minimum SBP value = 
84mmHg 
Error = 0mmHg 
 
Maximum SBP value = 
192mmHg 
Error = -3mmHg 
 
Mean SBP value  
= 123mmHg 
Mean error = -1mmHg 
 
*Error between  
-3mmHg to 0mmHg 
 
Thus, errors produced 
by this instrument does 
not exceed the clinically 
significant difference 
(i.e. will not have an 
effect clinically) 
 
 
 
 
Bias = -1 mmHg  
LoA = -25 to 22 
Lower limit CI  
= (-27 to -22) 
Upper limit CI 
= (20 to 25)  
 
 
According to the LoA and 
its CI, errors produced by 
this instrument exceeded 
the clinically significant 
difference (i.e. will have 
an effect clinically) 
 
 
 
 
 
 
 
 
 
 
 
 
ICCA = 0.812 
CI ( 0.77 to 0.848) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Agreement – YES Agreement – YES 
 
Agreement - NO 
 
Agreement – YES 
Clinically significant difference for SBP = 10mmHg (Pickering et al., 2005) 
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Table 4.13: Comparison on prediction of agreement analysis for DBP 
Comparison of slopes 
and y-intercepts 
analysis 
Agreement Model Bland-Altman LoA ICCA 
 
y1 = 0.8665x + 10.052 
r(Pearson) = 0.764 
r
2
 = 0.584 
y2 = x 
 
Compare slopes: 
F-test = 9.9495 
p = 0.00169 
Slopes – not equal 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Error= -0.1335x+ 10.052 
 
Minimum DBP value = 
44mmHg 
Error = 4mmHg 
 
Maximum DBP value = 
110mmHg 
Error = -5mmHg 
 
Mean DBP value  
= 77mmHg 
Mean error = 0mmHg 
 
*Error between  
-5mmHg to 4mmHg 
 
Thus, errors produced by 
this instrument does not 
exceed the clinically 
significant difference (i.e. 
will not have an effect 
clinically) 
 
 
 
 
Bias = -0.29 mmHg 
LoA = -18 to 18 
Lower limit CI  
= (-20 to -17) 
Upper limit CI 
= (16 to 20)  
 
 
According to the LoA and 
its CI, errors produced by 
this instrument exceeded 
the clinically significant 
difference (i.e. will have 
an effect clinically) 
 
 
 
 
 
 
 
 
 
 
 
 
ICCA = 0.759 
CI ( 0.706 to 0.803) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Agreement – NO 
 
Agreement – YES 
 
Agreement - NO 
 
Agreement - YES 
Clinically significant difference for DBP = 10mmHg (Pickering et al., 2005) 
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Table 4.14: Comparison on prediction of agreement analysis for weight 
Comparison of slopes 
and y-intercepts 
analysis 
Agreement Model Bland-Altman LoA ICCA 
 
y1 = 1.005x – 0.417 
r(Pearson) = 0.996 
r
2
 = 0.992 
y2 = x 
 
Compare slopes: 
F-test = 0.8067 
p = 0.3695 
Slopes – equal 
 
Compare intercepts: 
F-test = 2.09159 
p = 0.1486 
Intercepts – equal 
 
 
 
 
 
 
 
 
 
 
 
 
 
Error = 0.005x -0.417 
 
Minimum weight value 
= 38.5kg 
Error = -0.22kg 
 
Maximum weight value 
= 111.4kg 
Error = 0.14kg 
 
Mean weight value  
= 70kg 
Mean error =  -0.07kg 
 
*Error between  
-0.22kg to 0.14kg 
 
Thus, errors produced 
by this instrument does 
not exceed the clinically 
significant difference 
(i.e. will not have an 
effect clinically) 
 
 
 
 
Bias = -0.09kg 
LoA = -2.39 to 2.20 
Lower limit CI  
= (-2.61 to -2.16) 
Upper limit CI 
= (1.7 to 2.43)  
 
 
According to the LoA and 
its CI, errors produced by 
this instrument exceeded 
the clinically significant 
difference (i.e. will have 
an effect clinically) 
 
 
 
 
 
 
 
 
 
 
 
 
 
ICCA = 0.996 
CI ( 0.995 to 0.997) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Agreement – YES 
 
Agreement – YES 
 
Agreement - NO 
 
Agreement - YES 
Clinically significant difference for body weight = 0.5kg ("National Weights and 
Measures Laboratory," 2003) 
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Table 4.15: Comparison on prediction of agreement analysis for PEFR 
Comparison of slopes 
and y-intercepts 
analysis 
Agreement Model Bland-Altman LoA ICCA 
 
y1 = 0.946x + 33.66 
r(Pearson) = 0.917 
r
2
 = 0.841 
y2 = x 
 
Compare slopes: 
F-test = 2.15536 
p = 0.1426 
Slopes – equal 
 
Compare intercepts: 
F-test = 77.997 
p <0.0001 
Intercepts – not equal 
 
 
 
 
 
 
 
 
 
 
 
Error = -0.054x+ 33.66 
 
Minimum PEFR value = 
223 l/min. 
Error = 22 l/min 
 
Maximum PEFR value 
= 687 l/min 
Error = -3 l/min 
 
Mean PEFR value  
= 453 l/min 
Mean error =  9 l/min 
 
*Error between  
-3 l/min to 22 l/min 
 
Thus, errors produced 
by this instrument does 
not exceed the clinically 
significant difference 
(i.e. will not have an 
effect clinically) 
 
 
 
Bias = 17 l/min 
LoA = -50 to 85 
Lower limit CI  
= (-56 to -43) 
Upper limit CI 
= (78 to 91)  
 
 
According to the LoA and 
its CI, errors produced by 
this instrument exceeded 
the clinically significant 
difference (i.e. will have 
an effect clinically) 
 
 
 
 
 
 
 
 
 
 
 
 
ICCA = 0.896 
CI ( 0.809 to 0.937) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Agreement – NO 
 
Agreement – YES 
 
Agreement - NO 
 
Agreement - YES 
Clinically significant difference for PEFR = 40l/min (Quanjer PH et al., 1997) 
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Table 4.16: Summary of prediction of agreement for all variables 
Method Glucose 
level 
SBP DBP Weight PEFR 
 
1. Comparison of slopes 
and y-intercepts analysis  
2. Agreement model 
3. Bland-Altman LoA 
4. ICCA 
 
 
NO 
 
YES 
NO 
YES 
 
YES 
 
YES 
NO 
YES 
 
NO 
 
YES 
NO 
YES 
 
YES 
 
YES 
NO 
YES 
 
NO 
 
YES 
NO 
YES 
NO - No agreement between instruments measuring the variable. 
YES - Agreement between instruments measuring the variable. 
 
 
 
4.3.1.2 Analysis of agreement: Consistency of prediction 
For second analysis, 10 sets of data with sample of 200 were selected randomly 
(sampling with replacement) from the total of 300 samples for each variable. The 
purpose of this analysis is to compare the consistency of each statistical method in 
predicting agreement of instruments measuring each variable. Results for this analysis 
are summarised in Table 4.17 to Table 4.21. 
The agreement model, Bland-Altman LoA, and ICCA provide a consistent 
prediction of agreement for all ten sets of data for all variables. The comparison of 
slopes and intercepts analysis provides consistent prediction of agreement for DBP, 
weight and PEFR. The summaries of consistency of prediction of agreement for all four 
methods are displayed in Table 4.22.    
 
  
                                                                                                                                 Results 
 
165 
Table 4.17: Comparison on consistency of agreement analysis for blood glucose level 
Set 
 
Comparison of 
slopes and y-
intercepts analysis 
Agreement Model 
 
Bland-Altman 
LoA 
ICCA 
1 
 
 
 
 
 
y1 = 0.937x + 0.677 
r = 0.9708 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.063x + 0.677 
Glucose= 3.7to14.2mmol/l 
Error = 0.4 to -0.2mmol/l 
Mean glucose = 5.6mmo/l 
Mean error = 0.3mmol/l 
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.5 to 1.2 
Lower limit CI  
= (-0.63 to -0.42) 
Upper limit CI 
= (1.07 to 1.28)  
Agreement - NO 
 
ICCA = 0.950 
CI ( 0.866 to 0.975) 
 
 
 
 
Agreement- YES 
2  
y1 = 0.924x + 0.752 
r = 0.9589 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.076x + 0.752 
Glucose=3.7to 14.2mmol/l 
Error = 0.5 to -0.3mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.3mmol/l 
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.6 to 1.2 
Lower limit CI  
= (-0.63 to -0.42) 
Upper limit CI 
= (1.07 to 1.28)  
Agreement - NO 
 
ICCA = 0.940 
CI ( 0.827 to 0.971) 
 
 
 
 
Agreement- YES 
3  
y1 = 0.951x + 0.549 
r = 0.9724 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.049x + 0.549 
Glucose=3.7to 14.2mmol/l 
Error = 0.4 to -0.2mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.3mmol/l 
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.5 to 1.2 
Lower limit CI  
= (-0.65 to -0.44) 
Upper limit CI 
= (1.08 to 1.29)  
Agreement - NO 
 
ICCA = 0.958 
CI ( 0.861 to 0.981) 
 
 
 
 
Agreement- YES 
4  
y1 = 0.933x + 0.699 
r = 0.9672 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.067x + 0.699 
Glucose=3.7to 14.2mmol/l 
Error = 0.5 to -0.3mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.3mmol/l 
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.5 to 1.2 
Lower limit CI  
= (-0.65 to -0.44) 
Upper limit CI 
= (1.01 to 1.31)  
Agreement - NO 
 
ICCA = 0.950 
CI ( 0.832 to 0.977) 
 
 
 
 
Agreement- YES 
5  
y1 = 0.954x + 0.595 
r = 0.9680 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = -0.046x + 0.595 
Glucose=3.7to 14.2mmol/l 
Error = 0.4 to -0.1mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.3mmol/l 
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.6 to 1.3 
Lower limit CI  
= (-0.68 to -0.46) 
Upper limit CI 
= (1.14 to 1.36)  
Agreement - NO 
 
ICCA = 0.952 
CI ( 0.842 to 0.978) 
 
 
 
 
Agreement- YES 
6  
y1 = 0.971x + 0.523 
r = 0.9595 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement – NO 
 
Error = -0.029x + 0.523 
Glucose=3.7to 14.2mmol/l 
Error = 0.4 to 0.1mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.4mmol/l 
 
Agreement – YES 
 
Bias = 0.4 mmol/l 
LoA = -0.5 to 1.2 
Lower limit CI  
= (-0.67 to -0.45) 
Upper limit CI 
= (1.20 to 1.43)  
Agreement - NO 
 
ICCA = 0.933 
CI ( 0.725 to 0.973) 
 
 
 
 
Agreement- YES 
7  
y1 = 0.929x + 0.706 
r = 0.9679 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.071x + 0.706 
Glucose=3.7to 14.2mmol/l 
Error = -0.3 to 0.4mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.3mmol/l 
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.5 to 1.2 
Lower limit CI  
= (-0.65 to -0.44) 
Upper limit CI 
= (1.06 to 1.27)  
Agreement - NO 
 
ICCA = 0.952 
CI ( 0.85 to 0.977) 
 
 
 
 
Agreement- YES 
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8  
y1 = 0.928x + 0.702 
r = 0.9688 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.072x + 0.702 
Glucose=3.7to 14.2mmol/l 
Error = 0.4 to -0.3mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.3mmol/l 
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.6 to 1.2 
Lower limit CI  
= (-0.74 to -0.51) 
Upper limit CI 
= (1.10 to 1.32)  
Agreement - NO 
 
ICCA = 0.956 
CI ( 0.888 to 0.978) 
 
 
 
 
Agreement- YES 
9  
y1 = 0.927x + 0.695 
r = 0.9729 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.073x + 0.695 
Glucose=3.7to 14.2mmol/l 
Error = 0.4 to -0.3mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error =  
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.6 to 1.1 
Lower limit CI  
= (-0.66 to -0.45) 
Upper limit CI 
= (1.02 to 1.22)  
Agreement - NO 
 
ICCA = 0.96 
CI ( 0.887 to 0.980) 
 
 
 
 
Agreement- YES 
10  
y1 = 0.924x + 0.747 
r = 0.9628 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.076x + 0.747 
Glucose=3.7to 14.2mmol/l 
Error = 0.5 to -0.3mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.3mmol/l 
 
Agreement – YES 
 
Bias = 0.3 mmol/l 
LoA = -0.6 to 1.3 
Lower limit CI  
= (-0.74 to -0.51) 
Upper limit CI 
= (1.16 to 1.39)  
Agreement - NO 
 
ICCA = 0.946 
CI ( 0.848 to 0.974) 
 
 
 
 
Agreement- YES 
Clinically significant difference for glucose = 0.8mmol/l (Essack et al., 2009) 
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Table 4.18: Comparison on consistency of agreement analysis for SBP 
Set 
 
Comparison of 
slopes and y-
intercepts analysis 
Agreement Model Bland-Altman 
LoA 
ICCA 
1  
y1 = 0.990x + 0.451 
r = 0.8582 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = -0.01x + 0.451 
SBP = 84 to 192mmHg 
Error =  -0.4 to -1mmHg 
Mean SBP = 123mmHg 
Mean error = -1 mmHg 
 
Agreement – YES 
 
Bias = -1 mmHg 
LoA = -21 to 20 
Lower limit CI  
= (-24 to -19) 
Upper limit CI 
= (17 to 22)  
Agreement - NO 
 
ICCA = 0.849 
CI ( 0.806 to 0.884) 
 
 
 
 
Agreement – YES 
2  
y1 = 0.999x - 0.548 
r = 0.8582 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = -0.001x – 0.548 
SBP = 84 to 192mmHg 
Error =  -0.6 to -0.7mmHg 
Mean SBP = 123mmHg 
Mean error = -1 mmHg 
 
Agreement – YES 
 
Bias = -1 mmHg 
LoA = -23 to 21 
Lower limit CI  
= (-25 to -20) 
Upper limit CI 
= (19 to 24)  
Agreement - NO 
 
ICCA = 0.849 
CI ( 0.805 to 0.883) 
 
 
 
 
Agreement - YES 
3  
y1 = 1.013x – 2.728 
r = 0.8280 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.013x – 2.728 
SBP = 84 to 192mmHg 
Error =  -4 to -5mmHg 
Mean SBP = 123mmHg 
Mean error = -1 mmHg 
 
Agreement - YES 
 
Bias = -1 mmHg 
LoA = -52 to 50 
Lower limit CI  
= (-26 to -21) 
Upper limit CI 
= (19 to 24)  
Agreement - NO 
 
ICCA = 0.810 
CI ( 0.757 to 0.853) 
 
 
 
 
Agreement - YES 
4  
y1 = 0.939x + 5.604 
r = 0.8176 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement – NO 
 
Error = -0.061x + 5.604 
SBP = 84 to 192mmHg 
Error = 0.5 to -6mmHg 
Mean SBP = 123mmHg 
Mean error = -2 mmHg 
 
Agreement - YES 
 
Bias = -2 mmHg 
LoA = -24 to 21 
Lower limit CI  
= (-27 to -22) 
Upper limit CI 
= (18 to 24)  
Agreement - NO 
 
ICCA = 0.950 
CI ( 0.832 to 0.977) 
 
 
 
 
Agreement - YES 
5  
y1 = 0.987x + 0.565 
r = 0.8644 
y2 = x 
Slopes – equal 
Intercepts - equal 
 
Agreement – YES 
 
Error = -0.013x + 0.565 
SBP = 84 to 192mmHg 
Error =  -0.5 to -2mmHg 
Mean SBP = 123mmHg 
Mean error = -1 mmHg 
 
Agreement - YES 
 
Bias = -1 mmHg 
LoA = -22 to 20 
Lower limit CI  
= (-24 to -19) 
Upper limit CI 
= (17 to 22)  
Agreement - NO 
 
ICCA = 0.856 
CI ( 0.814 to 0.889) 
 
 
 
 
Agreement - YES 
6  
y1 = 0.929x + 6.875 
r = 0.8266 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement – NO 
 
Error = -0.071x + 6.875 
SBP = 84 to 192mmHg 
Error = 1 to -7 mmHg 
Mean SBP = 123mmHg 
Mean error = -2 mmHg 
 
Agreement - YES 
 
Bias = -2 mmHg 
LoA = -24 to 21 
Lower limit CI  
= (-27 to -22) 
Upper limit CI 
= (18 to 23)  
Agreement - NO 
 
ICCA = 0.818 
CI ( 0.766 to 0.860) 
 
 
 
 
Agreement - YES 
7  
y1 = 0.963x – 3.149 
r = 0.8213 
y2 = x 
Slopes – equal 
Intercepts - equal 
 
Agreement – YES 
 
Error = -0.037x – 3.149 
SBP =  84 to 192mmHg 
Error =  --6 to 10mmHg 
Mean SBP = 123mmHg 
Mean error = -1 mmHg 
 
Agreement - YES 
 
Bias = -1 mmHg 
LoA = -24 to 21 
Lower limit CI  
= (-27 to -21) 
Upper limit CI 
= (18 to 24)  
Agreement - NO 
 
ICCA = 0.810 
CI ( 0.756 to 0.853) 
 
 
 
 
Agreement – YES 
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8  
y1 = 1.001x – 1.709 
r = 0.8370 
y2 = x 
Slopes – equal 
Intercepts - equal 
 
Agreement – YES 
 
Error = 0.001x – 1.709 
SBP = 84 to 192mmHg 
Error =  -1.6 to -1.5mmHg 
Mean SBP = 123mmHg 
Mean error = -2 mmHg 
 
Agreement - YES 
 
Bias = -2 mmHg 
LoA = -25 to 22 
Lower limit CI  
= (-28 to -23) 
Upper limit CI 
= (19 to 25)  
Agreement - NO 
 
ICCA = 0.822 
CI ( 0.771 to 0.863) 
 
 
 
 
Agreement - YES 
9  
y1 = 0.979x + 1.512 
r = 0.8069 
y2 = x 
Slopes – equal 
Intercepts - equal 
 
 
Agreement – YES 
 
Error = -0.021x + 1.512 
SBP = 84 to 192mmHg 
Error =  -0.3 to -3mmHg 
Mean SBP = 123mmHg 
Mean error = -1 mmHg 
 
 
Agreement - YES 
 
Bias = -1 mmHg 
LoA = -25 to 23 
Lower limit CI  
= (-28 to -22) 
Upper limit CI 
= (20 to 26)  
 
Agreement - NO 
 
ICCA = 0.792 
CI ( 0.734 to 0.838) 
 
 
 
 
 
Agreement - YES 
10  
y1 = 0.960x + 4.005 
r = 0.8307 
y2 = x 
Slopes – equal 
Intercepts - equal 
 
 
Agreement – YES 
 
Error = -0.04x + 4.005 
SBP =  84 to 192mmHg 
Error =  0.6 to -4mmHg 
Mean SBP = 123mmHg 
Mean error = -1 mmHg 
 
 
Agreement - YES 
 
Bias = -1 mmHg 
LoA = -24 to 23 
Lower limit CI  
= (-27 to -22) 
Upper limit CI 
= (20 to 24)  
 
Agreement - NO 
 
ICCA = 0.822 
CI ( 0.771 to 0.862) 
 
 
 
 
 
Agreement - YES 
Clinically significant difference for SBP = 10mmHg (Pickering et al., 2005) 
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Table 4.19: Comparison on consistency of agreement analysis for DBP 
Set 
 
Comparison of 
slopes and y-
intercepts analysis 
Analysis of Error Bland-Altman 
LoA 
ICCA 
1  
y1 = 0.819x +13.593 
r = 0.7574 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.181x + 13.593 
DBP = 44 to 110 mmHg 
Error = 7 to -6mmHg 
Mean DBP = 77mmHg 
Mean error = -0.3 mmHg 
 
Agreement - YES 
 
Bias = -0.4 mmHg 
LoA = -18 to 17 
Lower limit CI  
= (-20 to -16) 
Upper limit CI 
= (15 to 19)  
Agreement - NO 
 
ICCA = 0.756 
CI ( 0.689 to 0.809) 
 
 
 
 
Agreement - YES 
2  
y1 = 0.839x + 11.828 
r = 0.7493 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.161x + 11.828 
DBP = 44 to 110 mmHg 
Error = 5 to -6mmHg 
Mean DBP = 77mmHg 
Mean error = -0.6 mmHg 
 
Agreement - YES 
 
Bias = -0.5 mmHg 
LoA = -18 to 19 
Lower limit CI  
= (-21 to -16) 
Upper limit CI 
= (17 to 22)  
Agreement - NO 
 
ICCA = 0.745 
CI ( 0.676 to 0.801) 
 
 
 
 
Agreement - YES 
3  
y1 = 0.853x + 11.277 
r = 0.7593 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.147x + 11.277 
DBP = 44 to 110 mmHg 
Error = 5 to -5mmHg 
Mean DBP = 77mmHg 
Mean error = -0.04 mmHg 
 
Agreement - YES 
 
Bias = -0.1 mmHg 
LoA = -17 to 17 
Lower limit CI  
= (-19 to -15) 
Upper limit CI 
= (15 to 19)  
Agreement - NO 
 
ICCA = 0.754 
CI ( 0.687 to 0.808) 
 
 
 
 
Agreement - YES 
4  
y1 = 0.892x + 8.071 
r = 0.7770 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.108x + 8.071 
DBP = 44 to 110 mmHg 
Error = 3 to -4mmHg 
Mean DBP = 77mmHg 
Mean error = -0.2 mmHg 
 
Agreement - YES 
 
Bias = -0.2 mmHg 
LoA = -18 to 18 
Lower limit CI  
= (-20 to -16) 
Upper limit CI 
= (15 to 20)  
Agreement - NO 
 
ICCA = 0.77 
CI ( 0.707 to 0.821) 
 
 
 
 
Agreement - YES 
5  
y1 = 0.951x + 3.595 
r = 0.7812 
y2 = x 
Slopes – equal 
Intercepts - equal 
 
Agreement – NO 
 
Error = -0.049x + 3.595 
DBP = 44 to 110 mmHg 
Error = 1 to -2 mmHg 
Mean DBP = 77mmHg 
Mean error = -0.2 mmHg 
 
Agreement - YES 
 
Bias = -0.3 mmHg 
LoA = -17 to 17 
Lower limit CI  
= (-19 to -15) 
Upper limit CI 
= (15 to 20)  
Agreement - NO 
 
ICCA = 0.767 
CI ( 0.703 to 0.819) 
 
 
 
 
Agreement - YES 
6  
y1 = 0.933x + 4.857 
r = 0.7882 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – NO 
 
Error = -0.067x + 4.857 
DBP = 44 to 110 mmHg 
Error = 2 to -3mmHg 
Mean DBP = 77mmHg 
Mean error = -0.3 mmHg 
 
Agreement - YES 
 
Bias = -0.4 mmHg 
LoA = -18 to 17 
Lower limit CI  
= (-20 to -16) 
Upper limit CI 
= (15 to 20)  
Agreement - NO 
 
ICCA = 0.778 
CI ( 0.717 to 0.827) 
 
 
 
 
Agreement - YES 
7  
y1 = 0.812x + 14.361 
r = 0.7821 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.188x + 14.361 
DBP = 44 to 110 mmHg 
Error = 6 to -6mmHg 
Mean DBP = 77mmHg 
Mean error = -0.1 mmHg 
 
Agreement - YES 
 
Bias = -0.1 mmHg 
LoA = -17 to 17 
Lower limit CI  
= (-20 to -15) 
Upper limit CI 
= (15 to 19)  
Agreement - NO 
 
ICCA = 0.749 
CI ( 0.681 to 0.804) 
 
 
 
 
Agreement – YES 
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8  
y1 = 0.879x + 9.616 
r = 0.7463 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.121x + 9.616 
DBP = 44 to 110 mmHg 
Error = 4 to -4mmHg 
Mean DBP = 77mmHg 
Mean error = 0.3 mmHg 
 
Agreement - YES 
 
Bias = 0.3 mmHg 
LoA = -18 to 19 
Lower limit CI  
= (-20 to -16) 
Upper limit CI 
= (17 to 21)  
Agreement – NO 
 
ICCA = 0.737 
CI ( 0.669 to 0.795) 
 
 
 
 
Agreement - YES 
9  
y1 = 0.873x + 10.269 
r = 0.7706 
y2 = x 
Slopes –not  equal 
 
 
Agreement – NO 
 
Error = -0.127x + 10.269 
DBP = 44 to 110 mmHg 
Error = 5 to -4mmHg 
Mean DBP = 77mmHg 
Mean error = 0.4 mmHg 
 
Agreement - YES 
 
Bias = 0.4 mmHg 
LoA = -17 to 18 
Lower limit CI  
= (-19 to -15) 
Upper limit CI 
= (15 to 20)  
Agreement - NO 
 
ICCA = 0.769 
CI ( 0.701 to 0.817) 
 
 
 
 
Agreement – YES 
10  
y1 = 0.857x + 10.531 
r = 0.7465 
y2 = x 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.143x + 10.531 
DBP = 44 to 110 mmHg 
Error = 4 to -5 mmHg 
Mean DBP = 77mmHg 
Mean error = -0.5 mmHg 
 
Agreement - YES 
 
Bias = -1 mmHg 
LoA = -19 to 18 
Lower limit CI  
= (-21 to -17) 
Upper limit CI 
= (15 to 20)  
Agreement - NO 
 
ICCA = 0.74 
CI ( 0.67 to 0.797) 
 
 
 
 
Agreement – YES 
Clinically significant difference for DBP = 10mmHg (Pickering et al., 2005) 
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Table 4.20: Comparison on consistency of agreement analysis for weight 
Set 
 
Comparison of 
slopes and y-
intercepts analysis 
Analysis of Error Bland-Altman 
LoA 
ICCA 
1  
y1 = 1.003x – 0.298 
r = 0.9947 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.003x – 0.298 
Weight = 38.5 to 111.4kg 
Error = -0.2 to 0.04kg 
Mean weight = 70kg 
Mean error = -0.1kg 
 
Agreement - YES 
 
Bias = -0.1kg 
LoA = -2.3 to 2.1 
Lower limit CI  
= (-2.51 to -2.08) 
Upper limit CI 
= (1.84 to 2.27)  
Agreement - NO 
 
ICCA = 0.995 
CI ( 0.993 to 0.996) 
 
 
 
 
Agreement – YES 
2  
y1 = 1.000x -0.032 
r = 0.9969 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.000x - 0.032 
Weight = 38.5 to 111.4kg 
Error = -0.03kg 
Mean weight = 70kg 
Mean error = -0.03kg 
 
Agreement - YES 
 
Bias = -0.1kg 
LoA = -2.0 to 1.9 
Lower limit CI  
= (-2.25 to -1.78) 
Upper limit CI 
= (1.65 to 2.13)  
Agreement - NO 
 
ICCA = 0.997 
CI ( 0.996 to 0.998) 
 
 
 
 
Agreement – YES 
3  
y1 = 1.003x – 0.210 
r = 0.9969 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.003x – 0.210 
Weight = 38.5 to 111.4kg 
Error = -0.1 to 0.1kg 
Mean weight = 70kg 
Mean error = 0.0kg 
 
Agreement - YES 
 
Bias = -0.03kg 
LoA = -2.0 to 2.0 
Lower limit CI  
= (-2.29 to -1.80) 
Upper limit CI 
= (1.75 to 2.24)  
Agreement – NO 
 
ICCA = 0.997 
CI ( 0.996 to 0.998) 
 
 
 
 
Agreement – YES 
4  
y1 = 1.002x – 0.266 
r = 0.9952 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.002x – 0.266 
Weight = 38.5 to 111.4kg 
Error = -0.2 to -0.04kg 
Mean weight = 70kg 
Mean error = -0.1kg 
 
Agreement - YES 
 
Bias = -0.1kg 
LoA = -2.5 to 2.3 
Lower limit CI  
= (-2.82 to -2.24) 
Upper limit CI 
= (2.01 to 2.60)  
Agreement - NO 
 
ICCA = 0.995 
CI ( 0.994 to 0.996) 
 
 
 
 
Agreement – YES 
5  
y1 = 1.009x -0.698 
r = 0.9946 
y2 = x 
Slopes – equal 
Intercepts - equal 
 
Agreement – YES 
 
Error = 0.009x -0.698 
Weight = 38.5 to 111.4kg 
Error = -0.4 to 0.3kg 
Mean weight = 70kg 
Mean error = -0.1kg 
 
Agreement - YES 
 
Bias = -0.1kg 
LoA = -2.6 to 2.4 
Lower limit CI  
= (-2.87 to -2.26) 
Upper limit CI 
= (2.09 to 2.69)  
Agreement – NO 
 
ICCA = 0.994 
CI ( 0.993 to 0.996) 
 
 
 
 
Agreement – YES 
6  
y1 = 1.004x – 0.398 
r = 0.9955 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.004x – 0.398 
Weight = 38.5 to 111.4kg 
Error = -0.2 to 0.05kg 
Mean weight = 70kg 
Mean error = -0.1kg 
 
Agreement - YES 
 
Bias = -0.1kg 
LoA = -2.6 to 2.3 
Lower limit CI  
= (-2.88 to -2.28) 
Upper limit CI 
= (2.04 to 2.63)  
Agreement – NO 
 
ICCA = 0.995 
CI ( 0.994 to 0.997) 
 
 
 
 
Agreement – YES 
7  
y1 = 1.004x – 0.314 
r = 0.9968 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.004x – 0.314 
Weight = 38.5 to 111.4kg 
Error = -0.2 to 0.1kg 
Mean weight = 70kg 
Mean error = -0.03kg 
 
Agreement - YES 
 
Bias = -0.03kg 
LoA = -2.0 to 2.0 
Lower limit CI  
= (-2.27 to -1.79) 
Upper limit CI 
= (1.73 to 2.22)  
Agreement - NO 
 
ICCA = 0.997 
CI ( 0.996 to 0.998) 
 
 
 
 
Agreement – YES 
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8  
y1 = 1.006x – 0.444 
r = 0.9956 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.006x – 0.444 
Weight = 38.5 to 111.4kg 
Error = -0.2 to 0.2kg 
Mean weight = 70kg 
Mean error = -0.02kg 
 
Agreement - YES 
 
Bias = -0.1kg 
LoA = -2.6 to 2.4 
Lower limit CI  
= (-2.86 to -2.25) 
Upper limit CI 
= (2.14 to 2.74)  
Agreement - NO 
 
ICCA = 0.996 
CI ( 0.994 to 0.997) 
 
 
 
 
Agreement – YES 
9  
y1 = 1.001x – 0.166 
r = 0.9960 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.001x – 0.166 
Weight = 38.5 to 111.4kg 
Error = -0.1 to -0.05kg 
Mean weight = 70kg 
Mean error = -0.1kg 
 
Agreement - YES 
 
Bias = -0.1kg 
LoA = -2.5 to 2.2 
Lower limit CI  
= (-2.76 to -2.19) 
Upper limit CI 
= (1.96 to 2.53)  
Agreement - NO 
 
ICCA = 0.996 
CI ( 0.995 to 0.997) 
 
 
 
 
Agreement – YES 
10  
y1 = 1.00x – 0.538 
r = 0.9972 
y2 = x 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = 0.006x – 0.538 
Weight = 38.5 to 111.4kg 
Error = -0.3 to 0.1kg 
Mean weight = 70kg 
Mean error = -0.1kg 
 
Agreement - YES 
 
Bias = -0.1kg 
LoA = -2.1 to 1.9 
Lower limit CI  
= (-2.34 to -1.86) 
Upper limit CI 
= (1.61 to 2.09)  
Agreement - NO 
 
ICCA = 0.997 
CI ( 0.996 to 0.998) 
 
 
 
 
Agreement - YES 
Clinically significant difference for body weight = 0.5kg ("National Weights and 
Measures Laboratory," 2003) 
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Table 4.21: Comparison on consistency of agreement analysis for PEFR 
Set 
 
Comparison of 
slopes and y-
intercepts analysis 
Analysis of Error Bland-Altman 
LoA 
ICCA 
1  
y1 = 1.019x +10.545 
r = 0.9305 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement – NO 
 
Error = 0.019x + 10.545 
PEFR = 223 to 687 l/min 
Error = 15 to 24 l/min 
Mean PEFR= 453 l/min 
Mean error = 19 l/min 
 
Agreement - YES 
 
Bias = 19 l/min 
LoA = -45 to 83 
Lower limit CI  
= (-53 to -37) 
Upper limit CI 
= (75 to 91)  
Agreement - NO 
 
ICCA = 0.905 
CI ( 0.794 to 0.948) 
 
 
 
 
Agreement - YES 
2  
y1 = 0.954x + 40.286 
r = 0.9081 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.046x + 40.286 
PEFR = 223 to 687 l/min 
Error = 24 to 8 l/min 
Mean PEFR= 453 l/min 
Mean error = 19 l/min 
 
Agreement - YES 
 
Bias = 20 l/min 
LoA = -50 to 89 
Lower limit CI  
= (-59 to -42) 
Upper limit CI 
= (81 to 98)  
Agreement - NO 
 
ICCA = 0.883 
CI ( 0.766 to 0.932) 
 
 
 
 
Agreement - YES 
3  
y1 = 0.966x + 31.488 
r = 0.9153 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.034x + 31.488 
PEFR = 223 to 687 l/min 
Error = 24 to 8 l/min 
Mean PEFR= 453 l/min 
Mean error = 16 l/min 
 
Agreement - YES 
 
Bias = 16 l/min 
LoA = -52 to 85 
Lower limit CI  
= (-60 to -44) 
Upper limit CI 
= (76 to 93)  
Agreement - NO 
 
ICCA = 0.898 
CI ( 0.822 to 0.936) 
 
 
 
 
Agreement – YES 
4  
y1 = 0.967x + 31.959 
r = 0.9280 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.033x + 31.959 
PEFR = 223 to 687 l/min 
Error = 25 to 9 l/min 
Mean PEFR= 453 l/min 
Mean error = 17 l/min 
 
Agreement - YES 
 
Bias = 17 l/min 
LoA = -48 to 81 
Lower limit CI  
= (-55 to -40) 
Upper limit CI 
= (73 to 89)  
Agreement - NO 
 
ICCA = 0.910 
CI ( 0.828 to 0.947) 
 
 
 
 
Agreement - YES 
5  
y1 = 0.978x + 26.598 
r = 0.9210 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.022x + 26.598 
PEFR = 223 to 687 l/min 
Error = 22 to 11 l/min 
Mean PEFR= 453 l/min 
Mean error = 17 l/min 
 
Agreement - YES 
 
Bias = 17 l/min 
LoA = -50 to 83 
Lower limit CI  
= (-58 to -42) 
Upper limit CI 
= (75 to 92)  
Agreement - NO 
 
ICCA = 0.902 
CI ( 0.823 to 0.940) 
 
 
 
 
Agreement – YES 
6  
y1 = 1.002x + 15.041 
r = 0.9404 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = 0.002x + 15.041 
PEFR = 223 to 687 l/min 
Error = 15 to 16 l/min 
Mean PEFR= 453 l/min 
Mean error = 16 l/min 
 
Agreement - YES 
 
Bias = 16 l/min 
LoA = -43 to 75 
Lower limit CI  
= (-51 to -36) 
Upper limit CI 
= (68 to 83)  
Agreement - NO 
 
ICCA = 0.923 
CI ( 0.846 to 0.955) 
 
 
 
 
Agreement - YES 
7  
y1 = 0.978x + 25.268 
r = 0.9164 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.022x + 25.268 
PEFR = 223 to 687 l/min 
Error = 20 to 10 l/min 
Mean PEFR= 453 l/min 
Mean error = 15 l/min 
 
Agreement - YES 
 
Bias = 15 l/min 
LoA = -51 to 82 
Lower limit CI  
= (-59 to -43) 
Upper limit CI 
= (74 to 90)  
Agreement - NO 
 
ICCA = 0.899 
CI ( 0.827 to 0.936) 
 
 
 
 
Agreement – YES 
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8  
y1 = 0.956x + 37.317 
r = 0.9066 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.044x + 37.317 
PEFR = 223 to 687 l/min 
Error = 28 to 7 l/min 
Mean PEFR= 453 l/min 
Mean error = 17 l/min 
 
Agreement - YES 
 
Bias = 17 l/min 
LoA = -52 to 87 
Lower limit CI  
= (-60 to -44) 
Upper limit CI 
= (78 to 95)  
Agreement - NO 
 
ICCA = 0.885 
CI ( 0.794 to 0.930) 
 
 
 
 
Agreement - YES 
9  
y1 = 0.949x + 41.076 
r = 0.9307 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.051x + 41.076 
PEFR = 223 to 687 l/min 
Error = 30 to 6 l/min 
Mean PEFR= 453 l/min 
Mean error = 18 l/min 
 
Agreement - YES 
 
Bias = 18 l/min 
LoA = -50 to 86 
Lower limit CI  
= (-56 to -40) 
Upper limit CI 
= (74 to 90)  
Agreement - NO 
 
ICCA = 0.891 
CI ( 0.795 to 0.935) 
 
 
 
 
Agreement - YES 
10  
y1 = 0.963x + 33.768 
r = 0.9124 
y2 = x 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.037x + 33.768 
PEFR = 223 to 687 l/min 
Error = 26 to 8 l/min 
Mean PEFR= 453 l/min 
Mean error = 17 l/min 
 
Agreement - YES 
 
Bias = 17 l/min 
LoA = -48 to 82 
Lower limit CI  
= (-59 to -42) 
Upper limit CI 
= (78 to 95)  
Agreement - NO 
 
ICCA = 0.914 
CI ( 0.835 to 0.949) 
 
 
 
 
Agreement - YES 
Clinically significant difference for PEFR = 40l/min (Quanjer PH et al., 1997) 
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Table 4.22: Summary of prediction of agreement for all 10 clinical data set. 
Method Glucose 
level 
SBP DBP Weight PEFR 
 
1. Comparison of slopes 
and y-intercepts analysis  
 
2. Agreement Model 
 
3. Bland-Altman LoA 
 
4. ICCA 
 
 
1-YES  
9-NO 
 
10-YES 
 
10-NO 
 
10-YES 
 
7-YES 
3-NO 
 
10-YES 
 
10-NO 
 
10-YES 
 
10-NO 
 
 
10-YES 
 
10-NO 
 
10-YES 
 
10-YES 
 
 
10-YES 
 
10-NO 
 
10-YES 
 
10-NO 
 
 
10-YES 
 
10-NO 
 
10-YES 
NO - No agreement between instruments measuring the variable. 
YES – Agreement between instruments measuring the variable. 
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4.3.2 Comparison of statistical methods for Agreement analysis: 
Simulated data  
In this section, simulated data were set to represent a disagreement (with various range 
and distribution of error) of instrument measuring all variables (glucose level, SBP, 
DBP, weight, and PEFR). Any methods able to detect the bias and conclude 
disagreements in the analysis were considered to be correctly predict the disagreement. 
Section 4.3.2.1, Section 4.3.2.2 and Section 4.3.2.3 aim to determine how proportion 
and pattern of bias affect the prediction for each method. Whereas Section 4.3.2.4 aims 
to see the effect of sample size on the prediction of agreement for each method.  
 
4.3.2.1 Constant systematic error 
a. Overestimation of value (positive error) 
All four methods correctly predict the disagreement (i.e. the presence of bias) in the data 
set of all variables. The agreement model and the Bland-Altman LoA predict the 
simulated positive error in all the data set. The y-intercept of the regression line also 
suggests the positive error in all the data set. The actual value of ICCA did not provide 
good prediction of agreement, but the confidence interval (CI) reflects the disagreement 
in the dataset. The information from ICCA analysis also does not provide information on 
the direction of error (positive or negative error) in the dataset. The summaries of 
analysis for all variables are displayed in Table 4.23. 
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Table 4.23: Comparison of agreement analysis with constant positive error 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement 
Model 
Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value+ 
0.8mmol/l 
 
 
y1 = x + 0.8 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = 0.8 
 
 
*Constant Error = 
0.8mmol/l 
 
 
Agreement - NO 
 
Bias = 0.8mmol/l 
LoA = 0.8 to 0.8 
 
*Constant Error = 
0.8mmol/l 
 
 
Agreement - NO 
 
ICCA = 0.911 
CI ( 0.01 to 0.981) 
 
 
 
 
 
Agreement - NO 
 
SBP  
x=SBP manual 
y1= SBP manual + 
10mmHg 
 
y1 = x + 10 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = 10 
 
 
*Constant Error = 
10mmHg 
 
 
Agreement - NO 
 
Bias = 10mmHg 
LoA = 10 to 10 
 
*Constant Error = 
10mmHg 
 
 
Agreement - NO 
 
ICCA = 0.865 
CI (0.06 to 0.97) 
 
 
 
 
 
Agreement - NO 
 
DBP  
x=DBP manual 
y1= DBP manual + 
10mmHg 
 
y1 = x + 10 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = 10 
 
 
*Constant Error = 
10mmHg 
 
 
Agreement - NO 
 
Bias = 10mmHg 
LoA = 10 to 10 
 
*Constant Error = 
10mmHg 
 
 
Agreement - NO 
 
ICCA = 0.749 
CI (0.003 to 0.938) 
 
 
 
 
 
Agreement - NO 
 
Weight  
x= Weight digital 
y1= Weight digital 
+ 0.5kg 
 
y1 = x + 0.5 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – not equal 
 
Agreement - NO 
 
Error = 0.5 
 
*Constant Error  
=0.5kg 
 
 
Agreement - NO 
 
Bias = 0.5kg 
LoA = 0.5 to 0.5 
 
*Constant Error  
=0.5kg 
 
Agreement - NO 
 
ICCA = 0.999 
CI (0.573 to 1.0) 
 
 
 
 
Agreement - NO 
 
PEFR  
x=PEFR Clement 
Clarke UK average 
 y1= PEFR Clement 
Clarke UK average 
+ 40 l/min 
 
y1 = x + 40 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – equal 
Intercept – not equal 
 
Agreement - NO 
 
Error = 40 
 
*Constant Error  
= 40 l/min 
 
 
 
Agreement - NO 
 
Bias = 40 l/min 
LoA = 40 to 40 
 
*Constant Error  
= 40 l/min 
 
 
Agreement - NO 
 
ICCA = 0.892 
CI (0.008 to 0.977) 
 
 
 
 
 
Agreement - NO 
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b. Underestimation of value (negative error) 
All four methods correctly predict the disagreement in the data set of all variables. The 
agreement model and the Bland-Altman LoA predict the simulated negative error in all 
the data set. The y-intercept of the regression line also suggests the negative error in all 
the data set. The actual value of ICCA did not provide good prediction of agreement, but 
the confidence interval (CI) reflects the disagreement in the dataset. The information 
from ICCA analysis also does not provide information on the direction of error (positive 
or negative error) in the dataset. The summaries of analysis for all variables are 
displayed in Table 4.24. 
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Table 4.24: Comparison of agreement analysis with constant negative error 
 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement 
Model 
Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value- 
0.8mmol/l 
 
 
y1 = x - 0.8 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – not equal 
 
Agreement - NO 
 
Error = -0.8 
 
 
*Constant Error 
 = -0.8mmol/l 
 
Agreement – NO 
 
Bias = -0.8mmol/l 
LoA = -0.8 to -0.8 
 
*Constant Error 
 = -0.8mmol/l 
 
Agreement - NO 
 
ICC = 0.911 
CI ( 0.01 to 0.981) 
 
 
 
 
Agreement - NO 
 
SBP  
x=SBP manual 
y1= SBP manual -
10mmHg 
 
y1 = x - 10 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -10 
 
 
*Constant Error  
= -10mmHg 
 
 
Agreement - NO 
 
Bias = -10mmHg 
LoA = -10 to -10 
 
*Constant Error 
 = -10mmHg 
 
 
Agreement - NO 
 
ICCA = 0.865 
CI (0.06 to 0.97) 
 
 
 
 
 
Agreement - NO 
 
DBP  
x=DBP manual 
y1= DBP manual 
-10mmHg 
 
y1 = x - 10 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -10 
 
 
*Constant Error 
 = -10mmHg 
 
 
Agreement - NO 
 
Bias = -10mmHg 
LoA = -10 to -10 
 
*Constant Error  
= -10mmHg 
 
 
Agreement - NO 
 
ICCA = 0.749 
CI (0.003 to 0.938) 
 
 
 
 
 
Agreement - NO 
 
Weight  
x= Weight digital 
y1= Weight 
digital - 0.5kg 
 
y1 = x - 0.5 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – equal 
Intercept not equal 
 
Agreement - NO 
 
Error = -0.5 
 
*Constant Error  
= -0.5kg 
 
 
 
Agreement - NO 
 
Bias = -0.5kg 
LoA = -0.5 to -0.5 
 
*Constant Error  
= -0.5kg 
 
 
Agreement - NO 
 
ICCA = 0.999 
CI (0.573 to 1.0) 
 
 
 
 
 
Agreement - NO 
 
PEFR  
x=PEFR Clement 
Clarke UK 
average 
 y1= PEFR 
Clement Clarke 
UK average - 40 
l/min 
 
y1 = x - 40 
r(Pearson) = 1.0 
y2 = x 
 
Slopes – equal 
Intercept – not equal 
 
Agreement - NO 
 
Error = 40 
 
*Constant Error  
= -40 l/min 
 
 
 
Agreement - NO 
 
Bias = -40 l/min 
LoA = -40 to -40 
 
*Constant Error  
= -40 l/min 
 
 
Agreement - NO 
 
ICCA= 0.892 
CI (0.008 to 0.977) 
 
 
 
 
 
Agreement - NO 
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4.3.2.2 Inconsistent error (mixture of positive and negative errors) 
 
a. One-third positive error and two-thirds negative error 
The comparison of slopes and y-intercepts analysis and the Bland-Altman LoA 
correctly predict the disagreement of data set for all variables. The agreement model and 
ICCA detect the disagreement for some of the variables only. Although the Bland-
Altman LoA successfully detects the disagreement in all data set, the actual biases 
predicted were overestimated. The overestimations of bias were seen for all variables, as 
shown in the Table 4.25. One example that demonstrates this is in the prediction of bias 
for the blood glucose level. The simulated bias for blood glucose level was ±0.8mmol/l, 
however the Bland-Altman LoA predicted that the bias was between -1.75mmol and 
1.21mmol. In the simulated data set, one-third of the errors were positive and two-third 
of the errors were negative error. However, the mean bias predicted by the Bland-
Altman method, agreement model and the y-intercept of the regression line show a 
negative error for all variables. 
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Table 4.25: Comparison of agreement analysis with 1/3 positive and 2/3 negative error 
 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement Model Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value+ 
error 
Error = 
±0.8mmol/l 
 
y1 = 1.0006x -0.3 
r = 0.9240 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = 0.0006x-0.3 
Glucose=3.7to 14.2mmol/l 
Error=-0.30 to -0.29 mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = -0.30mmol/l 
 
 
Agreement – YES 
 
Bias=-0.27 mmol/l 
LoA= -1.75 to 1.21 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.912 
CI ( 0.873 to 0.937) 
 
 
 
 
 
Agreement– YES 
 
SBP  
x=SBP manual 
y1= SBP 
manual + error 
 
Error = 
±10mmHg 
 
y1 = 1.359x – 47.374 
r = 0.9619 
y2 = x 
 
Slopes – not equal 
 
 
 
 
Agreement - NO 
 
Error = 0.359x – 47.374 
 
SBP = 84 to 192mmHg 
Error =  -26 to 2mmHg 
Mean SBP = 123mmHg 
Mean error = -16 mmHg 
 
 
 
Agreement – NO 
 
Bias = -3mmHg 
LoA = -22 to 15 
 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.897 
CI (0.853 to 0.926) 
 
 
 
 
 
 
 
Agreement– YES 
 
DBP  
x=DBP manual 
y1= DBP 
manual +error 
 
Error =  
±10mmHg 
 
y1 = 0.602x + 27.376 
r = 0.6723 
y2 = x 
 
Slopes – not equal 
 
 
 
Agreement – NO 
 
Error = -0.398x+27.376 
 
DBP = 44 to 110 mmHg 
Error = 10 to -16 mmHg 
Mean DBP = 77mmHg 
Mean error = -3 mmHg 
 
 
Agreement – NO 
 
Bias = -3mmHg 
LoA = -22 to 15 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.642 
CI (0.533 to 0.724) 
 
 
 
 
 
 
Agreement – NO 
 
Weight  
x= Weight 
digital 
y1= Weight 
digital + error 
 
Error=± 0.5kg 
 
y1 = 1.004x -0.436 
r = 0.9993 
y2 = x 
 
Slopes – equal 
Intercept – not equal 
 
 
Agreement - NO 
 
Error = 0.004x-0.436 
 
Weight = 38.5 to 111.4kg 
Error = -0.3 to 0.01kg 
Mean weight = 70kg 
Mean error = -0.16kg 
 
 
Agreement – YES 
 
Bias = -0.17kg 
LoA = -1.09 to 0.76 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.999 
CI (0.999 to 0.999) 
 
 
 
 
 
 
Agreement– YES 
 
PEFR  
x=PEFR 
Clement Clarke 
UK average 
 y1= PEFR 
Clement Clarke 
UK average + 
error 
 
Error =  
±40 l/min 
 
y1 = 1.06x – 40.37 
r = 0.9173 
y2 = x 
 
Slopes – not equal 
 
 
 
 
 
 
 
Agreement - NO 
 
Error = 0.06x+40.37 
 
PEFR = 223 to 687 l/min 
Error = 54 to 82 l/min 
Mean PEFR= 453 l/min 
Mean error = 68 l/min 
 
 
 
 
 
 
Agreement – NO 
 
Bias = -13 l/min 
LoA = -87 to 61 
 
 
 
 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.898 
CI (0.853 to 0.926) 
 
 
 
 
 
 
 
 
 
 
Agreement– YES 
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b. Fifty percent positive error and fifty percent negative error 
The Bland-Altman LoA correctly predicts the disagreement of data set for all variables. 
The comparison of slopes and y-intercepts analysis, agreement model and ICCA only 
detect the disagreement for some of the variables only. Although the Bland-Altman 
LoA successfully detects the disagreement in all data set, the actual biases predicted 
were overestimated. One example is in the prediction of bias for the systolic blood 
pressure. The simulated bias for systolic blood pressure was ±10mmHg; however the 
Bland-Altman LoA predicted that the bias was between -20mmHg and 20mmHg. The 
overestimations of bias by the Bland-Altman LoA were seen for all variables (Table 
4.26). In the simulated data set, the proportions of negative and positive error were 
equal. The mean bias predicted by the Bland-Altman method and mean error predicted 
by the agreement model for all variables were 0mmol/l (i.e. no error).  
 
 
Table 4.26: Comparison of agreement analysis with 1/2 positive and 1/2 negative error 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement Model Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value+ 
error 
 
Error = 
±0.8mmol/l 
 
y1 = 1.008x -0.044 
r = 0.9160 
y2 = x 
 
Slopes – equal 
Intercepts – equal 
 
Agreement - YES 
 
Error = 0.008x-0.044 
Glucose=3.7to 14.2mmol/l 
Error=-0.01 to 0.07 mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0mmol/l 
 
 
Agreement – YES 
 
Bias= 0 mmol/l 
LoA = -1.571 to 1.571 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.912 
CI ( 0.873 to 0.937) 
 
 
 
 
 
Agreement– YES 
 
SBP  
x=SBP manual 
y1= SBP 
manual + error 
 
Error = 
±10mmHg 
 
y1 = 1.37x – 45.396 
r = 0.9562 
y2 = x 
 
Slopes – not equal 
 
 
 
Agreement - NO 
 
Error = 0.37x – 45.396 
 
SBP = 84 to 192mmHg 
Error =  -14 to 26mmHg 
Mean SBP = 123mmHg 
Mean error = 0 mmHg 
 
 
Agreement – NO 
 
Bias = 0mmHg 
LoA = -20 to 20 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.898 
CI (0.873 to 0.918) 
 
 
 
 
 
 
Agreement– YES 
 
DBP  
x=DBP manual 
y1= DBP 
manual +error 
 
y1 = 0.538x + 35.659 
r = 0.6218 
y2 = x 
 
 
Error = -0.462x+35.659 
 
DBP = 44 to 110 mmHg 
Error = 15 to -15 mmHg 
 
Bias = 0mmHg 
LoA = -20 to 20 
 
 
 
ICCA = 0.616 
CI (0.541 to 0.682) 
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Error =  
±10mmHg 
Slopes – not equal 
 
 
Agreement – NO 
Mean DBP = 77mmHg 
Mean error = 0 mmHg 
 
Agreement – NO 
 
 
 
Agreement - NO 
 
 
 
Agreement – NO 
 
Weight  
x= Weight 
digital 
y1= Weight 
digital + error 
 
Error=± 0.5kg 
 
y1 = 1.004x -0.285 
r = 0.9993 
y2 = x 
 
Slopes – equal 
Intercept – equal 
 
Agreement - YES 
 
Error = 0.004x-0.285 
 
Weight = 38.5 to 111.4kg 
Error = -0.13 to 0.16kg 
Mean weight = 70kg 
Mean error = 0kg 
 
Agreement – YES  
 
Bias = 0kg 
LoA = -0.98 to 0.98 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.999 
CI (0.999 to 0.999) 
 
 
 
 
 
Agreement– YES 
 
PEFR  
x=PEFR 
Clement Clarke 
UK average 
 y1= PEFR 
Clement Clarke 
UK average + 
error 
 
Error =  
±40 l/min 
 
y1 = 1.048x – 21.954 
r = 0.9061 
y2 = x 
 
Slopes – equal 
Intercept – equal 
 
 
 
 
 
 
Agreement - YES 
 
Error = 0.048x – 21.954 
 
PEFR = 223 to 687 l/min 
Error = -11 to 11 l/min 
Mean PEFR= 453 l/min 
Mean error = 0 l/min 
 
 
 
 
 
 
Agreement – YES 
 
Bias = 0 l/min 
LoA = -79 to 79 
 
 
 
 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.897 
CI (0.872 to 0.917) 
 
 
 
 
 
 
 
 
 
 
Agreement– YES 
 
 
 
c. Two-thirds positive error and one-third negative error 
The comparison of slopes and y-intercepts analysis and the Bland-Altman LoA 
correcltly predict the disagreement of data set for all variables. The agreement model 
and ICCA detect the disagreement for some of the variables only. The actual biases 
predicted by Bland-Altman method were overestimated. The overestimations of bias 
were seen in all variables (see Table 4.27). One example is the result for diastolic 
pressure. The simulated bias for diastolic blood pressure was ±10mmHg, however the 
Bland-Altman LoA predicted that the bias was between -15mmHg and 22mmHg. In the 
simulated data set, two-third of the errors were positive and one-third of the errors were 
negative error. The mean bias predicted by the Bland-Altman method and agreement 
model show a positive error for all variables. 
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Table 4.27: Comparison of agreement analysis with 2/3 positive and 1/3 negative error 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement Model Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value+ 
error 
 
Error = 
±0.8mmol/l 
 
y1 = 1.018x -0.3 
r = 0.9257 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = 0.018x+0.167 
Glucose=3.7to 14.2mmol/l 
Error= 0.23 to 0.42 mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.27mmol/l 
 
 
Agreement – YES 
 
Bias= 0.27 mmol/l 
LoA= -1.21 to 1.75 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.913 
CI (0.874 to 0.938) 
 
 
 
 
 
Agreement– YES 
 
SBP  
x=SBP manual 
y1= SBP 
manual + error 
 
Error = 
±10mmHg 
 
y1 = 1.306x – 34.211 
r = 0.9500 
y2 = x 
 
Slopes – not equal 
 
 
 
Agreement - NO 
 
Error = 0.306x – 34.211 
 
SBP = 84 to 192mmHg 
Error =  -9 to 25mmHg 
Mean SBP = 123mmHg 
Mean error = 3 mmHg 
 
 
Agreement – NO 
 
Bias = 3mmHg 
LoA = -15 to 22 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.893 
CI (0.847 to 0.923) 
 
 
 
 
 
 
Agreement– YES 
 
DBP  
x=DBP manual 
y1= DBP 
manual +error 
 
Error =  
±10mmHg 
 
y1 = 0.561x + 37.376 
r = 0.6613 
y2 = x 
 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.439x+37.376 
 
DBP = 44 to 110 mmHg 
Error = 18 to -11 mmHg 
Mean DBP = 77mmHg 
Mean error = 4 mmHg 
 
Agreement – NO 
 
Bias = 3mmHg 
LoA = -15 to 22 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.626 
CI (0.515 to 0.711) 
 
 
 
 
 
Agreement – NO 
 
Weight  
x= Weight 
digital 
y1= Weight 
digital + error 
 
Error=± 0.5kg 
 
y1 = 1.003x -0.03 
r = 0.9993 
y2 = x 
 
Slopes – equal 
Intercept – not equal 
 
Agreement - NO 
 
Error = 0.003x-0.03 
 
Weight = 38.5 to 111.4kg 
Error = 0.09 to 0.30kg 
Mean weight = 70kg 
Mean error = 0.18kg 
 
Agreement – YES 
 
Bias = 0.17kg 
LoA=-0.76 to 1.09 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.999 
CI (0.999 to 0.999) 
 
 
 
 
 
Agreement– YES 
 
PEFR  
x=PEFR 
Clement Clarke 
UK average 
 y1= PEFR 
Clement Clarke 
UK average + 
error 
 
Error =  
±40 l/min 
 
y1 = 1.069x – 18.053 
r = 0.9190 
y2 = x 
 
Slopes – not equal 
 
 
 
 
 
 
 
Agreement - NO 
 
Error = 0.069x– 18.053 
 
PEFR = 223 to 687 l/min 
Error = -3 to 29 l/min 
Mean PEFR= 453 l/min 
Mean error = 13 l/min 
 
 
 
 
 
 
Agreement – YES 
 
Bias = 13 l/min 
LoA = -61 to 87 
 
 
 
 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.899 
CI (0.855 to 0.927) 
 
 
 
 
 
 
 
 
 
 
Agreement– YES 
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d. One-third positive error, one-third  negative error and one-third agreement. 
The Bland-Altman LoA correctly identifies the disagreement of data set for all 
variables. The comparison of slopes and intercepts analysis, agreement model and ICCA 
detect the disagreement for some of the variables only. The Bland-Altman LoA 
overestimates the actual biases predicted. As an example, the simulated bias for body 
weight was ±0.5kg, however the Bland-Altman LoA predicted that the bias was 
between -0.8kg and 0.8kg (Table 4.28). The overestimations of bias by the Bland-
Altman LoA were seen in all variables, and the results are summarised in Table 4.28. In 
the simulated data set, the proportions of agreement, negative error and positive error 
were equal. The mean bias predicted by the Bland-Altman method for all variables were 
0mmol/l (i.e. no error).  
 
 
Table 4.28: Comparison of agreement analysis with 1/3 positive error, 1/3 negative 
error, and 1/3 agreement. 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement Model Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value+ 
error 
 
Error = 
±0.8mmol/l 
 
y1 = 0.997x -0.016 
r = 0.9404 
y2 = x 
 
Slopes – equal 
Intercepts – equal 
 
Agreement – YES 
 
Error = -0.003x-0.016 
Glucose=3.7to 14.2mmol/l 
Error=-0.03 to -0.06 mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = -0.03mmol/l 
 
 
Agreement - YES 
 
Bias= 0 mmol/l 
LoA= -1.28 to 1.28 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.939 
CI ( 0.924 to 0.951) 
 
 
 
 
 
Agreement– YES 
 
SBP  
x=SBP manual 
y1= SBP 
manual + error 
 
Error = 
±10mmHg 
 
y1 = 1.206x – 25.268 
r = 0.94736 
y2 = x 
 
Slopes – not equal 
 
 
 
Agreement – NO 
 
Error = 0.206x – 25.268 
 
SBP = 84 to 192mmHg 
Error =  -8 to 14mmHg 
Mean SBP = 123mmHg 
Mean error = 0 mmHg 
 
 
Agreement - NO 
 
Bias = 0mmHg 
LoA = -16 to 16 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.921 
CI (0.901 to 0.936) 
 
 
 
 
 
 
Agreement– YES 
 
DBP  
x=DBP manual 
y1= DBP 
manual +error 
 
Error =  
 
y1 = 0.578x + 32.618 
r = 0.7395 
y2 = x 
 
Slopes – not equal 
 
 
Error = -0.422x+32.618 
 
DBP = 44 to 110 mmHg 
Error = 14 to -14 mmHg 
Mean DBP = 77mmHg 
Mean error = 0 mmHg 
 
Bias = 0mmHg 
LoA = -20 to 20 
 
 
 
 
 
ICCA = 0.616 
CI (0.541 to 0.682) 
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±10mmHg  
Agreement – NO 
 
Agreement – NO 
 
Agreement - NO 
 
Agreement – NO 
 
Weight  
x= Weight 
digital 
y1= Weight 
digital + error 
 
Error=± 0.5kg 
 
y1 = 1.003x -0.233 
r = 0.9995 
y2 = x 
 
Slopes – equal 
Intercept – equal 
Agreement – YES 
 
Error = 0.003x-0.233 
 
Weight = 38.5 to 111.4kg 
Error = -0.12 to 0.10kg 
Mean weight = 70kg 
Mean error = -0.02kg 
Agreement – YES  
 
Bias = 0kg 
LoA = -0.80 to 0.80 
 
 
 
 
Agreement - NO 
 
ICCA = 1.0 
CI (0.999 to 0.999) 
 
 
 
 
Agreement– YES 
 
PEFR  
x=PEFR 
Clement Clarke 
UK average 
 y1= PEFR 
Clement Clarke 
UK average + 
error 
 
Error =  
±40 l/min 
 
y1 = 1.064x – 29.212 
r = 0.9371 
y2 = x 
 
Slopes – not equal 
 
 
 
 
 
 
 
Agreement – NO 
 
Error = 0.064x – 29.212 
 
PEFR = 223 to 687 l/min 
Error = -15 to 15 l/min 
Mean PEFR= 453 l/min 
Mean error = 0 l/min 
 
 
 
 
 
 
Agreement - YES 
 
Bias = 0 l/min 
LoA = -64 to 64 
 
 
 
 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.930 
CI (0.913 to 0.944) 
 
 
 
 
 
 
 
 
 
 
Agreement– YES 
 
 
4.3.2.3 Proportion of error 
a. One third of positive error, and two third of agreement in dataset 
The comparison of slopes and y-intercepts analysis and the Bland-Altman LoA 
correctly predict the disagreement in the data set for all variables. The comparison of 
slopes and y-intercepts analysis did not provide information on the direction or 
quantification of error for all the variables. The mean error (predicted in the agreement 
model) and the mean bias (predicted by the Bland-Altman method) were lower than the 
actual error in the simulated data set for all the variables. The agreement model only 
detects the disagreement in the data set for systolic blood pressure and diastolic blood 
pressure. The ICCA only detect disagreement in the data set for diastolic blood pressure. 
The summary of agreement analysis of data set with one-third of error for all variables 
is display in the Table 4.29.  
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Table 4.29: Comparison of agreement analysis with 1/3 error 
 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement Model Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value+ 
error 
 
Error = 
+0.8mmol/l 
 
y1 = 0.991x +0.317 
r = 0.9787 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement – NO 
 
Error = -0.009x +0.317 
Glucose=3.7to 14.2mmol/l 
Error=0.28 to 0.19 mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.27mmol/l 
 
 
Agreement – YES 
 
Bias=0.27 mmol/l 
LoA= -0.47 to 1.01 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.968 
CI (0.899 to 0.985) 
 
 
 
 
 
Agreement– YES 
 
SBP  
x=SBP manual 
y1= SBP 
manual + error 
 
Error = 
+10mmHg 
 
y1 = 1.180x – 18.687 
r = 0.9869 
y2 = x 
 
Slopes – not equal 
 
 
 
Agreement – NO 
 
Error = 0.18x – 18.687 
 
SBP = 84 to 192mmHg 
Error =  -4 to 16mmHg 
Mean SBP = 123mmHg 
Mean error = 3 mmHg 
 
 
Agreement - NO 
 
Bias = 3mmHg 
LoA = -6 to 13 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.958 
CI (0.869 to 0.980) 
 
 
 
 
 
 
Agreement– YES 
 
DBP  
x=DBP manual 
y1= DBP 
manual +error 
 
Error =  
+10mmHg 
 
y1 = 0.801x + 18.688 
r = 0.9241 
y2 = x 
 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.199x+18.688 
 
DBP = 44 to 110 mmHg 
Error = 10 to -3 mmHg 
Mean DBP = 77mmHg 
Mean error = 3 mmHg 
 
Agreement – NO 
 
Bias = 3mmHg 
LoA = -6 to 13 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.878 
CI (0.670 to 0.939) 
 
 
 
 
 
Agreement – NO 
 
Weight  
x= Weight 
digital 
y1= Weight 
digital + error 
 
Error= +0.5kg 
 
y1 = 1.002x -0.032 
r = 0.9998 
y2 = x 
 
Slopes – equal 
Intercept – not equal 
 
Agreement – NO 
 
Error = 0.002x-0.032 
 
Weight = 38.5 to 111.4kg 
Error = 0.05 to 0.19kg 
Mean weight = 70kg 
Mean error = 0.11kg 
 
Agreement – YES  
 
Bias = 0.17kg 
LoA= -0.30 to 0.63 
 
 
 
 
 
Agreement - NO 
 
ICCA = 1.0 
CI (0.999 to 1.0) 
 
 
 
 
 
Agreement– YES 
 
PEFR  
x=PEFR 
Clement Clarke 
UK average 
 y1= PEFR 
Clement Clarke 
UK average + 
error 
 
Error =  
+40 l/min 
 
y1 = 1.03x – 0.185 
r = 0.9760 
y2 = x 
 
Slopes – not equal 
 
 
 
 
 
 
 
Agreement – NO 
 
Error = 0.030x – 0.185 
 
PEFR = 223 to 687 l/min 
Error = 7 to 20 l/min 
Mean PEFR= 453 l/min 
Mean error = 13 l/min 
 
 
 
 
 
 
Agreement - YES 
 
Bias = 13 l/min 
LoA = -24 to 50 
 
 
 
 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.962 
CI (0.882 to 0.982) 
 
 
 
 
 
 
 
 
 
 
Agreement– YES 
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a. Fifty percent  positive error, and fifty percent  agreement in dataset 
The comparing two straight lines analysis and the Bland-Altman LoA predict the 
disagreement in the data set for all variables. The comparing two straight lines analysis 
did not provide information on the direction or quantification of error for all the 
variables. The mean error (predicted in the agreement model) and the mean bias 
(predicted by the Bland-Altman method) were lower than the actual error in the 
simulated data set for all the variables. The ICCA detects disagreement in the data set for 
systolic blood pressure, diastolic blood pressure and peak expiratory flow meter. The 
agreement model only detects the disagreement in the data set for systolic blood 
pressure and diastolic blood pressure. The summary of agreement analysis of data set 
with fifty percent of error for all variables is displayed in Table 4.30.  
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Table 4.30: Comparison of agreement analysis with 1/2 error 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement Model Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value+ 
error 
 
Error = 
+0.8mmol/l 
 
y1 = 0.996x +0.422 
r = 0.9763 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.004x+0.422 
Glucose=3.7to 14.2mmol/l 
Error=0.41 to 0.37 mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.40mmol/l 
 
 
Agreement – YES 
 
Bias= 0.4 mmol/l 
LoA= -0.39 to 1.19 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.954 
CI ( 0.701 to 0.983) 
 
 
 
 
 
Agreement– YES 
 
SBP  
x=SBP manual 
y1= SBP 
manual + error 
 
Error = 
+10mmHg 
 
y1 = 1.185x – 17.698 
r = 0.9847 
y2 = x 
 
Slopes – not equal 
 
 
 
Agreement - NO 
 
Error = 0.185x – 17.698 
 
SBP = 84 to 192mmHg 
Error =  -2 to 18mmHg 
Mean SBP = 123mmHg 
Mean error = 5 mmHg 
 
 
Agreement – NO 
 
Bias = 5mmHg 
LoA = -5 to 15 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.938 
CI (0.630 to 0.977) 
 
 
 
 
 
 
Agreement– NO 
 
DBP  
x=DBP manual 
y1= DBP 
manual +error 
 
Error =  
+10mmHg 
 
y1 = 0.769x + 22.83 
r = 0.9152 
y2 = x 
 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.231x+22.83 
 
DBP = 44 to 110 mmHg 
Error = 13 to -3 mmHg 
Mean DBP = 77mmHg 
Mean error = 5 mmHg 
 
Agreement – NO 
 
Bias = 5mmHg 
LoA = -5 to 15 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.821 
CI (0.301 to 0.928) 
 
 
 
 
 
Agreement – NO 
 
Weight  
x= Weight 
digital 
y1= Weight 
digital + error 
 
Error= +0.5kg 
 
y1 = 1.002x +0.107 
r = 0.9998 
y2 = x 
 
Slopes – equal 
Intercept – not equal 
 
Agreement - NO 
 
Error = 0.002x+0.107 
 
Weight = 38.5 to 111.4kg 
Error = 0.18 to 0.33kg 
Mean weight = 70kg 
Mean error = 0.25kg 
 
Agreement – YES  
 
Bias = 0.25kg 
LoA=-0.24 to 0.74 
 
 
 
 
 
Agreement - NO 
 
ICCA = 1.0 
CI (0.997 to 1.0) 
 
 
 
 
 
Agreement– YES 
 
PEFR  
x=PEFR 
Clement Clarke 
UK average 
 y1= PEFR 
Clement Clarke 
UK average + 
error 
 
Error =  
+40 l/min 
 
y1 = 1.024x + 9.023 
r = 0.9726 
y2 = x 
 
Slopes – equal 
Intercept – not equal 
 
 
 
 
 
 
Agreement - NO 
 
Error = 0.024x + 9.023 
 
PEFR = 223 to 687 l/min 
Error = 14 to 26 l/min 
Mean PEFR= 453 l/min 
Mean error = 20 l/min 
 
 
 
 
 
 
Agreement – YES 
 
Bias = 20 l/min 
LoA = -20 to 60 
 
 
 
 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.944 
CI (0.657 to 0.9980) 
 
 
 
 
 
 
 
 
 
 
Agreement– NO 
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a. Two-thirds  positive error, and one third agreement in dataset 
The comparison of slopes and y-intercepts analysis and the Bland-Altman LoA show 
the disagreement in the data set for all variables. The comparison of slopes and y-
intercepts analysis did not provide information on the direction or quantification of error 
for all the variables. The mean error (predicted in the agreement model) and the mean 
bias (predicted by the Bland-Altman method) were lower than the actual error in the 
simulated data set for all the variables. The ICCA detects disagreement in the data set for 
all variables except for weight. The agreement model only detects the disagreement in 
the data set for systolic blood pressure and diastolic blood pressure. The summary of 
agreement analysis of data set with two-thirds error for all variables is displayed in 
Table 4.31. 
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Table 4.31: Comparison of agreement analysis with 2/3 error 
Variable Comparison of 
slopes and y-
intercepts 
analysis 
Agreement Model Bland-Altman 
LoA 
ICCA 
 
Glucose  
x=Lab value, 
y1= Lab value+ 
error 
 
Error = 
+0.8mmol/l 
 
y1 = 0.997x +0.55 
r = 0.9789 
y2 = x 
 
Slopes – equal 
Intercepts – not equal 
 
Agreement - NO 
 
Error = -0.003x+0.55 
Glucose=3.7to 14.2mmol/l 
Error= 0.54 to 0.51 mmol/l 
Mean glucose = 5.6 mmo/l 
Mean error = 0.53mmol/l 
 
 
Agreement - YES 
 
Bias= 0.53 mmol/l 
LoA= -0.21 to 1.27 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.939 
CI ( 0.298 to 0.982) 
 
 
 
 
 
Agreement– NO 
 
SBP  
x=SBP manual 
y1= SBP 
manual + error 
 
Error = 
+10mmHg 
 
y1 = 1.153x – 12.105 
r = 0.9831 
y2 = x 
 
Slopes – not equal 
 
 
 
Agreement - NO 
 
Error = 0.153x – 12.105 
 
SBP = 84 to 192mmHg 
Error =  1 to 17mmHg 
Mean SBP = 123mmHg 
Mean error = 7 mmHg 
 
 
Agreement - NO 
 
Bias = 7 mmHg 
LoA = -3 to 16 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.917 
CI (0.213 to 0.975) 
 
 
 
 
 
 
Agreement– NO 
 
DBP  
x=DBP manual 
y1= DBP 
manual +error 
 
Error =  
+10mmHg 
 
y1 = 0.780x + 23.60 
r = 0.9260 
y2 = x 
 
Slopes – not equal 
 
 
Agreement – NO 
 
Error = -0.220x+23.60 
 
DBP = 44 to 110 mmHg 
Error = 14 to -1 mmHg 
Mean DBP = 77mmHg 
Mean error = 7 mmHg 
 
Agreement – NO 
 
Bias = 7mmHg 
LoA = -3 to 16 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.777 
CI (0.001 to 0.925) 
 
 
 
 
 
Agreement – NO 
 
Weight  
x= Weight 
digital 
y1= Weight 
digital + error 
 
Error= +0.5kg 
 
y1 = 1.001x +0.235 
r = 0.9998 
y2 = x 
 
Slopes – equal 
Intercept – not equal 
 
Agreement - NO 
 
Error = 0.001x+0.235 
 
Weight = 38.5 to 111.4kg 
Error = 0.27 to 0.35kg 
Mean weight = 70kg 
Mean error = 0.31kg 
 
Agreement – YES  
 
Bias = 0.33kg 
LoA = -0.13 to 0.80 
 
 
 
 
 
Agreement - NO 
 
ICCA = 1.0 
CI (0.987 to 1.0) 
 
 
 
 
 
Agreement– YES 
 
PEFR  
x=PEFR 
Clement Clarke 
UK average 
 y1= PEFR 
Clement Clarke 
UK average + 
error 
 
Error =  
+40 l/min 
 
y1 = 1.035x +10.973 
r = 0.9763 
y2 = x 
 
Slopes – not equal 
 
 
 
 
 
 
 
Agreement - NO 
 
Error = 0.035x +10.973 
 
PEFR = 223 to 687 l/min 
Error = 19 to 35 l/min 
Mean PEFR= 453 l/min 
Mean error = 27 l/min 
 
 
 
 
 
 
Agreement - YES 
 
Bias = 27 l/min 
LoA = -10 to 64 
 
 
 
 
 
 
 
 
 
 
Agreement - NO 
 
ICCA = 0.928 
CI (0.250 to 0.979) 
 
 
 
 
 
 
 
 
 
 
Agreement– NO 
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4.3.2.4 Sample Size 
The results of the analysis on the effect of sample size are described in this section. The 
analysis of each statistical method was run 10 times with sample size from 10 to 500 
(random sampling with replacement) for all variables. The standard deviation and 
standard error of the prediction from the 10 sets of analysis were calculated. Results for 
the analysis of blood glucose level, systolic BP, diastolic BP, weight, and PEFR are 
shown in Figure 4.2 to Figure 4.6. The standard error of all outcomes for all tested 
methods decreases as the sample size increases, and stabilises after a certain sample 
size. The standard errors of the prediction become stable when the sample size is greater 
than 100. The pattern of prediction becomes more consistent after the sample size is 
greater than 200.  
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a.  Blood glucose level 
 
Figure 4.2: The effect of sample size on the prediction of (a) slope, (b) intercept, (c) 
agreement model, (d) ICCA, (e) upper limit of agreement, and (f) lower limit of 
agreement for blood glucose level. 
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b. Systolic blood pressure (SBP) 
 
 
Figure 4.3: The effect of sample size on the prediction of (a) slope, (b) intercept, (c) 
agreement model, (d) ICCA, (e) upper limit of agreement, and (f) lower limit of 
agreement for systolic blood pressure. 
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c. Diastolic blood pressure (DBP) 
 
Figure 4.4: The effect of sample size on the prediction of (a) slope, (b) intercept, (c) 
agreement model, (d) ICCA, (e) upper limit of agreement, and (f) lower limit of 
agreement for diastolic blood pressure. 
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d. Weight 
 
Figure 4.5: The effect of sample size on the prediction of (a) slope, (b) intercept, (c) 
agreement model, (d) ICCA, (e) upper limit of agreement, and (f) lower limit of 
agreement for body weight. 
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e. Peak expiratory flow rate (PEFR) 
 
Figure 4.6: The effect of sample size on the prediction of (a) slope, (b) intercept, (c) 
agreement model, (d) ICCA, (e) upper limit of agreement, and (f) lower limit of 
agreement for peak expiratory flow rate. 
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The impact of sample size on the prediction of bias can be demonstrated using the plot 
of bias versus the sample size. Figure 4.7 shows the result for the estimation of bias 
using agreement model for blood glucose level variable. The predictions are unstable 
when the sample size is less than 100. For instance, when the sample size is 25, the 
analysis of simulated data for blood glucose level shows that the prediction of error can 
be as low as 0.26mmol/l and as high as 0.41mmol/l. When the sample size is 75, the 
prediction of error is between 0.24mmol/l and 0.37mmol/l. The pattern is similar to the 
analysis for systolic BP (Figure 4.8). Similar trends were seen for the other variables 
(diastolic BP, weight and PEFR). Results for these variables are shown in the Figure 
4.9.  
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Figure 4.9: The plot of bias predicted using agreement model versus sample size for all 
10 sets of analysis for (a) DBP, (b) weight, and (c) PEFR.  
a) 
 
b) 
 
c) 
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Figure 4.10 and Figure 4.11 shows the effect of sample size on the prediction of the 
Bland-Altman analysis for blood glucose level and diastolic BP. The prediction of bias 
and limits of agreement seems to be unstable especially when the sample size is less 
than 100. For instance, when the sample size is 30, the analysis of simulated data for 
blood glucose level shows that the prediction of lower limit of agreement can be as low 
as -1.59mmol/l and as high as -0.96mmol/l. The prediction of upper limit of agreement 
can be as low as 0.31mmol/l and the maximum prediction for upper limit of agreement 
is 1.03mmol/l. The pattern is similar to the analysis for diastolic BP, when the sample 
size is 30 simulated data shows that the prediction of lower limit of agreement can be 
between -23mmHg and -9mmHg. The prediction of upper limit of agreement can be 
between 11mmHg and 28mmHg. Similar trend were seen for the other variables 
(systolic BP, weight and PEFR). Results for these variables are shown in Figure 4.12.  
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Figure 4.12: The plot of Bland-Altman limits of agreement versus sample size for all 10 
sets of analysis for DBP (a), weight (b) and PEFR (c). 
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Figure 4.13 shows the result for the estimation of bias for glucose variable using ICCA. 
The predictions become more stable when the sample size is more than 100. For 
instance, when the sample size is 25, the analysis of simulated data for blood glucose 
level shows that the prediction of ICCA is between 0.81 and as high as 0.98. When the 
sample size is 50, the prediction of ICCA is between 0.87 and 0.98. Similar trend were 
seen for systolic BP, diastolic BP, weight and PEFR. Figure 4.14 shows the result for 
systolic BP. Results for the other variables are shown in Figure 4.15.  
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Figure 4.15: The plot of ICCA versus sample size for all 10 sets of analysis for DBP (a), 
weight (b) and PEFR (c).  
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4.3.3 Extended analysis of the Bland-Altman method  
Three variables (blood glucose level, body weight, and systolic BP) with sample sizes 
of 300 for each variable were analysed for this section. Twenty data sets with simulated 
bias were generated for each variable. The scatters of differences were uniform 
(homoscedasticity) for all data sets. The slopes of the regression lines of the Bland-
Altman plot did not significantly differ from zero for all data sets. Therefore, 
proportional bias was assumed not to exist in these datasets.  
Results for the analysis are summarised in Table 4.32 to Table 4.34. Figure 4.16 
to Figure 4.18 shows the relationship of the range of predicted bias and the range of 
actual (simulated) bias. The pattern of relationship is similar for all three variables. All 
three graphs suggest that the range of simulated bias is higher than the actual bias. The 
overestimation of bias is increases as the range of bias increases.  
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Table 4.32: The prediction of generated bias and limits of agreement for the blood 
glucose level (mmol/l) 
Simulated  
random error 
Lower limit of 
agreement (CI) 
Upper limit of 
agreement (CI) 
Range of 
simulated 
error 
Range of 
predicted 
error (LoA 
only)  
Range of 
predicted 
error (LoA 
with CIs) 
 
1. Error 0 to 0.1 
 
 
2. Error 0 to 0.2 
 
 
3. Error 0 to 0.3 
 
 
4. Error 0 to 0.4 
 
 
 
-0.01 
(-0.01 to 0) 
 
-0.01 
(-0.02 to 0) 
 
-0.02 
(-0.04 to -0.01) 
 
-0.04 
(-0.06 to -0.01) 
 
0.11 
(0.10 to 0.11) 
 
0.22 
(0.20 to 0.23) 
 
0.32 
(0.30 to 0.33) 
 
0.43 
(0.41 to 0.46) 
 
0.1 
 
 
0.2 
 
 
0.3 
 
 
0.4 
 
 
0.12 
 
 
0.23 
 
 
0.34 
 
 
0.47 
 
 
 
0.12 
 
 
0.25 
 
 
0.37 
 
 
0.52 
 
 
5. Error 0 to 0.5 
 
 
-0.03 
(-0.06 to -0.01) 
0.52 
(0.49 to 0.54) 
0.5 0.55 0.6 
6. Error 0 to 0.6 
 
 
-0.02 
(-0.05 to 0.01) 
0.61 
(0.58 to 0.64) 
0.6 0.63 0.69 
7. Error 0 to 0.7 
 
 
8. Error 0 to 0.8 
 
 
9. Error 0 to 0.9 
 
 
10. Error 0 to 1.0 
 
 
11. Error -0.1 to 0.1  
 
 
12. Error -0.2 to 0.2 
 
 
13. Error -0.3 to 0.3 
 
 
14. Error -0.4 to 0.4 
 
 
15. Error -0.5 to 0.5 
 
 
16. Error -0.6 to 0.6 
 
 
17. Error -0.7 to 0.7 
 
 
18. Error -0.8 to 0.8 
 
 
19. Error -0.9 to 0.9 
 
 
20. Error -1.0 to 1.0 
 
-0.04 
(-0.08 to 0) 
 
-0.05 
(-0.09 to 0) 
 
-0.05 
(-0.10 to 0) 
 
-0.06 
(-0.12 to -0.01) 
 
-0.11 
(-0.12 to -0.10) 
 
-0.22 
(-0.24 to 0.20) 
 
-0.34 
(-0.37 to -0.30) 
 
-0.49 
(-0.53 to -0.44) 
 
-0.58 
(-0.64 to -0.52) 
 
-0.61 
(-0.67 to -0.54) 
 
-0.80 
(-0.88 to -0.73) 
 
-0.92 
(-1.01 to -0.83) 
 
-1.06 
(-1.16 to -0.95) 
 
-1.06 
(-1.16 to -0.94) 
 
0.75 
(0.71 to 0.79) 
 
0.88 
(0.84 to 0.93) 
 
0.96 
(0.91 to 1.01) 
 
1.06 
(1.01 to 1.12) 
 
0.12 
(0.11 to 0.13) 
 
0.22 
(0.20 to 0.24) 
 
0.33 
(0.30 to 0.37) 
 
0.43 
(0.38 to 0.47) 
 
0.58 
(0.53 to 0.64) 
 
0.69 
(0.62 to 0.75) 
 
0.74 
(0.66 to 0.81) 
 
0.90 
(0.81 to 0.99) 
 
1.05 
(0.94 to 1.15) 
 
1.14 
(1.03 to 1.24) 
0.7 
 
 
0.8 
 
 
0.9 
 
 
1.0 
 
 
0.2 
 
 
0.4 
 
 
0.6 
 
 
0.8 
 
 
1.0 
 
 
1.2 
 
 
1.4 
 
 
1.6 
 
 
1.8 
 
 
2.0 
0.79 
 
 
0.93 
 
 
1.01 
 
 
1.12 
 
 
0.23 
 
 
0.44 
 
 
0.67 
 
 
0.92 
 
 
1.16 
 
 
1.30 
 
 
1.54 
 
 
1.82 
 
 
2.11 
 
 
2.20 
0.87 
 
 
1.02 
 
 
1.11 
 
 
1.24 
 
 
0.25 
 
 
0.48 
 
 
0.74 
 
 
1.00 
 
 
1.28 
 
 
1.42 
 
 
1.69 
 
 
2.00 
 
 
2.31 
 
 
2.40 
 
  
                                                                                                                                 Results 
 
212 
Table 4.33: The prediction of generated bias and limits of agreement for the body 
weight (kg) 
Simulated  
random error 
Lower limit of 
agreement (CI) 
Upper limit of 
agreement (CI) 
Range of 
simulated 
error 
Range of 
predicted 
error (LoA 
only) 
Range of 
predicted 
error (LoA 
with CIs) 
 
1. Error 0 to 0.1 
 
 
2. Error 0 to 0.2 
 
 
3. Error 0 to 0.3 
 
 
4. Error 0 to 0.4 
 
 
 
-0.01 
(-0.01 to 0) 
 
-0.01 
(-0.02 to 0) 
 
-0.03 
(-0.05 to -0.01) 
 
-0.02 
(-0.04 to 0.01) 
 
0.11 
(0.10 to 0.11) 
 
0.21 
(0.19 to 0.22) 
 
0.31 
(0.30 to 0.31) 
 
0.43 
(0.41 to 0.45) 
 
0.1 
 
 
0.2 
 
 
0.3 
 
 
0.4 
 
 
0.11 
 
 
0.22 
 
 
0.34 
 
 
0.45 
 
 
 
0.12 
 
 
0.24 
 
 
0.36 
 
 
0.49 
 
 
5. Error 0 to 0.5 
 
 
-0.01 
(-0.04 to 0.02) 
0.54 
(0.51 to 0.56) 
0.5 0.55 0.60 
6. Error 0 to 0.6 
 
 
-0.05 
(-0.08 to -0.01) 
0.63 
(0.60 to 0.66) 
0.6 0.68 0.74 
7. Error 0 to 0.7 
 
 
8. Error 0 to 0.8 
 
 
9. Error 0 to 0.9 
 
 
10. Error 0 to 1.0 
 
 
11. Error -0.1 to 0.1  
 
 
12. Error -0.2 to 0.2 
 
 
13. Error -0.3 to 0.3 
 
 
14. Error -0.4 to 0.4 
 
 
15. Error -0.5 to 0.5 
 
 
16. Error -0.6 to 0.6 
 
 
17. Error -0.7 to 0.7 
 
 
18. Error -0.8 to 0.8 
 
 
19. Error -0.9 to 0.9 
 
 
20. Error -1.0 to 1.0 
 
-0.03 
(-0.07 to 0.01) 
 
-0.06 
(-0.11 to -0.01) 
 
-0.05 
(-0.10 to 0) 
 
-0.05 
(-0.11 to 0) 
 
-0.11 
(-0.12 to -0.10) 
 
-0.21 
(-0.23 to 0.19) 
 
-0.32 
(-0.36 to -0.29) 
 
-0.47 
(-0.51 to -0.42) 
 
-0.59 
(-0.65 to -0.53) 
 
-0.66 
(-0.73 to -0.59) 
 
-0.80 
(-0.87 to -0.72) 
 
-0.90 
(-0.99 to -0.81) 
 
-1.06 
(-1.16 to -0.96) 
 
-1.12 
(-1.23 to -1.01) 
 
0.76 
(0.72 to 0.80) 
 
0.86 
(0.81 to 0.90) 
 
0.97 
(0.92 to 1.02) 
 
1.08 
(1.03 to 1.14) 
 
0.11 
(0.10 to 0.12) 
 
0.23 
(0.21 to 0.25) 
 
0.33 
(0.30 to 0.37) 
 
0.48 
(0.44 to 0.53) 
 
0.57 
(0.51 to 0.63) 
 
0.70 
(0.64 to 0.77) 
 
0.77 
(0.70 to 0.85) 
 
0.88 
(0.79 to 0.97) 
 
0.97 
(0.87 to 1.07) 
 
1.07 
(0.97 to 1.18) 
0.7 
 
 
0.8 
 
 
0.9 
 
 
1.0 
 
 
0.2 
 
 
0.4 
 
 
0.6 
 
 
0.8 
 
 
1.0 
 
 
1.2 
 
 
1.4 
 
 
1.6 
 
 
1.8 
 
 
2.0 
0.79 
 
 
0.92 
 
 
1.02 
 
 
1.13 
 
 
0.22 
 
 
0.44 
 
 
0.65 
 
 
0.95 
 
 
1.16 
 
 
1.36 
 
 
1.57 
 
 
1.78 
 
 
2.03 
 
 
2.19 
0.87 
 
 
1.01 
 
 
1.12 
 
 
1.25 
 
 
0.24 
 
 
0.48 
 
 
0.73 
 
 
1.04 
 
 
1.28 
 
 
1.50 
 
 
1.72 
 
 
1.96 
 
 
2.23 
 
 
2.41 
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Table 4.34: The prediction of generated bias and limits of agreement for the systolic BP 
(mmHg) 
Simulated error Lower limit of 
agreement (CI) 
Upper limit of 
agreement (CI) 
Range of 
simulated 
error 
Range of 
predicted 
error (LoA 
only) 
Range of 
predicted 
error (LoA 
with CIs)  
 
1. Error 0 to 2 
 
 
2. Error 0 to 4 
 
 
3. Error 0 to 6 
 
 
4. Error 0 to 8 
 
 
 
0 
(-1 to 0) 
 
0 
(-1 to 0) 
 
0 
(-1 to 0) 
 
0 
(-1 to 0) 
 
 
2 
(2 to 3) 
 
4 
(4 to 5) 
 
7 
(6 to 7) 
 
9 
(8 to 9) 
 
2 
 
 
4 
 
 
6 
 
 
8 
 
 
2 
 
 
4 
 
 
7 
 
 
9 
 
 
 
4 
 
 
6 
 
 
8 
 
 
10 
 
 
5. Error 0 to 10 
 
 
0 
(-1 to 0) 
 
11 
(10 to 11) 
10 11 12 
6. Error 0 to 12 
 
 
-1 
(-2 to 0) 
 
13 
(12 to 14) 
12 14 16 
7. Error 0 to 14 
 
 
8. Error 0 to 16 
 
 
9. Error 0 to 18 
 
 
10. Error 0 to 20 
 
 
11. Error -2 to 2  
 
 
12. Error -4 to 4 
 
 
13. Error -6 to 6 
 
 
14. Error -8 to 8 
 
 
15. Error -10 to 10 
 
 
16. Error -12 to 12 
 
 
17. Error -14 to 14 
 
 
18. Error -16 to 16 
 
 
19. Error -18 to 18 
 
 
20. Error -20 to 20 
 
-1 
(-2 to 0) 
 
-1 
(-2 to 0) 
 
-2 
(-3 to -1) 
 
-1 
(-2 to 0) 
 
-2 
(-2 to 2) 
 
-4 
(-5 to -4) 
 
-7 
(-8 to -6) 
 
-10 
(-10 to -9) 
 
-11 
(-12 to -10) 
 
-13 
(-15 to -12) 
 
-16 
(-17 to -14) 
 
-19 
(-21 to -17) 
 
-19 
(-21 to -17) 
 
-28 
(-31 to -25) 
 
14 
(13 to 15) 
 
17 
(16 to 18) 
 
19 
(18 to 20) 
 
22 
(20 to 23) 
 
2 
(2 to 3) 
 
5 
(4 to 5) 
 
7 
(7 to 8) 
 
9 
(8 to 10) 
 
11 
(10 to 12) 
 
14 
(12 to 15) 
 
17 
(15 to 18) 
 
18 
(16 to 20) 
 
21 
(19 to 23) 
 
32 
(29 to 35) 
14 
 
 
16 
 
 
18 
 
 
20 
 
 
4 
 
 
8 
 
 
12 
 
 
16 
 
 
20 
 
 
24 
 
 
28 
 
 
32 
 
 
36 
 
 
40 
15 
 
 
28 
 
 
21 
 
 
23 
 
 
4 
 
 
9 
 
 
14 
 
 
19 
 
 
22 
 
 
27 
 
 
33 
 
 
37 
 
 
40 
 
 
60 
17 
 
 
20 
 
 
23 
 
 
25 
 
 
5 
 
 
10 
 
 
16 
 
 
20 
 
 
24 
 
 
30 
 
 
35 
 
 
41 
 
 
44 
 
 
66 
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Figure 4.16: Relationship between the simulated and predicted error in the Bland-
Altman analysis for blood glucose level 
Figure 4.17: Relationship between the simulated and predicted error in the Bland-
Altman analysis for body weight.  
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Figure 4.18: Relationship between the simulated and predicted error in the Bland-
Altman analysis for systolic blood pressure.  
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4.4 Reliability Analysis 
4.4.1 Prediction of Reliability: Clinical data 
4.4.1.1 Comparison of Statistical Method in Analysis of Reliability 
The Bland-Altman LoA, ICCC, and ICCA were conducted with samples of 300 for each 
variable (blood glucose level, systolic BP, diastolic BP, body temperature, carbon 
monoxide level and heart rate). The purpose of this analysis is to compare the ability of 
each method in predicting reliability of each instrument that measures all the variables. 
The interpretation of Bland-Altman method in the analysis of reliability was similar to 
the agreement analysis (as explained in Section 3.9.3.3). The value of ICC ≥ 0.75 was 
considered to be good reliability (Rosner, 2006).  
Data used for the analysis were collected in clinical settings, and all instruments 
were validated by their manufacturer. Therefore, the instruments should be reliable. The 
ICCC and ICCA predict that all instruments were reliable. However, Bland-Altman LoA 
only shows good reliability for infrared thermometer (temperature). All other 
instruments were found to have poor reliability by the Bland-Altman method. Results 
for this analysis are summarised in Table 4.35. 
  
                                                                                                                                 Results 
 
217 
Table 4.35: Prediction of reliability for all variables using clinical data 
Variables 
(n=300) 
Bland-Altman LoA ICCC ICCA 
 
SBP 
 
 
 
DBP 
 
 
 
Temperature 
 
 
 
PEFR 
 
 
 
CO level 
 
 
 
Heart rate 
 
 
 
-3mmHg  
(-20 to -15) 
Poor Reliability 
 
-1mmHg 
(-14 to 11) 
Poor Reliability 
 
-0.01
0
C 
(-0.17 to 0.16) 
Good Reliability 
 
13l/min  
(-70 to 96) 
Poor Reliability 
 
0ppm  
(-5 to 5) 
Poor Reliability 
 
0bpm  
(-3 to 3) 
Poor Reliability 
 
 
0.902 
(0.883 to 0.919) 
Good Reliability 
 
0.882 
(0.859 to 0.902) 
Good Reliability 
 
0.966 
(0.959 to 0.972) 
Good Reliability 
 
0.879 
(0.856 to 0.899) 
Good Reliability 
 
0.979 
(0.975 to 0.983) 
Good Reliability 
 
0.987 
(0.985 to 0.990) 
Good Reliability 
 
 
0.897 
(0.873 to 0.917) 
Good Reliability 
 
0.875 
(0.846 to 0.899) 
Good Reliability 
 
0.966  
(0.959 to 0.972) 
Good Reliability 
 
0.864  
(0.820 to 0.896) 
Good Reliability 
 
0.940  
(0.928 to 0.951) 
Good Reliability 
 
0.987  
(0.985 to 0.990) 
Good Reliability 
 
 
 
4.4.1.2 Consistency of Prediction 
For this analysis, 10 sets of data with sample of 200 were selected randomly from the 
total of 300 samples for each variable. The purpose of this analysis is to compare the 
consistency of each statistical method in predicting reliability of instruments measuring 
each variable. All instruments were validated by their manufacturer at the beginning of 
this study, therefore all instrument assumed to be reliable and should produce consistent 
result. Results for this analysis are summarised in Table 4.36 to Table 4.41. 
All three statistical methods provide a consistent prediction of reliability for all 
ten sets of data for all variables. The summaries of result for the consistency of 
prediction of reliability for all methods are displayed in Table 4.42.    
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Table 4.36: Prediction of reliability of instrument measuring SBP 
Set 
 
Bland-Altman LoA ICCC ICCA 
1 -2mmHg  
(-18 to 14) 
Poor Reliability 
 
0.915 
(0.894 to 0.973) 
Good Reliability 
0.911  
(0.887 to 0.931) 
Good Reliability 
2 -3mmHg 
(-20 to 15) 
Poor Reliability 
 
0.902  
(0.878 to 0.923) 
Good Reliability 
0.896  
(0.866 to 0.920) 
Good Reliability 
3 -2mmHg  
(-19 to 15 
Poor Reliability 
 
0.892  
(0.865 to 0.914) 
Good Reliability 
0.888  
(0.860 to0.912) 
Good Reliability 
4 -2mmHg  
(-18 to 14) 
Poor Reliability 
 
0.909 
(0.886 to 0.928) 
Good Reliability 
0.902  
(0.872 to 0.925) 
Good Reliability 
5 -2mmHg  
(-20 to 16) 
Poor Reliability 
 
0.902 
(0.878 to 0.922) 
Good Reliability 
0.898  
(0.871 to 0.920) 
Good Reliability 
6 -3mmHg  
(-19 to 14 
Poor Reliability 
 
0.906  
(0.883 to 0.925) 
Good Reliability 
0.899  
(0.870 to 0.922) 
Good Reliability 
7 -3mmHg  
(-19 to 14) 
Poor Reliability 
 
0.917  
(0.897 to 0.934) 
Good Reliability 
0.912  
(0.887 to 0.932) 
Good Reliability 
8 -2mmHg  
(-19 to 15) 
Poor Reliability 
 
0.894  
(0.868 to 0.916) 
Good Reliability 
0.890  
(0.862 to 0.914) 
Good Reliability 
9 -3mmHg  
(-20 to 14) 
Poor Reliability 
 
0.915  
(0.894 to 0.932) 
Good Reliability 
0.908  
(0.881 to 0.930) 
Good Reliability 
10 -3mmHg  
(-1 to 10) 
Poor Reliability 
0.906  
(0.883 to 0.926) 
Good Reliability 
0.899  
(0.870 to 0.923) 
Good Reliability 
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Table 4.37: Prediction of reliability of instrument measuring DBP 
Set 
 
Bland-Altman LoA ICCC ICCA 
1 -1mmHg 
(-15 to 12) 
Poor Reliability 
0.892  
(0.866 to 0.914) 
Good Reliability 
0.886  
(0.856 to 0.911) 
Good Reliability 
 
2 -2mmHg  
(-13 to 10) 
Poor Reliability 
0.879  
(0.850 to 0.903) 
Good Reliability 
0.869  
(0.830 to 0.899) 
Good Reliability 
 
3 -1mmHg 
(-14 to 12) 
Poor Reliability 
0.868  
(0.837 to 0.895) 
Good Reliability 
0.861  
(0.824 to 0.891) 
Good Reliability 
 
4 -2mmHg  
(-12 to 9) 
Poor Reliability 
0.913  
(0.892 to 0.931) 
Good Reliability 
0.905  
(0.875 to 0.928) 
Good Reliability 
 
5 -2mmHg  
(-15 to 11) 
Poor Reliability 
0.885  
(0.858 to 0.909) 
Good Reliability 
0.874  
(0.833 to 0.905) 
Good Reliability 
 
6 -1mmHg  
(-15 to 12) 
Poor Reliability 
0.863  
(0.831 to 0.891) 
Good Reliability 
0.857  
(0.821 to 0.888) 
Good Reliability 
 
7 -1mmHg  
(-13 to 12 
Poor Reliability 
0.881  
(0.853 to 0.906) 
Good Reliability 
0.874  
(0.840 to 0.902) 
Good Reliability 
 
8 -1mmHg  
(-12 to 10) 
Poor Reliability 
0.913  
(0.892 to 0.931) 
Good Reliability 
0.908  
(0.882 to 0.929) 
Good Reliability 
 
9 -2mmHg  
(-15 to 11) 
Poor Reliability 
0.885  
(0.857 to 0.908) 
Good Reliability 
0.873  
(0.833 to 0.904) 
Good Reliability 
 
10 -1mmHg  
(-14 to 11) 
Poor Reliability 
0.892  
(0.866 to 0.915) 
Good Reliability 
0.887  
(0.857 to 0.912) 
Good Reliability 
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Table 4.38: Prediction of reliability of instrument measuring temperature 
Set 
 
Bland-Altman LoA ICCC ICCA 
1 -0.010C  
(-0.18 to 0.16) 
Good Reliability 
 
0.970  
(0.963 to 0.977) 
Good Reliability 
0.970  
(0.962 to 0.977) 
Good Reliability 
2 -0.010C  
(-0.16 to 0.14) 
Good Reliability 
0.976  
(0.973 to 0.983) 
Good Reliability 
 
0.979  
(0.973 to 0.983) 
Good Reliability 
3 -0.000C  
(-0.15 to 0.15) 
Good Reliability 
 
0.962  
(0.952 to 0.970) 
Good Reliability 
0.962  
(0.952 to 0.970) 
Good Reliability 
 
4 -0.010C  
(-0.14 to 0.13) 
Good Reliability 
0.966  
(0.957 to 0.973) 
Good Reliability 
 
0.966  
(0.957 to 0.973) 
Good Reliability 
 
5 -0.010C  
(-0.15 to 0.15) 
Good Reliability 
0.974  
(0.967 to 0.979) 
Good Reliability 
 
0.974  
(0.967 to 0.979) 
Good Reliability 
 
6 -0.000C  
(-0.16 to 0.15) 
Good Reliability 
0.975  
(0.969 to 0.981) 
Good Reliability 
 
0.975  
(0.969 to 0.981) 
Good Reliability 
 
7 -0.010C  
(-0.16 to 0.15) 
Good Reliability 
 
0.976  
(0.970 to 0.981) 
Good Reliability 
 
0.976  
(0.970 to 0.981) 
Good Reliability 
8 -0.010C  
(-0.17 to 0.16) 
Good Reliability 
 
0.962  
(0.952 to 0.970) 
Good Reliability 
0.962  
(0.952 to 0.970) 
Good Reliability 
 
9 -0.010C  
(-0.18 to 0.17) 
Good Reliability 
 
0.957  
(0.946 to 0.966) 
Good Reliability 
 
0.957  
(0.946 to 0.966) 
Good Reliability 
10 -0.000C  
(-0.16 to 0.15) 
Good Reliability 
 
0.973  
(0.966 to 0.979) 
Good Reliability 
0.973  
(0.966 to 0.979) 
Good Reliability 
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Table 4.39: Prediction of reliability of instrument measuring PEFR 
 
Set 
 
Bland-Altman LoA ICCC ICCA 
1 14l/min 
(-78 to 105) 
Poor Reliability 
0.871  
(0.840 to 0.897) 
Good Reliability 
0.857  
(0.809 to 0.892) 
Good Reliability 
 
2  14 l/min  
(-72 to 101) 
Poor Reliability 
0.870  
(0.839 to 0.896) 
Good Reliability 
 
0.852  
(0.798 to 0.891) 
Good Reliability 
 
3 12 l/min  
(-75 to 99) 
Poor Reliability 
0.874  
(0.844 to 0.900) 
Good Reliability 
0.860  
(0.812 to 0.895) 
Good Reliability 
 
4 13 l/min  
(-75 to 100) 
Poor Reliability 
 
0.878  
(0.848 to 0.903) 
Good Reliability 
 
0.862  
(0.812 to 0.898) 
Good Reliability 
 
5 14 l/min  
(-62 to 89) 
Poor Reliability 
 
0.889  
(0.862 to 0.912) 
Good Reliability 
 
0.875  
(0.830 to 0.908) 
Good Reliability 
 
6 15 l/min  
(-67 to 96) 
Poor Reliability 
0.871  
(0.840 to 0.897) 
Good Reliability 
 
0.856  
(0.807 to 0.893) 
Good Reliability 
 
7 13 l/min  
(-71 to 98) 
Poor Reliability 
 
0.875  
(0.845 to 0.901) 
Good Reliability 
0.861  
(0.813 to 0.896) 
Good Reliability 
 
8 13 l/min  
(-68 to 94) 
Poor Reliability 
0.877  
(0.847 to 0.902) 
Good Reliability 
0.859  
(0.804 to 0.897) 
Good Reliability 
 
9 14 l/min  
(-72 to 101) 
Poor Reliability 
 
0.881  
(0.852 to 0.905) 
Good Reliability 
0.864  
(0.812 to 0.901) 
Good Reliability 
 
10 15 l/min  
(-65 to 95) 
Poor Reliability 
 
0.875  
(0.845 to 0.901) 
Good Reliability 
0.861  
(0.814 to 0.896) 
Good Reliability 
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Table 4.40: Prediction of reliability of instrument measuring CO level 
 
Set 
 
Bland-Altman LoA ICCC ICCA 
1 0ppm  
(-5 to 5) 
Poor Reliability 
 
0.935  
(0.919 to 0.949) 
Good Reliability 
0.935  
(0.919 to 0.949) 
Good Reliability 
2 0ppm  
(-5 to 5) 
Poor Reliability 
 
0.948  
(0.935 to 0.959) 
Good Reliability 
0.948  
(0.935 to 0.959) 
Good Reliability 
 
3 0ppm  
(-4 to 4) 
Poor Reliability 
 
0.940  
(0.925 to 0.953) 
Good Reliability 
0.940  
(0.925 to 0.953) 
Good Reliability 
4 0ppm  
(-5 to 5) 
Poor Reliability 
 
0.934  
(0.918 to 0.948) 
Good Reliability 
 
0.935  
(0.918 to 0.949) 
Good Reliability 
5 0ppm  
(-5 to 5) 
Poor Reliability 
 
0.931  
(0.913 to 0.945) 
Good Reliability 
 
0.931  
(0.914 to 0.945) 
Good Reliability 
6 0ppm  
(-5 to 5) 
Poor Reliability 
 
0.937  
(0.922 to 0.951) 
Good Reliability 
 
0.938  
(0.922 to 0.951) 
Good Reliability 
7 0ppm  
(-4 to 4) 
Poor Reliability 
 
0.939  
(0.923 to 0.952) 
Good Reliability 
0.939  
(0.924 to 0.952) 
Good Reliability 
8 0ppm  
(-5 to 5) 
Poor Reliability 
 
0.942  
(0.928 to 0.954) 
Good Reliability 
0.942  
(0.928 to 0.954) 
Good Reliability 
9 0ppm  
(-5 to 5) 
Poor Reliability 
 
0.936  
(0.919 to 0.949) 
Good Reliability 
0.936  
(0.919 to 0.949) 
Good Reliability 
10 0ppm  
(-4 to 4) 
Poor Reliability 
 
0.942  
(0.928 to 0.985) 
Good Reliability 
0.943  
(0.928 to 0.955) 
Good Reliability 
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Table 4.41: Prediction of reliability of instrument measuring Heart rate 
Set 
 
Bland-Altman LoA ICCC ICCA 
1 0bpm  
(-3 to 3) 
Poor Reliability 
0.987  
(0.984 to 0.990) 
Good Reliability 
 
0.987  
(0.983 to 0.990) 
Good Reliability 
2 0bpm  
(-3 to 3) 
Poor Reliability 
0.989  
(0.986 to 0.991) 
Good Reliability 
 
0.989  
(0.986 to 0.991) 
Good Reliability 
3 0bpm  
(-3 to 3) 
Poor Reliability 
0.987  
(0.984 to 0.990) 
Good Reliability 
 
0.987  
(0.983 to 0.990) 
Good Reliability 
4 0bpm  
(-3 to 3) 
Poor Reliability 
0.988  
(0.985 to 0.990) 
Good Reliability 
 
0.988  
(0.985 to 0.990) 
Good Reliability 
 
5 0bpm  
(-3 to 3) 
Poor Reliability 
0.988  
(0.985 to 0.991) 
Good Reliability 
 
0.988  
(0.985 to 0.991) 
Good Reliability 
 
6 0bpm  
(-3 to 3) 
Poor Reliability 
0.988  
(0.985 to 0.991) 
Good Reliability 
 
0.988  
(0.985 to 0.991) 
Good Reliability 
 
7 0bpm  
(-3 to 3) 
Poor Reliability 
0.986  
(0.982 to 0.989) 
Good Reliability 
 
0.986  
(0.982 to 0.989) 
Good Reliability 
8 0bpm  
(-3 to 3) 
Poor Reliability 
0.988  
(0.985 to 0.991) 
Good Reliability 
 
0.988  
(0.985 to 0.991) 
Good Reliability 
9 0bpm  
(-3 to 3) 
Poor Reliability 
0.986  
(0.983 to 0.989) 
Good Reliability 
 
0.986  
(0.982 to 0.989) 
Good Reliability 
10 0bpm  
(-3 to 3) 
Poor Reliability 
0.986  
(0.982 to 0.989) 
Good Reliability 
 
0.986  
(0.982 to 0.989) 
Good Reliability 
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Table 4.42: Summary of prediction of reliability for all 10 clinical data set. 
Statistic method SBP DBP Temperature CO PEFR HR 
 
1. Bland-
Altman LoA 
 
2. ICCC 
 
3. ICCA 
 
 
NO -10 
 
YES - 10 
 
YES - 10 
 
NO -10 
 
YES - 10 
 
YES - 10 
 
YES -10 
 
YES - 10 
 
YES – 10 
 
NO -10 
 
YES - 10 
 
YES - 10 
 
NO -10 
 
YES - 10 
 
YES - 10 
 
NO -10 
 
YES - 10 
 
YES - 10 
NO – Poor/moderate reliability of instrument measuring the variable. 
YES - Good reliability of instrument measuring the variable. 
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4.4.1.3 Number of Measurement 
The ICCC, and ICCA analysis were conducted with two and three sets of measurements. 
The purpose of this analysis is to compare the prediction of reliability of each 
instrument with different number of measurement. Both ICCC and ICCA provide similar 
prediction of reliability with two and three measurements. Results for this analysis are 
summarised in Table 4.43. 
 
Table 4.43: Prediction of reliability with different number of measurement 
Variables ICCC with 3 sets of 
reading (95% CI) 
ICCC with 2 sets of 
reading (95% CI) 
ICCA with 2 sets of 
reading (95% CI) 
ICCA with 3 sets of 
reading (95% CI) 
 
SBP 
 
 
DBP 
 
 
Temperature 
 
 
PEFR 
 
 
CO level 
 
 
Heart rate 
 
 
0.957(0.948 to 0.965) 
Good Reliability 
 
0.965(0.958 to 0.972) 
Good Reliability 
 
0.988(0.986 to 0.990) 
Good Reliability 
 
0.956(0.947 to 0.964) 
Good Reliability 
 
0.979(0.975 to 0.983) 
Good Reliability 
 
0.966(0.995 to 0.997) 
Good Reliability 
 
0.937(0.921 to 0.950) 
Good Reliability 
 
0.949(0.936 to 0.960) 
Good Reliability 
 
0.987(0.984 to 0.990) 
Good Reliability 
 
0.934(0.917 to 0.947) 
Good Reliability 
 
0.964(0.955 to 0.971) 
Good Reliability 
 
0.995(0.994 to 0.996) 
Good Reliability 
 
 
0.897(0.862 to 0.921) 
Good Reliability 
 
0.877(0.845 to 0.902) 
Good Reliability 
 
0.975 (0.969  to 0.980) 
Good Reliability 
 
0.866(0.818 to 0.899) 
Good Reliability 
 
0.930 (0.913 to 0.944) 
Good Reliability 
 
0.990 (0.987 to 0.992) 
Good Reliability 
 
 
0.897 (0.873 to 0.917) 
Good Reliability 
 
0.875 (0.864 to 0.899) 
Good Reliability 
 
0.966 (0.959 to 0.972) 
Good Reliability 
 
0.864(0.820 to 0.896) 
Good Reliability 
 
0.940 (0.928 to 0.951) 
Good Reliability 
 
0.987(0.985 to 0.990) 
Good Reliability 
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4.4.2 Prediction of Reliability: Simulated data  
In this analysis, five sets of simulated data were produced for each variable. The 
characteristic of the data set were as follow: 
Set 1 (first measurement): original clinical data 
Set 2 (second measurement): 1/3 constant positive error  
Set 3 (third measurement): constant negative error 
Set 4 (fourth measurement): 1/2 constant positive  
Set 5 (fifth measurement): constant positive error 
 
All simulated data set were purposely generated to represent unreliable measurement of 
instrument. It is clear that the five measurements (from set 1 to set 5) are not repeatable 
(i.e. the instrument producing this measurements is not reliable). For the systolic blood 
pressure variable, the ICCC did not predict the poor reliability with all analysis of 
different number of measurements. The ICCA predicts the poor reliability in all the 
analysis except the analysis with two sets of measurement. Results are shown in Table 
4.44.  
 
Table 4.44: Prediction of reliability with different number of measurements for SBP 
 ICCC ICCA 
 
Five measurements 
(Set 1,2,3,4&5) 
 
Four measurements 
(Set 1,2,3&4) 
 
Three measurements 
(Set 1,2&3) 
 
Two measurements 
(Set 1&2) 
 
0.979 (0.975 to 0.983) 
Good Reliability 
 
0.977 (0.972 to 0.981) 
Good Reliability 
 
0.980 (0.975 to 0.983) 
Good Reliability 
 
0.971 (0.964 to 0.977) 
Good Reliability 
 
 
0.854 (0.501 to 0.938) 
Poor Reliability 
 
0.876 (0.484 to 0.951) 
Poor Reliability 
 
0.866 (0.246 to 0.955) 
Poor Reliability 
 
0.958 (0.869 to 0.980) 
Good Reliability 
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For the diastolic blood pressure variable, the ICCC did not predict the poor reliability 
with all analysis of different number of measurements. The ICCA predicts the poor 
reliability in all the analysis except the analysis with two sets of measurement. Results 
are shown in the Table 4.45.  
 
Table 4.45: Prediction of reliability with different number of measurements for DBP 
 ICCC ICCA 
 
Five measurements 
(Set 1,2,3,4&5) 
 
Four measurements 
(Set 1,2,3&4) 
 
Three measurements 
(Set 1,2&3) 
 
Two measurements 
(Set 1&2) 
 
0.941 (0.931 to 0.951) 
Good Reliability 
 
0.930 (0.917 to 0.941) 
Good Reliability 
 
0.946 (0.935 to 0.955) 
Good Reliability 
 
0.915 (0.894 to 0.931) 
Good Reliability 
 
0.664 (0.250 to 0.836) 
Poor Reliability 
 
0.689 (0.219 to 0.859) 
Poor Reliability 
 
0.700 (0.090 to 0.885) 
Poor Reliability 
 
0.878 (0.670 to 0.939) 
Moderate Reliability 
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For the body temperature variable, the ICCC did not predict the poor reliability with all 
analysis of different number of measurements. The ICCA predicts the poor or moderate 
reliability (i.e. not reliable) in all the analysis. Results are shown in Table 4.46.  
 
Table 4.46: Prediction of reliability with different number of measurements for 
Temperature 
 ICCC ICCA 
 
Five measurements 
(Set 1,2,3,4&5) 
 
Four measurements 
(Set 1,2,3&4) 
 
Three measurements 
(Set 1,2&3) 
 
Two measurements 
(Set 1&2) 
 
0.896 (0.878 to 0.912) 
Good Reliability 
 
0.880 (0.859 to 0.899) 
Good Reliability 
 
0.899 (0.879 to 0.916) 
Good Reliability 
 
0.850 (0.815 to 0.878) 
Good Reliability 
 
 
0.514 (0.148 to 0.731) 
Poor Reliability 
 
0.551 (0.128 to 0.771) 
Poor Reliability 
 
0.543 (0.035 to 0.797) 
Poor Reliability 
 
0.791 (0.509 to 0.891) 
Moderate Reliability 
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For the peak expiratory flow rate variable, the ICCC did not predict poor reliability with 
all analysis of different number of measurements. The ICCA predicts moderate or poor 
reliability (i.e. not reliable) in all the analysis except the analysis with two sets of 
measurement. Results are shown in the Table 4.47.  
 
Table 4.47: Prediction of reliability with different number of measurements for PEFR 
 ICCC ICCA 
 
Five measurements 
(Set 1,2,3,4&5) 
 
Four measurements 
(Set 1,2,3&4) 
 
Three measurements 
(Set 1,2&3) 
 
Two measurements 
(Set 1&2) 
 
0.982 (0.979 to 0.985) 
Good Reliability 
 
0.979 (0.975 to 0.983) 
Good Reliability 
 
0.983 (0.979 to 0.986) 
Good Reliability 
 
0.975 (0.968 to 0.980) 
Good Reliability 
 
 
 
0.870 (0.536 to 0.945) 
Moderate Reliability 
 
0.888 (0.513 to 0.956) 
Moderate Reliability 
 
0.884 (0.280 to 0.962) 
Poor Reliability 
 
0.962 (0.882 to 0.982) 
Good Reliability 
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For the carbon monoxide level variable, the ICCC did not predict the poor reliability 
with all analysis of different number of measurements. The ICCA predicts the poor 
reliability in all the analysis except the analysis with two sets of measurement. Results 
are shown in the Table 4.48. 
 
Table 4.48: Prediction of reliability with different number of measurements for CO 
level 
 ICCC ICCA 
 
Five measurements 
(Set 1,2,3,4&5) 
 
Four measurements 
(Set 1,2,3&4) 
 
Three measurements 
(Set 1,2&3) 
 
Two measurements 
(Set 1&2) 
 
0.964 (0.958 to 0.970) 
Good Reliability 
 
0.960 (0.952 to 0.967) 
Good Reliability 
 
0.965 (0.958 to 0.971) 
Good Reliability 
 
0.950 (0.937 to 0.960) 
Good Reliability 
 
 
 
0.769 (0.363 to 0.896) 
Poor Reliability 
 
0.800 (0.343 to 0.917) 
Poor Reliability 
 
0.786 (0.147 to 0.924) 
Poor Reliability 
 
0.927 (0.784 to 0.965) 
Good Reliability 
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For the heart rate variable, the ICCC did not predict the poor reliability with all numbers 
of measurements. The ICCA predicts the moderate or poor reliability (i.e. not reliable) in 
all the analyses. Results are shown in the Table 4.49. 
 
Table 4.49: Prediction of reliability with different number of measurements for Heart 
rate 
 ICCC ICCA 
 
Five measurements 
(Set 1,2,3,4&5) 
 
Four measurements 
(Set 1,2,3&4) 
 
Three measurements 
(Set 1,2&3) 
 
Two measurements 
(Set 1&2) 
 
0.939 (0.929 to 0.949) 
Good Reliability 
 
0.931 (0.918 to 0.942) 
Good Reliability 
 
0.942 (0.930 to 0.952) 
Good Reliability 
 
0.915 (0.895 to 0.932) 
Good Reliability 
 
 
0.657 (0.244 to 0.831) 
Poor Reliability 
 
0.692 (0.222 to 0.861) 
Poor Reliability 
 
0.685 (0.082 to 0.878) 
Poor Reliability 
 
0.878 (0.672 to 0.940) 
Moderate Reliability 
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4.4.3 Extended analysis of Intra-class Correlation Coefficient 
 
4.4.3.1 Comparison of two repeated reading and three repeated readings 
 
a. Clinical data 
 
 
The differences in the prediction of ICCs for two and three repeated measurements were 
not significant for both ICCA and ICCC. Details of the results are shown in the Table 
4.50. The power of the analyses were calculated using OpenEpi Version 2 online 
epidemiological calculator ("OpenEpi, Version 2, open source calculator--
PowerMean,"). To detect the differences of 0.05 between the predicted ICCs, the 
analysis of ICCA has a power of 99.99%, and the analysis of ICCC has a power of 100%. 
However, both analyses were not powerful enough to detect differences of 0.01 (Power 
= 20.64% for ICCA and 23.24% for ICCC). 
 
Table 4.50: Comparison of the prediction of ICC with two and three repeated 
measurements for clinical data 
Two repeated 
readings 
compared with 
three repeated 
readings 
Paired Differences 
t df 
Sig.  
(2-tailed) 
Mean 
95% Confidence Interval of 
the Difference 
Lower Upper 
ICCA  -0.000467 -0.002459 0.001526 -0.469 59 0.641 
ICCC  -0.002267 -0.004904 0.000371 -1.720 59 0.091 
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b. Simulated data 
 
The differences on the prediction of ICCs for two and three repeated measurements 
were significant for both ICCA and ICCC. Details of the results are shown in the Table 
4.51. 
 
Table 4.51: Comparison of the prediction of ICC with two and three repeated 
measurements for simulated data 
Two repeated 
readings 
compared with 
three repeated 
readings 
Paired Differences 
t df 
Sig.  
(2-tailed) 
Mean 
95% Confidence Interval of 
the Difference 
Lower Upper 
ICCC 
 
0.0659167 0.0003369 0.1314964 2.212 11 0.049 
ICCA 0.0659167 0.0003369 0.1314964 2.212 11 0.049 
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4.5 Summary of Chapter 4 
 
This chapter deals with the results of this study. The variables were collected from both 
the UM wellness health screening population and in the community. A total of 300 
samples were collected per variable. The data covers a good range of normal values of 
all variables. Some of the variables have a range of abnormal values in the data. This 
includes blood glucose level, systolic blood pressure, diastolic blood pressure, weight, 
peak expiratory flow rate, and carbon monoxide level. However, the data does not 
represent the extreme abnormal values (i.e. very high or very low values) for all the 
variables. 
 
4.5.1 Agreement Analysis 
The proposed method of measuring agreement has two main analysis, these are the 
comparison of slopes and y-intercepts analysis and the agreement model. The 
comparison of slopes and y-intercepts analysis involve the comparison of slopes and 
intercepts of the regression line with the line of agreement (y = x). The agreement 
model was based on the function of error. 
Section 4.3.1 dealt with the analysis of agreement using clinical data. Total of 55 
sets of clinical data were analysed using each method. Since all instruments were 
validated by their manufacturer, they should be in agreement with the standard. 
However, for the analysis of agreement using clinical data, the comparison of slopes 
and y-intercepts analysis only shows agreement for instruments measuring systolic 
blood pressure and weight, and not for other variables (glucose, diastolic blood 
pressure, and peak expiratory flow rate). The Bland-Altman LoA incorrectly shows 
disagreement for all instruments. The agreement model and ICCA correctly predict the 
agreement of all instruments. The agreement model, Bland-Altman LoA and ICCA 
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provide a very consistent prediction of agreement for all the variables. The comparison 
of slopes and y-intercepts analysis only provides consistent prediction of agreement for 
weight and PEFR.  
Section 4.3.2 dealt with the analysis of agreement using simulated data. The 
simulated data sets were designed to represent disagreement of instruments for all 
variables. The analyses test the ability of each method in predicting constant error, 
inconsistent error, and the effect of proportion of error in data set. Total of 45 sets of 
simulated data were analysed for each method. 
All four methods correctly predict the constant error in the data set of all 
variables. The agreement model and the Bland-Altman LoA predict the simulated error 
in all the data sets. The y-intercept of linear regression also seems to reflect the error in 
all the data set. The actual value of ICCA did not provide good prediction of agreement, 
but the confidence interval (CI) reflects the disagreement in the data set. The 
information from ICCA analysis also does not provide information on the direction of 
error (positive or negative error). The patterns of prediction for all four methods were 
similar for both positive and negative error.  
All methods did not provide good prediction when the errors in the data sets 
were not consistent. The comparison of slopes and y-intercepts analysis, agreement 
model and ICCA detect the disagreement for some of the variables only. The Bland-
Altman LoA shows the disagreement of data set with inconsistent error for all the 
variables. Although Bland-Altman LoA successfully detects the disagreement in all data 
sets, the actual biases predicted were overestimated. The overestimations of bias were 
seen for all variables.  
The comparison of slopes and y-intercepts analysis and the Bland-Altman LoA 
show the disagreement in different data sets of various proportion of error for all the 
variables. The proportion of error influences the prediction of quantification and 
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direction of error in the data set. The proportion of error in the data set also has an effect 
on prediction of agreement by the analysis of error and ICCA.  
Section 4.3.2.4 tests the effect of sample size. The prediction of outcome for all 
methods (slope, intercept, predicted error using the agreement model, estimated bias 
using the Bland-Altman method, ULA, LLA, and ICCA) becomes stable as the sample 
size increases. The standard error of all outcomes for each method decreases as the 
sample size increases, and stabilise after a certain sample size. Most of the prediction of 
the outcomes for all methods stabilise after the sample size is more than 100. The 
pattern of prediction become more constant after the sample size is greater than 200. 
The pattern is similar for the analysis of various ranges of variables (small or wide 
range of variables).  
The extended analysis of the Bland-Altman method (Section 4.3.3) shows that 
there is an overestimation in the prediction of bias in the Bland-Altman analysis even 
when  proportional bias had been shown to be absent by testing the slope of the 
regression line in the Bland-Altman plot. The overestimation of bias increases when the 
range of actual bias increases. Similar pattern were seen for all three variables which 
means this is not an isolated issue. 
 
4.5.5 Reliability Analysis 
Section 4.4 deals with the analysis of reliability. The first part of analysis (section 4.4.1) 
was performed using clinical data. Total of 66 sets of clinical data were analysed using 
each method. All instruments were assumed to be reliable because all were validated by 
their manufacturer. The ICCC and ICCA predict that all instruments were reliable. 
However, the Bland-Altman LoA only shows good reliability for infrared thermometer 
(temperature). All other instruments were found to have poor reliability by the Bland-
Altman method. All three methods provide a consistent prediction of reliability for all 
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ten sets of data for all variables.  Both ICCC and ICCA provide similar prediction of 
reliability with two and three number of measurements. 
The second part of reliability analysis (section 4.4.2) involves prediction of 
reliability of simulated data. Simulated data sets were generated to represent 
imprecision or unreliable instrument. The ICCA provide better prediction of reliability 
compared to the ICCC. The ICCC did not predict the poor reliability with all analysis of 
different number of measurements. The ICCA predicts the poor reliability in all the 
analysis except the analysis with two sets of measurement. 
The next section (section 4.4.3) is the extended analysis of the Intra-class 
Correlation Coefficient. This section compares the prediction of ICCs (for both ICCA 
and ICCC) with two and three repeated measurements. For the clinical data, the paired t-
test showed that there was no significant difference between the prediction of ICCA with 
two and three repeated measurements. Similar result was seen for the prediction of 
ICCC. However, the analysis of simulated data shows that there were significant 
differences between the prediction of ICCs (for both ICCA and ICCC) with two and 
three repeated measurements.  
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CHAPTER 5: DISCUSSION 
5.1 Introduction 
Agreement and reliability are both important parameters in determining the quality of an 
instrument. This study was designed to evaluate the statistical methods used to assess 
the agreement and reliability of medical instruments that measure continuous outcomes. 
This chapter will discuss the findings of this study.  
This chapter will begin with a discussion of the results for the analysis of 
agreement in Section 5.2. The four methods tested for the agreement analysis were 
comparing slopes and y-intercepts analysis, agreement model, Bland-Altman Limits of 
Agreement, and Intra-class Correlation Coefficient for agreement (ICCA).  
Section 5.3 is a discussion of the results for the analysis of reliability. Statistical 
methods tested for the reliability analyses were the Bland-Altman Limits of Agreement 
(LoA), the Intra-class Correlation Coefficient for reliability (ICCC), and the Intra-class 
Correlation Coefficient for agreement (ICCA). Both Section 5.2 and Section 5.3 start 
with a discussion of the analysis of clinical data, and then followed by a discussion of 
the analysis of simulated data.  
Section 5.4 is a discussion of issues in the analysis of agreement and reliability 
found in this study. The limitations of this study will be discussed in Section 5.5. 
Finally, Section 5.6 is the summary of the findings in this study. 
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5.2 Analysis of Agreement 
5.2.1 Analysis of Clinical Data 
5.2.1.1 Comparison of prediction of agreement 
All instruments used in this study were validated by their manufacturer and have been 
used in a clinical setting. Therefore, all instruments should be in agreement with their 
standard. However, as presented in the Chapter 4 (Section 4.3.1), only the agreement 
model and ICCA show agreement for all of the instruments. The comparing slopes and 
y-intercepts analysis only shows agreement for instruments measuring SBP, and not for 
those measuring other variables (i.e. glucose level, diastolic blood pressure, weight, and 
peak expiratory flow rate). The Bland-Altman LoA shows disagreement for all 
instruments. 
The comparing slopes and y-intercepts analysis involves testing the slope and 
intercept of the line (y=α+βx) with the line of agreement (y=x). The agreement of the 
data set only concluded when the slopes and y-intercepts are equal (i.e. when the two 
lines coincide). As discussed earlier in the Chapter 2 and Chapter 3, the method used to 
fit the line was an Ordinary Least Square (OLS) method. The ordinary least squares 
method is known to be very sensitive to outliers (Bashiria & Moslemia, 2011; Bilić-
Zulle, 2011; Ugrinowitsch, Fellingham, & Ricard, 2004). In a data set with outliers, the 
task of outlier detection is challenging, and masking may occur. Furthermore, for two 
lines (y=α+βx and y=x) to be equal, the intercepts of the two parallel lines should be 
equal. Therefore, even with very small differences in the intercepts of the two lines, the 
differences of the two lines will be significant. This makes the comparing slopes and y-
intercepts analysis is a very sensitive method for the detection of small disagreements, 
regardless of whether the differences are clinically significant or not.  
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The Bland-Altman analysis failed to show agreement for all of the instruments. 
Hopkins (Hopkins, 2004) suggested that the Bland-Altman method tends to 
overestimate bias. This could explain why the Bland-Altman method concluded that 
there was no agreement for all of the instruments tested in this study, and why bias 
predicted in the analysis could be overestimated. As a result, there is still the possibility 
of an agreement when the Bland-Altman analysis concluded with a disagreement of 
instruments. Conversely, when the Bland-Altman analysis resulted in the agreement of 
instruments, it is very likely that the instruments are truly in agreement.  
Another possible explanation for this finding is that the distribution of the 
differences for all datasets failed the normality test. In the analysis, the D‟Agostino and 
Pearson omnibus normality tests were used to test for the normality. However, the 
shapes of the distributions were approximately bell shaped for all of the variables. Bland 
and Altman suggested that the distribution should be approximately normal, which can 
be checked using histograms and a normal quantile plot of the differences (Bland & 
Altman, 1986; Bland & Altman, 2012). They did not specify whether variables have to 
pass any specific normality tests, and they also stated that this normality assumption 
does not have to be met closely, and it is unlikely to be a problem if the variability of 
the differences is constant (Bland & Altman, 2012).  
The distribution of the differences and the LoA can be clearly seen in the Bland-
Altman plot. However, the Bland-Altman plot alone provides only limited information 
(M. W. Smith, Ma, & Stafford, 2010). A Bland-Altman plot will reveal outliers, but 
without their associated frequencies it is difficult to interpret (M. W. Smith et al., 2010). 
Therefore, a bar chart or a histogram of the differences is suggested to complement the 
Bland-Altman plot (Altman & Bland, 1983; M. W. Smith et al., 2010). This was 
actually proposed by Altman and Bland in one of their early articles (Altman & Bland, 
1983), but has rarely been practiced. 
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To illustrate the application of the histogram, the clinical data for glucose is 
used. From the Bland-Altman analysis, the LoA ranges from -0.62mmol/l to 
1.24mmol/l. This means that the glucometers tend to overestimate the laboratory values 
by 1.24mmol/l and underestimate the laboratory values by 0.62mmol/l. The clinically 
significant difference was set as 0.8mmol/l at the beginning of this study (Essack et al., 
2009). The upper limit of agreement suggests that the differences of readings between 
the glucometers and the laboratory values can exceed the acceptable differences (i.e. 
>0.8mmol/l). This suggests that there is no agreement between the glucometer and the 
laboratory value. Figure 5.1 is the Bland-Altman Plot for the analysis, and Figure 5.2 is 
the histogram of the differences. The histogram suggests that about 92% (276 of 300) of 
the differences were within the acceptable value (between ±0.8mmol/l). If the 
glucometer is required to give accurate measurements (in agreement with the laboratory 
values) for 95% of the time, then a 92% accuracy is not acceptable. Therefore, there is 
no agreement between the glucometer and the laboratory value. This supports the 
conclusion made from the interpretation of LoA earlier. However, if the threshold is 
lowered (i.e. if the glucometer is required to give accurate measurements for 90% of the 
time), then there is an agreement between the glucometer and the laboratory value.  
Although all of the instruments used were validated by the manufacturer, no 
information was given regarding how the process of validation was performed and what 
acceptable range of differences was set during the validation study. The conclusion on 
agreement is subjective and unique for different situations. The acceptable range of 
differences can also be different for different situation. The clinically significant 
differences set in this study might not match the value set during the validation process 
by the manufacturers. As an example, the acceptable range for weight set in this study 
was 0.5kg; however the value set during the validation study might be different.  
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This could explain the conclusion on the disagreement of all instruments by the 
Bland-Altman analysis found in this study. This finding is not unique, as a study in 
South Africa also found that some of the blood glucose meters that have been used in 
clinical practice gave results that were not comparable to laboratory values (Essack et 
al., 2009). Details of that study have been discussed in the Chapter 1.  
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Figure 5.1: The Bland-Altman Plot for Glucose 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: Histogram of the differences for Glucose 
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5.2.1.2 Consistency of prediction 
All of the statistical methods provide a consistent prediction of agreement except for the 
comparing slopes and y-intercepts analysis. The comparing slopes and y-intercepts 
analysis only provides a consistent prediction of agreement for weight and PEFR. As 
discussed in the previous section (Section 5.2.1.2), the slope and intercept fitted using 
the ordinary least squares method is very sensitive to outliers. This may have caused the 
inconsistency of prediction for the comparing slopes and y-intercepts analysis. Since the 
comparing slopes and y-intercepts analysis is sensitive, when the results suggest that 
there is no agreement between the instruments, there is still a possibility that the 
instruments are truly in agreement.   
 
5.2.2 Analysis of Simulated data 
5.2.2.1 Constant systematic error 
All four methods correctly predict the disagreement in the simulated data set of all 
variables. The agreement model and the Bland-Altman LoA correctly predict the 
magnitude and direction of simulated error in the entire data set. The y-intercept (in the 
comparing slopes and y-intercepts analysis) also seems to reflect the error in the entire 
data set. The actual value of ICCA did not provide a good prediction of agreement, but 
the confidence intervals (CIs) reflect the disagreement in the dataset. The information 
from ICCA analysis also fails to provide information on the direction of error (positive 
or negative error) in the dataset. The patterns of prediction for all four methods were 
similar for both positive and negative error. 
The nature of constant bias in the simulated dataset suggests that the distribution 
of biases is not normal. This means that the normality assumption for the Bland-Altman 
analysis has been violated. Despite this violation, the Bland-Altman methods correctly 
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predict the simulated bias. This issue has been commented on by Bland and Altman in 
their recent article (Bland & Altman, 2012). The normality assumption in the Bland-
Altman analysis does not have to be closely met if the variability of differences is 
constant (Bland & Altman, 2012). In the case of constant bias, it is obvious that the 
variability of the differences is constant. 
 
5.2.2.2 Inconsistent error 
The Bland-Altman LoA correctly predicts the disagreements of datasets for all 
variables. The other methods only detect disagreement for some of the variables. 
Although the Bland-Altman LoA successfully detects the disagreement, the predicted 
biases were overestimated. None of the methods were able to quantify the simulated 
bias correctly.  
The overestimations of bias by the Bland-Altman method were seen in all of the 
variables and the entire simulated dataset. Results shown in the Chapter 4 suggest that 
there are specific patterns in the prediction of bias by Bland-Altman analysis. The 
predictions of bias were influenced by different mixtures of positive and negative bias 
in the dataset. Table 5.1 shows the pattern of prediction for Bland-Altman analysis.  
The analysis of datasets with simulated inconsistent bias did not satisfy the 
normality assumption for the Bland-Altman analysis. This is due to the mixture of fixed 
positive and negative errors in the dataset. However, the analysis shows how the 
mixture of these biases influences the prediction of the Bland-Altman LoA.  
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Table 5.1: Pattern of prediction by the Bland-Altman method 
 1/3 positive error and 
2/3 negative error 
1/2 positive error 
and 1/2 negative 
error 
2/3 positive error 
and 1/3 negative 
error 
Glucose 
Error = 
±0.8mmol 
 
Bias = -0.27mmol/l 
LoA = -1.75mmol/l to 
1.21mmol/l 
Range of predicted 
bias = 2.96mmol/l 
Bias = 0mmol/l 
LoA= -1.57 to 
1.57mmol/l 
Range of predicted 
bias = 3.14mmol/l 
Bias = 0.27mmol/l 
LoA = -1.21 to 
1.75mmol/l 
Range of predicted 
bias = 2.96mmol/l 
SBP 
Error = 
±10mmHg 
Bias = -3mmHg 
LoA = -22mmHg to 
15mmHg 
Range of predicted 
bias = 37mmHg 
Bias = 0mmHg 
LoA = -20mmHg to 
20mmHg  
Range of predicted 
bias = 40mmHg 
Bias = 3mmHg 
LoA = -15mmHg to 
22mmHg 
Range of predicted 
bias = 37mmHg 
DBP 
Error = 
±10mmHg 
Bias = -3mmHg 
LoA = -22mmHg to 
15mmHg 
Range of predicted 
bias = 37mmHg 
Bias = 0mmHg 
LoA = -20mmHg to 
20mmHg  
Range of predicted 
bias = 40mmHg 
Bias = 3mmHg 
LoA = -15mmHg to 
22mmHg 
Range of predicted 
bias = 37mmHg 
Weight  
Error = 
±0.5kg 
Bias = -0.17kg 
LoA = -1.09kg to 
0.76kg 
Range of predicted 
bias = 1.85kg 
Bias = 0kg 
LoA = -0.98kg to 
0.98kg 
Range of predicted  
bias = 1.96kg 
Bias = 0.17kg 
LoA = -0.76kg to 
1.09kg 
Range of predicted 
bias = 1.85kg 
PEFR 
Error = 
±40 lmin 
Bias = -13l/min 
LoA = -87l/min to 
61l/min 
Range of predicted 
bias = 148 l/min 
Bias = 0l/min 
LoA = -79l/min to 
79l/min 
Range of predicted 
bias = 158 l/min 
Bias = -3l/min 
LoA = -61l/min to 
87l/min 
Range of predicted 
bias = 148 l/min 
 
 
From Table 5.1, it can be seen that when the proportion of negative error is more than 
the positive error in a single data set, the LoAs seem to show more underestimation of 
the actual value in comparison with an overestimation of the actual value. The pattern is 
similar when more positive errors are present in the dataset, where the LoA will show 
more overestimation of the actual value. When the proportion of positive and negative 
error is equal in the dataset, the LoAs seem to be symmetrical, and the estimated range 
of bias seems to be doubled in comparison with the actual error. The mean biases 
predicted by the Bland-Altman method were all zero. This is because the poor 
agreements between the two datasets were hidden in the distribution of differences. This 
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suggests that the Bland-Altman method is influenced by the distribution of error, and 
that the mean bias estimated in the Bland-Altman analysis cannot be used to make the 
conclusion on agreement. 
This finding shows the importance of satisfying the normality assumption in the 
Bland-Altman analysis. However, there should be an exception on the normality 
assumption when the bias is constant, or when the variability of differences is constant 
(Bland & Altman, 2012). The Bland-Altman method has been shown to be good in 
predicting constant bias (as shown in Section 5.2.2.1). Instruments which produce 
inconsistent bias are  not precise or not reliable. The issue of inconsistent bias produced 
by an instrument should not be a cause for concern if the instrument is reliable. 
Therefore, it is important to ensure the reliability of certain instruments before testing its 
accuracy.  
 
5.2.2.3 Proportion of bias 
The comparing slopes and y-intercepts analysis and the Bland-Altman analysis 
successfully predict the disagreement in the entire dataset for all of the variables. 
However, the comparing slopes and y-intercepts analysis did not provide information on 
the direction or quantification of error for all of the variables. Furthermore, the 
comparing slopes and y-intercepts analysis is known to be highly sensitive to the 
distribution of error, especially outliers, and, as discussed in the Section 5.2.1, the 
prediction of bias in the comparing slopes and y-intercepts analysis is not consistent. 
The prediction of bias in the Bland-Altman analysis was also overestimated. The 
agreement model and the ICCA only detected disagreement for some of the variables. 
Supposedly, when only part of the dataset has bias, the situation is actually similar to 
the dataset with inconsistent bias. Therefore, by ensuring the reliability of an 
instrument, the problem of detecting inconsistent bias can be avoided.  
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5.2.2.4 Sample size 
The estimation of sample size for the regression analysis can be calculated by the 
formula suggested by Cohen (J. Cohen, 1977), as discussed in Chapter 2. Therefore the 
effect of sample demonstrated in Section 4.3.2.4 is mostly relevant to the Bland-Altman 
analysis and the ICCA. 
The predictions of outcome for all four methods (comparison of slopes and y-
itercepts, agreement model, Bland-Altman LoA, and ICCA) were influenced by the 
sample size. The standard errors of the prediction for all methods stabilise when the 
sample size is greater than 100. The pattern of prediction became even more constant 
when the sample was greater than 200. The standard error is an index of the variability 
of the means that would be expected if the study were repeated a large number of times 
(Altman & Bland, 2005; Streiner, 1996). Since the standard error becoming very 
constant when the sample size is greater than 200, there is little point in having a sample 
size greater than 200 in agreement studies when using the Bland-Altman method and 
ICCA. No pattern or variation was detected in the effect of sample size for a different 
range of variables.  
Doros and Lew (2010) have suggested a sample size estimation for ICC based 
on the expected width of the confidence interval. They estimated that for a 95% CI, a 
sample size of more than 50 is required to detect an ICC ≥ 0.6, and a larger sample size 
is required to detect a much smaller ICC. However, this estimation was based on three 
repeated measurements. From the findings in the Chapter 4, a sample size of 100 is 
reasonably safe for analysis using ICCA (based on two repeated measurements).    
The findings in this study also support the sample size suggested for Bland-
Altman analysis (Bland, 2004). By estimating the confidence intervals of the limits of 
agreement, Bland (Bland, 2004) recommended  a sample size of 100  for the analysis, 
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but also added that a sample size of 200 is even better, but this depends on what 
accuracy is required by the researcher. Despite the recommendation, the importance of 
sample size in the Bland-Altman analysis seems to have been neglected. In the 
systematic review earlier in the Chapter 2, out of the 178 agreement studies that have 
used the Bland-Altman method, 60%  have sample sizes of less than 100, and about 
50% of the studies have sample sizes less than 50, with the most popular sample size 
being 30. Figure 4.26 (Section 4.3.2.4) demonstrates the impact of a low sample size on 
the prediction of LoA. When the sample size is 30, the prediction of lower limit of 
agreement for DBP is between -23mmHg and -9mmHg, and the prediction of the upper 
limit of agreement is between 11mmHg and 28mmHg.  
Since the Bland-Altman method is the most commonly applied method to assess 
agreement, the issue on appropriate sample size in the Bland-Altman analysis, and the 
effect of low sample size on the prediction of bias and limits of agreement needs to be 
highlighted. Otherwise, agreement studies conducted with low sample sizes will 
produce an inaccurate prediction of error. This might affect the quality of medical 
instruments used in clinical practice, and could potentially affect the quality of care 
given to the patient. 
 
5.2.3 Extended analysis of the Bland-Altman method 
5.2.3.1 Proportional Bias 
One of the critiques of the Bland-Altman analysis is the existence of proportional bias. 
Proportional bias is present when the difference in values resulting from two methods or 
instruments increases or decreases in proportion to the average values of the two 
measurements. As discussed in detail by Hopkins (2004), the Bland-Altman plot causes 
an artefactual bias. For a standard instrument, A, and a comparison instrument, B, the 
differences of the measurement A-B tends to be positive for the larger average values of 
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(A+B)/2 and negative for the smaller values. This is because when A-B>0 (i.e. A>B) 
the average reading will be greater than when A-B<0 (i.e. A<B) (Hopkins, 2004). This 
means that the Bland-Altman plot will indicate that bias is present even when there is no 
bias. Therefore, part of the bias predicted by the Bland-Altman analysis will be 
artefactual, and the researcher will not be able to differentiate whether the bias is an 
artefact or real (Hopkins, 2004).  
To overcome the problem of proportional bias in the Bland-Altman analysis, it is 
recommended that a linear regression line (differences in readings against the mean of 
readings) should be fitted to the Bland-Altman plot (Ludbrook, 2010). If the slopes of 
the line do not significantly differ from zero then the proportional bias is absent 
(Ludbrook, 2010). The analysis in Section 4.3.3 shows that there is an overestimation in 
the prediction of bias in the Bland-Altman analysis even when the proportional bias had 
been excluded. The overestimation of bias increases when the range of actual bias 
increases. The application of confidence intervals for the LoA, makes the problem with 
overestimation of bias even worse. Similar patterns were found for the results of all 
three variables which meant that this was not an isolated issue.  
Excluding the proportional bias using the regression line analysis of the Bland-
Altman plot does not remove the possibility of artefactual bias in the prediction of bias. 
The regression line analysis of the Bland-Altman plot cannot be used to exclude the 
proportional bias in the analysis. The issue of overestimation bias or artefactual bias in 
the Bland-Altman analysis should be highlighted to researchers. 
 
5.2.3.2 Confidence Intervals for the Limits of Agreement 
The tendency of the limits of agreement to overestimate bias also raised another issue: 
whether the application of confidence intervals for the limits of agreement in the Bland-
Altman analysis is really necessary. The limits of agreement are sample estimates, thus 
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Bland and Altman (Bland & Altman, 1987) suggested that 95% confidence intervals of 
the upper and lower limits of agreement should be calculated. However, these 
confidence intervals are hardly reported. Out of the 178 papers that have used the 
Bland-Altman method reviewed earlier in Chapter 2, only one paper reported the 95% 
confidence intervals of limits of agreement. Bland and Altman are also aware of this 
problem and  regret that these confidence intervals are seldom reported (Bland & 
Altman, 2003). In their recent  article (Bland & Altman, 2012), they  have highlighted 
this issue again.  
In 2007, based on simulated data, Hamilton and Stamey estimated the 
probability that the limits of agreement alone will actually contain 95% of the 
population from which the fictitious differences are drawn (Hamilton & Stamey, 2007). 
They found that the limits of agreement contain 95% percent of the distribution less 
than 65% percent of the time, even for a sample size of 200 (Hamilton & Stamey, 
2007). They concluded that reporting the LoA without corresponding them to the 
confidence intervals is rather like reporting a sample mean without a confidence interval 
(Hamilton & Stamey, 2007). However, it is obvious that the confidence intervals will 
always contain values that are more than the estimated parameters.  
Although the importance of confidence intervals of the LoA has been 
highlighted, the conclusion on the agreement of instruments has always been interpreted 
from the LoA. In their paper proposing the LoA (Bland & Altman, 1986), Bland and 
Altman also relied on the LoA in the interpretation of agreement themselves. So, what is 
the significance of reporting the confidence intervals, when the interpretation of 
agreement is still based on the limits of agreement? The LoA itself is actually an 
interval of an estimate parameter. According to the formula for calculating the LoA 
(Bland & Altman, 1987):  
Limits of Agreement = mean difference ± 1.96 x (standard deviation) 
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where the value of 1.96 is the z-score based on the estimation of the standard normal 
probability distribution (two-tailed probabilities of 95% of differences will lie between 
these limits). Therefore, the LoA is an interval for the estimated bias (differences 
between two measurements) and 95% of differences should lie within these limits. It 
gives an estimated range of differences or biases which is likely to include an unknown 
population parameter.  
Since the interpretation of the Bland-Altman method is based on the LoA, the 
importance of reporting confidence intervals for the LoA should be revised. 
Furthermore the LoA itself is an interval and already gives a range of possible biases 
produced by any tested instruments. Therefore, further study to test the importance of 
confidence interval for the LoA is needed to clarify this issue.  
 
5.3 Reliability Analysis 
5.3.1 Clinical data 
5.3.1.1 Comparison of prediction 
All of the instruments used in this study were validated by their manufacturer and have 
been used in a clinical setting. Therefore, all instruments should be reliable, and the 
ICCA and ICCC predict that all instruments were reliable. In contrast, the Bland-Altman 
method suggests that all of the instruments were not reliable, except for the infrared 
thermometer (to measure body temperature). 
The ICCA was initially constructed to be used for the analysis of agreement. 
However, this method also provides a similar conclusion on the prediction of reliability 
with the ICC for consistency (ICCC), although the actual value of the ICCA tends to be 
lower than the ICCC. The extra parameter in the denominator for the ICCA formula in 
comparison with the ICCC formula explains the tendency of the ICCA giving a lower 
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estimation of the ICC parameter. Based on the estimation from analysis of variance 
(ANOVA), the formula for ICC (A, 1) or ICC (2, 1), which is used for agreement, is 
given as follows (Weir, 2005): 
    
       
               ( 
       
 )
 
Whereas the formula for ICC (C,1) for consistency or reliability is given as follows 
(Weir, 2005): 
    
       
              
 
 
The Bland-Altman analysis failed to predict the good reliability of all 
instruments, except for the infrared thermometer. However, it was shown earlier (in 
Section 5.2) that the Bland-Altman method has a tendency to overestimate bias. The use 
of LoA to evaluate reliability has been criticised in the past (Hopkins, 2000), due to the 
overestimation of bias, and cannot be applied to the simplest situation of only one trial 
as  discussed in Chapter 2. Furthermore, the Bland-Altman analysis was designed for 
the analysis of two repeated readings. This breaches the concept of reliability, which 
allows unlimited repeated numbers of observations per subject (Fay, 2005).  
Bland and Altman (1999) have suggested a method for the application of 
multiple measurements for the analysis. They also proposed calculating the mean of the 
replicated measurements by each instrument, for each subject (Bland & Altman, 2007). 
These pairs of means could be used to compare the two instruments using the limits of 
agreement (Bland & Altman, 2007). However, this was only suitable for the analysis of 
agreement. In reliability analysis, the reading of each repeated measurement is 
important so this makes the Bland-Altman analysis unsuitable for the analysis of 
reliability. 
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5.3.1.2 Consistency of prediction 
The results in Section 4.4.1.2 show that all three methods provide a consistent 
prediction of reliability for all ten sets of data for all of the variables. Both ICCA and 
ICCC predict the good reliability of all of the tested instruments. The value of ICCA was 
also found to be lower than the value of ICCC for a similar set of data. As explained in 
the previous section (Section 5.3.1.1), this was due to the extra parameters in the 
denominator of the ICCA formula.  
 
5.3.1.3 Number of measurements 
Results in section 4.4.1.3 show that both ICCC and ICCA provide similar predictions of 
reliability with two and three repeated measurements. All of the tested medical 
instruments were reliable, so this is probably the reason why both predictions using 
ICCC and ICCA were similar. There is no error or imprecision of data to be detected by 
these methods. However the range of confidence intervals for prediction with three 
repeated measurements is smaller than the prediction with two repeated measurements. 
This suggests that the predictions of both ICCs based on three repeated measurements 
are more precise than two repeated measurements. The pattern is similar for all of the 
variables.  
 
5.3.2 Simulated data: comparison of prediction 
The simulated data were designed so that the five repeated measurements were not 
consistent (i.e. not reliable). Results of the analysis in Section 4.4.2 show that ICCC 
failed to detect the poor reliability for all the simulated data. In contrast, the ICCA 
predicts the poor reliability of all of the analysis except in the analysis with two 
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repeated measurements. The pattern of findings is similar for all of the tested variables. 
Although the ICCC was designed to test for  consistency (i.e. reliability), the results 
suggest that the ICCA is actually better for the prediction of the reliability of instruments 
measuring a continuous outcome. As explained earlier, the main differences between 
the formulae for calculating the ICCA and ICCC are in the denominator. A simple data 
of instrument measuring variable „V‟ from Table 5.2 will help to explain this finding.  
 
Table 5.2: Data to demonstrate the differences between ICCA and ICCC 
Subject 1
st
 reading 2
nd
 reading 3
rd
 reading 
A 1 2 3 
B 2 3 4 
C 3 4 5 
D 4 5 6 
E 5 6 7 
 
From Table 5.2 it is obvious that the repeated readings for those subjects were not the 
same. This means that the instruments measuring the variable „V‟ is not reliable. The 
analysis using both SPSS and MedCalc software will produce the same answer of ICCC 
= 1.00, and ICCA = 0.7143 (0.0599 to 0.9638). These ICC values can be calculated 
manually. The ANOVA table for the data from Table 5.2 is shown in Table 5.3. 
 
Table 5.3: ANOVA table for analysis of variable „V” 
 Degree of 
freedom 
(df) 
Sum of 
Squares (SS) 
Mean 
Square 
(MS) 
Between Subject (S) 4 30 7.5 
Within Subject 10 10 1 
 Trial (between 
items, T) 
2 10 5 
 Error (residual, E) 8 0* 0* 
Total 14 40 2.857 
*very small approximately equal to zero 
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According to the formula, to calculate the ICCC (ICC for consistency or reliability): 
     
     
            
 
   
   
     
 
To calculate the ICCA (ICC for agreement):  
     
     
             ( 
   
 )
 
   
     
       
 
The formula for ICCA takes into account the value of MST (mean square of trials). This 
means that the ICCA formula considers the variability due to differences between 
repeated measurements. The formula for ICCC only takes into account the variability 
due to error, and the between-subject variability. In other words, the ICC for 
consistency simply compares the consistency between trials, whereas the ICC for 
absolute agreement compares both the consistency between trials and the agreement 
between ratings (Weir, 2005).   
In clinical practice, when the value of certain continuous variables is measured 
(such as blood glucose level or haemoglobin level), it is expected that repeated readings 
of the same patient would give exactly the same value (or very small differences in the 
repeated readings). This suggests that the differences between repeated readings 
(agreement between ratings) should be considered when testing the consistency or 
reliability of an instrument measuring continuous variables. 
 Therefore, the ICCA should be the choice of analysis for testing the reliability of 
instruments measuring continuous variables. The term „ICC for absolute agreement‟ and 
„ICC for consistency‟ should not confuse researchers and influence their decisions when 
choosing which type of ICC should be used in testing the reliability of instrument. 
However, this is only applied to the instruments measuring continuous variables, and 
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this is not the case for testing instruments measuring other outcomes (such as ordinal or 
nominal variables). 
Although the ICCA actually provides a more accurate prediction on the 
reliability of instruments, the interpretation of reliability should be based on the 
confidence intervals (not the single ICC parameters). As shown in Section 4.4.2, all of 
the ICCA values suggest that the measurements were reliable. However, the confidence 
intervals for all of the ICCA values (except predictions with two repeated 
measurements) were able to detect the imprecision in the datasets. The ICC is just an 
estimated reliability parameter, so the confidence intervals will give a range of possible 
true values. 
The importance of confidence intervals for the ICC should be highlighted to all 
medical researchers because the confidence intervals for ICC are sometimes not 
reported, and the conclusion of reliability is only made based on a single ICC parameter. 
Out of 24 reliability studies that have used the ICC found in the systematic review 
earlier in Chapter 2, 46% do not report the CIs, and were concluded based on a single 
ICC value.   
 
5.3.3 Extended analysis of the ICCs 
5.3.3.1 Clinical data: Comparison of two and three repeated readings  
Results in Section 4.4.1.3 suggest that the conclusions on reliability were similar for 
both three and two repeated measurements for both ICCs. However, the confidence 
intervals for ICCs based on three repeated measurements were smaller compared to the 
confidence intervals of ICCs with two repeated measurements. No significant 
differences were detected between the predictions of ICCs using two or three repeated 
measurements. Both p-values for ICCA and ICCC were greater than 0.05. As explained 
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in Section 5.3.1.3, this is probably due to no error in the dataset to be detected by those 
methods.  
 
5.3.3.2 Simulated data of poor reliability instruments 
The analysis in Section 4.4.2 also shows that there are differences in the prediction of 
reliability using a different number of repeated measurements (two, three, four, and five 
repeated measurements) for ICCA. Only the prediction of reliability based on three or 
more repeated measurements accurately predicted the poor reliability of the dataset. The 
extended analysis in section 4.4.3.2 shows that the differences in the prediction of 
reliability based on two and three repeated measurements were significantly different 
for both ICCA and ICCC. Therefore, to test for the reliability of instruments, it is 
important to have at least three repeated measurements for each subject. 
 
5.4 Issues in method comparison studies 
5.4.1 Agreement or Reliability? 
Agreement signifies the accuracy of certain instruments, whereas reliability indicates 
precision. Preferably, these parameters should be assessed together in a validation study. 
However, as found in the systematic review in Chapter 2, it is not commonly followed 
in practice, especially with respect to agreement studies. Only 30% of the agreement 
studies assessed reliability, as compared to 75% of the reliability studies that also 
measured agreement at the same time.  
Researchers tend to only focus on one aspect of quality in validating 
instruments, although there is a possibility of agreement and reliability studies being 
conducted separately for the same instrument. In fact, as discussed in Chapter 1, both 
agreement and reliability are important in determining the quality of the instrument. 
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Since no method is able to correctly predict inconsistent error, this problem can be 
avoided by ensuring the instrument only produces constant bias. This only happens if 
the instrument is giving precise measurements (i.e. reliable).  
Therefore, it is important for researchers to test for the reliability of the 
instrument before testing its accuracy or agreement with the standard, or at least report 
whether the instrument has been shown to be reliable. It is impossible to assess the 
agreement of imprecise instruments, and it useless to have a precise instrument that 
gives inaccurate measurements.   
 
5.4.2 Single or Multiple methods? 
According to both systematic reviews conducted in Chapter 2, most of the reliability 
studies (87%) relied on a single statistical method to assess reliability, in contrast with 
agreement studies, where most of the studies (65%) used a combination of statistical 
methods. The findings in this study suggest that all of the statistical methods that have 
been used to test for agreement have their own strengths and weaknesses. No single 
method is powerful enough to detect the accuracy of instruments, except for when the 
error produced is constant. The use of multiple methods has the advantage of 
compensating for the limitations of any single method (Luiz & Szklo, 2005). However, 
the application of multiple inappropriate statistical methods, for example the use of both 
correlation coefficients and significance tests of the difference between means, should 
be avoided (i.e. should not be used).  
Bruton et al. (2000) suggested that no single reliability estimate should be used 
for reliability studies, and that a combination of methods was more likely to give more 
information on the reliability of an instrument. However, the use of a single method is 
more popular in the analysis of reliability. The use of ICC to test for reliability was 
found to be the most popular single method used to test reliability. Despite the 
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popularity of this method, it is important for researchers to be aware of different types 
of ICCs and the different formulae used to compute ICC.  
Although ICC for consistency (ICCC) was associated with the analysis of 
reliability (to test for consistency), this study shows that the ICCA is actually the method 
to be used for analysing the reliability of instruments with continuous outcomes. The 
ICCA was thought to be used for the analysis of agreement, but the inability of this 
method to quantify bias makes it less suitable to use for the analysis of agreement.  
 
5.4.3 Application of Inappropriate Statistical Methods 
The systematic reviews in Chapter 2 show that 19% of the reliability studies and 10% of 
the agreement studies used inappropriate methods. This means that there is a possibility 
that some medical instruments or equipment currently used were validated using 
inappropriate methods with consequently erroneous conclusions being drawn from these 
methods. Therefore, this equipment may not truly be as precise or accurate as believed.  
The question of which method is the best or most appropriate is also difficult to 
answer because there is no single perfect method. Different methods have different 
strengths and weaknesses. Therefore, the issue now is which combination of methods is 
the most appropriate to test for agreement and reliability of instruments. In fact, both 
agreement and reliability should be assessed together in a method comparison study. A 
flow of analysis with a combination of methods will be proposed in the next chapter 
(Chapter 6). 
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5.4.4 Need for guidelines  
Both systematic reviews in Chapter 2 suggest that there is a gap in the knowledge 
among medical researchers in this area. There were inappropriate applications of 
statistical methods in the analysis of agreement and reliability, and the reliability of 
instruments was not measured or not reported in most of the agreement studies.  
Recently, the guidelines for reporting reliability and agreement studies 
(GRRAS) have been proposed (Kottner et al., 2011). These guidelines found that the 
reporting of method comparison studies (both agreement and reliability studies) were 
incomplete and inadequate. Information about sample selection, study design and 
statistical analysis were often incomplete (Kottner et al., 2011).  
Even a recent article (Hanbazaza & Mansoor, 2012) relied on the use of 
inappropriate analyses to test for agreement. Thus, guidelines on how to perform the 
analysis in method comparison studies are really needed. Furthermore it is also 
important to educate medical researchers and clinicians on the concept and analysis in 
method comparison studies. 
 
5.5 Limitation of study 
There are several limitations at different stages of this study: 
1. This study only looked at the most commonly used statistical methods in 
medicine, as found in the systematic review. There are other methods that 
have been used in method comparison studies, especially in the analysis of 
agreement, such as the Passing and Bablok regression method (Bilić-Zulle, 
2011; Passing & Bablok, 1983), and a graphical approach suggested by Luiz 
et. al (Luiz, Costa, Kale, & Werneck, 2003).  
2. The results of both systematic reviews also have limited generalisation due 
to selection bias. These reviews were limited to five electronic databases 
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(Medline, Ovid, PubMed, Science Direct and Scopus) and were also limited 
to articles published only in English. The searches were only performed 
using online databases, and, as such, unpublished articles were not 
considered. However, these databases have a very wide coverage of 
published medical journals including high quality and high impact journals. 
A broad search term was used for each systematic review, in order to 
capture the largest possible number of publications on the topic. Two 
independent reviewers were also used during the selection of articles and 
data extraction in order to reduce bias. 
3. The analysis of this study also limited to the variables collected in the study. 
However, a wide range of variables were collected: five variables (blood 
glucose level, SBP, DBP, body weight and PEFR) for agreement analysis 
and six variables (SBP, DBP, heart rate, body weight, body temperature and 
PEFR) for reliability analysis. 
4. The ranges of variables collected were not wide enough to cover all ranges 
of extreme values (i.e. very low and very high values). The interpretation of 
results of the analysis especially for regression analysis cannot be cannot 
extrapolated, thus limited to available data. However, effort has been put 
into obtaining a wide range of values for each variable by collecting data 
from multiple centres and different study populations. The data collected 
covers a good range of normal values and some abnormal values, except for 
the body temperature, which has a very limited range of values.  
5. Most of the participants were Malay, however the race of the participants 
was not an important issue in this study, as only the variability and range of 
data collected for each variable is important. 
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6. Although the issue on inter-observer error has been avoided by ensuring that 
only one person (i.e. the researcher) takes all of the measurements during 
data collection, there was also an issue regarding intra-observer error. 
However, this error was reduced by ensuring that the researcher followed 
the standard procedure set for the measurement of each variable (see chapter 
3 for the detail of measurement procedures).  
 
5.6 Summary 
5.6.1 Agreement Analysis 
This chapter begins with the discussion of results for the analysis of agreement in 
Section 5.2. All four methods provide different predictions of bias and different 
conclusions on agreement for a similar set of clinical data. The agreement model, 
Bland-Altman LoA and ICCA provide a very consistent prediction of agreement, but not 
for the comparing slopes and y-intercepts analysis. This was most likely due to the 
sensitivity of the ordinary least squares method to outliers.  
The analysis of simulated data suggests that all methods are appropriate for 
predicting agreement when the bias is constant. However, the ICCA is unable to 
quantify the magnitude and direction of bias. This makes the ICCA the least useful 
method for testing the agreement of instruments. Although the agreement model 
provides an estimation of minimum and maximum bias of an instrument, their results 
cannot be extrapolated and are limited to the range of data included in the analysis.  
Results for the prediction of inconsistent bias were discussed in Section 5.2.2.2. 
Only the Bland-Altman method correctly predicts the disagreement of the simulated 
dataset with inconsistent bias for all variables. However, the biases predicted were 
overestimated. This suggests that no method is good for predicting inconsistent bias, 
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because all methods are greatly influenced by the direction or distribution of error. In 
addition, the mean bias produced by the Bland-Altman method should not be used to 
assess agreement. The interpretation of Bland-Altman analysis should be based on the 
limits of agreement (upper and lower limits). Section 5.2.2.2 also discussed the 
importance of satisfying the normality assumption in the Bland-Altman analysis, except 
when the variability of differences is constant. 
 Section 5.2.2.3 discussed the findings for analysis with different proportions of 
bias in the dataset. The situation of where only part or proportion of dataset has bias, 
suggests that the instrument is producing inconsistent error. Since there is no way of 
identifying the inconsistent error of an instrument, it is important to test the reliability of 
an instrument first before checking its accuracy. It is impossible to test the accuracy of 
an unreliable instrument. 
The issue of sample size was discussed in Section 5.2.3. The predictions of 
outcomes for all methods were influenced by sample size. The estimation of sample size 
for the comparing slopes and y-intercepts analysis can be calculated by a formula. 
However, the estimation of sample size for the Bland-Altman method and the ICCA 
were based on precision. The standard errors of the prediction for all methods stabilise 
when the sample size is greater than 100. The pattern of prediction becomes even more 
constant when the sample is greater than 200. Therefore, a minimum sample size of 100 
is required for the Bland-Altman analysis and the ICCA, but a sample size of more than 
200 is considered to be a waste of resources. This section also highlighted that the issue 
of the appropriate sample size for the Bland-Altman analysis was neglected by 
researchers, and shows the impact of low sample sizes in the prediction of bias using 
Bland-Altman analysis. 
Section 5.2.3 discussed the extended analysis of the Bland-Altman method. Two 
main issues discussed in this section were the proportional bias in the Bland-Altman 
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analysis and the confidence intervals for the limits of agreement. It has been shown that 
the Bland-Altman analysis tends to overestimate bias, most likely due to the 
proportional bias in the analysis. The regression analysis of the Bland-Altman Plot was 
proposed to exclude the proportional bias in the Bland-Altman analysis (Hopkins, 
2004). However, the findings in this study showed that the Bland-Altman analysis still 
overestimates bias even when the proportional bias was excluded using regression 
analysis. The issue of the overestimation of bias in the Bland-Altman analysis has raised 
another issue on the significance of reporting the confidence intervals for the LoA. 
Although the LoAs were thought to be the sample estimates (Bland & Altman, 2012), 
the formula for LoA suggests that it is an interval estimate, and since the interpretation 
of agreement is based on the LoA, the importance of reporting the confidence intervals 
should be revised.  
 
5.6.2 Reliability Analysis 
Section 5.3 is a discussion of the results for the analysis of reliability. Statistical 
methods tested by the reliability analyses were the Bland-Altman Limits of Agreement 
(LoA), the Intra-class Correlation Coefficient for consistency (ICCC), and the Intra-class 
Correlation Coefficient for agreement (ICCA). Section 5.3.1 discusses the analysis of 
clinical data. Both ICCC and ICCA predict the reliability of all instruments. The fact that 
the Bland-Altman method failed to provide a good prediction of the reliability of 
instruments, along with the fact that this method is not suitable for the analysis of data 
with more than two repeated measurements, means that the Bland-Altman LoA is the 
least suitable method for the analysis of reliability. Both ICCC and ICCA were consistent 
in the prediction of the reliability of the clinical data, and no differences were found 
between the predictions of reliability with two or three repeated measurements. This is 
probably because there was no error to be detected in reliable instruments.  
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Section 5.3.2 is the discussion of the reliability analysis of simulated data. The 
analysis shows that the ICCA is actually better than the ICCC for the prediction of 
reliability. The formula for ICCA takes into account the variability due to differences 
between repeated readings (mean square of trials, MST). The ICCA should be the choice 
of analysis for testing the reliability of instruments measuring continuous outcome. In 
addition, the interpretation of ICC should be based on the confidence intervals, not on 
the ICC value. Section 5.3.3 discussed the finding from the extended analysis of 
reliability. The analysis of simulated data shows that there were significant differences 
between the predictions of reliability based on two and three repeated measurements. 
This suggests that it is important to have at least three repeated measurements (for each 
subject) when testing the reliability of any instruments. 
 
5.6.3 Other Issues and Limitation 
Section 5.4 is a discussion of issues in the analysis of agreement and reliability found in 
this study. Four main issues were discussed in this section. First was the issue of testing 
both the agreement and reliability of instruments in a method comparison study. This 
section highlighted the importance of testing the reliability of instruments before testing 
the agreement. The next issue was the application of multiple methods in the analysis of 
agreement and reliability. The application of multiple methods was mainly found in the 
agreement studies, and this was mainly due to the limitation of each statistical method. 
However, in the reliability studies, the analysis seems to be dominated by the ICC. The 
third issue discussed was the application of inappropriate statistical methods in the 
analysis. Since there is no single method that is perfect, and both the reliability and 
agreement of instruments should be assessed together, it is important to identify the 
most appropriate combination of methods to assess the reliability and agreement of 
instruments in method comparison studies. The last section (Section 5.4.4) highlighted 
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the needs for recommendations or guidelines in analysing data in method comparison 
studies. 
Finally, this chapter presents the limitations of this study, and discusses how the 
researcher tried to overcome the problem. These include the limited statistical methods 
tested in this study, the limitations of systematic reviews, the limitations of the analysis 
of five variables in the agreement study and six variables in the reliability study, the 
limited ranges of variables, the fact that the samples of the study were dominated by the 
Malay race, and also the possibility of intra-observer errors during data collection.
                                                                                    Conclusions and Recommendations 
 
267 
 
CHAPTER 6: CONCLUSIONS AND 
RECOMMENDATIONS 
 
6.1 Introduction  
This study compares the most commonly used statistical methods to test for the 
agreement and reliability of medical instruments with a continuous outcome. Agreement 
and reliability are two important parameters in determining the quality of instruments. 
Agreement signifies the accuracy of certain instruments, and reliability concerns the 
precision of instrument. These two parameters should be tested in method comparison 
studies or validation studies.  
The issue on how to test for the agreement and reliability of medical instruments 
with a continuous outcome is studied and discussed in this thesis. This chapter presents 
conclusions from this thesis and recommendations for the analysis of method 
comparison studies. Section 6.2 is the conclusion on the analysis of agreement and 
Section 6.3 is the conclusion on the analysis of reliability. The recommendations are 
presented in Section 6.4, Section 6.5 presents the major contributions of this study, and 
suggestions for further work are presented in Section 6.6. Finally, Section 6.7 is the 
summary of this chapter. 
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6.2 Conclusion on the analysis of agreement 
All of the statistical methods were used for the same purposes (i.e. to test for 
agreement). In theory they should provide the same conclusions on agreement for a 
similar dataset. However, as discussed in Chapter 5, different statistical methods 
provide different conclusions on agreement. Each method has strengths and weaknesses, 
which are summarised in Table 6.1. 
 
Table 6.1: The strengths and weaknesses of each method 
 
 
Strength Weakness 
Comparison 
of slopes 
and y-
intercepts 
Good in predicting constant bias 
- Quantify bias 
- Identify direction of bias 
 
 Very sensitive with outlier 
 Inconsistent prediction 
 Not good with inconsistent 
bias 
 Influenced by proportion and 
direction of bias  
 
Agreement 
Model 
Good in predicting constant bias 
- Quantify bias 
- Identify direction of bias 
 
 Not good with inconsistent 
bias 
 Influenced by proportion and 
direction of bias 
 
Bland-
Altman LoA 
Good in predicting constant bias 
- Quantify bias 
- Identify direction of bias 
 
 Not good with inconsistent 
bias 
 Influenced by proportion and 
direction of bias 
 Tendency to overestimate 
bias 
 
ICCA Good in predicting constant bias 
 
 
 Does not quantify bias 
 No clues on the direction of 
bias 
 Not good with inconsistent 
bias 
 Influenced by proportion and 
direction of bias 
 Must rely on the CI (not the 
actual ICC parameter) 
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All methods are good at predicting agreement or disagreement when the bias is 
constant. However, the ICCA does not provide information on the quantification and 
direction of bias. This makes this method the least useful for testing the agreement of 
instruments. The comparing slopes and y-intercepts analysis involves a very sensitive 
hypothesis test, and means that the prediction from the comparing slopes and y-
intercepts analysis is not consistent. No method is good for predicting inconsistent bias, 
because all of the methods are influenced by the proportion and direction of bias 
(distribution of bias). 
The main problem with the Bland-Altman method is the overestimation of bias 
in the limits of agreement. The fact that the LoA is an interval explains the tendency of 
LoA to overestimate bias. However, the problem of proportional bias is also another 
concern of this method (as discussed in Section 5.2.3.1). The regression analysis of the 
Bland-Altman Plot will not resolve the problem with the overestimation bias due to 
proportional bias. The issue of the overestimation of bias also raised the question of the 
need of reporting confidence intervals for the LoA.  
It is also important not to make conclusions based on the mean bias predicted in 
the Bland-Altman analysis, but it must be based on the LoA. The tendency of this 
method to overestimate bias suggests that, when the conclusion of agreement is 
achieved in the analysis (based on the LoA), there is true agreement in the dataset.   
 
The Bland-Altman method gives the most frequent accurate predictions of 
disagreement (all 45 simulated datasets), and the agreement model gives the most 
frequent accurate predictions of agreement (all 55 clinical datasets) in Chapter 4 (see 
Table 6.2). The tendency of the Bland-Altman method to overestimate bias makes this 
method is most suitable to confirm agreement (i.e when the Bland-Altman analysis 
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resulted in the agreement of instruments, it is very likely that the instruments are truly in 
agreement).  
The agreement model is less likely to give incorrect prediction of disagreement 
(see Table 6.2). When the agreement model analysis resulted in the disagreement of 
instruments, it is very likely that the instruments are truly not in agreement. So this 
method is most suitable to confirm disagreement. 
 
Table 6.2: Percentage of correct and incorrect prediction  
 Correct 
prediction 
of agreement 
(Clinical 
data) 
Correct 
prediction 
of disagreement 
(Simulated 
data) 
Incorrect 
prediction of 
agreement 
(FALSE 
POSTIVE) 
Incorrect 
prediction of 
disagreement 
(FALSE 
NEGATIVE) 
 
Agreement 
Model  
 
 
55/55x100 
= 100% 
 
25/45x100 
 = 56% 
 
40/45x100 
 = 89% 
 
0/55x100 
= 0 
 
Bland-
Altman LoA  
 
 
0/55x100 
= 0 
 
45/45x100 
= 100% 
 
0/45x100 
= 0 
 
55/55x100 
= 100% 
 
If the reliability of the instrument is ensured, the problem of inconsistent bias 
can be avoided. Thus the Bland-Altman method and the agreement model will be able 
to provide good predictions of bias. However, because there is a tendency of the Bland-
Altman method to overestimate bias, this method should be used with caution and 
complemented by other methods such as the agreement model. The use of histograms of 
differences might provide guidance on how far the estimation of error is from the true 
value.  
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6.3 Conclusion on the analysis of reliability 
Three methods were compared in the analysis of reliability: the Bland-Altman LoA, the 
Intra-class Correlation Coefficient for consistency or reliability (ICCC) and the Intra-
class Correlation Coefficient for absolute agreement (ICCA). The Bland-Altman LoA is 
the least likely to be suitable for the analysis of reliability because this method is not 
suitable for the analysis of data with more than two repeated measurements. This 
violates the concept of reliability which allows an unlimited number of repeated 
measurements per subject (Fay, 2005). The analysis in this study also showed that the 
Bland-Altman method failed to provide a good prediction on the reliability of 
instruments (with simulated data).  
Both the ICCC and ICCA were consistent in the prediction of reliability of the 
clinical data. Although the ICCC was thought to be the best method to assess reliability, 
the ICCA was found to be better than the ICCC in the prediction of reliability. The 
formula for ICCA takes into account the variability due to differences between repeated 
measurements (mean square of trials, MST). This means that the ICCA provides more 
accurate predictions compared to the ICCC. The ICCA should be the choice of analysis 
for testing the reliability of instruments measuring continuous outcomes. In addition, the 
interpretation of ICC should be based on the confidence intervals, not on the ICC value. 
There were significant differences between the predictions of ICC values from 
two and three repeated measurements. The predictions with three repeated 
measurements were more accurate compared to the prediction with two repeated 
measurements. This suggests that it is important to have at least three repeated 
measurements for each subject when testing the reliability of any instruments. 
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6.4 Recommendations 
It is imperative that all medical instruments are accurate and precise. Otherwise, a 
failure may lead to critical medical errors. Therefore, there is a necessity for the proper 
evaluation of all medical instruments, and it is important to be sure that the appropriate 
statistical method has been used. As discussed in chapter 5, a method that is fool proof 
for a method comparison study is required, so the recommendation in this thesis will be 
based on the best available method found in this study.   
 
6.4.1 Recommendation on analysis in a method comparison study 
Most of the statistical analysis is complex and difficult to perform or interpret. This 
recommendation is intended to guide medical researchers in the analysis of a method 
comparison study. The proposed analysis is a simple step-by-step analysis to overcome 
some of the problems or limitations of the suggested statistical methods.  
1. Test the reliability of the investigated instrument first. This assumes that the 
standard or referral instrument is already precise and accurate (otherwise the 
instrument will not be a standard). If the instrument is not reliable, then 
something needs to be done to ensure its precision. There is no reason to 
continue testing the accuracy of imprecise instruments. The recommended 
statistical method for analysis is the ICCA (intra-class correlation coefficient for 
absolute agreement) with at least three repeated measurements. The CIs should 
be reported and the conclusion on reliability must be based on the confidence 
interval values.  
2. Once the instrument is reliable, then the correlation between the measurements 
from the tested instrument and the standard instrument should be checked. If 
there is no strong linear relationship between the tested and standard 
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instruments, then it is impossible to detect any agreement between the two 
instruments (i.e. confirm disagreement). 
3. If there is a strong correlation between the tested and standard instruments, then 
there is a possibility that the two instruments will be in agreement. To test for 
agreement: 
i. Set the acceptable clinical difference for the variable (e.g. 10mmHg for 
SBP and 0.5kg for body weight). 
ii. Run the Bland-Altman analysis and the agreement model. If no 
agreement is found in both the Bland-Altman analysis and the agreement 
model, there is truly no agreement between the instruments. When the 
Bland-Altman analysis resulted in the agreement of instruments, it is 
very likely that the instruments are truly in agreement. If no agreement is 
found in the Bland-Altman analysis, but agreement is found in the 
agreement model, the histogram of the differences should then be 
plotted, the proportion of differences in the dataset should be identified, 
and whether the proportion of differences is acceptable should be 
determined. This is based on clinical judgement, and the acceptable 
proportion of differences will depend on the type of instrument and the 
clinical setting where the instrument will be applied (i.e. critical care or 
health screening centre). These steps are summarised in Table 6.3 (Table 
of Agreement). 
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Table 6.3: Table of Agreement 
 
 
 
6.4.2 Recommendations on sample size 
Another issue discussed in this thesis was on the sample size in the analysis of 
agreement. The sample size estimation for the regression analysis can be calculated 
from a published formula (J. Cohen, 1977). However the estimation of sample size for 
the Bland-Altman analysis and the ICC are based on precision.  
Based on the findings in this study, it is recommended that a sample size of at 
least 100 is required for the Bland-Altman analysis for the prediction to be precise, and 
a larger sample size will result in a more precise prediction. A samples size of 100 is 
also a reasonably safe sample size for the analysis of reliability using ICCA.  However, a 
sample size of more than 200 will be a waste of resources because the precision of the 
prediction will not change significantly if the sample size is more than 200.  
  Bland-Altman LoA 
  Agreement No agreement 
A
g
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em
en
t 
M
o
d
el
 
N
o
 A
g
re
em
en
t  
YES  
(GOOD 
AGREEMENT) 
 
 
NO  
(POOR 
AGREEMENT) 
A
g
re
em
en
t 
 
YES  
(GOOD 
AGREEMENT) 
 
  
UNCERTAIN  
(Histogram & Clinical 
judgement) 
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6.5 Contribution of study 
This study has contributed to two main areas. This includes a contribution to the 
medical research and a contribution to the community.  
 
6.5.1 Contribution to medical research 
6.5.1.1 Systematic reviews  
This study presents two systematic reviews that provide evidence for the most popular 
statistical method used in method comparison studies. 
1. The first systematic review is the first study specifically designed to retrieve 
information on statistical methods used to test for the agreement of instruments 
measuring the same continuous variables in medical literature. The Bland-
Altman method was found to be the most cited paper in statistics (Ryan & 
Woodall, 2005). This leads one to think that this method is the most popular 
method used to test for agreement. However, citations do not imply that this 
method has been applied in research. This study provides supporting evidence 
that confirms the anecdotal claim that the Bland-Altman method is the most 
popular method used to assess agreement.  
2. The second systematic review is the first ever systematic review conducted to 
identify the statistical methods used to assess the reliability of medical 
instruments with a continuous outcome. This study showed that the ICC is the 
most popular method that has been used to assess the reliability of medical 
instruments.  
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The findings from both reviews also revealed that most medical researchers only 
focused on a single factor in determining the quality of instruments. The agreement and 
reliability parameters were not assessed together in a single validation study. Most 
importantly, this review highlighted the use of an inappropriate statistical method in the 
analysis of agreement and reliability. 
 
6.5.1.2 A few issues highlighted in a method comparison study in medicine 
The extensive analysis and comparison of different statistical methods in this study has 
identified a few issues related to method comparison studies.  These include: 
1. The importance of testing both agreement and reliability in a method 
comparison study. 
2. The need for an appropriate sample size for analysis by a method comparison 
study, especially in analysis using the Bland-Altman method and ICC. 
3. The overestimation of bias in the Bland-Altman analysis, and the proposed 
regression analysis of the Bland-Altman Plot will not resolve the problem with 
an overestimation of bias due to proportional bias.  
4. Findings from this study also raised the question of whether the confidence 
interval for the limits of agreement for the Bland-Altman analysis is really 
needed.  
5. This study also emphasised that the ICC for absolute agreement (ICCA) is the 
method of choice for the analysis of reliability for medical instruments 
measuring continuous variables. 
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6.5.1.3 Recommendation for analysis in a method comparison study 
The most important contribution of this study is the recommendation of how to perform 
the analysis for a method comparison study, including the recommendation on statistical 
methods to be used for the analysis of agreement and reliability, and appropriate sample 
sizes. The flow of the proposed analysis is shown in Figure 6.1. 
 
Check the reliability of the tested 
instrument (Use ICC for absolute 
agreement with minimum sample 
size = 100, good reliability ICC ≥ 0.75)
Check linear relationship with 
the standard instrument (Use 
Pearson correlation coefficient, 
strong correlation = r ≥0.8)
APPLY TABLE OF AGREEMENT
POOR
RELIABILITY
GOOD 
RELIABILITY
POOR CORRELATION
UNCERTAIN
GOOD CORRELATION 
YES
GOOD 
AGREEMENT
POOR
AGREEMENT
Plot the histogram of 
the differences between 
two methods. 
Is the proportion 
of differences 
acceptable?
(Clinical 
judgment)
NO
YES
NO
 
Figure 6.1: Proposed flow chart for the analysis in method comparison study 
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6.5.2 Community 
The community health screening programme arranged by the researcher in the local 
village for the purpose of data collection has contributed to the local community. Most 
of the members in the community did not attend any regular health screens, and only 
seek medical help when they are really unwell. Therefore, the opportunity created was 
used by the villagers to have a general medical consultation with the researcher. 
It does not matter how simple the variable is, but when it involves primary data 
collection in a community, it will always be challenging. Sometimes, things that are 
expected to be easy will turn out to be difficult, while things that are considered to be 
difficult to perform there will always be a solution or a way to make it easier. 
Nonetheless, in medical research, the needs of a participant as a patient should always 
be a priority. 
 
6.6 Future work 
There are a number of areas in which this research project can be extended in the future: 
1. Recently, Bland and Altman republished their classic article (Bland & Altman, 
1986) in the International Journal of Nursing Studies (Bland & Altman, 2010). 
The systematic review conducted earlier in Chapter 2 can be repeated for the 
studies published after the year of 2010 to identify whether this article (Bland & 
Altman, 2010) has an impact on the awareness or knowledge in a method 
comparison study, and also to identify if there is any reduction in the number of 
inappropriate methods used in the analysis of a method comparison study.  
2. The findings from the two systematic reviews conducted in chapter 2 can be a 
surrogate measure of the knowledge among medical researchers in a method 
comparison study. The application of inappropriate statistical methods in the 
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analysis suggests that their knowledge is still lacking. However, a direct 
measurement of the knowledge and their practice in the method comparison 
study should be conducted to confirm this. 
3. This study only reviewed the most commonly used methods in medicine, so 
further studies are required to test the suitability of other methods that have been 
applied or proposed to be applied in the analysis of a method comparison study, 
such as the Passing and Bablok method (Bilić-Zulle, 2011). Data collection from 
population of a multiple setting (normal population and hospital setting) will 
help to improve the range of data collected (covering the extreme abnormal 
values), and improve the representative of the extreme values in the dataset.  
4. This study found that testing the proportional bias using the regression analysis 
of the Bland-Altman plot did not resolve the overestimation problem in Bland-
Altman analysis. Further analysis with various ranges of variables and ranges of 
bias is required to identify other ways of handling this issue, and to determine 
the impact of this overestimation of bias in clinical practice.    
5. The tendency of the Bland-Altman analysis to overestimate bias also suggests 
that further studies are required to confirm whether the reporting of confidence 
intervals for the Bland-Altman analysis is really necessary.  
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6.7 Summary 
In this chapter, the recommended flow of analysis of agreement and reliability in a 
method comparison study is presented. Although there is an overestimation of bias in 
the Bland-Altman analysis, this does not suggest that this method should be abandoned. 
All statistical methods have their weaknesses. The issue of detecting inconsistent error 
has been avoided by ensuring the reliability of the tested instrument. The proposed flow 
analysis (in combination with the agreement model and histogram of differences) is 
planned to overcome some of the limitations of the Bland-Altman method.  
This chapter also recalls the contribution of this study to the medical area and to 
the community. This includes findings from the systematic reviews and 
recommendations on the analysis in a method comparison study. The suggestion for 
future work is offered at the end of the thesis. These are repeated systematic reviews for 
the studies published after the year 2010, the direct assessment of knowledge on method 
comparison studies, studies of other statistical methods, further studies to solve 
problems with the overestimation of bias in the Bland-Altman analysis, and the need for 
confidence intervals in the Bland-Altman limits of agreement. 
Finally, the inappropriate analysis in the method comparison study is a cause for 
concern in the medical field and cannot be ignored. It is important for medical 
researchers and clinicians from all specialties to be aware of this issue because 
inappropriate statistical analyses will lead to inappropriate conclusions, thus 
jeopardising the quality of the evidence, which may, in turn, influence the quality of 
care given to the patients.   
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APPENDIX C: Funding approval 
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APPENDIX D: Consent form 
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APPENDIX E: Patient information sheet 
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APPENDIX F: General health promotion leaflet 
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Brief description of health promotion leaflets: 
 General information on risk factors for cardiovascular disease: smoking, 
hypertension, diabetes, poor diet, lack of exercise, and stress.  
 Brief introduction on hypertension, diabetes mellitus and danger of smoking 
 Examples of activities that is good for cardiovascular system and for weight 
reduction. 
 
 
 
Leaflets from the Ministry of Health Malaysia: 
 Stop smoking campaign  
 Healthy lifestyle campaign 
o Healthy eating 
o Active 
o Not smoking 
o Good stress management 
o Do not take alcohol 
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APPENDIX G: Selected photos during data collection 
1. UM Wellness Health Screening Programme 
a. Launching of the programme for the year 2009 
  
 
b. Blood glucose testing  
  
 
c. Blood pressure measurement 
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2. UM Wellness Quit Smoking Clinic 
a. The Quit Smoking Clinic 
 
 
b. Some of instruments used for data collection 
 
 
c. Consent and measurement taken from participants 
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3. Community Health Screening programme, Klang 
a. Pictures of community representatives and some of  participants in the village 
 
b. One of  the local houses used as a centre for screening programme 
 
 
 
 
 
 
 
 
c. Example of village house in the community 
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APPENDIX H: Map of study areas 
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APPENDIX I: PRISMA Checklist 1 
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APPENDIX J: PRISMA Checklist 2 
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APPENDIX K: Cohen’s Table 
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APPENDIX L: Matlab Syntax (general syntax) 
 
1. Bland-Altman analysis 
samplesize = 500; 
  
ULA = zeros(2,1); 
LLA = zeros (2,1); 
Bias = zeros (2,1); 
  
ULActr = 1; 
LLActr = 1; 
Biasctr = 1; 
  
for n =10:samplesize; 
  
    for nctr = 1:n 
        ctr(nctr) = round(1+(300-1)*rand); 
    end 
     
    for nctr = 1:n 
        nsample(nctr,:) = Population2(ctr(nctr),:); 
    end 
     
    DS = sum((nsample(:,1)-(nsample(:,2)))); 
    mnDS= DS/n; 
    ds = sum(((nsample(:,1))-(nsample(:,2))-mnDS).*((nsample(:,1))-
(nsample(:,2))-mnDS)); 
    sd = (ds/(n-1))^0.5; 
  
     
    ULA(ULActr)= mnDS+1.96*sd; 
    LLA(LLActr)= mnDS-1.96*sd; 
    Bias(Biasctr) = mnDS; 
 
    ULActr = ULActr + 1; 
    LLActr = LLActr + 1; 
    Biasctr = Biasctr + 1; 
     
end 
 
1. ICCA 
samplesize = 500; 
 
ICC = zeros (2,1); 
ICCctr = 1; 
 
 
for n=10:samplesize; 
  
    for nctr = 1:n 
        ctr(nctr) = round(1+(300-1)*rand); 
    end 
     
    for nctr = 1:n 
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        nsample(nctr,:) = Population2(ctr(nctr),:); 
    end 
     
p = anova1 (Population2); 
SSR = table{3,2}; 
SSE = table{4,2}; 
SSC = table{2,2}; 
SSW = SSE + SSC; 
 
MSR = SSR / (n-1); 
MSE = SSE / ((n-1)*(k-1)); 
MSC = SSC / (k-1); 
MSW = SSW / (n*(k-1)); 
 
ICC = (MSR - MSE) / (MSR + (k-1)*MSE + k*(MSC-MSE)/n); 
ICCctr = ICC + 1; 
       
end 
 
2. Slope and Intercept 
 
samplesize = 500; 
  
slope = zeros(2,1); 
intercept = zeros(2,1); 
r = zeros (2,1); 
 
interceptctr = 1; 
slopectr = 1; 
rctr = 1; 
  
for n=10:samplesize; 
  
    for nctr = 1:n 
        ctr(nctr) = round(1+(300-1)*rand); 
    end 
     
    for nctr = 1:n 
        nsample(nctr,:) = Population2(ctr(nctr),:); 
    end 
     
    XY = sum(nsample(:,1).*nsample(:,2)); 
    X2 = sum(nsample(:,1).*nsample(:,1)); 
    Y2 = sum(nsample(:,2).*nsample(:,2)); 
    X = sum(nsample(:,1)); 
    Y = sum(nsample(:,2)); 
    A = XY-((X*Y)/n); 
    B = X2-(X*X/n); 
    C = Y2-(Y*Y/n); 
 
     
    slope(slopectr) = ((n*XY)-(X*Y))/((n*X2)-X^2); 
    intercept(interceptctr)=((Y)-(((n*XY)-(X*Y))/((n*X2)-
X^2))*(X))/n ; 
    r(rctr)= A/((B*C)^0.5); 
 
    interceptctr = interceptctr + 1; 
    slopectr = slopectr + 1; 
    rctr = rctr + 1;     
end 
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3. Agreement model (general formula) 
SampleSize2 = standard value 
SlopeX = slope.*SampleSize2 
Predicted = SlopeX+intercept 
Error = Predicted-SampleSize2 
 
5. Error simulation(general formula): Section 4.3.3  
Blood glucose & weight Systolic BP 
Range of simulated 
error 
General Matlab syntax Range of 
simulated error 
General Matlab 
syntax 
Error 0 to 0.1 = 0.1 
Error 0 to 0.2 =0.2 
Error 0 to 0.3 = 0.3 
Error 0 to 0.4 = 0.4 
Error 0 to 0.5 = 0.5 
Error 0 to 0.6 = 0.6 
Error 0 to 0.7 = 0.7 
Error 0 to 0.8 = 0.8 
Error 0 to 0.9 = 0.9 
Error 0 to 1.0 = 1.0 
Error -0.1 to 0.1 = 0.2 
Error -0.2 to 0.2 = 0.4 
Error -0.3 to 0.3 = 0.6 
Error -0.4 to 0.4 = 0.8 
Error -0.5 to 0.5 = 1.0 
Error -0.6 to 0.6 = 1.2 
Error -0.7 to 0.7 = 1.4 
Error -0.8 to 0.8 = 1.6 
Error -0.9 to 0.9 = 1.8 
Error -1.0 to 1.0 = 2.0 
y = 0+0.1*rand(300) 
y=0+0.2*rand(300,1) 
y=0+0.3*rand(300,1) 
y=0+0.4*rand(300,1) 
y=0+0.5*rand(300,1) 
y=0+0.6*rand(300,1) 
y=0+0.7*rand(300,1) 
y=0+0.8*rand(300,1) 
y=0+0.9*rand(300,1) 
y=0+1.0*rand(300,1) 
y=-0.1+0.2*rand(300,1) 
y=-0.2+0.4*rand(300,1) 
y=-0.3+0.6*rand(300,1) 
y=-0.4+0.8*rand(300,1) 
y=-0.5+1.0*rand(300,1) 
y=-0.6+1.2*rand(300,1) 
y=-0.7+1.4*rand(300,1) 
y=-0.8+1.6*rand(300,1) 
y=-0.9+1.8*rand(300,1) 
y=-1.0+2.0*rand(300,1) 
Error 0 to 2.0 = 2 
Error 0 to 4.0 = 4 
Error 0 to 6.0 = 6 
Error 0 to 8.0 = 8 
Error 0 to 10 = 10 
Error 0 to 12 = 12 
Error 0 to 14 = 14 
Error 0 to 16 = 16 
Error 0 to 18 = 18 
Error 0 to 20 = 20 
Error -2 to 2 = 4 
Error -4 to 4 = 8 
Error -6 to 6 = 12 
Error -8 to 8 = 16 
Error -10 to 10 = 20 
Error -12 to 12 = 24 
Error -14 to 14 = 28 
Error -16 to 16 = 32 
Error -18 to 18 = 36 
Error -20 to 20 = 40 
y= 0+2*rand(300,1) 
Y=0+4*rand(300,1) 
y=0+6*rand(300,1) 
y=0+8*rand(300,1) 
y=0+10*rand(300,1) 
y=0+12*rand(300,1) 
y=0+14*rand(300,1) 
y=0+16*rand(300,1) 
y=0+18*rand(300,1) 
y=0+20*rand(300,1) 
y=-2+4*rand(300,1) 
y=-4+8*rand(300,1) 
y=-6+12*rand(300,1) 
y=-8+16*rand(300,1) 
y=-10+20*rand(300,1) 
y=-12+24*rand(300,1) 
y=-14+28*rand(300,1) 
y=-16+32*rand(300,1) 
y=-18+36*rand(300,1) 
y=-20+40*rand(300,1) 
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