An improved line search filter algorithm for the system of nonlinear equations is presented. We divide the equations into two groups, one contains the equations that are treated as equality constraints and the square of other equations is regarded as objective function. Two groups of equations are updated at every iteration in the works by Nie 2004 , by Nie et al. 2008 , and by Gu 2011 , while we just update them at the iterations when it is needed indeed. As a consequence, the scale of the calculation is decreased in a certain degree. Under some suitable conditions the global convergence can be induced. In the end, numerical experiments show that the method in this paper is effective.
Introduction
Many applied problems are reduced to solve the system of nonlinear equations, which is one of the most basic problems in mathematics. This task has applications in many scientific fields such as physics, chemistry, and economics. More formally, the problem to be solved is stated as follows where each c i : R n → R i 1, 2, . . . , m is a smooth function. A well-known method for solving nonlinear equations is the Newton method, an iterative scheme which is locally quadratical convergent only if the initial iteration is sufficiently close to the solution. To improve the global properties, some important algorithms 1 for nonlinear equations proceed by minimizing a least square problem: x k and g x k ∇m k x k . After a search direction s k has been computed, a step size α k,l ∈ 0, 1 is determined in order to obtain the trial iteration
More precisely, for fixed constants γ m , γ θ ∈ 0, 1 , we say that a trial step size α k,l provides sufficient reduction with respect to the current x k if
For the sake of a simplified notation, we define the filter in this paper not as a list but as a set F k ⊆ 0, ∞ × 0, ∞ containing all θ, m -pairs which are prohibited in iteration k. We say that a trial point x k α k,l is acceptable to the filter if its θ, m -pair does not lie in the taboo region, that is, if θ x k α k,l , m x k α k,l / ∈ F k .
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At the beginning of the optimization, the filter is initialized to be empty: F 0 ∅. Throughout the optimization the filter is then augmented in some iterations after the new iterate x k 1 has been accepted. For this, the following updating formula is used:
Similar to the traditional strategy of the filter method, to avoid obtaining a feasible point but not an optimal solution, we consider the following f -type switching condition:
where
s k , δ > 0 and s θ ∈ 0, 1 . When Condition 2.6 holds, the step s k is a descent direction for current objective function. Then, instead of insisting on 2.3 , the Armijo-type reduction condition is employed as follows:
where τ 3 ∈ 0, 1/2 is a fixed constant. If 2.6 and 2.7 hold for the accepted trial step size, we may call it an f -type point, and accordingly this iteration is called an f -type iteration. An f -type point should be accepted as x k 1 with no updating of the filter, that is,
While if a trial point x k α k,l does not satisfy the switching condition 2.6 but satisfies 2.3 , we call it an h-type point or accordingly an h-type iteration . An h-type point should be accepted as x k 1 with updating of the filter. In the situation, where no admissible step size can be found, the method switches to a feasibility restoration stage, whose purpose is to find a new iterate that satisfies 2.3 and is also acceptable to the current filter by trying to decrease the constraint violation. In order to detect the situation where no admissible step size can be found and the restoration phase has to be invoked, we define that
2.9
We are now ready to formally state the overall algorithm for solving the the system of nonlinear Equation 1.1 . Step 3.1.1. Case 1. The switching condition 2.6 holds. If the reduction condition 2.7 holds, set
S k
2 and go to Step 5. Otherwise, go to Step 3.2.
Step 3.1.2. Case 2. The switching condition 2.6 is not satisfied. If 2.3 holds, set x k 1 x k α k,l , augment the filter using 2.5 and go to Step 4. Otherwise, go to Step 3.2.
Step 3.2. Choose α k,l 1 ∈ ρ 1 α k,l , ρ 2 α k,l . Set l l 1 and go to Step 3.1.
Step 4. Compute S
Step 5. Compute g k 1 , B k 1 and A k 1 . Go to Step 2 with k replaced by k 1. is accepted by the filter and the infeasibility θ is reduced. Go to Step 2.
Global Convergence of Algorithm
In the reminder of this paper we denote the set of indices of those iterations in which the filter has been augmented by A ⊆ N. Let us now state the assumptions necessary for the global convergence analysis. By Assumption 3.1 we have Proof. The proof of this theorem can be found in 21 .
Next we can assume that our algorithm does not terminate finitely and an infinite sequence of points is generated. 
where α ∈ 0, 1 , τ 1 , and τ 2 are all positive constants independent of k.
Proof. By virtue of Taylor expansion of c 2 i x k αs k with i ∈ S 2 , we obtain
where the last inequality follows the above assumptions and ζ ∈ 0, 1 . Also, from 2.1 we 
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which is just 3.3 .
Theorem 3.7. If there are only finite or infinite number of iterates entering the filter, then
Proof. Consider the following.
The proof is by contraction. Suppose that there exists an infinite subsequence {k i } of A such that
for some ε > 0. At each iteration k i , θ k i x k i , m k i x k i is added to the filter which means that no other θ, m can be added to the filter at a later stage within the area
and the area of each of these squares is at least γ θ γ m ε 2 . Thus the B is completely covered by at most a finite number of such areas in contraction to the infinite subsequence {k i } satisfying 3.9 . This means that 3.8 is true.
Case 2 if |A| < ∞ . From |A| < ∞, we know the filter updates in a finite number, then there exists K ∈ N, for k > K the filter does not update. As h-type iteration and restoration algorithm all need the updating of the filter, then for k > K our algorithm only executes the f -type iterations.
Because S 1 and S 2 do not change in the f -type iteration, then for k ≥ K 1 we have θ k x θ K x and m k x m K x . Thus we obtain
From the switching condition 2.6 we know that
together with the reduction condition 2.7 we get
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Suppose to the contrary that there exists an infinite subsequence {k i } of A such that
for some ε > 0. Choose an arbitrary subsequence {k i } of {k i } satisfying k i > K, we find that
which is a contraction. 
3.19
As 
3.23
By m k x k is decreasing for k ≥ k 1 and Lemma 3.8, we get 
3.25 
3.27
And choose γ 2 2/τ 1 γ
3.28
We further point out a fact according to the definition of filter
Proof. By Lemma 3.9, there exists K 1 ∈ N and a constant ε 0 > 0, for
which implies for k > K 1 we have α
which shows that
3.31 Lemmas 3.11 and 3.12 , for α ≤ β k we obtain
If we now denote with α k,L the first trial size satisfying 3.32 , the backtracking line search procedure then implies that
from which it follows that
3.34
This means that α k,L and all previous trial step sizes are f -step sizes and larger than α min k . Therefore, α k,L is the accepted step size α k indeed. Since the trial point x k α k,L / ∈ F k satisfies the switching condition 2.6 and the reduction condition 2.7 , the iteration is a f -type iteration for each k > K. The claim is true. 
Numerical Examples
In this section, we develop the implementation of Algorithm 2.1 in order to observe its performance on some illustrative examples. In the whole process, the program is coded in MatLab with exact line search. The first example is from 2 , which converges to a nonstationary point if the least squares approach is employed. The second example comes from 24 , which Newton method fails to solve, and the final problem is given from 25 . In the tables, the notations NIT, NOF, and NOG mean the number of iterates, number of functions and number of gradients, respectively. 
The unique solution is x * , y * 0, 0 . It has been proved in 2 that, under initial point x 0 , y 0 3, 1 , the iterates converge to the point z 1.8016, 0.0000 , which is not a stationary point. Utilizing our algorithm, a sequence of points converging to x * , y * is obtained. We assume the error tolerance in this paper is always 1.0e − 5. The detailed numerical results for Example 4.1 are listed in Table 1 . The only solution of Example 4.2 is x * , y * 0, 0 . Define the line Γ { 1, y : y ∈ R}. If the starting point x 0 , y 0 ∈ Γ, the Newton method 24 is confined to Γ. We choose two starting points which are belong to Γ in the experiments and then the x * , y * is obtained. The numerical results of Example 4.2 are given in Table 2 . Table 3 . Table 4 .
All results summarized show that our proposed algorithm is practical and effective.
