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Abstract
We show how uniform convexity can be preserved in the logarithmic spaces Aθ(logA)b,p. Esti-
mates are given for the moduli of convexity of Aθ(logA)b,p in terms of the moduli of A0 and A1,
when one or both of them are uniformly convex.
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1. Introduction
Let A0 and A1 be two complex Banach spaces, such that A0 is densely continuously
embedded in A1. For each 0 θ  1, 1 p +∞, and b ∈ R \ {0} Edmunds and Triebel
have introduced the family of logarithmic spaces Aθ(logA)b,p related to A0 and A1 in [5].
The Zygmund space Lp(logL)b(Ω) [1] is a special case of a logarithmic space [4]. In [10]
it was shown how Clarkson’s inequality is inherited by the logarithmic spaces.
In this note we show how uniform convexity can be preserved in the logarithmic spaces.
When one of A0 and A1 or both of them are uniformly convex, we give an estimate for the
moduli of convexity of Aθ(logA)b,p in terms of the moduli for A0 and A1.
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Let A0 and A1 be two complex Banach spaces, where A0 is densely and continuously
embedded in A1. In this case we write A0 ⊂ A1. Let 0 θ  1 and Aθ = [A0,A1]θ be the
related complex interpolation space (see, e.g., [2]). For every b ∈ R \ {0}, 1 p ∞ and
0 < θ < 1 the spaces Aθ(logA)b,p were introduced in [5] as follows:
(i) When 1 p <∞ and b < 0, Aθ(logA)b,p is the set of all a ∈⋂θ<η<1 Aη such that( ∞∑
j=J
2jbp‖a‖pAθ(j)
)1/p
<∞, (2.1)
where J is a positive integer, such that θ(j) = θ + 2−j < 1 for all j  J . Expres-
sion (2.1) defines the norm on this space.
(ii) When 1  p < ∞ and b > 0, Aθ(logA)b,p is the set of all a ∈ A1 which can be
represented as
a =
∞∑
j=J
aj , aj ∈Aη(j), (2.2)
and ( ∞∑
j=J
2jbp‖aj‖pAη(j)
)1/p
<∞, (2.3)
where J is a positive integer, such that η(j)= θ −2−j > 0 for all j  J . The infimum
of expression (2.3), taken over all admissible representations (2.2), defines the norm
on this space.
The definition for p =∞ follows by just the usual modifications.
The space Aθ(logA)b,p does not depend on the choice of J (provided it is compatible
with the inequalities θ + 2−j < 1 or θ − 2−j > 0 for all j  J ). Different J ’s define
equivalent norms in this space.We call the corresponding norm the J -norm.
This consideration is related to extrapolation theory, developed by Jawerth and Milman
[7,9].
In [5] it was proved that the logarithmic spaces have the following embedding proper-
ties.
Proposition 2.1. If 0 < θ0 < θ < θ1 < 1, b0  b1, and 1 p ∞, then
Aθ0 ⊂Aθ(logA)b1,p ⊂Aθ(logA)b0,p ⊂Aθ1 .
Proposition 2.2. If 0 < θ < 1, b0 < 0 < b1, and 1 p  p˜ ∞, then
Aθ(logA)b1,p ⊂Aθ(logA)b1,p˜ ⊂Aθ ⊂Aθ(logA)b0,p ⊂Aθ(logA)b0,p˜.
L.Y. Nikolova, T. Zachariades / J. Math. Anal. Appl. 283 (2003) 549–556 551Let X be a normed space with dimX  2 and BX = {x ∈X: ‖x‖ 1} be the unit ball
of X.
The modulus of convexity δX(ε) of X, for 0 ε  2, is defined by
δX(ε)= inf
{
1− ‖x + y‖
2
: x, y ∈BX, ‖x − y‖ ε
}
.
The modulus of smoothness ρX(τ) of X, for τ > 0, is defined by
ρX(τ)= sup
{‖x + y‖+ ‖x − y‖
2
− 1: x ∈ BX, ‖y‖ τ
}
.
The space X is said to be uniformly convex (u.c.) if δX(ε) > 0 for every ε > 0 and uni-
formly smooth (u.s.) if limτ→0(ρX(τ)/τ)= 0.
It is known that
ρX∗(τ )= sup
{
τ
2
− δX(ε): 0 ε  2
}
for every τ > 0, where X∗ is the dual space of X.
We say that a u.c. (u.s.) space X has modulus of convexity (respectively, smoothness) of
power type p if there exists c, 0 < c <+∞, such that δX(ε) cεp (respectively, ρX(τ)
cτp). The modulus of convexity of X is of power type p if and only if the modulus of
smoothness of X∗ is of power type q , where 1/p+ 1/q = 1.
For ε  0, the quantity
δ˜X(ε)= sup
{
τ
2
− ρX∗(τ ): τ  0
}
was defined in [6] and it was proved that the function δ˜X is the maximal convex function
minorizing δX; also, δ˜X satisfies δ˜X(ε) (γ−1 − 1)δ(γ ε) for every 0 < γ < 1 and ε  0.
For more details about u.c. and the functions δX and δ˜X see [6,8].
3. The main results
Lemma 3.1. Let (Xn) be a sequence of Banach spaces and 1 < p < +∞. For every ε,
0 ε  2, we put δ′(ε) = infn inf(ε/2)ps1 sδXn(ε/s1/p) and δ˜′(ε) = supτ0{τε/2 −
ρ′(τ )}, where ρ′(τ )= supn supu1 uqρX∗n (τ/u), τ  0, and 1/p+ 1/q = 1. Then δ˜′(ε)
(γ−1 − 1)δ′(γ ε), whenever 0 < γ < 1 and 0 < ε  2.
Proof. It is obvious that
sup
u1
uqρXn∗
(
τ
u
)
= sup
u1
sup
0ε2
uq
{
1
2
τ
u
ε− δXn(ε)
}
= sup
0ε2
sup
u1
{
1
2
τuq−1ε− uqδXn(ε)
}
= sup
0ε2
sup
1/(q−1)
{
1
2
τε− uqδXn
(
ε
uq−1
)}
(ε/2) u1
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0ε2
sup
(ε/2)ps1
{
1
2
τε− sδXn
(
ε
s1/p
)}
= sup
0ε2
{
1
2
τε− inf
(ε/2)ps1
sδXn
(
ε
s1/p
)}
.
From the above we obtain
ρ′(τ )= sup
n
sup
0ε2
{
1
2
τε− inf
(ε/2)ps1
sδXn
(
ε
s1/p
)}
= sup
0ε2
{
1
2
τε− δ′(ε)
}
.
So δ˜′(ε)  δ′(ε) for every 0  ε  2. Since δ(ε)/ε is not decreasing [8] we obtain that
δ′(ε)/ε is nondecreasing. It it easy to see that δ˜′ is the maximal convex function minoriz-
ing δ′. So, from Lemma 2 of [6], we have the conclusion. ✷
The next proposition follows from Lemma 3.1.
Proposition 3.1. Let 1 < p <+∞. There exists K > 0, which depends on p, such that for
every sequence of Banach spaces (Xn), if X = [∑∞n=1 Xn]p then we have
δX(ε) 2−pK1−pεp inf
ε/(2K)t2
δ(t)
tp
,
where δ(t)= infn δXn(t).
Proof. Let (Xn)n∈N be a sequence of Banach spaces. If τ  0 and 0  ε  2 we put
ρ′(τ ) = supn supu1 uqρX∗n (τ/u), δ′(ε) = infn inf(ε/2)ps1 sδXn(ε/s1/p), and δ˜′(ε) =
supτ0{τε/2 − ρ′(τ )}, where 1/p + 1/q = 1. From Proposition 19 of [6] there exists
K > 0, which depends only on p, such that ρX∗(ε)  Kρ′(τ ). So, from Lemma 3.1, we
obtain
δX(ε) δ˜X(ε)K sup
τ0
{
1
2
τεK−1 − ρ′(τ )
}
=Kδ˜′
(
ε
K
)
Kδ′
(
ε
2K
)
=K inf
n
inf
(ε/(4K))ps1
sδXn
(
ε
2Ks1/p
)
=K inf
n
inf
(ε/(4K))ps1
δXn(ε/(2Ks1/p))
1/s
=K inf
n
inf
ε/(2K)t2
(
ε
2K
)p δXn(t)
tp
= 2−pK1−pεp inf
ε/(2K)t2
δ(t)
tp
.

Remarks. (i) For each 1  p  2 and 0 < ε  η, it is easy to see that δ(ε)/εp 
4Lδ(η)/ηp, where L is a constant less than 3.18 (see [6, Corollary 11]). So if 1 < p  2
and (Xn), X and δ(ε) are as in Proposition 3.1, then we obtain δX(ε)  8KLδ(ε/(2K)),
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of [6].
(ii) Whenever 1 <p,k <+∞ we conclude from Proposition 3.1 that if the spaces (Xn)
have modulus of convexity of power type k uniformly that there is 0 < c <+∞ such that
δ(Xn)  cεk for every n ∈ N, then the space [∑∞n=1 Xn]p has modulus of convexity of
power type max{p,k}.
(iii) Let Ω be a bounded open subset of Rn, 1 p <+∞, and b ∈ R \ {0}. An infinite
family of equivalent norms was defined on the Zygmund spaces Lp(logL)b(Ω) in [4].
Using (ii) it is easy to see the following.
For b < 0 and 1 < p  2 (respectively, 2 < p), the Zygmund spaces have modulus of
convexity of power type 2 (respectively, p) for all of these norms.
For b > 0, if p < 2 then the Zygmund spaces have modulus of convexity of power type 2
for each of these norms; if 2 p then they have modulus of convexity of power type r for
every r > p, for an infinite number of these norms.
Given an interpolation couple (A0,A1), if at least one of A0,A1 is u.c. then the space
Aθ is u.c. for every 0 < θ < 1 [3]. The converse does not hold. However if one of the
interpolation spaces is u.c. then all of them are as follows.
Lemma 3.2. Let (A0,A1) be an interpolation couple. We suppose that there exists θ ,
0 < θ < 1, such that Aθ is u.c. Then the space Aθ ′ is u.c. for every 0 < θ ′ < 1. Moreover,
(i) if θ < θ ′ < 1 then
δAθ ′ ()
1− θ ′
1− θ δAθ
(
2
(

2
) 1−θ
1−θ ′
)
and
(ii) if 0 < θ ′ < θ then
δAθ ′ ()
θ ′
θ
δAθ
(
2
(

2
)θ/θ ′)
.
Proof. (i) We put η= (θ ′ − θ)/(1− θ). Since A1 = [A0,A1]1, using the reiteration theo-
rem (see [2]), we find that [A0,A1]θ ′ = [Aθ,A1]η. From [3], since Aθ is u.c., we have
δAθ ′ (ε) (1− η)δAθ
(
2
(
ε
2
) 1
1−η)= 1− θ ′
1− θ δAθ
(
2
(

2
) 1−θ
1−θ ′
)
. (3.1)
(ii) The proof is analogous. ✷
From the above lemma we have the following corollary.
Corollary 3.1. Let (A0,A1) be an interpolation couple, 0 < θ < 1 such that the space Aθ
is u.c., and J ∈ N. Then the following assertions hold:
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δAθj (ε)
1− θ − 2−J
1− θ δAθ
(
2
(
ε
2
) 1−θ
1−θ−2−J
)
for every j  J .
(ii) If θ − 2−J > 0 and ηj = θ − 2−j for every j  J , then
δAηj (ε)
θ − 2−J
θ
δAθ
(
2
(
ε
2
) θ
θ−2−J
)
.
Proof. (i) Let j  J . From Lemma 3.2(i), since δAθj is nondecreasing, we obtain
δAθj (ε)
1− θj
1− θ δAθ
(
2
(
ε
2
) 1−θ
1−θj
)
= 1− θ − 2
−j
1− θ δAθ
(
2
(
ε
2
) 1−θ
1−θ−2−j
)
 1− θ − 2
−J
1− θ δAθ
(
2
(
ε
2
) 1−θ
1−θ−2−J
)
.
The proof of (ii) follows from Lemma 3.2(ii), by a similar way. ✷
For every J ∈ N and b ∈ R \ {0} we put c(J, b)= (1− θ − 2−J )/(1− θ) if b < 0 and
c(J, b)= (θ − 2−J )/θ if b > 0.
Theorem 3.1. Let 1 <p <+∞, A0 ⊂A1 be two complex Banach spaces, 0 < θ < 1, and
b ∈ R \ {0}. If the space Aθ is u.c. then the logarithmic space A= Aθ(logA)b,p is u.c. In
particular, there exists K > 0, which depends only on p, such that for every J ∈ N, if we
consider the space A with the J -norm, we have
δA(ε) 2−pK1−pc(J, b)εp inf
ε/(2K)t2
δAθ (2(t/2)1/c(J,b))
tp
.
Proof. Let J ∈N.
(i) Let b < 0. Then from Corollary 3.1(i) we have
c(J, b)δAθ
(
2
(
ε
2
)1/c(J,b))
 δAθj (ε)
for every j  J . From the above inequality, the definition of the logarithmic space A and
Proposition 3.1 we obtain
δA(ε) 2−pK1−pεp inf
ε/(2K)t2
infJj<+∞ δAθj (t)
tp
 2−pK1−pc(J, b)εp inf
ε/(2K)t2
δAθ (2(t/2)1/c(J,b))
tp
.
So we have the conclusion.
(ii) Let b > 0 and α,β ∈ A be such that ‖α‖,‖β‖ < 1 and ‖α − β‖ > ε. Then,
for every j  J there exist αj ,βj ∈ Aηj , such that α =
∑+∞ αj , β =∑+∞ βj andj=J j=J
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j=J 2jbp‖αj‖p < 1,
∑+∞
j=J 2jbp‖βj‖p < 1. Then we have (
∑+∞
j=J 2jbp‖αj − βj‖p)1/p
> ε. We put X = [∑+∞j=J ⊕Aηj ]p, where we consider the space Aηj with the norm
2jbp‖ · ‖Aηj . Then, setting x = (αj ), y = (βj ), we have x, y ∈X, ‖x‖ 1, ‖y‖ 1, and‖x − y‖> ε. So
‖x + y‖ 2(1− δX(ε)).
From this we have ‖α + β‖ 2(1− δX(ε)) and so, from Proposition 3.1, we obtain
δA(ε) 2−pK1−pεp inf
ε/(2K)t2
infJj<+∞ δAηj (t)
tp
.
From the above inequality and Corollary 3.1(ii) it follows that
δA(ε) 2−pK1−pc(J, b)εp inf
ε/(2K)t2
δAθ (2(t/2)1/c(J,b))
tp
. ✷
Corollary 3.2. Let A0 ⊂ A1 be two complex Banach spaces. If there exists θ0, 0 < θ0 < 1,
such that the complex interpolation space Aθ0 is u.c., then the logarithmic space
Aθ(logA)b,p is u.c. for every 0 < θ < 1, 1 <p <∞, and b ∈R \ {0}.
Proof. From Lemma 3.2 we obtain that [A0,A1] is u.c. So, the result follows from Theo-
rem 3.1. ✷
The next corollary follows from Theorem 3.1 and [3].
Corollary 3.3. Let A0, A1, p, b, Aθ , and A be as in Theorem 3.1. Then there exists K > 0,
which depends only on p, such that for every J ∈ N, if we consider the space A with the
J -norm, we have
(i) If the space A0 is u.c. then
δA(ε) 2−pK1−p(1− θ)c(J, b)εp inf
ε/(2K)t2
δA0(2(t/2)1/(c(J,b)(1−θ)))
tp
.
(ii) If the space A1 is u.c. then
δA(ε) 2−pK1−pθc(J, b)εp inf
ε/(2K)t2
δA1(2(t/2)1/(c(J,b)θ))
tp
.
(iii) If the spaces A0 and A1 are u.c. then
δA(ε) 2−pK1−pc(J, b)εp inf
ε/(2K)t2
δ(min{θ,1− θ}(t/2)1/c(J,b))
tp
,
where δ(ε)= [(φ−10 )1−θ (φ−11 )θ ]−1(ε) and φi(ε)= (1/26)δAi (ε/(2
√
2)) for i = 0,1.
Proof. (i) This follows from Theorem 3.1 and [3, Theorem 1(i)], since δAθ (ε)  (1− θ)×
δA0(2(ε/2)1/(1−θ)).
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θδA1(2(ε/2)1/θ).
(iii) The constants of Theorem 1.e.9 of [8] can be estimated using [6, Corollary 11].
In particular, we obtain that δL2(X)  (1/26)δX(ε/(2
√
2 )). So, from the proof of Theo-
rem 1(ii) of [3], we have that δAθ (ε) δ((min{θ,1− θ}/2)ε), where δ(ε)= [(φ−10 )1−θ ×
(φ−11 )θ ]−1(ε) and φi(ε) = (1/26)δAi (ε/(2
√
2)) for i = 0,1. The result follows from the
above and Theorem 3.1. ✷
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