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Introduction 
The matchings and the matching polynomial have found applications in several 
branches of science [9, 13, 14, 15, 20, 211. In particular they are of considerable im- 
portance in theoretical chemistry [1, 11]. The theory of the matching polynomial is 
still developing, see for instance [2, 5, 10]. Recently, several papers on the matching 
polynomial of graphs describing polymeric molecules have appeared 
[3, 4, 6, 7, 8, 12, 16]. Here a systematic approach to this subject is undertaken. We 
introduce the notion of a polygraph as a generalization of the chemical notion of 
polymers. In the similar way as a polymer is built from monomers, a polygraph is 
obtained from smaller building blocks called monographs. 
The polygraphs considered here have cyclic form. The matching polynomial of 
a polygraph is obtained as the trace of the product matrix where each factor is deter- 
mined by the corresponding monograph. The elements of the product matrix are 
closely related to the matching polynomials of specific subgraphs of the polygraph 
under consideration. These polygraphs include the notion of sequential or open- 
ended polygraphs as a special case where there are no edges between two particular 
consecutive monographs. In this case the matching polynomial of the polygraph ap- 
pears to be equal to a particular element of the product matrix. 
The important special case where all monographs are isomorphic, with the linking 
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uniform throughout the polygraph, is studied in more detail. Explicit linear recur- 
rence relations for the matching polynomials are derived in this case. The order of 
the recurrence depends on the number of edges linking two consecutive 
monographs. 
The method is of a practical significance in the evaluation of the matching 
polynomial of a polygraph because of its general applicability. Especially, for the 
polygraphs consisting of isomorphic monographs with uniform linking, the recur- 
rence relations can be derived in a routine way, as opposed to the previously publish- 
ed results for some special polygraphs [3, 4, 12]. 
Preliminaries 
Recall the definition of the matching polynomial of a graph G with n vertices 
In/2] 
t~(G;x) = ~ ( -  1)kp(G, k)x n-2k 
k=0 
where p(G, k) denotes the number of k-matchings in G, i.e., the number of ways 
k independent edges can be chosen in G, and p(G, 0): = 1. If  G has no edges, i.e., 
if G = nKl, then a(G; x )=x n. Recall the following well-known result. 
1. Lemma. Let e be an arbitrary edge of  G with end-points u and o. Then 
a(G; x) = a (G-  e; x) - a (G-  u - o; x). 
The proof of this lemma may be found for instance in [2, 10]. Lemma 1 can be 
used repeatedly for more than one edge. In this case we obtain a generalization that 
will be used in the rest of the paper. Let F be a subset of edges of G. Let M(F) 
denote the set of all matchings belonging to F, i.e., the set of all subsets of F which 
contain only independent edges. Let IF I denote the cardinality of the set F and (F )  
the set of all vertices of G being end-points of edges in F. 
2. Lemma. Let F be an arbitrary subset of  E(G). Then 
a(G;x)  = ~ ( -1 ) lWlc t (G-F - (W) ;x ) .  
W ~ M(F) 
Proof. By induction on the size of F. For F=0 we get identity. For F consisting of 
a single edge e, Lemma 2 reduces to Lemma 1. Thus Lemma 2 holds for IFI_< 1. 
This establishes the basis of induction. Now, let F - -F 'U  {e} and suppose that Lem- 
ma 2 holds for any graph and any set of edges with cardinality less than that of F. 
The righthand side of Lemma 2 can be split into two sums. 
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a(G;x) = ~., ( -  I ) Iw la(G-F  - < W>;x)  
We (M(F) \ M(F')) 
+ ~ ( -  l) lWlct(G-F - < W>;x).  
We M(F') 
The first sum runs over all matchings W of F containing e, while the other contains 
only matchings without e. As G - F -  < W > = (G - e) - F ' -  ( W >, by the induction 
hypothesis the second sum equals ~(G-  e; x). On the other hand, each term of the 
first sum can be written in the form 
( -  1)hWlot(G-F - < W>;x)= - ( -  1)lwqct(G-F - < W'>-u-o ;x )  
where W'= W-  {e}. Again, by the induction hypothesis the whole first sum equals 
-a (G-u -o ;x ) ,  where u and o are the end points of e. So we have proved that 
the righthand side of the Lemma 2 equals a(G - e; x) - ot(G - u - o; x) which is equal 
to oe(G;x) by Lemma 1. 
The following fact follows directly from the definition of the matching 
polynomial; see for instance [2, 10]. 
3. Lemma. I f  G is a union of two vertex-disjoint graphs, A and B, then 
ct(G;x)=ct(A;x) a(B; x). 
This means, in particular, that if we take in Lemma 2 for F the set of edges that 
forms a cutset of G, then all matching polynomials on the righthand side sum of 
Lemma 2 can be written as products of two matching polynomials. We shall be us- 
ing this in a special way. 
Let A and B be two vertex-disjoint graphs and let X be a binary relation, 
Xc_ V(A)x V(B). Define a graph G=A@ x B: =(V(A)U V(B), E (A)UXUE(B) ) .  
4. Example. Let A and B be as in Fig. l(a). I f  X= {(2,5), (3,8)} then G =A @xB 
is as in Fig. l(b). 
Notice that X has two closely related meanings in G. It is a binary relation and 
a set of edges. This double meaning carries over to subsets W of X. If  W is viewed 
as a relation, it has the domain D(W)c_ V(A) and the range R(W)c_ V(B). I f  W is 
a) b) 
I 5 1 5 
A = I3= G= 
3 
4 8 4 B 
Fig. 1. 
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a bijection from D(W) to R(W), it is also a matching (viewed as a set of edges), 
hence We M(X). 
If in Lemma 2 we take A QxB for G and X for Fwe obtain the following result. 
5. Lemma 
a(A OxB;x)= ~ ( -  1)lWla(A -D(W);x)a(B-R(W);x) .  
W~ M(X) 
Proof. By Lemma 2, Lemma 3 and the above comments. 
The summation part of the last equation can be rewritten in two formally dif- 
ferent ways: 
a(A•xB;x)= ~ ( -  l)161a(A-O;x) 
6 WlO(W)=6 
a(B-  R(W); x) 
and 
a(A(~xB;x)= ~ ( -1) l° la(B-p;x)  ~ a(A-D(W);x)  
W[R(W)-~ 
where 5 and ~o run over all distinct D(W) and R(W), respectively. 
The importance of these various ways of expressing Lemma 5 will become ap- 
parent later. Note that all three equations are identical if X is a bijection. 
Here are some interesting consequences of Lemma 5. 
6. Corollary. Let x denote the Cartesian product of graphs. 
(a) For an arbitrary graph G there is 
a(G×K2;x)= ~ (-1)lur[a(G -U;x)]  2. 
Uc_ V(G) 
(b) ot(Kn×K2;X)=k~=O(--1)k [a(Kn_k;x)]  2. 
(c) ct(Ka+a;x) = Z ( -  1) k k! a(Ka_k;x) a(Kb_k;x). 
k=0 
min(a, b ) (~)  (kb) 
(c*) Hea+b(X)= ~ ( -  I) ~ k! He~_~(x) Heb_k(X). 
k=0 
(c**) He2n(X)= ~ ( -1)  k k! He2_k(x). 
k=0 
Proof. Straightforward application of Lemma 5. Note that in cases (c*) and (c**) 
we deal with Hermite polynomials, ince they are matching polynomials of complete 
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graphs; see for instance [5, 14]. 
Using a similar idea for complete bipartite graphs it is possible to obtain some 
involved identities among the generalized Laguerre polynomials [5]. 
Basic theorem 
7. Definitions. Let GI, G2 .. . . .  Gm denote a set of arbitrary, mutually disjoint 
graphs, and XI, X 2 . . . . .  Xm a sequence of binary relation sets such that 
Xic_V(Gi)×V(Gi+I).  Here it is necessary to define in particular Xm as 
XmC_V(Gm)×V(G1). Further in text we shall use Gi-R(Wj(i-O)-D(W(ki)),  
W) i - l )~M(Xi_ l ) ,  W(ki)~M(Xi), and again we need to add for i=1:  
G1-R(Wj(m))-D(W~1)). For the sake of consistency let us take Gm+ l and X0, ap- 
pearing in these general expressions for i= 1, as identical to G l and Xm, 
respectively. 
We already introduced M(Xi)  as the set of all matchings in Xi, with a matching 
viewed as the subset of independent edges, including the empty set. In the following 
text we have to distinguish among the elements of M(Xi) ,  and we achieve it by an 
arbitrary one-to-one mapping of the set M(Xi)  onto the set of indices 
{1, 2 . . . . .  ]M(Xi)/}. The element of M(Xi) with the assigned index j is denoted by 
wj(i). 
We define a polygraph Qrn=Qm(Gl, G2 ..... Gin; X1, X2 ..... Xm) over mono- 
graphs G1, G2 ..... G m in the following way: V(~2m) = V(G1) U V(G2) U .." U V(Gm), 
E(g2m)=E(G~)UX l tAE(G2)(AX2tA "'" UE(Gm) UX m. With F~, i= 1, 2 . . . . .  m we 
denote the subgraphs of polygraph ~2,n : C- = F/(GI, G2, -.-, Gi ; Xl, )(2 ..... Xi). Note 
that ~2rn is closed on its ends, while the polygraph F/is open on its ends. Especially, 
Km can be viewed as Qm with an empty Xm. 
8. Theorem. The matching polynomial o f  the polygraph f2 m can be expressed as 
a(f2m; X)= tr(Tl " T2 . . . . .  Tm) 
where Ti= Ti(Gi, Xi_ 1, Xi) are matrices with elements 
( ( -1 ) lw[ ) 'a (G i -R(Wj ( i - " ) -n (w( i ' ) ;x )  if R(Wj( i - ' ) )NO(W(i ' )=O, 
[Ti ]jk = (0 otherwise. 
Proof. Application of Lemma 2 on £2 m, taking X m as F, yields 
]M(Xm)I 
~(~'~rn ; X) : E (-1)]w~'o']~(~Qm-Xm - (W(m)) ;X)  
k=l 
LM(X~.)L 
= E (-1)[w(k") la(rm-R(W(m))-D(W(m));x)  . 
k=l 
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Let us examine a more general form of the elements appearing in the above summa- 
tion: (-1)]w2m)la(Fm-R(WJm))-D(W~m));x). Application of Lemma 5, taking 
Xm_ 1 as the cutset, gives 
( -  1)l wAm)l ct(F  m - R ( Wj  (m)) - O(  W(m));  x ) 
]M(Xm - I)[ 
---- E (-- 1) ]W/m "Pot ( rm- I -R (Wj (m)) -D(WI (m- I ) ) ;  X)  
1=1 
( -- l) ] W~')I o~(G m - R (  WI (m - 1)) _ D(  w(m)) ;  X) .  
Introduction of matrices: 
[ Z (Fm-  i)]jk :" (-- l )[ W~" i)] vt(Fm _ i - R( Wj (m)) - D( W~ m - i)); x), 
[ T( Gi )]jk = (-1) ] w,5" I a( Gi-  R( Wj (i- O) _ D( w~i)); x) 
enables one to rewrite the last result in more compact form 
IM(X,, l)r 
[T(Fm)]j~ = ~ [T(Fm-l)]jl" [T(G)IIk 
/=1 
which can be easily recognized as matrix product 
T(rm)= T(Fm_I)" T(Gm). 
A recursive application of this result on T(Fm_l), T(Fm_2) ..... T(F2) finally gives 
T(rm) = T(GI)- T(G2) . . . . .  T(Gm). 
Having in mind the result of application of Lemma 2 on a(f2m), and simplifying 
the matrix notation T(Gi) into T/, one obtains 
ot(f2m)=tr(T 1 • T 2 .... .  Tm). 
Until now it was implicitly assumed R(X i_ l)N D(Xi)= 0, but the above derived 
results also hold if one takes a(Gi-R(Wy-1))-D(W~i));x)=O, i.e., [Ti]ik=0 
whenever R(W) i- 1)) fq D( W~ O) ¢ 0. 
The above results can be regarded as a generalization of the Polynomial Matrix 
Method of Kaulgud and Chitgopkar [17, 18]. 
9. Corollary. a( rm-R(Wj (m)) -D(W(m)) ;x )=( -1 ) lw~m)d[T l  • T 2 . . . . .  Tmljk.  
This relation was derived in the proof of Theorem 8. 
Rotagraphs and fasciagraphs 
The results presented in Theorem 8 and Corollary 9 become particularly useful 
The matching polynomial of a polygraph 17 
when one considers the following special case: G l = G 2 . . . . .  G m- G, 
XI = Xz . . . . .  Xm-- X. Consequently, T~ = T 2 . . . . .  Tm- T. The appropriate 
polygraphs we shall denote by tom = tom(G; X) and Ym = ym(G; X). In recent papers 
[6, 22] ~'m has been called afasciagraph, and to m a rotagraph. We shall adopt these 
names. 
I0. Corollary 
a((.O m ;X)  : tr(Tm), 
a()'m - R( Wj <m)) - D( w~m)); x) = ( - 1) Iwx <m)l [Tmljk 
where T is a square matrix T(G; X) with elements 
~'(-l)lWkla(G -R(Wj ) -D(Wk) ;x )  i fR(Wj)ND(Wk)=O, 
[T]jk = ~0 otherwise. 
The above expressions enable the evaluation of U(tom,X ) and ff(Ym; X) in terms 
of the matching polynomials of the monograph G and its subgraphs. Moreover, the 
matrix representation opens further insight into the properties of the matching 
polynomial of rota- and fasciagraphs: application of the Cayley-Hamilton theorem 
yields recursion formulas for a(tom;X) and t~(ym;X); see [6]. 
Let us denote the characteristic polynomial of matrix T by 
N 
q)(T, 2 )=det (2 I -  T )= ~ ai(x)J. N-i 
i=0  
where N= IM(X)[ stands for the order of T, and the coefficients ai are obviously 
polynomials in x. In addition a0(x): = 1. 
According to the Cayley-Hamilton theorem: ~(T, T) = O, where O stands for the 
zero matrix of order N. By equating the matrix elements on the left and the right 
side (one has freedom to multiply both sides with any power of T), and by taking 
into account Corollary 10, the following recursions are derived. 
11. Corollary 
N 
ai(x)o~(tom-i; X) =0, 
i=O 
N 
a i (x ) f f (Ym- i -R(Wj  (m-i+l))-DtW~(m-i+l)''x'=~, k l, ! 0 
i=0  
with m>_N, and a(wo;x):=N, a(Yo-R(WjO))-D(WkO));x):=(-1)bwkl~jk, where 
~jk stands for the Kronecker symbol. 
Some recursions valid for particular graphs have been presented in the literature 
[3, 4, 12, 16, 19]. 
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Let us recall two alternative ways of writing Lemma 5. Starting with these alter- 
natives and following the procedure used in the proof of Theorem 8, this theorem 
and the corollaries which come after it can be rewritten as follows. 
Let us define matrices T(Gi) and T(Fm) in any of three following ways: 
(a) [ T( Gi )]jk = ( -- 1) I w~')r °t( Gi - R( Wj (i- 1)) _ D(Wk(/)); X), 
[T(Fm)]jk = ( - 1) ] Wkcm)[ ~(/"m -- R (  Wj (m)) - D(  w~m)); x) ,  
(b) [ T( Gi ) ] jk=( - 1) r w~')] ~ a( G i -  R ( W (i- l ))-O( Wk(i)); X ), 
W(+ I)ID(WO I))=D(Wj(i I)) 
[ T(Fm)]jk = ( -1 )  Iwkcm'J ~ ot( G i -  R( Wj(i- I)) - D( W(i)); X), 
w(m) I D( W (m)) = D( Wj (m>) 
(c) [T(Gi)]jk=(_l)lWy ')l ~ ct(Gi-R(Wj (i I ) ) -D(W(i) ) ;X) ,  
W(i) I R( W ¢i ~) =R( W(k i)) 
[ T(Fm)ljk = ( - 1 )J wj <m,] w ` m) JR( W ~)  = R< W(k m,) o[(l~m -- R(  W (m)) -- D(  w<m); X), 
taking generally a(G-A  -B ;x )  =0 whenever A NB4:0. In cases (b) and (c) only 
those elements of M(Xi )  are indexed which have distinct domains and ranges, 
respectively. 
In each of the above cases the following holds: 
ct(g2m;X)=tr(T 1 •T 2 . . . . .  Tm) , ct(OOm)=tr(Tm), 
[T(rm)ljk = [TI" T2 . . . . .  Tm]jk, [T(Ym)]jk = [Tmljk • 
Recursions presented in Corollary 11 are also applicable in a generalized form: 
N 
2 a i (x)o l (OOm-i ;x)=O, 
i=0 
N 
Z ai (x)[T(Ym-i ) ] jk  =0 
i=0 
with m>_N, a(oJ0;x)= :N, T(Y0): =I.  N denotes the order of the matrix T. 
The importance of the alternative ways of writing the matrices T is obvious 
whenever X is not a bijection. Then one obtains generally different orders of T in 
cases (a), (b), and (c). Consequently, they are also different in the ease of manipula- 
tion and of derivations of recurrence relations. Of course, they also provide dif- 
ferent information about the matching polynomials of the subgraphs of I'm, 
because some elements of T(Fm) in cases (b) and (c) are not single matching 
polynomials, but sums of matching polynomials of certain subgraphs of Fm. 
Note that for a given monograph the matching polynomials of rotagraphs and 
fasciagraphs, the polynomials of their related subgraphs Ym - R(  Wj (m)) - D(Wk (m)) 
as well as the above generalized matrices T all satisfy the same recursion. They only 
differ in the initial conditions. 
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Examples  
Let us consider a po lygraph where R(X i )ND(X i+I )=0 for i=  1, 2 . . . . .  m. 
12. Example.  Let G be as in Fig. 2(a). I f  X - -  {(2, 1), (3, 5)}, then the rotagraph o9 m 
and the fasciagraph Ym are as in Figs. 2(b) and 2(c), respectively. 
Let us label the matchings in the fol lowing way: Wl=f l ,  W2={(2,  1)}, 
W 3 = {(3, 5)}, W4 = {(2, 1), (3, 5)}. Then according to Corol lary l0 the matr ix T 
reads as 
X -- 5X 3 + 5X -- X 4 + 3x z - 1 - x 4 + 3x 2 - 1 x 3 - 2x~ 
[ X4-- 3X2+ 1 -- X3 -{- 2X - -X3+X X2-1 /  
T= [ X4 3X2+1 _X3+ X _X3+ X X2 ] 
[,_ x 3 -2x  -xZ+ 1 -x  2 xj 
By simple algebraic manipulat ions we get the coefficients of  ~(T ;  2), and by apply-  
ing Corol lary 11 we obtain: 
c~(tOrn) - (x 5 - 7x 3 + 9x) t~(o3 m 1) + ( X6 - 5x4 + 6x2 + 3) 0t(~ m _ 2) 
- (x 5 - 3x 3 + 5x) Ct(t.Om _ 3) + 0t(Ogm_ 4) = 0 
which holds for ct(y m - R( Wj (m)) - D(Wgtm))) as well. 
o) 
G= 
1 2 
/., 
b) 
c) 
(I) (2) (rn) 
Fig. 2. 
The appl icat ion of  Corol lary 10 determines the initial matching polynomials  of  
o9 m and Ym: 
o~(~o) = 4, 
a(o J1 )  = x 5 - 7x 3 + 9x, 
a((.O2) = X 10 -- 14X 8 + 65X 6 -- 116X 4 + 69X 2 -- 6, 
Or(tO3) = X 15 -- 21X 13 + 171X II -- 685X 9 + 1416X 7 -- 1446X 5 + 621X 3 -- 66X. 
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a(Yo) = 1, 
a(y l )  =X 5 -- 5X 3 -4- 5X, 
a(Y2) =x  l° - 12x s + 48x 6 - 76x 4 + 41x 2 - 2, 
a(Y3) =x  15 - 19x 13 + 140x 11 - 510x 9 + 969x 7 - 920x 5 + 365x 3 - 29x. 
13. Example. We take graph G as depicted in Fig. 3(a). Further we take 
X= {(2, 1), (3, 4)}. The related rotagraph oJ m and fasciagraph Ym are shown in 
Figs. 3(b) and 3(c), respectively. Note that the deletion of  one and of both pendant 
vertices of  the fasciagraph Ym results in the graph ~Pm and in the well studied 
polyacene graph Zm [3, 4, 12, 16], respectively. These graphs are shown in Figs. 
3(d) and 3(e). 
ca) 
6= 
c) 
(i) (2) 
e) 
I 
4 
. o . 
° . ° 
Xm = 
b) 
cl) 
(m) (1) {2) (m) 
[1) (2) (rn) 
Fig. 3. 
By labelling the matchings in the following way: 
W a = {(3, 4)}, W4 = {(2, 1), ,(3, 4)}, the matrix T reads as: 
(X4-  3X2+ 1 --X3 + X --X3 + X X!~ 
x 3 - 2x  - x 2 + 1 - x 2 
T= [ x3_2  x -x  2 -x2+l  
L X 2 -  1 - -X  - -X 
WL=O, W2={(2, 1)}, 
By applying the procedure presented in this paper the following recursion is 
obtained: 
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which holds for cz(r, - R( W/“)) - D( I+$?))) as well. 
The initial matching polynomials of w,, ym, and x,,, are given by: 
a(or)=x4-5x2+4, 
a(c+) =x8 - 10x6 + 29x4 - 24x2 + 4, 
a(os) = xl2 - 15x”+ 81x8- 191x6+ 189x4-63x2+4. 
a(y,)=x4-3x2+ 1, 
CX(~~)=X~-~X~+ 18x4-llx2+ 1, 
a(y3) = xl2 - 13x” + 60x8 - 11 9x6 + 97x4 - 26x2 + 1. 
&to) = 0, 
a(&)=x2- 1, 
ak2) =x6 - 6x4 + 9x2 - 2, 
a(jQ)=x’“- 11x8+41x6-61x4+31x2-3. 
Because of the two-fold symmetry of G and X it turns out that some subgraphs 
yrn - R( Wj”‘) - D( WJm)) of yrn are equal, e.g. 
Vm = (Ym - R( KY) = (Y, - R( IIP%, 
(Y,-R(W2m)))--D(W2m)))=(y,-R(W~m))-D(W~m))). 
The last subgraph differs from (yrn - R( W2(m)) -D( W$“‘)) = (yrn - R( l&@)) - 
D(W,(m))). By exploring this fact one derives: 
T’(y,)= Z-‘(v,,_r). T’= T’. T’(y,_,) 
where 
My,) 
I 
-NY, -D(W-W,--D(w3)) a@, - 0 w4)) 
T’(Y,)= a(y,-R(6)) -a(y,-R(Wz)-D(W,))-a(y,-R(Wz)-D(W3)) a(r,-WW2)-WWd) 
dv,-NWd) 1 -a(y,-R(W4)-D(WZ))-a(Ym-R(Wq)--D(W3)) W,-RR(W)-@Wd) 
and especially: 
x4-3x2+ 1 
I 
-2x3+2x x2 
T’= T’(yl) = X3-2X -2x2+1 x 
x2-1 -2x 1 1 
Instead of T a smaller matrix T’ appears. Accordingly, the evaluation of @(T’; A) 
yields the following lower order recursion: 
a(~m)-(x4-5x2+3)a(~,_,)+(x4-3x2+3)a(y,-2)-a(Ym_3)=O 
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with the same initial conditions as before. The above recursion holds for the mat- 
ching polynomials of the subgraphs of yrn which appear in the first and in the third 
column of T’(y,) as well. On the other hand, when the subgraphs of yrn which ap- 
pear in the second column of T’(y,) are considered, the above recursion applies as 
well but for the sum of the respective matching polynomials, e.g. for the pair 
o(r, - D( W-2)) + a(y, - D( W-3)). 
The above, lower order recursion can not be used for a@,). 
14. Example. Let G be as in Fig. 4(a). If X= ((1, l), (2, l), (2, 3), (3, 3)}, then the 
rotagraph o,,, and the fasciagraph ym are depicted in Figs. 4(b) and 4(c), 
respectively. 
a) 
H 
1 
G= 2 
3 
b) F 
cla,l m-:: :I 
(1) (2) (3) Im) 
Fig. 4. 
Let us label the matchings in the following way: W, = 0, W2 = ((1, l)}, 
w,={(2, l)>, w,={(2, 3)), w,={(3, 3)), w,={(l, l), (2, 3)}, w,={(l, l), (3, 3)}, 
w, = ((2, l), (3, 3)). 
Let us remind that three various ways of expressing Lemma 5 has resulted in three 
different ways ((a), (b), (c) after Corollary 11) of writing T(G). Because here the 
linking edges between consecutive monographs are not independent we obtain by 
applying (a), (b) and (c) the following matrices T: 
(a) T= 
x3-2x -x2+1 -x2 -x2 -x2+1 x x x 
x2-l 0 -x -x -x 0 0 1 
x2-l 0 -x -x -x 0 0 1 
x2-1 -x -x -x 0 1 0 0 
x2-l -x -x -x 0 1 0 0 
X 0 -1 -1 0 0 0 0 
X 0 -1 -1 0 0 0 0 
X 0 -1 -1 0 0 0 0 
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(b) 
(c) 
~X 3 -- 2x  
x 2 -  1 
2x  2 - 2 
x 2 -  1 
T= 
x 
x 
x 
f -x  3 -- 2x  
T= | x -l 
lX2-1x 
--X2+ 1 --X 2 --X2+ 1 x x x TM 
0 -x  -x  0 0 1 
-x  -2x  -x  1 0 1 
-x  -x  0 1 0 0 
0 -1  0 0 0 0 
0 -1  0 0 0 0 
0 -1  0 0 00  
-2x2+ 1 -2x2+ 1 3c TM] 
-x  -2x  
- 2x  -x  
-1  -1  
They all give rise to the same recursion: 
Of((,Om) -- (X 3 -- 4x) t~(£O m _ 1) + ( 2X4 -- 8X2 + 4) 0f((,Om_ 2) 
-- (X 5 -- 2X 3 4- 8X) t~((.D m _ 3) 4- ( x4 4- 4X2) t~(Ogm 4) ---- 0 
wh ich  ho lds  fo r  o~(y m -R(wj(m)))- O(W(km))) as we l l .  
The initial matching polynomials  of  ¢_Drn and Ym are given by: 
a(o%) = 4, 
t~((.D 1 ) ----- X 3 -4x ,  
0/((-/)2) : X 6 -  12x44 - 32x 2 - 8, 
or(a)3) - -x  9 - 18x 7 4- 99X s - 178x 3 + 72x. 
a(r0)  = 1, 
a(Yl) = x 3 - 2x, 
a(Yz) = x6 - 8x4 + 13x 2 - 2, 
a(Y3) =x  9 - 14x v + 58x 5 - 76x 3 + 22x. 
Conc lus ions  
Although the presented method is very general its stra ightforward appl icat ion 
yields results comparab le  to or better than those obtained by ad hoc techniques. For  
instance, in our Example  13 a recursion of  the order four for a(OJm) is obtained 
whereas an order eight formula is presented in [4]. 
On the other hand, Example 13 reveals the fact that symmetry of  the prob lem may 
decrease the order of  recursion. The role of  the symmetry in this process is still not 
completely understood.  
Our final Example 14 is given pr imar i ly  to show how the matrices T of  dif ferent 
orders result in the case where the l inking edges between consecutive monographs 
are not independent.  In this part icular  case all three dif ferent matrices give rise to 
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the same recursion. However, the authors are not aware whether there exists a 
polygraph for which different ways of writing matrix T give rise to recursions of 
different orders. 
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