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Einleitung
Das Wort synchron wird ha¨ufig sowohl in der allta¨glichen als auch in der wissenschaftli-
chen Sprache verwendet. Es setzt sich urspru¨nglich zusammen aus den beiden griechischen
Wo¨rtern σν´ν (syn, das Selbe, Gleiche) und χρo´νoς (chronos, Zeit) und bedeutet direkt
u¨bersetzt die gemeinsame Zeit nutzen bzw. zur gleichen Zeit geschehen.
Das Wort synchron, aber auch Abwandlungen wie synchronisiert und Synchronisation,
beschreiben in fast allen Zweigen der Naturwissenschaften, Ingenieurwissenschaften und
im allta¨glichen Leben Pha¨nomene, die sehr unterschiedlich sind, aber ha¨ufig universellen
Gesetzen unterworfen sind.
Im 17. Jahrhundert erschien der Begriff Synchronisation erstmals in der naturwissen-
schaftlichen Literatur. Christian Huygens ([Hu1673]) beschrieb mit ihm reibungsfreie har-
monische Oszillatoren (zwei Pendel, die an einem horizontalen Balken aufgeha¨ngt sind). Er
beobachtete, dass die Phasendifferenz zwischen zwei na¨herungsweise harmonischen Oszil-
latoren nach einem gewissen Einschwingvorgang immer null wird. Huygens beschrieb mit
Synchronisation eine strenge Beziehung zwischen den Phasen der Oszillatoren, deshalb wird
dieser spezielle Fall Phasensynchronisation genannt.
Die versta¨rkte Untersuchung von nichtlinearen dynamischen Systemen seit den 1980er
Jahren ([Ot93], [Sch94]) warf die Frage auf, ob Synchronisation auch in diesen Systemen
gefunden bzw. beschrieben werden kann. In der Literatur u¨ber nichtlineare dynamische
Systeme finden sich mehrere Synchronisationsbegriffe, die allerdings nur Teilaspekte be-
schreiben. Die einfachste Variante ist die vollsta¨ndige Synchronisation. Sie beschreibt die
Identita¨t zweier Zeitreihen. Rosenblum und Kollegen ([RPK96]) fu¨hrten den Begriff lag
synchronization ein. Hier sind die Zeitreihen bis auf einen konstanten zeitlichen Versatz
gleich. Unabha¨ngig von diesen Definitionen fu¨hrten Afraimovich und Kollegen ([AVR86])
die generalized synchronization ein. In diesem Fall sind zwei Zeitreihen synchronisiert, falls
ein Funktional existiert, das sie in Beziehung zueinander setzt.
Wird das Huygenssche Konzept der Phasensynchronisation auf deterministische chao-
tische Systeme angewendet, so ergibt sich das Problem der Definition von Phasenvariablen
aus den Zeitreihen der untersuchten Systeme. Die Nutzung der Hilbert-Transformation hilft
bei der Definition eines solchen Phasenbegriffs. Durch die Konstruktion eines analytischen
Signals ordnet sie jedem Zeitpunkt einer skalaren Zeitreihe eine instantane Phase zu. Gabor
([Ga46]) hat dieses Verfahren urspru¨nglich auf dem Gebiet der Kommunikationstheorie ein-
gefu¨hrt.
Die Anwendungen des Konzepts der Phasensynchronisation sind vielfa¨ltig. Die Unter-
suchung von Synchronisationspha¨nomenen gekoppelter chaotischer Systeme spielt eine be-
deutende Rolle unter anderem auf den Gebieten der Laserdynamik ([FCRL93], [RT94]),
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Festko¨rperphysik ([PYW95]), Elektronik ([HCP94]), Biologie ([HKK95]) sowie der Nach-
richtentechnik ([KP95]). Auch physiologische Daten wie z.B. Herzschlag und Atmung
([SDEAS96], [SRKA98]) wurden in letzter Zeit auf Synchronisationspha¨nomene hin unter-
sucht.
Eine große Herausforderung stellt die Analyse von Synchronisationspha¨nomenen in
Zeitreihen hirnelektrischer Aktivita¨t dar. Das Elektroenzephalogramm (EEG) liefert die ge-
messene Aktivita¨t einer Vielzahl von Neuronen des offenen dynamischen System
”
mensch-
liches Gehirn“. Die Anzahl der beobachteten Freiheitsgrade u¨bersteigt dabei die im Rah-
men der Beobachtungsdauer mo¨gliche Auflo¨sbarkeit. Daraus resultieren Signale mit einem
eher stochastischen und nichtstationa¨ren Erscheinungsbild. Es gibt aber auch pathologische
Pha¨nomene, wie z.B. epileptische Anfallsaktivita¨t, bei denen Neuronen in Verba¨nden syn-
chronisieren und in ausgepra¨gten Mustern u¨ber den scheinbar stochastischen Hintergrund
dominieren.
Das geschilderte Pha¨nomen der epileptischen Anfallsaktivita¨t ist von großem Interesse.
Ko¨nnte diese Aktivita¨t vorhergesagt werden, ko¨nnte sie durch kurzfristig eingesetzte Me-
dikation abgemildert oder sogar direkt verhindert werden. Vielfa¨ltige Ansa¨tze zu Analyse
und Vorhersage (vgl. [LL02] fu¨r einen U¨berblick) wurden entwickelt, u.a. auch basierend
auf der Nutzung von Zellularen Neuronalen Netzen ([TKAW99], [KTW00], [LPKH02]). Es
hat sich herausgestellt, dass bivariate Analysetechniken der nichtlinearen Zeitreihenanaly-
se eine Sensitivita¨t und Spezifita¨t erreichen, die mit univariaten Analysetechniken schwer
erreicht werden ko¨nnen ([EMKARSFDL02], [LMKARDE03]).
Ein prominentes Beispiel fu¨r ein solches bivariates Maß ist das Synchronisationsmaß
mittlere Phasenkoha¨renz R. Durch Nutzung der Hilbert-Transformation und der zirkularen
Varianz auf der zu den Signalen geho¨rigen Phasendifferenzverteilung wurde dieses Maß von
Mormann und Kollegen ([MLDE00]) entwickelt. Studien ([MAKRDEL03], [MKADLE03])
zeigten, dass Langzeit-Voranfalls-Zusta¨nde (pra¨-iktal, bis zu mehreren Stunden andauernd)
anhand der zeitlichen Entwicklung von R definiert werden ko¨nnen. Diese zeichnen sich
durch niedrige Synchronisationswerte R aus, welche sich signifikant von den Werten des
anfallsfreien Intervalls (interiktal) unterscheiden.
Obwohl die mittlere Phasenkoha¨renz R und andere auf der Hilbert-Transformation
basierende Maße einfach berechnet werden ko¨nnen (Fast-Fourier-Transformation (FFT),
es wird nur eine Hin- und eine Ru¨cktransformation beno¨tigt), werden Echtzeit-Berechen-
barkeitsgrenzen durch alle mo¨glichen Kombinationen der vorhandenen Sensoren (bis zu
256 Sensoren in klinischen oder neurowissenschaftlichen Systemen) gesetzt. Um ein un-
handliches Verteiltes-Rechnen-System zu vermeiden (wegen Fehleranfa¨lligkeit der Gera¨te
und hohem Platz- und Energieverbrauch), mu¨ssen andere Mo¨glichkeiten und andere Ar-
chitekturen fu¨r die Aufgaben der nichtlinearen Zeitreihenanalyse evaluiert werden, die eine
entsprechende Rechenkapazita¨t bieten.
Zellulare Neuronale Netze (CNN) ermo¨glichen eine hohe Rechengeschwindigkeit, bei
gleichzeitig niedrigem Energie- und Platzverbrauch. Durch die nur lokal vorhandene Kopp-
lung ihrer Neuronen, ko¨nnen CNN als VLSI1 Implementationen realisiert werden und somit
zur Entwicklung von miniaturisierten Analysesystemen fu¨hren.
1Very-Large-Scale-Integrated
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Das Ziel der vorliegenden Dissertation ist die Entwicklung von CNN, die es erlauben, den
Synchronisationsgrad zwischen zwei Zeitreihen mo¨glichst optimal zu approximieren. Es wird
gezeigt, dass aufwa¨ndige Algorithmen, wie die Berechnung der mittleren Phasenkoha¨renz
R, auf solche neuen Architekturen u¨bertragen werden ko¨nnen.
In Kapitel 1 wird zuna¨chst ein U¨berblick u¨ber die unterschiedlichen Formen von Syn-
chronisation und die Mo¨glichkeiten der Berechnung des Synchronisationsgrades durch das
Maß der mittleren Phasenkoha¨renz R gegeben. Dabei wird sowohl auf ku¨nstlich generierte
Daten, als auch auf gemessene Daten von realen Systemen eingegangen. Kapitel 2 fu¨hrt
in die Konzepte der Neuronalen und Zellularen Neuronalen Netze ein. In Kapitel 3 wird
auf die beiden vorhandenen Werkzeuge SCNN (universeller Software-Simulator fu¨r CNN)
und das Aladdin System (schaltungstechnische VLSI-Realisation eines CNN) eingegangen.
Es werden erste Voruntersuchungen am Aladdin System besprochen. Im folgenden Kapi-
tel 4 werden CNN entwickelt, mit denen die Approximation der mittleren Phasenkoha¨renz
R von Modellzeitreihen und intrakraniell abgeleiteten Zeitreihen hirnelektrischer Aktivita¨t
mo¨glich ist. Es erfolgt eine genaue Auswertung, wobei auch auf Einflussfaktoren wie z.B.
Toleranzen von schaltungstechnischen Realisationen im CNN eingegangen wird. Es schließt
sich im Kapitel 5 eine Untersuchung der Fa¨higkeiten der CNN an Langzeit-EEG an. Dabei
wird aber nicht nur die Langzeit-Stabilita¨t der Approximation untersucht, sondern auch wei-
tere Generalisierungsverhalten, wie z.B. die Approximation der Daten, die an einer anderen
Elektrodenkombination abgeleitet wurden. Kapitel 6 skizziert ein mo¨gliches Konzept eines
Analysesystems von CNN zur Untersuchung der Synchronisation in EEG-Aufzeichnungen.
Die Dissertation schließt mit einer Diskussion in Kapitel 7 und einer Zusammenfassung in
Kapitel 8.
Kapitel 1
Synchronisation
Es ist schwierig, Synchronisation in einer einheitlichen Definition zu beschreiben. Nach Pi-
kovsky und Kollegen ([PRK01]) bedeutet Synchronisation die Anpassung von Frequenzen
periodischer Oszillatoren aufgrund von schwachen Wechselwirkungen. Dies entspricht der
klassischen Definition von Synchronisation. In den letzten Jahren wurden weitere verschie-
dene Definitionen entwickelt. Trotz der unterschiedlichen Meinungen ko¨nnen bestimmte
Sonderfa¨lle von Synchronisationspha¨nomenen definiert werden, die sich durch gewisse Ei-
genschaften auszeichnen.
Diese Sonderfa¨lle werden nach einer Einfu¨hrung in die Theorie der dynamischen Syste-
me beschrieben. Es folgt die Darstellung des Synchronisationsmaßes der mittleren Phasen-
koha¨renz R als ein Werkzeug, mit dem die Synchronisation gekoppelter Systeme gemessen
werden kann.
1.1 Dynamische Systeme
Ist ein dynamisches System durch d Variablen zur Zeit t vollsta¨ndig beschrieben, so kann
die Dynamik durch Konstruktion eines zeitabha¨ngigen Vektors in einem d-dimensionalen
Zustandsraum beschrieben werden mit
~x(t) = (x1(t), ..., xd(t)) mit ~x(t) ∈ <d (1.1)
Jeder Zustand ist eindeutig durch einen Punkt ~x(t) definiert. Die Bahn aller Punkte in
der zeitlichen Entwicklung wird Trajektorie genannt. Existiert ein Generator (eine Abbil-
dung F bzw. Bewegungsgleichung) zwischen allen mo¨glichen Zusta¨nden und der zuku¨nftigen
Entwicklung
~∂x(t)
∂t
= F (~x(t)) mit f : <d 7→ <d (1.2)
so wird dieses dynamische System als deterministisch definiert.
Lineare (nichtlineare) Dynamiken werden durch die Linearita¨t (Nichtlinearita¨t) von F
definiert. Fu¨r stationa¨re Dynamiken gilt F 6= F (t), d.h. F ist nicht explizit von der Zeit
abha¨ngig. Konservative Dynamiken genu¨gen divF = 0, d.h. die Zustandsraumvolumina
bleiben im Fortlauf der Zeit erhalten. Fu¨r dissipative Dynamiken gilt divF < 0, d.h. die
9
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Zustandsraumvolumina kontrahieren auf Strukturen (Attraktoren) und verbleiben dort. Ste-
tige Dynamiken genu¨gen ~x(t) → ~x(t)∗ −→ F (~x(t)) → F (~x(t)∗), d.h. benachbarte Segmen-
te sind zu einander ausgerichtet und es entsteht ein deterministischer lokaler Fluss. Fu¨r
stochastische dynamische Systeme existiert kein Zusammenhang zwischen Gegenwart und
Zukunft, so dass sich die Trajektorie selbst schneiden kann.
Durch nichtlineare Bewegungsgleichungen ko¨nnen chaotische Dynamiken entstehen. Ein
Beispiel dafu¨r ist das Ro¨ssler-System (siehe Anhang D). Die Darstellung des dreidimensional-
en Zustandsraums stellt einen komplizierten Attraktor dar, welcher durch den Generator,
drei gekoppelte gewo¨hnliche Differentialgleichungen erster Ordnung, beschrieben wird. Solch
ein seltsamer Attraktor ist eine Eigenschaft von chaotischen Dynamiken.
Die Zeitreihenanalyse bietet sich als Instrumentarium zur Analyse dynamischer Syste-
me an. Mit ihr ko¨nnen Verbindungen zwischen der Theorie bekannter dynamischer Systeme
und den gemessenen realen Daten von Systemen unbekannter Dynamik hergestellt werden.
Aufzeichnungen von Observablen realer dynamischer Systeme sind meist mit zusa¨tzlichen
Sto¨rsignalen durchsetzt. Diese Sto¨rsignale ko¨nnen oft als Rauschen, als Artefakte oder als
die hohe Komplexita¨t des zugrunde liegenden Systems wahrgenommen werden. Die Ent-
wicklung der nichtlinearen Zeitreihenanalyse ([Ot93], [Sch94],[KS97]) ermo¨glichte es, die
Theorie nichtlinearer dynamischer Systeme auf reale Daten anzuwenden.
1.1.1 Vollsta¨ndige Synchronisation
Zwei Systeme X und Y gelten als vollsta¨ndig synchronisiert, wenn die Zustandsvariablen
~x(t) und ~y(t) im Grenzwert unendlicher Zeit t vollsta¨ndig identisch werden. Dann gilt
lim
t→∞
[~x(t)− ~y(t)] = ~0 (1.3)
Dies stellt einen Spezialfall dar.
1.1.2 Lag synchronization
Rosenblum und Kollegen ([RPK97]) fu¨hrten den Begriff lag synchronization ein. Zwischen
zwei Systemen X und Y herrscht lag synchronization, wenn die Zustandsvariablen ~x(t) und
~y(t) bis auf eine zeitliche Verschiebung τ identisch sind. Es gilt also
~x(t+ τ) = ~y(t) (1.4)
Fu¨r den Grenzwert τ → 0 geschieht der U¨bergang zur vollsta¨ndigen Synchronisation.
Der Vollsta¨ndigkeit halber sei darauf hingewiesen, dass u.a. mit der maximalen linea-
ren Kreuzkorrelation Cmax der Grad der lag synchronization gemessen werden kann. Wenn
Cmax = 1 gilt, erfu¨llen beide Systeme die Eigenschaft der lag synchronization (siehe Glei-
chung 1.4); liegt der Wert nahe bei Null, sind sie unsynchronisiert. Dabei gilt fu¨r Cmax die
folgende Gleichung:
Cmax = max
τ
{C(x, y)(τ)} (1.5)
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mit
C(x, y)(τ) =
∣∣∣∣∣ corr(x, y)(τ)√corr(x, x)(0)corr(y, y)(0)
∣∣∣∣∣ (1.6)
als normierte Kreuzkorrelations-Funktion und
corr(x, y)(τ) =
∫ +∞
−∞
x(t+ τ)y(t)dt (1.7)
als lineare Kreuzkorrelations-Funktion mit zeitlicher Verschiebung τ .
Fu¨r weitere Untersuchungen an Modellsystemen und Zeitreihen hirnelektrischer Akti-
vita¨t mit der maximalen linearen Kreuzkorrelation Cmax sei auf [Mor98], [MKADLE03] und
[MAKRDEL03] verwiesen.
1.1.3 Phasensynchronisation
Phasensynchronisation ist die a¨lteste Definition von Synchronisation und wurde von Christi-
an Huygens ([Hu1673]) zum ersten Mal wissenschaftlich beschrieben. Er beobachtete, dass
die Phasendifferenz zwischen zwei na¨herungsweise harmonischen Oszillatoren, zwei Pendeln,
die an einem horizontalen Balken aufgeha¨ngt sind, nach einem gewissen Einschwingvorgang
immer null wird.
Rosenblum und Kollegen ([RPK96]) wiesen dieses Verhalten auch bei nichtlinearen und
sogar chaotischen Zeitreihen nach. Dieses Konzept wurde auch auf biologische Zeitreihen
wie z.B. MEG (Magnetoenzephalographie) und EMG (Elektromyographie) Daten von Par-
kinson Patienten ([TRWKPVSF98]) und EEG Daten von Epilepsiepatienten ([MLDE00],
[MAKRDEL03]) angewendet. U¨blicherweise wird Phasensynchronisation (mit ϕ =Phasen-
variable des Systems) folgendermaßen definiert:
nϕx(t)−mϕy(t) = const mit n und m ganze Zahlen (1.8)
Erweitert auf gekoppelte chaotische Systeme ergibt sich eine Abschwa¨chung von Glei-
chung 1.8, die lediglich eine Beschra¨nktheit der Phasendifferenz zweier Systeme
nϕx(t)−mϕy(t) < const (1.9)
oder als weitere Einschra¨nkung nur die Gleichheit der u¨ber die Zeit gemittelten Frequenzen
fordert
n
〈
d
dt
ϕx(t)
〉
= m
〈
d
dt
ϕy(t)
〉
(1.10)
1.1.4 Generalized synchronization
Der Vollsta¨ndigkeit halber wird auf die letzte gebra¨uchliche Art von Synchronisation einge-
gangen. Afraimovich und Kollegen ([AVR86]) fu¨hrten die generalized synchronization ein.
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Zwischen zwei Systemen X und Y herrscht generalized synchronization, wenn zwischen
beiden Systemen ein Funktional ψ existiert, fu¨r das die folgende Bedingung gilt:
~y(t) = ψ[~x(t)] (1.11)
Dabei werden die Eigenschaften von ψ (Glattheit, Differenzierbarkeit, ...) in der Litera-
tur unterschiedlich definiert und kontrovers diskutiert (z.B. [PCJMH97], [AGLE99]).
1.2 Mittlere Phasenkoha¨renz R
Das Synchronisationsmaß der mittleren Phasenkoha¨renz R wurde von Mormann und Kol-
legen ([MLDE00], [Mor98], [Mor03]) vorgeschlagen und erfolgreich zur Klassifikation von
Modelldaten und Zeitreihen hirnelektrischer Aktivita¨t angewendet.
Um Aussagen u¨ber den Synchronisationszustand zweier Systeme und damit u¨ber ihre
Phasen treffen zu ko¨nnen, muss ein Phasenbegriff sinnvoll definiert werden. Zuna¨chst wird
mit Hilfe der Hilbert-Transformation ein Verfahren dargestellt, mit dem einer beliebigen
Zeitreihe (bzw. einem abgetasteten Signal) s(t) eine Phase ϕ(t) zugeordnet werden kann.
Dann wird das hierauf basierende Synchronisationsmaß der mittleren Phasenkoha¨renz R
vorgestellt.
Hilbert-Transformation und instantane Phase
Traditionell wird die Phase einer Variablen eines physikalischen Systems mit Hilfe einer
periodischen Funktion, wie z.B.
s(t) = A(t) cos(ϕ(t)) (1.12)
dargestellt. Dabei wird A(t) als Amplitude und ϕ(t) als Phase bezeichnet. Mit Hilfe der
Darstellung durch komplexe Zahlen lassen sich die Amplitude und Phase folgendermaßen
bestimmen:
z(t) = A(t)eiϕ(t) = A(t)[cos(ϕ(t)) + i sin(ϕ(t))] (1.13)
mit s(t) = Re(z(t)) (1.14)
und A(t) =
√
[Re(z(t))]2 + [Im(z(t))]2 (1.15)
und ϕ(t) = arctan( Im(z(t))
Re(z(t))
) (1.16)
Der Imagina¨rteil von z(t) ist dabei gegenu¨ber dem Realteil um pi
2
verschoben.
Sei s(t) ein beliebiges reales Signal, so gilt nach Durchfu¨hrung der Hilbert-Transformation:
s˜(t) = s(t)⊗ 1
pit
=
1
pi
℘
∫ +∞
−∞
s(τ)
t− τ dτ (1.17)
s˜ ist die Hilbert-Transformierte des Signals s(t), ℘ ist der Cauchysche Hauptwert des Inte-
grals ([BS95]).
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U¨ber den Faltungssatz, mit FT (FT−1) als Fourier-Transformation (inverse FT ),
f(t)⊗ g(t) = FT−1[FT [f(t)]FT [g(t)]] (1.18)
kann s˜(t) folgendermaßen geschrieben werden
s˜(t) = FT−1[FT [s(t)](−i)sign(ω)] (1.19)
Das gesamte Fourierspektrum des Ausgangssignals erfa¨hrt also durch die Hilbert-Trans-
formation eine Phasenverschiebung um pi
2
, wa¨hrend das Leistungsspektrum unvera¨ndert
bleibt.
Damit ist das sogenannte analytische Signal ([Ga46])
z(t) = s(t) + is˜(t) (1.20)
als Verallgemeinerung der Gleichung 1.13 zu sehen.
Entsprechend gilt dann fu¨r die instantane Amplitude
A(t) =
√
[s(t)]2 + [s˜(t)]2 (1.21)
und fu¨r die instantane Phase
ϕ(t) = arctan(
s˜(t)
s(t)
) (1.22)
Zu beachten ist, dass der Arcus Tangens in Gleichung 1.22 auf den Wertebereich [0, 2pi]
beschra¨nkt ist. Damit fu¨hrt die ansonsten stetige Funktion ϕ(t) an den Intervallgrenzen
einen Sprung um 2pi durch. Um die Differenzierbarkeit dieser Funktion zu erreichen, wird
die Phase durch Anhebung oder Absenkung um 2pi an den jeweiligen Sprungstellen entfaltet,
damit sie als stetige Funktion ϕ(t)∗ abgeleitet werden kann. Die zeitliche Ableitung der
entfalteten instantanen Phase wird als instantane Frequenz bezeichnet:
ω(t) =
d
dt
ϕ∗(t) (1.23)
Die Hilbert-Transformation ist hier ein Werkzeug, das einem beliebigen realen Signal
s(t) zu jedem Zeitpunkt eine instantane Phase und Amplitude zuordnet. Dies geschieht in
U¨bereinstimmung mit dem u¨blichen Phasenbegriff der Physik gema¨ß Gleichung 1.12.
Eigenschaften und Probleme
Neben der Notwendigkeit der Entfaltung der instantanen Phase, um die instantane Frequenz
problemlos berechnen zu ko¨nnen, gibt es noch weitere Eigenschaften, die bei Verwendung
der Hilbert-Transformation zu beachten sind. Im Folgenden werden die einzelnen Eigen-
schaften kurz dargestellt (vgl. auch [Mor98]). Experimentell abgeleitete Signale liegen als
endliche und diskrete Zeitreihen vor. Die Lo¨sungen nichtlinearer Differentialgleichungssy-
steme sind hingegen kontinuierlich. Auf diesem Unterschied basieren diese folgenden Eigen-
schaften und Probleme.
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Fehlen von Nulldurchga¨ngen Gleichung 1.12 entha¨lt keine additive Konstante (Offset)
und ist darauf angelegt, Schwingungen um die Nulllinie zu beschreiben. Wird also ein Signal,
welches Nulldurchga¨nge hat, Hilbert-transformiert, wie z.B. im Fall des monofrequenten
Signals s(t) = A cos(ω0t) + C mit C >
A
2
, so stimmt die errechnete instantane Frequenz
nicht mit ω0 u¨berein.
Der nichtschwingende Anteil bei oszillierenden Systemen (Frequenzkomponente ω = 0)
ist eine Ursache fu¨r den Unterschied zwischen ω0 und der instantanen Frequenz. Deshalb
wird zuna¨chst ein Mittelwertabgleich durchgefu¨hrt. Von allen Abtastpunkten der Zeitreihe
wird der Mittelwert aller Amplitudenwerte der Zeitreihe subtrahiert und somit eine neue
Zeitreihe erzeugt. Dies entspricht dem Nullsetzen der Frequenzkomponente ω = 0.
Ein erneutes Anwenden der Hilbert-Transformation und Berechnung der instantanen
Frequenz liefert eine wesentlich bessere U¨bereinstimmung zu ω0. Allerdings gibt es immer
noch Abweichungen an den Ra¨ndern sowie Oszillationen um ω0. Diese Effekte werden in
den folgenden Abschnitten erla¨utert.
Fehlen der periodischen Fortsetzbarkeit Fu¨r die Berechnung der Hilbert-Transforma-
tion wird die diskrete Fourier-Transformation (DFT) genutzt. Fu¨r diskrete Signale endli-
cher Dauer kann die diskrete DFT nicht problemlos eingesetzt werden, da sie unendlich viele
Abtastwerte voraussetzt. Um dennoch die DFT nutzen zu ko¨nnen, muss das Signal an den
Randwerten periodisch fortsetzbar sein (Stetigkeit beim U¨bergang vom letzten zum ersten
Punkt). Dadurch wird eine Sprungstelle vermieden, fu¨r die im Spektrum viele hochfrequente
Anteile erforderlich wa¨ren, die im urspru¨nglichen Signal nicht vorhanden sind.
Dieses Problem kann umgangen werden, indem die Technik des tapering genutzt wird.
D.h. das Signal wird an den Ra¨ndern mit einer Fensterfunktion ([Ha78]) multipliziert. Eine
mo¨gliche Fensterfunktion ist das Hanning-Fenster. Hier wird das Signal mit der linken und
rechten Ha¨lfte des positiven Anteils einer Cosinus-Halbwelle multipliziert. Allerdings ist
zu beachten, dass nach dem tapering die berechnete Hilbert-Transformierte nicht mehr als
Hilbert-Transformierte des urspru¨nglichen Signals angesehen werden darf.
Durch Nutzung der maximalen La¨nge der Cosinus-Halbwelle stimmt ω0 mit der berech-
neten Frequenz mit Ausnahme der Ra¨nder gut u¨berein.
Randeffekte aufgrund endlicher Datenla¨ngen Nach Gleichung 1.17 muss weiterhin
beachtet werden, dass fu¨r die Hilbert-Transformation die gesamte (unendliche) Vergangen-
heit und Zukunft des Signals bekannt sein mu¨ssen. Aufgrund der Faltung mit 1
pit
werden die
Beitra¨ge zum Integral mit wachsendem Abstand zu einem beliebigen Zeitpunkt t0 schnell
vernachla¨ssigbar. In Signalen von endlicher Dauer macht sich der auftretende Fehler nur an
den Ra¨ndern der Hilbert-Transformierten bemerkbar. Daher kommt es zu den Randeffekten
bei der instantanen Phase.
Dieses Problem kann durch Verwerfen von 10% der Datenpunkte an beiden Ra¨ndern
der instantanen Phase gelo¨st werden. Durch Einfu¨hren eines solchen U¨berlagerung von
20% wird eine sehr gute U¨bereinstimmung von ω0 und der errechneten instantanen Phase
erreicht.
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Signalla¨nge Nach dem Abtasttheorem wird die maximal auflo¨sbare Frequenz (Nyquist-
Frequenz) eines diskreten Signals durch die halbe Abtastrate ωs bestimmt:
ωmax =
ωs
2
(1.24)
Nach [RK98] sollte die Abtastrate so gewa¨hlt werden, dass mindestens 20 Abtastwerte
pro Periode vorhanden sind. In praktischen Anwendungen muss ein Mittelweg zwischen der
verlangten Stationarita¨t der Zeitreihensegmenten und dem Rechenaufwand zur Berechnung
der Hilbert-Transformierten gefunden werden (bei N Datenpunkten ist die Berechnungs-
dauer proportional zu N log(N)).
Phasensynchronisationsmaß R
Nachdem mit der Hilbert-Transformation und der instantanen Phase eine Darstellungs-
form beschrieben wurde, mit der jeder beliebigen skalaren jedoch oszillierenden Zeitreihe
s(t) eindeutig eine Phase ϕ(t) und Amplitude A(t) zugeordnet werden kann, kann nun das
Phasensynchronisationsmaß R definiert werden.
Es liegt nahe, den zirkula¨ren Charakter der Phase zu beru¨cksichtigen ([Ma72]). Mit Hilfe
der zirkula¨ren Statistik ko¨nnen fu¨r eine Winkelverteilung statistische Momente wie z.B. die
Hauptrichtung und die zirkula¨re Varianz bestimmt werden. Um dies fu¨r die instantane
Phase durchfu¨hren zu ko¨nnen, werden die Differenzen der instantanen Phasen der beiden
Zeitreihen
∆ϕj = ϕ2(j∆t)− ϕ1(j∆t) (1.25)
auf dem Einheitskreis in der komplexen Zahlenebene abgebildet (j ∈ [0, N − 1] mit N als
Anzahl der Datenpunkte). Mit
zj = cos(∆ϕj) + i sin(∆ϕj) = e
∆ϕj (1.26)
wird jedem Phasendifferenzwert ∆ϕj eine komplexe Zahl zj zugeordnet. Mit dem Mittelwert
dieser Zahlen
Z =
1
N
N−1∑
j=0
zj (1.27)
la¨ßt sich die mittlere Phasendifferenz
∆ϕ = arctan
(
Im(Z)
Re(Z)
)
(1.28)
und die mittlere Phasenkoha¨renz
R = |Z| =
√
[Re(Z)]2 + [Im(Z)]2 = 1− CV (1.29)
bestimmen. Dabei gibt CV die zirkula¨re Varianz an.
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R ist auf [0, 1] beschra¨nkt. Fu¨r den Fall der vollsta¨ndigen Synchronisation (siehe Glei-
chung 1.8) nimmt R den Wert 1 an, fu¨r eine Gleichverteilung der Phasendifferenzen (zu
erwarten bei nicht synchronisierten Zeitreihen) den Wert 0.
Im Folgenden werden Anwendungsbeispiele der mittleren Phasenkoha¨renz R vorgestellt.
Das erste Beispiel ist eine kurze Darstellung an zwei gekoppelten nichtlinearen Modellsy-
stemen. Das zweite Beispiel bescha¨ftigt sich mit Zeitreihen hirnelektrischer Aktvita¨t, die
durch intrakranielle Aufzeichnungen in der pra¨chirurgischen Epilepsiediagnostik gewonnen
wurden.
1.3 Synchronisation in Modellsystemen
Als Beispiel einer nichtlinearen Dynamik wurden zwei gekoppelte Ro¨sslersysteme (siehe
Anhang D) mit dem Phasenkoha¨renzmaß R untersucht. Fu¨r weitere Untersuchungen, auch
an anderen Modellsystemen, sei auf [Mor98] und [Mor03] verwiesen.
Im Folgenden werden nur die x-Komponenten zweier gekoppelter Ro¨ssler-Systeme be-
trachtet. Die Betrachtung der y- und z-Komponenten wu¨rde keine weiteren Erkenntnisse
bringen. Die Daten wurden wie in Kapitel 1.2 beschrieben vorverarbeitet, um unerwu¨nschte
Seiteneffekte zu vermeiden.
Es wurden 300 Zeitreihensegmentpaare mit je 4096 Datenpunkten erzeugt. Die Kopp-
lungssta¨rke ² wurde linear fu¨r jeden Datenpunkt von ² = 0 um ∆² = 0.04/(300 ∗ 4096)
erho¨ht. Danach wurde R fu¨r die einzelnen Zeitreihensegmentpaaren berechnet.
Die Abbildungen 1.1 a.) bis d.) stellen beispielhaft jeweils Zeitreihensegmente der x-
Komponenten der beiden Ro¨sslersysteme dar. Aus den oberen beiden Zeireihen errechnete
sich ein Phasenkoha¨renz-Wert von 0.3 (² = 0.011), aus den unteren beidenZeitreihen ein
Wert von 0.9 (² = 0.036).
Die Abbildungen 1.2 a.) und b.) stellen R in Abha¨ngigkeit von der Kopplungssta¨rke
dar. Das Phasenkoha¨renzmaß R folgt der Steigerung der Kopplungssta¨rke und erreicht bei
einer Kopplung von 0.04 hohe Werte nahe 1. Werden die Signale mit weißem Rauschen
mit einem niedrigen Signal-zu-Rausch-Verha¨ltniss (SNR) (fu¨r genauere Betrachtungen sei
auf [Mor98] und [MLDE00] verwiesen) versetzt (vgl. 1.2 b.)), ist der Anstieg immer noch
deutlich zu erkennen. Damit qualifiziert sich R als robustes Maß, das auch auf reale Daten
angewendet werden kann, die mit Rauschen versetzt sind.
1.4 Synchronisation in Zeitreihen hirnelektrischer Ak-
tivita¨t
Die Anwendung der nichtlinearen Zeitreihenanalyse auf physiologische Daten wie z.B. Herz-
schlag und Atmung ([SDEAS96] und [SRKA98]) erschließt neue Mo¨glichkeiten, die Dynamik
der zugrundeliegenden Prozesse zu analysieren. Die Zeitreihen sind allerdings nicht mehr
als ideale Daten anzusehen, sondern werden mit einer endlichen Aufzeichnungsdauer und
endlichen Abtastfrequenz aufgezeichnet.
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a.) Zeitreihe der x-Komponente des ersten
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Abbildung 1.1: Die Zeitreihen a.) und b.) entsprechen einem niedrigen Phasenkoha¨renz
Wert R von 0.3 (² = 0.011), die Zeitreihen c.) und d.) einem hohen von 0.9 (² = 0.036).
Dabei wird versucht, Einblick in die zugrundeliegende Dynamik zu gewinnen, um ei-
nerseits Aussagen u¨ber den aktuellen Zustand des Systems, aber auch Vorhersagen u¨ber
ku¨nftige Zusta¨nde geben zu ko¨nnen. Eine große Herausforderung stellt dabei die Analyse
von Synchronisationspha¨nomenen in Zeitreihen hirnelektrischer Aktivita¨t in der pra¨chirur-
gischen Epilepsiediagnostik dar.
1.4.1 Epilepsie
Die Krankheit Epilepsie wird durch plo¨tzliche und wiederkehrende Funktionssto¨rungen
(Anfa¨lle) des Gehirns charakterisiert. Diese Anfa¨lle entsprechen einer starken synchronen
Aktivita¨t der Neuronen des Gehirns. Epilepsien ko¨nnen in zwei Hauptklassen unterteilt
werden. Gehen die Anfa¨lle von einem abgegrenzten Areal (Fokus) aus, so wird von einer
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a.) Ohne Rauschen
0.00 0.01 0.02 0.03 0.04
0.00
0.25
0.50
0.75
1.00
R
Kopplungsstärke e
b.) Mit weißem Rauschen versetzt
0.00 0.01 0.02 0.03 0.04
0.00
0.25
0.50
0.75
1.00
R
Koppungsstärke e
Abbildung 1.2: Entwicklung von R bei Steigerung des Kopplungfaktors ² bei den x-
Komponenten zweier Ro¨ssler-Systeme (siehe Anhang D ohne Rauschen (a.)), mit weißem
Rauschen (b.), Rausch-zu-Signal-Verha¨ltnis 75%))
partiellen oder fokalen Epilepsie gesprochen. Wird allerdings fast das gesamte Gehirn bei
Anfallsbeginn vereinnahmt, handelt es sich um eine generalisierte Epilepsie.
Ungefa¨hr ein Prozent der Bevo¨lkerung leidet an Epilepsie. Etwa zwei Dritteln der be-
troffenen Menschen kann durch anfallshemmende Medikamente geholfen werden. Weiteren
acht Prozent kann durch operative Eingriffe geholfen werden. Den U¨brigen kann durch keine
bisher bekannte Therapie ausreichend geholfen werden.
Im Fall einer fokalen Epilepsie erfordert eine erfolgreiche chirurgische Behandlung die
exakte Lokalisierung des epileptischen Fokus und die genaue Abgrenzung zu weiteren wich-
tigen Bereichen im Gehirn. Dafu¨r werden verschiedene elektro physiologische Methoden ge-
nutzt ([EP97]) und durch bildgebende Verfahren erga¨nzt. Fu¨r die exakte Lokalisierung muss
die hirnelektrischen Aktivita¨t wa¨hrend eines Anfa¨lls registriert werden. Diese Aufzeichnun-
gen (Elektroenzephalogramme) ko¨nnen auf dem Skalp oder sogar direkt aus verschiedenen
Gehirnstrukturen durchgefu¨hrt werden. Dabei zeichnet jede Elektrode die Aktivita¨t einer
Vielzahl von Neuronen auf. Da das Auftreten eines Anfalls bisher nicht vorhersehbar ist,
ko¨nnen diese Aufzeichnungen durchaus mehrere Tage lang dauern und sind nicht ungefa¨hr-
lich fu¨r den Patienten. Deshalb stellt sich die Frage, ob eine Lokalisierung des epileptischen
Fikus schon durch die Analyse der anfallsfreien (interiktalen) Zeitra¨ume mo¨glich ist. Diese
Fragestellung wird u.a. in [LE95], [MLDE00] und [AGLE99] behandelt.
Eine weitere Fragestellung ist die Mo¨glichkeit der Vorhersage der Anfa¨lle. Ko¨nnte die
Plo¨tzlichkeit eines eintreffenden Anfalls durch eine Vorhersage entscha¨rft werden, so ko¨nn-
ten sich die therapeutischen Mo¨glichkeiten drastisch wandeln ([El01]). Einerseits ko¨nnte z.B.
ein einfaches Warnsystem die Patienten vor den Folgen eines Anfalls wie z.B. einem Sturz
schu¨tzen, andererseits ko¨nnten Langzeit-Medikamententherapien durch eine kurzfristige,
bedarfsgerechte Medikation ersetzt werden. Solch ein hypothetischer Zustand des Gehrins
vor Anfa¨llen (pra¨-iktaler Zustand) ist in neuerer Zeit Gegenstand zahlreicher Publikationen
(U¨berblick in [LL02]).
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1.4.2 Das Elektroenzephalogramm
 
Abbildung 1.3: Implantationsschema zur Ableitung des ECoG (an den Elektroden TBAR,
TBAL, TBPR, TBPL, TLR, TLL, FPL, FLL und FPR) und des SEEG (an den Elektroden
TL und TR). Die einzelnen Kontakte , die durch Kreise dargestellt sind (bei TL und TR als
Ringe um die Elektrode), werden durchnummeriert, wobei die ho¨chste Zahl sich jeweils am
schmalen Ende der Elektrode befindet (bei TL und TR sind die Kontakte TL10 und TR10
jeweils zur Bezeichnung TL/TR hin zu finden, an den beiden Spitzen finden sich jeweils die
Kontakte TL01 und TR01).
In der Klinik fu¨r Epileptologie des Universita¨tsklinikums Bonn werden Epilepsiepati-
enten im Rahmen der pra¨chirurgischen Epilepsiediagnostik intrakranielle Elektroden zur
Ableitung der hirnelektrischen Aktivita¨t implantiert. Die intrakranielle Ableitung hat ge-
genu¨ber der Oberfla¨chen-Ableitungen auf dem Kopf den Vorteil, dass ein besseres Signal-
Rausch-Verha¨ltnis und eine bessere ra¨umliche Spezifita¨t und Sensitivita¨t besteht. Abbil-
dung 1.3 zeigt ein typisches Implantationsschema. Hier wird zwischen dem Electrocortigo-
gramm (ECoG, die Elektroden liegen subdural dem Cortex auf) und dem Stereo-Elektro-
enzephalogramm (SEEG, die Elektroden werden in bestimmten Hirnstrukturen, z.B. Hyp-
pokampus, positioniert) unterschieden.
Ableitungen sind mit bis zu 128 Kana¨len mo¨glich. Die Abtastfrequenz der in der vor-
liegenden Arbeit analysierten Zeitreihen betra¨gt 173.61 Hz mit einer Auflo¨sung von 12 Bit
(bzw. 200 Hz und 16 Bit) (Frequenzbereich 0.03 bis 85 Hz, Tiefpaß mit einer Steilheit von
12 dB/oct). In der vorliegenden Arbeit werden nur von den Tiefenelektroden TL und TR
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abgeleitete SEEG-Signale analysiert. Dabei werden nur die Zeitreihenpaare der benachbar-
ten Elektroden betrachtet. Dies fu¨hrt zu 36 Kanalkombinationen. Werden symmetrische
Synchronisationsmaße wie die mittlere Phasenkoha¨renz R verwendet, so verbleiben 18 Ka-
nalkombinationen. Auf beiden Elektroden TL und TR sind 10 zylindrische Messsonden,
mit einer La¨nge von 2.5mm, einem Durchmesser von 1mm und einem Abstand von 4mm
zueinander angebracht. Die Abbildung 1.4 zeigt SEEG-Ableitungen aus dem anfallsfreien
Zustand (a.)) und zu Beginn eines epileptischen Anfalls (b.)).
Im Folgenden wird nur noch allgemein vom EEG gesprochen. Der Vollsta¨ndigkeit halber
sei erwa¨hnt, dass der Zeitraum um den Anfall (iktus) herum, also vor (pra¨-iktal), wa¨hrend
(iktal) und nach dem Anfall (post-iktal), als peri-iktaler Zustand bezeichnet wird.
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Abbildung 1.4: Die dargestellten Zeitreihen, aus den interiktalen (links) und iktalen (rechts)
Zeitra¨umen wurden an den Messsonden TL1 bis TL10 und TR1 bis TR10 abgeleitet.
1.4.3 Zeitliche Entwicklung von charakterisierenden Kenngro¨ßen
Im Hinblick auf eine Vorhersage von epileptischen Anfa¨llen ist es interessant, die zeitli-
che Entwicklung von EEG charakterisierenden Maße zu betrachten, um Vera¨nderungen
in den Dynamiken der verschiedenen Gehirnareale wa¨hrend oder auch vor einem Anfall
zu entdecken. In Untersuchungen, die z.B. das zeitliche Verhalten der Korrelationsdimen-
sion ([LE98]) oder Interpendenzen zwischen Gehirnarealen ([MLDE00], [MAQBCRV98],
[AGLE99]) analysierten, war es in bestimmten Fa¨llen mo¨glich, dem Anfall vorhergehende
Vera¨nderungen in der dem EEG zugrundeliegenden Dynamik festzustellen. Damit konn-
te ein pra¨-iktaler Zustand definiert werden, der bis zu mehrere Stunden vor dem Anfall
beginnen kann.
Die Abbildung 1.5 zeigt die zeitliche Entwicklung des Synchronisationsmaßes mittlere
Phasenkoha¨renz R fu¨r eine feste Elektrodenkombination beispielhaft fu¨r einen interiktalen
und peri-iktalen Datensatz eines Patienten.
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Abbildung 1.5: Zeitliche Entwicklung der mittleren Phasenkoha¨renz R bei einem interik-
talen und einem peri-iktalen Datensatz. In b.) ist der elektrische Anfallsbeginn durch eine
senkrechte Linie und der Mittelwert von R, berechnet aus allen analysierten interiktalen
Abschnitten, durch eine waagerechte Linie dargestellt.
Die Abbildung 1.5 a.) zeigt eine typische zeitliche Entwicklung von R fu¨r einen interik-
talen Datensatz. Es dominieren hohe R Werte aus dem Bereich [0.8, 0.9]. Abbildung 1.5 b.)
stellt die zeitliche Entwicklung von R fu¨r einen peri-iktalen Datensatz dar. Vor dem durch ei-
ne senkrechte Linie markierten Anfall ist ein Absinken von R zu erkennen (R ∈ [0.35, 0.75])
an. Diese Werte sind deutlich geringer als die der R Werte aus den interiktalen Bereichen.
Das wird durch die waagerechte Linie, die den Mittelwert von R aller zur Verfu¨gung ste-
henden interiktalen Abschnitte darstellt, unterstrichen. Im Anfallzeitraum steigt R wieder
an und u¨bertrifft sogar das durchschnittliche Niveau der interiktalen Bereiche.
In [MKADLE03] und [MAKRDEL03] berichteten Mormann und Kollegen von Abnah-
men der Synchronisation vor epileptischen Anfa¨llen. Dieser Verlust der Synchronisation
konnten in allen peri-iktalen Datensa¨tzen der untersuchten 17 bzw. 18 Patienten in einigen
wenigen der 18 mo¨glichen Kanalkombinationen der Elektrodenen TL und TR (siehe Ka-
pitel 1.4.2) gezeigt werden. Dabei wurden verschiedene Synchronisationsmaße verwendet,
unter anderem auch die mittlere Phasenkoha¨renz R. Der durch den Abfall der Synchronisa-
tion definierte pra¨-iktale Zustand konnte eine Dauer von wenigen Minuten bis zu mehreren
Stunden erreichen. Lagen fu¨r einen Patienten mehrere peri-iktale Datensa¨tze vor, so konnte
mindestens eine Kanalkombination gefunden werden, in der der Verlust der Synchronisation
zu beobachten ist.
Mormann und Kollegen konnten zeigen, dass mit diesem Pha¨nomen des Verlustes der
Synchronisation ein hypothetischer pra¨-iktaler Zustand definiert und somit auch prinzipiell
gegen das Auftreten von Anfa¨llen vorgegangen werden kann.
Dieses Pha¨nomen des Verlustes der Synchronisation erscheint unlogisch und widerspricht
der Intuition. Ein Erkla¨rungsversuch fu¨r dieses Verhalten ist die Idee der Rekrutierung von
Neuronen fu¨r das Anfallsgeschehen. Ein Gehirnareal koppelt sich vom restlichen Gehirn ab
und rekrutiert Neuronen, die im Anfallsgeschehen mitwirken sollen. Sind die implantierten
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Elektroden so plaziert, dass Kontakte innerhalb und außerhalb des Areals liegen, kann die-
ser Prozess durch die Nutzung von Synchronisationsmaßen untersucht werden.
Zusammenfassend la¨ßt sich sagen: Das Maß mittlere Phasenkoha¨renz R ist ein nicht-
lineares Synchronisationsmaß, mit dem nicht nur in (idealen) gekoppelten dynamischen
Modellsystemen Synchronisation nachgewiesen werden kann, sondern es ist auch robust
genug, um auf reale Zeitreihen wie EEG, die aus Aufzeichnungen der pra¨chirurgischen
Epilepsiediagnostik stammen, angewendet werden zu ko¨nnen. Dieses Maß und weitere Syn-
chronisationsmaße ermo¨glichen es, einen hypothetischen Voranfallszustand zu definieren, so
dass prinzipiell gegen das Auftreten von Anfa¨llen vorgegangen werden kann.
R wird in seiner Berechnungszeit durch die Berechnung der Fourier-Transformation do-
miniert (siehe Gleichung 1.19). Die Nutzung der Fast-Fourier-Transformation schafft einen
Proportionalita¨tsfaktor vonN log(N) (mitN als Anzahl der Datenpunkte pro Datenfenster)
zur Rechenzeit, welche aber mit heutigen Personal-Computern in Echtzeit zu berechnen ist.
Dieser wird allerdings durch die Anzahl der mo¨glichen Kanalkombinationen von z.B. L(L−1)
2
,
bei L mo¨glichen Kana¨len (in klinischen Applikationen bis zu L = 256) drastisch erho¨ht.
Personal-Computer eignen sich nicht, um ein Anfalls-Vorhersagesystem zu etablieren, da
sie meist nur im Verbund die beno¨tigte Rechenleistung bieten und viel Platz und viel Energie
beno¨tigen. Außerdem sind sie fehleranfa¨llig, da z.B. Netzteile und sich bewegende Teile wie
Festplatten und Lu¨fter unter Volllast im Dauerbetrieb ausfallen ko¨nnen. Natu¨rlich du¨rfen
auch nicht die Personalkosten fu¨r die Service-Techniker in der Kalkulation vergessen werden.
Um miniaturisierte oder sogar tragbare Systeme aufbauen zu ko¨nnen, mu¨ssen andere Arten
von Rechnerarchitekturen untersucht werden. Dabei muss gewa¨hrleistet werden, dass die
Algorithmen mo¨glichst exakt auf diese neuen Architekturen u¨bertragbar sind.
Das folgende Kapitel bescha¨ftigt sich mit solchen neuen Architekturen, die eine hohe
Rechenkapazita¨t bei gleichzeitig kleinem Platz- und Energieverbrauch bieten. Es handelt
sich dabei um neuronale Netze und im speziellen Zellulare Neuronale Netze.
Kapitel 2
Ku¨nstliche Neuronale Netze
2.1 Neuronale Netze
2.1.1 Motivation
Die heute zur Verfu¨gung stehende Rechenleistung von Personal-Computern (PC) (von Neu-
mann Maschinen) bis hin zu wissenschaftlich genutzten Super-Computern oder Rechner-
Verbu¨nden (Cluster-Systeme) bietet genug Ressourcen fu¨r die verschiedensten Applikatio-
nen. Vom hoch qualitativen nichtlinearen Videoschnitt auf PCs, die privat angeschafft wer-
den, bis hin zur Wettervorhersage auf Super-Computern sind heute viele Anwendungen
mo¨glich. Auch die Bildung von heterogenen Rechennetzen verbunden durch das Internet
(GRID-Technologie), die entsprechend der Problemstellung konfiguriert und genutzt wer-
den, ist keine Zukunftsmusik mehr. Die Idee von der Rechenleistung aus der Steckdose
scheint greifbar nahe.
Trotz der steigenden konventionellen Computer-Rechenleistung wird auch auf dem Ge-
biet der ku¨nstlichen neuronalen Netze geforscht. Werden das menschliche Gehirn, das neu-
ronale Netz schlecht hin, und Computer miteinander verglichen, so fa¨llt auf, dass Compu-
ter in der Datenspeicherung und Verarbeitung schneller sind als das Gehirn. Transistoren,
Schaltkreise in Computern, arbeiten heute im Gigahertzbereich. Komplexe arithmetische
Aufgaben ko¨nnen schnell und in hoher Genauigkeit von Computern bearbeitet werden. Das
menschliche Gehirn kann diese Geschwindigkeit nicht erreichen. Dafu¨r kann das menschli-
che Gehirn andere Aufgaben lo¨sen, die der Computer nicht einmal ansatzweise ausfu¨hren
kann. Ta¨tigkeiten wie z.B. Gehen, Sprechen, Erkennen von Personen (auch Jahre nach
dem letzten Treffen) oder aus Erfahrungen in Situationen handeln sind Aufgaben, die von
Computern kaum gelo¨st werden ko¨nnen.
Die Leistungsfa¨higkeit des Gehirns basiert auf seinemmassiv parallelen Aufbau. Die Neu-
ronen, die Bauelemente aus denen das Gehirn besteht, arbeiten im Millisekundenbereich.
Sie sind viel langsamer als elektronische Bauteile. Trotzdem ko¨nnen komplexe Ta¨tigkeiten
wie z.B. das Sehen (Erkennen und Auswerten von Bildern) effizient und schnell bewa¨ltigt
werden. Durch die ho¨chst komplexe Verkabelung im Gehirn existiert ein Werkzeug, mit dem
die Neuronen Aufgaben in einigen hundert Schritten bewa¨ltigen, die Computer in einigen
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Millionen oder noch mehr Schritten kaum schaffen.
Die oben genannte Fa¨higkeiten, aus Erfahrungen heraus Situationen zu meistern oder
fehlende Bruchstu¨cke einer Aufgabenlo¨sung durch Intuition zu erkennen, ko¨nnen mit dem
Computer nicht simuliert werden. Die unterschiedliche Art und Weise der Speicherung wird
als ein wichtiger Grund hierfu¨r genannt. Das Wissen im Gehirn wird in einer vagen und
vielschichtigen Weise gespeichert. Erinnerungen an Bilder, To¨ne oder Lo¨sungswege ko¨nnen
sehr schnell, ohne nachzudenken, zur richtigen Zeit verwendet werden. Erinnerungen werden
assoziativ genutzt.
Weiterhin ist das Gehirn plastisch. Es vera¨ndert sich, um Probleme effizient zu lo¨sen,
z.B. das Erlernen einer neue Sprache.
Der Einsatz von Neuronalen Netzen und Computern hat dennoch ha¨ufig große Vor-
teile. Es gibt Aufgaben, die nur mit neuronalen Netzen bzw. Computern sinnvoll gelo¨st
werden ko¨nnen. Tabelle 2.1 stellt die Eigenschaften eines menschlichen Gehirns und eines
Computers gegenu¨ber:
Eigenschaft Gehirn Computer
Parallelita¨t + -
Pra¨zision - +
Fehlertoleranz + -
Speicherzugriff global lokal
Mustererkennung + -
Fehlerloses Speichern - +
Lernfa¨higkeit + -
Rekonstruktion + -
Verallgemeinerung + -
Selbstorganisation + -
Tabelle 2.1: Vergleich Leistungen von Gehirn und Computer, + (-) bezeichnet eine hohe
(niedrige) Leistung
2.1.2 Grundlagen
Neuronen
Wie in realen neuronalen Netzen sind in ku¨nstlichen neuronalen Netzen die Neuronen (Ner-
venzellen, siehe Abbildung 2.1) die Grundbausteine. Sie sind dem biologischen Vorbild nach-
empfunden. Sie bestehen aus einem Zellko¨rper, aus den Dendriten (Eingabeleitungen), die
die Eingabe an die Zelle weiterleiten und dem Axon (Ausgabeleitung), das die Ausgabe der
Zelle weiterleitet.
Ein Axon verzweigt sich und tritt mit anderen Dendriten u¨ber Synapsen in Kontakt.
Die Sta¨rke der Verbindung durch die Synapsen wird durch Verbindungsgewichte geregelt.
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Abbildung 2.1: Neuron
Das menschliche Gehirn besteht aus etwa 1011 Neuronen mit jeweils 103 bis 104 Synap-
sen. Diese Komplexita¨t kann nicht vollsta¨ndig nachgebaut werden.
Ein ku¨nstliches Neuron (siehe Abbildung 2.2) wird u¨blicherweise durch ein n-Tupel
(~x, ~ω, fa, fo, o) beschrieben, wobei die Komponenten des Tupels folgende Bedeutungen ha-
ben:
• Eingabe ~x = (x1, ..., xn)
• Gewichte ~ω = (ω1, ..., ωn), die mit den dazugeho¨rigen Eingaben multipliziert werden
• Aktivita¨tsfunktion fa : <n ×<n → <
• Ausgabe- bzw. Transfer- oder Aktivierungsfunktion fo : < → <
• Ausgabe o
Eine ha¨ufige Wahl fu¨r die Aktivita¨tsfunktion ist die gewichtete Summe aller Eingaben:
fa(~x, ~ω) =
n∑
i=1
xiωi (2.1)
Fu¨r die Ausgabe des Neurons gilt:
o = fo(fa(~x, ~ω)) (2.2)
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Abbildung 2.2: Ku¨nstliches Neuron
Bei biologischen Neuronen muss fu¨r das Auslo¨sen eines Aktionspotentials o ein bestimm-
ter Schwellenwert S u¨berschritten werden. Damit kann z.B. fo durch Verwendung eines
bina¨ren Schwellenwertes modelliert werden:
o = fo(
n∑
i=1
xiωi) =
{
1 :
∑n
i=1 xiωi ≥ S
0 : sonst
(2.3)
Da in diesem Modell nicht die Intensita¨t aufeinander folgender Aktionspotentiale biologi-
scher Neuronen beru¨cksichtigt wird, werden lineare Ausgabefunktionen verwendet.
Der zeitliche Abstand, in dem Aktionspotentiale durch Nervenzellen weitergereicht wer-
den, ist nach unten beschra¨nkt (er liegt im Millisekunden Bereich). Deshalb sollte im for-
malen Neuronenmodell eine beschra¨nkte und differenzierbare Ausgabefunktion verwendet
werden. Sigmoidale Funktionen fs erfu¨llen diese Voraussetzungen:
• fs : < → [0, 1]
• monoton wachsend
• differenzierbar
• limx→−∞ fs = Lg, mit Lg als kleinsten Wert, den Fs annehmen kann
• limx→+∞ fs = Rg, mit Rg als gro¨ßten Wert, den Fs annehmen kann
• Lg < Rg
Die Reizschwelle, die in einem biologischen Neuron u¨berschritten werden muss, damit
es feuern kann, wird durch den Schwellenwert oder Bias dargestellt. Dieser Schwellenwert
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kann in fo durch einen zusa¨tzlichen Parameter oder als zusa¨tzliches Gewicht ωBias realisiert
werden. Abbildung 2.3 stellt noch einmal exemplarisch ein ku¨nstliches Neuron dar, mit den
Eingaben ~x und ihren Gewichten ~ω und mit der Eingabe 1, die mit dem dazugeho¨rigen
Gewicht ωBias den Schwellwert des Neurons darstellt.
1ω
2ω
3ω
nω
of o
1x
2x
3x
nx
.
.
.
1 Biasω
Abbildung 2.3: Ku¨nstliches Neuron mit Schwellenwert
2.1.3 Neuronenverba¨nde
Werden mehrere Neuronen miteinander verbunden, so entsteht ein neuronales Netz. Die
folgende Auflistung stellt einige grundsa¨tzliche Eigenschaften eines neuronalen Netzes dar:
• N Neuronen sind Knoten des Netzes
• Kanten sind Verbindungen
• jedes Neuron hat beliebig viele Einga¨nge
• jedes Neuron sendet u¨ber eine beliebige Anzahl von Verbindungen genau eine Ausgabe
• L ≤ N Neuronen bekommen von außen Eingaben (Eingabeschicht)
• M ≤ N Neuronen geben nach außen Ausgaben (Ausgabeschicht)
Die Abbildung 2.4 stellt beispielhaft ein ku¨nstliches Neuronales Netz mit drei Eingabe-
Neuronen (x1 bis x3) auf der linken Seite in der Eingabeschicht (Input-Layer), acht Neuronen
in den mittleren Schichten (Verborgene-Schicht, Hidden-Layer) und vier Ausgabe-Neuronen
(o1 bis o4) auf der rechten Seite in der Ausgabeschicht (Output-Layer) dar. Dieses Netz ist
vorwa¨rtsgerichtet und besitzt keine Ru¨ckkopplungen.
Die Verbindungen von einem Neuron i zu einem Neuron j werden durch die Gewichte ωij
beschrieben. Damit kann die Topologie oder Verbindungsstruktur mit der Verbindungs- oder
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Abbildung 2.4: Vorwa¨rts gerichtetes neuronales Netz ohne Ru¨ckkopplung, nicht existierende
Verbindungen haben das Gewicht ωij = 0
Gewichts-Matrix W beschrieben werden. Gilt ωij = 0, so existiert keine Verbindung zwi-
schen den Neuronen i und j. Gilt ωij < 0 (ωij > 0), so existiert eine hemmende (anregende)
Verbindung zwischen den Neuronen i und j.
Topologien
Neuronale Netze lassen sich in Netze mit und ohne Ru¨ckkopplung unterteilen:
• Ru¨ckkopplungfreie Netze (vorwa¨rts gerichtete Netze)
1. Ebenenweise verbunden
– Netze sind in mehrere Schichten unterteilt
– Verbindungen nur von Schicht zur Schicht
2. Allgemeine
– Verbindungen u¨ber Schichten hinweg sind erlaubt
• Ru¨ckgekoppelte Netze (rekurrente Netze)
1. direkte Ru¨ckkopplung
– Neuronen ko¨nnen ihre eigene Aktivita¨t u¨ber eine Verbindung vom eigenen
Ausgang zum eigenen Eingang versta¨rken oder hemmen
2. indirekte Ru¨ckkopplung
– Neuronen ho¨herer Schichten (zur Ausgabeschicht hin) sind mit Neuronen
niedriger Schichten (zur Eingabeschicht hin) verbunden
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3. laterale Ru¨ckkopplung
– Ru¨ckkopplungen innerhalb einer Schicht sind mo¨glich
4. vollsta¨ndig verbunden
– Beispiel hierfu¨r sind sog. Hopfield-Netze ([RR93]) mit einer symmetrischen
Gewichts-Matrix W , deren Eintra¨ge auf der Diagonalen 0 sind.
Ru¨ckgekoppelte Netze werden eingesetzt, um Zeitabha¨ngigkeiten in Daten modellieren zu
ko¨nnen. Die bereits verarbeiteten Daten werden mit der Eingabe als neue Eingabe genutzt.
2.1.4 Lernen
Neuronale Netze ko¨nnen i. Allg. nicht sofort die gestellte Aufgabe erledigen. Analog zu
einem biologischen System mu¨ssen sie ein Training absolvieren und die no¨tigen Fa¨higkeiten
lernen. Das Lernen erfolgt durch Selbstmodifikation nach einer Lernregel. Die folgenden
Modifikationen ko¨nnen durchgefu¨hrt werden:
• Modifikation der Gewichte ωij
– Verbindungen a¨ndern
– neue Verbindungen setzen (vorher ωij = 0, nachher ωij 6= 0)
– Verbindungen lo¨schen (vorher ωij 6= 0, nachher ωij = 0)
• Modifikation der Schwellenwerte
• Modifikation der Transferfunktion
• Modifikation des Netzwerkes
– Neuronen lo¨schen
– Neuronen der Topologie hinzufu¨gen
Die erste und zweite Modifikation wird ha¨ufig im Training verwendet.
Das Lernen kann in drei Varianten unterteilt werden:
• U¨berwachtes Lernen
– die Differenz zwischen der aktuellen Ausgabe und der idealen Ausgabe fließt ins
Training ein
– Trainingsdaten, bestehend aus Eingabedaten und idealen Ausgabedaten, mu¨ssen
vorhanden sein
• Besta¨rktes Lernen
– nur richtig oder falsch (keine Differenz) fließt ins Training ein
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– Trainingsdaten, bestehend aus Eingabedaten und idealen Ausgabedaten mu¨ssen
vorhanden sein
• Unu¨berwachtes Lernen (selbst organisert)
– nur Trainingsdaten, bestehend aus Eingabedaten und idealen Ausgabedaten sind
vorhanden
Fu¨r Details zum Thema Lernen sei auf den Anhang B und auf das Kapitel 3.2.3 ver-
wiesen.
Zusammenfassend la¨ßt sich sagen: Technische neuronale Netze ermo¨glichen eine vo¨llig
neue Herangehensweise an Probleme, die mit herko¨mmlichen Computern mit einem hohen
Zeitbedarf gelo¨st werden ko¨nnen1. Erforderlich dafu¨r ist die Loslo¨sung von der Darstellung
durch programmierte Algorithmen, die auf Computern zur Lo¨sung der Probleme eingesetzt
werden. Die Probleme mu¨ssen durch entsprechende Wahl der Neuronen und der Topologie
des Netzes abgebildet werden. Es gibt keine Programmierung mehr, statt dessen muss durch
Training die Problemstellung dem ku¨nstlichen neuronalen Netz beigebracht werden.
Technische neuronale Netze haben den Vorteil, dass bekannte Eigenschaften von natu¨rli-
chen neuronalen Netzen, wie demmenschlichen Gehirn, integriert werden ko¨nnen. So ko¨nnen
Lo¨sungswege der Natur in die technische Welt u¨bertragen werden. Gleichzeitig kann aber
auch durch Modellierung in technischen neuronalen Netzen versucht werden, die Natur, in
diesem Fall den Aufbau der dem Problem unterliegendene Strukturen, zu verstehen.
Technische neuronale Netze bieten die Mo¨glichkeit, Ho¨chstleistungsberechnungen durch-
zufu¨hren und dabei einen Bruchteil der Energie und des notwendigen Raumes, wenn sie als
VLSI-Realisationen (Halbleiter-Bausteine) verfu¨gbar sind, zu verbrauchen. Das folgende
Kapitel bescha¨ftigt sich mit einer Klasse solcher Netze, den Zellularen Neuronalen Netzen.
Weitere Informationen zum Thema neuronale Netze sind z.B. in [RR93] zu finden. Im
Anhang E findet sich eine Auflistung u¨ber einige wichtige Daten in der Entwicklung ku¨nst-
licher neuronaler Netze in den letzten 60 Jahren. Dabei wird auf das Modell von McCulloch
und Pitts, die Hebb’sche Lernregel und auf das Perzeptron genauer eingegangen.
1Probleme die ein polynomielles Laufzeitverhalten mit hohem Polynomgrad oder sogar ein exponentielles
Laufzeitverhalten aufweisen.
Kapitel 3
Software und Hardware CNN
3.1 Zellulare Neuronale Netze (CNN)
Zellulare Neuronale Netze, kurz CNN, sind eine Klasse von ku¨nstlichen neuronalen Netzen
mit bestimmten Eigenschaften. Sie bestehen aus einer Menge von Neuronen, die allerdings
nur lokal miteinander verbunden sind. Dises Paradigma wurde zum ersten Mal von Chua
und Yang im Jahr 1988 ([CY88], [Ch98]) formuliert:
A CNN is any spatial arrangement of locally-coupled cells, where each cell
is a dynamical system which has an input, an output and a state evolving
according to some prescribed dynamical laws.
Diese Definition entha¨lt die drei wichtigsten Punkte, die fu¨r jedes CNN gelten:
1. Die Neuronen sind beliebig ra¨umlich angeordnet, der Geometrie sind keine Grenzen
gesetzt.
2. Jedes Neuron ist nur mit Neuronen aus der na¨chsten Nachbarschaft verbunden.
3. Jedes Neuron ist ein dynamisches System, welches durch seine Dynamik und drei
Zuga¨nge (der Eingabe, dem Status und der Ausgabe) beschrieben wird.
Aufgrund der lokalen Kopplung ko¨nnen CNN auch als nichtlineare analoge Schaltungen
in Form von Halbleiter-Bauteilen (ICs bzw. Chips) zur massiv parallelen Verarbeitung von
Signalen in Echtzeit gebaut werden. Allgemeine technische neuronale Netze ko¨nnen dagegen
aufgrund der i. Allg. hochkomplexen Verkabelung nicht als Gera¨te realisiert werden.
3.1.1 Konzept
In diesem Unterkapitel werden CNN anhand einer zweidimensionalen Struktur erkla¨rt, dem
Starndard-CNN. Theoretisch ist jede geometrische Form denkbar.
Abbildung 3.1 zeigt ein zweidimensionales CNN. Um die einzelne markierte Zelle ist eine
3× 3 und eine 5× 5 Umgebung zu erkennen. Diese Umgebungen zeigen zwei Mo¨glichkeiten
der Nachbarschaftswahl, die 1er Spha¨re und die 2er Spha¨re. Diese Wahl wird fu¨r alle Zellen
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Abbildung 3.1: Zweidimensionales CNN mit Zelle (weißes Quadrat) und dazugeho¨riger 3×3
(schwarze Zellen) und 5× 5 (hell graue Zellen) Umgebung
getroffen. D.h. jede Zelle kann nur auf diese Art und Weise mit der Nachbarschaft verbunden
werden.
Um Probleme mit Randzellen und deren Nachbarschaften (virtuelle Zellen, falls sie au-
ßerhalb des CNN liegen) zu vermeiden, ko¨nnen folgende Randbedingungen definiert werden
(vgl. Abbildung 3.2):
• Die Randzellen werden auf einen konstanten Wert gesetzt. Ist dieser Wert 0, werden
die Randbedingungen neutral genannt.
• Die Randzellen werden mit den Randzellen auf der anderen Seite verbunden (wrap
around bzw. periodische Randbedingung). Es entsteht eine geschlossene Struktur.
• Die Randzellen werden mit einem Versatz um eine Zeile mit den Randzellen auf der
anderen Seite verbunden (closed spiral bzw. geschlossene Spirale).
0
0
0
0
+1
+1
+1
+1
Abbildung 3.2: Mo¨glichkeiten zur Handhabung der Randbedingung (links - neutrale Rand-
bedingung, Mitte - wrap around, rechts - closed spiral)
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Es sind beliebige Konfigurationen denkbar, um die virtuellen Zellen zu beschreiben. Die
drei oben genannten sind die Gebra¨uchlichsten.
Jede Zelle (siehe Abbildung 3.3) besteht formal gesehen aus einem Eingang u, einem
Status x, einem Schwellenwert z und einem Ausgang y.
x
u
z
y
Abbildung 3.3: Schematische Darstellung der Zelle i
Das Verhalten eines CNN kann u¨ber ein gekoppeltes Differentialgleichungssystem (Zu-
standsgleichung) beschrieben werden. Im vorliegenden Fall eines zweidimensionalen CNN,
mit M ×N Zellen, gilt fu¨r jede Zelle ij (0 < i < M und 0 < j < N):
Cij
d
dτ
xij(τ) =
−xij(τ)
Rij
+
∑
kl∈SA
aklykl(τ) +
∑
op∈SB
bopuop + zij (3.1)
mit xij(τ) als Status der Zelle ij, ykl(τ) als Ausgabe der Zelle kl, uop als Eingabe der
Zelle op, zij als Schwellenwert der Zelle ij und den Gewichten (Templates) akl (Feedback)
und bop (Feedforward) mit den Elementen kl und op aus den Spha¨ren SA und SB. Cij und
Rij entsprechen der Kapzita¨t und dem Widerstand einer jeden Zelle ij und werden ohne
Beschra¨nkungung der Allgemeinheit R = C = 1 gesetzt.
Die Ausgabe einer jeden Zelle ij wird durch die Kennlinie (Ausgabefunktion) bestimmt:
yij(τ) = f(xij(τ)) =
1
2
(|xij(τ) + 1| − |xij(τ)− 1|) (3.2)
Input U State X Output Y
B A
Bias Z
Abbildung 3.4: Schematische Darstellung der Verkabelung eines CNN
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Auch diese stu¨ckweise lineare Funktion kann bei Bedarf gegen eine andere ausgetauscht
werden. Sie wird aber im Standard-CNN genutzt. Die Werte, die jede Zelle in der Eingabe
und in der Ausgabe annehmen kann, liegen im Bereich [−1, 1]. Sie ko¨nnen also alle Grau-
stufen zwischen weiß (∼= −1) und schwarz (∼= 1) annehmen. Werden beim Voreinstellen
des CNN auch die Werte des Status gesetzt, so werden auch hier die Grenzen [−1, 1] ein-
gehalten. Abbildung 3.4 stellt die Verkabelung eines CNN dar. Diese bildliche Darstellung
entspricht der Gleichung 3.1. Ein CNN kann als ein System von vier Ebenen (Eingabe U ,
Status X, Schwellenwert Z und Ausgabe Y ) verstanden werden. Durch die Definition der
Gro¨ße der Nachbarschaft wird die Verbindungsstruktur zwischen allen Zellen und deren
Ebenen festgelegt.
Eine mo¨gliche Konfiguration kann folgendermaßen aussehen:
Wird zwischen der Eingabe und dem Status eine invariante 1er Nachbarschaft festgelegt
und zwischen der Ausgabe und dem Status eine invariante 2er Nachbarschaft festgelegt,
sowie ein invarianter Schwellenwert z gesetzt, so gilt Folgendes:
1. Nur die 3 × 3 umgebenen Zellen haben u¨ber ihre Eingabe und das Feedforward-
Template Einfluss auf den Status einer jeden Zelle.
2. Nur die 5×5 umgebenen Zellen haben u¨ber ihre Ausgabe und das Feedback-Template
Einfluss auf den Status einer jeden Zelle.
3. Der Schwellenwert zij = z gilt fu¨r alle Zellen ij und damit global fu¨r das gesamte
Netz.
Somit kann diese Konfiguration mit zwei Matrizen und einem Schwellenwert beschrieben
werden. Eine Matrix mit 3 ∗ 3 = 9 Eintra¨gen beschreibt das Feedforward-Template B, eine
weitere mit 5∗5 = 25 Eintra¨gen das Feedback-Template A. Dadurch, dass beide Templates
invariant sind, gelten sie fu¨r alle Zellen gleichermaßen. Zu bemerken ist, dass das zentrale
Element von A und B fu¨r jede Zelle eine Kopplung auf sich selbst ist. Somit wird das
Verhalten des CNN in diesem Fall durch 3 ∗ 3 + 5 ∗ 5 + 1 = 35 Parameter vollsta¨ndig
beschrieben. Bei einem CNN mit z.B. 64 ∗ 64 = 4096 Zellen sind 35 Parameter eine sehr
geringe Zahl. Im Gegensatz dazu beno¨tigt ein Hopfield-Netz dieser Gro¨ße 4096∗(4096−1) =
16773120 zu bestimmende Parameter.
3.1.2 Aufgabenfelder und Beispiele
CNN werden in vielen wissenschaftlichen Aufgabenfeldern eingesetzt.
Komplexe Aufgaben aus der Bildverarbeitung ko¨nnen mit CNN gelo¨st werden. Dabei
werden spezielle Eigenschaften von Objekten extrahiert und klassifiziert, eine Kollisionser-
kennung durchgefu¨hrt und die Objektanzahl und Gro¨ße bestimmt. Aber auch die Analyse
von dreidimensionalen Oberfla¨chen kann mit CNN durchgefu¨hrt werden. Dabei ko¨nnen
z.B. Extremwerte erkannt werden oder Fla¨chen, welche nicht vorgegebenen Gradienten ent-
sprechen. Ebenso ko¨nnen partielle Differentialgleichungen mit CNN gelo¨st werden. Dabei
werden u.a. thermische Verla¨ufe, die Abstrahlung von Antennen und medizinische Probleme
betrachtet. CNN ko¨nnen auch zur Mustererkennung in skalaren Signalen genutzt werden
([Ca03]).
3.1. ZELLULARE NEURONALE NETZE (CNN) 35
Diese Aufza¨hlung entha¨lt nur wenige Beispiele von Problemstellungen, die mit CNN zu
realisieren sind. Weitere Beispiele sind in z.B. [Ch98], [FTFE01], [KTW00], [PTW96] zu
finden.
Im Folgenden werden einige Beispiele aufgefu¨hrt, die die Ma¨chtigkeit des Werkzeugs
CNN illustrieren. Wegen der zweidimensionalen Topologie wird von Bildern, z.B. Eingabe-
Bild, geredet. Die Ecken von Bildern mit großen weißen Fla¨chen werden durch schwarze
Punkte dargestellt, damit sie von der Seite unterschieden werden ko¨nnen. Weitere Informa-
tionen zu den im folgenden Text beschriebenen CNN-Typen sind in [RK99] und [Ch98] zu
finden.
AND-CNN
Aufbau des CNN Das AND-CNN wird durch folgende Gewichte A, B und den Schwel-
lenwert Z bestimmt:
A =

0 0 0
0 2 0
0 0 0
 B =

0 0 0
0 1 0
0 0 0
 Z = { −1 } (3.3)
Aufgabe bzw. Ablauf Gegeben sind zwei statische bina¨re Bilder (Bilder die nur schwar-
ze und weiße Bildpunkte enthalten) P1, P2.
Das Eingabe-Bild U wird mit dem ersten bina¨ren Bild geladen, U = P1.
Das erste Status-Bild wird mit dem zweiten bina¨ren Bild geladen, X(0) = P2.
Fu¨r die Ausgabe gilt nach einer zeitlichen Entwicklung (Y (t)⇒ Y (∞)):
Das Ausgabe-Bild ist ein bina¨res, das der logischen Operation UND zwischen P1 und P2
entspricht. Dabei entsprechen die schwarz eingefa¨rbten Bildpunkte dem Bool’schen Wert
wahr und die weiß eingefa¨rbten dem Bool’schen Wert falsch.
a.) Eingabe-Bild U b.) Status-Bild X(0) c.) Ausgabe-Bild Y (∞)
Abbildung 3.5: Beispielanwendung des AND-CNN
Die Abbildungen 3.5 a.) bis c.) demonstrieren die Ausfu¨hrung der logischen Operation
UND. Weitere Operationen wie NOT, OR, XOR oder Maskierung ko¨nnen durchgefu¨hrt
36 KAPITEL 3. SOFTWARE UND HARDWARE CNN
werden, so dass durch Kombination von mehreren CNN, bzw. einer Kaskadierung mehrerer
CNN-Operationen, mathematische Operationen durchgefu¨hrt werden ko¨nnen.
Kanten-Finder-CNN
Aufbau des CNN Das Kanten-Finder-CNN wird durch folgende Gewichte A, B und
den Schwellenwert Z bestimmt:
A =

0 0 0
0 0 0
0 0 0
 B =

−1 −1 −1
−1 8 −1
−1 −1 −1
 Z = { −1 } (3.4)
Aufgabe bzw. Ablauf Gegeben ist ein statisches bina¨res Bild P .
Das Eingabe-Bild wird mit dem bina¨ren Bild geladen, U = P .
Das erste Status-Bild X(0) kann beliebig gewa¨hlt werden oder per Standardeinstellung
X(0) = 0 sein.
Die Randwerte, die virtuellen Zellen, werden auf −1 (weiß) gesetzt.
Fu¨r die Ausgabe gilt nach einer zeitlichen Entwicklung (Y (t)⇒ Y (∞)):
Das Ausgabe-Bild ist ein bina¨res, welches nur noch die Ra¨nder aller schwarzen Strukturen
entha¨lt.
a.) Eingabe-Bild U b.) Ausgabe-Bild Y (∞)
Abbildung 3.6: Beispielanwendung des Kanten-Finder-CNN
Kanten finden (siehe Abbildungen 3.6 a.) und b.)), genauso wie z.B. Lu¨cken in Struktu-
ren finden ist ein komplexes Problem in der Bildverarbeitung, das von CNN in einer hohen
Geschwindigkeit gelo¨st werden kann. Auch hier bieten CNN einen weiteren interessanten
Ansatz als Erga¨nzung oder gar als Ersatz zu computerbasierten Lo¨sungen.
Game-of-Life-CNN
Das Spiel des Lebens (Game of Life) ist ein sehr prominentes Beispiel fu¨r einen endlichen
Automaten1. Das Spiel entwickelt sich in diskreten Zeitschritten. Eine Zelle, die schwarz
1Ein endlicher Automat ist eine Turing Maschine, ein Konstrukt aus der Informatik. Jeder Computer,
der mit einem festen Programm arbeitet, ist durch eine Turing Maschine beschreibbar. Umgekehrt gibt es
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eingefa¨rbt ist lebt, eine Zelle, die weiß eingefa¨rbt ist, ist tot. Das Spiel wird auf einer
unendlich großen Fla¨che gespielt.
Das U¨berleben einer jeden Zelle ha¨ngt von der Konfiguration der acht Zellen in der
unmittelbaren Umgebung (3 × 3 Umgebung) ab. Die folgenden lokalen Regeln gelten fu¨r
das Spiel:
1. Geburt: Eine tote Zelle zum Zeitpunkt t wird lebendig zum Zeitpunkt t + 1, wenn
genau drei der acht Nachbarn am Leben sind.
2. Tod bei U¨berbevo¨lkerung: Eine lebendige Zelle zum Zeitpunkt t stirbt zum Zeitpunkt
t+ 1, wenn mehr als drei der acht Nachbarn am Leben sind.
3. Tod durch Vereinsamung: Eine lebendige Zelle zum Zeitpunkt t stirbt zum Zeitpunkt
t+ 1, wenn weniger als zwei der acht Nachbarn am Leben sind.
4. U¨berleben: Eine lebendige Zelle zum Zeitpunkt t bleibt zum Zeitpunkt t+1 am Leben,
wenn genau zwei oder drei der acht Nachbarn am Leben sind.
Dieses Problem kann in ein Game-of-Life-CNN u¨berfu¨hrt werden. Dadurch, dass dieses
Problem nicht linear separierbar ist, muss es in eine Kaskade von drei CNN aufgeteilt
werden, welche in einer bestimmten Reihenfolge angesprochen werden.
Aufbau des CNN Das Game-of-Life-CNN wird durch zwei CNN K1, K2 und dem in
3.1.2 genannten AND-CNN realisiert.
Fu¨r K1 gilt:
A =

0 0 0
0 2 0
0 0 0
 B =

−1 −1 −1
−1 0 −1
−1 −1 −1
 Z = { −1 } (3.5)
Fu¨r K2 gilt:
A =

0 0 0
0 2 0
0 0 0
 B =

1 1 1
1 1 1
1 1 1
 Z = { 4 } (3.6)
Das AND-CNN wurde bereits in 3.1.2 detailiert beschrieben.
Aufgabe bzw. Ablauf Gegeben ist ein statisches bina¨res Bild P .
Zuna¨chst wird P in K1 bearbeitet:
Das Eingabe-Bild wird mit dem bina¨ren Bild geladen, U1 = P .
Das erste Status-Bild X1(t) kann beliebig gewa¨hlt werden oder per Standardeinstellung
X1(t) = 0 sein.
zu jeder Turing Maschine ein Computerprogramm, das diese simuliert. Fu¨r weitere Informationen sei auf
[Ch98] und die Referenzen darin verwiesen.
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Parallel dazu (oder danach) wird P in K2 bearbeitet:
Das Eingabe-Bild wird mit dem bina¨ren Bild geladen, U2 = P .
Das erste Status-Bild X2(t) kann beliebig gewa¨hlt werden oder per Standardeinstellung
X2(t) = 0 sein.
Die beiden Ausgaben Y1(∞) und Y2(∞) werden mit einer AND-CNN-Operation ver-
knu¨pft. Die resutierende Ausgabe YAND−CNN(∞) entha¨lt den ersten Schritt des Game-of-
Life. Jeder weitere Schritt erfordert die Abarbeitung der oben beschriebenen Kaskade von
CNN-Operationen.
Das Game-of-Life-CNN ist ein Beispiel fu¨r ein CNN, welches durch Aneinanderreihung von
CNN-Operationen die ihm gestellte Aufgaben lo¨st.
Das Game-Of-Life-CNN ist ein Beispiel fu¨r die Mo¨glichkeit, ein Problem aus der Welt
der Computer in die Welt der ku¨nstlichen neuronalen Netze zu u¨berfu¨hren. Dadurch, dass
der Spiel des Lebens Automat eine universelle Turing Maschine ist ([BCG82]) und jedes
geschriebene Programm durch eine universelle Turing Maschine dargestellt werden kann,
kann also auch jedes geschriebene Programm auf ein Zellulares Neuronales Netz u¨bertragen
werden. Diese Tatsache ist der Nachweis, dass jedes Computer-Problem mit CNN gelo¨st
werden kann. Durch vorhandene schaltungstechische Realisationen erscheinen CNN als Al-
ternative zur herko¨mmlichen Hochgeschwindigkeits-Datenverarbeitung.
Zusammenfassend la¨ßt sich sagen: Zellulare Neuronale Netze stellen eine besondere Klas-
se von ku¨nstlichen neuronalen Netzen dar. Durch die lokale Kopplung der Zellen verringert
sich die Komplexita¨t der technischen Realisation. CNN sind als schaltungstechnische Reali-
sationen erha¨ltlich. Damit ist die Nutzung eines CNN als Koprozessor zu einem bestehenden
System oder sogar als eigensta¨ndige Recheneinheit mo¨glich.
Interessant ist an dieser Stelle der Vergleich zwischen erzielbarer Geschwindigkeit, bei
gleichzeitiger Betrachtung des verbrauchten Volumens fu¨r das Bauteil und der verbrauch-
ten Energie im Betrieb. Handelsu¨bliche Computer werden deutlich u¨bertroffen. Ein 25mm2
großer 64× 64 CNN-Chip mit linearen 3× 3 A und B Templates ist bei z.B. Bildverarbei-
tungsoperationen, wie Halftoning (aus Grauwerten wird ein Schwarz-Weiß Raster, a¨hnlich
wie beim Faxen, erzeugt), etwa 2000 mal schneller als ein aktueller Pentium4 2GHz Com-
puter. Gleichzeitig verbraucht er nur einige mW Energie, gegen die 90 W des Prozessors
(unter Volllast, der Energieverbrauch fu¨r zusa¨tzliche Komponenten eines Computers ist
nicht eingerechnet). Diese hohe Geschwindigkeit wird durch die massive parallele Struktur
der CNN erreicht. Jede Zelle arbeitet parallel (gleichzeitig) mit den anderen Zellen des CNN
am gestellten Problem.
Da endliche Automaten als CNN implementiert werden ko¨nnen, sind den Aufgaben-
stellungen, die mit CNN gelo¨st werden ko¨nnen, keine Grenzen gesetzt. Allerdings erfordert
die Programmierung eines CNN ein Umdenken. Die Konfigurationen der wenigsten CNN,
die fu¨r spezielle Probleme genutzt werden ko¨nnen, lassen sich analytisch berechnen, d.h.
die A und B Templates und der Schwellenwert Z brauchen nur noch aus der Lo¨sung der
Differentialgleichung 3.1 abgelesen werden. Statt dessen muss hier fast immer, wie bei den
allgemeinen ku¨nstlichen Neuronalen Netzen, die Technik der Optimierung genutzt wer-
den (siehe Kapitel 3.2.3 und Anhang B). Natu¨rlich muss vorher das Problem erst in eine
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Darstellungsform gebracht werden, die im CNN abbildbar ist. Die folgenden Abschnitte
bescha¨ftigen sich mit zwei CNN-Realisationen, einer Software-Implementation, SCNN, und
einer schaltungstechnischen Implementation, Aladdin-ACE4K.
3.2 SCNN - ein universeller Software Simulator
In diesem Abschnitt wird eines der zwei hier genutzten Werkzeuge, das SCNN Software
System besprochen.
Um Ideen und Aufgabenstellungen durch CNN zu verwirklichen, wird in der Regel
zuna¨chst ein allgemeiner Simulator genutzt. Solch ein Simulator sollte alle Mo¨glichkeiten
bieten, die das System theoretisch erfu¨llen kann. Idealerweise sollte er im Quelltext vor-
liegen, so dass mo¨gliche negative Seiteneffekte abgefangen und auf die Realisation des Si-
mulators oder der Aufgabenstellung zuru¨ckgefu¨hrt werden ko¨nnen. Ein solches System fu¨r
CNN wird durch SCNN, einen Software Simulator, dargestellt. Es wurde u¨ber Jahre hinweg
im Institut fu¨r Angewandte Physik der Universita¨t Frankfurt ([Ku96], [KTW96], [KLT00],
[KTAGFLPSW00]) entwickelt und erweitert.
3.2.1 Konzept
SCNN ist ein universeller Simulator fu¨r Zellulare Neuronale Netze. Die Software wurde in
portablem C2 unter AIX 3 entwickelt. SCNN wurde aber auch fu¨r weitere Betriebssysteme
wie Linux und Windows portiert4.
SCNN kann sowohl per Benutzeroberfla¨che, als auch per Skript gesteuert werden. Die
Berechnungen wurden nicht auf dem Arbeitsplatz-Computer durchgefu¨hrt, da SCNN, je
nach Konfiguration, durchaus mehrere Tage braucht, um Endergebnisse zu liefern.
Im folgenden werden die Haupteigenschaften der globalen Struktur des SCNN beschrie-
ben. SCNN kann beliebig viele Zell-Schichten mit beliebig vielen Zellen pro Schicht si-
mulieren. Dabei kann die Topologie einer jeden Schicht ein-, zwei- oder dreidimensional
Verbindungen zwischen den eigenen Zellen erlauben. Genauso flexibel ist die Verbindung
zwischen den Schichten selbst. Weiterhin kann jeder Schicht eine andere Ausgabefunktion
zugeordnet werden. Damit ko¨nnen die Schichten als verschiedene CNN angesehen werden,
die miteinander verknu¨pft werden ko¨nnen.
Folgende Ausgabefunktionen (Kennlinien) stehen zur Verfu¨gung (mit m als Nummer
der Schicht):
• f(xmij (τ)) = 12(|xmij (τ) + 1| − |xmij (τ)− 1|), Standardfunktion stu¨ckweise linear
• f(xmij (τ)) = 21+exp(−β∗xmij (τ)) − 1, sigmoidale Funktion mit Steigungsparameter β
• f(xmij (τ)) = sgn(xmij (τ))
2C ist eine prozedurale Programmiersprache, eine Standardsprache, die fu¨r viele verschiedene Betriebs-
systeme verfu¨gbar ist.
3AIX ist ein Unix-a¨hnliches Betriebssystem.
4Diese Portierungen war fu¨r die vorliegende Dissertation notwendig und wurde ebenfalls im Rahmen
derselben durchgefu¨hrt, da die Arbeitsgruppe nur u¨ber Windows und Linux PCs verfu¨gt.
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• f(xmij (τ)) = xmij (τ)
• tabellarisch, mit stu¨ckweise linearer oder kubischer Spline-Interpolation
Zusa¨tzlich kann jeder Schicht eine weitere Vorverarbeitung-Ausgabefunktion gm zuge-
wiesen werden, mit ymij (τ) = f(g
m(xmij (τ))). Diese Vorverarbeitung-Ausgabefunktion wird
in tabellarischer Form angegeben und kann stu¨ckweise linear oder mit kubischen Splines
interpoliert werden.
Die Simulation erfolgt durch Integration der Zustandsgleichung 3.1. Fu¨r die Integration
stehen das Eulersche Integrationsverfahren und das Integrationsverfahren Runge-Kutta 4ter
Ordnung zur Verfu¨gung. Sie werden ausfu¨hrlich im Anhang A besprochen.
Die folgenden Randbedingungen (siehe Kapitel 3.1.1) ko¨nnen fu¨r Netzwerke mit trans-
lationsinvarianten Gewichten gewa¨hlt werden. Einerseits ko¨nnen alle virtuellen Zellen auf
+1, 0 (auch neutral oder Zero-Flux genannt) oder −1 gesetzt werden. Weiterhin kann auch
eine periodische Bedingung oder eine periodische Bedingung mit einem Versatz um +1
beim Wechsel von der rechten Rand zum linken Rand gesetzt werden (geschlossene Spirale
in x-Richtung). Die letzte Mo¨glichkeit besteht aus der Wahl der von Neumann Bedingung.
Die virtuellen Zellen werden mit den Werten der entsprechenden Randzellen gleichgesetzt.
Die Zellen ko¨nnen mit invarianten oder varianten Widersta¨nden R und Kondensatoren
C initialisiert werden. U¨blicherweise werden diese Werte in der Zustandsgleichung auf den
Wert 1 gesetzt.
Alle Zellenwerte werden als Fließkommazahlen mit doppelter Genauigkeit gespeichert
und verarbeitet. Fu¨r die Simulation eines Hardware CNN ko¨nnen jedem Zelleingang, Zell-
status, Widerstand und Kondensator Zufallswerte (gaußverteilt) additiv u¨berlagert werden,
um damit mo¨gliche Bauteiltoleranzen nachzuvollziehen.
Die Templates A und B ko¨nnen translationsinvariant oder translationsvariant gewa¨hlt
werden. Jedes Template kann durch ein Polynom mit beliebiger Ordnung oder tabellarisch
mit stu¨ckweise linearer oder kubischer Spline-Interpolation beschrieben werden. Fu¨r ein
polynomiales A Template mit Ordnung Q gilt
a
(Q)
kl (ykl(τ)) =
Q∑
q=1
aq,kl(ykl(τ))
q (3.7)
Damit entspricht aklykl(τ), aus der Zustandsgleichung 3.1, der Notation a
1
kl(ykl(τ)). Fu¨r ein
polynomiales B Template mit Ordnung V gilt entsprechend
b(V )op (uop) =
V∑
v=1
bv,op(uop)
v (3.8)
SCNN sichert Template- und Ausgabefunktion-Strukturen in Standard-ASCII Dateien.
Bilder (gebra¨uchliche Bezeichnung bei Nutzung von zweidimensionalen CNN-Topologien),
mit denen die Eingabe, der Status, der Schwellenwert, die Referenz bei der Optimierung, die
Ausgabe und die Werte der Widersta¨nde und Kondensatoren beschrieben werden, ko¨nnen
in eigenen Fließkommaformaten (ASCII oder bina¨r) oder in Bildformaten (PBM und PGM)
gespeichert und geladen werden. Dabei ist den Fließkommaformaten Vorzug zu geben, da
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die Bildformate nur schwarz-weiß (2 Bit Informationen) oder Graustufenbilder (8 Bit In-
formationen, 256 Stufen) erzeugen. Dies fu¨hrt zum Verlust der Genauigkeit, die durch die
Auslegung der inneren Stukturen auf doppelte Fließkommagenauigkeit gegeben ist.
3.2.2 Simulation
Die Simulation mit SCNN bedeutet die Topologie des CNN und dessen Templates A und B,
den Schwellenwert Z, eine Eingabe U und einen Status X(0) festzulegen, die Einstellungen
des Simulators wie z.B. den gewu¨nschten Integrationsalgorithmus zu wa¨hlen und die Zu-
standsgleichung 3.1 numerisch zu lo¨sen. Das Ergebnis nach einer gewa¨hlten Integrationszeit
(Berechnungsdauer) τtrans steht dann in der Ausgabe Y (τtrans). τtrans wird durch die Schritt-
weite h (siehe Anhang A) des Integrationsverfahrens und die Anzahl der Simulationsschritte
Nsim bestimmt:
τtrans = h ∗Nsim (3.9)
Dieses Verhalten entspricht dem der schaltungstechnischen Realisationen von CNN. Hier
wird auch nach einer Zeit τtransChip der Chip angehalten und die Ausgabe Y (τtransChip)
ausgelesen.
Im Anhang F.2 wird detailiert auf ein Beispiel zur Simulation eines AND-CNN (siehe
auch Kapitel 3.1.2) eingegangen.
3.2.3 Optimierung
Die Konfigurationen der wenigsten CNN, die fu¨r spezielle Probleme genutzt werden ko¨nnen,
lassen sich analytisch lo¨sen, so dass die A und B Templates und der Schwellenwert Z nur
noch aus der Lo¨sung der Zustandsgleichung 3.1 abgelesen werden mu¨ssen. Statt dessen
muss hier fast immer, wie bei den allgemeinen ku¨nstlichen neuronalen Netzen, die Technik
der Optimierung (Training) genutzt werden (siehe Anhang B). Natu¨rlich muss vorher das
Problem in eine Darstellungsform gebracht werden, die im CNN abbildbar ist.
SCNN bietet die Mo¨glichkeit des Trainings. Aus einer Ausgangskonfiguration (eine Ein-
gabe U , ein Status X(0) und der dazugeho¨rigen Referenz Y Ref ) ko¨nnen durch Nutzung
von Optimierungsverfahren die Parameter (die Templates A und B und der Schwellenwert
Z) bestimmt werden. Dabei ko¨nnen auch einige der Template-Werte festgehalten und nur
eine Untermenge trainiert werden. Zusa¨tzlich ko¨nnen auch zu erhaltende Symmetrien (z.B.
Punkt, Stern, Kreuz) im Template festgesetzt werden. Dabei ist das Training nicht nur
auf Templates und den Schwellenwert beschra¨nkt, sondern kann auch die tabellarisch ab-
gelegten Koeffizienten der Ausgabefunktion und/oder der Templates bestimmen. Training
bedeutet die Minimierung der folgenden Funktion:
Errglobal
!
= min
[
FCompare(Y (τtrans), Y
Ref )
]
(3.10)
FCompare bewertet die gewonnene Ausgabe Y (τtrans) und die Referenz Y
Ref . Diese
Bewertungsfunktion liefert den Wert null, wenn Ausgabe und Referenz identisch sind und
den Wert eins, wenn sie vo¨llig unterschiedlich sind (siehe auch Gleichung B.9). Errglobal,
auch Systemfehler genannt, stellt den Verlauf des Trainings dar: Fu¨r jeden Trainingsschritt
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ntrain (mit Ntrain als maximale Anzahl von Trainingsschritten) rekonfiguriert das Optimie-
rungsverfahren die Parameter um ein mo¨glichst kleines Errglobal zu finden. Also bedeutet
Training die Suche nach einem Minimum in einem Parameterraum (Fehlergebirge), dessen
Dimension durch die Anzahl der zu optimierenden Parameterwerte bestimmt wird.
Im Anhang B werden die in der vorliegenden Dissertation genutzten Optimierungser-
fahren ausfu¨hrlich besprochen. Es handelt sich um Iterative-Annealing, Powell’s Linienmi-
nimierung, das Downhill-Simplex und das Evolutiona¨re Optimierungsverfahren.
Im Anhang F.3 werden die in SCNN zur Verfu¨gung stehende Bewertungsverfahren
ausfu¨hrlich besprochen. Im Rahmen dieser Dissertation wurde hauptsa¨chlich die Bewer-
tungsfunktion MSEn (normierter Mean-Square-Error) genutzt
MSEn(Y (τtrans), Y
Ref ) =
1
4NBildpunkte
NBildpunkte∑
i=1
(
yi(τtrans)− yRefi
)2
(3.11)
mit NBildpunkte als Anzahl der Zellen bzw. Bildpunkte die im CNN vorhanden sind. Diese
Bewertungsfunktion verwendet die Mittelung u¨ber die quadratischen Absta¨nde der Grau-
werte aller Bildpunkte. Problematisch ist diese Bewertungsfunktion, wenn Strukturen in der
Ausgabe und Referenz verglichen werden sollen. Die Mittelung verwischt diese Strukturen,
so dass der Vergleich als gut bewertet wird, auch wenn einige Bildpunkte einen sehr großen
Grauwertabstand haben. Dieser Effekt wirkt noch sta¨rker, wenn die Bildgro¨ße erho¨ht wird.
Das oben genannte Training (Minimierung der Gleichung 3.10) beru¨cksichtigt nur eine
Trainingsmenge (siehe Definition im Anhang B.1) mit einem Element und damit nur eine
Eigenschaft, die erlernt werden soll. Kann das Problem, welches dem CNN beigebracht
werden soll, nur durch eine Trainingsmenge mit Ma¨chtigkeit > 1 dargestellt werden, so
muss das Trainingskonzept folgendermaßen vera¨ndert werden: Es gibt nicht mehr nur eine
Ausgangskonfiguration (bestehend aus der Eingabe U , dem Status X(0) und der Referenz
Y Ref ), sondern Nm (Ma¨chtigkeit der Trainingsmenge). Also liefert jeder Trainingsschritt
Nm lokale Bewertungen Err
lokal
i (i ∈ [1, Nm]) mit
Errlokali = FCompare(Yi(τtrans), Y
Ref
i ) (3.12)
Mit einer Zusammenfu¨hrungsfuktion FCompose(∀i ∈ [1, Nm], Errlocali ) ko¨nnen so alle
Errlokali zu einem einzigen Wert Err
global zusammengefu¨hrt werden (siehe Gleichung 3.13),
so dass in diesem erweiterten Training der Optimierungsalgorithmus fu¨r alle Nm Elemente
der Trainingsmenge gleichzeitig nach den optimalen Paremeter A, B und Z sucht.
Errglobal
!
= min
[
FCompose(∀i ∈ [1, Nm], Errlocali )
]
(3.13)
Im Anhang F.4 werden die in SCNN zur Verfu¨gung stehende Zusammenfu¨hrungsfunktio-
nen ausfu¨rlich besprochen. Im Rahmen dieser Dissertation wurde die Zusammenfu¨hrungs-
funktionen Mittelwert und Median genutzt. Der Mittelwert als Zusammenfu¨hrungsfunktion
verwischt alle Fehlergebirge durch eine Mittelung. Das kann problematisch werden, wenn
ein Minumum eines Elements der Trainingsmenge durch die Mittelung angehoben und da-
durch bei der Optimierung u¨bersehen wird. Der Median als Zusammenfu¨hrungsfunktion
springt von dem Fehlergebirge eines Elements der Trainingsmenge in das des na¨chsten.
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Das Optimierungsverfahren kann u.U. keinen gleichma¨ssigen Abstieg schaffen, wenn die
Fehlergebirge sich stark unterscheiden.
Im Anhang F.5 wird detailiert auf zwei Beispiele zum Thema SCNN Training eingegan-
gen.
Zusammenfassend la¨ßt sich sagen: Das SCNN-System ist ein hervorragendes Werkzeug,
mit dem die verschiedensten CNN getestet werden ko¨nnen. Dem Aufbau der CNN schei-
nen keine Grenzen gesetzt, allerdings bilden die Speicherkapazita¨t des Rechners und die
Geschwindigkeit des Prozessors natu¨rliche Grenzen bei der Lo¨sung von Problemstellungen.
Das SCNN-System bietet die Mo¨glichkeit, die verschiedensten Parameter durch im-
plementierte Optimierungsverfahren zu trainieren. Dabei kann eine Trainingsmenge mit
Ma¨chtigkeit > 1 trainiert werden.
Ausfu¨hrliche aktivierbare Ausgabedateien ermo¨glichen eine detailgenaue Beobachtung
der Simulations- und Trainingsszenarien.
3.3 Aladdin CNN System
Aufgrund des Paradigmas der lokalen Kopplung konnte ein 64 × 64 CNN mit 3 × 3 A
und B Templates und variantem/invariantem Schwellenwert, in eine schaltungstechnische
Realisation (Chip) u¨berfu¨hrt werden, den ACE4K.
Das Alladin CNN System ([AC00],[ACS00]), das den ACE4K entha¨lt, ist die erste Rea-
lisation einer CNN Universal Machine (CNN-UM), eines CNN mit erweiterten Fa¨higkeiten
dieser Topologie. Das Konzept der CNN wurde mit der Mo¨glichkeit, Bilddaten, Templates
und Verarbeitungs-Anweisungen lokal im System abzuspeichern, erweitert. Dadurch ent-
stand eine leistungsfa¨hige Chip-Umgebung, ein vollsta¨ndiges Mikroprozessorsystem, das
CNN-UM. Nachdem Daten und Anweisungen geladen wurden, kann es selbsta¨ndig die ge-
stellten Aufgaben erfu¨llen, die aus mehreren CNN-Operationen bestehen ko¨nnen.
Die folgenden Abschnitte schaffen einen U¨berblick u¨ber das System und stellen erste
Aufgaben und Ergebnisse vor. Natu¨rlich bleibt die Entwicklung nicht stehen. Mittlerweile
stehen das ACE16K System mit 128×128 Zellen und das ACE8K System mit 64×64 Zellen
und zwei Lagen, also ein dreidimensionales CNN, zur Verfu¨gung (siehe Homepage von
Analogic Computers Ltd, www.analogic-computers.com). Informationen zu a¨lteren CNN-
Chips sind z.B. in [Sch02] zu finden.
3.3.1 Konzept
Das zur Verfu¨gung stehende System ist der Aladdin Visual Computer Stack. Er besteht
aus mehreren Platinen, die in Sandwich-Bauweise u¨bereinander angeordnet in den PCI-
Steckplatz eines Standard Pentium-PCs eingebaut wurden. Dieses System ist eine Hoch-
geschwindigkeits-Verarbeitungseinheit, bestehend aus zwei Prozessoren, dem ACE4K und
einem Digitalen Signal Prozessor (DSP). Der ACE4K kann durch seine parallele Architektur
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bis zu 1000 CNN-Operationen pro Sekunde verarbeiten. Die Weiterverarbeitung und die
Ein- und Ausgabe-Operationen werden vom DSP durchgefu¨hrt.
Der ACE4K ist ein in CMOS (0.8µ) gefertigter Chip. Er entha¨lt ein CNN mit einer
64 × 64 Topologie. Durch die zweidimensionale Topologie der ACE4K werden die Daten
in Form von Bildern verarbeitet. Die Werte jeder Zelle (Bildpunkt) haben eine Auflo¨sung
von etwa 7.6 Bit (128 bis 256 Stufen). Der Chip entha¨lt 32 lokale Templatespeicher und 4
weitere fu¨r Graustufen- und Bina¨rbilder. Damit ist eine hohe Ausfu¨hrungsgeschwindigkeit
von CNN-Operationen gewa¨hrleistet. Zusa¨tzlich ist in dem System auch ein Software-CNN
vorhanden. D.h. alle Operationen ko¨nnen vorher auf einem idealen CNN getestet werden.
Tabelle 3.1 listet weitere technische Eigenschaften auf. Die zu bearbeitenden Daten, die
Bilder, ko¨nnen entweder von einem Datentra¨ger oder direkt von einem optional erha¨ltlichen
Frame-Grabber eingelesen werden. Die letztere Quelle ermo¨glicht eine Echtzeitverarbeitung
der Daten.
System Desktop PC
Bus PCI, 32 Bit Datentransfer
DSP Taktfrequenz 40 MHz
OnBoard Speicher 16 MB
Transferraten in Bildern pro Sekunde
Bild laden (analog) 2273
Bild ausgeben (analog) 2300
Bild laden (digital) 21550
Bild ausgeben (digital) 22520
Ausfu¨hrungsgeschwindigkeiten
Template Operation 9 ms
Logik Operation 3.8 ms
Tabelle 3.1: Technische Daten ACE4K Visual Stack System
3.3.2 Berechnung und Simulation
CNN-Edit ist ein universeller Editor, in dem Programme fu¨r den Stack geschrieben und
auch u¨bersetzt werden ko¨nnen. CNN-Run fu¨hrt dann die gewu¨nschten Operationen auf
dem Stack aus. Dabei kann gewa¨hlt werden, ob der ACE4K (Berechnung der Ausgabe)
oder der Software-Simulator (Simulation der Ausgabe) als CNN genutzt werden soll. Zur
Programmierung und Nutzung von CNN-Operationen steht eine umfangreiche Template-
Bibliothek zur Verfu¨gung ([RK99]). Im Anhang G.3 ist die Programmierung des Aladdin
Systems anhand eines Beispieles ausfu¨hrlich dargestellt.
Das Bild 3.8 verdeutlicht einige Operationen, die mit dem Stack ausgefu¨hrt werden
ko¨nnen. Die Geschwindigkeit, mit der diese Operationen durchgefu¨hrt werden, liegt etwa
2000 mal u¨ber der eines aktuellen Pentium4 Systems mit 2 GHz Taktfrequenz. Der ACE4K
kann zuna¨chst nur 64 × 64 Pixel große Bilder verarbeiten. Wird aber das implementierte
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Abbildung 3.7: Aladdin Visual Computer Stack (siehe http://www.analogic-computers.com)
Kacheln (tiling) genutzt, so ko¨nnen viel gro¨ßere Bilder verarbeitet werden. Sie werden dann
in 64×64 großen Kacheln in den ACE4K u¨bergeben und das Ergebnis-Bild wird automatisch
zusammengesetzt.
Die in den Abbildungen 3.9 a.), b.) und c.) dargestellten Bilder verdeutlichen den Un-
terschied zwischen dem ACE4K und dem Software-Simulator CNN. Die Abbildung 3.9 b.)
ist auf dem Simulator entstanden, es stellt eine Kantenextraktion der Abbildung 3.9 a.)
dar. Die Abbildung 3.9 c.) zeigt das Ergebnis der Arbeit des ACE4K. Es sind kleine Unter-
schiede zwischen der Abbildung 3.9 b.) und der Abbildung 3.9 c.) zu entdecken, trotzdem
erreicht die schaltungstechinsche Realisation ein gutes Ergebnis. Im Abschnitt 3.3.3 wird
dieser Vergleich anhand eines Beispiels durchgefu¨hrt.
In Anbetracht der Tatsache, dass der ACE4K nur u¨ber 7.6 Bit Genauigkeit pro Bildpunkt
verfu¨gt und die 64×64 Matrix aufgrund der schaltungstechischen Realisation nicht homogen
ist, ist das Ergebnis beachtlich.
3.3.3 Erster Test des ACE4K
Wie schon oben erwa¨hnt, ist der ACE4K ein Chip, der Fertigungstoleranzen unterworfen
ist. Die 64 × 64 Matrix ist nicht homogen, es kann nur eine ungefa¨hre Auflo¨sung von 7.6
Bit fu¨r jeden Bildpunkt angegeben werden.
Zuna¨chst wurde ein Wiederholungs-Test durchgefu¨hrt, um die Langzeitstabilita¨t des
Stacks zu pru¨fen und erste Aussagen u¨ber die Gu¨te der Ausgabebilder Y (τtransChip) ma-
chen zu ko¨nnen. Dafu¨r wurde eine CNN-Operation, das Invertieren von Bildern, im Stack
umgesetzt. Die folgende CNN-Konfiguration sowie das in Abbildung 3.10 dargestellte Ein-
gabebild wurden dabei genutzt.
A =

0 0 0
0 −1.5 0
0 0 0
 B =

0 0 0
0 −1.5 0
0 0 0
 Z = { −0.4 } (3.14)
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Abbildung 3.8: Beispiel-Operationen des Aladdin Visual Computer Stacks (siehe
http://www.analogic-computers.com)
a.) Eingabe-Bild
U
b.) Ausgabe-Bild Y (τtrans)
Simulator
c.) Ausgabe-Bild
Y (τtransChip) ACE4K
Abbildung 3.9: Vergleich Software-Simulator CNN und ACE4K des Aladdin Visual Com-
puter Stacks (siehe http://www.analogic-computers.com)
Danach wurde diese Operation 4750 mal automatisch wiederholt und die resultierenden
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a.) Eingabe-Bild
U
b.) Negativ-Bild (Referenz)
Y ref
c.) Ausgabe-Bild
Y (τtransChip) ACE4K
Abbildung 3.10: Invertieren mit CNN am Beispiel der Mona Lisa
Ausgabe-Bilder Y (τtransChip) gespeichert.
Es fa¨llt auf, dass das Negativ-Bild Y ref in Abbildung 3.10 b.) und das beispielhaft aus-
gewa¨hlte Ausgabe-Bild Y (τtransChip) in Abbildung 3.10 c.) nicht u¨bereinstimmen. Das wurde
mit dem Bildvergleichsmaß PE (siehe Anganf F.3) quantifiziert. Im nachfolgenden Schritt
wurden alle gewonnenen Ausgabe-Bilder Y (τtransChip) mit dem Negativ-Bild Y
ref vergli-
chen. Die Abbildung 3.11 stellt den Verlauf des Vergleichs u¨ber alle gewonnenen Ausgabe-
Bilder dar. Zuna¨chst besta¨tigt der Graph die Aussage, dass die 64× 64 Matrix des ACE4K
nicht homogen ist. Wa¨re dies der Fall, dann wu¨rde der Graph einer waagerechte Linie glei-
chen, die im Idealfall eines vollsta¨ndig homogenen ACE4K konstant 0 ist. Zu erkennen ist
eine Verschiebung (Offset 6=0). Dies ha¨ngt mit der geringen Auflo¨sung zusammen. Gleichzei-
tig ist aber auch eine nicht unerhebliche Schwankung zu erkennen. Diese wiederum ha¨ngt
mit der nicht genau bestimmbaren und fixierbaren Auflo¨sung zusammen. Hier spielen Ef-
fekte, wie die Wa¨rmeentwicklung und Ausdehnung im Dauerbetrieb eine große Rolle (siehe
auch Kapitel 4.6).
Trotzdem ermutigt dieses Ergebnis, weitere Untersuchungen mit dem ACE4K durch-
zufu¨hren. Denn ein wichtiges Resultat ist, dass der ACE4K mit konstantem Fehlerniveau
und gleichbleibender Varianz durchgehend funktioniert. Die Schwankung im Graphen liegt
im Bereich von etwa ±0.1%. Damit liegt sie unter der Auflo¨sungsgrenze einer Zelle.
3.3.4 Erste Ergebnisse
In einem ersten Test der drei CNN Typen, SCNN Simulator, ACE4K und der Simulator des
Stacks wurden auch erste Erfahrungen mit den Unterschieden der untersuchten Systeme
gesammelt. Die Ansteuerung des ACE4K und des Simulators geschah durch das SCNN
System. Ausfu¨hrliche Informationen dazu sind im Anhang G.2 zu finden.
Der Test bestand aus der CNN-Operation Invertieren (siehe Kapitel 3.3.3) und im zwei-
ten Schritt aus einem Nachtrainieren der Parameter. Als Konfiguration fu¨r die Eingabe U
wurde das Bild in Abbildung 3.10 a.) gewa¨hlt, im Status-Bild wurden alle Bildpunkte auf
0 gesetzt. Das Ausgabe-Bild Y (τtrans) bzw. Y (τtransChip) sollte dem Negativ-Bild Y
ref in
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Abbildung 3.11: Ausgabeverhalten des ACE4K beim Wiederholungs-Test
Abbildung 3.10 b.) entsprechen.
Schritt 1: Simulation
Tabelle 3.2 verdeutlicht die Qualita¨t der Ergebnisse der simulierten Ausgaben mit dem
SCNN-System und dem Simulator des Stacks und die berechnete Ausgabe des ACE4K.
CNN-Typ PE(Y ref , Y (τtrans)) bzw.PE(Y
ref , Y (τtransChip))
SCNN-Simulaor 0.0457133
Simulator des Stacks 0.0627281
ACE4K 0.155947
Tabelle 3.2: Simulationsfehler der CNN-Operation Invertieren am Bild in Abbildung 3.10
Das Bildvergleichsmaß PE kann als durchschnittlicher prozentualer Fehler eines Bild-
punktes im Vergleich zur Referenz gedeutet werden. Tabelle 3.2 zeigt, dass die beiden
Simulatoren etwa dreimal bessere Ergebnisse lieferten als der Chip.
Die Templates und der Schwellenwert wurden aus der Template-Bibiliothek ([RK99])
entnommen. Damit wurden generelle Parameter genutzt, die noch nicht auf die einzelnen
CNN optimiert waren. Auf diese Weise la¨ßt sich der geringe Unterschied erkla¨ren.
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Schritt 2: Nachtraining
Die generellen Parameter der CNN-Operation Invertieren (siehe Parameter 3.14) mit der
Eingabe U (siehe Abbildung 3.10 a.)), den Status 0 sowie den Negativ-Bild (siehe Abbildung
3.10 b.)) als Referenz Y ref wurden fu¨r die beiden Simulatoren und den ACE4K trainiert
und damit speziell auf die Eigenschaften der Systeme angepaßt.
Das Training (siehe Kapitel 3.2.3) wurde auf 1300 bzw. 1500 Trainingsschritte einge-
stellt. Als Trainingsverfahren wurde Iterative-Annealing (siehe Anhang B.1), mit dem Start-
wert T0 = 10 und 100 Abku¨hlschritten gewa¨hlt. Alle 9 + 9 + 1 = 19 Parameter standen
dem Optimierungsalgorithmus zur Verfu¨gung. Als Bewertungsfunktion wurde PE genutzt.
Um das Problem des ACE4K mit seinen geringen Parametergrenzen im Bereich [−3, 3] zu
umgehen, wurde zuna¨chst fu¨r das Iterative-Annealing das Abschneiden hoher Werte im
SCNN aktiviert. Alle vom Optimierungsverfahren vorgeschlagenen Werte > 3 (bzw. < −3)
wurden auf 3 (bzw. −3) gesetzt. Dieser Eingriff erlaubte es, in einem n-Kubus ( n=Anzahl
der Parameter) mit den oben genannten Grenzen nach einem globalen Minimum zu suchen.
Zusa¨tzlich wurde die Linienminimierung nach Powell’s (siehe Anhang B.2) fu¨r das Training
des ACE4K genutzt.
Die Tabelle 3.3 stellt die Trainingsergebnisse dar.
CNN-Typ Errglobal
SCNN-Simulator (Iterative-Annealing) 0.00274689
Simulator des Stacks (Iterative-Annealing) 0.0130005
ACE4K (Iterative-Annealing) 0.720709
ACE4K (Powell’s) 0.0718055
Tabelle 3.3: Bewertung des Training der CNN-Operation Invertieren fu¨r verschiedenen
CNN-Typen SCNN-Simulator, Simulator des Stacks und ACE4K
Zuna¨chst ist im Vergleich zur Tabelle 3.2 zu erkennen, dass die durch das Training ge-
wonnenen Paramter eine Verbesserung von Errglobal erbracht haben. Die einzige Ausnahme
ist der ACE4K in Verbindung mit Iterative-Annealing. Hier hat die Einschra¨nkung der
Parameterwerte das Optimierungsverfahren fehlgeleitet.
Die anderen Ergebnisse sind um so positiver, da der SCNN-Simulator jetzt ein zwanzig-
mal besseres Ergebnis liefert. Der Simulator des Stacks steigerte sich um den Faktor fu¨nf
und der ACE4K (in Verbindung mit der Powell’s Linienminimierung) etwa um den Faktor
zwei.
Auch der Unterschied zwischen den drei Implementierungen erwies sich gro¨ßer als zuvor:
Der SCNN-Simulator ist etwa sechsmal besser als der des Stacks und 26 mal besser als der
ACE4K. Der Simulator des Stacks ist etwa sechsmal besser als der ACE4K.
Obwohl der Unterschied gro¨ßer ausfiel, ist es ermutigend, dass die CNN-Operation auch
auf dem ACE4K recht gut optimiert werden konnte. In diesen Trainings wurde nur ein
invarianter Schwellenwert trainiert. Wu¨rde ein varianter Schwellenwert genutzt, so ko¨nnte
das Ausgabeverhalten auch an die Inhomogenita¨t der ACE4K Matrix angepaßt werden.
Dies wu¨rde den Fehler noch weiter reduzieren. Allerdings wu¨rde sich die zu optimierende
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Parameteranzahl auf 9+9+4096 = 4114 erho¨hen, da jede Zelle ihren eigenen Schwellenwert
ha¨tte.
Die resultierenden Parameterwerte (siehe Gleichungen 3.15 bis 3.17, 3.18 bis 3.20, 3.21
bis 3.23 und 3.24 bis 3.26) zeigen eine Struktur, die der der generellen Parameterwerte
(siehe 3.14) a¨hnlich ist. Allerdings darf nicht vergessen werden, dass in diesem Fall an einem
Bild-Tripel die Parameter fu¨r die jeweiligen CNN optimiert wurden. Da nur ein Bild-Tripel
genutzt wurde, muss davon ausgegangen werden, dass das Invertieren mit diesen Parametern
bei anderen Bildern viel schlechter von statten geht als mit den generellen Parametern. Es
ist sogar wahrscheinlich, dass diese Operation bei vielen anderen Bildern fehlschlagen wird.
A =

−0.151226404111 −.287324220381 0.0421300010928
−0.31330527433 −1.29223418269 −0.273865012244
−0.0995505985185 −0.295454676778 0.0642675368747
 (3.15)
B =

−0.187328455941 −0.267683682896 0.0254604273816
−0.308639070023 −1.8726324183 −0.248243681304
−0.110463784769 −0.261740220292 0.0409356515026
 (3.16)
Z =
{ −0.00939882 } (3.17)
1. Trainingsergebnis fu¨r den SCNN-Simulator (Iterative-Annealing)
A =

0.381813945231 0.253586864869 −0.640108931828
−0.19502014447 −2.00136430041 0.0387551896788
−0.288983157304 0.211963723955 0.582308412675
 (3.18)
B =

0.48943546662 −0.214331844556 −0.317087173289
−0.123040465312 −2.45006578121 0.0722200485813
−0.497540006148 0.168982668549 0.205219097584
 (3.19)
Z =
{ −0.0381458 } (3.20)
2. Trainingsergebnis fu¨r den Simulator des Stacks (Iterative-Annealing)
A =

3 1.0063 −3
1.71814 −1.78046 1.90594
−1.39374 −0.594087 2.82745
 (3.21)
B =

3 3 −3
2.54779 3 −3
−3 1.80129 3
 (3.22)
Z =
{
0.22857
}
(3.23)
3. Trainingsergebnis fu¨r den ACE4K (Iterative-Annealing)
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A =

−1.053539 0.379260 −0.069646
−0.072061 −1.984227 −0.013008
−0.071930 0.283356 0.074762
 (3.24)
B =

0.002995 −0.041262 −0.003063
0.001054 −1.463940 −0.037191
−0.005974 0.090776 −0.033176
 (3.25)
Z =
{ −0.171643 } (3.26)
4. Trainingsergebnis fu¨r den ACE4K (Powell’s Linienminimierung)
Dies ist das Hauptproblem des Trainings von ku¨nstlichen neuronalen Netzen: Wird mit
einer zu kleinen Trainingsmenge gearbeitet, kann es zu einer U¨berspezialisierung kommen.
Das neuronale Netz kann nur diese Trainingsmenge optimal lo¨sen. Eine unabha¨ngige Test-
menge bereitet große Probleme oder ist vielleicht sogar vo¨llig unlo¨sbar. Der Abstieg in den
Fehlerverla¨ufen (siehe Abbildungen 3.12 a.) bis d.) (Errglobal ist im Bereich [0, 1] definiert,
wird hier aber der U¨bersichtlichkeit halber im Bereich [0, 0.5] dargestellt)) geht langsam
von statten. Bei der Wahl einer gro¨ßeren Anzahl von Trainingsschritten wu¨rden bessere
Ergebnisse entstehen, da dem Optimierungsverfahren mehr Mo¨glichkeiten zur Suche geben
werden. Allerdings sind auch hier Grenzen gesetzt. Diese Grenzen werden im ACE4K durch
seine 7.6 Bit Auflo¨sung und in den Simulatoren durch die Rechengenauigkeit und damit
verbundene Steigerung der Rechenzeit des Prozessors gesetzt.
Zusammenfassend la¨ßt sich sagen: Der ACE4K stellt ein interessantes Werkzeug dar. Er
ist ein technisches neuronales Netz, als Koprozessor realisiert. Die im Rahmen dieser Dis-
sertation erfolgte Anbindung an das SCNN-System ermo¨glichte eine einfache Nutzung in
der Berechnung von CNN-Operationen und im Training. Allerdings ko¨nnen die vorgegebene
Einschra¨nkungen bzw. Probleme, wie die geringe Auflo¨sung der Bildpunkte, die Inhomo-
genita¨t der Bildmatrix, die Einschra¨nkungen der Topologie des Netzes und der mo¨glichen
Parameterwahl die Nutzung beeintra¨chtigen. Diese Einschra¨nkungen wurden am Beispiel
des Ausgabeverhaltens bei wiederholten Anwendungen einer CNN-Operation am ACE4K
demonstriert.
Dieses Kapitel zeigte auch die ersten Anwendungen des Parameter-Trainings. Dabei
wurden die drei mo¨glichen CNN im SCNN-System (der eigene Simulator, der ACE4K und
der Simulator des Stacks) anhand der CNN-Operation Invertieren verglichen. Die oben ge-
nannten Probleme des ACE4K kamen dabei ein weiteres Mal zur Geltung. Es stellte sich
heraus, dass der ACE4K Ergebnisse berechnete, die etwa eine Gro¨ßenordung schlechter
bewertet wurden als die der Simulatoren. Trotzdem sind Verbesserungen durch Trainings-
maßnahmen mo¨glich. Natu¨rlich ko¨nnen auch weitere schaltungstechnische Realisationen
von CNN genutzt werden, wie z.B. das in [LPKH04] erwa¨hnten CNN mit 72×72 Topologie
und Template-Polynomen bis zur 3. Ordnung.
Die Aufgabenstellung der folgenden Kapitel, CNN zur Untersuchung von Synchronisa-
tionspha¨nomenen zu trainieren, wurde zuna¨chst auf dem Simulator SCNN durchgefu¨hrt.
52 KAPITEL 3. SOFTWARE UND HARDWARE CNN
Die Untersuchung von Synchronisationspha¨nomenen wurde durch die Approximation der
mittleren Phasenkoha¨renz R mit CNN durchgefu¨hrt. Durch seine Optionsvielfalt erlaubt
das SCNN-System eine einfache Konfiguration von komplexen CNN-Typen, die im Trai-
ning und der Simulation genutzt werden konnten. Seine Rechengenauigkeit erlaubte eine
Abscha¨tzung der Fehler, die durch die Approximation geschehen. Mit den so erstellten
und getesteten CNN konnten Anforderungen an die schaltungstechnische Realisationen an-
gegeben werden. Gleichzeitig konnten aber auch vorhandene Hardware-Realisationen (wie
z.B. der ACE4K) im Simulator abgebildet werden und der Einfluss von Bauteiltoleranzen
modelliert und untersucht werden.
a.) SCNN-Simulator
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c.) ACE4K (Iterative-Annealing)
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d.) ACE4K (Powell’s Linienminimierung)
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Abbildung 3.12: Errglobal-Verla¨ufe der vier CNN Realisationen
Kapitel 4
Synchronisationsmessungen mit CNN
In diesem Kapitel werden Synchronisationsmessungen mit CNN vorgestellt. Das Phasensyn-
chronisationsmaß R (siehe Kapitel 1.2) wird dabei als Hilfsmittel zur Charakterisierung der
Synchronisation von dynamischen Systemen verwendet. Es wird eine Methodik entwickelt,
mit der Zeitreihen aus einer Trainingsmenge in ein CNN u¨bertragen werden, das CNN trai-
niert wird und die so gewonnenen Parameter an einer Testmenge verifiziert werden. Hierfu¨r
werden Zeitreihen aus Modellsystemen und Zeitreihen hirnelektrischer Aktivita¨t, sowie die
entsprechenden Synchronisationswerte R, als Datenquellen verwendet. Zum Abschluss die-
ses Abschnitts wird eine Untersuchung des Generalisierungsverhaltens durchgefu¨hrt und die
Robustheit des gewonnenen CNN gegen modellierte Bauteiltoleranzen analysiert. Im Rah-
men der Untersuchung des Generalisierungsverhaltens wird die Approximationsqualita¨t der
gewonnenen CNN mit den Testmengen der drei anderen Datenquellen bestimmt.
4.1 Datenbasis
Die Datenbasis bestand aus vier Datenquellen. Die erste Datenquelle (GR) bestand aus
synthetischen Zeitreihen, die aus gekoppelten Ro¨ssler-Systemen gewonnen wurden. Dieses
Modellsytem wurde aufgrund seiner wohlbekannten Eigenschaften gewa¨hlt ([QAG00]). In
Kapitel 1.3 sind beispielhaft in den Abbildungen 1.1 a.) bis d.) zwei Zeitreihenpaare ab-
gebildet, die durch Lo¨sung der Differentialgleichungssysteme (siehe Anhang D) von zwei
verschieden stark untereinander gekoppelten Ro¨ssler-Systeme gewonnen wurden.
Die darauf folgende Untersuchung bescha¨ftigte sich mit EEG-Daten. Hierfu¨r wurden
drei Datenquellen (P1, P2 und P3), EEG-Aufzeichnungen von drei Epilepsie-Patienten,
verwendet. Diese Aufzeichnungen wurden im Rahmen der pra¨chirurgischen Epilepsiedia-
gnostik durchgefu¨hrt und wurden an den Elektroden TL und TR abgeleitet (siehe Kapitel
1.4). Dabei wurde die Elektrodenkombination gewa¨hlt, mit der der deutlichste Unterschied
zwischen interiktalem und hypothetischen pra¨-iktalen Zustand ausgemacht werden konnte
(vgl. Kapitel 1.4.3 und Abbildundungen 1.4 a.)und b.)).
Die Tabelle 4.1 entha¨lt die wesentlichen Informationen zu den genannten Datenquellen.
Die hirnelektrische Aktivita¨t wurde in allen drei Fa¨llenmit einer Frequenz von 173.611 Hz
abgeleitet. Mit der Bezeichnung 0p00 bis 0p04 der Datenquelle GR wurde die Einstellung
der Kopplungssta¨rke ² (Werte von ² = 0 bis ² = 0.04) benannt. In der Zeitreihe GRc
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wurde die Kopplung linear von ² = 0 (fu¨r den ersten Datenpunkt) bis ² = 0.04 (fu¨r den
letzten Datenpunkt) erho¨ht. Die mit einem * markierten Zeitreihen (P1f, P1j, P2d und P3f)
enthielten die Aufzeichnung eines Anfalls. Die Zeitreihen P1e bis P1f, P1g bsP1j und P2b bis
P2d wurden zeitnah bzw. hintereinander aufgezeichnet und enthielten einen hypothetischen
pra¨-iktalen Zustand. Die interiktalen Zeitreihen wurden zum Teil an verschiedenen Tagen
aufgenommen.
gek. Ro¨ssler (GR) Patient 1 (P1) Patient 2 (P2) Patient 3 (P3)
Kana¨le TL01-TL02 Kana¨le TL04-TL05 Kana¨le TL01-TL02
Art Art La¨nge Art La¨nge Art La¨nge
min:sek min:sek min:sek
a 0p00 interiktal 34:52 interiktal 15:13 interiktal 20:55
b 0p01 interiktal 29:52 20:56 interiktal 20:55
c 0p00-0p04 interiktal 19:54 19:55 interiktal 20:55
d 0p02 interiktal 29:43 peri-iktal * 20:45 interiktal 25:53
e 0p03 9:12 interiktal 25:53
f 0p04 peri-iktal * 44:40 peri-iktal * 50:38
g 29:53 interiktal 25:53
h 22:00
i 49:49
j peri-iktal * 31:46
k interiktal 47:48
Gesamtla¨nge 349:29 Gesamtla¨nge 76:49 Gesamtla¨nge 191:02
Tabelle 4.1: Informationen u¨ber die vier verwendeten Datenquellen GR und P1 bis P3
4.1.1 Datenvorverarbeitung
Entsprechend der Vorbereitung der Daten fu¨r die Berechnung des Synchronisationsmaßes
mittlere Phasenkoha¨renz R (vgl. Kapitel 1.2) wurden die Daten von GR und P1 bis P3
in Datenfenster mit einer Breite von 4096 Datenpunkte (entspricht etwa 23.6 Sekunden)
und 20% U¨berlagerung zum vorherigen Fenster aufgeteilt. Fu¨r jedes Fenster wurde ein
Mittelwertabgleich durchgefu¨hrt. Die Abbildung 4.1 zeigt beispielhaft das Aufteilen in Da-
tenfenster.
Eine CNN-Zelle kann nur einen Wertebereich von [−1, 1] auflo¨sen. Daher wurden die Da-
ten im letzten Schritt der Vorverarbeitung skaliert. Die generierten Daten GR wurden von
Anfang an auf den Wertebereich [−1, 1] eingestellt. Die Datenquellen P1 bis P3 enthielten
Werte mit einem Wertebereich von bis zu [−300 mV, 300 mV]. Fu¨r die folgende Analy-
se wurde gefordert, dass mindestens 90% der Datenpunkte einer Zeitreihe zur Verfu¨gung
stehen. Mit einer linearen Skalierung des Wertebereiches [−150 mV, 150 mV] nach [−1, 1]
wurde diese Vorgabe fu¨r die Datenquellen P1 bis P3 erreicht. Werte gro¨ßer/ kleiner 150
mV/−150 mV wurden auf −1 bzw. 1 abgebildet. Mit dieser Vorgehensweise wurden Auf-
zeichnungsartefakte in der Analyse ausgeschlossen. Abbildung 4.2 zeigt beispielhaft die
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Abbildung 4.1: Beispielhafte Aufteilung zweier Zeitreihen in Datenfenster mit 20% U¨berla-
gerung
Amplitudenverteilung der EEG-Zeitreihe P1b, nach der Aufteilung in u¨berlappende Fen-
ster und nach Ausfu¨hrung des Mittelwertabgleichs.
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Abbildung 4.2: Amplitudenverteilung der EEG-Zeitreihe P1b
4.2 CNN-Einstellungen
Um Synchronisationsmessungen mit CNN durchfu¨hren zu ko¨nnen, wurden die Daten zuna¨chst
in ein CNN taugliches Format umgewandelt. Jede der Datenquellen wurde in eine Trainings-
und eine Testmenge aufgeteilt. Zur Abscha¨tzung des Synchronisationsgrades der Zeitreihen-
paare wurde das Synchronisationsmaß mittlere Phasenkoha¨renz R als Vergleichsmaß ge-
nutzt. Der abgescha¨tzte Synchronisationsgrad wird im folgenden Text vereinfacht als Syn-
chronisationswert bezeichnet. Um eine Synchronisationsmessung durchfu¨hren zu ko¨nnen,
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wurde zuna¨chst das CNN mit den Elementen aus der Trainingsmenge und den dazugeho¨ri-
gen Synchronisationswerten R trainiert. Durch dieses u¨berwachte Training wurde ein CNN
gewonnen, mit dem die Synchronisationswerte R approximiert werden konnten. Diese ap-
proximierten Synchronisationswerte werden im Folgenden mit Rapprox bezeichnet. Anhand
der Datenfensterpaare und der dazugeho¨rigen Synchronisationswerte innerhalb der Test-
menge konnte nun die Approximationsqualita¨t des gewonnenen CNN bestimmt werden.
In den folgenden Abschnitten werden die in der vorliegenden Arbeit u¨berwiegend genutz-
ten Einstellungen der CNN dargestellt. Zuna¨chst wird auf die grundlegenden Simulator- und
Trainings-Einstellungen eingegangen. Waren andere Einstellungen notwendig, so werden sie
an den entsprechenden Stellen in der Arbeit gesondert beschrieben. Es folgt die Darstellung
der drei genutzten CNN-Topologien. Dabei wird detailiert auf den Aufbau der Datenfen-
sterpaare im CNN-Format eingegangen. Zuletzt wird auf den Aufbau der Trainings- und
Testmenge, der Synchronisationswerte R, der approximierten Synchronisationswerte Rapprox
und auf die in dieser Arbeit genutzten Evaluationstechniken zur Abscha¨tzung der Appro-
ximationsqualita¨t eingegangen.
4.2.1 Simulator
Die prima¨ren Einstellungen des Simulators des SCNN Systems betreffen die Kennlinie (Aus-
gabefunktion des CNN), die Wahl des Integrationsalgorithmus und die Einstellung der In-
tegrationszeit (Berechnungsdauer) τtrans. Als Kennlinie wurde eine sigmoide Funktion mit
Steigungsparameter β = 4 genutzt (siehe auch Kapitel 3.2.1). Diese Kennlinie (siehe Abbil-
dung 4.3) a¨hnelt in ihrem Verlauf den Kennlinien von Transistoren. Mit dieser Einstellung
ko¨nnen CNN, die auf Simulatoren gewonnen wurden, leichter in schaltungstechnische Rea-
lisationen u¨berfu¨hrt werden.
Nach Gleichung 3.9 wird die Integrationszeit τtrans durch die Schrittweite h des Integrati-
onsalgorithmus und die Anzahl der Simulationsschritte Nsim festgelegt. In der vorliegenden
Arbeit wurde h = 0.2 und Nsim = 200 und damit τtrans = 40 gesetzt. Diese Einstellungen
wurden erfolgreich bei der Approximation der Korrelationsdimension mit CNN ([Ame98])
genutzt. In schaltungstechnischen Realisationen wird entsprechend vorgegangen, nach einer
vorgegebenen Berechnungsdauer τtransChip wird das Ergebnis Y (τtransChip) ausgelesen.
Als Integrationsalgorithmus wurde das Euler-Verfahren (siehe Anhang A.1) gewa¨hlt.
Dieser Algorithmus gewa¨hrt im Vergleich zum Runge-Kutta Verfahren (siehe A.2) eine
ausreichende Genauigkeit bei erheblicher Steigerung der Rechengeschwindigkeit. Fu¨r wei-
tere Untersuchungen bezu¨glich der numerischen Integration der Zustandsgleichung (siehe
Gleichung 3.1) sei auf [Ku96] verwiesen. Weitere Untersuchungen zur Wahl der Schrittwei-
te und zur Auswirkung der Kennlinie der Zellen auf die stabilen Endzusta¨nde von CNN
wurden in [Ge98] ausfu¨hrlich besprochen. Hervorzuheben ist an dieser Stelle, dass die in
[Ge98] untersuchten CNN bei Variation der Schrittweite im Bereich h ∈ [0.01, 0.25] keine
Unterschiede in deren Ausgaben Y (τtrans) enthielten.
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Abbildung 4.3: Sigmoide Ausgabefunktion des CNN mit Steigungsfaktor β = 4
4.2.2 Optimierung
Im Training wurde hauptsa¨chlich die Bewertungsfunktion FCompare = MSEn (siehe
Gleichung 3.11) genutzt. Als Zusammenfu¨hrungsfunktion wurde der Mittelwert eingesetzt.
Zur Optimierung wurde das Iterative-Annealing (siehe Anhang B.1) mit Starttempera-
tur T0 = 50 und Anzahl der Wiederholungen jmax = 300 eingesetzt. Insgesamt wurden
Ntrain = 14400 Trainingsschritte erlaubt. Die optimalen Parameter, die wa¨hrend der Ntrain
Trainingsschritte gefunden wurden, wurden am Ende des Trainings gesichert.
Fu¨r die A und B Templates wurden die Topologien 3×3, 5×5, 7×7 und 9×9 gewa¨hlt.
Es wurden auch polynomielle Templates mit Ordnungen von bis zu Q = V = 4 und Punkt-,
Stern- und Kreuz-Symmetrie zur Verkleinerung bzw. Vera¨nderung des Fehlergebirges zu-
gelassen. Diese Einstellungen wurden immer fu¨r beide Templates durchgefu¨hrt. Weiterhin
wurden ein invarianter Schwellenwert Z sowie die Randbedingungen neutral, periodisch
und als geschlossene Spirale in x-Richtung genutzt. Die einzelnen Eintra¨ge der Templa-
tes und der Schwellenwerts wurden vor dem Training mit mittelwertfreien, gaussverteilten
Zufallszahlen mit einer Standardabweichung von σ = 0.2 initialisiert. In [Ame98] wurde ge-
zeigt, dass sich beim Training von CNN mit nichtlinearen Templates das Trainingsergebnis
deutlich verschlechtert, wenn die Standardabweichung gro¨ßer als σ = 0.2 gesetzt wird.
4.2.3 CNN-Topologie
Fu¨r die vorliegende Arbeit wurden insgesamt drei verschiedene CNN-Topologien im Trai-
ning verglichen.
In der Topologie 1 (siehe Abbildung 4.4) wurde das Zeitreihensegment der ersten Zeitrei-
he (Zr 1) zeilenweise von links oben nach rechts unten in die Eingabe U und das Zeitrei-
hensegment der zweiten Zeitreihe (Zr 2) entsprechend in den Status X(0) u¨berfu¨hrt. Durch
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die Wahl eines 64× 64 CNN fanden alle 4096 Datenpunkte eines jeden Segments Platz. In
der Topologie 2 (siehe Abbildung 4.5) wurden die Datenpunkte beider Zeitreihensegmente
abwechselnd zeilenweise in den Status X(0) geschrieben. Die Eingabe U und das B Tem-
plate wurden auf 0 gesetzt und nicht vera¨ndert. Dieses CNN war 64× 128 Zellen groß. Die
Topologie 3 (siehe Abbildung 4.6) war weitgehend mit der Topologie 2 identisch. Es wurde
allerdings zusa¨tzlich eine Kopie vom Status X(0) in der Eingabe U abgelegt.
Alle drei Topologien richteten sich nach der Vorgabe, die Ergebnisse mo¨glichst einfach
auf schaltungstechnische Realisationen (z.B. ACE4K CNN mit 64× 64 Topologie) u¨bertra-
gen zu ko¨nnen. Wird das Verfahren des Kachelns genutzt (siehe Kapitel 3.3.2), kann auch
die 64× 128 Topologie im ACE4K CNN genutzt werden.
U X(0) Y(τtrans) Yref
AB
Zr 1 Zr 2
Z
FCompare
Abbildung 4.4: Topologie 1 mit einem 64× 64 CNN
4.2.4 Zusammensetzung der Trainings-/Testmenge
Fu¨r das Training wurden zufa¨llig Datenfensterpaare und die entsprechenden Synchronisati-
onswerte R ausgewa¨hlt. Die Abbildungen 4.7 a.) bis d.) stellen Histogramme der Synchro-
nisationswerte R der Datenquellen GR, P1, P2 und P3 dar. Fu¨r die Anwendung mit EEG-
Daten (Datenquellen P1 bis P3), wurden Synchronisationswerte im Bereich R ∈ [0.3, 0.9]
betrachtet. Kleinere Werte ko¨nnen, aufgrund der geringen Datenpunktezahl von 4096 pro
Datenfenster und der damit verbundenen Varianz der Synchronisationswerte, nicht sauber
aufgelo¨st werden. Gro¨ßere Werte sind nur in hoch synchronisierten Systemen vorhanden
und waren damit in diesen Untersuchungen nicht von Interesse. Diese Synchronisationswer-
te entsprechen auch dem Bereich in dem typischerweise interiktale (R ≈ 0.9)und pra¨-iktale
(R ∈ [0.3, 0.6]) Aufnahmen bewegen. Da die exakten Synchronisationswerte 0.3 und 0.9
nicht ha¨ufig genug besetzt waren, wurde fu¨r jeden Wert eine Schwankung von maximal
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Abbildung 4.5: Topologie 2 mit einem 64× 128 CNN
U X(0) Y(τtrans) Yref
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Abbildung 4.6: Topologie 3 mit einem 64× 128 CNN
±0.05 erlaubt. Dementsprechend wurde fu¨r jede Datenquelle die Trainingsmenge aus gleich
vielen Zeitreihensegmentpaaren aufgebaut, die Synchronisationswerte R ∈ [0.25, 0.35] und
R ∈ [0.85, 0.95] aufwiesen. Nur fu¨r die Trainingsmenge von P2 wurden Zeitreihensegment-
paare mit Synchronisationswerten R ∈ [0.45, 0.55] und R ∈ [0.75, 0.85] genutzt, da die vor-
herigen Wertebereiche nicht ausreichend besetzt waren (vgl. Abbildungen 4.7 a.) bis d.)).
Die niedrigen Synchronisationswerte wurden durch eine Referenz mit yrefij = −1 (weiß) fu¨r
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alle Zellen ij und die hohen durch eine Referenz mit yrefij = 1 (schwarz) fu¨r alle Zellen ij
dargestellt.
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Abbildung 4.7: Verteilung der Synchronisationswerte R der Datenquellen GR, P1, P2 und
P3
Die Trainingsmengen der vier Datenquellen wurden aus Elementen aufgebaut, die je-
weils aus Datenfensterpaaren und den dazugeho¨rigen Synchronisationswerten bestanden.
Ihre Gro¨ße wurde von zwei u¨ber vier und acht zu 16 Elementen erho¨ht. Dabei entsprach
jeweils eine Ha¨lfte der Elemente Datenfensterpaaren, die niedrigen bzw. hohen Synchronisa-
tionswerten zugeordnet werden konnten. Die Trainings- und Testmengen der Datenquellen
P1 bis P3 wurden aus jeweils nur einer Elektrodenkanalkombination mit dem mo¨glichst
gro¨ßten Unterschied in den Synchronisationswerten R von interiktaler und hypothetischer
pra¨-iktaler Phase gewonnen. Die jeweils anderen 17 Kanalkombinationen (siehe dazu Ka-
pitel 1.4.2) wurden außer Acht gelassen. Diese Vorgehensweise wurde gewa¨hlt, um einen
mo¨glichst breiten Wertebereich von R trainieren zu ko¨nnen. Es wurden allerdings nur Ele-
mente aus den interiktalen und pra¨-iktalen Zusta¨nde fu¨r das Training verwendet. Die iktalen
und post-iktalen Zusta¨nde wurden nicht fu¨r das Training genutzt, da sie vollkommen ande-
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re Dynamiken enthalten, die nicht prima¨rer Gegenstand der Untersuchungen dieser Arbeit
sind.
Die Abbildung 4.8 zeigt beispielhaft zwei Elemente einer Trainingsmenge fu¨r ein CNN
der Topologie 1. Die obere Bilderreihe entha¨lt die vorverarbeiteten Zeitreihensegmente in
der Eingabe U und X(0) und die Refernez mit yrefij = 1 fu¨r alle Zellen ij (entspricht ei-
nem Synchronisationswert R = 0.9). Die untere Bilderreihe zeigt beispielhaft den Fall mit
einem niedrigen Synchronisationswert R = 0.3. Die rechten beiden Bilder enthalten die
tatsa¨chlich vom SCNN System berechneten Ausgaben Y (τtrans). Zu erkennen sind Flecken
in den Fla¨chen und Bewertungen von MSEn = 0.091 bzw. MSEn = 0.061. Damit wurden
durch das Training keine idealen Parameter gewonnenen und damit keine absolut fehler-
freien Ausgaben bei der Simulation erreichten.
U X(0) Y(τtrans) Yref
MSEn = 0.091
MSEn = 0.061
Abbildung 4.8: Zwei beispielhafte Elemente der Trainingsmenge einer Datenquelle (CNN
mit der Topologie 1)
Um aus den gewonnene Ausgaben Y (τtrans) Synchronisationswerte berechnen zu ko¨nnen,
wurde die folgende zweistufige Ru¨ckrechnung durchgefu¨hrt. In den folgenden Gleichungen
4.1, 4.3, 4.4 und 4.5 stellen Nx und Ny die Anzahl Zellen der CNN-Topologie in x bzw.
y Richtung und H die Heaviside Funktion dar. Zuna¨chst wurde mit Rlin (siehe Gleichung
4.1) eine lineare Wertebereichtransfomation von [−1, 1] nach [0, 1] durchgefu¨hrt.
Rlin =
1
NxNy
Nx∑
i=0
Ny∑
j=0
yij(τtrans) + 1
2
(4.1)
Im zweiten Schritt erfolgte die lineare Ru¨cktransformation in den Wertebereich [0.3, 0.9]
(bzw. fu¨r Datenquelle P2 in den Wertebereich [0.5, 0.8]) und damit die Berechnung von
Rapprox:
Rapprox = (Rlin(0.9− 0.3)) + 0.3 (4.2)
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Mit dieser Vorgehensweise ergab sich beispielsweise fu¨r das Bild oben rechts in der
Abbildung 4.8 ein approximierte Synchronisationswerte von Rapprox = 0.85. Referenz-
Synchronisationswerte die außerhalb des Wertebreichs [0.3, 0.9] (bzw. fu¨r Datenquelle P2
von [0.5, 0.8]) lagen, wurden nach erfolgreichem Training entsprechend auf die Grenzen
Rapprox = 0.3 bzw. Rapprox = 0.9 (bzw. Rapprox = 0.5 bzw. Rapprox = 0.8) gesetzt.
Rlin wurde in der vorliegenden Arbeit durchgehend genutzt, kann aber auch durch die
nachfolgenden Funktionen ersetzt werden:
Rpos =
1
NxNy
Nx∑
i=0
Ny∑
j=0
H(yij(τtrans)) (4.3)
Rmean =
1
2NxNy
(
Nx∑
i=0
Ny∑
j=0
yij(τtrans)
)
+ 0.5 (4.4)
Rmedian =
1
2
Y (τtrans)med + 0.5 (4.5)
mit aufsteigend sortierten yij(τtrans) (i ∈ [0, Nx − 1],j ∈ [0, Ny − 1]) der Ausgabe Y (τtrans)
in o0 < o1 < o2... < oNxNy−1 und
Y (τtrans)med =
{
o(NxNy+1)/2 : Nx ∗Ny ungerade
1
2
(oNxNy/2 + o(NxNy/2)+1) : Nx ∗Ny gerade (4.6)
4.2.5 Evaluation der Optimierung
Der folgende Abschnitt beschreibt die in der vorliegenden Arbeit genutze Evaluatuins-
Technik. Ein Training wurde anhand seiner besten erreichten Bewertung Errglobal, seiner
lokalen Bewertungen der Trainingsmenge Errlokali (mit i ∈ Nm Ma¨chtigkeit der Trainings-
menge) und anhand der Position der besten Bewertung im Trainingsverlauf evaluiert. Die
tatsa¨chliche Qualita¨t, in Abha¨ngigkeit der in Abschnitt 4.2 genannten Einstellungen, wurde
durch seine beste Bewertung ausgedru¨ckt. Abbildung 4.9 stellt beispielhaft Errglobal in einen
Trainingsverlauf dar, wobei nur die besseren Bewertungen eingetragen wurden. Abbildung
4.10 stellt den gleichen Trainingsverlauf mit allen Bewertungen Errglobal dar. Hier leidet
aber die U¨bersichtlichkeit an der komplexen Darstellung. Die wesentliche Information, der
Abstieg im Fehlergebirge, ist schwer zu erkennen. Daher wurde in der vorliegenden Arbeit
die Darstellungsform wie in Abbildung 4.9 gewa¨hlt. Im vorliegenden Fall wurde eine beste
Bewertung von Errglobal = 0.0932 nach 14301 Trainingsschritten erreicht.
Das gewonnene CNN wurde im zweiten Schritt mit der Testmenge evaluiert. Dabei
wurde untersucht, ob das CNN mit den gewonnenen Parametern tatsa¨chlich alle vorlie-
genden Daten erfolgreich approximiert oder nur mit der Trainingsmenge zufriedenstellend
funktioniert und damit u¨bertrainiert wurde. Abbildung 4.11 zeigt beispielhaft die berech-
neten Synchronisationswerte R, die approximierten Synchronisationswerte Rapprox und die
Differenzwerte δRi = |Ri −Rapproxi | (mit i als Positionsindex) fu¨r eine Zeitreihe.
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Abbildung 4.9: Beispielhafter Trainingsverlauf, nur bessere Bewertungen wurden eingetra-
gen
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Abbildung 4.10: Beispielhafter Trainingsverlauf, alle Bewertungen wurden eingetragen
Zur weiteren Datenreduktion wurden weitere Gro¨ßen eingefu¨hrt. Fu¨r die der Abbildung
4.11 zugrunde liegenden Daten wurde ein mittlerer Synchronisationswert von R = 0.867
berechnet. Der mittlere approximierte Synchronisationswert wurde mit Rapprox = 0.683 be-
stimmt. Die mittlere Differenz wurden mit δR = 0.187 berechnet.
Mit diesen Informationen wurde ein Maß entwickelt, welches eine Aussage u¨ber die Approxi-
mationsqualita¨t (Approximationsgu¨te) in der gesamten Testmenge ermo¨glicht. Hier werden
die mittleren Differenzen δR aller verwendeten Zeitreihen berechnet und entsprechend der
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Abbildung 4.11: Beispielhafte Evaluation eines CNN an einem Teil seiner Testmenge: Zeit-
licher Verlauf der berechneten Synchronisationswerte (R, hellgrau), der approximierten
Synchronisationswerte (Rapprox, schwarz) und der Differenzwerte (δR, dunkelgrau) fu¨r eine
Zeitreihe
Dauer gewichtet und gemittelt:
Cost =
1∑N−1
j=0 Lj
N−1∑
i=0
δRiLi (4.7)
In Gleichung 4.7 entspricht N der Anzahl der Zeitreihen in der Testmenge und L deren
jeweilige Dauer.
In den folgenden Untersuchungen wurden bei den Datenquellen P1 bis P3 nur die interik-
talen und die hypothetischen pra¨-iktalen Zeitra¨ume der Zeitreihen als Testmenge genutzt.
D.h. R, δR und Cost wurden jeweils nur mit Daten aus den interiktalen und den hypothe-
tischen pra¨-iktalen Zeitra¨umen berechnet.
Die Tabelle 4.2 entha¨lt eine Auflistung der mittleren Synchronisationswerte R aller
Zeitreihenpaare der Datenquellen GR und P1 bis P3. Es ist zu beru¨cksichtigen, dass in
GRc der Kopplungsfaktor linear erho¨ht wurde und damit auch R entsprechend gestiegen
ist. Die zeitliche Entwicklung der anderen Zeitreihen der Datenquellen GRr und P1 bis P3
entsprach beinahe konstanten Verla¨ufen mit entsprechendem R. Die mittleren Synchronisa-
tionswerte der Daten aus den hypothetischen pra¨-iktalen Phasen P1ef, P1ghij, P2bcd und
P3f unterschieden sich deutlich von denen der interiktalen Phasen. Im Fall von P1ef, P1ghij
und P2bcd wurden sie auf die Dauer gewichtet zusammengefaßt.
Dieser Unterschied fiel fu¨r die Datenquelle P2 geringer aus als fu¨r die Datenquellen P1
und P3. Die mittleren Synchronisationswerte der Datensa¨tze P3g und P3f wurde mit sehr
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a¨hnlichen Werten berechnet (R = 0.55 bzw. R = 0.54), obwohl die letzteren Daten aus
einer interiktalen Phase stammten. Diese A¨hnlichkeit la¨ßt sich durch die Tatsache erkla¨ren,
dass bei der Ableitung des Datensatzes P3f andere Einstellungen im Aufnahmesystem vor-
herrschten. Fu¨r die Aufzeichnung des Datensatzes P3f wurde fu¨r die Messapparatur eine
andere Spannungs-Referenz gewa¨hlt als fu¨r die Datensa¨tze P3a bis P3e und P3g. Falls der
zeitliche Verlauf der Synchronisation in diesem Datensatz korrekt approximiert wird, so
wa¨re das ein erster Hinweis auf generelle Eigenschaften des trainierten CNN.
Mit Costbest wird die maximal erreichbare Approximationsqualita¨t angegeben. Sie er-
rechnet sich nach Gleichung 4.7. Allerdings wurden statt der approximierten die berechne-
ten Synchronisationswerte eingesetzt. Die berechneten Synchronisationswerte die außerhalb
der Wertebereiche [0.3, 0.9] (Datenquellen GR, P1 und P3) bzw. [0.5, 0.8] (Datenquelle P2)
lagen wurden auf die entsprechenden Grenzen gesetzt. Es ist auffa¨llig, dass die maximale
Approximationsqualita¨t Costbest von P3 etwa um eine Gro¨ßenordnung besser war als die
der anderen Datenquellen (vgl. Tabelle 4.2). Dies folgt aus der Tatsache, dass fast alle
berechneten Synchronisationswerte innerhalb des Wertebreich [0.3, 0.9] liegen (vgl. Ampli-
tudenverteilung in Abbildung 4.7 d.)).
gek. Ro¨ssler (GR) Patient 1 (P1) Patient 2 (P2) Patient 3 (P3)
Zr - R Zr - R Zr - R Zr - R
a - 0.19 a - 0.80 a - 0.79 a - 0.82
b - 0.21 b - 0.87 bcd - 0.59 b - 0.83
c - 0.42 c - 0.83 c - 0.86
d - 0.33 d - 0.83 d - 0.89
e - 0.66 ef - 0.37 e - 0.91
f - 0.96 ghij - 0.29 f - 0.55
k - 0.79 g - 0.54
Costbest = 0.061 Costbest = 0.03 Costbest = 0.012 Costbest = 0.005
Tabelle 4.2: Durchschnittliche R-Werte und Approximationsqualita¨ten Costbest der Daten-
quellen GR und P1 bis P3
Die zeitlichen Verla¨ufe der Synchronisationswerte der Zeitreihenpaare der Datenquellen
werden im Kapitel 4.4 ausfu¨hrlich behandelt.
4.3 Optimierung der Netzwerkeinstellungen
Der folgende Abschnitt gibt einen U¨berblick u¨ber die Erfahrungen, die zu den jeweils besten
CNN-Einstellungen fu¨r die Datenquellen GR und P1 bis P3 gefu¨hrt haben.
Vergro¨ßerung der Trainingsmenge
Die Trainingsmenge wurde, bei gleich bleibenden CNN-Einstellungen, von 1-1 u¨ber 2-2
und 4-4 auf 8-8 Elemente erho¨ht (siehe auch Kapitel 4.2.4). 4-4 z.B. bedeutet, dass fu¨r die
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Trainingsmenge je vier Datenfensterpaare mit entsprechend niedrigen und hohen Synchroni-
sationswerten zufa¨llig gewa¨hlt wurden. Das Parameter-Training mit 1-1 und 2-2 Elementen
in der Trainingsmenge verlief erfolglos, da das Training nach ku¨rzester Trainingszeit mit
Errglobal = 0 bewertet wurde. Damit wurde das CNN u¨bertrainiert und erreichte nur auf
der Trainingsmenge das gewu¨nschte Ergebnis. Erst die Wahl von 4-4 und besonders 8-8 Ele-
menten in der Trainingsmenge, erbrachte eine Steigerung der Approximationsgenauigkeit.
Fu¨r das folgende Parameter-Training wurde fu¨r jede Datenquelle je eine Trainingsmenge
mit 8-8 Elementen gewa¨hlt.
Wahl der Zusammenfu¨hrungsfunktion
Als Zusammenfu¨hrungsfunktion fu¨r das Parameter-Training wurde der Mittelwert genutzt.
Durch den Mittelwert wurden die Fehlergebirge aller Elemente der Trainingsmenge gleich-
zeitig betrachtet. Obwohl die Mo¨glichkeit von verwaschenen (globalen) Minima der einzel-
nen Fehlergebirge im gesamten gemittelten Fehlergebirge bestand, erwies sich der Mittel-
wert als geeignete Zusammenfu¨hrungsfunktion und wurde im folgenden Parameter-Training
genutzt. Weitere Informationen dazu sind im Anhang F.4 zu finden.
Wahl der Bewertungsfunktion
Als Bewertungsfunktion wurdeMSEn genutzt. Dieses Maß hatte sich aufgrund des Aufbaus
der Referenzen Y ref bewa¨hrt. Da die Referenzen nur weiß oder schwarz gewa¨hlt wurden,
wurde durch den MSEn der mittlere quadratische Abstand zu den Grauwerten in Y ref
angegeben. Weitere Informationen hieru¨ber sind im Anhang F.3 aufgefu¨hrt.
Wahl der CNN-Topologie
Bei gleich bleibenden Einstellungen hatte sich die Topologie Nr1. bewa¨hrt. Tabelle 4.3
zeigt beispielhaft fu¨r drei verschiedene Template-Einstellungen die Trainingsergebnisse fu¨r
die Topologie 1 und 2. Die U¨berlegenheit der CNN-Topologie 1 ist deutlich zu erkennen. Die
Bewertung Errglobal wurde um den Faktor 2 verbessert. Mit dieser Wahl wurde die U¨bert-
ragbarkeit der Einstellungen auf die schaltungstechische-Realisation ACE4K vereinfacht,
da dieses CNN auch einer Topologie von 64× 64 Zellen entspricht.
Wahl des Optimierungsverfahrens
Mit dem Iterative-Annealing (siehe auch Anhang B) als Optimierungsverfahren wurden
die besten Ergebnisse erzielt. Tabelle 4.4 zeigt beispielhaft das u¨berlegene Abschneiden
des Iterative-Annealing Optimierungsverfahrens bei gleichbleibenden CNN-Einstellungen
(CNN-Topologie 1, Trainingsmenge 4-4, Datenquelle P1, Template-Topologie 3 × 3, po-
lynomielle Templates vierter Ordnung (fu¨r A und B gleich), Schwellenwert Z invariant).
Durch die Nutzung des mehrfachen Abku¨hlzyklus von einer Starttemperatur T0 an, mit dem
die Schrittreichweite beim Suchen nach dem globalen Minimum variiert wurde, wurden im
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Template-Topologie Template-Ordnung Errglobal bei Trainingsschritt
CNN 3× 3 4 0.1332 9107
Topologie 5× 5 1 0.1945 14034
1 5× 5 2 0.1324 8758
CNN 3× 3 4 0.2293 12845
Topologie 5× 5 1 0.4545 3612
2 5× 5 2 0.2554 4709
Tabelle 4.3: Beispielhafter Vergleich zwischen Topologie 1 und 2 bei gleich bleibenden CNN-
Einstellungen
Vergleich zu Powell’s Linienminimierungsverfahren und dem Downhill-Simplex Optimie-
rungsverfahren um den Faktor 2 verbesserte Ergebnisse erzielt.
Optimierungsverfahren Errglobal bei Trainingsschritt
Powell’s 0.2183 14231
Simplex 0.1423 4997
Iterative-Annealing (T0 = 50, 300 Abku¨hlschritte) 0.0969 14364
Tabelle 4.4: Beispielhafter Vergleich zwischen verschiedenen Optimierungsverfahren bei
gleichbleibenden CNN-Einstellungen
Beim Powell’s Linienminimierungsverfahren und dem Downhill-Simplex Optimierungs-
verfahren besteht die Gefahr, dass beide Verfahren lokale Minima finden, aber keine weitere
Optimierung durchfu¨hren. Dies wird besonders am Eintrag zum Downhill-Simplex Optimie-
rungsverfahren in der Tabelle 4.4 deutlich, da hier schon nach 4997 Trainingsschritten ein
lokales Minimum erreicht wurde und in den letzten 9403 Schritten keine Verbesserung erzielt
werden konnte.
Wahl der Template-Topologie und Ordnung
Bei gleich bleibenden sonstigen CNN-Einstellungen wurde die Template-Topologie 3×3 mit
polynomiellen Templates 2. und 3. Ordnung (je gleiche Einstellungen fu¨r Template A undB)
beim Training am besten bewertet. Auch gro¨ßere Templates wie z.B. mit 5×5 Topologie, mit
polynomiellen 2. Ordnung, wurden mit einem guten Errglobal bewertet. Allerdings wurde im
Hinblick auf die einfache technische Realisierbarkeit mit den Templates mit 3×3 Topologie
weitergearbeitet.
Weitere Steigerung des Ergebnisqualita¨t der Trainings
Die Qualita¨t der Trainings konnte durch die Einfu¨hrung anderer Randbedingungen ge-
steigert. Neben der bis dahin genutzten neutralen Randbedingung wurden die periodische
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Randbedingung und geschlossene Spirale in x-Richtung eingefu¨hrt. Auch durch die Be-
schneidung des Parameterraums durch Einsatz von Symmetrien (Punkt, Kreuz, Stern) auf
den Templates wurden weitere Erfolge erzielt. Dabei wurden den A und B Templates die-
selbe Symmetrie aufgepra¨gt.
Wiederholung der besten Trainings
Die Trainings mit der besten Bewertung Errglobal wurden immer sechs fach wiederholt, um
zu pru¨fen, ob tatsa¨chlich das globale Minimum gefunden wurde. Das Training eines CNN
mit z.B. 3 × 3 Template-Topologie und polynomielle Templates 3. Ordnung, invariantem
Schwellenwert Z und einer Trainingsmenge 8-8 mit dem Mittelwert als Zusammenfu¨hrungs-
funktion, bedeutet die Minimierung einer Bewertungsfunktion, die aus 16 per Mittelwert
zusammengefaßten Bewertungsfunktionen, mit je 55 Paramtern, besteht (siehe auch 3.2.3).
Dadurch entsteht ein gemitteltes Fehlergebirge aus 55 Parametern, mit vielen beieinander
liegenden lokalen Minima. Diese lokalen Minima stammen von einigen Fehlergebirgen der
Elemente der Trainingsmenge und senken durch die Mittelung diesen Punkt im gemittelten
Fehlergebirge ab, obwohl andere Fehlergebirge dort mo¨glicherweise kein Minimum besitzen.
Dieses Problem kann durch die Nutzung des durchschnittlichen Abstandes zur Bewertung
ADev (also Aufweitung der einzelnen Errlocali ) quantifiziert werden:
ADev =
1
Nm
Nm−1∑
i=0
∣∣Errglobal − Errlocali ∣∣ mit Nm als Anzahl der Trainingselemente
(4.8)
Nimmt ADev Werte nahe Null an, so werden alle Elemente der Trainingsmenge gleich
gut, nahe am Errglobal, bewertet. Bei einem großem ADev gibt es einige Elemente in der
Trainingsmenge, die kein Minimum in den gewonnenen Parametern haben. Durch den Mit-
telwert als Zusammenfu¨hrungsfunktion verbessern die anderen Elemente der Trainingsmen-
ge die Bewertung dieser Parameter und ermo¨glichen trotzdem einen guten Errglobal Wert.
Tabelle 4.5 zeigt beispielhaft die Ergebnisse fu¨r sechs Wiederholungen eines Trainings (Da-
tenquelle P3, Trainingsmenge 8-8; Iteratives Annealing als Optimierungsverfahren; Schwel-
lenwert Z invariant; Template-Topologie 3 × 3, polynomielle Templates 3. Ordnung und
Stern-Symmetrie fu¨r A und B; periodische Randbedingungen). Die Aufweitung der Wie-
derholungen mit den Nummern 3 und 5 wurden a¨hnlich gut mit ADev = 0.0400 und
ADev = 0.0401 bestimmt, d.h. die 16 Elemente der Trainingsmenge wurden sehr nah
an den globalen Systemfehler Errglobal bewertet. Allerdings wurde das lokale Minimum
der Wiederholung 5 doppelt so gut bewertet wie das der Wiederholung 3. In den ande-
ren Wiederholungen wurde in schlecht bewerteten Regionen des Fehlergebirges nach einem
Minimum gesucht. Dabei konnte innerhalb der vorgegebenen Trainingszeit ein Optimum
gefunden werden.
4.4 Optimierungsergebnisse
Im folgenden Abschnitt werden die Trainingsergebnisse dargestellt. Dabei wird zuna¨chst
auf die gekoppelten Ro¨ssler-Systeme (Datenquelle GR) eingegangen. Nachdem die CNN-
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Wiederholung Nr. Errglobal ADev Trainingsschritt
1 0.4563 0.2595 13969
2 0.1665 0.1137 12139
3 0.0651 0.0400 13669
4 0.3736 0.3399 14065
5 0.0370 0.0401 7391
6 0.2372 0.2511 13235
Tabelle 4.5: Darstellung der Ergebnisse fu¨r sechs Wiederholungen eines Trainings
Einstellungen, die zur gefundenen optimalen Approximationsqualita¨t gefu¨hrt hatten, dar-
gelegt wurden, wird die Testmenge dargestellt und eine Erla¨uterung der Ergebnis vorge-
nommen.
Im Anschluß daran wird ebenso auf die Ergebnisse eingegangen, die aus den Patien-
tendaten (P1 bis P3) gewonnen wurden. Hier wurde der Weg, der zu den besten CNN-
Einstellungen des Modellsystems fu¨hrte, auf EEG-Daten u¨bertragen.
Fu¨r alle vier Datenquellen wurden die folgenden Einstellungen gewa¨hlt: Es wurde eine 8-
8 Trainingsmenge, das Iterative-Annealing als Optimierungsverfahren (mit Starttemperatur
T0 = 50 und 300 Schritten pro Abku¨hlperiode), 14400 Trainingsschritte, der Mittelwert als
Zusammenfu¨hrungsfunktion, MSEn als Bewertungsfunktion und die CNN-Topologie Nr.1
genutzt.
4.4.1 Gekoppelte Ro¨ssler-Systeme
CNN-Einstellungen
Mit den folgenden CNN-Einstellungen wurde eine optimale Bewertung von Errglobal =
0.0707 nach 14398 Trainingsschritten, mit einer Aufweitung von ADev = 0.0427, erreicht:
Die A und B Templates hatten eine 3×3 Topologie, Punkt-Symmetrie und waren Polynome
2. Ordnung. Es wurde die Randbedingung geschlossene Spirale in x-Richtung gewa¨hlt. Die
Approximationsqualita¨t lag bei Cost = 0.1408. In der Abbildung 4.12 ist die Bewertung in
Abha¨ngigkeit der Trainingsschritte dargestellt.
Darstellung der gewonnenen Parameter
Die Gleichungen 4.9, 4.10 und 4.11 stellen die Templates A und B und den Schwellen-
wert Z dar, die durch das Parameter-Training als optimale Werte fu¨r die Datenquelle GR
gewonnen wurden. In jeder Zelle der 3 × 3 Templates A und B sind jeweils zwei Werte
geklammert eingetragen. Der obere Wert ist jeweils der erste und der untere der zweite
Eintrag des Template-Polynoms. In diesen drei Gleichungen und in denen der Datenquellen
P1 bis P3 werden die Eintra¨ge in voller Genauigkeit dargestellt. Diese Darstellungsweise
wurde gewa¨hlt, da im Abschnitt 4.6 beschrieben wird, dass selbst kleinste A¨nderungen
bei den Templates zu einer Verringerung der Approximationsqualita¨t fu¨hren ko¨nnen. Diese
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Abbildung 4.12: Trainingsverlauf des gekoppelten Ro¨ssler-Systems (Datenquelle GR)
Darstellungsform wird fu¨r alle folgenden Templates A und B und den Schwellenwert Z
beibehalten.
A =

(10.4698959015 (6.654295705 (8.14954372076
12.0021381311) −8.29297309706) 7.32597225806)
(−5.24234520661 (−7.46548382715 (−5.24234520661
5.97859414135) −2.71926781621) 5.97859414135)
(8.14954372076 (6.654295705 (10.4698959015
7.32597225806) −8.29297309706) 12.0021381311)

(4.9)
B =

(13.6562385835 (−18.6812534226 (−11.3704705392
−12.3637035121) 25.5786820125) −1.40126867031)
(15.7167272639 (−2.00651076626 (15.7167272639
−10.492100532) 9.23035115413) −10.492100532)
(−11.3704705392 (−18.6812534226 (13.6562385835
−1.40126867031) 25.5786820125) −12.3637035121)

(4.10)
Z =
{ −27.5994423522 } (4.11)
Darstellung der Testmenge
In den Datensa¨tze GRa, GRb, GRd, GRe und GRf wurde fu¨r Datenpunkte eine konstante
Kopplungssta¨rke (² = 0, ² = 0.01, ² = 0.02, ² = 0.03 bzw. ² = 0.04) verwendet (vgl. Kapitel
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4.1), so dass die Ergebnisse der Approximation in der Abbildung 4.13 zusammengefaßt wur-
den. Der Graph in der Abbildung 4.14 stellt jeweils die berechneten Synchronisationswerte
R (Referenzwerte), die durch das CNN approximierten Synchronisationswerte Rapprox und
die Differenzwerte δR fu¨r den Datensatz GRc dar.
0.00 0.01 0.02 0.03 0.04
0.00
0.25
0.50
0.75
1.00
R
Kopplungsstärke 
 R
 Rapprox
 R
Abbildung 4.13: Berechnete mittlere Synchronisationswerte (R, Dreieck), approximierte
mittlere Synchronisationswerte (Rapprox, Kreis) und mittlere Differenzwerte (δR, Rechteck)
der gekoppelten Ro¨ssler-Systeme (Datenquelle GR) mit den jeweiligen Standardabweichun-
gen unter der Wahl von verschiedenen Kopplungssta¨rken
Diskussion
Fu¨r die Datensa¨tze GRa und GRb wurden aufgrund der schwachen Kopplung Synchronisa-
tionswerte nahe Rapprox = 0.3 (vgl. Graph in Abbildung 4.13) approximiert. Dies entsprach
der unteren Grenze der gewa¨hlten Auflo¨sung von [0.3, 0.9], so dass Kopplungen mit kleine-
ren Synchronisationswerten als 0.3 mit Rapprox = 0.3 approximiert wurden.
Der Datensatz GRd wurde, im Vergleich zu den anderen Datensa¨tzen der Datenquelle
GR, mit einer mittleren Differenz der Synchronisationwerte von δR = 0.0947 abgescha¨tzt
und damit am besten bewertet (vgl. Tabelle 4.6). In den Datensa¨tzen GRe und GRf nahm
die Approximationsqualita¨t wieder ab. In beiden Datensa¨tzen wurde die Kopplungssta¨rke
von ² = 0.02 (Datensatz GRd) auf ² = 0.03 bzw. ² = 0.04 (Datensatz GRe bzw. GRf)
erho¨ht. Diese Erho¨hung wird in der Abbildung 4.14 noch einmal verdeutlicht. In diesem
Datensatz GRc wurde die Kopplung linear von ² = 0 (fu¨r den ersten Datenpunkt) bis
² = 0.04 (fu¨r den letzten Datenpunkt) gesteigert. Fu¨r eine Kopplungssta¨rke im Bereich
72 KAPITEL 4. SYNCHRONISATIONSMESSUNGEN MIT CNN
0.00 0.01 0.02 0.03 0.04
0.00
0.25
0.50
0.75
1.00
R
Kopplungsstärke 
 R
 Rapprox
 R
Abbildung 4.14: Zeitlicher Verlauf der Synchronisationswerte (R, hellgrau), der approxi-
mierten Synchronisationswerte (Rapprox, schwarz) und der Differenzwerte (δR, dunkelgrau)
des Datensatzes GRc der gekoppelten Ro¨ssler-Systeme (Datenquelle GR)
² ∈ [0.02, 0.03] (entspricht Synchronisationswerten aus dem Bereich R ∈ [0.3, 0.7]) wurde
eine deutliche Verringerung der Differenz der Synchronisationswerte erkennbar. Daten, die
aus Bereichen mit kleinerer oder gro¨ßerer Kopplungssta¨rke stammten, wurden, wie oben
erla¨utert, mit gro¨ßeren Differenzen zu den tatsa¨chlichen Werten approximiert.
Fu¨r die Trainingsmenge wurden Datenfensterpaare mit Synchronisationswerten aus den
Bereichen R ∈ [0.25, 0.35] und R ∈ [0.85, 0.95] verwendet. Mit dem gewonnenen CNN wurde
allerdings ein gutes Approximationsverhalten im Bereich R ∈ [0.3, 0.7] erreicht. Zu ho¨heren
Synchronisationswerten nahm die Qualita¨t des Approximationsverhaltens ab. Trotzdem
wurde durch die Messung von Synchronisation per CNN ein deutlicher Unterschied von
starker und schwacher Synchronisation festgestellt, so dass das hier genutzte Verfahren zur
Messung von Synchronisation in EEG-Zeitreihen als vielversprechender Ansatz angesehen
werden kann.
4.4.2 EEG-Daten
Nach den ermutigenden Ergebnis der Synchronisationsmessung an gekoppelten Ro¨ssler-
Systemen mit CNN, wurde die entwickelte Methodik zur Untersuchung von EEG-Daten
angewendet. Im Gegensatz zu den synthetisch generierten Zeitreihen ist die den EEG-
Zeitreihen zugrunde liegende Dynamik nicht direkt beschreibbar. Durch die EEG-Aufzeich-
nungen wird nicht nur der pathologische epileptogene Prozess, sondern auch die physio-
logischen Dynamiken die am Aufzeichungsort im Gehirn vorherrschen aufgezeichnet. Das
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Synchronisationsmaß R ist geeignet um Teilaspekte dieser Misch-Dynamik zu charakteri-
sieren (vgl. Kapitel 1.4.3).
EEG Daten Patient 1 (Datenquelle P1)
CNN-Einstellungen Mit den folgenden CNN-Einstellungen wurde eine optimale Be-
wertung von Errglobal = 0.0403 nach 14160 Trainingsschritten, mit einer Aufweitung von
ADev = 0.0549, erreicht: Die A und B Templates hatten eine 3 × 3 Topologie und waren
Polynome 3. Ordnung. Es wurde die neutrale Randbedingung gewa¨hlt. Die Approximati-
onsqualita¨t lag bei Cost = 0.1055. In der Abbildung 4.15 ist die Bewertung in Abha¨ngigkeit
der Trainingsschritte dargestellt.
Darstellung der gewonnenen Parameter Die Gleichungen 4.12, 4.13 und 4.14 stellen
die Templates A und B und den Schwellenwert Z dar, die durch das Parameter-Training als
optimale Werte fu¨r die Datenquelle P1 gewonnen wurden. In jeder Zelle der 3×3 Templates
A und B sind jeweils drei Werte geklammert eingetragen. Der obere Wert ist jeweils der
erste, der mittlere der zweite und der untere der dritte Eintrag des Template-Polynoms.
Darstellung der Testmenge Die Abbildungen 4.19 a.) bis f.) und 4.20 g.) bis k.) am
Ende dieses Kapitels stellen jeweils die zeitliche Entwicklung der berechneten Synchronisa-
tionswerte R (Referenzwerte), der durch das CNN approximiertem Synchronisationswerte
Rapprox und der Differenzwerte δR fu¨r die Datensa¨tze P1a bis P1f dar.
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Abbildung 4.15: Trainingsverlauf fu¨r die EEG-Datenquelle P1
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A =

(0.420523508611 (0.178229030036 (0.420523508611
−0.364863449636 −0.465144407505 −0.364863449636
0.496380603725) −0.00141091633297) 0.496380603725)
(0.178229030036 (−0.859654091692 (0.178229030036
−0.465144407505 0.975130435745 −0.465144407505
−0.00141091633297) −0.266789593765) −0.00141091633297)
(0.420523508611 (0.178229030036 (0.420523508611
−0.364863449636 −0.465144407505 −0.364863449636
0.496380603725) −0.00141091633297) 0.496380603725)

(4.12)
B =

(−0.306931976806 (0.0270188871222 (−0.306931976806
0.453807311111 −0.0903871539463 0.453807311111
0.200700644172) −0.0339893457456) 0.200700644172)
(0.0270188871222 (−1.0806653145 (0.0270188871222
−0.0903871539463 −0.583972759404 −0.0903871539463
−0.0339893457456) 0.726987405908) −0.0339893457456)
(−0.306931976806 (0.0270188871222 (−0.306931976806
0.453807311111 −0.0903871539463 0.453807311111
0.200700644172) −0.0339893457456) 0.200700644172)

(4.13)
Z =
{
0.966623230735
}
(4.14)
Diskussion Die interiktalen Datensa¨tze P1a, P1b, P1c und P1k (siehe Abbildungen 4.19
a.) bis c.) und 4.20 k.)) zeichnen sich durch eine starke Streuung der approximierten Syn-
chronisationswerte aus, wohingegen der interiktale Datensatz P1d (siehe Abbildung 4.19
d.)) eine gute Approximationsqualita¨t aufweist (vgl. Tabelle 4.6).
Die hypothetischen pra¨-iktalen Datensa¨tze P1e, P1g, P1h und P1i (siehe Abbildungen
4.19 e.) und 4.20 g.) bis i.)) wurden mit einer gute Approximationsqualita¨t bewertet, wo-
bei bei den Datensa¨tzen P1e und P1i die Synchronisationswerte, die kleiner als 0.3 sind,
korrekt mit 0.3 approximiert wurden. Die Datensa¨tze P1f und P1j (siehe Abbildungen 4.19
f.) und 4.20 j.)) enthielten je einen Anfall. Obwohl die Anfallszusta¨nde und die post-iktalen
Zusta¨nde nicht in der Trainingsmenge enthalten waren und nicht in der Bewertung der
Approximationsqualita¨t beru¨cksichtigt wurden, wurden die dort vorherrschenden Dynami-
ken mit approximierten Synchronisationswerten abgescha¨tzt, die die berechneten nur leicht
unterscha¨tzen. Das CNN approximierte also nicht nur die Dynamiken mit einer hohen Qua-
lita¨t, die mit Synchronisationswerte um 0.3 und 0.9 bewertet wurden (durch die Trainings-
menge pra¨sentiert), sondern auch Dynamiken, die mit Synchronisationswerten zwischen 0.3
und 0.9 bewertet wurden und Dynamiken aus Zusta¨nden, die nicht in der Trainingsmege
vorhanden waren. Damit zeigte das CNN wiederum generelle Eigenschaften.
Die Trennung zwischen niedrigen (0.3) und hohen (0.9) Synchronisationswerten, sowie
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die Approximation der Werte dazwischen, die nicht in der Trainingsmenge vorhanden waren,
war gelungen. Das gewonnene CNN eignet sich somit zur Definition eines hypothetischen
pra¨-iktalen Zustandes in diesen Datensa¨tzen, auch wenn bei den interiktalen Datensa¨tzen
einige Schwa¨chen in der Approximation zu erkennen waren. Weiterhin ist anzumerken, dass
die Synchronisationswerte vor einem zweiten Anfall korrekt approximiert wurden, obwohl
nur acht niedrige Synchronisationswerte aus dem Bereich vor dem ersten Anfall in der Trai-
ningsmenge vorhanden waren. Das Verhalten vor Anfa¨llen ist reproduzierbar. Damit zeigte
das gewonnene CNN weitere generelle Eigenschaften. Schließlich soll durch die Synchroni-
sationsmessung nicht nur der der in der Trainingsmenge beru¨cksichtigte pra¨-iktale Zustand,
sondern mo¨glichst auch alle Folgenden definiert werden ko¨nnen.
EEG Daten Patient 2 (Datenquelle P2)
CNN-Einstellungen Mit den folgenden CNN-Einstellungen wurde eine Bewertung von
Errglobal = 0.2334 nach 14303 Trainingsschritten, mit einer Aufweitung von ADev = 0.0585,
erreicht: Die A und B Templates hatten eine 3× 3 Topologie, Punkt-Symmetrie und waren
Polynome 2. Ordnung. Es wurde die periodische Randbedingung gewa¨hlt. Die Approximati-
onsqualita¨t lag bei Cost = 0.0979. In der Abbildung 4.16 ist die Bewertung in Abha¨ngigkeit
der Trainingsschritte dargestellt.
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Abbildung 4.16: Trainingsverlauf fu¨r die EEG-Datenquelle P2
Darstellung der gewonnenen Parameter Die Gleichungen 4.15, 4.16 und 4.17 stellen
die Templates A und B und den Schwellenwert Z dar, die durch das Parameter-Training als
optimale Werte fu¨r die Datenquelle P2 gewonnen wurden. In jeder Zelle der 3×3 Templates
A und B sind jeweils zwei Werte geklammert eingetragen. Der obere Wert ist jeweils der
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erste und der untere der zweite Eintrag des Template-Polynoms.
A =

(0.330332480782 (0.309522685885 (0.474812000401
0.180651329148) −0.745124864095) 0.187619234618)
(−0.0992623470826 (−1.51050133797 (−0.0992623470826
0.380649198548) −0.0299955175021) 0.380649198548)
(0.474812000401 (0.309522685885 (0.330332480782
0.187619234618) −0.745124864095) 0.180651329148)

(4.15)
B =

(0.0792535448373 (−0.131152134097 (0.12338040961
0.0850349512259) −0.244021551987) 0.249091518377)
(0.114131575858 (−0.355665307783 (0.114131575858
0.180181997366) −0.507451198325) 0.180181997366)
(0.12338040961 (−0.131152134097 (0.0792535448373
0.249091518377) −0.244021551987) 0.0850349512259)

(4.16)
Z =
{ −0.0109903171914 } (4.17)
Darstellung der Testmenge In den Abbildungen 4.21 a.) bis d.) am Ende dieses Ka-
pitels stellen jeweils die zeitliche Entwicklung der berechneten Synchronisationswerte R
(Referenzwerte), der durch das CNN approximierten Synchronisationswerte Rapprox und
der Differenzwerte δR der Datensa¨tze P2a bis P2d dar.
Diskussion Die vier Datensa¨tzen P2a bis P2d (siehe Abbildungen 4.21 a.) bis d.)) wur-
den mit glatten Verla¨ufen der Synchronisationswerte approximiert. Allerdings ta¨uschte der
niedrige Wert Cost = 0.0979 eine hohe Approximationsqualita¨t der Synchronisationswerte
vor. Tatsa¨chlich wurde in diesem Fall mit dem gewonnenen CNN keine optimale Trennung
zwischen niedrigen (0.5) und hohen (0.8) Synchronisationswerten erreicht. Damit entfiel
auch die Mo¨glichkeit der Definition eines hypothetischen pra¨-iktalen Zustandes in den Da-
tensa¨tzen der Datenquelle P2.
EEG Daten Patient 3 (Datenquelle P3)
CNN-Einstellungen Mit den folgenden CNN-Einstellungen wurde eine Bewertung von
Errglobal = 0.03697 nach 7391 Trainingsschritten, mit einer Aufweitung von ADev = 0.0401,
erreicht: Die A und B Templates hatten eine 3× 3 Topologie, Stern-Symmetrie und waren
Polynome 3. Ordnung. Es wurde die periodische Randbedingung gewa¨hlt. Die Approximati-
onsqualita¨t lag bei Cost = 0.0934. In der Abbildung 4.17 ist die Bewertung in Abha¨ngigkeit
der Trainingsschritte dargestellt.
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Abbildung 4.17: Trainingsverlauf fu¨r die EEG-Datenquelle P3
A =

(38.2827584399 (−6.58872709912 (38.2827584399
−8.71382200309 −16.7821166964 −8.71382200309
−7.98236385982) −10.6318515339) −7.98236385982)
(−12.1387744763 (−22.4194134045 (−12.1387744763
−38.0006775272 49.4214666776 −38.0006775272
32.2443339806) 2.33785674317) 32.2443339806)
(38.2827584399 (−6.58872709912 (38.2827584399
−8.71382200309 −16.7821166964 −8.71382200309
−7.98236385982) −10.6318515339) −7.98236385982)

(4.18)
B =

(−34.4788733538 (28.3001218932 (−34.4788733538
3.41574396852 38.643774619 3.41574396852
23.5955708089) −12.4034872169) 23.5955708089)
(3.76606097294 (−30.3317517296 (3.76606097294
−2.61880056398 −17.422292787 −2.61880056398
24.960389491) −25.4875734418) 24.960389491)
(−34.4788733538 (28.3001218932 (−34.4788733538
3.41574396852 38.643774619 3.41574396852
23.5955708089) −12.4034872169) 23.5955708089)

(4.19)
Z =
{
57.1119508436
}
(4.20)
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Darstellung der gewonnenen Parameter Die Gleichungen 4.18, 4.19 und 4.20 stellen
die Templates A und B und den Schwellenwert Z dar, die durch das Parameter-Training als
optimale Werte fu¨r die Datenquelle P3 gewonnen wurden. In jeder Zelle der 3×3 Templates
A und B sind jeweils drei Werte geklammert eingetragen. Der obere Wert ist jeweils der
erste, der mittlere der zweite und der untere der dritte Eintrag des Template-Polynoms.
Darstellung der Testmenge Die Graphen in den Abbildungen 4.22 a.) bis f.) und
4.23 g.) am Ende dieses Kapitels stellen jeweils die zeitliche Entwicklung der berechneten
Synchronisationswerte R (Referenzwerte), der durch das CNN approximierten Synchroni-
sationswerte Rapprox und der Differenzwerte δR fu¨r die Datensa¨tze P3a bis P3g dar.
Diskussion In den interiktalen Datensa¨tzen P3a bis P3e (siehe Abbildungen 4.22 a.) bis
e.)) wurden, bis auf einige wenige Ausnahmen in P3d und P3e, die Synchronisationswerte
erfolgreich approximiert (vgl. Tabelle 4.6).
Im peri-iktalen Datensatz P3f (siehe Abbildung 4.22 f.)) wurde die hypothetische pra¨-
iktale Phase erfolgreich approximiert, wobei einige Werte deutlich unterbewertet wurden.
Genau wie bei der Datenquelle P1 wurden auch hier die Synchronisationswerte, mit denen
die Dynamiken aus den Anfallszustand und dem postiktalen Zustand beschrieben wurden,
mit einer hohen Qualia¨t approximiert. Dabei wurde sogar eine ho¨here Qualita¨t als bei der
Datenquelle P1 erreicht.
Der interiktale Datensatz P3g wurde mit einer anderen Spannungs-Referenz als die an-
deren Datensa¨tze P3a bis P3f aufgezeichnet (siehe Kapitel 4.2.5). Dadurch ergaben sich
bei der Berechnung der Synchronisationswerte niedrigere Werte als bei den anderen in-
teriktalen Datensa¨tzen. Trotz einer ha¨ufigen Unterbewertung der berechneten durch die
approximierten Synchronisationswerte, kann auch hier von Erfolg gesprochen werden. Ob-
wohl keines der Datenfensterpaare innerhalb der Trainingsmenge genutzt wurde, wurde eine
erfolgreiche Approximation durchgefu¨hrt. Dies spricht fu¨r eine hohe Robustheit der Syn-
chronisationsmessung mit CNN und ist ein weiteres Indiz fu¨r generelle Eigenschaften des
CNN.
Auch hier ist die Trennung zwischen niedrigen (0.3) und hohen (0.9) Synchronisati-
onswerten und die Approximation der Werte dazwischen, die nicht in der Trainingsmenge
vorhanden waren, gelungen. Somit eignet sich das gewonnene CNN in diesen Datensa¨tzen
zur Definition eines hypothetischen pra¨-iktalen Zustands, auch wenn bei den pra¨-iktalen
Datensa¨tzen, bzw. Datensa¨tzen mit niedrigen Synchronisationswerten, einige Schwa¨chen in
der Approximation zu erkennen waren.
In der Tabelle 4.6 sind die mittleren Differenzwerte der Synchronisationwerte aller ver-
wendeten Datensa¨tze eingetragen. Die daraus gewonnenen gewichteten Mittelwerte ergaben
die Approximationsqualita¨t (siehe auch Gleichung 4.7), die zur Bewertung der oben genann-
ten Testmengen der vier Datenquellen genutzt wurde.
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Datensatz δR GR δR P1 δR P2 δR P3
a 0.1806 0.1434 0.0950 0.0456
b 0.1468 0.1029 0.1088 0.0856
c 0.1371 0.1070 0.0988 0.0734
d 0.0947 0.0696 0.0760 0.0619
e 0.1438 0.1346 0.0474
f 0.1416 0.0948 0.1662
g 0.0744 0.1735
h 0.1482
i 0.1078
j 0.0791
k 0.1424
Tabelle 4.6: Mittleren Differen der berechneten und approximierten Synchronisationwerte
fu¨r alle Datensa¨tze der Datenquellen GR und P1 bis P3
Generalisierungsverhalten mit anderen Datenquellen
Um das Generalisierungsverhalten der vier gewonnenen CNN (CNN GR und CNN P1 bis
CNN P3) zu untersuchen, wurde jeder CNN auf die anderen drei Testmengen angewendet,
die zeitlichen Verla¨ufe der Synchronisationswerte approximiert und bewertet. In der Tabelle
4.7 ist die Approximationsqualita¨t der Testmengen der einzelnen Datenquellen GR und P1
bis P3 unter Nutzung der vier gewonnenen CNN dargestellt. Die Diagonale entha¨lt die oben
aufgefu¨hrten Werte, die durch die CNN und ihre eigenen Testmengen errechnet wurden.
Cost GR Cost P1 Cost P2 Cost P3
CNN GR 0.1468 0.4458 0.1691 0.2571
CNN P1 0.2608 0.1055 0.1596 0.2020
CNN P2 0.3114 0.2924 0.0979 0.1734
CNN P3 0.2601 0.1999 0.1849 0.0934
Tabelle 4.7: Bewertung der Approximiation der Testmengen der Datenquellen GR und P1
bis P3 mit den vier gewonnenen CNN
Diese Untersuchung zeigt, dass durch die gewonnenen CNN nur die Testmengen der
Datenquellen, aus denen ihre Trainingsmenge gewonnen wurde, erfolgreich approximie-
ren wurden (siehe Diagonale in der Tabelle 4.7). Die Approximationen der Testmengen
der anderen Datenquellen wurden a¨ußerst schlecht bewertet. In keinem der Fa¨lle wurde
erfolgreich zwischen hohen und niedrigen Synchronisationswerten unterschieden. Dement-
sprechend konnte auch in den Datenquellen P1 und P3 kein hypothetischer pra¨-iktualer
Zustand definiert werden, wenn das CNN nicht mit der entsprechenden Trainingsmenge
trainiert wurde.
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Aufgrund der Nutzung der CNN-Topologie 1 beim Training, wurde die oben genann-
te Kreuzvalidierung zur Untersuchung des Generalisierungsverhaltens mit anderen Daten-
quellen erneut, unter Vertauschung der Zeitreihensegmente, durchgefu¨hrt. Dabei wurde in
diesem Fall das Zeitreihensegment 1 in den Status X(0) und das Zeitreihensegement 2 in
die Eingabe U geladen (siehe auch Abbildung 4.4). Tabelle 4.8 entha¨lt die so gewonnene
Approxminationsqualita¨t der einzelnen Testmengen der Datenquellen GR und P1 bis P3
durch die Nutzung der vier gewonnenen CNN.
Cost GR Cost P1 Cost P2 Cost P3
CNN GR 0.2528 0.4368 0.1559 0.2604
CNN P1 0.2613 0.1941 0.3241 0.2098
CNN P2 0.3112 0.3054 0.0911 0.1706
CNN P3 0.2556 0.2838 0.1502 0.1636
Tabelle 4.8: Bewertung der Approximiation der Testmengen der Datenquellen GR und P1
bis P3 mit den vier gewonnenen CNN mit vertauschter Eingabe U und Status X(0)
Diese Untersuchung zeigt, dass die zeitlichen Verla¨ufe der approximierten Synchronisa-
tionswerte der Testmengen fu¨r alle 16 Fa¨lle schlecht approximiert wurden. Dieses Ergebnis
war zu erwarten, da mit der Vertauschung der Inhalte der Eingabe U und des Status X(0)
ein erheblicher Eingriff in die Konfiguration vorgenommen wurde. Die Parametersuche im
Training wurde mit einer vo¨llig anderen Konfiguration durchgefu¨hrt und damit in einem
anderen Fehlerraum. Es konnte nicht davon ausgegangen werden, dass das durch das Trai-
ning gefundene Minimum auch das gewu¨nschte globale Minimum in dem der aktuellen
(vera¨nderten) Konfiguration zugrunde liegenden Fehlerraum ist.
Gesamtbetrachtung
Trozt des oben genannten Problems, das EEG-Daten, im Gegensatz zu synthetisch erzeug-
ten, eine Messung einer komplexen Misch-Dynamik darstellen, und weiterer Unterschiede,
wie z.B. die Aufzeichnung mit einer endlichen Abtastfrequenz und endlicher Auflo¨sung,
konnte die an den Modellsystemen entwickelte Methodik zur Synchronisationsmessung mit
CNN erfolgreich u¨bertragen werden. Die Bewertungen der Trainings das CNN P1 und CNN
P3 und deren Approximationsqualita¨t (siehe Diagonale in der Tabelle 4.7) hatten die Werte
der gekoppelten Ro¨ssler-Systeme u¨bertroffen.
Es war interessant zu sehen, dass das gewonnene CNN fu¨r die Datenquelle P1 Schwa¨chen
in der Synchronisationsmessung in den interiktalen Datensa¨tzen hatte, wa¨hrend das gewon-
nene CNN der Datenquelle P3 eher Schwa¨chen in hypothetischen pra¨-iktalen Datensa¨tzen
und in Daten mit niedriger Synchronisation aufwies. Dieses Verhalten ko¨nnte durch die
Wahl anderer Simulations- und Trainingseinstelungen, wie z.B. einer anderen Bewertungs-
funktion, einer anderen Template-Topologie, etc., optimiert werden.
Die Trainingsverla¨ufe der vier Datenquellen gaben unterschiedliche Verhaltensweisen
wieder. Im Trainingsverlauf der Datenquelle GR fand am Anfang ein steiler Abstieg und
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bei etwa 7400 Trainingsschritten ein weiterer statt (siehe Abbildung 4.12). In den Trai-
ningsverla¨ufen der Datenquellen P1 und P3 fanden sich die steilsten Abstiege bei etwa
2500 Trainingsschritten (siehe Abbildungen 4.15 und 4.17), wa¨hrend im Trainingsverlauf
der Datenquelle P2 nach dem Anfang kein weiterer deutlicher Abstieg zu erkennen war (sie-
he Abbildung 4.12). Dieses Ergebnis ermutigte einerseits, die Trainingszeit zu verringern.
Schließlich geschah lange Zeit keine Vera¨nderung mehr. Allerdings deutete sich z.B. im Trai-
ningsverlauf des CNN fu¨r die Datenquelle GR ein weiterer Abstieg bei etwa 13500 Schritten
an. Solch ein Verhalten war zu erwarten, da nicht davon ausgegangen werden konnte in den
vier Fa¨llen Templates und Schwellenwerte (CNN-Parameter) zu finden, die dem globalen
Minimum in den jeweiligen Fehlergebirgen (durch die Trainingsmengen der Datenquellen
LP, P1 bis P3 und deren CNN-Konfiguration bestimmt) entsprachen. Somit muss eine
Mittelweg im Training gefunden werden, denn eine lange Trainingszeit bedeutet auch eine
lange Rechenzeit (14400 Trainingsschritte mit den oben genannten CNN-Konfigurationen
beno¨tigen auf einem 2 GHz Athlon Standard-PC etwa vier Tage Rechenzeit).
Aus der Bestu¨ckung der einzelnen A und B Templates und des Schwellenwerts Z der ge-
wonnenen CNN lassen sich kaum Ru¨ckschlu¨sse auf eine gemeinsame Struktur der Parameter
ziehen, mit denen ein CNN konfiguriert werden muss, um die Aufgabe der Synchronisati-
onsmessung erfolgreich zu meistern. Es fiel aber auf, dass die Werte der Zellen der A und
B Templates und des Schwellenwerts Z das CNN fu¨r die Datenquellen GR und P3 etwa
eine Gro¨ßenordnung gro¨ßer waren als die der CNN fu¨r die Datenquellen P1 und P2. Da
davon ausgegangen werden muss, dass die Parameter der gewonnnenen CNN kein globales
Minimum in den Fehlergebirgen des jeweiligen Optimierungsproblems darstellen, existieren
sicherlich noch weitere und in der Struktur andere Templates und Schwellenwerte, die klei-
nere Minima in den jeweiligen Fehlergebirgen darstellen ko¨nnten.
Abschließend muss erga¨nzt werden, dass die gewonnen CNN und ihre Approximati-
onsqualita¨t auf ihren Testmengen eine untere Abscha¨tzung fu¨r die Leistungsfa¨higkeit von
Synchronisationsmessungen mit CNN sind. Die in der Datenvorverarbeitung genutzte Auf-
teilung in Fenster mit einer U¨berlagerung von 20% (siehe Kapitel 1.2) wurde nicht durch-
gefu¨hrt, um ku¨nstlich mehr Daten zur Berechnung zur Verfu¨gung zu stellen. Dieses Verfah-
ren wurde aufgrund einer Besonderheit in der Berechnung der mittleren Phasenkoha¨renz R
durchgefu¨hrt (siehe Kapitel 1.2). Um Randeffekte in den Datenfenstern (4096 Datenpunkte
pro Datenfenster) zu vermeiden, wurden bei jedem Datenfenster 10% der Datenpunkte an
beiden Ra¨ndern der berechneten instantanen Phase verworfen. Damit enthielt jedes Fen-
sterpaar der Trainingsmenge 820 Datenpunkte (410 auf jeder Seite), die in der Berechnung
der Referenz-Synchronisationswerte verworfen wurden, die somit als unbestimmt aufgefasst
werden konnten. Weiterhin existierten nicht genug Datenfensterpaare fu¨r die entsprechen-
den Trainingsmengen, die den exakten Synchronisationsgraden von R = 0.3 und R = 0.9
(bzw. R = 0.5 und R = 0.8) entsprachen. Deshalb wurden wie in Kapitel 4.2.4 dargestellt
auch Datenfensterpaare zugelassen, deren Synchronisationsgrade nahe der oben genannten
Grenzen waren. Trotz dieser beiden Faktoren wurde die Aufgabe, Synchronisationsmessun-
gen mit CNN durchzufu¨hren, erfolgreich durchgefu¨hrt.
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4.5 Training mit dem ACE4K
Aufgrund der Anbindung des ACE4K an das SCNN System (siehe auch Anhang G.2)
konnte die schaltungstechnische Realisation eines CNN im Training genutzt werden. Die
Rahmenbedingungen waren gegeben, da der ACE4K CNN in einer 64 × 64 Topologie auf-
gebaut ist. Allerdings erlaubt der ACE4K CNN nur eine Nutzung von 3 × 3 Templates,
Template Polynome 1. Ordnung. Deshalb schlug das Training fehl. Fu¨r diese Aufgabenstel-
lung der Synchronisationsmessung werden nach den Ergebnissen des vorherigen Abschnitts
polynomielle Templates beno¨tigt. Eine Lo¨sung dieses Problems ist die Entwicklung eines
neuen ACE4K, der polynomielle Templates zur Problemlo¨sung zur Verfu¨gung stellt. Aber
auch andere schaltungstechnische Realisationen, wie das CNN mit 72 × 72 Topologie und
Template-Polynomen bis zur 3. Ordnung, dargestellt in [LPKH04], ko¨nnen in Betracht ge-
zogen werden. Eine weitere Mo¨glichkeit ist die Aufspaltung der CNN Synchronisationsmes-
sung von einer CNN-Operation mit polynomiellen Templates in mehrere hintereinanderge-
schaltete CNN Operationen mit linearen Templates. Scho¨nmeyer und Kollegen konnten in
[Sch02] zeigen, dass die Operation eines CNN mit Templates A und B, Polynome 2. Ord-
nung, durch zwei hintereinander geschaltete CNN Operationen mit einfachen Templates A
und B realisiert werden kann. Die Nutzung einer solchen Aufspaltung fu¨r die Synchronisa-
tionsmessung mit CNN war jedoch nicht Gegenstand dieser Arbeit und bleibt zuku¨nftigen
Untersuchungen vorbehalten.
4.6 Einflu¨sse von Fertigungstoleranzen auf die Appro-
ximationsqualita¨t
Jede Zelle eines CNN besteht aus einer Kombination aus linearen (z.B. Widersta¨nde, Kon-
densatoren) und nichtlinearen Bauteilen (z.B. Transistoren). Fertigungstoleranzen in schal-
tungstechnischen Realisationen a¨ußern sich im Unvermo¨gen, gleich bleibende Eigenschaften
fu¨r jede Zelle eines CNN garantieren zu ko¨nnen. Hinzu kommt eine Temperaturabha¨ngig-
keit: Z.B. a¨ndert sich im Volllastbetrieb die Temperatur des CNN. Dies kann z.B. zu
Vera¨nderungen in den Kennlinien der Transistoren fu¨hren. Aber auch eine erho¨hte Um-
gebungstemperatur kann zu Vera¨nderungen in den Arbeitsbedingungen eines CNN fu¨hren.
Um diesen Problemen entgegen zu wirken, wird in der vorliegenden schaltungstechischen
CNN Realisation ACE4K eine Zellgenauigkeit von 7.6 Bit angegeben. D.h. in dem de-
finierten Betriebstemperaturbereich wird eine Genauigkeit von 128 bis 256 Stufen in der
Zellauflo¨sung von [−1, 1] garantiert. Eine feinere Auflo¨sung wird, zu Gunsten des gleichblei-
benden Verhaltens bei verschiedenen Umgebungsbedingungen, nicht zur Verfu¨gung gestellt.
Nichts desto trotz bleibt eine kleine Unsicherheit, die Auflo¨sung wird nicht mit 7 Bit und
auch nicht mit 8 Bit beziffert, sondern mit einem Wert dazwischen.
Der SCNN-Simulator bietet aufgrund seiner hohen Genauigkeit und seiner universellen
Konfigurier- und Steuerbarkeit die Mo¨glichkeit, Einflu¨sse von Fertigungstoleranzen auf die
Qualita¨t der Ergebnisse der gewonnenen CNN zu simulieren. Zuna¨chst mu¨ssen die Fer-
tigungstoleranzen im SCNN modelliert werden. In [Ge98] und [TKGW98] wurden solche
Toleranzen durch die Nutzung von varianten Templates und einem varianten Schwellen-
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wert modelliert. Dieses Verfahren wurde auch in der folgenden Untersuchung durchgefu¨hrt.
Dabei besteht die Grundkonfiguration aus den gegebenen Templates A und B und dem
Schwellenwert Z. Variante Templates und Schwellenwerte zu nutzen bedeutet, die Grund-
konfiguration zu nutzen, und jeder Zelle kl eine eigene vera¨nderte Konfiguration, also eigene
Templates Akl und Bkl und einen eigenen Schwellenwert Zkl, zu geben. Diese Vera¨nderung
fu¨r die Konfigurationen der einzelnen Zellen wird durch die folgenden Gleichungen beschrei-
ben:
aij,kl → aij +∆aij,kl (4.21)
bij,kl → bij +∆bij,kl (4.22)
zkl → z +∆zkl (4.23)
mit ij =Index des Template Wertes, kl =Index der CNN Zelle
Jedem Element wird zusa¨tzlich zu seinem Grundwert ein zusa¨tzlicher Term hinzu ad-
diert. ∆aij,kl, ∆bij,kl und ∆zkl sind dabei normalverteilte mittelwertfreie Zufallszahlen. Die
Standardabweichung der Normalverteilung wurde in den Untersuchungen variiert, um ver-
schieden große Fehler zu simulieren. Dabei wurde ein Bereich von [10−11, 10] abgeschritten,
um einerseits die Auflo¨sungsgrenze des Simulators zu erreichen und andererseits eine Fehler-
gro¨ßenordnung zu erreichen, die in die Gro¨ßenordnung der durch das Training gewonnenen
Template- und Schwellenwerte (Werte im Bereich [−40, 70]) reicht.
Die folgenden Betrachtungen wurden beispielhaft an einem CNN durchgefu¨hrt, das an
der Trainingsmenge der Datenquelle P3 trainiert wurde. Die A und B Templates hatten 3×3
Topologie, Punkt-Symmetrie und waren Polynome 2. Ordnung. Es wurde die geschlossene
Spirale in x-Richtung als Randbedingung gewa¨hlt. Im Training wurde eine Bewertung von
Errglobal = 0.0479 nach 13969 Trainingsschritten, mit einer Aufweitung von ADev = 0.0347,
erreicht. Allerdings wurde fu¨r diese Aufgabe das einfachere Approximationsqualita¨tsmaß
3Cost genutzt:
3Cost =
1∑2
j=0 Lj
2∑
i=0
δRiLi (4.24)
Dieses Maß nutzte drei Datensa¨tze (P3d, P3f und P3g) der Testmenge der Datenquelle
P3. Die Approximationsqualita¨t lag im invarianten Fall bei 3Cost = 0.1159.
Durchfu¨hrung
Es wurden drei Szenarien untersucht. Im ersten Szenario wurden die Templates A und B
und der Schwellenwert Z variant gesetzt. Im zweiten Szenario wurden nur die Templates
A und B variant gesetzt, im dritten nur der Schwellenwert Z. Die Abbildungen 4.18 a.)
(Szenario 1), b.) (Szenario 2) und c.) (Szenario 3) stellen die Entwicklung der Approxi-
mationsqualita¨t gegen die Steigerung der Standardabweichung der Zufallszahlen dar. Die
Approximationsqualita¨t ohne zusa¨tzliche Einflu¨sse (3Cost = 0.1159) wurde in jedem Gra-
phen durch eine durchgezogene waagerechte Linie markiert.
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Ergebnisse
Die Abbildung 4.18 a.) (und b.)) zeigt eine starke Empfindlichkeit des CNN auf Vera¨nderun-
gen seiner Templates A und B und seines Schwellenwerts Z (bzw. nur auf Vera¨nderungen
seiner Templates A und B). Selbst bei kleinsten Vera¨nderungen trat sofort eine drastische
Verschlechterung der Approximationsqualita¨t (3Cost > 0.22) ein. Wurden allerdings nur
am Schwellenwert Z Vera¨nderungen vorgenommen (siehe Graph in Abbildung 4.18 c.)),
dann stieg die Approximationsqualita¨t nicht sofort in einem großen Schritt an, sondern
sank zuna¨chst ab und stieg dann besta¨ndig mit steigenden additiven Zufallszahlen.
Werden diese Ergebnisse auf schaltungstechnische Realisationen u¨bertragen, so kann
davon ausgegangen werden, dass eine Inhomogenita¨t in der CNN Matrix (hier dargestellt
durch einen varianten Schwellenwert Z mit additiven Zufallszahlen in jeder Zelle) weit
weniger Probleme bereiten wird, als Inhomogenita¨ten in den Templates A und B. Diese
Inhomogenita¨t kann sogar durch Einbeziehung eines varianten Schwellenwerts Z durch das
Training neutralisiert werden. Allerdings erho¨ht sich die Ma¨chtigkeit des Parameterraums
nicht um 1 (von einem invarianten Schwellenwert Z) sondern um 4096 (von einem vari-
anten Schwellenwert Z bei einer 64 × 64 CNN-Topologie). Ein solch hochdimensionales
Fehlergebirge kann im Training Probleme bereiten.
Die starke Verschlechterung der Approximationsqualita¨t bei der Nutzung von varianten
Templates A und B, mit additiven Zufallszahlen, la¨ßt sich durch die komplizierte Struktur
der Templates erkla¨ren. Die Templates sind in diesem Fall Polynome 2. Ordnung. Somit
pflanzt sich ein kleiner Fehler nach wenigen Simulationsschritten, noch vor Erreichen des
Abbruchs τtrans, schnell fort. Ko¨nnte die Aufgabe der Synchronisationsmessung durch z.B.
zwei hintereinander geschaltete CNN-Operationen mit jeweils einfachen Templates A und
B gelo¨st werden (siehe Kapitel 4.5), dann wu¨rde dieser Effekt weniger zum Tragen kom-
men. Trotzdem wu¨rde das dann trainierte CNN sehr empfindlich auf Schwankungen in
den Elementen seiner Templates A und B reagieren (siehe Untersuchungen in [Ge98] und
[TKGW98]).
Zusammenfassend la¨ßt sich sagen: Es wurde zuna¨chst erfolgreich ein Parametertrai-
ning mit Hilfe des Synchronisationsmaßes mittlere Phasenkoha¨renz R durchgefu¨hrt, um
Synchronisationsmessungen mit CNN durchfu¨hren zu ko¨nnen. Eine der vier Datenquellen
wurde durch Modellsysteme erzeugt, die anderen drei enthielten EEG-Daten von Epilep-
siepatienten. Die Approximationsqualita¨t der Synchronisationsmessungen von zwei der drei
mit EEG-Daten bestu¨ckten Datenquellen wu¨rde zur Definition von hypothetischen pra¨-
iktalen Zusta¨nden genu¨gen. Weiterhin wurden die Testmengen der vier Datenquellen mit
den vier gewonnenen CNN approximiert, um ein mo¨gliches Generalisierungsverhalten zu
untersuchen. Leider wurde solch ein Verhalten mit den gewonnenen CNN nicht erreicht.
Zuletzt wurden Einflu¨sse von Fertigungstoleranzen in schaltungstechnischen Realisationen
von CNN durch Simulationen untersucht. Es konnte gezeigt werden, dass eine hohe Emp-
findlichkeit in den Templates vorherrscht, wa¨hrend das CNN robuster gegen Schwankungen
im Schwellenwert Z reagiert.
Insgesamt wurde gezeigt, dass mit der entwickelten Methode die Aufgabe der Syn-
chronisationsmessung mit CNN mo¨glich ist. Die Datenquellen in diesem Kapitel enthielten
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Datensa¨tze von insgesamt mehreren Stunden Dauer. Im folgenden Kapitel wird eine Daten-
quelle von insgesamt mehreren Tagen Dauer betrachtet. Anhand dieser Datenquelle wer-
den weitere Untersuchungen auf Generalisierbarkeit durchgefu¨hrt. Dabei wird zuna¨chst die
Langzeitstabilita¨t der Synchronisationsmessung mit CNN betrachtet. Weiterhin wird eine
weiteren Elektrodenkombination in die Untersuchung einbezogen, deren Datenfensterpaare
nicht in der Trainingsmenge vorhanden waren.
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Abbildung 4.18: Approximationsqualita¨t in Abha¨ngigkeit der Standardabweichung der ad-
ditiven Zufallszahlen (Simulation von Bauteiltoleranzen) fu¨r das Szenario 1 (variante Tem-
plates A und B und Schwellenwert Z, a.)), fu¨r das Szenario 2 (variante Templates A und B,
b.)), und fu¨r das Szenario 3 (varianter Schwellenwert Z, c.)). Die Approximationsqualita¨t
ohne zusa¨tzliche Einflu¨sse (3Cost = 0.1159) wurde in jedem Graphen durch eine waage-
rechte Linie markiert.
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a.) Interiktaler Datensatz P1a
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Abbildung 4.19: Zeitliche Verla¨ufe der berechneten Synchronisationswerte (R, hellgrau),
der approximierten Synchronisationswerte (Rapprox, schwarz) und der Differenzwerte (∆R,
dunkelgrau) der Datensa¨tze P1a (a.)) bis P1f (f.)) der Datenquelle P1. Die senkrechte Linie
in Abbildung f.) markiert den elektrischen Beginn eines Anfalls.
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g.) Pra¨-iktaler Datensatz P1g
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Abbildung 4.20: Wie in Abbildung 4.19, allerdings fu¨r die Datensa¨tze P1g (g.)) bis P1k
(k.)). Die senkrechte Linie in Abbildung j.) markiert den Beginn Anfalls dar.
88 KAPITEL 4. SYNCHRONISATIONSMESSUNGEN MIT CNN
a.) Interiktaler Datensatz P2a
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Abbildung 4.21: Zeitliche Verla¨ufe der berechneten Synchronisationswerte (R, hellgrau),
der approximierten Synchronisationswerte (Rapprox, schwarz) und der Differenzwerte (∆R,
dunkelgrau) der Datensa¨tze P2a (a.)) bis P2d (d.)) der Datenquelle P2. Die senkrechte
Linie in Abbildung d.) markiert den elektrischen Beginn eines Anfalls.
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a.) Interiktaler Datensatz P3a
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Abbildung 4.22: Zeitliche Verla¨ufe der berechneten Synchronisationswerte (R, hellgrau),
der approximierten Synchronisationswerte (Rapprox, schwarz) und der Differenzwerte (∆R,
dunkelgrau) der Datensa¨tze P3a (a.)) bis P3f (f.)) der Datenquelle P3. Die senkrechte Linie
in Abbildung f.) markiert den elektrischen Beginn eines Anfalls.
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g.) Interiktaler Datensatz P3g
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Abbildung 4.23: Wie in Abbildung 4.22, allerdings fu¨r den Datensatz P3g.
Kapitel 5
Untersuchungen zur
Generalisierbarkeit
Ziel der folgenden Untersuchungen war es, die Generalisierbarkeit der CNN zu testen, die
mit der in Kapitel 4 beschriebenen Methode zur Synchronisationsmessung in dynamischen
Systemen gewonnen wurden. Dafu¨r wurde eine weitere EEG-Datenquelle (Patient LP) ver-
wendet, deren Testmenge Aufzeichnungen von insgesamt 4.4 Tagen Dauer entha¨lt. Fu¨r das
Training wurden wie in den vorigen Untersuchungen EEG-Daten von insgesamt 6 Minuten
Dauer genutzt. Nachdem die Langzeitstabilita¨t der Approximation der Synchronisations-
werte u¨berpru¨ft wurde, wurden zwei weitere Untersuchungen durchgefu¨hrt. Zuerst wurde
die Approximationsqualita¨t des CNN, das mit der Trainingsmenge der Datenquelle LP trai-
niert wurde, an den Testmengen der Datenquellen GR, P1, P2 und P3, die im Kapitel 4
beschrieben wurden, ermittelt. Mit den an den Trainingsmengen der Datenquellen GR, P1,
P2 und P3 gewonnenen CNN wurde genauso die Approximationsqualita¨t fu¨r die Testmen-
ge der Datenquelle LP ermittelt. Diese Untersuchungen entsprachen den Untersuchungen
in Kapitel 4.4. In einem zweiten Schritt wurde eine weitere Testmenge der Datenquelle
LP verwendet, deren Datenfenster an einer weiteren Elektrodenkombination aufgezeichnet
wurden. Diese Datenfenster waren nicht in der ersten Trainings- und Testmenge enthalten.
5.1 CNN-Einstellungen
Die in dieser Untersuchung genutzten Daten sind kontinuierliche EEG-Aufzeichnungen von
etwa 4.4 Tagen Dauer. Die Aufzeichnung wurde zwei mal, mit einer Dauer von 5.7 und
0.9 Stunden, aufgrund anderer Untersuchungen des Patienten unterbrochen. Diese Lu¨cken
sind in den Abbildungen der Testmenge entsprechend dargestellt. Die Abtastfrequenz dieser
Datenquelle LP betrug, im Unterschied zu den in Kapitel 4 beschriebenen Datenquellen GR
und P1 bis P3, 200 Hz, bei einer ADC-Auflo¨sung von 16 Bit. Insgesamt wurden 10 Anfa¨lle
wa¨hrend der Datennahme aufgezeichnet.
Die Datenvorbereitung wurde wie in Kapitel 4.1.1 beschrieben durchgefu¨hrt. Der Wer-
tebereich der EEG-Daten wurde linear von [-150 mV,150 mV] nach [-1,1] skaliert. Die
Einstellungen des Simulators sowie des Trainings und die Wahl der CNN-Topologie wurden
entsprechend Kapitel 4.2.1, 4.2.2 und 4.2.3 gewa¨hlt.
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Der Aufbau der Trainings-/Testmenge entsprach dem Aufbau, der in Kapitel 4.2.4 be-
schrieben wurde. Die Datenfenster wurden aus den Daten der Kanalkombination TR8-
TR9 (Trainingsmenge bzw. Testmenge TM1) gewonnen. Diese Wahl stu¨zt sich auf die
in [MAKRDEL03] publizierten Ergebnisse. Mit dieser Kanalkombination konnte die be-
ste Spezifita¨t und Sensitivita¨t fu¨r die Datenquelle LP im Hinblick auf die Definition eines
hypothetischen pra¨-iktalen Zustands erreicht werden.
Die Trainingsmenge wurde aus jeweils gleich vielen Datenfensterpaaren mit Synchroni-
sationswerten aus dem Bereich [0.25, 0.35] und [0.85, 0.95] gebildet. Auch in diesem Training
wurden keine Datenfensterpaare aus den Anfalls- oder den post-iktalen Zusta¨nden verwen-
det. Das Parameter-Training wurde entsprechend Kapitel 4.3 durchgefu¨hrt. Die Abbildung
5.1 stellt die Verteilung der errechneten Synchronisationswerte der Datenquelle LP fu¨r die
Elektrodenkombination TR08-TR09 dar.
Ein weiterer Unterschied zu den Einstellungen in Kapitel 4 lag in der Definition der
Testmenge. Alle Datenfensterpaare, auch die aus den iktalen und post-iktalen Zusta¨nden,
wurden in die Testmenge aufgenommen, um Aussagen zur zeitlichen Stabilita¨t der appro-
ximierten Werte u¨ber den gesamten Zeitraum treffen zu ko¨nnen. Wegen der zuvor zweiten
U¨berpru¨fung der Generalisierbarkeit wurde eine weitere Testmenge (TM2) generiert, deren
Datenfensterpaare an der Elektrodenkombination TL08-TL09 aufgezeichnet wurden. Die
Daten dieser Testmenge stammten also aus der anderen Hemispha¨re des Gehirns. Abbil-
dung 5.2 stellt die Verteilung der errechneten Synchronisationswerte der Datenquelle LP
dieser Elektrodenkombination dar.
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Abbildung 5.1: Verteilung der Synchronisationswerte (R) der Datenquelle LP fu¨r die Ka-
nalkombination TR08-TR09
5.2. OPTIMIERUNGSERGEBNIS 93
0.00 0.25 0.50 0.75 1.00
0
500
1000
1500
2000
2500
A
nz
ah
l d
er
 W
er
te
R
Abbildung 5.2: Verteilung der Synchronisationswerte (R) der Datenquelle LP fu¨r die Ka-
nalkombination TL08-TL09
5.2 Optimierungsergebnis
Mit den folgenden CNN-Einstellungen wurde eine optimale Bewertung von Errglobal =
0.0889 nach 14396 Trainingsschritten, mit einer Aufweitung von ADev = 0.0549, erreicht:
Es wurden eine 8-8 Trainingsmenge, das Iterative-Annealing (T0 = 50, 300 Abku¨hlschritte)
als Optimierungsverfahren, 14400 Trainingsschritte, der Mittelwert als Zusammenfu¨hrungs-
funktion, MSEn als Bewertungsfunktion, und die CNN-Topologie 1 als Einstellungen ge-
nutzt. Die A und B Templates des gewonnenen besten CNN hatten eine 3 × 3 Topologie,
Punkt-Symmetrie und waren Polynome 2. Ordnung. Es wurde die Randbedingung geschlos-
sene Spirale in x-Richtung gewa¨hlt. In der Abbildung 5.3 ist die Bewertung in Abha¨ngigkeit
der Trainingsschritte dargestellt.
Im Trainingsverlauf der Datenquelle LP fand in den ersten 3000 Trainingsschritten ei-
ne massive A¨nderung statt. Die Bewertung verbesserte sich von Errglobal = 0.4300, Trai-
ningsschritt 1 auf Errglobal = 0.1054, Trainingsschritt 3000. Diesem starken Abstieg folgte
zuna¨chst keine A¨nderung. Erst in den letzten Trainingsschritten wurde eine Bewegung zum
finalen Errglobal erkennbar. Solch ein Verhalten wurde im Kapitel 4.4.2 fu¨r die Datenquelle
GR beschrieben. Auch im Fall der Datenquelle LP war dieses Verhalten zu erwarten, da
nicht davon ausgegangen werden konnte, die jeweiligen Templates und den Schwellenwert
(CNN-Parameter) zu finden, die dem globalen Minimum in dem Fehlergebirge (durch die
Trainingsmenge der Datenquelle LP und deren CNN-Konfiguration bestimmt) entsprachen.
Fu¨r die Datenquelle LP wurde die Approximationsqualita¨t durch die mittlere Diffe-
renz der berechneten und approximierten Synchronisationswerte definiert. Im Gegensatz
zur Definition in Kapitel 4.2.5 wurde nicht das vorzeichenlose δRi = |Ri −Rapproxi | (mit i
als Positionsindex in der Zeitreihe), sondern das vorzeichenbehaftete ∆Ri = Ri − Rapproxi
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Abbildung 5.3: Trainingsverlauf fu¨r die EEG-Datenquelle LP
verwendet, um Tendenzen im Verlauf der Differenz der berechneten und approximierten
Synchronisationswerte u¨ber den gesamten Aufzeichnungszeitraum erkennen zu ko¨nnen. In
Kapitel 4 hingegen wurde das Hauptaugenmerk auf die Unterscheidbarkeit zwischen ho-
hen und niedrigen Synchronisationswerten und damit bei den EEG-Datenquellen auf die
Mo¨glichkeit der Definition eines hypothetischen pra¨-iktalen Zustandes gelegt. Fu¨r diese
Betrachungen genu¨gte die vorzeichenlose Differenz δRi.
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Abbildung 5.4: Verteilung der Differenzen (∆R) der berechneten und der approximierten
Synchronisationswerte der Testmenge TM1 (Elektrodenkombination TR08-TR09) der Da-
tenquelle LP, approximiert mit dem CNN LP
Die Approximationsqualita¨t der Testmenge TM1 lag bei ∆R = 0.0516 mit einer Stan-
dardabweichung von σ = 0.1287 (vgl. Abbildung 5.4). Die Approximationsqualita¨t der
Testmenge TM2 lag bei ∆R = 0.0008 mit einer Standardabweichung von σ = 0.0703 (vgl.
Abbildung 5.5).
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Darstellung der gewonnenen Parameter
Die gewonnenen Templates A und B und der Schwellenwert Z, die durch das Parameter-
Training als optimale Werte fu¨r die Datenquelle LP gewonnen wurden, sind in den Glei-
chungen 5.1, 5.2 und 5.3 wiedergegeben. In jeder Zelle der 3 × 3 Templates A und B sind
jeweils zwei Werte geklammert eingetragen. Der obere Wert ist jeweils der erste und der
untere der zweite Eintrag des Template-Polynoms.
A =

(0.34551662529 (0.340944177905 (0.990001227694
−1.35540085291) 0.0546494981235) 0.024294622563)
(−0.0782314055046 (−0.592563556054 (−0.0782314055046
0.12382029677) −0.30230839852) 0.123820296776)
(0.990001227694 (0.340944177905 (0.34551662529
0.024294622563) 0.0546494981235) −1.35540085291)

(5.1)
B =

(−0.12159977125 (0.0658724361623 (−0.412007335522
1.01315123117) −0.764929017977) 0.617496533908)
(−0.478453681029 (0.533628657649 (−0.478453681029
−0.365640226291) 0.109559344882) −0.365640226291)
(−0.412007335522 (0.0658724361623 (−0.12159977125
0.617496533908) −0.764929017977) 1.01315123117)

(5.2)
Z =
{
1.12704285438
}
(5.3)
Darstellung der Testmengen TM1 und TM2
Die Abbildungen 5.9 und 5.12 stellen jeweils die zeitlichen Verla¨ufe der berechneten Syn-
chronisationswerte R (Referenzwerte) der Testmengen TM1 und TM2 dar. Die Abbildun-
gen 5.10 und 5.13 stellen entsprechend die zeitlichen Verla¨ufe der jeweils durch das CNN
approximierten Synchronisationswerte Rapprox und die Differenzen ∆R beider Testmen-
gen dar. Fu¨r eine u¨bersichtlichere Darstellung der Ergebnisse wurde auf die Daten ein 10
Punkte-Ru¨ckwa¨rts-Filter angewendet. Dabei wurde jeweils fu¨r die berechneten Synchroni-
sationswerte, fu¨r die approximierten Synchronisationswerte und fu¨r die Differenzwerte zum
Zeitpunkt t 10 Werte aus dem Bereich [t− 9, t] gemittelt. Die Aufzeichungslu¨cken wurden
entsprechend angepaßt.
Die Differenzen der berechneten und approximierten Synchronisationswerte (∆R) bei-
der Testmengen wiesen im zeitlichen Verlauf der ersten 1.5 Tage der Datenaufzeichnung
stabile Schwankungen um die entsprechenden mittleren Differenzen (∆R = 0.0516 und
∆R = 0.0008) auf. Bei den folgenden sta¨rkeren A¨nderungen in den Dynamiken, dargestellt
durch A¨nderungen in den Synchronisationswerten, entwickelte sich ein Verhalten von loka-
ler Divergenz. Die Differenzen der berechneten und approximierten Synchronisationswerten
drifteten vom mittleren Differenzwert weg. Die Dauer dieser lokalen Divergenzen schwank-
te fu¨r die Daten der Testmenge TM1 im Bereich von [0.3, 0.75] Tagen und fu¨r die Daten
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Abbildung 5.5: Verteilung der Differenzen (∆R) der berechneten und der approximierten
Synchronisationswerte der Testmenge TM2 (Elektrodenkombination TL08-TL09) der Da-
tenquelle LP, approximiert mit dem CNN LP
der Testmenge TM2 im Bereich von [0.5, 1.4] Tagen. Global betrachtet hoben sich die Di-
vergenzen jedoch in beiden Fa¨llen u¨ber den gesamten Aufzeichnungszeitraum auf, so dass
insgesamt von einem stabilen Langzeitverhalten in beiden Testmengen gesprochen werden
kann.
Es war auffa¨llig, dass die Bewertung der Approximationsqualita¨t der Testmenge TM2
(∆R = 0.0008) um zwei Gro¨ßenordnungen besser ausfiel als die der Testmenge TM1
(∆R = 0.0516). Weiterhin wurde auch eine deutlich kleinere Aufweitung der Verteilung
der Differenzwerte festgestellt (vgl. Abbildung 5.4 und 5.5; Testmenge TM1: σ = 0.1287;
Testmenge TM2: σ = 0.0703). Die berechneten Synchronisationwerte der Testmenge TM2
stammen hauptsa¨chlich aus dem Bereich R ∈ [0.75, 0.95] (vgl. Abbildung 5.2). Die Berech-
nung solch hoher Synchronisationswerte kann auf die Tatsache zuru¨ckgefu¨hrt werden, dass
die EEG-Daten weit entfernt vom Anfallsgeschehen in der anderen Hemispha¨re des Gehirns
aufgezeichnet wurden. Sie enthalten eher Informationen u¨ber physiologische Dynamiken aus
den Bereichen des Gehirns, die nicht direkt vom Anfallsgeschehen beeinflußt werden (vgl.
Abbildung 5.12). Das CNN wurde darauf trainiert, Synchronisationswerte aus dem Bereich
R ∈ [0.3, 0.9] zu approximieren, so dass die Synchronisationswerte der Testmenge TM2
sehr ha¨ufig die obere Auflo¨sugsgrenze erreichen oder u¨berschreiten und dann vom CNN
korrekt mit Rapprox = 0.9 approximiert werden. Damit la¨ßt sich die hervorragende Ap-
proximationsqualita¨t und die geringe Aufweitung der Differenzen der Testmenge TM2 im
Vergleich zur Testmenge TM1 mit dem Erreichen der Auflo¨sungsgrenze des gewonnenen
CNN erkla¨ren. Synchronisationswerte aus dem Bereich R ∈ [0.9, 1.0] wurden beim Training
des CNN nicht betrachtet, da sie nur in hochsynchronisierten dynamischen Systemen von
Interesse sind und keine zusa¨tzliche Informationen zu der hier gestellten Aufgabe der Syn-
chronisationsmessung in EEG-Zeitreihen von Epilepsiepatienten und damit der Mo¨glichkeit
eines Definition von pra¨-iktalen Zustands bieten.
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Fu¨r eine weitere Untersuchung wurde die zeitliche Entwicklung der berechneten und
approximierten Synchronisationswerte jeweils zwei Stunden vor Anfallsbeginn betrachtet.
Diese Untersuchung wurde anhand der Testmenge TM1 durchgefu¨hrt. Die Abbildungen
5.14 und 5.15 stellen die jeweiligen Zeitra¨ume separat dar. In diesen Abbildungen wurde
die oben genannte Filterung nicht durchgefu¨hrt. Anfall 9 und Anfall 10 lagen nur etwa 90
Minuten auseinander, so dass in den entsprechenden Abbildungen eine U¨berschneidung von
30 Minuten enthalten ist.
Der durchschnittliche berechnete Synchronisationswert betrug fu¨r die interiktalen Zeit-
ra¨ume des Datensatzes LP Rinteriktal = 0.7707. Zur Berechnung dieses Wertes wurden die
Anfa¨lle, die hypothetischen pra¨-iktalen Zeitra¨ume (jeweils zwei Stunden vor einem Anfall)
und die post-iktalen Zeitra¨ume (jeweils eine Stunde nach einem Anfall) ausgelassen. Die
Wahl der Dauer dieser Zeitra¨ume stu¨tzt sich auf die in [MAKRDEL03] publizierten Ergeb-
nisse.
Die berechneten Synchronisationswerte unterschritten in drei Zeitra¨umen (vor den Anfa¨l-
len 6, 7 und 10) 90 Minuten lang und la¨nger deutlich den durchschnittlichen interiktalen
Synchronisationswert. Fu¨r die approximierten Synchronisationswerte wurde solch ein Ver-
halten in vier Zeitra¨umen (vor den Anfa¨llen 3, 4, 6 und 10) erkennbar. Die berechneten
Synchronisationswerte unterschritten in zwei Zeitra¨umen (vor den Anfa¨llen 5 und 9) je
etwa 60 Minuten lang deutlich den durchschnittlichen interiktalen Synchronisationswert,
wa¨hrend dieses Verhalten fu¨r die approximierten Synchronisationswerte in drei Zeitra¨um-
en (vor den Anfa¨llen 5, 7 und 8) auftrat. Damit konnte das 60 Minuten und mindestens
90 Minuten lange Unterschreiten des durchschnittlichen interiktalen Synchronisationswerts
sowohl bei den berechneten als auch bei den approximierten Werten a¨hnlich oft, aber bei
teilweise unterschiedlichen Fa¨llen beobachtet werden. Allerdings trat bei den approximier-
ten Synchronisationswerten eine Aufweitung auf und minderte damit die Deutlichkeit des
Unterschreitens. Wa¨hrend z.B. des Zeitraumes vor den vierten Anfall (vgl. Abbildung 5.14)
wurden Abweichungen erkennbar, die mehrfach den durchschnittlichen interiktalen Syn-
chronisationswert erreichten oder u¨berschritten. Weiterhin wurden nur in drei Zeitra¨umen
(vor den Anfa¨llen 5, 6 und 7) ein a¨hnliches Verhalten der zeitlichen Entwicklung der berech-
neten und approximierten Synchronisationswerte festgestellt. Hier wurde wieder, durch die
oben genannte Aufweitung der approximierten Synchronisationswerte, ein genaue U¨berein-
stimmung verhindert.
Mit den approximierten Synchronisationswerten konnte ein Unterschreiten des durch-
schnittlichen interiktalen Synchronisationswerts in sieben von zehn hypothethischen pra¨-
iktalen Zeitra¨umen nachgewiesen werden. Das kann als ein ermutigendes erstes Ergebnis
angesehen werden. Allerdings verdeutlicht es ein weiteres Mal, dass im Training nicht die
optimalen Parameter, sondern Parameter, die einem lokalen Minimum im Fehlergebirge
entsprachen, gefunden wurden. Um genauere Aussagen ta¨tigen zu ko¨nnen, mu¨ssen diese
Ergebnisse an Daten eines gro¨ßeren Patientenkollektiv u¨berpru¨ft werden.
Generalisierungsverhalten mit anderen Datenquellen
In der folgenden Untersuchung wurde die Approximationsqualita¨t des gewonnenen CNN
LP mit den Testmengen der Datenquellen GR, P1, P2 und P3 berechnet und die hieraus
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gewonnen CNN auf die Testmenge TM1 der Datenquelle LP angewendet. Damit wurde,
wie in der Einleitung des Kapitels erwa¨hnt, ein weiteres mal das Generalisierungsverhalten
untersucht, allerdings zwischen fu¨nf verschiedenen Datenquellen und deren CNN. In der
Tabelle 5.1 ist die Approximationsqualita¨t der Testmengen der einzelnen Datenquellen LP,
GR und P1 bis P3 unter Nutzung der fu¨nf gewonnenen (siehe auch Tabelle 4.7) dargestellt.
∆R LP TM1 Cost GR Cost P1 Cost P2 Cost P3
CNN LP 0.0516 0.2674 0.1425 0.1928 0.0661
CNN GR 0.1937 0.1468 0.4458 0.1691 0.2571
CNN P1 0.2089 0.2608 0.1055 0.1596 0.2020
CNN P2 0.2326 0.3114 0.2924 0.0979 0.1734
CNN P3 0.1315 0.2601 0.1999 0.1849 0.0934
Tabelle 5.1: Generalisierungsverhalten der fu¨nf gewonnenen CNN mit den Datenquellen LP,
GR und P1 bis P3
Diese Untersuchung zeigte, dass die gewonnenen CNN mit einer Ausnahme nur die
Testmengen der Datenquellen, aus denen ihre Trainingsmenge gewonnen wurde, erfolg-
reich approximieren konnten (vgl. Diagonale in der Tabelle 5.1). Die Approximationen der
Testmengen der anderen Datenquellen wurden a¨ußerst schlecht bewertet. Die Ausnahme
bestand in der Anwendung des CNN LP auf die Testmenge der Datenquelle P3. Hier konn-
te eine hohe Approximationsqualita¨t von Cost = 0.0661 erreicht werden. Damit wurde
eine bessere Bewertung erreicht als bei der Anwendung des CNN P3 auf die Testmenge
der Datenquelle P3 (Cost = 0.0934). Dieser Erfolg kann nicht mit patientenspezifischen
Charakteristika erkla¨rt werden (wie z.B. demographische Daten, Art der Pathologie, etc.),
da diese fu¨r die fu¨nf Patienten im wesentlichen vergleichbar waren. Statt dessen stu¨tzt die-
ses Ergebnis die Aussage, dass die in dieser Arbeit gewonnenen Einstellungen nicht den
globalen Minima entsprechen und dass es weitere Konfigurationen gibt, die eine bessere
Approximationsqualita¨t bieten (CNN LP mit 3 × 3 Templates mit Punkt-Symmetrie und
Polynome 2. Ordnung; CNN P3 mit 3×3 Templates mit Stern-Symmetrie und Polynome 3.
Ordnung). Damit ko¨nnte also in der Datenquelle P3 auch unter Verwendung des CNN LP
ein hypothetischer pra¨-iktualer Zustand definiert werden. Die Abbildungen 5.6 a.) und b.)
stellen beispielhaft die berechneten Synchronisationswerte (Referenzwerte), die durch das
CNN LP approximierten Synchronisationswerte und die Differenzwerte eines interiktalen
(P3d) und eines peri-iktalen Datensatzes (P3f) der Datenquelle P3 dar.
Da sich die CNN-Topologie 1 beim Training durchgesetzt hatte, wurde die oben genann-
te Untersuchung des Generalisierungsverhaltens mit anderen Datenquellen erneut, jedoch
unter Vertauschung der Zeitreihensegmente durchgefu¨hrt. Dabei wurde in diesem Fall das
Zeitreihensegment 1 in den Status X(0) und das Zeitreihensegement 2 in die Eingabe U
geladen (siehe auch Abbildung 4.4). In Tabelle 5.2 ist die so gewonnene Approximationsqua-
lita¨t der einzelnen Testmengen der Datenquellen LP, GR und P1 bis P3 durch die Nutzung
der fu¨nf gewonnenen CNN (siehe auch Tabelle 4.7) dargestellt.
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Abbildung 5.6: Zeitliche Verla¨ufe der berechneten Synchronisationswerte (R, hellgrau), der
approximierten Synchronisationswerte (Rapprox, schwarz) und der Differenzwerte (∆R, dun-
kelgrau) des interiktalen Datensatzes P3d (a.)) und des peri-iktalen Datensatzes P3f (b.))
der Datenquelle P3 unter Anwendung des CNN LP. Die senkrechte Linie in Abbildung b.)
markiert den elektrischen Beginn eines Anfalls.
∆R LP TM1 Cost GR Cost P1 Cost P2 Cost P3
CNN LP 0.0056 0.2452 0.2026 0.1148 0.0972
CNN GR 0.1609 0.2528 0.4368 0.1559 0.2604
CNN P1 0.1430 0.2613 0.1941 0.3241 0.2098
CNN P2 0.2240 0.3112 0.3054 0.0911 0.1706
CNN P3 0.1528 0.2556 0.2838 0.1502 0.1636
Tabelle 5.2: Generalisierungsverhalten der fu¨nf gewonnenen CNN mit den Datenquellen
LP1, GR und P1 bis P3, mit vertauschter Eingabe U und Status X(0)
Die Untersuchung zeigte, dass die approximierten Synchronisationswerte der Testmen-
gen bis auf zwei Ausnahmen mit einer schlechten Approximationsqualita¨t bewertet wurden.
Die zwei Ausnahmen CNN LP mit der Testmenge TM1 und CNN LP mit der Testmenge
der Datenquelle P3 sind interessante Ergebnisse. Selbst unter der Vertauschung der Inhalte
der Eingabe U und des Status X(0), und damit unter einem erheblichen Eingriff in den
Konfigurationen beider Fehlerra¨ume, entsprachen die Parameter des CNN LP einem lokalen
Minimum in beiden Fehlerra¨umen. Beide Fa¨lle sind weitere Indizien fu¨r das Generalisie-
rungsverhalten von CNN.
Damit konnte also in der Datenquelle P3 unter Verwendung des CNN LP auch unter
Vertauschung der Eingabe U und des Status X(0) ein hypothetischer pra¨-iktualer Zustand
definiert werden. Die Abbildungen 5.7 a.) und b.) stellen beispielhaft die berechneten Syn-
chronisationswerte (Referenzwerte), die durch das CNN LP approximierten Synchronisati-
onswerte und die Differenzwerte eines interiktalen (P3d) und eines peri-iktalen Datensatzes
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(P3f) der Datenquelle P3 dar.
Weiterhin konnte das CNN LP seine Testmenge TM1 mit einer hohen Qualita¨t appro-
ximieren, trotz der Vertauschung der Inhalte der Eingabe U und des Status X(0). Dabei
wurde die Approximationsqualita¨t sogar um eine Gro¨ßenordnung u¨bertroffen (CNN LP mit
Testmenge TM1: R = 0.0516; CNN LP mit Testmenge TM1 unter Vertauschung der Ein-
gabe U und des Status X(0): R = 0.0056). Die Aufweitungen beider Fa¨lle bewegten sich
im gleichen Bereich (σ = 0.1265 bzw. σ = 0.1287). Abbildung 5.11 stellt den zeitlichen
Verlauf der approximierten Synchronisationswerte (Rapprox) und der Differenzen (∆R) der
berechneten und approximierten Synchronisationswerte der Testmenge TM1 dar. Auch fu¨r
diese Abbildung wurde fu¨r eine u¨bersichtlichere Darstellung der Ergebnisse ein 10 Punkte-
Ru¨ckwa¨rts-Filter angewendet. Im Vergleich zu den approximierten Synchronisationswerten
fu¨r den Fall ohne Vertauschung der Inhalte der Eingabe U und des Status X(0) (vgl.
Abbildung 5.10), wurden die A¨nderungen in der zeitlichen Entwicklung der berechneten
Synchronisationswerte (vgl. Abbildung 5.9) besser approximiert. Dieses Ergebnis ist auf-
grund der hohen Approximationsqualita¨t zu erwarten. Genauso wie im dargestellten Fall
der Anwendung des CNN LP auf die Testmenge TM1 ohne Vertauschung der Inhalte der
Eingabe U und des Status X(0) wiesen die Differenzen der berechneten und approximier-
ten Synchronisationswerte im zeitlichen Verlauf der ersten 1.5 Tage der Datenaufzeichnung
stabile Schwankungen um den mittleren Differenzwert (R = 0.0056) auf. Danach wurde wie-
der ein Verhalten von lokaler Divergenz beobachtbar. Die Dauer dieser lokalen Divergenzen
schwankte a¨hnlich zum vorher betrachteten Fall im Bereich von [0.2, 0.6] Tagen. Sie hoben
sich u¨ber den gesamten Zeitraum auf, so dass auch hier von einem stabilen Langzeitverhal-
ten gesprochen werden kann. Damit konnte die Testmenge TM1 mit einer A¨nderung in der
CNN-Konfiguration besser approximiert werden als im trainierten Fall. Die Abbildung 5.8
stellt die Verteilung der Differenzen der berechneten und approximierten Synchronisations-
werte unter Vertauschung der Inhalte der Eingabe U und des Status X(0) dar.
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Abbildung 5.7: Wie in Abbildung 5.6, allerdings mit Vertauschung der Inhalte der Eingabe
U und des Status X(0).
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Abbildung 5.8: Verteilung der Differenzen (∆R) der berechneten und der approximierten
Synchronisationswerte der Testmenge TM1 (Elektrodenkombination TR08-TR09) der Da-
tenquelle LP, approximiert mit den CNN LP unter Vertauschung der Inhalte der Eingabe
U und des Status X(0)
Zusammenfassend la¨ßt sich sagen: Der in Kapitel 4 beschriebenen Methodik und den
daraus gewonnenen CNN konnte bei ersten Untersuchungen mit einem kontinuierlichen
Datensatz von 4.4 Tagen Dauer ein gutes Generalisierungsverhalten zugesprochen werden.
Durch die Annahme eines hypothetischen pra¨-iktalen Zustandes von zwei Stunden Dau-
er konnte in 7 von 10 Anfa¨llen eine deutliche Unterschreitung des mittleren berechneten
Synchronisationswertes aller interiktalen Zeitra¨ume vor einem Anfall beobachtet werden.
Anhand dieser ermutigenden Ergebnisse kann ein exemplarischer CNN-Algorithmus ent-
wickelt werden, mit dem alle Aufgaben, von der Approximation einer Kenngro¨ße bis zur
Entscheidungsfindung, ob ein pra¨-iktualer Zustand vorliegt oder nicht, in und mit einem
CNN durchgefu¨hrt werden ko¨nnen. Solch ein Algorithmus wird im folgenden Kapitel dar-
gestellt.
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Abbildung 5.9: Zeitlicher Verlauf der berechneten Synchronisationswerte (R) der Testmen-
ge TM1 fu¨r die Datenquelle LP unter Anwendung eines 10 Punkte-Ru¨ckwa¨rts-Filters. Die
senkrechten Linien markieren jeweils den elektrischen Beginn eines Anfalls. Die leeren Be-
reiche markieren die Aufzeichnungslu¨cken.
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Abbildung 5.10: Zeitliche Verla¨ufe der approximierten Synchronisationswerte (Rapprox,
schwarz) und der Differenzen (∆R, grau) der berechneten und der approximierten Syn-
chronisationswerte fu¨r die Testmenge TM1 der Datenquelle LP unter Anwendung eines 10
Punkte-Ru¨ckwa¨rts-Filters. Die senkrechten Linien markieren jeweils den elektrischen Beginn
eines Anfalls. Die leeren Bereiche markieren die Aufzeichnungslu¨cken.
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Abbildung 5.11: Wie in Abbildung 5.10, jedoch mit vertauschten Inhalten der Eingabe U
und des Status X(0).
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Abbildung 5.12: Wie in Abbildung 5.9, jedoch fu¨r die Testmenge TM2 der Datenquelle LP.
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Abbildung 5.13: Wie in Abbildung 5.10, jedoch fu¨r die Testmenge TM2 der Datenquelle
LP.
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Abbildung 5.14: Zeitliche Verla¨ufe der berechneten (R, links) und der approximierten Syn-
chronisationswerte (Rapprox, rechts) der Testmenge TM1, jeweils zwei Stunden vor den auf-
gezeichneten Anfa¨llen 1 bis 5. Zeitpunkt 0 bezeichnet jeweils den elektrischen Anfallbeginn.
Der durchschnittliche interiktale Synchronisationswert (R) der Testmenge TM1 ist durch
die waagerechten Linien angegeben.
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Abbildung 5.15: Wie in Abbildung 5.15, jedoch fu¨r die Anfa¨lle 6 bis 10.
Kapitel 6
CNN-Algorithmus zur
Datenverarbeitung und
Zustandsdiskriminierung
In Kapitel 1.4.3 wurde die Mo¨glichkeit erla¨utert, anhand der zeitlichen Entwicklung von
charakterisierenden Kenngro¨ßen in EEG-Daten von Epilepsiepatienten, einen pra¨-iktualen
Zustand zu definieren. Die Ergebnisse der Kapitel 4 und 5 zeigen, dass mit CNN Syn-
chronisationsmessungen durchgefu¨hrt werden ko¨nnen. Dabei wurden nicht nur synthetische
Zeitreihen, sondern sogar EEG-Daten mit einer hohen Gu¨te und Langzeitstabilita¨t appro-
ximiert, womit auch eine Definition des genannten pra¨-iktalen Zustandes ermo¨glicht wird.
Damit qualifiziert sich das CNN als ein miniaturisierbares Gera¨t, mit dem die Approxima-
tion von charakteristischen Kenngro¨ßen durchgefu¨hrt werden kann. Was nun fehlt ist die
Nachverarbeitung der approximierten Werte der Kenngro¨ßen, damit dann im letzten Schritt
eine Entscheidungsfindung (wurden Anzeichen fu¨r einen pra¨-iktalen Zustand gefunden oder
nicht) durchgefu¨hrt werden kann.
Der im weiteren Text erla¨uterte CNN-Algorithmus ist ein Beispiel fu¨r eine vollsta¨ndige
Datenverarbeitung (die Analyse mit notwendiger Nachverarbeitung und Entscheidungsfin-
dung), die mit einem CNN durchgefu¨hrt werden kann. Daraus ko¨nnte zuku¨nftig ein minia-
turisierbares oder sogar implantierbares EEG-Analyse-System entwickelt werden.
In der Abbildung 6.1 wird dieser Algorithmus mit sieben komplexen Arbeitsschritten
und drei Schleifen, die ein mehrfaches Durchlaufen bestimmter Arbeitsschritte ermo¨glichen,
dargestellt.
Im Arbeitsschritt (0) werden zuna¨chst die gemessenen EEG-Daten in Zeitreihensegmen-
te aufgeteilt, vorverarbeitet und in den CNN-Wertebreich [−1, 1] konvertiert (siehe dazu
auch Kapitel 4.1.1). Danach werden die Zeitreihensegmente in das CNN geladen.
Im Arbeitsschritt (1) erfolgt die Approximation der Kenngro¨ße durch das CNN. Der
Aufbau des CNN, seine Templates A und B und sein Schwellenwert Z wurden zuvor mit
einem Parameter-Training ermittelt (siehe dazu Kapitel 4.3).
Im Arbeitsschritt (2) wird der Mittelwert u¨ber alle Zellwerte der Ausgabe Y (τtrans)
berechnet. Hierfu¨r wird zuna¨chst die letzte Spalte Zellausgabe fu¨r Zellausgabe nach unten
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verschoben und die Werte in einem mit 0 voreingestellten Register addiert. Danach werden
die Zellausgaben aller Zeilen um eine Zelle nach rechts verschoben und die letzte Zeile wieder
wie zuvor bearbeitet. Dies geschieht solange, bis alle Ausgabewerte Y (τtrans) aufaddiert sind.
Der Inhalt des Registers wird durch die Anzahl der Zellen dividiert, um den Mittelwert zu
ermitteln. Dieser stellt die approximierte Kenngro¨ße dar.
Wird ein CNN mit a¨hnlichen Eigenschaften wie der ACE4K genutzt (siehe Kapitel 3.3),
so besitzt es eine 64× 64 Matrix und eine Auflo¨sung von 7.6 Bit pro Zelle. Das Register, in
dem der approximierte Synchronisationswert berechnet wird, muss also eine Breite von 20
Bit haben. Nur so kann der Sonderfall, dass alle Zellen der Ausgabe Y (τtrans) den Wert 1
haben (also haben sie Chipintern die Darstellung 255 bzw. 11111111 bina¨r), abgespeichert
werden. Die Division wird durch einen shift des Registers um 12 Bit nach rechts durchgefu¨hrt
(4096 = 212), so dass der Mittelwert der Ausgabe Y (τtrans) als Resultat u¨brig bleibt.
Im Arbeitsschritt (3) wird nun diese approximierte Kenngro¨ße in eine weitere CNN-
Matrix (Sicherungsmatrix) gespeichert. Die zuvor gespeicherten Werte werden entspre-
chend der Abbildung 6.1 um eine Zellposition verschoben. Eine Sicherungsmatrix mit
64 × 64 = 4096 Zellen kann approximierte Kenngro¨ßen u¨ber einen Zeitraum von maximal
20 Stunden enthalten (bei z.B. 200 Hz Abtastfrequenz, 4096 Elemente breiten Datenfen-
stern mit einer U¨berlagerung von 20%). Natu¨rlich kann auch eine kleinere Matrix genutzt
werden, falls weniger Synchronisationswerte aus der Vergangenheit beno¨tigt werden. Sollen
mehrere Kanalkombinationen approximiert werden, so kann die Arbeitsschrittfolge (0) bis
(3) mehrfach wiederholt und weitere Sicherungsmatrizen, fu¨r jede Kanalkombination eine,
erzeugt werden.
Im Arbeitsschritt (4) wird nun zur Weiterverarbeitung auf jede Sicherungsmatrix z.B.
ein Schwellenwert-CNN angewendet (siehe Anhang C.1). Die Ausgabe Y (τtrans) entha¨lt
fu¨r jede Zelle, die die Schwelle u¨berschritten hat, eine 1 (schwarz), sonst eine −1 (weiß).
Das entspricht in der Darstellung eines ACE4K-CNN den Zellinhalten 255 bzw. 0. Diese
Schwelle entspricht fu¨r das hier verwendete Synchronisationsmaß R der Schwelle, mit der
zwischen interiktalen und pra¨-iktalen Zusta¨nden unterschieden werden kann. Allerdings
kann hier auch eine andere, der Kenngro¨ße angepaßte Weiterverarbeitung der Sicherungs-
matrix durchgefu¨hrt werden.
Im Arbeitsschritt (5) werden die schwarzen Pixel der zuvor gewonnenen Ausgabe Y (τtrans)
geza¨hlt. Dies erfolgt genauso wie im Arbeitsschritt (3). Allerdings erfolgt der shift des Re-
gisters um 8 Bit nach rechts, so dass im Register die Anzahl der schwarzen Zellen enthalten
ist. Sollen z.B. mehrere Schwellen gesetzt bzw. Weiterverarbeitungsschritte durchgefu¨hrt
werden, so ko¨nnen die Arbeitsschritte (4) und (5) mehrfach wiederholt werden. So entste-
hen fu¨r jede Sicherungsmatrix aus dem Arbeitsschritt (3) mehrere Register mit der Anzahl
der schwarzen Zellen (abha¨ngig von der Verarbeitungsart).
Die zeitliche Entwicklung von charakterisierenden Kenngro¨ßen, wie z.B. der Synchroni-
sationsmaßes R, beleuchtet nur ein Aspekt der untersuchten Dynamik. Durch Hinzunahme
weiterer Kenngro¨ßen ko¨nnten noch mehr Aspekte der Dynamiken untersucht werden, um
z.B. im Fall von Epilepsie eine ho¨here Sensitivita¨t und Spezifita¨t bei der Suche nach dem
hypothetischen pra¨-iktalen Zustand zu erreichen. Diese Mo¨glichkeit der Wiederholung der
Analyse mit verschiedenen Kenngro¨ßen wird im Arbeitsschritt (6) dargestellt. Um mehrere
Kenngo¨ßen mit diesem Algorithmus approximiern zu ko¨nnen, mu¨ssen die Arbeitsschritte
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(1) bis (5) mehrfach wiederholt werden. So entstehen fu¨r jede Kenngro¨ße ein oder mehrere
Register mit den entsprechenden approximierten Werten. Das CNN bietet genu¨gend Re-
chenkapazita¨t fu¨r die Approximation mehrerer Kenngro¨ßen, da nach jedem Eintreffen von
Daten ein la¨ngerer Zeitraum u¨brig bleibt, in der das darauffolgende Fenster aufgezeichnet
wird. Eine CNN-Operation beno¨tigt eine Ausfu¨hrungszeit von wenigen Milisekunden. Die
EEG-Daten der im Kapitel 5 erwa¨hnten Datenquelle LP wurden mit einer Abtastfrequenz
von 200Hz aufgezeichnet. Wird z.B. eine Datenfensterbreite von 4096 Datenpunkten mit
20% U¨berlagerung angenommen, so bleibt dem CNN fu¨r die Arbeitsschritte (1) bis (6)
16.384 Sekunden Zeit.
Im Arbeitsschritt (7) wird aus den gewonnenen Werten in den Registern eine Ent-
scheidung gefa¨llt. Im Fall von EEG-Daten, die von Epilepsiepatienten stammen, kann z.B.
entschieden werden ob ein hypothetischer pra¨-iktaler Zustand vorliegt oder nicht. Ein An-
zeichen dafu¨r wa¨ren z.B. im Fall der Synchronisationsmessung wenig geza¨hlte schwarze
Zellen in den Registern, also ein deutliches Unterschreiten der Schwelle.
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Abbildung 6.1: Beispielhafter CNN-Algorithmus zur Datenverarbeitung von EEG-Daten
und Zustandsdiskriminierung
Kapitel 7
Diskussion
Technische neuronale Netze werden seit einigen Jahren als Instrumente zur Analyse von
verschiedenartigsten Daten untersucht. In der vorliegenden Arbeit wurden zuna¨chst syn-
thetische Daten und, als mo¨gliche Anwendung, Daten aus klinischen Applikationen mit
CNN analysiert.
Die folgende Aufza¨hlung soll einen U¨berblick u¨ber die Mo¨glichkeiten geben, die techni-
sche neuronale Netze in klinischen Applikationen ermo¨glichen: In [LSI04], [CFCCCPS02],
[LZY02] und [NG04] wurden Methoden beschrieben, mit denen große EEG-Datenmengen
(Vielkanalableitungen, die mehrere Tage dauern und von mehreren Patienten stammen)
automatisiert klassifiziert werden ko¨nnen, um damit A¨rzten bei der Durchsicht eine Hilfe-
stellung zu geben. Dabei wurden die Daten z.T. mit Filtern vorverarbeitet, um interessante
Aspekte im Voraus zu extrahieren.
Eine wichtige Aufgabe der pra¨chirurgischen Epilepsiediagnostik ist die Lokalisierung des
hypothetischen Ursprungsortes der Anfa¨lle im Gehirn. In [Ha02], [LLKLCLP00] wurde von
technischen neuronalen Netzen berichtet, mit denen durch Analyse von Daten, die durch
bildgebende Systeme gewonnen wurden, eine hohe Lokalisierungsqualita¨t erreicht werden
konnte.
Eine weitere wichtige Aufgabe ist die Definition eines bisher hypothetischen Voran-
fallszustands. Solch ein Zustand wurde in [PPHDW00] durch die Nutzung eines rekurren-
ten neuronalen Netzes definiert. In [SWKD01] und [SWKD02] hingegen wurde durch die
Nutzung eines neuronalen Zellmodells eine Kenngro¨ße entwickelt, die die Definition eines
hypothetischen Voranfallszustands ermo¨glichte.
In den oben genannten Beispielen wurde eine direkte Klassifikation der Daten mit neu-
ronalen Netzen angestrebt. Dabei wurden die Daten z.T. kompliziert vorverarbeitet. Die
vorliegende Arbeit ging inhaltlich einen Schritt zuru¨ck. Es wurde keine direkte Klassifika-
tion versucht, statt dessen sollte die Approximation von charakterisierenden Kenngro¨ßen
erfolgen. Diese Kenngro¨ßen spiegeln verschiedene Aspekte der untersuchten Dynamiken wi-
der. Sie ko¨nnen durch weitere Schritte in einem CNN-Algorithmus zusammengefaßt werden,
wie in dieser Arbeit vorgeschlagen. Im letzten Schritt wu¨rde dann eine Klassifikation er-
folgen. Dabei geschehen alle Arbeitsschritte innerhalb eines CNN, nur die Gewichte und
der Schwellenwert mu¨ssen entsprechend der gewu¨nschten Aufgabe rekonfiguriert werden.
Mit dieser Vorgehensweise ko¨nnte also eine große Menge von Eigenschaften untersucht wer-
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den, die gemeinsam in eine Klassifikation einfließen. CNN als technische Realisation bieten
Ho¨chstleistungs-Rechenkapazita¨ten und ko¨nnen diese Aufgaben in Echtzeit lo¨sen.
Im Rahmen dieser Arbeit konnte die Abscha¨tzung der bivariaten Kenngro¨ße mittlere
Phasenkoha¨renz R erfolgreich auf ein CNN u¨bertragen werden. Die Skalierung der Am-
plitudenwerte wurde als einziger direkter Vorverarbeitungsschritt durchgefu¨hrt. Es konnte
eine Methodik entwickelt werden, die zuku¨nftig als Ansatz zur U¨bertragung weiterer biva-
riater und anderer Maße in CNN genutzt werden kann. Aufgrund der A¨quivalenz von CNN
zu endlichen Automaten existieren theoretisch keine Hu¨rden bei der U¨bertragbarkeit der
Algorithmen.
Das Phasensynchronisationsmaß R ist nicht das einzige, das sich zur Messung von Syn-
chronisation in gekoppelten dynamischen Systemen eignet. Weitere interessante Ansa¨tze
wie z.B. zustandsraumbasierte Interdependenz-Maße ([AGLE99]) ko¨nnen im u¨berwachten
Training als Referenzwerte genutzt werden. Dabei erschließen sich neue Mo¨glichkeiten, da
durch das Einsortieren der Daten in die Zellmatrix eine Art Zustandsraum-Einbettung vor-
genommen werden kann. Natu¨rlich ko¨nnen auch vo¨llig andere Ansa¨tze der nichtlinearen
Zeitreihen-Analyse in CNN umgesetzt wurden. Dabei kann die in dieser Arbeit entwickelte
Methodik erweitert werden. Polynomielle Templates ho¨herer Ordnung oder ganz andere
Funktionen, die die Rolle der Gewichte u¨bernehmen, ko¨nnen realisiert werden. Ein Beispiel
dafu¨r ist in [Ca03] beschrieben. Hier wurde durch die Nutzung von CNN ein nichtlineares
erregbares Medium erzeugt, welches auf bestimmte Charakteristika von Anregungen mit
einer raumzeitlichen Musterbildung instantan reagiert. Weitere Mo¨glichkeiten erschließen
sich in der Variation der Gro¨ße der Zell-Matrix des CNN, um z.B. die Einflu¨sse verschiedener
Skalen innerhalb der Daten zu beru¨cksichtigen. Das Hauptproblem in der hier entwickelten
Methodik ist die erfolgreiche Durchfu¨hrung der Parameter-Optimierung. Es gibt weitere in-
teressante Ansa¨tze, die nicht im Rahmen dieser Arbeit untersucht wurden. Beispiele dafu¨r
sind evolutiona¨re Ansa¨tze (z.B. [KT00]), die z.B. die in der Vergangenheit gewonnenen be-
sten Parameter mit den zuku¨nftigen verschra¨nken (Vermehrung, Mutation und Selektion),
sowie konnektionistische Verfahren und Modelle, in denen neben den Parametern vor allem
ihre Verknu¨pfungsstrukturen und Basisfunktionen untersucht werden (z.B. Bestimmung von
Verknu¨pfungsstrukturen in neuronalen Netzen in [Ya99]). Allerdings wird die Komplexita¨t
dieser Suche massiv durch die zusa¨tzliche Suche im Raum der Verknu¨pfungsstrukturen und
Basisfunktionen erho¨ht.
Ein weiterer ausfu¨hrlicher Vergleich mit anderen Studien ist nicht mo¨glich, da bisher
eine solche Arbeit nicht durchgefu¨hrt wurde. Allerdings wurde in [TKAW99] von einer
weiteren, jedoch univariaten Kenngro¨ße berichtet (der Korrelationsdimension D2), deren
Abscha¨tzung erfolgreich auf ein CNN u¨bertragen werden konnte.
Trotz der vielversprechenden Ergebnisse dieser Arbeit mu¨ssen noch weitere Untersu-
chungen folgen. Die Synchronisationsmessung mit CNN kontinuierlicher EEG-Aufzeich-
nungen (von mehreren Tagen Dauer) muss auf ein gro¨ßeres Patientenkollektiv ausgedehnt
werden, um weitere Aussagen u¨ber das Approximationsverhalten zu erhalten. Dabei ist die
Untersuchung der Generalisierbarkeit der Synchronisationsmessung von besonderem Inter-
esse. Durch einen anderen Aufbau der Trainingsmenge, in der Zeitreihenpaare aller ver-
wendeten Datenquellen enthalten sind, kann mo¨glicherweise ein einzelnes CNN entwickelt
werden, mit dem in allen verwendeten Datenquellen die Synchronisation mit einer hohen
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Approximationsqualita¨t gemessen werden kann. Aufgrund der universellen Eigenschaften
der CNN ist dieses Vorhaben theoretisch mo¨glich. Unter Umsta¨nden mu¨ssen auch weitere
Konfigurationen in der Template-Topologie und dem Polynomgrad der Templates gesetzt
werden. Natu¨rlich ko¨nnen auch andere Einstellungen im CNN vera¨ndert werden, allerdings
sollte dabei stets die technische Realisierbarkeit gewa¨hrleistet werden.
Es existieren allerdings schon mehrere interessante schaltungstechnische Realisationen,
wie der ACE4K (ein CNN mit einer 64 × 64 Zell-Matrix), der ACE8K (ein CNN wie
der ACE4K, allerdings bestehend aus zwei miteinander verbundenen Zell-Matrizen), der
ACE16K (ein CNN mit einer 128× 128 Zell-Matrix) und weitere interessante Entwicklun-
gen, wie z.B. das in [LPKH04] vorgestellte CNN mit 72 × 72 Zell-Matrix und kubischen
Template-Polynomen. Diese Realisationen ko¨nnten eine direkte U¨bertragung der entwickel-
ten CNN-Einstellungen erleichtern. Allerdings mu¨ssen dafu¨r auch die unvermeidbaren Ein-
flu¨sse der schaltungstechnischen Realisationen, wie z.B. die endliche Genauigkeit, intensiv
in zuku¨nftigen Studien untersucht werden.
Kapitel 8
Zusammenfassung
Die Analyse von Synchronisationspha¨nomenen, also A¨hnlichkeiten und wechselseitigen Ab-
ha¨ngigkeiten zwischen komplexen Dynamiken, spielt in vielen Wissenschaftsbereichen wie
Physik, O¨kologie, Biologie, aber auch in den Neurowissenschaften eine wichtige Rolle. Ge-
genstand dieser Arbeit war die Untersuchung von Synchronisationspha¨nomenen in dynami-
schen Systemen mit Hilfe von Zellularen Neuronalen Netzen (CNN).
Zuna¨chst wurde der Begriff der Synchronisation in dynamischen Systemen vorgestellt.
Dabei wurde auf die verschiedenen, in der Literatur genannten, Definitionen von Synchroni-
sation eingegangen (siehe Kapitel 1.1). Im Anschluß wurde das Phasensynchronisationsmaß
mittlere Phasenkoha¨renz R vorgestellt (siehe Kapitel 1.2). R ist ein nichtlineares Synchro-
nisationsmaß, mit dem nicht nur in gekoppelten dynamischen Modellsystemen Synchroni-
sation nachgewiesen werden kann, sondern es ist auch robust genug, um es auf gemesse-
ne Zeitreihen von Systemen mit weitestgehend unbekannter Dynamik anzuwenden. Eine
wichtige Anwendung von R ist die Untersuchung von Aufzeichnungen der hirnelektrischen
Aktivita¨t im Rahmen der pra¨chirurgischen Epilepsiediagnostik. Mormann und Kollegen
([MKADLE03], [MAKRDEL03]) berichteten von Abnahmen der Synchronisation vor epi-
leptischen Anfa¨llen. Damit ermo¨glicht dieses Maß, neben weiteren Synchronisationsmaßen,
die nicht in dieser Arbeit aufgefu¨hrt wurden, einen hypothetischen Voranfallszustand zu
definieren (siehe Kapitel 1.4.3).
Die Komplexita¨t der Berechnung von nichtlinearen Kenngro¨ßen wie z.B. R wird ha¨ufig
durch polynomielle Terme bestimmt. Insbesondere wird diese Komplexita¨t durch eine hohe
Anzahl von Meßsonden drastisch erho¨ht (z.B. in klinischen Applikationen bis zu 256), so
dass eine Berechnung mit heutigen Personal-Computern in Echtzeit kaum realisiert werden
kann. Im Hinblick auf zuku¨nftige, neuartige Analyse-Apparaturen sind aber auch weitere
Faktoren wie niedriger Energieverbrauch, Miniaturisierbarkeit und Robustheit von Bedeu-
tung.
Deshalb wurde im Folgenden die Architektur von technischen neuronalen Netzen (siehe
Kapitel 2) und im speziellen von Zellularen Neuronalen Netzen (siehe Kapitel 3) vorgestellt.
Technische neuronale Netze haben den Vorteil, dass bekannte Eigenschaften von natu¨rlichen
neuronalen Netzen, wie dem menschlichen Gehirn, integriert werden ko¨nnen. So ko¨nnen
Lo¨sungswege der Natur, wie z.B. das Lernen, in die technische Welt u¨bertragen werden.
Technische neuronale Netze ermo¨glichen eine vo¨llig neue Herangehensweise an Probleme,
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die mit herko¨mmlichen Computern ein polynomielles Laufzeitverhalten mit hohem Poly-
nomgrad oder sogar ein exponentielles Laufzeitverhalten aufweisen. Durch ihr Paradigma
der lokalen Kopplung entsteht ein beherrschbarer Verdrahtungsaufwand. Sie ermo¨glichen
als VLSI-Realisationen (Halbleiter-Bausteine) Ho¨chstleistungsberechnungen und verbrau-
chen dabei einen Bruchteil der Energie und des notwendigen Raumes, im Vergleich zu kon-
ventionellen Personal-Computern. Aufgrund der A¨quivalenz zu endlichen Automaten (siehe
Kapitel 3.1.2) kann theoretisch jeder auf einem Personal-Computer entwickelte Algorithmus
in ein CNN bzw. einen CNN-Algorithmus u¨bertragen werden.
Das zentrale Ziel dieser Arbeit war, die Messung von Synchronisationspha¨nomenen mit
R auf ein CNN zu u¨bertragen. Allerdings erfordert die Programmierung eines CNN ein
Umdenken. Die Konfigurationen der wenigsten CNN, die fu¨r spezielle Probleme genutzt
werden, lassen sich analytisch berechnen, statt dessen muss eine Parameter-Optimierung
durchgefu¨hrt werden (siehe Kapitel 3.2.3 und Anhang B). Weiterhin wurde eine Methodik
entwickelt, mit der das Problem in eine Darstellungsform gebracht wurde, die im CNN
abbildbar ist (siehe Kapitel 4).
Es wurden zwei CNN-Werkzeuge genutzt. Das SCNN-System ist ein universelles Si-
mulationssystem, mit einer Vielzahl von CNN-Konfigurationsmo¨glichkeiten. Es bietet die
Mo¨glichkeit der u¨berwachten Parameter-Optimierung (siehe Kapitel 3.2.3). Das ACE4K-
System ist eine schaltungstechnische Realisation und wurde als Koprozessor fu¨r Personal-
Computer realisiert. Die im Rahmen dieser Arbeit erfolgte Anbindung an das SCNN-System
ermo¨glichte eine einfache Nutzung des ACE4K. Allerdings wurde die Leistung durch Ein-
schra¨nkungen, vorgegeben durch die schaltungstechnischen Realisationen, beeintra¨chtigt.
Die U¨bertragung des Synchronisationsmaßes in CNN wurde zuna¨chst anhand von syn-
thetischen Zeitreihen durchgefu¨hrt. Die Generierung der synthetischen Zeitreihen ermo¨glich-
te die Variation der Kopplungssta¨rke und damit auch des Synchronisationsgrades. Als Er-
gebnis wurde eine hohe Approximationsqualita¨t in der Messung des Synchronisationsgrades
mit CNN erreicht (siehe Kapitel 4.4.1). Aufgrund dieses ermutigenden Ergebnisses wurden
reale Daten, am Beispiel von EEG-Daten von drei Epilepsiepatienten, untersucht. Auch hier
wurde eine eine hohe Approximationsqualita¨t erreicht. In zwei von drei Fa¨llen genu¨gten die
approximierten Werte, um einen hypothetischen Voranfalls-Zustand innerhalb der entspre-
chenden Datensa¨tze zu definieren.
Somit konnte gezeigt werden, dass Synchronisationsmessungen mit CNN auch in realen
Daten mo¨glich sind. Allerdings konnte die Methodik nicht erfolgreich auf das ACE4K-
System u¨bertragen werden, da polynomielle Templates 2. und 3. Ordnung beno¨tigt wurden
(siehe Kapitel 4.5). Diese Vorgaben wurden bisher nicht von der schaltungstechnischen Rea-
lisation erfu¨llt. Aufgrund der universellen Eigenschaften des SCNN-Systems konnten unver-
meidbare schaltungstechnische Toleranzen modelliert werden (siehe Kapitel 4.6). Es konnte
gezeigt werden, dass die Approximationsqualita¨t einer Synchronisationmessung mit CNN
empfindlich auf Schwankungen in den Templates reagierte (aufgrund des hohen Polynom-
Grades der gewonnenen CNN). Schwankungen im Schwellenwert wurde mit einer deutlich
geringeren Empfindlichkeit begegnet.
Im weiteren wurden Untersuchungen zur Generalisierbarkeit der gewonnenen CNN durch-
gefu¨hrt (siehe Kapitel 5). Es konnten mehrere Arten von Generalisierungsverhalten nach-
gewiesen werden: Die zeitliche (Anwendung auf Datensa¨tze von mehrta¨giger Dauer) und
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ra¨umliche Stabilita¨t (Anwendung auf Datensa¨tze von anderen Meßsonden) der Approxima-
tion in einer Datenquelle, sowie die problemlose U¨bertragung auf eine weitere Datenquelle
ohne zusa¨tzliche Optimierungsmaßnahmen.
Aufgrund dieser ermutigenden Ergebnisse wurde ein exemplarischer CNN-Algorithmus
entwickelt, mit dem die Messung von Kenngro¨ßen, die Nachverarbeitung und die Entschei-
dungsfindung in und mit einem CNN durchgefu¨hrt werden ko¨nnen (siehe Kapitel 6).
Zusammenfassend kann geschlossen werden, dass das in dieser Arbeit vorgestellte Ver-
fahren zur U¨bertragung einer Kenngro¨ße in CNN Mo¨glichkeiten ero¨ffnet, dynamische Sy-
steme auf eine neue Art und Weise zu untersuchen.
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Anhang A
Verwendete Integrationsalgorithmen
Die Dynamik eines physikalischen Systems wird durch seine Bewegungsgleichung festge-
legt. Diese Bewegungsgleichung ist eine Differentialgleichung mit Variablen, die bestimm-
ten Messgro¨ßen des physikalischen Systems zugeordnet sind. Aber auch die Simulation
eines CNN geschieht u¨ber ein System einfacher Differentialgleichungen. Diese spiegeln die
Entwicklung des Status der einzelnen Zellen wider. U¨blicherweise ko¨nnen solche Differen-
tialgleichungen aufgrund ihrer Komplexita¨t nicht analytisch gelo¨st werden. Daher werden
numerische Verfahren angewendet, die im Folgenden erla¨utert werden. Diese numerischen
Verfahren wurden zur Generierung des Ro¨ssler-Modellsystems und innerhalb der SCNN
Software genutzt.
A.1 Euler-Verfahren
Gegeben sei eine Differentialgleichung der Form
d
dt
x(t) = f(x(t)) (A.1)
mit dem Anfangswert x(0) = x0 und der Ableitung von x(t) an der Stelle t0
d
dt
x(t)|t=t0 = lim
h→0
x(t0 + h)− x(t0)
h
(A.2)
Aus den beiden oben genannten Formeln kann das Eulersche Integrationsverfahren in
der folgenden Form hergeleitet werden
xn+1 = xn + f(xn)h (A.3)
wobei h den zeitlichen Abstand zwischen zwei Werten, also den Kehrwert der endlichen
Abtastrate, bezeichnet.
Wu¨rde die Abtastrate unendlich groß (Grenzu¨bergang h→ 0), so wu¨rde dieses Verfahren
die Differentialgleichung A.1 exakt lo¨sen. Computer ko¨nnen nur eine bestimmte Genauigkeit
erreichen, dementsprechend ist h begrenzt. Zusa¨tzlich wird bei jedem Integrationsschritt ein
systematischer Fehler begangen, da bei der endlichen Integration u¨ber dem Intervall h nur
die Ableitung am Beginn des Intervalls in die Formel eingeht. Damit tritt also ein Fehler
der Gro¨ßenordnung O(h2) auf.
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A.2 Runge-Kutta Verfahren
Wird nun im A.1 genannten Verfahren ein Zwischenpunkt im Intervall h mit beru¨cksichtigt,
so vera¨ndert sich die Berechnungsvorschrift folgendermaßen
xn+1 = xn + f(xz)h (A.4)
mit xz = xn +
1
2
f(xn)h (A.5)
Dieses Verfahren wird Integrationsverfahren nach Runge-Kutta zweiter Ordnung ge-
nannt. Der zusa¨tzliche Schritt verdoppelt bei gleichbleibendem h die Rechenzeit. Jedoch
wird die Genauigkeit ebenso erho¨ht. Der Fehler in Runge-Kutta zweiter Ordnung bewegt
sich in der Gro¨ßenordnung O(h3). Werden nun weitere Zwischenpunkte im Intervall h
beru¨cksichtigt, so kann die Berechnungsvorschrift des Integrationsverfahren Runge-Kutta
4ter Ordnung entwickelt werden. Fu¨r diese gilt:
xn+1 = xn +
[
1
6
f(xz1) +
1
3
f(xz2) +
1
3
f(xz3) +
1
6
f(xz4)
]
h (A.6)
mit zz1 = xn (A.7)
xz2 = xn +
1
2
f(xz1)h (A.8)
xz3 = xn +
1
2
f(xz2)h (A.9)
xz4 = xn + f(xz3)h (A.10)
Dieses Verfahren vervierfacht, bei gleich bleibendem h, die Rechenzeit im Vergleich zum
Euler-Verfahren. Gleichzeitig wird aber die Genauigkeit stark erho¨ht, da sich der Fehler nur
noch in der Gro¨ßenordnung O(h5) bewegt.
Zusammenfassend la¨ßt sich sagen: Das Eulersche Integrationsverfahren kann mit einem
entsprechend gewa¨hlten h fu¨r eine schnelle Integration genutzt werden. Das Runge-Kutta
Verfahren 4ter Ordnung hat einen Berechnungsfehler, der um drei Gro¨ßenordnungen kleiner
ist als der des Eulerschen Integrationsverfahrens. Allerdings erfolgen fu¨r jedes Intervall h
vier Berechnungsschritte. Bei gleicher Wahl von h ist also das Runge-Kutta Verfahren viel
genauer als das Euler Verfahren, jedoch auch viermal langsamer.
Die Wahl des Integrationsverfahrens, der Schrittweite h und der Integrationsdauer td =
Nh (mit N als Anzahl der Integrationsschritte) ist damit stark von dem gestellten Pro-
blem abha¨ngig. Eine ungu¨nstige Wahl kann Ergebnisse verfa¨lschen und z.B. nicht existente
Lo¨sungen produzieren ([Mor98]) oder die Integrationszeit unno¨tig erho¨hrn und damit die
Berechnungszeit drastisch verla¨ngern.
Weitere Informationen zu den oben genannten Verfahren finden sich in [PTVF92].
Anhang B
Verwendete
Optimierungsalgorithmen
Optimierungsalgorithmen werden eingesetzt, um globale Minima oder Maxima einer nicht
analytisch lo¨sbaren Funktion zu finden. Mit diesen Algorithmen wird versucht, das Opti-
mierungsproblem zu lo¨sen. Im Fall von neuronalen Netzen wird mit diesen Algorithmen
versucht, die Gewichte so einzustellen, dass das neuronale Netz seine Aufgaben mo¨glichst
optimal erfu¨llt.
Der folgende Ablauf ist eine allgemeine Skizze eines Optimierungsverfahrens: Zuna¨chst
werden eine Trainingsmenge und eine Ergebnismenge definiert. Durch Anwendung eines Op-
timierungsverfahrens sollen die Parameter eines neuronalen Netzes so eingestellt werden,
dass die Ausgaben des neuronalen Netzes, auf die Trainingsmenge angewendet, mo¨glichst
genau der Ergebnismenge entsprechen. Eine Trainingsmenge TM kann folgendermaßen aus-
sehen
TM = ((EWi, SWi), GW ) (B.1)
mit Paaren EWi = Werte, die der Eingang annimmt (B.2)
und SWi = Werte, die der Status annimmt (B.3)
und mit GW = Werte, die die Gewichte zu Beginn annehmen (B.4)
(B.5)
Zusa¨tzlich existiert eine Ergebnismenge
RM = (RWi) (B.6)
mit Ergebnissen RWi, die jeweils dem gewu¨nschten Ergebnis des Paares (EWi, SWi) ent-
sprechen. Natu¨rlich muss sowohl TM als auch RM der Topologie des gewa¨hlten neuronalen
Netzes entsprechen, d.h. die Wertemengen mu¨ssen im Neuronalen Netz abbildbar sein.
Diese Trainingsmenge beschreibt ein Problem, das mit einem neuronalen Netz (NN)
gelo¨st werden soll. Gilt nun
NN((EWi, SWi), GW ) = NN(TMi) = AWi (B.7)
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d.h. das neuronale Netz berechnet als Ausgabe die Werte AW , so kann mit der Ausgabe-
menge
AM = (AWi) (B.8)
eine Bewertungsfunktion entwickelt werden. Diese hat die folgenden Haupteigenschaften
FCompare(AWi, RWi) =
{
0 : AWi = RWi
> 0 : sonst
(B.9)
Das Trainings- bzw. Optimierungsverfahren wird mit einer bestimmten Anzahl von
Schritten angewendet. Dabei wird beim ersten Schritt die Anfangskonfiguration TM ge-
nutzt und mit FCompare eine Bewertung berechnet. In den folgenden Schritten versucht
nun das Verfahren durch Variation der Werte von GW , der Gewichte, das Minimum von
FCompare zu finden. Ist dieses Minimum gefunden, dann gilt die Problemstellung, soweit
sie in der Trainingsmenge abgebildet wurde, als gelo¨st. Die Einschra¨nkung bezieht sich dar-
auf, ob das neuronale Netz nur noch die Trainingsmenge abbilden kann, also u¨bertrainiert
wurde, oder ob es auch weitere Tripel (EWi, SWi, RWi) korrekt berechnet. Dieses spezielle
Problem wird in den Kapiteln 2.1.4 und 3.2.3 besprochen. Dabei ist
CM = (EWi, SWi, RWi) mit (EWi, SWi) /∈ TM (B.10)
die Testmenge fu¨r das Problem.
Die folgenden Abschnitte erla¨utern die in dieser Dissertation genutzten Optimierungs-
algorithmen, die im Training in SCNN genutzt wurden. Diese Algorithmen ermo¨glichen die
Extremwertsuche in N -dimensionalen Ra¨umen. In dem oben genannten Beispiel wurden
die Gewichte optimiert. Natu¨rlich ko¨nnen weitere Parameter eines ku¨nstlichen neuronalen
Netzes optimiert werden, wie z.B. die Topologie oder die Ausgabefunktion.
B.1 Iterative-Annealing Optimierungsverfahren
B.1.1 Algorithmusskizze
Iterative-Annealing basiert auf der Idee eines sich immer wiederholenden Abku¨hlvorgangs.
Der Parameterraum dieses Verfahrens ist genauso groß wie die Anzahl der zu optimierenden
Parameter in der Problemstellung.
Zuna¨chst wird der Parametervektor mit Scha¨tzern fu¨r einen Startwert gefu¨llt (im ein-
fachsten Fall Zufallszahlen). Dieser Vektor wird noch einmal vera¨ndert, indem jeder Kom-
ponente Zufallszahlen hinzu addiert werden. Diese Werte stammen jetzt aus einem Wer-
tebereich, der von der Starttemperatur T0 abha¨ngig ist. Falls jetzt der Funktionswert an
dem neuen Parametervektor kleiner ist als zuvor (Bewegung hin zum mo¨glichen globalen
Minimum), wird dieser Parametervektor gespeichert. Jetzt werden die Komponenten des
Parametervektors erneut durch Addition von Zufallszahlen vera¨ndert. Diese stammen aller-
dings aus einem kleineren Wertebereich, also mit einer verminderten Temperatur T < T0.
Wieder wird der Funktionswert verglichen. Dieser Vorgang wiederholt sich so lange, bis
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eine bestimmte Anzahl von Durchla¨ufen erreicht wird. Der Parametervektor befindet sich
in einem mo¨glicherweise lokalen Minimum. D.h. der Funktionswert des Parametervektors
hat den kleinsten mo¨glichen Wert erreicht, der in diesem Abku¨hlvorgang mo¨glich war.
Um sicher zu stellen, dass nicht ein lokales Minimum erreicht wurde, wird diese Prozedur
mit dem bisher besten Parametervektor und der Starttemperatur T0 mehrfach wiederholt
(siehe auch Abbildung B.1). Der folgende Ablauf illustriert den Algorithmus im Detail:
1. Initialisierung
• D als Dimension des Fehlerraums
• Startwerte xk0 ∀ k ∈ [1, D] wa¨hlen
• k = 0
• maximale Schrittanzahl Ntrain setzen
• Anzahl der Wiederholungen jmax setzen
• Starttemperatur T0 setzen
• minimale Temperatur τ setzen
2. Schrittweite ν = ( τ
T0
)
jmax
Ntrain setzen
3. T = T0 und i = 0 setzen
4. yki = x
k
i + u
kT ∀ k ∈ [1, D] und uk ∈ U [−0.5, 0.5] (gleichverteilt)
5. wenn f(~yi) < f(~xi) setze ~xi+1 = ~yi
6. verringere Temperatur T = νT
7. i = i+ 1
8. wenn i < Ntrain
jmax
, gehe zu Schritt 4.
9. j = j + 1
10. wenn j < jmax, gehe zu Schritt 3.
Dieser Ablauf verdeutlicht, dass Ntrain, jmax und T0 wichtige Systemparameter sind und
sorgfa¨ltig gewa¨hlt werden mu¨ssen, um sinnvolle Ergebnisse zu erhalten.
Weitere Informationen zu diesem Thema sind in [FTIA01], [FTFE01] und [Sch02] zu
finden.
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Abbildung B.1: Die Graphen a.) bis e.) zeigen den Verlauf der Suche nach dem globalen
Minimum der Funktion f(x) ([Sch02])
B.2 Powell’s Linienminimierungsverfahren
B.2.1 Algorithmusskizze
Die folgende Algorithmusskizze illustriert das Vorgehen:
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• die Vektoren P und n sind die gegebenen Eingabewerte, f die zu minimierende Funk-
tion
• Finden des Skalars λ, das f(P + λ ∗ n) minimiert
• Ersetzen von P mit P + λ ∗ n und n mit λ ∗ n
• die Minimierung ist abgeschlossen
Dieses Verfahren basiert auf der Vereinfachung eines multidimensionalen in ein ein-
dimensionales Problem. D.h. in der verbleibenden, ausgewa¨hlten Richtung kann nun ein
Minimierungsverfahren angewendet werden, welches nur bei eindimensionalen Funktionen
funktioniert.
So kann das Problem in zwei Unterprobleme zerlegt werden:
• Richtungsfindung
• Minimierung einer eindimensionalen Funktion
Weitere Informationen zu diesem Thema sind in [PTVF92] zu finden.
B.2.2 Richtungsfindung
Die hier verwendete Richtungsfindung geschieht durch die Methode des Nicht-Nutzens der
Richtung mit dem sta¨rksten Gradienten.
Die Idee in dieser Methode basiert auf der quadratisch konvergierenden Methode. Hier
werden die Richtungen ni mit den Basis-Vektoren initialisiert:
ni = ei mit i = 1, ..., N (B.11)
Der folgende Ablauf wird so lange durchgefu¨hrt, bis kein Abstieg mehr geschieht:
• setzen des Startpunktes auf Po (Scha¨tzer fu¨r einen Startpunkt oder z.B. Zufallszahlen)
• fu¨r alle i = 1, ..., N : Pi−1 in Richtung ni zum Minimum bewegen und den Punkt als
Pi setzen
• fu¨r alle i = 1, ..., N − 1: ni ← ni+1 setzen
• nN ← PN − P0 setzen
• PN in Richtung nN zum Minimum bewegen und den Punkt als PN setzen
Dieser Ablauf entha¨lt jedoch ein Schwa¨che. Nach jedem Durchlauf wird n1 u¨berschrie-
ben. Dies kann Richtungen schaffen, die aufeinander gefaltet sind, also lineare Abha¨ngig-
keiten erzeugen. Dementsprechend kann der Optimierungsalgorithmus falsche Ergebnisse
liefern, da u.U. nur ein Unterraum nach den Minimum untersucht wird. Diese Schwa¨che
kann z.B. durch Reinitialisieren der ni durch ei nach z.B. N Schritten verhindert werden.
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In diesem Fall wird jedoch die oben skizzierte Richtungsfindung abgea¨ndert. Die Haupt-
idee ist, dass die Richtung in der f den sta¨rksten Abstieg erfa¨hrt, ausgeschlossen wird.
Dadurch, dass es der sta¨rkste Abstieg ist, wird es auch als Hauptkomponente in der neuen
Richtung sein, die hinzugefu¨gt wird. Der Ausschluss des sta¨rksten Abstiegs bewahrt vor
einem Aufbau linearer Abha¨ngigkeiten.
B.2.3 Minimierung einer eindimensionalen Funktion
Die folgenden beiden Mo¨glichkeiten einer Minimierung stehen in SCNN zur Verfu¨gung. In
den hier durchgefu¨hrten Trainingsszenarien wurde nur die erste Mo¨glichkeit genutzt. Der
Vollsta¨ndigkeit halber werden aber beide erwa¨hnt.
Die erste Mo¨glichkeit, eine eindimensionale Funktion zu minimieren besteht darin, die
Methode der parabolischen Interpolation und Brent’s Methode in einer Dimension zu nut-
zen. Die hier genutzte Technik wird inverse parabolische Interpolation genannt. Gegeben
sei die eindimensionale Funktion f und die Werte a, b und c auf der Abszisse. Um nun den
Wert x zu bestimmen, welcher das Minimum der Parabel durch f(a), f(b) und f(c) auf der
Abszisse repra¨sentiert, genu¨gt es die folgende Formel zu nutzen:
x = b− 1
2
(b− a)2[f(b)− f(c)]− (b− c)2[f(b)− f(a)]
(b− a)[f(b)− f(c)]− (b− c)[f(b)− f(a)] (B.12)
Diese Formel la¨sst sich einfach herleiten. Die Abbildung B.2 illustriert das Vorgehen.
Abbildung B.2: Die Punkte 1, 2 und 3 stellen die erste Parabel dar, die an f(x) angelegt
wurde. Die Parabel durch die Punkte 1, 2 und 4 geht aus dem vorher gewonnenen Punkt 4
(vorla¨ufiges Minimum) hervor. Punkt 5 ist das na¨chste vorla¨ufige Minimum ([PTVF92]).
Dieses Verfahren sucht nun iterativ nach dem Minimum, bezieht dabei aber nur die
Werte und die Funktionswerte ein.
Als zweite Mo¨glichkeit, eine eindimensionale Funktion zu minimieren, kann die Methode
der eindimensionalen Suche mit ersten Ableitungen genutzt werden. In diesem Fall werden
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die Ableitungen zum Finden des Minimums genutzt. Gegeben sei wieder die eindimensionale
Funktion f und die Werte a, b und c auf der Abszisse. Der Wert x wird folgendermaßen
bestimmt: Das Vorzeichen der Ableitung des mittleren Punktes des Triplets (a, b, c) gibt vor,
ob der na¨chste Testpunkt aus dem Intervall (a, b) oder (b, c) stammen soll. Dieses Verfahren
bewegt sich iterativ zum Minimum hin und bricht ab, sobald es nur noch aufwa¨rts und nicht
mehr abwa¨rts geht.
B.3 Downhill-Simplex Optimierungsverfahren
B.3.1 Algorithmusskizze
Dieses Optimierungsverfahren bedient sich der geometrischen Figur Simplex. Ein Simplex
ist eine Figur in einem N dimensionalen Raum, bestehend aus N + 1 Punkten. In zwei
Dimensionen ist ein Simplex ein Dreieck, in drei Dimensionen ein Tetraeder etc.
Diese Methode startet nicht in einem Punkt, sondern in N + 1, die die Eckpunkte des
ersten Simplex bestimmen. Diese Startwerte ko¨nnen einfach bestimmt werden: Sei P0 ein
Startpunkt, dann sind Pi = P0 + λ ∗ ei die anderen N Punkte, fu¨r i = 1, ..., N + 1 (mit
λ = const, passend zum Problem).
Die Methode vollfu¨hrt nun weitere Schritte, z.B. eine Reflektion. Dabei wird am Sim-
plex der Eckpunkt mit dem gro¨ßten Funktionswert gespiegelt und neu gesetzt. Wird z.B.
ein Talbereich erreicht, ko¨nnen auch Schritte wie Kontraktion und Expansion angewendet
werden, um dem Extremwert na¨her zu kommen.
Um sicher zu gehen, dass tatsa¨chlich ein globales Minimum gefunden wurde, ist es
ratsam, am gefundenen Minimum die Methode noch einmal zu starten. Dabei sollten N
von den N + 1 Eckpunkten des Simplex ausgetauscht werden und nur P0 als Element des
mo¨glichen Minimum-Simplex beibehalten werden. Ist dieses Minimum tatsa¨chlich relevant,
wird der Algorithmus es schnell wieder finden.
Die Abbildungen B.3 a.) bis d.) illustrieren die Transformationen. Weitere Informationen
zu diesem Thema sind in [PTVF92] zu finden.
a.) Start Simplex b.) Spiegelung an
der Fla¨che
c.) Spiegelung
und Streckung an
der Fla¨che
d.) Kontraktion
Abbildung B.3: Beispiel fu¨r mo¨gliche Simplex-Operationen (in diesem Fall ein Tetraeder)
([PTVF92])
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B.4 Evolutiona¨re Optimierungsverfahren
B.4.1 Algorithmusskizze
Dieser Algorithmus basiert auf der Idee, den Vorgang der biologischen Evolution nachzu-
bilden. Dabei werden die Methoden der Vermehrung, Mutation und Selektion genutzt. Der
Parameterraum dieses Verfahrens ist genau so groß wie die Anzahl der zu optimierenden
Parameter in der Problemstellung.
Zuna¨chst wird der Parametervektor mit Zufallszahlen gefu¨llt. Dieser Vektor wird jetzt
mehrfach vera¨ndert. Es wird eine Population von verschiedenen Parametervektoren aus dem
ersten Parametervektor generiert, indem gleichverteilte Zufallszahlen den Komponenten
hinzu addiert werden. Dabei entspricht dieser Schritt einer Mutation. Die Parametervek-
toren mit den niedrigsten Funktionswerten (Bewegung zum mo¨glichen globalen Minimum
hin) werden als Eltern fu¨r die na¨chste Generation genutzt. Dabei entspricht dieser Schritt
einer Selektion mit anschließender Vermehrung. Jetzt werden den Komponenten der Eltern-
Parametervektoren wieder gleichverteilte Zufallszahlen hinzu addiert. Dabei entsteht eine
neue Population.
Dieser Vorgang wiederholt sich so lange bis die maximale vorgegebene Anzahl von Schrit-
ten erreicht wird. Einzelne Parameter der Individuen ko¨nnen dabei im Gegensatz zur bio-
logischen Evolution zwischen zwei oder mehreren Individuen ausgetauscht, gemittelt oder
auch anders miteinander verknu¨pft werden. Eine Generation geht aus der vorherigen durch
Vermehrung der Eltern mittels Mutation und/oder Vererbung hervor. Dabei ko¨nnen die
Eltern, zwecks Verbesserung der zu optimierenden Parameter, in der neuen Generation
beibehalten bzw. ausgelassen werden. Allerdings wird im zweiten Fall riskiert, dass die
nachfolgende Generation u.U. nur u¨ber schlechtere (also weiter vom mo¨glichen globalen
Minimum entfernte) Funktionswerte verfu¨gt.
Weitere Informationen zu diesem Thema sind in [Ge98] und in [KT00] zu finden.
Zusammenfassend la¨ßt sich sagen: Die oben genannten Optimierungsverfahren haben
Vor- und Nachteile, die sich hauptsa¨chlich in Effizienz und Rechenzeit widerspiegeln. Da
die Dimension der zu optimierenden Funktionen im Fall von CNN klein ist, N < 100, ist
der Speicherplatzbedarf zu vernachla¨ssigen.
Downhill-Simplex und Powell’s Linienminimierung sind zwei recht robuste und einfach
zu implementierende bzw. zu nutzende Verfahren. Im aufgezeigten Fall kommen sie nur
mit den Funktionswerten aus und lassen die Ableitungen außer acht. Downhill-Simplex ist
etwas langsamer, dafu¨r jedoch robuster als Powell’s Linienminimierung. Trotzdem ko¨nnen
beide Verfahren in lokalen Minima zum Abbruch kommen. Vergleiche dazu sind z.B. in
[FTIA01] zu finden.
Das Iterative-Annealing und das evolutiona¨re Optimierungsverfahren sind zwei Algo-
rithmen, die theoretisch immer das globale Minimum finden. Allerdings kann das Training
durchaus sehr viele Schritte, u.U. sogar unendlich viele umfassen. Wenn beiden Optimie-
rungsalgorithmen die gleiche Anzahl von Trainingsschritten gewa¨hrt werden soll, so ist zu
beachten, dass das evolutiona¨re Verfahren M mal so lange braucht, mit M als Anzahl der
Kinder, die pro Optimierungsschritt generiert werden.
Anhang C
CNN-Typen
Weitere Informationen zu den im folgenden Text beschriebenen CNN-Typen sind in [RK99]
zu finden. Die Ecken von Bildern mit großen weißen Fla¨chen werden durch schwarze Punkte
dargestellt, damit sie von der Seite unterschieden werden ko¨nnen.
C.1 Schwellenwert-CNN
Aufbau des CNN Das Schwellenwert-CNN wird durch folgende Gewichte A, B und den
Schwellenwert Z bestimmt:
A =

0 0 0
0 2 0
0 0 0
 B =

0 0 0
0 0 0
0 0 0
 Z = { −z˙ } mit − 1 < z˙ < 1 (C.1)
Aufgabe bzw. Ablauf Gegeben ist ein statisches Graustufenbild P und eine Schwelle z˙.
Das Eingabe-Bild U kann beliebig gewa¨hlt werden oder per Standardeinstellung U = 0
sein.
Das erste Status-Bild wird mit dem Graustufenbild geladen, X(0) = P .
Fu¨r die Ausgabe gilt nach einer zeitlichen Entwicklung (Y (t)⇒ Y (∞)) Folgendes:
Das Ausgabe-Bild ist bina¨r und entspricht P . Dabei entsprechen die schwarzen Bildpunkte
den Bildpunkten in P , fu¨r dessen Grauwerte pij > z˙ gilt. Die anderen Bildpunkte werden
auf die Farbe weiß gesetzt. Die Abbildungen C.1 a.) bis c.) zeigen ein Beispiel fu¨r das
Schwellenwert-CNN.
C.2 Lu¨cken-Finder-CNN
Aufbau des CNN Das Lu¨cken-Finder-CNN wird durch folgende Gewichte A, B und
den Schwellenwert Z bestimmt. Der hier vorgestellte Lu¨cken-Finder arbeitet horizontal
und bildet nach rechts ab. Aufgrund der Symmetrie der Problemstellung kann durch das
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Drehen von A analog ein vertikaler oder diagonaler Lu¨cken-Finder konstruiert werden.
A =

0 0 0
1 2 −1
0 0 0
 B =

0 0 0
0 0 0
0 0 0
 Z = { 0 } (C.2)
Aufgabe bzw. Ablauf Gegeben ist ein statisches bina¨res Bild P .
Das Eingabe-Bild U kann beliebig gewa¨hlt werden oder per Standardeinstellung U = 0
sein.
Das erste Status-Bild wird mit dem bina¨ren Bild geladen, X(0) = P .
Die Randwerte, die virtuellen Zellen, werden auf 0 gesetzt.
Fu¨r die Ausgabe gilt nach einer zeitlichen Entwicklung (Y (t)⇒ Y (∞)) Folgendes:
Das Ausgabe-Bild ist ein bina¨res. Es stellt die Anzahl der horizontalen Lo¨cher in jeder Zeile
von P durch genauso viele schwarze Bildpunkte am rechten Rand dar. Die Abbildungen
C.2 a.) bis c.) zeigen ein Beispiel fu¨r das Lu¨cken-Finder-CNN.
a.) Eingabe-Bild U b.) Ausgabe-Bild Y (∞)
mit z = 0.3
c.) Ausgabe-Bild Y (∞) mit
z = −0.3
Abbildung C.1: Beispielanwendung des Schwellenwert-CNN mit zwei verschiedenen Schwel-
lenwerten
a.) Eingabe-Bild b.) Ausgabe-Bild
Abbildung C.2: Beispielanwendung des Lu¨cken-Finder-CNN
Anhang D
Ro¨ssler-Modellsystem
Das Ro¨ssler-Modellsystem ist ein deterministisch-chaotisches System, dessen Trajektorie
einen bestimmten Teilbereich seines durch seine Variablen aufgespannten Vektorraumes
nicht verla¨sst. Dieser Vektorraum wird u¨blicherweise Zustandsraum genannt. Der Teilbe-
reich heißt Attraktor des Systems.
Das System (siehe Abbildung D.1) wird u¨blicherweise durch das folgende Differential-
gleichungssystem beschrieben:
x˙ = −0.89 y − z (D.1)
y˙ = 0.89 x+ 0.165 y (D.2)
z˙ = 0.2 + z (x− 10) (D.3)
-15
-10
-5
0
5
10
15
0
10
20
30
40
50
-15
-10
-5
0
5
1015
Z 
Ko
m
po
ne
nt
e
Y K
om
pon
en
teX
 Komponente
Abbildung D.1: Attraktor des Ro¨ssler-Modellsystems
Fu¨r das in dieser Arbeit genutzte Ro¨ssler-System wurden folgende Anfangsbedingungen
genutzt:
x(0) = y(0) = z(0) = 1 (D.4)
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Zur symmetrischen Kopplung zweier nicht identischer Ro¨ssler-Systeme wurde ein zusa¨tzli-
cher linearer Kopplungsterm genutzt. Dabei gibt ² die Sta¨rke der Kopplung an.
x˙1,2 = −ω1,2y1,2 − z1,2 + ²(x2,1 − x1,2) (D.5)
y˙1,2 = ω1,2x1,2 + 0.165y1,2 (D.6)
z˙1,2 = 0.2 + z1,2(x1,2 − 10) (D.7)
mit ω1 = 0.89 und ω2 = 0.85 (D.8)
Zur Integration wurde das Runge-Kutta Verfahren vierter Ordnung genutzt (siehe An-
hang A.2). Dabei wurde eine Schrittweite von h = 0.1 gewa¨hlt. Um negative Effekte des
Einschwingvorgangs (auch als Transienten bezeichnet) zu vermeiden, wurde ein Integrati-
onsvorlauf von 1000 Datenpunkten gewa¨hlt.
Weitere Informationen zu diesem Thema sind in [Mor98] und in [Mor03] zu finden.
Anhang E
Historische Entwicklung von
Neuronalen Netzen
Die folgende Auflistung zeigt einige wichtige Daten in der Entwicklung ku¨nstlicher neuro-
naler Netze in den letzten 60 Jahren:
• 1943 - Warren McCulloch und Walter Pitts (A logical calcus of the ideas immanent
in nervous activity)
– zeigten, dass neuronale Netze basierend auf McCulloch-Pitts-Neuronen prinzi-
piell jede arithmetische und logische Funktion berechnen ko¨nnen
– gaben den Anstoß fu¨r weitere Forschung auf diesem Gebiet
• 1949 - Donald O.Hebb (The Organization of Behavior)
– definierte die Hebb’sche Lernregel als einfaches, universelles Lernkonzept indivi-
dueller Neuronen
• 1951 - Marvin Minsky (Snark)
– entwickelte den ersten bekannten Neurocomputer
• 1957/1958 - Frank Rosenblatt und Charles Wightman (Mark I Perceptron)
– entwickelten den ersten erfolgreichen Neurocomputer, der mit einem 20×20 Pixel
großen Bildsensor einfache Ziffern erkennt (Gewichte durch 512 motorgetriebene
Potentiometer realisiert)
• 1959 - Frank Rosenblatt (Principles of Neurodynamics)
– beschrieb verschiedene Varianten des Perzeptrons
– bewies im Perzeptron Konvergenz Theorem, dass das Perzeptron alles, was es
repra¨sentieren kann, auch lernen kann
• 1969 - Marvin Minsky und Seymour Papert
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– analysierten das Perzeptron mathematisch
– zeigten, dass das Perzeptron z.B. beim XOR-Problem versagt (siehe Anhang E.3,
im Abschnitt u¨ber das Perzeptron)
– schlussfolgerten, dass ma¨chtigere Modelle als das Perzeptron die gleichen Pro-
bleme haben
Diese Schlussfolgerung ist aus heutiger Sicht falsch. 15 Jahre lang gab es damals kaum
Forschungsgelder. Statt dessen wurde massiv das Forschungsgebiet der Ku¨nstlichen Intelli-
genz gefo¨rdert. Allerdings wurden in dieser Zeit auch die theoretischen Grundlagen fu¨r die
aktuelle Renaissance geschaffen.
• 1972 - Teuvo Kohonen (Correlation Matrix Memories)
– stellte ein Modell des linearen Assoziators, eines speziellen Assoziativspeichers,
vor
• 1974 - Paul Verbos
– entwickelte das Backpropagations-Verfahren
• 1982 - Teuvo Kohonen (Self-organized Formation of Topologically Correct Feature
Maps)
– stellte die selbstorganisierten Abbildungen vor
• Stephen Grossberg
– stellte Modelle (ART-1, ART-2, ART-3, ARTMAP und Fuzzy-ART) der Adap-
tive Resonance Theory vor
• 1982 - John Hopfield (Neural Networks and physical systems with emergent collective
computational abilities)
– untersuchte bina¨re Hopfield-Netze als neuronales A¨quivalent zu Ising-Modellen
in der Physik
• 1983 - K. Fukushima, S. Miyake und T. Ito (Necognitron: A Neural Network Model
for A Mechanism of Visual Pattern Recognition)
– stellten ein neuronales Modell zur positions- und skalierungsinvarianten Erken-
nung von handgeschriebenen Zeichen vor
• 1986 - D.E. Rumelhart, G.E. Hinton und R.J. Williams (Learning Internal Represen-
tations by Error Propagation)
– griffen die Backpropagation als schnelles und robustes Lernverfahren fu¨r mehr-
stufige, vorwa¨rts gerichtete Netze auf
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Seit Mitte der 80er Jahre im 20 Jh. entwickelte sich dieses Forschungsgebiet wieder mit ho-
her Geschwindigkeit. Rumelhart, Hinten und Williams schafften den erneuten Aufschwung
fu¨r die Erforschung ku¨nstlicher neuronaler Netze.
Die folgenden Abschnitte gehen auf einige wichtige Aspekte ku¨nstlicher neuronaler Net-
ze ein.
E.1 McCulloch und Pitts
McCulloch und Pitts entwickelten ein Modell mit folgenden Annahmen:
• ein Neuron ist ein aktives oder passives bina¨res Schaltelement
• ein Neuron besitzt einen festen Schwellenwert
• ein Neuron empfa¨ngt Eingaben sowohl von erregenden Synapsen (alle mit gleichem
Gewicht), als auch von hemmenden Synapsen
• eine einzige hemmende Synapse verhindert die Neuronaktivierung
Dieses Modell wurde unter Anwendung von endlichen Automaten und Bool’schen Funk-
tionen untersucht. Alle Bool’schen Funktionen lassen sich durch ein dreischichtiges Netz
realisieren. Wird die XOR-Funktion weggelassen, reichen auch zwei Schichten. Das folgt
aus der Tatsache, dass alle Bool’schen Funktionen in konjunktiver1 oder disjunktiver2 Nor-
malform darstellbar sind.
Dadurch, dass das McCulloch-Pitts-Neuron keine Gewichtung der Eingabe beinhaltet,
ist es ein statisches Modell. Selbstmodifikation ist nicht mo¨glich, damit ist auch die Mo¨glich-
keit des Lernens ausgeschlossen.
E.2 Hebb’sche Lernregel
Die erste Lernregel wurde von dem Psychologen Donald Hebb im Jahr 1949 formuliert.
Sein Algorithmus, mit dem er die Lernfa¨higkeit des Gehirn zu erkla¨ren versuchte, sieht
folgendermaßen aus:
Wenn ein Axon einer Zelle A nahe genug ist, um eine Zelle B zu erregen und
sich wiederholt oder dauerhaft am Feuern beteiligt, geschieht ein Wachstums-
prozess oder eine metabolische A¨nderung in einer oder beiden Zellen
dergestalt, dass A’s Effizienz als eine der auf B feuernden Zelle anwa¨chst.
Auf ku¨nstliche Neuronen u¨bertragen kann der Algorithmus folgendermaßen formuliert wer-
den:
1Darstellung der Bool’schen Funktion als Terme, bestehend aus logischen Oder-Verknu¨pfungen, die mit
logischen Und-Verknu¨pfungen verbunden sind.
2Darstellung der Bool’schen Funktion als Terme, bestehend aus logischen Und-Verknu¨pfungen, die mit
logischen Oder-Verknu¨pfungen verbunden sind.
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Wenn Zelle j eine Eingabe von Zelle i erha¨lt und beide gleichzeitig und
stark aktiviert sind, erho¨ht sich das Gewicht zwischen den beiden
Zellen (von i in Richtung j).
Die folgende Formel ist die mathematische Formulierung der Lernregel:
ωij(t+ 1) = ωij(t) + ∆ωij mit ∆ωij = η ∗ oi ∗ aj (E.1)
Dabei ist ∆ωij die A¨nderung des Gewichtes ωij, η > 0 die Lernrate (konstant), oi die
Ausgabe der Vorga¨ngerzelle i und aj die Ausgabe der Nachfolgerzelle j.
Problematisch bei dieser Lernregel ist, dass Neuronen in diesem Fall nicht vergessen ko¨nnen.
ωij wa¨chst bei dauerhafter Aktivierung ins Unendliche.
E.3 Perzeptron
Das erste effektive ku¨nstliche neuronale Netzwerk wurde 1958 von Frank Rosenblatt ent-
wickelt, das Perzeptron. Das Perzeptron ist ein zweischichtiges vorwa¨rts gerichtetes Netz-
werk. Eine ku¨nstliche Retina ist mit der Eingabeschicht verbunden. Diese Verbindungen
sind unvera¨nderlich und zufa¨llig, wobei jedes Neuron auch mit mehreren Bildpunkten ver-
bunden werden kann. Zwischen der Eingabeschicht und der Ausgabeschicht existieren Ver-
bindungen mit vera¨nderbaren Gewichten. Die Ausgabeschicht besteht aus einem Neuron.
Sie addiert alle Impulse aus der Eingabeschicht und wird aktiv, wenn ein vera¨nderbarer
Schwellenwert u¨berschritten wird. Dabei kann sie nur zwei Zusta¨nde annehmen, erkannt
und nicht erkannt. Eine Anmerkung zur Ma¨chtigkeit des Perzeptrons: Ein wie oben be-
trachtetes, einstufiges Perzeptron kann z.B. das XOR-Problem nicht lo¨sen. Einstufige Per-
zeptronen ko¨nnen nur linear separierbare Mengen lo¨sen. Diese Mengen sind durch eine Hy-
perebene trennbar. Durch Einfu¨hrung weiterer Ebenen kann die Ma¨chtigkeit erho¨ht werden,
Probleme mit ho¨herer Komplexita¨t ko¨nnen gelo¨st werden.
Anhang F
SCNN - ein universeller Software
Simulator
F.1 Vorarbeiten
Die Portierung von SCNN nach Linux wurde ohne große Probleme realisiert. Da Linux auch
ein Unix-a¨hnliches Betriebssystem ist, mussten nur Verzeichnispfade, ein anderer Compiler
und Linker und deren Optionen neu eingestellt werden. Als Compiler wurde der zur Kom-
pilationszeit aktuelle GCC 3.2 genutzt. Die hiermit u¨bersetzte Version erwies sich als stabil
und wurde unter Linux prima¨r fu¨r das Training genutzt.
Die Portierung von SCNN nach Windows gestaltete sich komplizierter. Hier muss zwischen
zwei Portierungen unterschieden werden, die fu¨r unterschiedliche Zwecke genutzt wurden.
1. CYGWIN
• Der Quellcode wurde mit dem Werkzeugsystem CYGWIN1 kompiliert. Dabei
konnten die gleichen Einstellungen genutzt werden wie bei der Linux Portierung,
da CYGWIN ein Unix-a¨hnlicher Aufsatz fu¨r Windows ist. Allerdings mu¨ssen
die Programme fu¨r die Nutzung unter Windows neu u¨bersetzt werden. Danach
starten sie mit einer Bibliothek, die bestimmte Befehle von Unix emuliert. Die
hiermit u¨bersetzte Version erwies sich als stabil und wurde unter Windows zur
Simulation und fu¨r das Training genutzt.
2. Borland C++ Builder 6.0
• Die unter Windows Nutzern weit verbreitete Entwicklungsumgebung Borland
C++ Builder 6.0 (BCB) wurde fu¨r eine native Portierung von SCNN nach Win-
dows genutzt. Diese Version wurde allerdings nicht produktiv genutzt. Statt
dessen wurde ha¨ufig von dem hervorragenden integrierten Debugger Gebrauch
gemacht. Reparaturen und Erweiterungen, aber auch Funktionsabla¨ufe konnten
direkt im Quelltext wa¨hrend des Ablaufs beobachtet und analysiert werden.
1www.cygwin.org - Ein Unix-a¨hnlicher Aufsatz fu¨r Windows, mit dem Unix-Programme mit kleinen
A¨nderungen direkt unter Windows u¨bersetzt und genutzt werden ko¨nnen.
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F.2 Simulation
Dieses Unterkapitel zeigt anhand des AND-CNN (siehe Kapitel 3.1.2) wie die Simulation
im SCNN beschrieben und ausgefu¨hrt wird.
Zuna¨chst muss das Netz konfiguriert werden. Dies geschieht durch ein Skript, die Tem-
plates und drei Bilder, die die Werte fu¨r die Eingabe, den Status und den Schwellenwert
enthalten. Die Templates und die Bilder werden u¨blicherweise in ASCII, also Klartext, ab-
gelegt. Die folgenden Quelltexte sind ausfu¨hrlich dokumentiert.
Das Format fu¨r die Templates, am Beispiel des A Templates:
#TEMPLATE
# Generated by SCNN_Remote (C) Robert Sowa
name=xyz
invariant
neighbourx=1
# Nachbarn in X Richtung
neighboury=1
# Nachbarn in Y Richtung
linear=1
# Polynomkoeffizient D
#also ein einfaches 3x3x1 Template
values:
0 0 0
0 2 0
0 0 0
# die Werte
Das Format fu¨r die Bilder:
#RFDATA
# Generated by SCNN_Remote (C) Robert Sowa
dataname=E:\bildname.rfnet
sizex=64
# Anzahl der Elemente in X-Richtung
sizey=64
# Anzahl der Elemente in Y-Richtung
sizez=1
# Anzahl der Elemente in Z-Richtung
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# also ein planes 64x64x1 Bild
values:
-1.0 1.0 ...
-1.0 1.0 ...
... ... ...
# Zahlenwerte der einzelnen Zellen, ueblicherweise
# im Wertebereich -1..1
Die restliche Konfiguration geschieht im Steuer-Skript:
SCNN
set var "scnnmode"=2;
# Kommandozeilen Modus
set var "simsteps"=500;
# 500 Schritte beim Integrationsalgorithmus
set var "outputfunc"=1;
# Sigmoidale Ausgabefunktion
set var "calcmethod"=1;
# Runge-Kutte 4ter Ordnung Integrationsmethode
# Weitere Werte wie die Integrations-Schrittweite
# (h=0.1), das Beta in der Sigmoidalen Funktion
# (Beta=4) oder die Randzelleneinstellung (alle
# Randzellen=0) werden automatisch per Standardeinstellung
# gesetzt, koennen aber auch veraendert werden
load template 0 n state "ta.tem"
load template 0 n input "tb.tem"
# das A und B Template laden
load img pbm 0 input "input.pbm"
load img pbm 0 state "state.pbm"
load img rfnet 0 bias "bias.rfnet"
# die Bilder, fuer die Eingabe, den Status und
# den Schwellenwert, laden
start sim
# !!!!!!!!!!!!!!!!!!!!!!!!!!
# ! die Simulation starten !
# !!!!!!!!!!!!!!!!!!!!!!!!!!
save img rfnet 0 output "out.rfnet"
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save img pgm 0 output "out.pgm"
# die Ausgabe in zwei verschiedenen
# Formaten wegschreiben, also Fließkommazahlen
# Tabelle und als Graustufenbild
end
Durch den Befehlsaufruf scnn.exe -I scriptname.scr wird der Simulator gestartet. Zu
beachten ist, dass das Ausgabebild vollkommen abha¨ngig ist von der Ausgangskonfiguration
des Simulators. Damit ist auch die Architektur des Computers gemeint (z.B. Auflo¨sung der
Fliesskommadatentypen), schließlich wird der Simulator in dieser gestartet.
F.3 Bewertungsfunktionen
Folgende Bewertungsfunktionen stehen in SCNN zur Verfu¨gung:
• Bewertungsfunktionen FCompare(Y (τtrans), Y Ref ) (mit NBildpunkte als Anzahl der
Bildpunkte)
0 - MSE (normiert) (MSEn) 1
4NBildpunkte
∑NBildpunkte
i=1
(
yi(τtrans)− yRefi
)2
Mean-Square-Error normiert
1 - MSE 1
NBildpunkte
∑NBildpunkte
i=1
(
yi(τtrans)− yRefi
)2
Mean-Square-Error
2 - ME 1
NBildpunkte
∑NBildpunkte
i=1
∣∣∣yi(τtrans)− yRefi ∣∣∣
Betragsfehler
3 - UNMSE
∑NBildpunkte
i=1
(
yi(τtrans)− yRefi
)2
Absoluter Mean-Square-Error
4 - RMSE
∑NBildpunkte
i=1
(yi(τtrans)−yRefi )
2
yi(τtrans)2
Relativer Mean-Square-Error
5 - PE 1
2NBildpunkte
∑NBildpunkte
i=1
[
max
(
yi(τtrans), y
Ref
i
)
−min
(
yi(τtrans), y
Ref
i
)]
Prozentueller Fehler (Fehler im Bereich [0,1])
6 - PEMAX
maximaler prozentueller Wert
7 - MEMAX
maximaler Betragswert
8 - GAREA
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Fla¨che um die Diagonale in der Grauwertkorrelationmatrix beider Bilder - Fla¨chen-
berechnung mit linearen Verbindungsstu¨cken der Punkte ober- und unterhalb der
Grauwertkorrelationsmatrix gelo¨st
9 - GMAX
maximaler Abstand von der Diagonalen in der Grauwertkorrelationsmatrix (ma-
ximale Lotla¨nge)
10 - MEDIAN
Median der Grauwertabsta¨nde (Fehler) aller Bildpunkte
11 - RANGE
Abstand zwischen kleinstem und gro¨ßtem Fehler aller Bildpunkte
12 - QUARTILE
Abstand zwischen 25 und 75 Prozent Median-Wert, problematisch, wenn die
Anzahl Bildpunkte nicht durch vier teilbar ist, mindestens vier Bildpunkte sind er-
forderlich
13 - DECLILE
Abstand zwischen 10 und 90 Prozent Median-Wert, problematisch, wenn die
Anzahl Bildpunkte nicht durch 10 teilbar ist, mindestens 10 Bildpunkte sind erfor-
derlich
14 - CORRELATION COEFFICIENT
Y (τtrans)Y Ref−(Y (τtrans))(Y Ref)√
Y (τtrans)2−Y (τtrans)2
√
(Y Ref )2−Y Ref 2
Normierter Korrelation-Koeffizient zwischen den Grauwerten der Bildpunkte
15 - RANK CORRELATION COEFFICIENT
Normierter Rank-Korrelation-Koeffizient zwischen den Grauwerten der Bild-
punkte
16 - SUM SQUARE DIFFERENCE OF RANKS
Normierter (auf die Anzahl der benutzten Bildpunkte) SUM SQUARE DIFFE-
RENCE OF RANKS zwischen den Grauwerten der Bildpunkte
Diese Bewertungsfunktionen ko¨nnen in mehrere Klassen von Maßen zusammengefaßt
werden:
Klasse1 (Bewertungsfunktionen 0,1,2,3,4,5) Die Mittelwerte der linearen oder quadrier-
ten Grauwertabsta¨nde der zu vergleichenden Bilder werden als Fehlermaße verwendet. Das
Problem bei diesen Maßen ist, dass Strukturen in den Bildern nicht verglichen werden
ko¨nnen. Bilder ko¨nnen als gut bewertet werden, auch wenn einige Bildpunkte einen sehr
großen Grauwertabstand haben. Die Mittelung wischt u¨ber alle Bildpunkte und wirkt noch
sta¨rker, wenn die Bildgro¨ße erho¨ht wird.
Klasse2 (Bewertungsfunktionen 6,7) Der Maximum-Wert der Grauwertabsta¨nde der zu
vergleichenden Bilder wird als Fehlermaß verwendet. Dies ist ein sehr hartes Kriterium. Erst
wenn der Abstand der beiden schlechtesten Bildpunkte verkleinert wurde, wird auf andere
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eingegangen. Das Problem hierbei ist, dass es zu einem Rundlauf in einem Bild kommen
kann und nicht alle Bildpunkte optimiert werden.
Klasse3 (Bewertungsfunktionen 10,11,12,13) Der Median selbst la¨sst, wie die Max-
Fehlermaße, einzelne Bildpunkte optimieren. Allerdings finden in diesem Fall die Bildpunkt-
wechsel ha¨ufiger statt. Die folgenden drei Maße (11,12,13) liefern einen Fehler, der relativ
zu zwei Grauwertabsta¨nden in den Bildern ist. Sie ziehen die Grauwertabsta¨nde zueinander,
trotzdem ko¨nnen beide recht hoch sein. Damit ist das Erreichen der A¨hnlichkeit zwischen
den beiden Bildern nicht gewa¨hrleistet.
Klasse4 (Bewertungsfunktionen 8,9) Diese Maße arbeiten mit den Grauwertwerten der
zu vergleichenden Bilder. Werden diese in ein 2D-Histogramm mit den Grenzen (-1,1,-1,1),
eingetragen, so entsteht eine Punkte-Wolke. Wenn beide Bilder a¨hnlich oder gleich sind,
zieht sich diese Wolke in Richtung der Diagonalen zusammen. Entsteht z.B. eine Gerade
parallel u¨ber bzw. unter der Diagonalen, ist das zu vergleichende Bild heller bzw. dunkler
als das andere. (8) misst die Fla¨che, die von den Punkten (wenn man die a¨ußersten mit
einer Linie verbindet) um die Diagonale herum eingenommen wird. Dies ist auch ein recht
hartes Maß, da es direkt auf alle Details der zu vergleichenden Bilder eingeht. (9) misst
die maximale La¨nge, die ein Lot (senkrechte Verbindung zwischen einem Punkt und der
Diagonalen) auf der Diagonalen hat. Auch hier kann entsprechend zu oben ein Bild heller
oder dunkler sein.
Klasse5 (Bewertungsfunktionen 14,15,16) Auch diese Maße sind gut geeignet, um das
Vorhandensein von Details in den zu vergleichenden Bildern zu pru¨fen. Die letzten beiden
Maße nutzen eine andere Menge von Zahlen als Grauwertwerte. Das letzte Maß kann in das
vorletzte u¨berfu¨hrt werden. Allerdings entstehen auch hier Probleme, wenn z.B. eines der
Bilder eine Fla¨che ist. Dann ist der Nenner der Gleichung = 0, weil einer der Sigma-Werte
im Nenner 0 ist. Daher muss dieser Fall anders bewertet werden, was wiederum fu¨r den
Optimierungsalgorithmus einen Wechsel des Fehlergebirges bedeutet. Tritt dieses Problem
nicht auf, dann liegt immer noch ein sehr hartes Maß vor, da es direkt auf alle Details in
den zu vergleichenden Bildern eingeht.
Die Bewertungsfunktionen 5 bis 16 wurden im Rahmen dieser Arbeit in das SCNN
System implementiert.
F.4 Zusammenfu¨hrungsfunktionen
Folgende Zusammenfu¨hrungsfunktionen stehen in SCNN zur Verfu¨gung:
• Zusammenfu¨hrungsfunktion FCompose(i ∈ [1, Nm], Errlocali ) (mitNm als Ma¨chtigkeit
der Trainingsmenge)
Nr.0 1
Nm
∑Nm
i=1Err
local
i
Mittelwert
Nr.1 Nm∑Nm
i=1
1
Errlocal
i
Harmonisches Mittel
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Nr.2
√
1
Nm
∑Nm
i=1(Err
local
i )
2
Root-Mean-Square
Nr.3 der mittlere Wert nach Sortierung
Median
Nr.4 der maximale Wert
Max Value
Folgende Probleme ko¨nnen bei Nutzung der Zusammenfu¨hrungsfunktionen auftreten:
Bei einem Trainingsset mit mehr als einer Eingabe U , einem Status X(0) und einer
Referenz Y Ref muss fu¨r jedes Tripel das eigene Fehlergebirge gleichermaßen nach einem
(globalen) Minimum durchsucht werden. Dies ist problematisch, da es durchaus vorkommen
kann, dass ein Minimum eines Tripels mit einem (lokalen) Maximum eines anderen Sets von
der Position her u¨bereinstimmt.
Die Zusammenfu¨hrungsfunktion Nr.0 verwischt alle Fehlergebirge durch eine Mittelung.
Der oben genannte Fall kann eintreten: Ein Minimum wird durch die Mittelung angehoben
und dadurch bei der Optimierung u¨bersehen.
Die Zusammenfu¨hrungsfunktion Nr.3 springt von dem Fehlergebirge eines Tripels in das
na¨chste des folgenden Tripels. Die Optimierungsverfahren ko¨nnen u.U. keinen gleichma¨ssi-
gen Abstieg schaffen, wenn die Fehlergebirge sich stark unterscheiden.
Die Zusammenfu¨hrungsfunktion Nr.4 bleibt im Fehlergebirge des Tripels mit dem schlech-
testen Fehlerwert. Das Optimierungsverfahren verweilt so lange im Fehlergebirge, bis ein
anderes Tripel schlechter bewertet wird. Dies kann zu Rundla¨ufen fu¨hren, nicht alle Tripel
werden gleich gut optimiert.
Die Zusammenfu¨hrungsfunktionen Nr.1 und Nr.2 erwiesen sich als nicht praktikabel. Die
Zusammenfu¨hrungsfunktionen Nr.0, Nr.3 und Nr.4 basieren entweder auf einer Mittelung
(mischen) der Fehlergebirge oder auf dem Herauspicken eines speziellen Fehlergebirges. Die
Zusammenfu¨hrungsfunktionen Nr.1 und Nr.2 vermischen die Fehlergebirge derart, dass ihre
Grundstruktur nicht mehr erhalten bleibt. Die Optimierungsverfahren ko¨nnen somit keine
erfolgreiche Suche nach dem (globalen) Minimum durchfu¨hren.
Die Zusammenfu¨hrungsfunktionen Nr.1 bis Nr.4 wurden im Rahmen dieser Arbeit in
das SCNN System implementiert.
F.5 Optimierung
Die folgenden dokumentierten Steuer-Dateien stellen Beispiele fu¨r Training mit einer und
mit mehreren Referenzen dar.
Training mit einer Referenz
SCNN
set var "scnnmode"=2;
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set flag "train_feedforward"=1;
# das B Template trainieren
set flag "train_feedback"=1;
# das A Template trainieren
set flag "train_bias"=1;
# den Schwellenwert trainieren
set flag "writevector"=1;
# Status Ausgabe
set flag "epoch_train_error"=1;
# Status Ausgabe
set var "simsteps"=400;
set var "trainsteps"=500;
# Anzahl der Trainingsschritte waehlen
set var "outputfunc"=1;
set var "trainmethod"=4;
# Trainingsmethode waehlen
set var "errortype"=5;
# Bewertungsfunktion waehlen
load template 0 n state "ta.tem"
load template 0 n input "tb.tem"
load img rfnet 0 bias "b.rfnet"
# zu trainierende Werte vorbelegen
addtotrainlist pgm 0 ref "mln.pgm"
# Referenzbild laden
addtotrainlist pgm 0 input "ml.pgm"
# Eingabebild laden
addtotrainlist simnow rfnet 0 state "6464null.rfnet"
# Statusbild laden
start learn
# !!!!!!!!!!!!!!!!!!!!!!!!
# ! das Training starten !
# !!!!!!!!!!!!!!!!!!!!!!!!
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save template 0 state "gentema.tem"
save template 0 input "gentemb.tem"
save img rfnet 0 bias "calcbias.rfnet"
# die bestimmten Werte fuer das A und B Template und
# den Schwellwert speichern
end
Training mit mehreren Referenzen
SCNN
set var "scnnmode"=2;
set flag "train_feedforward"=1;
set flag "train_feedback"=1;
set flag "train_bias"=1;
set flag "writevector"=1;
set flag "epoch_train_error"=1;
set var "simsteps"=400;
set var "trainsteps"=500;
set var "outputfunc"=1;
set var "trainmethod"=4;
set var "errortype"=5;
set var "epoch_mean_type"=5;
# Zusammenfuehrungsfunktion waehlen
load template 0 n state "ta.tem"
load template 0 n input "tb.tem"
load img rfnet 0 bias "b.rfnet"
addtotrainlist pgm 0 ref "mln1.pgm"
addtotrainlist pgm 0 input "ml1.pgm"
addtotrainlist simnow rfnet 0 state "6464null.rfnet"
# Erste Referenz, die beruecksichtigt werden soll
addtotrainlist pgm 0 ref "mln2.pgm"
addtotrainlist pgm 0 input "ml2.pgm"
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addtotrainlist simnow rfnet 0 state "6464null.rfnet"
# Zweite Referenz, die beruecksichtigt werden soll
start learn
save template 0 state "gentema.tem"
save template 0 input "gentemb.tem"
save img rfnet 0 bias "calcbias.rfnet"
end
Anhang G
Aladdin CNN System
G.1 Anbindung an den PC
Ein Betriebssystem der WindowsNT Familie (WindowsNT, Windows2000, WindowsXP)
wird auf dem PC beno¨tigt, um den Aladdin Visual Computer Stack anzusteuern. CNN-
Edit und CNN-Run sind die beiden Haupt-Programme, mit denen der Stack gesteuert
werden kann. Weiterhin existiert noch eine Anbindung an Matlab, die als Toolbox realisiert
wird. Analogic arbeitet auch an einer Anbindung an die Borland CBuilder Entwicklungs-
umgebung, die den direkten Zugriff auf den Stack, bis hin zur direkten Steuerung des DSP,
mo¨glich macht.
G.2 Anbindung an SCNN
Die von Analogic mitgelieferte Software kann zwar den ACE4K zum Berechnen von vielfa¨lti-
gen CNN-Operationen nutzen, aber keine Training-Szenarien ausfu¨hren. Auch bei Nutzung
der Matlab-Toolbox ko¨nnen erst nach einiger Programmierarbeit Trainingszenarien durch-
gefu¨hrt werden. Zudem ist von großem Nachteil, dass Erfahrungen und Ergebnisse von
SCNN nicht direkt mit den Ergebnissen der Toolbox verglichen werden ko¨nnen.
Deshalb wurde im Rahmen dieser Dissertation ein Mo¨glichkeit entwickelt, beide Sy-
steme, das SCNN und den ACE4K, zu vereinen. Der Vorteil liegt darin, dass die Ergeb-
nisse aufgrund der identischen Infrastruktur vergleichbar sind. Nur das CNN, genauer der
Software-Simulator des SCNN, der ACE4K oder der Software-Simulator des Stacks, werden
entsprechend ausgetauscht.
Technische Realisation
Die Steuerung der Simulation und des Trainings erfolgt im SCNN System genauso wie bisher
(siehe Kapitel 3.2.2 und Kapitel 3.2.3). Wird der ACE4K oder der Software-Simulator des
Stacks als CNN genutzt, dann ergibt sich folgende A¨nderung in den Abla¨ufen fu¨r eine
CNN-Operation (also eine Simulation bzw. fu¨r einen Trainingsschritt):
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1. Wegschreiben der Eingabe U und StatusX(0) und der Parameter (A und B Templates
und Schwellenwert)
2. Starten von CNN-Run, welches die unter 1. weggeschriebenen Daten an den Stack
zur Ausfu¨hrung weiterreicht
3. Einlesen des Ausgabe-Bildes Y (τtransChip) vom Stack in die SCNN Strukturen
4. Fortfahren des Ablaufes im SCNN-System
Der Vorteil ist, dass auch hier durch zuschaltbare Protokolle Einblick genommen werden
kann und sogar die Kommunikations-Daten zwischen dem SCNN und dem Stack eingesehen
werden ko¨nnen. Werden die Ausgabe- und Einlese-Operationen in einer RAM-Disk durch-
gefu¨hrt, so ko¨nnen etwa zwei bis drei CNN-Operationen pro Sekunde durchgefu¨hrt werden
(AthlonXP 2 Ghz PC mit 256 MB DDRAM, Windows2000). Die gleichen Aufgaben er-
reichen mit dem Simulator des SCNN-Systems auf entsprechend ausgeru¨steten PCs unter
Linux, je nach Einstellung mehrere 1000 bis 10000 CNN-Operationen pro Tag. Daher ist es
trotz der zeitaufwa¨ndigen Ausgabe- und Einlese-Operationen bei jedem Schritt interessant,
den ACE4K zu Trainingszwecken zu nutzen. Denn der ACE4K ist immer noch eine bis
zwei Gro¨ßenordnungen schneller als der Simulator des SCNN-Systems, bei vergleichbaren
CNN-Topologien. Durch direkte Anbindung des ACE4K an das SCNN-System kann die
Geschwindigkeit noch weiter gesteigert werden.
Mo¨glichkeiten und Einschra¨nkungen
Der ACE4K und der Simulator der Stacks ermo¨glichen die Bearbeitung von mindestens
64 × 64 großen Bildern. Der ACE4K kann keine kleineren verarbeiten. Gro¨ßere Bilder
werden durch eine Kachelfunktion (siehe Kapitel 3.3.2) realisiert. Interessant ist, dass die
Ausfu¨hrung genauso schnell ist wie bei einem 64×64 Bild. Dieser Effekt entsteht durch die
Tatsache, dass die Ein- und Ausgabe in den Chip viel mehr Zeit kosten als die tatsa¨chliche
Berechnung. Allerdings bleibt noch zu untersuchen, wie sich die Kachelung auf das Training
im ACE4K auswirkt.
Die A und B Templates mu¨ssen genau 3 × 3 Elemente groß sein (1er Nachbarschaft).
Kleinere Templates ko¨nnen nur realisiert werden, indem die entsprechenden Gewichte auf
0 gesetzt werden. Fu¨r den ACE4K gilt die Einschra¨nkung, dass die Templatewerte auf den
Wertebereich [−3, 3] beschra¨nkt sind.
Der Schwellenwert wird in der aktuellen Realisation der Anbindung invariant gesetzt.
Es ist aber problemlos mo¨glich, eine Erweiterung zum varianten Schwellenwert zu program-
mieren. Damit wird ein 64 × 64 großes Graustufenbild als variante Schwellenwert-Matrix
geladen.
G.3 Berechnung und Simulation
Im Aladdin CNN System kann entweder der ACE4K zur Berechnung oder der Simulator
des Stacks zur Simulation genutzt werden. Beide CNN-Realisationen werden u¨ber dieselbe
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Programmiersprache angesprochen, nur das Ziel (der ACE4K oder der Simulator) muss
entsprechend gesetzt werden. Die Programmierung des Aladdin CNN Systems geht folgen-
dermaßen von statten:
1. Der Algorithmus wird in einem Flussdiagramm aufgebaut. Dabei werden die notwen-
digen Templates und Subroutinen beru¨cksichtigt.
2. Das Flussdiagramm wird in ALPHA-Source-Code u¨bersetzt. ALPHA ist eine lesbare
Sprache, die die Steuerung des Stacks erlaubt ([ACA02]).
3. Der ALPHA-Compiler erzeugt den AMC (Aladdin Macro Code). Diese Sprache ist
ebenfalls lesbar, allerdings ist sie sehr schaltungstechnisch orientiert. Natu¨rlich kann
der Algorithmus direkt in AMC umgesetzt werden.
4. Die AMC-Datei wird nun in ABC gewandelt. ABC ist eine Maschinensprache, mit
der der Stack angesteuert wird.
5. Per ABC wird nun, durch CNN-Run, der ACE4K oder der Software-Simulator ange-
steuert.
Der folgende AMC-Quelltext ist ein Beispiel fu¨r typische CNN-Operationen. Natu¨rlich
ko¨nnen auch komplexere Abla¨ufe mit mehreren CNN-Operationen realisiert werden.
host.load.tem d:\testml\my.tem tem33
;Templates und Schwellenwert Parameter fuer z.B. AND Operation laden
mov.tem.tem tem33 TEM1
;Parameter in TEM1 auf den Stack speichern
host.load.pic d:\testml\inp.bmp lam5
;Eingabe-Bild laden
mov.lam.lam lam5 LAM1
;Eingabe-Bild in LAM1 auf den Stack speichern
host.load.pic d:\testml\sta.bmp lam6
;Status-Bild laden
mov.lam.lam lam6 LAM2
;Status-Bild in LAM2 auf den Stack speichern
ar.tem TEM1 LAM1 LAM2 LAM3 500 0 0 NIL NIL
;CNN starten
mov.lam.lam LAM3 lam8
;Ergebnis-Bild vom Stack holen
host.save.pic d:\testml\outp.bmp lam8
;Ergebnis-Bild speichern
end
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