The use of cubic splines in the numerical solution of a system of second-order boundary value problems  by Al-Said, E.A.
PERGAMON 
An I ~  aoumll 
computers & 
mathematics 
with q~kmtkme 
Computers and Mathematics with Applications 42 (2001) 861-869 
www.elsevier.nl/locate/camwa 
The Use of Cubic Splines in the 
Numer ica l  Solut ion of a Sys tem of 
Second-Order Boundary Value Prob lems 
E. A.  AL-SAID 
Mathematics Department, College of Science 
King Saud University, P.O. Box 2455, Riyadh 11451, Saudi Arabia 
(Received October 2000; accepted November 2000) 
Abst ract - -We use uniform cubic polynomial splines to develop some consistency relations which 
are then used to develop a numerical method for computing smooth approximations to the solution 
and its derivatives for a system of second-order boundary value problems associated with obstacle, 
unilateral, and contact problems. We show that the present method gives approximations which 
are better than those produced by other collocation, finite difference, and spline methods. ~) 2001 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
We consider using cubic spline functions to develop a numerical method for obtaining smooth 
approximations for the solution and its derivatives of a system of second-order boundary value 
problem of the type 
/(x),  a < x < c, 
u" = g(x)u(x)  + f (x )  + r, c < x < d, (1.1a) 
f (x ) ,  d < x < b, 
with the boundary conditions 
u(a) = oll and u(b) = ~2 (1.1b) 
and the continuity conditions of u and u' at c and d. Here, f and g are continuous functions on 
[a, b] and [c, a~, respectively. The parameters , a l  and a2 are real finite constants. Such type of 
systems arise in the study of obstacle, unilateral, moving and free boundary value problems and 
has important applications in other branches of pure and applied sciences, see for example [1-18] 
and the references therein. 
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In 1981, ViUaggio [18] used the classical Rayleigh-Ritz method for solving a special form of (1.1), 
namely, 
with the boundary conditions 
O, O<x< 7r 
- -  - -  4 '  
u ' t=  u(x ) - l ,  7r <x< 37r 
"0, I, 4 <x<Tr ,  
(1.2a) 
u(0) = 0 and u(Tr) = 0 (1.2b) 
and the continuity conditions of u and u' at 7r/4 and 31r/4. After this, Noor and Khalifa [13] 
have solved problem (1.2) using collocation method with cubic splines as basis functions. They 
have shown that this collocation method gives approximate solutions with first-order accuracy. 
Similar conclusions were pointed out by Noor and Tirmizi [15], AI-Sald [19], and Al-Said, Noor 
and A1-Shejari [20], where second- and fourth-order finite difference and spline methods were used 
to solve problem (1.1). On the other hand, Al-Said [21,22] has developed and analyzed quadratic 
and cubic splines methods for solving (1.1). He proved that both quadratic and cubic spline 
methods can be used to produce second-order smooth approximations for the solution of (1.1) 
and its first derivative over the whole interval [a, b]. 
In the present paper, we will use the cubic spline functions to develop a numerical technique 
for obtaining smooth approximations of the solution of (1.1) and its first derivative. The new 
method is of order two and it gives better numerical results than collocation, finite-difference, and 
spline methods when solving (1.1). Our present method can be considered as an improvement 
for the cubic spline method developed in [22]. 
In Section 2, we derive the consistency relations and develop the cubic spline method for 
solving (1.1). Section 3 is devoted for the convergence analysis of the method. The numerical 
experiments and comparison with other methods are given in Section 4. 
2. NUMERICAL  METHOD 
For simplicity, we take c = (3a + b)/4 and d = (a + 3b)/4 in order to develop the cubic 
spline approximate solution of the boundary value problem (1.1). For this purpose, we divide the 
interval [a, b] into n equal subintervals using the grid points xi = a + ih, i = O, 1, 2 , . . . ,  n, xo = a, 
xn = b, and 
b-a  
h = - - ,  (2.1) 
n 
where n is a positive integer chosen such that both n/4  and 3n/4 are also positive integers. Also, 
let u(x) be the exact solution of (1.1) and si be an approximation to ui = u(x~) obtained by the 
cubic Pi(x) passing through the points (xi, si) and (xi+l, si+l). We write Pi(x) in the form 
Pi(x) = a~(x - xi) 3 + bi(x - xi) 2 + c~(x - xi) + di (2.2) 
for i = 0, 1, 2, . . . ,  n - 1. Then the cubic spline defined by 
s(x) = Pi(x), i = 0 ,1 ,2 , . . . ,n -  1, 
s(x) e c [a, b]. (2.3) 
We first develop explicit expressions for the four coefficients in (2.2) in terms of si+t/2, D~, 
F~+t/2, Ti, and T~+I, where 
P, (xi+l/2) = s,+1/2, P~ (x,) = D,, 
(2.4) 
, , ,  1 [T,+I + T,], P:' (x,+1/2) = F~+1/2, P~ (x,) = 
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and 
n 3n 
f i+l/2, for 0 < i < ~ and ~-  < i < n, 
Fi+1/2 : n 3n (2.5) 
gi+l/2Si+l/2 + fi-bl/2 ~- r, for ~ < i < -~-, 
where fi = f(x~) and gi = g(xi). Now using (2.4), we determine the four coefficients in (2.2) as 
functions of s~+1/2, Di, F~+1/2, Ti, and Ti+l in the form 
1 
ai = ~ (T,+I + T~), 
1 
F, ~lh (T~+I + Ti), bi = ~ i+1/2-  ~ (2.6) 
ci = Di, 
di-~- 8i4"1/2- 2 hni - X-h2Fi+l/28 -4- ~h3(Ti+l -4- Ti) , 
for i = 0 ,1 ,2 , . . . ,n -  1. 
From the continuity of the cubic spline s(x) and its first and second derivatives at the point 
(xi, si) where the two cubics Pi-l(X) and Pi(x) join, we can have 
P(_ml)(xi ) = P(m)(xi), m = 0,1,2. (2.7) 
Using (2.2), (2.4), (2.6), and (2.7), we get the following consistency relations: 
(Di + Di-1) = 2 (8i+1/2 - -  8i_1/2) -- ~-h 2 (Fi+l/2 "~ 3F~-1/2) h 
(2.8) 
1 3 +~-~h (T/+I "Jr- 2Ti + Ti-1), 
h (Di - Di-1) = h2Fi-1/2, 
and 
(2.9) 
(2.10) h (Ti+l + 2Ti + Ti-1) -- 4 (Fi+l/2 - F~-I/2) • 
From (2.8)-(2.10), we obtain 
1 2 
hD~ = si+t/2 - si-t /2 - ~-~h (Fi+l/2 - F i - t /2)  • (2.11) 
The elimination of Di from (2.9) and (2.11) yields 
1 2 
si+1/2 - 2si-1/2 + si-3/2 = -~h [F/+1/2 + 22Fi_t/2 + F~-s/2] , (2.12) 
for i = 2, 3, . . . ,  n - 1. The relation (2.12) form a system of n - 2 linear equations in the n 
unknowns i+t/2, i -- 0, 1, 2 , . . . ,  n - 1. Thus, we need two more equations one at each end of the 
range of integration. These two equations are given by 
1 2 
2s0 - 3su2 + s3/2 = -~h [15F1/2 + 3Fs/2] , for i -- 1, (2.13) 
and 
1 2 
sn-3/2 - 3sn-1/2 + 2sn = -~h [3Fn-3/2 + 15Fn_1/2], for i = n. (2.14) 
The cubic spline solution of (1.1) is based on the linear equations given by (2.12)-(2.14). The 
determination of S~+l/2, i -- 0, 1 , . . . ,  n - 1 can now be effected by solving the system of lin- 
ear equations defined by (2.12)-(2.14). Having the values of Si+l/2, i = 0, 1, 2 , . . . ,  n - 1, we 
can compute Fi+1/2, i = 0,1 ,2 , . . . ,n  - 1 using (2.5). We next compute Di, i = 1,2, . . .  ,n - 1 
using (2.11), then Do and Dn are computed by (2.9). Then, we compute To and T,~ by overdiffer- 
entiation the differential equation (1.1), namely, To = f~ and Tn = f~. Finally, T~, i = 1 ,2 , . . . ,  
are computed using relation (2.10). 
We remark that the knowledge of Si+l/2,Di, Fi+l/2, i = 0 ,1 ,2 , . . . ,n -  1, and Ti, i = 
0 ,1 ,2 , . . . ,n  enables us to write down Pi(x), i = 0 ,1 ,2 , . . . ,n  - 1 as given by (2.2). Thus, 
the cubic spline s(x) approximating the solution of (1.1) is determined. 
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3. CONVERGENCE ANALYS IS  
Now, we discuss the convergence analysis of our method described in Section 2. For this 
purpose, we first let U = (U~+l/2), S = (S~+l/2), C = (~), T = (ti), and E = (ei+l/2) be 
n-dimensional column vectors. Here ei+l/2 = u~+1/2 - S~+l/2 is the discretization error. Thus, 
we can write our method as follow 
AU = C + T, (3.1a) 
AS = C, (3.1b) 
AE = T, (3.1c) 
where 
1 2 
A = Ao + ~-~h BG, (3.2) 
G = diag(gi-1/2), i = 1 ,2 , . . . ,n ,  with gi-1/2 # 0 for n/4  < i < 3n/4 and Ao = (aij) is the 
tridiagonal matrix defined by 
3, i= j= l ,n ,  
2, i = j = 2 ,3 , . . . ,n -  1, 
aij = -1 ,  l i -  J[ = 1, 
O, otherwise. 
(3.3) 
The tridiagonal matrix B is given by 
3 
1 
0 
B= 
0 
0 
15 0 . . . . . .  0" 
22 1 0 .. .  0 
"', "'. "' .  *', 0 
" .  ".. " .  ",. ." 
0 1 22 1 
0 15 3. 
(3 .4 )  
For the vector C, we have 
where 
1 
i ,  2ai - ~h = 
1 n 3n 
-----5--h 2 [Pi] 2 < i < ~ and ~ + 1 
24 ' 
n 3n 1 2[~, i+r ] ,  i=~ and-~-+l ,  
= - _h  n 3n 
- lh2  [P~ + 23r] i = ~ + 1 and -~-, 
24 
1 2[~, i +24r] n an , 
1 2 
- i = n ,  
Note that the first equation of the linear system (3.1a) is 
1 2 [3u~t/2 -1- 15U~t/2] -b tl ,  3Ul/2 - u3/2 = 2al - ~h 
3fl/2 -I- 15f3/2 ,
fi+l/2 q- 22fi-1/2 -4- fi-3/2, 
15fn-3/2 + 3fn-1/2, 
<i<n-1 ,  
i= l ,  
2<i<n-1 ,  
i-=--n. 
(3 .5 )  
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the i th equation is 
' 1 
-ui+1/2 + 2u~'1/2 - ui-3/2 = -~h " 
and the n th equation is 
1 2[15un_3/2_b3Un_l/2] q-tn, --Un--3/2 -[- 3Un--1/2 = 20~2 -- ~h  " " 
where ti, i --- 1, 2 , . . . ,  n are the local truncation errors given by 
!h4u  4)+O(h5) ,  i=1 ,  
ti = hau~ 4) + 0 (h5) , 2<i<n- i ,  (3.6) 
1 ,4  (a )+O(h  5) i n. 6-~n un , = 
Thus, 
1 4 max u(x) (4) IITII = ~-~h M4, M4 = , (3.7) 
where II " II represent the cx>norm in matrix vector. 
Our main purpose now is to derive a bound on IIEII. From equation (3.1c), we have 
(1 ) -1 (1  )-1 
E = A- IT  ---- A0 + h2BG T = I + h2AolBG Ao lT  
and it follows that [23] 
HE[[ < [[A°lll [ITH (3.8) 
- 1 - (1/24)h 2nAoXn [IBll IIGII 
provided that (1/24)h211AoX[I IIBII IIGll < 1. It was shown in [21] that 
[iAo H _< (b - a) 2 + h 2 
8h 2 (3.9) 
Thus, using (3.7)-(3.9) and the fact that HBII -- 24 and IIGll < Ig(x)l, we get 
AM4h 2 
IIEIJ _< 2411 - Alg(x)[ ] ~ O (h2), (3.10) 
where A = (1/8)[(b- a) 2 + h2]. The relation (3.10) shows that (3.1b) is a second-order convergent 
method. 
Now, we give a brief discussion regarding the order of accuracy of the consistency relations (2.9) 
and (2.11) which are used for computing the values of Do ~ u~ and Di ~ u~, i -- 1, 2 , . . . ,  n - 1, 
respectively. Using Taylor series one can easily show that the local truncation errors associated 
with (2.9) and (2.11) are given by 
1 ,4  (4) 17 -5 (5) 
~n ui and (3.11) 11-~-20 n ui , 
t which indicate that the accuracy of the computed approximations of u~ and ui are of order three 
and four, respectively. However, since the order of the difference scheme (3.1b) is two and the 
computed values of si-1/2, i = 1, 2 , . . . ,  n are used to compute F~-1/2, i = 1, 2 , . . . ,  n, then the 
order of accuracy for the computed values of u~, i -- 0, 1, 2 , . . . ,  n - 1 is reduced to two. 
The above discussion suggest hat the approximations of the solution and its derivative are 
second-order accurate approximations. This suggestion is supported by the numerical experi- 
ments given in the next section. Also, we have noticed from these numerical experiments that 
the approximations for the derivative are better than those for the solution itself. 
for i = 2 ,3 , . . . ,n -1  
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4. APPL ICAT IONS 
To illustrate the application of the numerical method developed in the previous sections, we 
consider the obstacle boundary value problem of finding u such that 
-u"(z) > .fix), on ~ = [0, ~], 
=(x)  > ¢(x ) ,  on ~ = [0,.1,  
[u"(x) - f (x ) ]  [u(x) - ¢ (x) ]  -- 0, on Ft = [0, 7r], 
~(0)  = ~(~)  = 0, 
(4.1) 
where f (x )  is a given force acting on the string and ¢(x) is the elastic obstacle. 
By studying problem (4.1) in the framework of variational inequality approach, it can be shown 
that, see [1,10,14,21], problem (4.1) is equivalent to the variational inequality problem 
a(u, v - u) >_ ( f  , v - u) ,  for all v E K, (4.2) 
where K is the closed convex set K = {v : v E H~(12) : v > ¢ on ~t}. This equivalence has been 
used to study the existence of a unique solution of (4.1) see, for example [1,10,14]. Following the 
idea and technique of Lewy and Stampacchia [8], the variational inequality (4.2) can be written 
as 
u" -~(u-~) (u -¢)  = f ,  0 < x < ~, 
~(0) = ~(~)  = o, (4.3) 
where v(t) is the discontinuous function defined by 
v ( t )={ 1, fort_>O, 
0, for t < 0, 
is known as the penalty function and ¢ is the given obstacle function defined by 
7r 
-1 ,  for 0<x < ~, 
37r (4.5) ¢(x) = 1, for ~ < x < -~-, 
3r 
-1,  for -~- _< z _< r. 
Equation (4.3) describes the equilibrium configuration of an obstacle string pulled at the ends 
and lying over elastic step of constant height 1 and unit rigidity. Since obstacle function ¢ is 
known, so it is possible to find the solution of the problem in the interval [0, r]. 
From equations (4.3)-(4.5), we obtain the following system of differential equations: 
7r 37r 
u" = f '  for 0 < x < ~ and -~- < x < lr, 
~r 3~r 
u+f -1 ,  for ~ <x < ~-,  
with the boundary conditions 
u(0) = ~( . )  = 0, 
and the condition of continuity of u and u' at x r /4  and 3Ir/4. 
EXAMPLE. We consider the system of differential equation (4.6) when f = 0 
~- 3r  
u" = 0, for 0 _< x <_ ~ and -~- < x < lr, 
7r 37r 
u- l ,  fo r~<x< T ,  
(4.6) 
(4.7) 
(4.s)  
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with the boundary conditions (4.7). The analytical solution for this problem is given by 
4 
71 
u(x) = 1 4 cosh lr ~ 3~r 72 ~ x , ~<z< 4 '  
~(~'- z), ~" < < x 7"f, 
4 
(4.9) 
where 71 = Ir + 4 coth(~r/4) and 72 = ~r sinh(~r/4) + 4 cosh(~r/4). The system of differential 
equations (4.8) along with the boundary conditions (4.7) was solved using the method escribed 
in Sections 2 and 3 with a variety of h values. The observed maximum errors (in absolute value) 
associated with u~ m), m = 0, 1 are given in Table 1. I tmay be noted from this table that halving 
the stepsize h reduces the value of the maximum errors associated with both ui and u~ by a factor 
of approximately 1/4, which confirms that our method is a second-order convergent process as 
predicted in Section 3. 
Table 1. Observed maximum errors for the present method. 
m=~ I"~ - 8,1 ma~ i'~' - 8'I 
l r  
1.26 x 10 -3 
2O 
~ 3.29 × 10 -4  
40 
7~ 
8.43 x lO -5  
80 
8.32 x l0  -4 
2.09 x 10 -4 
5.22 x 10 -5  
The boundary value problem defined by (4.7),(4.8) was solved by Al-Said [21,22] using quadratic 
and cubic splines methods as well as by Noor and others [13,15] using a collocation method with 
cubic B-spline as basis functions, and a numerical method based on the fourth-order Numerov's 
method. The numerical results for these methods are given in Table 2. 
Table 2. Observed maximum errors maxi ]ui - sil. 
h Quad,-spline [21] Cub.-spline [22] Numerov [15]  Colloc-Cubic [13] 
7f 
2.2 x l0  -3  
20 
Ir  
5.87 X 10 -4 
40 
1.51 x lO  -4 
80 
1.94 ×10 -a  
4.99 x 10 -4  
1.27 x 10 -4 
2.32 ×10 -2 
1.21 × 10 -2 
6.17 x lO  -3 
1.40 x 10 -2  
7.71 x 10 -3 
4.04 x 10 -3  
From Tables 1 and 2, it is clear that our present method gives better esults than the others. 
We mention here in passing that Noor and Tirmizi [15] have solved the boundary value problem 
given by (4.7),(4.8) using a finite difference schemes based on the central-difference 
h 4 
-2  u ,14) /~ U i ~-~ Ui -1  - -  2ui + ui+i  - ~u  , 
but the results are worse than those produced by the Numerov scheme and they are not included in 
Table 2. Also, A1-Said, Noor and AI-Shejari [20] have produced first-order smooth approximations 
to the solution of (4.8) and its first derivative using numerical methods based on the second-order 
cubic spline method of Albasiny and Hoskins [24] and the fourth-order quintic spline method of 
Usmani and Warsi [25]. (See [20, Tables 1 and 2 on p. 665].) 
868 E.A.  AL-SAID 
5. CONCLUSION 
We have used the cubic spline polynomial functions to developed a numerical method for 
solving a system of second-order boundary value problems. The present method enables us to 
approximate he solution as well as its derivative at every point of the range of integration. The 
method is of order two, and it has been shown that the second-order accuracy holds for the 
solutions and its derivative. A class of obstacle, unilateral, and contact problems can be charac- 
terized by this system of boundary problems by using the penalty function method. The results 
obtained in this paper are better than the previous ones and they represent an improvement. 
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