In a seminal paper, Reiter introduced a variant of the situation calculus along with a set of its properties. To the best of our knowledge, one of these properties has remained unproved and ignored despite its relevance to the planning problem and the expressivity of the theories of actions. We state this property in a more general form and provide its proof. Intuitively, whenever a theory of actions entails that there exists a situation satisfying a first order formula (e.g., a goal), at least one such situation must be found within a predetermined distance from the initial situation. This distance is finite and the same in all the models of the theory, since it depends only on the theory and the formula at hand.
Introduction
In reasoning about actions and change with partial knowledge, computing a plan of actions that achieves a specified goal can be impossible even if the existence of the plan is formally guaranteed. Indeed, if a logical theory of actions does not include a complete axiomatic representation of the system's state, no one plan (or finite disjunction of plans) might exist that simultaneously meets the goal in all the models of the theory, though each model might still contain its own valid plan. When this is the case, no finite plan guaranteed to succeed can be built and executed in the real world, even though its existence is actually entailed by the theory.
This problem has a theoretical solution in the variant of the situation calculus [1] introduced by Reiter [2] , which has represented one of the most influential approaches to laying formal foundations for planning, diagnosis, and agent specification in artificial intelligence, besides having contributed new insights into database theory. For nearly fifteen years, a diverse body of research has stemmed from Reiter's seminal paper [2] , and the original ideas and notions contained therein are currently at the core of much work in cognitive robotics. All but one of the properties of the formalism were formally proved in a later paper [3] after cleaner and more systematic axiomatization, and have been extensively employed in later research.
To the best of our knowledge, the theorem in [2] that provides the solution to the problem introduced above has never been mentioned again, and its formal justification has not appeared in literature. The theorem formally guarantees that if a theory of actions entails the existence of a plan that achieves a given goal, a finite disjunctive instance can be built.
This result is still theoretically very relevant as the research community begins to investigate more complex systems, and consequently the problem of plan computability is being recasted in more sophisticated terms. One noteworthy example is the problem of "knowing how" to execute a program augmented with non-deterministic choices and sensing actions [4, 5] in cognitive robotics.
In this paper we provide the missing proof of Reiter's theorem. We state the result in more general terms and show its implications for the expressivity of the formalism. Intuitively, whenever an action theory entails that there exists a situation satisfying a first order formula (e.g., a goal), at least one such situation must be found inside a special region of the tree of situations that characterizes the models of the theory. This region takes the form of a finite subset of all the levels of the tree, and it is the same in all the models of the theory, since it depends only on the theory and the formula at hand. We dub the situation-tree levels belonging to this subset "quantum levels".
The rest of this paper is organized as follows. In Section 2 we recall the basic formal notions needed to make this paper self-contained, and introduce some preliminary definitions and results that are straightforward consequences of previous work. In Section 3 we state and prove some properties of the situation calculus, including the theorem mentioned above (Theorem 2 of [2] ). In Section 4 we discuss the implications of these results for the expressivity of the situation calculus and for current research in reasoning about actions and change.
The situation calculus
We assume the reader is familiar with the basic concepts of classical logic [6] . We recall some notations. In a formula, by τ 1 /τ 2 we denote that the occurrences of τ 1 are replaced by τ 2 . By (∀) or (∃) at the beginning of a formula we intend that all the free variables occurring in the formula are universally or existentially closed. Given a function or constant symbol ω of a language L, ω M denotes the interpretation of ω in the structure M of L. We extend the classical notation of entailment to set of sentences: M |= {φ i } i∈N means that the structure M entails every sentence φ 1 , φ 2 , . . . of the set simultaneously. The meaning of T |= {φ i } i∈N , where T is a theory, is likewise defined.
We use the notations, definitions, and results given in [3] , which provides systematic and formally complete foundations for the situation calculus as formulated in [2] . These notions are recalled in Sections 2.1, 2.2, and 2.3. Sections 2.4, 2.5, and 2.6 introduce notions that simply follow from previous results.
The language L sitcalc
The language L sitcalc is a three-sorted second order language with equality. The three sorts are action for actions, situation for situations, and a catch-all sort object for everything else depending on the domain of application.
We adopt the following notations, with subscripts and superscripts: α and a for terms and variables of sort action, σ and s for terms and variables of sort situation; t and x for terms and variables of any sort.
S 0 is the constant denoting the initial situation, and
is a special function that enables the inductive construction of successive situations. The term do(α, σ ) interprets the situation resulting from performing the action α in the situation σ . Thus the term 
Hence, situations represent sequences of actions, which should be viewed as histories of the dynamical domain, rather than as its states. This is a fundamental distinguishing feature of Reiter's variant of the situation calculus.
The actions are usually completely represented by a finite set of action function symbols with signature (action ∪ object) n → action. As an example, consider the action function symbol moveOn(x, y) denoting the action of moving the object x on the object y. The term do(moveOn(book, table), S 0 ) will interpret the situation in which this action has been applied to the two objects interpreted by the constant symbols book and table.
Two special predicates are < : situation × situation, which defines an ordering relation on situations, and Poss : action × situation, which defines which actions can be performed in a given situation.
The dynamical properties of the domain are represented by function and predicate symbols with signatures (action ∪ object) n × situation → (action ∪ object) and (action ∪ object) n × situation. These functions and predicates are respectively called functional and relational fluents. Following the example above, the relational fluents On(x, y, s) and Holding(z, s) may mean that in the situation s the object x is on the object y, and that the object z is being held by the agent. Non-fluent functions or predicates can be used to represent properties and facts independent of any specific situation, like Flat(table) or Larger(table, book).
The use of terms of sort situation in L sitcalc is limited. The only constant and function symbols of this sort are S 0 and do. The only predicates allowed to take an argument of sort situation are Poss, <, the equality, and the relational fluents. The only functions allowed to take an argument of sort situation are do and the functional fluents.
In a structure M of L sitcalc the domain is partitioned into the subsets Obj, Act, and Sit, reflecting the three sorts of the language. Terms of sorts object, action, and situation range respectively over these different domains. We use ν for an assignment to free variables of any sort.
Basic action theories
A formula of L sitcalc is uniform in σ iff it is first order, it does not mention the predicates Poss or <, it does not mention equality on situations, it does not quantify over variables of sort situation, and σ is the only term of sort situation that is mentioned in the fluents occurring in the formula. The set of these formulas can be syntactically defined by induction [3] . Intuitively, the key property of a formula uniform in σ is that it "concerns only σ ".
A basic action theory D is composed of the foundational axioms Σ , the set of action precondition axioms D ap , the set of successor state axioms D ss , the set of unique names axioms for the action function symbols D una , and the initial database D S 0 . The structure of these sets and of their axioms are as follows. 1 • Σ contains four foundational, domain-independent axioms.
is a unique name axiom for situations.
is a second order induction axiom on situations, whose purpose is very similar to that of the analogous axiom in Peano's arithmetic [6] . Axiom (2) has the important effect of limiting the domain Sit to the smallest set that (i) contains the interpretation of S 0 , and (ii) is closed under the application of the function do to the elements of Act and recursively of Sit itself. This inductive definition constructs an infinite tree of situations that is rooted in S 0 and contains all the elements of Sit as its nodes. Every node branches on all the elements of Act [7] . The last two axioms define the ordering relation on situations:
Intuitively, s < s means that s can be obtained from s by performing an appropriate sequence of actions.
• D ap contains one action precondition axiom in the form 
• D una contains unique name axioms for the action function symbols. For every two distinct action function symbols A and B of L sitcalc :
Besides, for each action function symbol A:
• D S 0 , often called the initial database, is a set of first order sentences that are uniform in S 0 . Their function is to describe the world as it is before any action has been executed. Some of these sentences may mention no situation, to the purpose of representing situation-independent properties. Unique name axioms for individuals are a typical case of such sentences. An initial database for our simple example might be: Note that a basic action theory thus defined is first order except for the induction axiom (2).
Relative satisfiability and regression
Relative satisfiability is a key property of basic action theories that will play an essential role in this paper.
Theorem 1 (Relative satisfiability). A basic action theory D is satisfiable iff
Regression is a form of automated reasoning widely employed in computational procedures for planning and diagnosis. There is a precise and natural way to characterize regression formally in the situation calculus. We first need to define the class of the regressable formulas of L sitcalc . Observe that any formula uniform in σ is trivially regressable if σ is not a variable of sort situation. Given a basic action theory D and a regressable formula W , the regression operator R applied to W generates a formula R[W ] uniform in S 0 that is logically equivalent to W in the models of D. This operator is defined by induction both on the syntactic structure of W and on the number of actions in the terms of sort situation occurring in W . This definition as well as a complete and detailed account of all the syntactic transformations involved by R can be found elsewhere [3, 7] . We emphasize here that such transformations are chiefly based on employing the logical definitions (equivalences) embodied by the successor state axioms as rewriting rules. In this way, the number of actions in the terms of sort situation can be reduced. Since the rewriting rules are axioms of D, logical equivalence is preserved. After a finite number of iterations, this process ends with the formula R[W ] uniform in S 0 .
Definition 2 (The regressable formulas
A formal account of the properties of R is given by two theorems.
Theorem 3. Let W be a regressable formula of L sitcalc and D a basic action theory. Then R[W ] is uniform in S 0 , and
By combining Theorems 1 and 3 the following important result is obtained [3] as well:
Theorem 4 (Soundness and completeness of regression). Let W be a regressable formula of L sitcalc and D a basic action theory. Then
D |= W iff D S 0 ∪ D una |= R[W ]
Executable situations
A logical definition of the executable situations is provided [7] by the recursive macro:
Closure on actions
In Theorem 10 we shall consider a basic action theory that includes the following action closure property as an axiom:
where A 1 , . . . , A q are all the action function symbols for which action precondition axioms are provided in D ap .
Note that for such a basic action theory, given a formula θ(a) in which the variable a of sort action occurs free, the following holds
Compactness of basic action theories
Compactness is a property of first order logic theories that in general does not extend to higher order languages. Basic action theories are a fortunate case in which compactness does hold, although they include the second order induction axiom (2) in Σ . This can be stated as a corollary of the relative satisfiability (Theorem 1):
Corollary 5 (Compactness of basic action theories). Let D be an infinite basic action theory. D is unsatisfiable iff there exists a first order finite unsatisfiable subset of D.

Proof. The if part is straightforward. Let us address the only if.
D is unsatisfiable. Let D _ be the subtheory obtained when the second order induction axiom is removed from D. If D _ were satisfiable, its subtheory D S 0 ∪ D una would be satisfiable too, and so would D be by relative satisfiability, which contradicts the hypothesis. Then D _ must be unsatisfiable and, since it is a first order theory, it is also compact. Therefore there must exist an unsatisfiable finite subset of D _ . 2
Quantum levels and Reiter's theorem
As recalled in Section 2.2, the domain Sit in the models of Σ has the form of a tree rooted in S 0 whose nodes and arcs are respectively the elements of the domains Sit and Act [7] . There are countably infinitely many levels for this tree. This does not imply that Sit is countable, as the branching factor at every node is equal to the cardinality of Act; since no constraint for this is commonly given, in the general case Sit will take any infinite cardinality across all the models, due to the Lowenheim-Skolem-Tarski theorem [6] . However, if we split a quantification over situations into a double quantification, the first over the levels and the second over the situations belonging to the current level, the former can be syntactically expanded thanks to the countability of the tree's levels. This is formally stated and justified in Lemma 6 below.
First, note that for a formula ϕ(s), in which s is a variable of sort situation occurring free, the universal and existential quantifications over the situations belonging to the level l of the situation tree have the form ([a 1 , . . . , a p ], S 0 ) ) which contradicts the initial assumption (10). 2
We can now provide the main result of this paper. D be a satisfiable basic action theory and ϕ(s) a first order formula of L sitcalc such that, for any  n ∈ N and α 1 , . . . , α n terms of sort action, the formula ϕ(s/do([α 1 , . . . , α n ], S 0 ) ) is regressable. 3 Then ∃a 1 , . . . , a l ) ϕ(s/do([a 1 , . . . , a l ], S 0 )) where a 1 , . . . , a l are fresh variable symbols of sort action.
Theorem 7. Let
D |= (∀) (∃s) ϕ(s) iff there exists a finite subset Λ of N such that D |= l∈Λ (∀) (
Proof. The if part is straightforward. Let us address the only if. D |= (∀) (∃s) ϕ(s).
This can also be stated as
By Lemma 6 the theory
must be unsatisfiable too. Every sentence
can be regressed (Theorem 3) into a sentence uniform in S 0 , say ψ k , such that
Therefore, the set
is an unsatisfiable theory. In particular, by letting
it is easy to observe that D formally amounts to a new infinite basic action theory 
This result points out how the expressive power of the situation calculus is affected by the compactness of the basic action theories, which in turn is due to the compactness of the first order theory D S 0 (see Corollary 5) . For example, a particular property cannot come true in only one situation whose corresponding sequence of actions has a different length in every model of the theory. More generally, if a basic action theory entails the existence of a situation with a given property, this situation cannot range over the levels of the situation tree in full freedom. Indeed the basic action theory coupled with the property determines what we call the "quantum levels" of the situation tree: given D and ϕ(s) such that D |= (∃s) ϕ(s), there must exist a finite subset of levels of the situation tree, depending only on D and ϕ, on which at least one witness for (∃s) ϕ(s) is found. Note that this set is the same in every model of D.
A proof of Reiter's Theorem 2 in [2]-rephrased below according to the notations and axiomatization in [3] followed here-can be easily obtained as a variant of the proof of Theorem 7 above. We first introduce some convenient definitions: 
have been replaced by applying the equivalence (9) k times. 
The purpose of the previous definition is to provide a regressable formula equivalent to (13). Indeed Poss(a i , do([a 1 ,  . . . , a i−1 ], S 0 )) is not in a regressable form (Definition 2). We can then rely on a chain of equivalences: Proposition 9. For Definition 8 we have: 
Proof. We address the if part, which is rather straightforward by Definition 8 and Proposition 9.
and, again by Proposition 9,
For the only if part the proof proceeds as for Theorem 7, provided some additional care for "ex(s)" as follows. Let ϕ(s) = G(s) ∧ ex(s); after the first step of the proof of Theorem 7 we had that the theory
For the next step the formula in curly brackets should be in regressable form; to this purpose we can rely on Proposition 9
Proceeding as for Theorem 7, it can be shown that there exists a finite subset Λ of N such that
By Theorem 4 and Proposition 9, we have
By choosing n = max Λ, we can conclude
Conclusion
This paper contributes the proof of a key property of Reiter's variant of the situation calculus. The property was first stated as a theorem in a seminal paper [2] , but its proof was not provided. We have rephrased and proved the theorem in a more general form. To this end, we have pointed out that this result is a consequence of the compactness of the situation calculus' basic action theories, which significantly affects the expressivity of the formalism.
The theorem constrains how the situations satisfying an existential assertion can take place over the levels of the situation tree. If one or more situations exist in which a given property (e.g., a goal) is satisfied, at least one of these situations must be found on certain levels of the tree, within a finite distance from the initial situation. The set of such levels and the distance is the same in every model. This is a key formal guarantee for generating a plan as a finite syntactic term of the language when distinct models contain different plan solutions, as may be the case when knowledge is incomplete.
This important property of the situation calculus may not hold if a basic action theory does not comply with some of the constraints assumed in [2] , and later required by definition in [3] .
For instance, if the initial database (D S 0 ) is not first order (Section 2.2), Theorems 7 and 10 may not hold, since their proofs rest on the compactness of the basic action theories, which in turn is guaranteed by the fact that the initial database is first order (Corollary 5). This case arises in the formalization of the chop problem [4, 5] , which is a simple action domain showing that an agent might not know how to execute a program with non-deterministic choices and sensing actions, even though its executability is formally guaranteed by the underlying basic action theory known to the agent. This basic action theory is purposely designed so that the first situation in which the goal is reached is at an arbitrary distance from the initial situation in every model. It follows that there can be no such quantum levels as predicted by Theorem 7, nor can there be such a finite number n as predicted by Theorem 10. This is only possible because the hypotheses of the two theorems do not hold: the initial database is second order. Indeed, since quantifying over the natural numbers is essential to the correctness of the chop-problem formalization, the exact standard model of N must be selected. The second order induction axiom of Peano's axiomatization of arithmetic is therefore required in the initial database, in order to rule out the non-standard models containing Z-chains [6] .
The chop problem generalizes the problem of building a plan that is known to exist according to a given basic action theory-which was originally addressed by Reiter's theorem. The insight gained here is that this generalization, too, falls within the scope of the theorem; the chop problem, or one with a similar structure, cannot arise in basic action theories with a first order initial database.
