The two-dimensional problem of gravity-driven laminar flow of a thin layer of fluid down a heated wavy inclined surface is discussed. The coupled effect of bottom topography, variable surface tension and heating has been investigated both analytically and numerically. A stability analysis is conducted while nonlinear simulations are used to validate the stability predictions and also to study thermocapillary effects. The governing equations are based on the Navier-Stokes equations for a thin fluid layer with the cross-stream dependence eliminated by means of a weighted residual technique. Comparisons with experimental data and direct numerical simulations have been carried out and the agreement is good. New interesting results regarding the combined role of surface tension and sinusoidal topography on the stability of the flow are presented. The influence of heating and the Marangoni effect are also deduced.
Introduction
A shallow layer of fluid resting on a heated horizontal surface is known to become unstable to both buoyancy-driven convection and thermocapillary convection. If the fluid layer is sufficiently thin thermocapillary convection, induced by gradients in surface tension, is expected to be the dominant instability mechanism. This is known as the Marangoni effect. It has even been suggested (Smith 1966 ) that the instability observed by Bénard (1900) was likely due to the Marangoni effect rather than the buoyancy effects. When the fluid layer is allowed to flow over an inclined heated surface the dynamics are controlled by several competing mechanisms. As noted by Ruyer-Quil et al. (2005) , first there is the classical long-wave instability resulting from isothermal flows, which was originally studied experimentally by Kapitza & Kapitza (1949) . The linear stability properties associated with this mode are now well known due to the work by Benjamin (1957) and Yih (1963) and the key finding is that the critical Reynolds number, Re crit , beyond which the flow becomes unstable, is given by Re crit = 5 cotβ/6, where β is the angle of inclination. This result has been verified by the experiments of Liu, Paul & Gollub (1993) and a physical mechanism for this long-wave instability was provided by Smith (1990) . In addition, Goussis & Kelly (1991) have identified two other instability modes, which result from the Marangoni instability brought on by an inhomogeneous temperature field: a shortwave instability (Pearson 1958 ) and a long-wave instability (Scriven & Sternling 1964; Smith 1966) .
The problem of thin-film flow over an even inclined heated surface was studied by Kalliadasis, Kiyashko & Demekhin (2003b) and Kalliadasis et al. (2003a) , and later revisited by Ruyer-Quil et al. (2005) , Scheid et al. (2005a) and Trevelyan et al. (2007) . In these studies the focus was on the long-wave instability. A method to study the long-wave nature of the instability was devised by Benney (1966) . This method involves introducing a small long-wave parameter and carrying out an expansion in this parameter, which ultimately leads to a single evolution equation, commonly referred to as the Benney equation, for the free surface. This procedure, along with similar approaches, has proved to be very successful in determining the threshold of instability and has been thoroughly reviewed by Chang (1994) . The evolutionary equations for the free surface emerging from these techniques have been applied to numerous problems ranging from Newtonian to non-Newtonian fluids (Lin 1974; Nepomnyashchy 1974; Oron, Davis & Bankoff 1997; Usha & Uma 2004 ), isothermal to non-isothermal flows (Lin 1975; Scheid et al. 2005a; Joo, Davis & Bankoff 1991; Mukhopadhyay & Mukhopadhyay 2007; Samanta 2008) , impermeable to porous surfaces (Thiele, Goyeau & Velarde 2009 ), even to uneven bottom topography (Tougou 1978; Davalos-Orozco 2007) and also combinations thereof (Usha & Uma 2004; Khayat & Kim 2006; Thiele et al. 2009) , to list a few. In addition, an extensive review of the dynamics and stability of thin-film flows has recently been prepared by Craster & Matar (2009) . One serious drawback of the Benney equation lies in the fact that the solution becomes singular (i.e. it blows up) in finite time shortly after criticality. Since solutions to the full Navier-Stokes equations do not display such a behaviour, the singularity present in the Benney equation, as pointed out by Rosenau, Oron & Hyman (1992) , Salamon, Armstrong & Brown (1994) , Oron & Gottlieb (2004) and Scheid et al. (2005b) , bears no physical relevance.
Situations involving falling films occur often in environmental and industrial settings and continue to interest researchers. Because of this, considerable effort has been invested in modelling such flows. One class of models is known as integral-boundarylayer (IBL) models. The basic idea behind these models is first to simplify the governing Navier-Stokes equations by formulating them in terms of a shallowness parameter and neglecting terms that are deemed to be small. Next, the cross-stream dependence is eliminated by depth-integrating the equations and prescribing the velocity variation with respect to depth. The standard choice is the parabolic velocity profile, which follows from the laminar steady balance between gravity and viscosity. The original IBL model was developed by Shkadov (1967) and it was first-order since only terms that are O(δ) were retained in the equations, where δ is the shallowness parameter. The IBL approach has been shown to accurately describe the flow in the non-uniform and transient regime and also to capture the flow under supercritical conditions (Alekseenko, Nakoryakov & Pokusaev 1985; Julien & Hartley 1986) . Despite the success and attempts to improve them (Prokopiou, Cheng & Chang 1991) , IBL models are plagued with the serious flaw that they are unable to reproduce the critical conditions for the onset of instability as predicted by Orr-Sommerfeld calculations and experiments (Kapitza & Kapitza 1949; Benjamin 1957; Yih 1963; Liu et al. 1993 ).
The deficiency exhibited by IBL models has been remedied by Ruyer-Quil & Manneville (2000 , 2002 using a weighted residual technique. The second-order equations emerging from this method can be expressed as a system of two equations governing the fluid depth, h, and the flow rate, q, and can be regarded as the modified IBL equations. The modified IBL model not only correctly predicts the threshold for the onset of linear instability, but also provides an accurate description of the nonlinear development of waves up to relatively high Reynolds numbers when compared with the experimental observations of Liu, Schneider & Gollub (1995) and the direct numerical simulations of Ramaswamy, Chippada & Joo (1996) . The ability of this model to accurately describe unstable flows far from criticality qualifies it as a major improvement over the Benney equation which is only valid near criticality. The weighted residual method appears to be gaining popularity as it has been successfully applied to other problems. For example, Ruyer-Quil et al. (2005) and Scheid et al. (2005a) have used it to study thermocapillary effects for the problem of film flow over an even inclined heated surface; Oron & Heining (2008) implemented it to investigate film flow falling down a corrugated vertical wall; and recently, D'Alessio, Pascal & Jasmine (2009) have generalized the method to model the flow down an uneven incline, to name a few.
The main purpose of the present investigation is to extend the thermocapillary studies of Kalliadasis et al. (2003a, b) , Ruyer-Quil et al. (2005) , Scheid et al. (2005a) and Trevelyan et al. (2007) by accounting for bottom topography and hence widen the range of applications. Both numerical and analytical methods have been utilized to better understand how the complicated interplay between heating, strong surface tension and bottom topography affect the stability of the flow. The underlying assumptions made here are that the flow remains laminar and two-dimensional for all time, t. These conditions are expected to be satisfied if Re and cotβ are O(1). Although the governing equations will be derived for arbitrary bottom topography, we will focus our investigation on wavy inclines characterized by an amplitude and a wavelength. While the isothermal counterpart of this problem has been reported in various numerical, analytical and experimental studies (Trifonov 1998 (Trifonov , 2007a Vlachogiannis & Bontozoglou 2002; Wierschem & Aksel 2003; Balmforth & Mandre 2004; Wierschem, Lepski & Aksel 2005; Davalos-Orozco 2008; Häcker & Uecker 2009; ), this study represents the first work to tackle the non-isothermal case.
The paper is structured as follows. In § 2, we derive a mathematical model to describe the problem of laminar flow over a heated inclined surface having arbitrary bottom topography. The equations are expressed in terms of the fluid depth (h), flow rate (q) and surface temperature (θ) using a second-order weighted residual approach. As pointed out by D' Alessio et al. (2009) , significant changes between first-order and second-order models can result. This is expected to be the case for non-isothermal flows as well and thus motivates the need to resort to a second-order model. Then, in § 3, a stability analysis is conducted for the case of sinusoidal bottom topography. Following this, nonlinear numerical simulations along with comparisons with existing data and direct numerical simulations are presented in § 4. These results serve to validate the mathematical model as well as the analytical predictions, and also to study thermocapillary effects. Lastly, the key points are summarized in the concluding section. Three appendices are also included. Appendix A is devoted to deriving the Benney equation corresponding to our problem. Appendix B lists various coefficients appearing in the stability analysis in § 3 and Appendix C outlines the numerical solution procedure used to obtain the results in § 4. 
Governing equations
We consider the two-dimensional laminar flow of a thin layer of a Newtonian fluid along an uneven heated inclined surface, which is maintained at constant temperature T b as shown in figure 1. The adopted (x, z) coordinate system is oriented so that the x-axis points along the incline, in the downhill direction, at an angle of β with the horizontal, while the z-axis points in the upward normal direction. The bottom is taken to be periodic having the form
where A b denotes the amplitude of the undulations and λ b denotes the corresponding wavelength. The fluid velocity is denoted by u = (u, w) T . We scale the equations as follows. For the vertical length scale, we choose the Nusselt thickness, H , resulting from a flow rate, Q, which is given by
where g is the acceleration due to gravity, and ρ and µ are the fluid density and viscosity, respectively. The pressure is scaled using ρU 2 , where U = Q/H is the velocity scale. The corresponding time scale is taken to be l/U , where l is the horizontal length scale which is taken to be λ b . Lastly, the temperature is scaled according to T = T b − T a , where T a is the constant ambient air temperature and T b > T a . While the fluid properties ρ, µ and the thermal diffusivity, κ, are assumed to remain constant, the surface tension, σ , is allowed to vary with temperature, T , in the usual fashion,
where γ is a positive constant for most common fluids. Here, we have assumed that the fluid layer is sufficiently thin so that buoyancy effects will be negligible. In addition, it is assumed that the liquid is non-volatile so that evaporation can be ignored. The governing two-dimensional Navier-Stokes and energy equations can then be rendered in the following dimensionless form:
where D/Dt denotes the two-dimensional material derivative, δ = H/ l = H/λ b is the shallowness parameter, Re = UH/ν is the Reynolds number, Pr = ν/κ is the Prandtl number and ν = µ/ρ is the kinematic viscosity. We next assume that Re and Pr are of order unity and discard terms that are of order δ 3 in (2.4)-(2.7). Based on the result Re crit = 5 cotβ/6 for isothermal flow over an even incline, we expect our assumption to be valid for sufficiently steep inclinations since for sufficiently gentle inclinations cotβ will become of order 1/δ and thus more terms in the equations will need to be retained. The equations then will be as follows:
The dynamic conditions at the free surface are (Nepomnyashchy, Velarde & Colinet 2002) :
(2.14)
Here,
where
is the Biot number with α g denoting the heat transfer coefficient across the liquid-air interface and c p is the specific heat at constant pressure of the liquid. We note that these conditions are responsible for the coupling between the momentum and energy equations and that the surface-tension term is of second order or larger if the Weber number is of order 1/δ or larger.
As before, to order δ 2 these conditions yield:
The kinematic condition dictating the position of the free surface is given by 17) and the scaled bottom profile is
In this study, we will consider small bottom waviness having A b /λ b of order δ and thus a b will be of order unity. At the interface between the fluid layer and the impermeable bottom, the tangential and normal fluid velocity components are zero. This results in the no-slip and impermeability conditions
Finally, we have the bottom temperature condition
For small aspect ratio flows, which are slowly varying in the x direction, a depth averaging of the equations is warranted. This removes the z-dependence from the problem and yields a one-dimensional problem, which is better suited for mathematical analyses. By depth-integrating the continuity equation (2.8) and incorporating the kinematic condition, one obtains
where the flow rate, q, is given by
Integrating (2.10) from z = z 1 = h + ζ to z and substituting the value for the pressure at the free surface from the first condition in (2.16) provides the following expression for the total pressure:
This can be used to eliminate the pressure from the x-momentum equation (2.9). It follows that the inertia term in the above can be discarded owing to the factor of δ multiplying the pressure gradient is (2.9), which makes it of order δ 3 when Re is of order unity.
Next, we implement the weighted residual technique to eliminate the z-dependence. This procedure begins by assuming the following profiles for the velocity and temperature:
where b and b 1 are given by 26) and are to be viewed as basis functions with respect to the z-coordinate. Here, we have introduced the interfacial temperature θ(x, t) = T (x, z = z 1 , t). We note that the above-assumed profile for u satisfies the no-slip condition u = 0 at z = ζ and the leading-order free-surface condition
Although the profile for T satisfies the bottom condition T = 1 on z = ζ , it does not satisfy the free-surface condition given by (2.16). In fact, it is impossible for the profile to satisfy both. However, as noted by Kalliadasis et al. (2003a) , the free-surface condition is incorporated into the energy equation when it is integrated over the fluid thickness, as described below.
In accordance with the Galerkin approach, we take b as the weight function and multiply (2.9) by b and integrate with respect to z from ζ (x) to h + ζ (x). Likewise, for the energy equation we take the weight function to be (z − ζ ) and multiply (2.11) by this and again integrate from ζ (x) to h + ζ (x). After some algebra, we obtain the following dimensionless equations for the flow variables h, q and θ: 
In the isothermal limit, the above system reduces to the second-order modified IBL equations of D'Alessio et al. (2009) for an uneven bottom, and further setting ζ ≡ 0 recovers the second-order modified IBL equations of Ruyer-Quil & Manneville (2000) for an even bottom. In arriving at these equations, we have assumed that the parameters Re, Ma, Bi, Pr and cotβ are all of order unity and that We is of order 1/δ or larger.
Stability analysis
To examine how small disturbances will evolve when superimposed on a steady equilibrium flow, we begin by first exploring the even bottom case and linearize equations (2.28)-(2.30) using
Here, we have made use of the constant steady-state solutions h s = q s = 1 and θ s = 1/(1 + Bi ). We note from (2.28) that the steady-state solution for q is a constant. Thus, we select the scale for the flow rate, Q, such that q = q s = 1 in dimensionless form. Next, we setĥ = h 0 e ikx e σ t ,q = q 0 e ikx e σ t ,θ = θ 0 e ikx e σ t , (3.2) and combine the three equations. In order to make analytical progress, we only retain terms up to order δ to arrive at the following:
If σ = σ r + iσ i , then for neutral stability σ r = 0. Substituting σ = iσ i into the above and separating into real and imaginary parts, one finds σ i = −3k resulting from the imaginary part which yields a dimensionless phase speed of c = −σ i /k = 3. When this is substituted into the real part, the following instability threshold emerges:
We note that for arbitrary Ma the above expression recovers the isothermal result when Bi = 0 or Bi → ∞ (although it must be remembered that we have assumed that Bi is of order unity). Moreover, it reveals that the Marangoni effect destabilizes the flow since Re even crit < 5 cotβ/6 for Ma > 0 (i.e. T b > T a ). It can easily be shown that when Bi = 1. This destabilization of the flow was also obtained by Trevelyan et al. (2007) in their study of heated falling films using both specified heat flux and specified temperature bottom boundary conditions. It is interesting to point out that when there is no heat transfer across the liquid-air interface (i.e. Bi = 0) the Marangoni effect has no influence on the stability of the flow. This is easily explained by referring to the steady-state temperature profile 6) and noting that when Bi = 0 a uniform temperature of T s = 1 results and hence thermal effects disappear from the problem. The destabilization brought on by the Marangoni effect can be explained by considering a small sinusoidal perturbation on the surface of the fluid layer. At the trough the temperature will be larger than at the crest since it is closer to the heated bottom surface. Thus, surface tension will be weaker at the trough than at the crest resulting in a gradient in surface tension. This, in turn, will cause the fluid to be pulled away from the trough region to the crest region and in doing so will accentuate the perturbation. Lastly, condition (3.4) can also be obtained by considering the first-order Benney equation corresponding to our problem. These details are presented in Appendix A.
To determine how bottom topography alters the instability threshold, we analyse (2.28)-(2.30) using 
where the prime refers to differentiation with respect to x. Figures 2 and 3 show some typical steady-state solutions for h s (x) and θ s (x), respectively, whereas the free-surface and bottom contour profiles for this case are illustrated in figure 4. The flattening of the free surface with increasing surface tension is clearly visible. We observed little change in the steady-state solution for h s (x) and θ s (x) when going from We = 500 to We = 1000. Furthermore, the corresponding solutions for h s (x) for the isothermal case were very similar to those shown with heating applied. The linearized perturbation equations then become 12) where the coefficients f 1 (x) − f 4 (x), g 1 (x) − g 5 (x) in (3.11) and (3.12) are listed in Appendix B. For periodic bottom topography, these coefficients will also be periodic functions. This permits the use of Floquet-Bloch theory to conduct the stability analysis. We thus represent the perturbations as Bloch-type functions having the (3.13)
The exponential factor containing the Bloch wavenumber, K, represents disturbances which interact with the periodic bottom topography via the equilibrium flow, which is represented by the Fourier series composed of its harmonics. Introducing the Blochtype functions with truncated series into the perturbation equations reduces the equations to an algebraic problem, which can be solved numerically for the temporal growth rate (σ ). In this way, we can determine the critical Reynolds number for the onset of instability, and for supercritical flows, we can compute the wavelength and speed of unstable disturbances. In order to reduce the parameter space to a manageable dimension, we have kept the Prandtl number fixed at Pr = 7, which corresponds to water at room temperature. In most of our results, the Biot number was also fixed at Bi = 1. To establish the impact of the remaining parameters Ma, We, cotβ, a b and δ on the stability of the flow for an uneven bottom, we start by presenting distributions of the critical Reynolds number, Re crit , with bottom amplitude for We = 10, 50, 450 in figures 5-7. These figures clearly reveal that Re crit depends on surface tension and this marks an important distinction in the stability characteristics between even and uneven surfaces, since for an even bottom Re crit is independent of We. Another interesting feature, illustrated in figures 5-7, is that for the range 0 6 a b 6 0.5 the entire Re crit distribution lies either above or below the value associated with the even bottom, Re even crit . Thus, for a fixed Weber number, the influence of bottom topography on the stability of the flow does not depend on the amplitude. It does, however, depend on Ma and cotβ as portrayed in figures 5-7.
In figure 5 , the complicated interaction between surface tension and bottom topography is displayed for the case Ma = 1 and cotβ = 1. We see that for We = 10 and We = 50 bottom topography plays a stabilizing role while for We = 450 it has a destabilizing influence. Increasing the Marangoni number to Ma = 5, shown in figure 6, we notice that for a fixed We the Re crit distribution lies below the corresponding one for Ma = 1. This leads to the general conclusion that increasing Ma has a destabilizing influence as it was found for the even bottom case. On the other hand, we also observe that for Ma = 5 bottom topography plays a stabilizing role, since for the Weber numbers presented the distribution lies above the value Re even crit , which is not the case for Ma = 1. However, soon we will show that for Ma = 5 bottom topography also plays a destabilizing role if the Weber number is sufficiently large. Comparing figures 5 and 7, it is seen that the influence that bottom topography has on the stability for large Weber numbers depends on the inclination. As the inclination is increased, bottom topography has a stabilizing role for large-Weber-number flows. those predicted by (3.4). As expected, these results are independent of We and the figures clearly reveal this.
To establish the impact of heating and the Marangoni effect on the stability of the flow, in figure 8 we first present a plot of the critical Reynolds number versus the Marangoni number for We = 10, 50, 450. This diagram reaffirms the claim that the Marangoni effect appears to have a destabilizing influence on the flow. A similar plot of Re crit with Bi , which is shown in figure 9 , demonstrates that there is a minimum at Bi = 1 as in the even bottom case.
In figures 10 and 11, we fix the bottom amplitude and set a b = 0.2. Since we have discovered that surface tension influences the instability threshold, for ease of interpretation we have decided to plot (Re Nevertheless, examining the presented critical Reynolds number distributions with the bottom waviness, it is evident that a reversal in the stabilizing role played by bottom topography is indicated as the surface-tension parameter is increased. It should be pointed out that in all of these previous investigations, only small to moderate surface tension is considered. To the best of our knowledge, the current work is the first investigation to consider a large range (10 6 We 6 10 5 ) of surface-tension values, and to discover a complicated non-monotonic variation of the critical Reynolds number with this parameter. Figure 10 , which contains results for the isothermal case, reveals that for small We values bottom topography acts to stabilize the flow, while for sufficiently large We values the role played by surface tension reverses to a destabilizing one. In the intermediate range, there is strong dependence on We with large deflections of the curves from zero, indicating a significant influence of bottom topography on flow stability, particularly around the transition point. It should also be pointed out that, since Re even crit is independent of We, intervals of increase and decrease of the (Re respectively. So, the turning (or stationary) points on these curves signal a reversal in the stabilizing (or destabilizing) role played by surface tension. The effect of decreasing δ, as can be seen in figure 10, is to increase the We value of the transition point. Now, based on our scaling, decreasing δ can be associated with increasing the wavelength of the bottom topography. Hence we can infer that for longer bottom undulations stronger surface tension is needed to effectuate the more significant coupling between surface tension and bottom unevenness. The (Re even crit − Re crit ) curves corresponding to the non-isothermal case presented in figure 11 have the same general shape as their isothermal counterparts, with the same number of transition and turning points. A close examination, however, reveals that heating increases the value of the transition Weber number and diminishes the effect that bottom topography has on the stability of the flow for the entire We range.
In figure 12 , we present the (Re even crit − Re crit ) distributions with We for various cot β values with δ = 0.1. It can be seen that as cot β is increased a larger portion of the distribution lies above zero, which points to the fact that decreasing the inclination accentuates the destabilizing influence of bottom topography. Figure 13 shows a plot of (Re abrupt change in the critical Reynolds number. Indeed, a reversal in stability occurs when the Marangoni number is increased from Ma = 1 to Ma = 5 as a result of bottom unevenness coupled with strong surface tension. One last observation worth noting regards the profile of the steady-state free surface in relation to that of the bottom. For small Weber numbers, apart from a vertical shift, the free-surface profile mirrors that of the bottom. However, as We increases the two profiles become out of phase. In fact, the shift between profiles seems to develop near the occurrence of the reversal in stability. As We increases further the free surface becomes flatter but still noticeably out of phase with the bottom. This behaviour was observed in all cases and is apparent in figure 4 . As a final plot, figure 15 presents neutral stability curves in the K − Re plane for different bottom amplitudes and Marangoni numbers. The interesting feature observed here is that for small a b the critical wavenumber occurs at K = 0. That is, perturbations having an infinitely long wavelength are the most unstable. However, for larger a b the critical wavenumber moves away from K = 0, and the neutral stability curve takes on a significantly different shape. As evident from the diagram, the Marangoni number also influences the shape of the curve.
In the next section, we present numerical simulations and comparisons to validate our modelling equations and also to verify some of the predictions made in this section. Because of the lack of experimental data available for heated falling films, our focus will be on isothermal flows. 
Results, comparisons and discussions
The instability of a particular equilibrium flow can be determined by gauging the evolution initiated by small disturbances. The development of the flow can be calculated by numerically solving the fully nonlinear governing equations. The advantage of this approach is that it incorporates nonlinear interactions of the perturbations and thus captures the entire instability mechanism of the flow. Furthermore, for unstable flows, the temporal evolution can be continued until the growth of the disturbances reaches saturation with the solution then revealing the structure of the subsequent secondary flow. Using this numerical approach to perform a nonlinear stability analysis has been successful in related previous studies (Kranenburg 1992; Brook, Pedley & Falle 1999; Chang, Demekhin & Kalaidin 2000; Zanuttigh & Lamberti 2002; Balmforth & Mandre 2004; D'Alessio et al. 2009 ).
We employed the numerical method described in Appendix C to solve the governing unsteady equations (2.28)-(2.30) on a periodic spatial domain of length L, where L is some multiple of the bottom wavelength. The evolution of the unsteady flow was computed using the perturbed steady-state solutions as initial conditions. Since the computational domain length, L, forces the largest wavelength (smallest wavenumber) of the perturbation to be L (wavenumber 2π/L), we can thus exploit this feature to determine the critical Reynolds number for which the flow becomes unstable by varying Re for a fixed L using a perturbation of wavelength L. Using this strategy, we ran numerous numerical simulations to identify points on the neutral stability curve. Figure 16 shows a comparison in the K − Re plane between these points and the theoretical curve obtained using the linear analysis of the previous section. The figure displays close agreement between the nonlinear simulations and linear theory. We next make comparisons with experimental data and begin with the isothermal case over an even bottom. For this, we refer to the experiments conducted by Liu et al. (1995) have made use of the scaling introduced earlier with c denoting the dimensionless phase speed and f is in Hz. Since the fluid is specified the Weber number in (4.2) can be expressed as number in increments of 0.1, we were able to determine the interval over which the flow changed from being stable to becoming unstable. Initially, we solved the equations on a domain having a length of L = 3, which corresponds to three bottom wavelengths as in the experiments. On physical grounds, we expect the results to be independent of L, and thus we increased L until the results converged. We found that using L = 10 was more than sufficient to guarantee convergence. The observed trend was that the critical Reynolds number decreased slightly as L increased. Based on the fluid properties and set-up, the Weber number as defined in this study was very small. For example, with a b = 0.5 and δ = 0.1 the range in We was 9.7 × 10 −7 6 We 6 6.2 × 10 −5
for the three inclinations used in the experiments. In selecting the parameters a b and δ, we need to satisfy the condition Here, Re even crit = 5 cotβ/6 refers to the critical Reynolds number for the even bottom case and is included to illustrate the stabilizing influence of bottom topography. Lastly, we note that the critical Reynolds numbers presented in the experimental investigation of Wierschem et al. (2005) were multiplied by 2/3 in order to comply with our definition of Re.
Numerical simulations, as outlined above, were also used to confirm the reversals in stability as predicted by linear theory. For example, linear theory predicts that for the isothermal case having a b = 0.5, δ = 0.1 and cotβ = 0.5, Re crit > Re even crit when We = 10, while Re crit < Re even crit when We = 100. With Re = Re even crit , numerical simulations revealed that disturbances decayed in time when We = 10 and grew in time when We = 100. Next, we make comparisons with direct numerical simulations utilizing the software package CFX. This program solves the Navier-Stokes equations, expressed in terms of the primitive variables u, v, w and p, using a combination of the finite volume and finite element methods. The domain is discretized into fluid elements and control volumes are formed around element nodes with momentum and mass being conserved over each control volume. Flow variables and fluid properties are stored at the nodes, which are located within each control volume. The finite element method, using shape functions, is employed to calculate properties within fluid elements at the edges of the control volumes. An advection discretization scheme is used which is a bounded second-order upwind scheme. To locate the free surface, a volume-of-fluid method is used. The volume fraction of fluid is tracked as a solution variable using a volume fraction advection scheme. This causes a smearing of the interface due to numerical diffusion; however, CFX uses a compressive scheme to minimize this diffusion. The interface location in this study was chosen as the contour along which the volume fractions of water and air are each 0.5.
In our two-dimensional simulations, a domain length of 20 bottom wavelengths (i.e. L = 20) was chosen with periodic boundary conditions applied at the ends, and steady-state solutions used as initial conditions. We have found that the progression of an unstable flow mimics the general phases observed in isothermal film flows (Chang, 1994) , and shallow flows along even (Brock 1969; Julien & Hartley 1986) of t = 137. In terms of dimensional units, the flow set-up for the CFX simulations corresponds to a configuration having a bottom wavelength of λ b = 1 mm and amplitude A b = 0.01 mm and Nusselt thickness H = 0.1 mm. The figure shows that with the passage of time an initially constant distribution for q eventually settles into a permanent wave profile consisting of three peaks. The agreement between the two simulations is good; our model is able to correctly predict the essential features. The only noticeable difference is in the spacing between the peaks. Similar agreement in the free-surface profile is also found. We observe that apart from the three prominent waves the free-surface variations appear to be in phase with the bottom undulations, as previously noted for cases with weak surface tension.
As a final simulation, we consider a non-isothermal supercritical case with moderately strong surface tension. Figures 19-21 present plots obtained from our model equations. Figure 19 shows how a perturbed initial steady-state solution evolves in time to form a permanent solitary wave structure. In figure 20 , the corresponding distributions for the fluid thickness, h, and fluid surface temperature, θ, are plotted at t = 200. We observe that the surface temperature distribution is out of phase with that of h indicating that a thinner fluid layer results in a larger surface temperature. This can be reasoned by examining the steady-state temperature profile given by This shows that the temperature decreases from the bottom surface at a uniform rate, which depends only on the heat transfer coefficient, Bi , and we expect a similar behaviour to occur for the unsteady case as well. Lastly, figure 21 displays the freesurface profile at t = 200, which illustrates how the free-surface variations become out of phase with the bottom topography in the presence of sufficiently strong surface tension.
In an attempt to understand the interaction between bottom topography and surface tension, we begin by constructing an approximate steady-state solution of the two-dimensional equations (2.4)-(2.6). Since we have demonstrated that the reversals in stability occur with or without heating, for simplicity we consider the isothermal case. We start by expanding the steady-state flow variables u s , w s , p s and h s in the following series:
These expansions are then substituted into the steady-state versions of (2.4)-(2.6) and equating powers of δ results in a closed system of equations at each order. The same is done for the corresponding boundary conditions (2.16) and (2.19). Although this procedure is similar to that used in deriving the Benney equation discussed in Appendix A, there are some significant differences. For example, the Benney equation represents an unsteady evolution equation for h, which emanates from the kinematic condition, whereas in the above approach the kinematic condition is not used. In fact, in our formulation of the problem the approximate steady-state solution for h s can be found a priori by substituting the expansion for h s into 5δ It is a straightforward exercise to show that if We = O(1), then h 1 (x) and h 2 (x) are given by
Note that for We = O(1) surface-tension effects do not yet enter into the problem. Figure 22 shows a typical comparison between the analytical and numerical solutions for h s . Provided that the Weber number is of order unity, the agreement is good.
For the case with We = O(1), the leading-order problem arising from (2.4)-(2.6) and (2.16), (2.19) is given by 12) subject to the following boundary conditions: Equipped with this approximate solution for u s (x, z), we are now prepared to examine how bottom topography and surface tension affect the stability of the flow. Evaluating u s on the free surface and averaging over the bottom topography, we obtainū (4.17) as the difference in the mean surface velocity between the uneven and even bottom cases, U s can be regarded as a mean surface drift resulting from bottom unevenness. This drift is a second-order effect which causes the steady-state flow to slow down slightly, which in turn will have a stabilizing effect. Thus, for negligible surface tension, bottom topography acts to retard the flow. Alternatively, we can interpret this in terms of the steady flow rate, Q s , where
giving an average value ofQ
We see that a consequence of the mean surface drift is a slight reduction in the steady flow rate, and hence mass transport. To explain the destabilizing role of bottom topography for large We predicted by the linear stability analysis we proceed as follows. For large Weber numbers and small bottom amplitudes, we expect the free surface to become flattened and located at z ≈ 1. This assertion is suggested by figure 4 and further supported by figure 23. Also, figure 13 demonstrates that the reversal in stability occurs for small bottom amplitudes as well as for larger bottom amplitudes. Using this and applying the free-surface condition at z = 1, the leading-order problem yields
The steady and averaged steady flow rates then become 22) respectively. Thus, we see that sufficiently strong surface tension will enhance the averaged steady flow rate and hence destabilize the flow. As a final remark, we point out that since our z-independent model governs q directly, setting the flow rate scale to be the value for steady flow over uneven topography gave us q s = 1. However, the two-dimensional equations analysed above are in terms of the primitive variables, and the flow rate is a derived quantity. Since the velocity has been scaled with that corresponding to flow down an even incline, the obtained flow rate deviates from unity, and reveals the explicit dependence on bottom topography.
Concluding remarks
This paper solved the problem of laminar flow down an uneven heated inclined surface. In the absence of buoyancy, thermocapillary effects are responsible for inducing an instability through gradients in the surface tension. This study focused on the interaction between the long-wave thermocapillary instability and the classical long-wave hydrodynamic instability present in isothermal flow. The wavy inclined surface was taken to vary sinusoidally. A mathematical model describing the problem has been derived using the weighted residual technique. In addition, a numerical solution procedure has been proposed and was found to successfully capture the unsteady evolution of the free-surface flow. Linear analysis, based on Floquet-Bloch theory, and nonlinear simulations were presented and were found to be in harmony for all cases considered. Some important distinctions in the stability characteristics between an even and a sinusoidally varying bottom were discovered. The key findings from this investigation include the following. The critical Reynolds number for the onset of instability depends on surface tension for an uneven bottom. That is, with or without heating and thermocapillary effects, bottom topography can either stabilize or destabilize the flow depending on surface tension. Heating, on the other hand, has a destabilizing role on the flow for both even and uneven surfaces.
As a means of validating our mathematical formulation, comparisons between numerical simulations and existing experimental data for both even and uneven surfaces have been conducted. Comparisons with direct numerical simulations using the CFX software package have also been carried out. In all cases, the agreement was found to be quite reasonable. A physical explanation as to why bottom topography acting alone stabilizes the flow has been identified; it is the result of an acquired deficit in the averaged steady flow speed (or flow rate) due to bottom unevenness. The intriguing finding that bottom topography can be stabilizing or destabilizing depending on surface tension has been recently reported by D' Alessio et al. (2009) and independently by and Häcker & Uecker (2009) . All three studies have reached this conclusion using rather different approaches and no explanation was advanced, nor has there been experimental verification of this behaviour. The approaches adopted by D' Alessio et al. (2009) and Häcker & Uecker (2009) were direct ones in that the bottom topography is specified and the stability of the corresponding free surface is investigated. , on the other hand, solved the inverse problem by specifying the free surface and then determining the bottom profile responsible for causing that prescribed free surface. The analysis presented in this study can explain the reversal in stability as surface tension is increased. This reversal in stability is the result of a nonlinear interaction between surface tension and bottom topography. For negligible surface tension, a reduced averaged steady flow rate ensues, while for sufficiently strong surface tension an enhanced averaged steady flow rate arises. We have also discovered that in cases where strong surface tension is coupled with bottom unevenness, thermocapillary effects can either stabilize or destabilize the flow depending on the Marangoni number and can also lead to a reversal in stability.
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Appendix A. The first-order Benney equation
An alternate approach in determining the instability threshold is to consider the Benney equation, which is derived here. The Benney equation describes the evolution of the free surface. For our case, we expand u, w, p and T in powers of δ as follows: Substituting these into (2.8)-(2.11) then leads to a hierarchy of problems at various orders. At each order n the quantities u n , w n , p n and T n can be found by applying the boundary conditions (2.16), (2.19) and (2.20) which are also expanded in powers of δ. Evaluating these expressions at z = z 1 and inserting them into the kinematic condition yields to first-order Determining u n , w n , p n , T n is a straightforward, albeit tedious, task. Since little is gained in the details, we omit the algebra and move directly to the final result for the first-order For the even bottom case having ζ = 0, we linearize (A 3) using h = 1 +ĥ and introduce the perturbationĥ = h 0 e ikx e σ t . It then easily follows that the instability with the prime denoting differentiation with respect to x. For the special case of an even bottom (i.e. ζ = 0) the following solutions emerge: The MATLAB routine bvp4c was implemented to integrate the coupled system of differential equations (C 11) and (C 12).
