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Summary 
 
3C based high-throughput sequencing methods such as Hi-C, 5C and 4C have 
substantially contributed to our current understanding of genome folding. These 
techniques have been instrumental in demonstrating that mammalian chromosomes 
possess a rich hierarchy of structural layers at the heart of which topologically 
associating domains (TADs) stand out as preferential functional units in the genome. 
TADs have been suggested to establish the correct interaction patterns between 
regulatory sequences, supported by genetic studies where the deletion of boundary 
elements resulted in ectopic gene expression in the neighboring domain. Within TADs, 
looping interactions occur between regulatory sequences and convergent binding sites 
of the architectural protein CTCF, the latter as a consequence of loop extrusion by 
cohesin that is blocked by CTCF bound to DNA in a defined orientation. The dominant 
role of CTCF in loop formation is further highlighted by induced depletion experiments 
and targeted deletions and inversion of CTCF sites manifesting in loss of these 
interactions. 
Despite these fundamental discoveries and their implications for transcriptional control 
by cis-regulatory sequences, 3C and derivatives are based on formaldehyde 
crosslinking and ligation, which have been often criticized as a source of important 
experimental bias. This has actually raised the question if structures detected by 3C 
methods do really exist in living cells. Based on discrepancies between 5C and DNA-
FISH data, it was suggested that 3C based methods might not always capture spatial 
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proximity or molecular-scale interactions, but rather detect DNA fragments which are 
hundreds of nanometers apart through crosslinking of macromolecular protein 
complexes between them. At the same time, it was debated whether capturing of 
ligation products might be variable depending on sequence context, therefore over- or 
underrepresenting some interactions detected in 3C based methods. Even though 
several other methods including native 4C/Hi-C, GAM and SPRITE have also detected 
chromatin compartmentalization, TADs and looping interactions, they still involve 
substantial biochemical manipulation of cells, notably either crosslinking or ligation. 
Importantly, many mechanistic models of chromosome folding rely on 3C based data, 
making the assumption that crosslinking frequency is proportional to absolute contact 
frequency. However, a formal proof of this is still missing. 
In order to measure chromosomal contacts directly in living cells, without using 
chemical fixation nor ligation, I developed an alternative approach based on the DamID 
technique that exploits detection of ectopic adenine methylation by the bacterial 
methyltransferase Dam. In the original version of DamID, Dam is fused to a DNA 
binding protein of interest resulting in adenine methylation within GATC motifs in the 
neighborhood of the DNA binding sites. The methylation-sensitive restriction enzyme 
DpnI is then used to detect methylated GATCs followed by high throughput sequencing 
of the restriction sites. After mapping the reads and normalizing for non-specific 
methylation by freely diffusing Dam, the binding sites of the protein of interest can be 
detected genome wide. 
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I established a new modified version of this technique called DamC, where Dam is 
recruited in an inducible way to ectopically inserted Tet operators through fusion to the 
reverse tetracycline receptor. The detection of methylated DNA by high-throughput 
sequencing then allows to identify chromosomal contacts at high genomic resolution 
across hundreds of kilobases around viewpoints. Importantly, modeling of this process 
provides a theoretical framework showing that the experimental output of DamC is 
indeed proportional to chromosomal contact probabilities. 
DamC provides the first crosslinking- and ligation-free validation of key structural 
features of mammalian chromosomes identified by 3C methods. It confirms the 
existence of TADs and CTCF loops as well as the scaling of contact probabilities 
measured in 4C and Hi-C, which supports the validity of physical models of 
chromosome folding based on 3C-based data. Finally, it demonstrates that ectopic 
insertion of CTCF sites can lead to the formation of new loops with endogenous CTCF-
bound sequences. This shows that chromosome structure can be engineered by 
inserting short ectopic sequences that rewire interactions within TADs, opening 
interesting avenues for modifying gene expression by altering chromosomal 
interactions rather than regulatory DNA sequences directly. 
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1. General introduction 
 
1.1 Gene expression in eukaryotes 
 
Identifying the mechanisms which facilitate and maintain cellular diversity in complex 
organisms like humans has been a fascinating question for biologists for a long time. 
Remarkably, diversity originates from a single fertilized egg which transmits an 
identical genome to daughter cells during cell division. Despite sharing the same 
genomic information, specialized cells different in function and shape can arise from 
transcriptional programs which are tightly regulated in space and time. In higher 
eukaryotes, expression of protein coding genes by ribonucleic acid (RNA) polymerase 
II (RNAPII) is controlled by non-coding deoxyribonucleic acid (DNA) elements 
including core promoters, promoter proximal elements and enhancers which serve as 
regulatory platforms by recruiting transcription factors (TFs) through short DNA binding 
motifs typically 6-12 base pairs (bps) in size1. Among these elements enhancers stand 
out as they can map as far as one mega base (Mb) away from the transcriptional start 
site (TSS) of the target gene2. It is the genome wide occupancy of TFs at those 
sequences and their combinatorial physical interaction within the space of the nucleus 
that transmits the appropriate information to the RNAPII transcriptional machinery. 
Thus, it is critical to regulate TF binding to DNA in order to achieve correct expression 
patterns which ultimately determine cellular identity. The first layer of TF binding 
regulation happens at the level of DNA binding specificity. At the same time, more 
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indirect mechanisms of recruiting, like protein-protein interactions between TFs and 
transcriptional co-factors like mediator, without directly contacting DNA contribute to 
alternating TF occupancy3,4. In order to understand how these mechanisms of TF 
binding are regulated, it is fundamental to introduce the spatial organization of DNA 
within the nucleus. 
 
1.1.1 Packaging of eukaryotic DNA into nucleosomes 
 
The basic packaging of DNA occurs at the nucleosome where 146 bps are wrapped 
around four histone core proteins, H2A, H2B, H3, and H4 which are present in two 
copies each forming the histone octamer5. Together with a variety of proteins and RNA 
molecules which can undergo biochemical modification they are the backbone of 
chromatin. Chromatin does not only allow to compact the entire eukaryotic genome 
into the confined space of the nucleus but it is also key to regulate access of DNA to 
proteins involved in transcription. Histones and DNA itself can be modified with 
important implications for transcriptional regulation. Such modifications can alter 
chromatin structure via two possible mechanisms: First, by compacting and de-
compacting DNA through changes in electrostatic charge providing or blocking access 
for DNA binding proteins such as TFs. Second, by introducing biochemical 
modifications at the nucleosome surface which attract chromatin binding proteins6. In 
fact, chromatin state and TF binding are strongly interconnected and distinct histone 
modifications have emerged as good predictors of the transcriptional state, with some 
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marks correlating with gene expression and others with gene repression. However, it 
is important to note that this classification may not always be black and white and some 
marks can be associated with either repressed or active genes. One example is the 
methylation of lysine 9 at histone H3 which normally has a negative effect on 
transcription at promoters but could also be found in coding regions of transcribed 
genes in mammalian genomes7. 
 
1.1.2 Chromatin marks and their role in transcription 
 
One layer of transcriptional control on the chromatin level is mediated through a large 
variety of post translational modifications (PTMs) of histones, including methylation, 
phosphorylation, acetylation, ubiquitylation and SUMOylation. PTMs of histones can 
either change chromatin compaction and localization within the nucleus or serve as 
binding sites for effector proteins like chromatin remodelers. Most PTMs occur in a 
reversible manner at the histone tails, modulated by separate enzymes known as 
writers and erasers which add and remove the modifications respectively. Many writers 
including histone acetyltransferases (HATs) and lysine methyltransferases (KMTs), 
and erasers including histone deacetylases (HDACs) and lysine demethylases (KDMs) 
have been identified8. Together they maintain the homeostasis of histone modifications 
which are a central regulator of transcriptional programs. PTMs have been associated 
with two different categories of chromatin: Transcriptionally inactive heterochromatin 
which is tightly packed and localized at the periphery of nuclei in differentiated cells, 
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and transcriptionally active euchromatin which is less dense and localized towards the 
center of nuclei. However, it is important to further distinguish between facultative 
heterochromatin which is considered to be regulated and associated to differentiation 
and constitutive heterochromatin composed of high copy number repeats. In both 
cases the repressive marks restrict access for RNAPII and cofactors9. 
 
One other chromatin mark which has already been demonstrated to correlate with 
transcriptional repression in experiments from the early 80s, is the methylation of DNA 
itself. When transfected in Xenopus oocytes or cultured mammalian cells, it was shown 
that in vitro methylated DNA is transcriptionally silent10,11. Later, it became clear that 
DNA methylation in vertebrate genomes often occurs at cytosine residues within 5’-
cytosine-phosphate-guanine-3’ (CpG) dinucleotides which are concentrated at 
repeated regions and transposons12. In humans, DNA cytosine-5-methyltransferase 1 
(DNMT1) is responsible for maintaining DNA methylation whereas de novo methylation 
is carried out by DNMT3A and DNMT3B. The methylation of DNA is reversible and 
ten-eleven translocation (TET) family members have been shown to catalyze active 
demethylation13. The patterns of methylation are very dynamic in developing embryos 
and tend to be more stable in differentiated somatic cells. Thereby, DNA methylation 
contributes in regulating gene expression during development but also in keeping 
chromatin transcriptionally silent in terminally differentiated cells. Interestingly, about 
70% of all human promoters contain CpG islands which normally remain un-
methylated but can contribute to gene silencing when methylated14. 
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Thanks to next generation sequencing methods including DNase I hypersensitive sites 
sequencing (DNase-seq) and chromatin immunoprecipitation sequencing (ChIP-seq) 
among others, it was also demonstrated that nucleosome positioning varies strongly 
across the chromatin landscape. At regulatory sequences such as promoters and 
enhancers, TFs have to compete for access to DNA with histones impacting on 
expression variation15,16. At those sites, pioneering factors and chromatin remodeling 
enzymes which can destabilize, restructure or eject nucleosomes, enable the dynamic 
access of TFs to packaged DNA. The general logic in activating transcription is by 
evicting nucleosomes at promoters and enhancers to expose the DNA to 
transcriptional activators, co-activators and the basal transcriptional machinery. 
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Figure 1 Regulatory features of chromatin: A Amino acid residues within histone 
tails can undergo biochemical modification including methylation (Me), acetylation 
(Ac), ubiquitination (Ub) and phosphorylation (P). The modifications impact on the 
interaction of nucleosomes with DNA and can recruit regulatory proteins. B 146 bps of 
DNA are wrapped around four histone core proteins, H2A, H2B, H3, and H4 which are 
present in two copies each forming the histone octamer. DNA itself can also be 
methylated at cytosine residues. C Nucleosome positioning on DNA regulates the 
accessibility for transcription factors at regulatory DNA sequences. Histone PTMS, 
which occur in clusters are a major determinant of DNA accessibility. 
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1.1.3 Initiation, Elongation and Termination in RNA-Polymerase II 
transcription 
 
Although the architecture of promoters, including the methylation status at CpGs, 
histone PTMs and positioning of nucleosomes can differ substantially between them, 
the process of RNAPII transcription itself is equivalent. RNAPII transcription can be 
partitioned in a sequence of events including initiation, elongation and termination17. 
This multistep process starts with the formation of the preinitiation complex (PIC) at 
the core promoter which requires the binding of general TFs (GTFs) IIB, IID, IIE, IIF, 
IIH, additional cofactors including the mediator complex and RNAPII. At most 
promoters, PIC formation involves a set of characteristic DNA sequences including the 
TATA-box, a B-response element (BRE), the downstream promoter element (DPE) 
and a initiator element (INR) which all serve as binding hubs for various GTFs and 
TFs18. After GTFs and TFs have bound to promoters in a sequence specific way, they 
are involved in recruiting the mediator complex through diverse protein-protein surface 
interactions at virtually all RNAPII transcribed genes. First discovered by Kornberg and 
colleagues, mediator was shown to be essential for transcription in-vitro before it was 
purified from yeast providing evidence for a multi subunit complex which interacts with 
RNAPII19,20. Although the composition of the mediator complex can differ across 
species, mediator has a conserved function in transcription which is communicating 
signals between GTFs and RNAPII. Structural studies revealed that mediator is 
composed of four main modules including the head, middle, tail and CDK module, each 
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of which in turn is made of various polypeptides21. Importantly, the structural data 
indicates that polypeptides from the head and middle module interact with the carboxy 
terminal domain (CTD) of the Rbp1 subunit of RNAPII, highlighting its role in PIC 
formation. 
After formation at the promoter, the PIC cooperates in an adenosine triphosphate 
(ATP) driven process to melt double stranded DNA, resulting in an open configuration 
referred to as transcriptional bubble. RNAPII can then start processing the DNA 
template strand in the presence of nucleoside triphosphates (NTPs) mediating RNA 
chain synthesis during elongation22. RNAPII promoter clearance coincides with the 
phosphorylation of the Pbp1 CTD (which contains multiple repeats of the heptapeptide 
YSPTSPS) involving the kinase activity of TFIIH or the positive transcription elongation 
factor (p-TEFb). Some elongation factors have also been shown to interact with 
RNAPII leading to poised polymerases at promoters counteracting p-TEFb23. Both, 
positive and negative regulators of elongation provide another level of rapid control of 
gene expression after the formation of the PIC. 
After synthesis of the nascent transcript by RNAPII, the transcriptional cycle is 
terminated including cleavage and polyadenylation resulting in a mature messenger 
RNA (mRNA) which is exported to the cytoplasm where it eventually will be translated. 
When RNAPII approaches the end of a gene it slows down over a terminator sequence 
due to the recruitment of enzymes involved in mRNA processing. This includes 3'-end 
cleavage and polyadenylation of the nascent transcript when poly-adenylation signals 
appear in the sequence. The RNA can also invade the DNA and form an R-loop 
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structure that also slows down RNAPII24. One model of termination proposes a 
conformational change within RNAPII after associating with the 3'-end cleavage and 
polyadenylation complex resulting in pausing and finally release of RNAPII25. A second 
alternative model instead suggests RNA is still synthesized after 3'-end cleavage. In 
this case the 5'-3' exonuclease Xrn2 is recruited to the poly-adenylation site followed 
by degradation of the downstream transcript and release of the still elongating but 
slower RNAPII when taking over. 
 
 
Figure 2 Scheme of RNA Polymerase II initiation and elongation at promoters: A 
The TATA binding protein which is a subunit of TFIID binds to the TATA box within the 
gene promoter. Next, other GTFs and the mediator complex are recruited promoting 
the correct binding of RNAPII. B Initiation: Mediator interacts with the PIC composed 
of RNAPII and the GTFs TFIID, TFIIB, TFIIE, TFIIE and TFIIH to initiate transcription. 
C Elongation: Promoter clearance coincides with the phosphorylation of the RNAPII 
CTD (which contains multiple repeats of the heptapeptide YSPTSPS) involving the 
kinase activity of TFIIH or the positive transcription elongation factor p-TEFb. RNAPII 
starts processing the DNA template strand mediating RNA synthesis in the presence 
of NTPs. 
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1.2 Enhancers and their role in gene expression 
 
1.2.1 Enhancers: non-coding regulatory sequences in metazoan 
genomes 
 
Enhancers are important regulatory sequences that have emerged as key distinctive 
genomic features of complex organisms and vertebrates in particular. They can be 
defined as portions of non-coding DNA, typically 100bp to 1kb in size, which contain 
binding motifs for transcription factors. As distal regulatory sequences which can map 
up to 1Mb away from the target promoter, they play a major role in gene regulation. 
According to the widely accepted looping model, they impact on transcriptional outputs 
of genes by engaging in physical contacts with promoters and looping out the 
intervening sequence. Different from other regulatory elements like promoters, 
enhancers can activate transcription over large genomic distances independent of their 
orientation relative to the cognate promoter, as reported in early studies where 
enhancer sequences were characterized by their activity when cloned in front of a 
reporter gene26–28. It is important to note that a gene can be regulated by multiple 
enhancers with different spatial and temporal activity, thus enabling complex 
combinatorial, time- and tissue-specific regulation of gene expression29. Deletions and 
mutations within enhancers also seem to be associated with human diseases including 
thalassemias and polydactyly, indicating their important role in regulating gene 
17 
 
expression30,31. Furthermore, mutations in enhancer sequences have been suggested 
to be the dominant mechanism driving morphological divergence within species32. 
 
1.2.3 Enhancers physically interact with promoters to regulate gene 
expression 
 
Similar to promoters, activation of an enhancer generally requires multiple TFs to bind 
to overcome the energetic hurdle of nucleosome eviction. This is thought to be fostered 
by pioneer TFs (also named master regulators) which are able to bind to nucleosomal 
DNA and recruit chromatin remodelers that prime the enhancer for subsequent 
activation. A second class of activator TFs can then bind in a sequence-specific way 
to nucleosome-free regions, which are usually detected at active regulatory sequences 
as they are hypersensitive to nuclease digestion. At the enhancer, activators then 
recruit co-activators such as the mediator complex, p300 or the CREB binding protein 
(CBP) which can modify chromatin and/or directly interact with the transcriptional 
machinery. Although the mechanisms by which this happens are largely unknown and 
a matter of active research, it is possible that when active enhancers engage in 
physical contact with a target promoter, they can contribute to the recruitment of the 
PIC to, or the release of poised RNAPII from promoters33. Large multiprotein 
complexes including mediator are thought to function as a bridge for signal integration 
between enhancers and promoters through TFs and components of the PIC34. 
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Figure 3 Enhancer promoter looping model: The looping model implies two or more 
regions of the genome to directly interact over large genomic distances by looping out 
the intervening DNA sequence. Enhancers impact on the transcriptional output of a 
gene by engaging in physical contact with the promoter. The mediator complex acts 
as a functional bridge between TFs and RNAPII. It has been shown to promote RNAPII 
binding and its transition to elongation. 
 
The fact that the distance to target genes can exceed 1 Mb on the linear genome, as 
in the case of the Shh (sonic hedgehog) limb enhancer, raises the question of how 
enhancers specifically communicate with a given promoter without activating other 
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genes. Is it possible that factors binding simultaneously to the promoter and the 
enhancer can tether them together through specific protein-protein interactions? 
Studies of the paradigmatic β-globin gene cluster in mammals suggested the TFs 
GATA1 and FOG1 bridging the locus control region (LCR), a powerful enhancer 
characterized by DNase hypersensitivity and TF binding, to the beta major promoter35. 
Tethering experiments have also shown that Lbd1, which is recruited by GATA1, is 
necessary to bring the LCR and the promoter in close proximity36. Interestingly, when 
the LCR was ectopically inserted in other genomic locations, it was found to contact 
genes regulated by similar TFs. Based on these and other experiments, it was 
concluded that biochemical compatibility between some TFs and co-activators may 
underlie specific enhancer-promoter contacts in mammals by stabilizing a looping 
conformation after binding to enhancers and/or promoters. However, biochemical 
compatibility of TFs alone is not sufficient to promote specific interactions between 
regulatory elements. Thanks to the development of techniques that allow to study how 
chromosomes are spatially organized within the nucleus, it became evident that 
genome folding provides physical constrains for DNA interactions with important 
functional implications for enhancer-promoter communication. 
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1.3 Genome folding and enhancer biology 
 
1.3.1 Microscopy based methods to study genome folding 
 
The predominant method to study genome organization before the advent of next-
generation sequencing techniques was DNA in situ hybridization (FISH), where cells 
are crosslinked using formaldehyde, followed by denaturation of DNA and 
hybridization with sequence specific fluorescent DNA probes. This method revealed 
that chromosomes occupy distinct territories in the nucleus and that nuclear positioning 
of a gene can impact on its expression37–39. More recently, electron microscope 
tomography has complemented this picture at a finer scale providing insights in the 
nuclear ultrastructure by visualizing 3-dimensional (3D) organization of Mb-scale DNA 
regions in fixed nuclei40. However, contrary to DNA-FISH, this method does not allow 
to study genome folding in a sequence specific way. The general advantage of light 
microscopy based methods utilizing fluorescent sequence specific probes is their 
ability to visualize directly how genomic sequences are organized within the space of 
the nucleus providing information about physical distances between loci of interest. 
Spectacular recent developments of this approach using super-resolution microcopy-
based methods allow to extract spatial information on DNA conformation below the 
diffraction limit with increased sequence context41,42. However, at the current stage of 
development even these technical breakthroughs are still limited to consecutive DNA 
sequences of few hundred kb. 
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Figure 4 Microscopy based methods to study genome folding: In DNA-FISH, cells 
are crosslinked using formaldehyde, followed by denaturation of DNA and 
hybridization with sequence specific fluorescent DNA probes. In oligo paint, sequential 
incubation with fluorescent probes are used to label kilo-to-megabase regions of the 
genome. In combination with super-resolution microcopy-based methods this allowed 
to extract spatial information on DNA conformation below the diffraction limit with 
increased sequence context. Electron microscope tomography tiltseries (Chrom EMT) 
allows to visualize ultrastructure and 3D organization of individual chromatin polymers. 
However, Chrom EMT is not sequence specific. (This figure includes graphical objects 
from Ou et. al. Science 2015 and Parmar et. al. Annu. Rev. Biophys. 2019) 
 
1.3.2 Sequencing based methods to study genome folding 
 
Next-generation-sequencing based methods based on chromosome conformation 
capture (3C) have revolutionized our understanding of chromosome structure and its 
functional implications in enhancer biology. 3C-based methods rely on formaldehyde 
crosslinking of chromatin in cell nuclei, followed by restriction enzyme digestion and 
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subsequent re-ligation of free DNA ends. In the original 3C protocol, PCR primers 
where designed to amplify ligation junctions of two potentially interacting sequences 
(requiring to know the DNA sequence)43. This allowed a semi-quantitative one-vs.-one 
detection of crosslinking frequency by PCR when comparing two biological 
conditions44. Several next-generation sequencing variants of this method have been 
later developed including 4C, 5C and Hi-C45,46. Since 4C and Hi-C have been 
extensively used in this thesis, they will be discussed in more detail. Other techniques 
including 5C, ChIA-PET, ChIP-Hi-C have been extensively reviewed in de Wit and de 
Laat Genes Dev. 2012 and Denker and de Laat Genes Dev. 2016. The 4C technology 
allows to identify regions in the genome that contact a region of interest which is 
referred to as viewpoint. Different from 3C, the advantage is that all contacts made 
with the viewpoint can be appreciated in the experimental output. Technically 4C 
requires to start from a 3C template followed by a second round of digestion and one 
additional ligation step what generates circularized DNA of which a fraction contains 
the viewpoint and the contacting sequence. Using PCR with viewpoint specific primers 
then allows to amplify the interacting DNA for high-throughput sequencing. In contrast, 
Hi-C was developed to generate all-versus-all interaction maps of genomic sequences. 
As for 3C and 4C, the initial steps of the protocol involve crosslinking of chromatin with 
formaldehyde and digestion. The major difference in Hi-C being that 5-prime 
overhangs generated by the restriction enzyme digest are filled in with biotinylated 
nucleotides. After blunt end ligation and chromatin sharing, this allows to enrich the 
ligation junctions by biotin pulldown. Next, DNA-molecules are sequenced paired-end 
what generates a matrix of read counts of pair wise interactions. This matrix is then 
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transformed in a color coded heat map to visualize genome wide all-versus-all 
interactions. However, to which extent the experimental output of 3C based methods, 
generated through crosslinking over variable distances and proximity ligation, really 
reflects contact probabilities has remained so far unclear. 
24 
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Figure 5 4C and Hi-C: The scheme illustrates formaldehyde crosslinking, restriction 
digest, proximity ligation and de-crosslinking which are common for 4C and Hi-C 
experiments. 4C involves a second round of digestion and one additional ligation step 
what generates circularized DNA. Using PCR with viewpoint specific primers then 
allows to amplify the interacting DNA for high-throughput sequencing. The 
experimental output of an 4C experiment allows to visualize crosslinking frequency of 
one genomic location (indicated as viewpoint) with all other sequences. In a Hi-C 
experiment, 5-prime overhangs generated by the restriction enzyme digest are filled in 
with biotinylated nucleotides. After blunt end ligation and chromatin sharing, this allows 
to enrich the ligation junctions by biotin pulldown. DNA-molecules are sequenced 
paired-end what generates a matrix of read counts of pair wise interactions. This matrix 
is then transformed in a color coded heat map to visualize genome wide all-versus-all 
interactions 
 
As a consequence of increasing sequencing capacities and throughput, 4C, 5C and 
Hi-C showed that chromosomes are organized at different genomic scales following a 
hierarchical folding pattern. The first Hi-C studies revealed that chromatin interacts in 
an exclusive manner at the Mb scale separating active from inactive regions into 
preferential contact patterns that were called 'A’ and ‘B’ compartments47. Subsequent 
studies using higher resolution Hi-C revealed that compartments are further 
segregated in sub-Mb domains often referred to as topologically associating domains 
(TADs)48–50. These self-interacting units in the genome manifest as squares along the 
diagonal of Hi-C contact maps indicating higher interaction frequency of genomic 
sequences within than across TAD boundaries. Accumulating genetic evidence shows 
that TADs function as regulatory neighborhoods which contribute to establish correct 
interactions patterns between enhancers and promoters: On the one hand, by 
increasing the chances that regulatory elements meet each other in the 3D space 
within a single domain, and on the other hand, by segregating physical interactions 
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across boundaries51–55. In agreement with this idea, the deletion of chromosomal 
regions that overlap with TAD boundaries, has also been shown to lead to ectopic gene 
expression in the neighboring domain which can be the cause of genetic disease or 
oncogene activation51,54–56. Their relevance is further highlighted by coordinated gene 
expression and DNA replication timing between TADs57–59. At an even shorter genomic 
scale, the dominant structural feature within TADs are ‘looping’ interactions which 
coincide with CTCF bound to DNA at the anchor sites60. This includes ‘stripe’-like 
structures which can be observed within TADs when clusters of CTCF sites map close 
to a cohesin loading site characterized by strong ChIP signal for the cohesin loading 
factor Nipbl61. 
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Figure 6 Genome folding is hierarchical: Chromosomes of mammalian genomes 
occupy distinct territories within the cell nucleus. Each chromosome further folds at 
different genomic length scales following a hierarchical folding pattern revealed by Hi-
C. At the multi Mb scale, active regions cluster together in so called A compartments 
whereas inactive regions cluster in B compartments. Compartments are further 
portioned into TADs (denoted by solid black lines) where the chromatin fiber interacts 
more frequently with itself compared to any other region of the genome. Within TADs, 
chromatin loops, which form between convergent CTCF sites are the dominant 
structure. 
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Since looping interactions often occur between convergent CTCF motifs and based on 
simulations exploiting Hi-C data, it was proposed that a one-dimensional tracking 
mechanism rather than physical encounters through the three-dimensional space of 
the nucleus is at the basis of the observed phenomenology. According to the highly 
influential loop extrusion hypothesis, the cohesin complex and CTCF are major drivers 
of genome architecture. In this model, cohesin would function as a loop extruder 
progressively forming bigger loops until it is blocked by CTCF bound to DNA in a 
specific orientation62,63. 
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Figure 7: Loop extrusion model and TADs: a The loop extrusion model proposes 
cohesin to continuously extrude chromatin loops after being loaded to DNA by Nipbl. 
The extrusion of the growing chromatin loop stops when CTCF sites in a convergent 
orientation are encountered. b After degrading Rad21, a subunit of the cohesin 
complex using an auxin-inducible degron system, TADs and CTCF loops globally 
disappear in Hi-C contact maps whereas compartments are strengthened. c In cells 
where the cohesin unloading factor Wapl was deleted, chromatin loop size is increased 
whereas compartmentalization was weakened. This phenotype was suggested to be 
a consequence of the increased residence time of cohesin on DNA. d After depleting 
the cohesin loading factor Nipbl, loop size is decreased and TAD structure is 
substantially diminished whereas compartmentalization is strengthened. (This figure 
was adapted from Schoenfelder and Fraser Nat. Rev. Genet. 2019) 
 
There are several lines of experimental evidence that support the idea of active loop 
extrusion by cohensin as the underlying mechanism of TAD formation. First, the 
inducible degradation of Rad21, which is a subunit of the cohesin complex, leads to 
disappearance of TADs and CTCF loops, a phenotype that is reversible when restoring 
cohesin64. A similar effect can be observed when the cohesin loading factor Nipl is 
deleted65. In line with this idea, it was shown that cells deleted for Wapl, a factor that 
unloads cohesin from DNA, have enlarged TADs and proliferation of looping 
interactions66. Additionally, the continuous extension of DNA loops driven by 
condensin, which like cohesin belongs to the structural maintenance of chromosomes 
(SMC) family, was recently imaged in-vitro67. Finally, the degradation of CTCF was 
shown to be essential for looping interactions between convergent CTCF binding sites 
but does not have an effect on compartmentalization of chromatin68. Interestingly, 
compartment size is increased when Nipl is deleted but decreased after Wapl deletion. 
This suggests that TAD formation and compartmentalization are driven by two 
independent mechanisms: loop extrusion and compartmental interactions which 
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possibly counteract each other. Given experimental evidence in favor of loop extrusion 
by cohesin, identifying CTCF as the determining factor that stalls cohesin activity, it 
should be possible to rewire contacts within TADs by introducing short ectopic 
sequences including CTCF binding motifs. This has not been demonstrated and would 
provide a genetic tool to study enhancer biology, either by tethering enhancers and 
promoters or insulating them from each other. 
Despite the increasing amount and resolution of methodologies which helped to 
connect structural properties of chromosomes to function, many central questions 
regarding the causal links between the two remain unanswered. It is not clear how 
stable looping interactions are and what is their exact role in shaping enhancer-
promoter communication. Even though CTCF and cohesin have been shown to be 
essential for the formation of site-specific chromatin loops, which seems to be key to 
partition chromosomal interactions into TADs, it is not yet understood if loops are 
directly involved in tethering regulatory elements together60. It is also not known how 
transcriptional variability is linked to interaction frequency of enhancers and promoters 
and if such interactions have a direct causal impact on transcription. Furthermore, it is 
possible that regulatory elements do not have to be in direct molecular contact but can 
communicate somehow through phase-separated compartments69–71. However 
appealing, this theory seems to lack any explanations for what could create specificity 
between interactions of regulatory elements, TFs and the transcriptional machinery. 
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1.3.3 Comparing 3C and DNA-FISH 
 
Technical advances in both microscopy and sequencing-based 3C methodologies 
opened the way to explore the relationship between chromosome folding and biological 
function. Considering the far-reaching implications for our understanding of nuclear 
architecture and transcriptional control, it is important to discuss the synergies between 
different classes of techniques but also their limitations. 
In DNA FISH experiments, fluorescent probes are used to visualize loci of interest in 
fixed cells exploiting complementary base pairing with the target regions. This allows 
to directly extract 3D distances between targeted loci in single cells as well as the 
associated distribution of distances in the population. In turn, useful statistical 
parameters like the average or median of 3D distances can be extracted. However, 
given the fact that physical proximity in DNA FISH experiments can only be defined 
using arbitrary distance thresholds and is biased as a consequence of the diffraction 
limit, it is not possible to infer if two loci are really in direct molecular contact or not. 
In 3C and related methods like 4C, 5C and Hi-C, proximity ligation is used to join free 
DNA ends in crosslinked nuclei after digesting the genome with a restriction enzyme. 
When the DNA ends are close enough, hybrid molecules are generated followed by 
de-crosslinking and high throughput sequencing. Alignment of reads to the reference 
genome then results in a population averaged contact map which reflects relative 
crosslinking frequency between different genomic loci. Different from DNA-FISH, it is 
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not possible to measure physical distances between loci in 3C based assays since 
crosslinking of chromatin by formaldehyde occurs at distances that might range from 
a few to hundreds of nanometers72,73. In order to understand what is the relationship 
of crosslinking frequency and spatial proximity in 3C based methods, 3C-based data 
have been extensively benchmarked again DNA FISH experiments. Even though few 
studies reported discordant results, it was shown for a large number of loci pairs that 
physical distances measured by DNA-FISH decrease as an inverse power law of Hi-C 
reads from the same regions74–77. This provides evidence that 3C methods generally 
detect proximity events between genomic sequences. However, despite the increase 
of read counts in 3C based methods when the average distance between two loci 
decreases, it is important to bear in mind that DNA-FISH is not suitable to make 
conclusions on whether sequences are in direct molecular contact or not. This has 
important consequences on how 3C data should be interpreted. Especially since 
several studies postulated mechanistic models of chromosome folding based on the 
assumption that read counts in Hi-C are directly proportional to actual contact 
probabilities62,63. Surprisingly a formal proof of this assumption has never been 
provided. It is also important to note that proximity in 3C based methods is averaged 
across the cell population, not excluding the possibility of very different conformational 
states between individual cells. The recent improvement of super-resolution 
microscopic techniques using multiplexed DNA FISH probes to measure distances 
between sequences provide an excellent complement to this limitation of 3C based 
methods42,75. Using this methods will allow to dissect the relationship of transcriptional 
activity and single cell conformation at higher throughput. It will be interesting if 
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contacts of regulatory elements generally occur in the context of fluctuating 
conformations as it was shown in earlier experiments for a single locus in mESC 
combining polymer simulations with lower-throughput DNA- and RNA-FISH 78. 
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Figure 8 Comparing DNA-FISH and 3C: A DNA-FISH experiments allow to extract 
3D distances between two loci a and b (rab) in single cells. This provides important 
information on the distribution of distances (P(rab)) across the population. Additionally, 
the mean and median 3D distances between the loci a and b can be calculated. The 
red shaded area reflects a fraction of the population in which the distance between a 
and b is smaller than a certain threshold (R). B In 3C based experiments, only DNA 
fragments which are in sufficient physical proximity can be crosslinked via protein 
bridges. Following digestion and re-ligation, the hybrid DNA-molecules emerge from 
3D proximity events of DNA sequences across the cell population. C A signal in 3C 
experiments can only be obtained if the distance rab is smaller than the locus specific 
crosslinking range R and bigger than a minimum distance rmin which arises from steric 
repulsion of a and b if they are too close to each other. It is important to note that the 
same signal in 3C experiments can arise from various distributions of distances across 
the cell population. (This figure was modified from Giorgetti and Heard Genome Biol. 
2016) 
 
1.3.4 Orthogonal methods to study genome folding 
 
Recently several other sequencing based methods which are orthogonal to DNA-FISH 
and 3C techniques provided further evidence for structural features of chromosomes 
including compartments, TADs and CTCF loops. Native 4C and Hi-C, do not involve 
crosslinking in the experimental protocol but still detect CTCF mediated looping 
interactions and TADs79. Two other techniques, notably genome architecture mapping 
(GAM) and split-pool-recognition of interactions by tag extension (SPRITE), are based 
crosslinking but do not rely on ligation. In GAM, contact maps including compartments, 
TADs and inter-TAD interactions were generated from a large number of ultrathin 
nuclear cryosections combining laser microdissection and whole genome 
sequencing80. In SPRITE, cells are crosslinked followed by nuclei isolation, chromatin 
fragmentation and barcoding of individual crosslinking complexes using a split-pool 
strategy81. Interactions of the same crosslinking complex are then detected by 
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assigning the reads to the matching barcode. Besides confirming pairwise structures 
identified by Hi-C, SPRITE provided evidence for simultaneous interactions of multiple 
DNA regions in the same cell and identified clusters of long-range interactions that 
might be mediated through sub-nuclear compartments. However, key structural 
features of chromosomes including TADs and CTCF loops have not been validated in 
living cells, since these methods still involve chemical fixation of cells or proximity 
ligation to detect chromosomal interactions. 
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2. Aim of the thesis 
 
As discussed in the introduction, chromosome conformation is thought to play an 
important role in regulating gene expression by instructing the physical interactions 
between promoters and enhancers. Existing methods like DNA-FISH and 3C 
techniques have been important tools in understanding how chromosomes are 
organized within the nucleus and what are the consequences of 3D genome 
organization on gene expression. Despite the importance of this findings and the 
implications on gene regulation by cis-regulatory elements, a major limitation of these 
methods is that they rely on chromatin crosslinking (and proximity ligation in the case 
of 3C-based techniques), two steps that were extensively discussed as sources of 
experimental biases in the detection of chromosomal interactions. Given the limitations 
of these methods, the aim of the thesis was to provide quantitative measurements of 
chromosomal interaction frequencies relying on direct enzymatic, molecular-range 
protein-DNA contacts in living cells. These measurements have important 
consequences on how 3C based data should be interpreted and used, notably to 
establish quantitative models of chromosome folding and its molecular determinants. 
The main questions addressed in my PhD project are: 
• Do structural feature of chromosomes detected by 3C-based methods such as 
TADs and CTCF loops exist in living cells? 
• Does formaldehyde crosslinking distort the detection of chromosomal 
interactions? 
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• Are crosslinking frequencies in 3C based experiments quantitatively 
proportional to actual contact probabilities between DNA sequences? 
• Is it possible to rewire contacts within TADs by adding ectopic CTCF sites, and 
how does this impact on actual contact probabilities? 
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3. Results 
 
Contribution 
 
I performed proof-of-principle experiments, cloned the majority of plasmids, generated 
cell lines involved in the study and performed DamC experiments. I wrote the paper on 
DamC with Luca Giorgetti and Yinxiu Zhan. 
Yinxiu Zhan, who analyzed the data and wrote the model of methylation kinetics, and 
Christian Valdes, who performed 4C experiments, contributed equally to this work. 
 
3.1 Published manuscript: DamC reveals principles of chromatin folding in vivo 
without crosslinking and ligation 
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4. Discussion 
 
Binding of TFs to DNA, which is both regulated by and determines chromatin 
accessibility, coordinates into cell type specific gene expression patterns. However, 
beside trans acting factors, temporal and spatial control of transcription also requires 
the coordinate action of cis-regulatory sequences such as enhancers that 
communicate with promoters over large genomic distances and integrate complex 
regulatory information29. Thanks to DNA-FISH and 3C methods, we know that these 
interactions occur in context of hierarchically folded chromosomes which occupy 
distinct territories that further organize into A and B compartments, TADs and 
chromatin loops47–50,60. These findings had major impact on our current understanding 
of genome folding and how it relates to biological function. TADs, which are self-
interacting sub-megabase regions in the genome, have been suggested to limit the 
genomic search space of enhancers by preventing interactions across their boundaries 
thereby contributing in establishing the correct interaction patterns between cis-
regulatory sequences. This concept is supported by genetic experiments, were 
deletions of DNA-elements containing boundary regions resulted in ectopic gene 
expression in the neighboring domain51,52,54,55. Furthermore, TADs are evolutionary 
conserved across species and invariant between cell types highlighting their functional 
relevance82. Based on Hi-C experiments and polymer simulations, it was proposed that 
DNA loop extrusion by cohesin is the underling mechanism of TAD formation. The 
model suggested that cohesin continuously creates chromatin loops until convergent 
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CTCF sites are encountered, thereby stalling its activity and stabilizing the looping 
conformation62,63. This is in line with two independent studies showing that inducible 
degradation of the cohesin subunit Rad21 or CTCF respectively, results in 
disappearance of TADs in Hi-C contact maps64,68. Concordant with this, deletion of the 
cohesin loading factor Nibpl leads to a similar phenotype whereas deletion of the 
cohesin unloading factor Wapl manifests in enlarged TADs65,66. 
These findings have far-reaching implications for our understanding of genome folding 
and its functional connection to enhancer-promotor communication. It should be noted 
however that discoveries in this field have been fueled by 3C methods and DNA FISH, 
which rely on chromatin crosslinking (and proximity ligation in the case of 3C-based 
techniques), two steps that were discussed as sources of experimental biases in the 
detection of chromosomal interactions74,83,84. By nature, 3C techniques cannot 
distinguish between direct molecular contacts or indirect contacts of sequences 
through macromolecular protein complexes what raised the question if crosslinking 
frequency is proportional to contact probability. Additionally, TADs and CTCF loops 
have never been validated in living cells. 
My PhD work has provided systematic measurements of chromosomal 
interactions at high genomic resolution using DamC, a new method relying on an 
enzymatic readout of molecular-range protein-DNA contacts in living cells. Importantly, 
one essential feature of the method is that results are directly proportional to contact 
probabilities. This is supported by rigorous modeling of Dam methylation kinetics 
setting a theoretical basis to interpret sequencing results in a quantitative way. A 
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systematic comparison of DamC with 4C and Hi-C experiments from the same cells, 
shows that the relative average contact probability drops by a factor of 2 across TAD 
boundaries in both methods. This raises the interesting question of how such a small 
differences in relative interaction frequency can sufficiently insulate enhancers from 
off-target promoters. In order to understand the relationship of enhancer function and 
interaction frequency, static population averaged contact profiles will not be sufficient. 
Answering this question requires methods which can resolve single cell conformations 
over time and allow to understand if contacts are functional or not. In preliminary 
experiments performed in collaboration with Jop Kind, we could obtain single cell 
DamC contact profiles. However, technical noise did not allow to extract single cell 
conformations at a genomic scale which could resolve looping interactions, albeit 
pooling reads from 1000 cells recapitulated chromosomal interactions detected in 
population based DamC experiments. This shows that DamC can measure 
chromosomal interactions within TADs starting from a low number of cells, what is 
currently not possible using 3C based methods. 
Since DamC relies on the methylation of adenines within GATC motifs, requiring Dam 
to directly bind to DNA, it detects chromosomal interactions at short spatial distances. 
More specifically, the detection range of contacts by DamC should be less than 10 nm 
provided a physical size of the rTetR-EGFP-Dam-ERT2 fusion protein of approximately 
3 nm85. Given the similarity to 4C profiles and Hi-C data suggests that formaldehyde 
crosslinking in 3C based methods does not substantially distort the detection of 
chromosomal interactions. Additionally, DamC also confirms the scaling of crosslinking 
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probabilities which were previously measured using 3C based methods. This was 
reassuring, since the scaling exponent detected by Hi-C was extensively used to build 
models of chromosome folding from which mechanistic determinants, including active 
loop extrusion by cohesin, have been inferred. Since the enrichment in DamC, which 
was formally shown to be proportional to actual short range contact probabilities, 
confirms the scaling exponent measured in 4C and Hi-C, it provides strong evidence 
in favor of such models. This is an important validation of 3C based findings given that 
the experimental readout of 3C based methods is a convolution of crosslinking over 
variable distances and ligation efficiency that was not shown to be proportional to 
contact probabilities before. 
DamC could also confirm the existence of TADs, reflected by a sharp drop of contact 
probabilities across TAD boundaries, and CTCF mediated loops in-vivo. The finding 
that new loops can be established by inserting short sequences including ectopic 
CTCF binding motifs further shows that chromosome structure can be manipulated by 
the addition of new structures. It was interesting to note that these structures, notably 
loops and stripes, only formed within TADs, not violating existing boundaries. This 
suggests that TAD boundaries, which are enriched in clusters of CTCF binding sites, 
provide efficient physical barriers for loop extrusion. It will be interesting to study the 
functional consequences of either tethering enhancers to promoters or insulating them 
from each other by introducing ectopic binding sites for architectural proteins like CTCF 
in the genome. 
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A disadvantage of DamC preventing its adoption as an alternative for 3C based 
methods in routine experiments, is the need for genetic engineering of cells before 
experiments can be carried out. On the one hand, genomic viewpoints have to be 
integrated at the regions of interest, and on the other hand rTetR-Dam-ERT2 has to 
be stably expressed to ensure a tight control of nuclear Dam concentration. However, 
future developments could make the integration of viewpoints redundant. By either 
fusing Dam to catalytically inactive CRISPR associated protein 9 (dCas9) or 
transcription activator-like effector nucleases (TALEN) proteins, it should be possible 
to recruit Dam to specific genomic locations without targeted insertion of TetO arrays. 
Different from 3C methods where only one ligation event per allele can be detected at 
most, several GATCs can be contacted by a Dam bound TetO viewpoint in the course 
of a typical DamC experiment (18 hours). Based on previous measurements from the 
Chic1 locus in mESC, it seems to be likely that several contacts with neighboring 
sequences occur within 18 hours86. Under the assumption that n GATCs are 
methylated in this time window, DamC would require n times less cells than 4C in order 
to obtain similar contact profiles what is supported by our proof-of-principal single cell 
DamC data. 
DamC can also be used to study tissue-specific chromosomal interactions by 
controlling the expression of the Dam fusion protein with a tissue specific promoter. 
This is particularly interesting in cases where the amount of starting material is limited 
given the low number of cells needed for DamC experiments. 
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Overall, DamC enables crosslinking- and ligation free measurements of chromosomal 
interactions in living cells by combining a sequencing based readout with physical 
modelling of methylation kinetics. Besides providing an important validation of 3C 
based findings it allows for interesting future developments. 
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