Some phenomena, never observed before, concerning a system composed by two organic-liquid bicomponent phases with a miscibility gap, used as transparent surrogates for immiscible metal alloys, are discussed and elucidated in the framework of experimental analyses and numerical simulations. It is shown that a single dissolving droplet at the bottom of a test cell behaves as an intriguing pattern-forming dynamical system leading to a wealth of different spatiotemporal modes of convection when the imposed temperature gradient is increased. The last part of the analysis is devoted to comparison with other similar phenomena (the flow instability pertaining to the Marangoni convection around bubbles surrounded by a liquid heated from above, and the case of rising buoyant jets), showing analogies and differences. Such a comparison is also used as a means to focus on the intrinsic nature of the present instability.
I. INTRODUCTION
A miscibility gap in the liquid phase characterizes many different systems, e.g., special metal alloys, binary mixtures of organic liquids, sulfides and silicates systems, and glasses and liquid crystals. Many industrial applications and processes are based on miscibility gap and related phenomena.
When these liquids are cooled below a critical temperature, they tend to separate into two components at different compositions (the so-called minority and majority phases). Each component exhibits a different concentration of the two pure substances initially used for the alloy and behaves as an immiscible phase with different physical properties (density, viscosity, thermal conducibility, etc.). This is very similar to a system of water and oil at room temperature in which the two components separate from each other after having been shaken into a near single solution. The difference between the aforementioned systems and the water/oil couple, besides the materials, is that the latter is already below the temperature at which the demixing process occurs spontaneously. All the shaking, performed after thermodynamic decomposition has occurred, will only break droplets into smaller droplets, but will not break them up to the infinitesimal size that is required to have an homogeneous solution (from which the often used denomination of "immiscible alloys").
Failure to obtain uniform dispersions of the minority component through the majority liquid in space as well as on ground is usually referred to as "the phase separation problem." This aspect represents a very important topic in materials science of multiphase multicomponent alloys and numerous investigations have been performed in the last two decades. Theoretical ones discussing aspects of concurrent drop nucleation, growth, and collisional coagulation in dispersions with moderate or large concentration of droplets (see, e.g., the excellent and recent studies of Wu et al. 1 
and Zinchenko and Davis
2 ), and fundamental experimental/ numerical analyses that tried to understand Marangoni motion, Stokes sedimentation, and the interaction of both for single and/or pairs of interacting droplets (see, e.g., Manga and Stone, 3 Subramanian and Balasubramaniam 4 ). Often, for the sake of simplicity, liquids without a miscibility gap were selected as model fluids for these fundamental studies. Other investigators focused on coalescence or noncoalescence aspects (e.g., Davis et al., 5 Monti et al. 6 ). A quite exhaustive overview of the different contributions and of the methods employed has been provided by Lappa. 7 As pointed out by Ratke, 8 however, possible dissolution processes still should be regarded as a relevant part of the problem even if, as explained before, the phases behave as immiscible when they are formed. Droplets, formed in some regions, in fact, can move (owing to Marangoni migration or gravitational sedimentation) to regions with different temperature. Since the phases, on the basis of the phase diagram, have different equilibrium concentrations at different temperatures, a droplet that is in equilibrium (i.e., immiscible) with the surrounding liquid in a certain region at a certain temperature will be no longer in such a stable condition if it rapidly moves to another zone with different temperature. Therein, in fact, it will tend to return to equilibrium exchanging mass with the surrounding phase and leading to the onset of solutal convection.
The comprehension of these aspects is still in a very embryonic condition. Some initial effort dealing with microgravity conditions has been provided by Bassano. 9 The main goal of his analysis, with respect to previous studies concerning immiscible liquids, was to clarify at what extent the thermally induced drop migration is affected by the dissolution process. Conditions corresponding to the aforementioned lack of equilibrium (in terms of surface concentration distribution) were reproduced by directly injecting the pure liquid representing the minority phase into the majority phase at a temperature below the critical one.
On the Earth, such a condition leads to solutal pluming phenomena that can exhibit a very intriguing behavior. In this case the interaction between liquid drops and the surrounding miscible fluid is very complex. It is manifested by a fluid motion brought about by different coexisting mechanisms: Marangoni convection, generated by the interfacial stresses along the drop surface and gravitational convection driven by the volumetric buoyancy forces in the bulk of the fluid. Along these lines, some interesting results have been recently obtained by Lappa et al. 10 It was shown that transition to time-dependent periodic flow is possible when dissolution occurs in the presence of a thermal gradient. Since in that preliminary analysis attention was limited to the critical conditions for the onset of the aforementioned oscillatory flow, the present study is devoted to the investigation of the subsequent supercritical modes of convection. These regimes represent an even more relevant aspect of the problem, the solidification process of immiscible metal alloys being usually carried out in the presence of relatively high temperature gradients.
II. EXPERIMENTS
The cyclohexane-methanol couple is considered for the experiments and the related equilibrium curve is given in Fig. 1 (other physical properties are listed in Table I ).
The experiments have been performed using a cell made of quartz, 1 cmϫ 1 cmϫ 4 cm, filled with liquid. The droplet is formed at the tip of a capillary having diameter= 1 mm (see Fig. 2 ). Methanol is injected from the bottom side of the test cell and the cell is filled by cyclohexane. The drop is anchored to the position of the needle (or capillary tube) used to inject the liquid into the matrix.
The temperature of the system is controlled by Peltier elements at the top and bottom walls. The experimental procedure includes the direct visual observation of the droplet and an interferometric analysis performed to analyze the concentration field. In particular, a Wollaston lateral shearing interferometer (Malacara) has been used to analyze refraction index gradients: fringes correspond to the locations having equal values of the component of gradient along the shearing direction. The variation of gradient along the shearing direction related to consecutive fringes is given by 
/ L␦ , being the wavelength, L the cell thickness, and ␦ the shearing distance. By rotating the Wollaston prism by 90°h orizontal and vertical shearing can be obtained; for the experiment, in practice the direction is horizontal, being the problem axisymmetric along the capillary axis. The light source is a diode laser = 638.6 nm (Micro Laser Systems) and the wave-front deformation of the cell's quartz walls amounts to in order to reduce optical aberrations. A digital camera (Hamamatsu) also has been used, having a sensor area of 8.58ϫ 8.58 mm 2 , and a resolution of 1024 ϫ 1280 pixels.
Hereafter the drop liquid will be denoted as phase 1 and the liquid matrix as phase 2.
III. NUMERICAL MODEL

A. Basic assumptions
Figure 2(a) shows the geometry of the problem. A thermodynamic constraint fixes the concentration jump between the interface sides. This jump, together with that of the concentration normal derivatives, in turn defines the entity of the dissolution cross flow through the interface.
The liquids are assumed with constant phase density and transport coefficients. The drop is bounded by a spherical liquid/liquid interface whose radius changes in time due to growth or dissolution. The hypothesis of spherical surface is acceptable if zero-g conditions prevail or, on the ground, if the volume of the liquid drop is small (few millimeters) and/or if the density difference between the two phases is very small (present case).
B. Moving boundary method
In a phase-field model, a phase-field variable which varies in space and time is introduced to characterize the phase. In place of the "sharp" transition from one phase to the other the phase-field varies smoothly but rapidly through an interfacial region. The effect is a formulation of the free boundary problem that, in principle, does not require application of interfacial conditions at the unknown location of a phase boundary. This formulation is at the root of the most recent and popular methods used for moving boundary problems [volume of fluid (VOF) methods, see, e.g., the excellent works of Hirt and Nichols, 12 Brackbill et al., 13 Haj-Hariri et al., 14 Rudman, 15 Rider and Kothe, 16 Gueyffier et al. 17 ]. For this reason in the present paper this strategy is adopted. In the specific case of drops growing or dissolving in a matrix of different liquid, one must generally accomplish at least two things simultaneously: (a) determine the concentration fields in both the liquid phases and (b) determine the position of the interface between the phase 1 and the phase 2.
C. Volume of fluid method for dissolving drops (DDVF)
The DDVF is a single region formulation and allows a fixed-grid solution to be undertaken. It is therefore able to utilize standard solution procedures for the fluid flow and species equations directly, without resorting to mathematical manipulations and transformations.
The model is based on the mass balance equations. The diffusion of the species is governed by the equations ͑drop = phase 1 → = 1 , matrix= phase 2 → =0͒,
where D is the binary interdiffusion coefficient and C 1 and C 2 are the concentrations of one of the two components (for the present case it is methanol) in the minority (drop) and majority (matrix) phases, respectively. The initial constant concentrations in the drop and in the matrix are denoted by C 1͑o͒ and C 2͑o͒ , respectively (for the case under investigation: C 1͑o͒ = 1, i.e., drop of pure methanol and C 2͑o͒ = 0, i.e., matrix of pure cyclohexane). The behavior of the two phases is coupled through the equilibrium concentration values imposed on the two sides of the interface. These values are provided by the miscibility law (see Fig. 1 and Ref. 11) according to the local value of the temperature of the interface (for isothermal conditions of course the equilibrium values are constant along the interface). At the interface, the concentrations must satisfy the equilibrium conditions
this means that when a drop of pure methanol is injected into the cyclohexane, it is assumed that equilibrium at the liquidliquid interface is attained instantaneously (Perez De Ortiz and Sawistowski 18 ). Equations (3) and (4) behave as "moving boundary conditions."
Based on the local values of , the appropriate properties and variables are assigned to each control volume within the computational domain. If denotes the generic fluid property (e.g., density , dynamic viscosity , thermal conductivity , specific heat coefficient C p , etc.) the corresponding value in each cell is given by
which means that the concept of mixed properties is used to interpret the cells containing multiple fluids. Accordingly, the governing equations are written for the whole computational domain and the different phases are treated as a single fluid with variable material properties. The flow is governed by the continuity, and NavierStokes equations,
where
i.e., the Boussinesque approximation is used to model the buoyancy forces, ␤ c1 and ␤ c2 are the solutal expansion coefficients related to the mutual interpenetration of the phases 1 and 2, ␤ T1 and ␤ T2 the thermal expansion coefficients. The source terms F គ Ma takes into account the other driving force involved in the phenomena under investigation, i.e., the Marangoni effect. The strategy used herein to account for this force is, in fact, the continuum surface stress model (the philosophy underlying this approach is quite complex and is not treated here for the sake of brevity; the reader will find all the necessary details in the excellent study of Haj-Hariri et al. 14 ) ; with this model surface tension gradients along the interface (Marangoni stress) are incorporated as body forces per unit volume in the momentum equations rather than as boundary conditions
(for further details about the parameter ‫ץ‬ / ‫ץ‬T for the couple cyclohexane-methanol, see Warren and Webb 19 ), I គ គ is the identity matrix and n គ is the unit vector perpendicular to the fluid/fluid interface n គ =−ٌ គ / ٌ͉ គ ͉ pointing towards the matrix.
The temperature distribution is governed by the energy equation
The core of the DDVF method is its technique for updating . The tracking of the interface between the phases is accomplished by the solution of a special continuity integral equation for the volume of the liquid drop taking into account the release or absorption of solute through the interface (the liquid drop is assumed to be a sphere of radius R increasing due to growth or decreasing due to dissolution). Assuming 1 Х 2 (see Table I ), the jump specie balance equation across the interface reads (see Bassano 9 )
therefore, integrating over the surface of the drop, one obtains for the time evolution of the radius
where S is the surface of the drop, and ‫ץ‬C / ‫ץ‬n = ٌ គ C · n គ . Equations (1), (2), (6), (7), (9) , and (10b) represent a system of five partial differential equations and one ordinary differential equation whose solution governs the nonlinear behavior of the physical system under investigation. The Navier-Stokes equations have been solved with the SMAC method. The method is not described here for the sake of brevity and since it is well known. For further details see, e.g., Refs. 20 and 21. A grid 400ϫ 100͑N x ϫ N y ͒ has been used to ensure good resolution and grid independence (see Table II ). According to the structure of the convective phenomena under investigation, the computations are axisymmetric.
IV. RESULTS AND DISCUSSION
First the attention is briefly focused on the case of isothermal configuration, then the presence of a temperature gradient is discussed. It is worthwhile to stress how in the case of temperature constant throughout the system, the onset of Marangoni stresses at the drop surface is prevented. In this case, in fact, neither temperature nor solutal gradients can exist at the interface separating the fluids (the equilibrium concentration values outside and inside the droplet, respectively, are constant along the surface).
A. The solutal plume in isothermal conditions
According to the experimental results, if a droplet of methanol is formed on the tip of a capillary immersed into the cyclohexane, in spite of the higher density of methanol, a convective plume is clearly observed; the plume originates at the tip of the drop and is directed upward (Fig. 3) .
This phenomenon can be explained by the particular density dependence as a function of the concentration for the cyclohexane-methanol system. The density, in fact, is a decreasing function of the methanol concentration for 0 Ͻ C Ͻ C 1 , whereas it is an increasing function of C for C 2 Ͻ C Ͻ 1 (C 1 and C 2 are the methanol concentrations at the consolute points of the miscibility diagram, see Fig. 1 ). For instance, assuming isothermal conditions with T = 25°C, the mixture surrounding the droplet is lighter than the external matrix and therefore a rising plume is originated (Fig. 3) . After an initial transient time, a quite stable buoyant rising jet continuously carrying methanol towards the top of the test cell is created.
This case is particularly significant and relevant since it demonstrates (in principle) that drops sedimented to the bottom of the enclosure containing the immiscible alloy can give rise to rising solutal jets even if they are heavier than the surrounding liquid.
B. NonIsothermal conditions, oscillatory behaviors, and supercritical regimes
If a temperature gradient ͑‫ץ‬T / ‫ץ‬x͒ is applied to the liquid matrix, by heating the top of the test cell and cooling the bottom, the regular release of methanol in the rising jet discussed above, is taken over by a new spatiotemporal behavior.
For sufficiently small values of the temperature gradient ͑‫ץ‬T / ‫ץ‬x͒, the transport of methanol in the rising jet is similar to that obtained in the case of isothermal conditions, but if ‫ץ‬T / ‫ץ‬x exceeds a certain critical value depending on the initial volume of the drop (for instance for a droplet having initial volume 5 µl, the critical ‫ץ‬T / ‫ץ‬x is about 1.2°C cm −1 ), the aforementioned mechanism undergoes a transition to an oscillatory axisymmetric complex flow pattern.
Instead of a steady regular plume, release of solute occurs in the form of discrete events separated by certain time (and thus space) intervals. The instability, in fact, leads somehow to a periodic shooting of a packet of lighter fluid in the surrounding liquid (Fig. 4) .
This behavior appears in the generic meridian plane in the form of a couple of curls that are initially formed close to the drop surface and then are transported upward by buoyancy effects. The phenomenon behaves as a disturbance traveling towards the top (i.e., a perturbation of the solutal and flow field periodically rising along the symmetry axis).
These behaviors are confirmed by the numerical simulations (Fig. 5) . They show that the curls in the interference fringes pattern correspond to the presence of a toroidal convection roll periodically released at the peak of the dissolving drop.
It is well known that Marangoni forces drive liquid from hot regions towards cold regions. Accordingly, on the surface of the drop, Marangoni effects tend to drive liquid towards the bottom. On the contrary solutal buoyancy effects act in the opposite direction. Therefore, if the test cell is heated from above and cooled from below, thermal Marangoni and solutal buoyancy flow counteract. In view of these arguments and according to the fact that the instability does not appear if the surface tension forces are artificially neglected in the simulations, a theory based on the delicate balance of the aforementioned counteracting phenomena has been proposed by Lappa et al. 10 to explain the oscillatory behavior. In the present paper the previous preliminary analysis (focused on critical conditions and on the influence of the initial volume of the droplet) is extended to the case of supercritical modes of convection (regimes far from the bifurcation point). Moreover additional insights are provided with regard to the intrinsic nature of the instability (this topic is the subject of the following paragraph).
When the analysis is extended to supercritical conditions (ӷ1 where is the ratio of the imposed temperature gradient to the critical ‫ץ‬T / ‫ץ‬x) the phenomena exhibit an increasing degree of complexity. A very complex multicellular structure is created above the drop. The periodic release of the aforementioned convection roll tends, in fact, to become very intricate. Figures 6 and 7 show intriguing computed stages of evolution of the solutal plume in the case of a droplet having initial volume 5 µl and ‫ץ‬T / ‫ץ‬x =5°C cm −1 ͑ Х 4͒ and 8°C cm −1 ͑ Х 7͒, respectively. Very complex scenarios arise. The rising jet is not only broken into discrete temporal events, but loses its single-finger structure (shown in Figs. 4 and 5 ). In the generic meridian plane, in fact, two somewhat sinusoidal branches appear (Figs. 6 and 7) .
The frequency with which the toroidal vortices are released increases as a function of and, accordingly, many interacting rolls can simultaneously affect flow and solute distribution in the test cell (compare Figs. 5 and 6 ). Figure  8(b) shows, in particular, that the multicellular structure along the symmetry axis is featured by a periodic alternance of toroidal rolls with small and large diameter. This effect is responsible for the ondulations in the aforementioned two opposed branches (visible in the concentration distribution for the generic meridian plane).
Progression from spatial "order" to "disorder" versus is shown in Figs. 5, 6 , and 7. Superimposed on these aspects is the evolutionary transition from the initial steady state to a final quasiperiodic fluctuating flow regime that appears if the phenomenon is considered from a temporal point of view.
If ‫ץ‬T / ‫ץ‬x is sufficiently small a well-defined frequency f 0 can be identified but other incommensurable frequencies superimpose on the principal one if ‫ץ‬T / ‫ץ‬x Ͼ 5°C cm −1 (see Table III and the presence of f 1 for ‫ץ‬T / ‫ץ‬x =8°C cm −1 ). Table IV summarizes the prominent spatial and temporal structure of the rising solutal jet as a function of the increasing ‫ץ‬T / ‫ץ‬x: "stable plume," "pulsating rising jet-single finger structure," "periodic shooting of solutal packetssinusoidally shaped branches," "quasiperiodic shooting of solutal packets-sinusoidally shaped branches" are the different possible stages of evolution of the system shown, respectively, in Figs. 3, 5, 6 , and 7.
It is worthwhile to stress how numerical simulation is of fundamental importance within the context of these studies. From an experimental point of view, in fact, when the temperature gradient is increased beyond 2°C cm −1 the pattern of fringes becomes so complex that a coherent reconstruction of the underlying velocity and concentration distributions is very difficult (often impossible). As an example Fig. 8(a) shows the experimental fringes corresponding to ‫ץ‬T / ‫ץ‬x =5°C cm −1 for a fixed instant with the corresponding computed fields [ Fig. 8(b) ].
C. Discussion and critical comparison with other systems
Over the last 40 years or so, buoyant jets and plumes have been studied in different fields of engineering and science to varying degree of detail. For instance, along these lines, it is worth mentioning the excellent analyses of Cetegen and co-workers. They investigated typical instabilities of rising buoyant jets for a number of different conditions and fluid-fluid systems (e.g., candle flames and buoyant plumes).
In particular, Cetegen 22 found toroidal vortex formation as a result of rapid buoyant acceleration of light plume fluid in heavier more or less quiescent surroundings. In order to determine the parameter space where stable and unstable states of these plumes exist, helium and helium-air mixture plumes were studied for a range of nozzle exit velocities and plume densities. The possible stable or unstable states of the plume were categorized as "laminar nonpulsatile," "laminar pulsatile," "turbulent pulsatile," and "intermittent pulsatile" on the basis of the observed stationary, periodic, quasiperiodic, or nonperiodic temporal behavior.
Important similarities can also be found about the behavior of pool fires. It is well known (Cetegen and Ahmed 23 ) that axisymmetric pool fires exhibit a periodic oscillatory motion close to their origin, often referred to as puffing. In a fire, these periodic oscillations result in formation of largescale (of the order of burner diameter) flaming vortical structures at a short distance from the burner surface. These struc- It is crucial to point out how, despite the macroscopic analogies and apparent common features, however the causeand-effect relationships underlying these phenomena exhibit notable differences with respect to the present case of dissolving drops in nonisothermal conditions.
The experiments on buoyant plumes and pool fires carried out by Cetegen and co-workers suggest (see the discussions in Cetegen and Ahmed 23 ), in fact, that puffing is primarily a result of "buoyant flow instability." The instability mechanism involves the strong coupled interaction of the toroidal vortex formed at a short distance above the burner surface (or above the nozzle in the case of nonreacting plumes) through the perturbation it supplies to the flow field in the vicinity of flapping flame surface (or the nozzle exit). These instabilities occur when the velocity in the core of the rising plume exceeds a critical value.
The flow instability related to the dissolving drop investigated in the previous paragraphs does not follow from an instability pertaining to the jet; rather it is due to a delicate balance between two counteracting effects (buoyancy and surface-tension-driven stresses) in a region close to the surface of the dissolving drop (as proven by the numerical computations carried out "switching off" the Marangoni effects).
These special features make this instability more similar to other categories of phenomena where free fluid-fluid interfaces supporting Marangoni stresses are involved. Along these lines, in particular, the oscillatory instability that occurs in the case of air bubbles surrounded by liquid and trapped by gravity below heated walls (Raake and Siekmann, 24 Wozniak et al. 25 ) should be mentioned. Experiments indicate that, for a given radius, the flow and temperature fields generated by the bubble become oscillatory beyond a critical temperature gradient (measured by the nondimensional corresponding Marangoni number). From a kinematic point of view, two distinct classes (primary and secondary) of oscillatory flows were identified in the excellent analysis of Kassemi and Rashidnia. 26 Their initial (first class) oscillatory patterns are in the transverse direction and are mainly associated with azimuthally traveling waves in the flow field. In this case the phenomenon is fully three-dimensional and both symmetric and asymmetric oscillatory temperature and flow fields are possible that can be related to the number (even or odd) of disturbance-lobes formed by the hydrothermal wave disturbance on the annular ring-shaped Marangoni roll around the bubble.
This first class of instabilities falls into the same category of instabilities characterizing the case of liquid bridges of high Prandtl number liquids (transparent substances, e.g., Silicone oils) which have instigated much research in the literature (see, e.g., Chun and Siekmann, 27 Lappa et al. 28 and references therein); usually investigators categorize the liquid-bridge oscillatory state with respect to the behavior in the generic meridian plane. In this plane, in fact, complex symmetric and asymmetric regimes of convection appear ac- cording to the azimuthal wave number. In practice, these different oscillatory convective modes are caused by traveling of respectively symmetric or asymmetric (even or odd azimuthal wave number, respectively) structures of periodicity in the azimuthal direction. The second class of oscillatory patterns described by Kassemi and Rashidnia, 26 however, is symmetric in the axial direction, and is associated with an axially traveling wave generating a mainly up-and-down axial movement in the flow and temperature fields.
This second class, not present in the case of liquid bridges, seems to resemble the behavior previously described in the case of dissolving drop.
The analogy between the two instabilities, however, goes also beyond the observed macroscopic oscillatory pattern. Some similarities can also be highlighted with respect to the underlying forces responsible for the time-dependent flow.
The available results for the bubble case clearly indicate that the axially driven oscillatory state that occurs at high Marangoni numbers is induced by the dynamic interaction between the buoyancy and surface tension effects, and the resulting combined gravitational convection and Marangoni flow.
The mechanism elucidated by Kassemi and Rashidnia 26 is the following: at higher Marangoni numbers, the Marangoni convection is stronger and brings about a significant alteration of the temperature field around the bubble. An interesting feature of this temperature field is the existence of a distinct thermal structure in the form of cold return flow intruding near the top of the bubble that is not present at lower Ma (hereafter referred to as "cold finger"). This cold finger plays a critical role in instigating the oscillatory response of the flow since the origin of the convective instability is closely related to an intricate temporal coupling between the large-scale thermal structures, which develop in the fluid in the form of the cold finger and the temperature sensitive surface of the bubble.
The cold finger can periodically reverse the local thermal gradient on the bubble free surface leading to the onset of oscillations (see their Fig. 12 ). Gravity enters the dynamics since it plays the important role of keeping the main Marangoni vortex near the bubble surface where all interaction occurs. In the absence of gravity the Marangoni vortex tends to grow unopposed until it nearly fills the entire enclosure; in such a situation the mechanism with which the cold finger affects the bubble surface is removed and the instability is suppressed (their Figs. 14 and 15) .
In the light of these aspects, this instability is basically hydrothermal in nature like that described in the landmark analysis of Smith and Davis 29 for the case of liquid layers.
Most of the subsequent analyses on the instabilities of Marangoni flow (also concerning quite different systems as liq- uid bridges, annular configurations) rely on the landmark study of Smith and Davis (see, e.g., the discussions in Lappa et al. 30 ). This type of instability is not relevant for the present case related to dissolution of drops. In fact, visualization of the computed thermal field corresponding to Fig. 5 does not show the presence of any cold finger impinging on the fluidfluid interface (Fig. 9) . There is no reversion of the local thermal gradient on the free surface (Fig. 10) . Moreover the axisymmetric behavior does not belong to a secondary class of instabilities. It is a "primary" bifurcation of the flow.
As mentioned before, the instability investigated by Kassemi and Rashidnia 26 is basically an instability of the Marangoni toroidal convection roll wrapped around the bubble very similar to that arising in the case of liquid bridges with Prӷ 1. Gravity plays only a marginal role in the related mechanisms: as previously explained it makes possible the existence of a cold finger that can periodically perturb the surface temperature distribution leading to a periodic reversion of the thermal gradient. The presence of gravity is not necessary in the case of liquid bridges since even in zero-g conditions a cold finger is always present near the hot disk, which is created by the return flow that brings cool fluid away from the cold wall along the symmetry axis (the cold liquid is carried toward the hot surface at a rather high position, see, e.g., Lappa et al. 30 ). The present instability related to the dissolving drop is different as it follows from the direct opposition of counteracting forces (a correct denomination should be "mixed thermocapillary-solutogravitational instability"). As a consequence of such a nature, in fact, the drop is not surrounded by a Marangoni vortex with fixed position and undergoing minute accelerations and decelerations in the axial direction (such as in the bubble case). Rather the drop continuously generates vorticity with the periodic (or quasiperiodic) release of rising toroidal rolls (the generation of "curls" close to the drop surface is strictly related to the counteracting behavior of buoyancy and surface tension forces that leads to the continuous production of vorticity).
All these elements support the conclusion that a different class of instabilities has been identified. The behaviors discussed in the present analysis are heretofore unseen and might represent an original contribution to the fluid dynamics of drops in liquid-liquid systems (fundamental research) as well as to the field of materials (with miscibility gap) science.
V. CONCLUSIONS
Some curious and intriguing behaviors that occur when liquid droplets are dispersed in an external partially miscible matrix under the effect of imposed temperature gradients have been investigated using transparent model liquids.
These phenomena have been unmasked by very recent experimentation carried out in the framework of microgravity studies and are still poorly known or ignored by researchers involved in fluid-dynamics fundamental studies as well as by professionals in the metallurgy and foundry field. They are of prime practical interest to ground-based immiscible alloys processing. The oscillatory thermosolutal convection generated by the drop and its increasing degree of complexity when the imposed temperature gradient is increased, in fact, could influence solute segregation and interfere with the solidification mechanisms of the considered alloy in a significant manner.
Critical comparison of the results with other important studies concerning similar (from a macroscopic point of view) phenomena has led to the conclusion that the curious flow instability, following from the delicate balance between counteracting thermal Marangoni forces and solutal buoyancy effects, represents a new and relevant class of phenomena that can be present when processing on the ground liquid-liquid systems with miscibility gap.
