The extended set-membership filter (ESMF) for nonlinear ellipsoidal estimation suffers from numerical instability, computation complexity, as well as the difficulty in filter parameter selection. In this paper, a UD factorizationbased adaptive set-membership filter (AESMF) is developed and applied to nonlinear joint estimation of both time-varying states and parameters. As the result of using the proposed UD factorization, combined with a new sequential and selective measurement update strategy, the numerical stability and real-time applicability of conventional ESMF are substantially improved. Furthermore, an adaptive selection scheme of the filter parameters is derived to reduce the computation complexity and achieve sub-optimal estimation. Simulation results have shown the efficiency and robustness of the proposed method.
However, most of the works mentioned above deal with problems where the plant model is assumed to be linear and limits their usage. Recently, an extended version of linear set-membership filter is proposed by Scholte and Campbell to guarantee nonlinear estimation [11] . This extended set-membership filter (ESMF) linearizes the nonlinear dynamics about the current estimate in a manner that is similar to extended Kalman filter (EKF) [12] . The remaining terms of linearization are then bounded and incorporated into the iterative algorithm as additions to noises. This allows the solution to be guaranteed for nonlinear systems so long as the boundedness of the nonlinear term is guaranteed.
Due to its complex form, the ESMF algorithm has a problem of numerical instability. The direct causes include that the envelop matrix is not positive definite or negative elements appear in the diagonal, and the gain computation involves inversion of singular or nearly singular temporary matrix. All of these causes will lead to huge errors or even divergence. Moreover, the large computation load makes it difficult for real-time applications.
Motivated by the above observations, a UD factorizationbased set-membership filter, in which the envelope matrices are updated in their UD factorization form, is proposed in this paper to improve the numerical stability. Also, the measurements are updated sequentially and selectively to reinforce the stability and reduce the computation load. Furthermore, the filter parameters are determined by a proposed adaptive strategy to further reduce the computation complexity and achieve sub-optimal estimation.
II. EXTENDED SET-MEMBERSHIP FILTER
The nonlinear system considered here is in a form as: 
where n k 
where E (a , P) stands for an ellipsoid set as
where a is the centre, x is any point within the ellipsoid, and P is a positive definite matrix.
The initial estimation ellipsoid is defined as
where 0,0 x and P 0,0 stand for the initial estimation of ellipsoid center and envelope matrix, respectively. At time k, the estimated ellipsoid is defined as
Then, at time k+1, k=0,1,2, …, the ESMF algorithm [11] can be summarized as the following steps: 1) Calculate the state interval   ,  ,  ,  ,  , ,ˆ,
where the superscript ί,j stands for the (ί,j) element of a matrix.
2) Find the maximum interval for the Lagrange remainder using the interval analysis: Linearizing the process function of (1) about the current estimate yields ( )
, 21ˆ2
is the gradient of the function. Then the Lagrange remainder is
3) Calculate the ellipsoid bounding the linearization error:
where Hes i (i = 1,…n) are the Hessian matrix of ( ) f . Then the ellipsoid of linearization error is defined as ( ) 0, k E Q . 4) Calculate the final process /linearization error bound:
where is the sum of the linearization error and , and
The observation model should be dealt with in the same way to attain the incorporated measurement noise 
The linearization of the nonlinear system is
Special attention should be given to the following two problems. First, the values of the three parameters β Qk , β k , ρ k can be optimized at each time step in an effort to find the smallest bounding ellipsoid. Second, when δ k ≤ 0 in (22), the uncertainty ellipsoid of (21) is not defined. This will occur when the bound assumption of (3) is not satisfied. That is, the practical state or noise is beyond the assumed bound. Thus, it provides an indication of the health of the algorithm.
III. UD FACTORIZATION-BASED ESMF (UD-ESMF)
The ESMF algorithm above suffers from several problems in practical usage. One of the major problems is numerical instability caused by the computer round-off error, which may seriously degrade the performance of the filter or even makes it diverge. Another problem is that the selection of three parameters of ESMF, namely, β Qk , β k , ρ k , may make the instability problem of the filter even worse in following two ways: a) the envelope matrix P k,k is no longer positive definite such as negative elements appear in its diagonal; b) the gain computation of (18) gets involved in inversion of singular or nearly singular temporary matrix W k .
To solve the instability problem, a UD factorization form is introduced into the original ESMF algorithm to ensure that the envelope matrix P k,k is symmetrical and positive definite. The proposed algorithm possesses the merits of UD filters, such as high computation efficiency and numerical stability [13] . In addition, a sequential update strategy is adopted for the measurement vector to transform the inversion of the matrix W k to the reciprocal scalar computation, which avoids FrB07.4 large errors associated with singular matrix.
Assume that the matrix P k,k at time k is positive definite with the UD factorization , where U , , , (13) and (14).
From (15) and (16), we have
where U k+1,k and D k+1,k can be computed by the modified weighted Gram-Schmidt orthogonalization [13] .
For update stages, the measurement vector is sequentially processed from component to component. Define
where H k+1(i) , i = 1,…m are the columns of the Jacobian matrix H k+1 . (i = 1,…m) are the diagonal elements of the matrix , y (1) ,…y k+1(m) ) T is the measurement vector, h(·) = (h 1 (·),…h m (·)) is the observation function.
Given the initial iterative condition
and assuming that the UD factors of 1, 1 k k P + + obtained by the
From (17) 
The steps of the UD-ESMF can be summarized as :
Step 1) -4): The same as those listed in section II.
Step 5): (15) and (16) By comparing the above iterative steps with those of normal ESMF in Section II, we can see that in each step, the envelope matrix is replaced by their UD factors. It should also be noticed that the sequential update strategy in step 6) of UD-ESMF does not increase the computation load.
Besides, the computation load of ESMF can be further reduced by some other methods such as selective update strategy proposed below. From step 6) in Section II, the updated state ellipsoid is the intersection of the predicted ellipsoid and the observation set S y , that is
In the case of ( ) 
Equation (40) indicates that the update step at time k+1 can be saved if this condition is met. However, the condition of (39) cannot be checked easily in practice. In order to give a convenient criterion to realize the selective update, some looser criteria have to be made. There are some studies focusing on the issue of selective update criterion, such as by minimizing the upper bound of the performance index for linear SMF [14] and minimizing the volume of the intersection ellipsoid [15] . Here we propose a simpler criterion: 
where η is a parameter to be selected. It has to be selected carefully according to the initial assumption. Normally, bigger η can increase the chance of not updating, but will lead to bigger estimation bounds. Namely, there is a trade-off between "updating save" and conservative estimation. Therefore, under the condition of (41), the centre of the predicted ellipsoid ( ) 
IV. ADAPTIVE SELECTION OF THE FILTER PARAMETERS
In this section, an adaptive selection strategy of the three parameters β Qk , β k , ρ k will be proposed to improve the performance of the filter. First considering the parameters β Qk , β k , without loss of generality, assume the two ellipsoids are defined as E(a 1 , P 1 ) and E(a 2 , P 2 ), while the covered ellipsoid of their direct sum is E(a, P). Then a, P can be selected as ( ) ( ) The goal of optimization is to choose a proper β to make the covered ellipsoid satisfy some criteria such as minimizing det(P) or minimizing the trace Tr(P) [16] . Here the latter is chosen for the simpler form and better robustness. Define According to [16] , the optimal β can be selected as
The parameters β Qk , β k can be updated adaptively according to (44) . For β Qk , we compute the direct sum of two ellipsoids and
. And for β k , the direct sum of two ellipsoids and
To determine the value of the parameter ρ k , because of the complex form of the ellipsoid S y , it is difficult to optimize the parameter ρ k by minimizing the volume or trace of the ellipsoid (det(P k+1,k+1 ), lndet(P k+1,k+1 ) or Tr(P k+1,k+1 )). Some sub-optimal criterion has to be used. Here the criterion of minimizing the upper bound of the performance index δ k is selected to adaptively update ρ k : Lemma 1 reveals that minimizing the upper bound of δ k results in minimization of the upper bounds on interpretable ellipsoidal volume and trace. These results show that, although using δ k minimization, the determinant and trace are not monotonically decreasing (as is the case for the more common determinant and trace minimization algorithms), they are upper bounded by monotonically decreasing upper bounds at each step. Thus it is a sub-optimal but efficient method, which can greatly decrease the computation complexity of the original algorithm [15] .
The upper bound of δ k is ( ) 
The above equation will replace (51) for sequential update algorithm. Thus the criteria described in Section III and IV are incorporated to the final UD factorization-based adaptive filter (AESMF).
V. SIMULATION
The proposed AESMF is tested by the simulation to estimate the motion states and slip parameters of a tracked mobile robot. The discrete-time model is developed as , ,
(1 ) (cos sin ) 2 (1 ) (1 ) (sin cos ) 2
(1 )
The goal of the simulation is to estimate the state (X, Y, ψ) T and the three slip parameters ί L,k , ί R,k , σ k simultaneously. The constants in the model of (56) are chosen as: b=0.65m; r=0.35m; ∆T=0.1s. The duration of the simulation is 20s. The process and measurement noises are both 5% of nominal value and uniformly distributed. In order to demonstrate the tracking performance, abrupt changes are simulated to occur in the three slip parameters at time t = 10 s. In the simulation, the normal ESMF and the proposed AESMF are compared in terms of stability, performance and computation load.
The stability improvement of the AESMF is demonstrated clearly in Figs. 1 and 2 FrB07.4 Fig. 1 (a) shows that, at t = 2 s, parameter estimations by the normal ESMF diverge. This is because that the temporal matrix W k is nearly singular and the inversion computation causes huge errors. Besides, the filter will also diverge if the envelope matrix P k,k is no longer positive definite or negative elements appear in the diagonal. Fig. 2(a) shows that the AESMF remains stable at t = 2 s, which indicates that the UD-factorization successfully solves the numerical instability problem of the normal ESMF.
When the abrupt changes occur in the three parameters at t = 10 s, the performance index δ k in Fig. 1(c) becomes and keeps negative, which means that the initial noise assumption is no longer satisfied. As a result, the bounds in Fig. 1(b) diverge rapidly to 10 41 and the ESMF cannot generate the correct estimation at all. The proposed AESMF, on the other hand, can handle this problem very well by its UDfactorization mechanism. Fig.2(c) shows that, the performance index returns to positive value after a short period of adaptive modification, though it does become negative due to the abrupt changes occurred at t = 10 s. After that, the estimation of AESMF can track its true value and the estimated bound covers the true value closely.
Besides the improvement in stability with the proposed AESMF, some other aspects are also compared between the stable case of ESMF and the AESMF. The state and parameter estimations, as well as the performance index of a stable ESMF and AESMF, are presented in Fig. 3 , where the dashed line is the true value, the dash-dotted line is the result of a stable case of ESMF and the solid line is the result of AESMF.
Three aspects are compared between stable ESMF and AESMF: a) accuracy of both state and parameter estimations, b) bound estimation of parameters, and c) CPU time cost. To do this, the prediction accuracies of state and parameter are defined by the following root-mean-square criteria: Fig.3 (a) , (b) and TABLE I, we can see that in the case of a stable ESMF, the prediction accuracies of the two filters are very similar. This indicates that the UD-factorization combined with the sequential and selective measurement update strategy as well as the adaptive mechanism does not degrade the estimation accuracy. On the other hand, the bounds estimated by AESMF in Fig. 3(c) are smaller than those by ESMF, which means that the estimated ellipsoids are smaller in AESMF. This is due to that the three parameters are kept constant in ESMF, while in AESMF they are updated by the adaptive mechanism.
As for the CPU time cost, the calculation of each step running by Matlab 6.5 on Pentium-IV PC needs 33.48 ms for AESMF, about 21.6% faster than that of ESMF, which is about 42.71 ms. This is benefited from the sequential and selective measurement update strategy proposed in this paper.
VI. CONCLUSION
In this paper, a UD factorization based adaptive set-membership filter is proposed for the joint state and parameter estimation of nonlinear systems. The normal ESMF is enhanced by UD-factorization, sequential and selective measurement updating, and adaptive selection of the filter parameters. This improves the numeric stability, reduces computation complexity, and realizes the sub-optimal bound-guaranteed performance of normal ESMF. The proposed algorithms are presented and analyzed in details, and extensive simulations are carried out to perform joint state and parameter estimation of a tracked mobile robot and to make comparisons between the normal ESMF and the proposed AESMF. It has been demonstrated that the proposed AESMF successfully solves the numeric instability problem, realizes the sub-optimal estimation, and also improves the real-time applicability without losing estimation accuracy of the normal ESMF. 
