Abstract Within the context of solving Mixed-Integer Linear Programs by a Branch-andCut algorithm, we propose a new strategy for branching. Computational experiments show that, on the majority of our test instances, this approach enumerates fewer nodes than traditional branching. On average, the number of nodes in the enumeration tree is reduced by a factor two, while computing time is comparable. On a few instances, the improvements are of several orders of magnitude in both number of nodes and computing time.
quality measure for the choice of disjunction. The improvement in objective function value that occurs after branching is at least as large as the improvement obtained after adding the corresponding intersection cut. In this paper, we propose a modification in the class of disjunctions used for branching; instead of simply computing the disjunctions that define GMICs at the optimal basis, we try to generate a new set of disjunctions in order to increase the distance cut off by the corresponding intersection cut. By combining branching on simple disjunctions and on general disjunctions we obtain an improvement over traditional branching rules on the majority of test instances.
Preliminaries and notation
In this paper we consider the Mixed Integer Linear Program in standard form:
where c ∈ R n , b ∈ R m , A ∈ R m×n and N I ⊂ N = {1, . . . , n}. The LP relaxation of (1) is the linear program obtained by dropping the integrality constraints, and is denoted byP.
The Branch-and-Bound algorithm makes an implicit use of the concept of disjunctions [5] : whenever the solution of the current relaxation is fractional, we divide the current problem P into two subproblems P 1 and P 2 such that the union of the feasible regions of P 1 and P 2 contains all feasible solutions to P. Usually, this is done by choosing a fractional componentx i (for some i ∈ N I ) of the optimal solutionx to the relaxationP, and adding the constraints x i ≤ ⌊x i ⌋ and x i ≥ ⌈x i ⌉ to P 1 and P 2 respectively. Within this paper, we take the more general approach whereby branching can occur with respect to a direction π ∈ R n by adding the constraints πx ≤ β 0 , πx ≥ β 1 with β 0 < β 1 to P 1 and P 2 respectively, as long as no integer feasible point is cut off. Owen and Mehrotra [12] generated branching directions π where π j ∈ {−1, 0, +1} for all j ∈ N I and showed that using such branching directions can decrease the size of the enumeration tree significantly. Aardal et al. [1] used basis reduction to find good branching directions for certain classes of difficult integer programs. Karamanov and Cornuéjols [11] proposed using disjunctions arising from GMICs generated directly from the rows of the optimal tableau. Given B ⊂ N an optimal basis ofP, and J = N B, i.e. J is the set of nonbasic variables, the corresponding simplex tableau is given by
For j ∈ J, let r j ∈ R n be defined as
These vectors are the extreme rays of the cone {x ∈ R n | Ax = b ∧ ∀ j ∈ J (x j ≥ 0)} with apex x. Let D(π, π 0 ) define the split disjunction π ⊤ x ≤ π 0 ∨ π ⊤ x ≥ π 0 + 1, where π ∈ Z n , π 0 ∈ Z, π j = 0 for i / ∈ N I , π 0 = π ⊤x . By integrality of (π, π 0 ), any feasible solution of P satisfies every split disjunction. Let ε(π, π 0 ) = π ⊤x − π 0 be the violation byx of the first term of D(π, π 0 ). Assume that the disjunction D(π, π 0 ) is violated byx, i.e. 0 < ε(π, π 0 ) < 1. Balas [4] defines the intersection cut associated with a basis B and a split disjunction D(π, π 0 ) as
where for all j ∈ J we define α j (π, 
The Euclidean distance betweenx and the cut defined above is (see [6] ):
Branching on general disjunctions: a quadratic optimization approach
Assume that the optimal solutionx to the LP relaxationP is not feasible to P. We would like to generate a good branching disjunction D(π, π 0 ). In [11] it is shown that the gap closed by branching on a disjunction D(π, π 0 ) is at least as large as the improvement in the objective function obtained by the corresponding intersection cut. Thus, it makes sense to attempt to increase the value of the distance δ (B, π, π 0 ) as much as possible. It is easy to see from (6) that this means increasing the value of α j (π, π 0 ) for all j ∈ J, which in turn corresponds to decreasing the coefficient of the intersection cut (4). [11] considered intersection cuts (4) obtained directly from the optimal tableau (2) as GMICs for i ∈ B ∩ N I such thatx i ∈ Z.
In this paper we consider split disjunctions arising from GMICs generated from linear combinations of the rows of the simplex tableau (2):
Note that in order to generate a GMIC we needx ∈ Z and therefore λ = 0. For i ∈ B, it will be convenient to defineã i = λ i . The GMIC associated with (7) is the inequality
where
By convention, α j is equal to +∞ when one of the denominators is zero in (10) . Note that the GMIC (9) may not cut offx when λ i is not integer for i ∈ B ∩ N I or λ i = 0 for i ∈ B \ N I . On the other hand, when λ is integral for i ∈ B ∩ N I and λ i = 0 for i ∈ B \ N I the GMIC (9) is of the form (4) since all the basic variables have a zero coefficient 1/α j . In this case, the distance cut off is given by (6) . For this reason, we restrict ourselves to nonzero integral multipliers λ . In this case, the split disjunction D(π, π 0 ) that defines the GMIC associated to (7) can be computed as (see [4, 9] ):
otherwise,
It is easy to check that if we plug (11) into α j (π, π 0 ) as defined in (5) we get exactly α j as defined in (10) for j ∈ J. Since 1/α j = 0 for j ∈ B, this shows that the GMIC (9) is an intersection cut. In this paper we study a method for decreasing 1/α j for j ∈ J. By (6), this yields a disjunction with a larger value of δ (B, π, π 0 ), which is thus likely to close a larger gap. To achieve this goal, we choose an integral vector λ that defines (7), which we have seen to have an influence on both the numerators and the denominators of (10) through (8) . It seems difficult to optimize α j for j ∈ J ∩ N I because both terms of the fraction are nonlinear. Furthermore, for j ∈ N I , 1/α j is always between 0 and 1 independent of the choice of λ . For j ∈ J \ N I the coefficient 1/α j is not bounded, therefore we concentrate on these coefficients. From (10) we see that the denominator of α j for j ∈ J \ N I is a linear function of λ through (8) , whereas the numerator is a nonlinear function of λ and is always between 0 and 1. For this reason we attempt to minimizeã j for j ∈ J \ N I over integral vectors λ . More specifically, we would like to minimize d , wherẽ
Let B I = B ∩ N I , J C = J \ N I ; apply a permutation to the simplex tableau in order to obtain B I = {1, . . . , |B I |}, J C = {1, . . . , |J C |}, and define the matrix D ∈ R |B I |×|J C | , d i j =ā i j . Minimizing d can be written as
This is a shortest vector problem in the additive group generated by the rows of D. If these rows are linearly independent, the group defines a lattice, and we have the classical shortest vector problem in a lattice, which is NP-hard under randomized reductions [2] . Andersen, Cornuéjols and Li [3] proposed a heuristic for (13) based on a reduction algorithm which cycles through the rows of D and, for each such row d k , considers whether summing an integer multiple of some other row yields a reduction of d k . If this is the case, the matrix D is updated by replacing d k with the shorter vector. Note, however, that this method only considers two rows at a time.
Our idea is to use, for each row d k of D, a subset R k ⊂ B I of the rows of the simplex tableau with d k ∈ R k , in order to reduce d k as much as possible with a linear combination with integer coefficients of d k and d i for all i ∈ R k \ {k}. This is done by defining, for each row d k that we want to reduce, the convex minimization problem:
and then rounding the coefficients λ k i to the nearest integer λ k i . There are several reasons for imposing λ k k = 1. One reason is that not only do we want to solve the shortest vector problem, but it is also important to find a vector λ k with small norm. We will come back to this issue in Section 3.1. Another reason is that we must avoid the zero vector as a solution. Yet another is to get different optimization problems for k = 1, . . . , |B I |, thus increasing the chance of obtaining different branching directions. Vanishing the partial derivatives of ∑ i∈R k λ k i d i with respect to λ k i for all i, we obtain an |R k | × |R k | linear system that yields the optimal (continuous) solution. We formalize our problem: for k = 1, . . . , |B I | we solve the linear system
where A k ∈ R |R k |×|R k | and b k ∈ R |R k | are defined as follows:
The form of the linear system guarantees λ k k = 1 in the solution. Once these linear systems are solved and we have the optimal coefficients λ k ∈ R |R k | for all k ∈ {1, . . . , |B I |}, we round them to the nearest integer. Then, we consider the norm of
we have an improvement with respect to the original row of the simplex tableau; in this case, we use
instead of rowā k in order to compute a GMIC, and consider the possibly improved disjunction for branching. 
The importance of the norm of λ
Although solving the shortest vector problem (13) is important for finding a deep cut, it is not the only consideration when trying to find a good branching direction. In the space B ∩ N I , the distance between the two hyperplanes that define a split disjunction D(π, π 0 ) is related to the norm of λ , and is in fact equal to 1/ λ as can be seen from (11) . Therefore, in this space disjunctions that cut off a larger volume will have a small λ . We illustrate this with an example.
Example 2 Consider the following tableau, where x 1 , x 2 are binary variables and y 1 , y 2 are continuous:
The solution to the shortest vector problem (13) is given by the integer multipliers λ 1 = 99, λ 2 = 98 which yield the shortest vector in the lattice (0, 0.02) and the disjunction 99x 1 + 98x 2 ≤ 65 ∨ 99x 1 + 98x 2 ≥ 66. Our heuristic method computes the continuous multipliers λ 1 = 1, λ 2 = 98/99 which are rounded to λ 1 = 1, λ 2 = 1, that correspond to the disjunction
It easy to verify that the distance between these two hyperplanes is roughly ten times larger than in the first case. Therefore, in the unit square, the disjunction obtained through our heuristic method dominates the one computed through the exact solution of the shortest vector problem. Figure 1 gives a picture of this.
Choosing the set R k
The choice of each set R k ⊂ B I for all k has an effect on the performance of the norm reduction algorithm. Although using R k = B I is possible, in that case two problems arise: first, the size of the linear systems may become unmanageable in practice, and second, if we add up too many rows then the coefficients on the variables with indices in J ∩ N I may deteriorate. In particular, we may get more nonzero coefficients. Thus, we do the following. We fix a maximum cardinality
Otherwise, for each row k that we want to reduce, we sort the remaining rows by ascending number of nonzero coefficients on the variables with indices in {i ∈ J ∩ N I |ā ki = 0}, and select the first M |R k | indices as those in R k . The reason for this choice is that, although the value of the coefficients on the variables with indices in J ∩ N I is bounded, we would like those that are zero in row a k to be left unmodified when we compute ∑ j∈R k λ k j ā j . As zero coefficients on those variables yield a stronger cut, we argue that this will yield a stronger split disjunction as well. During the sorting operation, to keep computational times to a minimum we use the row number as a tie breaker.
The depth of the cut is not always a good measure
As stated earlier, the improvement in the objective function given by a GMIC is a lower bound on the improvement obtained by branching on the corresponding disjunction. We give an example showing that this lower bound may not be tight and in fact the difference between these two values can be arbitrarily large.
Example 3 Consider the integer program:
where m > 1 is a given parameter close to 1. The solution to the LP relaxation is (1.5, 1), with an objective value of −2.5. The intersection cut obtained from the disjunction
which gives an objective value of −2. Now suppose we branch on
We obtain two children P 1 and P 2 , which are both feasible. One can verify that optimal solution of P 1 is ( 
which can be made arbitrarily large when m tends to 1 from above. At the same time, the intersection cut associated with the same disjunction closes a gap of 0.5 regardless of m. We give a picture of the situation for m = 1.1 in Figure 2 .
cost function Example 3 suggests that we should not choose the branching direction by relying on the distance cut off by the intersection cut only, even though the quality of the underlying intersection cut gives an indication of the strength of a disjunction and can guide us towards generating better disjunctions. Therefore, in our computational experiments (see Section 4) we employed strong branching to select a disjunction among those computed with the procedure described so far.
Computational experiments
To assess the usefulness of our approach, we implemented within the Cplex 11.0 Branchand-Bound framework the following branching methods:
-branching on single variables (Simple Disjunctions, SD), -branching on split disjunctions after the reduction step that we proposed in Section 3 (Improved General Disjunctions, IGD), -branching on the split disjunctions that define the GMICs at the current basis (General Disjunctions, GD), in order to compare with the work of Karamanov and Cornuéjols [11] , -branching on split disjunctions after the application of the Reduce-and-Split reduction algorithm (Reduce-and-Split, RS), in order to compare with the work of Andersen, Cornuéjols and Li [3] , -a combination of the SD and IGD method (Combined General Disjunction, CGD), which is described in Section 4.2. In each set of experiments we applied only the methods that were meaningful for that particular experiment. We applied strong branching in order to choose the best branching decision. When not otherwise stated, the best branching decision is considered to be the one that generates the smallest number of feasible children, or, in the case of a tie, the one that closes more gap, computed as min{c ⊤x1 , c ⊤x2 } wherex 1 ,x 2 are the optimal solutions of the LP relaxations of the children nodes. Note that these solutions are computed by the CPXdualopt() function of the Cplex's callable library, because the only available strong branching function, CPXstrongbranch(), does not support branching on general disjunctions. If a branching decision generates only one feasible child at the current node, one side of the disjunction (i.e. the feasible one) can be considered as a cutting plane; when several disjunctions of this kind are discovered, we add all these cutting planes. This leads to only one feasible child, but with possibly a larger closed gap with respect to the case where we add only one disjunction as branching constraint. Unless otherwise stated, our testbed is the union of miplib2.0, miplib3 and miplib2003, after the removal of all instances that can be solved to optimality in less than 10 nodes by the SD algorithm 1 , and the instances where the root node, including strong branching, cannot be processed in less than 30 minutes by all the algorithms 2 . In total, the set consists in 96 heterogeneous instances. The node selection strategy was set to best bound, and the value of the optimal solution was given as a cutoff value for all those instances where the optimum is known 3 . These choices were meant to reduce as much as possible the size of the enumeration tree, and to minimize the effect of heuristics and of other uncontrollable factors (such as the time to find the first integer solution) in order to get a more stable indication of the algorithm performance on branching.
The rest of this section is divided as follows. In Section 4.1 we consider the different branching algorithms separately, and compare them in several respects. In Section 4.2 we capitalize on the insight gained with the different experiments of the previous section, and we combine the methods into a single branching algorithm, which we test in a Branch-andCut framework. All averages reported in the following are geometric averages; to compute the geometric average of a set of values not necessarily greater than zero, we summed 1 to all values before computing the mean, and subtracted 1 from the result.
Comparison of the different methods
The first set of experiments involves branching at the root node in order to evaluate the amount of integrality gap closed; we compute the relative closed integrality gap as closed gap initial gap for those instances where the optimal solution is known, while for other instances we simply compare the absolute closed gap. In this set of experiments we evaluated all possible branching decisions via strong branching: that is, for SD we branched on all fractional integer variables, for GD we branched on the split disjunctions computed from the rows of the simplex tableau where the associated basic variable is a fractional integer variable, and for IGD we branched on all the split disjunctions obtained after the reduction step described in Section 3 applied to all rows of the simplex tableau where the associated basic variable is a fractional integer variable. For IGD, the maximum number of rows considered in each reduction step was set to 50 (i.e. M |R k | = 50 for all k). The experiments were made in a bare Branch-and-Bound setting; that is, presolving, cutting planes and heuristics were disabled. In these experiments, we chose the branching decision that closed the largest gap, regardless of the number of feasible children. In Table 1 we give a summary of the results for this experiment. We report the average relative integrality gap closed by each method, the number of instances where each method closes at least the same absolute gap as the other two methods, and the number of instances where the disjunction that closes the largest gap generates only one feasible child. For the first criterion we only considered instances where the optimal solution is known, so that we could compute the relative amount of integrality gap closed; for the remaining criteria, we also considered the instances with unknown optimum. We immediately observe that branching on general disjunctions instead of single variables yields a significantly larger amount of closed integrality gap. In our experiments, the GD method closes more gap on average than the other two methods, and both GD and IGD clearly outperform SD under this criterion. Not only GD and IGD close more gap, but they also more frequently generate only one feasible child node; the number of children was not taken into account when choosing the branching decision in this set of experiments, but it is interesting to note that with GD and IGD we often have disjunctions that close a large amount of gap and also do not increase the size of the enumeration tree. Although the GD method closes slightly more gap on average than IGD on the instances with known optimum, if we compare the number of instances where each method closes at least the same amount of gap as the other two methods then IGD ranks first with 70 instances over 96 in total.
For many reasons, applying strong branching on all possible branching decisions is impractical, as it requires a very large computational effort which is not counterbalanced by the reduction of the size of the enumeration tree. In the remaining experiments we evaluated the performance of the branching algorithms in a framework where strong branching is applied only to the most promising branching decisions. The number of branching decisions evaluated with strong branching was set to 10. In the case of SD, we picked the 10 integer variables with the largest fractionary part (i.e. closer to 0.5). For GD and IGD, we picked the 10 split disjunctions associated with the 10 GMICs that have the largest cut off distance (equation (6) , see [11] ), where for IGD the distance was computed after the reduction step.
In the next two experiments, we solved up to 1000 nodes in the enumeration tree. We reverted back to the original branching decision selection method that favours those disjunctions which generate a smaller number of feasible children. Having a smaller number of children is a considerable advantage as we are able to progress further in depth of the enumeration tree, thus possibly leading to a larger closed gap. The evaluation criterion was the percentage of the integrality gap closed after 1000 nodes, or, if the instance was solved in less than 1000 nodes, the number of nodes required to solve to optimality. For this set of experiments, 7 instances 4 were excluded from the testbed, as solving 1000 nodes required more than 12 hours. To choose the number of rows M |R k | that defines the size of the linear system at each iteration of the reduction step for the IGD method, we compared three different values: 10, 20 and 50; we included in the comparison the Reduce-and-Split (RS) coefficient improvement method introduced by Andersen, Cornuéjols and Li [3] , in order to test whether their algorithm to generate good cutting planes was also suitable for branching. For fairness, we used for RS the same procedure as for the IGD methods: we picked the 10 split disjunctions associated with the 10 GMICs that have the largest cut off distance after the reduction step, and applied strong branching. We followed the implementation of the RS reduction algorithm given in the CGL library [8] . A summary of the results is given in Table 2 . It can be seen that IGD using 20 or 50 rows for the reduction step yields very similar results in terms of average closed gap on instances not solved by any method, and both choices close more gap than IGD with M |R k | = 10 or RS on the unsolved instances. The average number of nodes is smaller for M |R k | = 50. In particular IGD outperforms RS for branching. We give the following possible reason. One of the advantages of RS for cut generation is that the reduction algorithm generates several split disjunctions, trying to increase the distance cut off by each one of the associated cutting planes. As several cuts are generated at each round, this approach is effective [3] . However, at each node of a Branchand-Bound tree only one disjunction is chosen for branching, so a method which tries to compute only one strong disjunction is more fruitful than one that generates a set of several possibly weaker ones. This may explain why the reduction algorithm described in Section 3 seems to be more effective than RS for branching. We decided to use IGD with M |R k | = 50 in all following experiments. We did not test larger values of the parameter, since solving the linear system would take too much time in practice.
A summary of the comparison between SD, GD and IGD with M |R k | = 50 can be found in Table 3 . The increase in the gap per node that can be closed by branching on general disjunctions with respect to branching on single variables is large. This is confirmed by the results in [11] . Besides, the IGD method seems to be on average superior in all respects to the other two methods, as it closes more gap for the unsolved instances under 1000 nodes, and requires less nodes for the solved instances. This is also evident if we compare the number of instances where each method closes at least the same absolute gap as the other two methods: 66 Table 2 Results after 1000 solved nodes IGD ranks first with 63 instances over the 89 instances in the testset. However, there are two instances where branching on simple disjunctions is more profitable than branching on general disjunctions: the air04 and air05 instances are solved by the SD method in 225 and 139 nodes respectively, while GD and IGD do not manage to solve them in 1000 nodes. All other instances which are solved by SD are also solved by GD and IGD.
Combination of several methods
Results in Table 3 suggest that IGD is indeed capable of closing more gap per node on a large number of instances; however, a more detailed analysis of the results shows that there are a few instances where branching on general disjunctions is not profitable, and thus both GD and IGD perform poorly. This may also happen, for example, in zero gap instances, where the enumeration of nodes with SD is usually more effective. Thus, we decided to combine both the SD and the IGD method into a single branching algorithm which tries to decide, for each instance, if it is more effective to branch on simple disjunctions or on general disjunctions. First we describe the ideas and the practical considerations behind the algorithm, and then we will describe how we implemented it. The most evident drawback of branching on general disjunctions is that it is slower than using simple disjunctions. It is slower in several respects: the first reason is that the computations at each node take longer. This is because we have to compute the distance cut off by the GMIC associated with each row of the simplex tableau, and the reduction step that we propose involves the solution of an M |R k | × M |R k | linear system for each row which is improved, where we chose M |R k | = 50. All these computations are carried out several times, thus the overhead per node with respect to branching on simple disjunctions is significant. The second reason is that, by branching on general disjunction, we add one (or more) rows to the formulation of children nodes, which may result in a slowdown of the LP solution process. On the other hand, branching on simple disjunctions involves only a change in the bounds of some variables, thus the size of the LP does not increase. This suggests that branching on general disjunctions should be used only if it is truly profitable, which in turn requires a measure of profit. We decided to use the amount of closed gap as a measure of profit. Besides, since the computational overhead per node is significant when considering general disjunctions for branching, we would like to consider them only if it brings an improvement in the solution time. Thus, if on a given instance general disjunctions are never used because simple disjunctions are more profitable, we would like to disable their computation as soon as possible in the enumeration tree. As the polyhedron underlying a problem may significantly change in different parts of the branching tree, it may be a good idea to test branching on general disjunctions periodically even if it has been disabled, in order to verify whether it has become profitable. We implemented a branching algorithm based on the above considerations in the following way: at each node, branching on general disjunctions can be active or not. If it is active, we test 10 possible branching decisions with strong branching: 7 general disjunctions, and 3 simple disjunctions. General disjunctions are picked only if they generate a smaller amount of children nodes, or (in case of a tie) if the amount of closed gap is at least 50% larger. As a consequence, at all nodes where we do not manage to close any gap we always prefer simple disjunctions if they generate the same number of children as general disjunctions. At the beginning of the enumeration tree, branching on general disjunctions is active for the first 3 nodes; moreover, we put an increased effort at the root node, where we consider up to 20 simple disjunctions and 20 general disjunctions. Whenever a general disjunction is
Algorithm 1 CGD branching algorithm
ActiveGDCounter ← 1 NodeCounter ← 0 end if end while chosen for branching, then branching on general disjunctions is activated for the following 10 nodes. Otherwise, when it is disactivated (because of simple disjunctions being preferred to general disjunctions for a given number of consecutive nodes, i.e. 3 at the beginning of the enumeration tree, 10 otherwise), it is reactivated again after 100 nodes, but only for one node, in order to test whether in that part of the enumeration tree general disjunctions are worthwhile. If a general disjunction is chosen, then branching on general disjunctions is reactivated for the following 10 nodes. After 10 consecutive unfruitful activations, i.e. general disjunctions are not chosen after being activated for 10 consecutive times, branching on general disjunctions is permanently disabled. When performing the reduction step described in Section 3, in order to save time we do not consider all rows for reduction, but only the most promising ones. We do this by looking at the GMIC associated with each row where the basic integer variable is fractional, and sorting them by the corresponding distance cut off (6) . The 10 rows (20 at root node) with the largest distance are modified with the reduction step of Section 3. Since only 7 have to be selected for strong branching, we recompute the distances and pick the 7 largest ones. We give a description of this algorithm in Algorithm 1.
To assess the practical usefulness of this approach, we compared this branching algorithm, which we will call Combined General Disjunctions (CGD), with SD. In order to evaluate the same number of branching decisions via strong branching with both methods at each node, we modified SD in order to consider, at root node, the branching decisions corresponding to the 40 integer variables with largest fractional part, and then reverting back to the usual 10 for the following nodes. We let Cplex 11.0 apply cutting planes with the default parameters, and branched for two hours. Again, preprocessing and heuristics were disabled. In Table 4 we compare the number of solved instances within the two hours limit, the average closed gap on instances not solved by either method, the average number of nodes and average CPU time on instances solved by both methods. Table 4 Results in a Branch-and-Cut framework with a two hours time limit that the CGD is able to combine the potential of the IGD method to close more gap with the rapidity of branching on simple disjunctions when general disjunctions are not worth the additional required time. Not only CGD solves all instances solved by SD, but it solves 3 more: 10teams in 273.46 seconds of CPU time, gesa2 o in 2616.2 seconds, and rout in 2540.74 seconds. On the instances which have not been solved by either of the two methods, the average integrality gap closed by CGD is 31% larger in relative terms than the one closed by SD. This result is even more important if we consider that CGD is slower: in the 2 hours limit CGD solved only half as many nodes as SD on average, thus the gap closed per node is significantly larger for CGD. These average values only take into account the instances with known optimum value. We report a full table of results on the instance that have not been solved in less than two hours by the SD method in Table 5 . If we consider the 5 instances for which the optimal solution value is not known, then on the liu instance both methods close the same absolute gap, on dano3mip CGD closes more gap, and on the remaining 3 instances (sp97ar, t1717, timtab2) SD closes more gap. However, on all 5 instances CGD solves a smaller Table 5 Results in a Branch-and-Cut framework on the instances unsolved in two hours by the SD method. Instances with a * have been solved by the CGD method. amount of nodes since it is slower, and the relative difference (i.e. absolute gap SD absolute gap CGD − 1) in closed gap on the 3 instances where SD closes more gap is small: on timtab2, the difference is only 0.13%, but CGD requires 4 times fewer nodes; on sp97ar the difference is 4.95% in favour of SD, but CGD requires 13 times fewer nodes. The difference increases on the t1717 instance: SD closes in relative terms 12.99% more gap than CGD, solving twice as many nodes in the two hours limit.
On a few instances, CGD performs strikingly better than SD. Examples are the arki001 and opt1217 instances, which are difficult instances of miplib2003. For arki001, branching with CGD closes 45% of the gap, whereas branching with SD only closes 6.83%. Similarly, for opt1217 CGD closes 33.2%, versus 0% for SD. The arki001 instance was first solved to optimality only recently by Balas and Saxena [7] : they invest a large computational effort in order to generate rank-1 split cuts that close 83.05% of the integrality gap, and then use Cplex's Branch-and-Bound algorithm to close the remaining gap (16.95%) in 643425 nodes. We report that, if we run CGD on arki001 without time limits, 28.27% of the integrality gap is closed by Cplex's cutting planes with default parameters, while the remaining 71.73% is closed by our branching algorithm in 925738 nodes. Note that Balas and Saxena used the preprocessed problem as input, while in this paper we always work with the original instances (i.e. without preprocessing). 10teams, gesa2 o, harp2, rout and tr12-30 are five other instances where CGD greatly outperforms SD. Among examples that were solved by both algorithms (see Table 6 ), bell3a required 15955 nodes using SD versus only 20 using CGD, bell5 required 773432 nodes using SD versus 24 using CGD, and gesa2 required 38539 nodes using SD versus 140 using CGD. There is also an improvement in computing time by several orders of magnitude on these three instances.
On those instances which are solved by both methods, CGD requires on average only half the nodes needed by SD, and the average CPU time is very close for both methods (with a slight advantage for SD). Full results are reported in Table 6 .
Summarizing, in our experiments the combination between SD and IGD, which we have called CGD, seems clearly superior to the traditional branching strategy that is represented by branching on single variables. Moreover, as Cplex's callable library is not optimized for branching on general disjunctions, the implementation of CGD could be made faster. Table 6 Results in a Branch-and-Cut framework on the instances solved by both the SD and the CGD method.
