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Computation of Hilbert Polynomials in Two Variables
ALEXANDER LEVIN
Department of Mathematics, The Catholic University of America, Washington DC,
20064 U.S.A.
Let R be a ring of polynomials in m + n indeterminates x1, . . . , xm, y1, . . . , yn over a
field K and let M be a finitely generated R-module. Furthermore, let (Rrs)r,s∈N be
the natural double filtration of the ring R and let (Mrs)r,s∈N be the corresponding
double filtration of the module M associated with the given system of generators. We
introduce a special type of reduction in a free R-module and develop the appropriate
technique of characteristic sets that allows us to prove the existence and find methods
and algorithms of computation of a numerical polynomial in two variables φ(t1, t2) such
that φ(r, s) = dimKMrs for all sufficienly large r, s ∈ N . The results obtained are
applied in differential algebra where the classical theorems on differential dimension
polynomials and methods of computation of such polynomials are generalized to the
case of differential structures with two basic sets of derivation operators.
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1. Introduction
The role of Hilbert polynomials in commutative algebra and algebraic geometry is well
known. In its classical version (see Zariski and Samuel, 1960, Chapter VII, Theorem 41)
the existence theorem on the Hilbert polynomial states that if A is a commutative ring
satisfying the descending chain condition for ideals, R = A[X1, . . . , Xn] is a naturally
graded polynomial ring (where the indeterminates X1, . . . ,Xn are homogeneous elements
of degree 1) and M =
⊕
qMq is a finitely generated graded R-module, then each compo-
nent Mq, considered as an A-module, has a finite length φM (q) and for sufficiently large
q, the function φM (q) is a polynomial in q whose degree is at most n−1. This polynomial
is called the Hilbert polynomial of the graded R-module M .
In the case of greatest interest, A is a field and M is the homogeneous coordinate ring
of a projective algebraic set X ⊆ Pn−1A . Here the degree d of the Hilbert polynomial
φM (q) is the dimension of X and its initial coefficient, multiplied by d!, is the degree of
X (that is, the number of points in which X meets a general plane of complementary
dimension in Pn−1A ).
Since the 1960s, the study of polynomial functions that describe the dimensions of
components of graded and filtered algebraic objects has been extended beyond the frame
of classical algebraic geometry. In 1964 E. Kolchin proved his famous theorem on the
differential dimension polynomial that lies at the foundation of the dimension theory
in differential algebra (see Kolchin, 1964). Recall that a differential field is a field L
considered together with a finite set ∆ = {δ1, . . . , δm} of mutually commuting derivations
δi : L −→ L (i = 1, . . . ,m). The set ∆ is called the basic set of the differential field L
that is also called a ∆-field. A subfield K of the field L is called a differential (or ∆-)
subfield of L if δ(K) ⊆ K for any δ ∈ ∆. If K is a ∆-subfield of the ∆-field L and Σ ⊆ L,
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then the intersection of all ∆-subfields of L containing K and Σ is the unique ∆-subfield
of L containing K and Σ and contained in every ∆-subfield of L containing K and Σ. It
is denoted by K〈Σ〉. If L = K〈Σ〉 and the set Σ is finite, Σ = {η1, . . . , ηp}, then L is said
to be a finitely generated ∆-extension of K with the set of ∆-generators {η1, . . . , ηp}. In
this case we write L = K〈η1, . . . , ηp〉.
For the case of differential fields of zero characteristic, the Kolchin’s theorem on dif-
ferential dimension polynomial is formulated as follows.
Theorem 1.1. Let K be a differential field of zero characteristic with a basic set of
derivation operators ∆ = {δ1, . . . , δm}. Let Θ∆ be the free commutative semigroup gen-
erated by the set ∆, and for any non-negative integer r, let Θ∆(r) denote the set of all
elements θ = δk11 . . . δ
km
m ∈ Θ∆ such that
∑m
i=1 ki ≤ r. Furthermore, let L be a differential
field extension of K generated by a finite set η = {η1, . . . , ηp}.
Then there exists a polynomial ωη|K(t) in one variable t with rational coefficients (it
is called a differential dimension polynomial of the extension) such that
(i) ωη|K(r) = trdegKK({θηj | θ ∈ Θ∆(r), 1 ≤ j ≤ p}) for all sufficiently large integers
r;
(ii) degωη|K ≤ m and the polynomial ωη|K(t) can be written as ωη|K(t) =
∑m
i=1 ai
(
t+i
i
)
where a0, . . . , am are some integers;
(iii) The degree d and the coefficients am and ad do not depend on the choice of the
system of ∆-generators η of the extension L/K (clearly, ad 6= am iff d < m, that
is am = 0). In other words, d, am, and ad are differential birational invariants of
the extension. Moreover, the coefficient am is equal to the differential transcendence
degree of L over K, that is, to the maximal number of elements ξ1, . . . , ξk ∈ L such
that the set {θξi | θ ∈ Θ∆, 1 ≤ i ≤ k} is algebraically independent over K.
The intensive study of differential dimension polynomials began with the works by
J. Johnson (1969, 1974) who showed that the differential dimension polynomial of a
differential field extension coincides with the Hilbert characteristic polynomial of the
filtered module of Ka¨ller differentials associated with the extension. In this connection,
J. Johnson developed the technique of dimension polynomials for differential modules and
applied it to the study of some classical problems of differential algebra. Various problems
of differential algebra connected with differential dimension polynomials and differential
birational invariants were studied in Kondrateva (1988), Levin and Mikhalev (1991),
Mikhalev and Pankratev (1980), Sit (1975, 1978) and some other works. One of the most
important directions of this study was the search for new invariants of the differential
dimension polynomial. W. Sit (1975) showed that the set of all differential dimension
polynomials is well-ordered with respect to some natural ordering and introduced the
notion of the minimal differential dimension polynomial associated with a differential
field extension. This important invariant was studied by M. Kondrateva (1988), she
proved that every differential dimension polynomial is minimal for a certain differential
field extension.
In a discussion on the problems connected with the differential dimension polynomial
we should mention its analytic interpretation. While developing a gravitation theory,
A. Einstein (1953) introduced a notion of the strength of a system of differential equations
that is a certain function of integer argument associated with the system. A. Mikhalev and
E. Pankrat’ev (1980) showed that this function coincides with the appropriate differential
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dimension polynomial and found the strength of some well-known systems of partial
differential equations using methods of differential algebra.
Since 1980 the Hilbert polynomial technique has been spread to difference and
difference–differential algebra (see Levin 1978, 1980; Levin and Mikhalev 1991). The
results on difference and difference–differential dimension polynomials allowed the de-
velopment of an algebraic approach to the study of the systems of algebraic differential
equations with delay. In particular (see Levin and Mikhalev, 1987), they allowed deter-
mination of the strength of such a system in the sense of Einstein (1953).
The increasing role of dimension polynomials in commutative algebra and algebraic
geometry, as well as in the study of differential and difference algebraic structures, stim-
ulated the development of methods of computation of such polynomials and their in-
variants. There are two basic approaches to the computation of both classical Hilbert
and differential dimension polynomials. The first one is based on the constructing a free
resolution of a graded (or filtered) module over a polynomial ring (or a ring of differen-
tial operators) and applying the additive property of dimension. This approach is due to
Hilbert (1890) who used the free resolution of a graded module over a polynomial ring to
create its Hilbert function. The same method was explored by A. Einstein (1953) when
he computed the strength of a system of partial differential equations using some analog
of the differential dimension polynomial. Nowadays, the most effective known algorithms
of computation of dimension polynomials with the help of free resolutions is based on
the theory of Gro¨bner bases introduced by B. Buchberger (1965). The first of such algo-
rithms was proposed by Mora and Mo¨ller (1983), some improvements of their algorithm
and its adjustment to the modules over rings of differential and difference operators were
obtained in Kondrateva et al. (1985) and Kondraveta and Pankratev (1992).
The other approach to the computation of dimension polynomials is based on the
J. Ritt’s theory of characteristic sets (see Ritt, 1950) which was originally created for rings
of ordinary differential polynomials. E. Kolchin generalized the technique of characteristic
sets to arbitrary differential polynomial rings and proposed a method for the computation
of differential dimension polynomials based on the properties of characteristic sets of
prime differential ideals (see Kolchin, 1973, Chapters I–IV). The appropriate algorithms
were developed in Mikhalev and Pankratev (1980) and Kondrateva et al. (1985), and
these were used to find the differential dimension polynomials and the strength of some
well-known systems of differential and difference–differential equations (see Mikhalev and
Pankratev, 1980; Levin and Mikhalev, 1987).
In this paper we develop a version of the method of characteristic sets that allows us to
prove the existence and find an algorithm to compute the dimension polynomials in two
variables associated with a bifiltered finitely generated modules over a polynomial ring in
two sets of indeterminates. First, we describe properties of numerical polynomials in two
variables, that is, polynomials that take integer values for all sufficiently large integer val-
ues of the arguments. Then we consider a finitely generated free module E =
⊕p
i=1Rei
over a polynomial ring R = K[x1, . . . , xm, y1, . . . , yn] (K is a field of zero characteristic
and the set of indeterminates is the union of two disjoint sets X = {x1, . . . , xm} and
Y = {y1, . . . , ym}) and define the reduction of elements of M that uses two natural
well-orderings of the terms xi11 . . . x
im
m y
j1
1 . . . y
jm
m ek (according to which one of the two
sets of indeterminates X and Y is considered as “senior”). We develop the technique
of characteristic sets for this reduction and use it to prove the existence and to give a
method of computation of the numerical polynomial in two variables that describes the
dimensions of components of the natural bifiltration of a finitely generated R-module
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M associated with some fixed set of generators of M . In the last section of this work,
we extend these results to the case of differential modules (that is, modules over a ring
of differential operators with coefficients in a differential field) and use the technique
developed in Johnson (1969) to prove the generalization of Kolchin’s theorem on a differ-
ential dimension polynomial (Theorem 1.1). With the notation of Theorem 1.1, we show
(see Theorem 5.4) that for any partition of the set of basic derivation operators ∆ into
two disjoint sets, ∆1 and ∆2, there exists a numerical polynomial in two variables that
describes (for all sufficiently large integers r, s) the transcendence degree of the extension
K({θ1θ2ηj | θ1 ∈ Θ∆1(r), θ2 ∈ Θ∆2(s), 1 ≤ j ≤ p})
over K. Moreover, such a polynomial carries, in general, more differential birational
invariants than Kolchin’s dimension polynomial does (see Example 5.3).
2. Basic Notation and Conventions
Throughout the paper Z, N and Q denote the sets of all integers, all non-negative inte-
gers and all rational numbers, respectively. By a ring we always mean an associative ring
with a unit. Every ring homomorphism is unitary (maps unit onto unit), every subring of
a ring contains the unit of the ring. Unless otherwise indicated, by the module over a ring
A we mean a left A-module. Every module over a ring is unitary and every algebra over a
commutative ring is also unitary. Let K be a field and let R = K[x1, . . . , xm, y1, . . . , yn]
be the ring of polynomials over K, whose set of indeterminates is a union of two sets:
∆1 = {x1, . . . , xm} and ∆2 = {y1, . . . , yn}. In what follows, X and Y denote the sets of
monomials of the ring R in the indeterminates x1, . . . , xm and y1, . . . , yn, respectively.
(In other words, X and Y are free commutative semigroups generated by the sets ∆1 and
∆2, respectively.) The set of all monomials of the ring R will be denoted by T . (Clearly,
X and Y are subsemigroups of T and T = XY .) If t = x1i1 . . . xmimy1j1 . . . ynjn is a
monomial from the ring R, then the number ord t =
∑m
k=1 ik +
∑n
l=1 jl is called the
order of the monomial t. The numbers ordxt =
∑m
k=1 ik and ordyt =
∑n
l=1 jl. will be
called the orders of the monomial t relative to the sets of indeterminates, ∆1 and ∆2,
respectively. For every r ∈ N and s ∈ N , we set
T (r) = {t ∈ T | ordt ≤ r},
X(r) = {t ∈ X | ordxt ≤ r},
Y (r) = {t ∈ Y | ordyt ≤ r},
Tx(r) = {t ∈ T | ordxt ≤ r},
Ty(r) = {t ∈ T | ordyt ≤ r},
T (r, s) = {t ∈ T | ordxt ≤ r, ordyt ≤ s}.
A monomial t ∈ T is said to be a multiple of a monomial t1 ∈ T if there exists a monomial
t2 such that t = t1t2. In this case we write t1|t.
Let E be a free R-module with a finite system of generators e1, . . . , ep. Obviously, E
can be considered as a vector K-space with the basis Te =
⋃{tej | t ∈ T, 1 ≤ j ≤ p}.
Elements of the set Te will be called terms. The order of a term tej is defined as the
order of the monomial t: ord(tej) = ordt. Similarly, the orders ordx(tej) and ordy(tej) of
the term tej relative to the sets ∆1 and ∆2 are defined as ordxt and ordyt, respectively.
A term tej is called a multiple of a term t1ek, if tej = t′(t1ek) for some monomial t′ ∈ T .
It will be written as t1ek|tej (of course, if t1ek|tej , then k = l and t1|t).
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We shall consider the set of all terms as an ordered set with respect to one of the orders
<x or <y that are defined as follows: if tej = x1i1 . . . xmimy1j1 . . . ynjnej and t′ek =
x1
k1 . . . xm
kmy1
l1 . . . yn
lnek, then tej <x t′ek iff the vector (ordxt, ordyt, j, i1, . . . , im,
j1, . . . , jn) is less than the vector (ordxt′, ordyt′, k, k1, . . . , km, l1, . . . , ln) with respect to
the lexicographic order on Nm+n+3; similarly, tej <y t′ek iff the vector (ordyt, ordxt, j, j1,
. . . , jn, i1, . . . , im) is less than the vector (ordyt′, ordxt′, k, l1, . . . , ln, k1, . . . , km) with
respect to the lexicographic order on Nm+n+3.
In what follows, the ring R will be considered as a bifiltered ring with respect to the
natural bifiltration, that is defined as a bisequence (Rrs)r,s∈Z such that Rrs = 0, if at
least one of the numbers r, s is negative, and if r ≥ 0, s ≥ 0, then Rrs is a vector
K-space generated by the set T (r, s). Obviously,
⋃ {Rrs | r, s ∈ Z} = R, Rrs ⊆ Rr+1,s,
Rrs ⊆ Rr,s+1 for any r, s ∈ Z and RklRrs = Rr+k,s+l for any r, s, k, l ∈ N .
Definition 2.1. Let M be a module over the bifiltered polynomial ring R. A bisequence
(Mrs)r,s∈Z of vector K-subspaces of the module M is called a bifiltration of M if the
following three conditions hold:
(i) If r ∈ Z is fixed, then Mrs ⊆ Mr,s+1 for all s ∈ Z and Mrs = 0 for all sufficiently
small s ∈ Z. Similarly, if s ∈ Z is fixed, then Mrs ⊆ Mr+1,s for all r ∈ Z and
Mrs = 0 for all sufficiently small r ∈ Z.
(ii)
⋃{Mrs | r, s ∈ Z} = M .
(iii) RklMrs ⊆Mr+k,s+l for any r, s ∈ Z, k, l ∈ N .
Definition 2.2. A bifiltration (Mrs)r,s∈Z of a R-module M is called excellent if every
vector K-space Mrs (r, s ∈ Z) is finitely generated and there exist numbers r0, s0 ∈ Z
such that RklMrs = Mr+k,s+l for all r ≥ r0, s ≥ s0, k ≥ 0, and l ≥ 0.
Example 2.1. Let M be a finitely generated R-module with generators f1, . . . , fp. Then
the vector K-spaces Mrs =
∑p
i=1Rrsfi (r, s ∈ Z) form an excellent bifiltration of the
module M . This bifiltration will be called a natural bifiltration of M associated with the
system of generators f1, . . . , fp.
3. Numerical Polynomials in Two Variables
Definition 3.1. A polynomial f(t1, t2) in two variables t1 and t2 with rational coeffi-
cients is called numerical iff f(t1, t2) ∈ Z for all sufficiently large t1, t2 ∈ Z, that is, there
exists an element (r0, s0) ∈ Z2 such that f(r, s) ∈ Z for all integers r ≥ r0, s ≥ s0.
It is clear that every polynomial in two variables with integer coefficients is numerical.
As an example of a numerical polynomial in two variables with non-integer coefficients
one can consider a polynomial
(
t1
m
)(
t2
n
)
, where m and n are positive integers at least one
of which is greater than 1. (As usual, for any k ∈ Z, k ≥ 1, (tk) denotes the polynomial(
t
k
)
= t(t−1)...(t−k+1)k! in one variable t; furthermore, we set
(
t
0
)
= 1, and
(
t
k
)
= 0 if k is a
negative integer.)
While considering numerical polynomials we will use the term “degree” rather than
“order”. Thus, the degree of a monomial u = ti1t
j
2 (that is considered as a numerical
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polynomial in two variables) is its total degree deg u = i + j, and the degrees of u
with respect to t1 and t2 are defined as degt1 u = i and degt2 u = j, respectively. If
f(t1, t2) = a1u1 + · · · + akuk is a representation of a numerical polynomial f(t1, t2) as
a sum of monomials u1, . . . , uk with non-zero coefficients a1, . . . , ak, then the degree of
f(t1, t2) and the degrees of this polynomial with respect to t1 and t2 are defined as
usual: deg f = max{deg ui | 1 ≤ i ≤ k}, degt1 f = max{degt1 ui | 1 ≤ i ≤ k}, and
degt2 f = max{degt2 ui | 1 ≤ i ≤ k}, respectively.
The following theorem gives a “canonical” representation of a numerical polynomial
in two variables.
Theorem 3.1. Let f(t1, t2) be a numerical polynomial in two variables t1, t2, and let
degt1 f = p, degt2 f = q . Then the polynomial f(t1, t2) can be represented in the form
f(t1, t2) =
p∑
i=0
q∑
j=0
aij
(
t1 + i
i
)(
t2 + j
j
)
(3.1)
with integer coefficients aij (0 ≤ i ≤ p, 0 ≤ j ≤ q) that are uniquely defined by the
polynomial f(t1, t2).
Proof. If we divide tk1 (1 ≤ k ≤ p) by
(
t1+k
k
)
in the ring Q[t1], then divide the re-
mainder obtained by
(
t1+k−1
k−1
)
and continue in the same way, we can represent tk1 as
tk1 =
∑k
i=0 ci
(
t1+i
i
)
where the coefficients c0, . . . , ck ∈ Q are defined uniquely. The same
procedure allows us to write each power tl2 (1 ≤ l ≤ q) in the form tl2 =
∑l
j=0 c
′
j
(
t2+j
j
)
(c′0, . . . , c
′
l ∈ Q) whence each term btk1tl2 (b 6= 0) that appears in f(t1, t2) can be uniquely
written as
∑k
i=0
∑l
j=0 cij
(
t1+i
i
)(
t2+j
j
)
(cij ∈ Q for i = 0, . . . , k, j = 0, . . . , l), where ckl =
k!l!b. Thus, our numerical polynomial f(t1, t2) can be uniquely written in the form (3.1)
with rational coefficients aij , so it remains to show that aij ∈ Z for all i = 0, . . . , p,
j = 0, . . . , q. We shall prove this by induction on (d, e), where d = max{i | aij 6= 0 for
some j = 0, . . . , q}, e = max{j | aij 6= 0 for some i = 0, . . . , p} (so that d = degt1 f ,
e = degt2 f), and (d, e) is considered as an element of the well-ordered set N
2 pro-
vided with the lexicographic order ≺. If (d, e) = (0, 0), our statement is obvious (in
this case f(t1, t2) ∈ Z for all t1, t2). Now, let (d, e) 6= (0, 0) and let ∆1f(t1, t2) and
∆2f(t1, t2) denote the first differences of f(t1, t2) relative to t1 and t2, respectively (so
that ∆1f(t1, t2) = f(t1 + 1, t2) − f(t1, t2) and ∆2f(t1, t2) = f(t1, t2 + 1) − f(t1, t2)).
Furthermore, let ∆k1∆
l
2f(t1, t2) (1 ≤ k ≤ p, 1 ≤ l ≤ q) denote the finite difference
of the polynomial f(t1, t2) whose orders relative to the variables t1 and t2 are equal
to k and l, respectively. (∆k1∆
l
2f is defined by induction according to the formulae
∆k1∆
l
2f = ∆1(∆
k−1
1 ∆
l
2f) for k ≥ 1 and ∆l2f = ∆2(∆l−12 f) for l ≥ 1. Obviously,
∆1∆2f = ∆2∆1f and we can define the same object ∆k1∆
l
2f using the induction based
on the relationships ∆k1∆
l
2f = ∆2(∆
k
1∆
l−1
2 f) for l ≥ 1 and ∆k1f = ∆1(∆k−11 f) for k ≥ 1).
It is clear that all polynomials ∆k1∆
l
2f(t1, t2) are numerical. Applying the well-known
combinatorial identity
(
x
k
)
=
(
x+1
k
)− ( xk−1), we obtain for i = 1, 2 that
∆i
(
ti + r
r
)
=
(
ti + r
r − 1
)
=
(
ti + r − 1
r − 1
)
+
(
ti + r − 1
r − 2
)
= · · · =
r−1∑
ν=0
(
ti + ν
ν
)
,
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whence a finite difference ∆k1∆
l
2f (0 ≤ k ≤ p, 0 ≤ l ≤ q) can be written as
∆k1∆
l
2f(t1, t2) =
p−k∑
i=0
q−l∑
j=0
aij
(
t1 + i
i
)(
t2 + j
j
)
,
where aij ∈ Q (0 ≤ i ≤ p − k, 0 ≤ j ≤ q − l). In particular, ∆d1∆e2f = ade ∈ Z
(since ∆d1∆
e
2f is a numerical polynomial of zero degree). Thus, g(t1, t2) = f(t1, t2) −
ade
(
t1+d
d
)(
t2+e
e
)
is a numerical polynomial such that (degt1 g, degt2 g) ≺ (d, e). By the
inductive hypothesis, g(t1, t2) can be written in the form (3.1) with integer coefficients.
Since f(t1, t2) = g(t1, t2) + ade
(
t1+d
d
)(
t2+e
e
)
, the same is true for f(t1, t2). This completes
the proof. 2
In what follows (until the end of the section), we deal with subsets of the sets Nm+n
and Zm+n where m and n are positive integers. If A ⊆ Nm+n, then A(r, s) (r, s ∈ N)
will denote the subset of A that consists of all (m + n)-tuples (a1, . . . , am+n) such that
a1 + · · ·+am ≤ r and am+1 + · · ·+am+n ≤ s. Furthermore, we shall associate with the set
A a certain function hA : Z2 −→ N such that hA(r, s) = 0, if at least one of the numbers
r, s is negative, and hA(r, s) = CardA(r, s), if (r, s) ∈ N (as usual, CardM denotes the
number of elements of a finite set M). Finally, if A ⊆ Nm+n, then VA will denote the set
{v = (v1, . . . , vm+n) ∈ Nm+n such that v is not greater than or equal to any element of
A with respect to the product order on Nm+n}. (Recall that the product order on the
set Nk (k ∈ N, k ≥ 1) is a partial order ≤P on Nk such that (c1, . . . , ck) ≤P (c′1, . . . , c′k)
iff ci ≤ c′i for all i = 1, . . . , k.) Clearly, an element v = (v1, . . . , vm+n) ∈ Nm+n belongs
to VA iff for any element (a1, . . . , am+n) ∈ A there exists i ∈ N, 1 ≤ i ≤ m+n, such that
ai > vi.
Lemma 3.1. Let A ⊆ Nm+n and let c = (c1, . . . , cm+n) be an element of Zm+n such
that the set A¯ = {a + c = (a1 + c1, . . . , am+n + cm+n) | a = (a1, . . . , am+n) ∈ A} is
contained in Nm+n. Furthermore, let c′ = c1 + · · · + cm and c′′ = cm+1 + · · · + cm+n.
Then hA(r, s) = hA¯(r + c′, s+ c′′) for all (r, s) ∈ Z2.
Proof. Note that if r, s ∈ N , then the mapping φ : A(r, s) −→ A¯(r+c′, s+c′′), such that
φ(r, s) = (r + c′, s + c′′), is a bijection. Therefore, hA(r, s) = CardA(r, s) = CardA¯(r +
c′, s+c′′) = hA¯(r+c′, s+c′′) for any pair (r, s) ∈ N2. If at least one of the numbers r, s is
negative, then hA(r, s) = 0 and hA¯(r+ c′, s+ c′′) = 0. Indeed, if, for example, r < 0, then
either r+ c′ < 0, or r+ c′ ≥ 0 and there is no point (a1 + c1, . . . , am+n + cm+n) ∈ A¯ such
that a1+· · ·+am+c′ ≤ r+c′, am+1+· · ·+am+n+c′′ ≤ s+c′′ (since a1+· · ·+am ≥ 0 > r).
In both cases hA¯(r + c′, s+ c′′) = hA(r, s) = 0. 2
Lemma 3.2. Let B ⊆ Zm+n, let C be the set of all c ∈ Nm+n such that c is not greater
than or equal to any element of B with respect to the product order on Zm+n, and
let B¯ = {(max{0, b1}, . . . , max{0, bm+n}) | (b1, . . . , bm+n) ∈ B}. Then C = VB¯ and,
therefore, hVB¯ (r, s) = hC(r, s) for all sufficiently large r, s ∈ Z.
Proof. It is easy to see that x = (x1, . . . , xm+n) ∈ Nm+n \ C iff x ∈ Nm+n and there
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exists b = (b1, . . . , bm+n) ∈ B such that bi ≤ xi for i = 1, . . . ,m+ n. Obviously, the last
condition is equivalent to the system of inequalities max{0, bi} ≤ xi for i = 1, . . . ,m+n,
that is, to the inclusion x ∈ Nm+n \ VB¯ . Thus, C = VB¯ . 2
Lemma 3.3. Let A ⊆ Nm+n, b = (b1, . . . , bm+n) ∈ Nm+n, and B = A
⋃{b}. Further-
more, let C be the set of all c = (c1, . . . , cm+n) ∈ Nm+n such that there exists an element
a = (a1, . . . , am+n) ∈ A where ci = max{0, ai − bi} for all i = 1, . . . ,m+ n. Then
hVA(r, s) = hVB (r, s) + hVC
(
r −
m∑
i=1
bi, s−
m+n∑
j=m+1
bj
)
(3.2)
for all sufficiently large r, s ∈ N .
Proof. Let D = {x = (x1, . . . , xm+n) ∈ VA | xi ≥ bi for all i = 1, . . . ,m+ n}. It follows
from the definitions of the sets VA, VB , and D that hD(r, s) = hVA(r, s)−hVB (r, s) for all
sufficiently large r, s ∈ N . Now, in order to complete the proof, it remains to note that
hD(r, s) = hVC
(
r −
m∑
i=1
bi, s−
m+n∑
j=m+1
bj
)
for all sufficiently large r, s ∈ N . Indeed, y = (y1, . . . , ym+n) ∈ VC iff y ∈ Nm+n and for
every element a = (a1, . . . , am+n) ∈ A there exists an index j (1 ≤ j ≤ m+ n) such that
yj < max{0, aj−bj}, that is, 0 ≤ yj < aj−bj and aj−bj ≥ 0. The last condition, in turn,
is equivalent to the condition y + b ∈ VA and yi + bi ≥ bi for any i = 1, . . . ,m+ n, that
is, to the inclusion y+ b ∈ D. Thus, y ∈ VC
(
r−∑mi=1 bi, s−∑m+nj=m+1 bj) iff y ∈ D(r, s),
whence hD(r, s) = hVC
(
r −∑mi=1 bi, s−∑m+nj=m+1 bj). This completes the proof. 2
Lemma 3.4. Let a set A ⊆ Nm+n contain an element (0,. . . ,0,1,0,. . . ,0) whose ith
coordinate is 1 and all other coodinates are equal to zero. Let
B = {(b1, . . . , bm+n−1) ∈ Nm+n−1 | (b1, . . . , bi−1, 0, bi+1, . . . , bm+n−1) ∈ A}
and let for any r, s ∈ N ,
hVB (r, s) = Card
{
(b1, . . . , bm+n−1) ∈ VB |
m−1∑
µ=1
bµ ≤ r,
m+n−1∑
ν=m
bν ≤ s
}
if 1 ≤ i ≤ m, and
hVB (r, s) = Card
{
(b1, . . . , bm+n−1) ∈ VB |
m∑
µ=1
bµ ≤ r,
m+n−1∑
ν=m+1
bν ≤ s
}
if m + 1 ≤ i ≤ m + n. Furthermore, let hVB (r, s) = 0 if at least one of the numbers r, s
is negative. Then hVA(r, s) = hVB (r, s) for all r, s ∈ Z.
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Proof. Without loss of generality we can assume that 1 ≤ i ≤ m (the case m+ 1 ≤ i ≤
m+n can be treated in the same way). For any non-negative integers r and s, the mapping
φ : VB(r, s) −→ VA(r, s), such that φ(v1, . . . , vm+n−1) = (v1, . . . , vi−1, 0, vi, . . . , vm+n−1),
is a bijection of the set VB(r, s) onto the set of all elements v = (v1, . . . , vm+n) ∈
VA(r, s) such that vi = 0, that is, onto the whole set VA(r, s). (Since the element
(0, . . . , 0, 1, 0, . . . , 0) (whose ith coordinate is equal to 1) belongs to A, the ith coor-
dinate of any element of VA must be equal to zero). Therefore, hVA(r, s) = hVB (r, s) for
all r, s ∈ Z. 2
The following two combinatorial lemmas will be used in the proof of Theorem 3.2
below.
Lemma 3.5. Let m, r ∈ N,m > 0, and let µ(m, r) and ρ(m, r) denote the number of
solutions x = (x1, . . . , xm) ∈ Nm of the equation x1 + · · · + xm = r and inequality
x1 + · · ·+ xm ≤ r, respectively. Then µ(m, r) =
(
m+r−1
m−1
)
and ρ(m, r) =
(
m+r
m
)
.
Proof. Let us associate with every solution x = (x1, . . . , xm) ∈ Nm of the equation
x1 + · · · + xm = r the ordered set of r zeros and m − 1 ones constructed as follows: we
write x1 zeros, then 1, then x2 zeros, then 1, and so on. After the last digit 1 we write
xm zeros. It is easy to see that we obtain a one-to-one correspondence between the set of
solutions of the equation x1 + . . .+ xm = r and the set of all ordered sets of r zeros and
m− 1 ones. It follows that µ(m, r) is equal to the number of (m− 1)-element subsets of
the set {1, . . . ,m+ r − 1} (each such subset indicates the positions of 1 in the sequence
of r zeros and m− 1 ones). Thus, µ(m, r) = (m+r−1m−1 ).
Now, as in the proof of Theorem 3.1, we can use the well-known combinatorial iden-
tity
(
x
k
)
=
(
x+1
k
) − ( xk−1) to obtain that ∑ri=0 (m+i−1m−1 ) = (m+rm ) whence ρ(m, r) =∑r
i=0 µ(m, i) =
(
m+r
m
)
.2
Lemma 3.6. Let e = (e1, . . . , em+n) be an element of the set Nm+n where m and n are
positive integers. Then
CardV{e}(r, s) =
(
r +m
m
)(
s+ n
n
)
−
(
r +m−∑mi=1 ei
m
)(
s+ n−∑m+nj=m+1 ej
n
)
for all r, s ∈ N such that r ≥∑mi=1 ei and s ≥∑m+nj=m+1 ej.
Proof. For any r, s ∈ N , let Nm+n(r, s) denote the set of all elements (v1, . . . , vm+n) ∈
Nm+n such that
∑m
i=1 vi ≤ r and
∑m+n
j=m+1 vj ≤ s. Then
V{e}(r, s) = Nm+n(r, s) \ C{e}(r, s),
where
C{e}(r, s) = {(v1, . . . , vm+n) ∈ Nm+n | ei ≤ vi for i = 1, . . . ,m+ n}
=
{
(e1 + u1, . . . , e1 + u1) | (u1, . . . , um+n) ∈ Nm+n,
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m∑
i=1
ui ≤ r −
m∑
i=1
ei,
m+n∑
j=m+1
uj ≤ s−
m+n∑
j=m+1
ej
}
.
By Lemma 3.5,
CardNm+n(r, s) =
(
r +m
m
)(
s+ n
n
)
and
CardC{e}(r, s) =
(
r +m−∑mi=1 ei
m
)(
s+ n−∑m+nj=m+1 ej
n
)
whence
CardV{e}(r, s) =
(
r +m
m
)(
s+ n
n
)
−
(
r +m−∑mi=1 ei
m
)(
s+ n−∑m+nj=m+1 ej
n
)
for all r, s ∈ N such that r ≥∑mi=1 ei and s ≥∑m+nj=m+1 ej . 2
Let Nn = {1, . . . , n} (n ∈ Z, n ≥ 1) be the set of the first n positive integers and let
Nm ×Nn be the cartesian product of m copies of N (m ∈ N) and Nn considered as an
ordered set with respect to the product order ≤P : (a1, . . . , am, b) ≤P (a′1, . . . , a′m, b′) iff
ai ≤ a′i for all i = 1, . . . ,m and b ≤ b′. As usual, if (a1, . . . , am, b) ≤P (a′1, . . . , a′m, b′) and
(a1, . . . , am, b) 6= (a′1, . . . , a′m, b′), we write (a1, . . . , am, b) <P (a′1, . . . , a′m, b′).
The proof of the following statement can be found in Kolchin (1973, Chapter 0, Sec-
tion 17).
Lemma 3.7. Every infinite sequence of elements of Nm × Nn (m,n ∈ N , n ≥ 1) has
an infinite subsequence, strictly increasing relative to the product order, in which every
element has the same projection on Nn.
Now we are ready to prove the main result of this section.
Theorem 3.2. Let A ⊆ Nm+n (m ≥ 1, n ≥ 1). Then there exists a numerical polynomial
ωA(t1, t2) in two variables t1 and t2 with the following properties.
(i) ωA(r, s) = CardVA(r, s) for all sufficiently large r, s ∈ N .
(ii) The total degree degωA of the polynomial ωA(t1, t2) does not exceed m + n, degt1
ωA(t1, t2) ≤ m, and degt2 ωA(t1, t2) ≤ n.
(iii) degωA = m+ n iff A = ∅. In this case ωA(t1, t2) =
(
t1+m
m
)(
t2+n
n
)
.
(iv) ωA(t1, t2) = 0 iff (0, . . . , 0) ∈ A.
Proof. It is clear that if A′ is the set of all minimal elements of A with respect to the
product order on Nm+n, then VA = VA′ . Furthermore, since every infinite sequence in
Nm+n has an infinite strictly increasing subsequence (see Lemma 3.7), the set A′ is finite.
Thus, without loss of generality, we can assume that the set A is finite and its elements
are pairwise incomparable with respect to the product order.
Let A = {a1, . . . , ap} where ai = (ai1, . . . , ai,m+n) (1 ≤ i ≤ p). We will prove the first
statement of the theorem by induction on m+ n.
Suppose, first, that m+ n = 2, so that m = n = 1. Since the elements of the set A =
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{a1 = (a11, a12), . . . , (ap1, ap2)} are pairwise incomparable with respect to the product
order on Nm+n, any two elements of A have different first coordinates, so we can assume
that a11 > a21 > · · · > ap1 and, therefore, a12 < a22 < · · · < ap2 (otherwise, there would
be a pair of comparable elements). Now, it is easy to see that
CardVA(r, s) = Card[{(b, c) ∈ N2 | 0 ≤ b ≤ r, 0 ≤ c < a12}⋃
{(b, c) ∈ N2 | 0 ≤ b < ap1, 0 ≤ c ≤ s}
\{(b, c) ∈ N2 | 0 ≤ b < ap1, 0 ≤ c < a12}],
whence
CardVA(r, s) = a12(r + 1) + ap1(s+ 1)− a12ap1
= a12r + ap1s− a12ap1 + a12 + ap1
for all sufficiently large r, s ∈ N , so that the polynomial
ωA(t1, t2) = a12t1 + ap1t2 − a12ap1 + a12 + ap1
satisfies conditions (i) and (ii) of the theorem.
Now, suppose that m+ n > 2 and
A = {a1 = (a11, . . . , a1,m+n), . . . , ap = (ap1, . . . , ap,m+n)},
where elements a1, . . . ap are pairwise incomparable with respect to the product order.
We will prove the statement of the theorem in this case by induction on the number
|A| = ∑pi=1∑m+nj=1 aij . If |A| = 0, then either A = {(0, . . . , 0)} or A = ∅. In the first case
VA = ∅ and the numerical polynomial ωA(t1, t2) = 0 satisfies conditions (i) and (ii). In
the second case VA = Nm+n, so that
hVA(r, s) = Card
{
(v1, . . . , vm+n) ∈ Nm+n
∣∣∣∣ m∑
i=1
vi ≤ r,
m+n∑
j=m+1
vj ≤ s
}
=
(
m+ r
m
)(
n+ s
n
)
,
(see Lemma 3.5), whence ωA(t1, t2) =
(
t1+m
m
)(
t2+n
n
)
is the desired polynomial. Now,
suppose that |A| > 0, so that A contains an element b = (b1, . . . , bm+n) that has at
least one positive coordinate. Without loss of generality we can assume that bi > 0
where 1 ≤ i ≤ m. Let c be the element of Nm+n whose ith coordinate is equal to 1
and all other coordinates are equal to zero. Applying formula (3.2) to the sets A and
B = A
⋃{c}, we obtain that there exists a subset C of Nm+n (this subset was was
described in Lemma 3.3) such that |C| < |A| and
hVA(r, s) = hVB (r, s) + hVC (r − 1, s)
for all sufficiently large r, s ∈ N . By Lemma 3.4, there exists a subset B′ of Nm+n−1
such that hVB (r, s) = hVB′ (r, s). Therefore, we can apply the inductive hypothesis and
obtain that there exist numerical polynomials ω1(t1, t2) and ω2(t1, t2) such that ω1(r, s) =
hVB′ (r, s) = hVB (r, s) and ω2(r, s) = hVC (r, s) for all sufficienly large r, s ∈ N , degωi ≤
m + n, degt1 ωi ≤ m, and degt2 ωi ≤ n (i = 1, 2). Thus, the numerical polynomial
ωA(t1, t2) = ω1(t1, t2) + ω2(t1, t2) satisfies conditions (i) and (ii) of the theorem.
As we have already seen, ω∅(t1, t2) =
(
t1+m
m
)(
t2+n
n
)
. Therefore, in order to prove the
third statement of the theorem, we need to show that degωA < m, if A 6= ∅. Let
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ej (1 ≤ j ≤ m + n) be the smallest value of the jth coordinate of elements of A,
let e = (e1, . . . , em+n), and let E = A
⋃{e}. Applying formula (3.2), we obtain that
ωA(r, s) ≤ ωE(r, s) ≤ ω{e}(r, s) for all sufficiently large r, s ∈ N . Since
ω{e}(r, s) = CardV{e}(r, s)
=
(
r +m
m
)(
s+ n
n
)
−
(
r +m−∑mi=1 ei
m
)(
s+ n−∑m+nj=m+1 ej
n
)
for all sufficiently large r, s ∈ N (see Lemma 3.6),
degωA ≤ deg
[(
t1 +m
m
)(
t2 + n
n
)
−
(
t1 +m−
∑m
i=1 ei
m
)(
t2 + n−
∑m+n
j=m+1 ej
n
)]
< m+ n.
The last statement of the theorem is obvious. 2
Definition 3.2. The polynomial ωA(t1, t2), whose existence is established by Theo-
rem 3.2, is called a (m,n)-Hilbert polynomial or (m,n)-dimension polynomial of the
subset A ⊆ Nm+n.
The following theorem, that is a variant of Kondrateva et al. (1992, Theorem 4) for
numerical polynomials in two variables, allows us to give an algorithm for computation
of (m,n)-dimension polynomials of finite subsets of Nm+n (see Algorithm 3.1 below).
Theorem 3.3. Let A = {a1, . . . , ap} be a finite subset of the set Nm+n and let ai =
(ai1, . . . , ai,m+n) (1 ≤ i ≤ p). Furthermore, for any l ∈ N , 0 ≤ l ≤ p, let Γ(l, p) denote
the set of all l-element subsets of the set Np = {1, . . . , p}, and for any σ ∈ Γ(l, p) let
a¯σj = max{aij | i ∈ σ} (1 ≤ j ≤ m+ n), bσ =
∑m
j=1 a¯σj, and cσ =
∑m+n
j=m+1 a¯σj. Then
ωA(t1, t2) =
p∑
l=0
(−1)l
∑
σ∈Γ(l,p)
(
t1 +m− bσ
m
)(
t2 + n− cσ
n
)
. (3.3)
Proof. We proceed by induction on p. If p = 0, then A = ∅ and
ωA(t1, t2) =
(
t1 +m
m
)(
t2 + n
n
)
,
so formula (3.3) is valid. Now, suppose that p > 0. Applying formula (3.2) to the sets
D = {a1, . . . , ap−1} = A \ {ap}, A = D
⋃
{ap}, C = {c1, . . . , cp−1},
where ci = (max{ai1 − ap1, 0}, . . . ,max{ai,m+n − ap,m+n, 0}) for i = 1, . . . , p − 1, we
obtain
hVD (r, s) = hVA(r, s) + hVC
(
r −
m∑
i=1
api, s−
m+n∑
j=m+1
apj
)
(3.4)
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for all sufficiently large r, s ∈ N . By the inductive hypothesis we have
ωD(t1, t2) =
p−1∑
l=0
(−1)l
∑
σ∈Γ(l,p−1)
(
t1 +m− bσ
m
)(
t2 + n− cσ
n
)
and
ωC
(
t1 −
m∑
j=1
apj , t2 −
m+n∑
j=m+1
apj
)
=
p−1∑
l=0
(−1)l
∑
σ∈Γ(l,p−1)
(
t1 +m− b′σ
m
)(
t2 + n− c′σ
n
)
where
b′σ =
m∑
j=1
(max
i∈σ
{max{aij − apj , 0}}+ apj)
=
m∑
j=1
max
i∈σ
{aij , apj}
= bσ∪{p}.
Similarly c′σ = cσ∪{p} for any σ ∈ Γ(l, p− 1). Applying formula (3.4), we obtain
ωA(t1, t2) = ωD(t1, t2)− ωC
(
t1 −
m∑
j=1
apj , t2 −
m+n∑
j=m+1
apj
)
=
p−1∑
l=0
(−1)l
∑
σ∈Γ(l,p−1)
(
t1 +m− bσ
m
)(
t2 + n− cσ
n
)
−
p−1∑
l=0
(−1)l
∑
σ∈Γ(l,p−1)
(
t1 +m− bσ∪{p}
m
)(
t2 + n− cσ∪{p}
n
)
=
p−1∑
l=0
(−1)l
∑
σ∈Γ(l,p−1)
(
t1 +m− bσ
m
)(
t2 + n− cσ
n
)
−
p∑
l=1
(−1)l−1
∑
σ∈Γ(l−1,p−1)
(
t1 +m− bσ∪{p}
m
)(
t2 + n− cσ∪{p}
n
)
=
p−1∑
l=0
(−1)l
∑
σ∈Γ(l,p−1)
(
t1 +m− bσ
m
)(
t2 + n− cσ
n
)
+
p∑
l=1
(−1)l
∑
σ∈Γ(l−1,p−1)
(
t1 +m− bσ∪{p}
m
)(
t2 + n− cσ∪{p}
n
)
.
Since
Γ(l, p− 1)
⋃
{σ ∪ {p} | σ ∈ Γ(l − 1, p− 1)} = Γ(l, p)
for l = 1, . . . , p− 1 and Γ(0, p− 1) = Γ(0, p) = ∅, we obtain that
p−1∑
l=0
(−1)l
∑
σ∈Γ(l,p−1)
(
t1 +m− bσ
m
)(
t2 + n− cσ
n
)
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+
p∑
l=1
(−1)l
∑
σ∈Γ(l−1,p−1)
(
t1 +m− bσ∪{p}
m
)(
t2 + n− cσ∪{p}
n
)
=
p∑
l=0
(−1)l
∑
σ∈Γ(l,p)
(
t1 +m− bσ
m
)(
t2 + n− cσ
n
)
.
This completes the proof. 2
The following algorithm of computation of (m,n)-dimensional polynomials is based on
formula (3.3). For convenience, we treat the subset A ⊆ N from the condition of the last
theorem as a matrix with the rows ai = (ai1, . . . , ai,m+n) (1 ≤ i ≤ p).
Algorithm 3.1. (A,m, n, p;ωA(t1, t2))
Input: m ∈ N , n ∈ N , p ∈ N ; a p× (m+ n)-matrix A.
Output: (m,n)-dimension polynomial ωA(t1, t2)
Variables: ID is a vector of the type true/false with indices 1, . . . , p
V is a vector of the type N with indices 1, . . . ,m+ n
S is a variable of the type ±1
B is a variable of the type N
C is a variable of the type N
Begin
ωA(t1, t2) := 0
do for every vector ID
V := (0, . . . , 0)
S := 1
do for i = 1, . . . , p
if ID(i) then
Vj := max{Vj , aij}, j = 1, . . . ,m+ n
S := −S
B :=
∑m
j=1 Vj
C :=
∑m+n
j=m+1 Vj
ωA(t1, t2) := ωA(t1, t2) + S
(
t1+m−B
m
)(
t2+n−C
n
)
End
4. Reduction
With the above notation, let E be a finitely generated free module over the polynomial
ring R = K[x1, . . . , xm, y1, . . . , yn], let e1, . . . , ep be a basis of the module E over R, and
let Te denote the set of all terms of the module E (that is, Te = {tek | t ∈ T, 1 ≤ k ≤ p},
where T is the set of all monomials t = x1i1 . . . xmimy1j1 . . . ynjn (i1, . . . , im, j1 . . . , jn ∈
N)). Since the set Te is a basis of the K-vector space E, every element f ∈ E has a
unique representation in the form
f = a1t1ei1 + · · ·+ aqtqeiq (4.5)
where ti ∈ T , ai ∈ K, ai 6= 0 (1 ≤ i ≤ q), and 1 ≤ i1, . . . , iq ≤ p.
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Definition 4.1. Let f be an element of the module E written in the form (4.5) and let
tkeik and tleil be the greatest terms of the set {t1ei1 , . . . , tqeiq} relative to the orders <x
and <y, respectively. (It is possible that k = l, that is, tkeik = tleil .) Then the terms
tkeik and tleil are called the x-leader and y-leader of the element f ; they are denoted by
uf and vf , respectively.
In what follows, we say that an element f ∈ E contains a term tej if the term appears
in the representation (4.5) with a non-zero coefficient. The coefficients of the x- and
y-leaders of an element f ∈ E will be denoted by lcx(f) and lcy(f), respectively.
Definition 4.2. Let f and g be two elements of the free R-module E considered above.
The element f is said to be reduced (or x-reduced) with respect to g if f does not contain
any multiple tug (t ∈ T ) of the x-leader ug such that ordy(tvg) ≤ ordyvf . An element
h ∈ E is said to be reduced with respect to a set Σ ⊆ E, if h is reduced with respect to
every element of the set Σ.
Definition 4.3. A subset Σ of the free R-module E is called autoreduced if every ele-
ment of Σ is reduced with respect to any other element of this set. An autoreduced set
Σ is called normal if lcx(g) = 1 for every element g ∈ Σ.
The following statement is the direct consequence of Lemma 3.7.
Lemma 4.1. Let E be a free R-module considered above and let S be an infinite sequence
of terms from the set Te. Then there exists an index j (1 ≤ j ≤ p) and an infinite
subsequence t1ej , t2ej , . . . , tkej , . . . of the sequence S such that tk|tk+1 for all k = 1, 2, . . . .
Theorem 4.1. Every autoreduced subset of the free R-module E is finite.
Proof. Let Σ be an autoreduced subset of E. First of all, note that if f, g ∈ Σ and
f 6= g, then uf 6= ug. Indeed, since the elements f and g are reduced with respect to each
other, the equality uf = ug would imply that ordyvg < ordyvf and ordyvf < ordyvg at
the same time.
Suppose that our autoreduced set Σ is infinite. Then the set U = {uf | f ∈ Σ}
is infinite and it does not contain two equal elements. By Lemma 4.1, there exists an
infinite sequence
uf1 , uf2 , . . . (4.6)
of elements of U such that ufi |ufi+1 for all i = 1, 2, . . . , that is, ufi+1 = tiufi for some
ti ∈ T (i = 1, 2, . . .). Let ki = ordyufi and li = ordyvfi (i = 1, 2, . . .). It is clear that if
li+1 − li ≥ ki+1 − ki for some index i, then fi+1 is not reduced with respect to fi, so we
should have li+1 − li < ki+1 − ki for all i = 1, 2 . . . . Therefore, li+1 − ki+1 < li − ki for
all i = 1, 2, . . . that contradicts the fact that li ≥ ki for all i = 1, 2, . . . . This completes
the proof. 2
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Theorem 4.2. Let Σ = {g1, . . . , gr} be an autoreduced subset of the free R-module E
and let f ∈ E. Then there exists an element g ∈ E such that f − g = ∑ri=1 λigi for some
λ1, . . . , λr ∈ R and g is reduced with respect to the set Σ.
Proof. If f is reduced with respect to Σ, the statement is obvious (one can set g = f).
Suppose that f is not reduced with respect to Σ. Let ui and vi be the leaders of the
element gi relative to the orders <x and <y, respectively, and let ai be the coefficient of
the term ui in gi (i = 1, . . . , r). In what follows, a term wh, that appears in an element
h ∈ E, will be called a Σ-leader of h if wh is the greatest (with respect to the order <x)
term among all terms tuj (t ∈ T , 1 ≤ j ≤ r) that appear in h and satisfy the condition
ordy(tvj) ≤ ordyvh. (As above, uh and vh denote the leaders of the element h relative to
the orders <x and <y, respectively.)
Let wf be the Σ-leader of the element f and let cf be the coefficient of wf in f . Then
wf = tuj for some t ∈ T , and for some j (1 ≤ j ≤ r) such that ordy(tvj) ≤ ordyvf .
Without loss of generality we may assume that j corresponds to the maximum (with
respect to the order <x) x-leader uj in the set of all x-leaders of elements of Σ. Let us
consider the element f ′ = f − cfaj tgj . Obviously, f ′ does not contain wf and ordy(vf ′) ≤
ordyvf . Furthermore, f ′ cannot contain any term of the form t′ui (t′ ∈ T, 1 ≤ i ≤ r) that
is greater than wf (with respect to <x) and satisfies the condition ordy(t′vi) ≤ ordyvf ′ .
Indeed, if the last inequality holds, then ordy(t′vi) ≤ ordyvf , so that the term t′ui cannot
appear in f . This term cannot appear in tgj either, since utgj = tuj = wf <x t
′ui. Thus,
t′ui cannot appear in f ′ = f − cfaj tgj , whence the Σ-leader of f ′ is strictly less (with
respect to the order <x) than the Σ-leader of f . Applying the same procedure to the
element f ′ and continuing in the same way, we obtain an element g ∈ E such that f − g
is a linear combination of elements g1, . . . , gr with coefficients from R and g is reduced
with respect to Σ. This completes the proof. 2
The process of reduction described in the proof of the last theorem can be realized by
the following algorithm (that can be used for the reduction with respect to any finite set
of elements of the free R-module E).
Algorithm 4.1. (f, r, g1, . . . , gr; g)
Input: f ∈ E, a positive integer r, Σ = {g1, . . . , gr} ⊆ E where gi 6= 0
for i = 1, . . . , r
Output: Element g ∈ E and elements λ1, . . . , λr ∈ R such that
f = λ1g1 + . . .+ λrgr and g is reduced with respect to Σ
Begin
λ1 := 0, . . . , λr := 0, g := f
While there exist i, 1 ≤ i ≤ r, and a term w, that appears in g with a
non-zero coefficient c(w), such that ugi |w and
ordy( wugi vgi) ≤ ordyvg do
z:= the greatest (with respect to <x) of the terms w that satisfy
the above conditions.
j:= the smallest number i for which ugi is the greatest (with
respect to <x) x-leader of an element of gi ∈ Σ such that
ugi |z and ordy( zugi vgi) ≤ ordyvg.
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λj := λj +
c(z)z
lcx(gj)ugj
g := g − c(z)zlcx(gj)ugj gj
End
Definition 4.4. Let f and g be two elements of the free R-module E. We say that the
element f has lower rank than g and write rk(f) < rk(g) if either uf <x ug or uf = ug
and vf <y vg. If uf = ug and vf = vg, we say that f and g have the same rank and write
rk(f) = rk(g).
In what follows, while considering autoreduced subsets of E, we always assume that
their elements are arranged in order of increasing rank. (Therefore, if we consider an
autoreduced set Σ = {h1, . . . , hr} ⊆ E, then rk(h1) < · · · < rk(hr).)
Definition 4.5. Let Σ = {h1, . . . , hr} and Σ′ = {h′1, . . . , h′s} be two autoreduced sub-
sets of the free R-module E. An autoreduced set Σ is said to have lower rank than Σ′ if
one of the following two cases holds:
(1) There exists k ∈ N such that k ≤ min{r, s}, rk(hi) = rk(h′i) for i = 1, . . . , k − 1
and rk(hk) < rk(h′k).
(2) r > s and rk(hi) = rk(h′i) for i = 1, . . . , s.
If r = s and rk(hi) = rk(h′i) for i = 1, . . . , r, then Σ is said to have the same rank
as Σ′.
Theorem 4.3. In every non-empty set of autoreduced subsets of the free R-module E
there exists an autoreduced subset of lowest rank.
Proof. Let Φ be any non-empty set of autoreduced subsets of E. Define by induction
an infinite descending chain of subsets of Φ as follows: Φ0 = Φ, Φ1 be the set of Σ ∈ Φ0
such that Σ contains at least one element and the first element of Σ is of lowest possible
rank. For k > 1, let Φk be the set of Σ ∈ Φk−1 such that Σ contains at least k elements
and the kth element of Σ is of lowest possible rank. It is clear that if a set Φk is non-
empty, then kth elements of autoreduced sets from Φk have the same x-leader uk and
the same y-leader vk. If Φk were non-empty for all k = 1, 2, . . . , then the set {fk|fk is
the kth element of some autoreduced set from Φk} would be an infinite autoreduced set,
and this would contradict Theorem 4.1. Therefore, there is the smallest k such that Φk
is empty. (Since Φ0 = Φ is non-empty, k > 0.) It is clear that every element of Φk−1 is
an autoreduced subset in Φ of lowest rank. 2
Definition 4.6. Let N be a R-submodule of the free R-module E. An autoreduced
subset of N of lowest rank is called a characteristic set of the module N .
Theorem 4.4. Let N be a R-submodule of the free R-module E and let Σ = {g1, . . . , gr}
be a characteristic set of N . Then an element f ∈ N is reduced with respect to Σ iff f = 0.
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Proof. Suppose that f is a non-zero element of N reduced with respect to Σ. If rk(f) <
rk(g1), then the autoreduced set {f} has lower rank than Σ. If rk(g1) < rk(f) (f and g1
cannot have the same rank, since f is reduced with respect to Σ), then f and the elements
g ∈ Σ that have lower rank than f form an autoreduced set that has lower rank than Σ.
In both cases we arrive at the contradiction with the fact that Σ is a characteristic set
of N . 2
Theorem 4.5. Let N be a cyclic R-submodule of the free R-module E generated by an
element g ∈ E. Then {g} is a characteristic set of the module N = Rg.
Proof. Let h ∈ N , so that h can be written as h = ∑ki=1 citig where t1, . . . , tk ∈ T ,
c1, . . . , ck ∈ K, ci 6= 0 (1 ≤ i ≤ k), and ti 6= tj if i 6= j (1 ≤ i, j ≤ k). It is clear that if
tp and tq are the maximal elements of the set {t1, . . . , tk} with respect to the orders <x
and <y, respectively, then uh = tpug and vh = tqvg. We see that h contains the multiple
tpug of the x-leader ug such that ordy(tpvg) ≤ ordy(tqvg) = ordyvh. Therefore, h is not
reduced with respect to g. Furthermore, since ug ≤x tpug = uh and vg ≤y tqvg = vh,
rk(g) ≤ rk(h), and rk(g) = rk(h) iff tp = tq = 1, that is h = cg for some c ∈ K.
Thus, N does not contain elements reduced with respect to g, and g is the element of
the lowest rank in N . It follows now that if Σ = {h1, . . . , hl} is a characteristic set of N ,
then rk(g) = rk(h1) and l = 1, whence {g} is also a characteristic set of N . 2
Theorem 4.6. Let N be a R-submodule of the free R-module E and let Σ = {g1, . . . , gr}
be a characteristic set of N . Then the elements g1, . . . , gr generate the R-module N .
Proof. Let f be any element of N . By Theorem 4.2, there exist elements λ1, . . . , λr ∈ R
and an element f ′ ∈ E such that f ′ is reduced with respect to Σ and f −f ′ = ∑ri=1 λigi.
Therefore, f ′ ∈ N , and Theorem 4.4 shows that f ′ = 0, whence f = ∑ri=1 λigi. 2
Theorem 4.7. Let Σ1 = {g1, . . . , gr} and Σ2 = {h1, . . . , hs} be two normal characteris-
tic sets of some R-submodule N of the free R-module E. Then r = s and gi = hi for all
i = 1, . . . , r.
Proof. Since Σ1 and Σ2 are two autoreduced sets of the same (lowest possible) rank,
r = s, ugi = uhi , and vgi = vhi for i = 1, . . . , r. Suppose that there exists i, 1 ≤ i ≤ r,
such that gi 6= hi. Setting fi = gi − hi we obtain that ufi <x ugi (since the coefficients
of ugi in gi and hi are equal to 1), vfi ≤y vgi , and fi is reduced with respect to any
element gj (1 ≤ j ≤ r). Indeed, suppose that fi contains a multiple tugj of some x-leader
ugj such that ordy(tvgj ) ≤ ordyfi (obviously, fi is reduced with respect to gi, so we
can assume that j 6= i). Then at least one of the elements gi, hi must contain tugj and
ordy(tvgj ) ≤ ordyfi ≤ ordyvgi = ordyvhi that contradicts the fact that the sets Σ1 and
Σ2 are autoreduced. Now, Theorem 4.4 shows that fi = 0 whence gi = hi. This completes
the proof.2
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Theorem 4.8. Let M be a finitely generated R-module with a system of generators
{f1, . . . , fp}, E a free R-module with a basis e1, . . . , ep, and pi : E −→ M the natural
R-epimorphism of E onto M (pi(ei) = fi for i = 1, . . . , p). Furthermore, let N = Kerpi
and let Σ = {g1, . . . , gd} be a characteristic set of N . Finally, for any r, s ∈ N , let Mrs =∑p
i=1Rrsfi, and let Urs denote the set of all w ∈ Te such that ordxw ≤ r, ordyw ≤ s, and
either w is not a multiple of any ugi (1 ≤ i ≤ d) or ordy(tvgj ) > s for any t ∈ T, gj ∈ Σ
such that w = tugj .
Then pi(Urs) is a basis of the vector K-space Mrs.
Proof. Let us prove, first, that every element tfi (1 ≤ i ≤ p, t ∈ T (r, s)), that does
not belong to pi(Urs), can be written as a finite linear combination of elements of pi(Urs)
with coefficients from K (so that the set pi(Urs) generates the K-vector space Mrs).
Since tfi /∈ pi(Urs), tei /∈ Urs whence tei = t′ugj for some t′ ∈ T , 1 ≤ j ≤ d, such that
ordy(t′vgj ) ≤ s. Let us consider the element gj = ajugj + · · · (aj ∈ K, aj 6= 0), where dots
are placed instead of the other terms that appear in gj (obviously, those terms are less
than ugj with respect to the order <x). Since gj ∈ N = Kerpi, pi(gj) = ajpi(ugj )+· · · = 0,
whence pi(t′gj) = ajpi(t′ugj ) + · · · = ajpi(tei) + · · · = ajtfi + · · · = 0, so that tfi is a finite
linear combination with coefficients from K of some elements t˜fk (1 ≤ k ≤ p) such that
t˜ ∈ T (r, s) and t˜ek <x t′ugj . (ordxt˜ ≤ r, since t˜ek <x tei and t ∈ T (r, s); ordy t˜ ≤ s,
since t˜ek ≤y vt′gj = t′vgj and ordy(t′vgj ) ≤ s). Thus, we can apply the induction on
tej (t ∈ T, 1 ≤ j ≤ p) with respect to the order <x and obtain that every element tfi
(t ∈ T (r, s), 1 ≤ j ≤ p) can be written as a finite linear combination of elements of pi(Urs)
with coefficients from the field K.
Now, let us prove that the set pi(Urs) is linearly independent over K. Suppose that∑q
i=1 aipi(ui) = 0 for some u1, . . . , uq ∈ Urs, a1, . . . , aq ∈ K. Then h =
∑q
i=1 aiui is an
element of N that is reduced with respect to Σ. Indeed, if an element u = tej appears
in h (so that u = ui for some i = 1, . . . , q), then either u is not a multiple of any ugj
(1 ≤ j ≤ d) or u = tugk for some t ∈ T, 1 ≤ k ≤ d, such that ordy(tvgk) > s ≥ ordyvh
(since vh is one of the elements u1, . . . , uq that lie in Urs). By Theorem 4.4, h = 0, whence
a1 = . . . = aq = 0. This completes the proof of the theorem. 2
5. Main Theorem and its Consequences
In what follows we keep the notation and conventions of the preceding section.
Theorem 5.1. Let M be a finitely generated R-module with a system of generators
{f1, . . . , fp} and let Mrs =
∑p
i=1Rrsfi for every r, s ∈ N . Then there exists a numerical
polynomial φ(t1, t2) in two variables t1, t2 such that degt1 φ(t1, t2) ≤ m, degt2 φ(t1, t2) ≤
n, and φ(r, s) = dimKMrs for all sufficiently large (r, s) ∈ N2.
Proof. Let E be a free R-module with a basis e1, . . . , ep, let N be the kernel of the
natural epimorphism pi : E −→ M , and let the set Urs (r, s ∈ N) be the same as in
the conditions of Theorem 4.8. Furthermore, let Σ = {g1, . . . , gd} be a characteristic set
of N . By Theorem 4.8, for any r, s ∈ N , pi(Urs) is a basis of the vector K-space Mrs.
Therefore, dimKMrs = Cardpi(Urs) = CardUrs. (It was shown in the second part of the
proof of Theorem 4.8 that the restriction of the mapping pi on Urs is bijective.)
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Let U ′rs be the set of all w ∈ Urs such that w is not a multiple of any element ugi
(1 ≤ i ≤ d) and let U ′′rs be the set of all w ∈ Urs such that w = tugj for some gj
(1 ≤ j ≤ d) and t ∈ T with ordy(tvgj ) > s. Then Urs = U ′rs
⋃
U ′′rs and U
′
rs
⋂
U ′′rs = ∅,
whence CardUrs = CardU ′rs + CardU ′′rs.
By Theorem 3.2, there exists a numerical polynomial ω(t1, t2) in two variables t1 and
t2 such that ω(r, s) = CardU ′rs for all sufficiently large (r, s) ∈ N2. In order to express
CardU ′′rs in terms of r and s, let us set ai = ordxugi , bi = ordyugi , ci = ordyvgi ,
and also, aij = ordxlcm(ugi , ugj ), bij = ordylcm(ugi , ugj ), aijk = ordxlcm(ugi , ugj , ugk),
bijk = ordylcm(ugi , ugj , ugk), . . . (1 ≤ i, j, k, . . . ≤ d). Then
U ′′rs =
d⋃
i=1
{[T (r − ai, s− bi)− T (r − ai, s− ci)]ugi}.
By the combinatorial principle of inclusion and exclusion (see Cameron, 1994, Chapter 5,
Theorem 5.1.1),
CardU ′′rs =
d∑
i=1
Card{[T (r − ai, s− bi)− T (r − ai, s− ci)]ugi}
−
∑
1≤i<j≤d
Card
{
[T (r − ai, s− bi)− T (r − ai, s− ci)]ugi
⋂
[T (r − aj , s− bj)− T (r − aj , s− cj)]ugj
}
+
∑
1≤i<j<k≤d
Card
{
[T (r − ai, s− bi)− T (r − ai, s− ci)]ugi⋂
[T (r − aj , s− bj)− T (r − aj , s− cj)]ugj⋂
[T (r − ak, s− bk)− T (r − ak, s− ck)]ugk
}
− · · · .
Furthermore, for any two different elements gi, gj ∈ Σ, we have
Card
{
[T (r − ai, s− bi)− T (r − ai, s− ci)]ugi⋂
[T (r − aj , s− bj)− T (r − aj , s− cj)]ugj
}
= Card
{
tlcm(ugi , ugj ) | t ∈ T, ordxt ≤ r − aij , ordyt ≤ s− bij ,
ordy
(
t
lcm(ugi , ugj )
ugi
vgi
)
= ordyt+ bij − bi + ci > s and
ordyt+ bij − bi + ci > s
}
= Card{t | t ∈ T, ordxt ≤ r − aij , ordyt ≤ s− bij and
ordyt > s−min{ci + bij − ai, cj + bij − aj}
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=
(
r +m− aij
m
)[(
s+ n− bij
n
)
−
(
s+ n−min{ci + bij − bi, cj + bij − bj}
n
)]
(see Lemma 3.5). Similarly, for any three different elements gi, gj , gk ∈ Σ we obtain that
Card
{
[T (r − ai, s− bi)− T (r − ai, s− ci)]ugi⋂
[T (r − aj , s− bj)− T (r − aj , s− cj)]ugj⋂
[T (r − ak, s− bk)− T (r − ak, s− ck)]ugk
}
=
(
r +m− aijk
m
)
×
[(
s+ n− bijk
n
)
−
(
s+ n−min{ci + bijk − bi, cj + bijk − bj , ck + bijk − bk}
n
)]
and so on.
Thus, for all sufficiently large (r, s) ∈ N2, CardU ′′rs = ω¯(r, s) where ω¯(t1, t2) is the
following numerical polynomial:
ω¯(t1, t2) =
d∑
i=1
(
t1 +m− ai
m
)[(
t2 + n− bi
n
)
−
(
t2 + n− ci
n
)]
−
∑
1≤i<j≤d
(
t1 +m− aij
m
)[(
t2 + n− bij
n
)
−
(
t2 + n−min{ci + bij − bi, cj + bij − bj}
n
)]
+
∑
1≤i<j<k≤d
(
t1 +m− aijk
m
)[(
t2 + n− bijk
n
)
−
(
t2 + n−min{ci + bijk − bi, cj + bijk − bj , ck + bijk − bk}
n
)]
− · · · . (5.7)
It is clear now that the numerical polynomial φ(t1, t2) = ω(t1, t2)+ ω¯(t1, t2) has all the
desired properties. 2
Definition 5.1. Numerical polynomial φ(t1, t2), whose existence is established by The-
orem 5.1, is called a Hilbert polynomial or a dimension polynomial of the module M
associated with the bifiltration (Mrs)r,s∈N .
Example 5.1. With the notation of Theorem 5.1, let m = n = 1 (so that R = K[x, y])
and let a R-module M be generated by one element f that satisfies the defining equation
xf + y2f + f = 0. (In other words, M is a factor module of a free R-module E = Re
with a free generator e by its R-submodule N = R(x + y2 + 1)e.) By Theorem 4.5, the
normal characteristic set of N consists of the single element g = (x + y2 + 1)e. In this
case Algorithm 3.1 gives ω(t1, t2) =
(
t1+1
1
)(
t2+1
1
)− (t11 )(t2+11 ) = t2 + 1, and formula (5.7)
shows that ω¯(t1, t2) =
(
t1
1
)[(
t2+1
1
)− (t2−11 )] = 2t1, whence the Hilbert polynomial of the
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module M associated with the natural bifiltration
(
Rrs =
∑r
i=0
∑s
j=0Kx
iyjf
)
r,s∈N
has
the form φ(t1, t2) = ω(t1, t2) + ω¯(t1, t2) = 2t1 + t2 + 1.
It follows from the proof of Theorem 5.1 that the computation of the Hilbert polynomial
associated with the filtration Mrs =
∑p
i=1Rrsfi (as well as with any excellent filtration
of the module M , see Definition 2.2) can be done by combining Algorithm 3.1 and the
computation of the polynomial ω¯(t1, t2) that was defined in the proof of Theorem 5.1.
Moreover, the same approach allows us to compute differential dimension polynomials of
filtered differential modules and of finitely generated differential field extensions. More
precisely, let K be a differential field with a basic set ∆ = {δ1, . . . , δm, α1, . . . , αn}, that is,
a field K with a set of m+n commuting derivation operators δ1, . . . , δm, α1, . . . , αn of the
field K into itself. Let ∆1 = {δ1, . . . , δm}, ∆2 = {α1, . . . , αn}, and let Θ, Θ1, and Θ2 be
free commutative semigroups generated by the sets ∆,∆1, and ∆2, respectively. For any
element θ = δk11 . . . δ
km
m α
l1
1 . . . α
ln
n ∈ Θ, the numbers ord1θ =
∑m
i=1 ki and ord2θ =
∑n
i=1 li
are called the orders of the element θ relative to the sets ∆1 and ∆2, respectively, and
the set {θ ∈ Θ | ord1θ ≤ r, ord2θ ≤ s} (r, s ∈ N) is denoted by Θ(r, s).
Definition 5.2. An expression of the form
∑
θ∈Θ aθθ, where aθ ∈ K for all θ ∈ Θ and
only finitely many coefficients aθ are different from zero, is called a differential operator
or a ∆-operator over the differential field K. Two ∆-operators
∑
θ∈Θ aθθ and
∑
θ∈Θ a
′
θθ
are considered to be equal iff aθ = a′θ for all θ ∈ Θ.
The set of all ∆-operators over the ∆-field K can be considered as a ring if one
defines the addition of ∆-operators in a natural way, set a
∑
θ∈Θ aθθ =
∑
θ∈Θ aaθθ,
γa = aγ + γ(a) for any ∆-operator
∑
θ∈Θ aθθ and for any a ∈ K, γ ∈ ∆, and extend
these operations by the distributive law. The ring obtained is called a ring of differential,
(or ∆-) operators over the ∆-field K, it is denoted by DK or simply by D. If we define
the orders of a ∆-operator P =
∑
θ∈Θ aθθ relative to the set of derivation operators ∆i
(i = 1, 2) as ordiP = max{ordiθ|aθ 6= 0}, then the ring D can be considered as a bifiltered
ring with the bifiltration (Drs)r,s∈Z where Drs = {P ∈ D|ord1P ≤ r, ord2P ≤ s} for
(r, s) ∈ N2 and Drs = 0 if at least one of the numbers r, s is negative. It is clear
that Drs ⊆ Dr+1,s and Drs ⊆ Dr+1,s for all r, s ∈ Z,
⋃{Drs|r, s ∈ Z} = D, and
DrsDkl = Dr+k,s+l for any r, s, k, l ∈ N .
Definition 5.3. Let K be a differential field with a basic set ∆ = ∆1
⋃
∆2 where
∆1 = {δ1, . . . , δm} and ∆2 = {α1, . . . , αn}. Then a left module over the ring of ∆-
operators D is called a differential K-module or a ∆-K-module. In other words, a vector
K-space M is called a ∆-K-module if elements of the set ∆ act on M in such a way
that γ(x + y) = γ(x) + γ(y), γ1(γ2(x)) = γ2(γ1(x)), and γ(ax) = γ(a)x + aγ(x) for any
γ, γ1, γ2 ∈ ∆;x, y ∈M ; a ∈ K.
By a bifiltration of a ∆-K-module M we mean a bisequence (Mrs)r,s∈Z of vector
K-subspaces of M that is a bifiltration in the sense of Definition 2.1 (where a bifil-
tered polynomial ring R is replaced by the ring of ∆-operators D with the bifiltration
(Drs)r,s∈Z). A bifiltration (Mrs)r,s∈Z is called excellent if every vector K-space Mrs
is finitely generated and there exist r0, s0 ∈ Z such that DklMrs = Mr+k,s+l for all
r ≥ r0, s ≥ s0, k ∈ N, l ∈ N . (The terminology is the same as in the case of modules
over polynomial rings, see Definition 2.2.) Obviously, if a ∆-K-module M has a finite
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system of generators {f1, . . . , fp} (that is M =
∑p
i=1Dfi), then
(∑p
i=1Drsfi
)
r,s∈Z
is
an excellent filtration of M . On the other hand, if a ∆-K-module M has an excellent
bifiltration, then M is finitely generated over the ring of differential operators D. In-
deed, if (Mrs)r,s∈Z is an excellent bifiltration of M , there exist r0, s0 ∈ Z such that
DklMrs = Mr+k,s+l for all r ≥ r0, s ≥ s0 and all k ∈ N, l ∈ N . Now, if {e1, . . . , eq} is
a basis of the finitely dimensional K-space Mr0s0 , then e1, . . . , eq generate M as a left
D-module. (By the definition of bifiltration, every element x ∈ M belongs to some Mrs
with r ≥ r0, s ≥ s0. Since Mrs = Dr−r0,s−s0Mr0s0 ⊆
∑q
i=1Dei, x ∈
∑q
i=1Dei whence
M =
∑q
i=1Dei.)
Theorem 5.2. Let K be a differential field with a basic set ∆ = ∆1
⋃
∆2 where ∆1 =
{δ1, . . . , δm} and ∆2 = {α1, . . . , αn}. Let D be the ring of ∆-operators over the field
K equipped with the bifiltration (Drs)r,s∈Z considered above, and let (Mrs)r,s∈Z be an
excellent bifiltration of a finitely generated ∆-K-module M . Then there exists a numerical
polynomial ψ(t1, t2) in two variables t1 and t2 with the following properties:
(i) ψ(r, s) = dimKMrs for all sufficiently large r, s ∈ Z (that is, there exist numbers
r0, s0 ∈ Z such that the last equality holds for all r ≥ r0, s ≥ s0).
(ii) degt1 ψ ≤ m and degt2 ψ ≤ n, so that the polynomial ψ(t1, t2) can be written as
ψ(t1, t2) =
m∑
i=0
n∑
j=0
aij
(
t1 + i
i
)(
t2 + j
j
)
where aij ∈ Z for all i = 0, . . . ,m; j = 0, . . . , n (see Theorem 3.1).
Proof. As we have seen, there exist r0, s0 ∈ N and a basis {e1, . . . , eq} of the vec-
tor K-space Mr0s0 such that e1, . . . , eq generate M as a left D-module and Mrs =
Dr−r0,s−s0Mr0s0 =
∑q
i=1Dr−r0,s−s0ei for all r ≥ r0, s ≥ s0. Without loss of generality,
we can assume that r0 = 0 and s0 = 0, that is, Mrs =
∑q
i=1Drsei for all r, s ∈ N (where
{e1, . . . , eq} is a basis of the vector K-space M00 and a system of generators of the left
D-module M).
Let F be a finitely generated free left D-module of rank q and let f1, . . . , fq be a basis
of the module F . Then the elements of the set θfi (θ ∈ Θ, 1 ≤ i ≤ q) form a basis of the
vector K-space M . Elements of this basis will be called terms and the set of all terms
will be denoted by Θf . Let us define two orders, <1 and <2, on the set Θf as follows:
for any two elements θfi = δi11 . . . δ
im
m α
j1
1 . . . α
jn
n fi, θ
′fj = δk11 . . . δ
km
m α
l1
1 . . . α
ln
n fj ∈ Θf ,
θfi <1 θ
′fj (respectively, θfi <2 θ′fj) iff (ord1θ, ord2θ, i, i1, . . . , im, j1, . . . , jn) is less than
(ord1θ, ord2θ, j, k1, . . . , km, l1, . . . , ln) (respectively, (ord2θ, ord1θ, i, j1, . . . , jn, i1, . . . , im)
is less than (ord2θ, ord1θ, j, l1, . . . , ln, k1, . . . , km)) relative to the lexicographic order on
Nm+n+3. Obviously, the set of all terms Θf is well-ordered with respect to each of the
orders <1 and <2.
Since every element g ∈ F has a unique representation in the form g = a1θ1fi1 + · · ·+
akθkfik , where θi ∈ Θ, ai ∈ K, ai 6= 0 (1 ≤ i ≤ k) and 1 ≤ i1, . . . , ik ≤ q, one can define
the leaders of the element g relative to the orders <1 and <2 as the greatest terms of
the set {θ1fi1 , . . . , θkfik} relative to <1 and <2, respectively. These terms will be called
1-leader and 2-leader of the element g, they will be denoted by ug and vg, respectively.
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Now, we can define the reduction in the module F in the same way as it was done in
Section 4. First, we say that an element f ∈ F is reduced with respect to an element
g ∈ F , if f does not contain any multiple θug (θ ∈ Θ) such that ord2(θvg) ≤ ord2vf (that
is, such a multiple θug does not appear with a non-zero coefficient in the representation
of f as a linear combination of terms from the set Θf over K). Then we define an
autoreduced subset of F as a set whose elements are reduced with respect to each other
(cf. Definition 4.3). As in the proof of Theorem 4.1, we obtain that every autoreduced
subset of F is finite. Furthermore, since γa = aγ+ γ(a) for any γ ∈ ∆1
⋃
∆2 and a ∈ K,
uθf = θuf and vθf = θvf for any f ∈ F , θ ∈ Θ. Therefore, we can repeat the proof
of Theorem 4.2 and obtain that if Σ = {g1, . . . , gr} is an autoreduced subset of F and
f ∈ F , then there exist elements g ∈ F and λ1, . . . , λr ∈ D such that f − g =
∑r
i=1 λigi
and g is reduced with respect to each element of the set Σ. (The appropriate reduction
in the module F is described by the natural analogue of Algorithm 4.1 where x- and
y-indeterminates are replaced by the elements of the sets ∆1 and ∆2, respectively.)
We say that an element f ∈ F has lower rank than an element g ∈ F and write
rk(f) < rk(g) if either uf <1 ug or uf = ug and vf <2 vg. If uf = ug and vf = vg, we
say that f and g have the same rank and write rk(f) = rk(g). Assuming that elements
of any autoreduced subset of F are arranged in order of increasing rank, we say that an
autoreduced subset Σ = {h1, . . . , hr} of F has lower rank than an autoreduced set Σ′ =
{h′1, . . . , h′s} ⊆ F if either there exists k ∈ N , k ≤ min{r, s}, such that rk(hi) = rk(h′i)
for i = 1, . . . , k− 1 and rk(hk) < rk(h′k), or r > s and rk(hi) = rk(h′i) for i = 1, . . . , s. If
r = s and rk(hi) = rk(h′i) for i = 1, . . . , r, Σ and Σ
′ are said to be autoreduced sets of
the same rank.
Repeating the proof of Theorem 4.3 one obtains that every non-empty set of autore-
duced subsets of F contains an autoreduced set of lowest rank. If N is a D-submodule of
F , then an autoreduced subset of N of lowest rank will be called a characteristic set of N
(cf. Definition 4.6). Furthermore, it is clear that analogues of Theorems 4.4, 4.5, and 4.6
are valid in our case (the proofs of the appropriate statements for D-submodules of F
are precisely the same as the proofs of Theorems 4.4–4.6). It follows that the analogues
of Theorems 4.8 and 5.1 (whose proofs are based on Theorem 4.4 and the properties of
numerical polynomials described in Section 3) are also valid for D-modules. In particu-
lar, we obtain that for the finitely generated D-module M equipped with the excellent
filtration (Mrs =
∑q
i=1Drsei)r,s∈Z , there exists a numerical polynomial ψ(t1, t2) in two
variables t1 and t2 such that degt1 ψ ≤ m, degt2 ψ ≤ n, and ψ(r, s) = dimKMrs for all
sufficiently large r, s ∈ Z.2
Definition 5.4. Numerical polynomial ψ(t1, t2), whose existence is established by The-
orem 5.2, is called a ∆1–∆2-dimension polynomial of the ∆-K-module M associated with
the excellent filtration (Mrs)r,s∈Z .
The following statement gives some invariants of a ∆1–∆2-dimension polynomial (that
is, numbers that are carried by any ∆1–∆2-dimension polynomial of a finitely generated
∆-K-module M and that do not depend on the excellent bifiltration this polynomial is
associated with).
Theorem 5.3. With the notation of Theorem 5.2, let A = {(i, j) ∈ N2|0 ≤ i ≤ m, 0 ≤
j ≤ n, and aij 6= 0}, and let µ = (µ1, µ2), and ν = (ν1, ν2) be the maximal elements of the
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set A with respect to the lexicographic and reverse lexicographic orders on N2, respectively.
Then µ, ν and the coefficients amn, aµ1,µ2 and aν1,ν2 of the ∆1–∆2-dimension polynomial
ψ(t1, t2) do not depend on the excellent bifiltration of the ∆-K-module M this polynomial
is associated with.
Proof. Let ((M ′rs))r,s∈Z be another excellent filtration of the ∆-K-module M , let
ψ1(t1, t2) =
m∑
i=0
n∑
j=0
bij
(
t1 + i
i
)(
t2 + j
j
)
, (bij ∈ Z for i = 0, . . . ,m; j = 0, . . . , n)
be the ∆1–∆2-dimensional polynomial associated with this filtration, let
A′ = {(i, j) ∈ N2|0 ≤ i ≤ m, 0 ≤ j ≤ n, and bij 6= 0},
and let σ = (σ1, σ2),  = (1, 2) be the maximal elements of A′ with respect to the
lexicographic and reverse lexicographic orders on N2, respectively. In order to prove the
theorem, we should show that µ = σ, ν = , amn = bmn, aµ1µ2 = bσ1σ2 , and aν1ν2 = b12 .
It follows from the definition of excellent filtration that there exist elements r0, s0 ∈ N
such that Mr0+i,s0+j = DijMr0s0 and M
′
r0+i,s0+j
= DijM ′r0s0 for all i, j ∈ N . Let{e1, . . . , ek} and {f1, . . . , fl} be bases of the vector K-spaces Mr0s0 and M ′r0s0 , re-
spectively. Since
⋃{Mrs|r, s ∈ Z} = ⋃{M ′rs|r, s ∈ Z} = M , there exist positive in-
tegers p and q such that e1, . . . , ek ∈ M ′r0+p,s0+q and f1, . . . , fl ∈ Mr0+p,s0+q. Then
Mr0s0 ⊆M ′r0+p,s0+q and M ′r0s0 ⊆Mr0+p,s0+q, therefore
Mrs = Dr−r0,s−s0Mr0s0 ⊆ Dr−r0,s−s0M ′r0+p,s0+q = M ′r+p,s+q
and
M ′rs = Dr−r0,s−s0M
′
r0s0 ⊆Mr+p,s+q
for all (r, s) ∈ Z2 such that r ≥ r0, s ≥ s0. In other words, ψ(r, s) ≤ ψ1(r + p, s+ q) and
ψ1(r, s) ≤ ψ(r + p, s+ q) for all sufficiently large (r, s) ∈ Z2. Therefore,
amn = m!n! lim
r→∞,s→∞
ψ(r, s)
rmsn
≤m!n! lim
r→∞,s→∞
ψ1(r + p, s+ q)
rmsn
= m!n! lim
r→∞,s→∞
ψ1(r, s)
rmsn
= bmn
and similarly bmn ≤ amn, so that bmn = amn.
If amn 6= 0, then (m,n) ∈ A and (m,n) ∈ A′ hence µ = ν = σ =  = (m,n) and aµ1µ2
= aν1ν2 = bσ1σ2 = b12 = amn = bmn. Suppose that amn = 0. Then (µ1, µ2) 6= (m,n),
aµ1µ2 6= 0, and the coefficient of the monomial tµ11 tµ22 in the polynomial ψ(t1, t2) is equal
to aµ1µ2/(µ1!µ2!). Let s ∈ N , s ≥ s0, and let d be a positive integer such that sd ≥ r0.
By the choice of the elements µ and σ,
ψ(sd, s) =
aµ1µ2
µ1!µ2!
sdµ1+µ2 + o(sdµ1+µ2)
and
ψ1(sd, s) =
bσ1σ2
σ1!σ2!
sdσ1+σ2 + o(sdσ1+σ2)
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for all sufficiently large values of d. (As usual, for any positive integer k, o(sk) denotes a
polynomial of s whose degree is less than k.) Since
ψ(sd, s) ≤ ψ1(sd + p, s+ q) = bσ1σ2
σ1!σ2!
sdσ1+σ2 + o(sdσ1+σ2)
and
ψ1(sd, s) ≤ ψ(sd + p, s+ q) = aµ1µ2
µ1!µ2!
sdµ1+µ2 + o(sdµ1+µ2)
for all sufficiently large s, we conclude that dµ1 + µ2 = dσ1 + σ2 for all sufficiently large
d ∈ N and the coefficients of the power sdµ1+µ2 in the polynomials ψ(sd, s) and ψ1(sd, s)
are equal. Therefore, µ1 = σ1, µ2 = σ2 and aµ1µ2 = bµ1µ2 . The equalities ν1 = 1, ν2 = 2
and aν1ν2 = bν1ν2 can be proved similarly. 2
We conclude with the following result that generalizes the Kolchin theorem on differ-
ential dimension polynomial (see Theorem 1.1).
Theorem 5.4. Let K be a differential field of zero characteristic with a basic set of
derivation operators ∆ = ∆1
⋃
∆2, where ∆1 = {δ1, . . . , δm} and ∆2 = {α1, . . . , αn},
and let L = K〈η1, . . . ηp〉 be a finitely generated differential field extension of K with the
set of ∆-generators η = {η1, . . . , ηp}. (As a field, L = K(Θη1
⋃
. . .
⋃
Θηp), where Θηi
(1 ≤ i ≤ p) denotes the set {θ(ηi)|θ ∈ Θ}.) Then there exists a numerical polynomial
χη|K(t1, t2) in two variables t1 and t2 with the following properties:
(i) χη|K(r, s) = trdegKK(Θ(r, s)η1
⋃
. . .
⋃
Θ(r, s)ηp) for all sufficiently large (r, s) ∈
N2.
(ii) degt1 χη|K ≤ m and degt2 χη|K ≤ n,, so that the polynomial χη|K(t1, t2) can be
written as
χη|K(t1, t2) =
m∑
i=0
n∑
j=0
aij
(
t1 + i
i
)(
t2 + j
j
)
where aij ∈ Z for all i = 0, . . . ,m; j = 0, . . . , n.
(iii) Let A = {(i, j) ∈ N2|0 ≤ i ≤ m, 0 ≤ j ≤ n, and aij 6= 0} and let µ = (µ1, µ2),
and ν = (ν1, ν2) be the maximal elements of the set A with respect to the lexico-
graphic and reverse lexicographic orders on N2, respectively. Then µ, ν and the
coefficients amn, aµ1,µ2 and aν1,ν2 do not depend on the choice of the system of
∆-generators η of the differential field extension L. (Thus, µ, ν, amn, aµ1,µ2 and
aν1,ν2 are differential birational invariants of the ∆-extension L = K〈η1, . . . ηp〉.)
Proof. Let DerKL denote the vector L-space of all K-linear derivations of the field
L into itself (that is, the set of all derivations D : L −→ L such that D(a) = 0 for
any a ∈ K), and let ΩK(L) be the module of differentials associated with the given
differential extension, that is a linear L-subspace of the vector L-space (DerKL)∗ =
HomL(DerKL,L) generated by the set of all mappings dη (η ∈ L) such that dη(D) =
D(η) for anyD ∈ DerKL. As it was shown in Johnson (1969), ΩK(L) can be considered as
a ∆-L-module where the action of elements of ∆ on the generators dη (η ∈ L) is defined
in such a way that γ(dη) = dγ(η) for any γ ∈ ∆, η ∈ L. Furthermore, the elements
dηi (1 ≤ i ≤ p) generate ΩK(L) as a ∆-L-module and a set Σ ⊆ L is algebraically
Computation of Hilbert Polynomials in Two Variables 707
independent over K iff the set {dξ|ξ ∈ Σ} is linearly independent over L. It follows that
if ΩK(L)rs (r, s ∈ N) is a vector L-subspace of ΩK(L) generated by the set {dη|η ∈
K(Θ(r, s)η1
⋃
. . .
⋃
Θ(r, s)ηp)} and ΩK(L)rs = 0, if at least one of the numbers r, s is
negative, then (ΩK(L)rs)r,s∈Z is an excellent filtration of the ∆-L-module ΩK(L) and
dimL ΩK(L)rs = trdegKK(Θ(r, s)η1
⋃
. . .
⋃
Θ(r, s)ηp) for all r, s ∈ N . Now, applying
Theorems 5.2 and 5.3 we obtain all three statements of our theorem. 2
Definition 5.5. Numerical polynomial χη|K(t1, t2), whose existence is established by
Theorem 5.4, is called a ∆1–∆2-dimension polynomial of the ∆-field extension L/K
associated with set of ∆-generators η = {η1, . . . , ηp}.
Example 5.2. Let us consider the wave equation
δ21y + δ
2
2y + δ
2
3y − α2y = 0
over some differential field K with the basic set of derivation operators ∆ = {δ1, δ2, δ3, α}.
This set has the natural partition ∆ = ∆1
⋃
∆2 where ∆1 = {δ1, δ2, δ3} (this set corre-
sponds to the set of partial derivatives with respect to space coordinates) and ∆2 = {α}
(the derivation α corresponds to the partial derivative with respect to the time variable).
Let us find the ∆1–∆2-dimensional polynomial of the wave equation, that is the ∆1–∆2-
dimensional polynomial of the ∆-field extension L = K〈η〉 with one ∆-generator η and
with the defining equation δ21η + δ
2
2η + δ
2
3η − α2η = 0. (If K{y} denotes the ring of ∆-
polynomials in one ∆-indeterminate y over K and P denotes the linear ∆-ideal of K{y}
generated by the ∆-polynomial δ21y + δ
2
2y + δ
2
3y − α2y (by Kolchin, 1973, Chapter IV,
Section 5, the ∆-ideal P is prime), then the differential field L = K〈η〉 can be treated as
the quotient field of the ∆-ring K〈η〉/P .) The appropriate module of differentials ΩK(L)
(we use the same notation as in the proof of Theorem 5.4) is generated over the ring of
∆-operators DL by the element dη. It follows from Mikhalev and Pankratev (1980, Ex-
ample 3.1) that if E is a free left DL-module with a free generator e and pi : E −→ ΩK(L)
is a natural epimorphism of DL-modules (pi(Ae) = Adη for any A ∈ D), then N = Kerpi
is the cyclic left D-module generated by the element g = δ21e + δ
2
2e + δ
2
3e − α2e whose
leaders relative to the orders <δ and <α are ug = δ21e and vg = −α2e, respectively. Now,
the same arguments that were used in the proof of Theorem 4.5 show that {g} is a normal
characteristic set of N (in the sense of Definition 4.6 adjusted to the case of differential
modules in the proof of Theorem 5.2), so we can apply Theorem 5.1 and Algorithm 3.1
and obtain (with the notation of Theorem 5.1) that
ω(t1, t2) =
(
t1 + 3
3
)(
t2 + 1
1
)
−
(
t1 + 1
3
)(
t2 + 1
1
)
and
ω¯(t1, t2) =
(
t1 + 1
3
)[(
t2 + 1
1
)
−
(
t2 − 1
1
)]
= 2
(
t1 + 1
3
)
,
whence the ∆1–∆2-dimension polynomial χ(t1, t2) of the wave equation has the form
χ(t1, t2) = ω(t1, t2) + ω¯(t1, t2)
=
(
t1 + 3
3
)(
t2 + 1
1
)
−
(
t1 + 1
3
)(
t2 + 1
1
)
+ 2
(
t2 + 1
3
)
.
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Since
(
t1+1
3
)
=
(
t1+3
3
)− 2(t1+22 )+ (t1+11 ), we obtain that
χ(t1, t2) =
(
t1 + 3
3
)(
t2 + 1
1
)
−
[(
t1 + 3
3
)
− 2
(
t1 + 2
2
)
+
(
t1 + 1
1
)][(
t2 + 1
1
)
− 2
]
= 2
(
t1 + 3
3
)
+ 2
(
t1 + 2
2
)(
t2 + 1
1
)
− 4
(
t2 + 2
2
)
−
(
t1 + 1
1
)(
t2 + 1
1
)
+ 2
(
t1 + 1
1
)
.
The following example shows that a ∆1–∆2-dimension polynomial of a finitely gen-
erated differential field extension with a basic set of derivation operators ∆ = ∆1
⋃
∆2
(∆1
⋂
∆2 = ∅) can carry more differential birational invariants of the extension then the
classical Kolchin differential dimension polynomial.
Example 5.3. Let K be a differential field with a basic set of derivation operators
∆ = {δ1, δ2} and let L be a ∆-field extension of K generated by a single ∆-generator η
with the defining equation
δa1δ
b
2η + δ
a+b
2 η = 0 (5.8)
where a and b are some positive integers. In other words, L = K〈η〉 is ∆-isomorphic to
the quotient field of the factor ring K{y}/P where P is the linear ∆-ideal of the ring of
∆-polynomials K{y} generated by the ∆-polynomial δa1δb2y+δa+b2 y. The classical Kolchin
differential dimension polynomial ωη/K(t) of the extension K〈η〉/K can be found from
the free resolution of the ∆-L-module of differentials ΩK(L) (introduced in the proof
of Theorem 5.4) as follows. Let D be the ring of ∆-operators over L considered as a
filtered ring with the natural ascending filtration (Dr)r∈Z (Dr = 0 for r < 0, and for
any r ≥ 0, Dr is the set of all ∆-operators whose total degree with respect to δ1 and δ2
does not exceed r). Then the cyclic left D-module ΩK(L) = Ddη can be considered as
a filtered D-module with the filtration (Drdη)r∈Z . Furthermore, ωη/K(r) = dimLDrdη
for all sufficiently large r ∈ Z (see Johnson, 1969). As in Mikhalev and Pankratev (1980)
we obtain that there exists the exact sequence of filtered ∆-L-modules
0 −→ F a+b1 −→ F 01 −→ ΩK(L) −→ 0 (5.9)
where F lk denotes the free filtered leftD-module of rank k whose generators are considered
as elements of degree l. In other words, F lk is a free D-module with free generators
e1, . . . , ek considered as a filtered D-module with the filtration ((F lk)r=
∑k
i=1Dr−lei)r∈Z .
Since dimLDr = Card{δu1 δv2 |u+ v ≤ r} =
(
r+2
2
)
for all r ∈ N , dimL(F lk)r = k
(
r+2−l
2
)
for
all sufficiently large r ∈ Z whence
ωη/K(r) = dimL(F 01 )r − dimL(F a+b1 )r =
(
r + 2
2
)
−
(
r + 2− (a+ b)
2
)
for all sufficiently large r ∈ Z. Therefore,
ωη/K(t) =
(
t+ 2
2
)
−
(
t+ 2− (a+ b)
2
)
= (a+ b)t− (a+ b)(a+ b− 3)
2
.
Now, let us find the ∆1–∆2-dimension polynomial χη(t1, t2) of the extension L/K
that corresponds to the ∆-generator η. Recall that χη(t1, t2) coincides with the ∆1–
∆2-dimension polynomial associated with the excellent bifiltration (ΩK(L)rs)r,s∈Z de-
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scribed in the proof of Theorem 5.4. Furthermore, it follows from the exact sequence (5.9)
that ΩK(L) is ∆-isomorphic to the ∆-L-module E/N where E = F 01 is a free left
D-module with a free generator e (considered as a bifiltered D-module with the bi-
filtration (Drse)r,s∈Z) and N is a cyclic D-submodule of E with the generator g =
(δa1δ
b
2 + δ
a+b
2 )e. (The surjective ∆-homomorphism pi : F
0
1 −→ ΩK(L) considered in the
exact sequence (5.9) is defined by the natural formula pi(Ae) = Adη for any A ∈ D.)
As in the proof of Theorem 4.5, we obtain that {g} is a characteristic set of the module
N , so we can apply Theorem 5.1 and find that χη(t1, t2) = ω(t1, t2) + ω¯(t1, t2) where
the polynomials ω(t1, t2) and ω¯(t1, t2) (we use the notation of Theorem 5.1) are given by
formulas (3.3) and (5.7), respectively:
ω(t1, t2) =
(
t1 + 1
1
)(
t2 + 1
1
)
−
(
t1 + 1− a
1
)(
t2 + 1− b
1
)
= bt1 + at2 + a+ b− ab
and
¯ω(t1, t2) =
(
t1 + 1− a
1
)[(
t2 + 1− b
1
)
−
(
t2 + 1− (a+ b)
1
)]
= at1 + a(1− a).
Thus,
χη(t1, t2) = ω(t1, t2) + ω¯(t1, t2) = (a+ b)t1 + at2 + 2a+ b− ab− a2.
Comparing the polynomials ωη/K(t) and χη(t1, t2) we see that the first polynomial
carries two differential birational invariants, its degree 1 and the leading coefficient a+ b,
while χη(t1, t2) carries three such invariants, its total degree 1, a+ b, and a (therefore, a
and b are uniquely determined by the polynomial χη). In other words, if ξ = {ξ1, . . . , ξq}
is any other system of ∆-generators of the ∆-extension L/K, then ωξ/K(t) = (a+b)t+c1
and χη(t1, t2) = (a + b)t1 + at2 + c2 for some integers c1 and c2. Thus, χη(t1, t2) gives
both parameters a and b of the equation (5.2) while ωξ/K(t) gives just the sum of the
parameters.
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