Differentiate and make waves by Nillsen, R.
University of Wollongong 
Research Online 
Faculty of Informatics - Papers (Archive) Faculty of Engineering and Information Sciences 
January 1996 
Differentiate and make waves 
R. Nillsen 
University of Wollongong, nillsen@uow.edu.au 
Follow this and additional works at: https://ro.uow.edu.au/infopapers 
 Part of the Physical Sciences and Mathematics Commons 
Recommended Citation 
Nillsen, R.: Differentiate and make waves 1996. 
https://ro.uow.edu.au/infopapers/398 
Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 
Differentiate and make waves 
Abstract 
In 1972 Gary Meisters and Wolfgang Schmidt showed that if the Fourier coefficient of a function is zero at 
the origin, then the function is a sum of three first order differences. They deduced from this that every 
translation invariant linear form on the space of square integrable functions on the circle group is 
automatically continuous. Their results were subsequently developed by the author for the case of n-
dimensional Euclidean space (Lectures Notes in Mathematics, vol. 1586, Springer-Verlag,1994). The 
present paper gives an exposition of some of the ideas in this work, with the aim of minimising the 
technicalities. In particular, it is shown that if we differentiate s times the functions in the Sobolev space 
of order s on the real line, we obtain as the range of this operator a difference space of order s, where the 
form of the differences in this space can be explicitly described. This difference space is a Hilbert space, 
and the operation of differentiation s times is an isometry between these spaces. Whereas finite 
differences have long been used to approximate derivatives “locally”, these results reveal the precise 
“global” relationship. The main technique involves understanding how the operation of taking a derivative 
or a finite difference of a function affects the behaviour of the Fourier transform of the function near the 
origin on the real line. 
Keywords 
differentiation, derivative, finite difference, Fourier, Fourier transform, Sobolev space, Hilbert space, 
distribution, wave, convolution, origin, difference space, range, operator 
Disciplines 
Physical Sciences and Mathematics 
Publication Details 
This article was originally published as Nillsen, R, Differentiate and make wabes, Expositiones 
Mathematicae, 14, 1996, 57-84. Original journal avaiable here. 
This journal article is available at Research Online: https://ro.uow.edu.au/infopapers/398 
Differentiate And Make Waves
Rodney Nillsen
1. INTRODUCTION. If we differentiate a function, what sort of function
do we obtain? Consider the function whose value at x is e−x
2
. If we think of its
graph as a wave, then it has a crest; that is, a local maximum, at the origin. It has
no trough; that is, no local minimum. However, differentiation of e−x
2
produces the
function −2xe−x2 , which has a crest at 1/2 and a trough at −1/2. Thus, in this
case, differentiation has maintained the crest present in the original wave, but also
has produced a trough which was not there before. In this sense, differentiation of
the function e−x
2
has “made waves”, as indicated in Figures 1 and 2.
Another way of “making waves” is by taking finite differences. Let L2(R) denote
the usual space of complex valued, measurable, square integrable functions on the




2dx < ∞. If y ∈ R and f ∈ L2(R), δy ∗ f denotes the translation
of f by y. That is, (δy ∗ f)(x) = f(x− y), for x ∈ R. Translation of a function by y
maintains the shape of the graph of the function, but it changes the position of the
graph, which moves through a horizontal amount y. As indicated by the notation,
δy ∗f is the convolution of f with the Dirac measure δy at y. A first order difference
is a function in L2(R) which is of the form f−δy ∗f , for some f ∈ L2(R) and y ∈ R.
Now consider the function whose value at x is e−x
2 − e−(x−1)2 . This is a first
order difference obtained from the function e−x
2
. Like the derivative of e−x
2
, this
function has a crest and a trough: the crest is at x0 and the trough is at x1, where
x0 < x1 and x0 and x1 are the solutions of x/(x − 1) = e2x−1. Thus, in the same
sense as differentiation, forming a first order difference from the function e−x
2
has
“made waves”. This is indicated in Figure 3.
In contrast, however, note that if f is a polynomial function of degree n, it
may have as many as n− 1 crests and troughs, while its derivative is a polynomial
function of degree n− 1 which can have at most n− 2 crests and troughs. In such
a case, differentiation has produced a less wave-like function. Also, if g denotes for
the moment the usual sine function, g− δ2π ∗ g is the zero function, which obviously
has no crests or troughs whatsoever. In this case, taking one finite difference has
Figure 1: the function e−x
2
Figure 2: the function −2xe−x2 , the derivative of x2
Figure 3: the function e−x
2 − e−(x−1)2 , a first order difference obtained from e−x2
completely eliminated the waves in the original function.
The point about such examples as the preceding is that neither the functions
involved nor their derivatives are restricted in their behaviour towards ∞ or −∞.
To gain some insight into what happens in general when some such restriction is
made, we use the fact that a continuous real valued function which vanishes at,
or towards, the end points of an interval attains a maximum or a minimum on
the interval. Now consider a real valued continuously differentiable function f on
R. Let D(f) denote the derivative of f and assume that lim
n→∞
D(f)(x) = 0 and
lim
n→−∞
D(f)(x) = 0. These conditions may be thought of as saying “D(f)(∞) = 0”
and “D(f)(−∞) = 0”. Assume further that there are n distinct points in R, at
each of which f has a crest or a trough. At these points, D(f) vanishes but, as
well, D(f) also vanishes at ∞ and −∞ in the sense described above. Thus, there
is a total of n + 2 points, including ∞ and −∞, at each of which D(f) vanishes.
As D(f) is continuous, D(f) will have a crest or a trough between any two such
points, and there are n + 1 pairs of consecutive such points. This produces n + 1
distinct points, at each of which D(f) has a crest or a trough. Thus, whereas f had
a crest or a trough at n distinct points in R, D(f) has a crest or a trough at n + 1
distinct points in R. Hence the total number of crests and troughs has increased
under differentiation from n to n + 1.
In a very entertaining article [18], Professor Robert Strichartz described “How
to make wavelets”. Any readers of his article who may have wished to go even
further, by making waves, may be reassured to know that both differentiation and
taking finite differences of functions suffice not only to make wavelets, but waves as
well! In fact, in a certain precise sense, the procedures of differentiation and taking
first order differences produce exactly the same space of functions.
THEOREM 1. A function in L2(R) is the derivative of a function in L2(R) if
and only if it is a finite sum of first order differences.
Here, as explained in Section 2, the derivative of an L2(R) function is taken in
the sense of the theory of distributions, as developed by Laurent Schwartz [17]. If a
function in L2(R) is differentiable in the usual sense and has a derivative in L2(R),
the usual derivative equals the distributional derivative.
When higher order derivatives are considered, it might be expected that these
are expressible in terms of higher order differences, and this is indeed the case,
as now indicated. A second order difference is a function in L2(R) which is of
the form f − 12 (δy + δ−y) ∗ f , for some f ∈ L
2(R) and y ∈ R. Figures 4 and 5
indicate that taking the second derivative, or taking a second order difference, again
“makes waves” in a similar sense to taking one derivative or a first order difference.
More specifically, taking either the second derivative of e−x
2
or the given second
order difference of e−x
2
produces an extra trough as occurred in the case of first
derivatives and differences, but produces as well an additional crest or trough.
THEOREM 2. A function in L2(R) is the second derivative of some function
in L2(R) if and only if it is a finite sum of second order differences.
Theorem 1 can be regarded as describing the range of the differentiation
Figure 4: the function 2(2x2 − 1)e−x2 , the second derivative of e−x2









a second order difference obtained from e−x
2
operator D on the subspace of L2(R) comprising those functions whose derivatives
are in L2(R). Theorem 2 gives a corresponding description of the range of D2. One
aim of this paper is to present a more general description of the relationship between
derivatives and differences, and this description depends upon Fourier transform
techniques. The crux of the matter is indicated by the following observation: if
g is in L2(R), and if either g is the derivative of a function in L2(R) or if g is
a first order difference, then the Fourier transform ĝ of g has a precise behaviour
near the origin, as expressed by the fact that
∫ ∞
−∞
|ĝ(x)|2|x|−2dx < ∞. In fact, as
shall be seen, this behaviour characterizes both the derivatives of L2(R)-functions
and the functions which are finite sums of first order differences, which leads to the
conclusion of Theorem 1.
The classical definition of the derivative suggests that the derivative of a func-
tion at a point may be approximated by the value of a first order difference at that
point. This idea underlies various methods for calculating approximate solutions of
differential equations. A typical illustration of this idea is the follwing: points are
selected and the derivatives of the solution of the equation at these points are ap-
proximated by finite difference expressions – these approximations are substituted
into the original equation, and the new equation so obtained may be solved to ob-
tain approximate values of the solution at the selected points. Such methods are
discussed, for example, in Chapter 5 of the book by Uri Ascher, Robert Mattheij
and Robert Russell [1]. The underlying idea in these methods is the local approx-
imation of derivatives by finite difference expressions. In contradistinction, a main
theme here is to describe the relationship between derivatives of functions and finite
differences when these are considered as functions on R – that is, the concern is with
how derivatives of functions, and finite differences of functions, are related globally
to each other.
2. DERIVATIVES AND THE FOURIER TRANSFORM. In this sec-
tion is presented some background on the Fourier transform and Sobolev spaces.
Complete descriptions of all necessary results are given, and details of those proofs
which are not given may be found in a standard work such as the book by Walter
Rudin [16].
Let Z denote the integers, let Z+ denote the non-negative integers, and let N
denote the strictly positive integers. A complex valued function ϕ on R is said to be
rapidly decreasing if pϕ is bounded for each polynomial p. The space S(R) is defined
to consist of all infinitely differentiable functions ϕ on R which are rapidly decreasing




(1 + |x|2)n|Dk(ϕ)(x)| : x ∈ R
}
defines a seminorm on S(R). The countable family of seminorms so obtained deter-
mines a topology on S(R), the weakest in which these seminorms are continuous, in
which S(R) becomes a complete metrizable, locally convex space; that is, a Fréchet
space. A tempered distribution is defined to be a continuous linear functional on
S(R). That is, the tempered distributions form the continuous dual S(R)′ of S(R).





defines a tempered distribution. In this way, L2(R) may be considered to be a vector
subspace of S(R)′.






This observation suggests the following definition for the derivative D(u) of a tem-
pered distribution u. Noting that ϕ 7−→ D(ϕ) is continuous from S(R) into S(R),
D(u) is defined to be the tempered distribution −u◦D, where ◦ denotes composition
of functions. That is,
D(u)(ϕ) = −u(D(ϕ)), for all ϕ ∈ S(Rn).
Then (2.1) shows that this definition is consistent with the usual concept of the
derivative. Thus, D has been extended from S(R) to S(R)′ and D maps S(R)′ into
S(R)′. This means that Dk(u) may be defined for k ∈ Z+ and u ∈ S(R)′ by taking
the k-fold composition of D.
If f ∈ L2(R), its derivative is in L2(R) if there is g ∈ L2(R) such that∫ ∞
−∞




for all ϕ ∈ S(R). In this case, g = D(f). If f ∈ L2(R) it is not generally true
that D(f) ∈ L2(R). This leads to consideration of those functions in L2(R) whose
derivatives, up to some given order, do belong to L2(R).
DEFINITION. Let s ∈ Z+. Then
Hs(R) =
{
f : f ∈ L2(R), D(f) ∈ L2(R), . . . , Ds(f) ∈ L2(R)
}
.
Hs(R) is called the Sobolev space of order s. It is an important fact that the Sobolev
spaces are Hilbert spaces, with inner products involving the Fourier transform. Rel-
evant properties of the Fourier transform are now described.




e−ixyϕ(y)dy, for all x ∈ R. (2.2)
The Fourier transform is a continuous linear bijection on S(R). Thus, if u ∈ S(R)′,
the function ϕ 7−→ u(ϕ̂) on S(R) is in S(R)′ and is taken as the definition of the
Fourier transform û of u. If u ∈ S(R), this definition of û is consistent with (2.2).
The Fourier transform of f may also be denoted by f∧. The L2(R)-norm of a
function f in L2(R) is given by ||f ||2 = (
∫∞
−∞ |f(x)|
2 dx)1/2. When the Fourier
transform is restricted to L2(R), the following fundamental result obtains.
PLANCHEREL’S THEOREM. The Fourier transform is a continuous linear
bijection on L2(R) and
||f̂ ||2 =
√
2π||f ||2, for all f ∈ L2(R).
By regarding an integral as a form of infinite sum, ||f̂ ||22 can be interpreted as a
“sum of squares”. Then, if f̂ is regarded as exhibiting the “orthogonal components”
of f , the equation ||f̂ ||2 =
√
2π||f ||2 in Plancherel’s Theorem may be regarded as
the form of Pythagoras’ Theorem which appears in the context of Fourier analysis.
It is now possible to characterize the spaces Hs(R), and to give a Fourier
transform description of the action of Ds on Hs(R).
THE SOBOLEV SPACE THEOREM. Let s ∈ Z+. Then if f ∈ L2(R), f ∈
Hs(R) if and only if
∫∞
−∞ |f̂(x)|
2|x|2sdx < ∞. The space Hs(R) is a Hilbert space




f̂(x)ĝ(x)(1 + |x|2)sdx, for f, g ∈ Hs(R).
Also, for each f ∈ Hs(R),
[Ds(f)]∧(x) = (ix)sf̂(x), for almost all x ∈ R. (2.3)











Now by Plancherel’s Theorem, D(f) ∈ L2(R) if and only if D(f)∧ ∈ L2(R), so
it follows that D(f) ∈ L2(R) if and only if
∫∞
−∞ |f̂(x)|
2|x|2dx < ∞, and that in
this case [D(f)]∧(x) = ixf̂(x). This proves the first statement in the Theorem for
s = 1, and the case of general s follows from the above argument and induction. In
particular, this implies that the Fourier transform is a bijection from Hs(R) onto
L2(R, (1 + |x|2)sdx). Since the latter space is an L2-space it is a Hilbert space, and
it follows that Hs(R) is a Hilbert space under the given inner product 〈·, ·〉. The
second statement in the Theorem, concerning [Ds(f)]∧, has already been proved for
s = 1, and again the case for general s follows by an induction argument. Q.E.D.
The preceding result has an intuitive interpretation. Namely, if f ∈ L2(R) is
thought of as a signal, the condition that
∫∞
−∞ |f̂(x)|
2|x|2sdx < ∞ expresses the idea
that f does not contain “too many” high frequencies, in which case its graph will be
smoother and more differentiable than would otherwise be the case. The Sobolev
Space Theorem has the following important, if immediate, consequence.
PROPOSITION 1. Let s ∈ N. Then if Ds is considered as a function with
domain Hs(R), Ds becomes an injection from Hs(R) into L2(R) whose range is{








PROOF. Let g ∈ L2(R). Then, by the Sobolev Space Theorem and Plancherel’s
Theorem,
g = Ds(f) for some f ∈ Hs(R)
⇐⇒ g ∈ L2(R) and ĝ(x) = (ix)sf̂(x) for some f ∈ L2(R) and almost all x









which proves the statement about the range of Ds. That Ds is an injection is
immediate from the identity (Dsf)∧(x) = (−ix)sf̂(x), for f ∈ Hs(R). Q.E.D.
It is shown by (2.4) that the functions in L2(R) which are in the range of Ds are
completely described by the behaviour of their Fourier transforms near the origin.
The Fourier transforms of appropriate finite differences exhibit identical behaviour
near the origin, as discussed in the next section. It is this identical behaviour
which provides the analytical tool for establishing the precise connection between
derivatives and differences.
3. DIFFERENCES AND THE FOURIER TRANSFORM. Let L1(R)
denote the complex valued integrable functions on R. Then if y ∈ R and f ∈ L1(R),
for all x ∈ R






e−ix(u+y)f(u)du = e−ixy f̂(x).
Since f 7−→ δy∗f is continuous on L2(R) and since L1(R)∩L2(R) is a dense subspace
of L2(R), it follows from Plancherel’s Theorem that for all f ∈ L2(R) and all y ∈ R,
(δy ∗ f)∧(x) = e−ixy f̂(x), for almost all x ∈ R. (3.1)
Now let g be a first order difference in L2(R). Then g = f − δy ∗ f for some




























|f̂(x)|2dx, as | sinx| ≤ |x|,
< ∞.
Thus, if g is a first order difference in L2(R), its Fourier transform ĝ must be “small”
near the origin in the sense that
∫ ∞
−∞
|ĝ(x)|2|x|−2dx < ∞. A similar argument
establishes that if h is a second order difference in L2(R), then its Fourier transform
is again “small” near the origin in the sense that the more stringent condition,∫ ∞
−∞
|ĥ(x)|2|x|−4dx < ∞, must be satisfied.
The preceding remarks, together with applications of Proposition 1 for the cases
s = 1 and s = 2, suffice to establish the following result, which is indicative of a
close relationship between derivatives and finite differences.
PROPOSITION 2. If g ∈ L2(R) is either the derivative of a function in H1(R)
or is a finite sum of first order differences, then
∫ ∞
−∞
|ĝ(x)|2|x|−2dx < ∞. Also, if
h ∈ L2(R) is either the second derivative of a function in H2(R) or is a finite sum




An aim now is to prove a form of converse of each statement in Proposition 2
and, in fact, to go further by introducing the concepts of higher order and fractional
differences in L2(R). Then the finite sums of such differences of a given order are
characterized in terms of the behaviour of their Fourier transforms near the origin.
Let C2π(R) denote the continuous, complex-valued, 2-periodic functions on R.














|α̂(k)| < ∞. In this case, the Fourier series of α converges
uniformly on R to α.
Now let α ∈ C2π(R) and assume that α has an absolutely convergent Fourier
series. Then a function g in L2(R) is said to be an α-difference if there are y ∈ R





Note that the series on the right converges unconditionally in L2(R), since
∞∑
k=−∞





||f ||2 < ∞.
The definition of an α-difference extends the concept of first and second order dif-
ferences. For, let α1(x) = 1− e−ix for x ∈ R. Then α1 ∈ C2π(R) and
∞∑
k=−∞
α̂1(k)δ−ky ∗ f = f − δy ∗ f, (3.2)
which is the general form of a first order difference. Also, if α2(x) = (1− e−ix)2 for
all x ∈ R, if y ∈ R, if g ∈ L2(R) and if f = −2δy ∗ g, then
∞∑
k=−∞
α̂2(k)δ−ky ∗ g = g − 2δy ∗ g + δ2y ∗ g = f − 2−1(δy + δ−y) ∗ f, (3.3)
which is the general form of a second order difference.
Given a function α as above, the preceding remarks lead to consideration of
the vector subspace D[α](R) of L2(R), which is defined to consist of all finite sums
of α-differences. Thus, if g ∈ L2(R), g ∈ D[α](R) if and only if there are m ∈









The following result gives a preliminary characterization of D[α](R) in terms of
Fourier transforms.
PROPOSITION 3. Let α ∈ C2π(R) and assume that α has an absolutely con-
vergent Fourier series. Then if g ∈ L2(R), g ∈ D[α](R) if and only if there are m ∈ N






dx < ∞. (3.5)
In this case, g is the sum of m α-differences; in fact, there are f1, f2, . . . , fm ∈ L2(R)
such that (3.4) holds.
PROOF. It is first necessary to calculate the Fourier transform of an α-difference.
As the Fourier series of α is absolutely convergent, the series converges at each point











for almost all x ∈ R.
Now let g ∈ D[α](R). Then there are m ∈ N, y1, . . . , ym ∈ R and f1, . . . , fm ∈
L2(R) such that g equals a finite sum of α-differences as in (3.4). Then, for almost











































by Plancherel’s theorem. Thus if g ∈ D[α](R), (3.5) will hold, which proves part of
Proposition 3.
Conversely, let g ∈ L2(R), let m ∈ N and let y1, y2, . . . , ym ∈ R be such that
(3.5) holds. Then define
h(x) = max
{
|α(y1x)|, |α(y2x)|, . . . , |α(ymx)|
}
,
for each x ∈ R. Then define subsets B0, B1, . . . , Bm of R by induction, as follows:
B0 =
{





x : x ∈ R, x 6∈ Bj−1 and h(x) = |α(yjx)|
}
,
for j = 1, 2, . . . ,m. The sets B0, B1, . . . , Bm are disjoint, measurable, and their
union is R. Note that if x ∈ Bj for some j ∈ {1, 2, . . . ,m}, then |α(yjx)| = h(x) > 0.





, if x ∈ Bj ;

























as (3.5) holds. Hence hj ∈ L2(R). By Plancherel’s Theorem, there is fj ∈ L2(R)
such that f̂j = hj , for all j = 1, 2, . . . ,m. Then (3.7) gives ĝ(x) = α(yjx)f̂j(x), for









In fact, this equation for ĝ(x) holds for almost all x ∈ R. For if x ∈ B0, α(yjx) = 0
for all j = 1, 2, . . . ,m and so, as (3.5) holds, ĝ(x) = 0 for almost all x ∈ B0. Since





























This proves that if g satisfies (3.5), then g ∈ D[α](R).
Thus, g ∈ D[α](R) if and only if (3.5) holds for some y1, . . . , ym. The last
equation also shows that, in this case, g is the sum of m α-differences as in (3.4).
Q.E.D.





k=−∞ α̂(k)δ−kyj ∗ fj). An examination of the proof of Propo-
sition 3 reveals that these functions f1, . . . , fm in L2(R) may be chosen so that
f̂j f̂k = 0 if j 6= k. This means that (fj ∗ fk)∧ = 0 for j 6= k, where fj ∗ fk is a
convolution in L2(R). Thus, the functions f1, . . . , fm which appear in (3.4) may
always be chosen so that fj ∗ fk = 0 if j 6= k.
Although Proposition 3 gives a necessary and sufficient condition for a function
in L2(R) to belong to a spaceD[α](R), the criterion it provides is difficult to apply; for
if f ∈ L2(R) is given, it is not clear under what conditions there will be y1, . . . , ym ∈
R such that (3.5) will hold. What is needed is a simpler criterion, of a type suggested
by Proposition 2.
If α1(x) = 1− e−ix and α2(x) = (1− e−ix)2, Proposition 2 shows that
g ∈ D[α1](R) =⇒ ĝ ∈ L
2(R, (1 + |x|−2)dx), and
h ∈ D[α2](R) =⇒ ĥ ∈ L
2(R, (1 + |x|−4)dx).
This motivates the formulation of the basic problem for characterizing a space
D[α](R) as follows: describe a Borel measure µ[α] on R such that{
f̂ : f ∈ D[α](R)
}
= L2(R, µ[α]).
We shall see that under appropriate conditions on α, there is such a measure µ[α].
Moreover, µ[α] is essentially determined not by α itself, but by the behaviour of α
near the origin.













for all x1, x2, . . . , xm ∈ R.
PROOF. Consider the function ϕ, defined for all non-zero vectors in Rm, given
by









Then for all non-zero x ∈ Rm and all non-zero γ ∈ R, ϕ(γx) = ϕ(x). Thus, it
suffices to prove the result only for the case of all unit vectors in Rm, a unit vector
being one of the form (x1, x2, . . . , xm) such that
∑m
j=1 |xj |2 = 1. However, the set
of all unit vectors in Rm is a compact space, and the restriction of ϕ to this space is
comtinuous. Thus, ϕ attains a minimum value η1 and a maximum value η2 on this
space. Then η1 ≤ ϕ(x) ≤ η2 for all unit vectors x and, as ϕ does not vanish at any
point, η1 > 0. The conclusion now follows. Q.E.D.
LEMMA 2. Let s ∈ [0,∞) and let m ∈ N be such that m > 2s. Let η ∈ (0,∞)
and α ∈ C2π(R) be such that η|x|s ≤ |α(x)| for all x ∈ [−π, π]. Then there is
C ∈ (0,∞) such that
∫
(−|x|,|x|)m




≤ C(|x|m−2s + |x|m), for all x ∈ R.
PROOF. If r ∈ (0,∞), let Br(Rm) denote the unit ball of centre 0 and radius
r in Rm. Note that (−|x|, |x|)m ⊆ B√m|x|(Rm). Now let x ∈ [−π, π], and let η1 be
as in Lemma 1. Then∫
(−|x|,|x|)m






































and letting µm−1 be the surface measure on the unit sphere Sm−1. It follows that
there is C1 ∈ (0, ) such that for all x ∈ [−π, π],∫
(−|x|,|x|)m




≤ C1|x|m−2s ≤ C1(|x|m−2s + |x|m). (3.8)
In the case where |x| ∈ (π,∞), there is ` ∈ N such that ` < |x|(` + 1). Then
(−|x|, |x|)m ⊆ (−2(` + 1), 2(` + 1))m, and this latter set is the union of 2m(` + 1)m
disjoint subcubes in Rm, each of whose sides has length 2. As α has period 2, the
function (u1, . . . , um) 7−→ 1/(
m∑
j=1
|α(uj)|2) has the same integral over each of these
cubes. It follows that for |x| ∈ (π,∞),∫
(−|x|,|x|)m




≤ 2m(` + 1)m
∫
(−,)m





≤ C12m(` + 1)m(m−2s + m), by (3.8),
≤ C12m(2`)m(1 + −2s)m,
≤ C14m(1 + −2s)|x|m, as ` < |x|,
≤ C14m(1 + −2s)(|x|m−2s + |x|m). (3.9)
Lemma 2 is immediate from (3.8) and (3.9). Q.E.D.
THEOREM 3. Let s ∈ (0,∞), let α ∈ C2π(R) be such that α has an absolutely
convergent Fourier series and for some δ1, δ2 ∈ (0,∞), δ1|x|s ≤ |α(x)| ≤ δ2|x|s for
all x ∈ [−π, π].





ĝ : g ∈ D[α](R)
}
= L2(R, (1 + |x|−2)sdx).
Also, if m ∈ N and m > 2s, every function in D[α](R) is the sum of m α-differences
in L2(R).
PROOF. Let g ∈ D[α](R). Then by Proposition 3, there are y1, y2, . . . , ym ∈ R
such that (3.5) holds. Let η > 0 be such that |yjx| ≤ π for all x ∈ [−η, η] and all


























< ∞, as (3.5) holds.
Hence if g ∈ D[α](R),
∫∞
−∞ |ĝ(x)|
2|x|−2sdx < ∞, and together with Plancherel’s
Theorem this implies that ĝ ∈ L2(R, (1 + |x|−2)sdx).
Conversely, let g ∈ L2(R). Let m ∈ N with m > 2s, and let b ∈ (0,∞). Recall
that in an iterated integral with a non-negative integrand, the value of the integral
is independent of the order of the integration. Also, note that the Jacobian of the
function (y1, . . . , ym) 7−→ (xy1, . . . , xym) on Rm is |x|m. Using the substitution
uj = xyj for j = 1, 2, . . . ,m, and the formula for integration by substitution in Rm,





































where D ∈ (0,∞) and D comes from applying Lemma 2. It follows that if
∫∞
−∞ |ĝ(x)|







dx < ∞ for almost all (y1, . . . , ym) ∈ (−b, b)m.
In particular, this inequality must hold for at least one (y1, . . . , ym) ∈ (−b, b)m, so
by Proposition 3, g ∈ D[α](R) and g is the sum of m α-differences. Q.E.D.
The preceding proof actually demonstrates more than is contained in the state-
ment of Theorem 3. In fact, the proof shows that if g ∈ D[α](R), for almost all









Further details upon this and related sharpness aspects of Theorem 3 may be found
in the work of Wai Lok Lo [9] and also in [14] and [15].
4. DIFFERENCE SPACES AND DERIVATIVES. Another way of
thinking of the characterization of D[α](R) described in Theorem 3 is as follows:
the Fourier transform is a linear bijection from D[α](R) onto the weighted L2-space
L2(R, (1 + |x|−2)sdx). Under the conditions of Theorem 3, it follows that D[α](R)
is independent of the function α, and that D[α](R) is characterized in terms of s
only. This solves what was previously called the basic problem for characterizing
the spaces D[α](R), and leads to the following.
DEFINITION. Let s ∈ (0,∞) be such that there is α ∈ C2π(R) and δ1, δ2 ∈
(0,∞) so that α has an absolutely convergent Fourier series and δ1|x|s ≤ |α(x)| ≤
δ2|x|s for all x ∈ [−π, π]. Then Ds(R) is defined to be the vector subspace D[α](R)
of L2(R).
The space Ds(R) is called the difference space of order s of L2(R).
The question now arises as to the values of s ∈ (0,∞) for which Ds(R) is
defined. If s ∈ N, it suffices to take α ∈ C2π(R) to be given by α(x) = (1 − e−ix)s
for x ∈ R. In fact, in this case the Fourier series of α has only a finite number of
non-zero terms and so is absolutely convergent; and since








α(x)|x|−s is bounded above and also bounded away from 0 on [−π, π].
The preceding choice of α when s ∈ N motivates the choice of a suitable α
in C2π(R) in the general case when s ∈ (0,∞). Let s ∈ (0,∞) be given, and let
α ∈ C2π(R) be given by α(x) =
∣∣sin x2 ∣∣s, for x ∈ R. The preceding argument
applies to this case, and it may be deduced that α(x)|x|−s is bounded above and is
also bounded away from 0 on [−π, π]. We need to know that α has an absolutely
convergent Fourier series. Now the derivative D(α) of α exists at each point of



















, if x ∈ (−π, 0).
(4.1)
It follows that D(α) is continuous on (−π, 0) ∪ (0, π) and that D(α) ∈ L1([−π, π]).
Then α(x) = α(−π)+
∫ x
−π D(α)(t)dt for all x ∈ [−π, π], and so, by a standard result
[7, p.286], α is absolutely continuous on [−π, π].
In order to deduce that α has an absolutely convergent Fourier series it now
suffices, by another standard result [19, p.242], to prove that there is p ∈ (1,∞) such
that D(α) ∈ Lp([−π, π]). If s ∈ [1,∞), (4.1) shows that D(α) is bounded on [−π, π]







































< ∞, as p(1− s) < 1.
It follows that D(α) ∈ Lp([−π, π]). Thus, in either case, α has an absolutely con-
vergent Fourier series.
The preceding remarks show that the difference space Ds(R) is defined for all
s ∈ [0,∞). Also, the opening remarks of this section make it clear that the Fourier
transform is a linear bijection from Ds(R) onto L2(R, (1 + |x|−2)sdx). Since any
L2-space is a Hilbert space, the space Ds(R) is also a Hilbert space in the inner
product derived from the inner product on L2(R, (1 + |x|−2)sdx) under the Fourier
transform. These facts are now summarized.
THE DIFFERENCE SPACE THEOREM. If s ∈ (0,∞), the difference space
Ds(R) of order s is defined. If f ∈ L2(R), f ∈ Ds(R) if and only if∫∞
−∞ |f̂(x)|
2|x|−2sdx < ∞. The vector space Ds(R) is a Hilbert space whose inner




f̂(x)ĝ(x)(1 + |x|−2)sdx, for f, g ∈ Ds(R).
Now it was noted earlier that the definition of an α-difference extended the
concept of first and second order differences. In fact, from (3.2) and (3.3) and the
definition of the difference spaces, it follows that D1(R) consists of all finite sums
of first order differences, and that D2(R) consists of a ll finite sums of second order
differences. In general, if α satisfies the conditions in the definition of D[α](R), it
is natural to regard an α-difference as a “fractional difference of order s”. Then,
Ds(R) consists of all finite sums of such differences of order s.
The reader may have noted that the Difference Space Theorem has a strong
formal similarity to the Sobolev Space Theorem. In fact, whereas the Sobolev Space
Theorem characterizes the Hilbert spaces of functions in L2(R) associated with the
behaviour of the Fourier transform towards infinity, the Difference Space Theorem
characterizes the corresponding Hilbert spaces of functions in L2(R) associated with
the behaviour of the Fourier transform near the origin.
A more specific connection between these two classes of spaces is indicated by
Proposition 1, where it was shown, in a precise sense, that for s ∈ N the functions
in L2(R) which are in the range of Ds are characterized by the behaviour of their
Fourier transforms near the origin.
THEOREM 4. Let s ∈ N. Then
Ds(R) =
{
Ds(f) : f ∈ Hs(R)
}
.
Also, Ds preserves inner products as it maps from the Hilbert apace Hs(R) onto
the Hilbert space Ds(R).
PROOF. It is immediate from (2.4) and the Difference Space Theorem that














Here, the inner product on the left is in Ds(R), while the inner product on the right
is in Hs(R). The equation shows that Ds preserves inner products. Q.E.D.
Theorem 4 identifies the range of Ds on Hs(R) as the space Ds(R). It also
implies that Ds is an isometry from Hs(R) onto Ds(R) since, as it preserves inner
products, it also preserves the norms in these spaces. The two theorems stated
in the Introduction now appear as special cases arising from Theorem 4 by taking
s = 1 and s = 2.
In the case s = 1, we may take α(x) = 1 − e−ix and then, as noted before,
the α-differences are precisely the first order differences and D1(R) consists of the
finite sums of first order differences. Since D1(R) = {D(f) : f ∈ H1(R)}, Theorem
1 in the Introduction is proved. Actually, since 3 > 2 = 2.1, the last statement in
Theorem 3 shows that a function in L2(R) is in D1(R) if and only if it is the sum of
three first order differences. Thus, a refined statement of Theorem 1 could read: a
function in L2(R) is the derivative of a function in L2(R) if and only if it is a sum
of three first order differences.
A similar argument applies in the case s = 2. Let α(x) = (1− e−ix)2 and note,
as previously, that the α-differences are precisely the second order differences and
that D2(R) consists of the finite sums of second order differences. Then Theorem 2
will follow and the corresponding refined statement of it reads: a function in L2(R)
is the second derivative of a function in L2(R) if and only if it is a sum of five
second order differences.
A common way of thinking of the derivative of a function is that it measures
the instantaneous rate of change of the function. Now if f ∈ L2(R) and y > 0,
(f − δy ∗ f)(x) equals f(x)− f(x− y), which is the change in the value of f as the
argument increases from x− y to x. Similarly, if y < 0, (f − δy ∗ f)(x) is the change
in the value of −f as the argument increases from x to x − y. Hence, any first
order difference may be regarded as a discrete rate of change, in the sense that it
measures the difference between function values at points which are a given distance
apart. From this viewpoint, the above refinement of Theorem 1 can be regarded as
saying: the instantaneous rate of change of a differentiable function in L2(R) whose
derivative is in L2(R) is a sum of three functions, each of which is a discrete rate
of change of some function in L2(R).
5. MAKING WAVES. In the introduction, some heuristic remarks were
made concerning the making of waves by means of differentiation and taking finite
differences. Some further remarks on these lines may now be helpful. The extent
to which a function is a wave may be regarded as expressing itself in the number of
crests and troughs, or in the oscillations of the function. Now the Fourier transform f̂
of a function f in L2(R) can be thought of as displaying the frequencies contained in
the function g or, as we may prefer to think of it in the immediate context, the signal
g. The frequencies correspond to the complex exponential functions eixy, y ∈ R –
the larger the value of |y|, the more does eixy oscillate and the more wavy it appears;
while the smaller the value of |y|, the less does eixy oscillate and the less wavy it
appears. Thus, the function may be expected to oscillate more if it contains many
high frequencies, or if it contains few low frequencies, or if it contains more high
frequencies in relation to the low frequencies.
In the case of differentiation, we saw earlier that if f ∈ H1(R),
[D(f)]∧(x) = ixf̂(x), for almost all x,
which shows that differentiation simultaneously reduces the magnitude of the low
frequencies in f and increases the magnitude of the high frequencies. But if we
consider a first order difference of the form f − δy ∗ f , for some f ∈ L2(R) and
y ∈ R,




Since | sin xy
2
| ≤ 1, this shows that taking first order differences decreases the magni-
tude of the low frequencies without increasing the magnitude of the high frequencies.
A similar comment applies in the case of α-differences. However, although differen-
tiation increases the high frequencies when applied to a function f in H1(R), this
effect is not important, in the sense that xf̂(x) still remains as a function in L2(R).
This may illuminate why, when f ∈ H1(R), it is possible to write D(f) as a sum
of first order differences even though the first order difference procedure does not
increase the high frequencies.
The effect of these remarks is to show that if we wish to restrict our analysis to
lie within the space L2(R) (and there are practical and aesthetic reasons for doing
this), making a wave from a given function is done by decreasing the low frequencies
in the function. The extent to which the new function so obtained is a wave, or is
wave-like, will then be determined by the behaviour of its Fourier transform near
the origin.
Now if f ∈ L2(R), the behaviour of the Fourier transform f̂ near the origin may
be described in different ways. As f̂ is only defined almost everywhere, perhaps




2|x|−2sdx < ∞ if and only if f ∈ Ds(R). In view of the preceding
remarks, it now may seem natural to consider Ds(R) to be the (Hilbert) space
consisting of “waves of order s”. However, it may happen that f̂ is several times
differentiable near the origin and that some of the derivatives of f̂ at the origin
vanish. Then Taylor’s Theorem may apply to show that the behaviour of f̂ near
the origin may be compared directly with a power of |x|.
More specifically, let f ∈ L1(R) ∩L2(R) and let
∫∞
−∞ |f(x)| · |x|
jdx < ∞ for all




e−ixyf(y)dy, for all x ∈ R.
The assumptions on f mean that f̂ is s − 1 times continuously differentiable and




f(x)xjdx, for all j ∈ {0, 1, . . . , s− 1}.
Thus, Dj(f̂)(0) = 0 for all j ∈ {0, 1, . . . , s− 1} if and only if∫ ∞
−∞
f(x)xjdx = 0 for all j ∈ {0, 1, . . . , s− 1}. (5.1)
The integrals in (5.1) are called moments of f , and on page 67 of his book on
wavelets [13], Yves Meyer refers to the vanishing of the moments as the “oscillation”
or “cancellation” condition on f . Since this is equivalent to f̂ having a zero of order s
at the origin, we see that (5.1) expresses in a precise sense the lack of low frequencies
in f .
The following result shows that the two methods of describing the behaviour
of the Fourier transform near the origin coincide for functions for which they are
applicable simultaneously.
PROPOSITION 4. Let s ∈ N and let f ∈ L2(R) be such that∫∞
−∞ |f(x)| · |x|
jdx < ∞ for all j ∈ {0, 1, . . . , s}. Then f ∈ Ds(R) if and only if∫∞
−∞ f(x)x
jdx = 0 for all j ∈ {0, 1, . . . , s− 1}.
PROOF. The assumptions imply that f̂ is s times continuously differentiable.
Two cases are considered.
The first is when Dj(f̂)(0) = 0 for all j ∈ {0, 1, . . . , s − 1}. Then Taylor’s
Theorem applies to f̂ about the origin, and it follows that f̂(x)x−s is bounded near
the origin, so that
∫∞
−∞ |f̂(x)|
2|x|−2sdx < ∞. Thus, in this case, f ∈ Ds(R) by the
Difference Space Theorem.
The second case is when, for some ` ∈ {0, 1, . . . , s− 1}, D`(f̂)(0) 6= 0. It may
be assumed that ` is the least integer with these properties. Taylor’s Theorem again




x` + ρ(x), for all x ∈ R,
where limx→0 ρ(x)|x|−(`+1) = 0. It follows that |f̂(x)| · |x|−` is bounded away from


















and so f /∈ Ds(R) by the Difference Space Theorem.
In view of (5.1), the first case establishes that if the first s moments of f vanish,
then f ∈ Ds(R). The second case establishes the converse statement, by proving it
by contradiction. Q.E.D.
By now it is hoped that the heuristic remarks made previously, together with
Proposition 4, will have made the reader feel comfortable with the idea that a dif-
ference space Ds(R) may be thought of as consisting of “waves of order s”. Perhaps
Ds(R) could also be called the “wave space of order s”. A space Ds(R) arises from
L2(R) by a procedure of taking sums of certain α-differences. We can think of this
procedure as an “operation Ds”. Thus, Ds(R) is obtained by applying operation
Ds to L2(R). But what would happen if we applied operation Ds to a space Dt(R)
in place of L2(R)? Put in another way, what would we obtain by making waves of
order s out of other waves of order t? Would we get the waves of order s + t? The
answer is yes! This fact can be thought of as a semigroup property of the family of
operations Ds, s ∈ (0,∞); for it means that
Ds ◦ Dt = Ds+t, for all s, t ∈ (0,∞).
The proof of this depends on the fact that under the Fourier transform, products
become convolutions. Now the space of absolutely summable sequences on Z forms
an algebra with the usual addition and with convolution as multiplication. It follows
that the functions in C2π(R) which have absolutely convergent Fourier series form
a subalgebra of C2π(R) [5, p.165].
Let s, t ∈ (0, ), let α, β ∈ C2π(R), let α, β have absolutely convergent Fourier
series, and let there exist δ1, δ2 ∈ (0,∞) such that
δ1|x|s ≤ |α(x)| ≤ δ2|x|s and δ1|x|t ≤ |β(t)| ≤ δ2|x|t,
for all x ∈ [−π, π]. Then
δ21 |x|s+t ≤ |α(x)β(x)| ≤ δ22 |x|s+t, for all x ∈ [−π, π].
Also, αβ has an absolutely convergent Fourier series. By the definition of the spaces
Ds(R), we have
D[α](R) = Ds(R), D[β](R) = Dt(R) and D[αβ](R) = Ds+t(R).
Now define the space D[α](D[β](R)) to consist of the functions in L2(R) which
are finite sums of functions of the form
∑
k=− α̂(k)δ−ky ∗h, for some y ∈ R and some
β-difference h. That is, D[α](D[β](R)) consists of finite sums of functions which are
α-differences obtained from β-differences. Consider a function g ∈ L2(R) which is





















which belongs to D[α](D[β](R)) as the function in square brackets is a β-difference.
Hence,
Ds+t(R) = D[αβ](R) ⊆ D[α](D[β](R)). (5.2)
In fact, the converse inclusion also holds. For consider a function
f ∈ D[α](D[β](R)). Then f is a finite sum of functions, each of the form∑∞
k=−∞ α̂(k)δ−ky ∗h, for some y ∈ R and some h ∈ D[β](R). Denoting this function















dx, as |α(x)| ≤ δ2|x|s,
< ∞, as h ∈ Dt(R).
Here the Difference Space Theorem has been used, and it also gives from the above
that g ∈ Ds+t(R). It follows that
D[α](D[β](R)) ⊆ Ds+t(R). (5.3)
Thus, (5.2) and (5.3) now give
D[α](D[β](R)) = Ds+t(R), (5.4)
which shows that D[α](D[β](R)) is independent of α and β. Since D[β](R) = Dt(R),
it is thus consistent to interpret operation Ds, when applied to Dt(R), as giving the
space D[α](D[β](R)). With this definition, (5.4) can be expressed as the following
result.
PROPOSITION 5. If s, t ∈ (0,∞), then Ds(Dt(R)) = Ds+t(R).
That is, by making waves of order s out of waves of order t, we obtain precisely
the waves of order s + t. In the case when s, t ∈ N, a proof of Proposition 5
probably can also be based upon the following observations: Ds is a bijection from
Hs(R) onto Ds(R) by Theorem 4, also Dt is a bijection from Ht(R) onto Dt(R), and
Ds ◦Dt = Ds+t on S(R). The reader is invited to explore this alternative approach.
6. WAVELETS ARE WAVES. In wavelet analysis, a major theme is the
expansion of functions in L2(R) in terms of orthonormal functions which arise by
integer translations and dyadic dilations of a fixed function in L2(R). Thus, a
function h in L2(R) is sought so that the family {2j/2h(2−jx − k) : j, k ∈ Z} is
complete and orthonormal in L2(R). The function h is often required to have a
localization property, which means that in some sense it vanishes rapidly at infinity
– so that h is a “small” wave or, as it is often called, a wavelet. The functions in
the family {2j/2h(2−jx − k) : j, k ∈ Z} also have the scaling property. This refers
to the fact that as j varies in Z, the functions h(2−jx− k) have graphs which arise
by expanding or contracting the x-axis by powers of 2.
The prototypal example is the Haar wavelet h, given by
h(x) =

1, if 0 ≤ x < 12 ,
−1 if 12 ≤ x < 1,
0, otherwise.
Then h is localized in the sense that it is actually zero outside a bounded set, and
the family {2j/2h(2−jx− k) : j, k ∈ Z} forms a complete orthonormal set in L2(R),
as described in [4, pp.10-13], for example.
Localization and scaling are characteristic features of wavelet expansions, and
this distinguishes them from classical Fourier expansions because the sine and cosine
functions are not localized – they are waves rather than wavelets. The connection
between wavelets and the difference spaces Ds(R) introduced earlier is indicated by
the following observation: if f is the function f(x) = 1 for x ∈ [0, 12 ), and f(x) = 0
for x 6∈ [0, 12 ), then the Haar wavelet h equals f − δ1/2 ∗ f which is in D1(R). That
is, the Haar wavelet is a “wave of order 1”.
Wavelet analysis has recently received very clear and accessible treatments in
the books by Ingrid Daubechies [4] and Yves Meyer [13], and elsewhere. In particular
there is the expository article [18] by Robert Strichartz. Therefore, no proofs are
presented in this section, which is purely descriptive.
Let R∗ denote the set of non-zero real numbers. Let u ∈ R∗, let v ∈ R, and let






, for almost all x ∈ R.
Note that ||hu,v||2 = ||h||2. Let 〈f, g〉 denote the usual inner product of functions
f, g ∈ L2(R) : 〈f, g〉 =
∫∞
−∞ f(x)g(x)dx.
The (continuous) wavelet transform relative to h is the function Uh mapping
L2(R) into the functions defined on R∗ × R which is given by









for u ∈ R∗, v ∈ R. The discrete wavelet transform is the function Vh from L2(R)
into the functions on Z× Z which is given by




for j, k ∈ Z. The idea in these transforms is that 〈f, hu,v〉 “samples” f in the vicinity
of v at the scale u relative to the given function h. We would like to be able to
reconstruct f from the sampled values, as the Fourier inversion theorem reconstructs
a function from its Fourier transform, and we would like these transforms to have
analogues of the Plancherel theorem.
In the case of the continuous wavelet transform, an important identity is the
following, described by A. Grossman and J. Morlet [6], although the formulation






















∞, and the latter is often called the admissibility condition on h and, when it is
satisfied, h is sometimes called an admissible wavelet. In view of the Difference
Space Theorem, h is an admissible wavelet in this sense if and only if h ∈ D1/2(R).
That is “h is a wavelet if and only if it is a wave of order 1/2”. In this sense, wavelets
are waves.
When h ∈ L2(R), (6.1) shows that Uh is an isometry, up to a scalar multipli-
cation, from L2(R) into L2(R∗ ×R), so (6.1) may be regarded as a Plancherel-type
Theorem for Uh. Similar remarks apply in the case of the discrete transform Vh,
for Vh will satisfy a Plancherel-type Theorem if {2−j/2h(2−jx − k) : j; k ∈ Z} is
orthornormal in L2(R). But if this holds, Daubechies has proved [3, p.975] that
again h is admissible, and so is a “wave of order 1/2”. The reader is referred to
[4, Chapter 3] for a full discussion of the discrete transform case, especially pages
63-66.
Among the spaces Ds(R), s ∈ (0,∞), the space D1/2(R) plays a special rôle,
which hinges upon the fact that
∫ 1
−1 |x|
−2sdx < ∞ if and only if s < 12 . For
if f ∈ S(R), its Fourier transform f̂ is also in S(R) and so is bounded on R.
Hence, if f ∈ S(R),
∫∞
−∞ |f̂(x)|
2|x|−2sdx < ∞ for all s ∈ (0, 1/2), so S(R) ⊆ Ds(R)






−∞ f(x)dx = f̂(0) = 0. Thus, we see that every real valued function
f ∈ S(R)∩D1/2(R) must have a crest and a trough, for otherwise we could not have∫∞
−∞ f(x)dx = 0. But although every real valued function in S(R) must have a crest
or a trough, many do not have both a crest and a trough, although S(R) ⊆ Ds(R)
for all s ∈ (0, 1/2). We might say that the general function in Ds(R), for s ∈ (0, 1/2),
is a wave in a weaker sense than is the case for each function in D1/2(R). An extreme
point of view might be that the general function in Ds(R), for s ∈ (0, 1/2), is not
a wave at all. Here, the words of Humpty Dumpty in Lewis Carroll’s Through the
Looking-Glass are apposite: “When I use a word, it means just what I choose it to
mean, — neither more nor less”.
Finally, although wavelets are waves, not all waves are wavelets; at least, not
in the sense that waves are localized. For if y ∈ R and y 6= 0, it is easy to see that f
may be chosen in L2(R) so that f − δy ∗ f does not vanish rapidly at infinity, even
though f − δy ∗ f always does belong to D1(R). On the other hand, functions in
L2(R) may be regarded as being “localized”, but in an L2-sense rather than in the
sense of rapidly decreasing at infinity.
7. REMARKS, MAINLY CIRCULAR. Let T denote the circle group,
the set of complex numbers of unit modulus. Let µ denote the usual arc-length
measure on T, normalised so that µ(T) = 1. As µ is invariant under translations
(rotations) in T, if f ∈ L2(T) and y ∈ T,
∫
T(f−δy ∗f)dµ = 0. Motivated by the fact
that D1(R) consists of all finite sums of first order differences in L2(R), let us define
D1(T) to consist of all finite sums of functions of the form f − δy ∗ f for f ∈ L2(T)
and y ∈ T. The previous remark implies that
∫
T hdµ = 0 for all h ∈ D1(T). Now










They deduced from this that if J is a linear form on L2(T), then J(δy ∗ f) = J(f)
for all y ∈ T and f ∈ L2(T) if and only if J is a scalar multiple of µ. Thus, they
proved that if J is a translation invariant linear form on L2(T), which is to say that
J(δy ∗ f) = J(f) for all f ∈ L2(R) and y ∈ R, then J is a multiple of the Haar
measure µ on T and so J must be continuous. Prior to proving (7.1), Meisters and
Schmidt gave a preliminary characterization of D1(T), the proof of which has been
adapted here to the non-compact case to give Proposition 3.




2|x|−2dx < ∞, an observation which is here incorporated into
Proposition 2. He deduced from this that there are translation invariant linear forms
on L2(R) which are not continuous, in contrast to the circle group case.
The work of the author in [14] and [15] resulted from an attempt to extend
the work of Meisters and Schmidt from the compact case of the circle group to the
non-compact case of Rn. The present paper considers the case of R only, and an
aim has been to make the underlying ideas of [14] and [15] as accessible and as
interesting as possible to anyone familiar with the Fourier transform and the space
L2(R).
The connection between the compact and non-compact case can be understood
better if (7.1) is interpreted in terms of the Fourier transform. Recall that if f ∈
L2(T), f̂ is defined on Z and is given by f̂(n) =
∫
T f(t)t
−ndµ(t), for n ∈ Z. Then
(7.1) may be written as
D1(T) =
{
f : f ∈ L2(T) and f̂(0) = 0
}
.
Thus, membership of f in D1(T) is characterized by the behaviour of f̂ at the origin.
The point is that within Z, the origin is an isolated point, so that the behaviour of f̂
near the origin reduces to the question of behaviour of f̂ at the origin. But this is not
the case when f ∈ L2(R), because then f̂ is defined (almost everywhere) on R, the
origin is not an isolated point within R, and the behaviour of f̂ near the origin does
not reduce to the question of the behaviour of f̂ at the origin, even if f̂ is continuous.
For f ∈ L2(R), there is the continuum of possible behaviours of f̂ near the origin,




The result, contained within Theorem 4, that the differentation operator D is
a norm preserving map from H1(R) onto D1(R), suggests the question: what is the
corresponding result on the circle group? To describe this, let C∞(T) denote the
infinitely differentiable complex valued function on T. If [−π, π) is identified with T
under the map x 7−→ eix, C∞(T) may be thought of as the C∞-functions on [−π, π]
all of whose derivatives are equal at −π and π.

















gφdµ, for all φ ∈ C∞(T),
and write g = D(f). By analogy with H1(R), the space H1(T) is defined to consist
of all f ∈ L2(T) such that D(f) ∈ L2(T). It is straightforward to check that for
f ∈ H1(T), (Df)∧(n) = inf̂(n) for all n ∈ Z. In fact, if f ∈ L2(T), f ∈ H1(T)
if and only if
∑∞





(1 + n2)f̂(n)ĝ(n), for f, g ∈ H1(T).
Now (7.1) implies that D1(T) is closed in L2(T), so D1(T) is a Hilbert space in the




(1 + n−2)f̂(n)ĝ(n), for f, g ∈ D1(T),
gives a norm on D1(T) which is equivalent to the L2(T)-norm (recall that f ∈
D1(T) ⇐⇒ f̂(0) = 0). With the above inner product on D1(T), differentiation
becomes a norm preserving linear mapping from H1(T) onto D1(T), so D1(T), like
D1(R), may be regarded as the range of D on its “natural” domain, in this case the
space H1(T).
It should be noted that the above mentioned results of Meisters and Schmidt
[10] apply to any compact abelian group with a finite number of components. In
[12], Gary Meisters described a result he obtained with Larry Baggett, which gave
a necessary condition on a compact abelian group G in order that every translation
invariant linear form on L2(G) be continuous. This necesary condition was shown
to be sufficient by Barry Johnson [8]. Jean Bourgain [2] showed that on T, and for
1 < p < ∞, (7.1) holds for the appropriate formulation for Lp(T) in place of L2(T),
thus deducing that any translation invariant linear form on Lp(T) is continuous.
Finally, it might be wondered if the description of the ranges of Ds as the
spaces Ds(R), as in Theorem 4, has an analogue for partial differential operators.
For a reasonably large class of operators, including the Laplace operator and the
one-dimensional wave operator, this is the case. The interested reader is referred to







its range on a suitable Soblev-type subsuspace of L2(R2) consists of all functions in
L2(R2) which can be expressed as the sum of nine functions in L2(R2) , each one of
which is the form
f−f(x+a, y+a)−f(x+b, y−b)+f(x+a+b, x+a−b), for almost all (x, y) ∈ R2,
for some a, b ∈ R and f ∈ L2(R2).
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[17] L. SCHWARTZ, Théorie des Distibutions, Hermann, Paris, 1966.
[18] R. S. STRICHARTZ, How to make wavelets, Amer. Math. Monthly, 100 (1993),
539-556.
[19] A. ZYGMUND, Trigonometric Series, Cambridge University Press, Cambridge,
1968.
Department of Mathematics
University of Wollongong
Northfields Avenue
WOLLONGONG NSW 2522
AUSTRALIA
