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Найкращi полiномiальнi наближення в
просторах Хардi деяких класiв
аналiтичних функцiй
Исследованы вопросы наилучшего полиномиального приближения классов
аналитических функций Hmp,R, m ∈ Z+, R > 1, 1 6 p 6 ∞, в пространствах Харди Hp.
На указанных классах построены наилучшие линейные методы приближения.
Ключевые слова: аналитическая функция, наилучшее полиномиальное приближение,
модуль непрерывности, наилучший линейный метод приближения, пространство Харди.
Дослiджено питання найкращого полiномiального наближення класiв аналiтич-
них функцiй Hmp,R, m ∈ Z+, R > 1, 1 6 p 6∞, в просторах Хардi Hp. На вказаних класах
побудовано найкращi лiнiйнi методи наближення.
Ключовi слова: аналiтична функцiя, найкраще полiномiальне наближення, модуль непере-
рвностi, найкращiй лiнiйний метод наближення, простiр Хардi.
Problems of the best polynomial approximation of classes of analytic functions Hmp,R,
m ∈ Z+, R > 1, 1 6 p 6∞, have been investigated in the Hardy spaces Hp. The best linear
methods of approximation were constructed on the indicated classes .
Key words: analytic function, best polynomial approximation, modulus of continuity, best linear
method of approximation, Hardy space.
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Нехай UR := {z ∈ C : |z| < R} — коло радiусу R > 0 в комплекснiй площинi C;
A(UR) — множина функцiй, аналiтичних в UR. Для довiльної функцiї f ∈ UR при
0 < ρ < R покладаємо
Mp(f, ρ) :=

(
1
2pi
2p´i
0
|f(ρeit)|pdt
)1/p
, якщо 1 6 p <∞;
max
06t<2pi
|f(ρeit)|, якщо p =∞,
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де iнтеграл розумiємо у сенсi Лебега. СимволомHp,R, 1 6 p 6∞, R > 0, позначимо
банахiв простiр Хардi, який складається з функцiй f ∈ A(UR), для яких скiнченна
норма ‖f‖p,R := ‖f‖Hp,R := lim{Mp(f, ρ) : ρ→ R−}. При цьому норма реалiзується
на кутових граничних значеннях f(Reit) функцiї f , якi iснують майже для всiх
0 6 t < 2pi, тобто [1]
‖f‖p,R =

(
1
2pi
2p´i
0
|f(Reit)|pdt
)1/p
, якщо 1 6 p <∞;
ess sup
06t<2pi
|f(Reit)|, якщо p =∞.
У випадку p = 1 покладаємо U := U1; Hp := Hp,1; ‖f‖p := ‖f‖p,1.
Символом f (m), m ∈ N, позначатимемо похiдну m-го порядку по комплекснiй
змiннiй z вiд функцiї f ∈ A(UR), тобто f (m)(z) = dmf(z)/dzm. Пiд Hmp,R, m ∈ N,
1 6 p 6 ∞, R > 0, будемо розумiти клас функцiй f ∈ A(UR), для яких m-
та похiдна f (m) належить простору Hp,R. Нагадаємо, що коли f ∈ A(UR), має
розкладання у ряд Тейлора f(z) =
∑∞
k=0 ck(f)z
k, то f (m)(z) =
∑∞
k=m αk,mck(f)z
k−m,
де αk,m := k(k−1)...(k−m+ 1), z ∈ UR. У випадку m = 0 покладаємо H0p,R ≡ Hp,R.
Нехай Wmp,R := {f ∈ Hmp,R : ‖f (m)‖p,R 6 1}, m ∈ N. У випадку, коли R = 1,
покладаємо Hmp := Hmp,1 та Wmp := Wmp,1.
Через Pn, n ∈ Z+, позначимо пiдпростiр алгебраїчних полiномiв комплексної
змiнної z, степенi яких не перевищують n. Найкраще наближення функцiї f ∈ Hp,R
елементами пiдпростору Pn−1, n ∈ N, в метрицi простору Хардi Hp,r, де 0 < r 6 R,
позначимо символом E(f,Pn−1, Hp,r). При цьому для класу аналiтичних функцiй
M ⊂ Hp,R позначимо E(M,Pn−1, Hp,r) := sup{E(f,Pn−1, Hp,r) : f ∈M}.
У 1958 р. К.I.Бабенко отримав перший точний результат [2], пов’язаний
з найкращими полiномiальними наближеннями класiв аналiтичних у колi
одиничного радiусу функцiй Wm∞ , m ∈ N, пiдпросторами алгебраїчних полiномiв
Pn−1, n ∈ N, а саме E(Wm∞ ,Pn−1, H∞,r) = rn/αn,m, де n > m, 0 < r 6 1 .
Нехай Λ := {λk,n−1} — довiльна трикутна матриця чисел i функцiї f(z) =∑∞
k=0 ck(f)z
k, що належить простору Hp,R, поставимо у вiдповiднiсть полiном
VΛ,n−1(f, z) :=
∑n−1
k=0 λk,n−1ck(f)z
k. Пiд найкращим лiнiйним методом наближення
класу M ⊂ Hp,R в метрицi простору Hp,r, 0 < r 6 R, будемо розумiти
таку трикутну матрицю Λ∗ = {λ∗k,n−1}, для якої величина E(M,Pn−1, Hp,r) :=
inf{sup{‖f − VΛ,n−1(f)‖p,r : f ∈ M} : Λ} дорiвнює E(M,Pn−1, Hp,r) = sup{‖f −
VΛ∗,n−1(f)‖p,r : f ∈M}.
У роботi [2] К.I.Бабенко також побудував найкращi лiнiйнi методи наближення
класiв Wm∞ , m ∈ N, у просторi H∞ i отримав точнi значення похибок наближення,
а саме
E(Wm∞ ,Pn−1, H∞) = sup{‖f − VΛ∗,n−1(f)‖∞ : f ∈ Wm∞} = 1/αn,m, (1)
де n > m,
λ∗k,n−1 :=
{
1, якщо k = 0, 1, ...,m− 1,
1− αk,m/α2n−k,m, якщо k = m, ..., n− 1. , (2)
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Використовуючи розмiркування [2], Л.В.Тайков у роботi [3] показав, що найкращi
лiнiйнi методи наближення класiв Wm∞ та Wm1 спiвпадають i має мiсце формула
E(Wm1 ,Pn−1, H1) = sup{‖f − VΛ∗,n−1(f)‖1 : f ∈ Wm1 } = 1/αn,m. (3)
З одного загального результату М.З.Двейрiна та I.В.Чебаненка [4], отриманого
для певних класiв аналiтичних у одиничному колi функцiй, означених за
допомогою так званих припустимих ядер, витiкає узагальнення спiввiдношень (1),
(3) на випадок просторiв Hp,r, 1 6 p 6∞, 0 < r 6 1, тобто
E(Wmp ,Pn−1, Hp,r) = sup{‖f − VΛ∗,n−1(f)‖p,r : f ∈ Wmp } = rn/αn,m; n > m.
Як з’ясувалось, лiнiйний метод VΛ∗,n−1, означений за допомогою (2), виявився
найкращим i в цьому випадку.
Продовжуючи дослiдження найкращих полiномiальних наближень у середньо-
му класiв аналiтичних в одиничному колi функцiй, Л.В.Тайков показав [5], що для
натуральних чисел m < n, будь-яких 1 6 p 6 p′ 6∞ та довiльної функцiї f ∈ Hmp′
справедлива нерiвнiсть
E(f,Pn−1, Hp) 6 1
αn,m
E(f (m),Pn−m−1, Hp′), (4)
в якiй знак рiвностi досягається для функцiї zn.
Особливий iнтерес викликають результати, пов’язанi з отриманням точних в
тому чи iншому сенсi нерiвностей типу Джексона в комплекснiй площинi C. В
данiй статтi ми зупинимося на результатах, пов’язаних з модулем неперервностi
другого порядку, який для довiльної функцiї f ∈ Hp,R має вигляд
ω2(f, t)p,R := sup{‖f(zeix)− 2f(z) + f(ze−ix)‖p,R : |x| 6 t, x ∈ R}, t > 0.
У випадку R = 1 покладаємо ω2(f, t)p := ω2(f, t)p,1. У статтi [6] Л.В.Тайковим
було отримано наступний результат:
sup
{
E(f,Pn−1, Hp)
n
´ pi/(2n)
0
ω2(f, t)pdt
: f ∈ Hp, f 6≡ const
}
=
1
pi − 2 , (5)
де 1 6 p 6 ∞, n ∈ N. Використавши нерiвнiсть (4), Л.В.Тайков узагальнив
результат (5), одержавши спiввiдношення
sup
{
αn,mE(f,Pn−1, Hp)
n
´ pi/(2(n−m))
0
ω2(f (m), t)pdt
: f ∈ Hmp , f 6≡ Pm
}
=
1
pi − 2 , (6)
де n,m ∈ N, n > m, 1 6 p 6 ∞. Вiдмiтимо, що спiввiдношення 0/0 всюди в цiй
статтi покладаємо рiвним нулю.
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На шляху подальшого узагальнення результатiв (5)–(6), учень Л.В.Тайкова
Н.Айнуллоєв у [7] показав, що для будь-яких n ∈ N, m ∈ Z+, n > m, 1 6 p 6 ∞,
0 < t 6 pi/(2(n−m)), має мiсце рiвнiсть
sup
 αn,mE(f,Pn−1, Hp)1
t
´ t
0
ω2(f (m), τ)p
(
1 +
(( pi
2t(n−m)
)2 − 1) sin piτ2t )dτ : f ∈ Hmp , f 6≡ Pm
 =
=
pi
2(pi − 2) . (7)
Зазначимо, що при m = 0 в (7) покладаємо f (0) ≡ f , H0p ≡ Hp, αn,0 := 1.
Нагадаємо, що низка задач полiномiальної апроксимацiї аналiтичних в
одиничному колi функцiй дослiджувалась також в роботах [8] – [12].
Для довiльної функцiї f ∈ Hmp,R, 1 6 p 6∞, R > 1, m ∈ Z+, позначимо
Fn(ω2(f (m)), t)p,R := 1
t
tˆ
0
ω2(f
(m), τ)p,R
(
1 +
(( pi
2t(n−m)
)2
− 1
)
sin
piτ
2t
)
dτ, (8)
де n ∈ N i n > m, t — додатнє скiнчене число. Якщо R = 1, то покладаємо
Fn(ω2(f (m)), t)p := Fn(ω2(f (m)), t)p,1.
У 2011 р. у тезах Мiжнародної конференцiї по сучасному аналiзу [13] було
анонсовано наступне твердження, яке в певному сенсi можна розглядати як
подальше розвинення результату (7).
Теорема 1. Нехай n ∈ N, m ∈ Z+, n > m; 0 < t 6 pi/(2(n −m)); 1 6 R < ∞;
1 6 p 6∞. Тодi мають мiсце наступнi рiвностi:
sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,mE(f,Pn−1, Hp)
Fn(ω2(f (m)), t)p,R = infΛ supf∈Hmp,R
f 6∈Pm
Rn−mαn,m‖f − VΛ,n−1(f)‖p
Fn(ω2(f (m)), t)p,R =
= sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,m‖f − VΛ∗,n−1(f)‖p
Fn(ω2(f (m)), t)p,R =
pi
2(pi − 2) , (9)
де VΛ∗,n−1(f) — найкращий у зазначеному в спiввiдношеннi (9) сенсi лiнiйний
метод наближення класу Hmp,R у метрицi простору Хардi Hp.
Доведення. В ходi доведення даної теореми використовуються деякi розмiр-
ковування, якi мали мiсце при отриманнi теореми 1 i твердження 1 з роботи
[12]. Нагадаємо, що при одержаннi оцiнок зверху найкращих полiномiальних
наближень аналiтичних функцiй Л.В.Тайков використав прийом промiжного
наближення [6], застосувавши для цього функцiю
F0(f, z) :=
n
pi − 2
pi/(2n)ˆ
0
(
f(zeiτ ) + f(ze−iτ )
)
(1− sinnτ)dτ, (10)
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де z = ρeix, 0 6 ρ < 1, f ∈ Hp. Розвиваючи i узагальнюючи цю iдею, Н.Айнуллоєв
у [7] застосував функцiю
F (f, z) :=
pi
2t(pi − 2)
tˆ
0
(
f(zeiτ ) + f(ze−iτ
)(
1− sin piτ
2t
)
dτ, (11)
де 0 < t 6 pi/(2n). Зокрема, при t = pi/(2n) з формули (11) отримуємо
спiввiдношення (10).
Нехай спершу m ∈ N, а f ∈ Hmp,R — довiльна функцiя. Оскiльки f (m)(z) =∑∞
k=m αk,mck(f)z
k−m, то за допомогою формули (11) для f (m) при |z| < R
отримаємо
F (f (m), z) =
∞∑
k=m
γk,m(t)αk,mck(f)z
k−m, (12)
де
γk,m(t) :=
pi
t(pi − 2)
tˆ
0
(
1− sin piτ
2t
)
cos(k −m)τdτ .
Оскiльки функцiї f (m) та F (f (m)) належать простору Хардi Hp,R, то майже всюди
на множинi |z| = R комплексної площини C вони мають кутовi граничнi значення,
якi, щоб не перенасичувати позначеннями статтю, ми будемо вiдзначати тими ж
символами. Таким чином, майже для всiх 0 6 x < 2pi з урахуванням (11) маємо
f (m)(Reix)− F (f (m), Reix) =
= − pi
2t(pi − 2)
tˆ
0
(
f (m)(Rei(x+τ))− 2f (m)(Reix) + f (m)(Rei(x−τ)
)(
1− sin piτ
2t
)
dτ .
Використовуючи означення модуля неперервностi другого порядку у просторi
Hp,R, звiдси одержимо
‖f (m) − F (f (m))‖p,R 6 pi
2t(pi − 2)
tˆ
0
ω2(f
(m), τ)p,R
(
1− sin piτ
2t
)
dτ. (13)
Позначимо похiдну s-го, s ∈ N, порядку функцiї ϕ ∈ Hp,R, обчислену за
аргументом x комплексної змiнної z = ρeix, символом ϕ(s)a . При цьому ϕ(1)a (z) :=
∂ϕ(z)
∂x
=
dϕ(z)
dz
· ∂z
∂x
= ϕ(1)(z)zi. Покладаємо ϕ(s)a (z) = {ϕ(s−1)a (z)}(1)a , s > 2. Нехай
Hsp,R;arg := {g ∈ A(UR) : g(s)a ∈ Hp,R}, s ∈ N. Неважко побачити, що має мiсце
включення Hsp,R;arg ⊂ Hp,R. У випадку s = 2 для g ∈ H2p,R;arg i довiльного z ∈ UR
виконується рiвнiсть [12]
g(z)− Ln−m−1,2(g, z) = − 1
pi
2piˆ
0
g(2)a (ze
−iτ )ei(n−m)τQ2,n−m(τ)dτ, n > m, (14)
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де
Ln−m−1,2(g, z) :=
n−m−1∑
k=0
(
1−
( k
2(n−m)− k
)2)
ck(g)z
k, (15)
Q2,n−m(τ) :=
1
2(n−m)2 +
∞∑
k=1
cos kτ
(n−m+ k)2 .
Скориставшись спiввiдношеннями (12) та (15), запишемо
Ln−m−1,2(F (f (m)), z) =
=
n−m−1∑
k=0
γk+m,m(t)αk+m,mck+m(f)
(
1−
( k
2(n−m)− k
)2)
zk. (16)
Позначимо
GR(ρ, x) := R
m
( ρ
R
)n
einx
( 1
αn,m
+ 2
∞∑
k=1
( ρ
R
)k cos kx
αk+n,m
)
. (17)
Нехай z = ρeix, 0 6 ρ < R, 0 6 x < 2pi, i f ∈ Hmp,R — довiльна функцiя.
Скориставшись формулами (16) – (17), побудуємо для f наступний полiном:
V˜n−1(f, z) :=
1
2pi
2piˆ
0
Ln−m−1,2(F (f (m)), Reiτ )eimτGR(ρ, x− τ)dτ =
=
n−1∑
k=0
γk,m(t)
αk,m
α2n−k,m
(
1−
( k −m
2n−m− k
)2)( ρ
R
)2(n−k)
. (18)
Вiдомо [1, гл. VIII], що для довiльної функцiї f ∈ Hmp,R i будь-якого z ∈ Uρ, 0 <
ρ < R, справедлива рiвнiсть
f(z)− Vn−1(f, z) = 1
2pi
2piˆ
0
f (m)(Reiτ )eimτGR(ρ, x− τ)dτ, (19)
де n > m; n,m ∈ N,
Vn−1(f, z) :=
m−1∑
k=0
ck(f)z
k +
n−1∑
k=m
ck(f)
(
1− αk,m
α2n−k,m
( ρ
R
)2(n−k))
zk. (20)
Використовуючи формули (18) та (20), побудуємо полiном
V̂n−1(f, z) := Vn−1(f, z) + V˜n−1(f, z) =
m−1∑
k=0
ckz
k+
13
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+
n−1∑
k=m
ck(f)
{
1 +
αk,m
α2n−k,m
(
γk,m(t)
(
1−
( k −m
2n−m− k
)2)
− 1
)( ρ
R
)2(n−k)}
zk. (21)
За допомогою спiввiдношень (18), (19) та (21) для довiльного z = ρeix, 0 6 ρ <
R, 0 6 x < 2pi, отримаємо
f(z)− V̂n−1(f, z) = 1
2pi
2piˆ
0
(
f (m)(Reiτ )− Ln−m−1,2(F (f (m)), Reiτ )
)
eimτGR(ρ, x− τ)dτ.
Застосувавши нерiвнiсть Юнга (див., наприклад, [1]) та низку розмiрковувань з
[12], звiдси маємо
‖f − V̂n−1(f)‖p 6 R
m−n
αn,m
‖f (m) − Ln−m−1,2(F (f (m)))‖p,R 6 .
6 R
m−n
αn,m
{
‖f (m) − F (f (m))‖p,R + ‖F (f (m))− Ln−m−1,2(F (f (m)))‖p,R
}
. (22)
Використовуючи хiд доведення твердження 1 з [12], запишемо
‖F (f (m))− Ln−m−1,2(F (f (m)))‖p,R 6
6 pi
2t(pi − 2)
tˆ
0
ω2(f
(m), τ)p,R
( pi
2t(n−m)
)2
sin
piτ
2t
dτ. (23)
Оцiнку зверху наближення довiльної функцiї f ∈ Hmp,R полiномом (21) у метрицi
простору Хардi Hp отримаємо за допомогою формул (22), (13) та (23) при 0 < t 6
pi/(2(n−m))
‖f − V̂n−1(f)‖p 6
6 R
m−n
αn,m
pi
2t(pi − 2)
tˆ
0
ω2(f
(m), τ)p,R
{
1 +
(( pi
2t(n−m)
)2
− 1
)
sin
piτ
2t
}
dτ. (24)
Зазначимо, що полiном V̂n−1(f), як витiкає з формули (21), належить до лiнiйних
методiв наближення, породжених певною трикутною матрицею.
Оскiльки E(f,Pn−1, Hp) 6 ‖f − VΛ,n−1(f)‖p, де VΛ,n−1(f) — лiнiйний метод
наближення, породжений трикутною матрицею чисел Λ = {λk,n−1}, то з
урахуванням (24) i (8) отримаємо наступну низку нерiвностей:
sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,mE(f,Pn−1, Hp)
Fn(ω2(f (m)), t)p,R 6 infΛ supf∈Hmp,R
f 6∈Pm
Rn−mαn,m‖f − VΛ,n−1(f)‖p
Fn(ω2(f (m)), t)p,R 6
6 sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,m‖f − V̂n−1(f)‖p
Fn(ω2(f (m)), t)p,R 6
pi
2(pi − 2) . (25)
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Отримаємо оцiнку знизу для екстремальної характеристики, записаної у лiвiй
частинi спiввiдношення (25). Для цього розглянемо функцiю f0(z) = zn, яка
належить класу Hmp,R. З наведеної в [4] леми 1 маємо
E(f0,Pn−1, Hp) = 1. (26)
Шляхом безпосереднiх розрахункiв можна переконатися в тому, що ω2(f
(m)
0 , t)p,R =
2αn,mR
n−m(1 − cos(n −m)t), 0 < t 6 pi/(n −m). Аналогiчним шляхом нескладно
переконатися в справедливостi рiвностi [7]
pi
t(pi − 2)
tˆ
0
(1− cos(n−m)τ)
(
1 +
(( pi
2t(n−m)
)2
− 1
)
sin
piτ
2t
)
dτ = 1. (27)
Використовуючи (8) та (27), для f0 одержимо
Fn(ω2(f (m)0 ), t)p,R =
2
pi
(pi − 2)Rn−mαn,m. (28)
Враховуючи (26) та (28), маємо
sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,mE(f,Pn−1, Hp)
Fn(ω2(f (m)), t)p,R > supf∈Hmp,R
f 6∈Pm
Rn−mαn,mE(f0,Pn−1, Hp)
Fn(ω2(f (m)0 ), t)p,R
=
pi
2(pi − 2) . (29)
Потрiбнi рiвностi (9) отримуємо зi спiвставлення спiввiдношень (25) та (29).
При цьому виявляється, що найкращим лiнiйним методом наближення на класi
Hmp,R є V̂n−1, тобто VΛ∗,n−1 ≡ V̂n−1, а елементи трикутної матрицi Λ∗ мають
наступний вигляд:
λ∗k,n−1(t) :=

1, якщо k = 0, ...,m− 1,
1 +
αk,m
α2n−k,m
(
γk,m(t)
(
1−
−( k −m
2n−m− k
)2)− 1)R2(k−n), якщо k = m, ..., n− 1, (30)
де m < n.
Нехай m = 0. Як зазначалось вище, в даному випадку у формулi (9) маємо
αn,0 := 1, H0p,R ≡ Hp,R, f (0) ≡ f . При цьому найкращим лiнiйним методом
наближення на класi Hp,R є VΛ∗,n−1, який визначається за допомогою трикутної
матрицi Λ∗ = {λ∗k,n−1(t)}, де 0 < t 6 pi/(2n),
λ∗k,n−1(t) := 1 +
(
γk,0(t)
(
1−
( k
2n− k
)2)
− 1
)
R2(k−n), k = 0, ..., n− 1. (31)
Теорему 1 доведено.
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Наслiдок 1. Нехай t˜ = pi/(2(n−m)), n > m. Тодi при виконаннi умов теореми
1 мають мiсце наступнi рiвностi:
sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,mE(f,Pn−1, Hp)
(n−m)
pi/(2(n−m))´
0
ω2(f (m), τ)p,Rdτ
=inf
Λ
sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,m‖f − VΛ,n−1(f)‖p
(n−m)
pi/(2(n−m))´
0
ω2(f (m), τ)p,Rdτ
=
= sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,m‖f − VΛ∗,n−1(f)‖p
(n−m)
pi/(2(n−m))´
0
ω2(f (m), τ)p,Rdτ
=
1
pi − 2 ,
де найкращий на класi Hmp,R лiнiйний метод наближення VΛ∗,n−1 визначається
за допомогою трикутної матрицi Λ∗, елементи якої при m ∈ N знаходяться за
формулою (30), а при m = 0 — за формулою (31), в яких покладаємо t = t˜.
Наслiдок 2. Нехай виконано умови теореми 1 i 0 < t 6 pi/(2(n−m)), n > m.
Тодi мають мiсце наступнi спiввiдношення:
1
2(1− cos(n−m)t) 6 supf∈Hm
p,R
f 6∈Pm
Rn−mαn,m‖f − VΛ∗,n−1(f)‖p
ω2(f (m), t)p,R
6
6 pi
2(pi − 2)
(
1 +
(( pi
2t(n−m)
)2
− 1
) 2
pi
)
.
Зокрема, при t˜ = pi/(2(n−m)) маємо
1
2
6 sup
f∈Hm
p,R
f 6∈Pm
Rn−mαn,m‖f − VΛ∗,n−1(f)‖p
ω2(f (m), pi/(2(n−m)))p,R 6
pi
2(pi − 2) .
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