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Résumé
Les pathologies cardiovasculaires sont la première cause des décès dans le monde.
Il est donc vital de les étudier afin d’en comprendre les mécanismes et pouvoir prévenir
et traiter plus efficacement ces maladies. Cela passe donc par la compréhension de
l’anatomie, de la structure et du mouvement du cœur.
Dans le cadre de cette thèse, nous nous sommes intéressés dans un premier temps
au modèle de Gabarit Déformable Élastique qui permet d’extraire l’anatomie et le
mouvement cardiaques. Le Gabarit Déformable Élastique consiste à représenter le
myocarde par un modèle de forme a priori donné que l’on déforme élastiquement pour
l’adapter à la forme spécifique du cœur du patient. Le concept de modèle déformable
a été introduit par Kass en 1987 avec le contour actif, baptisé en anglais snake, courbe
évoluant dans une image pour s’ajuster au contour d’un objet. La convergence de
la courbe avec les frontières de l’objet est obtenue par la minimisation de l’énergie
du modèle. Une approche basée sur le Gabarit Déformable Élastique (GDE), a été
initialement proposée par Cohen [25], puis améliorée par Vincent [74] qui a proposé
un modèle déformable volumique basé sur l’élasticité linéaire, reprenant ses travaux
Pham [62] a construit un modèle 3D et bi-cavités du cœur pour la segmentation et
la mise en correspondance d’images cardiaques multimodales. Une segmentation
spatio-temporelle dynamique dans des séquences d’ IRM ciné sur la base de Fourier
a été utilisée par Schaerer pour l’analyse d’un ensemble de référence de cœurs
donné [69]. Dans le premier chapitre de cette thèse, nous nous sommes appuyés sur
ses travaux et nous utilisons une méthode de perturbation singulière permettant la
segmentation avec précision de l’image. Nous avons démontré que si l’on faisait
tendre vers 0 les coefficients de l’élasticité, le modèle mathématique convergeait vers
une solution permettant la segmentation.
L’équation du transport avec condition initiale et une condition finale en temps
peut être utilisée pour transporter une image vers une autre si on connait un champ de
vitesse, en utilisant une méthode des moindres carrés.
Dans le cadre d’une formulation au sens des moindres carrés il est nécessaire de
disposer d’une méthode numérique performante pour résoudre l’équation du transport
au sens des moindres carrés. La méthode des éléments finis pour traiter les phénomènes
de transport ne permet pas d’avoir un principe du maximum faible, sauf si l’opérateur
aux dérivées partielles en temps est séparé de l’opérateur aux dérivées partielles en
espace [49]. Dans le chapitre 2 de la thèse nous considérons une formulation au sens
des moindres carrés espace-temps et nous proposons de résoudre un problème sous
contraintes afin de récupérer un principe du maximum discret.
La formulation au sens des moindres carrés de l’équation du transport équivaut à un
problème elliptique dégénéré ( la matrice de diffusion a une valeur propre positive
et est de rang 1). Un dernier paragraphe se propose d’étudier le problème dégénéré
avec les outils de la géométrie différentielle si on suppose que la matrice de diffu-
sion J = ξ⊗ξ pour ξ une fonction à valeurs vectorielles dansR3 telle que div (ξ) = 0.
Le dernier objectif de la thèse est le suivi dynamique d’images cardiaques ou
la reconstruction anatomique du cœur à partir de coupes 2D dans le plan orthogo-
nal au grand axe du cœur. La méthode mathématique que nous utilisons pour cela
est le transport optimal. Dans le chapitre 3 nous analysons les performances de l’al-
gorithme proposé par Peyré [60] pour calculer le transport optimal de nos images.
La résolution numérique du transport optimal est un problème difficile et couteux
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en temps de calcul. C’est pourquoi nous proposons une méthode adaptative pour
le calcul de l’opérateur proximal de la fonction à minimiser permettant de divi-
ser par quatre le nombre nécessaire des itérations pour que l’algorithme converge.
Mots Clé
Segmentation d’images, perturbation singulière, modèle déformable, imagerie car-
diaque, équation de transport, principe du maximum, variation totale, transport
optimal.
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Abstract
Cardiovascular disease are the leading cause of death worldwide. It is therefore
vital to study them in order to understand the mechanisms and to prevent and treat
these diseases more effectively. Therefore it requires an understanding of anatomy,
structure and motion of the heart.
In this thesis, we are interested in a first time at the Deformable Elastic Template
model which can extract the cardiac anatomy and movement. The Elastic Deformable
template is to represent the myocardium by a shape model a priori given that it
elastically deforms to fit the specific shape of the patient’s heart. The concept of
deformable model was introduced by Kass in 1987 with the active contour, called
in English snake curve evolving in an image to fit the contour of an object. The
convergence of the curve with the border of the object is obtained by minimizing
the energy of the model. An approach based on the Deformable Elastic Template
(GDE) was originally proposed by Cohen [25] then improved by Vincent [74] , he
proposed a volumetric deformable model based on linear elasticity. Resuming his
work Pham [62] built a model 3D and dual chambers of the heart to the segmentation
and matching multimodal cardiac images. A dynamic spatiotemporal segmentation in
sequences of MRI cine based on Fourier was used by Schaerer for analysis by a given
reference set of cores [69]. In the first chapter of this thesis, we relied on its work and
we use a singular perturbation method for accurately segmenting the image. We have
demonstrated that if we did tend to 0 the coefficients of elasticity, the mathematical
model converge to a solution to the problem of segmentation.
The transport equation with initial condition and final condition in time can be
used to convey an image to another if one knows a velocity field, using a least squares
method.
As part of a formulation to the least squares sense it is necessary to have an efficient
numerical method for solving the transport equation in the least squares sense. The
finite element method to treat transport phenomena can not have a weak maximum
principle, unless the operator of partial time is separated from the operator of partial
space [49]. In Chapter 2 of the thesis, we consider a least squares formulation of
space-time and we propose to solve the problem constraints to recover a discrete
maximum principle.
The formulation in least squares sense of the transport equation is equivalent to a
degenerate elliptic problem (the scattering matrix has a positive eigenvalue and has
rank 1). A final section is to study the degenerate problem with the tools of differential
geometry assuming that the scattering matrix J = ξ ⊗ ξ for ξ a vector valued function
in R3 such that div (ξ) = 0 .
The final objective of this thesis is the dynamic monitoring of cardiac images or
anatomical reconstruction of the heart from 2D slices orthogonal to the long axis of
the heart level. The mathematical method we use for this is the optimal transport. In
Chapter 3 we analyze the performance of the algorithm proposed by Peyré [60] to cal-
culate the optimal transport of our images. The numerical resolution of optimal trans-
port is a difficult and costly in computation time problem. That is why we propose
an adaptive method for determining the proximity operator of the function to be mini-
mized to divide by four the number of iterations required for the algorithm converges
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Keywords
Image segmentation, singular perturbation, deformable model, cardiac imaging,
transport equation, maximum principle, total variation, optimal transport.
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0.1 Introduction générale
Les maladies cardiovasculaires sont aujourd’hui la première cause de mortalité
dans les pays développés.
En particulier, les pathologies ischémiques en représentent une part significative qui
sont elles mêmes la conséquence des pathologies vasculaires comme l’athérosclérose.
Les techniques d’imagerie médicale actuelles permettent d’accéder à l’anatomie et dif-
férents aspects fonctionnels du coeur. L’imagerie par résonance magnétique (IRM) est
la modalité d’imagerie non-invasive de choix pour accéder à l’anatomie cardiaque du
patient.
La morphologie peut être également étudiée grâce aux techniques d’acquisition ultra
sonore (US) ou l’imagerie pas rayons X.
L’information produite par les imageurs est appréciée qualitativement par le médecin.
Dans bien des situations, l’exploitation quantitative et précise des informations requiert
le développement de méthodes d’analyse des images. Dans ce sens, les nouvelles gé-
nérations d’imageurs intègrent de plus en plus de fonctionnalités d’aide à l’analyse
mais qui restent généralement assez sommaires. Notre volonté est d’apporter de nou-
veaux outils plus performants qui, à partir des images, génèrent avec le moins possible
d’interventions de l’utilisateur, un modèle spécifique du coeur du patient qui intègre di-
vers paramètres fonctionnels : descripteurs globaux de la fonction cardiaque (volumes,
masses, fraction d’éjection) mais aussi locaux (mouvements, déformations ...). Un des
problèmes les plus difficiles dans la réalisation de tels outils demeure la segmentation
des images, c’est-à-dire l’identification et la localisation automatiques des différentes
structures anatomiques présentes dans les images. Le nombre de structures présentes
dans les images, la variabilité de leur forme et de leur apparence ainsi que le bruit et
les différents artéfacts présents en IRM concourent à rendre la segmentation particuliè-
rement difficile.
Dans sa thèse, Pham [62] dresse un aperçu des méthodes existantes pour la segmen-
tation d’IRM cardiaques, en insistant tout particulièrement sur les méthodes basées
sur les modèles déformables. Selon la représentation de forme utilisée, il les classe en
trois catégories : modèles discrets, paramétriques ou déformables. En outre, il présente
quelques méthodes basées sur des modèles bioinspirés, et en particulier les travaux de
Vincent [74]. Enfin, il présente un certain nombre de méthodes reposant sur un appren-
tissage. Notre objectif dans cette partie est de rendre compte des développement obser-
vés depuis que Pham a dressé cet état des lieux, c’est-à-dire depuis 2002. On observe
trois développements principaux. Tout d’abord, un essor remarquable des méthodes
basées sur un apprentissage. On note également une volonté marquée d’exploiter la
nature dynamique des images étudiées, et d’analyser conjointement toutes les images
d’une séquence 4D. Enfin, on observe le développement de nombreux modèles inspirés
de la réalité physiologique, que ce soit pour la simulation ou pour l’analyse d’images.
Nous présentons quelques travaux marquants dans chacune de ces voies.
0.1.1 Methodes basées sur un apprentissage
Le coeur a une géométrie et un mouvement complexe, avec une grande variabilité
inter-patients au niveau de l’anatomie et de la dynamique. Les différents types d’ima-
geurs, couplés aux différents types de séquences d’acquisition, vont former des images
de qualité différente au niveau du contraste, de la résolution, du bruit, des artefacts, etc.
Il est donc particulièrement difficile de développer un modèle mathématique générique
prenant en compte tous ces paramètres (aussi bien au niveau du patient que de l’ima-
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geur) afin de segmenter le coeur de manière robuste. Dès lors, une méthode naturelle
consiste à "nourrir" le modèle avec de nombreux exemples afin qu’il puisse s’adapter
automatiquement quand on lui fournira un cas inconnu. On parle dans ce cas de mé-
thodes basées sur un apprentissage. Celui-ci peut se faire sur de nombreux paramètres,
tels que la forme de l’objet ou sa dynamique.
Une des méthodes les plus connues est le modèle actif de forme (en Anglais : Active
Shape Model, ASM), introduite par Cootes et al. [Cootes et al. (1995)], où la variation
de la forme est représentée par des modèles linéaires via une analyse en composantes
principales (ACP). Les méthodes ASM, et leur extension pour tenir compte de la va-
riation de texture appelée modèle d’apparence active (en Anglais : Active Appearance
Model, AAM), ont été utilisées dans de nombreuses applications médicales telles que
la segmentation du cerveau, des poumons et du coeur [O’Brien et al. (2009)].
S’inspirant directement des travaux de Cootes et al., Mitchell et al. ont développé
un modèle AAM pour la segmentation de coupes IRM 2D du coeur [Mitchell et al.
(2001)].
Ils ont ensuite étendu cette méthode à une version 3D [Mitchell et al. (2002)]. Ce
modèle est un modèle hybride forme/apparence active procédant en plusieurs étapes
permettant d’éviter de tomber dans un minimum local. On représente les modes de va-
riation de la forme de l’image à analyser sous forme d’un vecteur de coordonnées de
points de contrôle. On effectue ensuite une ACP de ces modes de variation. On pro-
cède de même en ce qui concerne l’apparence, en effectuant l’ACP sur des images 3D
recalées. Enfin, on effectue une dernière ACP sur la concaténation des représentations
de forme et d’apparence obtenues précédemment, pour obtenir le résultat final. Cette
méthode est totalement automatique et permet de segmenter les ventricules gauche et
droit, en statique. Elle n’intègre aucun a priori et dépend entièrement de l’apprentis-
sage, qui doit donc être fait sur de nombreuses images pour que la méthode soit robuste.
Dans [Mitchell et al. (2002)], l’apprentissage a été effectué avec près de 60 volumes
segmentés manuellement.
Lötjönen et al. ont présenté une méthode basée sur un modèle de distribution statistique
de points [Lötjönen et al. (2004)]. Ils comparent quatre modèles de forme entraînés sur
les mêmes données : deux modèles de forme active, un modèle basé sur la distribution
de probabilité de présence de chaque point du maillage, et un dernier basé sur un atlas
anatomique. Pour chaque méthode, le modèle d’apparence utilisé est une normalisa-
tion de la moyenne des volumes recalés de manière affine. Les résultats de cette étude
montrent que l’atlas anatomique donne de bien meilleurs résultats que les autre mé-
thodes. Les modèles de forme active apparaissent trop contraints, même avec une base
d’apprentissage relativement importante (25 patients dans cette étude).
Lorenzo-Valdés et al. ont aussi proposé une méthode basée sur un atlas anatomique,
pour la segmentation d’IRM cardiaques 4D [Lorenzo-Valdés et al. (2003)]. L’algo-
rithme proposé se base sur l’extension 4D de l’algorithme de maximisation de l’espé-
rance (en Anglais, Expectation Maximisation, EM), en utilisant un atlas probabiliste du
coeur 4D afin d’estimer les paramètres initiaux du modèle et intégrer de l’information a
priori. Cet atlas a été construit à partir de la segmentation manuelle de séquences IRM
cardiaques de 14 patients et fournit des cartes de probabilité spatiales et temporelles
pour les ventricules gauche et droit, le myocarde ainsi que les structures externes telles
que le foie, l’estomac ou les poumons. En plus de cet atlas probabiliste, l’algorithme
de segmentation incorpore aussi des informations spatiales et temporelles contextuelles
dans le formalisme des champs de Markov 4D.
Les méthodes utilisant un a priori statistique ont aussi été utilisées pour analyser des
images du coeur dans d’autres modalités. Quian et al. [Quian et al. (2005)] ont proposé
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une méthode de segmentation d’IRM de marquage tissulaire basée sur un modèle ASM
pour la forme, couplé à un modèle d’apparence statistique basé sur la méthode Ada-
boost [Freund and Schapire (1995)] et des filtres de Gabor. Lorenz et al. ont proposé
un modèle statistique de forme basé sur les images de 13 patients pour la segmenta-
tion automatique d’images tomodensitométriques 3D du coeur [Lorenz and von Berg
(2006)]. Zhou et al. ont proposé une méthode probabiliste pour le suivi de contours
en échocardiographie [Zhou et al. (2005)]. Cette méthode fusionne l’information pro-
venant de quatre sources de données afin de générer le meilleur modèle possible. Ces
sources sont : un modèle de forme active avec apprentissage par ACP, un modèle de la
dynamique, un contour initial et les estimations de mouvements provenant de l’analyse
des images à segmenter. L’information de chaque source est analysée et l’incertitude
dans la position de chaque point du contour est évaluée. La connaissance de cette incer-
titude permet de fusionner les informations de manière optimale, en suivant le contour
lorsque l’information est visible sur les images, mais en s’appuyant sur le modèle a
priori dans le cas contraire (bruit trop important, occlusions).
0.1.2 Méthodes spatio-temporelles
La fonction du coeur étant assurée par sa contraction, une vision précise de la
dynamique cardiaque est d’un grand intérêt pour les médecins. Pour cette raison,
les différentes modalités d’imagerie cardiaque proposent une résolution temporelle
toujours accrue : de l’ordre de 30 images par cycle pour l’IRM (acquises sur plusieurs
cycles cardiaques et synchronisées sur l’électrocardiogramme), et plus de 60 en écho-
cardiographie. De plus en plus d’auteurs proposent donc d’utiliser cette information
dynamique pour la segmentation. En effet, un certain nombre d’informations a priori
sont connues : le mouvement du coeur est quasiment périodique et régulier.
On peut classer les différentes méthodes de segmentation dynamique selon la manière
dont elles prennent en compte la dimension temporelle : certaines méthodes la
considèrent comme une dimension spatiale supplémentaire, indifférenciée des trois
dimensions usuelles. On peut alors parler de méthodes 4D. D’autres méthodes la
traitent séparément.
Cousty et al. proposent une méthode de segmentation 3D basée sur le concept
morphologique de la ligne de partage des eaux topologique. Ils étendent la méthode en
quatre dimensions en définissant simplement un voisinage 4D pour chaque voxel. La
prise en compte de la dimension temporelle améliore significativement les résultats, et
notamment la régularité temporelle des contours. Les modèles déformables forment
un contexte naturel pour exprimer des contraintes temporelles. Nastar et Ayache ont
proposé un modèle masseressort dynamique pour la segmentation de l’endocarde en
IRM. La régularité temporelle est améliorée en projetant les trajectoires des points du
modèle sur une base de fonctions harmoniques.
Les maillages simplexes sont une représentation discrète de forme introduite par
Delingette . Un maillage simplexe est le dual topologique d’une triangulation. Ces
maillages ont la particularité importante d’avoir une connectivité constante : dans le
cas d’un maillage de topologie sphérique, chaque noeud est connecté à exactement
trois voisins. Cette représentation de forme permet de calculer simplement la cour-
bure discrète en chaque point du maillage, ce qui permet d’implanter des modèles
déformables avec une contrainte de courbure. En s’appuyant sur ces travaux, Gérard
et al. ont proposé une méthode de segmentation de données échocardiographiques. La
méthode de segmentation n’est pas dynamique en elle-même, mais utilise un modèle
de mouvement cardiaque issu de données acquises en IRM de marquage tissulaire
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pour l’initialisation du modèle. Montagnat et Delingette ont proposé une extension du
modèle simplexe pour la segmentation de séquences d’images 4D en considérant un
maillage 4D comme une collection de maillages 3D avec une arête liant chaque point
à ses voisins temporels. La dimension temporelle est traitée de manière géométrique,
mais séparément des dimensions spatiales.
Récemment, Lynch et al. ont proposé un modèle de mouvement paramétrique très
simple, qu’ils exploitent dans le cadre des ensembles de niveaux. Ayant remarqué que
la distance au contour d’un point physique suit un profil gaussien au cours du cycle
cardiaque, ils contraignent la fonction implicite à suivre un profil de ce type en chaque
point. Pour éviter de trop contraindre le modèle, les paramètres du profil gaussien sont
recalculés à chaque itération.
Dans le contexte un peu différent de la segmentation et du suivi du coeur en échocar-
diographie, Jacob et al. , reprenant des idées de Blake et al., proposent une méthode
basée sur un apprentissage de la forme et de la dynamique. La forme est représentée
par une B-spline et l’apprentissage effectué de manière classique. La dynamique est
exprimée dans le formalisme du filtrage de Kalman.
Dietenbeck et al. [Dietenbeck et al. (2012)] ont proposé une méthode pour la seg-
mentation statique 2D du myocarde complet sur toutes les vues échocardiographiques
par ensemble de niveaux. Ils utilisent un terme d’attache aux données locales de
Lankton, un a priori de forme correspondant à deux hyperquadriques ainsi qu’un terme
d’épaisseur locale afin d’empêcher la fusion des contours endo et épicardiques.
Barbosa et al. [Barbosa et al. (2012)] ont également proposé une méthode par ensemble
de niveaux pour la segmentation et le suivi de l’endocarde en 3D et en temps réel, à
l’aide de surfaces explicites. Géométriquement, cela signifie qu’une des coordonnées
est exprimée en fonction de toutes les autres coordonnées, dans ce cas comme une
combinaison linéaire de fonctions de base B-Spline, comme présenté dans [Bernard
et al. (2009)]. Le terme d’attache aux données est aussi celui de Lankton. Le calcul
des statistiques s’effectue sur les points le long de la normale aux contours et non sur
l’ensemble du voisinage.
Sundar et al. [Sundar et al. (2009)] ont proposé une méthode basée sur un modèle
contraint "biophysiquement" afin de reconstruire le mouvement en 4D des parois
ventriculaires dans des séquences IRM marquées. La principale caractéristique de
cette méthode est l’intégration de la contraction active des fibres myocardiques pour
contraindre le modèle. Le but ici est d’introduire de l’information biophysique afin
d’avoir des a priori contenant plus d’information et obtenir une estimation plus précise
du mouvement des parois.
Vincent [74] a proposé un modèle déformable volumique basé sur l’élasticité linéaire,
le Gabarit Déformable Élastique. Reprenant ses travaux, Pham [62] a construit un
modèle 3D et bi-cavités du coeur pour la segmentation et la mise en correspondance
d’images cardiaques multimodales. Enfin, Rouchdy [67] a proposé une formulation
non-linéaire du GDE de Vincent qui tolère de grandes déformations et dispose de
bonnes propriétés théoriques.Une segmentation spatio-temporelle dynamique dans des
séquences d’ IRM ciné sur la base de Fourier et un argument perturbatif a été utilisé
dans [69] pour l’analyse d’un ensemble de référence de cœurs donnés.
Dans le cadre de cette thèse nous nous sommes intéressés à l’extraction ou la seg-
mentation de l’anatomie du coeur, dans un premier temps nous nous sommes appuyés
sur les travaux de Schearer et nous avons utilisé une méthode de perturbation singu-
lière et une technique de filtrage pour la segmentation d’images cardiaques basées sur
le modèle de gabarit déformable élastique dynamique qui suppose que le mouvement
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du modèle est périodique. Ensuite nous nous sommes intéressés au suivi dynamique
d’image ou la reconstruction anatomique en utilisant le transport optimal dépendant du
temps due à Benamou Brenier [16], mais ce problème nécessite la résolution de l’équa-
tion de transport ce qui est l’objectif de la deuxième partie de la thèse.
dans cette partie nous nous sommes intéressés à la résolution de l’équation de transport
par la méthode des éléments finis .
Une caractéristique importante de la méthode des éléments finis pour simuler des phé-
nomènes de transport est son incapacité de satisfaire le principe du maximum sur des
maillages globaux pour la formulation de Galerkin standard. Cette carence se manifeste
par des oscillations parasites (undershooting et overshooting), qui est bien connue de-
puis longtemps dans la littérature de la dynamique des fluides.
Beaucoup de moyens sont disponibles pour les techniques des différences finis telles
que limiteur de flux [65] et la correction de flux [49] qui ont été étendu à la méthode
des éléments finis, dans la formulation considéré par Kuzmin, l’opérateur des dérivées
partielles en temps est séparé de l’opérateur des dérivées partielles en espace. Nous
avons considéré une formulation au sens des moindres carrés espace-temps de l’équa-
tion de transport et nous avons proposé des méthodes numériques afin de récupérer un
principe du maximum discret.
L’objectif de la troisième partie est de proposer une méthode numérique qui permet
la reconstruction anatomique du cœur à partir d’images de coupes 2D de celui-ci à un
temps fixé.
La reconstruction est habituellement obtenue avec des techniques d’interpolation li-
néaire entre les deux coupes. Nous nous sommes intéressés dans notre travail à une
méthode fondée sur la théorie du transport optimal et nous avons utilisé l’algorithme
de Peyré [60] et comme celui ci est très couteux en temps de calcul nous avons proposé
une méthode adaptative qui permet d’accélérer l’algorithme de Peyré.
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Chapitre 1
Perturbation singulière pour un
problème de suivi d’images
cardiaques
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1.1 Introduction
1 Les maladies cardio-vasculaires regroupent l’ensemble des maladies du cœur
et de la circulation sanguine. Les principales maladies cardiaques sont représentées
par les cardiopathies coronariennes (touchant les vaisseaux sanguins qui alimentent le
muscle cardiaque), les maladies cérébro-vasculaires (touchant les vaisseaux sanguins
qui alimentent le cerveau) ou encore les malformations cardiaques congénitales (mal-
formations de la structure du cœur déja présentes à la naissance).
1. Le chapitre a donné lieu à un article en Asymptotic Analysis qui est en révision.
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La maladie cardiaque la plus fréquente est la maladie coronaire qui s’exprime parfois
d’emblée par l’arrêt cardiaque. Mais la plupart du temps c’est l’infarctus et l’angine de
poitrine qui débute la maladie coronaire. L’infarctus du myocarde, ou syndrome coro-
naire aigu et les accidents vasculaires cérébraux (AVC) sont liés à l’obturation brutale
d’une des artères coronaires empêchant le sang de parvenir au cœur ou au cerveau . En
particulier, l’infarctus du myocarde est une nécrose d’une partie du muscle cardiaque
secondaire suite à un défaut d’oxygénation (ischémie). Il se produit quand une ou plu-
sieurs artères coronaires se bouchent, les cellules du myocarde irriguées par cette (ou
ces) artère(s) ne sont alors plus oxygénées, ce qui provoque leur étouffement. La zone
infarcie ne se contractera plus correctement.
En 2008, l’organisation mondiale de la santé (OMS) estimait que 30% des décés dans
le monde étaient dus à des pathologies cardio-vasculaires. Parmi ces décés, on estime
que 7.3 millions sont dus à une cardiopathie coronarienne et 6.2 millions à un AVC
(statistique OMS 2008). Il est primordial de comprendre l’anatomie, la structure et la
dynamique du cœur afin de prévenir, détecter, identifier, prédire l’évolution et soigner
ces maladies. D’où l’importance de comprendre au mieux le fonctionnement du cœur
normal et pathologique.
L’imagerie cardiaque, incluant de nombreuses modalités, telle que l’imagerie par rai-
sonnance magnétique (IRM), l’imagerie ultra sonore (US) ou l’imagerie par rayons X,
fournit de nombreuses informations sur l’anatomie et la fonction cardiaque, elle permet
aussi de mieux comprendre les causes et les évolutions des différentes pathologies.
Néanmoins, l’exploitation de toutes ces données en clinique reste très incomplète.
Le volume très important de données rend une analyse manuelle de celle-ci pour
chaque patient impossible, car trop fastidieuse. De plus l’analyse manuelle des don-
nées manque d’objectivité et de reproductibilité, cela est dû à une grande variabilité
inter et intra opérateurs, ce qui compromet la validité des résultats obtenus, aussi bien
dans le domaine de la recherche mais aussi clinique. Il apparait donc nécessaire de
développer des outils d’analyse assisté par des ordinateurs dédiés. Ces outils d’ana-
lyse sont de plus en plus élaborés. Physiciens, médecins, biologistes et mathématiciens
doivent travailler ensemble à l’élaboration de modèles réalistes permettant d’extraire
des informations pertinentes à partir d’observations cliniques et expérimentales. Cer-
tains modèles se focalisent sur l’extraction de l’anatomie et permettent aujourd’hui
une analyse accélérée et objective de groupes importants de patients, en fournissant
divers paramètres anatomiques globaux et locaux. D’autres se focalisent plus sur une
modélisation multi-échelle du cœur, c’est-à-dire des modéles physiologiques ou patho-
physiologiques incorporant des informations sur l’anatomie, le mouvement, l’architec-
ture fibreuse ou encore l’activité électrique du coeur. De plus, la fusion de modèles
génériques et d’images cardiaques spécifiques à un patient permet de développer des
modèles personnalisés au patient et peut apporter aux cliniciens des informations quan-
titatives de premier ordre pour le diagnostic, la prédiction et la thérapie des maladies
cardio-vasculaires.
Cela fait de l’imagerie et de la modélisation cardiaque des outils précieux pour l’aide
au diagnostic et au suivi des patients.
Le premier problème qui se pose au traiteur d’images est l’abondance des structures
présentes dans l’image : structures cardiaques bien entendu, mais aussi foie, côtes, ar-
tères pulmonaires, coronaires, etc. La plupart de ces structures ne sont pas nécessaires
pour l’application médicale considérée, mais doivent néanmoins être distinguées des
structures d’intérêt par l’algorithme. Ce problème met en évidence le besoin d’un a
priori pour un traitement d’images satisfaisant : pour retrouver les structures d’intérêt
parmi toutes les autres, l’algorithme doit disposer d’un modèle décrivant l’apparence
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et la forme de la structure recherchée. Le second problème, intrinsèque au vivant, est
la grande variabilité de la forme des structures étudiées. Selon le patient, la taille, la
forme et la configuration des différents organes peut varier énormément. De plus, les
paramètres d’imagerie, tels que l’orientation des coupes, le nombre de coupes ou le
type de contraste utilisé, dépendent du choix du radiologue. D’une séquence à l’autre,
l’apparence des structures d’intérêt peut donc varier considérablement. L’a priori uti-
lisé doit donc être suffisamment souple pour pouvoir accommoder toutes les variations
anatomiques des organes étudiés, et en même temps suffisamment fort pour permettre
de distinguer la structure d’intérêt des autres. Dès lors on voit que la connaissance a
priori utilisée par les algorithmes de segmentation et d’estimation de mouvement pour
les images médicales est déterminante pour la qualité des résultats à produire. Les
connaissances dont on dispose sont de plusieurs types :
– Informations statistiques sur les variations les plus fréquentes de la forme des
différentes structures. On utilise généralement une base de données d’un certain
nombre de patients pour construire cet a priori. Cette information est à utiliser
avec précaution, puisque certaines pathologies peuvent conduire à des variations
anatomiques uniques. Or, une des finalités des algorithmes d’analyse automatisée
d’images médicales est justement de détecter ces pathologies. Un a priori trop
fort risquerait donc de mettre à mal cette fonction de détection.
– Informations sur la configuration des structures les unes par rapport aux autres.
– Informations sur le mouvement : quelle que soit la pathologie étudiée, on sait
que le mouvement respecte les lois physiques de la dynamique. En particulier,
comme les forces en présence sont bornées, l’accélération l’est aussi et le mou-
vement a donc une certaine régularité. En IRM ou en tomodensitométrie car-
diaques, on peut en plus supposer que le mouvement est périodique : même s’il
ne l’est pas vraiment en réalité, en pratique, on n’acquiert qu’un seul cycle car-
diaque. On peut donc périodiser le mouvement sans problèmes.
Différentes méthodes existent pour exprimer ces connaissances de manière algorith-
mique. Nous proposons une approche basée sur le Gabarit Déformable Élastique
(GDE), initialement proposé par Cohen [25] puis Vincent [74] et étendu par Pham [62]
et Rouchdy [67]. Le GDE est composé d’une forme a priori et d’un modèle physique
de déformation, basé sur la théorie de l’élasticité. La forme a priori, généralement ob-
tenue à partir d’un volontaire sain, décrit la forme attendue de la structure à segmenter.
Les méthodes déformables sont des classes de méthodes qui ont reçu beaucoup d’at-
tention dans le passé [25].
La segmentation par modèles déformables fait partie de la segmentation d’image
par approche de frontières qui cherche à identifier les contours d’un ou plusieurs objets
présents dans l’image. Les modèles déformables reposent sur un modèle a priori de la
forme de la structure de référence à extraire de manière itérative adaptée aux données
d’images à la convergence. Le processus d’adaptation est généralement entraîné par un
champs de force issu de l’image par le calcul intermédiaire de la pente d’une carte de
bord ou par la méthode du Gradient Vector Flow (GVF). Un modèle (objet) représen-
tant le cœur est immergé dans les données d’image, et est soumis à un champs de force
qui tire le bord de l’objet vers la direction des bords de l’image. Le champs de force
doit être nul sur les endroits où on veut amener le bord du modèle [62].
La méthode de Gabarit Déformable présente plusieurs avantages, en revanche un in-
convénient concerne la régularité du champ de déplacement et le bord de l’objet final.
Dans ce chapitre, deux objectifs complèmentaires ont été abordés. Le premier consiste
à utiliser une méthode de perturbation singulière afin d’améliorer la précision de la
détection du bord de l’objet à détecter dans l’espace de l’image, c’est-à-dire faire en
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sorte que la contrainte f = 0 est satisfaite. Le second objectif concerne la segmenta-
tion dynamique spatio-temporelle, c’est-à-dire la segmentation de séquences d’images
cardiaques au cours du cycle cardiaque. A partir d’une famille discrète temporelle
d’images cardiaques dans le cycle cardiaque, nous aimerions récupérer une séquence
continue dans le temps des images cardiaques dans le cycle cardiaque.
De nombreuses méthodes ont été proposées pour résoudre le problème dynamique de
l’IRM cardiaque. Zhu et al ont proposé un modèle intégrant le mouvement par l’inter-
médiaire d’un algorithme de prédiction de la dynamique [77]. Montagnat et Delingette
ont proposé un modèle simplex pour la segmentation d’images 4D [55], la précision de
la segmentation de ce modèle déformable 4D est estimée sur la synthèse de séquences
d’images SPECT pour lequel une réalité de terrain sur le volume LV est connue. Dans
les deux dernières références les auteurs n’ont pas utilisé la stratégie de filtrage , mais
un processus de contrôle. Nastar a proposé un modèle déformable surfacique avec une
base de Fourier pour exprimer le mouvement des points de contrôle [56]. Une seg-
mentation spatio-temporelle dynamique dans des séquences d’ IRM ciné sur la base
de Fourier et un argument perturbatif a été utilisé dans [69] pour l’analyse d’un en-
semble de référence de cœurs donnés. Dans ce chapitre, nous présentons une analyse
mathématique de ce modèle variationnel pour la segmentation de séquences d’images
cardiaques basée sur le modèle élastique déformable dynamique qui suppose que le
mouvement du modèle est périodique. Une combinaison d’une technique de filtrage
avec une méthode de perturbation singulière est proposée et analysée et quelques ré-
sultats numériques pour les images IRM sont donnés.
Dans la section 2, une description du modèle est donnée et quelques rappels sur le
modèle de Gabarit Déformable et de la théorie de l’élasticité sont introduits. La sec-
tion 3 est consacrée à l’analyse de la méthode de perturbation singulière. La section
4, traite le problème de suivi d’images pour une séquence d’images cardiaques. La
stratégie d’interpolation avec filtrage combinée avec la méthode de perturbation sin-
gulière est proposée pour le problème de suivi d’images. La convergence d’un schéma
itératif est prouvée. Enfin, certains résultats numériques sont présentés pour des images
cardiaques 2D, ce qui démontre l’efficacité de la méthode.
1.2 Description du modèle et rappels de quelques résul-
tats
1.2.1 Modèle élastique statique
Le concept des modèles déformables a fait l’objet de nombreuses études. L’extrac-
tion ou la reconstruction d’une forme par modèle déformable est obtenue par la donnée
d’une représentation géométrique ( discrète, courbe, surface, volume) qui est proche de
l’objet à segmenter. Ce modèle est positionné dans l’image par transformation affine
à proximité de la structure à extraire. Le GDE est ensuite déformé avec un champ de
force issu de l’image pour s’ajuster aux contours de l’objet étudié.
En imagerie médicale, l’hypothèse de régularité de la surface des structures anato-
miques est souvent faite. La déformation d’une courbe ou d’un gabarit initial se prête
bien à un formalisme variationnel, c’est à dire, une minimisation d’une énergie se com-
posant essentiellement de deux termes, un terme d’attache aux données et un terme
régularisant :
E = Eelastique + Edonnees (1.1)
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L’énergie interne va régulariser les déformations et l’énergie externe va guider les dé-
formations en fonctions des données d’image. L’efficacité du modèle dépend du choix
de la configuration initiale, de l’énergie interne et de l’énergie externe.
Principales étapes de la segmentation : Les principales étapes de la segmentation
par Gabarit déformable élastique sont :
– Construction du modèle géométrique initial. En pratique c’est une approxima-
tion standard de l’objet étudié (en imagerie cardiaque il s’agit d’un maillage
volumique des ventricules du cœur).
– Positionnement du modèle avec des transformations affines.
– Segmentation par déformation non-affine du modèle initial.
Création du champ de force
Les champ de forces externes qui s’appliquent sur le modèle déformable sont de
toute première importance puisqu’ils vont guider le modèle vers les contours de l’objet
à segmenter. Il y a eu un grand nombre de recherches à ce sujet. Cohen [25] donne
un bon résumé des différentes approches avant l’invention du Gradient Vector Flow
(GVF). La plupart des méthodes de calcul de champ de forces à partir de l’image
peuvent être décomposées en quatres étapes :
– Pré-traitement de l’image.
– Extraction des contours.
– calcul d’un champ de forces dérivé des contours.
– Post-traitement sur le champ obtenu.
Le pré-traitement de l’image est un simple filtre médian, permettant d’enlever le bruit
et les autres petites structures qu’on ne souhaite pas segmenter.
L’extraction des contours peut se faire avec n’importe qu’elle méthode de segmentation
orientée niveau de gris. Ces contours vont ensuite servir de base pour le calcul du
champ de forces. De manière générale, après le calcul du gradient de niveau de gris, on
seuille une première fois pour obtenir des germes avec un seuil haut, puis une seconde
fois avec un seuil bas en n’ajoutant que les points connectés à un germe. Enfin, on
élimine les contours contenant peu de pixels.
Le champ de forces appliqué aux interfaces du modèle est issu des contours extraits.
De manière générale, cela consiste à créer une correspondance entre les contours du
modèle se déplaçant vers un point du contour. Le champ de force utilisé est le champ
de force dérivé d’un potentiel. Ce champ de force, doit être telle que sa dérivée est nulle
sur les lieux où nous souhaitons déssiner les interfaces du modèle.
1.2.2 Elasticité linéaire :
Le modèle de déformation auquel nous nous intéressons repose sur les principes
de l’élasticité linéaire. Nous renvoyons le lecteur à l’ouvrage [24] pour des détails de
l’élasticité tridimensionnelle.
La théorie de l’élasticité étudie les déformations "élastiques" des solides sous l’effet
des forces externes f .
La forme du solide est représentée par un ouvert borné connexe Ω de frontière ∂Ω.
Le corps se déforme sous l’action de champ de force sur ∂Ω. Le sous-ensemble de di-
mension finie de déplacements rigides est noté parR. L’espace H = (L2(Ω))2/R, est
l’espace quotient de fonctions mesurables de carré intégrables avec les déplacements
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rigides, et l’espace V =
(
H1(Ω)
)2
/R est l’espace de Sobolev des fonctions apparte-
nant à H avec des dérivées au sens des distributions dans H . La norme H1 est notée
par : ‖·‖1,Ω. Nous supposons les hypothèses suivantes. La première hypothèse consiste
à supposer que la frontière du domaine est régulière pour avoir une solution régulière et
la seconde est pratique pour l’analyse asymptotique, et est compatible avec l’utilisation
du gradient d’une carte de contours pour dériver la fonction f .
1. H1 : Ω est un domaine borné de R2, dont sa frontière ∂Ω est C4.
2. H2 : La fonction f est définie de R2 à valeurs dans R2, uniformément bornée
Lipschitzienne avec une constante Mf et est un gradient : ∃F R2 → R+, tel
que : −DF (x) = f(x), ∀x ∈ R2. De plus, f vérifie f⊥R.
Le champ de déplacement est désigné par u, la déformation est habituellement repré-
sentée par le tenseur de déformation de Green-Lagrange, ce tenseur est donné par :
Eij(u) = 12 (∂uj∂xi + ∂ui∂xj )
On cherche à trouver la position d’équilibre du solide sous l’action des forces sur ∂Ω.
Les équations d’équilibre sont données par le problème aux limites suivant :
−∂jσij = 0 dans Ω
σijnj = fi(I + u) sur ∂Ω
u(., 0) = 0 dans Ω.
(1.2)
Le solide est supposé suivre une loi élastique linéaire, la loi de comportement s’écrit :
σij = λ
(
2∑
k=1
Ekk(u)
)
δij + 2µEij(u), 1 ≤ i, j ≤ 2.
où, λ et µ sont les coefficients de Lamé. D’une façon équivalente, nous avons :
E(u) = 1+νE σ(u)− νE traceσ(u)I.
où E est le module de Young, ν coefficient de Poisson et I est le tenseur identité. Les
relations suivantes deviennent :
ν
E
=
λ
4µ(λ+ µ)
,
1 + ν
E
=
1
2µ
Afin de donner une formulation variationnelle du problème (1.2) on multiplie par une
fonction vi ∈ V la première équation de (1.2), on somme de 1 à 2 et on intègre par
parties , alors la formulation variationnelle est donnée par :
a(u, v) = b(u, v)
avec la forme bilinéaire a(., .) : V × V → R est définie par :
a(ϕ,ψ) =
∫
Ω
(λ+ 2µ)Ekk(ϕ)Ell(ψ) + 2µEij(ϕ)Eij(ψ)
et la forme linéaire b(., .) : V → R est donnée par :
∀ψ ∈ V, b(ϕ,ψ) =
∫
∂Ω
2∑
k=1
fk(I + ϕ)ψk dξ,
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Alors l’énergie élastique peut s’exprimer sous la forme suivante :
Eelastique =
1
2
∫
Ω
∑
i,j
σijEij(u) dx (1.3)
et l’expression de l’énergie externe est :
Edonnees =
∫
∂Ω
f(I + u)v ds (1.4)
La segmentation est conduite en cherchant un minimum de l’énergie fonctionnelle
suivante :
E(v) =
1
2
a(v, v)−
∫
∂Ω
f(I + v)v. (1.5)
L’inégalié de Korn ( Voir [59] Theorem 3.5 p. 37 ou [24] p. 298) implique que la forme
bilinéaire a est V -coercive.
1.2.3 Système de Lamé
Puisque les forces dépendent du déplacement alors le problème (1.5) est semi-linéaire,
on ne peut donc pas résoudre le problème directement. Nous proposons d’utiliser un
schéma pseudo-instationnaire afin de résoudre l’équation en considérant une série de
problèmes linéaires. On introduit un paramètre τ et on considère un problème pseudo-
instationnaire par rapport à τ dérivé du problème original. On trouve alors la solution
comme la limite asymptotique du problème instationnaire lorsque τ tend vers l’infini
(voir les prochaines sections). Dans ce qui suit, seul le système de lamé quasi-statique
sera étudié. Pour toute fonction u : (0,∞)→ V , nous considérons le système suivant :
d
dtu(t)−Au(t) = 0 dans Ω
µ∂nu(t) + (λ+ 2µ) div (u(t))n = f(I + u) sur ∂Ω
u(0) = 0 dans Ω
(1.6)
où A est l’opérateur d’élasticité associé aux problème (1.2). La formulation variation-
nelle du problème (1.6) est donnée par :{ (
d
dtu, ϕ
)
+ a(u, ϕ) = b(u, ϕ) pour toutϕ ∈ V
u = 0.
(1.7)
avec a est la forme bilinéaire associée à l’opérateur d’élasticité A et b(u, ϕ) =∫
∂Ω
f(I + u)ϕ.
Le théorème suivant donne l’existence et l’unicité de la solution du problème (1.6).
Theorème 1.1 Supposons les hypothèses H1 et H2 satisfaites. Alors il existe une
unique solution u ∈ L2loc(0,∞; (H2(Ω))2 ∩V )∩C0(0,∞;V ) ; ddtu ∈ L2loc(0,∞;H)
de (1.6).
Pour prouver l’existence de la solution u ∈ L2loc(0,∞;V ∩
(
H2(Ω)
)2
)∩C0(0,∞;V )
avec ddtu ∈ L2loc(0,∞;H), nous utilisons une méthode de Galerkin en considérant la
suite des sous espaces vectoriels de dimension finie indexée par m ∈ N∗
Vm = span{ϕ1, ϕ2, ··, ϕm} ⊂ V (1.8)
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où {ϕi}mi=1 sont les fonctions propres associées à l’opérateur d’élasticité A, et nous
projetons le problème (1.6) dans ces espaces. La formulation approchée est donnée
par : { (
d
dtum, ϕi
)
+ a(um, ϕi) = b(um, ϕi) pour1 ≤ i ≤ m
um(0) = 0.
(1.9)
L’existence sera montrée en utilisant le théorème de Cauchy-Lipschitz pour un sys-
tème d’équations différentielles ordinaires dans Rm. Des estimations a priori nous per-
mettent de passer à la limite lorsque m tend vers l’infini. Donnons quelques résultats
intermédiaires qui nous seront utiles.
Lemme 1.1 Pour tout m ∈ N∗, il existe une unique famille de fonctions {u}mi ∈
C1(0,∞;R), telle que, um(t) =
∑m
i=1 ui(t)ϕi est solution de :{ (
d
dtum(t), ϕi
)
+ a(um(t), ϕi) = b(um(t), ϕi) pour1 ≤ i ≤ m
um(0) = 0.
(1.10)
Preuve. Remplaçons um(t, x) =
∑m
i=1 ui(t)ϕi(x) dans (1.9), on obtient :
∑m
i=1 (ϕj(x), ϕi(x))
d
dtuj(t) +
∑m
j=1 a(ϕj(x), ϕi(x))uj(t) =
b(
∑m
j=1 ϕj(x)uj(t), ϕi(x)) pour 1 ≤ i ≤ m
ui(0) = 0 pour 1 ≤ i ≤ m.
(1.11)
On définit les matrices et les vecteurs suivants :
U(t) = (u1(t), ··, um(t))t
Aij = a(ϕi(x), ϕj(x))
Mij = (ϕj(x), ϕj(x))
G(U(t))i =
∫
∂Ω
∑3
p=1 fp(x+
∑m
k=1 ϕk(x)uk(t))(ϕi)p(x) dξ.
Alors la forme matricielle du problème (1.11) s’écrit :{
MU ′(t) +AU(t) = G(U(t))
U(0) = 0
(1.12)
Pour résoudre le problème (1.12) il est suffisant de montrer que G est Lipschitzienne.
Remarquons tout d’abord que
(ϕi, ϕj) = δij ; a(ϕi, ϕj) = λiδij ,pour 1 ≤ i, j ≤ m.
car l’ensemble des vecteurs propres {ϕi}∞i=1 de A−1 forme une base orthonormale
dans H , et orthogonale dans V pour le produit scalaire induit par A et orthogonale
pour le produit scalaire de dualité.
Soit maintenant, U, V ∈ Rm alors
max
1≤i≤m
|Gi(U)−Gi(V )| = max
1≤i≤m
|
∫
∂Ω
3∑
p=1
fp(I + U)− fp(I + V )ϕip dξ|
≤ MfC(m,Ω) max
1≤k≤m
|(Uk − Vk)|.
donc le problème (1.12) se réduit à un système d’équations différentielles :{ (
d
dtuj(t) + λjuj(t) = Gj(u1(t), ..., um(t))
uj(t) = 0
(1.13)
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Le théorème VII.3 dans [17] p.104 s’applique et nous avons l’existence et l’unicité de
U(t). 
Nous donnons maintenant des estimations a priori de um indépendantes de m.
Lemme 1.2 Pour tout 0 < t, il existe une constante 0 < C1 indépendante de m et t
telle que :
max
0≤s≤t
‖um(s)‖2L2(Ω) ≤ C1. (1.14)
Preuve. On utilise le fait que f est majorée par Mf , et en choisissant ϕ = um dans
(1.10), pour tout 0 < η , il vient :
1
2
d
dt ‖um(s)‖2L2(Ω) + a(um(s), um(s)) =
∫
∂Ω
f(I + um(s))um(s)
≤ ∫
∂Ω
Mf |um(s)| dξ
≤ η2 ‖um(s)‖2L2(∂Ω) + 12ηM2f |∂Ω|.
(1.15)
Le théorème de trace et l’inégalité de Korn fournissent les majorations suivantes
(voir[24]) :
CΩ ‖um(s)‖2L2(Ω) ≤ a(um(s), um(s))
‖um(s)‖2Lj(∂Ω) ≤ C∂Ωa(um(s), um(s)) 1 ≤ j ≤ 2.
On choisit, η vérifiant 12 < 1− C∂Ωη2 , et notons par |∂Ω| la mesure de ∂Ω, alors on
déduit de (1.15) :
d
dt
‖um(s)‖2L2(Ω) + CΩ ‖um(s)‖2L2(Ω) ≤
1
η
M2f |∂Ω|. (1.16)
Le lemme de Gronwall fournit :
‖um(s)‖2L2(Ω) ≤
∫ s
0
exp (−CΩ(s− τ)) dτ 1
2η
M2f |∂Ω|. (1.17)
d’où le résultat. 
Lemme 1.3 Il existe deux constantes 0 < C2 et 0 < C3 indépendantes de m et de t
telles que : 
max0≤s≤t
∫ s
0
1
2
∥∥ d
dτ um(τ)
∥∥2
L2(Ω)
dτ ≤ C2
max0≤s≤t ‖um(s)‖2H1(Ω) ≤ C2;∫ t
0
‖um(τ)‖2H2(Ω) dτ ≤ C3.
(1.18)
Preuve. Remplaçons la fonction test par ϕ = ddtum dans (1.10), et intégrons entre 0 et
s et sur Ω. En utilisant l’hypothèse H2 sur la structure du gradient de f, nous avons∫ s
0
∫
∂Ω
f(um(τ))
d
dτ
um(τ) dξ dτ = −
∫
∂Ω
F (um(s)) dξ +
∫
∂Ω
F (0) dξ (1.19)
et en tenant compte du fait que∫ s
0
∫
Ω
a(um(τ),
d
dτ um(τ)) dτ dx =
1
2
∫ s
0
∫
Ω
d
dτ a(um(τ), um(τ)) dτ dx
= 12
∫
Ω
a(um(s), um(s))
≥ C2 ‖um(s)‖2H1(Ω) ,
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il résulte que∫ s
0
∥∥∥∥ ddτ um(τ)
∥∥∥∥2
L2(Ω)
dτ +
C
2
‖um(s)‖2H1(Ω) +
∫
∂Ω
F (um(s)) dξ =
∫
∂Ω
F (0) dξ.
(1.20)
La fonction F est non négative (Hypothèse H2), alors, nous obtenons les deux pre-
mières inégalités avec C2 = Mf |∂Ω|.
Maintenant pour montrer la troisième inégalité, multiplions la première équation de
(1.6) par Au(t) et intégrons sur Ω et par rapport au temps. Nous utilisons l’inégalité de
Hölder, nous obtenons :∫ s
0
‖Aum(τ)‖2L2(Ω) dτ ≤
∫ s
0
∥∥∥∥ ddτ um(τ)
∥∥∥∥2
L2(Ω)
dτ ≤ C2. (1.21)
L’opérateur d’élasticité linéaire A est uniformément elliptique, nous avons par ([57] p.
260) et le théorème de trace :∫ s
0
‖um(τ)‖2H2(Ω) dτ − C2
∫ s
0
‖um(τ)‖2H1(Ω) dτ ≤
∫ s
0
‖Aum(τ)‖2L2(Ω) dτ,
(1.22)
Les estimations obtenues précédemment nous permettent d’établir la dernière inégalité.

Les estimations obtenues sont résumées dans le lemme suivant :
Lemme 1.4 Il existe K1 un borné de L2loc(0,∞;H), K2 un borné de L∞(0,∞;V ) et
K3 un borné de L2loc(0,∞; ((H2(Ω))2 ∩ V )) tels que :
{ d
dt
um}∞m=1 ⊂ K1; {um}∞m=1 ⊂ K2; {um}∞m=1 ⊂ K3. (1.23)
Il existe u ∈ L∞(0,∞;V )∩L2loc(0,∞; (H2(Ω))2∩V )∩C0(0,∞;V ) telle que : Pour
tout 0 < T ,∫ T
0
(um(s), ϕ(s))H ds→
∫ T
0
(u(s), ϕ(s))H ds ∀ϕ ∈ L1(0, T ;H);∫ T
0
(um(s), ϕ(s))V ′V ds→
∫ T
0
(um(s), ϕ(s))V ′V ds ∀ϕ ∈ L1(0, T ;V );∫ T
0
a(um(s), ϕ(s)) ds→
∫ T
0
a(u(s), ϕ(s)) ds ∀ϕ ∈ L1(0, T ;V );
d
dt (um, ϕ)H → ddt (u, ϕ)H ∀ϕ ∈ H dansD′(0,∞).
(1.24)
La dernière étape consiste à montrer que u est solution du problème (1.6). Pour cela
prenons la limite dans la formulation variationnelle (1.10). Pour pouvoir passer à la
limite dans la formulation variationnelle (1.10) , il faut pouvoir passer à la limite dans
les termes non linéaires f(I + um). Puisque Ω est borné, l’injection de H2(Ω) dans
H1(Ω) est compacte, on déduit que pour tout 0 < T et par le théorème de trace ([72]) :
{ϕ ∈ L2(0, T ; ((H2(Ω))2 ∩ V ), d
dt
ϕ ∈ L2(0, T ;H)}
Pour tout 0 < t < T , um(t, x) → u(t, x) pour presque tout x ∈ ∂Ω, et comme f est
continue, à une sous suite prés, nous avons
f(x+ um(t, x))→ f(x+ u(t, x))
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pour tout t et pour tout x ∈ ∂Ω. Le théorème de convergence dominée de Lebesgue
s’applique car K3 ⊂ L∞((0,∞)× Ω) et nous obtenons :
lim
m→∞ b(um, ϕ)→ b(u, ϕ)∀ϕ ∈
(
L2(∂Ω)
)
)2.
L’unicité est montrée d’une manière classique, en faisant la différence entre deux solu-
tions, et puisque la fonction f est bornée, nous obtenons une estimation a priori pour
la norme L2 de la différence et de sa dérivée temporelle. Le lemme de Gronwall s’ap-
plique et l’unicité est avérée puisque les deux solutions ont la même condition initiale.
1.2.4 Existence d’une solution du problème stationnaire
Dans cette section, nous définissons le problème stationnaire, et nous démontrons
l’existence d’une solution u ∈ V à ce problème.
Définition 1.1 La fonction u ∈ V est solution du problème stationnaire si elle vérifie :
a(u, ϕ) = b(u, ϕ),∀ϕ ∈ V. (1.25)
Theorème 1.2 Supposons les hypothèses H1 et H2 satisfaites, alors il existe un unique
u ∈ V solution du problème (1.25).
Preuve. On utilise une méthode de Galerkin et le théorème de point fixe de Brouwer
(voir par exemple [72]).
Introduisons l’opérateur T :
T : Vm −→ Vm
un 7→ un+1 = Tun, satisfaisant
a(un+1, ϕ) = b(un+1, ϕ)∀ϕ ∈ Vm.
(1.26)
En choisissant ϕ = un+1 dans l’équation ci-dessus, on obtient l’estimation suivante :
a(un+1, un+1) = b(un+1, un+1),
a(un+1, un+1) ≤
∫
∂Ω
Mf |un+1| ≤ η
2
‖un+1‖2L2(∂Ω) +
1
2η
M2f |∂Ω|
En choisissant η= CC∂Ω , où C est la constante de l’inégalité de Korn, nous avons :
‖un+1‖2H1(Ω) ≤
C∂Ω|∂Ω|M2f
C2
.
Soit K le convexe de Vm défini par :
K =
{
ϕ ∈ Vm, ‖ϕ‖2H1(Ω) ≤
C∂Ω|∂Ω|M2f
C2
}
Nous en déduisons que T : K → K est un opérateur lipschitzien de constante√
MfC∂Ω. Le théorème de point fixe de Brouwer ([42] Lemme 10.3 p. 238) fournit
l’existence d’un point fixe un ∈ K vérifiant : Tun = un+1.
Prenons maintenant la limite quand m tend vers l’infini. Notons par um le point fixe
dans Vm. Nous avons :
‖um‖2H1(Ω) ≤
C∂Ω|∂Ω|M2f
C2
.
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Le théorème de la faible séquentielle compacité de la boule unité d’un espace de Ba-
nach réflexif, fournit l’existence de u ∈ V , et d’une sous suite extraite de {um}m∈N
convergente faiblement dans V vers u. Pour passer à la limite nous raisonnons de la
même manière que dans la section précédente, nous prouvons que u est une solution
du problème (1.25).
Pour l’unicité, puisque le problème (1.25) est équivalent au problème d’optimisation
suivant :
min
v∈V
1
2
a(v, v)− b(v, v)
alors le problème (1.25) admet une solution unique.

1.2.5 Comportement asymptotique en temps
Dans cette section nous démontrons le résultat suivant :
Theorème 1.3 Supposons les hypothèses H1 et H2 satisfaites. Alors la solution u(t)
du problème (1.6) donnée au théorème 1.1 converge lorsque t tend vers l’infini vers
u ∈ V solution du problème stationnaire donnée au théorème 1.2.
Preuve.
Comme la solution du problème stationnaire minimise une énergie, on utilise la
démonstration faite dans [38], où on utilise la structure de gradient flot des équations
ainsi on utilise la proposition 2.6 dans [38], alors on a que u(t) converge vers la solution
du problème stationnaire lorsque t tend vers l’infinie. 
1.3 Problème de perturbation singulière
Nous tenons à imposer que les contours du modèle à la convergence passent par les
zéros du champ de force f . La formulation standard du GDE n’impose pas cette
condition, elle cherche un compromis entre la minimisation de Eelastique et Edonnees.
Nous proposons dans cette partie une méthode pour trouver un minimum global du
deuxième terme, tout en gardant une déformation raisonnable au sens de l’a priori.
Cette méthode est appelée méthode de perturbation singulière qui satisfait la contrainte
de f(u+ I) = 0 pour laquelle la convergence est démontrée. Introduisons l’hypothèse
H3 :
– H3 La fonction α : R+ → [0, 1] est régulière, intégrable sur R+, décroissante
et pour η > 0, α(t) >= η(T ) pour t ∈ [0, T ], vérifiant limt→+∞ α(t) = 0. En
outre,
√
α est intégrable sur R+, et vérifie :
limt→+∞ 1t
∫ t
0
∫ t
s
√
α(τ) dτ ds = 0
Le problème que nous considérons est alors :
d
dtu(t)− α(t)Au(t) = 0 dans Ω
α(t) (µ∂nu(t) + (λ+ 2µ) div (u(t))n) = f(I + u) sur ∂Ω
u(0) = 0 dans Ω.
(1.27)
Theorème 1.4 Supposons les hypothèses H1,H2 et H3 satisfaites. Alors pour tout 0 <
T il existe une unique solution u ∈ L2(0, T ; ((H2(Ω))2 ∩ V ) ∩ C0(0, T ;V ) ; ddtu ∈
L2(0, T ;H) solution du problème (1.27).
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Preuve. Puisque la fonction α est non négative et minorée par une constante positive
sur tout compact de R+, on raisonne comme à la section 2, on trouve le résultat. 
Dans la pratique, on peut choisir la fonction α comme la fonction exp(−βt) qui satis-
fait toutes les hypothèses et β doit être choisi de telle sorte que la fonction exponentielle
varie lentement par rapport à f(I + u).
La solution des équations d’équilibre introduites précédemment appartient à un espace
fonctionnel de dimension infinie. On ne peut donc trouver une expression analytique de
cette solution, même si on a démontré son existence, car il s’agit d’un problème continu
dont les solutions appartiennent à un espace fonctionnel de dimension infinie. On a
donc recours à une méthode d’approximation pour se ramener à un espace vectoriel de
dimension finie, qui a la particularité d’être de dimension finie donc d’avoir une base
et de permettre d’obtenir une expression de la solution en résolvant numériquement un
système fini d’équations. De nombreuses méthodes ont été développées pour résoudre
ce genre de problème, la plus connue étant la méthode des éléments finis (MEF), que
nous utilisons dans notre travail. Le domaine Ω est approché par un polyèdre divisé en
éléments triangulaires, le déplacement est approché par des fonctions linéaires sur ces
éléments et les forces sont évaluées aux point du maillage. PourM etN fixés, un pas de
temps et un pas d’espace sont définis respectivement par : ∆t = TN ; ∆x =
1
M . Si AU
représente une formulation variationnelle discrète des équations de l’élasticité , et f(U)
représente le champ de force venant de l’image, nous avons à résoudre AU = f(U).
Puisque cette équation est non-linéaire, le problème dtdtU + AU = f(U) est approché
avec le schéma d’Euler : Un+1 +∆tAUn+1 = Un+∆tf(Un). L’opérateurA réduit la
capacité du gabarit à être déformé, par conséquent , un coefficient décroissant de régu-
larisation est introduit devant A. Nous illustrons la stratégie de perturbation singulière
proposée avec un exemple 1D. Le signal cible s = exp(−2x)cos(pi2x) + sin(2pi2x)
contaminé du bruit à supprimer est l’équivalent 1D des données de contour de l’objet,
le champ de force est f(U) = sign(s−U)√|s− U |, U(0) = 0 est le modèle initial, et
l’opérateur de régularisation est AU = −d2Udx2 . La stratégie de perturbation singulière
consiste à introduire la fonction α = exp(−βτ)) en face de l’opérateur A. la figure 1,
représente le résultat. Remarquons que cette stratégie permet de détecter le contour de
l’objet avec précision.
(a) (b)
FIGURE 1.1 – (a) Résultat sans perturbation singulière, (b) Résultat avec perturbation
singulière β = .3
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1.3.1 Comportement asymptotique en temps
Theorème 1.5 Supposons les hypothèses H1, H2 et H3 satisfaites. Alors la solution
u(t) du problème (1.27), dont l’existence est donnée au théorème 1.4 converge vers
u ∈ H lorsque t tend vers l’infini, u = limt→+∞ 1t
∫ t
0
u(s) ds, et
lim
t7→+∞ f(I + u(t)) = 0, dans
(
H−
1
2 (∂Ω)
)2
. (1.28)
Preuve. La formulation variationnelle du système (1.27) est donnée par :{ (
d
dtu, ϕ
)
+ α(t)a(u, ϕ) = b(u, ϕ) pour toutϕ ∈ V
u = 0.
(1.29)
Prenons ϕ = ddtu dans (1.29) et intégrons sur Ω et en utilisant la formule de Green, il
vient : ∫
Ω
d
dt
u(t)
d
dt
u(t) + α(t)a(u(t),
d
dt
u(t)) = b(u(t),
d
dt
u(t)). (1.30)
Alors ∥∥∥∥ ddtu(t)
∥∥∥∥2
L2(Ω)
+
α(t)
2
d
dt
a(u(t), u(t)) = −
∫
∂Ω
d
dt
F (u(t)) dξ. (1.31)
Intégrons entre 0 et t < T , et par parties le second membre, nous avons,∫ t
0
∥∥ d
dsu(s)
∥∥2
L2(Ω)
ds − ∫ t
0
α′(s)
2 a(u(s), u(s)) ds+
α(t)
2 a(u(t), u(t))
+
∫
∂Ω
F (u(t)) dξ = α(0)2 a(u(0), u(0)) +
∫
∂Ω
F (0) dξ.
(1.32)
Il existe deux constantes C7 = Mf |∂Ω| et C8 = 2C7/C, telles que∥∥∥∥ ddsu(s)
∥∥∥∥
L2(0,t;L2(Ω))
≤ C7;
∥∥∥√α(t)u(t)∥∥∥2
H1(Ω)
≤ C8. (1.33)
Prenons ϕ ∈ (H10 (Ω))2 dans (1.29), en intégrant sur Ω et en utilisant la formule de
Green, nous avons
| ∫
Ω
d
dtu(t)ϕdx| ≤
√
α(t)|a(√α(t)u(t), ϕ)|
≤ √α(t)√C8(λ+ 2µ) ‖ϕ‖H1(Ω) . (1.34)
Comme dudt est dans L
2(0, T, L2(Ω)) pour tout T > 0, on a donc∫
Ω
d
dt
uϕ dx→ 0 p.p
lorsque t tend vers l’infini pour tout ϕ ∈ H10 (Ω).
Nous en déduisons que ddtu(t) tend vers zéro quant t tend vers l’infini à un ensemble
de mesure nulle prés.
Prenons maintenant ϕ ∈ (H1(Ω))2 dans (1.29), nous avons :
|
∫
∂Ω
f(I + u(t))ϕdξ| ≤ |
∫
Ω
d
dt
u(t)ϕdx|+
√
α(t)|a(
√
α(t)u(t), ϕ)|. (1.35)
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Comme H10 est dense dans L
2(Ω), on en déduit la convergence p.p du côté droit de
l’expression précédente lorsque t tend vers l’infini pour tout ϕ ∈ L2(Ω). Comme
u(t) ∈ C0(0,∞;H), et comme f est continue, on déduit que
lim
t→∞ f(I + u(t)) = 0, dans (H
−1/2(∂Ω))2.
La fonction u ∈ C0(0,∞;V ) appartient donc à C0(0,∞;H). Posons u =
limt→+∞ 1t
∫ t
0
u(s) ds, ensuite nous allons montrer que limt→+∞ u(t) = u dans
(H−1(Ω))2.
Nous avons :
sup‖ϕ‖
H10(Ω)=1
∫
Ω
( 1t
∫ t
0
u(t)− u(s) ds)ϕdx =
sup‖ϕ‖
H10(Ω)=1
∫
Ω
( 1t
∫ t
0
∫ t
s
1
dτ u(τ) dτ ds)ϕdx
≤ √C8(λ+ 2µ) 1t
∫ t
0
∫ t
s
√
α(τ) dτ ds
(1.36)
L’hypothèse H3 nous permet de conclure.
Maintenant, un argument lié à la compacité est invoqué pour prouver que,
pour presque tous t, la convergence a lieu dans L2(Ω). On définit ϕn(t) = 1; 0 ≤ t ≤ nn+ 1− t; n ≤ t ≤ n+ 1
0; sinon;
et
un(t) = ϕn(t)u(t).
Soit  > 0 fixé, il existe R tel que ∀t > R ‖u(t) − u‖H−1(Ω) < . Soit T > R,
{un}n∈N est bornée dans L2(0, T ;H) et dundt est borné dans L2(0, T ;H). Le théorème
1 dans [70] s’applique, et il existe u ∈ L2(0, T ;H) et une sous-suite {np}p∈N telle que
unp → u dans L2(0, T ;H) et, à un ensemble de mesure nulle de (0, T ), unp(t)→ u(t)
dansL2(Ω). Notons que pour np > E(R)+1 nous avons unp(t) = u(t). Pour presque
tout t > R, nous avons
‖u(t)− u(t)‖2H−1(Ω) ≤ ‖u(t)− u(t)‖2L2(Ω) ≤ . (1.37)
On en déduit que pour presque tous t, limt→∞ u(t) = u dans H .

Remarque. La fonction u n’est pas une solution du problème (1.5) mais elle satisfait la
contrainte d’être un zéro de f au sens faible. 
1.4 Le cas d’une séquence d’images périodique
Dans cette section nous considérons le cas d’une séquence d’images périodique.
Donnons tout d’abord une formulation mathématique du problème. Pour une donnée
f(t, z) périodique de période T (ie ∀t, f(t + T, ·) = f(t, ·)), vérifiant les hypothèses
H1 et H2, nous cherchons u(t) solution de :

d
dtu(t)−Au(t) = 0; dans Ω 0 < t < T
µ∂nu(t) + (λ+ 2µ) div (u(t))n = f(t, I + u) sur ∂Ω 0 < t < T
u(0) = u(T ) dans Ω.
(1.38)
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Pour montrer l’existence et l’unicité de solutions au problème (1.38), nous procédons
comme à la section 1.2.3. Nous introduisons un sous espace de dimension finie Hm
engendré par les {wi}mi=1, et nous considérons l’opérateur Sm défini par :{
Sm : H → H
u(0)m → v(T ) (1.39)
où v est la solution du problème (1.38) avec comme condition initiale u(0)m. La solu-
tion du problème (1.38) n’est autre qu’un point fixe de Sm . Notons que u(0)m est la
projection de u0 sur Vm. En utilisant le théorème du point fixe de Brouwer, nous avons.
Theorème 1.6 Supposons les hypothèses H1 et H2 satisfaites, ainsi que la condition
de périodicité de la fonction f . Alors pour um(0) vérifiant,
‖um(0)‖2L2(Ω) ≤
M2f |∂Ω|
2CΩη(1− exp (−CΩT ))
l’application Sm : um(0) 7→ v(T ) admet au moins un point fixe, c’est à dire que l’on
a une solution périodique dans C0(0, T ;Hm).
Preuve. La preuve se fait à l’aide du point fixe de Brouwer comme à la section 1.2.3.
le lemme 1.1 montre que l’opérateur est bien défini. L’estimation (1.16) permet avec le
lemme de Gronwall d’écrire, avec η tel que 12 < 1− C∂Ω η2 :
‖um(T )‖2L2(Ω) ≤ exp (−CΩT ) ‖u(0)m‖2L2(Ω)+
∫ T
0
exp (−CΩ(T − τ)) dτ 1
2η
M2f |∂Ω|,
(1.40)
Soit C2m = ‖u(0)m‖2L2(Ω), satisfaisant
C2m ≤
M2f |∂Ω|
2CΩη(1− exp (−CΩT )) .
alors l’application Sm envoie la boule B(0, Cm) ⊂ Hm dans B(0, Cm) grâce à l’in-
égalité (1.40).
 Pour l’unicité de la solution, donnons le lemme suivant :
Lemme 1.5 Supposons les hypothèses H1, H2 et H3 satisfaites. alors si
– u(0) = 0 ;
– ou si Df est semi-définie négative ;
– ou si
KDf = sup
x∈∂Ω; z∈B(0,Cm)
ρ(Df(x+ z)) ≤ 1
C∂Ω
, (1.41)
où ρ désigne le rayon spectral.
Alors pour tout m ∈ N, l’opérateur Sm a un unique point fixe.
Preuve.
Supposons que nous ayons deux points fixes distincts um1 et um2 . Notons v = um1 −
um2 . En utilisant la propriété de dérivabilité de f nous déduisons que :
d
2dt ‖v(s)‖2L2(Ω) + a(v(s), v(s)) ≤
∫
∂Ω
(f(I + um1(s))− f(I + um2(s)))v(s) dξ
≤ ∫
∂Ω
∫ 1
0
Df(I + um1(s)+
τ(um1(s)− um2(s))v(s) dτv(s) dξ.
(1.42)
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Si la dérivée de f définie une forme semi définie négative, alors nous obtenons l’unicité
des solutions en posant : ϕ(s) = ‖v(s)‖2L2(Ω), puisque nous déduisons de (1.42 ) que
la fonction ϕ est strictement décroissante ce qui contredit ϕ(T ) = ϕ(0).
Sans supposer que la dérivée de f est semi-définie négative , notons KDf =
supx∈∂Ω; z∈B(0,Cm) ρ(Df(x + z)) ≤ 1C∂Ω ,, où ρ désigne le rayon spectrale. Ainsi
comme
0 < 1−KDfC∂Ω,
L’estimation (1.42 ) permet d’obtenir
d
ds
ϕ(s) + ρ(1−KDfC∂Ω)ϕ(s) ≤ 0.
En intégrant entre 0 et T , notant k = ρ(1−KDfC∂Ω) nous avons (exp kT−1)ϕ(T ) ≤
0, ce qui montre que ϕ(T ) = 0. 
1.4.1 Méthode quasistationnaire pour les solutions périodiques
Dans cette partie, nous montrons que la méthode quasistationnaire permet de calculer
une solution du problème (1.38). Considérons maintenant la fonction v : (0,∞) →
L2p(0, T ;V ) comme une fonction de τ , un paramètre, à valeurs dans les fonctions pé-
riodiques de L2(0, T ;V ) qui vérifie :
d
dτ v(τ) + ∂tv(τ)−Av(τ) = 0 dans (0, T )× Ω
µ∂nv(τ) + (λ+ 2µ) div (v(τ))n = f(t, I + v(τ)) dans (0, T )× ∂Ω
v(τ, 0, x) = v(τ, T, x) dans (0,∞)× Ω
v(0) = 0 dans (0, T )× Ω.
(1.43)
Nous montrons l’existence de solutions au problème (1.43) en utilisant la théorie
des semi-groupes non linéaires. Pour cela introduisons quelques notations. Nous po-
sons Q = (0, T ) × Ω ; et D = (0,∞) × Q. Le domaine de l’opérateur Ap ddt · −A · dansQµ∂n ·+λ div (·))ndans (0, T )× ∂Ω
periodique en temps
 est :
{ϕ ∈ L2(0, T ;V ∩ (H2(Ω))2) ∩H1(0, T ;H)periodique en temps.}
Donnons maintenant quelques résultats techniques. Soit Λ ∈ R+ et N ∈ N fixé , po-
sons τ1 = ΛN et considérons la suite des fonctions {V τn }Nn=0 ⊂ L2p(0, T ;V ) vérifiant :
V τ1n+1 − V τ1n + τ1ApV τ1n+1 = 0 dans (0, T )× Ω
µ∂nV
τ1
n+1 + (λ+ 2µ) div (V
τ1
n+1)n = f(t, I + V
τ1
n+1); dans (0, T )× ∂Ω
V τ1n+1(0, x) = V
τ1
n+1(T, x) dans Ω
V τ10 = 0 dans (0, T )× Ω.
(1.44)
Lemme 1.6 Supposons les hypothèses H1, H2 et H3. Alors pour tout, 0 < n ≤ N , il
existe V τ1n+1 ∈ L2p(0, T ;V ∩ (H2(Ω))2) ∩H1(0, T ;H).
Preuve. En reprenant la démonstration du théorème 1.6 car l’opérateur Ap diffère de
l’opérateur A par un terme d’ordre zéro qui est non négatif, alors nous obtenons le
résultat énoncé. 
Donnons maintenant des estimations a priori qui nous permettent de montrer l’exis-
tence d’une solution dans C0(0,Λ;L2p(0, T ;H)) du problème (1.43).
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Lemme 1.7 Supposons les hypothèses H1, H2 et H3 satisfaites, alors pour tout 0 <
p, q,m ≤ N , nous avons :
1
2
∫ T
0
a(V τ1p , V
τ1
p ) +
∫
∂Ω
F (V τ1p ) dξ dt ≤
∫ T
0
∫
∂Ω
F (0) dξ dt+ C9;
1
τ1
∑m
k=q
∥∥V τ1k − V τ1k−1∥∥2L2p(Q) ≤
τ1
∫ T
0
1
2a(V
τ1
q−1, V
τ1
q−1) + τ1
∫
∂Ω
F (V τ1q−1) dξ, dt+ τ1C10 ∀ q, 1 ≤ q < m; ∀m, 1 < m.
(1.45)
Preuve.
Nous définissons la fonction VN (τ) linéaire sur chaque intervalle (kτ1, (k + 1)τ1)
et passant par les points (kτ1, V τ1k ) pour 0 ≤ k ≤ N . Multiplions l’équation
(1.44) par
V
τ1
n+1−V τ1n
τ1
et intégrons sur Ω et de 0 à T . Nous avons :
V
τ1
n+1−V τ1n
τ1
=
d
dτ VN (τ)
∣∣∣
(nτ1,(n+1)τ1)
, nous obtenons :
1
τ1
∥∥V τ1n+1 − V τ1n ∥∥2L2p(0,T ;L2(Ω)) + ∫ T0 12a(V τ1n+1, V τ1n+1) + τ1 ∫∂Ω F (V τ1n+1) dξ
−
(
1
2a(V
τ1
n , V
τ1
n ) + τ1
∫
∂Ω
F (V τ1n ) dξ
)
dt = − ∫ (n+1)τ1
nτ1
∫ T
0
∫
Ω
∂τVN∂tVN dx dt dτ.
(1.46)
Multiplions l’équation (1.44) par ∂τVN + ∂tVN et intégrons entre 0 et λ, 0 < λ ≤ Λ.
Puisque VN est une fonction périodique, nous obtenons :
‖∂τV τ1N + ∂tV τ1N ‖2L2(0,λ;L2(Q)) +∫ T
0
(
1
2a(V
τ1
N (λ), V
τ1
N (λ)) +
∫
∂Ω
F (V τ1N (λ)) dξ +
∫
∂Ω
F (0) dξ
)
dt = 0.
(1.47)
On en déduit qu’il existe 0 < C9 telle que :
∫
(0,λ)×Q ∂τV
τ1
N ∂tV
τ1
N dτdtdx ≤ C9.
Nous sommons les égalités (1.46) de n = p − 1 à n = 0, nous obtenons la première
estimation. Nous sommons ensuite les égalités (1.46) de n = q − 1 à n = m, et nous
obtenons l’estimation annoncée en utilisant la positivité de F et a(z, z).

Montrons maintenant que la suite {VN (τ)}N∈N est une suite de Cauchy. Nous introdui-
sons M ∈ N, soit τ2 = ΛM et notons VM (τ) la fonction linéaire sur chaque intervalle
(kτ2, (k + 1)τ2) et passant par les points (kτ2, V τ2k ) pour 0 ≤ k ≤ M . Le lemme
suivant nous donne un résultat de convergence des suites de fonctions VK(τ) indicées
par K.
Lemme 1.8 Supposons les hypothèses H1, H2, et H3 satisfaites. Alors la suite
de fonctions VK ⊂ C0(0,Λ;L2p(0, T ;H)) converge uniformément vers V ∈
C0(0,Λ;L2p(0, T ;H)) pour tout Λ ∈ R+.
Preuve.
Montrons que la suite VK est de Cauchy. soit τ vérifiant
(n−1)Λ
N ≤ τ ≤ (n)ΛN et
(m−1)Λ
M ≤ τ ≤ (m)ΛM . Puis estimons VN (τ)− VM (τ). Nous avons :
‖VN (τ)− VM (τ)‖2L2p(Q) ≤
∥∥V τ1n−1 − V τ2m−1∥∥2L2p(Q) + ∥∥V τ2m − V τ2m−1∥∥2L2p(Q) +
‖V τ2m − V τ1n ‖2L2p(Q) ;
‖VN (τ)− VM (τ)‖2L2p(Q) ≤
∥∥V τ1n−1 − V0∥∥2L2p(Q) + ∥∥V τ2m−1 − V0∥∥2L2p(Q) +∥∥V τ2m − V τ2m−1∥∥2L2p(Q) + ‖V τ2m − V0‖2L2p(Q) + ‖V τ1n − V0‖2L2p(Q) .
(1.48)
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Nous avons l’estimation suivante :
∥∥V τ1n−1 − V0∥∥2L2p(Q) ≤ ∑n−1k=1 ∥∥V τ1k − V τ1k−1∥∥2L2p(Q)
et∥∥V τ2m−1 − V0∥∥2L2p(Q) ≤ ∑m−1k=1 ∥∥V τ1k − V τ1k−1∥∥2L2p(Q). En utilisant le lemme 1.7 on en
déduit que pour tout
0 ≤ τ ≤ Λ l’estimation suivante est vraie :
‖VN (τ)− VM (τ)‖2L2p(Q) ≤
( 1
N
+
1
M
)
C5.

Theorème 1.7 Supposons les hypothèses H1, H2, et H3 satisfaites. Alors il existe une
unique fonction V ∈ C0(0,∞;L2p(0, T ;V )) ∩ L∞(0,∞;L2p(0, T ;V ∩ (H2(Ω))2)) ∩
H1loc(0,∞;L2p(0, T ;H)) solution du problème (1.43).
Preuve. Pour obtenir les résultats de régularité, nous procédons comme au Lemme 1.4.
Notons que la fonction VN admet une dérivée par rapport à τ dans chaque intervalle
(nτ1, (n + 1)τ1). Afin de simplifier les notations, nous noterons ddτ VN la dérivée par
morceaux, ce qui nous permet de réecrire le problème (1.44) sous la même forme que
le problème (??). Multiplions l’équation (1.44) par ddτ VN + ∂tVN . Nous avons :∥∥ d
dτ V
τ1
N + ∂tV
τ1
N
∥∥2
L2(0,Λ;L2(Q))
+∫ T
0
1
2a(V
τ1
N (Λ), V
τ1
N (Λ)) +
∫
∂Ω
F (V τ1N (Λ)) dξ +
∫
∂Ω
F (0) dξ
)
dt = 0.
(1.49)
On en déduit les majorations uniformes par rapport à Λ :∥∥ d
dτ V
τ1
N + ∂tV
τ1
N
∥∥2
L2(0,Λ;L2(Q))
≤ C11;
∫
(0,Λ)×Q
d
dτ V
τ1
N ∂tV
τ1
N dτdtdx ≤ C11;∥∥ d
dτ V
τ1
N
∥∥2
L2(0,Λ;L2(Q))
≤ C11; ‖∂tV τ1N ‖2L2(0,Λ;L2(Q)) ≤ C11; ‖V τ1N ‖2L∞(0,Λ;L2(0,T ;V )) ≤ C11.
(1.50)
Ces estimations a priori permettent d’extraire des sous suites convergentes pour la to-
pologie faible ou pour la topologie faible étoile comme nous l’avons fait au lemme
1.4.
L’unicité est une conséquence du lemme de Gronwall. Prenons la différence de deux
solutions, et nous établissons une inégalité semblable à (1.16), pour la différence des
deux solutions puisque la périodicité implique une contribution nulle pour le terme ∂t
lorsque nous intégrons par rapport au temps. 
1.4.2 Convergence asymptotique par rapport à τ
Considérons maintenant le problème de perturbation singulière (1.43) qui s’écrit :

d
dτ v(τ) + α(τ)∂tv(τ)− α(τ)Av(τ) = 0; dans (0, T )× Ω
α(τ) (µ∂nv(τ) + (λ+ 2µ) div (v(τ))n) = f(t, I + v(τ)); dans (0, T )× ∂Ω;
v(τ, 0, x) = v(τ, T, x) dans (0,∞)× Ω;
v(0, t, x) = 0 dans(0, T )× Ω.
(1.51)
Le comportement asymptotique par rapport au paramètre τ est donné par :
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Theorème 1.8 Supposons les hypothèses H1, H2 et H3 satisfaites. Alors la so-
lution v(t) du problème (1.51) converge lorsque τ tend vers l’infini vers v ∈
L2p(0, T ;
(
L2(Ω)
)2
). De plus, nous avons :
lim
τ→+∞ f(I + v(τ)) = 0 dansL
2
p
(
0, T ;
(
H−1/2(∂Ω)
)2)
.
Preuve. Multiplions l’équation (1.51) par ddτ v(τ) + ∂tv(τ), et nous intégrons, nous
avons :∫ Λ
0
∥∥ d
dτ v(τ)
∥∥2
L2(Q)
dτ + 2
∫ Λ
0
∫
Q
α(τ)∂tv(τ)
d
dτ v(τ)dx dt dτ +
∫ Λ
0
‖α(τ)∂tv(τ)‖2L2(Q) dτ−∫ Λ
0
∫ T
0
α′(s)
2 a(v(τ), v(τ)) dτ dτ +
∫ T
0
α(τ)
2 a(v(τ), v(τ)) dt =
− ∫ Λ
0
∫ T
0
∫
∂Ω
F (v(τ)) dξ dt dτ +
∫ Λ
0
∫ T
0
∫
∂Ω
F (0) dξ dt dτ.
(1.52)
Nous avons les estimations suivantes :
∥∥ d
dτ v
∥∥
L2(0,Λ,(L2p(0,T ;L2(Ω)))
2
)
≤ C12;∥∥∥√α(t)∂tv∥∥∥
L2(0,Λ,(L2p(0,T ;L2(Ω)))
2
)
≤ C13∥∥∥√α(t)v(τ)∥∥∥
L∞(0,Λ;(L2p(0,T ;H1(Ω)))
2
≤ C14.
Montrons que ddτ v est bornée par
√
α(τ).
Pour tout 0 < τ et quelle que soit la fonction ϕ ∈ (L2p(0, T ;H10 (Ω)))2 périodique,
on a
α(τ)
∫ T
0
∫
Ω
∂tv(τ)ϕdx dt = α(τ)
∫ T
0
d
dt
∫
Ω
v(τ)ϕdx dt = 0;
Donc l’estimation suivante est vraie :
| ∫ T
0
∫
Ω
d
dτ v(τ)ϕdx dt| ≤
√
α(τ)
∫ T
0
a(
√
α(τ)v(τ), ϕ) dt
≤ C14
√
α(τ) ‖ϕ‖L2p(0,T ;H10 (Ω)) .
(1.53)
Nous en déduisons que ddτ v(τ) tend vers 0 quand τ tend vers l’infini, presque partout.
Par les résultats de régularité de la fonction ddτ v(·), donnée dans le théorème 1.7, en
utilisant l’injection dense de H10 (Ω) dans L
2(Ω) nous obtenons la convergence vers
zéro de ddτ v(τ) dans
((
L2p(0, T ;L
2(Ω))
)2)′
.
Par ailleurs, en considérant une formulation variationnelle, nous avons pour tous ϕ ∈(
L2p(0, T ;H
1(Ω))
)2
:
| ∫ T
0
∫
∂Ω
f(I + v(τ))ϕdξ dt| ≤ | ∫ T
0
∫
Ω
d
dτ v(τ)ϕdx dt|+√
α(τ)
∫ T
0
a(
√
α(τ)v(τ), ϕ) dt.
(1.54)
On en déduit que le côté droit de l’inégalité précédente tend vers 0 quand τ tend
vers l’infini. Puisque v ∈ C0(0,∞;L2p(0, T ;H)), et puisque f est continue , nous
concluons que
limτ→+∞f(I + v(τ)) = 0 dans
((
L2p(0, T ;H
1/2(Ω))
)2)′
.
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La convergence de v(τ) vers u = limτ→+∞ 1τ
∫ τ
0
u(s) ds est montrée de la même fa-
çon que dans le théorème 1.4. 
En imagerie cardiaque, nous supposons que les données sont disponibles sous forme
de N séquences d’images 2D ou 3D, représentant un échantillonnage équidistant en
temps du mouvement du cœur au cours d’un cycle cardiaque que l’on suppose par-
faitement périodique. Les données image représentent un certain nombre N d’espace
uniformément échantillonnés bruités aux temps tn d’un phénomène périodique.
Notre objectif est de faire correspondre un modèle géométrique du cœur à une sé-
quence d’images en mouvement, tout en respectant certaines contraintes imposées : Le
mouvement doit être périodique et régulier. Notre approche consiste à concevoir un
modèle inspiré de la physique du myocarde, tout en étant assez simple pour pouvoir
estimer simplement ses paramètres à partir des images médicales. Afin de respecter les
contraintes (régularité et périodicité), nous cherchons des solutions dans un sous espace
de dimension finie F généré par un ensemble d’harmoniques de Fourier. Ainsi, on peut
supposer que les champs de force fn dérivant des images à échantillonner est un élé-
ment de F . Un et un seul élément F de F satisfait : F ( nN ) = fn , ∀n, 0 ≤ n < N . La
transformée de Fourier discrète des fn des échantillons est définie comme suit :
dft[l] =
1
N
N−1∑
n=0
fne
−2piiln
N ,
et si N est un nombre pair, nous avons
f l =

dft[l], ∀l, 0 ≤ l < N2
dft[l +N ], ∀l, −N2 < l < 0
1
2dft[
N
2 ], ∀l, l = ±N2 .
Ensuite, définissons
f(t) =
N/2∑
l=−N/2
f le2piilt
ainsi nous avons une fonction continue en temps qui représente le champ de force issu
de l’image. Les champs de force f mesurés dans les images sont censés conduire le
modèle parfaitement vers les frontières de l’objet dans l’image. Cependant, dans la
pratique, les images IRM sont bruitées et contiennent beaucoup de structures, et les
bords de l’objet dans l’image sont définis par f−1(0). Puisque les champs de force ont
une faible régularité , dans la base de Fourier, le filtrage des hautes fréquences peut
être aussi facile que la suppression des harmoniques de haute fréquence. Il est à noter
que la troncature dans l’espace de Fourier n’est évidemment pas la stratégie optimale
pour la déformation du modèle. Prenons l’exemple suivant qui imite le problème de la
segmentation d’une séquence d’images cardiaques spatio-temporelle à l’étude. Nous
avons l’équation temporelle dUdt + AU = f(U, t)) décrivant le mouvement du cœur à
travers un cycle cardiaque. En utilisant le système pseudo-instationnaire par rapport à
τ et en discrétisant l’équation on a : Uτ+1n+1−Uτn+1 +∆τ [Uτ+1n+1−Uτ+1n +∆tAUτ+1n+1 ] =
∆t∆τf(Uτ+1n+1).
Le signal cible est donnée par s = x2 + exp(−2x)cos(pix)sin(2pix) pour 0 ≤ x ≤
M/2 et s = x2 + exp(−2x) pour M/2 ≤ x ≤M . Comme dans le cas des conditions
réelles le signal est contaminé par un bruit. Nous avons choisi d’ illustrer certaines
propriétés avec un seul pas de temps, afin de faciliter l’interprétation des résultats. Dans
ce cas la fonction α est introduite devant ∆τ [Uτ+1n+1 −Uτ+1n +∆tAUτ+1n+1 ]. Sur la figure
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2 les lignes continues représentent le signal, et les lignes en pointillés représentent la
courbe déformée.
(a) (b)
FIGURE 1.2 – (a) Résultats avec filtrage (4 harmoniques), (b) Résultat avec filtrage et
perturbation singulière pour β = .3
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1.4.3 Résolution numériques pour une séquence d’images car-
diaques 2D
Nous donnons dans cette partie un exemple numérique pour une séquence d’image car-
diaque 2D en utilisant la méthode des éléments finis. Le domaine Ω est approché par
un polyèdre divisé en éléments triangulaires, le déplacement est approché par des fonc-
tions linéaires sur ces éléments et les forces sont échantillonnées aux point du maillage.
PourM etN fixés, un pas de temps et un pas d’espace sont définis respectivement par :
∆t = TN ; ∆τ =
1
M . L’espace H
1(Ω) est approché par Vh = span{φp}Pp=1, un sous-
espace des éléments finis, constitué d’éléments finis triangulaires de Lagrange d’ordre
un (voir [24] par exemple). Le domaine Ω est un anneau décrit à la figure 1.3, et le
champ de force f au moment tn = n∆t est obtenu comme il est expliqué dans les
sections précédentes. Le vecteur de déplacement au niveau des points de maille est dé-
signé par U et le champ de force par F. Pour chaque point qτ , 0 < q ≤M nous devons
calculer une suite {Uqτn }Nn=0. Définissons la matrice de rigidité par Kij = a(φi, φj) où
a(., .) est définie à la section précedente. L’algorithme s’écrit : {U0n = 0}Nn=0 et pour
{Uτ−1n }Nn=0 avec Uτ−10 = Uτ−1N ; donnée, calculer {Uτn}Nn=0 solution de :
1
∆τ U
τ
n +
α(τ)
∆t (U
τ
n − Uτn−1) + α(τ)KUτn = F(Uτ−1n ) + 1∆τ Uτ−1n ;
1 ≤ n ≤ N − 1; Uτ0 = UτN
(1.55)
( 1∆τ +
α(τ)
∆t + α(τ)K)U
τ
n = F(U
τ−1
n ) +
1
∆τ U
τ−1
n +
α(τ)
∆t U
τ
n−1
1 ≤ n ≤ N − 1; Uτ0 = UτN
(1.56)
τ = τ + 1 tant que τ ≤ 1. Le problème (1.56) est un système linéaire et est donc
simple à résoudre. Afin de tester le modèle sur des données réelles, nous avons utilisé
une base de données cardiaque 4D 2. Des expériences ont été menées sur des séquences
d’images 2D correspondantes à une coupe médiane du ventricule gauche. Un maillage
de l’anneau a été utilisé comme la forme initiale du modèle et une coupe du ventricule
gauche à la fin de systole sont présentés dans la Figure1.3.
Dans les deux exemples ci-dessous, nous essayons d’identifier les contours de l’ob-
jet dans l’image de base, pour une période située au milieu du cycle cardiaque. Le mo-
dèle est soumis à un champ de force qui tire le bord de l’objet dans la direction des
bords de l’image. Les résultats montrent le modèle DET après convergence superposé
aux données d’image, pour une image représentant une coupe 2D du cœur d’un patient
dans le plan orthogonal au grand axe du cœur. Les résultats sont donnés en utilisant
la méthode de perturbation singulière ou non tout en filtrant une partie importante du
bruit introduit par le procédé de segmentation de bas niveau.
2. 4D Heart Database : http ://www.laurentnajman.org/heart/index.html
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FIGURE 1.3 – Maillage de l’anneau . Image de base
La figure 1.4 montre le résultat en prenant la fonction α = const. Il n’y a pas une
bonne adéquation entre l’image segmentée et les contours du modèle comme on peut
le voir à 22h ; midi et quatre heures.
La figure 1.5 montre les résultats obtenus avec la fonction α = exp(−0, 6τ), on
voit que cela améliore la précision de la détection du bord de l’objet à détecter. Il
est montré que l’utilisation de moins de cinq harmoniques est insuffisante pour cap-
turer un mouvement cardiaque avec précision, tandis que l’utilisation de plus de cinq
harmoniques détériore la précision de la segmentation comme on peut le voir dans la
deuxième ligne de la figure 1.5, à une heure à l’extérieur de l’anneau.
La perturbation singulière agit de manière complémentaire avec le filtrage de Fou-
rier : tout filtrage de Fourier assure la périodicité globale et la régularité, il ne filtre
pas les oscillations locales irrégulières. La perturbation singulière permet de garantir la
cohérence temporelle au niveau local.
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FIGURE 1.4 – Le modèle et l’image superposés, avec filtrage et perturbation singulière
pour α = const , les forces sont filtrées avec un nombre différent d’harmoniques.
L’image en haut à gauche, 1harmonique. L’image en haut à droite, 5harmoniques. En
bas à gauche, 10 harmoniques et la dernière image, 20 harmoniques.
Il est intéressant d’évaluer l’effet des différents paramètres du modèle présenté pour la
segmentation et du suivi.
Les paramètres mécaniques, comme le module de Young, le coefficient de Poisson,
le facteur d’amortissement α et le nombre d’harmoniques de Fourier sont utilisés pour
décrire les points du mouvement de maillage au long du cycle cardiaque.
Le module de Young représente l’équilibre entre les connaissances antérieures et
les données d’image. S’il est réglé trop haut, le modèle ne se déforme pas du tout. S’il
est réglé trop bas, le modèle se déforme, pour correspondre à toutes les caractéristiques
de l’image, les structures réelles et des artefacts semblables avec éventuellement des
oscillations. Dans la pratique, pour l’analyse de séquences IRM normales du cœur,
nous avons utilisé les valeurs du module de Young compris entre 0,2 et 0,6, avec les
forces d’une norme maximale de 1.
Le coefficient de Poisson caractérise l’aptitude du matériau à compresser, c’est à
dire, pour changer le volume en cas de stress. Il est généralement admis que le myo-
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FIGURE 1.5 – Le modèle et l’image superposés , avec filtrage et perturbation singulière
pour α(τ) = exp(−0.6τ) , les forces sont filtrées avec un nombre différent d’harmo-
niques. L’image en haut à gauche, 1harmonique. L’image en haut à droite, 5harmo-
niques. En bas à gauche, 10 harmoniques et la dernière image, 20 harmoniques.
carde est presque incompressible. Dans la pratique, une valeur intermédiaire comme
0,2 a été trouvée pour un bon fonctionnement.
1.5 Conclusion
Nous avons présenté dans ce chapitre un nouveau modèle d’élasticité dynamique
pour l’estimation de segmentation et de mouvement dans les images IRM cardiaques
et, plus généralement, pour l’analyse des images de structures souples en mouvement
périodique. Des expériences sur une base de données MR montrent une très bonne
capacité globale du modèle pour capturer le mouvement cardiaque dans des séquences
d’images 2D. Notons que la méthode proposée peu être étendue pour les images 3D.
Nous concluons que la méthode de perturbation singulière est nécessaire si on veut
segmenter avec précision l’objet dans une image.
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Chapitre 2
Equation de transport et
principe du maximum discret
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2.1 Introduction
1 Ce chapitre porte sur le principe du maximum discret dans un contexte d’éléments
finis pour une formulation au sens des moindres carrés espace-temps pour l’équation
du transport.
1. Le chapitre a donné lieu à un article à SINUM qui est en révision.
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CHAPITRE 2. EQUATION DE TRANSPORT ET PRINCIPE DU MAXIMUM
DISCRET
L’équation de transport ( appelée équation du flot optique) est largement utilisée dans
de nombreuses applications physiques et en imagerie [4]. La formulation au sens des
moindres carrés espace-temps est bien adaptée dans un tel contexte car le problème
est formulé comme un problème d’optimisation qui permet de prendre en compte une
grande variété de contraintes. La méthode des moindres carrés est également large-
ment utilisée pour résoudre des équations aux dérivées partielles, voir [40] et [44] pour
l’élasticité et les problèmes de mécanique des fluides, et [14] pour des applications dans
un contexte d’éléments finis. Le principe du maximum pour l’équation du transport est
suffisant pour garantir la positivité, monotonie et une variation totale non croissante
de la solution. Une caractéristique importante de la méthode des éléments finis pour
simuler des phénomènes de transport est son incapacité de satisfaire le principe du
maximum sur des maillages globaux pour la formulation de Galerkin standard. Cette
carence se manifeste par des oscillations parasites (undershooting et overshooting), qui
est bien connue depuis longtemps dans la littérature de la dynamique des fluides. Beau-
coup de moyens sont disponibles pour les techniques des différences finies telles que :
le limiteur de flux, la correction du flux, qui ont été récemment étendus à la méthode
des éléments finis dans [49]. L’opérateur aux dérivées partielles en temps de l’équation
du transport est séparé afin de tirer parti des propriétés de flot d’une équation différen-
tielle, et l’opérateur aux dérivées partielles en espace est traité d’une manière spéci-
fique. Cette formulation ne s’applique pas à la formulation considérée ici, formulation
au sens des moindres carrés espace-temps. Pour récupérer un principe du maximum
discret, nous proposons dans ce chapitre de transformer le problème en un problème
d’optimisation sous contraintes, afin de gérer la variation totale de la solution. Ce cha-
pitre est organisé comme suit : Dans la section 2.2 une description du problème est
donnée et les espaces fonctionnels sont introduits. Dans la section 2.3 une formulation
variationnelle du problème est donnée et un principe du maximum faible est prouvé.
Dans la section 2.4, une formulation de Galerkin avec des éléments finis de Lagrange
Q1 est introduite et quelques expériences numériques sont présentées pour une stra-
tégie de marche en temps. D’autres formulations variationnelles sont aussi étudiées.
Dans la section 2.5, nous proposons quelques méthodes d’optimisations qui permettent
d’éliminer les oscillations. Enfin, quelques résultats numériques sont présentés.
2.2 Description du problème et cadre fonctionnel
Soit Ω ⊂ Rd (avec d = 1; 2; 3) un domaine de frontière lipschitzienne ∂Ω satisfai-
sant la propriété du cône. Si T > 0 est donné, soit Q = Ω×]0, T [. Considérons une
vitesse d’advection v : Q → Rd et f : Q → R un terme source donnés. Dans tout ce
chapitre, la vitesse v vérifie au moins la régularité suivante
v ∈ L∞(Q)d et div (v) ∈ L∞(Q). (2.1)
Soit
Γ− = {x ∈ ∂Ω : ( v(x, t) |n(x) ) < 0}
où n(x) est la normale extérieure de ∂Ω au point x. On suppose que Γ− ne dépend pas
de t.
Le problème consiste à trouver une fonction c : Q→ R satisfaisant l’équation aux
dérivées partielles suivante :
∂tc+ ( v(x, t) | ∇c(x, t) ) = f(t, x) dans Q, (2.2)
Khadidja Benmansour 40
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0091/these.pdf 
© [K. Benmansour], [2014], INSA de Lyon, tous droits réservés
CHAPITRE 2. EQUATION DE TRANSPORT ET PRINCIPE DU MAXIMUM
DISCRET
et les conditions initiale et aux limites
c(x, 0) = c0(x) pour x dans Ω (2.3)
c(x, t) = c1(x, t) pour x sur Γ−. (2.4)
Quand c1, c0, et v sont suffisamment régulières, en changeant le terme source f si
nécessaire, on peut supposer que c1 = 0 sur Γ−, et c0 = 0 sur Ω. Un résultat similaire
sera donné plus tard, en utilisant un théorème de trace adapté. Dans ce qui suit, le
cadre fonctionnel pour une formulation variationnelle du problème (2.2-2.4) est donné,
(voir aussi [6, 7, 8]). En outre, un opérateur de trace est rappelé dans ce contexte. Pour
v ∈ L∞(Q)d, avec div (v) ∈ L∞(Q), on définit
v˜ = (1, v1, v2, . . . , vd)
t ∈ L∞(Q)d+1
et pour une fonction suffisamment régulière ϕ définie sur Q, soit
∇˜ϕ =
(
∂ϕ
∂t
,
∂ϕ
∂x1
,
∂ϕ
∂x2
, . . . ,
∂ϕ
∂xd
)t
,
et n˜ désigne le vecteur normal extérieur unitaire sur ∂Q. Finalement, le produit scalaire
euclidien est noté ( . | . ). Le théorème suivant est prouvé dans [21].
Theorème 2.1 Sous les hypothèses v ∈ L∞(Q)d, et div (v) ∈ L∞(Q), la trace nor-
male de v, (v˜ | n˜) est dans L∞(∂Q).
Soit maintenant
∂Q− = {(x, t) ∈ ∂Q, ( v˜ | n˜ ) < 0}
= Γ− × (0, T ) ∪ Ω× {0},
et soit
cb(x, t) =
{
c0(x) si (x, t) ∈ Ω× {0}
c1(t, x) si (x, t) ∈ Γ− × (0, T ). (2.5)
Ici, on suppose que cb ∈ L2(∂Q−). Pour ϕ ∈ D(Q), considérons la norme
‖ϕ‖H(v,Q) =
(
‖ϕ‖2L2(Q) +
∥∥∥( v˜ | ∇˜ϕ)∥∥∥2
L2(Q)
+
∫
∂Q−
| ( v˜ | n˜ ) |ϕ2 dσ˜
)1/2
,
(voir aussi [6, 7, 8, 12]) et on définit l’espace H(v,Q) comme la fermeture de D(Q)
pour cette norme :
H(v,Q) = D(Q)H(v,Q)
Si v est assez régulière, on peut voir que
H(v,Q) =
{
ρ ∈ L2(Q),
(
v˜ | ∇˜ρ
)
∈ L2(Q), ρ|∂Q− ∈ L2(∂Q−, | ( v˜ | n˜ ) | dσ˜)
}
(voir p.e. [53, 41]). Rappelons un résultat de trace pour les fonctions appartenant à
H(v,Q) (voir[13]).
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Proposition 2.1 Sous l’hypothèse v ∈ L∞(Q)d, et div (v) ∈ L∞(Q) il existe un
opérateur de trace continu
γn˜ : H(v,Q) −→ L2(∂Q, | ( v˜ | n˜ ) |dσ˜)
ϕ 7→ γn˜ϕ = ϕ|∂Q ,
qui peut être localisé comme suit :
γn˜± : H(v,Q) −→ L2(∂Q±, | ( v˜ | n˜ ) |dσ˜)
ϕ 7→ γn˜±ϕ = ϕ|∂Q± .
Enfin, on définit l’espace
H0 = H0(v,Q, ∂Q−) = {ρ ∈ H(v,Q), ρ = 0 sur ∂Q−}
= H(v,Q) ∩ Ker γn˜− .
Nous rappelons maintenant une extension de l’inégalité de Poincaré courbe obte-
nue dans [6, 7].
Theorème 2.2 Si v ∈ L∞(Q)d et div (v) ∈ L∞(Q), la semi norme sur H(v,Q)
définie par
|ρ|1,v =
(∫
Q
(
v˜ | ∇˜ρ
)2
dx dt+
∫
∂Q−
| ( v˜ | n˜ ) |ρ2 dσ˜
)1/2
(2.6)
est une norme, équivalente à la norme donnée sur H(v,Q).
Alors l’espace H(v,Q) est équipé de la norme |ϕ|1,v .
Remarque. a) En utilisant le résultat ci-dessus, si cb = 0, la semi norme
|ρ|1,v =
(∫
Q
(
v˜ | ∇˜ρ
)2
dx dt
)1/2
est une norme sur H0 qui est équivalente à la norme usuelle sur H(v,Q). 
Nous concluons cette section avec une formulation au sens des moindres carrés
dans L2(Q). La solution au sens des moindres carrés espace-temps de l’équation (2.2)
correspond à un minimiseur dans
{ϕ ∈ H(v,Q); γn˜−(ϕ) − cb = 0} de la fonctionnelle strictement convexe, H(v,Q)-
coercive suivante
J(c) =
1
2
(∫
Q
((
v˜ | ∇˜c
)
− f
)2
dx dt−
∫
∂Q−
c2 ( v˜ | n˜ ) dσ˜
)
.
La dérivée de Gâteau de J est pour tout ϕ dans H0
DJ(c)ϕ =
∫
Q
((
v˜ | ∇˜c
)
− f
) (
v˜ | ∇˜ϕ
)
dx dt−
∫
∂Q−
cϕ ( v˜ | n˜ ) dσ˜.
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Une condition nécessaire pour obtenir la solution au sens des moindres carrés de (2.2 -
2.4), est la formulation faible : Pour cb ∈ L2(∂Q−), trouver c ∈ H(v,Q) tel que∫
Q
(
v˜ | ∇˜c
)
·
(
v˜ | ∇˜ϕ
)
dx dt =
∫
Q
f ·
(
v˜ | ∇˜ϕ
)
dx dt; (2.7)
γn˜−(c) = cb
pour tout ϕ ∈ H0 (voir [6, 7, 8, 12, 31, 33]).
2.3 Principe du maximum faible pour la formulation
au sens des moindres carrés espace-temps
Cette section est consacrée à l’étude de l’équation (2.7). Plus précisément, un théorème
d’existence et unicité de la solution de l’équation (2.7) est donné. Ensuite, un principe
du maximum faible est déduit. Tout d’abord, nous donnons une formulation pénalisée
au sens des moindres carrés espace-temps, utile pour une estimation L∞ [13].
Lemme 2.1 Si cb ∈ L2(∂Q−), soit cm la solution de∫
Q
(
v˜ | ∇˜cm
)(
v˜ | ∇˜ϕ
)
dx dt−m
∫
∂Q−
(cm − cb) · ϕ ( v˜ | n˜ ) dσ˜ =∫
Q
f ·
(
v˜ | ∇˜ϕ
)
dx dt, (2.8)
∀ϕ ∈ H(v,Q). Alors il existe une sous suite de cm qui converge faiblement dans
H(v,Q) vers la solution c de (2.7) lorsque m tend vers l’infini.
Dans ce qui suit nous allons utiliser les versions suivantes du théorème de Stam-
pacchia (voir [71, 47]).
Theorème 2.3 Soit ρ ∈ H(v,Q), alors(
v˜ | ∇˜ρ
)
= 0 p.p. sur {(x, t) ∈ Q; ρ(x, t) = 0} (2.9)
Theorème 2.4 Soit g : R→ R une fonction lipschitzienne continue.
a) Si ρ ∈ H(v,Q), alors g(ρ) ∈ H(v,Q).
b) Si g est dérivable sauf en un nombre fini de points, par exemple {z1, . . . , zn}, alors(
v˜ | ∇˜g(ρ)
)
=
{
g′(ρ)
(
v˜ | ∇˜ρ
)
si ρ(x, t) /∈ {z1, . . . , zn}
0 sinon.
(2.10)
Maintenant, on réduit le problème (2.2)-(2.4) à un problème de Dirichlet homogène
sur ∂Q−. Pour cb ∈ L2(∂Q−), soit Cb ∈ H(v,Q) telle que γn˜−(Cb) = cb. Alors
ρ = c− Cb est la solution unique de∫
Q
(
v˜ | ∇˜ρ
)
·
(
v˜ | ∇˜ψ
)
dx dt =
∫
Q
(
f −
(
v˜ | ∇˜Cb
))
·
(
v˜ | ∇˜ψ
)
dx dt (2.11)
pour tout ψ ∈ H0. De plus la solution du problème (2.11) est équivalente à la solution
de (2.2).
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Theorème 2.5 Pour v ∈ L∞(Q)d fixée, avec div (v) ∈ L∞(Q), cb ∈ L2(∂Q−), et
f ∈ L2(Q), le problème (2.11) admet une solution unique. De plus
|ρ|1,v =
∥∥∥( v˜ | ∇˜ρ)∥∥∥
L2(Q)
≤ ‖f‖L2(Q) +
∥∥∥( v˜ | ∇˜Cb )∥∥∥
L2(Q)
,
et la fonction c = ρ+Cb est la solution spatio-temporelle au sens des moindres carrés
pour (2.2).
Preuve. Cette affirmation est une conséquence de l’inégalité de Poincaré courbe
(theorème2.2) et du théorème de Lax-Milgram (voir aussi [6, 7]). 
Remarque. Pour la solution numérique de l’équation (2.7), une stratégie de marche
en temps peut être utilisé pour éviter la prise en compte de tout l’espace Q (voir p.e.
[12, 31, 33]). 
Corollaire 2.1 La solution c de l’équation (2.7) appartient à l’espace
X = L2(Q) ∩ L2(∂Q+, ( v˜ | n˜ ) dσ˜)
equipé de la norme |||c|||.
Le théorème suivant est un principe du maximum faible pour la solution du pro-
blème (2.7).
Theorème 2.6 Supposons que la fonction f = 0 dans l’équation (2.7) et que la fonc-
tion cb ∈ L∞(∂Q−). Alors la solution de l’équation (2.7) satisfait
inf cb ≤ c ≤ sup cb.
Preuve. Soit cm la suite de solutions de la formulation pénalisée donnée dans le lemme
2.1. Alors∫
Q
(
v˜ | ∇˜cm
)
·
(
v˜ | ∇˜ϕ
)
dx dt−m
∫
∂Q−
cm · ϕ ( v˜ | n˜ ) dσ˜ =
−m
∫
∂Q−
cb · ϕ ( u˜ | n˜ ) dσ˜
pour tout ϕ ∈ H(v,Q). Soit
M = sup
∂Q−
cb
et posons
ϕ = (cm −M)+, Q1 =
{
(x, t) ∈ Q, cm −M > 0} , Σ1 = ∂Q− ∩Q1
(cm −M)+ ∈ H(v,Q) et le théorème 2.4 fournit :∫
Q1
(
v˜ | ∇˜cm
)
·
(
v˜ | ∇˜(cm −M)
)
dx dt−m
∫
Σ1
cm · (cm −M) ( v˜ | n˜ ) dσ˜ =
−m
∫
Σ1
cb · (cm −M) ( v˜ | n˜ ) dσ˜.
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On a,∫
Q1
(
v˜ | ∇˜(cm −M)
)2
dx dt−m
∫
Σ1
((cm −M))2 ( v˜ | n˜ ) dσ˜ =
−m
∫
Σ1
(cb −M) · (cm −M) ( v˜ | n˜ ) dσ˜ ≤ 0.
Par conséquent, l’espace Q1 est de mesure nulle , donc cm ≤ M . De la même façon
on montre que cm ≥ inf cb. Nous avons les estimations suivantes :∥∥∥( v˜ | ∇˜cm )∥∥∥2
L2(Q1)
≤
∥∥∥( v˜ | ∇˜cb )∥∥∥2
L2(Q1)
et ∫
Σ1
(cm − cb)2| ( v˜ | n˜ ) |dσ˜ ≤ 1
m
(
∥∥∥( v˜ | ∇˜cb )∥∥∥2
L2(Σ1)
)
Donc, la suite cm admet une sous suite qui converge faiblement vers c. 
2.4 Approximation par éléments finis
On discrétise le problème (2.2) avec une méthode de Galerkin. La méthode de
Galerkin consiste à introduire un sous espace vectoriel de dimension finie de H0 que
nous noterons Vh. La construction du sous espace Vh se fait à l’aide d’un maillage
du domaine Q par des éléments finis. Nous utilisons des éléments finis de Lagrange
quadrilatères de type Q1. On choisit alors :
Q =
⋃
τh
T
FIGURE 2.1 – Elément fini de type Q1.
Vh =
{
ϕ ∈ C0(Q), ϕ|T ∈ Q1(T )
}
où Q1(T ) désigne l’espace des fonctions polynômes de degré inférieur ou égal à 1.
Pour pouvoir changer le pas de temps sans devoir remailler le domaine, nous posons :
z = βt (2.12)
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et résolvant le problème dans le plan (x, z) avec 4z = 4x. Nous devons respecter la
condition Cr ≤ 1 où :
Cr = v.
4t
4x =
v
β
2.4.1 Expression de la formulation variationnelle approchée
Soit {ϕ1, ϕ2, . . . , ϕN} une base de Vh On définit la forme bilinéaire symétrique
a(., .) : Vh × Vh → R, par
a(ψh, ϕh) =
∫
Q
(
v˜ | ∇˜ψh
)(
v˜ | ∇˜ϕh
)
dxdt.
L’approximation du problème (2.11), où le second membre est représenté par f consiste
à trouver ch ∈ Vh telle que
a(ϕh, ch) =
∫
Q
f
(
v˜ | ∇˜ϕh
)
dx dt; (2.13)
pour tout ϕh ∈ Vh, où
ch =
N∑
j=1
ϕj(t, x) · cj .
Avec ces notations, les équations deviennent
N∑
j=1
cj
∫
Q
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt =
∫
Q
f
(
v˜ | ∇˜ϕi
)
dx dt; (2.14)
pour tout i = 1, . . . , N . Soit
aij =
∫
Q
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt, 1 ≤ i, j ≤ N ;
et
bi =
∫
Q
f
(
v˜ | ∇˜ϕi
)
dx dt; 1 ≤ i ≤ N ;
Les coefficients, aij , bi, sont calculés d’une façon standard.
Si A = (aij)1≤i,j≤N , B = (bi)1≤i≤N et C = (ci)1≤i≤N , alors la solution du système
linéaire
AC = B (2.15)
est la solution du problème (2.21).
2.4.2 Une méthode de marche
En dimension 2 ou 3 d’espace, le système spatio-temporel est onéreux à résoudre,
car le nombre d’inconnues est élevé. En particulier en dimension spatiale 3, il faut
mailler un domaine spatio-temporel de dimension 4. Nous évitons ces difficultés en
faisant une résolution tranche de temps par tranche de temps. Une telle stratégie est
possible puisque v˜1 = 1, alors les courbes intégrales associées à v˜ sont croissantes en
temps. A chaque pas de temps on résout un problème "local en temps", où l’état initial
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FIGURE 2.2 – Exemple de tranche en dimension 2 d’espace-temps.
est l’état au pas de temps courant et l’inconnu est l’état au pas de temps suivant. La
matrice de rigidité du système est calculée pour une seule tranche d’éléments finis de
largeur4z = β 4 t.
La solution ch comprenant seulement les solutions calculées au temps t ( prises
comme condition initiale ou condition sur le bord) et les inconnues au temps t +4t.
Ces dernières sont réinjectées dans le système comme condition initiale pour l’étape
suivante. Ainsi de suite on procède jusqu’à ce que l’on atteigne le temps final. Sup-
posons le domaine Q = Ω × 4t, et soit Vh ⊂ H un sous espace d’éléments finis
de Lagrange Q1, le vecteur C est décomposé comme suit : C− contient seulement les
valeurs aux nœuds à l’instant t et les inconnus C˜ à l’instant t+4t. Nous avons :
AC =
(
M N
P Q
)(
C−
C˜
)
=
(
B−
B˜
)
(2.16)
La solution C˜ à l’instant t+4t est obtenue en résolvant le système réduit suivant :
QC˜ = B˜ − PC−. (2.17)
Exemple numérique 2D espace-temps Dans cette section, nous traitons un exemple
2D espace-temps, nous allons tout d’abord déterminer la matrice de rigidité élémentaire
dans le paragraphe suivant. La résolution se fait alors dans le plan (x, ξ) avec ξ = βt,
4x = 4ξ = h = β 4 t. Soit ch =
∑N
j=1 ϕj(t, x) · cj , avec cj = ch(aj) alors
a(ch, ϕi) =
N∑
j=1
a(ϕj , ϕi)cj =
∑
T
N∑
j=1
∫
T
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
cj dx dt,
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Comme fonctions de base de l’élément, nous avons :
ϕ1(t, x) =
τ − t
τ
xi+1 − x
h
ϕ2(t, x) =
τ − t
τ
x− xi
h
ϕ3(t, x) =
t
τ
x− xi
h
ϕ4(t, x) =
t
τ
xi+1 − x
h
FIGURE 2.3 – Exemple d’élément avec les fonctions de bases
Mais, on a
∇˜ϕj = (∂ϕj
∂x
,
∂ϕj
∂t
) = (
∂ϕj
∂x
, β
∂ϕj
∂ξ
)
Donc (
v˜ | ∇˜ϕj
)
= v
∂ϕj
∂x
+ β
∂ϕj
∂ξ
Alors, la matrice de rigidité par élément est :
Ae =

v2
3 +
βv
2 +
β2
3
−v2
3 +
β2
6
−v2
6 − βv2 − β
2
6
v2
6 − β
2
3
∗ v23 − βv2 + β
2
3
v2
6 − β
2
3
−v2
6 +
βv
2 − β
2
6
∗ ∗ v23 + βv2 + β
2
3 −v
2
3 +
β2
6
∗ ∗ ∗ v23 − βv2 + β
2
3

En divisant par β2 et en introduisant le nombre de courant Cr, on obtient la forme
suivante :
Ae =

C2r
3 +
Cr
2 +
1
3
−C2r
3 +
1
6
−C2r
6 − Cr2 − 16 C
2
r
6 − 13
∗ C2r3 − Cr2 + 13 C
2
r
6 − 13 −C
2
r
6 +
Cr
2 − 16
∗ ∗ C2r3 + Cr2 + 13 −C
2
r
3 +
1
6
∗ ∗ ∗ C2r3 − Cr2 + 13

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Après assemblage de k éléments les matrices (k + 1) × (k + 1) du système QC˜ =
B˜ − PC− donnent la j ème équation typique :
(1− 2C2r )C˜j−1 + 4(1 + C2r )C˜j + (1− 2C2r )C˜j+1
= (1 + 3Cr + C
2
r )C−j − 1 + 2(2− C2r )C−j + (1− 3Cr + C2r )C−j + 1
Traitons maintenant l’exemple 2D espace-temps. Trouver c satisfaisant :
∂tc+ ( v(x, t) | ∇c(x, t) ) = 0 dans (0, 1)× (0, τ) = Q, (2.18)
avec les conditions initiale et aux limites
c(x, 0) = 12 (1− tanh(100x− 50)) pour x dans (0, 1) (2.19)
c(0, t) = 0 pour t sur (0, τ). (2.20)
La résolution du problème se fait par formulation d’éléments finis énoncée dans la
section 2.4.1. Le problème variationnel s’écrit : Trouver ch solution du problème va-
riationnel :
a(ϕh, ch) =
∫
Q
f
(
v˜ | ∇˜ϕh
)
dx dt; (2.21)
avec v˜ = (1, 1) et f = −
(
v˜ | ∇˜ τ−tτ u0
)
, où u0 est une approximation de (2.19).
Afin d’évaluer les propriétés d’un schéma numérique, la solution calculée est tracée
pour des moments différents. En utilisant la méthode de marche pour un seul pas de
temps et pour 20 pas temps avec 80 points en espace, en respectant la condition Cr <=
1 on peut obtenir le pas de temps maximal. Dans cet exemple le pas de temps est égal
au pas d’espace. La figure 2.4 représente les résultats obtenus, l’axe horizontal est l’axe
des x, et les valeurs de la solution calculée est rapportée sur l’axe vertical, où la figure
(a) représente la solution pour un seul pas de temps et la figure (b) représente la solution
pour 20 pas de temps.
La solution exacte du problème est la marche qui se déplace de gauche à droite sans
se déformer. Dans la figure 2.4 la solution présente des oscillations au cours du temps.
Malgré ces oscillations, la méthode converge comme il est montré à la figure 2.5
2.4.3 Méthode de pénalisation
Le principe du maximum discret est fortement lié à la propriété de M-matrice et au
signe du membre de droite du système. Une formulation pénalisée est mis en œuvre
dans cette section.
Considérons la formulation variationnelle suivante :∫
Q
(
v˜ | ∇˜c
)
·
(
v˜ | ∇˜ϕ
)
dx dt−m
∫
∂Q−
c · ϕ ( v˜ | n˜ ) dσ˜ =
−m
∫
∂Q−
cb · ϕ ( u˜ | n˜ ) dσ˜
pour tout ϕ ∈ H(v,Q).
La résolution du problème se fait par la méthode des éléments finis en utilisant la
méthode de marche en temps. Prenons le même exemple que précédemment avec les
mêmes valeurs pour le maillage, alors on obtient les résultats donnés par la figure 2.6 :
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(a) (b)
FIGURE 2.4 – (a) Solution pour un seul pas temps ; (b) Solution pour 20 pas temps.
FIGURE 2.5 – convergence pour N=1000.
2.4.4 Méthode de Nitsche
En 1973, Reed et Hill ont introduit la première méthode de Galerkin discontinue
(DG) pour les équations hyperboliques, et depuis ce temps il y a eu un développement
actif des méthodes DG pour des problèmes hyperboliques, induisant un grand nombre
de méthodes différentes. Aussi en 1970, mais indépendamment, de la méthode de Ga-
lerkin pour les équations elliptiques et paraboliques, des éléments finis discontinus ont
été proposés, et un certain nombre de variantes ont été introduites et étudiées. Celles-ci
sont généralement appelées méthodes de pénalité intérieure et leurs développements
sont restés indépendants du développement des méthodes DG pour les équations hy-
perboliques, voir par exemple [35] où ils montrent que lorsqu’on résout le problème
avec la méthode de Galerkin discontinue les oscillations persistent. Dans cette section,
nous proposons une méthode de Nitsche pour prendre en compte les conditions aux
limites sur le bord entrant.
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(c) (d)
FIGURE 2.6 – (c) Solution pour un seul pas de temps ; (d) Solution pour 20 pas de
temps
Soit la formulation :
−div((v˜ ⊗ v˜)∇˜c) = −div(v˜f); dansQ
c = cb; sur ∂Q−;(
(v˜ ⊗ v˜)∇˜c | n˜
)
= f ( v˜ | n˜ ) sur ∂Q+.
(2.22)
Notons (v˜ ⊗ v˜) le produit tensoriel dont les coefficients sont v˜iv˜j tel que :
( a | b ) ( a | c ) = ( (a⊗ a)b | c )
En intégrant par parties, on obtient :∫
Q
(
v˜ | ∇˜c
)(
v˜ | ∇˜ϕ
)
dxdt−
∫
∂Q
(
v˜ | ∇˜c
)
ϕ ( v˜ | n˜ ) ds =
∫
Q
f
(
v˜ | ∇˜ϕ
)
−
∫
∂Q
( v˜ | n˜ ) fϕ ds
(2.23)
Pour toute fonction test ϕ suffisamment régulière. Si f = 0 alors(
v˜ | ∇˜c
)
( v˜ | n˜ ) = 0 sur ∂Q+
La formulation variationnelle 2.23 devient :∫
Q
(
v˜ | ∇˜c
)(
v˜ | ∇˜ϕ
)
dxdt−
∫
∂Q−
(
v˜ | ∇˜c
)
ϕ ( v˜ | n˜ ) ds = 0 (2.24)
pour tout ϕ ∈ H(v,Q). La méthode de Nitsche consiste à déterminer l’approximation
de la solution dans un sous espace d’éléments finis Vh ⊂ H(v,Q) tel que : ∀ϕi
N∑
j=1
cj
∫
Q
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt+
1
β
N∑
j=1
(cj − cbj )
∫
∂Q−
ϕjϕi ds
−
N∑
j=1
cj
∫
∂Q−
(
v˜ | ∇˜ϕj
)
ϕi ( v˜ | n˜ ) ds = 0 (2.25)
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avec β quelconque. Notons que le deuxième terme est le terme de pénalisation. En
utilisant la méthode de Nitsche, on résout le même exemple considéré plus haut en
marchant en temps, on obtient les résultats représentés dans les figures ci-dessous pour
un pas d’espace h = 1/80, un pas de temps τ = 1/100 et β = h/20. Comme on peut
(e) (f)
FIGURE 2.7 – (e) Solution du problème de Nitsche pour un seul pas de temps ; (f)
Solution pour 20 pas de temps
le constater une méthode de Nitsche ne résout pas le problème des oscillations.
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2.5 Méthodes d’optimisation :
Dans cette section, nous proposons quelques méthodes d’optimisation afin de gérer les
oscillations.
La capacité de la méthode des moindres carrés avec des éléments finis de Lagrange
pour approcher l’équation de transport est analysée dans un premier temps, en consi-
dérant une situation simplifiée, le cône des fonctions non négatives.
Imposer à la solution d’appartenir à un sous ensemble convexe n’est pas si évidente à
mettre en œuvre, c’est pourquoi nous consacrons ce paragraphe à l’étude de quelques
méthodes.
Remarquons que les fonctions de base ϕk, 1 ≤ k ≤ N sont non négatives. Alors, on
définit le sous ensemble convexe Kh par :
Kh =
{
N∑
k=1
αkϕk|αk ∈ R+
}
(2.26)
Afin de récupérer un principe du maximum discret, on propose d’introduire une étape
de projection sur le cône des fonctions non négatives Kh.
2.5.1 Projection sur le cône des fonctions positives
Supposons que f est régulière et que la matrice A est une M-matrice.
Soit chp la projection de ch sur Kh par rapport au produit scalaire induit par a(., .). On
a pour tout ψ ∈ Kh :
a(ch − chp , ψ − chp) ≤ 0.
Soit ϕ = ψ + chp , on a
a(ch − chp , ϕ) ≤ 0∀ϕ ∈ Kh
On définit chp comme solution de
a(chp , ϕ) =
∫
Q
gϕ dx dt+
∫
∂Q+
hϕ ( v˜ | n˜ ) ds. (2.27)
En intégrant par parties le second terme de l’équation (2.21), on obtient∫
Q
f
(
v˜ | ∇˜ϕh
)
dx dt = −
∫
Q
(
v˜ | ∇˜f
)
ϕdx dt+
∫
∂Q+
fϕ ( v˜ | n˜ ) ds;
On a
a(ch − chp , ϕ) =
∫
Q
(−
(
v˜ | ∇˜f
)
− g)ϕdx dt+
∫
∂Q+
(f − h)ϕ ( v˜ | n˜ ) ds.
z± définit la partie positive ou négative de z. Alors
a(ch−chp , ϕ) =
∫
Q
(−
(
v˜ | ∇˜f
)+
+
(
v˜ | ∇˜f
)−
−g)ϕdx dt+
∫
∂Q+
(f+−f−−h)ϕ ( v˜ | n˜ ) ds ≤ 0;
pour tout ϕ ∈ Kh. Donc g =
(
v˜ | ∇˜f
)−
;h = f+. Pour que chp soit dans Kh il est
nécessaire que la matrice A soit une M-matrice, puisque le terme de droite est non
négatif.
Khadidja Benmansour 53
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0091/these.pdf 
© [K. Benmansour], [2014], INSA de Lyon, tous droits réservés
CHAPITRE 2. EQUATION DE TRANSPORT ET PRINCIPE DU MAXIMUM
DISCRET
Exemple numérique 2D espace-temps Considérons le même exemple que précé-
demment. Alors dans ce cas la matrice A est une M-matrice. En utilisant la projection
sur le cône Kh, le problème consiste à trouver ch solution du problème variationnel
suivant :
a(chp , ϕ) =
∫
Q
(
v˜ | ∇˜f
)−
ϕdx dt+
∫
∂Q+
f+ϕ ( v˜ | n˜ ) ds. (2.28)
En utilisant la méthode de marche en temps, on obtient les résultats représentés dans
la figure ci-dessous. On remarque que les oscillations (undershooting) sont réduites,
(g) (h)
FIGURE 2.8 – (g) Solution du problème de projection pour un seul pas de temps ; (h)
Solution pour 20 pas de temps
mais ne disparaissent pas. L’écart persistant est due à la mauvaise approximation par
éléments finis de la partie positive ou négative.
2.5.2 Problème avec un terme de régularisation
Dans cette section, nous nous sommes intéressés à une autre stratégie qui consiste
à rajouter une contrainte au problème :
min
ρ∈H0
J(ρ) (2.29)
Soit K ⊂ H0 un cône convexe, on note IK la fonction indicatrice de K. On ajoute
une contrainte supplémentaire au problème 2.29, celui-ci devient : ρ ∈ K :
min
ρ∈K
J(ρ) = min
ρ∈H0
J(ρ) + IK(ρ) (2.30)
Le problème approché par une méthode d’éléments finis de Lagrange Q1 s’écrit :
ρh = Arg min
ψh∈Kh
J(ψh)
La fonctionnelle J est strictement convexe et dérivable, Kh est un cône convexe fermé,
donc le problème admet une unique solution. L’algorithme pour calculer ρh est donné
par :
pour c0 ∈ RN et τ ∈ R+ donnés, connaissant cn
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– calculer cn+1 solution de :
I(cn
−
)cn+1 + τAcn+1 = τB (2.31)
où I(cn
−
) est la matrice diagonale ayant à la ligne i le terme 1τ et A,B sont les
matrices définies dans la section 2.4.1
– Si
∥∥cn+1 − cn∥∥
L2(Q)
≤  stop, sinon n=n+1 et on recalcule cn+1.
Exemple numérique 2D espace-temps En prenant le même exemple que précédem-
ment, et en utilisant l’algorithme ci-dessus, on obtient les résultats présentés dans la
figure 2.9 :
(a) (b)
(i) (j)
FIGURE 2.9 – (i) Solution du problème de pénalisation pour un seul pas de temps ; (j)
Solution pour 20 pas de temps
Convergence de l’algorithme
Lemme 2.2 Pour tout τ > 0 l’algorithme converge et nous avons :∥∥c−∥∥
3
≤ (2τ)2/3 ‖f‖2/3L2(Q)
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Preuve. Nous commençons par montrer que
∥∥cn+1∥∥
H(Q)
≤ C(B). Nous multiplions
l’équation 2.31 à gauche par cn+1 et nous ne notons pas les transpositions pour ne pas
alourdir les notations :
cn+1(I(cn
−
)cn+1 + τAcn+1) = τcn+1B (2.32)
Remarquant que nous pouvons majorer le second membre par :
τβ ‖f‖L2(Q)
√
a(cn+1, cn+1), et cn+1I(cn
−
)cn+1 est non négatif, nous obtenons :∥∥cn+1∥∥
H(Q)
=
√
a(cn+1, cn+1) ≤ β ‖f‖L2(Q) (2.33)
Cette majoration est indépendante de τ et de n. Donc on peut extraire une sous suite
(cn
p
)(p∈N) qui converge vers c. Réécrivons l’équation 2.31 comme :
wthI(c
n−p
h )c
np+1
h + τa(c
np+1
h , wh) = τw
t
hB, ∀wh ∈ Kh (2.34)
Passant à la imite lorsque p tend vers l’infini, nous avons :
τa(ch, wh)) = τw
t
hB − wthI(c−)c,∀wh ∈ Kh (2.35)
Écrivons le second terme du second membre comme : −∑Nk=1 wkc−ck =∑N
k=1 wk(c
−
k )
2 ainsi, puisque les composantes de w sont non négatives, alors
a(ch, wh)) ≥ wthB, ∀wh ∈ Kh
Puisque cette inéquation n’a qu’une solution, c’est toute la suite qui converge vers c.
Maintenant nous passons à la limite dans (2.35) pour wh ∈ Vh. Il vient pour wh = ch :
τa(ch, ch) = τc
t
hB − cthI(c−h )ch
Nous en déduisons :
τ(
∥∥cn+1h ∥∥H(Q) + β ∥∥cn+1h ∥∥H(Q) ‖f‖L2(Q)) ≥ N∑
k=1
(c−k )

2.5.3 Méthode de multiplicateur de Lagrange
Dans cette section nous transformons le problème en un problème de minimisation
sous contraintes afin d’avoir une solution positive.
Transformons le problème (2.15) en un problème de minimisation dans RN . Trouver
Cp vérifiant : {
ACp = B
Cp ≥ 0. (2.36)
Formulons le problème précédent comme un problème de minimisation dans RN+
comme suit :
Cp = Agmin
X∈RN+
1
2
XtAX −XtB. (2.37)
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Le problème est bien posé, et en utilisant les conditions de complémentarité [66]
0 ≤ (ACp − F );Cp ⊥ (ACp − F ) (2.38)
le problème (2.37) peut être résolut en utilisant la méthode de multiplicateur de La-
grange généralisée suivante. Pour tout réel r > 0.{
ACp = B + Λ
Λ = (Λ− rCp)+ (2.39)
où, la partie positive d’un vecteur représente la partie positive de ses composants. Un
algorithme itératif est proposé pour résoudre le problème (2.39). Soit C0p = 0RN ; Λ
0 =
0RN , alors calculer : {
ACk+1p = B + Λ
k+1
Λk+1 = (Λk − rCkp )+
Considérant l’exemple 2D espace-temps précédent, les résultats numériques obte-
nus sont présentés dans la figure 2.10.
Convergence de l’algorithme
Maintenant, la convergence de l’algorithme itératif est prouvée. Nous avons :{
A(Ck+1p − Ckp ) = Λk+1 − Λk
Λk+1 − Λk = (Λk − rCkp )+ − (Λk−1 − rCk−1p )+.
(2.40)
Puisque z+ est une fonction lipschitzienne, on déduit :∥∥Λk+1 − Λk∥∥2 ≤ ∥∥Λk − Λk−1∥∥2 − 2r (Λk − Λk−1 |Ckp − Ck−1p )+ r2 ∥∥Ckp − Ck−1p ∥∥2 .
La matrice A définie positive, en utilisant la première équation de (2.40), l’inégalité
précédente devient :∥∥Λk+1 − Λk∥∥2 ≤ ∥∥Λk − Λk−1∥∥2 − 2r (A(Ckp − Ck−1p ) |Ckp − Ck−1p )+ r2 ∥∥Ckp − Ck−1p ∥∥2
≤ ∥∥Λk − Λk−1∥∥2 + r(r − 2µ1(A))∥∥Ckp − Ck−1p ∥∥2 .
Si
∥∥Ckp − Ck−1p ∥∥2 = 0, la suite {Λp}p>k devient stationnaire et donc converge, si∥∥Ckp − Ck−1p ∥∥2 6= 0 , en choisissant 0 < r < µ1(A) avec µ1(A) est la plus petite
valeur propre de la matrice définie positive A et on a l’existence de ξ < 1, tel que :∥∥Λk+1 − Λk∥∥2 < ∥∥Λk − Λk−1∥∥2∥∥Λk+1 − Λk∥∥2 ≤ ξ ∥∥Λk − Λk−1∥∥2 .
Pour tout q < p on en déduit :
‖Λp − Λq‖2 ≤
l=p∑
l=q+1
∥∥Λl − Λl−1∥∥2 ≤ l=p∑
l=q+1
ξl−1
∥∥Λ1∥∥2 ≤ ξq ∞∑
m=0
ξm
∥∥Λ1∥∥2
ce qui prouve que {Λk}k∈N est une suite de Cauchy.
La suite {Ckp }k∈N est aussi une suite de Cauchy, et nous pouvons prendre la limite
dans les équations.
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(a) (b)
(k) (l)
FIGURE 2.10 – (k) Solution de marcher en temps pour le multiplicateur de Lagrange
généralisé pour un seul pas de temps (l) pour 20 pas de temps
Remarque 2.1 La méthode de multiplicateur de Lagrange généralisée n’est pas une
technique de projection, ainsi le maximum du problème avec contrainte pourrait aug-
menter lorsque la méthode des multiplicateurs de Lagrange généralisé est utilisée.
Si la solution est une double marche se déplaçant de la gauche vers la droite sans se
déformer, la méthode des multiplicateur de Lagrange généralisée n’est pas capable de
traiter les oscillations parasites comme le montre l’exemple avec la condition initiale
suivante.
Soit c0(x, t) = 12 + (
1
2 tanh(100x− 20)) + 12 + ( 12 tanh(100x− 35)). Dans la figure
2.11 la solution calculée par la méthode de multiplicateur de Lagrange généralisée est
présentée au bout de 1 pas de temps et 20 pas de temps avec les mêmes valeurs de
paramètres que précédemment.
2.5.4 Méthode de limiteur de flux
Dans cette partie, nous présentons une méthode de limiteur de flux [65] dans le
but de supprimer les oscillations et préserver la positivité de la solution. Considérons
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(a) (b)
(m) (n)
FIGURE 2.11 – (m) Solution pour le multiplicateur de Lagrange généralisé pour un seul
pas de temps ; (n) pour 20 pas de temps
l’équation d’advection 1D :
∂tc+ ( v(x, t) | ∇c(x, t) ) = 0 (2.41)
avec v constante. Une approximation numérique de la solution de (2.41), peut être
obtenue en considérant une méthode de discrétisation par différences finies comme
suit :
c4tj = cj −
4t
4x (Fj+1/2 − Fj−1/2) (2.42)
avec4t = tn+1− tn est le pas de temps et4x = xj+1/2− xj−1/2 le pas d’espace, et
F la fonction de limiter de flux donnée par :
Fj+1/2 = v
{
cj +
1
2
(1− ν)[α(cj − cj−1) + (1− α)(cj+1 − cj)]
}
(2.43)
avec ν = v ∆t∆x .
La méthode de limiteur de flux peut être obtenue, en combinant la formule de flux
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d’ordre inférieur Fl(cj−1, cj) ( comme le flux décentré) et toute formule de flux d’ordre
supérieur Fh(cj−1, cj) (comme le flux de Lax-Wendroff), pour obtenir une méthode de
limiteur de flux avec par exemple
Fj−1/2 = Fl(cj−1, cj) + Ψj−1/2[Fh(cj−1, cj)− Fl(cj−1, cj)]
Si Ψj−1/2 = 0, cela se réduit à la méthode d’ordre faible, et si Ψj−1/2 = 1, alors nous
obtenons la méthode d’ordre supérieur. En particulier, un indice de la façon dont cela
peut être fait est considéré par la réécriture du flux de Lax-Wendroff, obtenu par (2.43)
avec α = 0, comme
Fj−1/2 = vcj−1 +
1
2
v(1− 4t4xv)∆cj−1/2 (2.44)
avec ∆cj−1/2 = cj−cj−1. De cette façon, le flux prend la forme du flux décentré avec
un terme de correction, et donc la méthode de Lax-Wondroff se formule comme suit :
c∆tj = cj − v
∆t
∆x
(cj − cj−1)− 1
2
v
∆t
∆x
(∆x− v∆t)(∆cj+1/2 −∆cj−1/2) (2.45)
Introduisant maintenant δj−1/2 la version limite de ∆cj−1/2, on peut réécrire l’équa-
tion (2.44) comme suit :
Fj−1/2 = vcj−1/2 +
1
2
v(1− ∆t
∆x
v)δj−1/2
En choisissant :
δj−1/2 = Ψ(θj−1/2)∆cj−1/2
on obtient une méthode de limiteur de flux donnée par :
c∆tj = cj−v
∆t
∆x
(cj−cj−1)−v
2
∆t
∆x
(1−∆t
∆x
v)[Ψ(θj+1/2)∆cj+1/2−Ψ(θj−1/2)∆cj−1/2]
(2.46)
où Ψ(θ) est la fonction de limiteur de flux, dont la valeur dépend de la régularité de
la solution avec θj−1/2 =
∆cj−3/2
∆cj−1/2
et ∆cj+1/2 = cj+1 − cj , ∆cj−1/2 = cj − cj−1.
Lorsque Ψ(θ) = 1, on obtient la méthode de Lax-Wondroff, et pour Ψ(θ) = 0 la mé-
thode décentrée.
Plus généralement, nous pourrions concevoir une fonction de limiteur Ψ qui a des va-
leurs proches de 1 pour θ ∼ 1, mais qui réduit la pente lorsque les données ne sont pas
régulières. Citons maintenant les fonctions Ψ(θ) pour certaines méthodes numériques.
– Méthodes numériques :
upwind : Ψ(θ) = 0
Lax-wondroff : Ψ(θ) = 1
Beam-Warning : Ψ(θ) = θ
Fromm : Ψ(θ) = 12 (1 + θ)
– Limiteurs de résolution supérieure :
superbee : Ψ(θ) = max(0,min(1, 2θ),min(2, θ))
van Leer : Ψ(θ) = θ+|θ|1+|θ|
minmod : Ψ(θ) = minmod(1, θ)
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où la fonction minmod(., .) est définie par :
minmod(a, b) =
 a si ab > 0 et |a| < |b|b si ab > 0 et |b| < |a|
0 si ab < 0.
(2.47)
Pour plus de détails sur la méthode de limiteur de flux voir [65]
Exemple numérique 2D espace-temps : Considérant l’exemple 2D espace-temps
précédent que l’on résout par la méthode de Lax-Wondroff avec la fonction limiteur
Ψ(θ) = minmod(1, θ) en marchant en temps, pour ∆x = 1/80 et ∆t = 1/100. Les
résultats numériques obtenus sont présentés dans la figure 2.12.
(a) (b)
(p) (q)
FIGURE 2.12 – (p) Solution avec limiteur de flux pour un seul pas de temps (q) pour
20 pas de temps
2.5.5 Méthode de Kuzmin
Afin d’imposer le principe du maximum discret (PMD), Kuzmin a proposé une
modification de la méthode de Galerkin standard d’une équation du transport en ajou-
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tant un flux diffusif et antidiffusif, et le résultat est un système algébrique non linéaire
qui satisfait la contrainte du PMD. Cette nouvelle approche de correction de flux algé-
brique fournit un traitement des problèmes stationnaires et les problèmes dépendant du
temps. Par ailleurs, Kuzmin utilise un algorithme pour limiter les flux convectifs et la
partie antidiffusive de la matrice de masse cohérente.
Le problème considéré est donné par :
∂c
∂t
+ div(vc−D∇c) = 0 dans Ω (2.48)
qui décrit l’équation de transport d’une quantité conservée c dans un domaine borné
Ω ⊂ Rn, n ∈ {1, 2, 3}. La vitesse v et le tenseur de diffusion D sont supposés connus.
Les conditions de Dirichlet et Neumann sont données par :{
c = g sur ΓD
n.∇c = 0 sur ΓN
où n est le vecteur unitaire normal extérieur. Nous considérons le cas D = 0 alors on a
ΓN = ∅ avec
ΓD = {x ∈ Γ|v.n < 0}
avec la condition initiale u(x, 0) = u0(x), ∀x ∈ Ω.
La formulation variationnelle du problème s’écrit :∫
Ω
w(
∂c
∂t
+∇(vc)) dx = 0 (2.49)
pour toute fonction test w.
Kuzmin discrétise le problème 2.49 en utilisant la méthode des éléments finis de Ga-
lerkin. Soit {ϕj} ensemble des fonctions de bases. La solution numérique est définit
par :
ch =
∑
j
cjϕj .
La vitesse est supposée constante donc, la discrétisation du terme de convection est
donné par le terme suivant :
div(vch) = v∇ch
On définit : (vc)h =
∑
j vcjϕj , donc le terme de convection est remplacé par :
∇(vc)h =
∑
j
cjv∇ϕj
En utilisant les approximations précédentes dans la formule (2.49) avec une fonction
test wh = ϕi, on obtient l’équation suivante :∑
j
∫
Ω
(ϕiϕj)
dcj
dt
= −
∑
j
v.
∫
Ω
(ϕi∇ϕj dx)cj (2.50)
Sous forme matricielle :
Mc
dc
dt
= Kc (2.51)
où c est le vecteur des inconnues, Mc = {mij} la matrice de masse, K = {kij} la
matrice associé au terme de convection. Avec
mij =
∫
Ω
ϕiϕj dx
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et
kij = −v
∫
Ω
ϕi∇ϕj dx
Soit 0 = t0 < t1 < t2 < ... < tM = T une suite des temps discrets pour l’intégration
du système 2.51 par rapport au temps. Supposons le pas de temps ∆t = tn+1 − tn
constant tel que tn = n∆t. Nous avons
Mc(c
n+1 − cn) =
∫ tn+1
tn
Kcdt
L’intégrale est estimée en utilisant un θ-schéma standard :
[Mc − θ∆tK]cn+1 = [Mc + (1− θ)∆tK]cn (2.52)
où θ ∈ [0, 1].
Principe du maximum discret
Pour supprimer les (undershoots / overshoots) et assurer la préservation de la po-
sitivité, nous allons ajuster les coefficients du schéma de Galerkin pour un problème
non linéaire équivalent. Nous appelons cette méthode, la méthode de correction de flux
algébrique. Le problème discret (2.52) associé à l’approximation de Galerkin implicite
de l’équation (2.48) est un système linéaire de la formeAcn+1 = Bcn. Dans le proces-
sus de flux algébrique, la contribution des entrées est limitée par l’ajout d’une certaine
quantité de diffusion discrète. Tout d’abord, la matrice de masse Mc est remplacée par
son homologue la matrice de masse lumping :
ML = diag{mi};mi =
∑
j
mij
Après on modifie K par addition d’un opérateur de diffusion D = {dij} avec :
dij := max{−kij , 0, kij} = dji pour j 6= i
de sorte que K + D n’a pas de coefficients extra-diagonaux négatifs. Les éléments
diagonaux de D sont définis de telle sorte que cette matrice symétrique a une somme
de ligne zéro :
dii = −
∑
j 6=i
dij
Par raison de symétrie, la somme des éléments d’une colonne est également égale à
zéro. En résumé le schéma semi discret (2.51) peu être réparti comme suit :
ML
dc
dt
= (K +D)c+ f(c) (2.53)
où f(c) est la somme des termes qui peuvent détruire la positivité.
f(c) = (ML −Mc)dc
dt
−Dc
Chaque composante du vecteur f admet une décomposition de flux :
fi =
∑
j 6=i
fij , fji = −fij
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La formule de fij découle des définitions de ML, D tel que :
(ML
dc
dt
−Mc dc
dt
)i = mi
dci
dt
−
∑
j
mij
dcj
dt
=
∑
j 6=i
mij(
dci
dt
− dcj
dt
)
(Dc)i =
∑
j
dijcj = diici +
∑
j 6=i
dijcj =
∑
j 6=i
dij(cj − ci)
donc le flux fij est donné par :
fij = f
M
ij + f
K
ij
où
fMij = mij(
dci
dt
− dcj
dt
)
fKij = dij(ci − cj)
par symétrie de Mc, D on a : fji = −fij ,∀i 6= j.
La représentation ci-dessus de f(c) permet d’annuler les modifications inutiles des
opérations de Galerkin afin de minimiser la quantité de diffusion numérique. A cette
fin, nous remplaçons chaque flux fij par :
fij = αijfij
où αij ∈ [0, 1] est un facteur de correction dépendant de la solution.
La multiplication par αij est censée réduire l’amplitude du flux dans les régions où
l’undershooting se produira . Donc la forme semi-discrète de la contrainte de discréti-
sation est donnée par :
ML
dc
dt
= (K +D)c+ f(c)
où
f i =
∑
j 6=i
f ij , f ji = −f ij
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Enfin, pour calculer les αij Kuzmin utilise l’algorithme ci-dessous :
Algorithme :
P± := 0, Q± := 0, f := 0.
For all i do
For all j, j > i do
P±i := P
±
i +
max
min {0, fij}
P±j := P
±
j +
max
min {0,−fij}
Q±i :=
max
min {Q±i ,
mi
∆t
(cj − ci)}
Q±j :=
max
min {Q±j ,
mj
∆t
(ci − cj)}
For all i do
R±i := min{1,
Q±i
P±i
For all i do
For all j, j > i do
αij := min{R±i , R±j }
f ij := αijfij
f i := f i + f ij
f j := f j − f ij
Cette méthode ne peut pas être généralisée à une formulation au sens des moindres
carrés car dans cette formulation le temps n’est pas privilégié.
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2.5.6 Formulation au sens des moindres carrés avec pénalisation
de la variation totale
Les oscillations parasites augmentent la variation totale de la solution reconstituée, par
conséquent, en imposant à la variation totale d’être inférieure à la variation totale de
la condition initiale, annule les oscillations. Si nous souhaitons annuler les oscillations
juste en réduisant la variation totale, nous serons obligé de la réduire considérablement,
en changeant les limites supérieures et inférieures de la solution calculée. Une alterna-
tive consiste à combiner une réduction de la variation totale avec une contrainte sur
les valeurs de la fonction, par exemple, une contrainte de positivité réduit également
la variation totale dans le cas de sous-dépassement. Afin de prouver que cette stratégie
est faisable, nous introduisons un problème d’optimisation, qui permet de contrôler la
variation totale de sa solution.
Commençons par rappeler les principales propriétés de l’espace des fonctions de va-
riation bornée BV (Ω). Introduisons :
TV (u) = sup
{∫
Q
u(x) div ξ(x) dx | ξ ∈ C1c (Q), ‖ξ‖∞ ≤ 1
}
(2.54)
et on définit l’espace
BV (Q) = {u ∈ L1(Q) | TV (u) < +∞}.
L’espace BV (Q), muni de la norm ‖u‖BV (Q) = ‖u‖L1 +TV (u) est un espace de Ba-
nach. La dérivée au sens des distributions d’une fonction u ∈ BV (Q) est une mesure
de Radon bornée, notée Du, et TV (u) =
∫
Q
|Du| est la variation totale de u. Notons
que, pour u ∈W 1,1(Q), TV (u) = ‖∇u‖L1(Q). Pour plus de détails voir [2, 3].
Soit K le cône des fonctions non négatives.
K = {ϕ ∈ H0 ∩BV (Q), ϕ ≥ 0 p.p.} (2.55)
et on note IK sa fonction indicatrice.
Pour λ ∈ R+ fixé, considérons le problème d’optimisation suivant :
ρλ = argmin
c∈H0∩BV (Q)
J(c) + λTV (c) + IK(c) = argmin
c∈H0∩BV (Q)
F (c) (2.56)
où la fonction J a été introduite dans la première section
J(c) = 12
∫
Q
((
v˜(x, t) | ∇˜c(x, t)
)
− f(t, x)
)2
Theorème 2.7 Quelque soit λ un réel non négatif, le problème (2.56) admet une
unique solution.
Preuve.
Soit (cn)n ∈ H0 ∩BV (Q) une suite minimisante, c-à-d.
lim
n→+∞F (cn) = inf {F (c) | c ∈ H0 ∩BV (Q)} < +∞
La suite (|cn|1,v)n∈N est bornée, alors la suite (cn)n∈N converge faiblement vers c∗ ∈
H0. La fonction J est convexe et s.c.i, on a
J(c∗) ≤ lim inf
n→+∞J(cn) (2.57)
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La semi norme |·|1,v et la norme ‖·‖H(v,Q) sont équivalentes dans H0, la suite (cn)n∈N
est bornée dans L2(Q), et (cn)n∈N converge faiblement vers c∗ dans L2(Q). De plus,
Q est borné, l’injection de L2(Q) dans L1(Q) est continue, (cn)n∈N est bornée dans
L1(Q) aussi, et donc elle est bornée dans BV (Q) puisque TV (cn) est bornée. L’injec-
tion compacte de BV (Q) dans L1(Q) donne la convergence forte dans L1(Q) d’une
sous suite de (cn)n∈N vers c∗, avec c∗ ∈ BV (Q). Puisque l’opérateur TV est s.c.i ,
nous avons
TV (c∗) ≤ lim inf
n→+∞ TV (cn) (2.58)
Le sous espace K est convexe et fermé pour la norme L1, IK est donc convexe et s.c.i,
nous concluons :
IK(c
∗) ≤ lim inf
n→+∞ IK(cn) (2.59)
Enfin, nous avons :
F (c∗) ≤ lim inf
n→+∞ F (cn), (2.60)
c’est à dire
F (c∗) ≤ inf {F (c) | c ∈ H0 ∩BV (Q)} (2.61)
L’unicité de l’argument minimal vient de la stricte convexité de la fonction J , (par la
norme L2).
 Donnons maintenant un résultat technique concernant le comportement asymp-
totique de ρλ par rapport au paramètre λ.
Lemme 2.3 Soit ρλ solution du problème (2.56). Alors l’application Y : λ 7→ ρλ est
continue de R+ à valeurs dans H0 ∩ BV (Q). Par ailleurs, l’application T : λ 7→
TV (ρλ) de R+ à valeurs dans R+ est continue et décroissante vers zéro.
Preuve. Nous montrons tout d’abord que T est une fonction décroissante vers zéro.
Soient λ2 > λ1 > 0 donnés et ρλ1 = Y (λ1), ρλ2 = Y (λ2). Par définition de Y , on
peut écrire les inégalités suivantes :
J(ρλ1) + λ1TV (ρλ1) + IK(ρλ1) ≤ J(ρλ2) + λ1TV (ρλ2) + IK(ρλ2)
et
J(ρλ2) + λ2TV (ρλ2) + IK(ρλ2) ≤ J(ρλ1) + λ2TV (ρλ1) + IK(ρλ1)
Alors, la somme de ces deux inégalités donne :
λ1TV (ρλ1) + λ2TV (ρλ2) ≤ λ1TV (ρλ2) + λ2TV (ρλ1)
donc
(λ2 − λ1)(TV (ρλ2)− TV (ρλ1)) ≤ 0
c’est-à-dire
TV (ρλ2)− TV (ρλ1) ≤ 0.
par suite, T est décroissante.
Soit λ > 0 donnée. Si on pose ρλ = Y (λ), on a, pour tout ρ ∈ H0 ∩BV (Q)
J(ρλ) + λTV (ρλ) + IK(ρλ) ≤ J(ρ) + λTV (ρ) + IK(ρ)
En particulier,
J(ρλ) + λTV (ρλ) + IK(ρλ) ≤ J(0) (2.62)
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Puisque J et IK sont des fonctions non négatives, on a
λTV (ρλ) ≤ J(0)
Si J(0) = 0, alors TV (ρλ) = 0 pour tout λ > 0. Si J(0) > 0, TV (ρλ) ≤ J(0)λ . Dans
les deux cas TV (ρλ) −→
λ→+∞
0, c’est-à-dire T (λ) −→
λ→+∞
0.
Considérons maintenant la continuité de T . T étant une application décroissante, T est
à valeurs dans [0, T (ρ0)], donc T est une application bornée. On considère une suite
(λn, ρλn) où λn ∈ R+ et où ρλn est une solution du problème approché. On suppose
qu’il existe (λ0, ρλ0) dans R+ × Vh tel que (λn, ρλn) → (λ, ρλ) lorsque n → +∞.
Par définition de ρλ, on a, pour tout ρ ∈ Vh,
J(ρλn) + λnTV (ρλn) + IKh(ρλn) ≤ J(ρ) + λnTV (ρ) + IKh(ρ)
c’est à dire
J(ρλn) + λnTV (ρλn) ≤ J(ρ) + λnTV (ρ) + IKh(ρ)
Les fonctions de Vh étant suffisamment régulières, l’application TV : (Vh, ‖.‖H1) →
R, ρ 7→ ‖∇ρ‖L1 est continue. En passant à la limite, il vient pour tout ρ,
J(ρλn) + λTV (ρλ) ≤ J(ρ) + λTV (ρ) + IKh(ρ)
De plus, comme Kh est fermé, ρλ ∈ Kh, et donc IKh(ρλ) = 0. Ainsi, pour tout
ρ ∈ Vh,
J(ρλ) + λTV (ρλ) + IKh(ρλ) ≤ J(ρ) + λTV (ρ) + IKh(ρ)
On en déduit que le graphe de Y est fermé.
Soit maintenant (λ, t) ∈ R × R tel que la suite (λn, TV (ρλn)) → (λ, t). Comme,
pour tout n ∈ N, ρλn ∈ Vh, TV (ρλn) = ‖∇ρλn‖L1 , et la suite (‖∇ρλn‖L1)n
est convergente, donc bornée. D’après l’inégalité de Poincaré, on déduit que la suite
(‖ρλn‖W 1,1)n est bornée. Ainsi, on peut trouver une sous-suite qui converge : Il existe
ρ1 ∈ Vh tel que ρλnk → ρ1. Ainsi (λnk , ρλnk ) → (λ, ρ1). Or, pour tout entier natu-
rel k, (λnk , ρλnk ) appartient au graphe de Y , donc ce qui précède montre que (λ, ρ1)
appartient au graphe de Y . On en déduit que ρ1 = ρλ. Par suite, par continuité de
l’opérateur TV , TV (ρλnk ) → TV (ρλ). Or, par hypothèse, TV (ρλnk ) → t. Ainsi,
t = TV (ρλ), ce qui signifie que (λn, TV (ρλnk )) → (λ, TV (ρλ)). Donc le graphe de
T est fermé. La fonction T étant par ailleurs bornée, on en déduit qu’elle est continue.
Prouvons maintenant la continuité de Y , on procède de la même manière que précé-
demment. Introduisant S : R+ −→
λ7→J(ρ)
R+. Si S(λn) = J(ρλn) −→n→+∞ s,
s+ λTV (ρλ) + IK(ρλ) = lim inf
n→+∞ J(ρλn) + (lim infn→+∞ λn)TV (ρλ)) + IK(ρλ)
≤ lim inf
n→+∞ J(ρλn) + (lim infn→+∞ λn)(lim infn→+∞ TV (ρλn)) + lim infn→+∞ IK(ρλn)
≤ lim inf
n→+∞(J(ρλn) + λnTV (ρλn) + IK(ρλn))
≤ J(ρλ) + λTV (ρλ) + IK(ρλ)
Pour tout λ ≥ 0,
s ≤ J(ρλ) (2.63)
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et donc,
s = J(ρλ) (2.64)
Cela montre que le graphe de S est fermé. De plus (2.62) implique que S est bornée.
Donc S est continue.
Finalement, montrons la continuité de Y . Nous rappelons que ρλ est
l’unique point limite faible de (ρλn)n∈N. De plus la continuité de S donne
‖ρλn‖H(v,Q) −→n→+∞ ‖ρλ‖H(v,Q). Par conséquent, puisque H(v,Q) est un espace
de Hilbert, la sous-suite de (ρλn)n∈N converge fortement vers ρλ. Ce qui montre que
ρλ est l’unique point limite de (ρλn)n∈N. On conclut que (ρλn)n∈N converge fortement
vers ρλ. Donc Y est continue.  Le résultat suivant précise que en choisissant un λ
approprié, il est possible de fixer la variation totale de la solution au problème (2.56).
Lemme 2.4 Soit ρ0 solution du problème (2.56) pour λ = 0, et supposons que
TV (ρ0) > 0. Pour tout τ ∈ (0, TV (ρ0)), il existe λ ∈ R+ et ρλ ∈ H0 ∩ BV (Q)
solution du problème (2.56) telle que TV (ρλ) = τ .
Preuve.
Soit 0 < τ ∈ (0, TV (ρ0)) donné, le lemme 2.3 affirme l’existence de 0 < µ
suffisamment grand tel que T (µ)− τ < 0. Compte tenu de 0 < T (0)− τ , la continuité
de la fonction T donne l’existence de 0 < λ < µ telle que T (λ) = TV (ρλ) = τ . 
Les résultats précédents restent vrais dans le cadre discret, ils sont même plus facile à
démontrer du fait de la continuité de l’opérateur discret de la variation totale et de la
continuité de la fonctionnelle J discrète.
Formulation au sens des moindres carrées par éléments finis avec une variation
totale pénalisée
Dans cette section afin de garder les notations aussi simple que possible, nous ne consi-
dérons que le cas 1D. Les situations 2D ou 3D sont directement déduites. Prenons les
mêmes notations que dans la section 2.4. Introduisons le problème (2.56) approximé
par la méthode des éléments finis de Lagrange. Pour 0 ≤ λ fixé, il s’écrit :
uh = argmin
ch∈Vh
J(ch) + λTV (ch) + IKh(ch), (2.65)
où TV (ch) = ‖∇ch‖L1(Q).
Pour plus de commodité numérique, nous remplaçons la variation totale par l’opérateur
discret suivant :
TVd(u) =
N∑
i=1
‖∇du(ai)‖2 ,
où le maillage structuré du domaine est composé de N nœuds ai = (xi, yi), i =
1, . . . , N ,
avec
∇du(ai) =
(∇1du(ai),∇2du(ai))t , (2.66)
et
‖∇du(ai)‖2 =
√
(∇1du(ai))2 + (∇2du(ai))2. (2.67)
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Les opérateurs discrets sont définis par :
∇1du(ai) =
{
1
hx
(u(xi + hx, yi)− u(xi, yi)) si xi < N1
0 si xi = N1,
(2.68)
et
∇2du(ai) =
{
1
hy
(u(xi, yi + hy)− u(xi, yi)) si yi < N2
0 si yi = N2.
(2.69)
avec N1 est le nombre de lignes et N2 le nombre de colonnes du maillage structuré.
Donc, le problème discret à résoudre s’écrit : Pour 0 < λ donné, trouver :
uh = argmin
ch∈V
J(ch) + λTVd(ch) + 1K(ch). (2.70)
Considérons, maintenant une formulation matricielle du problème (2.70). Notons uh =∑N
k=1 Ukϕk, avec U ∈ RN , prenons les mêmes notations que dans la section 2.4, on
définit les fonctions
g1(U) =
1
2
U>AU − U>B; g2(U) = λTVd(U) + IRN+ (U). (2.71)
Pour 0 ≤ λ fixé, le problème discret s’écrit :
U = argmin
V ∈RN
g1(V ) + g2(V ). (2.72)
La fonction g1 est convexe et continûment dérivable, la fonction g2 est convexe, car
elle est somme d’une fonction convexe continue (TVd) et de la fonction indicatrice
d’un ensemble convexe fermé (RN+ ). Alors nous avons.
Theorème 2.8 Supposons λ ≥ 0. Le problème (2.72) a une unique solution.
2.5.7 Algorithmes pour le calcul de la solution
Cette section est consacrée aux algorithmes de calcul de la solution du problème (2.72).
Commençons par donner quelques rappels : considérons le problème de minimisation
suivant :
argmin
x
h(x)
avec h une fonction convexe et continument dérivable. Par la méthode de descente du
gradient, la solution est calculée comme suit :
xk+1 = xk −∆t∇h(xk)
= arg min
x∈RN
1
2
‖x− xk + ∆t∇h(xk)‖2
et par définition de la projection proximale, on déduit
xk+1 = proxx∈RN (xk + ∆t∇h(xk))
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Soit maintenant, le problème suivant :
argminh(x) + P (x)
avec P une fonction convexe, alors par la méthode du gradient projeté qui est une
méthode qui combine une étape proximale avec une étape du gradient, la solution est
calculée comme suit :
xk+1 = argmin
x
1
2
‖x− xk + ∆t∇h(xk)‖2 + P (x)
= proxτP (xk + ∆t∇h(xk))
Puisque la fonction g1 est lipschitzienne, de constante notée L, alors l’algorithme
FISTA introduit dans [11] peut être utilisé. Il s’écrit :
Algorithme 1
1. Soit V1 = U0 ∈ RN , et t1 = 1.
2. Pour Un et tn donné calculer jusqu’à convergence :
− V n = arg min
X∈RN
{
g2(X) +
L
2
∥∥∥∥X − (Un − 1L∇g1(Un)
)∥∥∥∥2
2
}
,(2.73)
− tn+1 = 1 +
√
1 + 4t2n
2
, (2.74)
− Un+1 = V n +
(
tn − 1
tn+1
)(
V n − V n−1) . (2.75)
Maintenant, précisons comment calculer la solution de l’équation (2.73). Soit
U = Un − 1
L
∇g1(Un),
donc le problème (2.73) s’écrit :
U = arg min
X∈RK
{
L
2λ
∥∥X − U∥∥2
2
+ TVd(X) + IRN+ (X)
}
. (2.76)
On définit les fonctions
G(U) =
L
2λ
∥∥U − U∥∥2
2
+ IRN+ (U),
et
F (∇dU) = ‖∇dU‖2 = TVd(U).
La fonctionG est uniformément convexe, et, puisque F est convexe et continue, on sait
que, pour tout P ∈ RN × RN
F (P ) = sup
P∗∈RN×RN
〈P ∗, P 〉 − F ∗(P ∗), (2.77)
où F ∗ est la transformation de Legendre de F . Par ailleurs le convexe B est défini par :
B = {P ∈ RK × RK | ‖P‖∞ ≤ 1} .
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On a F ∗ = IB, alors nous avons,
F (∇dU) = sup
P∈RK
〈P,∇dU〉 − IB(P ).
La formulation primale-duale du problème (2.76) est donnée par :
inf
U∈RK
sup
P∈RK
〈P,∇dU〉+G(U)− IB(P ). (2.78)
Nous observons que ce problème de point selle est une formulation primale-duale du
problème primal non linéaire suivant :
min
U
F (∇dU) +G(U)
ou du problème dual suivant :
max
P
−(G∗(−∇∗dU) + F ∗(P ))
On suppose que F et G sont simples, dans le sens que leurs opérateurs résolvant sont
défini par :
X = (I + τ∂F )−1(P˜ ) = arg min
X

∥∥∥X − P˜∥∥∥2
2
2τ
+ F ∗(X)

Alors, la solution du problème (2.78) est obtenue en résolvant les deux problèmes sui-
vants :
arg max
P∈RN
< P,−∇dU > −F ∗(P )
et
arg min
U∈RN
< ∇∗dP, u > +G(u)
En utilisant la méthode du gradient projeté énoncée dans le rappel précédent, les solu-
tions sont données par :
Pk+1 = proxσF∗(Pk + σ∇dUk)
et
Uk+1 = proxτG(Uk − τ∇∗dP k+1)
où∇∗d est l’opérateur adjoint de∇d, c’est à dire
∀(P,U) ∈ Y ×X,< ∇∗P,U >X=< P,∇U >Y
et
proxσF∗ = (I + σ∂F
∗)−1
proxτG = (I + τ∂G)
−1
On utilise alors l’algorithme suivant proposé dans [19].
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Algorithme 2
– Initialisation : On choisit τ0, σ0 > 0, tele que τ0σ0
∥∥∇dX0∥∥2 < 1,
(X0, Y 0) ∈ (RN × RN) et on pose X0 = X0.
– Itérations (n ≥ 0) : On met à jour Xn, Y n, Xn, θn, τn, σn comme suit :
Y n+1 = proxσF∗(Y
n + σ∇dXn),
Xn+1 = proxτG(X
n − τ∇∗dY n+1),
θn =
1√
1 + τn
, τn+1 = θnτn, σn+1 =
σn
θn
,
X
n+1
= Xn+1 + θn(X
n+1 −Xn),
Dans [19], le résultat de convergence suivant est prouvé.
Lemme 2.5 Pour F une fonction convexe, propre, s.c.i et G qui est 1-uniformément
convexe, propre, s.c.i, la suite (Xn, Yn) définie dans l’algorithme 2 converge vers le
point selle (U,P ) de (2.78).
Maintenant, nous précisons les projections proximales.
Lemme 2.6
P = proxτF∗(P˜ )⇐⇒ Pi =
P˜i
max
(
1,
∥∥∥P˜i∥∥∥
R2
) ,
et
U = proxτG(U˜)⇐⇒ Ui = max
(
0,
λU˜i + τLU i
λ+ τL
)
.
Preuve.
Soit P = proxσF∗(P˜ ). Alors
P = arg min
X

∥∥∥X − P˜∥∥∥2
2
2σ
+ F ∗(X)
 .
et on a aussi
P˜ − P
σ
∈ ∂F ∗(P ). Puisque F ∗ = IB avec B un ensemble non vide,
convexe fermé, et σ ≥ 0, P˜ − P
σ
est caractérisé par
∀V ∈ B,
(
P˜ − P
σ
|V − P
)
≤ 0,
alors P est une projection L2, P = ΠB(P˜ ), ce qui prouve la première égalité. Pour
Khadidja Benmansour 73
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0091/these.pdf 
© [K. Benmansour], [2014], INSA de Lyon, tous droits réservés
CHAPITRE 2. EQUATION DE TRANSPORT ET PRINCIPE DU MAXIMUM
DISCRET
montrer la deuxième égalité, soit U = proxτG(U˜). Alors
u = arg min
X

∥∥∥X − U˜∥∥∥2
2
2τ
+G(X)
 .
Le premier critère d’optimalité s’écrit :
1
τ
(U˜ − U) + L
λ
(U − U) ∈ ∂IRN+ (U),
ce qui est équivalent à :
λU˜ + τLU
λτ
− λ+ τL
λτ
U ∈ ∂IRN+ (U).
Puisque RN+ est un sous-ensemble convexe fermé, la caractérisation suivante est vraie :
Pour tout c > 0,
∀V ∈ RN+ ,
(
U +
1
c
(
λU˜ + τLU
λτ
− λ+ τL
λτ
U
)
− U |V − U
)
≤ 0.
Pour c =
λ+ τL
λτ
, on a
∀V ∈ RN+
(
λU˜ + τLU
λ+ τL
− U |V − U
)
≤ 0,
c’est-à-dire
U = ΠRN+
(
λU˜ + τLU
λ+ τL
)
.
 Rappelons
∇g1(U) = AU −B,
donc l’algorithme (1) s’écrit :
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Algorithme 3
– Initialisation : Pour g1 une fonction L-lipschitzienne, soit V1 = U0 ∈ RN , et t1 = 1.
– pour n = 0 à nmax − 1 : réactualiser Xn, Y n, Xn comme suit :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1− Un+ 12 = Un − 1
L
(AUn − F )
2− a. Pour choisir τ0, σ0 > 0, tel que τ0σ0 ‖∇d‖2 < 1, X0 ∈ RN ,
Y 0 ∈ RN × RN et soit X0 = X0.
b. Pour k = 0 à kmax − 1∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y k+1i =
Y ki + σ∇dX
k
i
max
(
1,
∥∥∥Y ki + σ∇dXni ∥∥∥R2) , i = 1, . . . , N
Xk+1i = max
{
0 ,
λXki − τλ∇∗dY k+1i + τL U
n+ 12
i
λ+ τL
}
, i = 1, . . . , N
θk =
1√
1 + τk
, τk+1 = θkτk, σk+1 =
σk
θk
X
k+1
= Xk+1 + θk(X
k+1 −Xk)
fin
3− V n = Xkmax
4− tn+1 = 1 +
√
1 + 4t2n
2
5− Un+1 = V n +
(
tn − 1
tn+1
)(
V n − V n−1)
fin
2.6 Résultats Numériques
Nous concluons cette section avec quelques résultats numériques. Tout d’abord,
pour l’exemple 1D avec une condition initiale qui est la marche se déplaçant de gauche
à droite étudiée dans les sections précédentes.
Dans la figure 2.13 , la solution calculée par la méthode de marche au sens des
moindres carrés après 20 pas de temps est représentée sur la gauche. Sur la droite, la
contrainte de positivité a été ajouté, mais pas la contrainte de la variation totale. Nous
pouvons expliquer que la contrainte de positivité est très efficace dans cet exemple
parce que les oscillations se produisent sur les valeurs extrêmes du signal initial. Avec
l’expérience numérique suivante, l’influence du paramètre λ est étudiée dans la figure
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(a) (b)
FIGURE 2.13 – (a) Solution sans aucune contrainte . (b) Solution du problème avec
contrainte de positivité.
2.14. La contrainte de positivité n’est pas utilisée et TV agit sur les oscillations. Si nous
voulons supprimer les oscillations le signal est déformé.
La combinaison de la contrainte de positivité et de la variation total avec un paramètre
λ petit permet d’éliminer les oscillations sans aucune modification de la forme du si-
gnal.
La variation totale du signal initial est égale à 99. Dans la figure 2.15, la solution cal-
culée par la méthode de marche en temps est représentée à gauche, TV = 147, 51, au
milieu, la contrainte de positivité a été ajoutée, TV = 99, 11 et sur la droite, les deux
contraintes ont été ajoutées, la contrainte de positivité et une variation totale pénalisée,
TV = 99, 01. Les solutions calculées sont présentées après 20 pas de temps.
Pour montrer l’impotence de la variation totale, considérons maintenant le cas où les
oscillations se produisent n’importe où, contrairement au cas précédent. Notons que
la contrainte de positivité est très efficace dans l’exemple précédent. La figure 2.16
illustre ce résultat.
La variation totale du signal initial est 198. Les solutions calculées sont présentées
après 20 pas de temps. Il peut être vérifié que les oscillations parasites disparaissent
avec la contrainte de positivité et TV. Sur la première ligne à droite, TV = 281, 11,
sur la deuxième ligne à gauche TV = 232, 23 et TV = 198, 03 sur la droite.
La nécessité de la contrainte de positivité et de la variation totale apparaît clairement
si nous voulons supprimer toutes les oscillations sans modifier la forme du signal,
comme le montre la figure 2.17, où nous comparons deux solutions après 20 pas de
temps : à gauche la solution avec seulement la pénalisation de TV, et sur la droite, la
solution avec la contrainte de positivité et de la variation totale.
La variation totale des deux solutions est égale à 198, 035. Le paramètre λ est
significativement plus faible lorsque nous utilisons à la fois la contrainte de positivité
et la contrainte de la variation totale pénalisée : λ = 0, 004 et λ = 0, 0187 seulement
pour la contrainte de positivité.
Avant d’examiner des exemples 2D, nous montrons que le taux de convergence de
la méthode des éléments finis n’est pas touché par les contraintes. Dans la figure
2.18 l’erreur est tracée en échelle logarithmique pour la formulation au sens des
moindres carrés avec méthode de marche en rouge et, en bleu pour la formulation avec
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contraintes de positivité et variation totale. L’ordre de convergence est de 2 pour les
deux.
Un exemple 2D est maintenant considéré. Une bosse soumis à un champ de vitesse de
rotation. Dans la figure 2.19 le champ de vitesse et la position initiale de la bosse sont
donnés.
Dans la figure 2.20 les résultats pour la formulation au sens des moindres carrés
sont présentés. La première rangée, à gauche, une projection sur le plan x, y de la bosse
est tracée, à droite, une tranche sur un plan horizontal passant par le centre de la bosse
est représentée. Sur la deuxième rangée, à gauche, une tranche sur un plan vertical
passant par le centre de la bosse est représentée, sur la droite, la bosse est représentée
après une rotation de Π2 .
Dans la figure 2.21 les résultats pour la formulation au sens des moindres carrés
avec une contrainte de positivité sont présentés. La première rangée, à gauche, une
projection sur le plan x, y de la bosse est tracée, à droite une tranche sur un plan
vertical passant par le centre de la bosse est représentée. Sur la deuxième rangée,
à gauche, une tranche sur un plan horizontal passant par le centre de la bosse est
représentée, sur la droite, la bosse est représentée après une rotation de Π2 .
Dans la figure 2.22 les résultats pour la formulation au sens des moindres carrés
avec la contrainte de positivité et de la variation totale pour λ = 2 sont présentés. La
première rangée, à gauche, une projection sur le plan x, y de la bosse est tracée, à
droite une tranche sur un plan vertical passant par le centre de la bosse est représentée.
Sur la deuxième rangée, à gauche, une tranche sur un plan horizontal passant par le
centre de la bosse est représentée, sur la droite, la bosse est représentée après une
rotation de Π2 .
Un exemple 2D est maintenant considéré avec une double bosse soumise à un champ
de vitesse de rotation comme dans le cas précédent. Dans la figure 2.23 le champ de
vitesse et la position initiale de la bosse sont donnés.
Dans la figure 2.24 les résultats pour la formulation au sens des moindres carrés sont
présentés. Au premier rang, sur la gauche, une projection sur le plan x, y de la bosse y
est représentée, sur la droite, une tranche sur un plan horizontal passant par le centre
de la bosse est représentée. Sur la deuxième rangée, à gauche, une tranche sur un plan
vertical passant par le centre de la bosse est représentée, sur la droite, la bosse est
représentée après une rotation de Π2 .
Dans la figure 2.25 les résultats pour la formulation au sens des moindres carrés
avec une contrainte de positivité sont présentés. La première rangée, à gauche, une
projection sur le plan x, y de la bosse est tracée, à droite, une tranche sur un plan
horizontal passant par le centre de la bosse est représentée. Sur la deuxième rangée,
à gauche, une tranche sur un plan vertical passant par le centre de la bosse est
représentée, sur la droite, la bosse est représentée après une rotation de Π2 . Le schéma
numérique avec une contrainte de positivité amortit les oscillations dans la direction
du champ de vitesse, mais pas dans la direction orthogonale.
Dans la figure 2.26 les résultats pour la formulation au sens des moindres carrés avec
une contrainte de positivité et la variation totale avec λ = 2 sont présentés. La première
rangée, à gauche, une projection sur le plan x, y de la bosse est tracée, à droite, une
tranche sur un plan horizontal passant par le centre de la bosse est représentée. Sur la
deuxième rangée, à gauche, une tranche sur un plan vertical passant par le centre de la
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bosse est représentée, sur la droite, la bosse est représentée après une rotation de Π2 .
Le schéma numérique avec une contrainte de positivité et de la variation totale gère les
oscillations dans les deux directions.
Dans la dernière figure, l’influence de λ est étudiée avec une contrainte de positivité.
Remarque. Comme dans le cas 1D, l’exemple numérique précédent montre que
la contrainte de positivité ne permet pas d’éliminer les oscillations pour le saut
intermédiaire du signal et justifie l’utilisation de la variation totale pénalisée.

Dans le tableau ci dessous la relation entre les valeurs de la variation totale de la
solution numérique et la valeur de la variation totale du signal initial et les valeurs de
λ sont donnés. Cela justifie la nécessité d’être légèrement inférieur à la valeur initiale
de la variation totale si nous voulons annuler les oscillations.
Solution TV Contrainte de positivité TV et λ
Signal initial 2.07104 Non
Non et
λ = 0
Solution au
sens des
moindres
carrés 2.27104 Non
Non et
λ = 0
Solution au
sens des
moindres
carrés 1.93104 Oui
Non et
λ = 0
Solution au
sens des
moindres
carrés 1.74104 Oui
Oui et
λ = 2
2.7 Conclusion
Dans ce chapitre nous avons montré que l’équation de transport peut être résolu en
utilisant une approche au sens des moindres carrés qui conduit à des schémas simple à
utiliser, contrairement à la méthodes de caractéristiques, ou à la méthode des éléments
finis discontinus avec limiteur de flux.
Nous constatons que la méthode de Galerkin discontinue [35] et la méthode de Nitche
sont incapables d’éliminer les oscillations parasites, la méthode de multiplicateur de
Lagrange généralisée et la méthode de pénalisation permettent d’éliminer les under-
shooting mais les oscillations intermédiaires persistent toujours.
Même si dans certains cas simples, contrôler les valeurs extrêmes de la solution cal-
culée permet de supprimer les oscillations, un soin particulier doit être apporté dans le
choix de la méthode de projection numérique pour assurer ce contrôle. Pour des situa-
tions générales une contrainte de pénalisation de la variation totale est nécessaire. Nous
pouvons conclure que le schéma numérique proposé qui contrôle les valeurs extrêmes
de la solution avec une pénalisation de sa variation totale est en mesure d’annuler les
oscillations parasites quelle que soit la condition initiale . En outre, ce schéma nu-
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mérique n’affecte pas l’ordre de la convergence de la méthode des éléments finis de
Lagrange. La méthode proposée est une réponse acceptable à la carence de la méthode
des éléments finis pour la résolution numérique de l’équation de transport.
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(a) (b)
(c) (d)
(e) (f)
FIGURE 2.14 – (a) Solution sans aucune contraintes .(b) λ = 0.001. (c) λ = 0.005. (d)
λ = 0.01. (e) λ = 0.02. (f) λ = 0.05.
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FIGURE 2.15 – (a) Solution sans aucune contraintes. (b) Solution avec la contrainte de
positivité. (c) Solution avec contrainte de positivité et TV
(a) (b)
(c) (d)
FIGURE 2.16 – (a) Signal initial. (b) Solution au sens des moindres carrés sans au-
cune contrainte. (c) Solution du problème avec contrainte de positivité. (d) Solution du
problème avec contrainte de positivité et variation totale.
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(a) (b)
FIGURE 2.17 – (a) Solution avec pénalisation de TV. (b) Solution avec contrainte de
positivité et pénalisation de TV.
FIGURE 2.18 – Courbes de convergence pour la formulation moindres carrés et formu-
lation moindres carrés avec contraintes de positivité et TV
FIGURE 2.19 – A gauche champ de vecteurs . A droite position initiale de la bosse
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FIGURE 2.20 – Solution pour la formulation au sens des moindres carrés
FIGURE 2.21 – Solution au sens des moindres carrés avec contrainte de positivité
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FIGURE 2.22 – Solution au sens des moindres carrés avec contrainte de positivité et
TV
FIGURE 2.23 – A gauche champ de vecteurs . A droite position initiale de la bosse
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FIGURE 2.24 – Solution au sens des moindres carrés
FIGURE 2.25 – Solution au sens des moindres carrés avec contrainte de positivité
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FIGURE 2.26 – Solution au sens des moindres carrés avec contrainte de positivité et
TV
λ = 0
λ = 0 Avec contrainte de positivité
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λ = 1 Avec contrainte de positivité
λ = 2 Avec contrainte de positivité
λ = 10 Avec contrainte de positivité
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Une autre approche de la
résolution numérique de
l’équation de Transport
Cette partie est consacrée à la résolution numérique de l’équation de transport en
utilisant la géométrie différentielle.
L’idée est de ne pas résoudre le problème dans le domaine initial mais de se placer sur
la variété intégrale M définie par les vecteurs propres associés aux valeurs propres non
nulles et de résoudre le problème seulement sur M , à condition que la divergence de
ces vecteurs propres est nulle.
Les théorèmes d’existence et d’unicité de la solution sur les variétés et pour le problème
général sont reproduits en annexe.
La résolution se fait en utilisant une méthode de marche en temps comme elle a été
présentée dans la partie précédente.
Le problème consiste à trouver une fonction u : Q→ R satisfaisant :{
∂tu+ ( v˜(x, t) | ∇u(x, t) ) = f dansQ
u(x, 0) = u0(x) pour x dans Ω
Rappelons que la formulation du problème au sens des moindres carrés est donnée par :
ρ = argminw∈H0
∫
Q
(
(
v˜ | ∇˜w
)
− f)2 dt dx
avec H0 = H0(v,Q, ∂Q−) = {ϕ ∈ H(v,Q), ϕ = 0 sur ∂Q−} ,
H(v,Q) =
{
ϕ ∈ L2(Q),
(
v˜ | ∇˜ϕ
)
∈ L2(Q)
}
, v est la vitesse, ∂Q− est la partie
entrante du bord de Q et ∇˜ϕ =
(
∂ϕ
∂t ,
∂ϕ
∂x1
, ∂ϕ∂x2 , . . . ,
∂ϕ
∂xd
)t
pour une fonction suffisam-
ment régulière ϕ définie sur Q.
On considère l’exemple en 2D espace-temps de l’équation du transport pour Q =
(0, 1)× (0, 1) et v˜ = (1, 1)t.
On discrétise le problème avec une méthode de Galerkin. Les éléments finis étant de
type Q1. On introduit un sous espace de dimension finis Vh, on choisit une base ϕj de
Vh. Sur chaque élément, la fonction inconnue est approchée par :
uh =
N∑
j=1
ujϕj (2.79)
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avec uj = uh(aj) pour 1 ≤ j ≤ N . Le problème variationnel s’écrit :∑
K˜
∫
K˜
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt =
∑
K˜
∫
Q
f
(
v˜ | ∇˜ϕi
)
dx dt; (2.80)
La formulation (2.80) correspond à un problème de diffusion avec une matrice de dif-
fusion singulière J = v˜⊗ v˜, qui a un vecteur propre non nul v˜ associé à la valeur propre
non nulle. Dans ce cas on sait que résoudre le problème dégénéré équivaut à résoudre
le problème sur la variété M qui a pour vecteur tangent v˜ (voir annexe et [30]).
on propose de résoudre le problème sur un maillage déformé par les courbes intégrales
du flot (voir l’annexe pour le calcul du flot). On définit K˜ = {a˜1, a˜2, a˜3, a˜4} le carré
courant déformé par le flot. Pour calculer les matrices, nous utilisons la technique du
retour à l’élément de référence K. Soit le changement de variable TK suivant :
TK
(
x˜
t˜
)
=
(
1 w
0 1
)(
x˜
t˜
)
et
T−1K
(
x
t
)
=
(
1 −w
0 1
)(
x
t
)
Comme fonctions de base nous avons :
ϕ˜1(x˜, t˜) =
τ − t˜
τ
xi+1 − x˜
h
ϕ˜2(x˜, t˜) =
τ − t˜
τ
x˜− xi
h
ϕ˜3(x˜, t˜) =
t˜
τ
x˜− xi
h
ϕ˜4(x˜, t˜) =
t˜
τ
xi+1 − x˜
h
avec h = ∆x = τ = ∆t. On calcule :
∂ϕj
∂x =
∂ϕ˜j
∂x˜
∂x˜
∂x +
∂ϕ˜j
∂t˜
∂t˜
∂x
∂ϕj
∂t =
∂ϕ˜j
∂x˜
∂x˜
∂t +
∂ϕ˜j
∂t˜
∂t˜
∂t
Donc∫
K
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt =
∫
K˜
|DetMK |[∂ϕ˜j
∂x˜
∂x˜
∂t
+
∂ϕ˜j
∂t˜
∂t˜
∂t
+v˜(
∂ϕ˜j
∂x˜
∂x˜
∂x
+
∂ϕ˜j
∂t˜
∂t˜
∂x
)]
[
∂ϕ˜i
∂x˜
∂x˜
∂t
+
∂ϕ˜i
∂t˜
∂t˜
∂t
+ v˜(
∂ϕ˜i
∂x˜
∂x˜
∂x
+
∂ϕ˜i
∂t˜
∂t˜
∂x
)] dx dt
avec MK =
(
1 w
0 1
)
. Alors
∫
K
(
v˜ | ∇˜ϕj
)(
v˜ | ∇˜ϕi
)
dx dt =
∫
K˜
[−w∂ϕ˜j
∂x˜
+
∂ϕ˜j
∂t˜
+v˜
∂ϕ˜j
∂x˜
][−w∂ϕ˜i
∂x˜
+
∂ϕ˜i
∂t˜
+v˜
∂ϕ˜i
∂x˜
] dx dt
=
∫
K˜
[(v˜ − w)∂ϕ˜j
∂x˜
+
∂ϕ˜j
∂t˜
][(v˜ − w)∂ϕ˜i
∂x˜
+
∂ϕ˜i
∂t˜
] dx dt
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Donc la matrice élémentaire est donnée par :
Ae =
∫
K˜
[(v˜ − w)∂ϕ˜j
∂x˜
+
∂ϕ˜j
∂t˜
][(v˜ − w)∂ϕ˜i
∂x˜
+
∂ϕ˜i
∂t˜
] dx dt (2.81)
Par assemblage de p éléments et en prenant la condition initiale u(0, x˜) = u0(x˜) =
1
2 + (
1
2 tanh(100(x˜ + wt˜) − 50)) on trouve les résultats présentés dans les figures
ci-dessous pour 20 pas de temps. La figure (a) représente la solution où la vitesse de
(a) (b)
FIGURE 2.27 – (a) Solution pour v˜ = w = 1, (b)Solution pour v˜ = 1 et w = 0.5
l’équation v˜ et la vitesse des points du maillage w est la même (on a utilisé le flot
exact), donc on a bien la solution exacte, par contre dans la figure (b) la vitesse des
points du maillage est petite par rapport à la vitesse de l’équation, alors dans ce cas
la solution diffuse. Malgré ce problème de diffusion cette méthode évite les difficultés
qui apparaissent dans la résolution classique par la méthode des éléments finis au sens
des moindres carrés espace-temps présentée dans la partie précédente. La figure 2.28
représente les résultats obtenus sans maillage mobile, où la figure (a) représente la
solution pour un seul pas de temps et la figure (b) représente la solution pour 20 pas de
temps.
2.8 Conclusion
Lorsqu’on veut résoudre un problème dégénéré c’est-à-dire que KerJ 6= {0}, on
peut se placer sur la sous variété M dont TM est généré par les vecteurs propres asso-
ciés aux valeurs propres strictement positives dans le cas où les vecteurs propres sont
à divergence nulle. On peut à partir de ce résultat, construire une méthode numérique
où le domaine est maillé par des éléments finis géométriques déformés par un paramé-
trage de la variété définie à partir des vecteurs propres associés aux valeurs propres non
nulles et au lieu de résoudre le problème sur le domaine de référence on le résout sur
le domaine déformé.
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(a) (b)
FIGURE 2.28 – (a) Solution pour un seul pas temps ; (b) Solution pour 20 pas temps.
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Chapitre 3
Utilisation du transport optimal
pour le suivi dynamique
d’images ou la reconstruction
anatomique
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3.1 Introduction
L’imagerie Médicale a pris en une vingtaine d’année une place prépondérante dans
l’aide au diagnostic et au traitement des pathologies humaines. La diversité d’imagerie
permet d’étudier de nombreux aspects différents du Vivant, l’anatomie d’abord et aussi
les fonctions métaboliques, mécaniques,...etc
Cependant, l’information utile pour le médecin est plus ou moins directement acces-
sible. Il est aujourd’hui possible de réaliser dans l’imagerie cardiaque par exemple,
une exploration du cœur en (pseudo) 3D et au cours du cycle cardiaque pour étudier
l’anatomie et divers aspects fonctionnels. Un certain nombre de coupes dans le plan
orthogonal au grand axe du cœur (de 3 à plus de 10) sont réalisées pour couvrir l’en-
semble du cœur du patient.
A partir des séries de piles d’images résultantes, il s’agit d’extraire par exemple la
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forme des structures cardiaques ou leur dynamique dans le cas où on dispose de séries
temporelles de coupes. Ces opérations sont des problèmes inverses : reconstruire une
forme 3D à partir d’un nombre limité de points dans l’espace, estimer le mouvement
à partir de quelques "prises de vue" au cours du cycle cardiaque. La reconstruction
des structures 3D avec des tranches 2D est habituellement obtenu avec des techniques
d’interpolation linéaire entre les deux tranches.
L’objectif de ce chapitre est de proposer une méthode numérique qui permet de re-
construire l’anatomie du cœur, à partir d’images de coupe 2D de celui-ci à un temps
fixé. Les méthodes les plus fréquentes en imagerie dynamique pour interpoler entre
deux images d’une suite d’images données utilisent des déformations de maillage [76].
Nous nous sommes intéressés dans ce chapitre à une méthode fondée sur la théorie du
transport optimal. Le transport optimal est très peu utilisé en imagerie, sauf dans les
méthodes de segmentation ou de recalage [45], mais le transport optimal a connu ces
dernières années beaucoup d’intérêt de la part des mathématiciens [73] [54].
Le chapitre est organisé comme suit : dans la première partie, on présente le problème
et on rappelle brièvement quelques résultats concernant la résolution par transport opti-
mal dans le cas 1D. La deuxième section est consacrée à la résolution numérique pour
le cas 2D ; on présente l’algorithme de Douglas-Rachford [28] et on traite le cas du
suivi dynamique d’une image et celui de la reconstruction 3D.
3.2 Interpolation par Transport Optimal
Le modèle mathématique couramment utilisé pour décrire le mouvement d’un objet
est le flot optique ou le flot optique étendu, qui exprime respectivement l’invariance
du niveau de gris des pixels au cours du mouvement ( ou plus précisément sur les
trajectoires des pixels) ou la conservation de la quantité de gris (masse de gris)[4] [64].
Si nous notons ρ la fonction intensité de gris, et v la vitesse du mouvement apparent de
la brillance ou de l’intensité de gris, une suite d’images est considérée via l’application
niveau de gris ρ : Q = (0, 1) × Ω → R+ où Ω ⊂ Rd, le support des images, d =
1, 2, 3 est un domaine Lipschitzien borné. Si les points de l’images se déplacent avec
un champs de vitesse v : Q → Rd, alors sur les trajectoires X(t, x), les valeurs du
niveau de gris ρ(t,X(t, x)) sont constantes.
C’est ce qui traduit l’équation du flot optique standard [4] :
∂tρ(t,X(t, x)) + v.∇xρ(t,X(t, x)) = 0 (3.1)
L’hypothèse que le niveau de gris ne change pas au cours du mouvement est parfois
restrictive. Une hypothèse plus faible est considérée qui remplace la constante du ni-
veau de gris par la conservation de la masse de gris et qui est appelée l’équation du flot
optique généralisé. Elle s’écrit :
∂tρ+ v.∇xρ+ div (v)ρ = 0 (3.2)
L’équation précédente conduit à un problème mal posé, car il n’y a qu’une équation,
pour plusieurs inconnus : le niveau de gris ρ et la vitesse v. Des formulations variation-
nelles ou des problèmes de minimisation pour calculer simultanément (ρ, v) ont été
proposées, d’abord par [48] puis après par beaucoup d’autres auteurs. Ici, on cherche
(ρ, v) simultanément en résolvant le problème de transport optimal de masse.
Commençons par présenter le problème de transport optimal de masses.
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Le problème de transport optimal se formule comme suit : On considère deux densités
strictement positives, continues et définies sur un domaine borné Ω ⊂ Rd vérifiant :∫
Ω
ρ0(x)dx =
∫
Ω
ρ1(x)dx = 1
On dira que les densités ont la même masse, normalisée à 1. Dans l’application du
traitement d’images, ces densités correspondent aux niveaux de gris.
Le problème consiste à déterminer une application M : Ω→ Ω, qui transporte ρ0 vers
ρ1, tel que pour tout sous ensemble mesurable A de Ω, M satisfait∫
x∈A
ρ0(x)dx =
∫
M(A)
ρ1(y)dy
et minimise : ∫
Ω
C(x,M(x))ρ0(x)dx
où C(x, y) ≥ 0 est le coût du transport de x ∈ Ω vers y ∈ Ω.
Si M est différentiable et bijective, alors∫
x∈A
ρ0(x)dx =
∫
M(A)
ρ1(y)dy
est équivalente à
ρ0(x) = ρ1(M(x))|det(∇M(x))|
On considère ici le transport optimal L2, on définit donc C(x, y) = ‖x− y‖2.
Le problème admet un unique transport optimal T qui s’écrit sous la forme du gradient
d’une fonction convexe ψ :
M(x) = ∇ψ(x)
Alors la fonction ψ est solution de l’équation de Monge-Ampère suivante :
det(∂2ψ(x))ρ1(∇ψ(x)) = ρ0(x)
Donc la solution du problème de transport optimal s’obtient par la résolution de l’équa-
tion précédente.
Puisque cette équation est non linéaire, Benmaou-Brenier ont proposé de reformuler le
problème dans un autre contexte.
En considérant un intervalle de temps fixé [0, T ], et pour toute fonction ρ(x, t) ∈ R∗+
et v(x, t) ∈ Rd, ils ont montré que le problème de transport optimal dépendant du
temps est équivalent à minimiser " l’énergie cinétique " liée au déplacement du niveau
de gris :
Argmin
ρ,v
T
∫
Q
ρ(x, t) ‖v(x, t)‖2 dx dt (3.3)
où Q = Ω× (0, T ), sous la contrainte{
∂tρ(x, t) + div(v(x, t)ρ(x, t)) = 0, dansΩ× (0, T ), ( v |n ) = 0 sur ∂Ω× (0, T )
ρ(x, 0) = ρ0; ρ(x, 1) = ρ1.
(3.4)
( . | . ) désigne le produit scalaire, et n est la normale extérieure à ∂Ω.
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Dans ce paragraphe nous présentons brièvement le cas 1D et sa résolution numé-
rique.
Soit ρ0 et ρ1 deux fonctions strictement positives, minorées par des constantes posi-
tives, continues, et définies sur un intervalle borné [xl, xr]. Les deux fonctions sont
normalisées à 1 : ∫ xr
xl
ρ0(x)dx =
∫ xr
xl
ρ1(x)dx = 1
On cherche une application M : [xl, xr]→ [xl, xr] qui satisfait :∫ xr
xl
f(M(x))ρ0(x)dx =
∫ xr
xl
f(y)ρ1(y)dx (3.5)
pour tout f ∈ C0(R;R), et pour laquelle l’infimum de∫ xr
xl
|M(x)− x|2ρ0(x)dx
est atteint. Cette quantité définit la distance de Kantorovich-Wassertein entre ρ0 et ρ1.
Puisque nous travaillons avec des intervalles et des fonctions continues, M est un dif-
féomorphisme. M est une distribution de masse entre ρ0 et ρ1 et vérifie :{
ρ0 = M
′ρ1(M)
M(xl) = xl
(3.6)
D’après le résultat de Benamou-Brenier [16], le carré de la distance de Kantorovich-
Wassertein entre ρ0 et ρ1 est égale à
inf
ρ,v
∫ xr
xl
∫ 1
0
ρ(x, t)|v(x, t)|2dxdt
pour (ρ, v), satisfaisant : 0 ≤ ρ{
∂tρ(x, t) + div ((v(x, t)ρ(x, t))) = 0, dans [xl, xr]× (0, 1)
v(xl, .) = v(xr, .) = 0; ρ(x, 0) = ρ0; ρ(x, 1) = ρ1.
(3.7)
En outre, le minimum est atteint pour le couple (ρ, vM ) avec M défini par (3.6), et
X(t, x) = (1− t)x+ tM(x), tel que, pour toute fonction continue f , X vérifie :∫ xr
xl
∫ 1
0
f(x, t)ρ(x, t)dxdt =
∫ xr
xl
∫ 1
0
f(t,X(t, x))ρ0(x)dxdt
cela donne, vM (x, t) = M(X−1(x, t))−X−1(x, t).
La résolution numérique de ce problème se fait de la manière suivante. Prenons par
exemple l’intervalle égale à (0, 1), nous introduisons une subdivision {xj}Jj=0 de l’in-
tervalle où J étant fixé, pour 0 ≤ j ≤ J , xj = jδw avec δw = 1J . Tout d’abord
on calcule la solution approchée du problème (3.6) par le schéma implicite d’Euler
suivant : {
M j+1 = M j + δx
ρ0(xj+1)
ρ1(Mj+1)
M0 = 0.
(3.8)
Ensuite, nous cherchons une solution approchée de l’équation de transport (3.7).
Pour cela, on définit tn = n 1N pour 0 ≤ n ≤ N . Alors pour tout (xj , tn), on
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calcule X−1(xj , tn) avec X(xj , tn) = (1 − tn)xj + tnM(xj) puis on évalue la
vitesse, vM (xj , tn) = M(X−1(xj , tn)) − X−1(xj , tn). Par suite par une méthode
des moindres carrés on calcule ρ(xj , tn), pour 0 ≤ n ≤ N et 0 ≤ j ≤ J la solution
approchée de (3.7).
3.2.1 Transport numérique 2D entre deux images
Dans cette partie la résolution numérique par transport optimal pour les images
2D est introduite, ensuite nous appliquons cette méthode d’une part pour extraire la
dynamique du cœur pour une coupe de celui-ci perpendiculaire au grand axe du cœur
et d’autre part pour la reconstruction 3D du cœur à partir d’image de coupe 2D de
celui-ci.
On considère deux densités ρ0, ρ1 : [0, 1]2 → R∗+ vérifiant :∫
[0,1]2
ρ0(x)dx =
∫
[0,1]2
ρ1(x)dx = 1
Benamou et Brenier [16] ont montré que le problème de transport optimal présenté
dans la section précédente, résout le problème suivant pour la densité ρ(x, t) ∈ R∗+ et
la vitesse v(x, t) ∈ R2.
min
(v,ρ)∈C0
1
2
∫
Ω
∫ 1
0
ρ(x, t) ‖v(x, t)‖2 dt dx (3.9)
où Ω = [0, 1]2 est le domaine spatial, n sa normale sortante et l’ensemble des
contraintes non linéaires est défini par :
C0 = {(v, ρ) : div(ρv) + ∂tρ = 0, ρ(., 0) = ρ0, ρ(., 1) = ρ1, ( v |n ) = 0 sur ∂Ω× (0, T )}
Comme dans [16], on effectue le changement de variable (v, ρ) 7→ (m, ρ), où m = ρv,
on obtient alors le problème d’optimisation convexe pour le couple (m, ρ) :
min
(m,ρ)∈C
1
2
∫
Ω
∫ 1
0
‖m(x, t)‖2
ρ(x, t)
dt dx (3.10)
et l’ensemble des contraintes linéaires s’écrit :
C = {(m, ρ) : div (m) + ∂tρ = 0, ρ(., 0) = ρ0, ρ(., 1) = ρ1, (m |n ) = 0 sur ∂Ω× (0, T )}
Avant de présenter la méthode numérique, nous donnons quelques commentaires sur le
problème de minimisation sous contrainte. Soit à résoudre le problème suivant :
argmin
r2
h
+ I{r2+(h−α/2)2=α24 }
où I est la fonction indicatrice des (r, h) ∈ R× R∗+ tels que : r2 + (h− α/2)2 = α
2
4 .
La fonctionnelle J(r, h) = r
2
h est convexe et est représentée par la figure 3.2.1. Elle
admet une infinité de minima.
L’intersection de J avec l’ensemble des contraintes qui représente dans ce cas un
cercle de centre (0, α2 ) et de rayon
α
2 pour α quelconque, est réduit à un seul point.
Donc on conclut que l’ajout de la contrainte désingularise la fonctionnelle J .
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FIGURE 3.1 – La fonctionnelle J.
• Passons maintenant à la résolution numérique. Donnons deux images ρ0 et ρ1, nous
calculons un processus d’évolution ρ(t, .) qui transporte ρ0 vers ρ1. Le domaine spatial
est discrétisé sur une grille rectangulaire spatiale de taille N = n × n. Le domaine
temporel [0, 1] est discrétisé avec p points.
Introduisons les variables discrètes w ∈ R(N×p)2 ×RN×p qui représente une approxi-
mation de la solution (m, ρ) du problème d’optimisation (3.10) en tous les points de
la grille espace-temps (mj,k, ρj,k) ' (m(xj , tk), ρ(xj , tk)). w est un 3-vecteur en
chaque point de la grille espace-temps wj,k = (mj,k, ρj,k), 1 ≤ j ≤ N , 1 ≤ k ≤ p.
La grille espace-temps étant régulière la fonctionnelle approchée s’écrit :
J(w) =
∑
xj ,tk
‖mj,k‖22
ρj,k
Le problème initial (3.10) est approché en résolvant le problème convexe de dimension
finie suivant :
min
w
J(w) + ICh(w) (3.11)
où ICh est la fonction indicatrice associée à l’ensemble convexe fermé Ch, telle que
ICh(w) =
{
0, siw ∈ Ch
∞, sinon
L’ensemble des contraintes discrètes Ch correspond à une approximation de l’équation
de continuité d˜iv(w) = 0, où d˜iv est l’opérateur de divergence espace-temps d˜iv =
div (.) + ∂t., les conditions aux limites pour le champs w sont
(w|n˜) =

0, pour n˜normale ∂Ω× (0, 1)
ρ1, pour n˜ = {0, 0, 1}t
ρ0, pour n˜ = {0, 0,−1}t
(3.12)
On note A la matrice de l’opérateur de divergence espace-temps discrétisé et r0 le
vecteur de R(N×p)2 × RN×p défini par :
r0 =

0, pour 2 < p < n− 1, 1 ≤ j ≤ N
ρ0(xj), pour p = 1, 1 ≤ j ≤ N
ρ1(xj), pour p = n, 1 ≤ j ≤ N
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La matrice A est modifiée de manière classique afin de prendre en compte les condi-
tions aux limites (3.12). L’ensemble des contrainte s’écrit :
Ch =
{
w ∈ R(N×p)2 × RN×p : Aw = r0
}
(3.13)
3.3 Algorithme de partition proximal
Dans cette section, nous donnons le schéma pour résoudre (3.11) proposé dans [60].
Cela nécessite de calculer les opérateurs proximaux de la fonction J et de la fonction
indicatrice de l’ensemble des contraintes ICh .
3.3.1 Les opérateurs Proximaux
La minimisation d’une fonctionnelle F sur un espace de HilbertH nécessite l’utili-
sation d’ algorithmes adaptés aux propriétés spécifiques de la fonctionnelle. Les fonc-
tions régulières peuvent être minimisées grâce à l’algorithme de décente de gradient,
ce qui est impossible dans le cas que l’on considère, car la fonctionnelle J → +∞
quand ρ→ 0. L’utilisation de la méthode de descente du gradient est impossible car le
gradient de J n’est pas Lipschitz.
Remarquons qu’une méthode de descente du gradient s’écrit :
wn+1 = wn + αDJ(wn)
ce qui est la version explicite du problème de minimisation
wn+1 = argmin
w
1
2
‖w − wn‖2 + αJ(w)
La méthode qu’on utilise ici est appelée méthode de partition proximale et est une
généralisation pour des J non différentiable.
L’opérateur proximal ProxγF : H → H pour une fonction convexe, semi continue
inférieure F : H → R ∪ {+∞} est défini par :
ProxγF (z) = argmin
q∈H
‖z − q‖2 + γF (q)
Pour permettre l’utilisation de ces opérateurs, il est nécessaire d’être capable de les
calculer.
Calcul de l’opérateur proximal de la fonctionnelle J. L’opérateur proximal de la
fonctionnelle J est défini pour w0 ∈ R(N×p)2 × RN×p par :
ProxλJ(w) = argmin
w
1
2
‖w − w0‖2 + λJ(w) (3.14)
La fonctionnelle convexe discrète s’écrit
J(w) = J(m, ρ) =
∑
1≤j≤N, 1≤k≤p
j(mj,k, ρj,k)
avec
∀(u, q) ∈ R2 × R∗+, j(u, q) =
‖u‖22
q
.
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L’opérateur proximal de J est calculé, avec l’opérateur proximal de j pour chaque
composante
Proxλj(wj,k)
On résout le couple d’équations que fournissent les conditions d’optimalité d’Euler de
(3.14) {
2λmρ +m−m0 = 0
−λ‖m‖2ρ2 + ρ− ρ0 = 0
Ici pour ne pas alourdir les notations les indices j et k sont supprimés, mais les calculs
sont effectués pour tous les 1 ≤ j ≤ N et 1 ≤ k ≤ p. Alors l’opérateur proximal de J
est donné par
(m, ρ) = Proxλj(m0, ρ0)
avec
m =
m0
1 + 2λ/ρ
et ρ est la plus grande racine réelle du polynôme de troisième ordre suivant
P (ρ) = ρ3 + (4λ− ρ0)ρ2 + (4λ2 − 4λρ0)ρ− (λ ‖m0‖2 + 4λ2ρ0) = 0
Calcul de l’opérateur proximal de la fonction indicatrice L’opérateur proximal de
la fonction indicatrice G = ICh est un opérateur de projection et est défini par
ProxG(w) = ProjCh(w) =
1
2
Arg min
Aw=r0
‖w − w0‖2
Une méthode de multiplicateur de Lagrange pour la contrainte fournit{
Argmin 12 ‖w − w0‖2 + λt(Aw)
Aw = r0
L’annulation de la dérivée est donnée par{
w − w0 +A∗λ = 0
Aw = r0
il vient, en éliminant λ de l’équation précédente
ProxλG = ProjCh(w) = w0 +A
∗(AA∗)−1(r0 −Aw0) (3.15)
Algorithme de Douglas-Rachford Ce qui est aujourd’hui appelé l’algorithme
Douglas-Rachford remonte à une méthode initialement proposée dans [36] pour ré-
soudre les équations de la forme u = Ax + Bx où A et B sont des matrices définies
positives. La méthode a été ensuite transformée en [51] pour traiter des problèmes non
linéaires et améliorée dans [52] pour résoudre des problèmes d’inclusion monotone.
L’algorithme de Douglas-Rachford (DR) est une méthode de partition proximale qui
permet de résoudre
argmin
w
G1(w) +G2(w) (3.16)
où G1 et G2 sont deux fonctions convexes définies sur un espace de Hilbert.
Dans notre cas on prend G1(w) = J(w) et G2(w) = ICh(w).
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L’algorithme de (DR) itératif défini une suite (w(l), z(l)) à partir d’une initialisation
(w(0), z(0)) par :{
z(l+1) = z(l) + α[ProxγJ(2w
(l) − z(l))− w(l)]
w(l+1) = ProxγG(z
(l+1))
(3.17)
Pour 0 < α < 2 et 0 < γ, deux paramètres
On peut montrer que z(l) → z∗ solution de (3.16) [28].
3.3.2 Suivi dynamique d’une coupe du ventricule gauche
On considère une image cardiaque d’une coupe 2D à deux temps différents et nous
cherchons à trouver une séquence d’images intermédiaires afin d’extraire la dynamique
du cœur au cours du cycle cardiaque, fin de diastole, fin de systole, de sorte que la pre-
mière image de la séquence est égale à la première image donnée et la dernière image
à la deuxième image donnée en utilisant l’algorithme (3.17).
Prenons une image initiale ρ0 représentant une coupe 2D du ventricule gauche d’un
patient en fin de diastole, et une image finale ρ1 représentant une coupe 2D du même
patient en fin de systole, présentées ci-dessous.
Toutes les figures présentées dans cette partie sont de taille 40× 40.
Pour un traitement d’image satisfaisant, on abandonne les structures qui ne nous inté-
FIGURE 3.2 – Image initiale à gauche, image finale à droite
resse pas, et on ne considère que les ventricules gauche et droit du cœur. La figure 3.3
représente une suite de quatre images obtenues par transport optimal, la première et la
dernière étant données.
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FIGURE 3.3 – Images intermédiaires simulées après 2000 itérations de (3.17)
La figure 3.5 représente la différence en norme L2 entre les images IRM acquises
et les images simulées tels que, la différence pour le premier temps est comprise entre
−9.42e−4 et 9.42e−4, la différence pour le second temps est comprise entre−9.42e−4
et 9.42e−4, la différence pour le troisième temps est comprise entre−0.0015 et 0.0013
et enfin la différence pour le dernier temps est comprise entre 0.0012 et 0.0014.
Toutes les figures présentées dans cette partie se lient de gauche à droite puis de haut
en bas.
FIGURE 3.4 – Images IRM aux mêmes temps que dans la séquence que la figure 3.3
Khadidja Benmansour 102
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0091/these.pdf 
© [K. Benmansour], [2014], INSA de Lyon, tous droits réservés
CHAPITRE 3. UTILISATION DU TRANSPORT OPTIMAL POUR LE SUIVI
DYNAMIQUE D’IMAGES OU LA RECONSTRUCTION ANATOMIQUE
FIGURE 3.5 – Images simulées, images acquises et différence entre les images IRM
acquises et les images simulées pour 4 temps intermédiaires du cycle équi-répartis
3.3.3 Reconstruction de l’anatomie du cœur
Le but de cette section et de reconstruire l’anatomie du cœur en utilisant la méthode
numérique à partir d’images de coupe 2D à un temps fixé. Nous commençons tout
d’abord par des exemples simples qui illustrent l’utilisation du transport optimal pour
interpoler entre deux images.
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FIGURE 3.6 – Une gaussienne ρ0 à gauche, une gaussienne ρ1 à droite
Exemple1 : Le premier exemple considéré est celui de deux gaussiennes ρ0 et ρ1. Le
domaine spatial est discrétisé sur une grille avec n = 20, la discrétisation temporelle a
été fixée à p = 60 et les paramètres γ = α = 1 et ρmin = .05 pour ρ0 et ρ1.
L’image transportée obtenue est présentée dans la figure 3.7 après 2000 itérations de
FIGURE 3.7 – Images intermédiaires
l’algorithme (3.17).
La figure 3.8 représente la courbe de convergence de la fonctionnelle J à minimiser
en fonction des itérations.
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FIGURE 3.8 – La fonctionnelle J
FIGURE 3.9 – Images de départ et finale
Exemple2 : Dans cet exemple les images considérées sont deux anneaux centrés de
tailles différentes tel que ρ0 représente l’anneau de grande taille et ρ1 représente le petit
anneau. Le domaine spatial est discrétisé sur une grille avec n = 40 et la discrétisation
temporelle a été fixée à p = 60 et les paramètres γ = α = 1 et ρmin = .09 pour ρ0 et
ρ1. La figure 3.10 représente les images intermédiaires obtenues lorsqu’on transporte
ρ0 vers ρ1 après 2000 itérations.
Khadidja Benmansour 105
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0091/these.pdf 
© [K. Benmansour], [2014], INSA de Lyon, tous droits réservés
CHAPITRE 3. UTILISATION DU TRANSPORT OPTIMAL POUR LE SUIVI
DYNAMIQUE D’IMAGES OU LA RECONSTRUCTION ANATOMIQUE
FIGURE 3.10 – Images intermédiaires
La figure 3.11 représente la fonctionnelle J . Les oscillations présentes dans la fi-
gure proviennent de l’approximation du calcul de l’opérateur ProxγJ , ρj,k pouvant
être proche de zéro.
FIGURE 3.11 – La fonctionnelle J
Khadidja Benmansour 106
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0091/these.pdf 
© [K. Benmansour], [2014], INSA de Lyon, tous droits réservés
CHAPITRE 3. UTILISATION DU TRANSPORT OPTIMAL POUR LE SUIVI
DYNAMIQUE D’IMAGES OU LA RECONSTRUCTION ANATOMIQUE
Exemple 3 : Considèrent maintenant l’exemple des densités irrégulières pour
n = 60, p = 100 et les paramètres γ = .025, α = 1.98 et ρmin = .05 pour ρ0 et ρ1.
FIGURE 3.12 – L’étoile ρ0 à gauche, La boule ρ1 à droite
La figure 3.13 représente les images intermédiaires obtenues après 100 itérations et
la figure 3.14 représente la fonctionnelle J .
FIGURE 3.13 – Images intermédiaires
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FIGURE 3.14 – La fonctionnelle J décroit de 3.54e3 à 1.001
Reconstruction anatomique Dans cette partie nous prenons deux images de deux
coupes orthogonales au grand axe du cœur à des altitudes décroissantes pour un temps
arbitrairement fixé, fin de la diastole (Figure 3.15) et fin de systole (Figure 3.19) et nous
cherchons à trouver les images intermédiaires entre les deux coupes afin de reconstruire
l’anatomie du cœur. Pour un traitement d’image satisfaisant et pour retrouver les struc-
tures d’intérêts parmi toutes les autres, on utilise un masque de la structure recherchée.
FIGURE 3.15 – Image pour la première coupe. Image pour la dernière coupe
FIGURE 3.16 – Image avec masque pour la première coupe à gauche. Image avec
masque pour la dernière coupe à droite
Le premier exemple que l’on considère est celui de deux coupes d’images car-
diaques à des altitudes décroissantes en fin de la diastole. La figure 3.17 représente
les images obtenues après 2000 itérations. Le domaine spatial est discrétisé sur une
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grille avec n = 40, la discrétisation temporelle a été fixé à p = 100 et les paramètres
γ = α = 1, et ρmin = .05 pour ρ0 et ρ1.
FIGURE 3.17 – Images intermédiaires
La fonctionnelle J pour cet exemple est présentée dans la figure 3.18.
FIGURE 3.18 – La fonctionnelle J décroit de 117.22 à 0.73
La fonctionnelle J présente des valeurs aberrantes dû au maillage grossier, ce qui fait
apparaitre des valeurs négatives de ρ et par suite on ne voit pas bien la décroissance de
la fonctionnelle.
La figure 3.19 représente le comportement de J en éliminant ces valeurs et en prenant
que les 100 premières itérations.
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FIGURE 3.19 – Fonctionnelle J décroit de 117.22 à 3.10
Le deuxième exemple que l’on considère est celui de deux coupes d’images
cardiaques à des altitudes décroissantes en fin de la systole.
FIGURE 3.20 – Image pour la première coupe à gauche. Image pour la dernière coupe
à droite
FIGURE 3.21 – Image avec masque pour la première coupe à gauche. Image avec
masque pour la dernière coupe à droite
La figure 3.22 représente les images intermédiaires obtenues après 2000 itérations
de l’algorithme (3.17). Le domaine spatial est discrétisé sur une grille avec n = 40
et la discrétisation temporelle a été fixée à p = 100 et les paramètres γ = α = 1 et
ρmin = .09 pour ρ0 et ρ1.
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FIGURE 3.22 – Images intermédiaires
FIGURE 3.23 – La fonctionnelle J décroit de 73.088 à 0.32
Comme précédemment en éliminant les valeurs aberrantes on obtient la fonction-
nelle J représentée dans la figure 3.24 pour les 100 premières itérations.
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FIGURE 3.24 – La fonctionnelle J pour 100 points décroit de 73.088 à 3.76
3.3.4 Interpolation en temps
Par les exemples précédents nous concluons que le transport optimal permet d’in-
terpoler entre deux images initiale et finale données, mais dans certain cas l’interpola-
tion en temps entre deux images définit par ρt(x, t) = (1− t)ρ0(x) + tρ1(x) peut être
aussi une solution du problème de transport optimal. Numériquement, nous constatons
que le résultat de l’algorithme (3.17) est proche d’une interpolation temporelle lorsque
la valeur initiale de la densité ρ est prise très petite ou très grande ou lorsque les images
(ρ0 et ρ1) ont des valeurs très proches. Essayons de justifier cela par l’analyse suivante :
Relevons les conditions limites par translation, on note wt =
 00
(1− t)ρ0 + tρ1
,
par suite 
d˜iv(w − wt) = ρ0 − ρ1, dans Q
(w|n˜) = 0 sur ∂Q
ρ(0, .)− ρt(0, .) = 0 dans Ω
ρ(1, .)− ρt(1, .) = 0 dans Ω
alors, {
d˜iv(w˜) = ρ0 − ρ1 dans Q
(w˜|n˜) = 0 sur ∂Q
avec w˜ = w − wt.
Intéressons nous à l’étape ProxλG, nous devons minimiser le problème sous
contrainte : 
min 12 ‖w˜ − w0‖2
d˜iv(w˜) = ρ0 − ρ1 dans Q
(w˜|n˜) = 0 sur ∂Q
Par une méthode de multiplicateur de Lagrange, on calcule
min 12 ‖w˜ − w0‖2 + λ(d˜iv(w˜)− (ρ0 − ρ1))
d˜iv(w˜) = ρ0 − ρ1
(w˜|n˜) = 0
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Par suite 
w˜ − w0 + ∇˜λ = 0 dans Q
d˜iv(w˜) = ρ0 − ρ1 dans Q
(w˜|n˜) = 0 sur ∂Q
⇐⇒{
d˜iv(w˜)− d˜iv(w0) + ∆˜λ = 0 dans Q
d˜iv(w˜) = ρ0 − ρ1 dans Q
⇐⇒{
∆˜λ = d˜iv(w0)− ρ0 + ρ1
∂nλ = (w0|n˜)
si ρ1 − ρ0 << 1, alors
∆˜λ− d˜iv(w0) = 0⇒ ∇˜λ = w0
Ainsi,
w˜ − w0 + ∇˜λ = 0⇒ w˜ = 0⇒ w = wt = (1− t)ρ0 − ρ1
où n˜ est la normale extérieure de ∂Q, ∇˜ est le gradient espace-temps et ∆˜ est le
laplacien espace-temps.
Ce qui justifie le fait que la solution de l’algorithme (3.17) reste proche de l’interpola-
tion en temps.
Dans la figure 3.25 un résultat est présenté après 2000 itérations dans le cas de
l’interpolation entre deux images cardiaques avec masque qui ont des valeurs proches.
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FIGURE 3.25 – Images initiale et finale et quatre images intermédiaires
FIGURE 3.26 – La fonctionnelle J
Remarquons que lorsque γ est choisi grand et α petit on peut trouver une solution
proche de l’interpolation en temps. Remarquons que pour α << 1 on reste proche du
point d’initialisation de (3.17). Nous considérons ici l’exemple de l’interpolation de
l’étoile vers la boule où on prend γ = 1 et α = 1, alors dans ce cas on reste proche de
l’interpolation en temps pour 500 itérations (voir Figure 3.27) contrairement avec ce
qu’on avait trouvé précédemment avec γ = 0.025 et α = 1.98 (Figure 3.13).
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FIGURE 3.27 – Images intermédiaires équi-réparties en temps, la première et la der-
nière sont données.
FIGURE 3.28 – La fonctionnelle J et un zoom sur les 60 premières itérations
3.3.5 Analyse des performances de l’algorithme
Dans la section précédente nous avons vu que le choix des paramètres γ et α agit
sur la solution obtenue à savoir l’interpolation temporelle ou pas, et cela lorsqu’ils sont
pris trop grands ou trop petits. L’opérateur proximal ProxγJ , est défini par :
argmin
1
2
‖w − w0‖2 + γJ(w)
où les conditions d’optimalité sont données par :{
wi − w0i + 2γ wiρ = 0
ρ− ρ0 − γ ‖wi‖
2
ρ2 = 0
pour i = 1, 2.
Remarquons que cela est équivalent à résoudre sur un pas de longueur γ avec un schéma
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d’Euler implicite une approximation de l’équation différentielle{
w˙ = −γDJ(w)t
w(0) = w0
c’est à dire
w1 − w0
γ
= −DJ(w1)t
Remarquons que
d
dt
J(w(t)) = DJ(w(t))
d
dt
w(t) = −γ ‖DJ‖2
Ainsi, au cours du temps J est non croissante. Comme cela est fait pour les équa-
tions différentielles ordinaires, nous proposons d’adapter le pas γ de la manière
suivante : on se donne une tolérance Tol, on évalue DJ à l’itération précédente, si
γ2 ∗maxDJ ≥ Tol on divise γ par deux et on calcule l’opérateur proximal de J avec
le nouveau γ. On impose un minorant positif à γ. Cette technique consiste à demander
à ce que l’erreur locale de consistance soit suffisamment petite. Remarquons que dans
la démonstration de la convergence de l’algorithme donné par Combettes [28], les
paramètres γ et α sont choisis dans des intervalles vérifiant : 0 < γ ; α ∈ (0, 2) et
peuvent varier.
Pour tester notre algorithme nous prenons les mêmes exemples que précédem-
ment d’une coupe IRM 2D à des altitudes décroissantes en fin de la diastole et en
fin de la systole. A la figure 3.29 nous présentons les images interpolées après 300
itérations. La première et la dernière sont fixées, les autres sont équi-réparties en temps.
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FIGURE 3.29 – Images intermédiaires avec l’algorithme adaptatif pour les deux
exemples avec 300 itérations, à gauche pour les coupes en fin de diastole, à droite
pour les coupes en fin de systole
FIGURE 3.30 – La fonctionnelle J décroit de 117, 22 à 0.48
Nous remarquons qu’avec l’étape adaptative on accélère la convergence c’est à dire
après 300 itérations on a un résultat raisonnable par contre pour le cas sans algorithme
adaptatif et avec les paramètres γ = α = 1 après 500 itérations on est encore loin
de la solution attendue, il faut donc 2000 itérations pour avoir les images recherchées
comme le montre la figure 3.31.
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FIGURE 3.31 – Images intermédiaires sans algorithme adaptatif pour les deux exemples
avec 500 itérations, à gauche pour les coupes en fin de diastole, à droite pour les coupes
en fin de systole
Reconstruction 3D Dans la figure 3.32 une représentation 3D du cœur est repré-
sentée en utilisant les deux coupes 2D à deux altitudes différentes de la figure 3.16.
L’interpolation par transport optimal permet la reconstruction 3D.
3.4 Conclusion
L’utilisation de méthode numérique de transport optimal pour reconstruire l’anato-
mie d’un objet comme le cœur, par exemple, à partir d’images de coupes 2D de celui-ci
à un temps fixé est peu développée et semble raisonnable mais l’obtention d’un résultat
numérique adapté dépend de nombre d’itérations dans l’algorithme (3.17) et du choix
des paramètres ainsi que du type des images utilisées.
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FIGURE 3.32 – Reconstruction 3D par transport optimal
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Annexe : Existence et unicité de
la solution sur les variétés et
pour un problème général
Nous donnons ici le théorème d’existence et d’unicité de la solution d’un problème
dégénéré sur les variétés et pour un problème général.
Nous considérons le problème suivant, trouver u solution de :{
div(J∇u) = 0 dans Ω;
u = f sur ∂Ω
(3.18)
avec Ω ⊂ Rn un domaine compact avec frontière régulière ∂Ω, f = f(x1, . . . , xn)
une fonction définie sur ∂Ω et J un tenseur symétrique donné par :
J =

ξ1
ξ2
. . .
ξk
(Idk 00 0
)(
ξ1 ξ2 . . . ξk
)
avec ξ1, . . . , ξk les vecteurs propres de normes positives.
Avant de montrer l’existence et l’unicité de la solution de (3.18) sur la variété intégrale
M dont TM est généré par les vecteurs propres associés aux valeurs propres stricte-
ment positives, nous allons d’abord calculer son expression en coordonnées locales, et
ensuite construire la solution.
Nous commençons par une brève introduction des notations et définitions.
Pour une variété Riemannienne donnée M , on note par < ., . >M son produit scalaire,
divM (.) la divergence d’un champ de vecteur, la dérivée de Lie est notée par L et le
crochet de Lie par [., .]. Rappelons que si (x1, . . . , xk) sont les coordonnées locales,
alors les dérivées partielles ∂xi sont une base de l’espace tangent TmM et dxi une
base de l’espace cotangent T ∗mM .
Par suite, en coordonnées locales un champ de vecteur ξ est égal à
∑
ξk∂xk, pour toute
fonction régulière f : M → R sa dérivée est donnée par :
ξ(f) =
∑
ξk∂xkf
La forme volume est égale à
ω = g
1
2 dx1 . . . dxn
avec det g désigne le déterminant de g exprimée sous forme d’une matrice symétrique
définie positive dans la carte locale.
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La divergence d’un champ de vecteur ξ peut être définie comme la dérivée de Lie de ω
selon ξ
Lξw = divM (ξ)ω
Cette définition s’étend aux champs de vecteurs surRn. La quantité mesure la variation
d’une unité de volume le long des courbes intégrales de ξ.
Le fait que,
ξ(ω(∂x1, . . . , ∂xk)) = Lξw(∂x1, . . . , ∂xk)−
∑
i
ω(∂x1, . . . , [ξ, ∂xi], . . . , ∂xk)
donne l’expression de divM (ξ) en coordonnées locales :
divM (ξ) = g
−1
2 ξ(g
1
2 ) +
∑
i
∂xi(ξ
i) (3.19)
Etant donnée une fonction régulière f , elle a une forme associée, df , défini comme suit
df(ξ) = ξ(f) =
∑
ξk∂xk(f)
Le gradient,∇f , pour toute fonction est défini comme suit : j−1(df), pour j : TmM →
T ∗mM l’isomorphisme donné par j(ξ)(η) :=< ξ, η >M . Donc
< ∇f, ξ >M= j(j−1(df))(ξ) = ξ(f) (3.20)
Les formules ci-dessus (3.19) et (3.20) sont les seules dont nous aurons besoin pour
calculer (3.18) dans les coordonnées locales de M .
Munis des outils et notations ci-dessus,on a :
divRn(J∇u) = divRn(
∑
ξiξj
∂u
∂xj
)
= g−1/2(
∑
ξiξj
∂u
∂xj
)g1/2 +
∑
∂
∂xk
(
∑
ξiξj
∂u
∂xj
)
= g−1/2
∑
ξig
1/2ξj
∂u
∂xj
+
∑ ∂ξi
∂xi
(ξj
∂u
∂xj
) +
∑
ξi
∂
∂xk
(ξj
∂u
∂xj
)
= (g−1/2
∑
ξig
1/2 +
∑ ∂ξi
∂xi
)(ξj
∂u
∂xj
) +
∑
ξi
∂
∂xk
(ξj
∂u
∂xj
)
=
∑
divRn ξj . < ∇u, ξj >Rn +
∑
ξj(< ∇u, ξj >Rn)
= divRn(< ∇u, ξm > .ξm)
=
∑
m < ∇u, ξm >Rn .divRn ξm +
∑
ξm(< ∇u, ξm >Rn)
=
∑
m < ∇u, ξm >M .divM ξm +
∑
ξm(< ∇u, ξm >M )
l (3.21)
La dernière équation est obtenue dans le cas où divRn(J∇u) est restreinte à M .
En outre,
divM (J∇u) =
∑
m
< ∇u, ξm >M .divM (ξm) +
∑
m
ξm(< ∇u, ξm >M ) (3.22)
Si le champ de vecteur a une divergence nulle dans Rn, alors les deux expressions
(3.21) et (3.22) sont égales à :∑
m
ξm(< ∇u, ξm >M ) =
∑
m
ξm(< ∇u, ξm >Rn) =
∑
m
ξm(uξm)
où uξm est la dérivée partielle (dans Rn) dans la direction ξm(x1, . . . , xn). Cette coïn-
cidence de formulations conduit à :
Proposition 3.1 Si divRn(ξi) = 0, pour tout i, alors il existe une unique solution du
problème (3.18) sur toutes variétés intégrales.
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Existence et unicité de la solution du problème sur les
variétés :
Theorème 3.1 Soit M une variété Riemannienne compacte intégrée dans Rn. Si ξm
sont les champs de vecteurs orthonormales (les vecteurs propres associés aux valeurs
propres strictement positives) et f une fonction régulière, alors les problèmes suivants
ont une solution unique régulière :
1. divRn(J∇u)|M = f , avec u|∂M = 0
2. divRn(J∇u)|M = 0, avec u|∂M = f
3. ut = divRn(J∇u)|M , avec u|∂M = f et une condition initial u0
Proposition 3.2 La solution des problèmes 2 et 3 du théorème (3.1) est infiniment
régulière et vérifie le principe du Maximum :
max
M
u = max
∂M
u = max
∂M
f, pour le cas 2
max
t
u(t) = max(u0, f), pour le cas 3
Pour les preuves du théorème (3.1) et la proposition (3.2) voir [30].
Existence et unicité de la solution du problème général
Le but de cette section est de prouver que (3.18) admet une solution unique.
Theorème 3.2 Soit Ω un domaine compacte de Rn avec une frontière régulière ∂Ω,
si f est une fonction définie sur ∂Ω telle que la restriction aux variétés intégrales est
régulière, alors il existe une unique solution du problème donné par :
div(J∇u) = 0
avec
u|M = f
Preuve. L’opérateur différentiel elliptique se restreint à une E.D.P sur chacune des
variétés intg´rales M , qui par le thórème 3.1 admet une unique solution régulière uM ,
qui prolonge f |∂Ω∩M à tout ensemble. Maintenant, par le théorème de Frobenius, ces
variétés recouvrent tout l’espace, de sorte que ∀m ∈ R, il existe une unique partie Mm
passant par le point. La fonction dans Rn est définie comme suit :um = uMm solution
du problème général. 
Calcul de la solution pour un exemple simple
Dans cette section nous donnons quelques étapes pour le calcul de la solution du
problème, dans le cas d’un seul vecteur propre non nul ξ et n = 3 et Q ⊂ R3 un
domaine borné. Le problème consiste à résoudre
div(J∇u) = f, dansR3
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Lorsque div(ξ) = 0, alors le problème se restreint à résoudre :
div(J∇u)M = f (3.23)
avec M la variété de R3 dont le vecteur tangent est ξ qui est le vecteur propre associé
à la valeur propre non nulle.
Résoudre le problème (3.23) est équivalent à résoudre :{
d
dτ (
d
dτ ϕ) = g(τ) = f(X(τ, x˜));
ϕ(0), ϕ(τs) donnees
(3.24)
En posant ϕ(τ) = u(X(τ, x˜)). X est le flot associé à ξ solution de :{
d
dτX(τ, x˜) = ξ(X(τ, x˜));
X(0, x˜) = x˜ ∈ ∂Q (3.25)
Soit G(s, t) la fonction de Green de
−d2
dτ
= δτ
Alors
ϕ(t) =
∫ ts
t0
G(s, t)f(X(s, x˜)) ds;
Donc pour connaître u(t, x˜) on doit calculer le flotX et puis trouver la courbe intégrale
passant par (t, x˜), ensuite poser :
u(t, x˜) =
∫ ts
t0
G(s, t)f(X(s, x˜)) ds;
Calcul du flot X : Prenons ξ =
 1−y
x
 qui correspond à J =
 1 −y x−y y2 −yx
x −yx x2
.
Sous forme matricielle le problème (3.25) s’écrit :
X˙ =
X˙1X˙2
X˙3
 =
0 0 00 0 −1
0 1 0
X1X2
X3

Soient
Y˙ =
(
Y˙1
Y˙2
)
=
(
0 −1
1 0
)(
Y1
Y2
)
et les valeurs propres λ1 = i, λ2 = −i , les vecteurs propres accociés respectivement
sont v1 =
(
1
−i
)
et v2 =
(
1
i.
)
Donc
Y (t) = αeitv1 + βe
−itv2 (3.26)
et
Y (0) = αv1 + βv2
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Y (0) =
(
x
y
)
⇒
(
α
β
)
=
(
ix−y
2i
ix+y
2i
)
On remplace les valeurs de α et β dans (3.26), alors{
Y1(t) = x(
eit+e−it
2 )− y( e
it+e−it
2i )
Y2(t) = x(
eit−e−it
2i ) + y(
eit+e−it
2 )
Par suite, le flot X est donné par : X1(t) = tX2(t) = x cos t− y sin t
X3(t) = x sin t+ y cos t
Il est difficile de calculer analytiquement la solution, on a donc recours à une méthode
d’approximation qui est la méthode des éléments finis. Un cas simple est présenté dans
la dernière partie du chapitre 2, celui de la formulation au sens des moindres carrés de
l’équation de transport.
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