Abstract. We consider the convergence of a continuous-time Markov chain approximation X h , h > 0, to an R d -valued Lévy process X. The state space of X h is an equidistant lattice and its Q-matrix is chosen to approximate the generator of X. In dimension one (d = 1), and then under a general sufficient condition for the existence of transition densities of X, we establish sharp convergence rates of the normalised probability mass function of X h to the probability density function of X. In higher dimensions (d > 1), rates of convergence are obtained under a technical condition, which is satisfied when the diffusion matrix is non-degenerate.
Introduction
Discretization schemes for stochastic processes are relevant both theoretically, as they shed light on the nature of the underlying stochasticity, and practically, since they lend themselves well to numerical methods. Lévy processes, in particular, constitute a rich and fundamental class with applications in diverse areas such as mathematical finance, risk management, insurance, queuing, storage and population genetics etc. (see e.g. [22] ).
1.1. Short statement of problem and results. In the present paper, we study the rate of convergence of a weak approximation of an R d -valued (d ∈ N) Lévy process X by a continuoustime Markov chain (CTMC). Our main aim is to understand the rates of convergence of transition densities. These cannot be viewed as expectations of (sufficiently well-behaved, e.g. bounded continuous) real-valued functions against the marginals of the processes, and hence are in general hard to study.
Since the results are easier to describe in dimension one (d = 1), we focus first on this setting. Specifically, our main result in this case, Theorem 2.4, establishes the precise convergence rate of the normalised probability mass function of the approximating Markov chain to the transition density of the Lévy process for the two proposed discretisation schemes, one in the case where X has a non-trivial diffusion component and one when it does not. More precisely, in both cases we approximate X by a CTMC X h with state space Z h := hZ and Q-matrix defined as a natural discretised version of the generator of X. This makes the CTMC X h into a continuous-time random walk, which is skip-free (i.e. simple) if X is without jumps (i.e. Brownian motion with drift). The where λ is the Lévy measure of X, is related to the activity of the small jumps of X and plays a crucial role in the rate of convergence. We assume that either the diffusion component of X is present (σ 2 > 0) or the jump activity of X is sufficient (Orey's condition [29, p. 190, Proposition 28.3] , see also Assumption 2.3 below) to ensure that X admits continuous transition densities p t,T (x, y) (from x at time t to y at time T > t), which are our main object of study.
Let P h t,T (x, y) := P(X h T = y|X h t = x) denote the corresponding transition probabilities of X h and let ∆ T −t (h) := sup
x,y∈Z h p t,T (x, y) − 1 h P h t,T (x, y) .
The following table summarizes our result (for functions f ≥ 0 and g > 0, we shall write f = O(g) (resp. f = o(g), f ∼ g) for lim sup h↓0 f (h)/g(h) < ∞ (resp. lim h↓0 f (h)/g(h) = 0, lim h↓0 f (h)/g(h) ∈ (0, ∞)) -if g converges to 0, then we will say f decays no slower than (resp. faster than, at the same rate as) g):
We also prove that the rates stated here are sharp in the sense that there exist Lévy processes for which convergence is no better than stated.
Note that the rate of convergence depends on the Lévy measure λ, it being best when λ = 0 (quadratic when σ 2 > 0), and linear otherwise, unless the pure jump part of X has infinite variation, in which case it depends on the quantity κ. This is due to the nature of the discretisation of the Brownian motion with drift (which gives a quadratic order of convergence, when σ 2 > 0), and then of the Lévy measure, which is aggregated over intervals of length h around each of the lattice points; see also (v) of Remark 3.11. In the infinite activity case, κ(h) = o(1/h), indeed κ is bounded, if in addition κ(0) < ∞. However, the convergence of hκ(h/2) to zero, as h ↓ 0, can be arbitrarily slow.
Finally, if X is a compound Poisson process (i.e. λ(R) ∈ (0, ∞)) without a diffusion component, but possibly with a drift, there is always an atom present in the law of X at a fixed time, which is why the finite Lévy measure case is studied only when σ 2 > 0.
The proof of Theorem 2.4 is in two steps: we first establish the convergence rate of the characteristic exponent of X h t to that of X t (Subsection 3.2). In the second step we apply this to the study of the convergence of transition densities (Section 4) via their spectral representations (established in Subsection 3.1). Note that in general the rates of convergence of the characteristic functions do not carry over directly to the distribution functions. We are able to follow through the above programme by exploiting the special structure of the infinitely divisible distributions in what amounts to a detailed comparison of the transition kernels p t,T (x, y) and P h t,T (x, y). By way of example, note that if λ([−1, 1]\[−h, h]) ∼ 1/h 1+α for some α ∈ (0, 1), then κ(h) ∼ h −α and the convergence of the normalized probability mass function to the transition density is by Theorem 2.4 of order h 1−α , since κ(0) = ∞ and Orey's condition is satisfied. In particular, in the case of the CGMY [5] (tempered stable) or β-stable [29, p. 80 ] processes with stability parameter β ∈ (1, 2), we have α = β − 1 and hence convergence of order h 2−β . More generally, if β := inf{p > 0 : [−1,1] |x| p dλ(x) < ∞} is the Blumenthal-Getoor index, and β ≥ 1, then for any p > β, ζ(δ) = O(δ 2−p ). Conversely, if for some p ≥ 1, ζ(δ) = O(δ 2−p ), then β ≤ p.
This gives the overall picture in dimension one. In dimensions higher than one (d > 1), and then under a straightforward extension of the discretization described above, essentially the same rates of convergence are obtained as in the univariate case; this time under a technical condition (cf. Assumption 2.5), which is satisfied when the diffusion-matrix is non-degenerate. Our main result in this case is Theorem 2.7.
1.2. Literature overview. In general, there has been a plethora of publications devoted to the subject of discretization schemes for stochastic processes, see e.g. [19] , and with regard to the pricing of financial derivatives [15] and the references therein. In particular, there exists a wealth of literature concerning approximations of Lévy processes in one form or another and a brief overview of simulation techniques is given by [28] .
In continuous time, for example, [18] approximates by replacing the small jumps part with a diffusion, and discusses also rates of convergence for E[g • X T ], where g is real-valued and satisfies certain integrability conditions, T is a fixed time and X the process under approximation; [9] approximates by a combination of Brownian motion and sums of compound Poisson processes with two-sided exponential densities. In discrete time, Markov chains have been used to approximate the much larger class of Feller processes and [4] proves convergence in law of such an approximation in the Skorokhod space of càdlàg paths, but does not discuss rates of convergence; [32] has a finite state-space path approximation and applies this to option pricing together with a discussion of the rates of convergence for the prices. With respect to Lévy process driven SDEs, [21] (resp. [34] ) approximates solutions Y thereto using a combination of a compound Poisson process and a high order scheme for the Brownian component (resp. discrete-time Markov chains and an operator approach) -rates of convergence are then discussed for expectations of sufficiently regular realvalued functions against the marginals of the solutions.
We remark that approximation/simulation of Lévy processes in dimensions higher than one is in general more difficult than in the univariate case, see, e.g. the discussion on this in [6] (which has a Gaussian approximation and establishes convergence in the Skorokhod space [6, p. 197 , Theorem
2.2])
. Observe also that in terms of pricing theory, the probability density function of a process can be viewed as the Arrow-Debreu state price, i.e. the current value of an option whose payoff equals the Dirac delta function. The singular nature of this payoff makes it hard, particularly in the presence of jumps, to study the convergence of the prices under the discretised process to its continuous counterpart.
Indeed, Theorem 2.7 can be viewed as a generalisation of such convergence results for the wellknown discretisation of the multi-dimensional Black-Scholes model (see e.g. [24] for the case of Brownian motion with drift in dimension one). In addition, existing literature, as specific to approximations of densities of Lévy processes (or generalizations thereof), includes [12] (polynomial expansion for a bounded variation driftless pure-jump process) and [13] (density expansions for multivariate affine jump-diffusion processes). [20, 33] study upper estimates for the densities. On the other hand [2] has a result similar in spirit to ours, but for solutions to SDEs: for the case of the Euler approximation scheme, the authors there also study the rate of convergence of the transition densities.
Further, from the point of view of partial integro-differential equations (PIDEs), the density In particular, we mention the finite-difference method, which is in some sense the counterpart of the present article in the numerical analysis literature, discretising both in space and time, whereas we do so only in space. In general, this literature often restricts to finite activity processes, and either avoids a rigorous analysis of (the rates of) convergence, or, when it does, it does so for initial conditions h = u(0, ·), which exclude the singular δ-distribution. For example, [8, p. 1616, Assumption 6.1] requires h continuous, piecewise C ∞ with bounded derivatives of all orders; compare also Propositions 5.1 and 5.4 concerning convergence of expectations in our setting. Moreover, unlike in our case where the discretisation is made outright, the approximation in [8] is sequential, as is typical of the literature: beyond the restriction to a bounded domain (with boundary conditions), there is a truncation of the integral term in L, and then a reduction to the finite activity case, at which point our results are in agreement with what one would expect from the linear order of convergence of [8, p. 1616, Theorem 6.7] .
The rest of the paper is organised as follows. Section 2 introduces the setting by specifying the Markov generator of X h and precisely states the main results. Then Section 3 provides integral expressions for the transition kernels by applying spectral theory to the generator of the approximating chain and studies the convergence of the characteristic exponents. In section 4 this allows us to establish convergence rates for the transition densities. While Sections 3 and 4 restrict this analysis to the univariate case, explicit comments are made in both, on how to extend the results to the multivariate setting (this extension being, for the most part, direct and trivial). Finally, Section 5 derives some results regarding convergence of expectations 
Here (Σ, λ, µ)c is the characteristic triplet relative to the cut-off functionc
V is 1 or 0, the latter only if
Note that X is then a Markov process with
We refer to [3, 29] for the general background on Lévy processes.
Since Σ ∈ R d is symmetric, nonnegative definite, it is assumed without loss of generality that
We let l := max{k ∈ {1, . . . , d} : σ 2 k > 0} (max ∅ := 0). In the univariate case d = 1, Σ reduces to the scalar σ 2 := σ 2 1 . Now fix h > 0. Consider a CTMC X h = (X h t ) t≥0 approximating our Lévy process X (in law). We describe X h as having [26] 
and an infinitesimal generator L h given by a spatially homogeneous Q-matrix Q h (i.e. Q h ss depends only on s − s , for {s,
h , and L h f (s) = s ∈S Q h ss f (s ). It remains to specify Q h . To this end we discretise on Z d h the infinitesimal generator L of the Lévy process X, thus obtaining L h . Recall that [29, p. 208, Theorem 31.5] :
We specify L h separately in the univariate, d = 1, and in the general, multivariate, setting.
2.1.1. Univariate case. In the case when d = 1, we introduce two schemes. Referred to as discretization scheme 1 (resp. 2), and given by (2.2) (resp. (2.4)) below, they differ in the discretization of the first derivative, as follows.
Under discretisation scheme 1, for s ∈ Z h and f : Z h → R vanishing at infinity:
where the following notation has been introduced:
• for s ∈ Z h \{0}: c h s := λ(A h s ); • and finally:
Note that Q h has nonnegative off-diagonal entries for all h for which:
and in that case Q h is a genuine Q-matrix. Moreover, due to spatial homogeneity, its entries are then also uniformly bounded in absolute value.
Further, when σ 2 > 0, it will be shown that (2.3) always holds, at least for all sufficiently small h (see Proposition 3.9). However, in general, (2.3) may fail. It is for this reason that we introduce scheme 2, under which the condition on the nonnegativity of off-diagonal entries of Q h holds vacuously.
To wit, we use in discretization scheme 2 the one-sided, rather than the two-sided discretisation of the first derivative, so that (2.2) reads:
Importantly, while scheme 2 is always well-defined, scheme 1 is not; and yet the two-sided discretization of the first derivative exhibits better convergence properties than the one-sided one (cf. Proposition 3.10). We therefore retain the treatment of both these schemes in the sequel.
For ease of reference we also summarize here the following notation which will be used from Subsection 3.2 onwards:
and for δ ∈ (0, 1]:
dλ(x). 
and we agree ∅ := 0). Here the following notation has been introduced:
• and finally for j ∈ {1, . . . , d}:
Notice that when d = 1, this scheme reduces to scheme 1 or scheme 2, according as σ 2 > 0 or σ 2 = 0. Indeed, statements pertaining to the multivariate scheme will always be understood to include also the univariate case d = 1.
Remark 2.1. The complete analogue of c h 0 from the univariate case would be the matrix c h 0 , entries
However, as h varies, so could c h 0 , and thus no diagonalization of c h 0 + Σ possible (in general), simultaneously in all (small enough) positive h. Thus, retaining c h 0 in its totality, we should have to discretize mixed second partial derivatives, which would introduce (further) nonpositive entries in the corresponding Q-matrix Q h of X h . It is not clear whether these would necessarily be counter-balanced in a way that would ensure nonnegative off-diagonal entries. Retaining the diagonal terms of c h 0 , however, is of no material consequence in this respect.
It is verified just as in the univariate case, component by component, that there is some h ∈ (0, +∞] such that for all h ∈ (0, h ), L h is indeed the infinitesimal generator of some CTMC (i.e. the off-diagonal entries of Q h are nonnegative). Q h is then a regular (as spatially homogeneous) Q-matrix, and X h is a compound Poisson process, whose Lévy measure we denote λ h .
Summary of results.
We have, of course: Remark 2.2 (Convergence in distribution). X h converges to X weakly in finite-dimensional distributions (hence w.r.t. the Skorokhod topology on the space of càdlàg paths [17, p. 415, 3.9 Corollary]) as h ↓ 0.
Next, in order to formulate the rates of convergence, recall that P h t,T (x, y) (resp. p t,T (x, y)) denote the transition probabilities (resp. continuous transition densities, when they exist) of X h (resp. X) from x at time t to y at time T , {x, y} ⊂ Z d h , 0 ≤ t < T . Further, for 0 ≤ t < T define:
We now summarize the results first in the univariate, and then in the multivariate setting (Remark 2.2 holding true of both).
2.2.1. Univariate case. The assumption alluded to in the introduction is the following (we state it explicitly when it is being used):
Assumption 2.3. Either σ 2 > 0 or Orey's condition holds:
The usage of the two schemes and the specification of V is as summarized in Table 1 . In short we use scheme 1 or scheme 2, according as σ 2 > 0 or σ 2 = 0, and we use V = 0 or V = 1, according as λ(R) < ∞ or λ(R) = ∞. By contrast to Assumption 2.3 we maintain Table 1 as being in effect throughout this subsubsection. Table 1 . Usage of the two schemes and of V depending on the nature of σ 2 and λ.
Lévy measure/diffusion part
Under Assumption 2.3 for every t > 0, φ Xt ∈ L 1 (m) where m is Lebesgue measure and (for 0 ≤ t < T , {x, y} ⊂ R):
} dp (2.6) (cf. Remark 3.1). Similarly, with Ψ h denoting the characteristic exponent of the compound Poisson
Note that the right-hand side is defined even if P(X h t = x) = 0 and we let the left-hand side take this value when this is so.
The main result can now be stated.
Theorem 2.4 (Convergence of transition kernels). Under Assumption 2.3, whenever s > 0, the convergence of ∆ s (h) is as summarized in the following table. In general convergence is no better than stipulated.
More exhaustive statements, of which this theorem is a summary, are to be found in Propositions 4.5 and 4.6, and will be proved in Section 4.
Multivariate case.
The relevant technical condition here is:
Again we shall state it explicitly when it is being used.
Remark 2.6. It is shown, just as in the univariate case, that Assumption 2.5 holds if l = d, i.e. if Σ is non-degenerate. Moreover, then we may take P = 0, C = 1 2 2 π 2 ∧ d j=1 σ 2 j , = 2 and h 0 = h . It would be natural to expect that the same could be verified for the multivariate analogue of Orey's condition, which we suggest as being:
the unit sphere (resp. closed ball of radius r centered at the origin)). Specifically, it is easy to see that (2.9) of Assumption 2.5 still holds.
However, we are unable to show the validity of (2.8).
Under Assumption 2.5, Fourier inversion yields the integral representation of the continuous transition densities for X (for 0 ≤ t < T , {x, y} ⊂ R d ):
On the other hand,
Hilbert space techniques yield for the normalized transition
where Ψ h is the characteristic exponent of X h .
Finally, we state the result with the help of the following notation:
Note that by the dominated convergence theorem, (ζ + χ)(δ) → 0 as δ ↓ 0 (this is seen as in the univariate case, cf. Lemma 3.8).
Theorem 2.7 (Convergence -multivariate case). Let d ∈ N and suppose Assumption 2.5 holds.
Then for any
Remark 2.8. Notice that in the univariate case ζ + χ reduces to ζ. The presence of χ is a consequence of the omission of non-diagonal entries of c h 0 in the multivariate approximation scheme (cf. Remark 2.1).
The proof of Theorem 2.7 is an easy extension of the arguments behind Theorem 2.4, and we comment on this immediately following the proof of Proposition 4.2.
Transition kernels and convergence of characteristic exponents
In the interest of space, simplicity of notation and ease of exposition, the analysis in this and in Section 4 is restricted to dimension d = 1. Proofs in the multivariate setting are, for the most part, a direct and trivial extension of those in the univariate case. However, when this is not so, necessary and explicit comments will be provided in the sequel, as appropriate.
Integral representations.
First we note the following result (its proof is essentially by the standard inversion theorem, see also [29, p. 190 
, Proposition 28.3]).
Remark 3.1. Under Assumption 2.3, for some {P, C, } ⊂ (0, ∞) depending only on {λ, σ 2 } and then all p ∈ R\(−P, P ) and t ≥ 0: |φ Xt (p)| ≤ exp{−Ct|p| }. Moreover, when σ 2 > 0, one may take P = 0, C = 1 2 σ 2 and = 2, whereas otherwise may take the value from Orey's condition in Assumption 2.3. Consequently, X t (t > 0) admits the continuous density f Xt (y) = 1 2π R e −ipy φ Xt (p)dp (y ∈ R). In particular, the law P t,T (x, ·) is given by (2.6).
Second, to obtain (2.7) we apply some classical theory of Hilbert spaces, see e.g. [10] .
We now diagonalize L h , which allows us to establish (2.7). The straightforward proof is left to the reader.
The following introduces a number of bounded linear operators
) and then
).
As λ is finite outside any neighborhood of 0,
) is a bounded linear mapping. We denote this restriction by L h also. Its diagonalization is then given by
where, under scheme 1,
and under scheme 2,
], but we can and will view Ψ h as defined for all real p by the formulae above). Under either scheme, Ψ h is bounded and continuous as the final sum converges absolutely and uniformly.
Proposition 3.5. For scheme 1 under (2.3) and always for scheme 2, for every 0 ≤ t < T , y ∈ Z h and P X h t -a.s. in x ∈ Z h (2.7) holds, i.e.:
Proof. (Condition (2.3) ensures scheme 1 is well-defined (Q h needs to have nonnegative off-diagonal entries).) Note that:
In what follows we study the convergence of (2.6) to (2.7) as h ↓ 0. These expressions are particularly suited to such an analysis, not least of all because the spatial and temporal components are factorized.
One also checks that for every t ≥ 0 and p ∈ R:
Hence X h are compound Poisson processes [29, p. 18, Definition 4.2].
In the multivariate scheme, by considering the Hilbert space
again seen to be compound Poisson with characteristic exponent given by (for p ∈ R d ):
In the sequel, we shall let λ h denote the Lévy measure of X h .
3.2.
Convergence of characteristic exponents. We introduce for p ∈ R:
and, under scheme 1:
respectively, under scheme 2:
Thus:
Next, three elementary but key lemmas. The first concerns some elementary trigonometric inequalities as well as the Lipschitz difference for the remainder of the exponential series
: these estimates will be used again and again in what follows. The second is only used in the estimates pertaining to the multivariate scheme. Finally, the third lemma establishes key convergence properties relating to λ.
Proof. The first set of inequalities may be proved by comparison of derivatives. Then, (1) follows from |e i(x−y) − 1| 2 = 2(1 − cos(x − y)) and |e iy | = 1; (2) from
and finally (3) from the decomposition of |e ix − ix + x 2 /2 − e iy + iy − y 2 /2| 2 into the following terms:
The latter inequalities are again seen to be true by comparing derivatives.
Proof. This is an elementary consequence of the complex Mean Value Theorem [11, p. 859, Theorem 2.2] and the Cauchy-Schwartz inequality.
Lemma 3.8. For any Lévy measure λ on R, one has for the two functions (given for 1 ≥ δ > 0):
Proof. Indeed let µ be the finite measure on (
Hence by Lebesgue dominated convergence theorem (DCT), we have M 0 (δ) = f 0 δ dµ and M 1 (δ) = f 1 (δ)dµ converging to 0dµ = 0 as δ ↓ 0. The "finite first absolute moment" case is similar.
Proposition 3.9. Under scheme 1, with σ 2 > 0, (2.3) holds for all sufficiently small h. Notationwise, under either of the two schemes, we let h ∈ (0, +∞] be such that Q h has non-negative off-diagonal entries for all h ∈ (0, h ).
Proof. If V = 0 this is immediate. If V = 1, then (via a triangle inequality):
|u|dλ(u) → 0 as h ↓ 0 by Lemma 3.8. Eventually the expression is smaller than σ 2 > 0 and the claim follows.
Furthermore, we have the following inequalities, which together imply an estimate for |Ψ h − Ψ|. In the following, recall the notation (δ
Recall also the definition of the sets A h s following (2.2).
Proposition 3.10 (Convergence of characteristic exponents). For all
(ii) when b < ∞ = c; with
(i) We may briefly summarize the essential findings of Proposition 3.10 in Table 2 , by noting that the following will have been proved for p ∈ R and h ∈ (0, h ∧ 2):
where R and Q are polynomials of respective degrees α and β and f : (0, h ∧ 2) → (0, ∞). Table 2 . Summary of Proposition 3.10 via the triplet (f (h), α, β) introduced in (i) of Remark 3.11. We agree deg 0 = −∞, where 0 is the zero polynomial.
(f (h), α, β) σ 2 > 0 (scheme 1) σ 2 = 0 (scheme 2)
(ii) An analogue of (3.4) is got in the multivariate case, simply by looking directly at the difference of (3.3) and (2.1). One does so either component by component (when it comes to the drift and diffusion terms), the estimates being then the same as in the univariate case; or else one employs, in addition, Lemma 3.7 (for the part corresponding to the integral against the Lévy measure). In particular, (3.4) (with p ∈ R d ) follows for suitable choices of R, Q and f , and Table 2 remains unaffected, apart from its last entry, wherein ζ should be replaced by ζ + χ (one must also replace "σ 2 = 0" (resp. "σ 2 > 0") by "Σ (resp. non-)
degenerate" (amalgamating scheme 1 & 2 into the multivariate one) and λ(R) by λ(R d )).
(iii) The above entails, in particular, convergence of Ψ h (p) to Ψ(p) as h ↓ 0 pointwise in p ∈ R. 
Further, if c < ∞ (under V = 0):
where in the second inequality we apply (1) For the remaining two claims, in addition to recalling the general results of Lemma 3.6, we prepare the following specific estimates. Whenever {x, y} ⊂ R, with δ := y − x, 0 = |x| ≥ |δ|, we have:
• using the inequality
and (2) of Lemma 3.6:
• using (3) of Lemma 3.6:
Now, when c = ∞ (under V = 1; for all h ≤ 2), denoting ξ(δ) := [−δ,δ] x 2 dλ(x), we have, under scheme 1, as follows:
where, in particular, we have applied (3.5) to x = ps, y = pu. If in addition b = ∞, we opt rather to use (3.6), again with x = ps and y = pu, and obtain instead:
Under scheme 2, (3.7), (3.8) and (3.10)/(3.11) remain unchanged, whereas (3.9) reads:
Now, combining (3.7), (3.8), (3.9) and (3.10) under scheme 1 (resp. (3.7), (3.8), (3.12) and (3.10) under scheme 2), yields the desired inequalities when b < ∞. If b = ∞ use (3.11) in place of (3.10).
Rates of convergence for transition kernels
Finally let us incorporate the estimates of Proposition 3.10 into an estimate of D h t,T (x, y) (recall the notation in (2.5)). Assumption 2.3 and Table 1 are understood as being in effect throughout this section from this point onwards. Recall that |Ψ h − Ψ| ≤ σ 2 |f h | + µ|g h | + |l h | and that the approximation is considered for h ∈ (0, h ) (cf. Proposition 3.9).
First, the following observation, which is a consequence of the h-uniform growth of − Ψ h (p) as |p| → ∞, will be crucial to our endeavour (compare Remark 3.1).
Proposition 4.1. For some {P, C, } ⊂ (0, ∞) and h 0 ∈ (0, h ], depending only on {λ, σ 2 }, and then all h ∈ (0, h 0 ), p ∈ [−π/h, π/h]\(−P, P ) and t ≥ 0: |φ h Xt (p)| ≤ exp{−Ct|p| }. Moreover, when σ 2 > 0, we may take = 2, P = 0, C = Proof. Assume first σ 2 > 0, so that we are working under scheme 1. It is then clear from (3.1) that:
On the other hand, if σ 2 = 0, we work under scheme 2 and necessarily V = 1. In that case it follows from (3.2) for h ≤ 2 and
Now invoke Assumption 2.3. There are some {r 0 , A 0 } ∈ (0, +∞) such that for all r ∈ (0, r 0 ]:
[−r,r] u 2 dλ(u) ≥ A 0 r 2− . Thus for P = π/(2r 0 ) and then all p ∈ R\(−P, P ), we obtain:
, from which the desired conclusion follows at once. Remark that, possibly, r 0 may be taken as +∞, in which case P may be taken as zero.
Second, we have the following general observation which concerns the transfer of the rate of convergence from the characteristic exponents to the transition kernels. Its validity is in fact independent of Assumption 2.3. and a function f : (0, h 0 ) → (0, ∞), decaying to 0 no faster than some power law, such that for all h ∈ (0, h 0 ):
(2) for all s > 0 and p ∈ [−π/h, π/h]\(−P, P ): |φ X h s (p)| ≤ exp{−Cs|p| }; whereas for p ∈ R\(−P, P ): |φ Xs (p)| ≤ exp{−Cs|p| }.
Then for any s > 0, ∆ s (h) = O(f (h)).
Before proceeding to the proof of this proposition, we note explicitly the following elementary, but key lemma:
Proof. This follows from the inequality |e z − 1| ≤ |z| for z ≤ 0, whose validity may be seen by direct estimation.
Proof. (Of Proposition 4.2.) From (2.6) and (2.7) we have for the quantity ∆ s (h) from (2.5):
Then the first term decays faster than any power law in h by (2) To this end we assume given a function K with the properties that:
h for all sufficiently small h; (E) the quantity
|exp{Ψ(p)s}| dp +
h (p)s} dp decays faster than the leading order term in the estimate of D h t,T (x, y) (for which see, e.g., Table 2 );
(suitable choices of K will be identified later, cf. Table 3 ). We now comment on the reasons behind these choices. First, the constants {C, P, } are taken so as to satisfy simultaneously Remark 3.1 and Proposition 3.10. In particular, if σ 2 > 0, we take = 2, P = 0, C = 1 2 σ 2 , and if σ 2 = 0, we may take from Orey's condition (cf. Assumption 2.3).
Next, we divide the integration regions in (2.6) and (2.7) into five parts (cf. property (F)):
. Then we separate (via a triangle inequality) the integrals in the difference D h t,T (x, y) accordingly and use the triangle inequality in the second and fourth region, thus (with s := T − t > 0):
exp{Ψ(p)s} − exp{Ψ h (p)s} dp.
Finally, we gather the terms with |exp{Ψ(p)s}| in the integrand and use |e z − 1| ≤ e |z| − 1 (z ∈ C)
to estimate the integral over [−K(h), K(h)], so as to arrive at:
Now, the rate of decay of A(h) can be controlled by choosing K(h) converging to +∞ fast enough, viz. property (E). On the other hand, in order to control the second term on the right-hand side of the inequality in (4.1), we choose K(h) converging to +∞ slowly enough so as to guarantee (C). Table 3 lists suitable choices of K(h). It is easily checked from Table 2 (resp. using L'Hôpital's rule coupled with Remark 3.1 and Proposition 4.1), that these choices of K(h) do indeed satisfy (C) (resp. (E)) above. Property (F) is straightforward to verify. Table 3 . Suitable choices of K(h). For example, the σ 2 > 0 and λ(R) = 0 entry indicates that we choose K(h) = 
Further, due to (C), for all sufficiently small h, everywhere on [−K(h), K(h)]:
Manifestly the second term will always decay strictly faster than the first (so long as they are not 0). Moreover, since exp{−Cs|p| }dp integrates every polynomial in |p| (cf. the findings of Proposition 3.10) absolutely, it will therefore be sufficient in the sequel to estimate (cf. (4.1)):
On the other hand, for the purposes of establishing sharpness of the rates for the quantity D h t,T (x, y), we make the following:
Remark 4.4 (RD). Suppose we seek to prove that f ≥ 0 converges to 0 no faster than g > 0, i.e.
then to show lim sup h↓0 f (h)/g(h) ≥ C, it is sufficient to establish lim sup h↓0 A(h)/g(h) ≥ C. We refer to this extremely useful principle as reduction by domination (henceforth RD).
In particular, it follows from our above discussion, that it will be sufficient to consider (we shall always choose x = y = 0): s 2π We have now brought the general discussion as far as we could. The rest of the analysis must invariably deal with each of the particular instances separately and we do so in the following two
propositions. Notation-wise we let DCT stand for Lebesgue dominated convergence theorem. (1) if λ(R) = 0:
Moreover, with σ 2 s = 1 and µ = 0 we have
that in general the convergence rate is no better than quadratic.
(2) if 0 < λ(R) < ∞: 
Moreover, with σ 2 = s = 1, µ = 0 and λ =
Moreover, with σ 2 = s = 1, µ = 0, and λ =
, where x n = 3 2 1 3 n and w n = 1/x n (n ∈ N), one has lim sup h↓0 D h t,T (0, 0)/ζ(h/2) > 0.
Proof. Estimates of ∆ s (h) follow at once from (4.2) and Proposition 3.10, simply by integration.
As regards establishing sharpness of the estimates, however, we have as follows (recall that we always take x = y = 0):
(1) λ(R) = 0. Using (4.3) it is sufficient to consider:
By DCT, we have
2 p 2 }p 4 /4!dp and the claim follows. (2) 0 < λ(R) < ∞. Using (4.3) and further RD via the estimates in the proof of Proposition 3.10, we conclude that it is sufficient to observe for the sequence (h n = 1 3 n ) n≥1 ↓ 0 that:
It is also clear that we may express:
Therefore, by further RD, it will be sufficient to consider:
By DCT it is equal to:
The numerical value of this integral is (to one decimal place in units of 2π) 0.4/(2π), but we can show that I > 0 analytically. Indeed the integrand is positive on [0, 6]. Hence 2πeI ≥ sin(1/2)e cos(3/2) 3 1 pe −p 2 /2 dp − e ∞ 6 pe −p 2 /2 dp = sin(1/2)e cos(3/2) [e −1/2 − e −9/2 ] − e −17 . Now use sin(1/2) ≥ (1/2) · (2/π) (which follows from the concavity of sin on [0, π/2]), so that, very crudely: 2πeI ≥ (1/π)e −1/2 (1 − e −4 ) − e −17 ≥ (1/π)e −1/2 (1/2) − e −17 ≥ (1/e 2 )e −1/2 (1/e) − e −17 ≥ e −4 − e −17 > 0. (3) κ(0) < ∞ = λ(R). Let h n = 1/3 n , n ≥ 1. Because the second term in λ lives on ∪ n∈N Z hn , it is seen quickly (via RD) that one need only consider (to within non-zero multiplicative constants):
(cos(p/3 k ) − 1) dp.
By DCT it is sufficient to observe that:
To see the latter, note that the second integral is immediate and equal to: e −(2π/3) 2 /2 . As for the first one, make the change of variables u = 3p/2. Thus we need to establish that:
Next note that −u 2 /4 + cos(u) is decreasing on [0, π] and the integrand in A is positive. It follows that:
Using integration by parts, it is now clear that this expression is algebraic over the rationals in e, √ 3 and the values of the exponential function at rational multiples of π 2 . Since this explicit expression can be estimated from below by a positive quantity, one can check that
Using (3) of Lemma 3.6 in the estimates of Proposition 3.10, it is then not too difficult to see that it is sufficient to show
−K(hn) p 2 exp{Ψ(p)}dp converges to a strictly positive value as n → ∞, which is transparent (since Ψ is real valued). (1) if Orey's condition is satisfied and κ(0) < ∞ = λ(R), then ∆ s (h) = O(h). Moreover, with 
, where x n = 3 2 1 3 n and w n = 1/x n (n ∈ N), Orey's condition holds with = 1 and one has lim sup h↓0 D h t,T (0, 0)/ζ(h/2) > 0.
Proof. Again the rates of convergence for ∆ s (h) follow at once from (4.2) and Proposition 3.10 (or, indeed, from Proposition 4.2). As regards sharpness of these rates, we have (recall that we take
(1) κ(0) < ∞ = λ(R). Let h n = 1/3 n , n ≥ 1. By checking Orey's condition on the decreasing sequence (h n ) n≥1 , Assumption 2.3 is satisfied with = 1/2 and we have b < ∞ = c. (cos(ps) − cos(pu)) dλ(u)   dp > 0. Now, one can write for s ∈ Z hn \{0} and u ∈ A h s ,
and via RD get rid of the first two terms (i.e. they contribute to B rather than A in Remark 4.4). It follows that it is sufficient to observe:
Finally, via DCT and evenness of the integrand, we need only have:
(cos(px k ) − 1)w k dp = 0.
One can in fact check that the integrand is strictly positive, as Lemma 4.7 shows, and thus the proof is complete.
(2) κ(0) = ∞. The example here works for the same reasons as it did in (4) of the proof of Proposition 4.5 (but here benefiting explicitly also from µ h = 0). We only remark that
Orey's condition is of course fulfilled with = 1, by checking it on the decreasing sequence
Then ψ is strictly positive on (0, ∞).
Proof. We observe that, (i) ψ| (0, and ψ| (3B,9B] > A 0 , and hence the assertion of the lemma will follow at once (by applying the latter first to B = π/2, then B = 3π/2 and so on). So let 3p ∈ (3B, 9B], i.e. p ∈ (B, 3B]. Then
Convergence of expectations and algorithm

Convergence of expectations.
For the sake of generality we state the results in the multivariate setting, but only do so, when this is not too burdensome on the brevity of exposition. For d = 1, either the multivariate or the univariate schemes may be considered.
Let f : R d → R be bounded Borel measurable and define for t ≥ 0 and h ∈ (0, h ): p t := p 0,t and P h t := P h 0,t , whereas for x ∈ Z d h , we let p t (x) := p t (0, x) and P h t (x) = P h t (0, x) (assuming the continuous densities exist). Note that for t ≥ 0, and then for x ∈ R d ,
whereas for x ∈ Z d h and h ∈ (0, h ):
Moreover, if f is continuous, we know that, as
Next, under additional assumptions on the function f , we are able to establish the rate of this convergence and how it relates to the convergence rate of the transition kernels, to wit:
Suppose furthermore that the following two conditions on f are satisfied:
Then:
Lebesgue measure, f is locally bounded and for some
(2) The rate of convergence of the expectations is thus got by combining the above proposition with the findings of Theorems 2.4 and 2.7.
) and (5.2), we have: In order to be able to relax condition (ii) of Proposition 5.1, we first establish the following Proposition 5.3, which concerns finiteness of moments of X t .
In preparation thereof, recall the definition of submultiplicativity of a function g :
and we refer to [29, 
Proposition 5.3. Let g : R d → [0, ∞) be measurable, submultiplicative and locally bounded, and
Proof. The argument follows the exposition given in [29, pp. 159-162] , modifying the latter to the extent that uniform boundedness over h ∈ (0, h 0 ) may be got. In particular, we refer to [29, p. 159, Theorem 25.3] for the claim that E[g • X t ] < ∞, if and only if
We take {a, b, c} ⊂ (0, ∞) satisfying (5.6) and (5.7) above. Recall also that λ h is the Lévy measure of the process X h , h ∈ (0, h ). Now, decompose X = X 1 +X 2 and X h = X h1 +X h2 , h ∈ (0, h ) as independent sums, where X 1 is compound Poisson, Lévy measure t ]. Let (J n ) n≥1 (resp. N t ) be the sequence of jumps (resp. number of jumps by time t) associated to (resp. of) the compound Poisson process X h1 . Then X h1 t = Nt j=1 J j and so by submultiplicativity:
t n a n−1
n! e
We also have for all h ∈ (0, 1 ∧ h ):
Now, since g is locally bounded, λ is finite outside neighborhoods of 0, and since by assumption
It is further seen by a repeated application of the Cauchy-Schwartz inequality that it will be sufficient to show, for each j ∈ {1, . . . , d}, that for some h 0 ∈ (0, h ]:
Here X h2 t = (X h2 t1 , . . . , X h2 td ) and likewise for X 2 t . Fix j ∈ {1, . . . , d}. The characteristic exponent of X h2 j , denoted Ψ h 2 , extends to an entire function on C. Likewise for the characteristic exponent of X 2 j , denoted Ψ 2 [29, p. 160, Lemma 25.6] . Moreover, since, by expansion into power series, one has, locally uniformly in β ∈ C, as h ↓ 0:
→ β;
• e βh −1 h → β and
since furthermore: • as applied to the function (x → e βx ) : C → C; |e βx − e βy | ≤ |x − y||β|(|e βz 1 | + |e βz 2 |) for some {z 1 , z 2 } ⊂ conv({x, y}), for all {x, y} ⊂ R;
• as applied to the function (x → e βx − βx) : C → C; |e βx − βx − (e βy − βy)| ≤ |x − y||β| |e βz 1 − 1| + |e βz 2 − 1| for some {z 1 , z 2 } ∈ conv({x, y}), for all {x, y} ⊂ R;
then the usual decomposition of the difference Ψ h 2 − Ψ 2 (see proof of Proposition 3.10) shows that Ψ h 2 → Ψ 2 locally uniformly in C as h ↓ 0. Next let φ h 2 and φ 2 be the characteristic functions of X h2 tj and X 2 tj , respectively, h ∈ (0, h ); themselves entire functions on C. Using the estimate of Lemma 4.3, we then see, by way of corollary, that also φ h 2 → φ 2 locally uniformly in C as h ↓ 0. Now, since φ h 2 is an entire function, for n ∈ N ∪ {0}, 
2 → φ 2 locally uniformly as h ↓ 0 and φ 2 is continuous (hence locally bounded).
From this the desired conclusion finally follows.
The following result can now be established in dimension d = 1:
Proposition 5.4. Let d = 1 and t > 0. Let furthermore:
(ii) f : R → R, measurable, be locally bounded, 
where ∆ t (h) is defined in (2.5).
Remark 5.5.
(1) In (5.8) there is a balance of two terms, viz. the choice of the function K.
Thus, the slower (resp. faster) that K increases to +∞ at 0+, the better the convergence of the first (resp. second) term, provided f / ∈ L 1 (R) (resp. |f |/|g| is ultimately converging to 0, rather than it just being nonincreasing). In particular, when so, then the second term can be made to decay arbitrarily fast, whereas the first term will always have a convergence which is strictly worse than h ∨ ∆ t (h). But this convergence can be made arbitrarily close to h ∨ ∆ t (h) by choosing K increasing all the slower (this since f is locally bounded). In general the choice of K would be guided by balancing the rate of decay of the two terms.
(2) Since, in the interest of relative generality, (further properties of) f and λ are not specified, thus also g cannot be made explicit. Confronted with a specific f and Lévy process X, we should like to choose g approaching infinity (at ±∞) as fast as possible, while still ensuring (a) Let first |f | be bounded by (x → A|x| n ) for some A ∈ (0, ∞) and n ∈ N, and assume that for some m ∈ (n, ∞),
(so that (i) holds). Suppose furthermore condition (ii) is satisfied as well (as it is for, e.g., f = (x → x n )). It is then clear that the first term of (5.8) will behave as 
.
Thanks to Proposition 5.3, and the fact that |f |/|g| is ultimately nonincreasing, (D) & (E) are bounded (modulo a multiplicative constant) by
From the Lipschitz property of f , submultiplicativity and local boundedness of g, and the fact that E[g•X t ] < ∞, we obtain (A) is of order O(h). By the local boundedness and eventual monotonicity of |f |, the Lipschitz nature of p t and the fact that |f | > 0, (B) is bounded (modulo a multiplicative
Finally, a similar remark pertains to (C), but with ∆ t (h) in place of h. Combining these, using once again |f | > 0, yields the desired result, since we may
5.2. Algorithm. From a numerical perspective we must ultimately consider the processes X h on a finite state space, which we take to be
. We letQ h denote the sub-Markov generator got from Q h by restriction to S h M , and we letX h be the corresponding Markov chain got by killing X h at the time T h M := inf{t ≥ 0 : |X h t | > M }, sending it to the coffin state ∂ thereafter.
Then the basis for the numerical evaluations is the observation that for a (finite state space) Markov chain Y with generator matrix Q, the probability P y (Y t = z) (resp. the expectation
, when defined) is given by (e tQ ) yz (resp. (e tQ f )(y)). With this in mind we propose the:
(ii) Calculate, for the truncated sub-Markov generatorQ h , the matrix exponential exp{tQ h } or action exp{tQ h }f thereof (where f is a suitable vector).
(iii) Adjust truncation parameter M , if needed, and discretization parameter h, until sufficient precision has been established.
Two questions now deserve attention: (1) what is the truncation error and (2) what is the expected cost of this algorithm. We address both in turn. 
Having thus dealt with the truncation error, let us briefly discuss the cost of our algorithm.
The latter is clearly governed by the calculation of the matrix exponential, or, resp., of its action on some vector. Indeed, if we consider as fixed the generator matrixQ h , and, in particular, its dimension n ∼ (M/h) d , then this may typically require O(n 3 ) [25, 16] , resp. O(n 2 ) [1] , floating point operations. Note, however, that this is a notional complexity analysis of the algorithm. A more detailed argument would ultimately have to specify precisely the particular method used to determine the (resp. action of a) matrix exponential, and, moreover, take into account howQ h (and, possibly, the truncation parameter M , cf. Remark 5.9) behave as h ↓ 0. Further analysis in this respect goes beyond the desired scope of this paper.
We finish off by giving some numerical experiments in the univariate case. To compute the action ofQ h on a vector we use the MATLAB function expmv.m [1] , unlessQ h is sparse, in which case we use the MATLAB function expv.m from [30] .
We begin with transition densities. To shorten notation, fix the time t = 1 and allow p := p 1 (0, ·) and p h := 1 hP h 1 (0, ·) (P h being the analogue of P h for the processX h ). Note that to evaluate the latter, it is sufficient to compute (eQ h t ) 0· = e (Q h ) t 1 {0} , where (Q h ) denotes transposition. excluding the case α = 5/3, a reduction of M by a factor of 5 resulted in an absolute change of the approximating densities, which was at most of the order of magnitude of the discretization error itself. Conversely, for α = 1/2, when the deficit probability is highest and appreciable, increasing M by a factor of 2, resulted in an absolute change of the calculated densities of the order 10 −6
(uniformly over h ∈ {1, 1/2, 1/4}). Finally, note that α = 1 gives rise to the Cauchy distribution, whereas otherwise we use the MATLAB function stblpdf.m to get a benchmark density against which a comparison can be made. Finally, to illustrate convergence of expectations, we consider a particular option pricing problem.
Example 5.13. Suppose that, under the pricing measure, the stock price process S = (S t ) t≥0 is given by S t = S 0 e rt+Xt , t ≥ 0, where S 0 is the initial price, r is the interest rate, and X is a tempered stable process with Lévy measure given by:
λ(dx) = c e −λ + x x 1+α 1 (0,∞) (x) + e −λ − |x| |x| 1+α 1 (−∞,0) (x) dx. To satisfy the martingale condition, we must have E[e Xt ] ≡ 1, which in turn uniquely determines the drift µ (we have, of course, σ 2 = 0). The price of the European put option with maturity T and strike K at time zero is then given by:
We choose the same value for the parameters as [27] , namely S 0 = 100, r = 4%, α = 1/2, c = 1/2, λ + = 3.5, λ − = 2 and T = 0.25, so that we may quote the reference values P (T, K) from there. Table 4 summarizes this convergence on the decreasing sequence h n := 1/2 n , n ≥ 1.
In particular, we wish to emphasize that the computations were all (reasonably) fast. For example, to compute the vector (P hn (T, K)) 9 n=1 with K = 80, the times (in seconds; entry-by-entry) (0.0106, 0.0038, 0.0044, 0.0078, 0.0457, 0.0367, 0.0925, 0.4504, 2.4219) were required on an Intel 2.53
GHz processor (times obtained using MATLAB's tic-toc facility). This is much better than, e.g., the Monte Carlo method of [27] and comparable with the finite difference method of [8] (VG2 model in [8, p. 1617, Section 7] ).
In conclusion, the above numerical experiments serve to indicate that our method behaves robustly when the Blumenthal-Getoor index of the Lévy measure is not too close to 2 (in particular, if the pure-jump part has finite variation). It does less well if this is not the case, since then the discretisation parameter h must be chosen small, which is expensive in terms of numerics (viz. the size ofQ h ).
