Abstract. We study the complex geometry of generalized Kepler manifolds, defined in Jordan theoretic terms, introduce Hilbert spaces of holomorphic functions defined by radial measures, and find the complete asymptotic expansion of the corresponding reproducing kernels for Kähler potentials, both in the flat and bounded setting.
where Q u z := The rank of z ∈ Z is the rank of its supporting tripotent, or equivalently, the rank of its Peirce 2-space considered as a unital Jordan algebra. For 1 ≤ ℓ ≤ r the set Z ℓ = {z ∈ Z : rank z = ℓ} is a complex manifold called the (generalized) Kepler manifold associated with Z. Its closure is the Kepler variety Z ℓ := {z ∈ Z : rank z ≤ ℓ}.
The groupK preserves the rank of elements in Z and acts transitively onZ ℓ . Let S ℓ ⊂Z ℓ denote the compact real manifold of all tripotents of rank ℓ. For maximal ℓ = r we haveZ r =Z and S r =: S is the Shilov boundary of the unit ball of Z. The symmetric cone [14] of a euclidean Jordan algebra X will be denoted by Ω. For any tripotent c ∈ Z let X c denote the self-adjoint part of the Peirce 2-space Z The compact manifold S 1 of all rank 1 tripotents can be identified with the cosphere bundle S * (S n ) = {(x, ξ) : x = ξ = 1, x · ξ = 0} over S n via the map
It follows thatZ 1 = R + S 1 is the cotangent bundle of S n without the zero-section.
Closely related to the Kepler manifold is the Peirce manifold M ℓ of Z, consisting of all Peirce 2-spaces in Z of rank ℓ. This is a compact complex manifold, and there is a holomorphic submersion Z ℓ → M ℓ which maps z ∈Z ℓ to its (generalized) Peirce 2-space Z 2 z [24] . Thus there is a holomorphic fibrationZ ℓ = E∈M ℓE and a real-analytic fibration 4) where S E denotes the Shilov boundary relative to E.
Let U := Z Then U = X c ⊕ iX c . The compact manifold S ℓ has the tangent space T c (S ℓ ) = iX c ⊕ V. Therefore (2.2) implies T c (Z ℓ ) = U ⊕ V = W ⊥ . It follows that For ℓ = 1 we obtain d 1 = dim CZ1 = 1 + a(r − 1) + b = p − 1, where p is the genus (2.1) of Z.
Denote by K c the stabilizer of c in K. The following result is known for classical (non-exceptional) Jordan triples [18, Proposition 8.3] (with a case-by-case proof). Theorem 2.3. For any hermitian Jordan triple Z, the Kepler variety Z ℓ is normal.
Proof. In general, let G be a connected algebraic group, acting linearly on a vector space Z. Let U ⊂ Z be a linear subspace and put P := {g ∈ G : gU = U }. Assume that M = G/P is complete and that the action of P on U is completely reducible. Consider the homogeneous vector bundle G × P U = {[g, u] = [gp, p −1 u] : g ∈ G, u ∈ U, p ∈ P } over G/P induced by the linear action of P on U . Then there is a G-equivariant morphism f : G× P U → Z given by f [g, u] = g(u) = gp(p −1 u). Under these assumptions, [16, Theorem 0] asserts that the image f (G × P U ) ⊂ Z is a closed normal variety. We will apply this theorem to the hermitian Jordan triple Z and the connected algebraic group G =K acting on Z. Put U = Z 2 c . Then P = {h ∈K : hU = U }. Therefore G/P = M ℓ is a compact, hence complete, complex manifold. The homogeneous vector bundle K × P U coincides with the tautological bundle T ℓ over M ℓ , whose fibre over E ∈ M ℓ is E itself. The G-equivariant morphism f : T ℓ → Z is the inclusion map E ⊂ Z on each fibre E. Since Z ℓ is the union of all Peirce 2-spaces of rank ℓ it follows that f (T ℓ ) = Z ℓ . The identity component L of the Jordan triple automorphism group of U acts irreducibly on U . Moreover, the natural restriction homomorphism P → L given by p → p| U is surjective, since for any h ∈ L there existsh ∈ K such thathU = U and h =h| U . Therefore P acts also irreducibly on U . Thus all the assumptions of [16, Theorem 0] are satisfied, and hence Z ℓ is a normal Cohen-Macauley variety.
We remark that, moreover, the map f : T ℓ → Z ℓ is birational, since it is an isomorphism from E∈M ℓE onto the Kepler manifold. Hence, by the same Theorem, Z ℓ has only rational singularities.
For the spin factor, the variety Z 1 given by (2.3) is one of the 'standard' examples of a normal variety.
For any normal variety X the following 'Second Riemann Extension Theorem' [19, p. 341, Corollary] holds: Suppose the singular set Y ⊂ X is of codimension ≥ 2. Then every holomorphic function f : X \ Y → C has a (unique) holomorphic extensionf : X → C. We will apply this result to the Kepler varieties Z ℓ .
The case where Z is of tube type and ℓ = r is somewhat exceptional and will be treated separately.
Theorem 2.4. Exclude the case ℓ = r, b = 0. Then any holomorphic function f :Z ℓ → C on the Kepler manifold has a unique holomorphic extension to its closure Z ℓ .
Proof. By (2.6), the singular set Z ℓ−1 of Z ℓ is an analytic subvariety of codimension
Since Z ℓ is normal by Theorem 2.3, the assertion follows by the Second Riemann Extension Theorem quoted above.
Radial measures and polar decomposition
A K-invariant smooth measure ρ onZ ℓ , or a suitable K-invariant subset, has a polar decomposition
for all continuous compactly supported functions f. Here the radial part dρ(t) is a (smooth) measure on Ω c which is invariant under the automorphism group L c = Aut(X c ) of the euclidean Jordan algebra X c . For ℓ = 1, (3.1) simplifies to
2)
The basic K-invariant measure onZ ℓ is the Riemann measure Λ ℓ induced by the hermitian metric on Z. In general, a smooth map γ : M → N between Riemannian manifolds with Riemann measure Λ M and Λ N , respectively, satisfies
where the density δ on M is given by δ(z) := (det T z (γ) * T z (γ)) 1/2 . If M, N are complex hermitian manifolds and γ is holomorphic, the density becomes δ(z) = det(γ ′ (z) * γ ′ (z)) for the holomorphic derivative γ ′ (z).
Lemma 3.1. Consider the map γ :
, where F (t) = t 2 = Q t c = 1 2 {t; c; t} is the square-map on Ω c .
V is a block-diagonal matrix with respect to the orthogonal decomposition X c ⊕ iX c ⊕ V. Since the square-map has the derivative
for all u ∈ U. Putting u := t the assertion follows.
For any 1 ≤ ℓ ≤ r the Peirce manifold M ℓ can be regarded as the conformal compactification [20] of the Peirce 1-space Z 1 c , considered as a hermitian Jordan subtriple of Z. The normalized inner product on Z (with minimal tripotents of length 1) induces an inner product on Z 1 c and hence an invariant volume form onẐ 1 c ≈ M ℓ . Somewhat surprisingly, the associated volume |M ℓ | can be expressed in a uniform way using the invariants of Z.
(this yields the value 1 in the extreme case ℓ = r, b = 0).
Proof. The volume |Ẑ| of the conformal compactificationẐ of an irreducible hermitian Jordan triple Z, under the invariant metric induced by the normalized inner product on Z = T 0 (Ẑ), satisfies
(see, e.g., [11, p. 5] ). This can also be verified using the case-by-case formulas of [1] where, however, a different normalization is used. We will show that applying (3.5) to Z Evaluating (3.4) with a = 1, d/r = (r + 1)/2 and d ′ ℓ /ℓ = (ℓ + 1)/2, we obtain, using the duplication formula and the elementary relation Γ
since under the induced inner product minimal tripotents in Z 1 c have length √ 2, so the induced inner product is twice the normalized inner product relative to Z 
For the anti-symmetric matrices Z = C n×n asym , with n = 2r + ǫ and ǫ = 0, 1, the rank of
For the spin factor Z = IV d , we may assume d ≥ 5 since
For the exceptional Jordan algebra
both for ℓ = 1 and ℓ = 2. Evaluating (3.4) with a = 8, d/r = 9 and d
Corollary 3.3. The tripotent manifold S ℓ , considered as a closed Riemannian submanifold of Z, has the volume
Proof. Since the fibration (2.4) is orthogonal under the Riemann measure, it follows that 
on Ω c . In particular, dΛ 1 (t) =
For the spin factor of dimension n + 1,
Proof. Let ds be the normalized K-invariant measure on S ℓ . Then Ω c × S ℓ has the Riemann measure |S ℓ | dt ds. Therefore Lemma 3.1 implies
Replacing t by √ t it follows that dΛ ℓ (t) =
Now the assertion follows with (3.7).
Replacing f by f • λ −1/2 for the dilation z → λ −1/2 z with λ > 0, the left hand side of (3.8) scales as λ d ℓ , whereas the right hand side scales as λ Any absolutely continuous K-invariant measure ρ onZ ℓ has a positive K-invariant density δ onZ ℓ with respect to the Riemann measure. It follows that ρ has the radial part
As an example, Lemma 2.1 implies
Since dλ(z) = du dv is the Lebesgue measure on W ⊥ = U ⊕ V, the Riemann measure Λ ℓ onZ ℓ has the pull-back
Interesting K-invariant measures arise from Kähler potentials. A strictly-plurisubharmonic function φ on a complex manifold of dimension n induces a Kähler form ω = ∂∂φ, with associated (n, n)-form ω n and measure denoted by |ω
If ψ is a smooth function on W ⊥ , then ∂∂ψ(z) = i,j
We will study two cases where symplectic potentials arise naturally. Define a bounded version of the Kepler manifold ('Kepler ball') by taking the intersection with the bounded symmetric domain (spectral unit ball)Ž of the underlying hermitian Jordan triple Z. 
(ii) Consider the plurisubharmonic function φ ℓ (w) := log ∆(w, w) −p on the Kepler ballZ ℓ ∩Ž. Then
Proof. Consider the holomorphic chart τ defined in Lemma 3.5, and let z i be an orthonormal basis of
(i) In the first case we have
where ξη
(ii) In the bounded case, by [20] , the Bergman metric onŽ is given by (B
For any w ∈Z ℓ we have
Associated with the Kähler potentials φ ℓ we consider, for ν > 0, the K-invariant measures
Corollary 3.7. (i) For the potential φ ℓ (w) = (w|w) α onZ ℓ the measure (3.11) has the radial part
on Ω c . In particular, dρ
(ii) For the potential φ ℓ (w) = log ∆(w, w) −p onZ ℓ ∩Ž, the measure (3.11) has the radial part
, the assertion follows with (3.8) and Proposition 3.6.
Reproducing kernel Hilbert spaces
Let N r + be the set of all partitions m of length ≤ r and denote by E m (z, w) = E m w (z) the FischerFock reproducing kernel for the Peter-Weyl space P m (Z). Thus
and define the generalized Pochhammer symbol, for a complex number s and m ∈ N r + , by
, where Φ m is the so-called spherical polynomial of type m. This relationship will often be used later. 
Proof. The vector space P m (Z) is spanned by K-translates of the highest weight polynomial
This implies (4.6) for z, w ∈Z 1 , since the sum in (4.2) has only terms with m 2 = 0.
In particular, choosing c = e 1 + . . . + e ℓ , we have
In the special case ℓ = 1, we have
Proof. Applying Schur orthogonality [8, Theorem 14.3.3 ] to the compact group K and its irreducible representation π on P m (Z) it follows that
The special case ℓ = 1 follows from Lemma 4.1 since (s|s) = 1 for all s ∈ S 1 .
From now until the conclusion of this section, let us temporarily exclude the 'top rank on tube domain' case ℓ = r, b = 0. Since polynomials in P m vanish on elements of rank ℓ if m ℓ+1 > 0, Theorem 2.4 implies that any holomorphic function f onZ ℓ (or on a suitable K-invariant open subset containing the origin) has the Peter-Weyl expansion 
in terms of the Peter-Weyl decomposition (4.7). In case ℓ = 1 for f, g ∈ H σ we have
Proposition 4.3. The reproducing kernel of H σ has the Peter-Weyl decomposition
). For ℓ = 1 this simplifies to
Proof. There exist constants c m > 0 such that
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The reproducing property and (4.8) yield
Comparing coefficients it follows that
Here we applied (4.5) to Z 
the associated coefficients (4.8) are given by
The last equality is proved as follows: For m ∈ N ℓ + the restriction of N m to X c coincides with the conical function N c m relative to X c . The two integrals agree since
for all t ∈ X c , and dρ is invariant under the Jordan algebra automorphism group L c of X c .
Combining these results with (4.9) or (4.10), respectively, yields the 'Peter-Weyl decomposition' of the reproducing kernel of the Hilbert space H 2 (Z ℓ , dρ) associated with a K-invariant measure ρ.
We now consider K-invariant measures arising from a Kähler potential φ(w).
Lemma 4.5. Let X be a euclidean Jordan algebra of dimension d and rank r. Let φ ∈ P(X) be an m-homogeneous polynomial. Then we have, for Re(ζ) ≥ 0,
More generally, for α > 0,
In particular, for each partition m ∈ N r + , we have
(4.12)
Thus for t > 0
It follows that
Putting ζ = 0 in this relation and taking quotients, the first claim follows. For parameter α > 0 we put rs := (rt) α . Then (t/s) α = (rs) 1−α and αdt = (t/s)ds. Write te + y = 
Since
, the second assertion is reduced to the first case. The last assertion follows with [14, VII. 
In the flat case α = 1 this simplifies to
For ℓ = 1 we have
(ii) For the potential φ ℓ (w) := log ∆(w, w) −p , the Hilbert space H 2 (Z ℓ ∩Ž, dρ) for the measure (3.11) has the moments
Proof. (i) Put y := ν 1/α t. In view of (3.12) it follows that
ℓ , the assertion (4.13) follows from (4.12) applied to X c .
(ii) In view of (3.13) it follows that
Evaluating this beta-integral via [14, Theorem VII. 1.7] , applied to Ω c , the assertion (4.14) follows with
Combining these results with Propositions 4.3 and 4.4 yields the Peter-Weyl decomposition of the reproducing kernels K ν .
We now treat briefly the exceptional case where Z is of tube type and ℓ = r. 
where N is the determinant function on Z. Similarly, one extends the definition of the spherical polynomials Φ m on Z to m r < 0 by setting
for z ∈Z r = {z ∈ Z : N (z) = 0}. The functions With this notation, all the results above in this section carry over also to the present setting. The proofs are straightforward modifications of the ones given previously, hence omitted.
In 
As
Universal differential operator and hypergeometric functions
In this section we express the reproducing kernels in a more conceptual way and relate them to hypergeometric functions. By polarization and K-invariance, it suffices to express the reproducing kernel K σ on the diagonal of Ω c . Consider the universal differential operator 
Proof. By [28, Lemma 2.6 and Lemma 2.7] we have
is the 'tube type' dimension and the factor
occurs only for non-tube type domains (b > 0). If m j = 0 for j > ℓ we obtain
where 
Taking the product over 1 ≤ i ≤ ℓ yields, together with (5.4),
we also have
In view of (4.11) the L c -invariant differential operator 
. Expressing A 0 via (5.5), the assertion follows with (4.
For ℓ = 1 a slightly different representation, with a simpler proof, can be given. Then H σ has the reproducing kernel
where 2) ) where
. (5.9)
For β ∈ R we have
In view of (4.10), the assertion follows since ( √ tc| √ tc) = t. Let X be a euclidean Jordan algebra, of dimension d and rank r. For complex parameters α 1 , . . . , α p and β 1 , . . . , β q , the hypergeometric function is the formal power series (5.11) assuming that the Pochhammer symbols in the denominator don't vanish for all m ∈ N r + . For p ≤ q this series defines an entire function on X C ; for p = q + 1 it converges on the unit ballX C , and for p > q it has empty domain of convergence. For p = q = 1 we obtain the confluent hypergeometric function 
, where (i) for the potential φ ℓ (w) = (w|w) α onZ ℓ we have
for t ∈ Ω c , simplifying to
for α = 1, and (ii) for the potential φ ℓ (w) := log ∆(w, w) −p onZ ℓ ∩Ž, dρ) we have
Proof. In view of (5.2), the assertions follow with (4.13) and (4.14), respectively.
Corollary 5.4. In the rank ℓ = 1 setting the reproducing kernel satisfies
where (i) for the potential φ 1 (w) = (w|w) α onZ 1 we have −p onZ 1 ∩Ž we have
Proof. In view of (4.6), (5. 
Asymptotic expansion of Bergman kernels
For a given Kähler potential φ, the function e −νφ(w) K ν (w, w) is closely related to the Kempf distortion function (or Rawnsley's ǫ-function) which is of importance in the study of projective embeddings and constant scalar curvature metrics (Donaldson [9] ), where a prominent role is played by the asymptotic behavior as ν → +∞ (sometimes referred to as Tian-Yau-Zelditch (TYZ) expansion). For more details, see [10] . In this section, we prove our major results concerning the asymptotic expansion. 
as ν → +∞, with some η > 0 and constants b j independent of z and ν. Furthermore, b 0 = 1.
with some η > 0, see [10] (one can take any 0 < η < for 0 < A ≤ 4); furthermore, this remains valid if a derivative of any order is applied to the left-hand side and to the first term on the right-hand side. In our case, 1/A = α and (1 − B) = 2 − p. For any polynomial P (s) and constants γ, c ∈ R, a simple induction argument shows that
with another polynomial Q of degree deg P + k, whose leading coefficient equals α k times the leading coefficient of P . It follows that sDj +Dj s 2 
where Q has degree (r − 1)a + b = p − 2 and leading coefficient α (r−1)a+b = α p−2 . Taking γ = 2 − p and using Corollary 5.4 gives the result.
The asymptotic expansion as ν → +∞ (with the other parameters fixed) of the kernels from Corollary 5.3 can also be obtained by standard methods. As our main results, we will now derive the asymptotic expansion of the reproducing kernel functions associated with the Kähler potentials φ ℓ (w) from Proposition 3.6, both in the flat and the bounded setting. By Corollary 5.3 this is closely related to the asymptotic expansion of multi-variable hypergeometric functions, which by itself is a difficult matter. Accordingly, the following two theorems are of independent interest. 
as |z| → +∞ while z |z| stays in a compact subset of Ω. In particular,
These expansions can be differentiated termwise any number of times.
Here as usual (6.1) means that for any k = 0, 1, 2, . . . we have
as |z| → ∞, when 2 F 0 is expanded as a formal (nowhere convergent) power series according to (5.11) .
Proof. For any z ∈ Ω, the element g = P 
(The result is stated there only for z ∈ Ω ∩ (e − Ω) but with general hypergeometric function p F q ; for p = q as we have here, the proof there actually works without changes for all z ∈ Ω.) Making the change of variable x → e − x in (6) gives
The rest of the proof is divided into two parts. In the first part we prove the assertion under the assumption Re(β − α) ≥ 
In order to show (6.1), consider the Faraut-Koranyi 'binomial theorem' [14, XII.1.3 ]
For |x| ≤ δ, with δ < 1, the remainder |m|≥k of the last series is ≤ C k |x| k in modulus, for each k = 0, 1, . . . , with some finite constant C k . Hence
Substituting (6.5) into (6.4) we thus get, for each k = 0, 1, . . . ,
(6.6) The integral term, again up to an error of O(e −cδ|z| ), equals 
In the special case α = d/r assume that the expansion (6.2) holds for parameter β. Then 
.3] implies
The L-invariant polynomial N (e − x) E m e (x) has a (finite) Peter-Weyl decomposition
with unique coefficients C m n related to the so-called Pieri rules [25, Section 4 ] (thus C m n = 0 implies m ⊂ n and |n| ≤ |m| + r). For any γ the calculation
for all n ∈ N r + . We claim that for each m and all α ∈ C we have
In fact for all values of α for which the various integrals above converge we have
using (6.8) with n j ≥ m j in the last step. Since both sides of (6.10) are entire functions of α, (6.10) holds in general by analytic continuation. Now assume that (6.1) holds for some β with (β − 1) 1 = 0. With (6.10) and (6.9), applied to γ := β − α, we obtain
Thus (6.1) also holds for β − 1 in place of β. By induction, this proves (6.1) even for all complex β such that (β) m = 0 ∀m (which includes, in particular, all β with Re β > d r − 1).
Using Kummer's relation
(which can be gleaned for z ∈ Ω from (6) by making the change of variable x → e − x, and for general z by analytic continuation), it is even possible to relax also the condition on α in Theorem 6.2; the theorem thus holds in fact for all α, β such that (α) m (β) m = 0 ∀m. We omit the details.
Our second main result in this section gives the asymptotic expansion for the multi-variable Gauss hypergeometric function 2 F 1 , for a euclidean Jordan algebra X of dimension d and rank r. 
as ν → +∞. In particular
These expansions can be differentiated any number of times.
Proof. For ν > 
Since y ∈ Ω ∩ (e − Ω) it follows that z := y −1 − e ∈ Ω. The hypothesis α, β >
(x|z) r defines a positive continuous function on Ω \ {0}, which is homogeneous of degree 0 and vanishes at the boundary ∂Ω \ {0}. Put U δ := {x ∈ Ω :
by Stirling's formula, we get
r r N (e−y) , this is exponentially smaller as ν → +∞ than the right-hand side of (6) . It follows that the contribution to (6.14) from the integral over U δ , for δ > 0 small enough, is negligible compared to the right-hand side of (6). It is therefore enough to integrate in (6.14) over Ω \ U δ , where however it is legitimate to replace 1 F 1 by its asymptotic expansion (6.1) obtained in Theorem 6.2. By the same argument as above the integrations over Ω \ Ω(δ) can be replaced by integrations over Ω up to an exponentially small error. In the special case α = d/r this implies (6.13) since
N (e − y) ν−β+d/r using [14, Proposition VII. 1.2] , and
The general case requires more effort. Put
(6.17)
Putting γ := α − β + ν and using (6) for E m e (which is proportional to Φ m ), this yields
e (e − y −1 ) (6.18) using (6.16) again. Now (6.12) follows.
Spending a little more time on the estimate (6.15), it is again possible to extend the last theorem to all complex α, β such that (α) m (β) m = 0 ∀m. We omit the details.
For r = 1, so that 2 F 1 reduces to the ordinary Gauss hypergeometric function, it is possible to give a different proof by using one of the relations among 'Kummer's 24 integrals', namely [4, 2.9 (27)] 19) and then arguing that the first summand is negligible while the second, upon some technical work to show that it yields an asymptotic expansion as ν → +∞ even though 1 − 1 z in general no longer lies in the unit disc (and making sense of the asymptotics of the Gamma functions on the negative half-axis), gives (6.12). Although the analogues of Kummer's 24 integrals for the general case have been worked out by Koranyi [17] , we are not aware of anything like (6.19) in the literature, and do not know if this line of proof is feasible.
As an application of the previous two theorems we obtain the TYZ-expansion of the reproducing kernels, both in the flat and the bounded settting.
Corollary 6.4. (i) For α = 1, the kernel (5.13) has the asymptotic expansion
The kernel (5.14) has the asymptotic expansion
as ν → +∞, uniformly on compact subsets of Ω c ∩ (c − Ω c ). Here p j (t) are polynomials, with p 0 (t) = N (c − t)
Proof. Put φ(t) = e (t|c) , ψ(t) = 1 in the flat case, and φ(t) = N c (c − t) −1 , ψ(t) = N c (c − t) in the bounded case. Let ∂ u denote the partial derivative in direction u ∈ X c . By the Leibniz rule, for any polynomial p(t) there exist polynomials p 1 (t), p 0 (t) such that
with highest term p 1 (t) given by (t|u) N c (t) p(t) and (∂ u N c )(c−t) N c (t) p(t), respectively. By induction, there exist polynomials p 0 (t), . . . , p k (t), such that
with highest term p k (t) given by (t|u 1 ) . . .
21) with highest term q α ℓ (t) = q ℓ (t) independent of α. According to (5) , there is a factorization D ℓ = D αq . . . D α1 for suitable parameters α 1 , . . . , α q . Iterating (6.21) we obtain, using obvious notation 
as ν → +∞, uniformly for t in a compact subset of Ω c , with some δ > 0. In the bounded case we obtain
as ν → +∞, uniformly for t in a compact subset of Ω c ∩ (c − Ω c ), with some δ > 0.
Replacing
into decreasing powers of ν with leading power ν d ℓ , which, however, does not to terminate in general.
Invariant measures and n-forms
The Riemann measure dΛ ℓ onZ ℓ is K-invariant, but has no invariance properties with respect toK or a transitive subgroup. We will now investigate the existence of invariant measures and holomorphic differential forms of top-degree. A complex manifold M of dimension n has a trivial canonical bundle if there exists a nowhere vanishing holomorphic n-form Θ on M . If M := G/H for a complex Lie group G, with Lie algebra g, and a closed complex Lie subgroup H, with Lie algebra h ⊂ g, a holomorphic n-form Θ is called G-invariant if the pull-back g * Θ = Θ for all g ∈ G. In other words,
for all g ∈ G, z ∈ M and holomorphic tangent vectors In this section we consider such questions for the Kepler manifold M =Z ℓ and a suitable subgroup G ⊂K acting transitively. If Z is of tube type and ℓ = r we take G :=K. In all other cases (Z not of tube type or ℓ < r)Z ℓ is homogeneous under the closed subgroupK 0 generated by all commutators inK, since the evaluation map from the Lie algebrak 0 to the tangent space T c (Z ℓ ) is surjective. The groupK 0 is connected, being the closure of a countable union of connected sets centered at the identity. The groupK 1 := {g ∈K : | det Z g| = 1} contains bothK 0 and K.
By [24, Lemma 2.32] every g ∈K satisfies
for all z ∈ Z, using the generalized Peirce spaces studied in [24] . Define the subgroup
with Lie algebrak U := {A ∈ k : AU ⊂ U }, and its subgroup
with Lie algebrak c := {A ∈ k : Ac = 0}. A similar notation will be used forK 0 . In particular every h ∈K c ⊂K U satisfies hW From now on we assume that Z is of tube type. Consider first the case ℓ = r. ThenZ r =Z consists of all invertible elements in the Jordan algebra Z with unit element e and Jordan determinant N . Moreover, U = W ⊥ = Z. For A ∈k we have
Thus there exists a non-zeroK-invariant d-form Θ onZ which is given by
On the other hand, if p is odd, there is no holomorphic square-root of N (z) p and an invariant d-form does not exist. This occurs in two situations: Either Z is a spin factor of odd dimension, or Z = C r×r sym with r even. However, since |det Z h| = |N (he)| p/2 = 1 for all h ∈K e , we always have an invariant positive measure ℧ onZ, which (up to a positive constant) is given by
If p is even, the measure ℧ and the holomorphic d-form Θ are related by ℧ =
Thus the most interesting case is when Z is of tube type and 0 < ℓ < r. For 1 ≤ i, j ≤ r letk ij denote the complex vector space generated by all linear transformations D(x, y), where x ∈ Z ik , y ∈ Z kj and 1 ≤ k ≤ r is arbitrary.
In both cases x, y ∈ Z 
for all k and A ∈k ij . Denote by t −1 ⊂ k the real span of iD(e k , e k ) for 1 ≤ k ≤ r, and let t be a maximal abelian subalgebra of k containing t −1 . By [28 
It follows that every A ∈k has a unique decomposition
where A ij ∈k ij , η ∈ t C 1 satisfies ηe k = 0 for all k, A α ∈k α and
Proof. In view of Lemma 7.2 we may assume that
pairwise orthogonal subspaces of U ⊥ . Thus each A ik u = 0 and hence A ik ∈k U . Choosing ℓ < k we obtain j≤ℓ A kj u ∈ U. The components A kj u ∈ m≤ℓ Z km belong to pairwise orthogonal subspaces of U ⊥ .
Thus each A kj u = 0 and hence A kj ∈k U .
Proposition 7.4. Let Z be of tube type. Then we have for all A ∈k
Proof. Consider the decomposition (7.3) of A. For η we have tr Z η = Since B ∈k U by Lemma 7.3 it follows that B is also a commutator ink U , which acts on W ⊥ . Thus tr W ⊥ B = 0. Since C commutes with the Peirce projection π onto U and BU ⊂ U , the same argument shows tr U B = 0. Thus it remains to consider ξ. For 1 ≤ i ≤ j ≤ r and z ∈ Z ij we have
Hence tr
Proof. Since det W ⊥ P s = N c (s ′ ) p−aℓ = N c (u) k by Lemma 7.5, the assertion follows with (3.3).
In the example of the spin factor Z = C n+1 of rank r = 2, for ℓ = 1 it follows that p − aℓ = 2 + a(r − ℓ − 1) = 2 is even. Thus there exists a non-zero holomorphic n-form Θ onZ 1 which is invariant underK 0 = SO(n + 1). This n-form is well-known [23 Replacing t by √ t, the assertion follows.
For ℓ = 1 (7.5) yields 
S1
ds f (ts).
Comparing (7.5) and (3.8) we obtain Corollary 7.9. In the tube domain case, the invariant measure ℧ and the Riemann measure Λ ℓ are related by dΛ ℓ (z) = d℧(z) ∆ ℓ (z, z) k , where 2k = p − aℓ.
