Through our studies on whole genome regulation, we have demonstrated the existence of selforganized critical control (SOC) of whole gene expression -genomic self-organization mechanism through the emergence of a critical point (CP) at both the cell population and single cell level. In this paper, based on HRG and EGF-stimulated MCF-7 breast-cancer cell line, we shed light on the origin of critical transitions stemming from coordinated chromatin remodeling.
Introduction
It is a fundamental challenge in current bioscience to elucidate the mechanism by which an integrated genome system guides cell fate change. This mechanism acts through the complex spatio-temporal self-organization of the genome involving on/off switching of thousands of functionally unique heterogeneous genes in a remarkably cooperative manner (MacArthur, 2009; Chang, 2006) . However, there are two main fundamental physical difficulties in achieving such large-scale coordinated control on a gene-by-gene basis. The first one is the lack of a sufficient number of regulatory molecules in a cell to reach a stable thermodynamic state (i.e., breakdown of the mass action law). The low copy number of specific gene mRNAs provokes stochastic noise (Wolynes, 2010) , thereby inducing a substantial instability of genetic product concentrations falsifying any gene-by-gene feedback control hypothesis (Raser, 2005; Yoshikawa, 2002) .
The second one derives from the huge linear dimension of human DNA molecule (around 2 meters) with respect to cell nucleus that makes chromatin very far from a Turing-like string freely accessible by regulatory molecules at single gene level.
This extreme compression generates by a complex folding of chromatin generating a fractallike organized structure at different orders of magnitude (Cremer, 2004) . There are many evidences of the existence of cell type specific chromatin folding organization (Mayer, 2005; Zentgraf, 1994) as well as of transcription dependent local changes in chromatin organization (Bohn, 2010) . In this work, we explore the consequences on transcription dynamics of considering chromatin remodeling as the main material basis of gene expression regulation.
Our recent studies (Tsuchiya, 2015 (Tsuchiya, , 2016 (Tsuchiya, , 2019 Giuliani, 2018) 1) Whole genome expression is dynamically self-organized through the emergence of a critical point (CP) at both the cell-population and single-cell levels -self-organized critical control (SOC) of whole expression,
2) The CP represents a specific set of critical genes, which has an activated (ON) or deactivated (OFF) state. The ON-OFF switch of the CP state occurs through change in critical transition on its singular behaviors. Furthermore, this set of critical genes acts as genome-attractor. This implies that any random sampling (more than 50 genes) of stochastic genome expression converges to the dynamics of the CP,
3) In OFF state of the CP, the stochastic perturbations propagate locally but when the particularity of the disturbance activates the CP, the perturbation can spread over the entire system in a highly cooperative manner, 4) As the system approaches its critical point, CP is ON, and global behavior emerges in a self-organized manner. In such a way is possible that an autonomous critical-control genomic system (genome-engine) develops through the formation of dominant cyclic flux between critical states. Coherent perturbation on the genome engine through the activation of the CP drives cell-fate decision.
While such a model is able to predict many observed features of biological regulation at both single cell and population levels (Giuliani, 2019) , it still lacks a foundation in terms of molecular mechanisms involved. In this paper, we give a proof both of the local character of the fine-tuning regulation along the chromosome and evidence of SOC critical states at single gene expression level. Both issues point to chromatin flexibility around its cell-kind specific organization as the main driver of gene expression regulation at large. We faced the above tasks by a non-linear signal analysis technique (Recurrence Quantification Analysis, see
Supplementary file C) and by a classical statistical technique (Principal Component Analysis)
as applied to time series of transcriptome data in two paradigmatic conditions.
The present work deals with this proof and redounds around three main issues (as the three paragraphs in results):
i) To give a proof-of-concept of the existence of a relation between spatial proximity of genes along the chromosome and their co-regulation (see par. 3.1).
ii) To investigate the presence of specific genes ('hot-spots') organizing the fluctuations around the 'cell-kind specific ideal expression value' ('attractor') and driving SOC mechanism by means of self-organization (see par. 3.2).
iii) The clarification of positional vs. functional character of gene expression regulation (see par. 3.3).
Materials and Methods

The biological case
The biological case studied in this work comes from (Saeki, 2009 ) and has optimal characteristics to characterize the essential features of biological regulation. Actually, it allowed us to derive the essential of SOC based gene expression regulation reported in previous papers (Tsuchiya, 2014 (Tsuchiya, , 2015 The data set collects gene expression data relative to the same cell-kind (MCF7 a breast tumor immortalized line) observed for 18 time points after the administration of two different stimuli:
Epidermal Growth Factor (EGF) and Heregulin (HRG). In EGF-stimulated cells, cancer cell develops cell proliferation without cell differentiation, whereas HRG-stimulation induces cell differentiation (Nagashima, 2007) . Notably, while EGF does not provoke a critical transition in MCF7 cells, HRG does (Tsuchiya, 2019) .This fact allows a direct comparison between the two EGF and HRG conditions to single out what discriminates the two situations in presence of a fully controlled and homogenous system (same cell-kind, time points, and microarray system).
General considerations and data analysis strategy
The common experience of any scientist working with transcriptome microarrays is the near to unity correlation between gene expression profiles of independent samples coming from the same cell-kind (see Fig. 1 in Tsuchiya, 2016) Figure 1A refers to MCF-7 cell line and clarifies this point: the axes refer to two independent MCF7 samples whose single gene expression values are the points of the graph (around 23000, expression values in logarithm units), the d-value corresponds to the range (box size) of variation, inside which the correlation (Pearson coefficient, r) is computed. The correlation computed overall is near to unity (r = 0.98) and declines at decreasing range of variation. Figure   1B shows the reaching of a plateau correlation at d = 0.45. This remark outlines how correlation values are tightly dependent on the observation scale. The scale dependence of the correlation is instrumental to keep alive both the functionality of the tissue (the specialized physiological function asks for an invariant "ideal" pattern of gene expression) and the flexibility required to adapt to changing microenvironment, tuning the specific gene expressions at the small scale.
This fine-tuning does not alter the global profile invariance and corresponds to the scattering of the points around the identity line (y = x line in Figure 1A ). The dispersion across the identity line corresponds to the equilibrium around a definite physiological (tissue dependent) state that, as expected in SOC corresponds to a 'critical dynamically stable state' encompassing continuous fluctuations around the cell-kind specific profile. 
Pre-processing data: normalization
In our formalization, the expression data matrix has genes (22035) as statistical units (rows) and the expression profiles at different times (18) as variables (columns).
On a statistical point of view, any effort for demonstrating the existence of a relation between spatial proximity of genes along the chromosome and their co-regulation must eliminate the 'batch effect' we referred in the previous paragraph stemming from a specific cell-kind that masks the fluctuations within cell-kind attractor.
This makes mandatory to approach the problem by preliminary normalization of the single gene expression. This row-by-row (genes are the rows of the original matrix, time points are the columns) normalization was faced transforming expression values to z-scores by the formula:
where ( ) is the expression value of gene i, at time j (tj), and ( ) and ( ) the average and standard deviation respectively of ( ) across all the times.
After this transformation, we posit two A and B genes are co-regulated (at a specific time j) if link between the spacing of genes along the chromosome and the probability to be co-regulated is thus a proof-of-concept of the supposed equivalence between chromatin local flexibility and gene expression variability (i.e., temporal expression variance: nrmsf) at the basis of our previous works (Tsuchiya 2016 (Tsuchiya , 2019 .
Principal Component Analysis (PCA)
The presence of a cell-kind specific gene expression profile (Figure1) 
Normalized root-mean-square fluctuation (nrmsf), the parameter we used in previous works (Tsuchiya 2016 (Tsuchiya , 2019 to group genes in different critical states, has to do with the second term of the equation (2): it comes from es the variance internal to each gene (i.e. each gene has a specific nrmsf value). In other terms, between variance is relative to variability along the columns (i.e., variance of whole gene expression at a specific time), within variance is relative to variability along the rows (i.e., expression variance of a gene over the time points). When in presence of a dominant first component (size component, Jolicoeur, 1960) , the fluctuations around the attractor are accounted for minor components (from second onward) that, by construction are orthogonal to each other and to the main order parameter (PC1).
Recurrence Quantification Analysis (RQA), the signal analysis procedure (Marwan, 2007) we adopted to deal with the gene co-regulation along the chromosomes, deals with this minor fluctuation on the top of cell-kind attractor.
Near a tipping point (see Figure 1 , panel C), the second term of (2) becomes increasingly important: some genes deviate 'more-than-usual' from their ideal expression level in direction(s) orthogonal to PC1 (we discovered two main directions of this motion: PC2 and PC3, see Results). This provokes a decrease in between profiles correlation especially evident in 'high motion' (super critical in SOC terminology) genes (profile correlation going from 0.98 to 0.75 for supercritical state, Fig.4 in (Tsuchiya, 2015) .
In PCA terms, the expression value E(i), for each gene i, across the 18 time points, can be reconstructed as a linear combination of the component scores as:
The equation (3) is intended on the entire set of 18 components but, if we stop the weighted sum at the first three components, thanks to the very strong correlation structure of the system, we can reconstruct the actual expression value with 99% of accuracy (see Results). PC2 and PC3 are coordinated 'waves of fluctuation' spanning the entire genome and we will see in the following that they account for the collective gene expression oscillations responsible for SOC.
In the same heading, we expect that, in the case of a real transition (HRG) the relative importance of fluctuation (PC2 and PC3) modes should be greater with respect to the no transition (EGF) case.
Functional classification by PANTHER
We checked the existence of a specific 'functional signature' of genes participating to cell-fate transition by PANTHER Gene Ontology software: (http://pantherdb.org/). This software takes as input a list of genes and produces as output the distribution of the genes in different functional classes. This happens by means of two different ontologies correspondent to 'molecular function' and 'biological processes' to which the genes are associated. In the case of 'molecular function', the genes are partitioned across 9 classes: transporter, translation to different dynamical roles were described in terms of their PANTHER spectra to identify some eventual enrichment in a specific function or process.
Results
Spatial proximity of genes and co-regulation.
The mono-dimensional series correspondent to normalized expression values of the genes ordered along their relative position on relative chromosomes, was analyzed by means of Recurrence Quantification Analysis (RQA), a widely used non-linear signal analysis technique (see Supplementary file C for a brief explanation of RQA) particularly fit for non-stationary series (Webber&Zbilut, 1994; Giuliani, 1998) and successfully used in a multitude of disciplines from physiology (Zimatore et al, 2011 (Zimatore et al, , 2015 to earth science and finance (Orlando&Zimatore, 2017; Zimatore et al, 2018) . In this work we relied on percent of recurrence (REC) descriptor that was expressed in terms of the spectrum of recurrence distribution at different separation along the sequence (RQI): the y corresponds to the number of recurrences scored between genes located at a distance x (expressed as number of genes between i and j recurrent points) (see Figure 2 ).
The recurrence spectra (each recurrent event correspond to a pair of co-regulated genes) depict a very robust exponential decay of co-regulation with increased spacing of gene pairs along the chromosome. This behavior is consistent with the effect of local structural chromatin features (folding status, flexibility) on gene co-regulation. Figure 2 reports the recurrence spectrum (radius = 60% of mean difference, see Supplementary file C) along chromosome 1 at T1 (0 min) and T3 (15 min) for HRG and EGF conditions. The same pattern holds for all the time points, conditions and chromosomes. This demonstrates that transition and no-transition conditions do not imply qualitatively different regulation mechanisms: the response to the two stimuli happens through the same basic mechanism involving local chromatin folding status, the differences are only quantitative (and very subtle) as we will discover in the following. The local character of co-regulation is consistent with the 'domino-effect' of SOC sandpile model, where each sliding 'grain of sand' has a direct effect on the neighbor and the formation of 'big avalanches' depend on the 'traveling' of local perturbation by chaining 'single step' events (see Supplementary file B for a brief explanation of SOC). The occurrence of genomewide global perturbation under the exponential decay of co-regulation suggests that the chaining 'single step' follows first order transitional behavior on chromatin Yoshikawa, 1996 Yoshikawa, , 2002 Zinchenko, 2008) . The dependence of co-regulation on the location on chromosome gives a proof-of-concept of main hypothesis at the basis of our previous works: gene expression fluctuations mirror chromatin flexibility. This is consistent with the observation that chromatin modifications can cause a cascade of events leading to promote or block gene expression (van der Knaap, 2016) .
This fact in turn sets the fundamental premises for a mainly 'position' as opposed to a mainly 'function' based regulation, as we will discuss in the following.
The last point of this section is a sort of 'disclaimer' about the (largely unescapable) terminological confusion of a research work located at very edge between Physics and Biology.
Each specific discipline attaches to the same term a slightly different meaning, the de novo introduction of 'new terms' for research on the 'edge' is clearly unfeasible, so we prefer to overly declare the possible ambiguities linked to the use of crucial terms frequently encountered in the paper:
1. Attractor: We used this word in both a general 'a preferred configuration the system tends to' and a more specific 'a stable (albeit critical) state actively maintained by system fluctuation' sense. The first case is more familiar to the biologist: it simply describes the evidence that each cell-kind has a typical profile of gene expression spanning the entire genome. The most straightforward biological analogy is the existence of a protein 'native structure' that remains recognizable along the (small) fluctuations due to thermal motion (molecular dynamics). In this sense, all the different genes participate of the same attractor whose strength is evident by the fact that the byfar major part of system variance is accounted by PC1.
The second, more physically oriented, meaning of the word 'Attractor' has to do with SOC model. In this case, the term refers to the contemporary presence of three ('supercritical', 'near-critical' and 'sub-critical') expression states that tend to the 'critical state' (attractor). In this frame, the attractor has a main 'core' correspondent to the center of mass (see Supplementary file B) genes and a periphery correspondent to the most fluctuating (in the following 'hot-spots') genes.
These two different notions are mutually consistent; in the following, we will demonstrate the center of mass genes are those with an overwhelming contribution of PC1 (near zero value for PC2 and PC3 'fluctuating' components).
Ideal:
The attribute 'Ideal' has no semantic implication, it is only used (like frequently happens in biomedical literature) to identify a 'paradigmatic' or 'exemplar' configuration. In this case, the 'ideal cell-kind profile' corresponds to what we called 'attractor' in the generic sense. Each gene has an 'Ideal' (cell-kind specific) expression value that in our case corresponds to its mean value across the 18 time points.
3. Motion: PCA corresponds to the 'eigenvalue/eigenvector' decomposition of classical dynamics. This means that the displacement from an average value can be equated to the 'motion' of a material point. The variance of a probability distribution is analogous to the moment of inertia (classical mechanics term) of a corresponding mass distribution along a line, with respect to rotation about its center of mass. The fact PCA solution maximizes the 'explained variance' of a multivariate data set by the projection of the original data set into a new space spanned by a minimal number of independent axes corresponds to say PCA solution maximizes the moment of inertia. Here we use 'variance explained' and 'entity of motion' in an interchangeable way. It is worth noting the 'cell-kind attractor' accounts for around 99% of total variance (PC1), while only two minor components (PC2, PC3) can be considered as bona fide signals. Figure 3 reports the distribution of PC2 and PC3 scores along the chromosome 1. From Figure 3 , it is evident the presence of 'outliers', genes whose expression is driven by the oscillatory PC2 and PC3 modes much more than others. These outliers are scattered all along the chromosome and represent 'hot spots' of variability: genes whose fluctuation around the 'ideal value' (correspondent to their PC1 score) is very high. The peculiar relation of 'hot-spots'
Hot spots, critical point and transition.
with their 'cell-kind' specific expression value is depicted in Fig.4 . Keeping in mind all the components have by construction zero mean and unit standard deviation on the whole set, it is evident that the same amount of total variability is constrained into 3 standard deviation interval for PC1 (see Fig.4 
), while fluctuation modes (PC2 and PC3)
variance is driven by outliers (gene expression values outside the 3 sigma interval) ); note that these outliers are leading contributors to average expression of PC2 and PC3 genes.. PC1 (cellkind attractor) corresponds to the chromatin organization on the global scale (so giving rise to a continuous expression value distribution), fluctuation modes are driven by discrete local variations in flexibility correspondent to what we called 'hot spots'. The results of both Fig.3 and Fig.4 are identical for HRG (data not shown). Comparing Table 2 with Table 1 , it is worth noting that, as expected, fluctuation components are more relevant in terms of explained variance with respect to EGF (PC2 goes from 0.41% to 0.72% of explained variance, PC3 goes from 0.26% to 0.36%). But, still more important, the third time point (15 min highlighted by previous SOC analysis (Tsuchiya, 2019) .
Figure 5: A singular response in critical states corresponds to the ON-OFF switch of critical point (CP).
A) The dynamics of gene expression profile correlation between adjacent time points. At tipping point (15-20 min) there is a decay in correlation (maximal distance from stable profile) particularly evident in the super-critical state. The oscillation in time of the two main regulatory components is evident in Figure 6 reporting the loadings on PC2 and PC3 of the different time points. Loadings correspond to the relative importance of the two modes in determining the observed gene expression pattern at different times. Thus, PC2 and PC3 modes are the counterpart of the local regulation spread all along the genome we put in evidence by RQA in the previous chapter. This role is evident by the ability of PC1, PC2 and PC3 to predict the nrmsf of single genes (Table 3) . is consistent with the fact that PC2 and PC3 correspond to relatively 'free fluctuation' of the system, while the motion along PC1 is much more constrained.
B) Probability density functions (PDFs
The physical counterpart of this statistical evidence is that variation along PC1 corresponds to shift the 'center of mass' (CM) of the system that can lead jumping off the attractor (transition).
If this is the case, we expect that the genes with near zero values of PC2 and PC3 are exactly the 'genome vehicle' (Tsuchiya, 2010) those genes that cause the critical behavior of the SOC regulated system. This genome vehicle can be seen from our current SOC result (Tsuchiya, 2010) in that the CP (critical point) acts as genome-attractor, which represents a specific set of critical genes with an activated (ON) or deactivated (OFF) state (see SOC summary in Introduction). In HRG, the CP is ON at 15 min and then OFF at 20 min through the coil-globule transition at the CP ( Figure the genome-attractor induces a big avalanche effect on genome expression. This is revealed (Fig.6 ) by the decay of PC2 and PC3 response at 15-20min.
It is important to compare EGF and HRG conditions, from here onward PC1, PC2 and PC3 of the EGF and HRG will be indicated as EGF1, EGF2, EGF3 and HRG1, HRG2, HRG3
respectively.
Both EGF and HRG mediated perturbations operate on the same cell-kind (MCF7 cells), if our interpretation of the meaning of different components is correct, we should find a complete superposition between the first components of EGF and HRG (EGF1 and HRG1 respectively)
given they refer to the same cell-kind ideal profile.
That is exactly what we find with a near to unity correlation between EGF1 and HRG1 (left top panel of Figure 7 ). and HRG (y axis) scores a correlation coefficient r = 0.78, (top right panel of Figure 7 ). This relation is statistically very significant and implies that the two EGF and HRG stimuli impinge over a highly superimposable set of genes. This favors the mainly positional character of gene expression regulation (see paragraph 3.3).
The HRG and EGF comparison encompasses some useful tracks to understand the difference between a stimulus that is able to induce a transition (HRG) and one that is not (EGF).
The first 'track' is the observation that HRG nrmsf is (on average) greater than EGF one (0.28 vs. 0.22) points to a greater applied energy in the transition case. Indeed, any detachment from ideal expression value can be considered as provoked by the need to dissipate an excess of energy, being the cell-kind attractor located in an energy minimum. The second track was suggested by the entrainment into a resonant peak of HRG2 and HRG3 depicted in Fig.5 and Fig.6 , this resonant peak is absent in EGF case (see Fig.5 Panel C), this resonance drastically increases the applied energy on the genome.
These results are consistent with SOC analysis in that ON-OFF switch of the CP (i.e., provoking genome avalanche through change in the genome-attractor) occurs at 15-20min through transitional change in singular behaviors at the CP for HRG cell response, whereas the CP is at OFF state in EGF cell response (i.e., no genome avalanche).
The analysis of log-normalized rmsf:
allows to appreciate the convergence of the SOC (more theoretical) and PCA (more empirical) approaches, this parameter is the order parameter of self-organization (Tsuchiya, 2015 (Tsuchiya, -2106 see Supplementary file B).
According to SOC, we do expect a value within -2.5~-2.6: singular behaviors of the CP (see Figure S2 .2-3 in Supplementary file B): it occurs consistently around -2.58 for both HRG and EGF. Figure 8 reports the space spanned by EGF2 and log-normalized rmsf on the top and the 3D space with added EGF3 (bottom panel). Fig.9 ) the minimum of the main oscillating mode (HRG2) is splitted in a bimodal way around zero. In figure 5B , the second peak in the HRG response has to do with the signature of ON-OFF transition of the CP. Top panel of Figure 10 reports the bimodal minimum of ln(nrmsf) for near 0 values of HRG2.
Bottom panel is an inset focusing on HRG2 scores between -0.10 and +0.10. This range corresponds approximately to 1/10 of total number of genes, the average ln(nrmsf) of these genes is -2.63, which is similar to the estimation from SOC, ln(nrmsf) = -2.58 relative to the CP obtained by a completely different paradigm. 
Functional and positional regulation
A basic tenet of functional genomics is that the genes most affected by an external perturbation (being it a disease, a drug, a toxicant, etc.) constitute a functional signature of the perturbation or, in other words, the 'molecular mechanism' allowing the perturbation to exert its effect.
Crow et al. put the above 'dogma' in crisis in a recent work (Crow, 2019) .
The authors performed an accurate meta-analysis involving over 600 differential gene expression studies from the Gemma database (https://gemma.msl.ubc.ca) involving human cell lines from different tissues and conditions spanning from the effect of mutations to drug and disease response. They put together the differentially expressed (DE) sets of genes from the 600 studies in order to generate a predictor based on the 200 genes most frequently observed in the different DE sets. This empirical DE set can be considered (due to the heterogeneity of conditions from which it derives) as a signature largely independent from specific functional features (biological mechanisms). This empirical 'prior probability' based signature performs very well in discriminating different experimental conditions (mean area under the Receiver Operating Characteristic curve, ∼0.8 (ROC)), indicating that a large fraction of DE hit lists is nonspecific. In contrast, predictors based on attributes such as gene function, mutation rates, or network features perform poorly (Crow, 2019) . Genes associated with sex, the extracellular matrix, the immune system, and stress responses are prominent within the "DE prior". The authors demonstrated that increasing the 'specificity' of the DE does not increase the discrimination power. The authors correctly explain their revolutionary results in terms of the redundancy of biological regulation taking place downward the DNA transcription level.
In summary they state that, given the biological systems have fully connected regulation networks at different hierarchical levels from DNA transcription to metabolism, an initially largely functionally not-specific stimulus can give rise to a specific response in the subsequent cascade of 'processing' of the initial information by biological system. This allows very subtle initial differences between DE gene sets to provoke differential (function specific) biological consequences.
The Crow et al. results are in line with our results:
1) RQA tells us that gene co-regulation happens on a purely positional (not functional) basis.
2) PCA allowed very similar regulation components to emerge from stimuli having different biological consequences on the system at hand.
3) SOC is a statistical mechanics phenomenon blind to gene specific function. In order to empirically connect our study to Crow et al. 'DE prior' (generic signature) we computed the correlation between the relevant genes selected from our study ('hot spots' (genes more affected by regulatory oscillation modes) and CP (critical point genes responsible for global genomic level avalanche)) with the functional spectrum of 'DE prior' (generic signature).
In order to perform this task, we generated by means of PANTHER Gene Ontology software (http://pantherdb.org/) the 'molecular function' and 'biological process' profiles of 'hot-spots' and the CP lists for both EGF and HRG conditions and compared these profiles with the DE prior (Generic) gene list (Crow, 2019) . there exists threshold for its ON-OFF state, i.e., the activation mechanism of the CP. This elucidation is expected to provide a novel cell-fate control mechanism.
In chromatin remodeling perspective, we summarize a cell-fate transition by this sequence of events in MCF-7 cell response: 1) Establishing a new 'preliminary' cell-fate: HRG activates the ErbB receptor with sustained extracellular signal regulated kinase (ERK) activity (Nagashima, 2007) . This induces a sufficiently strong perturbation (mirrored by a peak of PC2 and PC3 explained variance) on the MCF cell genome, i.e., setting the CP to ON by a consequent shift to swollen coil state before It is worth noting the universality of SOC mechanism in biology: the motion along PC2 and PC3 are orthogonal with respect to PC1 thus do not affect the 'center of mass' (CM) of the system, on the contrary their oscillating behavior in time, allows for maintaining the system on its 'attractor' profile dissipating external perturbations. This is exactly what happens in molecular dynamics with the fluctuation of amino-acid residues keeping largely invariant the 3D structure of the system, it is not a case that proteins are SOC governed systems too (Phillips, 2009 ). The unique property of SOC of being a 'critical attractor state' allows proteins to manage with thermal motion without losing their global 3D configuration while in the same time (thanks to CP-like amino-acid residues) responding with fast transition to allosteric stimuli.
The time-dependent behavior of the genomic DNA transition follows a kinetic equation that shows cubic nonlinearity (Takagi, 1999) . Cubic-type nonlinearity plays an essential role in nervous system excitability (see, for example, the FitzHugh-Nagumo-type equation to show cubic nonlinearity for the fundamental characteristics nerve firing, FitzHugh, 1995; Izhikevich, 2006) . Furthermore, SOC is at play in neuronal networks (Plenz, 2014; Shew, 2009) , which indicates a non-trivial similarity between the coherent network of genomic DNA transitions and neural networks.
Overall, we demonstrate the feasibility of a 'biological statistical mechanics' spanning different organization layers of biological material that can push the research toward a more integrative and physically motivated view of biology.
