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ABSTRACT 
A certain triple diagonal matrix was studied extensively hy Mark I<ac in connec- 
tion with problems in statistical mechanics. It had been considered earlier by 
Sylvester and Schriidinger and later by Siegert and Hess. This paper, which is of an 
expository and historical character, contains some new matrix intensive proofs of the 
results of Kac and R&a, as well as proofs of related binomial coefficient identities of 
Tans&y. 
1. INTRODUCTION 
We begin by reproducing an entire paper of Sylvester [Ici]. 
Soient les &terminants 
A A 1 A 1 0 A 1 0 0 A 1 0 0 0 
1 A 2 A 2 3 A 2 0 4 A 2 0 0 
0 1 A 0 2 A 3 0 3 A 3 0 
0 0 1 A 0 0 2 A 4 
0 0 0 1 A 
la loi de formation est Gvidente; effectuant on trouve 
et ainsi de suite. 
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We next reproduce Muir’s comment [12, 1911, p. 4261: 
That Sylvester was the author of the implied theorem may be considered proved 
by an entry in the index of the volume (see p. 478) and by a statement of Cayley’s in 
[I, p. 1631. Probably the title of the communication was prefixed by the editors, who, 
knowing of Sylvester’s papers in the Philosophical Magazine felt themselves justified 
in applying the name “Sylvester’s determinants”. 
These determinants-or matrices-turned up again in Schrodinger [15], 
who located their characteristic values, but did not succeed in finding a 
proof. In a lecture given in 1946, Kac [8] used these matrices in a discussion 
of Brownian motion, and using “mild trickery” obtained the characteristic 
values and the right and left characteristic vectors. These were obtained 
independently by P. Rdzsa in his Candidate Dissertation (his teacher was E. 
Egervliry), and his account was published [13]. Our colleague A. ErdClyi 
provided us with a translation of [I3]. 
We shall give two elementary proofs of Sylvester’s results: the first from 
Muir and Metzler [ll], the second by F. Mazza (see Muir [12, 1923, 
p. 4421). In the original Muir edition [lo] the result appears as exercise 21, 
p. 160, without comment. We shall then derive the Kac-Rozsa results using 
the knowledge of the characteristic values. A brief account of Kac’s trickery is 
followed by an account of Rozsa’s supplementary results, and we conclude by 
describing two generalizations of the Sylvester matrix and giving an elemen- 
tary proof of the Taussky identities. 
Observe that the notation in various of our references differs; e.g., 
sometimes the matrices are transposed, and sometimes they are normalized 
to be stochastic. Some authors work with the symmetrized form (cf. Lemma 
l), and some only with the odd dimensional case. These matrices are special 
cases of Jacobi matrices or continuants, first studied in detail by Sylvester. 
We shall keep essentially to the original notation of Sylvester. Specifically we 
shall denote by S = S, the (n + l)X(n + 1) triple diagonal matrix whose k th 
row consists of zeros, apart from the elements in the k - 1st and k + 1st 
columns, which are respectively n - k + 2 and k. Thus 
2 
n-k+2 0 k 
2 0 n 
1 o_ 
The Kac matrix is centrosymmetric, but we have decided not to use this 
property, as there does not appear to be any significant overall benefit. 
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2. THE CHARACTERISTIC VALUES OF S, 
We shall show by elementary row and column manipulations that 
det(s,_,-Ar)=[(n-l)-A]det[S,,_,-(h+l)I]. 
It will be sufficient to give the details in the case n = 4. 
First replace rr by rr + r2 + r3 + r4 to get, where A = det(S, 
3-A 3-A 3-A 3-A 
i -A _2A i 
2 
I 
. 
0 0 1 -A 
-, Al), 
Then replace cp by c2 - c,, c,~ by cg - c,, and c4 by cq - c, to get 
A= det g 
i 
3-A 0 0 0 
-h-3 -1 -3 
2 -A 3’ 
0 0 1 -A 1 
Deflate and replace rl by r, + rz + rJ and r2 by rp + r3 to get 
i 
-A-l -A --A 
A=(3-A)det 2 -II+1 3-A . 
0 1 -A 1 
Now replace c2 by c2 - cI and c,~ by cJ - cp to get 
A=(3-h)det 2 
[ 
-A-l 1 0 
-h-l 2 
0 1 -A-l 1 
=(3-A)det[S,-(A+l)I]. 
The characteristic values are isolated in the order 3,1, - 1, - 3. They form 
an arithmetic progression, a fact which will be used later. 
No new ideas are required to prove the general result. 
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THEOREM 1. The characteristic oalues of S = S, are k n, &- (n - 21,. . . 
This sequence ends with k 1 when n is odd and f2,O when n is even. 
The 1866 proof of F. Mazza isolates the characteristic values + A at the 
same time. In the case n = 4 we perform the operations rl + r3 + r5, re + 
rq, rg + r5 and then cs - cs, c4 - c2, ca - ci. We then deflate to get 
det(S,-Al)=det i : det(S,-Al). 
[ 1 
The fact that the characteristic values are distinct implies that the 
corresponding characteristic vectors are linearly independent, so that certain 
matrices which turn up later are nonsingular. Note also that the matrices are 
diagonalizable. 
3. THE CHARACTERISTIC VECTORS OF S, 
Since S, is a triple diagonal matrix, the characteristic vectors can easily 
be obtained. In the case n = 3 we find, in the row case, 
say, 
us = AU, 
where we have chosen the arbitrary x’s to be binomial coefficients, to ensure 
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that the modal or fundamental matrix has integral elements. For the column 
characteristic vectors we find 
[i ; ; ;I[; j 1: I;] 
=[; Ii 1; 11[’ 1 -1 -3 
say, 
su= VA. 
1. 
These simple examples confirm the general results below. Note that the 
row and column modal matrices are identical-we return to this point 
shortly. Note also that the number of changes of sign in the components of 
the characteristic vectors is 0,1,2,3. This is a general property of Jacobi 
matrices [4, p. 801. 
We shall now state, sometimes without proof, a series of lemmas, most of 
which are used in the proof of Theorem 2. 
Diagonal Similarities 
LEMMA 1. S is symmetrizable, i.e., there is a diagonal matrix D, e.g., 
such that D-‘SD is symmetric. 
LEMMA 2. If a matrix A is symmetrizable, then it is diagonally similar to 
its transpose A’; in fact, if D-‘AD = (D-‘AD)’ then De2AD” = A’. 
It follows that if x is a characteristic column vector for S, then (D-“r)’ is 
a characteristic row vector for S. 
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For a proof and an account of the history of the theorem that any matrix 
is similar to its transpose (via a symmetric matrix), see 0. Taussky and 
H. Zassenhaus [21]. 
LEMMA 3. rfE=diag(l, -l,l,...,(-1)“) thenE-‘S E=-S; $(A, 
v} is a characteristic pair for S, so is ( - h, Ev). 
Dominant and Subdominant Characteristic Vectors 
LEMMA 4. The dominant row characteristic pair of S is (n, (I, 1, . . , l)}; 
the subdominant pair is {n - 2, (n, n - 2, . , - n + 2, - n)]. 
LEMMA 5. The dominant column characteristic pair of S is 
the subdominant pair is 
Generation of Characteristic Vectors 
We shall now indicate two methods for generating the characteristic 
vectors of a triple diagonal matrix. For the first, see Gantmacher and Krein 
[4, pp. 80, 127] or Wilkinson [19, p. 3161. This applies to a general triple 
diagonal matrix. 
LEMMA 6. If A is a characteristic value of an n x n triple diagonal 
matrix A whose k th row is 
o,o ,..., o,ck_,,O,bk,O,...,O,O, 
then the k th component of the corresponding column vector u = (1, us,. . , u,,)’ 
(with first component 1) is 
( -l)k-lAk_,(h) 
uk= blb2...bk_l ’ 
k =2,3 ,..., n, (1) 
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where A,(A) is the characteristic polynomial of the k X k principal submatrix 
of A, which satisfies 
A,,(A) = 1, A,(A) = -A, 
A,(A) = - AAl,_, - bk-Ick_,Ak_,(A), k = 2,3 ,..., n. (2) 
REMAKK. There are similar results available when the diagonal elements 
of A are not necessarily all zeros. There is a similar result for row character- 
istic vectors. 
The second method is due to Kac [9] and R6zsa [13] and concerns the Kac 
matrix: 
LEMMA 7. Let xk be the k th component of the column characteristic 
vector of S = S,, corresponding to the characteristic value A. Then if x1 = 1 
(which is permissible), xk is the coefficient oft’- ’ in 
Proof. Taking account of the form of S, the components x ,, x2,. . , x, + 1 
are defined by 
x2 = AX,, 
kx,+,=AXk-(n-k++)xk_,, k=Z,...,n-1, (1) 
0 = Ax,,+, - x,, 
Consider the (polynomial) generating function 
g(t) = x1 + x,t + x,t” + . . . + xp + . . . + x,,+,tn. 
It follows from (1) that 
(l-t”)g’(t)=(A-nt)g(t). (2) 
348 OLGA TAUSSKY AND JOHN TODD 
Writing (2) in the form 
s’(t) ;(A - n) +(A + ll) -= 
g(t) 
+ 
1-t 1+t 
shows that [since g(0) = x1 = I] 
g(t)=(l-t)f(,l-A)(l+t)4(~~+h), 
which is a polynomial, as n + h = 0 (2) and IAl < n. 
We note that all components are integers for all A. 
(3) 
n 
Generation of Modal Matrix 
This method, due to R&sa, again applies to the Kac matrix. 
LEMMA 8. Let x:I\) denote the kth component of the column characteris- 
tic vector correspondirzg to the characteristic value A. Then zvhen n = 2 R, if 
are adjacent elements in the column modal matrix U with first row (1,1,. ,I). 
we have 
F=C+D+E, 
and so U can I?e generated from its $rst role and column. 
Proof. From (3) of Lemma 7, taking the case of even 7% = 2 R, we see 
that 
C=coeff.of I”-’ in(l--t)H-i(l+t)R+i 
= coeff. of tk in t(l- t)R--‘(l+ t)‘+.j, 
D=coeff. of tk-’ in (l- t)R-i-‘(l+ t)‘+‘+’ 
= coeff. of tk in t(l- t)R-i-‘(l+ t)R+.i+‘, 
E=coeff.of tk in(l-t)R-i(l+t)R+i, 
F=coeff. of t” in (l- t)R-‘-‘(l+ t)R+j+‘. 
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Hence 
F - E - D - C = coeff. of tk in 
(1-t) R-j+l(l+ t)R+l [1+t-1+t-t(1-t)-t(1+t)] 
= 0. n 
REMARKS. This lemma is reminiscent of the generation of the values of a 
polynomial at equally spaced nodes from its constant differences. Observe 
that in Lemma 6, apart from a common factor, the last row is the values of 
A,,(A) at the equally spaced A. We shall not pursue this remark here. 
Properties of the Modal Matrices 
It is natural to assume that the first component of each column vector is 1 
and to order the characteristic values as n, n - 2,. . . , - n + 2, - n. We denote 
by U the corresponding column modal matrix. We have 
scJ= UA. 
where 
A=diag(n,n-2 ,..., -n+2,-n), 
so that 
s = mu-‘. 
Then, if V= (U-l)‘, we have 
s=vnv-‘, 
so that V = (U- ‘)’ is a column modal matrix for S’, or V’ is a row modal 
matrix for S. Recall that characteristic vectors are determined only up to 
scalar ( f 0) multiplication, and modal matrices only up to diagonal matrix 
multiplication-premultiplication in the row case, postmultiplication in the 
column case. 
We have now fixed U. From Lemma 2, a row modal matrix for S is 
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We may premultiply this by 
and still have a row modal matrix for S: 
but this matrix is U. We have therefore established Lemma 9. 
LEMMA 9. The column mod& matrix U of S is also (I row modul matrix. 
It is well known that the row characteristic vectors and the column 
characteristic vectors of a matrix form a biorthogonal system: if y’s = hy’ and 
Sx = /_LX and if A f I_L, then y’x = 0. [In fact, postmultiplying the first 
equation by x and premultiplying the second by y’ gives y’Sx = Ay’x, 
y’Sx = ky’x, so that (A - p)y’r = 0 and y’x = 0.1 It follows, since all the 
characteristic values of S are different, that U” is a diagonal matrix. Rdzsa 
showed that U2 = 2 “I. 
LEMMA 10. 
u” = 2”l. 
Proof. It is obvious that (U”),, is the sum of the coefficients of (I+ x)~, 
which is 2”. We have not yet been able to find a satisfying proof that the 
other diagonal elements are also 2”. We give an adaptation of Rbzsa’s proof. 
The proof is by induction on n. Lemma 10 is obviously true for n = 0,l. 
We assume it true for a general n. We shall denote the elements of U = U,, 
by c,$;‘, i, j = 0,1,2,. . , n. We shall now evaluate the diagonal element from 
Lemma 7, with n replaced by n + 1 and A by n +3 -2i. We find 
U!?+‘)=coeff. of tj-l in (l-t)i-‘(l+t)n+P-r 1.J 
= coeff. of t-j-l in (l+ t)[(l-t)i+l(l+ t)r’+l-i] 
forj=2,...,n+l. 
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Similarly we find, for i = 2,. . , n + 2, 
u(n+ 1) = L7’“’ + qo!!, 
J.1 i,i 
for j = 2,. . . , n + 1. From Lemma 8 we find from (2) 
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(2) 
u!“+ 1) = UC”’ 
J.’ 
j_l,i - uj?:,i-l (3) 
forj=2,...,n+l. 
We have, using (l), 
nf2 
n + 1 
= ,F2 (undo’ + u{,;LI)“j,i (n+ 1) + v~,;~l&r,I~;,‘~ + q;+ ‘)qyi+ 1). 
Using (2) and (3) in the first and second sum respectively gives, assuming 
i = 2,. . . , n + 1, 
We now distribute the last term in (4, written in the form 
into the summations, adding a term j = 1 in the first and a term j = n +2 in 
the second. If we change the variable j = 2 to n + 2 in the second summation 
tok=j-IfromLton+l,wefind 
By orthogonality (in U’“‘) the second and fourth terms vanish and we are left 
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-1 
1+ I 
1 1 1 1- 
1 n-l n +3-2j n+3-2i -n-l 
1 
2 
“(n+l) = 
j 
i 
1 -1 (-$1 _ n+2 
-j: 2 j 
FIG. 1. 
i n+B 
with 
d$ ,’ n+ 1) = 2&d 
as required. In the exceptional case, i = 1, we have already noted that 
dj”’ = 2”. 
For those who are not confirmed suffixists we include some diagrams. 
U’” + ‘) is shown in Figure 1. For n = 3 we have 
(U’4’),, =6.1+0.0+( -2)( -2) +0.0+6.1 = 16. 
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,(n) = 
-1 1 1 1- 
n n-2 n-2-2i -n 
(i!l) is 
1 1 -1 
1 2 j-l j 
FIG 2. 
U’“’ is shown in Figure 2. For n = 3 we have 
I 1 1 1 1 u(3) 3 1 -1 3 = 
3 -1 -1 3 
1 -1 1 -1 
- 
I n+l 
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1 
? 
j-l 
j 
i-l 
i 
n+l 
(@“)),,=3.1+(-l)(-l)+(-1)(-1)+3,1=8x 
Combining our lemmas, we obtain the following result of R6zsa [13]. 
THEOREM 2. lf T = 2”” U, with U as defined above, then T2 = 1 and 
TST=diag(n,n-2 ,..., -n+2,-n). 
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4. THE “MILD TRICKERY” OF MARK KAC 
There are, to our mind, two instances of this. The first is essentially in 
Lemma 7. The usual way of handling generating functions is algebraic (cf. 
Section 7 below): what Kac does is to get a differential equation for the 
generating function, which he then solves. Kac was puzzled by the fact that 
this method, used for column vectors in Lemma 7, does not go over easily to 
the row case, and he was forced to use an ingenious different method, which 
he handled very skillfully. We have avoided this awkwardness by Lemma 2, 
which shows that the row vector is obtained from the column vector by 
dividing the components by binomial coefficients. 
Kac also used his trick in [7]. 
5. THE CONTRIBUTIONS OF PAL R6ZSA 
Rdzsa actually obtained explicit expressions for the components of the 
characteristic vector. 
The results of Lemmas 8, 9, 10 were obtained by Rozsa using the explicit 
expressions just mentioned. Our treatment is somewhat more matrix inten- 
sive, but we have so far not been able to obtain esthetically satisfying 
treatments. In particular, we failed to find a method, similar to that for 
Exercise 25 in [2, p. 201, for Lemma 10. 
6. GENERALIZATIONS OF THE SYLVESTER-KAC MATRIX 
In $576 of [ll] it is shown, by the manipulations used in Section 2, that if 
A(a,b,c) 
I 
-(cl)” 
b 
a-(b+c) 2h 
= det 
-(n-z>c a -2(b + c) 3b 
--c a- (n-l)(b+c) 1 
is an n X n continuant, then 
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and hence that 
r$,,(rZ,b,c)=[a-(n-l)c][u-(n-2)c-h] 
x[a-(n-3)c-2h] +a-(n-l)b]. 
Cayley [l] (cf. M uir, 12, 1923, p. 4291) discusses 
: 
0 1 
x 0 2 
q,,(O,x) =det r-1 0 3 / ! x--n+2 0 1. 
He shows 
where 
H,=[O+(n-l)][O+(n-3)][O+(n-5)] ... to 12 factors 
and 
2(s!)B,,,V=n(fl-l)(n-2)..‘(n-2s+1). 
Special cases of both 4, and qn appear as Exercises 330, 331 in Faddeev 
and Sominskii [3]. 
7. BINOMIAL-COEFFICIENT IDENTITIES 
We shall now derive binomial-coefficient identities which were commu- 
nicated to Kac by Olga Taussky on 18 May 1966, saying that she has matrix 
proofs for them; unfortunately we have been able neither to retrieve these 
proofs from our files, not to reconstruct them. She also communicated them 
to M. P. Drazin at that time; he did not recognize them but gave direct 
proofs. Recently (1989) we communicated them to R. A. Askey, who derived 
the first from a 1907 result of John Dougall. We shall give an elementary 
proof of the first of these (cf. Hall and Knight [5, p. 3341) using generating 
functions, a technique favored by Kac. We follow Kac in discussing the odd 
case, S,,, + ]. 
356 OLGA TAUSSKY AND JOHN TODD 
We begin by constructing a “large” block diagonal matrix ED,, out of mi 
copies of the matrix Szi+ ,, for j = 0, 1, . , n, where 
2n 
i 1 
2j + 1 
“j= n+j n+j+l =~[n2~~~l)(ei+1). 
We compute the dimension d,, of ED,,, and this will give us the first identity 
d,, = 2 tnj(2.j + 1) = 
,j = 0 
In particular, for n = 4, as a check we have 
tn,, = 14, m,=28, “2 = 20, m,, = 7, tn, = 1 
and 
We use the following two remarks: 
F:=(l+x)‘“+‘=[;2-(1-x)]‘“+’ 
=f,~+f,(l-N)+f~(1-X)2+f7(1-X)3+ ..., 
where 
f,, = p”+‘, fl = - (2n + 1)2’“, f, = n(2n +1)2’“-I,..., 
and, as is easily verified, 
G:=(2n+1)‘+(2t~-1)2s +(2n-3)“r” 
+ . . . +l”x-“+~“*“+l+3’.r”+‘+ . . . 
=&(1--x)-l+ &(1-x)-“+ &(l-X)-3, 
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where 
gl = 42 + 12n +9, g, = -8(n+2), go = 8. 
Expanding the product FG in powers of 1 - x, we see that 
+ terms which involve powors of x less than the 2n. + 1st. 
Using the expansions of (l- s)-‘,(l- s)-“,(l- r>-“, easy computa- 
tions reveal that the coefficient of x2”+’ in this product is 2”“+‘(2n + 1). 
Noticing that the coefficients of 1, s,. . , x” in G are exactly those of 
XL,l+l 
,x 
1 ,1 ) . ) x “+I and that the coefficients in F arc symmetric, it follows 
that 
tl,, = 2’“, 
as announced. 
The second identity arises in the following way. Consider the multiplicity 
of the characteristic root 2j of D,,. It first occurs simply in the matrix S, j+ ,, 
which has multiplicity tni in ED,,, and so 2 j has multiplicity 
~,i=nlj+7nj+,+ ... +rn 
II 
in D,,. We shall prove that 
In fact 
and summing gives (II). 
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We have a further check here in so far as 
In his discussion of the Ehrenfest problem Hess [6] introduces the 
Z”“-dimensional matrix W = ES,, where 
Si = 1 X I x . . . x A x . . . 1 x I, 
where 
is the ith factor in the direct product of 2n matrices, each 2-dimensional. It 
follows from the theory of the characteristic values of direct products that the 
multiplicity of 2j is 
( i 
n2Jj (see Kac [8, p. 921). It also follows that the 
2”’ X2’” matrix W, having the same characteristic values (counting multi- 
plicity), is similar to our matrix ID, both being diagonalizable. 
Finally we note that W, which Hess introduced in modeling a physical 
process, turns up naturally in the theory of derivations in multilinear algebra. 
We learned from a lecture of Marvin Marcus (La Jolla, November 1989) that 
W is the derivation induced by 
on the tensor product @y V of S-dimensional spaces V. 
8. CONCLUSION 
This concludes an account of the spectral properties of the Kac matrix. 
However, a look at S,, from the computational angle might be interesting, 
recalling the perfidious polynomial of Wilkinson [19]. 
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9. POSTSCRIPTS 
The following postscripts have been added in July 1990. 
(1) The referees have pointed out that wide generalizations of the 
Sylvester result have been established by Askey and Wilson [23]. Attention to 
the physics of the problem suggests an intimate connection with Krawtchouk 
polynomials, a special case of those of Askey and Wilson. These polynomials 
are orthogonal with respect to a discrete measure (a binomial distribution) 
and would appear to be a more appropriate tool for the analysis of the 
problem than the Jacobi polynomials used by R6zsa. 
(2) When we presented some of the material in this paper in Professor 
R. M. Wilson’s Combinatorics Seminar at Caltech, May 1990, he and 
Professor R. Mena called our attention to the connections of the Kac matrix 
with current problems about distance regular graphs. (See, e.g., [24, p, 2461.) 
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