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Abstract
Using combinatorial and analytic techniques, we give conditioning bounds for the stationary vector πT
of a stochastic matrix of the form cA + (1 − c)B, where c ∈ (0, 1) is a scalar, and A and B are stochastic
matrices, the latter being rank one. Such matrices and their stationary vectors arise as a key component
in Google’s PageRank algorithm. The conditioning bounds considered include normwise, absolute compo-
nentwise, and relative componentwise, and the bounds depend on c, and on quantities such as the number of
dangling nodes (which correspond to rows of A having all entries equal), or the lengths of certain cycles in
the directed graph associated with A. It is shown that if vertex j is on only long cycles in that directed graph,
then the corresponding entry in πT exhibits better conditioning properties, and that for dangling nodes,
the sensitivity of the corresponding entries in πT decreases as the number of dangling nodes increases.
Conditions are given that are sufficient to ensure that an iterate of the power method accurately reflects the
relative ordering of two entries in πT.
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1. Introduction and preliminaries
Suppose that S is a stochastic matrix having 1 as an algebraically simple eigenvalue. It is
well known that there is a left eigenvector σT of S corresponding to the eigenvalue 1, such that
σT has all nonnegative entries, and σT1 = 1, where 1 is the all ones vector of the appropriate
order. This vector σT is known as the stationary distribution vector (or stationary vector for
short) corresponding to S. In particular, if S is irreducible, then it turns out that the corresponding
stationary vector has all positive entries (see [11] for more background on stochastic matrices and
stationary vectors).
One of the most compelling applications of the stationary distribution vector for a stochastic
matrix arises in the context of the internet search engine Google. Specifically, Google’s algorithm
PageRank involves a stochastic matrix of massive size (currently estimated to be on the order of
11 billion rows and columns); the stationary vector of that matrix is then estimated numerically,
and the results are used to provide a ranking of the pages on the internet. The extremely large
size of the problem imposes constraints on the range of techniques that can be used to estimate
the stationary vector; Google has reported using 50–100 iterations of the power method in order
to obtain its estimate for the desired stationary distribution vector [1].
The stochastic matrix used in the PageRank algorithm has a particularly special structure. First,
a directed graph D is constructed whose vertices correspond to web pages, with a directed arc
from vertex i to vertex j if and only if page i has a link out to page j . Next, a stochastic matrix
A is constructed from the directed graph as follows. For each i, j , we have aij = 1/d(i) if the
outdegree of vertex i, d(i) is positive and i → j in the directed graph D, and aij = 0 if d(i) > 0
but there is no arc from i to j in D. Finally, if vertex i has outdegree zero, we have aij = 1/n for
all j , where n is the order of the matrix. (There are several possible ways of dealing with rows of
A corresponding to vertices of outdegree zero, but in this paper we focus only on the convention
noted above.) We note that because of the highly disconnected nature of the web graph, the matrix
A has a block triangular structure, with several diagonal blocks that are stochastic matrices of
smaller order. Next, a positive row vector vT is selected, normalized so that vT1 = 1. Finally
a parameter c ∈ (0, 1) is chosen (Google reports that c is approximately 0.85), and the Google
matrix G is constructed as follows:
G = cA + (1 − c)1vT. (1.1)
It is the stationary distribution vector of G that is estimated, and the results are then used in
Google’s ranking of the pages on the web.
Given that Google produces an estimate for the stationary vector of G, it is natural to wonder
how close that estimate is to the actual stationary distribution vector of G. Our goal in this paper
is to investigate that issue. In order to do so, we focus our attention on stochastic matrices of the
following type:
M = cA + (1 − c)1vT, (1.2)
where A is an n × n stochastic matrix, c ∈ (0, 1) and vT is a nonnegative row vector such that
vT1 = 1. We remark that any matrix M of the form (1.2) has a column with all positive entries
(in fact, the converse also holds), and so has a single essential class of indices (see [11]); hence
M has 1 as a simple eigenvalue (see also [13]). Throughout, we impose the additional hypothesis
that for each index 1  i  n, the principal submatrix of I − M formed by deleting row and
column i – denoted (I − M)i – is invertible. We note that there is no real loss of generality in
this assumption, for if (I − M)i is singular, it is straightforward to determine that necessarily, the
ith entry of the stationary vector for M is 0, and so the problem can be reduced to one of smaller
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order. Observe that in the special case that vT is a positive vector and A is block triangular with at
least two diagonal blocks that are stochastic, a matrix of the form (1.2) coincides with the Google
matrix G of (1.1).
To fix the notation, henceforth we take A, n, c, vT, M and G to be as described above, and we
denote the stationary distribution vector for M by πT. For any square matrix S, we use Si to denote
the matrix formed from S by deleting its ith row and column. For any column vector z, we define
‖zT‖1 = ∑i |zi |, while for any n × n matrix P , we take ‖P ‖∞ = max{‖eTi P ‖1|i = 1, . . . , n}.
Much of our analysis in the sequel will be facilitated by considering the directed graph associated
with A, which we denote by (A) (see [2] for basics on the relationship between a matrix and its
directed graph). Consequently, our results give some insight into the qualitative features of (A)
that influence the estimation of πT.
2. Normwise bounds
Suppose that we have an n × n stochastic matrix S that has 1 as an algebraically simple
eigenvalue, and stationary distribution vector σT. Given a row vector xT whose entries sum
to 1, how close is xT to σT? Setting yT = xT(I − S), and letting (I − S)# denote the group
generalized inverse of I − S (see [3] for a detailed treatment of this generalized inverse), we
have yT(I − S)# = xT(I − S)(I − S)# = xT(I − 1σT) = xT − σT. Thus, xT − σT = yT(I −
S)#. As a result, we find that the group generalized inverse (I − S)# is a key component in
analysing the vector xT − σT, and hence for discussing the accuracy of xT as an estimator of σT.
In particular, for the function τ((I − S)#) defined by
τ((I − S)#) = 1
2
max{‖(ei − ej )T(I − S)#‖1|i, j = 1, . . . , n},
a result in [12] asserts that ‖xT − σT‖1  τ((I − S)#)‖yT‖1. In the special case that S˜ = S + E
is another stochastic matrix having 1 as an algebraically simple eigenvalue, and stationary vector
σ˜T, it follows that for xT = σ˜T, we have yT = −σ˜TE, which yields ‖σ˜T − σT‖1  τ((I −
S)#)‖yT‖1  τ((I − S)#)‖E‖∞. Thus, τ((I − S)#) can be used to measure the conditioning of
the stationary vector of the stochastic matrix S.
Theorem 2.2 below, which is anticipated by a result in [9], and is in the same spirit as results
in [6,10], discusses τ((I − M)#) where M is of the form (1.2), and so leads to a discussion of
the conditioning of the corresponding stationary vector under the 1-norm. Henceforth, it will be
convenient take A, πT and vT to be partitioned as follows:
A =
[
An 1 − An1
aT 1 − aT1
]
, πT =
[
π¯T|πn
]
, vT =
[
v¯T|vn
]
. (2.1)
We begin with a preliminary result.
Lemma 2.1. Suppose that A, πT and vT are partitioned as in (2.1). We have the following:
(a) For each i = 1, . . . , n − 1, eTi (I − Mn)−1 = eTi (I − cAn)−1
+ 1−c1−(1−c)v¯T(I−cAn)−11e
T
i (I − cAn)−11v¯T(I − cAn)−1.
(b) (I − Mn)−11 = (I − cAn)−11/(1 − (1 − c)v¯T(I − cAn)−11).
(c) πn = 1 − (1 − c)v¯
T(I − cAn)−11
1 + caT(I − cAn)−11 .
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(d) For each i = 1, . . . , n − 1, eTi (I − cAn)−11  11−c . Equality holds if and only if there is
no path from vertex i to vertex n in (A).
Proof. We have
(I − Mn)−1 = (I − cAn − (1 − c)1v¯T)−1
= (I − cAn)−1 + 1 − c1 − (1 − c)v¯T(I − cAn)−11 (I − cAn)
−11v¯T(I − cAn)−1,
the second equality following from the Sherman–Morrison formula. Conclusions (a) and (b)
now follow readily. It is straightforward to show that πn = 11+(caT+(1−c)v¯T)(I−Mn)−11 ; that fact,
together with conclusion (b), readily yields conclusion (c). To see conclusion (d), first note that
An1  1, from which it follows that for each k ∈ N, Akn1  1. It now follows readily that for
each i, eTi (I − cAn)−11  11−c . Note also that eTi (I − cAn)−11 = 11−c if and only if eTi Akn1 = 1
for each k ∈ N. This last condition holds if and only if in (A), any walk starting from vertex i
fails to pass through vertex n, or equivalently, if and only if in (A) there is no path from vertex
i to vertex n. 
Theorem 2.2. τ((I − M)#)  11−c . Equality holds if and only if there are two vertices i, j ∈
(A) such that
(i) there is no path from i to j, and
(ii) for any vertex k ∈ (A), if there is a path from i to k, then there is no path from j to k.
Proof. In order to establish the inequality on τ , it suffices to show that for any pair of indices i,
j , we have 12‖(ei − ej )T(I − M)#‖1  11−c . Without loss of generality, we take j equal to n.
Suppose that A, πT and vT are partitioned as in (2.1). It then follows that (I − M)# can be
written as follows ([3] provides a proof in the case that M is irreducible, but the formula extends
to cover the case that 1 is an algebraically simple eigenvalue of M):
(I − M)# =
[
(I − 1π¯T)(I − Mn)−1(I − 1π¯T) −πn(I − 1π¯T)(I − Mn)−11
−π¯T(I − Mn)−1(I − 1π¯T) πnπ¯T(I − Mn)−11
]
,
so that for any i = 1, . . . , n − 1,
(ei − en)T(I − M)# =
[
eTi (I − Mn)−1(I − 1π¯T) −πn(I − Mn)−11
]
.
Since the entries of (ei − en)T(I − M)# sum to 0, we find that the 1-norm of that vector is just
twice the sum of its positive entries. Thus, in order to show that ‖(ei − en)T(I − M)#‖1/2  11−c ,
it suffices to consider the sum of the positive entries in the vector eTi (I − Mn)−1(I − 1π¯T) =
eTi (I − Mn)−1 − (eTi (I − Mn)−11)π¯T.
Applying Lemma 2.1(a) and (b) (and using the notation of that lemma), it now follows that
eTi (I − Mn)−1 − (eTi (I − Mn)−11)π¯T = eTi (I − cAn)−1
+ 1 − c
1 − (1 − c)v¯T(I − cAn)−11 (e
T
i (I − cAn)−11)v¯T(I − cAn)−1
− e
T
i (I − cAn)−11
1 − (1 − c)v¯T(I − cAn)−11 π¯
T.
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It is straightforward to see that πT = (1 − c)vT(I − cA)−1, from which we find that π¯T =
cπna
T(I − cAn)−1 + (1 − c)v¯T(I − cAn)−1.
Consequently, eTi (I − cMn)−1 − (eTi (I − Mn)−11)π¯T = eTi (I − cAn)−1 − e
T
i (I−cAn)−11
1+caT(I−cAn)−11
caT(I − cAn)−1. From Lemma 2.1(d), we have eTi (I − cAn)−11  11−c , and hence the sum
of the positive entries in eTi (I − cMn)−1 − (eTi (I − Mn)−11)π¯T is bounded above by 11−c , as
desired.
From the argument above, we find that τ(I − M)# = 11−c if and only if there are two indices,
say i and n, such that eTi (I − cAn)−11 = 11−c , and in addition, the vectors eTi (I − cAn)−1 and
aT(I − cAn)−1 do not have any positive entries in the same positions. From Lemma 2.1, we
find that eTi (I − cAn)−11 = 11−c if and only if there is no path in (A) from vertex i to vertex
n. We note further that eTi (I − cAn)−1ej > 0 if and only if there is a path from vertex i to
vertex j in (A) that avoids vertex n, and aT(I − cAn)−1ej > 0 if and only if there is a path
from vertex n to vertex j in (A). It now follows readily that the sum of the positive entries in
eTi (I − cAn)−1 − e
T
i (I−cAn)−11
1+caT(I−cAn)−11ca
T(I − cAn)−1 is equal to 11−c if and only if there is no path
from i to n in (A), and for each vertex j , if there is a path from i to j , then there is not a path
from n to j . 
Remark 2.1. Conditions (i) and (ii) of Theorem 2.2 assert that not only is there no access to
vertex j from vertex i, but also there is no vertex k that is accessible from both vertices i and j .
We have the following result for G.
Corollary 2.3. For the Google matrix G, τ((I − G)#) = 11−c .
Proof. Since G is a Google matrix, the matrix A is block triangular, with at least two diagonal
blocks that are stochastic, say B1 and B2. Let V1 and V2 denote the vertex sets in(A) correspond-
ing to the blocks B1, B2, respectively. It is straightforward to determine that if we select i ∈ V1 and
j ∈ V2, then conditions (i) and (ii) of Theorem 2.2 are satisfied. Hence τ((I − G)#) = 11−c . 
3. Componentwise absolute bounds
Suppose that pT is a vector whose entries sum to 1, and let rT = pT(I − M). We find from
Theorem 2.2 and the discussion at the beginning of Section 2 that
‖pT − πT‖1  ‖r
T‖1
1 − c . (3.1)
Thus, if rT is small, then pT is close to πT. However, the use of the 1-norm in (3.1) gives only
a little insight into how close pj might be to πj for a particular value of j . Given that the entries
in the stationary vector πT for the Google matrix G are used to rank web pages, it is natural to
ask for more detailed information on this point.
In this section, we consider, for each index j = 1, . . . , n, the following questions:
1. Given a vector pT whose entries sum to 1, how close is pj to πj ?
2. If pT is an estimate of πT and we know that pi  pj , under what circumstances can we
conclude that πi  πj ?
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To fix the notation, throughout the remainder of the paper, we take pT, rT and v¯T to be as described
above.
Remark 3.1. It turns out that (3.1) does yield some quantitative information on how far a single
entry in πT can be from the corresponding entries in pT. To see this, we first note that for any n-
vector z such that zT1 = 0, it is straightforward to show that max{|zi ||i = 1, . . . , n}  ‖zT‖1/2.
Applying that observation in conjunction with (3.1) yields the fact that for each j = 1, . . . , n,
|pj − πj |  12(1 − c)‖r
T‖1. (3.2)
The following (easily generalized) example shows that in fact equality can hold in (3.2). Let
A =
[
0 1 0
1 0 0
0 0 1
]
, and suppose that we have a positive vector vT = [v1 v2 v3] whose entries
sum to 1, and a scalar 0 < c < 1. We find readily that π3 = (1 − c)vT(I − cA)−1e3 = v3. Next
consider a vector of the form pT = πT + δ[1 1 −2], where the scalar δ > 0 is chosen so that
pT is nonnegative. We have |p3 − π3| = 2δ, while a straightforward computation shows that rT =
[(1 − c) (1 − c) −2(1 − c)]. Hence ‖rT‖1 = 4δ(1 − c), so that |p3 − π3| = 12(1−c)‖rT‖1.
Thus, equality can hold in (3.2).
Our goal in this section is to tighten (3.2) by taking advantage of the structure of M in general,
and the information contained in (A) in particular.
For each j = 1, . . . , n, let κj (M) = 12πj‖(I − Mj)−1‖∞. The following result indicates the
role played by κj in discussing the questions posed at the beginning of this section.
Theorem 3.1. (a) Suppose that pT is an n-vector whose entries sum to 1. Then for each j =
1, . . . , n, we have |pj − πj |  ‖rT‖1κj (M).
(b) Fix an index j between 1 and n. For each sufficiently small  > 0, there is a positive vector
pT whose entries sum to 1 such that ‖rT‖1 =  and |pj − πj | = ‖rT‖1κj (M).
Proof. (a) Fix an index j . As observed at the beginning of Section 2, we have pT − πT =
rT(I − M)#, so that |pj − πj | = |rT(I − M)#ej |. Since the entries of rT sum to zero, it follows
from Lemma 2.4 of [11] that |rT(I − M)#ej |  12‖rT‖1 max{(I − M)#i,j − (I − M)#k,j |i, k =
1, . . . , n}. Finally, from a result of [4], we have max{(I − M)#i,j − (I − M)#k,j |i, k = 1, . . . , n} =
πj‖(I − Mj)−1‖∞. The conclusion now follows.
(b) Select indices i and k so that (I − M)#i,j − (I − M)#k,j = πj‖(I − Mj)−1‖∞ (in fact, it
turns out that necessarily, i = j ). Consider a vector of the form pT = πT + δ(eTi − eTk )(I − M)#,
where the scalar δ is chosen so that pT is a positive vector. Observe also that the entries of
pT sum to 1. It follows that rT = δ(eTi − eTk ), and hence |pj − πj | = |rT(I − M)#ej | = |δ‖
(eTi − eTk )(I − M)#ej | = 12‖rT‖1πj‖(I − Mj)−1‖∞. The conclusion now follows. 
We see from Theorem 3.1 that the quantity κj (M) provides a precise measure of the difference
between pj and πj . Further, we find from an analysis similar to that given in Section 1, that if
M˜ = M + E is another stochastic matrix having 1 as an algebraically simple eigenvalue, and
stationary vector π˜T, then |π˜j − πj |  κj (M)‖E‖∞. Consequently, κj (M) also measures the
conditioning of πj under perturbation of M . In what follows, we will provide tight bounds on
κj (M) for any matrix M satisfying (1.2).
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Theorem 3.2. Suppose that the matrix A is partitioned as in (2.1). Then
πn(I − Mn)−11 = (I − cAn)−11/(1 + caT(I − cAn)−11). In particular, κn(M) =
max
{
eTi (I−cAn)−11
2(1+caT(I−cAn)−11) |i = 1, . . . , n − 1
}
.
Proof. The conclusion follows immediately from Lemma 2.1(b) and (c). 
Note that the expression for κn(M) given in Theorem 3.2 depends only on the matrix A and
the value of c, and is independent of the vector vT.
Lemma 3.3. Suppose that n is on a cycle of length at least 2 in (A), and that g is the
length of a shortest such cycle. Suppose that A is partitioned as in (2.1). Then aT(I − cAn)−11 
aT1 1−cg−11−c . Equality holds if and only if there is a stochastic principal submatrix of A having theform:
S =

0 Sg−1 . . . 0 0
0 0 Sg−2 . . . 0
.
.
.
...
0 0 . . . 0 1
bT 0 . . . 0 1 − bT1
 , (3.3)
where the last row and column of S correspond to vertex n in (A).
Proof. Note that ai > 0 if and only if (A) contains the arc n → i. Since g is the length of the
shortest cycle through vertex n that goes through at least one other vertex, we find that for any i
such that ai > 0, we have d(i, n)  g − 1, where d(i, n) is the distance in (A) from vertex i to
vertex n. Consequently, for each i such that ai > 0, every walk in (A) of length at most g − 2
that starts at vertex i avoids vertex n. Hence, for each k = 1, . . . , g − 2, eTi Akn1 = 1. As a result,
we have aT(I − cAn)−11 = ∑n−1i=1 ∑∞k=0 aickeTi Akn1 ∑n−1i=1 ∑g−2k=0 aick = aT1 1−cg−11−c .
Next, suppose that the equality case holds. LetU = {i|ai > 0} and note thataT(I − cAn)−11 =
aT1 1−cg−11−c if and only if for each index i ∈ U we have eTi Akn1 = 1 for k = 1, . . . , g − 2 and
eTi A
k
n1 = 0 for all k  g − 1. In particular, for any i ∈ U we see that d(i, n) = g − 1, and
further that any walk of length l  g − 1 in (A) that starts from vertex i must necessarily
go through vertex n. Let V denote the subset of vertices in (A)\{n} consisting of the vertices
in U , along with any vertex that can be reached from some vertex in U . Partition V into the
sets Vj = {i ∈ V |d(i, n) = j}, j = 1, . . . , g − 1 (note that Vg−1 = U ). Suppose that we have
a vertex i ∈ Vp and a vertex j ∈ Vq such that (A) contains the arc i → j . If q  p − 2
then it follows that d(i, n)  p − 1, a contradiction. Further, if q  p, it follows that there
is a walk in (A) from some vertex in U of length greater than g − 2 that does not pass
through vertex n, another contradiction. We conclude that necessarily q = p − 1, so that the
only arcs in (A) between pairs of vertices in V are of the form i → j , where i ∈ Vp, j ∈
Vp−1.
Now let S be the principal submatrix of A corresponding to the indices in V ∪ {n}, and note
that for each i ∈ U and each k  g − 2, eTi Akn1 = eTi Sk1. From the considerations above, we find
that S can be written in the form:
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S =

0 Sg−1 . . . 0 0
0 0 Sg−2 . . . 0
.
.
.
...
0 0 . . . 0 S1
bT 0 . . . 0 1 − bT1
 ,
for appropriate rectangular matrices Sg−1, . . . , S1 and a suitable positive vector bT with bT1  1;
note in particular that S1 is a column vector. Evidently if i ∈ U , then for each k  g − 2,
eTi S
k1 = eTi Sg−1 . . . Sg−k1, from which we find that S1 = 1 and Sj1 = 1 for j = 2, . . . , g − 1.
The characterization of the equality case now follows readily. Finally we note that if A has
a principal submatrix of the form described in (3.3), it is straightforward to determine that
aT(I − cAn)−11 = aT1 1−cg−11−c . 
Next, we present one of our main results.
Theorem 3.4. (a) Suppose that vertex j is on a cycle of length at least 2 in (A), and let g be the
length of a shortest such cycle. Then κj (M)  12(1−cg−cajj (1−cg−1)) . Equality holds if and only if
there is some i such that there is no path from vertex i to vertex j in (A), and there is a principal
submatrix of A of the form (3.3), where the last row and column corresponds to index j.
(b) If vertex j is on no cycle of length at least 2 in (A) and ajj /= 1, then κj (M) = 12(1−cajj ) .
(c) If ajj = 1, then κj (M)  12(1−c) , with equality if and only if there is a vertex i such that
there is no path from vertex i to vertex j in (A).
Proof. Throughout, we may assume without loss of generality that j = n and that A is partitioned
as in (2.1).
(a) Note that ‖(I − An)−1‖∞  11−c , with equality if and only if there is a vertex i such
that there is no path in (A) from i to n. From Lemma 3.3, we also have aT(I − cAn)−11 
aT1 1−cg−11−c ; an application of Theorem 3.2 gives the desired inequality. The equality case also
follows readily from Lemma 3.3. Note that conclusion (c) is established in an analogous
manner.
(b) Since ann /= 1, there is at least one i such that ai > 0, and hence at least one vertex i such
that n → i in(A). Since n is not on any cycles of length 2 or more, we conclude that necessarily,
if ai > 0, then there is no path from i to n in (A). Thus, we find that for each i with ai > 0,
eTi (I − Mn)−11 = 11−c . It now follows from Theorem 3.2 that κn(M) = 12(1−cann) . 
The following is immediate.
Corollary 3.5. (a) If j is on a cycle of length at least 2 and g is the length of the shortest such
cycle, then |pj − πj |  ‖rT‖12(1−cg−cajj (1−cg−1)) .
(b)Suppose that vertex j is on no cycle of length 2 or more in(A).Then |pj − πj |  ‖rT‖12(1−cajj ) .
Remark 3.2. Observe that the upper bound of Theorem 3.4(a) onκj is readily seen to be increasing
in ajj and decreasing in g. We can interpret this bound as implying that if vertex j of (A) is
only on long cycles, then πj will exhibit good conditioning properties.
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Remark 3.3. Suppose that ajj = 0, and that the shortest cycle in (A) through vertex j has
length g. We then see that the upper bound of Corollary 3.5(a) improves that of (3.2) by a factor of
1−cg
1−c = 1 + c + · · · + cg−1. For example if c = 0.85, then the improvement factors corresponding
to the values g = 2, 3, 4 are 1.85, 2.5725 and 3.186825, respectively.
As noted in the introduction, the construction of the Google matrix G of (1.1) typically involves
a matrix A having a number of rows equal to 1
n
1T. Such rows correspond to so-called “dangling
nodes” in the directed graph associated with the internet, and arise from pages from which there
are no links out (such as a pdf file or an image) or from pages whose links out have not yet been
crawled. There is some evidence to suggest that the number of dangling nodes on the internet is
quite large. For example, Kamvar et al. [8] report the results of a web crawl in 2001 in which, out
of a total of 290 million pages crawled, about 220 million pages corresponded to dangling nodes.
Our next result leads to a bound on κj where j is associated with a row of A that is equal to 1n1
T
.
Here we use J to denote an all ones matrix of appropriate order.
Theorem 3.6. Suppose that A has m  2 rows that are equal to 1
n
1T. Then 1T(I − cAn)−11 
n(n−1)
n−c(m−1) .
Proof. Evidently An 
[
0 0
1
n J
1
n J
]
≡ B, where the partition sizes for B are n − m and m − 1,
respectively. Consequently, 1T(I − cAn)−11 is bounded below by 1T(I − cB)−11. A straight-
forward computation shows that
(I − cB)−1 =
[
I 0
c
n−c(m−1)J I + cn−c(m−1)J
]
. (3.4)
The result now follows by computing the sum of the entries in (I − cB)−1. 
Corollary 3.7. Suppose that A has m  2 rows equal to 1
n
1T, and that row j is one of those rows.
Then κj (M)  n−c(m−1)2((1−c2)n−c(1−c)m) .
Proof. Without loss of generality, we take j = n. Note that from Theorem 3.2 and Lemma 2.1(d),
we find that κn(M)  12(1−c)(1+(c/n)1T(I−cAn)−11) . The result now follows from Theorem 3.6. 
Remark 3.4. Suppose that A has m rows that are equal to 1
n
1T, and let µ = m/n. For large values
of n, we see that if µ > 0, then the upper bound of Corollary 3.7 is roughly 1−cµ2(1−c)(1+c−cµ) , which
is readily seen to be decreasing in µ. For instance if c = .85 and µ = 2229 , the bound of Corollary
3.7 is approximately .9824.
The bound of Corollary 3.7 compares well with the upper bound that arises from Theorem 3.4,
which is roughly 12(1−c2) ; in particular Corollary 3.7 yields an improvement by a factor of about
1 + c2µ
(1+c)(1−cµ) .
Remark 3.5. For the Google matrix G of (1.1), each row of A either has a zero in the diagonal
position, or is equal to 1
n
1T. In particular, if row j of A is not 1
n
1T, then either part (a) of Theorem
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3.4 applies with ajj = 0 (in the case that vertex j is on a cycle in (A)) or part (b) of Theorem
3.4 applies with ajj = 0 (in the case that vertex j is not on a cycle in (A)).
We have the following additional result for the Google matrix G.
Theorem 3.8. Consider the Google matrix G of (1.1), and fix an index j = 1, . . . , n. For all
sufficiently small  > 0, there is a positive vector pT whose entries sum to 1 such that ‖rT‖1 = 
and |pj − πj |  ‖rT‖12(1−cajj ) .
Proof. We claim that κj (G)  12(1−cajj ) , from which the conclusion will follow upon applying
Theorem 3.1(b). Without loss of generality, we take j = n.
From Theorem 3.2, we haveπn(I − Gn)−11 = (I−cAn)−111+caT(I−cAn)−11 . Since (I − cAn)−11 
1
1−c1,
we find that 1 + caT(I − cAn)−11  1 + caT1/(1 − c). Further, since A has block triangular
form with at least two diagonal blocks that are stochastic, there is at least one vertex in (A) for
which there is no directed path to vertex n. Hence ‖(I − cAn)−1‖∞ = 11−c , and the lower bound
on κj (G) now follows. 
The following result helps to address the second question posed at the beginning of this section.
It follows immediately from Corollary 3.5.
Corollary 3.9. (a) Suppose that vertices i and j of (A) are on cycles of length two or more,
and let gi and gj denote the lengths of the shortest such cycles, respectively. If pi  pj +
‖rT‖1
(
1
2(1−cgi −caii (1−cgi−1)) +
1
2(1−cgj −cajj (1−cgj −1))
)
, then πi  πj .
(b) Suppose that vertex i of (A) is on a cycle of length two or more, and let gi denote the
length of the shortest such cycle. Suppose that vertex j is on no cycle of length two or more. If
pi  pj + ‖rT‖1
(
1
2(1−cgi −caii (1−cgi−1)) +
1
2(1−cajj )
)
, then πi  πj .
(c) Suppose that neither of vertices i and j of (A) are on a cycle of length two or more. If
pi  pj + ‖rT‖1
(
1
2(1−caii ) + 12(1−cajj )
)
, then πi  πj .
We have the following analogue of Corollary 3.9 for rows of M that correspond to dangling
nodes.
Corollary 3.10. Suppose that A has m  2 rows equal to 1
n
1T, one of which is row j.
(a) Suppose that vertex i of (A) is on a cycle of length two or more, and let gi be the length
of a shortest such cycle. If
pi  pj + ‖rT‖1
(
1
2(1 − cgi − caii(1 − cgi−1)) +
n − c(m − 1)
2((1 − c2)n − c(1 − c)m)
)
,
then πi  πj .
(b) Suppose that vertex i is on no cycle of length two or more. If
pi  pj + ‖rT‖1
(
1
2(1 − caii) +
n − c(m − 1)
2((1 − c2)n − c(1 − c)m)
)
,
then πi  πj .
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(c) Suppose that row i of A is equal to 1
n
1T. If pi  pj + ‖rT‖1
(
n−c(m−1)
((1−c2)n−c(1−c)m)
)
, then
πi  πj .
Our next result considers the accuracy of the iterates arising from the power method in esti-
mating a particular entry of πT.
Corollary 3.11. Suppose that x(0)T  0T, with x(0)T1 = 1, and that for each k ∈ N, x(k)T is
the kth vector in the sequence of iterates generated by applying the power method to x(0)T
with the matrix M. If vertex j is on no cycle of length at least 2 in (A), then for each k ∈ N,
|x(k)Tej − πj |  ck‖{x(1)T−x(0)T}Ak‖12(1−cajj ) 
ck‖x(1)T−x(0)T‖1
2(1−cajj ) . On the other hand, if vertex j is on a
cycle of length at least 2 and g is the length of the shortest such cycle, then for each k ∈ N,
|x(k)Tej − πj |  ck‖{x(1)T−x(0)T}Ak‖12(1−cg−cajj (1−cg−1)) 
ck‖x(1)T−x(0)T‖1
2(1−cg−cajj (1−cg−1)) .
Proof. A straightforward induction proof shows that for each k ∈ N, x(k + 1)T − x(k)T =
ck(x(1)T − x(0)T)Ak . Taking pT = x(k)T so that rT = x(k)T − x(k + 1)T, an application of
Corollary 3.5 readily yields the result. 
The following example illustrates Corollary 3.9.
Example 3.1. Suppose that we have integers g, h  2, and let Pg and Ph be cyclic permutation
matrices of orders g and h, respectively. Consider the matrix
A =
Pg 0 00 Ph 0
S1 S2 S3
 , (3.5)
where S1, S2, S3 are chosen that A is stochastic. Suppose that vT is a positive probability vec-
tor, that 0 < c < 1, and that the scalar δ > 0 is chosen so that the vector x(0)T ≡ (1 − c)vT
(I − cA)−1 − δ(eT1 − eTg+h)(I − cA)−1 is nonnegative.
Suppose that we have k ∈ N, such that gh divides k, and let x(k)T be the kth vector in the
sequence of iterates arising from the power method applied to x(0)T with the matrix M . We have
x(k)T − x(k + 1)T = ckδ(eTg+h − eT1 )Ak = ckδ(eTg+h − eT1 ), the last following from the fact that
k is a multiple of gh. Consequently, we find that x(k)T − πT = ckδ(eTg+h − eT1 )(I − M)# ≡
rT(I − M)#, where ‖rT‖1 = 2δck .
Note that from the structure of A, it follows from Theorem 3.4 that x(k)Teg+h − πg+h =
ckδ
1−ch = ‖r
T‖1
2(1−ch) . Similarly, we find that x(k)
Te1 − π1 = −ckδ1−cg = −‖r
T‖1
2(1−cg) . In particular, equality
holds in our bounds on |x(k)Teg+h − πg+h| and |x(k)Te1 − π1| arising from Corollary 3.5. Fur-
ther, note that we also have πg+h − π1 = x(k)Teg+h − x(k)Te1 − ckδ
(
1
1−ch + 11−cg
)
=
x(k)Teg+h − x(k)Te1 − ck‖rT‖1
(
1
2(1−ch) + 12(1−cg)
)
. In particular, note that πg+h  π1 if and
only if
x(k)Teg+h  x(k)Te1 + ck‖rT‖1
(
1
2(1 − ch) +
1
2(1 − cg)
)
,
thus illustrating that the conclusion of Corollary 3.9(a) can be precise.
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Our final two results of this section are applications of Corollaries 3.9 and 3.10 to the sequence
of iterates arising from the power method.
Corollary 3.12. Suppose that x(0)T  0T, with x(0)T1 = 1, and that for each k ∈ N, x(k)T is
the kth vector in the sequence of iterates generated by applying the power method to x(0)T with
the matrix M.
(a) Suppose that vertices i and j of (A) are on cycles of length two or more, and let gi and
gj denote the lengths of the shortest such cycles, respectively. If x(k)i  x(k)j + ck‖x(1)T −
x(0)T‖1
(
1
2(1−cgi −caii (1−cgi−1)) +
1
2(1−cgj −cajj (1−cgj −1))
)
, then πi  πj .
(b) Suppose that vertex i of (A) is on a cycle of length two or more, and let gi denote the
length of the shortest such cycle. Suppose that vertex j is on no cycle of length two or more. If
x(k)i  x(k)j + ck‖x(1)T − x(0)T‖1
(
1
2(1−cgi −caii (1−cgi−1)) +
1
2(1−cajj )
)
, then πi  πj .
(c) Suppose that neither of vertices i and j of (A) are on a cycle of length two or more. If
x(k)i  x(k)j + ck‖x(1)T − x(0)T‖1
(
1
2(1−caii ) + 12(1−cajj )
)
, then πi  πj .
Corollary 3.13. Suppose that A has m  2 rows equal to 1
n
1T, one of which is row j. Suppose that
x(0)T  0T, with x(0)T1 = 1, and that for each k ∈ N, x(k)T is the kth vector in the sequence
of iterates generated by applying the power method to x(0)T with the matrix M.
(a) Suppose that vertex i of (A) is on a cycle of length two or more, and let gi be the
length of a shortest such cycle. If x(k)i  x(k)j + ck‖x(1)T − x(0)T‖1
(
1
2(1−cgi −caii (1−cgi−1)) +
n−c(m−1)
2((1−c2)n−c(1−c)m)
)
, then πi  πj .
(b) Suppose that vertex i is on no cycle of length two or more. If
x(k)i  x(k)j + ck‖x(1)T − x(0)T‖1
(
1
2(1 − caii) +
n − c(m − 1)
2((1 − c2)n − c(1 − c)m)
)
,
then πi  πj .
(c) Suppose that row i of A is equal to 1
n
1T. If
x(k)i  x(k)j + ck‖x(1)T − x(0)T‖1
(
n − c(m − 1)
((1 − c2)n − c(1 − c)m)
)
,
then πi  πj .
4. Componentwise relative error bounds
In the preceding section, we considered the absolute error |pj − πj |; this section focuses on
the corresponding relative errors, |pj−πj |
πj
. At least some of the motivation for this stems from an
approach to computing πT discussed in [7]. As part of a method in [7] designed to speed up the
convergence of the sequence of iterates x(k)T, k ∈ N arising from the power method (applied with
the matrix M), the authors monitor the quantity (x(k+1)T−x(k)T)ej
x(k)Tej
, and, if that quantity is small
(<10−3), they declare the j th entry of x(k)T to have converged. The quantity (x(k+1)T−x(k)T)ej
x(k)Tej
can be thought of as an estimate of the relative error associated with the j th entry of x(k)T, and
provides some of the motivation for a discussion of relative errors. In order to simplify notation
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in this section, we consider, without loss of generality, the problem of bounding the relative error
for πn.
Lemma 4.1. Let Ŝ be the set of vertices in (A) for which there is no path to vertex n. For each
vertex j /∈ Ŝ, let d(j, n) be the distance from vertex j to vertex n, and let d = max{d(j, n)|j /∈ Ŝ}.
For each i = 0, . . . , d, let Si = {j /∈ Ŝ|d(j, n) = i} (evidently S0 = {n} here). Suppose also
that v¯T is partitioned accordingly into sub-vectors v¯Ti , i = 0, . . . , d, and vˆT. Finally, for each
i = 1, . . . , d, let αi be the minimum row sum of A[Si, Si−1], the submatrix of A on rows Si and
columns Si−1. Then
(a) 1 − (1 − c)v¯T(I − cAn)−1  vn +∑di=1 ci v¯Ti 1.
(b) 1 − (1 − c)v¯T(I − cAn)−1  vn + cα1v¯T1 1 + c2α1α2v¯T2 1 + · · · + cdα1 . . . αd v¯Td 1.
Proof. (a) Let j be a vertex in(A); if j ∈ Ŝ, we find readily that eTj (I − cAn)−11 = 11−c , while if
j ∈ Si , then we have eTj (I − cAn)−11 
∑i−1
l=0 cl(eTj (An)l1) = 1−c
i
1−c . The inequality now follows.(b) Let z = 1 − An1, and note that this is the last column of A with the final entry deleted.
Evidently 1 = cAn1 + (1 − c)1 + cz, so that 1 − c(I − cAn)−1z = (1 − c)(I − cAn)−11. We
thus find that 1 − (1 − c)v¯T(I − cAn)−11 = vn + cv¯T(I − cAn)−1z. It is straightforward to see
that if j ∈ Ŝ, then eTj (I − cAn)−1z = 0, so in order to establish the inequality, we need only
produce lower bounds on eTj (I − cAn)−1z for j /∈ Ŝ.
Let  = ⋃di=1 Si , denote the principal submatrix of A on the rows and columns of  by A[],
and let z[] be the subvector of z corresponding to the indices in . Observe that if j /∈ Ŝ, then
eTj (I − cAn)−1z = eTj (I − cA[])−1z[]. From the hypotheses we have z[] 
[
0
α11|S1|
]
, and
A[] 

0 A[Sd, Sd−1] 0 . . . 0 0
0 0 A[Sd−1, Sd−2] 0 . . . 0
...
.
.
.
...
0 0 0 . . . 0 A[S2, S1]
0 0 0 0 0 0

.
It now follows readily that c(I − cA[])−1z[] 

cdαdαd−1 . . . α11
cd−1αd−1αd−2 . . . α11
.
.
.
cα11
. Consequently, vn +
cv¯T(I − cAn)−1z  vn + cα1v¯T1 1 + c2α1α2v¯T2 1 + · · · + cdα1 . . . αd v¯Td 1, as desired. 
We keep the notation of Lemma 4.1 our next result, which follows immediately from that
result.
Corollary 4.2. We have
κn(M) 
πn
2(1 − c)
(
vn +∑di=1 ciα1 . . . αi v¯Ti 1) ,
so that in particular,
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|pn − πn|
πn
 ‖r
T‖1
2(1 − c)
(
vn +∑di=1 ciα1 . . . αi v¯Ti 1) .
If Ŝ /= ∅, then
πn
2(1 − c)
(
vn +∑di=1 ci v¯Ti 1)  κn(M).
In particular, for each  > 0, there is a positive vector pT whose entries sum to 1 such that
‖rT‖1 =  and
|pn − πn|
πn
 ‖r
T‖1
2(1 − c)
(
vn +∑di=1 civiT1) .
Remark 4.1. From Corollary 4.2, we see that the vector vT is influential on the relative condi-
tioning of πn. Specifically, if vT places more weight on vertices in Si for small values of i (i.e.
on vertices at short distance from vertex n), then that has the effect of improving the relative
conditioning properties of πn.
Remark 4.2. Equality is attainable in our bounds on κn(M) in Corollary 4.2. Keeping the notation
of Lemma 4.1, it is straightforward to see that if A[Si, Si−1]1 = αi1 for i = 1, . . . , d and Ŝ /∈ ∅
then in fact κn(M) = πn
2(1−c)
(
vn+∑di=1 ciα1...αi v¯Ti 1) . Similarly, if Ŝ /= ∅ and A[Si, Si−1]1 = 1 for
i = 1, . . . , d then we have κn(M) = πn
2(1−c)
(
vn+∑di=1 ci v¯Ti 1) .
Both Corollaries 3.5 and 4.2 provide upper bounds on κj (M). The following two examples
show that in general, these two bounds are incomparable.
Example 4.1. Suppose that we have a stochastic matrix of the form:
A =
B 0 00 0 1
uT1 u
T
2 0
 , (4.1)
where uT1 and u
T
2 are nonnegative, nonzero vectors such that u
T
1 1 + uT2 1 = 1. Suppose that vT is a
positive vector whose entries sum to 1, and that c ∈ (0, 1). Then vertex n is on one or more cycles
of length 2 in (A), so that the upper bound on κn(M) of Corollary 3.5 is equal to 12(1−c2) . A
straightforward computation shows that πn = (1 − c)(vn + cv¯T1 1)/(1 − c2uT2 1). It now follows
that the upper bound on κn(M) of Corollary 4.2 is equal to 12(1−c2uT2 1)
, which is strictly less than
1
2(1−c2) . In particular, we find that the bound from Corollary 3.5 can be strictly smaller than that
of Corollary 4.2.
Example 4.2. Suppose that we have a stochastic matrix of the form:
A =
[
B 0
(1 − b)e1eT1 S
]
, (4.2)
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where S =
[
0 0 b
0 0 1
0 1 0
]
, B is a square stochastic matrix, and b < 1. Suppose that vT is a positive
vector whose entries sum to 1, and that c ∈ (0, 1). Then vertex n is on just one cycle of length
2 in (A), so the upper bound on κn(M) of Corollary 3.5 is equal to 12(1−c2) . A straightforward
computation shows that πn = (1 − c)(vn + cvn−1 + cbvn−2)/(1 − c2). Thus, the upper bound
on κn(M) of Corollary 4.2 is equal to 12(1−c2)
vn+cvn−1+cbvn−2
vn+cbvn−1+cbvn−2 >
1
2(1−c2) . In particular, we find
that the bound from Corollary 4.2 can be strictly smaller than that of Corollary 3.5.
As in Section 3, we treat the rows of M that correspond to dangling nodes as a special case.
Lemma 4.3. Suppose that A has m rows equal to 1
n
1T one of which is row n. Take An to have
the following form:
An =
[
Â1 Â2
1
n
J 1
n
J
]
, (4.3)
where the partition sizes are n − m and m − 1, respectively. Then (I − cAn)−11  11−c1 −
c
(1−c)(n−c(m−1))
[
0
1
]
. Equality holds if and only if Â1 is stochastic.
Proof. In order to establish the desired upper bounds, it suffices to consider the case that
Â11 + Â21 = 1. Since 1 − cAn1 = (1 − c)1 + cn
[
0
1
]
, it follows that (I − cAn)−11 = 11−c1 −
c
n(1−c) (I − cAn)−1
[
0
1
]
. Consequently, it suffices to find the sum of the last m − 1 columns of
(I − cAn)−1. Using the partitioned form of the inverse (see [5]), we find that the (1, 2) and
(2, 2) blocks of (I − cAn)−1 are equal to c(I − cÂ1)−1Â2
(
I − c
n
J − c2
n
J (I − cÂ1)−1Â2
)−1
and
(
I − c
n
J − c2
n
J (I − cÂ1)−1Â2
)−1
, respectively.
From the fact that Â11 + Â21 = 1, we find that c(I − cÂ1)−1Â21 = 1 − (1 − c)(I − cÂ1)−11.
That fact, along with an application of the Sherman–Morrison formula, eventually yields the fact
that
(
I − c
n
J − c2
n
J (I − cÂ1)−1Â2
)−1
1 = n
n−c(n−1)+c(1−c)1T(I−cÂ1)−11 1. Again using the fact
that c(I − cÂ1)−1Â21 = 1 − (1 − c)(I − cÂ1)−11, it follows that (I − cAn)−1
[
0
1
]
=
n
n−c(n−1)+c(1−c)1T(I−cÂ1)−11
[
1 − (1 − c)(I − cÂ1)−11
1
]
.
Hence we find that
(I − cAn)−11 = 11 − c1
− c
(1 − c)(n − c(n − 1) + c(1 − c)1T(I − cÂ1)−11)
[
1 − (1 − c)(I − cÂ1)−11
1
]
.
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Since (1 − c)(I − cÂ1)−11  1, we see that
(I − cAn)−11  11 − c1 −
c
(1 − c)(n − c(n − 1) + c(1 − c)1T(I − cÂ1)−11)
[
0
1
]
.
But 1T(I − cÂ1)−11  n−m1−c , so we find that (I − cAn)−11  11−c1 − c(1−c)(n−c(m−1))
[
0
1
]
, as
desired. The characterization of the equality case is straightforward. 
Theorem 4.4. Suppose that A has m rows equal to 1
n
1T, one of which is row n, and take An to
have the form given in Lemma 4.3. Write v¯T as v¯T = [u1T|u2T], where the partitioning conforms
with that of An. Then
κn(M)  πn
n − c(m − 1)
2(1 − c)(vn(n − c(m − 1)) + cu2T1) ,
with equality holding if and only if Â1 is stochastic. In particular,
|pn − πn|
πn
 (n − c(m − 1))‖r
T‖1
2(1 − c)(vn(n − c(m − 1)) + cu2T1) .
Proof. From Lemma 4.3, we find that 11−(1−c)v¯T(I−cAn)−11 
1
1−v¯T1+ c
n−c(m−1) u2T1
, with equality
holding if and only if (I − cÂ1)−11 = 11−c1. The conclusions now follow readily from Lemma
2.1. 
Remark 4.3. In the notation of Theorem 4.4, we note that in the case that vT = 1
n
1T and m
n
= µ,
we find that the upper bound of Theorem 4.4 is roughly nπn(1−cµ)2(1−c) . For instance if c = .85 and
µ = 2229 , that quantity is approximately 1.184nπn.
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