Extensions and Applications of Equitable Decompositions for Graphs with
  Symmetries by Francis, Amanda et al.
Extensions and Applications of Equitable Decompositions for Graphs with
Symmetries
Amanda Francisa, Dallas Smithb,
Derek Sorensenc, Benjamin Webbd
aDepartment of Mathematics, Engineering, and Computer Science, Carroll College, Helena, MT 59601, USA, afrancis@carroll.edu
bDepartment of Mathematics, Brigham Young University, Provo, UT 84602, USA, dallas.smith@mathematics.byu.edu
cMathematical Institute, University of Oxford, Oxford, England, derek.sorensen@maths.ox.ac.uk
dDepartment of Mathematics, Brigham Young University, Provo, UT 84602, USA, bwebb@mathematics.byu.edu
Abstract
We extend the theory of equitable decompositions introduced in [2], where it was shown that if a graph has
a particular type of symmetry, i.e. a uniform or basic automorphism φ, it is possible to use φ to decompose
a matrix M appropriately associated with the graph. The result is a number of strictly smaller matrices
whose collective eigenvalues are the same as the eigenvalues of the original matrix M. We show here that
a large class of automorphisms, which we refer to as separable, can be realized as a sequence of basic
automorphisms, allowing us to equitably decompose M over any such automorphism. We also show that
not only can a matrix M be decomposed but that the eigenvectors of M can also be equitably decomposed.
Additionally, we prove under mild conditions that if a matrix M is equitably decomposed the resulting divisor
matrix, which is the divisor matrix of the associated equitable partition, will have the same spectral radius as
the original matrix M. Last, we describe how an equitable decomposition effects the Gershgorin region Γ(M)
of a matrix M, which can be used to localize the eigenvalues of M. We show that the Gershgorin region
of an equitable decomposition of M is contained in the Gershgorin region Γ(M) of the original matrix.
We demonstrate on a real-world network that by a sequence of equitable decompositions it is possible to
significantly reduce the size of a matrix’ Gershgorin region.
Keywords: Equitable Partition, Automorphism, Graph Symmetry, Gershgorin Estimates, Spectral Radius
AMS Classification: 05C50
1. Introduction
Spectral graph theory is the study of the relationship between two objects, a graph G and an associated
matrix M. The goal of this theory is to understand how spectral properties of the matrix M can be used to
infer structural properties of the graph G and vice versa.
The particular structures we consider in this paper are graph symmetries. A graph is said to have a
symmetry if there is a permutation φ : V(G) → V(G) of the graph’s vertices V(G) that preserves (weighted)
adjacencies. The permutation φ is called an automorphism of G, hence the symmetries of the graph G are
characterized by the graph’s set of automorphisms. Intuitively, a graph automorphism describes how parts of
a graph can be interchanged in a way that preserves the graph’s overall structure. In this sense these smaller
parts, i.e., subgraphs, are symmetrical and together these subgraphs constitute a graph symmetry.
In a previous paper [2] it was shown that if a graph G has a particular type of automorphism φ then it
is possible to decompose any matrix M that respects the structure of G into a number of smaller matrices
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Mφ, B1, . . . , Bk−1. Importantly, the eigenvalues of M and the collective eigenvalues of these smaller matrices
are the same, i.e.
σ(M) = σ(Mφ) ∪ σ(B1) ∪ · · · ∪ σ(Bk−1).
This method of decomposing a matrix into a number of smaller pieces over a graph symmetry is referred
to as an equitable decomposition due to its connection with the theory of equitable partitions. An equitable
partition of the adjacency matrix A associated with a graph G is a partition of the graph’s set of vertices,
which may arise from an automorphism φ of G, yielding a smaller matrix Aφ whose eigenvalues form a
subset of the spectrum of A (Theorem 9.3.3 of [11] , Theorem 3.9.5 of [8] ).
In [2] the notion of an equitable partition is extended to other matrices beyond the adjacency matrix of
a graph to include various Laplacian matrices, distance matrices, etc. (see Proposition 3.4). This class of
matrices, referred to as automorphism compatible matrices, are those matrices associated with a graph G
that can be equitably decomposed over an automorphism φ of G. In particular, the matrix Mφ in the resulting
decomposition is the same as the matrix that results from an equitable decomposition of G if M = A is the
adjacency matrix of G.
The particular types of automorphisms considered in [2] are referred to as uniform and basic automor-
phisms. A uniform automorphism φ is one in which all orbits have the same cardinality (see Remark 2.2).
A basic automorphism φ is an automorphism for which all nontrivial orbits, i.e. orbits of size greater than
one, have the same cardinality. Hence, any uniform automorphism is a basic automorphism.
Since many graph automorphisms are not basic, a natural question is whether an automorphism compat-
ible matrix M can be decomposed over a nonbasic automorphism. Here we show that if an automorphism
is separable, i.e. is an automorphism whose order is the product of distinct primes, then there are basic
automorphisms ψ0, ψ1, . . . , ψh that induce a sequence of equitable decompositions on M. The result is a
collection of smaller matrices Mφ, B1, . . . , Bk such that
σ(M) = σ(Mφ) ∪ σ(B1) ∪ · · · ∪ σ(Bk)
where k = p0 p1 . . . ph − 1 and Mφ is again the matrix associated with the equitable partition induced by
φ (see Theorem 2.5). That is, the theory of equitable decompositions can be extended to any separable
automorphism of a graph G.
We then show that not only can a matrix M be equitably decomposed but also the eigenvectors (and
generalized eigenvectors) of M can be decomposed over any basic or separable automorphism φ. More
specifically, if M can be decomposed into the matrices Mφ, B1, . . . , Bk over φ then the eigenvectors of M can
be explicitly constructed from the eigenvectors of Mφ, B1, . . . , Bk. That is, the eigenvectors of these smaller
matrices form the building blocks of the larger eigenvectors of the original matrix M (see Theorem 4.1 for
basic automorphisms), which we refer to as an equitable decomposition of the eigenvectors (and generalized
eigenvectors) of M.
It is worth mentioning that if φ is any automorphism of G then some power ψ = φ` is a separable
automorphism. Hence, if any automorphism of a graph is known it is possible to use this automorphism or
some power of this automorphism to equitably decompose an associated matrix M.
Importantly, an equitable decomposition of M, as opposed to its spectral decomposition, does not require
any knowledge of the matrix’ eigenvalues or eigenvectors. Only the knowledge of a symmetry of G is
needed. In fact, if an automorphism describes a graph symmetry that involves only part of the graph i.e.
a local symmetry, this local information together with the theory presented here can be used to determine
properties of the graph’s associated eigenvalues and eigenvectors, which in general depend on the entire
graph structure!
This method of using local symmetries to determine spectral properties of a graph is perhaps most useful
in analyzing the spectral properties of real-world networks. One reason is that many networks have a high
2
degree of symmetry [15] when compared, for instance, to randomly generated graphs [1, 16, 17, 19]. From a
practical point of view, the large size of these networks limit our ability to quickly compute their associated
eigenvalues and eigenvectors. However, their high degree of symmetry suggests that it may be possible
to effectively estimate a network’s spectral properties by equitably decomposing the network over local
symmetries, which is a potentially much more feasible task.
For instance, we show that in a network given by the graph G with automorphism compatible matrix M,
the spectral radius of M and its divisor matrix Mφ are equal if M is both nonnegative and irreducible (see
Proposition 4.3). This result is of interest by itself since the spectral radius can be used to study stability
properties of a network’s dynamics [5, 6].
Additionally, we show that the Gershgorin region associated with an equitable decomposition is con-
tained in the Gershgorin region associated with the original undecomposed matrix (see Theorem 5.2). Since
the eigenvalues of a matrix are contained in its Gershgorin region [10], then by equitably decomposing a
matrix over some automorphism that is either basic or separable it is possible to gain improved eigenvalue
estimates of the matrix’ eigenvalues. Again, this result is potentially useful for estimating the eigenvalues
associated with a real network as such networks often have a high degree of symmetry.
This paper is organized as follows. In Section 2 we summarize the theory of equitable decompositions
found in [2]. In Section 3 we describe how the theory of equitable decompositions can be extended to
separable automorphisms by showing that a decomposition over such an automorphism φ can be realized
as a sequence of decompositions over basic automorphisms ψ0, ψ1, . . . , ψh (Corollary 3.6). We also present
an algorithm describing how these automorphisms can be generated and used to equitably decompose an
associated matrix.
In Section 4 we introduce the notion of an equitable decomposition of a matrix’ eigenvectors and gener-
alized eigenvectors (Theorem 4.1). We also demonstrate that M and Mφ have the same spectral radius if M
is both nonnegative and irreducible (Proposition 4.3).
In Section 5 we show that we gain improved eigenvalue estimates using Gershgorin’s theorem when a
matrix is equitably decomposed (Theorem 5.2), which we demonstrate on a large social network from the
pre-American revolutionary war era. In Section 6 we show how the theory of equitable decompositions
can be directly applied to graphs. Section 7 contains some closing remarks including a few open questions
regarding equitable decompositions.
2. Graph Symmetries and Equitable Decompositions
The main objects considered in this paper are graphs. A graph G is made up of a finite set of vertices
V(G) = {1, . . . , n} and and a finite set of edges E(G). The vertices of a graph are typically represented by
points in the plane and an edge by a line or curve in the plane that connects two vertices. A graph can be
undirected, meaning that each edge {i, j} ∈ E can be thought of as an unordered set or a multiset if i = j
({i, i} ∈ E). A graph is directed when each edge is directed, in which case (i, j) is an ordered tuple. In both
a directed and undirected graph, a loop is an edge with only one vertex ({i, i} ∈ E). A weighted graph is a
graph, either directed or undirected, in which each edge {i, j} or (i, j) is assigned a numerical weight w(i, j).
In practice there are a number of matrices that are often associated with a given graph G. Two of the
most common are the adjacency matrix A = A(G) and the Laplacian matrix L = L(G) of a graph G. The
adjacency matrix of a graph is the 0-1 matrix given by
Ai j =
1 if (i, j) ∈ E(G)0 otherwise.
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To define the Laplacian matrix of a simple graph G, i.e. an unweighted undirected graph without loops, let
DG = diag[deg(1), . . . , deg(n)] denote the degree matrix of G. Then the Laplacian matrix L(G) is the matrix
L(G) = DG − A(G). If G is a weighted graph its weighted adjacency matrix W = W(G) is given by its edge
weights Wi j = w(i, j), where w(i, j) , 0 if and only if (i, j) ∈ E(G).
For an n × n matrix M = M(G) associated with a graph G we let σ(M) denote the eigenvalues of M. For
us σ(M) is a multiset with each eigenvalue in σ(M) listed according to its multiplicity.
One of our main concerns in this paper is understanding how symmetries in a graph’s structure (i) affect
the eigenvalues and eigenvectors of a matrix M = M(G) and (ii) how these symmetries can be used to
decompose the matrix M into a number of smaller matrices in a way that preserves the eigenvalues of M.
Such graph symmetries are formally described by the graph’s set of automorphisms.
Definition 2.1. An automorphism φ of an unweighted graph G is a permutation of V(G) such that the
adjacency matrix A = A(G) satisfies Ai j = Aφ(i)φ( j) for each pair of vertices i and j. Note that this is
equivalent to saying i and j are adjacent in G if and only if φ(i) and φ( j) are adjacent in G. For a weighted
graph G, if w(i, j) = w(φ(i), φ( j)) for each pair of vertices i and j, then φ is an automorphism of G.
The set of all automorphisms of G is a group, denoted by Aut(G). The order of φ is the smallest positive
integer ` such that φ` is the identity.
Remark 2.2. For a graph G with automorphism φ, we define the relation ∼ on V(G) by u ∼ v if and only
if v = φ j(u) for some nonnegative integer j. It follows that ∼ is an equivalence relation on V(G), and the
equivalence classes are called the orbits of φ. The orbit associated with the vertex i is denoted Oφ(i).
Here, as in [2] we consider those matrices M = M(G) associated with a graph G whose structure mimics
the symmetries of the graph.
Definition 2.3. (Automorphism Compatible) Let G be a graph on n vertices. An n × n matrix M is
automorphism compatible on G if, given any automorphism φ of G and any i, j ∈ {1, 2, . . . , n}, Mφ(i)φ( j) = Mi j.
Some of the most well-known matrices that are associated with a graph are automorphism compatible.
This includes the adjacency matrix, combinatorial Laplacian matrix, signless Laplacian matrix, normalized
Laplacian matrix, and distance matrix of a simple graph. Additionally, the weighted adjacency matrix of a
weighted graph is automorphism compatible. (See Proposition 3.4, [2].)
If M = M(G) is an automorphism compatible matrix, M can be decomposed over an automorphism φ of
G into a number of smaller matrices if φ is a basic automorphism.
Definition 2.4. (Basic Automorphism) If φ is an automorphism of a graph G with orbits of size k > 1 and
possibly 1, then φ is a basic automorphism of G with orbit size k. Any vertices with orbit size 1 are said to
be fixed by φ.
Given a basic automorphism φ with orbit size k, we form a set by choosing one vertex from each orbit
of size k. We call this set T0 of vertices a semi-transversal of the orbits of φ. Further we define the set
T` = {φ`(v) | v ∈ T0} (1)
for ` = 0, 1, . . . , k − 1 to be the `th power of T0 and we let M[Ti,T j] be the submatrix of M whose rows
are indexed by Ti and whose columns are indexed by T j. This notion of a semi-transversal allows us to
decompose an automorphism compatible matrix M = M(G) in the following way.
Theorem 2.5. (Basic Equitable Decomposition) [2] Let G be a graph on n vertices, let φ be a basic auto-
morphism of G of size k > 1, let T0 be a semi-transversal of the k-orbits of φ, let T f be the vertices fixed by φ,
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and let M be an automorphism compatible matrix on G. Set F = M[T f ,T f ], H = M[T f ,T0], L = M[T0,T f ],
Mm = M[T0,Tm], for m = 0, 1, . . . , k − 1, ω = e2pii/k, and
B j =
k−1∑
m=0
ω jmMm, j = 0, 1, . . . , k − 1. (2)
Then there exists an invertible matrix S that can be explicitly constructed such that
S −1MS = Mφ ⊕ B1 ⊕ B2 ⊕ · · · Bk−1 (3)
where Mφ =
[
F kH
L B0
]
. Thus σ(M) = σ
(
Mφ
)
∪ σ(B1) ∪ σ(B2) ∪ · · · ∪ σ(Bk−1).
The decomposition in Equation (3) is referred to as an equitable decomposition of M associated with
the automorphism φ. The reason for this is that this decomposition is related to an equitable partition of the
graph G.
Definition 2.6. (Equitable Partition) An equitable partition of a graph G and a matrix M associated with
G, is a partition pi of V(G), V(G) = V1 ∪ . . . ∪ Vk which has the property that for all i, j ∈ {1, 2, . . . , k}∑
t∈V j
Mst = Di j (4)
is a constant Di j for any s ∈ Vi. The k × k matrix Mpi = D is called the divisor matrix of M associated with
the partition pi.
Definition 2.6 is, in fact, an extension of the standard definition of an equitable partition, which is defined
for simple graphs. For such graphs the requirement that pi be an equitable partition is equivalent to the
condition that any vertex ` ∈ Vi has the same number of neighbors in V j for all i, j ∈ {1, . . . , k} (for example,
see p. 195-6 of [11]).
An important fact noted in [2] is that, if φ is a basic automorphism of G and M is an automorphism
compatible matrix associated with G, the orbits of φ form an equitable partition of V(G) (see Proposition
3.2, [2]). If M is equitably decomposed over the basic automorphism φ as in Equation (3), the matrix Mφ in
the resulting decomposition is in fact the divisor matrix D associated with the equitable partition induced by
φ (see Theorem 4.4, [2]), which is the reason this decomposition is referred to as an equitable decomposition.
If φ is an automorphism in which every orbit has the same size k > 1 then φ is referred to as a uniform
automorphism of size k. Any uniform automorphism is clearly a basic automorphism in the sense that it is a
basic automorphism that fixes no vertices. Thus, Theorem 2.5 holds for uniform automorphisms as well, in
which case the divisor matrix Mφ = B0.
If a graph G has a non-basic automorphism φ, the current theory of equitable decompositions does not
directly allow us to decompose a matrix M = M(G) over φ. In the following section we show that an
automorphism compatible matrix M can be decomposed with respect to any separable automorphism φ of
G via a sequence of basic automorphisms.
3. Equitable Partitions using Separable Automorphisms
Many graph automorphisms are not basic automorphisms. In this section we will demonstrate how
to equitably decompose a matrix with respect to an arbitrary separable automorphism by repeated use of
Theorem 2.5. Here, a separable automorphism φ of a graph G is an automorphism whose order |φ| =
p0 p1 . . . ph where p0, p1, . . . , ph are distinct primes. Before we can describe an equitable decomposition
over a separable automorphism we first need the following propositions and algorithm.
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Remark 3.1. Notice that if B = Mφ ⊕ B1 ⊕ · · · ⊕ Bk−1 is the equitable decomposition of a matrix M with
respect to φ, then we may view B as the weighted adjacency matrix for a new graph G˜ with the same vertex
set as G. In the proofs of Theorems 3.8 and 4.4 of [2] the rows and columns of the matrix M are labeled in
the order U,T0, . . . ,Tk−1. We continue this row/column labeling, so that the labeling for the divisor matrix
Mφ follows the ordering U,T0, and for all remaining matrices Bm in the decomposition the labeling follows
Tm.
Proposition 3.2. Let φ be an automorphism of order pq with p prime and p - q of a graph G = (V, E,w)
with automorphism compatible matrix M. Then ψ = φq is a basic automorphism of G with order p and we
can construct an automorphism φ˜ associated with the equitable decomposition of M over ψ of order q such
that the divisor matrix (Mψ)φ˜ = Mφ.
Proof. Let M and φ be as described in Proposition 3.2. For ease of notation, let M(i, j) = Mi j, the i jth element
of M. Certainly, the automorphism ψ = φq must have order p implying that ψ is a basic automorphism.
In order to perform an equitable decomposition with respect to ψ, we choose a semi-transversal T0 in
the following way: For each orbit of φ that is not fixed by ψ, pick an element a. Then |a| = pqa for some
qa ∈ Z>0. We add the elements of the set {a, φp(a), φ2p(a), . . . , φ(qa−1)p(a)} to T0. We let U denote the set of
vertices fixed by ψ.
To see that T0 is a semi-transversal, notice that the element a gives qa orbits under ψ and there are qa
elements in the set listed above. We now show that the elements in the above set must come from different
orbits. Suppose that φηp(a) and φη
′p(a) (with 0 < |η− η′| < qa) are in the same ψ-orbit, then for some integer
s < p, φηp(a) = ψsφη
′p(a) = φqa s+η
′p(a). Thus, qa | (η − η′), a contradiction.
Now we define a map φ˜ = φp, and notice that φ˜(Tm) ⊆ Tm. Recall that the decomposed matrix B =
Mψ ⊕ B1 ⊕ · · · ⊕ Bp−1 guaranteed by Theorem 4.4 of [2], will have row and column order agreeing with the
vertex order U,T0,T1, . . . ,Tp−1. Thus, to show that φ˜ is an automorphism of B, we need only demonstrate
that each φ˜|Tm is an automorphism on Bm (see Theorem 2.5). Recall that
Bm =
p−1∑
j=0
ωm jM[T0,T j],
Thus, if a, b ∈ Tm, and we wish to calculate the (a, b) entry in Bm, we must examine the corresponding
entries in M which come from T0 and T j. This is expressed in the first equality below:
Bm(φ˜|Tm (a), φ˜|Tm (b)) =
p−1∑
j=0
ωm jM(ψ−mφ˜(a), ψ j−mφ˜(b)) =
p−1∑
j=0
ωm jM(φpψ−m(a), φpψ j−m(b))
=
p−1∑
j=0
ωm jM(ψ−m(a), ψ j−m(b)) = Bm(a, b)
where the second equality holds because ψ = φq, and the third equality is the defining property of automor-
phism compatible matrices. Thus, φ˜ is an automorphism on each Bm and subsequently, φ˜ is an automorphism
on B, the decomposition of M.
The equality below similarly shows that φ˜ is an automorphism of the vertices (a, b) that appear in Mψ
(those in U ∪ T0).
Mψ(φ˜(a), φ˜(b)) = Mψ(φp(a), φp(b)) =
|Oψ(b)|∑
m=1
M(φp(a), φqm+p(b)) =
|Oψ(b)|∑
m=1
M((a), φqm(b)) = Mψ(a, b).
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To show the final equality in Proposition 3.2, we consider a semi-transversal T˜0 of φ˜ and the set of
vertices fixed by φ˜ (which we call U˜). Then for vertices a and b in U˜ ∪ T˜0 we find that
Mφ(a, b) =
∑
s∈Oφ(b)
M(a, s) =
∑
m∈Oφ˜(b)
 ∑
s∈Oψ(m)
M(a, s)
 = ∑
s∈Oφ˜(b)
Mψ(a, s) = (Mψ)φ˜(a, b).
The second equality holds because
Oφ(s) =
⋃
t∈Oφ˜(S )
Oψ(t)
Hence, Mφ = (Mψ)φ˜.

Thus, for any automorphism φ ∈ Aut(G) of order pq = ` where p is prime and p - q, we can equitably
decompose an automorphism compatible matrix M over φq and subsequently create another automorphism
φ˜ associated with the decomposed matrix. In fact, if φ is separable then we can repeat this process until we
exhaust each of the distinct prime factors p0, p1, . . . , ph of ` where ` = p0 p1 · · · ph is the order of φ. This
decomposition of the matrix M, is summarized in the following proposition.
Theorem 3.3. (Equitable Decompositions Over Separable Automorphisms) Let φ be any separable auto-
morphism of a graph G with automorphism compatible matrix M. Then there exists basic automorphisms
ψ1, . . . , ψh that induce a sequence of equitable decompositions on M, such that the divisor matrix
Mφ = (. . . (Mψ0 )ψ1 . . .)ψh .
Proof. This follows from repeated use of Proposition 3.2. 
We now give an algorithm for decomposing a graph with respect to any of its automorphisms.
Performing Equitable Decompositions using Separable Automorphisms
For a graph G with automorphism compatible matrix M and separable automorphism φ of order
` with prime factorization ` = p0 p1 · · · ph, set M(0) = M, `0 = `, and φ0 = φ. We perform h + 1
sequential decompositions of M, one for each prime in our factorization. Thus we will run through
Steps a-c h + 1 times to fully decompose the matrix. To begin we start with i = 0, and move to
Step a.
Step a: Let `i+1 = `i/pi. Form the basic automorphism ψi = φ`i+1i of order pi.
Step b: Perform an equitable decomposition of M(i) over ψi as in Theorem 2.5 by choosing a
semi-transversal T0 of the pi-orbits of ψi according the the method set out in Proposition 3.2 and
setting U to be the set of all vertices fixed by ψi. Let M˜(i) be the matrix obtained from M(i) by
permuting the rows and columns to agree with the new vertex order: U,T0,T1, . . . ,Tpi−1. Then
define
M(i + 1) = S M˜(i)S −1 = M˜(i)ψi ⊕ B(i)1 ⊕ B(i)2 ⊕ · · · ⊕ B(i)pi−1
Step c: Define φi+1 = φ˜i = (φi)pi as described in the proof of Proposition 3.2. If i < h, then set
i = i + 1 and return to Step a. Otherwise, the decomposition is complete.
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A =

0 1 0 0 1 0 0 1 0 0
1 0 1 1 1 0 0 1 0 0
0 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
1 1 0 0 0 1 1 1 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
1 1 0 0 1 0 0 0 1 1
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0 0

Figure 1: The graph G considered in Example 3.5 with automorphism φ = (2, 5, 8)(3, 6, 9, 4, 7, 10) and adjacency matrix A = A(G).
Remark 3.4. Each occurrence of Step b requires choosing a semi-transversal T0 and setting up a new fixed
set U (determined by ψi). By slight abuse of notation we will simply reuse the same notation for each
‘round’, forgetting the previously used semi-transversals and fixed vertex sets.
The procedure described in Steps a–c allows one to sequentially decompose a matrix M over any of its
separable automorphisms. By extension we refer to the resulting matrix as an equitable decomposition of M
over φ. The following example illustrates an equitable decomposition over a separable automorphism that is
not basic.
Example 3.5. Consider the graph G in Figure 1 whose adjacency matrix A = A(G) is also shown, which has
the separable automorphism
φ = (2, 5, 8)(3, 6, 9, 4, 7, 10). (5)
The automorphism φ has order ` = 6 = 3 · 2. Since ` factors into two primes we will proceed through Steps
a-c two times to equitably decompose the adjacency matrix A with respect to φ.
Round 1: Let A(0) = A, φ0 = φ, `0 = 6, and p0 = 3.
Step a: Note that `1 = 2 and ψ0 = φ20 = (2, 8, 5)(3, 9, 7)(4, 10, 6), which is a basic automorphism of order
p0 = 3.
Step b: To choose a semi-transversal T0 of ψ0, we select vertices 2 and 3 from the orbits of φ0, and add
φ30(3) = 4 to T0 as well (following the method for choosing semi-transversals set out in Proposition 3.2.
Then T1 = {8, 9, 10} and T2 = {5, 7, 6}, with U = {1}. We let A˜ be the matrix obtained from A by permuting
the rows and columns to agree with the vertex order U,T0,T1,T2 = 1, 2, 3, 4, 8, 9, 10, 5, 7, 6 (in this case
A˜ = A). Using Theorem 2.5, we have
A˜(0)0 = A˜ [T0,T0] =
0 1 11 0 01 0 0
 , A˜(0)1 = A˜ [T0,T1] =
1 0 00 0 00 0 0
 = A˜(0)2,
and F(0) = A˜(0)
[
T f ,T f
]
=
[
0
]
, H(0) = L(0)T =
[
1 0 0
]
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from which the matrices
A˜(0)ψ0 =
[
F(0) p0H(0)
L(0) B(0)0
]
=

0 3 0 0
1 2 1 1
0 1 0 0
0 1 0 0
 , B(0)1 = B(0)2 =
−1 1 11 0 01 0 0
 and A(1) =
A˜(0)ψ0 0 00 B(0)1 00 0 B(0)2

(6)
can be constructed.
Step c: Next, we derive φ1 = φ˜0 = (φ0)p0 = (3, 4)(6, 7)(9, 10). And notice that
φ1|T0 = (3, 4), φ1|T1 = (9, 10), and φ1|T2 = (6, 7).
where φ1 is the automorphism associated with A(1) guaranteed by Proposition 3.2. Since ` factors into two
primes we proceed to Round 2.
Round 2: A(1) and φ1 have been computed, `1 = 2, and p1 = 2.
Step a: Since `2 = 1 then ψ1 = φ1 = (3, 4)(6, 7)(9, 10), which is a basic automorphism of order p1 = 2.
Step b: We choose the semi-transversal T0 = {3, 6, 9} which causes T1 = {4, 7, 10}. Note that the set of fixed
points is U = {1, 2, 5, 8}. Now, we create the matrix A˜(1) from A(1) by reordering the rows and columns to
agree with the order U,T0,T1 = 1, 2, 5, 8, 3, 6, 9, 4, 7, 10. By decomposing the matrix A˜(1) as is Theorem 2.5
we have
A˜(1)0 = A˜(0) [T0,T0] =
0 0 00 0 00 0 0
 , A˜(1)1 = A˜(0) [T0,T1] =
0 0 00 0 00 0 0
 ,
F(1) = A˜(0)
[
T f ,T f
]
=

0 3 0 0
1 2 0 0
0 0 −1 0
0 0 0 −1
 , and H(1) = L(1)T = A˜(0)[T0,T f ] =

0 0 0
1 0 0
0 1 0
0 0 1

from which we can construct the matrices
B(1)0 =
0 0 00 0 00 0 0
 , B(1)1 =
0 0 00 0 00 0 0
 and A(2) =
F(1) p1H(1) 0L(1) B(1)0 00 0 B(1)1
 .
Step c: The matrix A(2) is now decomposed into blocks, and in this final step there is no need to find φ2
since the decomposition is complete.
Thus, our final decomposition is the matrix A(2). To see the block diagonal form of A(2) we permute the
rows and columns with a permutation matrix P to put the associated vertices back in the original order. The
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result is the matrix
PA(2)P−1 = P

0 3 0 0 0 0 0 0 0 0
1 2 0 0 2 0 0 0 0 0
0 0 −1 0 0 2 0 0 0 0
0 0 0 −1 0 0 2 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

P−1 =

0 3 0 0 0 0 0 0 0 0
1 2 2 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 −1 2 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 2 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0

We can see in the final decomposition, that the (twice) decomposed divisor matrix is found in the first
block (Aψ0 )ψ1 =
0 3 01 2 20 1 0
, which is the divisor matrix Aφ associated with the equitable partition of A
induced by φ.
Before finishing this section we note that we have now stated two theorems regarding equitable decompo-
sitions of a graph over two types of automorphisms. In Theorem 4.4 of [2] these were basic automorphisms
and here in Theorem 3.3 we stated, and later showed, how a graph could be decomposed over any of its sepa-
rable automorphisms. For the sake of unifying the theory of equitable decompositions we give the following
corollary of these two theorems.
Corollary 3.6. Let G be a graph with automorphism compatible matrix M. If φ ∈ Aut(G) is either a basic
or separable automorphism then there exists an invertible matrix Q that can be explicitly constructed such
that
Q−1MQ = Mφ ⊕ B1 ⊕ . . . ⊕ Bk
for some k ≥ 1. Hence, σ(M) = σ(B0) ∪ . . . ∪ σ(Bh).
The term explicitly constructed in this corollary does not mean that there is only one such Q that can be
used to decompose the matrix M. Rather, given an automorphism φ on G we can construct Q knowing only
φ by once we’ve chosen an ordering on the primes in the order of φ, and semi-transversals at each step, as
has been demonstrated throughout this section of the paper.
Remark 3.7. If φ is any automorphism of a graph G whose order has prime decomposition
|φ| = pN00 pN11 . . . pNhh ,
then ψ = φ` for ` = pN0−10 p
N1−1
1 . . . p
Nh−1
h is a separable automorphism of G with order |ψ| = p0 p1 . . . ph.
Hence, any automorphism compatible matrix M of G can be equitably decomposed with respect to ψ. Con-
sequently, knowledge of any automorphism of a G can be used to equitably decompose the matrix M. In this
case, we decompose over ψ, not the original automorphism φ.
4. Eigenvectors and Spectral Radii Under Equitable Decompositions
Recall that for basic equitable decompositions, as given in [2], it is necessary to use an automorphism
whose nontrivial cycles must all have the same length (not necessarily prime). For this reason, through-
out the rest of the paper we will use k instead of p to denote the common, nontrivial cycle length of our
automorphisms.
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The theory of equitable decompositions presented in [2] and in the previous section not only allows
us to decompose a matrix M over an associated graph symmetry but can also be used to decompose the
eigenvectors of M.That is, if Mφ ⊕ B1 ⊕ · · · ⊕ Bk−1 is an equitable decomposition of M over some basic
or separable φ ∈ Aut(G) then the eigenvectors of M can be explicitly constructed from the eigenvectors of
Mφ, B1, . . . , Bk−1. This same theory can be used to show that the spectral radius of M and its divisor matrix
Mφ are equal if M is both nonnegative and irreducible (see Proposition 4.3).
Our first result in this section introduces the notion of an equitable decomposition of the eigenvectors
and generalized eigenvectors of a matrix M associated with a graph G.
Theorem 4.1. (Eigenvector Decomposition) Let M be an n × n automorphism compatible matrix of the
graph G. For φ a basic automorphism of G with N orbits of size 1 and all other orbits of size k > 1 let
Mφ ⊕ B1 ⊕ · · · ⊕ Bk−1 be an equitable decomposition of M. For r = (n − N)/k suppose {um,` : 1 ≤ ` ≤ r} is a
(generalized) eigenbasis for Bm for 1 ≤ m ≤ k − 1 and {u0,i : 1 ≤ i ≤ N + r} is a (generalized) eigenbasis for
Mφ and where each u0,i = wi ⊕ vi with wi ∈ CN and vi ∈ Cr. Then a (generalized) eigenbasis of M is the set0N ⊕
 k−1⊕
j=0
ωm jum,`
 ,wi ⊕
 k−1⊕
j=0
vi
 : 1 ≤ m ≤ k − 1, 1 ≤ ` ≤ r, 1 ≤ i ≤ N + r, ω = e2pii/k
 . (7)
Moreover, if xm,l = 0N ⊕
k−1⊕
j=0
ωm jum,l
 and x0,i = wi ⊕ k−1⊕
j=0
vi
 then the following hold.
(i) If λm,` is the `th eigenvalue of Bm then λm,` ∈ σ(M) corresponds to the (generalized) eigenvector xm,l.
(ii) If λ0,i is an eigenvalue of Mφ then λ0,i ∈ σ(M) corresponds to the (generalized) eigenvector x0,i.
Proof. Using the notation from [2], we use the basic automorphism to label the vertices of G so that M has
the form
M =

F H H H · · · H
L M0 M1 M2 · · · Mk−1
L Mk−1 M0 M1 · · · Mk−2
L Mk−2 Mk−1 M0 · · · Mk−3
...
...
...
...
...
L M1 M2 M3 · · · M0

, (8)
where F is N × N, H is N × r, L is r × N, and each M j is r × r. Let S = IN ⊕ R where
R =

I I I · · · I
I ωI ω2I · · · ωk−1I
I ω2I ω4I
. . . ω2(k−1)I
...
...
. . .
. . .
...
I ωk−1I ω2(k−1)I · · · ω(k−1)2 I

and ω is the kth root of unity. Now according to Theorem 2.5, we can decompose M as
S −1MS = Mφ ⊕ B1 ⊕ B2 ⊕ · · · ⊕ Bk−1 = B,
where Mφ =
[
F kH
L B0
]
. Now let u be a (generalized) eigenvector of B corresponding to the eigenvalue λ,
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so that (B − λI)t u = 0 for some positive integer t, where t > 1 if u is a generalized eigenvector. We now
consider the vector S u which has the property that
(M − λI)t S u = (S BS −1 − λI)tS u
= (S (B − λI)S −1)tS u
= (S (B − λI)tS −1)S u
= S (B − λI)tu
= 0.
Thus, S u is a (generalized) eigenvector for M.
Because B is block diagonal, the (generalized) eigenvectors of B are either (0TN 0
T
r . . . uTm,` . . . 0
T
r )
T or
(wTi v
T
i 0
T
r . . . 0Tr )T where um,` is the mth component in this block vector and represents the `th (general-
ized) eigenvector of Bm associated with eigenvalue λm,` and wi ⊕ vi = u0,i, (wi ∈ CN and vi ∈ Cr), the ith
(generalized) eigenvector of Mφ. Thus the (generalized) eigenvectors of M are represented by
S

0N
0r
...
um,l
...
0r

=

IN 0 0 0 · · · 0
0 I I I · · · I
0 I ωI ω2I · · · ωk−1I
0 I ω2I ω4I
. . . ω2(k−1)I
...
...
...
. . .
. . .
...
0 I ωk−1I ω2(k−1)I · · · ω(k−1)2 I


0N
0r
...
um,`
...
0r

=

0N
um,`
ωmum,`
ω2mum,`
...
ωm(k−1)um,`

= 0N ⊕
k−1⊕
j=0
ωm jum,l
and
S

wi
vi
0r
...
...
0r

=

IN 0 0 0 · · · 0
0 I I I · · · I
0 I ωI ω2I · · · ωk−1I
0 I ω2I ω4I
. . . ω2(k−1)I
...
...
...
. . .
. . .
...
0 I ωk−1I ω2(k−1)I · · · ω(k−1)2 I


wi
vi
0r
...
...
0r

=

wi
vi
vi
...
vi

= wi ⊕
k−1⊕
j=0
vi.
Thus we have found n (generalized) eigenvectors of the original matrix M. In order to show this is a complete
(generalized) eigenbasis, we need to show that (7) is a set of linearly independent vectors. To do so let E0
be the (N + r) × (N + r) matrix formed from the eigenbasis vectors of the divisor matrix Mφ and let Ei for
1 ≤ i ≤ k−1 be the r×r matrices formed from the eigenbasis vectors of Bi, i.e E0 = [u0,1 u0,2 . . . uN+r] , Ei =[
ui,1 ui,2 . . . ui,r
]
. Let E denote the matrix built from the vectors in Equation (7) as the columns. Thus we can
write E in the following block form
E =

E0 0 0 0 . . . 0
V E1 E2 E3 . . . Ek−1
V ωE1 ω2E2 ω3E3 . . . ωk−1Ek−1
V ω2E1 ω4E2 ω6E3 . . . ω2(k−1)Ek−1
...
...
...
...
. . .
...
V ωk−1E1 ω2(k−1)E2 ω3(k−1)E3 . . . ω(k−1)
2
Ek−1

,
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where V = [v1 v2 . . . vN+r]. Showing that the vectors in (7) are linearly independent, is equivalent to
showing that det E , 0. Here, we notice that
det (E) = det

S

E0 0 0 . . . 0
0 E1 0 . . . 0
0 0 E2 . . . 0
...
...
...
. . . 0
0 0 0 . . . Ek−1


= det(S ) det

E0 0 0 . . . 0
0 E1 0 . . . 0
0 0 E2 . . . 0
...
...
...
. . . 0
0 0 0 . . . Ek−1

= det(S )
k−1∏
j=0
det(E j)
We have shown previously that the columns of S are orthogonal, thus det(S ) , 0. Also we chose the columns
of Ei, for 0 ≤ i ≤ k − 1, to be generalized eigenbases. Thus we can guarantee that, for every i, det Ei , 0
and thus det E , 0. This proves that that the set of n vectors we have found actual constitutes a (generalized)
eigenbasis for the matrix M.
One can check that the (generalized) eigenvectors correspond to the eigenvalues, as stated in the theorem,
by showing that
(M − Iλm,l)tm,l
0N ⊕
 k−1⊕
j=0
ωm jum,l

 = 0 for tm,l = (rank of xm,l)
and also that
(M − Iλ0,i)t0,i
wi ⊕
 k−1⊕
j=0
vi

 = 0 for t0,i = (rank of x0,i).

Example 4.2. As an illustration of Theorem 4.1 we again consider the graph G shown in Figure 1. In
Example 3.5 we found the decomposition A(1) = A(0)ψ⊕B(0)1⊕B(0)2 of the adjacency matrix A = A(G) over
the basic automorphism ψ = φ2 = (2, 8, 5)(3, 9, 7)(4, 10, 6) (see Equation (6)). Eigenbases corresponding to
Bψ, B1, and B2, respectively, are given by the vectors u0,i, u1,i, and u2,i where
Bψ =

0 3 0 0
1 2 1 1
0 1 0 0
0 1 0 0

u0,1 = (3, 1 +
√
6, 1, 1)T w1 = (3) v1 = (1 +
√
6, 1, 1)T
u0,2 = (3, 1 −
√
6, 1, 1)T w2 = (3) v2 = (1 −
√
6, 1, 1)T
u0,3 = (−1, 0, 0, 1)T w3 = (−1) v3 = (0, 0, 1)T
u0,4 = (−1, 0, 1, 0)T w4 = (−1) v4 = (0, 1, 0)T
B1 = B2 =
−1 1 11 0 01 0 0
 u1,1 = u2,1 = (−2, 1, 1)
T
u1,2 = u2,2 = (1, 1, 1)T
u1,3 = u2,3 = (0, −1, 1)T
.
Note that wi has only one component since the first basic automorphism only fixed one vertex, i.e. N = 1.
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Using the formula in Theorem 4.1 an eigenbasis of the original matrix A is given by
w1 ⊕ v1 ⊕ v1 ⊕ v1 = (3, 1 +
√
6, 1, 1, 1 +
√
6, 1, 1, 1 +
√
6, 1, 1)T
w2 ⊕ v2 ⊕ v2 ⊕ v2 = (3, 1 −
√
6, 1, 1, 1 − √6, 1, 1, 1 − √6, 1, 1)T
w3 ⊕ v3 ⊕ v3 ⊕ v3 = (−1, 0, 0, 1, 0, 0, 1, 0, 0, 1)T
w4 ⊕ v4 ⊕ v4 ⊕ v4 = (−1, 0, 1, 0, 0, 1, 0, 0, 1, 0)T
0N ⊕ u1,1 ⊕ ωu1,1 ⊕ ω2u1,1 = (0, −2, 1, 1, −2ω, ω, ω, −2ω2, ω2, ω2)T
0N ⊕ u1,2 ⊕ ωu1,2 ⊕ ω2u1,2 = (0, 1, 1, 1, ω, ω, ω, ω2, ω2, ω2)T
0N ⊕ u1,3 ⊕ ωu1,3 ⊕ ω2u1,3 = (0, 0, −1, 1, 0, −ω, ω, 0, −ω2, ω2)T
0N ⊕ u2,1 ⊕ ω2u2,1 ⊕ ω4u2,1 = (0, −2, 1, 1, −2ω2, ω2, ω2, −2ω, ω, ω)T
0N ⊕ u2,2 ⊕ ω2u2,2 ⊕ ω4u2,2 = (0, 1, 1, 1, ω2, ω2, ω2, ω, ω, ω)T
0N ⊕ u2,3 ⊕ ω2u2,3 ⊕ ω4u2,3 = (0, 0, −1, 1, 0, −ω2, ω2, 0, −ω, ω)T
where ω = e2pii/3.
The process carried out in Example 4.2 of constructing eigenvectors of a matrix from the eigenvectors of
its decomposition over a basic automorphism can also be done for separable automorphisms. This is done
by finding the eigenvectors of the matrices in the final decomposition and working backwards, as in this
example, until the eigenvectors of the original matrix have been fully reconstructed. For instance, we could
find the eigenvectors corresponding to the full decomposition of the matrix A over the automorphism φ in
Example 3.5. From there we could work back to an eigenbasis of A.
If φ is a uniform automorphism of a graph G then the eigenvectors of an automorphism compatible
matrix M can also be decomposed as is shown in (7) for N = 0. Specifically, if Mφ ⊕ B1 ⊕ B2 ⊕ · · · ⊕ Bk−1
is an equitable decomposition of M with respect to φ in which um,` is the `th eigenvector of Bm then the
eigenvectors of M are given by the set
k−1⊕
j=0
ωm jum,` : 1 ≤ m ≤ k − 1, 1 ≤ ` ≤ r, ω = e2pii/k
 .
It is worth noting that both the eigenvalues and eigenvectors of M are global characteristics of the matrix
M in the sense that they depend, in general, on all entries of the matrix or equivalently on the entire structure
of the graph G. In contrast, many symmetries of a graph G are inherently local, specifically when they
correspond to an automorphism that fixes some subset of the vertex set of G, e.g. a basic automorphism.
This difference is particularly important in the case where we are interested in deducing spectral prop-
erties associated with the graph structure of a network. Reasons for this include the fact that most real
networks are quite large, often having either thousands, hundreds of thousands, or more vertices. Second,
real networks are on average much more structured and in particular have more symmetries than random
graphs (see [15]). Third, there is often only partial or local information regarding the structure of many of
these networks because of the complications in obtaining network data (see, for instance, [7]).
The implication, with respect to equitable decompositions, is that by finding a local graph symmetry it is
possible to gain information regarding the graph’s set of eigenvalues and eigenvectors, which is information
typically obtained by analyzing the entire structure of the network. This information, although incomplete,
can be used to determine key spectral properties of the network.
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One of the most important and useful of these characteristics is the spectral radius associated with the
graph structure G of a network. The spectral radius of a matrix M associated with G is given by
ρ(M) = max{|λ| : λ ∈ σ(M)}.
The spectral radius ρ(M) of a network, or, more generally, a dynamical system, is particularly important
for studying the system’s dynamics. For instance, the matrix M associated with a network may be a global or
local linearization of the system of equations that govern the network’s dynamics. If the network’s dynamics
are modeled by a discrete-time system, then stability of the system is guaranteed if ρ(M) < 1 and local
instability results when ρ(M) > 1 [5, 6, 12].
Using the theory of equitable decompositions, it is possible to show not only that σ(Mφ) ⊂ σ(M), but
also that the spectral radius ρ(M) of M is an eigenvalue of Mφ if M is both nonnegative and irreducible.
Proposition 4.3. (Spectral Radius of Equitable Partitions) Let φ be a basic or separable automorphism of
a graph G with M an automorphism compatible matrix. If M is nonnegative, then ρ(M) = ρ(Mφ). If M is
both irreducible and nonnegative then the spectral radius, ρ(M), is an eigenvalue of Mφ.
Proof. We begin by proving the result for basic (and uniform) automorphisms and then extending the result
to separable automorphisms. Assume M is nonnegative and with basic automorphism φ. To prove that
ρ(M) = ρ(Mφ), we first claim that ρ(Mφ) ≥ ρ(B j) for 1 ≤ j ≤ k−1 where Mφ⊕B1⊕· · ·⊕Bk−1 is an equitable
decomposition of M with respect to φ.
To verify this claim, we first need Corollary 8.1.20 in [14] which states that if N is a principal submatrix
of M then ρ(N) ≤ ρ(M) if M is nonnegative. Recall that Mφ =
[
F kH
L B0
]
if φ is a basic automorphism
that fixes some positive number of vertices. Thus, for a basic automorphism, B0 is a principal submatrix
of Mφ. Since M is nonnegative, Equation (2) shows that Mφ is nonnegative, and we can conclude that
ρ(B0) ≤ ρ(Mφ). In the case that φ is a uniform automorphism, Mφ = B0.
Next, for a matrix P ∈ Cn×n, let |P| ∈ Rn×n≥0 denote the matrix with entries |P|i j = |Pi j|, i.e. |P| is the
entrywise absolute value of P. Moreover, if P,Q ∈ Rn×n let P ≤ Q if Pi j ≤ Qi j for all 1 ≤ i, j ≤ n. Theorem
8.1.18 in [14], states that if |P| ≤ Q then ρ(P) ≤ ρ(Q). Because
∣∣∣B j∣∣∣ =
∣∣∣∣∣∣∣
k−1∑
m=0
(
ω j
)m
Mm
∣∣∣∣∣∣∣ ≤
k−1∑
m=0
∣∣∣∣(ω j)mMm∣∣∣∣ = k−1∑
m=0
Mm = B0
we can conclude that ρ(B j) ≤ ρ(B0) for all 1 ≤ j ≤ k − 1. Therefore,
ρ(B j) ≤ ρ(B0) ≤ ρ(Mφ) for all 1 ≤ j ≤ k − 1. (9)
which verifies our claim. Using this claim and the fact that σ(M) = σ(Mφ) ∪ σ(B1) ∪ · · · ∪ σ(Bk−1) we can
immediately conclude that ρ(M) = ρ(Mφ).
Now we assume that M is both nonnegative and irreducible. The Perron-Frobenius Theorem implies that
r = ρ(M) is a simple eigenvalue of M.
Next we claim that if M is irreducible, then Mφ is also irreducible. Let M be an n× n nonnegative matrix
with an associated basic automorphism φ with order k, and let M` be the submatrix of M associated with
the `th power of the semitransversal in an equitable decomposition of M over φ. Recall that a matrix is
reducible if and only if its associated weighted digraph is strongly connected, meaning for any two vertices
in the graph there is a directed path between them. Suppose G is the strongly connected graph with weighted
adjacency matrix M. Also we suppose that Gφ is the graph whose weighted adjacency matrix is Mφ and let
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a and b be vertices of Gφ. Note that every vertex fixed by φ in G directly corresponds to a vertex in Gφ, and
all other vertices correspond to a collection of k vertices in G, (cf. Section 6). Choose a′ and b′ in G to be
any vertices corresponding to a and b, respectively. Now because G is strongly connected it contains a path
a′ = v′0, v
′
1, v
′
2, . . . , b
′ = v′m from a′ to b′. Consider the sequence of vertices a = v0, v1, v2, . . . , b = vm where
vi is the unique vertex in Gφ corresponding v′i in G. To prove this is a path we must show each of the entries
in matrix Mφ corresponding to the edges vi → vi+1 are positive. If v′i or v′i+1 are fixed by φ then the entry
in M corresponding to the v′i → v′i+1 edge is either equal to the entry in Mφ corresponding to the vi → vi+1
edge, or is a positive multiple thereof. If v′i and v
′
i+1 are not fixed by φ, then suppose the v
′
i → v′i+1 edge
corresponds to M`(r, s) for some ` and for some indices r and s. By hypothesis, M`(r, s) > 0. The vi → vi+1
edge corresponds to B0(r, s), and B0 =
∑
` M`, where each M`(r, s) is nonnegative. Therefore this entry must
also be positive in Mφ. Thus we can conclude that Gφ is strongly connected and therefore Mφ is irreducible.
Because Mφ is irreducible, we can apply the Perron-Frobenius Theorem to Mφ. This implies that ρ(Mφ)
is an eigenvalue of Mφ, but from the first part of this theorem, we already showed that ρ(M) = ρ(Mφ), thus
we conclude that ρ(M) must be an eigenvalue of Mφ.
This completes the proof if φ is a basic automorphism. If φ is separable then Proposition 3.3 guarantees
that there are basic automorphisms ψ0, . . . , ψh that induce a sequence of equitable decompositions on M such
that Mφ = (. . . (Mψ0 )ψ1 . . . )ψh . By induction each subsequent decomposition results in a nonnegative divisor
matrix (. . . (Mψ0 )ψ1 . . . )ψi for i ≤ h with the same spectral radius r = ρ(M) implying that ρ(Mφ) = ρ(M) for
any φ ∈ Aut(G). 
It is worth noting that many matrices typically associated with real networks are both nonnegative and
irreducible. This includes the adjacency matrix as well as other weighted matrices [16]; although, there
are some notable exceptions, including Laplacian matrices. Moreover, when analyzing the stability of a
network, a linearization M of the network’s dynamics inherits the symmetries of the network’s structure.
Hence, if a symmetry of the network’s structure is known then this symmetry can be used to decompose M
into a smaller divisor matrix Mφ. As M and Mφ have the same spectral radius, under the conditions stated in
Proposition 4.3, then one can use the smaller matrix Mφ to either calculate or estimate the spectral radius of
the original unreduced network as is demonstrated in the following example.
Example 4.4. We again consider the graph G from Example 3.5 with φ = (2, 5, 8)(3, 4, 6, 7, 9, 10). Here the
graph’s adjacency matrix A = A(G) is both irreducible and nonnegative. The set of eigenvalues of the matrix
A and the divisor matrix Aφ are
σ(A) = {1 + √6, 1 − √6, −2, −2, 1, 1, 0, 0, 0, 0} and σ(Aφ) = {1 +
√
6, 1 − √6, 0, 0}.
Hence, ρ(A) = ρ(Aφ) and ρ(Aφ) is actually an eigenvalue of A as guaranteed by Proposition 4.3.
5. Equitable Decompositions and Improved Eigenvalues Estimates
Beginning in the mid-19th century a number of methods were developed to approximate the eigenvalues
of general complex valued matrices. These included the results of Gershgorin [10], Brauer [3], Brualdi [4],
and Varga [18]. The main idea in each of these methods is that for a matrix M ∈ Cn×n it is possible to
construct a bounded region in the complex plane that contains the matrix’ eigenvalues. This region serves as
an approximation for the eigenvalues of M.
In this section we investigate how equitable decompositions affect, in particular, the approximation
method of Gershgorin. Our main result is that the Gershgorin region associated with an equitable decom-
position of a matrix M is contained in the Gershgorin region associated with M. That is, by equitably
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decomposing a matrix over some automorphism it is possible to gain improved eigenvalue estimates by use
of Gershgorin’s theorem.
To describe this result we first give the following classical result of Gershgorin.
Theorem 5.1. (Gershgorin’s Theorem) [10] Let M ∈ Cn×n. Then all eigenvalues of M are contained in the
set
Γ(M) =
n⋃
i=1
λ ∈ C : |λ − Mii| ≤
n∑
j=1, j,i
|Mi j|

Geometrically this theorem states that all eigenvalues of a given matrix M ∈ Cn×n must lie in the union
of n disks in the complex plane, where the ith disk is constructed from the ith row of M. Specifically, the ith
disk is centered at Mii ∈ C and has the radius ∑nj=1, j,i |Mi j|. The union of these disks forms the Gershgorin
region Γ(M) of the matrix M. The following theorem describes the effect that an equitable decomposition
has on a matrix’ Gershgorin region.
Theorem 5.2. Let φ be a basic or separable automorphism of a graph G with M an automorphism compati-
ble matrix. If B = Mφ⊕B1⊕· · ·⊕Bk is an equitable decomposition of M with respect to φ then Γ(B) ⊆ Γ(M).
Proof. First, suppose for simplicity that φ is a uniform automorphism of G. The ith row of the matrix M
defines a disk in the complex plane centered at Mii with radius equal to
∑
j,i
∣∣∣Mi j∣∣∣. So we want every disk
generated by each Bt matrix to be contained in some disk generated by M. We can achieve this if the distance
between disk centers is less than the difference in the two disk’s radii. Thus we need to show that for every
i and t that
∣∣∣Mqq − [Bt]ii∣∣∣ ≤ ∣∣∣∣∣∣∑j,q ∣∣∣Mq j∣∣∣ − ∑j,i ∣∣∣[Bt]i j∣∣∣
∣∣∣∣∣∣ for some q. Let q = i. Using Equation (2) and rearranging
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terms we see that∣∣∣∣∣∣∣∣
∑
j,q
∣∣∣Mq j∣∣∣ −∑
j,i
∣∣∣[Bt]i j∣∣∣
∣∣∣∣∣∣∣∣ ≥
n∑
l,i
|Mil| −
r∑
j,i
∣∣∣[Bt]i j∣∣∣
=
 k−1∑
m=0
r∑
j=1
∣∣∣[Mm]i j∣∣∣ − r∑
j,i
∣∣∣∣∣∣∣
k−1∑
m=0
(
ωt
)m
[Mm]i j
∣∣∣∣∣∣∣
 − |[M0]ii|
=
 k−1∑
m=0
r∑
j=1
∣∣∣∣(ωt)m[Mm]i j∣∣∣∣ − r∑
j,i
∣∣∣∣∣∣∣
k−1∑
m=0
(
ωt
)m
[Mm]i j
∣∣∣∣∣∣∣
 − |[M0]ii|
≥
 k−1∑
m=0
r∑
j=1
∣∣∣∣(ωt)m[Mm]i j∣∣∣∣ − r∑
j,i
k−1∑
m=0
∣∣∣∣(ωt)m[Mm]i j∣∣∣∣
 − |[M0]ii|
=
k−1∑
m=0
 r∑
j=1
∣∣∣∣(ωt)m[Mm]i j∣∣∣∣ − r∑
j,i
∣∣∣∣(ωt)m[Mm]i j∣∣∣∣
 − |[M0]ii|
=
k−1∑
m=0
[∣∣∣∣(ωt)m[Mm]ii∣∣∣∣] − |[M0]ii|
=
k−1∑
m=1
∣∣∣∣(ωt)m[Mm]ii∣∣∣∣
≥
∣∣∣∣∣∣∣
k−1∑
m=1
(
ωt
)m
[Mm]ii
∣∣∣∣∣∣∣
= |[Bt]ii − Mii|
= |Mii − [Bt]ii|
(10)
where the Mm matrices are the block matrices found in the block circulant form of M. Therefore, every disk
generated by Bm for each m is contained in some disk generated by M and we conclude that Γ(B) ⊂ Γ(M)
for a uniform automorphism.
Next we assume our graph has a basic automorphism φ that fixes a positive number of vertices of G.
Then the matrix M decomposes in the following way
F H H H · · · H
L M0 M1 M2 · · · Mk−1
L Mk−1 M0 M1 · · · Mk−2
L Mk−2 Mk−1 M0 · · · Mk−3
...
...
...
...
...
L M1 M2 M3 · · · M0

→

F kH 0 0 · · · 0
L B0 0 0 · · · 0
0 0 B1 0 · · · 0
0 0 0 B2 · · · 0
...
...
...
...
...
0 0 0 0 · · · Bk−1

Clearly the first N rows, which correspond to vertices fixed by the automorphism, have exactly the same
Gershgorin region in both matrices. For the next block row, the previous argument implies that the Gersh-
gorin disks associated with these rows are contained in the Gershgorin disks of the corresponding rows in
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Figure 2: The Gershgorin regions Γ(A) and Γ(B) each made up of a union of disks corresponding to the adjacency matrix A = A(G) of
the graph G in Figure 1 and its equitable decomposition B over the automorphism ψ0 = (2, 8, 5)(3, 9, 7)(4, 10, 6), respectively. Black
points indicate the eigenvalues σ(A) = σ(B).
M if we disregard the first block column. Including the first block column in the Gershgorin region cal-
culation increases the radii of the corresponding Gershgorin disks for both matrices by the same amount.
Thus we still get containment. For all remaining rows the same argument applies except we only increase
the radii of the disks from the original matrix when considering the first block column. Thus, for the basic
automorphism φ we have Γ(B) ⊂ Γ(M).
We showed in Proposition 3.3 that decomposing a matrix over a separable automorphism can be done
as a sequence of decompositions of basic automorphisms. After each decomposition of a basic automor-
phism we get containment. Thus, using an inductive argument we can extend this theorem to all separable
automorphisms. 
Example 5.3. Again we consider the graph G shown in Figure 1 with basic automorphism ψ0 = φ2 =
(2, 8, 5)(3, 9, 7)(4, 10, 6). The equitable decomposition of the adjacency matrix A = A(G) with respect to ψ0
is given by B = Aψ0 ⊕ B1 ⊕ B2 where Aψ0 , B1, B2 are given in Equation (6). The Gershgorin regions of both
A and B are shown in Figure 2 where Γ(B) ⊂ Γ(A). That is, the equitable decomposition of A over ψ0 results
in an improved Gershgorin estimate of its eigenvalues.
The effectiveness of Gershgorin’s theorem in estimating a matrix’s eigenvalues depends heavily on
whether the row sums
∑n
j=1, j,i |Mi j| are large or small. For example, if the matrix M is the adjacency matrix
of a graph G then the ith disk of Γ(M) has a radius equal to the number of neighbors the vertex vi has in
G. Real networks often contain a few vertices that have an abnormally high number of neighbors. These
vertices, which are referred to as hubs, greatly reduce the effectiveness of Gershgorin’s theorem.
One application of the theory of equitable decompositions is that it can be used to potentially reduce the
size of the Gershgorin region associated with a graph’s adjacency matrix A = A(G). Note that this region is
made up of disks where the radius of the ith disk is equal to the degree of the ith vertex. Hence, the graph’s
hubs generate the graph’s largest Gershgorin disks. The strategy we propose is to find an automorphism φ of
a graph G that permutes the vertices adjacent to the graph’s largest hub. After decomposing the adjacency
matrix over φ, the resulting decomposed matrix will potentially have a smaller row sum associated with
this largest hub and consequently a smaller Gershgorin region. This process can be continued by finding
19
vPR
-200 -100 0 100 200
-200
-100
0
100
200
Figure 3: Left: A graph representing 254 individuals belonging to seven different organizations in the Boston area prior to the American
revolutionary war. Edges represent whether two individuals belonged to the same organization. The black vertex vPR represents Paul
Revere. Right: The transposed Gersgorin regions corresponding to a sequence of equitable decompositions performed on the network’s
adjacency matrix, in which each subsequent decomposition results in a smaller region contained in the previous. Black points indicate
the eigenvalues σ(A)
automorphisms of the decomposed graph to further decompose and potentially further reduce the Gershgorin
region associated with the decomposed matrix.
This is demonstrated in the following example.
Example 5.4. Figure 3 (left) shows a social network of 254 members of seven different organizations in
the Boston area prior to the American revolutionary war [13]. Each vertex represents a person and an edge
between two people appears when these two people belong to the same organization. The colors of the graph
represent symmetries present in the graph, i.e. two vertices are colored the same if they are automorphic, by
which we mean that there is an automorphism φ of the graph such that these two vertices belong to the same
orbit under φ. The black central vertex vPR with the most neighbors (Paul Revere) is connected to 248 of the
254 vertices.
The Gershgorin region Γ(A) where A is the adjacency matrix of the this social network is shown as the
largest disk in Figure 3 (right). The region consist of the union of 254 concentric disks each centered at the
origin the largest of which is the disk of radius 248, corresponding to the vertex vPR. Hence, the spectral
radius of A is less than or equal to 248.
Using equitable decompositions we can decrease this Gershgorin estimate. The largest contributor to
the size of the Gershgorin region is, in fact, the central vertex vPR, since it has the highest degree of any
vertex in the network. In order to reduce the associated Gershgorin disk, we look for an automorphism ψ
that permutes a subset of the vertices neighboring this hub, where our goal is to decompose the network’s
adjacency matrix A over ψ. The issue we run into is that if ψ fixes the vertex vPR then, as is shown in the
proof of Theorem 5.2, the Gershgorin disk associated with vPR will not decrease in size as A is decomposed
over ψ. Consequently there will be no improvement in the Gershgorin region.
To actually improve this Gershgorin estimate, we note that finding the eigenvalues of a matrix is equiv-
alent to finding the eigenvalues of its transpose. Thus, making Gershgorin regions from columns instead of
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rows, i.e. a transposed Gershgorin region Γ(MT ) of a matrix M could potentially improve the Gershgorin
region, even when the region is dominated by the fixed portion of the graph. One complication is that we are
not guaranteed the Gershgorin region formed from the transpose of the decomposed matrix columns will be
contained in the Gershgorin region of the original matrix. Thus, this method of using a matrix’ transposed
Gershgorin region for gaining improved eigenvalue estimates may not be effective for all networks.
In this example we are, in fact, able to decrease the transposed Gershgorin region associated with the
network by decomposing the matrix A over certain automorphisms where points in nontrivial orbits are adja-
cent to vPR. In fact, we are able to find a number of automorphisms that allow us to sequentially decompose
the matrix A such that at each step we gain an improve estimate of the network’s eigenvalues.
This process results in a significant improvement in the original (transposed) Gershgorin estimate of
the network’s eigenvalues. This improvement is shown in Figure 3 (right), where each disk starting from
the largest and moving inward represents the next transposed Gershgorin region after the corresponding
equitable decomposition is performed on the network. The final, smallest region is the union of two disks
one centered at 5 with radius 150 and one centered at 1 with radius 148, which is roughly thirty-seven percent
the size of the original Gershgorin region associated with the network.
6. Graphical Realization of Equitable Decompositions
Carrying out an equitable decomposition is much more visual on a graph than on an associated matrix,
and the (tedious) ordering of the labels is trivial when working with graphs instead of matrices. To illustrate
the process of an equitable decomposition of a graph we introduce the notion of a folded graph. A folded
graph can be thought of as a graph G in which we have folded together all the vertices that are in the same
orbit under an automorphism of G. The resulting graph can be used to generate a number of smaller graphs
Gφ,G1, . . . ,Gk−1 that correspond to an equitable decomposition Mφ⊕B1⊕· · ·⊕Bk−1 of a matrix M associated
with G.
To describe this procedure of folding a graph we first note that a graph G can be either weighted or
unweighted. If it is unweighted it is possible to weight the graph’s edges by giving each edge unit weight.
Under this convention any graph G can be considered to be a weighted graph with weighted adjacency matrix
W = W(G).
For simplicity, we assume in this section that the eigenvalues associated with a graph G are the eigenval-
ues of the graph’s weighted adjacency matrix, which we denote by σ(G). This can be done without loss in
generality since any automorphism compatible matrix M associated with G is the weighted adjacency matrix
of a graph H where Aut(G) = Aut(H).
By extending Theorem 2.5 to graphs, an equitable decomposition of a graph G over a basic automor-
phism φ results in a number of smaller matrices G0,G1 . . .Gk−1 where
σ(G) = σ(G0) ∪ σ(G1) · · · ∪ σ(Gk−1)
where W(Gi) = Bi is given by Equation (2). Here we describe how the graphs Gφ,G1 . . .Gk−1 can be
generated from a single (folded) weighted graph Gφ(m). To show how this is done we let G = (V, E,w)
denote the (weighted) graph G with vertices V = V(G) and edges E = E(G). The function w : E → C gives
the weight of each edge (i, j) in E. The following steps allow one to equitably decompose a graph.
Performing Equitable Graph Decompositions
Step 1: The basic automorphism φ partitions the graph’s vertices into V = V1 ∪ · · · ∪ Vr ∪ U,
where U is the union of the vertices of orbit size 1. Choose a semi-transversal T0 of the orbits of
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Figure 4: The folded graph Gψ(m) (center) of the unweighted graph G (left) with basic automorphism ψ = (2, 8, 5)(3, 9, 7)(4, 10, 6)
created using the semi-transversal T0 = {2, 3, 4}. The equitable decomposition Gψ, G1, G2 of G is shown (right) where Gψ = Gψ(0) and
Gm = Gψ(m) for m = 1, 2. Here ω = e2pii/3.
φ, i.e. the index of one vertex from each set Vi. If this is not the last round, this semi-transversal
must be chosen according to the method set out in Proposition 3.2.
Step 2: From the graph G = (V, E,w) we construct the folded graph Gφ(m) = (Vm,Em, νm) as
follows. The vertices of the graph are labeled by Vm = {φm(i) : i ∈ T0 ∪ U}. The edge weights of
Gφ(m) are given by the formula
νm(φm(i), φm( j)) =

∑k−1
`=0 ω
`mw(i, φ`( j)) if j ∈ T0
w(i, j) if j ∈ U.
Step 3: Next we generate the k graphs Gm = Gφ(m) for m = 0, . . . , k − 1 where Gφ(0) = Gφ. If
m = 0 then V0 = T0 ∪ U, otherwise Vm = Tm. (When drawing Gφ(m) we draw the vertices in U as
open circles to indicate that these vertices are only in the graph for m = 0, see Figure 4).
If φ is a uniform automorphism of G then G can be equitably decomposed over φ where steps 1–3 are
adjusted such that U = ∅. If φ is separable then using the method described for decomposing a matrix with
respect to a separable automorphism in Section 3 we can sequentially decompose G over some sequence of
basic automorphisms ψ0, ψ1, . . . , ψh associated with φ.
One of the main advantages of visualizing equitable decompositions in terms of a folded graph as op-
posed to the matrix procedure prescribed in Section 3, is that it makes the blocks of the decomposition
immediately apparent. For instance, recall that in Example 3.5, at the end of Round 2 we were required
to reorder the vertices (equivalent to relabeling the graph) in order to see the block diagonal structure. In
the graphical approach presented in this section the connected subgraphs are the blocks resulting from the
decomposition.
Example 6.1. Let G be the graph originally introduced in Figure 1, which is also shown in Figure 4 (left),
with the basic automorphism ψ = (2, 8, 5)(3, 9, 7)(4, 10, 6). Following steps 1–3 given in this section, we
first choose the semi-transversal T0 = {2, 3, 4} of ψ. The folded graph Gψ(m) that results from this choice is
shown in Figure 4 (center). The graphs Gψ, G1, G2, which together form an equitable decomposition of the
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graph G over ψ are also shown in the same figure (right). One can check that σ(G) = σ(Gψ)∪σ(G1)∪σ(G2)
since the matrices W(Gψ) = A(0)ψ0 , W(G1) = B(0)1, and W(G2) = B(0)2 given in Equation (6).
7. Conclusion
The purpose of this paper is to extend the theory of equitable decomposition as well as to introduce a
number of its applications. The theory of equitable decompositions, first presented in [2], describes how
an automorphism compatible matrix M can be decomposed over any uniform or basic automorphism of an
associated graph. In this paper we extend this result by providing a method for equitably decomposing M
over any separable automorphism φ by converting any such automorphism into a sequence of basic auto-
morphisms. As in [2], this decomposition results in a number of smaller matrices Mφ, B1, . . . , Bh whose
collective eigenvalues are the eigenvalues of the original matrix M (see Theorem 2.5 and Proposition 3.3).
Importantly, this decomposition relies only on a knowledge of the automorphism φ and requires no informa-
tion regarding any spectral properties of the graph.
As previously mentioned, if φ is not a separable automorphism then some power of this automorphism
will be separable. Therefore, if any automorphism of a graph is known it is possible to use this automorphism
or some power of this automorphism to equitably decompose an associated matrix M. Additionally, the
algorithm we give for equitably decomposing a graph depends both on the order of the prime factorization
of the automorphism’s order as well as some choices surrounding the semi-transversals. An open question is
whether making these choices differently will result in a fundamentally different decomposition (i.e. not just
a simple reordering of resulting block matrices) or if, up to reordering, the decomposition is, in fact, unique.
Beyond preserving the eigenvalues of a matrix, we also show as a direct application of this theory that the
eigenvectors of the matrix M are fundamentally related to the eigenvectors of the matrices Mφ, B1, . . . , Bk and
give an explicit formula for their construction (see Theorem 4.1). This theorem also extends to generalized
eigenvectors in the case where the original matrix does not have a full set of eigenvectors. In this way the
concept of an equitable decomposition can be applied not only to matrices but also to their eigenvectors.
A theme throughout this paper, and in particular in the applications introduced here, is that information
regarding spectral properties of a graph (network) can be deduced from knowledge of the graph’s (network’s)
local symmetries. One example, shown in Proposition 4.3, is that if M is nonnegative and irreducible then
the divisor matrix Mφ associated with the automorphism φ has the same spectral radius as M. Since Mφ is
smaller than M, and potentially much smaller if the graph (network) is highly symmetric, then Mφ could be
a useful tool in determining this spectral radius. It is an open question whether this result can be extended to
matrices with negative or complex-valued entries.
Another application mentioned here is concerned with the way in which Gershgorin regions are affected
by equitable decompositions. Here, we prove that the Gershgorin region of an equitable decomposition is
contained in the Gershgorin region of the original matrix (see Theorem 5.2). Thus, such decompositions
can be used to potentially reduce the size of the resulting Gershgorin region. In particular, Example 5.4
demonstrates this by significantly reducing the size of the Gershgorin region associated with a large network
via a series of decompositions.
Lastly, we introduce the analogue of an equitable decomposition for graphs. An equitable graph decom-
position, which is built around the notion of a folded graph, has the advantage that it is more visual than an
equitable decomposition on a matrix. Moreover, performing a graph decomposition does not require any re-
ordering of the graph’s vertices as opposed to the row and column reordering that is required in an equitable
decomposition of a matrix.
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