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A B S T R A C T
The central notion of this thesis is the minor relation on functions of
several arguments. A function f : An → B is called a minor of another
function g : Am → B if f can be obtained from g by permutation of ar-
guments, identification of arguments, and introduction of inessential
arguments. We first provide some general background and context
to this work by presenting a brief survey of basic facts and results
concerning different aspects of the minor relation, placing some em-
phasis on the author’s contributions to the field.
The notions of functions of several arguments and minors give im-
mediately rise to the following reconstruction problem: Is a function
f : An → B uniquely determined, up to permutation of arguments, by
its identification minors, i.e., the minors obtained by identifying a pair
of arguments? We review known results – both positive and negative
– about the reconstructibility of functions from identification minors,
and we outline the main ideas of the proofs, which often amount to
formulating and solving reconstruction problems for other kinds of
mathematical objects.
We then turn our attention to functions determined by the order of
first occurrence, and we are interested in the reconstructibility of such
functions. One of the main results of this thesis states that the class
of functions determined by the order of first occurrence is weakly
reconstructible. Some reconstructible subclasses are identified; in par-
ticular, pseudo-Boolean functions determined by the order of first oc-
currence are reconstructible.
As our main tool, we introduce the notion of minor of permutation.
This is a quotient-like construction for permutations that parallels mi-
nors of functions and has some similarities to permutation patterns.
We develop the theory of minors of permutations, focusing on Ga-
lois connections induced by the minor relation and on the interplay
between permutation groups and minors of permutations. Our re-
sults will then find applications in the analysis of the reconstruction
problem of functions determined by the order of first occurrence.
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I N T R O D U C T I O N A N D P R E L I M I N A R I E S
This thesis consists of two main parts. The first part (Chapters 1–3)
is in the nature of a survey and relies mainly on published studies.
Its purpose is to introduce the mathematical notions that are relevant
to us, to provide some background and context to the current work,
to state some important results, and to present a review of the au-
thor’s earlier contributions to the field. Almost all proofs are omitted,
and references are given to the original publications, which should be
consulted for further details. The second part (Chapters 4 and 5) is
comprised of new, previously unpublished results with proofs.
1.1 overview
Functions of several arguments appear in many fields of mathematics,
such as multivariate calculus, predicate logic, and universal algebra,
and they are the main objects of study in this thesis. In particular, this
thesis revolves around the notion of minors of functions. A function
f : An → B is called a minor of another function g : Am → B, if f can
be obtained from g by manipulations of arguments: permutation of
arguments, introduction and deletion of inessential arguments, and
identification of arguments.
Formation of minors is a way of building new functions from given
ones; in fact, minors are particular instances of functional composi-
tion in which functions are composed with projections. Minors arise
naturally in many contexts. A universal algebraist sees immediately
that minors are term functions induced by terms of height 1. For an-
other example, weighted voting systems can be modeled in terms of
threshold Boolean functions, and formation of coalitions corresponds
to formation of minors of functions.
Minors of functions have been extensively studied by many authors
from many different points of view. Chapter 2 comprises a brief sur-
vey on various aspects of minors, with a focus on the author’s earlier
contributions to the topic. We start with structural descriptions of the
minor order. Then we discuss the arity gap, which is a measure of
the minimum decrease in the number of essential arguments when
minors of a function are formed. We give some special attention to
functions with a unique identification minor. We explain how mi-
nor-closed classes of functions can be defined as the subuniverses
of certain algebras and how they can be characterized as the closed
classes of a Galois connection between functions and constraints. We
also briefly mention some variants of the notion of a minor.
2 introduction and preliminaries
Another central topic of this thesis is reconstruction problems.
Speaking in very general terms, a reconstruction problem asks wheth-
er a mathematical object can be uniquely recovered from pieces of
partial information thereon. An archetypical example of a reconstruc-
tion problem is present in a famous unproven conjecture in graph
theory, the so-called reconstruction conjecture, due to Kelly [45] and
Ulam [84], which concerns whether or not a graph is uniquely deter-
mined, up to isomorphism, by the collection of its one-vertex-deleted
subgraphs. This is an example of the type of reconstruction problems
we discuss in this thesis: given a large class of mathematical objects
and a way of deriving “subobjects” of each member of the class, we
ask whether or not the objects are uniquely determined by the collec-
tion of their derived subobjects.
Our main interest lies in the following reconstruction problem: Is a
function f : An → B uniquely determined, up to equivalence, by the
collection of its identification minors? This problem has been stud-
ied by the current author, and in Chapter 3, we survey some known
results – both positive and negative – concerning the reconstructibil-
ity of functions. On the one hand, certain classes of functions have
been shown to be reconstructible, for example, the classes of totally
symmetric functions (of sufficiently large arity) and affine functions
over finite fields (of sufficiently large arity). On the other hand, in-
finite families of nonreconstructible functions have been constructed.
In Chapter 5, we will present some new results on the reconstruction
problem of functions, more specifically, on the reconstructibility of
functions determined by the order of first occurrence.
The order of first occurrence is a notion that we consider more care-
fully in this thesis. The idea of listing objects in the order they first
appear in a sequence of data emerges in various everyday situations
and it is employed in many fields of science, arts and humanities.
For example, in the closing credits of a motion picture or a television
show, it is not uncommon that the characters and the cast members
who portray them are listed in the order of first appearance. In sci-
entific research articles, the entries in a bibliography are usually ar-
ranged either alphabetically by authors’ names or in the order of first
citation.
In algebra, the idea of arranging objects in the order they first ap-
pear is neatly captured by left regular bands, i.e., semigroups satis-
fying the identities x2 ≈ x and xyx ≈ xy. These identities convey
precisely the meaning that we can delete from a semigroup word any
element that has occurred earlier; thus we can reduce every word
into one in which each element occurs only once, in the order of first
occurrence.
We focus our attention on the function called “ofo” that is defined
and valued on the set of all strings over a fixed alphabet and that
transforms any string by deleting duplicate letters while keeping only
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the first occurrence of each letter. In other words, ofo maps each string
to the unique subsequence that lists the different letters occurring in
the string in the order of first occurrence – hence the acronym ofo.
A function f : An → B is said to be determined by the order of
first occurrence, if it is decomposable via ofo as f = f ∗ ◦ ofo|An . In
other words, the value of f depends only on the order in which el-
ements of A first occur in the input. Functions determined by the
order of first occurrence have remarkable properties. For example,
they have a unique identification minor. In this thesis, we establish
further mathematical properties of functions determined by the order
of first occurrence. One of our new results is a characterization of the
permutation groups that appear as invariance groups of functions de-
termined by the order of first occurrence (Theorem 5.3.4). We then
investigate in detail the reconstruction problem for functions deter-
mined by the order of first occurrence in Section 5.4. We establish
that the class of functions determined by the order of first occurrence
(of sufficiently large arity) is weakly reconstructible (Theorem 5.4.5).
Some reconstructible subclasses are identified; in particular, pseudo-
Boolean functions determined by the order of first occurrence are re-
constructible.
As our main tool, we introduce a new notion of a minor of a per-
mutation in Chapter 4. Minors of permutations can be seen as a
quotient-like construction for permutations, and they are in a certain
way analogous to minors of functions and have some similarities to
permutation patterns. As a first step towards developing a theory of
minors of permutations, we investigate the monotone Galois connec-
tion Min(ℓ)–Comp(n) induced by the minor relation between ℓ- and n-
permutations. We are particularly interested in the interplay between
permutation groups and minors of permutations. For the needs of our
applications, we establish some results concerning the groups gener-
ated by the set of ℓ-minors of an n-permutation τ and the set of differ-
ences of ℓ-minors of τ (Propositions 4.4.15 and 4.4.16). We also briefly
discuss a reconstruction problem of permutations from minors. With
this toolbox, we finally attack the reconstruction problem of functions
determined by the order of first occurrence in Chapter 5.
1.2 general notation
We presuppose that the reader is familiar with fundamental notions
in abstract algebra, such as functions, relations, ordered sets, group-
oids, semigroups, monoids, groups, rings, fields, lattices, terms, and
term operations, which can be found in many textbooks, such as the
ones by Cameron [8], Davey and Priestley [24], Denecke and Wis-
math [26], Foldes [31], and Lang [51]. We will review some of the
basic terminology and notions that will be used in this work.
4 introduction and preliminaries
The symbols N and N+ stand for the set of all nonnegative integers
and the set of all positive integers, respectively. For a, b ∈ N, the
interval {n ∈ N : a ≤ n ≤ b} is denoted by [a, b]. The interval
[1, n] = {1, . . . , n} of first n positive integers is denoted simply by [n].
Note that if a > b then [a, b] equals the empty set ∅; in particular
[0] = ∅.
The power set of a set S and the set of all k-element subsets of S are
denoted by P(S) and (Sk), respectively.
The n-th Cartesian power of a set A is denoted by An. We usually
designate tuples by bold letters and their components by correspond-
ing italic letters. For example, a = (a1, . . . , an) ∈ An. We often write a
tuple (a1, . . . , an) as a string (or word) a1 . . . an. We let A∗ :=
⋃
n≥0 An
be the set of all words over A and A+ :=
⋃
n≥1 An be the set of all
nonempty words over A. The unique element of A0 is denoted by ε
and is called the empty word.
Let
An̸= := {(a1, . . . , an) ∈ An : a1, a2, . . . , an pairwise distinct}, (1.2.1)
A♯ :=
⋃
n≥1
An̸=. (1.2.2)
Note that An̸= ̸= ∅ if and only if n ≤ |A|.
1.3 binary relations
Recall that a reflexive and transitive relation on a set A is called a
quasiorder (or preorder). An antisymmetric quasiorder is a partial order,
and a symmetric quasiorder is an equivalence relation.
Let ≡ be an equivalence relation on A. We denote the equivalence
class of an element x ∈ A by x/≡. The set of equivalence classes of
≡ is denoted by A/≡ and is called the quotient set of A by ≡.
It is well known that every quasiorder ≤ on A induces an equiva-
lence relation ≡ on A by the rule x ≡ y if and only if x ≤ y and y ≤ x.
Moreover, ≤ induces a partial order ≼ on the quotient A/≡ by the
rule x/≡ ≼ y/≡ if and only if x ≤ y.
1.4 partitions
Recall that a partition of a set S is a collection of pairwise disjoint
nonempty subsets of S whose union is the whole set S. The elements
of a partition are called blocks. A partition with exactly m blocks is
called an m-partition. Singleton blocks are trivial, and blocks with at
least two elements are nontrivial. A partition is trivial if all its blocks
are trivial.
Let Π be a partition of S. The blocks of Π are called Π-blocks. For
each x ∈ S, we denote by x/Π the unique Π-block that contains x. We
write x ≡Π y if x and y belong to the same Π-block, i.e., x/Π = y/Π.
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The relation ≡Π is an equivalence relation on S. Conversely, the set
of equivalence classes of an arbitrary equivalence relation on S is a
partition of S. In fact, the partitions of S and the equivalence relations
of S are in a one-to-one correspondence given by Π ↦→ ≡Π, and we
may freely switch between these two notions.
Let Π and Γ be two partitions of S. If every Π-block is a subset
of some Γ-block, then Π is a refinement of Γ, and Γ is a coarsening of
Π; in this case we also say that Π is finer than Γ and Γ is coarser than
Π, and we write Π ⊑ Γ. The set of all partitions of S ordered by the
refinement relation ⊑ is a semi-modular lattice, and we write Π ∧ Γ
and Π∨ Γ for the coarsest common refinement and the finest common
coarsening of Π and Γ, respectively. In fact, Π ∧ Γ = {B ∩ C : B ∈ Π,
C ∈ Γ} \ {∅}. The blocks of Π ∨ Γ can be described as follows: for all
x, y ∈ S, it holds that x ≡Π∨Γ y if and only if there exists a sequence
z1, . . . , zℓ of elements of S such that x = z1, y = zℓ, and zi ≡Π zi+1
or zi ≡Γ zi+1 for all i ∈ {1, . . . , ℓ − 1}. In other words, ≡Π∨Γ is the
transitive closure of ≡Π ∪≡Γ.
We will mainly consider partitions of the set [n] for some n ∈ N+.
We denote the set of all partitions of [n] by Part(n) and the set of all
m-partitions of [n] by Partm(n). We denote the trivial partition of [n]
by ∆n.
Remark 1.4.1. We often use a shorthand notation for specifying par-
titions of [n]. Each block is represented by a string of numbers, and
different blocks are separated by a vertical line. For example, the
partition {{1, 3, 7, 8}, {2, 4, 5}, {6}, {9}} of [9] can be written briefly as
1378|245|6|9.
A partition Π of [n] is called an interval partition, if all its blocks
are intervals (see Section 1.2). The set of all interval partitions of [n]
is denoted by IntPart(n); we also write IntPartm(n) := IntPart(n) ∩
Partm(n). The set IntPart(n) of interval partitions of [n] constitutes
a sublattice of the lattice Part(n) of all partitions of [n] ordered by
refinement.
For any S ⊆ P([n]), the partition of [n] induced by S , denoted
⟨S⟩part, is the finest partition Π ∈ Part(n) such that every set of the
collection S is a subset of some Π-block. The underlying set [n] will
be understood from the context.
The following two facts follow immediately from the definitions.
Fact 1.4.2. For all Π, Γ ∈ Part(n), we have Π ∨ Γ = ⟨Π ∪ Γ⟩part.
Fact 1.4.3. If S ⊆ P([n]) is a collection of intervals, then ⟨S⟩part is an
interval partition.
Example 1.4.4. Let S = {{2, 3}, {3, 4}, {6}, {7, 8}, {7, 8, 9}} ⊆ P([10]).
Then ⟨S⟩part = 1 | 2 3 4 | 5 | 6 | 7 8 9 | 10. Note that S is a collection of
intervals, and the partition induced by S is an interval partition.
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Lemma 1.4.5. Let S and T be collections of subsets of [n]. Assume that
for every X ∈ S there exists Y ∈ T such that X ⊆ Y. Then ⟨S⟩part is a
refinement of ⟨T ⟩part.
Proof. Let B be a block of ⟨S⟩part. Let x, y ∈ B. There exists a sequence
C1, . . . , Cp of sets in S such that x ∈ C1, y ∈ Cp and Ci ∩ Ci+1 ̸= ∅ for
all i ∈ {1, . . . , p− 1}. By our assumption, there exist sets D1, . . . , Dp in
T such that Ci ⊆ Di for all i ∈ {1, . . . , p}. We have x ∈ D1, y ∈ Dp and
Di ∩ Di+1 ⊇ Ci ∩ Ci+1 ̸= ∅ for all i ∈ {1, . . . , p − 1}. Consequently,
x and y belong to the same block of ⟨T ⟩part. We conclude that every
block of ⟨S⟩part is a subset of some block of ⟨T ⟩part, i.e., ⟨S⟩part ⊑
⟨T ⟩part.
Remark 1.4.6. In what follows, we will introduce several concepts
and notations that involve partitions. We will often abuse notation –
for the sake of brevity – and, for any nonempty subset S ⊆ [n], we
will write S as a shorthand for the partition of [n] in which S is the
only potentially nontrivial block. The intended meaning will be clear
from the context.
1.5 functions
Let f : A → B and g : B′ → C be functions. If B ⊆ B′, then the
composite function g ◦ f : A → C is defined by (g ◦ f )(x) = g( f (x)) for
all x ∈ A. We often denote g ◦ f simply by g f .
Any function ϕ : A → B can be lifted to a map between power sets:
ϕ′ : P(A) → P(B), ϕ′(X) := {ϕ(x) : x ∈ A} for any X ∈ P(A). We
normally use the same symbol for a map and the corresponding lifted
map; without risk of confusion, we may write ϕ(x) for any x ∈ A and
ϕ(X) for any X ⊆ A. Note also that the lifted map ϕ′ can be lifted
further to ϕ′′ : P(P(A)) → P(P(B)), ϕ′′(X ) := {ϕ′(X) : X ∈ X},
and ϕ′′(X ) will again be written simply as ϕ(X ).
Let f : A → B be a function. The range (or image) of f is Im f :=
{ f (x) : x ∈ A} = f ′(A). The restriction of f to a subset S ⊆ A is
the function f |S : S → f ′(S), x ↦→ f (x) for all x ∈ S. The kernel of
f , denoted ker f , is the partition of A where two elements x1, x2 ∈ A
belong to the same block if and only if f (x1) = f (x2). The following
fact is easy to verify.
Fact 1.5.1. Let f : A → B and g : B → C. Then ker f ⊑ ker g ◦ f .
Moreover, if f is surjective, then ker g = f (ker g ◦ f ).
1.6 permutations and permutation groups
A permutation of a set S is a bijective map S → S. Equipped with
the operation of functional composition, the set of all permutations
of S constitutes a group, which is called the symmetric group on S.
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Subgroups of a symmetric group are called permutation groups. For
more information on permutation groups, see, e.g., Dixon and Mor-
timer [27].
It is worth stressing here that we always and consistently compose
mappings, in particular, permutations, from right to left. Thus, for
permutations σ and τ of S, the composition σ ◦ τ is the permutation
of S that satisfies (σ ◦ τ)(i) = σ(τ(i)) for all i ∈ S. This convention
may differ from some other treatments of permutations.
We will mainly discuss permutations of the set [n] for some n ∈ N+;
the number n is called the degree of such permutations. We will use
both the standard one-line and cycle notations to specify permuta-
tions of [n]. In one-line notation, a word a1 . . . an ∈ [n]n with pairwise
distinct entries denotes the permutation σ of [n] satisfying σ(i) = ai
for all i ∈ [n]. In cycle notation, the expression (a1 · · · ar), where r ≥ 1
and a1, . . . , ar are pairwise distinct elements of [n], denotes the per-
mutation σ satisfying σ(ai) = ai+1 whenever 1 ≤ i ≤ r − 1, σ(ar) = a1,
and σ(m) = m whenever m ∈ [n] \ {a1, . . . , ar}; such a permutation is
called a cycle, and the number r is its length. Every permutation is a
product of disjoint cycles. For example, consider the permutation σ
of {1, . . . , 7} given by the following table.
i 1 2 3 4 5 6 7
σ(i) 5 1 7 4 2 6 3
The representation of σ in one-line notation is 5174263 and one possi-
ble representation of σ in cycle notation is (1 5 2)(3 7). We denote the
identity permutation on any underlying set by id.
The symmetric group and the alternating group on [n] are denoted
by Sn and An, respectively. For a subset X ⊆ [n], we use the symbol
SX to designate the subgroup of Sn comprising all those permutations
which fix all elements of [n] \ X. Similarly, AX := SX ∩ An.
For permutation groups G and G′, we write G ≤ G′ to mean that
G is a subgroup of G′. For a set P of permutations on [n], the symbol
⟨P⟩ stands for the subgroup of Sn generated by P. If P1, . . . , Pt are sets
of permutations, then we write ⟨P1, . . . , Pt⟩ for ⟨
⋃t
i=1 Pi⟩.
Definition 1.6.1. If Π = {X1, . . . , Xt} is a collection of pairwise dis-
joint subsets of [n], then ⟨SX1 , . . . , SXt⟩ = SX1 · · · SXt , i.e., the subgroup
of Sn generated by the subgroups SX1 , . . . , SXt is equal to the product
SX1 · · · SXt = {σ1 ◦ · · · ◦ σt : σ1 ∈ SX1 , . . . , σt ∈ SXt}.
We will denote this subgroup by SΠ. Furthermore, we write AΠ :=
SΠ ∩ An. We will be using this notation mostly in cases when Π is a
partition of [n].
Fact 1.6.2. Let Π and Γ be partitions of [n]. Then SΠ ≤ SΓ if and only
if Π is a refinement of Γ.
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We recall here some well-known facts about generators of permu-
tation groups (see, e.g., Dixon and Mortimer [27], Lang [51]), and we
will be using these facts in the sequel without explicit mention.
Fact 1.6.3.
(i) If 1 < p < r ≤ n, then
• (1 2 · · · p)(p p + 1 · · · r) = (1 2 · · · r),
• (1 · · · r)(2 · · · r)−1 = (1 2).
(ii) Examples of generating sets of the symmetric group Sn include
• {(1 2 · · · n), (1 2)},
• {(2 3 · · · n), (1 2)},
• {(1 2 · · · n), (2 3 · · · n)},
• the set of all adjacent transpositions (i i+ 1), 1 ≤ i ≤ n− 1,
• An and any odd permutation.
(iii) Examples of generating sets of the alternating group An include
• {(1 2 3), (1 2 · · · n)}, if n is odd and n ≥ 3,
• {(1 2 3), (2 3 · · · n)}, if n is even and n ≥ 4,
• the set of all cycles (i i + 1 i + 2), where i is odd and
1 ≤ i ≤ n − 2, if n is odd and n ≥ 3,
• AS ∪ AT, where S, T ⊆ [n] with |S|, |T| ≥ 3, S ∪ T = [n],
and S ∩ T ̸= ∅.
1.7 ordered partitions
An ordered partition is a partition with a linear order of the blocks. For
a partition Π of [n], the standard order ≤Π is the one in which blocks
are ordered by their minima, i.e., for B, B′ ∈ Π, we have B ≤Π B′ if
and only if min B ≤ min B′ (where min and ≤ refer to the natural
order of integers). The blocks of Π can, of course, be ordered in
other ways. For example, for any permutation σ ∈ Sn, we arrange the
blocks in the order in which σ first “encounters” them. More precisely,
for B, B′ ∈ Π, we set B ≤σΠ B′ if and only if min σ−1(B) ≤ min σ−1(B′).
(Using this notation, ≤idΠ is just the standard order.) In fact, every
ordered partition of [n] arises in this way: for a particular ordering
B1 ≤′ B2 ≤′ · · · ≤′ Bm of the blocks of Π, we can define a permutation
π = π1π2 . . . πn ∈ Sn so that the first |B1| entries are the elements of
the block B1 in some order, which are then followed by the elements
of B2 in some order, and so on. It is obvious that ≤πΠ coincides with
≤′.
Remark 1.7.1. The shorthand introduced in Remark 1.4.1 can be used
for ordered partitions in the obvious way: we just write the blocks
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in the desired order. For example, the string 6|245|9|1378 represents
the partition {{1, 3, 7, 8}, {2, 4, 5}, {6}, {9}} of [9] with the linear order
{6} ≤ {2, 4, 5} ≤ {9} ≤ {1, 3, 7, 8} of the blocks.
Definition 1.7.2. Let Π ∈ Partm(n). Let natΠ : [n] → Π be the natural
surjection that maps each element of [n] to its Π-block. For σ ∈ Sn,
let hσΠ : [m] → Π be the order-isomorphism ([m];≤) → (Π;≤σΠ). We
denote hidΠ simply by hΠ. Define the map δΠ : [n] → [m] as δΠ =
(hΠ)−1 ◦ natΠ. Note that δΠ is surjective. Define σΠ : [m] → [m] as
σΠ := (hidΠ)
−1 ◦ hσΠ. Note that σΠ is a permutation, because it is a
composition of order-isomorphisms.
Remark 1.7.3. Prömel and Voigt [76] called a surjection ϕ : [n] → [m]
rigid if min ϕ−1(i) < min ϕ−1(j) whenever i < j. For any partition
Π ∈ Partm(n), the map δΠ is the unique rigid surjection [n] → [m]
with kernel Π.
Remark 1.7.4. If Π = {B1, . . . , Bm} with B1 ≤Π B2 ≤Π · · · ≤Π Bm,
then δΠ(i) = j if and only if i/Π = Bj.
Remark 1.7.5. If I ∈ ([n]2 ) and Π ∈ Partn−1(n) is the partition whose
only nontrivial block is I, then we write δI for δΠ (see Remark 1.4.6).
In this case, we can easily write down an explicit formula for δI as
δI(i) =
⎧⎪⎪⎨⎪⎪⎩
i, if i < max I and i /∈ I,
min I, if i ∈ I,
i − 1, if i > max I.
Let Π ∈ Partm(n). The coarsenings of Π are in a one-to-one cor-
respondence with the partitions of the partition Π. Namely, to each
coarsening Γ of Π we may associate the partition Π/Γ := {{B ∈ Π :
B ⊆ C} : C ∈ Γ} of Π, whose blocks are, for each block C ∈ Γ, the set
of Π-blocks contained in C. Conversely, to each partition Φ of Π we
may associate the flattening Φ♭ := {⋃B : B ∈ Φ} of Φ, which is easily
seen to be a coarsening of Π. Moreover, it holds that (Π/Γ)♭ = Γ and
Π/Φ♭ = Φ. Using the mappings of Definition 1.7.2, we can translate
partitions of Π into partitions of [m], and in this way every partition of
[m] gives rise to a coarsening of Π. This is formalized in the following
lemma.
Lemma 1.7.6. Let Π ∈ Partm(n), Γ ∈ Partℓ(n) and Φ ∈ Partℓ(m) with
ℓ ≤ m ≤ n. Assume that Π ⊑ Γ. Then the following statements hold.
(i) Let ΠΦ := {
⋃
i∈P hΠ(i) : P ∈ Φ}. Then ΠΦ ∈ Partℓ(n) and
Π ⊑ ΠΦ.
(ii) δΠ(Γ) ∈ Partℓ(m).
(iii) δΠ(ΠΦ) = Φ.
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(iv) ΠδΠ(Γ) = Γ.
Proof. (i) The elements of ΠΦ are unions of Π-blocks, and they are
pairwise disjoint. Moreover, their union is [n], because for every x ∈
[n] we have x ∈ natΠ(x) = hΠ(h−1Π (natΠ(x))) = hΠ(δΠ(x)), so x ∈⋃
i∈P hΠ(i) for P = δΠ(x)/Φ. Therefore, ΠΦ is a partition of [n] with
|Φ| = ℓ blocks.
(ii) The set δΠ(Γ) = {δΠ(C) : C ∈ Γ} = {{δΠ(i) : i ∈ C} : C ∈ Γ}
is a set of subsets of [m]. The sets δΠ(C) (C ∈ Γ) are pairwise disjoint.
For, if C, C′ ∈ Γ and δΠ(C)∩ δΠ(C′) ̸= ∅, then there exist i ∈ C, j ∈ C′
such that δΠ(i) = δΠ(j). Then natΠ(i) = hΠ(δΠ(i)) = hΠ(δΠ(j)) =
natΠ(j), so i ≡Π j. Since Π ⊑ Γ, this implies i ≡Γ j; hence C = i/Γ =
j/Γ = C′.
Furthermore, every element of [m] is contained in some δΠ(C). For,
if x ∈ [m], then let B be the unique Γ-block that contains hΠ(x). Then
x ∈ {δΠ(i) : i ∈ hΠ(x)} ⊆ {δΠ(i) : i ∈ B} = δΠ(B).
We conclude that δΠ(Γ) is a partition of [m] with |Γ| = ℓ blocks.
(iii) Observe first that for any i ∈ [m], it holds that natΠ(x) = hΠ(i)
for every x ∈ hΠ(i). Consequently,
δΠ(hΠ(i)) = {δΠ(x) : x ∈ hΠ(i)} =
{h−1Π (natΠ(x)) : x ∈ hΠ(i)} = {i}.
It follows that for any P ∈ Φ,
δΠ(
⋃
i∈P
hΠ(i)) =
⋃
i∈P
δΠ(hΠ(i)) =
⋃
i∈P
{i} = P.
Thus, if B ∈ Φ, then B = δΠ(
⋃
i∈B hΠ(i)) ∈ δΠ(ΠΦ). Conversely, if
B ∈ δΠ(ΠΦ), then B =
⋃
i∈P hΠ(i) for some P ∈ Φ, and by the above
observations we have B = P ∈ Φ.
(iv) We prove first the claim that C =
⋃
i∈δΠ(C) hΠ(i) for any C ∈ Γ.
For, if x ∈ C, then δΠ(x) ∈ δΠ(C) and we have
x ∈ natΠ(x) = hΠ(h−1Π (natΠ(x))) = hΠ(δΠ(x)) ⊆
⋃
i∈δΠ(C)
hΠ(i).
If x ∈ ⋃i∈δΠ(C) hΠ(i), then there exists j ∈ δΠ(C) such that x ∈ hΠ(j),
and hence there exists y ∈ C such that j = δΠ(y) = h−1Π (natΠ(y)).
Then
x ∈ hΠ(h−1Π (natΠ(y))) = natΠ(y) = y/Π ⊆ y/Γ = C,
where the subset inclusion holds because Π ⊑ Γ.
Using the above claim, we now prove the equality ΠδΠ(Γ) = Γ. If
C ∈ Γ, then δΠ(C) ∈ δΠ(Γ), and we have C =
⋃
i∈δΠ(C) hΠ(i) ∈ ΠδΠ(Γ).
Conversely, if C ∈ ΠδΠ(Γ), then C =
⋃
i∈P hΠ(i) for some P ∈ δΠ(Γ).
Then P = δΠ(B) for some B ∈ Γ, and we have C =
⋃
i∈δΠ(B) hΠ(i) =
B ∈ Γ.
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We establish a few technical lemmas and identities involving the
maps δΠ, σΠ and hσΠ that will be used in the later chapters. State-
ment (ii) of Lemma 1.7.7 makes explicit the fact that the composition
of rigid surjections is a rigid surjection (see Prömel and Voigt [76,
p. 164]).
Lemma 1.7.7. Let σ, π ∈ Sn and Π, Γ ∈ Part(n), and assume that Π ⊑ Γ.
Then the following statements hold.
(i) For any Γ-blocks C and C′, it holds that C ≤πΓ C′ if and only if
δΠ(C) ≤πΠδΠ(Γ) δΠ(C
′). Consequently, the lifted map δ′Π restricted
to Γ is an order-isomorphism (Γ;≤πΓ ) → (δΠ(Γ);≤
πΠ
δΠ(Γ)
). In other
words, hπΠ
δΠ(Γ)
◦ (hπΓ )−1 = δ′Π|Γ. (Note that the definition of δ′Π|Γ is
independent of π.)
(ii) δΓ = δδΠ(Γ)δΠ.
(iii) σΓ = (σΠ)δΠ(Γ).
Proof. (i) Assume that Π = {B1, . . . , Bm} and Γ = {C1, . . . , Cℓ} with
B1 ≤idΠ B2 ≤idΠ · · · ≤idΠ Bm, C1 ≤idΓ C2 ≤idΓ · · · ≤idΓ Cℓ.
Since Π ⊑ Γ, every block C ∈ Γ is a union of Π-blocks, namely
C =
⋃
C⊇B∈Π
B =
⋃
x∈C
natΠ(x) =
⋃
natΠ(C) =
⋃
hΠ ◦ h−1Π ◦ natΠ(C)
=
⋃
hΠ ◦ δΠ(C) =
⋃
i∈δΠ(C)
hΠ(i) =
⋃
i∈δΠ(C)
Bi.
Now, let C, C′ ∈ Γ. The condition C ≤πΓ C′ is, by definition, equiva-
lent to min π−1(C) ≤ min π−1(C′), which can be equivalently rewrit-
ten as
min
i∈δΠ(C)
min π−1(Bi) = min π−1(
⋃
i∈δΠ(C)
Bi)
≤ min π−1(
⋃
j∈δΠ(C′)
Bj) = min
j∈δΠ(C′)
min π−1(Bj).
This is equivalent to the condition
∃p ∈ δΠ(C) ∀q ∈ δΠ(C′) : min π−1(Bp) ≤ min π−1(Bq). (1.7.1)
By the definition of ≤πΠ, the condition min π−1(Bp) ≤ min π−1(Bq) is
equivalent to Bp ≤πΠ Bq, which in turn is equivalent to (hπΠ)−1(Bp) ≤
(hπΠ)
−1(Bq). Since (hπΠ)
−1(Bp) = (hπΠ)
−1 ◦ hidΠ(p) = (πΠ)−1(p) and,
similarly, (hπΠ)
−1(Bq) = (πΠ)−1(q), condition (1.7.1) is equivalent to
∃p ∈ δΠ(C) ∀q ∈ δΠ(C′) : (πΠ)−1(p) ≤ (πΠ)−1(q),
that is, min(πΠ)−1(δΠ(C)) ≤ min(πΠ)−1(δΠ(C′)), which in turn is
equivalent to δΠ(C) ≤πΠδΠ(Γ) δΠ(C
′).
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The last statement holds, because hπΠ
δΠ(Γ)
◦ (hπΓ )−1 is the unique or-
der-isomorphism (Γ;≤πΓ ) → (δΠ(Γ);≤
πΠ
δΠ(Γ)
) by the definition of hπΓ
and hπΠ
δΠ(Γ)
.
(ii) Since Π ⊑ Γ, we have i/Π ⊆ i/Γ for any i ∈ [n], so δΠ(i) ∈
δΠ(i/Π) ⊆ δΠ(i/Γ) ∈ δΠ(Γ). This implies that natδΠ(Γ)(δΠ(i)) =
δΠ(i)/δΠ(Γ) = δΠ(i/Γ). Therefore,
(δ′Π|Γ)−1(natδΠ(Γ)(δΠ(i))) = (δ
′
Π|Γ)−1(δΠ(i/Γ)) = i/Γ = natΓ(i).
We conclude that (δ′Π|Γ)−1 ◦ natδΠ(Γ) ◦δΠ = natΓ. Consequently,
δΓ = (hidΓ )
−1 ◦ natΓ = (hidΓ )−1 ◦ (δ′Π|Γ)−1 ◦ natδΠ(Γ) ◦δΠ
= (hidΓ )
−1 ◦ hidΓ ◦ (hidδΠ(Γ))
−1 ◦ natδΠ(Γ) ◦δΠ
= (hidδΠ(Γ))
−1 ◦ natδΠ(Γ) ◦δΠ = δδΠ(Γ)δΠ.
(iii) By part (i) we have hσΠ
δΠ(Γ)
◦ (hσΓ)−1 = δ′Π|Γ = h
idΠ
δΠ(Γ)
◦ (hidΓ )−1.
Note that idΠ = id. Therefore,
(σΠ)δΠ(Γ) = (h
id
δΠ(Γ)
)−1 ◦ hσΠ
δΠ(Γ)
= (hidδΠ(Γ))
−1 ◦ hσΠ
δΠ(Γ)
◦ (hσΓ)−1 ◦ hσΓ
= (hidδΠ(Γ))
−1 ◦ hidδΠ(Γ) ◦ (h
id
Γ )
−1 ◦ hσΓ = (hidΓ )−1 ◦ hσΓ
= σΓ.
Lemma 1.7.8. Let Π ∈ Partm(n) and Φ ∈ Partℓ(m) with ℓ ≤ m ≤ n. Let
σ ∈ Sn. Then (σΠ)Φ = σΠΦ .
Proof. We have Φ = δΠ(ΠΦ) and Π ⊑ ΠΦ by Lemma 1.7.6. Then
Lemma 1.7.7(iii) yields (σΠ)Φ = (σΠ)δΠ(ΠΦ) = σΠΦ .
Lemma 1.7.9. Let σ, π ∈ Sn, and let Π ∈ Partm(n).
(i) Let B and B′ be Π-blocks. Then B ≤σΠ B′ if and only if π(B) ≤π◦σπ(Π)
π(B′).
(ii) The lifted map π′ restricted to Π is an order-isomorphism (Π;≤σΠ) →
(π(Π);≤π◦σ
π(Π)). In other words, h
π◦σ
π(Π) ◦ (h
σ
Π)
−1 = π′|Π.
(iii) (hidΠ)
−1 ◦ hσΠ = (hππ(Π))
−1 ◦ hπ◦σ
π(Π).
Proof. (i) Since σ−1 = σ−1 ◦ π−1 ◦ π = (π ◦ σ)−1 ◦ π, we have
σ−1(B) = (π ◦ σ)−1(π(B)). Therefore
B ≤σΠ B′ ⇐⇒ min σ−1(B) ≤ min σ−1(B′)
⇐⇒ min(π ◦ σ)−1(π(B)) ≤ min(π ◦ σ)−1(π(B′))
⇐⇒ π(B) ≤π◦σπ(Π) π(B
′).
(ii) Part (i) shows that π′|Π is an order-isomorphism (Π;≤σΠ) →
(π(Π);≤π◦σ
π(Π)). Therefore h
π◦σ
π(Π) ◦ (h
σ
Π)
−1 = π′|Π.
(iii) By part (ii), hπ◦σ
π(Π) ◦ (h
σ
Π)
−1 = π′|Π = hππ(Π) ◦ (h
id
Π)
−1. The
claimed equality follows by composing each side from the left by
(hπ
π(Π))
−1 and from the right by hσΠ.
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Corollary 1.7.10. Let I, J ∈ ([n]2 ) with I ̸= J. Let Π = ⟨I, J⟩part. Then
δΠ = δδI(J) ◦ δI = δδJ(I) ◦ δJ .
Proof. Recall that we use the shorthand I for the partition whose
only nontrivial block is I (see Remark 1.4.6). The partitions I and
J are refinements of ⟨I, J⟩part, and consequently δΠ = δδI(Π) ◦ δI by
Lemma 1.7.7(ii).
We claim that δI(Π) = δI(J). For, if I ∩ J = ∅, then the only
nontrivial Π-blocks are I and J. Since δI(I) = {min I} is trivial, we
see that δI(Π) = δI(J). On the other hand, if I ∩ J ̸= ∅, then the
only nontrivial Π-block is I ∪ J. Then δI(I ∪ J) = δI(J), and we have
δI(Π) = δI(J) also in this case.
We conclude that δΠ = δδI(Π) ◦ δI = δδI(J) ◦ δI . In the same manner
we can show that δΠ = δδJ(I) ◦ δJ .
1.8 galois connections
Let (X;≤) and (Y;≤) be partially ordered sets. A map ϕ : X → Y is
• monotone if x ≤ y implies ϕ(x) ≤ ϕ(y) for all x, y ∈ X,
• antitone if x ≤ y implies ϕ(x) ≥ ϕ(y) for all x, y ∈ X.
A map ϕ : X → X is
• extensive if x ≤ ϕ(x) for all x ∈ X,
• intensive if ϕ(x) ≤ x for all x ∈ X,
• idempotent if ϕ(ϕ(x)) = ϕ(x) for all x ∈ X.
A monotone, extensive and idempotent map ϕ : X → X is called a
closure operator on X. A monotone, intensive and idempotent map
ϕ : X → X is called a kernel operator on X. If ϕ is a closure operator
(kernel operator, resp.), then ϕ(x) is called the closure (kernel,1 resp.)
of x, and elements of the form ϕ(x) are called closed elements (kernels,
resp.).
An (antitone) Galois connection between partially ordered sets X and
Y is a pair (ϕ, ψ) of maps ϕ : X → Y, ψ : Y → X with the property
that x ≤ ψ(y) if and only if y ≤ ϕ(x) for all x ∈ X and y ∈ Y. The
maps ϕ and ψ are called polarities. Such maps ϕ and ψ are antitone,
and their compositions ψ ◦ ϕ and ϕ ◦ ψ are closure operators on X
and Y, respectively. The closed elements are said to be Galois closed
with respect to (ϕ, ψ).
A monotone Galois connection between partially ordered sets X and
Y is a pair (ϕ, ψ) of maps ϕ : X → Y, ψ : Y → X with the property
that x ≤ ψ(y) if and only if ϕ(x) ≤ y for all x ∈ X and y ∈ Y. The
map ϕ is called a lower adjoint of ψ, and ψ is called an upper adjoint
of ϕ. The maps ϕ and ψ are monotone, the composition ψ ◦ ϕ is a
closure operator on X, and the composition ϕ ◦ ψ is a kernel operator
on Y. A monotone Galois connection between X and Y is just an
antitone Galois connection between X and the dual poset of Y; hence
1 This is not to be confused with the kernel defined in Section 1.5.
14 introduction and preliminaries
all statements concerning antitone Galois connections can be easily
translated into statements about monotone Galois connections and
vice versa.
A Galois connection between power set lattices (P(A);⊆) and
(P(B);⊆) is referred to simply as a Galois connection between sets
A and B. It is well known that every binary relation R ⊆ A × B in-
duces an antitone Galois connection between A and B via the maps
ϕ : P(A) → P(B) and ψ : P(B) → P(A) given by
ϕ(S) := {b ∈ B | ∀a ∈ S : (a, b) ∈ R},
ψ(T) := {a ∈ A | ∀b ∈ T : (a, b) ∈ R},
for S ⊆ A, T ⊆ B. Thus, the Galois closed elements are the sets
S ∈ P(A), T ∈ P(B) satisfying S = ψ(ϕ(S)) and T = ϕ(ψ(T)).
Equivalently, S ∈ P(A) is closed if S = ψ(T) for some T ∈ P(B),
and T ∈ P(B) is closed if T = ϕ(S) for some S ∈ P(A). The sets of
closed elements of P(A) and those of P(B) form dually isomorphic
complete lattices.
For further information on Galois connections, see, e.g., [25].
1.9 multisets
A multiset M over a set X is a couple (X, 1M), where 1M : X → N is
a map called a multiplicity function. The number 1M(x) is called the
multiplicity of x in M. If 1M(x) ̸= 0, then x is called an element of M.
We will only consider finite multisets, i.e., multisets M for which the
set {x ∈ X : 1M(x) > 0} is finite. In this case the sum ∑x∈X 1M(x) is a
well-defined natural number, and it is called the cardinality of M and
denoted by |M|. The set of all finite multisets over X is denoted by
M(X).
We may specify a finite multiset by listing its elements between
angle brackets so that the number of occurrences of each element
in the list equals its multiplicity (the order of listing the elements
does not matter). For example, ⟨1, 1, 1, 2, 3, 3⟩ is the multiset (X, 1M)
satisfying 1M(1) = 3, 1M(2) = 1, 1M(3) = 2, and 1M(x) = 0 for all
x ∈ X \ {1, 2, 3}. We will use the shorthand am for m occurrences of a.
Thus, we can describe the above multiset equivalently as ⟨13, 2, 32⟩.
If (ai)i∈I is an indexed family of elements of X, then we will write
⟨ai : i ∈ I⟩ to denote the multiset over X in which the multiplicity of
each x ∈ X equals |{i ∈ I : ai = x}|.
Let M and M′ be finite multisets over X. The multiset sum M ⊎ M′,
the difference M \ M′, and the intersection M ∩ M′ are defined by the
multiplicity functions
1M⊎M′(x) = 1M(x) + 1M′(x),
1M\M′(x) = max(1M(x)− 1M′(x), 0),
1M∩M′(x) = min(1M(x), 1M′(x)).
2
M I N O R S O F F U N C T I O N S
New functions can be built from a given function f : An → B by
manipulating its arguments. We may permute arguments, introduce
or delete inessential arguments, or identify arguments. The functions
that can be formed in this way are called minors of f . We will make
this idea precise below in Definition 2.2.2.
We start by recalling some basic terminology concerning functions
of several arguments in Section 2.1. Then we establish several basic
properties of the minor relation in Section 2.2. Many of them are
folklore or intuitively clear. However, one can hardly find rigorous
justifications of these properties in the literature. For this reason, at
the risk of sounding pedantic or prolix, we would like to provide
detailed proofs here.
In the remainder of this chapter (Sections 2.3–2.8), we will discuss
minors of functions from different points of view and we survey the
author’s past and recent contributions to this field. This sets the gen-
eral scene for the second main theme of this thesis, namely, recon-
struction problems of functions. A reader more interested in recon-
struction problems may safely skip these sections and jump to Chap-
ter 3, as there are no important concepts introduced or developed in
these sections that the later chapters build upon.
2.1 functions of several arguments
Let A and B be nonempty sets. A function (of several arguments) from
A to B is a mapping f : An → B, where n is a positive integer called
the arity of f . If A = B, then we speak of operations on A. Operations
on {0, 1} are called Boolean functions, and functions from {0, 1} to an
arbitrary nonempty set B are called pseudo-Boolean functions.
We use the symbols F (n)AB and O
(n)
A to designate the set of all n-
ary functions from A to B and the set of all n-ary operations on A,
respectively, i.e., F (n)AB := BA
n
and O(n)A := AA
n
, and we set FAB :=⋃
n≥1 BA
n
and OA :=
⋃
n≥1 AA
n
. For any set C ⊆ FAB of functions, the
n-ary part of C is C(n) := C ∩ F (n)AB .
For the development of the theory, it is sometimes easier to work
– as Willard [87] did – with tuples a ∈ AV and functions f : AV →
B, where A and B are nonempty sets and V is an arbitrary finite
nonempty set. In fact, An = A[n], and as we will see in Lemma 2.2.10,
it does not make any significant difference whether we consider func-
tions f : AV → B or functions f : An → B.
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Let f : An → B. For i ∈ [n], the i-th argument of f is essential, or f
depends on its i-th argument, if there exist tuples a, b ∈ An such that a
and b coincide in all components except the i-th one and f (a) ̸= f (b).
In this case, we say that the tuples a and b witness the essentiality of
the i-th argument of f . Arguments that are not essential are inessential
(or fictitious). Denote by Ess f the set of indices of essential arguments
of f , that is,
Ess f := {i ∈ [n] | the i-th argument of f is essential}.
The number |Ess f | of essential arguments of f is called the essential
arity of f and is denoted by ess f .
We occasionally discuss partial functions (of several arguments) from
A to B, that is, mappings f : C → B, where C ⊆ An for some n ∈ N+.
If C = An, then we are dealing with functions of several arguments
as defined above, and as a way of emphasizing this special case, we
may speak of total functions.
Many of the definitions we formulate for total functions can be
used as such or with little obvious modifications in the more general
setting of partial functions. For example, in order to define essential
arguments of partial functions, we must require that the tuples wit-
nessing the essentiality of an argument of a partial function belong
to the domain of that function. Thus, the i-th argument of a partial
function f : C → B, where C ⊆ An, is essential if there exist tuples
a, b ∈ C such that a and b coincide in all components except the i-th
one and f (a) ̸= f (b).
2.2 minors
According to the formal definition, a tuple a ∈ AV is a map a : V → A.
Hence we may compose tuples with other maps. In particular, if
σ : W → V, then the composite map a ◦ σ : W → A is a tuple in AW ,
more precisely, a ◦ σ = (aσ(i))i∈W . In this context, we often simplify
the notation and write aσ instead of a ◦ σ.
Any map σ : W → V induces a map σ : AV → AW by the rule
σ(a) = aσ for all a ∈ An. The following fact will be applied frequently
without explicit mention.
Fact 2.2.1. For any σ : V → W and τ : U → V, it holds that σ ◦ τ =
τ ◦ σ.
Definition 2.2.2. A function f : AV → B is a minor of a function
g : AW → B if there exists a map σ : W → V such that f = g ◦ σ,
i.e., f (a) = g(aσ) for all a ∈ AV . We shall write f ≤ g to designate
the fact that f is a minor of g.
Remark 2.2.3. Minors of functions have been studied by several au-
thors, and they appear in the literature under different names, such
as
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• “polymers” (Rosenberg, Szendrei [78]),
• “identification minors” (Ekin, Foldes, Hammer, Hellerstein [28]),
• “I-minors”, where I stands for the set containing just the iden-
tity function (Pippenger [72]),
• “subfunctions” (Zverovich [88]),
• “functions obtained by simple variable substitution” (Couceiro,
Foldes [11]),
• “J -subfunctions”, where J stands for the clone of projections
(the current author [53]),
• “PA-minors”, where PA stands for the clone of projections
(Szendrei and the current author [64]), and
• “simple minors” (Couceiro and the current author [13]).
We now present with proofs basic properties of the minor relation.
It is clearly reflexive and transitive, because f = f ◦ id for any function
f and the condition f = g ◦ σ and g = h ◦ τ implies f = h ◦ τ ◦ σ =
h ◦ (σ ◦ τ). In other words, the minor relation ≤ is a quasiorder on
FAB, and, as for all quasiorders, it induces an equivalence relation on
FAB by the following rule: f ≡ g if and only if f ≤ g and g ≤ f . We
say that f and g are equivalent if f ≡ g. Furthermore, ≤ induces a
partial order on the quotient FAB/≡ by the rule f /≡ ≤ g/≡ if and
only if f ≤ g. If f ≤ g and f ̸≡ g, then we say that f is a proper minor
of g, and we write f < g.
Lemma 2.2.4. Let f : AV → B, g : AW → B, σ : W → V, and assume that
f = g ◦ σ. Then the following statements hold.
(i) If τ : W → V is a map that coincides with σ on Ess g, i.e., σ|Ess g =
τ|Ess g, then f = g ◦ τ.
(ii) Ess f ⊆ Im σ.
(iii) For every i ∈ Ess f , we have σ−1(i) ∩ Ess g ̸= ∅.
(iv) ess f ≤ ess g.
(v) If ess f = ess g, then the restricted map σ|Ess g : Ess g → Ess f is a
bijection.
(vi) f ≡ g if and only if ess f = ess g.
(vii) If σ is injective, then f ≡ g.
Proof. (i) Since the tuples aσ and aτ coincide at every position i ∈
Ess g, for any a ∈ AV , for any a ∈ AV , we have g(aσ) = g(aτ).
Consequently, f (a) = (g ◦ σ)(a) = g(aσ) = g(aτ) = (g ◦ τ)(a).
(ii) We will prove the equivalent reverse inclusion of complements,
i.e., V \ Im σ ⊆ V \ Ess f . Let i ∈ V \ Im σ. Then, for any a, b ∈ AV
such that aj = bj for all j ∈ V \ {i}, it holds that aσ = bσ, and
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so f (a) = g(aσ) = g(bσ) = f (b). Therefore, the i-th argument is
inessential in f , that is, i ∈ V \ Ess f .
(iii) Let i ∈ Ess f , and assume that σ−1(i) = {ℓ1, . . . , ℓr} with the ℓj’s
pairwise distinct. (Note that σ−1(i) ̸= ∅ by part (ii).) Let a, b ∈ AV
be tuples that witness the essentiality of the i-th argument in f , and
define the sequence c0, . . . , cr ∈ AW as follows: c0 := aσ, and for
j = 1, . . . , r, let cj be the tuple obtained from cj−1 by changing the
ℓj-th entry from ai to bi. By construction, it holds that cr = bσ. Since
g(aσ) = f (a) ̸= f (b) = g(bσ), there exists an index k ∈ {1, . . . , r}
such that g(ck) ̸= g(ck+1). But this means that the tuples ck and ck+1
witness the essentiality of the ℓk-th argument in g. Thus ℓk ∈ Ess g, so
σ−1(i) ∩ Ess g ̸= ∅.
(iv) Parts (ii) and (iii) assert that each element of Ess f has at least
one preimage under σ in the set Ess g. Since preimages of distinct
elements are distinct, this implies that |Ess f | ≤ |Ess g|, that is, ess f ≤
ess g.
(v) Continuing the argument of part (iv), in the case when
ess f = ess g, i.e., |Ess f | = |Ess g|, we see that each element of
Ess f has exactly one preimage under σ in Ess g. We conclude that
σ|Ess g : Ess g → Ess f is a bijection.
(vi) The fact that f ≡ g implies ess f = ess g is an immediate con-
sequence of part (iv). Assume then that ess f = ess g. Part (v) im-
plies that σ|Ess g : Ess g → Ess f is a bijection. Let τ : V → W be an
arbitrary extension of (σ|Ess g)−1. Then, for all i ∈ Ess g, we have
(τ ◦ σ)(i) = τ(σ(i)) = σ−1(σ(i)) = i, so g ◦ (τ ◦ σ) = g ◦ idW = g
by Part (i). Consequently, f ◦ τ = g ◦ σ ◦ τ = g ◦ (τ ◦ σ) = g, that is,
g ≤ f . We conclude that f ≡ g.
(vii) Since σ in injective, it has a left inverse, i.e., there is a map
τ : V → W such that τ ◦ σ = idW . Then g = g ◦ idW = g ◦ σ ◦ τ = f ◦ τ.
Hence g ≤ f , and we conclude that f ≡ g.
Definition 2.2.5. Let f , g : AV → B. We say that f and g are similar,
and we write f ≃ g, if there exists a bijection σ : V → V such that
f = g ◦ σ.
The similarity relation ≃ is an equivalence relation on BAV . Re-
flexivity and transitivity are obvious, because f = f ◦ idV for any
f , and f = g ◦ σ and g = h ◦ τ with bijective σ, τ : V → V im-
ply f = h ◦ τ ◦ σ = h ◦ (σ ◦ τ) and σ ◦ τ is bijective. As for sym-
metry, the condition f = g ◦ σ with a bijective σ : V → V implies
f ◦ σ−1 = g ◦ σ ◦ σ−1 = g ◦ (σ−1 ◦ σ) = g ◦ idV = g and σ−1 is bijec-
tive, so g ≃ f .
Lemma 2.2.6. Let f : AV → B and g : AW → B. Then f ≃ g if and only
if V = W and f ≡ g.
Proof. If f ≃ g, then V = W and f = g ◦ σ for some bijective σ : V →
V, i.e., f ≤ g. By the symmetry of ≃, we also obtain g ≤ f . Hence
f ≡ g.
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If V = W and f ≡ g, then there exists σ : V → V such that f = g ◦ σ.
Lemma 2.2.4, parts (v) and (vi), asserts that σ|Ess g : Ess g → Ess f is a
bijection. Let τ : V → V be any bijective extension of σ|Ess g. We have
f = g ◦ τ by Lemma 2.2.4(i), and we conclude that f ≃ g.
Lemma 2.2.7. Let f : AV → B, and assume that ess f = m. Then there
exists h ∈ F (max(m,1))AB such that ess h = m and f ≡ h. Moreover, the
function h is unique up to similarity.
Proof. Consider first the case when m = 0. This means that f is a
constant function, i.e., there exists c ∈ A such that f (a) = c for all
a ∈ AV . Define h : A1 → B, h(a) = c for all a ∈ A. Then clearly
ess h = 0. Moreover, it is easy to verify that f = h ◦ σ and h = f ◦ τ
for arbitrary maps σ : [1] → V and τ : V → [1], so f ≡ h.
Assume then that m ≥ 1. Let ϕ : [m] → Ess f be an arbitrary bijec-
tion, let σ : [m] → V, σ(i) = ϕ(i) for all i ∈ [m], and let τ : V → [m] be
an arbitrary extension of ϕ−1. Define h : Am → B, h = f ◦ τ.
Observe that σ ◦ τ : V → V satisfies, for all i ∈ Ess f ,
(σ ◦ τ)(i) = σ(τ(i)) = ϕ(ϕ−1(i)) = i.
Therefore, Lemma 2.2.4(i) implies f ◦ (σ ◦ τ) = f ◦ (idV) = f . Conse-
quently, h ◦ σ = f ◦ τ ◦ σ = f ◦ (σ ◦ τ) = f , so f ≤ h. We also have
h ≤ f by definition, so f ≡ h.
Concerning the last statement, note that if h′ ∈ F (max(m,1))AB is a func-
tion with f ≡ h′, then h ≡ h′ holds by the properties of equivalence
relations, and hence h ≃ h′ by Lemma 2.2.6.
Lemma 2.2.8. Let f : AV → B and g : AW → B, and assume that f ≤ g.
Then f ≡ g ◦ natΠ for some partition Π of W.
Proof. We have f = g ◦ σ for some σ : W → V. The map σ can
be written as the composition of a surjective and an injective map,
namely σ = qσ ◦ natΠ, where Π := ker σ, natΠ : W → Π is the natural
surjection i ↦→ i/Π, and qσ : Π → V is the injective map given by
i/Π ↦→ σ(i). Thus f = g ◦ σ = g ◦ natΠ ◦ qσ. Since qσ is injective,
Lemma 2.2.4(vii) gives that f ≡ g ◦ natΠ.
Even though we have developed the theory of minors for functions
f : AV → B with an arbitrary index set V of arguments, it is more
customary to state results in terms of functions of the form f : An → B
where n ∈ N+. According to Lemma 2.2.8, every minor of f : An → B
is equivalent to a function of the form f ◦ natΠ for some partition Π ∈
Part(n). Note, however, that the domain of f ◦ natΠ is AΠ and not Am
for some integer m, so this construction brings us out of the realm
of “customary” functions. This minor inconvenience can be easily
remedied by renaming the blocks of Π via a bijection between Π and
[m], where m is the number of blocks of Π. For this purpose, we
will use a standard renaming scheme, which we have already seen in
Definition 1.7.2: the blocks of Π are linearly ordered by their minima.
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Definition 2.2.9. Given numbers n, m ∈ N+ with m ≤ n, a func-
tion f : An → B, and a partition Π ∈ Partm(n), define the function
fΠ : Am → B as fΠ = f ◦ δΠ. (Recall from Definition 1.7.2 the rigid
surjection δΠ := (hΠ)−1 ◦ natΠ.)
Informally speaking, fΠ is the minor of f that is obtained by identi-
fying the arguments belonging to the same block of Π. An important
particular case is obtained with partitions with n − 1 blocks when
n ≥ 2. Namely, for I ∈ ([n]2 ), define f I : A
n−1 → B as f I = f ◦ δI
(see Remark 1.7.5 for a spelt-out expression for δI). In explicit terms,
if I = {i, j} with i < j and a = (a1, . . . , an−1) ∈ An−1, then aδI =
(a1, . . . , aj−1, ai, aj, . . . , an−1); hence
f I(a1, . . . , an−1) = f (a1, . . . , aj−1, ai, aj, . . . , an−1),
for all (a1, . . . , an−1) ∈ An−1. Note that ai occurs twice on the right
side of the above equality: both at the i-th and at the j-th position. We
will refer to the function f I as an identification minor of f .
Lemma 2.2.10. Every minor of f : An → B is equivalent to a minor of the
form fΠ for some partition Π ∈ Part(n).
Proof. If g is a minor of f : An → B, then g ≡ f ◦ natΠ for some
partition Π ∈ Part(n) by Lemma 2.2.8. Then fΠ = f ◦natΠ ◦ (hΠ)−1 ≤
f ◦ natΠ ≡ g. Since (hΠ)−1 is bijective, Lemma 2.2.4(vii) implies fΠ ≡
g.
Lemma 2.2.11. Let Π, Γ ∈ Part(n), and let f : An → B. If Π ⊑ Γ, then
fΓ ≤ fΠ.
Proof. We have δΓ = δδΠ(Γ)δΠ by Lemma 1.7.7(ii). Thus,
fΓ = f ◦ δΓ = f ◦ (δδΠ(Γ)δΠ) = f ◦ δΠ ◦ δδΠ(Γ) = fΠ ◦ δδΠ(Γ),
so fΓ ≤ fΠ.
The “elementary” identification minors f I (I ∈ ([n]2 )) are perhaps
the most relevant among the minors of f of the form fΠ, because,
in view of Lemma 1.7.7(ii), we can obtain fΠ, for any partition Π,
by successively identifying just a single pair of arguments at a time.
Note also that Corollary 1.7.10 implies the following.
Fact 2.2.12. For any I, J ∈ ([n]2 ), ( f I)δI(J) = ( f J)δJ(I) = fΠ, where Π =
⟨I, J⟩part.
Example 2.2.13. Let f : {0, 1}4 → {0, 1} be the function induced by
the polynomial x1 + x1x2 + x3x4 over the two-element field GF(2). The
minors fΠ of f , for each partition Π of [4] are enumerated in Table 1.
The table also displays the Hasse diagram of the principal down-set
↓( f /≡) in the minor poset (O{0,1}/≡;≤) of Boolean functions. The
nodes are labeled with representatives of ≡-classes.
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Π fΠ
1|2|3|4 x1 + x1x2 + x3x4
12|3|4 x1x2
13|2|4 x1 + x1x2 + x1x3
14|2|3 x1 + x1x2 + x1x3
1|23|4 x1 + x1x2 + x2x3
1|24|3 x1 + x1x2 + x2x3
1|2|34 x1 + x1x2 + x3
123|4 x1x2
124|3 x1x2
134|2 x1x2
1|234 x1 + x1x2 + x2
12|34 x1
13|24 x1
14|23 x1
1234 x1
x1
x1x2 ϕ4
ϕ1
ϕ2
ϕ3
f
ϕ1 = x1 + x1x2 + x1x3
ϕ2 = x1 + x1x2 + x2x3
ϕ3 = x1 + x1x2 + x3
ϕ4 = x1 + x1x2 + x2
Table 1: Minors of f = x1 + x1x2 + x3x4.
2.3 on the structure of the minor order of functions
Several studies have aimed at describing the structure of the minor
partial order. We highlight some interesting facts in this section.
Lemma 2.2.4 asserts that if f < g then ess f < ess g. Since essential
arities are nonnegative integers, it follows immediately that the mi-
nor order (FAB/≡;≤) has no infinite descending chains. Moreover,
the minimal elements of the minor order are exactly the (equivalence
classes of) unary functions.
The diagonal of f : An → B is the map diag f : A → B given by
diag f (x) = f (x, . . . , x). It follows immediately from definition that
diag f ≤ f . In fact, diag f is the unique unary minor of f . For,
let u ∈ F (1)AB , and assume that u ≤ f . By the definition of minors,
there exists a map σ : [n] → [1] such that u = f ◦ σ, i.e., u(a1) =
f (aσ(1), . . . , aσ(n)) = f (a1, . . . , a1) = diag f (a1); hence u = diag f . Cou-
ceiro and Pouzet [23] observed that the poset (FAB/≡;≤) is discon-
nected, and two functions belong to the same connected component
if and only if they have the same diagonal.
Proposition 2.3.1. The set U := {↑u : u ∈ F (1)AB} of the principal up-sets
of unary functions is a partition of FAB. Consequently, any two functions
from distinct blocks of U are incomparable.
Proof. Since diag f ≤ f , we have f ∈ ↑diag f for any f ∈ FAB. Hence⋃U = FAB. Now let u, v ∈ F (1)AB , and assume that ↑u ∩ ↑ v ̸= ∅. Then
there exists f ∈ ↑u ∩ ↑v, and we have u ≤ f and v ≤ f . Since every
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function has a unique unary minor, it follows that u = v. Conse-
quently, the up-sets ↑ f in U are pairwise disjoint. We conclude that U
is a partition of FAB, as claimed. It follows immediately that if f ∈ ↑u,
g ∈ ↑v for some u, v ∈ F (1)AB , and f ≤ g, then u = v.
It is evident from Example 2.2.13 and from Proposition 2.3.1 that the
minor poset is not a lattice. Nevertheless, its connected components
are directed posets (posets in which every pair of elements have a
lower bound and an upper bound – not necessarily a greatest lower
bound and a least upper bound). Namely, by Proposition 2.3.1, two
functions have a lower bound if and only if they have the same diag-
onal, and in this case the diagonal is obviously a lower bound. It was
shown by Couceiro and the current author that two functions belong-
ing to the same connected component also have an upper bound.
Proposition 2.3.2 (Couceiro, Lehtonen [16, Proposition 4.2]). Assume
that f : Am → B and g : An → B are functions satisfying diag f = diag g.
Then there exists a function h : Am+n−1 → B such that f and g are minors
of h.
Since every minor of f : An → B is equivalent to a minor of the form
fΠ, for some partition Π ∈ Part(n) (see Lemma 2.2.10), the number
of minors of f , up to equivalence, is at most the number of partitions
of the n-element set (the so-called Bell number Bn). Consequently, the
principal down-sets of (FAB/≡;≤) are all finite. In fact, we can say
even more about this.
Definition 2.3.3. Let K be a class of posets. A poset P is universal in
K if P ∈ K and every poset in K can be embedded in P.
The following result was first established in the special case of
Boolean functions by Couceiro and Pouzet [23, Theorem 3], and it
was later generalized to functions with arbitrary finite domains and
codomains by Szendrei and the current author [67, Theorem 3.1].
Proposition 2.3.4. If A and B are finite sets such that |B| ≥ min(3, |A|),
then the poset (FAB/≡;≤) is universal in the class of countable posets
whose principal down-sets are finite.
Bouaziz, Couceiro, and Pouzet showed in [7, Theorem 8] that, in
the case when |A| = 2, all lower covers of f : An → B have the same
essential arity. This property is very particular to functions defined on
a two-element domain, and it is not in general satisfied when |A| ≥ 3.
Examples of functions with lower covers of different essential arities
were presented by Couceiro, Waldhauser, and the current author in
[22, Example 3.2] and by Couceiro and the current author in [16, Ex-
ample 5.4].
Concerning the possible essential arities of the upper covers of
f : An → B, we have the following characterization.
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Proposition 2.3.5 (Couceiro, Lehtonen [16, Theorem 5.2]). Assume that
f : An → B is a function that depends on all of its arguments. Let ℓ ∈ N+.
(i) If ℓ ≥ max(|A|, 3), then f does not have upper covers of essential
arity n + ℓ.
(ii) If 1 ≤ ℓ < |A|, then there exists an upper cover of f of essential arity
n + ℓ.
(iii) If |A| = 2, then f has an upper cover of essential arity n + 2 if and
only if f is determined by oddsupp.
In the statement of Proposition 2.3.5, we made use of the following
notions, which will be used many times later on.
Definition 2.3.6. Let φ : A+ → X be a mapping. A function f : An →
B is determined by φ if there exists a map f ∗ : X → B such that f =
f ∗ ◦ φ|An .
Definition 2.3.7 (Berman, Kisielewicz [4]). Let supp:
⋃
n≥1 An →
P(A) and oddsupp: ⋃n≥1 An → P(A) be the mappings given by
the rules
supp(a1, . . . , an) := {a1, . . . , an},
oddsupp(a1, . . . , an) := {a ∈ A : |{j ∈ [n] : aj = a}| is odd}.
In other words, for any a ∈ An, we have supp(a) = Im a.
2.4 arity gap
Let f : An → B, and assume that ess f ≥ 2. The arity gap of f , denoted
by gap f , is defined as
gap f = min
g< f
(ess f − ess g),
that is, gap f is the minimum decrease in the number of essential
arguments when proper minors are formed from f .
This notion was first studied by Salomaa [79]. He showed that the
arity gap of any Boolean function with at least two essential argu-
ments is at most 2. This result was later generalized by Willard [87].
Theorem 2.4.1 (Willard [87, Lemma 1.2, Corollary 2.3]). Let A and B
be arbitrary finite nonempty sets, and let k := |A|. Let f : An → B, and
assume that f depends on all of its arguments. If n > k, then gap f ≤ 2.
Moreover, if n > max(k, 3), then gap f = 2 if and only if f is determined
by oddsupp.
This result was further refined and the lower bound on the arity
of f was removed by Couceiro and the current author in [13]. As
pointed out by Couceiro, Waldhauser, and the current author in [20],
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also the assumption on finiteness can be removed. In order to state
the general result, we need to introduce some terminology.
For n ≥ 2, let
An= := {(a1, . . . , an) ∈ An : ai = aj for some i ̸= j}.
Let f : An → B. Any function g : An → B satisfying f |An= = g|An= is
called a support of f . The quasi-arity of f , denoted qa f , is defined as
the minimum of the essential arities of all supports of f , i.e., qa f :=
ming ess g, where g ranges over all supports of f . If qa f = m, then
we say that f is quasi-m-ary. Note that if A is finite and n > |A|,
then An= = An and hence qa f = ess f . Moreover, qa f = ess f |An=
whenever n ̸= 2.
Theorem 2.4.2 ([13, Theorem 17], [20, Theorem 3.6]). Let A and B
be arbitrary sets with at least two elements. Let f : An → B, n ≥ 2, and
assume that f depends on all of its arguments. Then the following statements
hold.
(i) For 3 ≤ p ≤ n, gap f = p if and only if qa f = n − p.
(ii) For n ̸= 3, gap f = 2 if and only if qa f = n − 2 or qa f = n and
f |An= is determined by oddsupp.
(iii) For n = 3, gap f = 2 if and only if there exists a nonconstant unary
function h : A → B and i1, i2, i3 ∈ {0, 1} such that
f (x1, x0, x0) = h(xi1),
f (x0, x1, x0) = h(xi2),
f (x0, x0, x1) = h(xi3).
(iv) Otherwise gap f = 1.
Some interesting generalizations of the arity gap and refinements
of Theorem 2.4.2 in special instances were discussed in [14, 19, 21, 22].
2.5 invariance groups
A function f : An → B is invariant under a permutation π ∈ Sn (or π
is an invariant of f ) if f = f ◦ π, that is, f (a) = f (aπ) for all a ∈ An.
The set of all permutations under which f is invariant constitutes a
subgroup of Sn, and it is called the invariance group of f and denoted
by InvGr f .
A function f : An → B is totally symmetric if its invariance group
equals the full symmetric group Sn. A function is 2-set-transitive if its
invariance group is 2-set-transitive. Recall that a permutation group
G ≤ Sn is 2-set-transitive if G is transitive on two-element subsets, that
is, for all p, q, r, s ∈ [n] with p ̸= q and r ̸= s, there exists π ∈ G such
that {π(p), π(q)} = {r, s} (see Beaumont, Peterson [1]).
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Invariance groups of functions have been studied by many research-
ers, for example Clote and Kranakis [10], Kisielewicz [47], Grech and
Kisielewicz [35], Horváth, Makay, Pöschel and Waldhauser [42].
2.6 unique identification minors
It is a natural question to determine the join-irreducible elements of
the minor order, i.e., the functions that have a unique lower cover
in the minor poset. While a complete description of such functions
is still beyond our knowledge, Bouaziz, Couceiro, and Pouzet [7,
Problem 1] obtained some results in the case of Boolean functions.
By viewing an arbitrary Boolean function f as a hypergraph, where
the hyperedges correspond to the monomials of the unique multilin-
ear polynomial representing f , they characterized the join-irreducible
ones among those Boolean functions whose hypergraph representa-
tions are Steiner systems or graphs.
We say that a function f : An → B has a unique identification minor
if f I ≃ f J for all I, J ∈ ([n]2 ). This is a stronger property than join-irre-
ducibility, and it already drew the attention of Bouaziz, Couceiro, and
Pouzet when they posed the following problem, albeit in somewhat
different terminology.
Problem 2.6.1 (Bouaziz, Couceiro, Pouzet [7, Problem 2(ii)]). Which
functions have a unique identification minor?
It was known to the authors of [7] that the 2-set-transitive func-
tions have a unique identification minor (for a proof, see, e.g., [56,
Proposition 4.3]). The current author discovered in [59, 60] further
examples of such functions, namely, functions that are determined by
ofo or cs (see Definitions 2.3.6 and 2.6.2 and Lemma 5.2.3(i)). These
known classes of functions with a unique identification minor do not
subsume each other.
Definition 2.6.2. Recall the set A♯ defined in (1.2.2). Let ofo : A∗ → A♯
be the mapping that sends any tuple (a1, . . . , an) to the tuple obtained
from (a1, . . . , an) by removing all duplicates of elements, keeping only
the first occurrence of each element occurring in the tuple. In other
words, ofo maps each tuple a to the tuple that lists the different ele-
ments occurring in a in the order of first occurrence. (The name ofo is
an initialism of “order of first occurrence”.) A more formal definition
of ofo will be given in Definition 5.1.4.
Let ms : A∗ → M(A) be the map that sends each tuple to the
multiset of its entries, i.e., ms(a1, . . . , an) = ⟨a1, . . . , an⟩. An element
a ∈ A is called a singleton of a ∈ A∗ if a occurs exactly once in a.
Let sng : A∗ → A♯ be the map that sends each tuple a to the tuple
that lists the singletons of a in the order of their occurrence in a. Let
cs : A∗ → M(A)× A♯, cs(a) = (ms(a), sng(a)). (The name cs is an
initialism of “content and singletons”.)
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a ofo(a) cs(a) = (ms(a), sng(a))
mathematician matheicn (⟨a3, c, e, h, i2,m2, n, t2⟩, hecn)
circumference cirumfen (⟨c3, e2, f, i,m, n, r2, u⟩, iumfn)
ambidextrously ambidextrously (⟨a, b, d, e, i, l,m, o, r, s, t, u, x, y⟩,
ambidextrously)
unprosperousness unprose (⟨e2, n2, o2, p2, r2, s4, u2⟩, ε)
Table 2: Images of some strings under ofo and cs.
Example 2.6.3. In order to illustrate the mappings ofo, ms, sng and cs,
let A be the set of lower-case letters of the English alphabet. Table 2
shows the images of some strings under ofo and cs.
Proposition 2.6.4 ([59, Proposition 7]). Assume that n > |A|+ 1, and
let f : An → B. Then the following conditions are equivalent:
(i) f is totally symmetric and determined by ofo.
(ii) f is 2-set-transitive and determined by ofo.
(iii) f is determined by ofo and for all I, J ∈ ([n]2 ), there exists a bijection
β : [n − 1] → [n − 1] such that β(min J) = min I and f (aδI) =
f (aβδJ) for all a ∈ An−1.
(iv) f is determined by supp.
It is easy to devise further examples of functions f : An → B with
a unique identification minor when n ≤ |A|. In [59, Proposition 9],
there was constructed a function of arity n = |A|+ 1 that has a unique
identification minor but is neither 2-set-transitive nor determined by
ofo nor determined by cs (see Proposition 5.4.1).
It remains an open problem whether there exist further examples
of functions with a unique identification minor when n ≥ |A|+ 2.
2.7 clones and minor-closed classes of functions
2.7.1 Clones
Composition is a fundamental operation between functions. One com-
mon way of defining composition for functions of several arguments
is the following: if f ∈ F (n)BC and g1, . . . , gn ∈ F
(m)
AB , then the composi-
tion of f with g1, . . . , gn is the function f (g1, . . . , gn) ∈ F (m)AC given by
the rule
( f (g1, . . . , gn))(a) = f (g1(a), . . . , gn(a))
for all a ∈ Am.
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For n ∈ N+ and i ∈ [n], the i-th n-ary projection is the opera-
tion pr(n)i : A
n → A given by the rule pr(n)i (a1, . . . , an) = ai for all
(a1, . . . , an) ∈ An.
A clone on A is a subset C ⊆ OA that contains all projections and
is closed under composition (i.e., if f ∈ C(n) and g1, . . . , gn ∈ C(m) for
some n, m ∈ N+ then f (g1, . . . , gn) ∈ C). The clones on A constitute a
complete lattice, denoted by LA, in which the greatest element is the
clone OA of all operations on A and the least element is the clone of
projections, denoted by IA.
There is a countable infinity of clones on a two-element set, and
they were completely described by Emil Post [75]. Named after him,
the clones on {0, 1} are called Post classes, and the lattice of clones
on {0, 1} is known as Post’s lattice. We present Post’s lattice and in-
troduce notation and nomenclature for Post classes in Appendix A.
The situation is considerably different when the underlying set has
at least three elements. Janov and Muchnik [44] and, independently,
Hulanicki and Świerczkowski [43] showed that there are uncountably
many clones on A when |A| ≥ 3. While a complete description of the
lattice of clones on A seems unfeasible when |A| ≥ 3, clone theory
has been an active field of research in the recent decades. For further
information and general background on clones, we refer the reader to
the books by Lau [52], Pöschel and Kalužnin [74], and Szendrei [82],
and to the survey article by Kerkhoff, Pöschel and Schneider [46].
Clones can be defined in an alternative, equivalent way as subuni-
verses of certain algebras of operations.
Definition 2.7.1 (Mal’cev [68]). Define the unary operations ζ, τ, ∆,
∇ and the binary operation ∗ on the set OA of all operations on A as
follows. For f ∈ O(n)A , g ∈ O
(m)
A , let
(ζ f )(x1, x2, . . . , xn) := f (x2, x3, . . . , xn, x1),
(τ f )(x1, x2, . . . , xn) := f (x2, x1, x3, . . . , xn),
(∆ f )(x1, x2, . . . , xn−1) := f (x1, x1, x2, . . . , xn−1),
for n > 1, and let ζ f = τ f = ∆ f := f for n = 1; furthermore, let
(∇ f )(x1, x2, . . . , xn+1) := f (x2, . . . , xn+1),
( f ∗ g)(x1, x2, . . . , xm+n−1) := f (g(x1, x2, . . . , xm), xm+1, . . . , xm+n−1).
The operations ζ and τ are collectively referred to as permutations of
variables, ∆ is called identification of variables (or diagonalization), ∇ is
called introduction of an inessential variable (or cylindrification), and ∗ is
called composition. The algebra (OA; ζ, τ, ∆,∇, ∗) of type (1, 1, 1, 1, 2)
is called the full iterative algebra on A, and its subalgebras are called
iterative algebras on A.
Clones on A are exactly those universes of iterative algebras on A
that contain all projections.
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Clones can be characterized in terms of a Galois connection be-
tween operations and relations, which we will briefly explain here.
Recall that an m-ary relation on A is a subset of Am. We denote by
R(m)A the set of all m-ary relations on A, and we denote by RA the
set of all finitary relations on A, i.e., R(m)A := P(Am) and RA :=⋃
m≥1 R
(m)
A .
Let f ∈ O(n)A , ρ ∈ R
(m)
A , and let M = (aij) ∈ Am×n, an m-by-n
matrix over A. We write M ≺ ρ if the columns of M are m-tuples
belonging to the relation ρ, i.e., (a1i, a2i, . . . , ami) ∈ ρ for every i ∈ [n].
We designate by f (M) the m-tuple obtained by applying f to the rows
of M, i.e.,
f (M) =
⎛⎜⎜⎜⎝
f (a11, a12, . . . , a1n)
f (a21, a22, . . . , a2n)
...
f (am1, am2, . . . , amn)
⎞⎟⎟⎟⎠ .
We say that f preserves ρ (or that f is a polymorphism of ρ, or that ρ is
an invariant of f ), and we write f ◃ ρ, if for all M ∈ Am×n it holds that
M ≺ ρ implies f (M) ∈ ρ.
The preservation relation induces a Galois connection between the
sets OA and RA of operations and relations on A, wherein the po-
larities are Pol : P(RA) → P(OA) and Inv : P(OA) → P(RA) given
by
PolR := { f ∈ OA | ∀ρ ∈ R : f ◃ ρ},
InvF := {ρ ∈ RA | ∀ f ∈ F : f ◃ ρ},
for R ⊆ RA and F ⊆ OA.
The relevance of the preservation relation for clones is evident from
the characterization of closed classes of the Galois connection Pol–Inv.
(Relational clones, which are mentioned in the following theorem, are
subuniverses of a certain algebra defined on the set RA of all relations
on A. We omit the details here.)
Theorem 2.7.2 (Geiger [33], Bodnarchuk, Kaluzhnin, Kotov, Romov
[5]). Let A be a finite nonempty set.
(i) A set F ⊆ OA of operations on A is of the form PolR for some set
R ⊆ RA of relations on A if and only if F is a clone on A.
(ii) A set R ⊆ RA of relations on A is of the form InvF for some set
F ⊆ OA of operations on A if and only if R is a relational clone on
A.
Later on, Szabó [81] and Pöschel [73] extended Theorem 2.7.2 to
operations and relations on arbitrary, possibly infinite sets A. In this
case, the Galois closed classes of operations are precisely the locally
closed clones; the closure condition for relations is also slightly modi-
fied. Recall that a set C ⊆ OA of operations is locally closed if for every
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f ∈ OA, say of arity n, f ∈ C whenever for every finite subset S ⊆ An,
there exists g ∈ C such that f |S = g|S.
2.7.2 Minor-closed classes of functions
We say that a set C ⊆ FAB of functions is minor-closed if for all f , g ∈
FAB, the condition g ∈ C and f ≤ g implies f ∈ C, in other words, C is
a down-set of (FAB;≤). Examples of minor-closed classes include all
clones, order-reversing (antitone) functions, and threshold functions.
Minor-closed classes of functions can be characterized in ways anal-
ogous to those we have discussed in Section 2.7.1. Let us consider first
a modification of iterative algebras. We can define operations ζ, τ, ∆,
∇ on the set FAB of all functions from A to B using exactly the same
defining rules as in Definition 2.7.1. (We do not even attempt to de-
fine a composition operation, analogous to ∗, on FAB.) In this way, we
get the algebra (FAB; ζ, τ, ∆,∇). It is easy to see that the minor-closed
classes of functions are precisely the subuniverses of this algebra.
Let us discuss next a Galois connection, analogous to Pol–Inv, that
captures the minor-closed sets of functions. As expected, the primal
objects are functions in FAB, but now the dual objects are something
more general than relations. An m-ary constraint from A to B is a pair
(R, S), where R is an m-ary relation on A and S is an m-ary relation
on B, i.e., R ⊆ Am and S ⊆ Bm. Denote by K(m)AB the set of all m-ary
constraints from A to B, and let KAB :=
⋃
m≥1 K
(m)
AB . Let f ∈ F
(n)
AB and
(R, S) ∈ K(m)AB . We say that f preserves (R, S), and we write f ◃ (R, S),
if for all matrices M ∈ Am×n, the condition M ≺ R implies f (M) ∈ S.
The preservation relation ◃ induces a Galois connection between
functions and constraints. Pippenger [72] showed that if A and B are
finite sets, then the Galois closed classes of functions are precisely the
minor-closed subsets of FAB. He also defined an algebra on the set
KAB of all constraints and showed that the Galois closed classes of
constraints are precisely the subuniverses of this algebra. Later on,
Couceiro and Foldes [11] extended Pippenger’s results to functions
and constraints on arbitrary, possibly infinite sets A and B. In this
case, the Galois closed classes of functions are precisely the minor-
closed subsets of FAB that are locally closed; the closure condition for
constraints is also slightly modified.
An equivalent characterization was presented by Couceiro and Fol-
des [12], who showed that minor-closed classes of functions are pre-
cisely those which are characterizable by functional equations of a
certain prescribed form.
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algebra reference
(OA; ζ, τ, ∆,∇, ∗)
– subalgebras with
projections (clones)
Geiger [33], Bodnarchuk, Kaluzhnin, Ko-
tov, Romov [5] (finite domains),
Szabó [81], Pöschel [73] (general)
– all subalgebras Harnau [38] (finite domains),
Behrisch [2] (general)
(FAB; ζ, τ, ∆,∇) Pippenger [72] (finite domains),
Couceiro, Foldes [11] (general)
(FAB; ζ, τ,∇) Hellerstein [40] (finite domains),
Lehtonen [55] (general)
(OA; ζ, τ,∇, ∗)
– subalgebras with
projections
Lehtonen [55]
– all subalgebras Couceiro, Lehtonen [15]
Table 3: Galois theories for reducts of iterative algebras.
2.7.3 Reducts of iterative algebra
The line of research discussed above in Subsections 2.7.1 and 2.7.2
suggests many possible variants of generalizations. Analogous Galois
theories that describe the subalgebras of various reducts of the full it-
erative algebra (OA; ζ, τ, ∆,∇, ∗) and of the algebra (FAB; ζ, τ, ∆,∇)
have been presented by several authors. It would be too big a digres-
sion from the main topic of this thesis to go into further details here,
so we only provide references to work along these lines in Table 3.
2.8 variants of minors
With the notion of functional composition at hand, we can formulate
the definition of minors of functions in another, equivalent way as
follows. A function f ∈ F (n)AB is a minor of g ∈ F
(m)
AB if there exist
n-ary projections pr(n)i1 , . . . , pr
(n)
im such that f = g(pr
(n)
i1
, . . . , pr(n)im ). It
is easy to see that this definition is equivalent to Definition 2.2.2: if
f = g ◦ σ for some σ : [m] → [n] then f = g(pr(n)
σ(1), . . . , pr
(n)
σ(m)), and if
f = g(pr(n)i1 , . . . , pr
(n)
im ) then f = g ◦ σ, where σ : [m] → [n] is given by
σ(j) = ij for all j ∈ [m].
Thus, f is a minor of g if f is obtained as a composition of g with
projections, or, in other words, if f is a substitution instance of g,
wherein projections are substituted for arguments. This definition al-
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lows an immediate generalization, as we may consider substitution
instances of a given function, wherein functions belonging to a cer-
tain prescribed collection of functions are substituted for arguments.
Indeed, several variants of this idea have been employed in the study
of functions of several arguments. For example, Harrison [39] consid-
ered two n-ary Boolean functions as equivalent if they are substitu-
tion instances of each other with respect to the general linear group
GL(n, F2) or the affine general linear group AGL(n, F2). Wang [85]
and Wang and Williams [86] defined a Boolean function f to be a mi-
nor of another Boolean function g if f is a substitution instance of g
wherein projections, negated projections, or constants are substituted
for arguments. Other variants of minors were presented in the papers
by Feigelson and Hellerstein [30], Pippenger [72], and Zverovich [88].
The idea of classifying functions by their substitution instances oc-
curs also in semigroup theory. The so-called Green’s relations, in-
troduced by Green [36], are five fundamental equivalence relations
defined on a semigroup. Green’s relation R on a transformation
semigroup S relates two transformations f , g ∈ S if and only if f =
g(h1(x)) and g = f (h2(x)) for some h1, h2 ∈ S ∪ {id}. Henno [41]
generalized Green’s relations to Menger systems (essentially, abstract
clones) and described Green’s relations on the clone OA of all op-
erations on A, for every set A. In particular, he showed that two
operations are R-equivalent if and only if their ranges coincide.
All these notions are unified and generalized by the notions of C-
minor and C-equivalence, which can be defined relative to any set C
of operations on A. Namely, for a fixed set C ⊆ OA, we say that a
function f ∈ F (n)AB is a C-minor of another function g ∈ F
(m)
AB , and we
write f ≤C g, if f = g(h1, . . . , hm) for some h1, . . . , hm ∈ C(n). If f ≤C g
and g ≤C f , then we say that f and g are C-equivalent, and we write
f ≡C g. It can be shown that the C-minor relation ≤C is a quasiorder
on FAB if and only if C is a clone on A (see [53]), and in this case
the C-equivalence relation is indeed an equivalence relation and we
have an induced partial order on the quotient FAB/≡C . Thus, for
example, Green’s relation R described by Henno is the same notion
as OA-equivalence, and the minor relation of Definition 2.2.2 is the
same notion as IA-minor, where IA denotes the clone of projections
on A.
The C-minor and C-equivalence relations relative to various clones
C were investigated by the current author, partly in collaboration with
Szendrei and Nešetřil, in a series of papers [53, 54, 62, 64, 65, 66, 67],
and also by Szendrei [83]. Further details would go beyond the scope
of this thesis, but let us nevertheless spotlight one particularly interest-
ing theorem that is obtained when the known results are specialized
to Boolean functions. In the following, the disjoint union and the lex-
icographic product of posets are denoted by ·∪ and ×lex, respectively.
The two-element antichain is denoted by 2. Universality is defined
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in Definition 2.3.3. For the nomenclature on the clones of Boolean
functions, see Appendix A.
Theorem 2.8.1 ([62, Theorem 19], [67, Theorem 6.1]). Let C be a clone
of Boolean functions. Then the C-minor poset (OA/≡C ;≤C) is
• finite if Sc ⊆ C;
• isomorphic to (N;≤) ·∪(N;≤), (N;≤) ·∪(N;≤) ·∪(N;≤) ·∪(N;≤)
or (N;≤)×lex 2 if Mc ⊆ C ⊆ M;
• universal in the class of countable posets whose principal ideals are
finite if C is a subclone of L, V or Λ; and
• universal in the class of all countable posets otherwise.
3
R E C O N S T R U C T I O N P R O B L E M S
Reconstruction problems are a very general class of problems that con-
cern whether a mathematical object can be uniquely recovered from
pieces of partial information thereon. In this thesis, we direct our at-
tention to a reconstruction problem that involves the minor relation
of functions of several arguments that was defined in Section 2.2. Is
every function f : An → B uniquely determined, up to similarity, by
the collection of its identification minors f I , I ∈ ([n]2 )?
In Section 3.1, we recall some common terminology of reconstruc-
tion problems. We define the reconstruction problem of functions and
identification minors in Section 3.2. We shall collect known results
about this problem in the remainder of this chapter (Sections 3.3–3.5).
We also briefly discuss the tools that were used to analyse different
classes of functions. This often amounted to formulating and solving
reconstruction problems for other kinds of mathematical objects.
3.1 definition and examples
The general concept of reconstruction problem was formalized in a
beautiful way by Couceiro, Schölzel, and the current author in [17,
Section 2.2] as follows. A reconstruction problem comprises the follow-
ing pieces of data:
• a collection O of objects,
• an equivalence relation ≡ on O,
• for each object O ∈ O, an associated natural number called the
size of O,
• for each n ∈ N, an index set In,
• for every object O of size n and for every i ∈ In, a derived object
Oi ∈ O.
Let O ∈ O be an object of size n. The equivalence classes Oi/≡ of
the derived objects Oi (i ∈ In) are referred to as cards of O. The deck
of O, denoted by deck O, is the multiset ⟨Oi/≡ : i ∈ In⟩ of the cards
of O.
Let O and O′ be objects of size n. We say that O′ is a reconstruction
of O, or that O and O′ are hypomorphic, if deck O = deck O′, or, equiv-
alently, if there exists a bijection ϕ : In → In such that Oi ≡ O′ϕ(i) for
all i ∈ In. If the latter condition holds with ϕ equal to the identity
map on In, i.e., Oi ≡ O′i for all i ∈ In, then we say that O and O′ are
strongly hypomorphic. An object is reconstructible if it is equivalent to
all of its reconstructions.
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Let now C ⊆ O be a set of objects. The set C is reconstructible if all
its members are reconstructible. The set C is weakly reconstructible if
for all O, O′ ∈ C, the condition that O and O′ are hypomorphic im-
plies O ≡ O′. The set C is recognizable if for all O ∈ C and O′ ∈ O, the
condition that O and O′ are hypomorphic implies O′ ∈ C. Note that
reconstructibility implies weak reconstructibility, but the converse is
not true in general. If C is a union of ≡-classes, then C is reconstruc-
tible if and only if it is weakly reconstructible and recognizable.
Note that the deck of an object is defined as the multiset of its
cards. Had we instead defined the deck as the set of cards, we would
have obtained a variant of the reconstruction problem, the so-called
set-reconstruction problem. The set-deck of an object O ∈ O, denoted
set-deck O, is the set {Oi/≡ : i ∈ In} of the cards of O. An object O′
is a set-reconstruction of O, if set-deck O = set-deck O′. An object is
set-reconstructible is it is equivalent to all its set-reconstructions. In an
analogous way, we define set-reconstructible, weakly set-reconstructible,
and set-recognizable sets of objects.
Example 3.1.1. In order to illustrate the notions defined above, let
us consider the reconstruction problem of simple graphs and one-vertex-
deleted subgraphs that was mentioned in the introduction (Section 1.1).
This reconstruction problem is specified by the following data. The
objects are the finite simple graphs, the equivalence relation between
objects is the relation of graph isomorphism, the size of a graph is
the number of its vertices, and for each n ∈ N, we have the index
set In = [n]. Without loss of generality, we may assume that we only
consider graphs with vertex set [n] for some n ∈ N. For a graph
G = (V, E) with V = [n] and for any i ∈ [n], the derived object Gi is
the induced subgraph of G formed by removing vertex i.
Let us analyse the reconstructibility of small graphs. As can be
easily seen, the simple graphs on two vertices, namely the complete
graph K2 and its complement K2, have the same deck, comprising
two copies of the one-vertex graph, and are consequently not recon-
structible and hence also not set-reconstructible. Let us move on to
graphs with three vertices. There are, up to isomorphism, four differ-
ent simple graphs on three vertices, namely, the complete graph K3,
the path P3, and their complements K3 and P3 (see Table 4). For each
graph G, we form the three subgraphs obtained by deleting a single
vertex. The multiset of these three subgraphs is the deck of G, and
the set of these subgraphs is the set-deck of G; these are presented in
Table 4. As can be seen from the table, the four graphs have pairwise
distinct decks. In other words, the simple graphs on three vertices
are reconstructible. On the other hand, the graphs P3 and P3 have
identical set-decks, so they are not set-reconstructible. Nevertheless,
the graphs K3 and K3 are set-reconstructible.
It was conjectured by Kelly [45] and Ulam [84] that every simple
graph with at least three vertices is reconstructible. The conjecture
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G deck G set-deck G
K2
K3 K2 K2
K2
K2 K2P3 K2 K2K2
K2 K2P3 K2 K2K2
K2
K3 K2 K2
K2
Table 4: The four simple graphs on three vertices and their decks and
set-decks.
has been verified by computer for graphs with at most 11 vertices
(McKay [70]), and it has been proved for several infinite families
of graphs, such as trees (Kelly [45]), regular graphs, disconnected
graphs, and so on. Proving or disproving the conjecture in full gener-
ality remains one of the most famous open problems in graph theory.
Example 3.1.2. The reconstruction problem of graphs of Example 3.1.1
can be varied in many ways. For example, we may delete edges in-
stead of vertices (see Harary [37] and Ellingham [29]), or we may
consider directed graphs or hypergraphs instead of graphs. Directed
graphs and hypergraphs are not in general reconstructible from one-
vertex-deleted subgraphs: infinite nonreconstructible families of di-
rected graphs have been described by Stockmeyer [80], and infinite
nonreconstructible families of hypergraphs have been described by
Kocay [49], Kocay and Lui [50], and Couceiro, Schölzel, and the
present author [17]. Concerning deletion of edges, it was shown by
Berge and Rado [3] that hypergraphs are not in general reconstructi-
ble from one-edge-deleted subhypergraphs.
Analogous reconstruction problems have been formulated for vari-
ous other kinds of mathematical objects, such as posets (see the survey
article by Rampon [77]), matrices (see Manvel and Stockmeyer [69]),
integer partitions (see Monks [71]), and so on. We will see some fur-
ther examples later in this chapter, as well as in Section 4.5.
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3.2 reconstruction problem of functions and
identification minors
Definition 3.2.1. The reconstruction problem of functions of several argu-
ments and identification minors is specified by the following data. The
set of objects is the set FAB of functions of several arguments from
A to B. The equivalence relation is the similarity relation ≃ on FAB.
The size of a function f : An → B is its arity n. For each n ∈ N+,
the index set In is the set ([n]2 ) of all two-element subsets of [n]. For
f : An → B and I ∈ ([n]2 ), the derived object f I is the identification
minor f I of f as in Definition 2.2.9. Hence the cards of f are the sim-
ilarity classes f I/≃ of the identification minors of f , and the deck of
f is the multiset ⟨ f I/≃ : I ∈ ([n]2 )⟩.
Remark 3.2.2. We would like to draw the reader’s attention to an im-
portant but easily overlooked detail. For functions f , g ∈ F (n)AB , the
condition deck f = deck g does not mean, in general, that f I = gI for
all I ∈ ([n]2 ). Even if we know that the two functions have identical
decks, we do not know exactly how the identification minors of f
are matched with those of g. Moreover, we distinguish between func-
tions only up to similarity (permutation of arguments). Therefore,
the condition deck f = deck g really means that there exists a bijec-
tion ϕ : ([n]2 ) → (
[n]
2 ) such that fϕ(I) ≃ gI for all I ∈ (
[n]
2 ). The condition
fϕ(I) ≃ gI for all I ∈ ([n]2 ) in turn means that for every I ∈ (
[n]
2 ), there
exists a permutation π I ∈ Sn−1 such that gI = fϕ(I) ◦ π I .
For reasons that are explained in the following two remarks, we
must assume that functions are of sufficiently large arity in order to
have any general positive results. This is of no major concern to us.
Inferring from what we have seen about the reconstruction problem of
graphs and one-vertex-deleted subgraphs (Example 3.1.1), we might
expect that objects of small size are not reconstructible.
Remark 3.2.3. If n ≤ |A|, then no function f : An → B is recon-
structible. In particular, functions with an infinite domain are not
reconstructible. This is due to the fact that the set An̸= (see (1.2.1)) is
nonempty whenever n ≤ |A|, and the values of f at points belonging
to the set An̸= are completely irrelevant to the identification minors of
f . Namely, if f , g ∈ F (n)AB are functions that coincide on An \ An̸=, i.e.,
f |An\An̸= = g|An\An̸= , then f I = gI for every I ∈ (
[n]
2 ); thus f and g are
hypomorphic. However, f and g need not be equivalent. In fact, for
any f ∈ F (n)AB , there exists g ∈ F
(n)
AB such that f |An\An̸= = g|An\An̸= but
f ̸≡ g; for example, let g|An̸= be an arbitrary constant function if f |An̸=
is nonconstant, and let g|An̸= be an arbitrary nonconstant function if
f |An̸= is constant.
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Of course, in order to overcome this inconvenience, we might just
modify the reconstruction problem and consider partial functions
f : An \ An̸= → B, but we will not take this approach in this treatise.
Remark 3.2.4. As shown in [56, Example 3.13], there exist nonrecon-
structible functions of arity |A|+ 1 for any finite A. For example, let
k ∈ N+ with k ≥ 2, and assume that A and B are sets such that
|A| = k and A ⊆ B. Let n := k + 1, and define f , f ′ : An → B as
follows. Fix β ∈ B, and for all a = (a1, . . . , an) ∈ An, let
f (a) =
{
b, if supp(a) = A and b occurs twice in a,
β, otherwise,
f ′(a) =
{
a1, if supp(a) = A,
β, otherwise.
Note that f is well defined, because if supp(a) = A, then there is
a unique element of A that occurs twice in a. It is clear from the
definition that f is totally symmetric but f ′ is not; hence f ̸≡ f ′. It is
not difficult to verify that for every I ∈ ([n]2 ), both f I and f
′
I are similar
to the function h : An−1 → B given by
h(a1, . . . , an−1) =
{
a1, if supp(a) = A,
β, otherwise.
Consequently, deck f = deck f ′. We conclude that f and f ′ are not
reconstructible.
Having set forth the reconstruction problem of functions and iden-
tification minors and having made a few reasonable restrictions, we
may begin to consider whether and to what extent functions are re-
constructible. In the remainder of this chapter, we will review known
results about this reconstruction problem. On the one hand, several
classes of functions have been shown to be reconstructible or weakly
reconstructible; the results are summarized in Table 5. On the other
hand, infinite families of nonreconstructible functions have been dis-
covered. Not only will we state the results, but we will also briefly
discuss our proof techniques, especially when the analysis has led us
to formulating other reconstruction problems and finding solutions
to them.
In order to illustrate the notions and formalisms we have intro-
duced above, we start with a proof of the simple, almost trivial fact
that constant functions of sufficiently large arity are reconstructible.
Proposition 3.2.5 ([56, Example 3.3]). If f ∈ F (n)AB is a constant function
and n > |A|, then f is reconstructible.
Proof. Since f is constant, there is β ∈ B such that f (a) = β for all
a ∈ An. Then for every I ∈ ([n]2 ), we have f I(b) = f (bδI) = β for
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all b ∈ An−1. Let g ∈ F (n)AB be a reconstruction of f . Then there
exists a bijection ϕ : ([n]2 ) → (
[n]
2 ) such that gI ≃ fϕ(I) for all I ∈ (
[n]
2 ).
Therefore, for each I ∈ ([n]2 ), there exists a permutation πI ∈ Sn−1
such that gI = fϕ(I) ◦ πI . Let now a ∈ An. Since n > |A|, there exist
i, j ∈ [n] such that i ̸= j and ai = aj. Thus a = bδI for some b ∈ An−1
and I := {i, j}. Then g(a) = g(bδI) = gI(b) = fϕ(I)(bπI) = β.
Consequently, g(a) = β for all a ∈ An, that is, f = g. We conclude
that f is reconstructible.
3.3 reconstructibility of totally symmetric functions
Our first nontrivial result on the reconstruction problem is that totally
symmetric functions of sufficiently large arity are reconstructible.
Proposition 3.3.1 ([56, Theorem 5.1]). If f ∈ F (n)AB is totally symmetric
and n ≥ |A|+ 2, then f is reconstructible.
Proposition 3.3.2 ([56, Proposition 5.2]). Assume that n > max(|A|, 3)
and f , g ∈ F (n)AB are totally symmetric. If deck f = deck g then f = g.
The lower bounds on the arity can be slightly improved in the spe-
cial case of constant functions (see Proposition 3.2.5) and of functions
determined by supp or oddsupp, which are all totally symmetric.
Proposition 3.3.3 ([56, Proposition 3.8]). If f ∈ F (n)AB is determined by
supp and n > |A|, then f is reconstructible.
Proposition 3.3.4 ([56, Proposition 3.9]). If f ∈ F (n)AB is determined by
oddsupp and n > max(|A|, 3), then f is reconstructible.
Remark 3.2.4 shows that the bound n ≥ |A|+ 2 in Proposition 3.3.1
is sharp. The following example shows that in Propositions 3.3.2 and
3.3.4, the bound n ≥ 4 is sharp when |A| = 2.
Example 3.3.5 ([56, Example 3.10]). Let A = {0, 1}, let a, b, c, d ∈ B
with b ̸= c, and let f , f ′, g, g′ : A3 → B be as defined in Table 6. These
functions are pairwise nonsimilar. Functions f and f ′ are totally sym-
metric, but h and h′ not totally symmetric and not even 2-set-transi-
tive. If a = c and b = d then f is determined by oddsupp. If a = b
and c = d then f ′ is determined by oddsupp. It is not difficult to
verify that for all I ∈ ([n]2 ), each one of f I , f
′
I , gI and g
′
I is similar to
the function (0, 0) ↦→ a, (0, 1) ↦→ b, (1, 0) ↦→ c, (1, 1) ↦→ d. Hence f , f ′,
g and g′ are hypomorphic to each other.
3.4 reconstructibility of affine functions
A nonassociative right semiring is an algebra (A;+, ·) with binary addi-
tion and multiplication operations such that
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C arity C(n) ref.
constant functions n > |A| R 3.2.5
functions det. by supp n > |A| R 3.3.3
functions det. by oddsupp n > max(|A|, 3) R 3.3.4
functions det. by ofo n ≥ |A|+ 2,
|A| ≡ 1, 2 (mod 4)
or n ≥ |A|+ 3,
|A| ≡ 0, 3 (mod 4)
W 5.4.5
totally symmetric functions n ≥ |A|+ 2 R 3.3.1
n > max(|A|, 3) W 3.3.2
linear functions over a
nonassociative right semiring
n ≥ 4 W 3.4.2
affine functions over a
cancellative nonassociative
right semiring
n ≥ 4 W 3.4.2
affine functions over a finite
field
n > max(|A|, 3) R 3.4.3
clone on {0, 1}
– C ⊆ Λ, C ⊆ V or C ⊆ L n ≥ 4 S 3.6.1
– C ⊇ Mc n ≥ 6 N 3.6.2
– C ⊇ McU∞ or C ⊇ McW∞ n ≥ 7 N 3.6.2
– C ⊇ SM 3 ≤ n ≤ 4 or
n ≥ 6 and
n ≡ 2 (mod 4)
N 3.6.2
– C ⊆ M n = 5 R 3.6.2
– C ⊆ MU3 or C ⊆ MW3 3 ≤ n ≤ 4 W 3.6.2
– C ⊇ Λc or C ⊇ Vc n = 2 N 3.6.2
Table 5: Reconstructibility of some function classes. The first column
specifies a class C ⊆ FAB. The third column provides in-
formation about the reconstructibility of C(n) when the arity
n satisfies the condition in the second column. The fourth
column indicates the number of the Proposition that states
the result. Abbreviations: R = reconstructible, W = weakly
reconstructible, N = not weakly reconstructible, S = set-recon-
structible.
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x y z f (x, y, z) f ′(x, y, z) g(x, y, z) g′(x, y, z)
0 0 0 a a a a
0 0 1 b c b c
0 1 0 b c b c
0 1 1 c b b c
1 0 0 b c c b
1 0 1 c b c b
1 1 0 c b c b
1 1 1 d d d d
Table 6: Nonreconstructible ternary functions.
• (A;+) is a commutative monoid with neutral element 0 (0+ a =
a + 0 = a),
• (A; ·) is a groupoid with right identity 1 (a · 1 = a),
• multiplication is right distributive over addition ((a + b) · c =
a · c + b · c),
• multiplication on the right by 0 annihilates A (a · 0 = 0).
We will denote multiplication simply by concatenation. A nonasso-
ciative right semiring (A;+, ·) is cancellative if the additive monoid
(A;+) is cancellative, i.e., a + b = a + c implies b = c.
The attribute “nonassociative” refers to the fact that multiplication
is not required to be associative, contrary to the usual definition of
semirings. The attribute “right” refers to the fact that we only stipu-
late right multiplicative identity, right distributivity and right annihi-
lation. (A nonassociative left semiring could be defined analogously,
but we will not need this notion here.) Examples of nonassociative
right semirings include semirings, rings, fields, and bounded distribu-
tive lattices. Rings and fields are cancellative.
A function f : An → A is affine over a nonassociative right semiring
(A;+, ·) if there exist a1, . . . , an, c ∈ A such that
f (x1, . . . , xn) = a1x1 + · · ·+ anxn + c, (3.4.1)
for all x1, . . . , xn ∈ A. If c = 0 then f is linear.
Let f : An → A be an affine function over a nonassociative right
semiring (A;+, ·). It can be shown that if f is linear or if (A;+, ·)
is cancellative, then f has a unique representation of the form (3.4.1)
([57, Lemma 4.2]). In this case, f is completely described, up to sim-
ilarity, by the multiset ⟨a1, . . . , an⟩ of coefficients and the constant c
in the representation (3.4.1). Note also that the identification minors
of f are again affine functions, and the multiset of coefficients of f I ,
I = {i, j} ∈ ([n]2 ), is ⟨a1, . . . , an⟩ \ ⟨ai, aj⟩ ⊎ ⟨ai + aj⟩.
This suggests that we consider another reconstruction problem. Let
(A;+) be a commutative groupoid. In the reconstruction problem of
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multisets over (A;+), the objects are finite multisets over A, and the
equivalence relation is the equality relation on M(A). The size of a
multiset is its cardinality. The cards of a multiset ⟨a1, . . . , an⟩ are the
multisets ⟨a1, . . . , an⟩ \ ⟨ai, aj⟩ ⊎ ⟨ai + aj⟩ of cardinality n − 1, for each
{i, j} ∈ ([n]2 ). The reconstructible multisets are completely described
as follows.
Proposition 3.4.1 ([57, Theorems 3.7–3.10]). Let (A;+) be a commuta-
tive groupoid, and let M and M′ be multisets of cardinality n over A. Then
deck M = deck M′ if and only if M = M′ or one of the following state-
ments holds:
(i) n = 2 and {M, M′} = {⟨r, s⟩, ⟨t, u⟩} for some elements r, s, t, u ∈ A
satisfying r + s = t + u;
(ii) n = 3 and {M, M′} = {⟨r, s, t⟩, ⟨r, r + s, r + t⟩} for some elements
r, s, t ∈ A satisfying
r + (r + s) = s,
r + (r + t) = t,
(r + s) + (r + t) = s + t;
(iii) n = 3 and {M, M′} = {⟨r, s, t⟩, ⟨r + s, r + t, s + t⟩} for some ele-
ments r, s, t ∈ A satisfying
(r + s) + (r + t) = r,
(r + s) + (s + t) = s,
(r + t) + (s + t) = t;
(iv) n = 4 and {M, M′} = {⟨r, s, t, u⟩, ⟨r, s, t, v⟩} for some elements
r, s, t, u, v ∈ A satisfying x + u = v and x + v = u for all x ∈
{r, s, t} and r + s = s, s + t = t, t + r = r.
Proposition 3.4.1 can then be translated back to the realm of affine
functions over a nonassociative right semiring. It should be noted
that the nonreconstructible multisets of cardinality 4 are lost in this
translation, because addition is associative in a nonassociative right
semiring, and any commutative groupoid that contains elements sat-
isfying the conditions of Proposition 3.4.1(iv) is not associative (see
[57, Example 3.1]).
Proposition 3.4.2 ([57, Theorem 4.5]). Let f , g : An → A be affine func-
tions over a nonassociative right semiring (A;+, ·) with n ≥ 4. If f and g
are linear or if (A;+, ·) is cancellative, then deck f = deck g if and only if
f ≃ g.
This result can be strengthened when (A;+, ·) is a finite field. In
this case, every non-affine function of arity at least max(|A|, 3)+ 1 has
a non-affine identification minor (see [57, Lemma 4.6]), and hence the
class of affine functions of arity at least max(|A|, 3)+ 1 is recognizable.
Together with Proposition 3.4.2, this implies reconstructibility.
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Proposition 3.4.3 ([57, Theorem 4.7]). Let f : An → A be an affine func-
tion over a finite field (A;+, ·). If n ≥ max(|A|, 3) + 1, then f is recon-
structible.
3.5 nonreconstructible functions
Polynomial operations of a bounded distributive lattice can be repre-
sented in disjunctive normal form, as described by the following classi-
cal result.
Theorem 3.5.1 (Goodstein [34]). Let A = (A;∨,∧, 0, 1) be a bounded
distributive lattice. A function f : An → A is a polynomial operation of A
if and only if
f (x1, . . . , xn) =
⋁
S⊆[n]
(aS ∧
⋀
i∈S
xi), (3.5.1)
where the coefficients are given by aS = f (e1, . . . , en) where ei = 1 if i ∈ S
and ei = 0 if i /∈ S.
For term operations over a bounded distributive lattice, the coeffi-
cients aS in (3.5.1) are always 0’s and 1’s. We can discard the monomi-
als with coefficient 0 and take only the disjunction of the monomials
with coefficient 1. It follows that a function f : An → A is a term
operation of a bounded distributive lattice A = (A;∨,∧, 0, 1) if and
only if
f (x1, . . . , xn) =
⋁
S∈A
⋀
i∈S
xi (3.5.2)
for some A ⊆ P([n]). Moreover, since ⋀i∈S xi ∨ ⋀i∈S′ xi = ⋀i∈S xi
whenever S ⊆ S′ by the absorption law, it suffices to take the set Amin
of minimal (with respect to inclusion) elements of A in place of A in
(3.5.2).
For any set system A ⊆ P(X), the set Amin of minimal elements of
A is an antichain in the power set lattice (P(X);⊆). Antichains in the
power set lattice (P(X);⊆) are called Sperner systems on X.
The n-ary term operations of a bounded distributive lattice A =
(A;∨,∧, 0, 1) are in one-to-one correspondence with Sperner systems
on [n]. Namely, to each Sperner system A ⊆ P([n]) we can associate
the term operation (3.5.2), and every term operation can be repre-
sented in the form (3.5.2) for some Sperner system A, as discussed
above. Moreover, distinct Sperner systems give rise to distinct term
operations.
Let A be a Sperner system on [n], and let f : An → A be as in (3.5.2).
Let us consider the identification minors of f . For I ∈ ([n]2 ), we get
f I(x1, . . . , xn−1) = ( f ◦ δI)(x1, . . . , xn−1) = f (xδI(1), . . . , xδI(n))
=
⋁
S∈A
⋀
i∈S
xδI(i) =
⋁
S∈A
⋀
i∈δI(S)
xi =
⋁
S∈δI(A)
⋀
i∈S
xi =
⋁
S∈(δI(A))min
⋀
i∈S
xi,
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and (δI(A))min is a Sperner system on [n − 1].
This suggests formulating a reconstruction problem for Sperner sys-
tems and analysing it in order to determine whether term operations
of a bounded distributive lattice are reconstructible. The reconstruction
problem of Sperner systems and identification minors is specified by the
following data. The objects are Sperner systems on [n], for n ∈ N+.
The equivalence relation is the isomorphism relation: two Sperner sys-
tems A and B on [n] are isomorphic, denoted A ≃ B, if there exists
a permutation π ∈ Sn such that A = π(B). The objects derived from
a Sperner system A on [n] are the Sperner systems AI := (δI(A))min
on [n − 1], for I ∈ ([n]2 ). Thus, deckA = ⟨AI/≃ : I ∈ (
[n]
2 )⟩.
The reconstruction problem for Sperner systems and identification
minors was studied by Couceiro, Schölzel, and the current author
in [17]. We obtained some negative results: we discovered several
infinite families of nonreconstructible Sperner systems. The construc-
tions and proofs are quite technical, and we will not go into details
here. Just to give an idea of the Sperner systems involved, we present
one of our nonreconstructible families in the following example.
Example 3.5.2. For each m ≥ 3, we define Sperner systems Mm1 and
Mm2 on the set [2m]. The systems will be built from a few components
that we define first. For J ⊆ [m], let FmJ := J ∪ {i + m : i ∈ [m] \ J}. Let
Fm1 := {FmJ : J ⊆ [m], |J| odd}, Fm2 := {FmJ : J ⊆ [m], |J| even}. For
p ∈ [m], let Gmp := [2m] \ {p, p + m, (p ⊕ 1) + m}, where ⊕ denotes
addition modulo m. Let Gm := {Gmp : p ∈ [m]}. For i ∈ {1, 2}, define
Mmi := Fmi ∪ Gm.
It was shown in [17, Section 3] that for every m ≥ 3, the Sper-
ner systems Mm1 and Mm2 are nonisomorphic and hypomorphic. In
other words, Mm1 and Mm2 are not reconstructible. In fact, Mm1 and
Mm2 are strongly hypomorphic, that is, for every I ∈ (
[n]
2 ), we have
(Mm1 )I ≃ (Mm2 )I . In other words, even with the knowledge of which
two-element set I ∈ ([n]2 ) is associated with each card, it is impossible
to reconstruct these Sperner systems.
The nonreconstructible Sperner systems that we discovered, such
as the ones in Example 3.5.2, can be translated back to term opera-
tions of a bounded distributive lattice, and we arrive to the conclu-
sion that there exist infinite families of nonreconstructible functions,
and there even exist infinite families of pairs of nonsimilar, strongly
hypomorphic functions. This is true for functions in FAB for any
finite sets A and B with at least two elements, because there exist
bounded distributive lattices of every finite cardinality (finite chains,
for instance) and because we can easily build new nonreconstructible
functions from given ones, for example, by extending the domain or
the codomain.
Considering, in particular, Boolean functions, we constructed, for
each clone C among SM, McU∞, McW∞ (see Appendix A), an infinite
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family of pairs of nonreconstructible Sperner systems such that its
translation into term functions of a two-element lattice results in an
infinite family of pairs of nonsimilar, strongly hypomorphic functions
that lie within the clone C.
Let us finally mention that our work on Sperner systems had a sur-
prising connection to the reconstruction problem of hypergraphs and
one-vertex-deleted subhypergraphs (see Example 3.1.2). Any Sperner
system on the set [n], being a subset of P([n]), can be seen as the edge
set of a hypergraph with vertex set [n]. It turned out that for every
m ≥ 3, the Sperner systems Mm1 and Mm2 of Example 3.5.2 are the
edge sets of non-isomorphic and strongly hypomorphic hypergraphs
(see [17, Corollary 7.3]). Of course, it is well known that hypergraphs
are not reconstructible, and infinite families of nonreconstructible hy-
pergraphs have earlier been constructed by Kocay [49] and Kocay and
Lui [50]. Nevertheless, our infinite family is quite different from the
ones presented earlier in the literature, and it is curious that it arose
as a by-product of a completely different reconstruction problem.
3.6 reconstructibility of post classes
Clones are interesting sets of functions, and it makes sense to ask
whether they are reconstructible. It follows from Proposition 3.4.2
that if C is a clone on {0, 1} that is contained in L, V or Λ (see Ap-
pendix A), then C(n) is reconstructible for every n ≥ 4. In fact, C(n) is
also set-reconstructible for every n ≥ 4. This follows from the follow-
ing result of Couceiro, Schölzel, and the current author and from the
fact that constant functions (of sufficiently large arity) are reconstruc-
tible (see Proposition 3.2.5) and hence also set-reconstructible.
Proposition 3.6.1 ([18, Proposition 3.7]). Assume that (A; ◦) is a semi-
lattice or a Boolean group. If C is a subclone of the clone generated by ◦, then
C(n) is set-reconstructible for all n ≥ |A|+ 2.
As explained in Section 3.5, each one of the clones SM, McU∞,
McW∞ (and hence every clone that contains one of them) includes
an infinite family of pairs of nonisomorphic, strongly hypomorphic
functions; in other words, these clones are not weakly reconstructible
and hence also not set-reconstructible.
The infinite families of nonreconstructible functions constructed in
[17] do not include functions of every possible arity. Therefore we
were not able to determine for every clone C that is not weakly recon-
structible, whether the n-ary part C(n) is not weakly reconstructible
for every n. We were, however, able to conclude the following.
Proposition 3.6.2 ([17, page 282]). Let C be a clone on {0, 1}.
(i) If C ⊇ Mc and n ≥ 6, then C(n) is not weakly reconstructible.
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(ii) If C ⊇ McU∞ or C ⊇ McW∞ and n ≥ 7, then C(n) is not weakly
reconstructible.
(iii) If C ⊇ SM and 3 ≤ n ≤ 4 or n ≥ 6 and n ≡ 2 (mod 4), then C(n)
is not weakly reconstructible.
(iv) If C ⊆ M, then C(5) is reconstructible.
(v) If C ⊆ MU3 or C ⊆ MW3 and 3 ≤ n ≤ 4, then C(n) is weakly
reconstructible.
(vi) If C ⊇ Λc or C ⊇ Vc, then C(2) is not weakly reconstructible.
3.7 remarks
When the current author first looked into the reconstruction problem
of functions, he thought that the most obvious starting point would
be the functions whose deck is as simple as possible, comprising just
a single function with high multiplicity. Such functions are, of course,
the ones with a unique identification minor (see Section 2.6). While
it was relatively easy to prove that certain classes of functions with
a unique identification minor are weakly reconstructible, the author
soon realized that it is quite difficult to establish the stronger property
of reconstructibility. The lack of a good characterization of functions
with a unique identification minor is a significant obstacle in identify-
ing potential candidates for reconstructions of a given function. This
explains how the author came across Problem 2.6.1 and motivates his
interest in discovering an answer to it.
Totally symmetric functions have a unique identification minor, and
in Section 3.3 we saw that they are reconstructible. In Section 5.4, we
will analyse the reconstructibility of another class of functions with a
unique identification minor, namely, functions determined by ofo.

4
M I N O R S O F P E R M U TAT I O N S
We are now going to develop theory of minors of permutations. This
notion is somewhat analogous to minors of functions, which were
considered in earlier chapters. In fact, we have already seen minors
of permutations when we discussed ordered partitions in Section 1.7,
but we have just not been calling them that way yet.
First, in Section 4.1, we introduce minors of permutations and estab-
lish some basic facts about the poset of minors. Then, in Section 4.2,
we discuss Galois connections induced by the minor relation. As a
tool for analysing minors, we introduce in Section 4.3 two transfor-
mations of interval partitions: compression and expansion. Next, in
Section 4.4, we investigate the permutation groups generated by the
ℓ-minors of a given n-permutation τ and by the differences of the
ℓ-minors of τ. These theoretical results will find applications in the
analysis of functions determined by the order of first occurrence in
Chapter 5. Finally, we briefly discuss a reconstruction problem of per-
mutations and minors in Section 4.5 and an open group-theoretical
problem in Section 4.6.
A reader familiar with the theory of permutation patterns (see, e.g.,
Kitayev [48]) will recognize many similarities and differences between
minors of permutations and permutation patterns. Much of the the-
ory developed in Sections 4.1 and 4.2 parallels the work of Pöschel
and the current author [63] on permutation patterns.
4.1 minors of permutations
Let P :=
⋃
n≥1 Sn be the set of all finite permutations. We refer to Sn
as the n-th level of P.
Definition 4.1.1. Let σ ∈ Sn and let Π ∈ Partm(n). Recall from Def-
inition 1.7.2 the permutation σΠ ∈ Sm defined as σΠ := (hidΠ)−1 ◦ hσΠ.
We say that a permutation τ is a minor of σ, and we write τ ≤ σ, if
τ = σΠ for some partition Π ∈ Part(n). In order to emphasize the
fact that τ is an m-permutation, we may also say that τ is an m-minor
of σ.
Fact 4.1.2. Given a permutation σ = σ1 . . . σn ∈ Sn in one-line notation
and an m-partition Π of [n], we can construct σΠ by the following
procedure.
1. Replace each σi by the minimum of its Π-block, i.e., for each
i ∈ [n], let σ′i := min σi/Π.
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2. Delete any repetitions of letters from σ′ = σ′1 . . . σ
′
n, i.e., let σ′′ :=
ofo(σ′). (Note that |σ′′| = m, because Π has m blocks, so there
are m distinct minima.)
3. For each i ∈ [m], replace the i-th smallest entry of σ′′ by i. The
resulting string is the one-line notation of σΠ.
Fact 4.1.3. In line with the notational convention explained in Re-
mark 1.4.6, for any σ ∈ Sn and ∅ ̸= I ⊆ [n], we write σI to designate
the minor σΠ, where Π ∈ Part(n) is the partition whose only poten-
tially nontrivial block is I. If I ∈ ([n]2 ), then the permutation σI can be
written explicitly in terms of σ as follows:
σI(i) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min I, if i = min σ−1(I),
σ(i), if i ̸= min σ−1(I), i < max σ−1(I),
and σ(i) < max I,
σ(i)− 1, if i ̸= min σ−1(I), i < max σ−1(I),
and σ(i) > max I,
σ(i + 1), if i ≥ max σ−1(I) and σ(i + 1) < max I,
σ(i + 1)− 1, if i ≥ max σ−1(I) and σ(i + 1) > max I.
Example 4.1.4. The minors of the permutation σ = 42531 ∈ S5 are
presented in Table 7. For each m ∈ {1, . . . , 5}, we enumerate all m-
partitions Π of [5], and for each partition Π, we indicate the order ≤σΠ
and the minor σΠ. We use the shorthand introduced in Remarks 1.4.1
and 1.7.1 to specify (ordered) partitions.
Lemma 4.1.5. The minor relation is a partial order on the set P of all finite
permutations.
Proof. The minor relation is clearly reflexive, because for every σ ∈ Sn
we have σ = σ∆n where ∆n is the trivial partition of [n]. The minor
relation is antisymmetric, because if σ ∈ Sn and τ ∈ Sm and σ ≤ τ
and τ ≤ σ, then n ≤ m ≤ n, so m = n. Since the only n-partition of [n]
is the trivial partition ∆n, it follows that σ = τ∆n = τ. For transitivity,
observe that if π ∈ Sℓ, τ ∈ Sm, σ ∈ Sn and π ≤ τ and τ ≤ σ, then
there exist Φ ∈ Partℓ(m) and Π ∈ Partm(n) such that π = τΦ and
τ = σΠ. It follows from Lemmas 1.7.6 and 1.7.8 that ΠΦ ∈ Partℓ(n)
and π = (σΠ)Φ = (σΠ)δΠ(ΠΦ) = σΠΦ , that is, π ≤ σ.
Recall that a poset (P;≤) is graded, if there exists a rank function
r : P → N satisfying the following conditions: r(x) < r(y) whenever
x < y in P, and whenever x is a lower cover of y in P, the equality
r(y) = r(x) + 1 holds.
Lemma 4.1.6. The minor poset (P;≤) is a graded poset with rank function
r : P → N, r(σ) = n for all σ ∈ Sn, n ∈ N.
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m = 5
Π ≤σΠ σΠ
1|2|3|4|5 4|2|5|3|1 42531
m = 4
Π ≤σΠ σΠ Π ≤σΠ σΠ
12|3|4|5 4|12|5|3 3142 1|24|3|5 24|5|3|1 2431
13|2|4|5 4|2|5|13 3241 1|25|3|4 4|25|3|1 4231
14|2|3|5 14|2|5|3 1243 1|2|34|5 34|2|5|1 3241
15|2|3|4 4|2|15|3 4213 1|2|35|4 4|2|35|1 4231
1|23|4|5 4|23|5|1 3241 1|2|3|45 45|2|3|1 4231
m = 3
Π ≤σΠ σΠ Π ≤σΠ σΠ
123|4|5 4|123|5 213 13|24|5 24|5|13 231
124|3|5 124|5|3 132 13|25|4 4|25|13 321
125|3|4 4|125|3 312 13|2|45 45|2|13 321
134|2|5 134|2|5 123 14|23|5 14|23|5 123
135|2|4 4|2|135 321 14|25|3 14|25|3 123
145|2|3 145|2|3 123 14|2|35 14|2|35 123
1|234|5 234|5|1 231 15|23|4 4|23|15 321
1|235|4 4|235|1 321 15|24|3 24|15|3 213
1|245|3 245|3|1 231 15|2|34 34|2|15 321
1|2|345 345|2|1 321 1|23|45 45|23|1 321
12|34|5 34|12|5 213 1|24|35 24|35|1 231
12|35|4 4|12|35 312 1|25|34 34|25|1 321
12|3|45 45|12|3 312
m = 2
Π ≤σΠ σΠ Π ≤σΠ σΠ
1234|5 1234|5 12 134|25 134|25 12
1235|4 4|1235 21 135|24 24|135 21
1245|3 1245|3 12 145|23 145|23 12
1345|2 1345|2 12 15|234 234|15 21
1|2345 2345|1 21 14|235 14|235 12
123|45 45|123 21 13|245 245|13 21
124|35 124|35 12 12|345 345|12 21
125|34 34|125 21
m = 1
Π ≤σΠ σΠ
12345 12345 1
Table 7: Minors of σ = 42531.
50 minors of permutations
Proof. We show that the function r prescribed in the statement of the
lemma is a rank function for (P;≤). Let σ ∈ Sn, π ∈ Sm. If π < σ
then π = σΠ for some partition Π ∈ Part(n) with fewer than n blocks.
Then clearly r(π) = |Π| < n = r(σ).
Assume then that π is a lower cover of σ, and let Π ∈ Part(n)
be such that π = σΠ. Suppose, to the contrary, that |Π| = m <
n − 1. It is well known that the poset of partitions of a finite set
ordered by refinement is a semimodular lattice and hence a graded
poset. Therefore, there exists a partition Φ ∈ Partn−1(n) such that
Φ ⊑ Π. By Lemma 1.7.7(iii), we have σΠ < σΦ < σ, which contradicts
the assumption that π = σΠ is a lower cover of σ.
The direct sum of permutations σ ∈ Sm and τ ∈ Sn is the permu-
tation σ ⊕ τ of degree m + n that consists of σ followed by a shifted
copy of τ, formally
(σ ⊕ τ)(i) =
{
σ(i), if 1 ≤ i ≤ m,
m + τ(i − m), if m + 1 ≤ i ≤ m + n.
An interval in a permutation σ is an interval [a, b] (as defined in
Section 1.2) such that the set of values {σ(i) : i ∈ [a, b]} is also an
interval.1 For permutations σ ∈ Sn and τi ∈ Smi for i ∈ [n], the
inflation of σ by τ1, . . . , τn is the permutation σ[τ1, . . . , τn] of degree
∑ni=1 mi obtained by replacing each entry σ(i) of σ with an interval
that is order-isomorphic to τi. For example, 2413[123, 21, 1, 231] =
234981675.
Lemma 4.1.7.
(i) The minor poset (P;≤) has a least element, namely 1 ∈ S1.
(ii) The minor poset (P;≤) has no maximal elements.
(iii) Any two permutations π ∈ Sm and τ ∈ Sn have an upper bound of
degree m + n − 1.
Proof. (i) Clear.
(ii) For any σ ∈ Sn, we have σ ≤ σ ⊕ 1, because (σ ⊕ 1)Π = σ for
Π = ⟨{n, n + 1}⟩part.
(iii) Given π ∈ Sm and τ ∈ Sn, let σ := π[τ, 1, 1, . . . , 1]. Then
π = σΠ and τ = σΓ for Π := ⟨[π(1), π(1) + m − 1]⟩part and Γ :=
⟨[1, π(1)], [π(1) + m − 1, m + n − 1]⟩part.
Let us derive a few useful identities involving minors of permuta-
tions.
Lemma 4.1.8. Let π, τ ∈ Sn, and let Π ∈ Partm(n).
1 This overloaded use of the term “interval” should not cause any confusion, because
the concept of an interval in a permutation will only be used in the definition of
inflation of permutation that comes next.
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(i) (π−1)Π = (ππ(Π))−1.
(ii) (π ◦ τ)Π = πΠ ◦ τπ−1(Π).
(iii) (π−1 ◦ τ)Π = (ππ(Π))−1 ◦ τπ(Π).
Proof. (i) By the definition of πΠ, we have
(π−1)Π = (hidΠ)
−1 ◦ hπ−1Π = (hππ(Π))
−1 ◦ hidπ(Π)
= ((hidπ(Π))
−1 ◦ hππ(Π))
−1 = (ππ(Π))
−1,
where the second equality holds by Lemma 1.7.9(iii).
(ii) By the definition of σΠ and Lemma 1.7.9(iii), we have
(π ◦ τ)Π = (hidΠ)−1 ◦ hπ◦τΠ = (hπ
−1
π−1(Π))
−1 ◦ hτπ−1(Π)
= (hπ
−1
π−1(Π))
−1 ◦ hidπ−1(Π) ◦ (h
id
π−1(Π))
−1 ◦ hτπ−1(Π)
= (hidΠ)
−1 ◦ hπΠ ◦ (hidπ−1(Π))
−1 ◦ hτπ−1(Π) = πΠ ◦ τπ−1(Π).
(iii) By parts (i) and (ii), we have
(π−1 ◦ τ)Π = (π−1)Π ◦ τπ(Π) = (ππ(Π))−1 ◦ τπ(Π).
The following lemma is a generalized and sharpened version of [56,
Lemma 4.1].
Lemma 4.1.9. Let σ ∈ Sn, and let Π ∈ Part(n).
(i) natΠ ◦ σ = hσΠ ◦ (hidσ−1(Π))
−1 ◦ natσ−1(Π).
(ii) δΠ ◦ σ = σΠ ◦ δσ−1(Π).
Proof. (i) By Lemma 1.7.9(ii), the mapping hid
σ−1(Π) ◦ (h
σ
Π)
−1 is an order-
isomorphism (Π;≤σΠ) → (σ−1(Π);≤idσ−1(Π)) and it is given by the rule
B ↦→ σ−1(B) for every B ∈ Π. Therefore its inverse hσΠ ◦ (hidσ−1(Π))
−1 is
the mapping σ−1(B) ↦→ B.
Now let x ∈ [n], and let B := x/Π. Then σ−1(x) ∈ σ−1(B), so
natσ−1(Π)(σ−1(x)) = σ−1(B), and we have
hσΠ((h
id
σ−1(Π))
−1(natσ−1(Π)(σ
−1(x)))) = B = natΠ(x).
Consequently, hσΠ ◦ (hidσ−1(Π))
−1 ◦ natσ−1(Π) ◦ σ−1 = natΠ. We obtain
the claimed identity by composing both sides from the right by σ.
(ii) The definitions and part (i) yield
σΠ ◦ δσ−1(Π) = (hidΠ)−1 ◦ hσΠ ◦ (hidσ−1(Π))
−1 ◦ natσ−1(Π)
= (hidΠ)
−1 ◦ natΠ ◦ σ = δΠ ◦ σ.
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4.2 galois connections induced by the minor relation
of permutations
For τ ∈ Sn and ℓ ≤ n, we denote by Min(ℓ) τ the set of all ℓ-minors of
τ, i.e., Min(ℓ) τ := {σ ∈ Sℓ : σ ≤ τ}. For any set S ⊆ Sℓ, we say that
a permutation τ ∈ Sn is compatible with S if Min(ℓ) τ ⊆ S. For S ⊆ Sℓ
and T ⊆ Sn, we write
Comp(n) S := {τ ∈ Sn | Min(ℓ) τ ⊆ S},
Min(ℓ) T :=
⋃
τ∈T
Min(ℓ) τ.
Thus, Comp(n) S is the set of all n-permutations compatible with S,
and Min(ℓ) T is the set of all ℓ-minors of the permutations in T. It is
not difficult to verify that
Comp(n) S = {τ ∈ Sn | ∀σ ∈ Sℓ \ S : σ  τ},
Min(ℓ) T = Sℓ \ {σ ∈ Sℓ | ∀σ ∈ T : σ  τ}.
Consequently, Min(ℓ) and Comp(n) are precisely the lower and upper
adjoints of the monotone Galois connection between P(Sℓ) and P(Sn)
induced by the complement  of the minor relation (see Section 1.8).
This means that for all S ⊆ Sℓ and T ⊆ Sn,
Min(ℓ) T ⊆ S ⇐⇒ T ⊆ Comp(n) S. (4.2.1)
Moreover, Min(ℓ) Comp(n) and Comp(n) Min(ℓ) are kernel and closure
operators on Sℓ and Sn, respectively.
The upper adjoint Comp(n) is particularly well behaved when it
comes to permutation groups.
Proposition 4.2.1. If G is a subgroup of Sℓ, then Comp(n) G is a subgroup
of Sn.
Proof. Assume that G ≤ Sℓ, and let π, τ ∈ Comp(n) G. Thus Min(ℓ) π
and Min(ℓ) τ are subsets of G. By Lemma 4.1.8(iii) we have
Min(ℓ)(π−1 ◦ τ) = {(π−1 ◦ τ)Π : Π ∈ Partℓ(n)}
= {(ππ(Π))−1 ◦ τπ(Π) : Π ∈ Partℓ(n)}
⊆ {ρ−1 ◦ γ : ρ ∈ Min(ℓ) π, γ ∈ Min(ℓ) τ}
= (Min(ℓ) π)−1(Min(ℓ) τ) ⊆ G−1G ⊆ G.
Consequently, π−1 ◦ τ ∈ Comp(n) G, which implies that Comp(n) G is
a subgroup of Sn.
Remark 4.2.2. There is no counterpart of Proposition 4.2.1 for the
lower adjoint Min(ℓ), because the set Min(ℓ) H is not necessarily a
group even if H is a subgroup of Sn. The group H = ⟨(1 4)⟩ =
{1234, 4231} ≤ S4 serves as a counterexample. It is easy to verify that
Min(3) H = {123, 231, 312, 321}, which is not a subgroup of S3.
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In view of Proposition 4.2.1 and Remark 4.2.2, it would make sense
to modify the monotone Galois connection Min–Comp into one be-
tween the subgroup lattices Sub(Sℓ) and Sub(Sn). To this end, define,
for arbitrary subgroups G ≤ Sℓ and H ≤ Sn,
gComp(n) G := ⟨Comp(n) G⟩ = Comp(n) G,
gMin(ℓ) H := ⟨Min(ℓ) H⟩.
Let us verify that (gMin(ℓ), gComp(n)) is indeed a monotone Galois
connection.
Lemma 4.2.3. For all subgroups G ≤ Sℓ and H ≤ Sn, it holds that
gMin(ℓ) H ⊆ G if and only if H ⊆ gComp(n) G.
Proof. Assume first that gMin(ℓ) H ⊆ G. Then Min(ℓ) H ⊆ G, which
implies H ⊆ Comp(n) G by the defining property (4.2.1) of monotone
Galois connection. Since Comp(n) G = gComp(n) G by Lemma 4.2.1,
we have H ⊆ gComp(n) G. For the converse implication, assume
that H ⊆ gComp(n) G. Since gComp(n) G = Comp(n) G, this means
Min(ℓ) H ⊆ G. Hence gMin(ℓ) H = ⟨Min(ℓ) H⟩ ⊆ ⟨G⟩ = G.
The adjoints Min(ℓ) and Comp(n), as well as gMin(ℓ) and gComp(n)
have a “transitive” property that allows of going up or down the
levels of P one by one.
Proposition 4.2.4. Assume ℓ ≤ m ≤ n. For all S ⊆ Sℓ and all T ⊆ Sn,
we have
Comp(n) Comp(m) S = Comp(n) S, (4.2.2)
Min(ℓ) Min(m) T = Min(ℓ) T. (4.2.3)
For all G ≤ Sℓ and all H ≤ Sn, we have
gComp(n) gComp(m) G = gComp(n) G, (4.2.4)
gMin(ℓ) gMin(m) H = gMin(ℓ) H. (4.2.5)
Proof. We prove equality (4.2.3) first. Let π ∈ Min(ℓ) Min(m) T. Then
π = τΦ for some τ ∈ Min(m) T and Φ ∈ Partℓ(m). Similarly, τ = σΠ
for some σ ∈ T and Π ∈ Partm(n). Lemma 1.7.8 yields π = (σΠ)Φ =
σΠΦ , where ΠΦ ∈ Partℓ(n) is as defined in Lemma 1.7.6, that is, π ∈
Min(ℓ) σ ⊆ Min(ℓ) T. Thus Min(ℓ) Min(m) S ⊆ Min(ℓ) T.
Let now π ∈ Min(ℓ) T. Then π = σΓ for some σ ∈ T and Γ ∈
Partℓ(n). Let Π ∈ Partm(n) be a refinement of Γ. By Lemma 1.7.6,
δΠ(Γ) ∈ Partℓ(m) and Γ = ΠδΠ(Γ). Lemma 1.7.8 yields σΓ = σΠδΠ(Γ) =
(σΠ)δΠ(Γ). Then σΠ ∈ Min
(m) σ; hence (σΠ)δΠ(Γ) ∈ Min
(ℓ) Min(m) σ ⊆
Min(ℓ) Min(m) T. Thus Min(ℓ) T ⊆ Min(ℓ) Min(m) T. We have shown
that (4.2.3) holds.
We now prove (4.2.2). By the definition of Comp, the condition
σ ∈ Comp(n) Comp(m) S is equivalent to Min(m) σ ⊆ Comp(m) S. This
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in turn is equivalent to Min(ℓ) Min(m) σ ⊆ S. Since Min(ℓ) Min(m) σ =
Min(ℓ) σ by (4.2.3), we can rewrite the last condition as Min(ℓ) σ ⊆ S,
which is equivalent to σ ∈ Comp(n) S. Thus Comp(n) Comp(m) S =
Comp(n) S.
Equality (4.2.4) follows from Proposition 4.2.1 and equality (4.2.2):
gComp(n) gComp(m) G = ⟨Comp(n)⟨Comp(m) G⟩⟩
= Comp(n) Comp(m) G = Comp(n) G = ⟨Comp(n) G⟩
= gComp(n) G.
As for (4.2.5), the inclusion gMin(ℓ) H ⊆ gMin(ℓ) gMin(m) H can be
proved by making use of the monotonicity of Min(ℓ) and equality
(4.2.3) as follows:
gMin(ℓ) H = ⟨Min(ℓ) H⟩ = ⟨Min(ℓ) Min(m) H⟩
⊆ ⟨Min(ℓ)⟨Min(m) H⟩⟩ = gMin(ℓ) gMin(m) H.
For the converse inclusion, let σ ∈ gMin(ℓ) gMin(m) H. Then there
exist permutations σ1, σ2, . . . , σp ∈ Min(ℓ) gMin(m) H such that σ =
σ1 ◦ σ2 ◦ · · · ◦ σp. This in turn means that, for each i ∈ [p], there exists
τi ∈ gMin(m) H such that σi ≤ τi. Consequently, for each i ∈ [p],
there exist τi1, τi2, . . . , τiji ∈ Min(m) H such that τi = τi1 ◦ τi2 ◦ · · · ◦ τiji .
Now, by applying Lemma 4.1.8(ii) and the monotonicity of Min(ℓ), we
obtain, for every i ∈ [p], that
σi ∈ Min(ℓ) τi = Min(ℓ) τi1τi2 · · · τiji
⊆ (Min(ℓ) τi1)(Min(ℓ) τi2) · · · (Min(ℓ) τiji)
⊆ (Min(ℓ) Min(m) H)(Min(ℓ) Min(m) H) · · · (Min(ℓ) Min(m) H)
= (Min(ℓ) H)(Min(ℓ) H) · · · (Min(ℓ) H)
⊆ ⟨Min(ℓ) H⟩ = gMin(ℓ) H.
Since gMin(ℓ) H is a group, we have σ = σ1 ◦ · · · ◦ σp ∈ gMin(ℓ) H.
According to Proposition 4.2.4, it would be sufficient to describe
Min(m−1) S and Comp(m+1) S for arbitrary m and S ⊆ Sm. Recursive
application of such relations between consecutive levels of P would
yield descriptions of Min(ℓ) S and Comp(n) S for arbitrary ℓ, m, n with
ℓ ≤ m ≤ n and S ⊆ Sm.
4.3 compressions and expansions of interval
partitions
We are going to define two simple transformations of interval par-
titions: compression and expansion. These transformations change
the size of the underlying set of an interval partition while retaining
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some essential information about its block structure. We will state
and prove several lemmas that will be used later in the analysis of
minors of permutations.
Definition 4.3.1. The distance between nonempty subsets B and C of
N, denoted d(B, C) is the quantity min{|b − c| : b ∈ B, c ∈ C}. Note
that d(B, C) = 0 if and only if B ∩ C ̸= ∅. If d(B, C) = 1, then we say
that B and C are adjacent.
Definition 4.3.2. Let Π ∈ IntPart(n) be an interval partition of [n]. For
n ≥ 2, the compression of Π is the partition Π↓ ∈ Part(n − 1) defined
as Π↓ := ⟨CΠ⟩part where
CΠ := {B ∩ [n − 1] : B ∈ Π} ∪ {B − 1 : B ∈ Π, B ∩ {1, 2} = ∅}.
(4.3.1)
The expansion of Π is the partition Π↑ ∈ Part(n + 1) defined as fol-
lows:
1↑ := 12, 1|2↑ := 1|23, 12↑ := 123,
and for n ≥ 3, Π↑ := ⟨EΠ⟩part, where
EΠ := {2/Π, (n/Π) + 1} ∪ {B \ {min B} : B ∈ Π}. (4.3.2)
Note that since the elements of CΠ and EΠ are intervals, Π↓ and Π↑
are interval partitions by Fact 1.4.3.
For iterated compressions and expansions, we write, for ℓ ≥ 1,
Π↓
1
:= Π↓, Π↑
1
:= Π↑,
Π↓
ℓ+1
:= (Π↓
ℓ
)↓, Π↑
ℓ+1
:= (Π↑
ℓ
)↑,
whenever the right sides of the above expressions are defined.
Informally speaking, compression merges each nontrivial block of
Π with the block that is adjacent to it to the left. Exceptionally, the
block 2/Π is not merged with 1/Π. Furthermore, after merging
blocks, we must remove the element n from the block that contains
it in order to obtain a partition of the set [n − 1]. In expansion, non-
trivial blocks get split into two blocks, one containing only the least
element and the other containing all the remaining elements. Excep-
tionally, the block 1/Π is not split into two. Furthermore, we must
adjoin the element n + 1 to the block (n/Π) \ {min(n/Π)} in order
to obtain a partition of the set [n + 1].
Example 4.3.3. In Table 8 we present two interval partitions of the set
{1, . . . , 12} and a few iterated expansions and compressions thereof.
Lemma 4.3.4. Let Π be an interval partition of [n], and assume that Π =
{B1, . . . , Br} with B1 <Π B2 <Π · · · <Π Br. Then the following statements
hold.
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Π↑
3
= 1 2 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 14 15
Π↑
2
= 1 2 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 13 14
Π↑ = 1 2 3 | 4 | 5 | 6 | 7 | 8 9 | 10 | 11 12 13
Π = 1 2 3 | 4 5 | 6 | 7 8 9 | 10 11 12
Π↓ = 1 2 3 4 5 | 6 7 8 9 10 11
Π↓
2
= 1 2 3 4 5 6 7 8 9 10
Π↓
3
= 1 2 3 4 5 6 7 8 9
Π↑
3
= 1 | 2 3 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15
Π↑
2
= 1 | 2 3 4 | 5 | 6 | 7 | 8 | 9 | 10 11 | 12 | 13 | 14
Π↑ = 1 | 2 3 4 | 5 | 6 | 7 | 8 | 9 10 11 | 12 | 13
Π = 1 | 2 3 4 | 5 | 6 | 7 | 8 9 10 11 | 12
Π↓ = 1 | 2 3 4 | 5 | 6 | 7 8 9 10 11
Π↓
2
= 1 | 2 3 4 | 5 | 6 7 8 9 10
Π↓
3
= 1 | 2 3 4 | 5 6 7 8 9
Table 8: Compressions and expansions of interval partitions
(i) A set C ⊆ [n + 1] with |C| ≥ 2 is a block of Π↑ if and only if one of
the following conditions is satisfied:
(a) C = B \ {min B} for some B ∈ Π satisfying |B| ≥ 3 and
{2, n} ∩ B = ∅.
(b) C = 2/Π, |2/Π| > 1 and n /∈ 2/Π.
(c) C = (n/Π) + 1, |n/Π| > 1 and 2 /∈ n/Π.
(d) C = [n + 1] and [n] ∈ Π.
(e) C = [2, n + 1] and [2, n] ∈ Π.
(ii) There are no adjacent nontrivial blocks in Π↑.
(iii) If a nontrivial block of Π↑ contains n, then it also contains n + 1.
(iv) If a nontrivial block of Π↑ contains 3, then it also contains 2.
(v) A set C ⊆ [n − 1] with |C| ≥ 2 is a block of Π↓ if and only if one of
the following conditions is satisfied:
(a) n ≥ 3, C = Br ∩ [n − 1] and Br = [1, n].
(b) n ≥ 4, C = Br ∩ [n − 1] and Br = [2, n].
(c) C =
⋃q
i=p(Bi ∪ (Bi+1 − 1)) for some p, q ∈ [r − 1] with p ≤ q
and r > 1 such that
• Bp = 2/Π or |Bp| = 1 and Bp ̸= {1}.
• |Bi| > 1 for all i ∈ [p + 1, q], and
• if |Bq+1| > 1 then Bq+1 = n/Π.
(vi) Assume that Π has no adjacent nontrivial blocks. Then a set C ⊆
[n − 1] with |C| ≥ 2 is a block of Π↓ if and only if one of the following
conditions is satisfied:
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(a) C = (2/Π) ∩ [n − 1] and |2/Π| > 1.
(b) C = (B ∩ [n − 1]) ∪ (B − 1) for some nontrivial block B ∈ Π
with 2 /∈ B.
Proof. Straightforward verification.
Lemma 4.3.5. Let Π and Γ be interval partitions of [n]. If Π is a refinement
of Γ, then Π↓ is a refinement of Γ↓.
Proof. We are going to show that every set in CΠ, as defined in (4.3.1),
is a subset of some set in CΓ. Lemma 1.4.5 then implies that Π↓ =
⟨CΠ⟩part ⊑ ⟨CΓ⟩part = Γ↓.
Let S ∈ CΠ. Then there exists a block B ∈ Π such that S = B ∩
[n − 1] or S = B − 1 and B ∩ {1, 2} = ∅. Since Π ⊑ Γ, there exists a
block C ∈ Γ such that B ⊆ C. Then B ∩ [n − 1] ⊆ C ∩ [n − 1] ∈ CΓ and
B − 1 ⊆ C − 1. If C ∩ {1, 2} = ∅, then C − 1 ∈ CΓ. If C ∩ {1, 2} ̸= ∅
and B ∩ {1, 2} = ∅, then, since the blocks of Π and Γ are intervals,
B − 1 ⊆ C ∩ [n − 1] ∈ CΓ.
Lemma 4.3.6. Let Π and Γ be interval partitions of [n]. If Π is a refinement
of Γ, then Π↑ is a refinement of Γ↑.
Proof. We are going to show that every set in EΠ, as defined in (4.3.2),
is a subset of some set in EΓ. Lemma 1.4.5 then implies that Π↑ =
⟨EΠ⟩part ⊑ ⟨EΓ⟩part = Γ↑.
Let S ∈ EΠ. The claim clearly holds for S ∈ {2/Π, (n/Π) + 1},
because 2/Π ⊆ 2/Γ ∈ EΓ and (n/Π) + 1 ⊆ (n/Γ) + 1 ∈ EΓ. If
S = B \ {min B} for some B ∈ Π, then there is C ∈ Γ such that B ⊆ C,
and we have B \ {min B} ⊆ C \ {min C} ∈ EΓ.
Lemma 4.3.7. Let n ≥ 2, and let Π be an interval partition of [n]. Then
the following statements hold.
(i) Π is a refinement of Π↓↑.
(ii) Assume that Π is not a trivial partition, Π has no adjacent nontrivial
blocks, for every nontrivial block B ∈ Π we have B ⊆ [n − 2] or
n ∈ B, and if 3/Π is nontrivial then 2 ∈ 3/Π. Then Π = Π↓↑.
Proof. Statements (i) and (ii) are easily verified when 2 ≤ n ≤ 3. If
n = 2, then Π = 1|2 or Π = 12, and in either case, Π↓ = 1 and
Π↓↑ = 12. Consider then the case when n = 3. If Π = 1|2|3 or
Π = 1|23, then Π↓ = 1|2 and Π↓↑ = 1|23. If Π = 12|3 or Π = 123,
then Π↓ = 12 and Π↓↑ = 123. For the remainder of the proof, assume
that n ≥ 4.
(i) Let B be a Π-block. We need to show that B is included in some
block of Π↓↑. This is obviously the case when |B| = 1, so we may
assume that B is nontrivial. We will consider different possibilities
according to whether or not 2 and n are elements of B.
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Assume first that 2 ∈ B and n ∈ B. Then B ∩ [n − 1] ∈ CΠ, so
there is C ∈ Π↓ such that B ∩ [n − 1] ⊆ C. Since B is an interval, the
elements 2 and n− 1 are contained in B and hence in C. Consequently,
EΠ↓ contains sets 2/Π↓ = C and ((n − 1)/Π↓) + 1 = C + 1. Since n ≥
4, we have |C| ≥ 2, so C ∩ (C + 1) ̸= ∅. Therefore there is D ∈ Π↓↑
such that C ∪ (C + 1) ⊆ D, and we have B = (B ∩ [n − 1]) ∪ {n} ⊆
C ∪ (C + 1) ⊆ D ∈ Π↓↑.
Assume then that 2 ∈ B and n /∈ B. Then B = B ∩ [n − 1] ∈ CΠ, so
there is C ∈ Π↓ such that B ⊆ C. Hence C = 2/Π↓ ∈ EΠ↓ . Therefore
there is D ∈ Π↓↑ such that C ⊆ D, and we have B ⊆ C ⊆ D ∈ Π↓↑.
Assume then that 2 /∈ B and n ∈ B. Then B − 1 ∈ CΠ, so there
is C ∈ Π↓ such that B − 1 ⊆ C. Since n − 1 ∈ B − 1 ⊆ C, we have
C + 1 = ((n − 1)/Π↓) + 1 ∈ EΠ↓ . Therefore there is D ∈ Π↓↑ such
that C + 1 ⊆ D, and we have B ⊆ C + 1 ⊆ D ∈ Π↓↑.
Assume finally that 2 /∈ B and n /∈ B. Then B ∩ [n − 1] = B and
B− 1 are elements of CΠ, so there is C ∈ Π↓ such that B∪ (B− 1) ⊆ C.
Then EΠ↓ contains C \ {min C}. Therefore there is D ∈ Π↓↑ such that
C \ {min C} ⊆ D. Since min C < min B, we have B ⊆ C \ {min C} ⊆
D ∈ Π↓↑.
(ii) We have Π ⊑ Π↓↑ by part (i), so it suffices to show Π↓↑ ⊑ Π.
Let D ∈ Π↓↑. We need to show that D is included in some block of Π.
This is obviously the case when |D| = 1, so we may assume that D is
nontrivial.
Since Π↓↑ is an interval partition, it follows from Lemma 4.3.4(iii)
that either D ⊆ [n − 2] or n ∈ D. Consider first the case when D ⊆
[n − 2]. Then Lemma 4.3.4(i) gives rise to two subcases.
Case 1: D = 2/Π↓ and n − 1 /∈ 2/Π↓. By Lemma 4.3.4(vi), either
2/Π↓ = (2/Π) ∩ [n − 1] = 2/Π or 2/Π↓ = (B ∩ [n − 1]) ∪ (B − 1) for
some nontrivial block B ∈ Π with 2 /∈ B. The latter is not possible,
because 2 /∈ B implies 3 /∈ B by our hypotheses, and hence 2 /∈
(B ∩ [n − 1]) ∪ (B − 1) yet 2 ∈ 2/Π↓. Consequently, D = 2/Π↓ =
2/Π ∈ Π.
Case 2: D = C \ {min C} for some C ∈ Π↓ with {2, n − 1} ∩ C =
∅. By Lemma 4.3.4(vi), either C = (B ∩ [n − 1]) ∪ (B − 1) for some
nontrivial block B ∈ Π or C = (2/Π) ∩ [n − 1] = 2/Π. The latter
is clearly not possible because 2 /∈ C. Since n − 1 /∈ C, we also have
n− 1 /∈ B, so (B∩ [n − 1])∪ (B− 1) = B∪ {min B− 1}. Consequently,
D = C \ {min C} = (B ∪ {min B − 1}) \ {min B − 1} = B ∈ Π.
Consider then the case when n ∈ D. Lemma 4.3.4(i) gives rise to
two subcases.
Case 1: D = ((n − 1)/Π↓) + 1 and 2 /∈ (n − 1)/Π↓. According
to Lemma 4.3.4(vi) we have (n − 1)/Π↓ = (B ∩ [n − 1]) ∪ (B − 1) for
some nontrivial block B ∈ Π. Then B * [n − 2] because n − 1 ∈ B, so
our hypotheses imply that n ∈ B. Consequently,
D = ((n − 1)/Π↓) + 1 = ((B ∩ [n − 1]) ∪ (B − 1)) + 1
= (B − 1) + 1 = B ∈ Π.
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Case 2: D = {1, . . . , n} or D = {2, . . . , n}. Then we must have C :=
D∩ [n − 1] ∈ Π↓. Lemma 4.3.4(vi) implies that C = (2/Π)∩ [n − 1]; C
cannot be of the form (B∩ [n − 1])∪ (B− 1) for some nontrivial B ∈ Π
with 2 /∈ Π, because our hypotheses would force 3 /∈ B, whence
2 /∈ (B ∩ [n − 1]) ∪ (B − 1). Since n − 1 ∈ C ⊆ 2/Π, we have 2/Π *
[n − 2], so our hypotheses imply that n ∈ 2/Π. Consequently, D =
2/Π ∈ Π.
Lemma 4.3.8. Let Π be an interval partition of [n]. Then the following
statements hold.
(i) Every nontrivial block of Π↑↓ is a block of Π. Consequently, Π↑↓ is a
refinement of Π.
(ii) If every two-element Π-block has a nonempty intersection with {2, n},
then Π↑↓ = Π.
Proof. (i) Let D be a nontrivial block of Π↑↓. By Lemma 4.3.4(ii), Π↑
has no adjacent nontrivial blocks. Therefore Lemma 4.3.4(vi) implies
that D = (2/Π↑) ∩ [n] or D = (C ∩ [n]) ∪ (C − 1) for some nontrivial
block C ∈ Π↑ with 2 /∈ C.
Consider first the case when D = (2/Π↑) ∩ [n]. Lemma 4.3.4(i)
gives rise to three subcases.
Case 1: 2/Π↑ = 2/Π and n /∈ 2/Π. Then D = (2/Π↑) ∩ [n] =
2/Π ∈ Π.
Case 2: 2/Π↑ = [n + 1] and [n] ∈ Π. Then D = [n] ∈ Π.
Case 3: 2/Π↑ = [2, n + 1] and [2, n] ∈ Π. Then D = [2, n] ∈ Π.
Consider then the case when D = (C ∩ [n]) ∪ (C − 1) for some
nontrivial block C ∈ Π↑ with 2 /∈ C. Lemma 4.3.4(i) gives rise to two
subcases.
Case 1: C = B \ {min B} for some B ∈ Π with {2, n} ∩ B = ∅. Then
D = (B \ {min B}) ∪ {min B} = B ∈ Π.
Case 2: C = (n/Π) + 1 and 2 /∈ n/Π. Then
D = (((n/Π) + 1) ∩ [n]) ∪ (((n/Π) + 1)− 1) = n/Π ∈ Π.
We conclude that every nontrivial block of Π↑↓ is a block of Π.
Consequently, every block of Π↑↓ is included in a block of Π, that is,
Π↑↓ ⊑ Π.
(ii) Under the assumption about the two-element blocks of Π, Lem-
ma 4.3.4(i) provides a one-to-one correspondence between the non-
trivial blocks of Π and those of Π↑. By Lemma 4.3.4(ii), Π↑ has no
adjacent nontrivial blocks, so Lemma 4.3.4(vi) provides a one-to-one
correspondence between the nontrivial blocks of Π↑ and those of Π↑↓.
It follows from part (i) that Π↑↓ and Π have the same nontrivial blocks;
hence Π↑↓ = Π.
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Definition 4.3.9. Let Π be an interval partition of [n]. If Π has at least
two nontrivial blocks, then the minimum distance between nontrivial Π-
blocks, denoted µ(Π), is
min{d(B, C) : B, C ∈ Π, B ̸= C, |B| ≥ 2, |C| ≥ 2};
otherwise µ(Π) := ∞.
Lemma 4.3.10. Let Π be an interval partition of [n]. Then the following
statements hold.
(i) µ(Π↑) ≥ µ(Π) + 1.
(ii) If µ(Π) ≥ 2, then µ(Π↓) = µ(Π)− 1.
Proof. (i) Assume that B and C are nontrivial blocks of Π↑ such that
B <Π C. Then there exist Π-blocks B′ and C′ such that B = B′ or
B = B′ \ {min B′} and C = C′ \ {min C′} or C = C′+ 1. Then max B =
max B′ and min C = min C′ + 1. Therefore, d(B, C) = d(B′, C′) + 1.
Consequently, the inequality µ(Π↑) ≥ µ(Π) + 1 holds.2
(ii) Since Π has no adjacent nontrivial blocks, Lemma 4.3.4(vi) pro-
vides a one-to-one correspondence between the nontrivial blocks of
Π and those of Π↓. Assume that B and C are nontrivial blocks of
Π↓ such that B <Π C. Then there exist nontrivial blocks B′, C′ ∈ Π
such that B = B′ or B = B′ ∪ (B′ − 1), and C = C′ ∪ (C′ − 1) or
C = C′ − 1. Then max B′ = max B and min C′ = min C − 1, so
d(B, C) = d(B′, C′)− 1. Consequently, µ(Π↓) = µ(Π)− 1.
Lemma 4.3.11. Let k, ℓ ∈ N+. Let Π be an interval partition of [k + ℓ].
Then Π = Γ↑
ℓ
for some interval partition Γ of [k] if and only if
• µ(Π) ≥ ℓ+ 1,
• for every nontrivial B ∈ Π, either B ⊆ [k − 1] or k + ℓ ∈ B, and
• for every nontrivial B ∈ Π, either min B ≥ ℓ+ 3 or 2 ∈ B.
Proof. For necessity, assume that Π = Γ↑
ℓ
for some Γ ∈ IntPart(k). It
follows from Lemma 4.3.10 that µ(Π) = µ(Γ↑
ℓ
) ≥ µ(Γ) + ℓ ≥ ℓ+ 1.
An easy inductive proof based on Lemma 4.3.4(i) shows that if B is a
nontrivial block of Γ↑
ℓ
then either B ⊆ [k − 1] or k + ℓ ∈ B and either
min B ≥ ℓ+ 3 or 2 ∈ B.
For sufficiency, we claim that if Π ∈ IntPart(k + ℓ) satisfies the
conditions of the lemma, then Π = Π↓
ℓ↑ℓ . Thus the theorem holds
if we choose Γ := Π↓
ℓ
. We prove the claim by induction on ℓ. If
ℓ = 1, then the conditions of Lemma 4.3.7(ii) are satisfied with n =
k + 1, so we have Π = Π↓↑. Assume then that the claim holds for
2 Note that the inequality may hold as a strict inequality, because it is possible that
there exists a nontrivial block D′ ∈ Π such that B′ < D′ < C′ but there is no
nontrivial block D ∈ Π↑ such that B < D < C. This happens when |D′| = 2; in this
case the block D′ is split into singletons when we expand Π.
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ℓ = m (m ≥ 1). Let Π be an interval partition of [k + m + 1] such that
µ(Π) ≥ m + 2 and every nontrivial B ∈ Π satisfies either B ⊆ [k − 1]
or k+m+ 1 ∈ B, and either min B ≥ m+ 4 or 2 ∈ B. The conditions of
Lemma 4.3.7(ii) are satisfied with n = k + m + 1, so we have Π = Π↓↑.
By Lemma 4.3.10, µ(Π↓) = µ(Π)− 1 ≥ m + 1. It is clear that every
nontrivial B ∈ Π↓ satisfies either B ⊆ [k − 1] or k + m ∈ B, and either
min B ≥ m + 3 or 2 ∈ B. By the inductive hypothesis, Π↓ = (Π↓)↓m↑m .
Thus, Π = Π↓↑ = ((Π↓)↓
m↑m)↑ = Π↓
m+1↑m+1 .
4.4 on groups generated by minors and their
differences
We develop some results concerning the groups generated by the set
of ℓ-minors of an n-permutation τ and by the set of differences of
ℓ-minors of τ. Due to the transitive property of the operator gMin(ℓ)
(see Proposition 4.2.4), the special case ℓ = n − 1 is of particular im-
portance.
4.4.1 Special permutations θn and λℓk
In what follows, the permutations θn and λℓk defined below play a
very special role.
Definition 4.4.1. For n ≥ 2, the permutation θn ∈ Sn is the following
product of ⌊n/2⌋ disjoint adjacent transpositions:
θn :=
{
(1 2)(3 4) · · · (n − 1 n), if n is even,
(2 3)(4 5) · · · (n − 1 n), if n is odd.
If 1 ≤ ℓ ≤ k and ℓ ≡ k (mod 2), then the permutation λℓk ∈ Sk is
defined as follows:
λℓk :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1 2)(3 4) · · · (ℓ− 2 ℓ− 1)(ℓ+ 1 ℓ+ 2) · · · (k − 1 k),
if k is odd,
(2 3)(4 5) · · · (ℓ− 2 ℓ− 1)(ℓ+ 1 ℓ+ 2) · · · (k − 1 k),
if k is even.
Remark 4.4.2. Note that θn is an even permutation if and only if n ≡
0, 1 (mod 4). Note also that λℓn−1 has parity opposite to that of θn.
Fact 4.4.3. Let I = {i, j} ∈ ([n]2 ) with i < j. Then (θn)I = λ
ℓ
n−1, where
ℓ is the unique element of {j − 1, j} that is congruent to n − 1 modulo
2.
4.4.2 Invariant interval partitions
Recall the notions of invariant relation and polymorphism from Sec-
tion 2.7. Since a partition of [n] is a collection of subsets of [n] and
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subsets of [n] are unary relations on [n], it makes perfect sense to
speak of polymorphisms of a partition. A unary polymorphism is
usually called an endomorphism, and a bijective endomorphism is an
automorphism. In particular, a permutation σ ∈ Sn preserves a subset
S ⊆ [n] if and only if σ(i) ∈ S for all i ∈ S, and σ is an automorphism
of a partition Π ∈ Part(n) if and only if σ preserves every block of Π.
We denote the set of all automorphisms of a relation ρ by Aut ρ.
Remark 4.4.4. Note that the automorphisms of a partition Π and the
automorphisms of its associated equivalence relation ≡Π are not in
general the same. Namely, a permutation σ ∈ Sn preserves Π ∈
Part(n) if and only if σ(B) = B for every B ∈ Π, and σ preserves
≡Π if and only if σ(B) ∈ Π for every B ∈ Π. It thus holds that
Aut Π ⊆ Aut≡Π, and the inclusion holds as an equality if and only if
the blocks of Π are of pairwise distinct sizes.
The finest invariant interval partition of a permutation σ ∈ Sn, de-
noted fiip(σ), is the finest interval partition of [n] that is preserved by
σ. (The fact that fiip(σ) is uniquely defined is an easy consequence of
the fact that IntPart(n) is a closure system.)
Example 4.4.5. The finest invariant interval partitions of some permu-
tations of the set {1, . . . , 7} are shown below.
σ fiip(σ)
1234567 1|2|3|4|5|6|7
1235647 1|2|3|456|7
1325476 1|23|45|67
2134765 12|3|4|567
4317625 1234567
7234561 1234567
Fact 4.4.6. Let σ ∈ Sn.
(i) All blocks of fiip(σ) have cardinality 2 if and only if n is even
and σ = θn.
(ii) The singleton {1} is a block of fiip(σ) and all remaining blocks
of fiip(σ) have cardinality 2 if and only if n is odd and σ = θn.
4.4.3 Group generated by the minors of a permutation
Lemma 4.4.7. Let σ ∈ Sn, and let Π := fiip(σ). Then σI preserves Π↓
for every I ∈ ([n]2 ). In other words, Min
(n−1) σ ⊆ SΠ↓ . Consequently,
⟨Min(n−1) σ⟩ ⊆ SΠ↓ .
Proof. Let Π = {B1, . . . , Br} with Bp <Π Bq whenever p < q. Assume
that I = {i, j}, with i < j, and assume that i ∈ Bα and j ∈ Bβ. It
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is clear that α ≤ β. It is easy to see that fiip(σI) comprises the fol-
lowing blocks: Bℓ for every ℓ < β, Bℓ − 1 for every ℓ > β, and some
blocks obtained by partitioning Bβ \ {max Bβ} (provided this set is
nonempty). The partition Π↓ is a coarsening of fiip(σI), and hence σI
preserves Π↓. It thus follows from the definition of Min(n−1) σ that
Min(n−1) σ ⊆ SΠ↓ . The last claim follows from the fact that SΠ↓ is a
permutation group.
Lemma 4.4.8. Let Π be an interval partition of [n]. For every σ ∈ SΠ and
for every I ∈ ([n]2 ), it holds that σI ∈ SΠ↓ , and hence Min
(n−1) SΠ ⊆ SΠ↓ .
Proof. Let Γ := fiip(σ). Since σ ◃ Π, we have, by the definition of the
finest invariant interval partition, that Γ ⊑ Π. For every I ∈ ([n]2 ),
σI ◃ Γ↓ by Lemma 4.4.7, and since Γ↓ ⊑ Π↓ by Lemma 4.3.5, it holds
that σI ◃ Π↓, i.e., σI ∈ SΠ↓ . Thus Min(n−1) SΠ ⊆ SΠ↓ .
Lemma 4.4.9. Let Π be an interval partition of [n]. Then Comp(n+1) SΠ =
SΠ↑ .
Proof. The claim clearly holds if Π = {[n]} and hence Π↑ = {[n + 1]},
or if Π = {{1}, [2, n]} and hence Π↑ = {{1}, [2, n + 1]} so we may
assume that 2 ̸≡Π n. Consequently 1/Π = 1/Π↑ and 2/Π = 2/Π↑.
If σ ∈ SΠ↑ , then Min(n) σ ⊆ SΠ↑↓ by Lemma 4.4.8, because Π↑ is an
interval partition. Since Π↑↓ ⊑ Π by Lemma 4.3.8, we have SΠ↑↓ ⊆ SΠ
(see Definition 1.6.1). Therefore σ ∈ Comp(n+1) SΠ. We have shown
SΠ↑ ⊆ Comp(n+1) SΠ.
In order to show that the converse inclusion Comp(n+1) SΠ ⊆ SΠ↑
holds, we prove that σ /∈ SΠ↑ implies σ /∈ Comp(n+1) SΠ. Thus, as-
sume that σ /∈ SΠ↑ . Then there is an element i ∈ [n + 1] such that
σ(i) /∈ i/Π↑; let α be the smallest i with this property. Then neces-
sarily σ(α) > α. This means that n + 1 /∈ α/Π↑, so α/Π↑ ⊆ [n − 1]
by Lemma 4.3.4(iii). We will split the analysis in three different cases,
depending on whether α is contained in the Π↑-block of 1 or 2, or in
neither.
Assume first that α ∈ 1/Π↑. Since α/Π↑ ⊆ [n − 1], there are at least
two elements in [n + 1] \ 1/Π↑. Let γ ∈ [n + 1] \ (1/Π↑ ∪ {σ(α)}).
Then for I := {σ(α), γ} we have σI(α) = min(σ(α), γ) /∈ 1/Π↑ =
1/Π = α/Π.
Assume then that α /∈ 1/Π↑ and α ∈ 2/Π↑. Then it clearly holds
that 1/Π = 1/Π↑ = {1} and σ(1) = 1. Since α/Π↑ ⊆ [n − 1], the
set [n + 1] \ ({1} ∪ 2/Π↑) contains at least two elements. Let γ ∈
[n + 1] \ ({1} ∪ 2/Π↑ ∪ {σ(α)}). Then for I := {σ(α), γ} we have
σI(α) = min(σ(α), γ) /∈ 2/Π↑ = 2/Π = α/Π.
Finally, assume that α /∈ 1/Π↑ and α /∈ 2/Π↑. Then α ≥ 3 and the
permutation σ maps each one of the blocks 1/Π↑ and 2/Π↑ onto itself.
If α − 1 ̸≡Π σ(α)− 1, then for I := {1, 2} we have σI(α − 1) = σ(α)−
1 /∈ (α − 1)/Π. Assume that α − 1 ≡Π σ(α) − 1. Since α < σ(α),
this implies that α/Π is an interval that contains α − 1 and σ(α)− 1.
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At the same time, we must have σ(α) /∈ α/Π, because otherwise
Lemma 4.3.4(i), together with the fact that α/Π↑ ⊆ [n − 1], would
yield σ(α) ∈ (α/Π) \ {min α/Π} = α/Π↑, contradicting the choice of
α. It follows that σ(α) ≤ n. Consequently, σ(α) + 1 = σ(β) for some
β > α. Then for I = {σ(α), σ(α) + 1} we have σI(α) = σ(α) /∈ α/Π.
In each case we have found a minor σI of σ such that σI /∈ SΠ.
Therefore σ /∈ Comp(n+1) SΠ.
Lemma 4.4.10. Let Π be an interval partition of [n], and let σ ∈ Sn+1.
Then Min(n) σ ⊆ SΠ if and only if σ ∈ SΠ↑ .
Proof. By definition, the condition Min(n) σ ⊆ SΠ is equivalent to σ ∈
Comp(n+1) SΠ, and we have Comp(n+1) SΠ = SΠ↑ by Lemma 4.4.9.
4.4.4 Group generated by the differences of minors of a permutation
For any set S ⊆ Sn of n-permutations, let ∆S := {π−1 ◦ τ : π, τ ∈ S}
be the set of differences (or quotients) between elements of S. We
are going to determine the permutations σ ∈ Sn for which the sets
Min(ℓ) σ and ⟨∆ Min(ℓ)⟩ have a nonempty intersection. To this end,
we first determine ⟨Min(n−1) σ⟩ and ⟨∆ Min(n−1)⟩. The general case
then follows from the “transitive property” (Proposition 4.2.4). We
start with several auxiliary lemmas.
Lemma 4.4.11. Let σ ∈ Sn and p, q, r, s ∈ [n].
(i) If p < q < r and σ(p) > σ(x) for x ∈ {q, r}, then (p q · · · r − 1) ∈
∆ Min(n−1) σ.
(ii) If p < q < r − 1 and σ(p) > σ(x) for x ∈ {q, q + 1, r}, then
S{p,q,...,r−1} ⊆ ⟨∆ Min(n−1) σ⟩.
(iii) If p < q < r and σ(q) > σ(x) for x ∈ {p, r}, then (q · · · r − 1) ∈
∆ Min(n−1) σ.
(iv) If p < q < r and σ(p) > σ(r) and σ(q) = σ(p) + 1, then
S{p,q,...,r−1} ⊆ ⟨∆ Min(n−1) σ⟩.
(v) If p < q < r and σ(p) > σ(q) and σ(r) = σ(p) + 1, then
(p q · · · r − 1) ∈ ∆ Min(n−1) σ.
(vi) If p < q < r < s and σ(p) > σ(x) for x ∈ {q, s} and σ(r) =
σ(p) + 1, then S{p,q,...,s−1} ⊆ ⟨∆ Min(n−1) σ⟩.
(vii) If p < q and σ(p) < σ(q) and σ(q + 1) = σ(q) + 2 and σ(q + 2) =
σ(q) + 1, then (q q + 1) ∈ ∆ Min(n−1) σ.
(viii) If p < q < r and σ(p) < σ(q) = σ(r)− 1, then (q · · · r − 1) ∈
∆ Min(n−1) σ.
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Proof. In this proof, we are going to designate the values of σ at cer-
tain points by the Greek letters α, β, γ. These are always chosen in
such a way that α is the largest number among α, β, γ.
For strings a, b ∈ N♯ of numbers without repetitions, we write
a ≈ b if a and b are order-isomorphic, i.e., the entries of a and b
appear in the same relative order of magnitude.
(i) Write α := σ(p), β := σ(q), γ := σ(r). Then
σ = σ1 . . . σp−1ασp+1 . . . σq−1βσq+1 . . . σr−1γσr+1 . . . σn.
Since α > β and α > γ, we have
σαβ ≈ σ1 . . . σp−1βσp+1 . . . σq−1σq+1σq+2 . . . σr−1 γ σr+1 . . . σn,
σαγ ≈ σ1 . . . σp−1γσp+1 . . . σq−1 β σq+1 . . . σr−2σr−1σr+1 . . . σn.
↑
p
↑
q
↑
r−1
Thus σ−1αγ ◦ σαβ = (p q q + 1 · · · r − 1).
(ii) It follows from part (i) that ∆ Min(n−1) σ contains the permu-
tations (p q · · · r − 1) and (p q + 1 · · · r − 1), which constitute a
generating set of S{p,q,...,r−1}.
(iii) Write β := σ(p), α := σ(q), γ := σ(r). Then
σ = σ1 . . . σp−1βσp+1 . . . σq−1ασq+1 . . . σr−1γσr+1 . . . σn.
Since α > β and α > γ, we have
σαβ ≈ σ1 . . . σp−1βσp+1 . . . σq−1σq+1σq+2 . . . σr−1 γ σr+1 . . . σn,
σαγ ≈ σ1 . . . σp−1βσp+1 . . . σq−1 γ σq+1 . . . σr−2σr−1σr+1 . . . σn.
↑
p
↑
q
↑
r−1
Thus σ−1αγ ◦ σαβ = (q q + 1 · · · r − 1).
(iv) Write α := σ(p), β := σ(r); then σ(q) = α + 1. Then
σ = σ1 . . . σp−1ασp+1 . . . σq−1(α + 1)σq+1 . . . σr−1βσr+1 . . . σn.
Since α > β we have
σα(α+1) ≈ σ1 . . . σp−1ασp+1 . . . σq−1 σq+1 σq+2 . . . σr−1 β σr+1 . . . σn,
σαβ ≈ σ1 . . . σp−1βσp+1 . . . σq−1(α + 1)σq+1 . . . σr−2σr−1σr+1 . . . σn
≈ σ1 . . . σp−1βσp+1 . . . σq−1 α σq+1 . . . σr−2σr−1σr+1 . . . σn.
↑
p
↑
q
↑
r−1
Thus σ−1αβ ◦ σα(α+1) = (p q q + 1 · · · r − 1) ∈ ∆ Min
(n−1) σ. By part (iii),
∆ Min(n−1) also contains (q · · · r − 1). These permutations constitute
a generating set of S{p,q,...,r−1}.
(v) Write α := σ(p), β := σ(q); then σ(r) = α + 1. Then
σ = σ1 . . . σp−1ασp+1 . . . σq−1βσq+1 . . . σr−1(α + 1)σr+1 . . . σn.
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Since α > β, we have
σαβ ≈ σ1 . . . σp−1βσp+1 . . . σq−1σq+1σq+2 . . . σr−1(α + 1)σr+1 . . . σn
≈ σ1 . . . σp−1βσp+1 . . . σq−1σq+1σq+2 . . . σr−1 α σr+1 . . . σn,
σα(α+1) ≈ σ1 . . . σp−1ασp+1 . . . σq−1 β σq+1 . . . σr−2 σr−1 σr+1 . . . σn.
↑
p
↑
q
↑
r−1
Thus σ−1
α(α+1) ◦ σαβ = (p q q + 1 · · · r − 1).
(vi) By part (iv), S{p,r,...,s−1} ⊆ ⟨∆ Min(n−1) σ⟩; in particular (p r) ∈
⟨∆ Min(n−1) σ⟩. By part (v), (p q · · · r − 1) ∈ ∆ Min(n−1) σ. The
claim then follows, because ⟨(p r), (p q · · · r − 1)⟩ = S{p,q,...,r}, and
S{p,r,...,s−1} and S{p,q,...,r} generate S{p,q,...,s−1}.
(vii) Write β := σ(p), α := σ(q); then we have σ(q + 1) = α + 2 and
σ(q + 2) = α + 1. Then
σ = σ1 . . . σp−1βσp+1 . . . σq−1α(α + 2)(α + 1)σq+3 . . . σn.
Since α > β, we have
σαβ ≈ σ1 . . . σp−1βσp+1 . . . σq−1(α + 2)(α + 1)σq+3 . . . σn
≈ σ1 . . . σp−1βσp+1 . . . σq−1(α + 2) α σq+3 . . . σn,
σβ(α+1) ≈ σ1 . . . σp−1βσp+1 . . . σq−1 α (α + 2)σq+3 . . . σn.
↑
p
↑
q
↑
q+1
Thus σ−1
β(α+1) ◦ σαβ = (q q + 1).
(viii) Write β := σ(p), α := σ(q); then σ(r) = α + 1. Then
σ = σ1 . . . σp−1βσp+1 . . . σq−1ασq+1 . . . σr−1(α + 1)σr+1 . . . σn,
and we have
σαβ ≈ σ1 . . . σq−1σq+1σq+2 . . . σr−1(α + 1)σr+1 . . . σn
≈ σ1 . . . σq−1σq+1σq+2 . . . σr−1 α σr+1 . . . σn,
σα(α+1) ≈ σ1 . . . σq−1 α σq+1 . . . σr−2 σr−1 σr+1 . . . σn.
↑
q
↑
r−1
Thus σ−1
α(α+1) ◦ σαβ = (q · · · r − 1).
Let σ ∈ Sn. If σ(i) > σ(j) for all j ∈ [i − 1], then we say that σ(i) is
a left-to-right maximum and i is its position.
Lemma 4.4.12. Let σ ∈ Sn. Then for every B ∈ fiip(σ), we have
SB\{max B} ⊆ ⟨∆ Min(n−1) σ⟩.
Proof. Let B ∈ fiip(σ), say B = [a, b]. The claim is trivial if |B| ≤ 2, so
we assume that |B| ≥ 3.
Let m1, . . . , ms be the positions of the left-to-right maxima in B, with
m1 < m2 < · · · < ms. (Hence σ(m1) < σ(m2) < · · · < σ(ms).) Let us
make three observations.
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Observation 1: For every i ∈ [n], σ(mi) > mi. (For, otherwise
a ≤ σ(j) ≤ σ(mi) ≤ mi for all j ∈ [a, mi], from which it follows that
σ(mi) = mi and σ ◃ [a, mi − 1] and hence also σ ◃ [mi + 1, b]. Therefore
σ preserves the partition obtained from fiip(σ) by splitting B into
intervals [a, mi − 1], {mi}, [mi + 1, b], contradicting the fact that fiip(σ)
is the finest interval partition preserved by σ.)
Observation 2: For i ∈ [s − 1], we have σ(mi) > σ(j) for all j ∈
[mi + 1, mi+1 − 1]. (This is clear from the definition of a left-to-right
maximum and from the fact that there is no left-to-right maximum at
a position between mi and mi+1.)
Observation 3: For i ∈ [s − 1], there exists j ∈ [mi+1 + 1, b] such
that σ(mi) > σ(j). (For, suppose to the contrary that this is not
the case. Then σ maps the interval [mi+1, b] into [σ(mi) + 1, b]. If
there exists γ ∈ [σ(mi) + 1, b] \ σ([mi+1, b]), then σ(x) = γ for some
x ∈ [a, mi+1 − 1]. By Observation 2, we must have σ(mi) ≥ γ. This
contradicts the fact that γ ≥ σ(mi) + 1.)
We are going to prove that S[mi ,b−1] ⊆ ⟨∆ Min
(n−1) σ⟩ for every i ∈
Ss. Our lemma will then follow immediately from this, because m1 =
a.
We prove the claim by reverse induction, starting at i = s. By
Observation 1, we have b = σ(ms) > ms. If ms = b − 1, then S[ms,b−1]
is the trivial group, so the claim obviously holds. If ms ≤ b − 2,
then σ(x) < b for all x ∈ [ms, b], so Lemma 4.4.11(i) implies that
(ms ms + 1), (ms ms + 1 · · · b − 1) ∈ ∆ Min(n−1) σ. Thus ∆ Min(n−1) σ
includes a generating set of S[ms,b−1], so the claim holds for i = s.
Assume then that S[mi+1,b−1] ⊆ ⟨∆ Min
(n−1) σ⟩ for some i < s. If
mi < mi+1 − 1, then σ(mi) > σ(ℓ) for all ℓ ∈ [mi + 1, mi+1 − 1] by
Observation 2 and there is j ∈ [mi+1 + 1, b] such that σ(mi) > σ(j)
by Observation 3. Then (mi mi + 1 · · · j − 1) ∈ ∆ Min(n−1) σ by
Lemma 4.4.11(i). If mi = mi+1 − 1, then there is j ∈ [mi+1 + 1, b] such
that σ(mi) > σ(j) by Observation 3. Furthermore, there is ℓ ∈ [mi+1, b]
such that σ(ℓ) = σ(mi) + 1. Then, depending on whether ℓ < j
or j < ℓ, either S{mi ,ℓ,...,j−1} ⊆ ⟨∆ Min
(n−1) σ⟩ or (mi j · · · ℓ − 1) ∈
∆ Min(n−1) σ holds by parts (iv) and (v) of Lemma 4.4.11. In all cases,
⟨∆ Min(n−1) σ⟩ includes a generating set of S[mi ,b−1]. This concludes
the inductive proof.
Lemma 4.4.13. Let σ ∈ Sn, let Π := fiip(σ) and assume that Π =
{B1, . . . , Bt} with B1 <Π B2 <Π · · · <Π Bt. For i ∈ [t − 1], write
Ci := Bi ∪ (Bi+1 − 1).
(i) For any i ∈ [t − 1], if Bi ̸= {1} and |Bi| ̸= |Bi+1| or |Bi| = |Bi+1| ̸=
2, then SCi ⊆ ⟨∆ Min
(n−1) σ⟩.
(ii) For any i ∈ [t − 1], if |Bi| = |Bi+1| = 2, then ACi ⊆ ⟨∆ Min
(n−1) σ⟩.
Proof. Recall from Lemma 4.4.12 that the group ⟨∆ Min(n−1) σ⟩ in-
cludes SB\{maxB} for every B ∈ Π.
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The claim clearly holds if |Bi| = |Bi+1| = 1, so we will assume that
this is not the case. Assume first that |Bi| = 1, say Bi = {q} for some
q ̸= 1, and |Bi+1| > 1. Then σ(q) = q and there is p ∈ Bi−1 such that
σ(p) = q − 1 and r ∈ Bi+1 \ {q + 1} such that σ(r) = q + 1. Since
p < q < r, Lemma 4.4.11(viii) implies (q · · · r − 1) ∈ ∆ Min(n−1) σ.
Consequently, the group ⟨∆ Min(n−1) σ⟩ includes
⟨(q · · · r − 1), SBi+1\{max Bi+1}⟩ = SQ,
where
Q := {q} ∪ Bi+1 \ {max Bi+1} = Bi ∪ (Bi+1 − 1).
Assume then that |Bi| ≥ 2, say Bi = [a, b] with a < b. Then σ(b) < b
and there is p ∈ Bi \ {b} such that σ(p) = b, and there is r ∈ Bi+1
such that σ(r) = b + 1. It follows from Lemma 4.4.11(v) that τ :=
(p b · · · r − 1) ∈ ∆ Min(n−1) σ. If |Bi+1| = 1, then q = b + 1 holds, so
τ = (p b). Consequently, ⟨∆ Min(n−1) σ⟩ includes ⟨τ, SBi\{max Bi}⟩ =
SQ, where Q := Bi = Bi ∪ (Bi+1 − 1). If |Bi+1| ≥ 2, then q > b + 1
holds. Unless |Bi| = |Bi+1| = 2, we have that ⟨∆ Min(n−1) σ⟩ includes
⟨τ, SBi\{max Bi}, SBi+1\{max Bi+1}⟩ = SQ, where
Q := (Bi \ {max Bi}) ∪ (Bi+1 \ {max Bi+1}) ∪ {p, b, . . . , r − 1}
= Bi ∪ (Bi+1 − 1).
If |Bi| = |Bi+1| = 2, then τ = (a b b + 1) and ⟨∆ Min(n−1) σ⟩ includes
⟨τ⟩ = AQ, where Q := {a, b, b + 1} = Bi ∪ (Bi+1 − 1).
Lemma 4.4.14. Let n ∈ N+ and σ ∈ Sn, and let Π := fiip(σ). Assume
that Π = {B1, . . . , Br} with B1 <Π B2 <Π · · · <Π Br.
(i) If |Bi| = 2 for all i ∈ [r], then ⟨∆ Min(n−1) σ⟩ = An−1. If n ≡
0 (mod 4), then ⟨Min(n−1) σ⟩ = Sn−1. If n ≡ 2 (mod 4), then
⟨Min(n−1) σ⟩ = An−1.
(ii) If |B1| = 1 and |Bi| = 2 for all i ∈ [2, r], then ⟨∆ Min(n−1) σ⟩ =
A[2,n−1]. If n ≡ 1 (mod 4), then ⟨Min(n−1) σ⟩ = S[2,n−1]. If n ≡ 3
(mod 4), then ⟨Min(n−1) σ⟩ = A[2,n−1].
(iii) Otherwise, ⟨∆ Min(n−1) σ⟩ = ⟨Min(n−1) σ⟩ = SΠ↓ .
Proof. (i) Note that n is even and σ = θn by Fact 4.4.6. By Remark 4.4.2
and Fact 4.4.3, all permutations in Min(n−1) σ have the same parity, so
all permutations in ∆ Min(n−1) σ are even. Consequently, the inclusion
⟨∆ Min(n−1) σ⟩ ⊆ An−1 holds. We also have An−1 ⊆ ⟨∆ Min(n−1) σ⟩,
because the group ⟨∆ Min(n−1) σ⟩ contains ABi∪(Bi+1−1) for all i ∈
[r − 1] by Lemma 4.4.13(ii), and these constitute a generating set of
An−1.
If n ≡ 0 (mod 4), then by Remark 4.4.2, Min(n−1) σ is a set of odd
permutations. As we have shown above, An−1 = ⟨∆ Min(n−1) σ⟩ ⊆
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⟨Min(n−1) σ⟩. Hence the set ⟨Min(n−1) σ⟩ includes a generating set of
Sn−1, and we conclude that ⟨Min(n−1) σ⟩ = Sn−1.
If n ≡ 2 (mod 4), then by Remark 4.4.2, Min(n−1) σ is a set of even
permutations, i.e., Min(n−1) σ ⊆ An−1. Then An−1 = ⟨∆ Min(n−1) σ⟩ ⊆
⟨Min(n−1) σ⟩ ⊆ ⟨An−1⟩ = An−1, so ⟨Min(n−1) σ⟩ = An−1.
(ii) The proof is similar to part (i). In this case, n is odd and σ = θn,
so all permutations in Min(n−1) σ have the same parity and fix 1. Thus
⟨∆ Min(n−1) σ⟩ ⊆ A[2,n−1]. We also have A[2,n−1] ⊆ ⟨∆ Min(n−1) σ⟩,
because ⟨∆ Min(n−1) σ⟩ contains ABi∪(Bi+1−1) for all i ∈ [2, r − 1], and
these constitute a generating set of A[2,n−1].
In a similar way as in part (i), we deduce that if n ≡ 1 (mod 4), then
⟨Min(n−1) σ⟩ = S[2,n−1]; and if n ≡ 3 (mod 4), then ⟨Min(n−1) σ⟩ =
A[2,n−1].
(iii) Let C be a block of Π↓. We will show that SC ⊆ ⟨∆ Min(n−1) σ⟩.
If |C| = 1, then this is trivial, so we may assume that |C| ≥ 2. Then
one of the conditions in Lemma 4.3.4(v) holds. If C = Br ∩ [n − 1],
where Br = 2/Π, then SC ⊆ ⟨∆ Min(n−1) σ⟩ by Lemma 4.4.12.
Assume then that C =
⋃q
i=p(Bi ∪ (Bi+1 − 1)) for some p, q ∈ [r − 1]
with p ≤ q such that
• Bp = 2/Π or |Bp| = 1 and Bp ̸= {1},
• |Bi| > 1 for all i ∈ [p + 1, q], and
• if |Bq+1| > 1 then Bq+1 = n/Π.
Now it follows from Lemma 4.4.13 that for every i ∈ [p, q], the set
⟨∆ Min(n−1) σ⟩ includes ACi , where Ci = Bi ∪ (Bi+1 − 1); these gener-
ate AC. Not all blocks Bp, . . . , Bq+1 are of size 2 (otherwise C would
be as in part (i) or (ii)). Therefore, there exists j ∈ [p, q] such that SCj
is included in ⟨∆ Min(n−1) σ⟩. Consequently, ⟨∆ Min(n−1) σ⟩ includes
a generating set of SC; hence SC ⊆ ⟨∆ Min(n−1) σ⟩.
Thus, we have shown that SΠ↓ ⊆ ⟨∆ Min(n−1) σ⟩. It also holds that
⟨∆ Min(n−1) σ⟩ ⊆ ⟨Min(n−1) σ⟩, and we have ⟨Min(n−1) σ⟩ ⊆ SΠ↓ by
Lemma 4.4.7. Therefore ⟨∆ Min(n−1) σ⟩ = ⟨Min(n−1) σ⟩ = SΠ↓ , as
claimed.
Proposition 4.4.15. Let n ∈ N+ and σ ∈ Sn, and let Π := fiip(σ). Then
⟨Min(n−1) σ⟩ =
{
AΠ↓ , if n ≡ 2, 3 (mod 4) and σ = θn,
SΠ↓ , otherwise,
and
⟨∆ Min(n−1) σ⟩ =
{
AΠ↓ , if σ = θn,
SΠ↓ , otherwise.
Proof. In view of the description of fiip(θn) provided in Fact 4.4.6, this
is simply a reformulation of Lemma 4.4.14.
Let k, n ∈ N+, k ≤ n, and let σ = σ1 . . . σn ∈ Sn. Define σ(≤k) ∈ Sk to
be the permutation whose presentation in one-line notation is the sub-
string of σ1 . . . σn consisting of the entries that are less than or equal
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to k. In fact, σ(≤k) is a minor of σ, because, as is easy to verify, it holds
that σ(≤k) = σΠ, where Π is the partition of [n] whose only potentially
nontrivial block is [k + 1, n] ∪ {c}, where c := σ(min σ−1([k])). It is
clear that σ(≤n) = σ and σ(≤k) ≤ σ(≤k′) ≤ σ for all k, k′ ∈ N+ with
k ≤ k′ ≤ n.
Proposition 4.4.16. Let n, k ∈ N+ with 2 ≤ k < n, and let σ ∈ Sn. Then
Min(k) σ ∩ ⟨∆ Min(k) σ⟩ = ∅ if and only if n = k + 1 ≡ 0, 1 (mod 4) and
σ = θn.
Proof. Assume first that n = k + 1 ≡ 0, 1 (mod 4) and σ = θn. In this
case, θn is an even permutation and every permutation in Min(k) σ is
odd by Remark 4.4.2 and Fact 4.4.3. On the other hand, ⟨∆ Min(k) σ⟩ is
an alternating group by Proposition 4.4.15. Consequently, Min(k) σ ∩
⟨∆ Min(k)⟩ = ∅.
For the converse implication, we will prove the contrapositive. We
assume that n > k + 1 or k + 1 ≡ 2, 3 (mod 4) or σ ̸= θn, and we
want to show that Min(k) σ ∩ ⟨∆ Min(k) σ⟩ ̸= ∅. Since σ(≤k) ∈ Min(k) σ,
it suffices to show that σ(≤k) ∈ ⟨∆ Min(k) σ⟩.
Observe first that Min(k) σ(≤k+1) ⊆ Min(k) Min(k+1) σ = Min(k) σ by
the monotonicity of Min(k) and Proposition 4.2.4. Hence
∆ Min(k) σ(≤k+1) ⊆ ∆ Min(k) σ. (4.4.1)
If σ(≤k+1) ̸= θk+1, then, since σ(≤k) ≤ σ(≤k+1), we have
σ(≤k) ∈ Min(k) σ(≤k+1) ⊆ ⟨Min(k) σ(≤k+1)⟩
= ⟨∆ Min(k) σ(≤k+1)⟩ ⊆ ⟨∆ Min(k) σ⟩,
where the equality holds by Proposition 4.4.15 and the last inclusion
holds by (4.4.1).
From now on, we assume that σ(≤k+1) = θk+1. Proposition 4.4.15
and (4.4.1) yield AΠ↓ = ⟨∆ Min(k) σ(≤k+1)⟩ ⊆ ⟨∆ Min(k) σ⟩, where
Π = fiip(θk+1). If k + 1 ≡ 2 (mod 4), then the permutation σ(≤k) =
(1 2)(3 4) · · · (k− 2 k− 1) is even, so σ(≤k) ∈ Ak = AΠ↓ ⊆ ⟨∆ Min(k) σ⟩.
If k + 1 ≡ 3 (mod 4), then σ(≤k) = (2 3)(4 5) · · · (k − 2 k − 1) is an
even permutation fixing 1, so σ(≤k) ∈ A{2,...,k} = AΠ↓ ⊆ ⟨∆ Min(k) σ⟩.
If k + 1 ≡ 0 (mod 4), then we must have n > k + 1 by our assump-
tions. Recall that since σ(≤k+1) = θk+1, the one-line representation of
θk+1 = 2143 . . . (k + 1)k is a subsequence of σ1 . . . σn. Depending on
the position of the first occurrence of an element of {k + 2, . . . , n} in
σ1 . . . σn, we have one of the following four cases.
Case 1: If σ = 214σ4 . . . σn, then for the k-partitions
Γ1 := ⟨{1, 2}, {3, 4}, [k + 2, n]⟩part,
Γ2 := ⟨{1}, {2, 3, 4}, [k + 2, n]⟩part,
we have σΓ1 = 12a3 . . . ak and σΓ2 = 21a3 . . . ak for some a3 . . . ak ∈
[k]k−2, and (σΓ1)
−1 ◦ σΓ2 = (1 2).
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Case 2: If σ = 2α1β4σp+q+4 . . . σn, where α ∈ [k + 2, n]p, p ≥ 1, β ∈
[k + 2, n]q, q ≥ 0, then, for the partitions Γ1 and Γ2 given above, we
have σΓ1 = 1k2b3 . . . bk and σΓ2 = 2k1b4 . . . bk for some b4 . . . ak ∈ [k]k−3,
and (σΓ1)
−1 ◦ σΓ2 = (1 3).
Case 3: If σ = α2β1γ4σp+q+r+4 . . . σn, where α ∈ [k + 2, n]p, p ≥ 1,
β ∈ [k + 2, n]q, q ≥ 0, γ ∈ [k + 2, n]r, r ≥ 0, then, for the partitions Γ1
and Γ2 given above, we have σΓ1 = k12c3 . . . ck and σΓ2 = k21c4 . . . ck
for some c4 . . . ck ∈ [k]k−4, and (σΓ1)−1 ◦ σΓ2 = (2 3).
Case 4: If σ = 21α4σp+4 . . . σn, where α = α1 . . . αp ∈ [k + 2, n]p,
p ≥ 1, then for the k-partitions
Γ3 := ⟨{1}, {2, 3}, {4, α1, . . . , αp}, [k + 2, n] \ {α1, . . . , αp}⟩part,
Γ4 := ⟨{1, 2}, {3, α1, . . . , αp}, {4}, [k + 2, n] \ {α1, . . . , αp}⟩part,
we have σΓ3 = 213d4 . . . dk and σΓ4 = 123d4 . . . dk for some d4 . . . dk ∈
[k]k−3, and (σΓ3)
−1 ◦ σΓ4 = (1 2).
Consequently, ∆ Min(k) σ contains one of the transpositions (1 2),
(1 3) and (2 3). As noted above, ∆ Min(k) σ also contains generators
of Ak. Since the alternating group Ak and a transposition generate the
full symmetric group Sk, we conclude that ⟨∆ Min(k) σ⟩ = Sk. Then it
obviously holds that σ(≤k) ∈ ⟨∆ Min(k) σ⟩.
If k + 1 ≡ 1 (mod 4), then a similar argument as above shows that
∆ Min(k) σ contains one of the transpositions (2 3), (2 4) and (3 4).
Since ∆ Min(k) σ also contains generators of A{2,...,k}, we conclude that
S{2,...,k} ⊆ ⟨∆ Min(k) σ⟩. Hence, clearly, σ(≤k) ∈ ⟨∆ Min(k) σ⟩.
4.5 reconstruction problem of permutations and
minors
Minors of permutations give rise to a reconstruction problem. Given
a permutation σ ∈ Sn and a fixed parameter k ∈ N with k ≤ n, we
define the deck of σ as the multiset of all (n − k)-minors of σ, i.e.,
deck σ := ⟨σΠ | Π ∈ Partn−k(n)⟩. This reconstruction problem was
studied by the current author [58], and the reconstructibility of per-
mutations is completely understood in the case when k = 1, namely:
• No n-permutation is reconstructible from (n − 1)-minors when
n ≤ 3.
• The permutations 1342 and 1423 have the same deck. All other
4-permutations are reconstructible.
• All n-permutations are reconstructible when n ≥ 5.
It was also shown that for every n ≥ 2, the set Sn of all n-permutations
is not set-reconstructible. Investigation of this reconstruction problem
for k > 1 remains a topic of future research.
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4.6 remarks
Proposition 4.4.15 addresses a special instance of the following group-
theoretical problem.
Problem 4.6.1. Let G be a group, let S ⊆ G be an arbitrary subset of
G, and let ∆S := {g−1h | g, h ∈ S} be the set of differences between
elements of S. Then clearly ⟨∆S⟩ ≤ ⟨S⟩. Under which conditions on
S do the groups ⟨∆S⟩ and ⟨S⟩ coincide?
The current author is not aware of any general nontrivial results
concerning this problem.
5
O R D E R O F F I R S T O C C U R R E N C E
We shall now delve more deeply into the idea of listing objects ap-
pearing in a sequence of data in the order of first occurrence. We
start with a formal definition of the map ofo, and we establish some
of its elementary properties. Having the formalism set up, we will
then focus on functions determined by ofo, which are noteworthy as
examples of functions with a unique identification minor. We deter-
mine which permutation groups arise as invariance groups of func-
tions determined by ofo. Finally we investigate the reconstructibility
of functions determined by ofo. Theorems developed in the previous
chapters will find applications here.
5.1 formal definition and basic facts
We have already described the map ofo informally in Definition 2.6.2.
In order to facilitate easy and precise development of the theory, we
provide a formal definition.
Recall from Definition 1.7.2 the natural surjection natΠ : [n] → Π,
the order-isomorphism hΠ : ([m];≤) → (Π;≤Π), and the rigid surjec-
tion δΠ : [n] → [m], δΠ = (hΠ)−1 ◦ natΠ that are associated with a
partition Π ∈ Partm(n). Recall also that a tuple a = (a1, . . . , an) ∈ An
is formally a map a : [n] → A.
Definition 5.1.1. For a partition Π ∈ Partm(n), define the mapping
ηΠ : [m] → [n] by the rule ηΠ(i) = min(hΠ(i)) for all i ∈ [m], that is,
ηΠ = min ◦hΠ, where we view min as the map min : Π → [n] that
chooses the smallest element from each Π-block. In particular, for the
trivial partition ∆n ∈ Partn(n), the equality η∆n = id[n] holds.
Lemma 5.1.2. For any partition Π ∈ Partm(n), δΠ ◦ ηΠ = id[m].
Proof. For any i ∈ [m], we have hΠ(i) ∈ Π and min(hΠ(i)) ∈ hΠ(i), so
clearly natΠ(min(hΠ(i))) = hΠ(i). Therefore,
δΠ ◦ ηΠ = (hΠ)−1 ◦ natΠ ◦min ◦hΠ = (hΠ)−1 ◦ hΠ = id[m] .
Lemma 5.1.3. Let a ∈ An, and let u := aηker a. Then u ∈ A
|ker a|
̸= and
a = uδker a.
Proof. Write Π := ker a, and let m be the number of blocks in Π. By
the definition of kernel, we have ai = aj if and only if i ≡Π j, for
all i, j ∈ [n]. In particular, min(i/Π) ≡Π i for any i ∈ [n]. Since
u(p) = a(ηΠ(p)) = a(min(hΠ(p))) for any p ∈ [m] and hΠ : [m] → Π
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is a bijection, it follows that up = uq if and only if p = q, for all
p, q ∈ [m]. In other words, u is injective, that is, u ∈ Am̸=. Furthermore,
uδΠ = aηΠδΠ = a min hΠ(hΠ)−1 natΠ = a min natΠ = a,
where the last equality holds, because, by the above observations,
a(min(natΠ(i))) = a(min(i/Π)) = a(i).
We can now define the map ofo in terms of ηΠ.
Definition 5.1.4. Recall the set A♯ from (1.2.2). The map ofo : A∗ → A♯
is defined by the following rule: for any n ∈ N and a ∈ An, set
ofo(a) := aηker a.
It is quite easy to see that the above formal definition of ofo captures
the informal one given in Definition 2.6.2. First, note that aηker a ∈ A♯
by Lemma 5.1.3. For any i ∈ [n], the first occurrence of the element
ai in a is at position min(i/ ker a). Let u := aηker a and m := |ker a|.
Then for any p, q ∈ [m], p ≤ q is equivalent to hker a(p) ≤ker a hker a(q),
which is equivalent to min(hker a(p)) ≤ min(hker a(q)), i.e., ηker a(p) ≤
ηker a(q). This means that for all p, q ∈ [m], the first occurrence of up
in a lies to the left of or at the same position as the first occurrence of
uq in a if and only if p ≤ q. In other words, ofo(a) = aηker a = u lists
the elements of A occurring in a in the order of first occurrence.
Note, in particular, that when a ∈ An̸=, then ker a = ∆n, and we
have ofo(a) = a.
The first equality in the next lemma formalizes the rather obvious
statement that if we insert in a string repetitions of some letters such
that each inserted letter has already occurred to the left of the point of
insertion, then the value of the string under ofo remains unchanged.
The second equality is noteworthy as it provides a link between ofo
and minors of permutations.
Lemma 5.1.5. For any a ∈ Am, for any partition Π ∈ Partm(n), and for
any permutation σ ∈ Sn, the following equalities hold:
(i) ofo(aδΠ) = ofo(a),
(ii) ofo(aδΠσ) = ofo(aσΠ).
Proof. (i) Let a ∈ Am. Let Φ := ker a, and assume that Φ ∈ Partℓ(m).
Let Γ := ker aδΠ. Since ker δΠ ⊑ ker aδΠ and ker δΠ = Π, we have
Π ⊑ Γ (see Fact 1.5.1). Since δΠ is surjective onto [m], we have
δΠ(Γ) = Φ. By Lemma 1.7.7, δΓ = δδΠ(Γ)δΠ = δΦδΠ.
Let u := aηΦ; then a = uδΦ by Lemma 5.1.3. Then aδΠ = uδΦδΠ =
uδΓ. Consequently,
ofo(aδΠ) = aδΠηΓ = uδΓηΓ = u = aηΦ = ofo(a),
where the third equality holds by Lemma 5.1.2.
(ii) By Lemma 4.1.9(ii) and part (i), we have
ofo(aδΠσ) = ofo(aσΠδσ−1(Π)) = ofo(aσΠ).
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5.2 functions determined by the order of first
occurrence
Recall from Definition 2.3.6 that a function f : An → B is determined
by ofo, if there exists a map f ∗ : A♯ → B such that f = f ∗ ◦ ofo|An . In
this case we also say that f is determined by the order of first occurrence.
We denote by OFO(n) the set of all n-ary functions that are, up to simi-
larity (permutation of arguments, cf. Definition 2.2.5), determined by
ofo, i.e., functions f : An → B satisfying f ≃ f ∗ ◦ ofo|An for some
f ∗ : A♯ → B. We write OFO := ⋃n≥1 OFO(n).
Remark 5.2.1. The range of ofo|An equals the set
A♯n := A♯ ∩
n⋃
i=1
Ai.
Therefore, only the restriction of f ∗ to A♯n is relevant in the composi-
tion f ∗ ◦ ofo|An . Consequently, f ∗ ◦ ofo|An = g∗ ◦ ofo|An if and only
if f ∗|A♯n = g
∗|A♯n . If |A| ≤ n, then obviously A
♯
n = A♯ \ {ε}, where ε
denotes the empty word.
Example 5.2.2. If A = {0, 1}, then Im ofo|A1 = {0, 1} and for n ≥ 2,
Im ofo|An = {0, 1, 01, 10}. From this fact it is easy to see that a function
f : {0, 1}n → B is determined by ofo if and only if there exist maps
ϕ, γ : {0, 1} → B such that
f (a1, . . . , an) =
{
ϕ(a1), if a1 = · · · = an,
γ(a1), otherwise.
Let us record here a few useful facts about functions determined by
ofo. Note that statement (i) in the following asserts in particular that
every function determined by ofo has a unique identification minor
(see Section 2.6).
Lemma 5.2.3. Let f ∗ : A♯ → B, and let f : An → B.
(i) If f = f ∗ ◦ ofo|An and Π ∈ Partm(n), then fΠ = f ∗ ◦ ofo|Am .
(ii) If f I = f ∗ ◦ ofo|An−1 for all I ∈ ([n]2 ), then there exists a map
h∗ : A♯ → B such that f = h∗ ◦ ofo|An and f ∗(a) = h∗(a) for
all a ∈ A♯ with |supp(a)| < n.
(iii) If n > |A| and f I = f ∗ ◦ ofo|An−1 for all I ∈ ([n]2 ), then f =
f ∗ ◦ ofo|An .
Proof. (i) For any Π ∈ Partm(n) and a ∈ Am, we have
fΠ(a) = f (aδΠ) = f ∗ ◦ ofo(aδΠ) = f ∗ ◦ ofo(a),
where the last equality holds by Lemma 5.1.5.
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(ii) Assume that f I = f ∗ ◦ ofo|An−1 for all I ∈ ([n]2 ). Define the map
h∗ : A♯ → B as follows:
h∗(a) =
{
f ∗(a), if |supp(a)| < n,
f (a), if |supp(a)| = n.
Let b ∈ An. If b = aδI for some a ∈ An−1 and I ∈ ([n]2 ), then
|supp(a)| < n and we have
f (b) = f (aδI) = f I(a) = f ∗(ofo(a))
= h∗(ofo(a) = h∗(ofo(aδI)) = h∗(ofo(b)).
Otherwise b ∈ An̸=, and we have ofo(b) = b, supp(b) = n, and
f (b) = h∗(b) = h∗(ofo(b)). Therefore, f = h∗ ◦ ofo|An . By the defini-
tion of h∗, the equality f ∗(a) = h∗(a) holds whenever |supp(a)| < n.
(iii) If n > |A|, then the function h∗ constructed in part (ii) equals
f ∗, and the claim follows.
5.3 invariance groups of functions determined by the
order of first occurrence
In this section, our goal is to determine which permutation groups
may arise as invariance groups of functions f : An → B determined
by the order of first occurrence. It turns out that if n ≤ |A|, then
every subgroup of the symmetric group Sn is the invariance group
of some n-ary function determined by ofo, but if n > |A|, then only
subgroups of a special form are possible. We are going to make good
use of compressions and expansions of interval partitions that were
defined in Section 4.3.
Proposition 5.3.1. Let k, n ∈ N+ such that k ≥ 2 and n ≤ k, and let A
and B be sets such that |A| = k and |B| ≥ 2. Then, for every subgroup
G of Sn, there exists a function f : An → B determined by ofo such that
InvGr f = G.
Proof. Let G ≤ Sn, and assume, without loss of generality, that A =
[k]. Let α and β be distinct elements of B. Denote n := (1, . . . , n).
Define f ∗ : A♯ → B by the rule
f ∗(a) =
{
α, if a = nσ for some σ ∈ G,
β, otherwise.
Let f = f ∗ ◦ ofo|An . We claim that InvGr f = G.
Let π ∈ Sn. Assume first that π ∈ G, and let a ∈ An. If a = nσ
for some σ ∈ G, then also σπ ∈ G, and we have f (a) = f (nσ) =
α = f (nσπ) = f (aπ). If a = nτ for some τ ∈ Sn \ G, then τ is a
member of the coset τG of G which is disjoint from G. In this case
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also τπ ∈ τG, so f (a) = f (nτ) = β = f (nτπ) = f (aπ). If a is not of
the form nτ for any permutation τ ∈ Sn, then neither is aπ, and we
have f (a) = β = f (aπ). We conclude that π ∈ InvGr f .
Assume then that π /∈ G. Then f (n) = α ̸= β = f (nπ), so π /∈
InvGr f .
Lemma 5.3.2. Let n ∈ N+, σ ∈ Sn, assume that n ≥ |A|, and let
f ∗ : A♯ → B. The following conditions are equivalent.
(i) σ ∈ InvGr( f ∗ ◦ ofo|An).
(ii) For every m ∈ [n], the inclusion Min(m) σ ⊆ InvGr( f ∗ ◦ ofo|Am)
holds.
(iii) There exists m ∈ [n] with m ≥ |A| such that the inclusion
Min(m) σ ⊆ InvGr( f ∗ ◦ ofo|Am) holds.
Proof. (i) =⇒ (ii) Assume that σ ∈ InvGr( f ∗ ◦ ofo|An). Let m ∈ [n],
and let Π ∈ Partm(n). Then for all a ∈ Am,
f ∗ ◦ ofo|Am(a) = f ∗ ◦ ofo|An(aδΠ)
= f ∗ ◦ ofo|An(aδΠσ) = f ∗ ◦ ofo|Am(aσΠ),
where the first equality holds by Lemma 5.1.5(i), the second equality
holds because σ ∈ InvGr( f ∗ ◦ ofo|An), and the third equality holds
by Lemma 5.1.5(ii). Thus σΠ ∈ InvGr( f ∗ ◦ ofo|Am). We conclude that
Min(n) σ ⊆ InvGr( f ∗ ◦ ofo|Am).
(ii) =⇒ (iii) Trivial.
(iii) =⇒ (i) Assume that m ∈ [n] satisfies m ≥ |A| and Min(m) σ ⊆
InvGr( f ∗ ◦ ofo|Am). Then for any Π ∈ Partm(n) and for any a ∈ Am,
we have
f ∗ ◦ ofo|An(aδΠ) = f ∗ ◦ ofo|Am(a)
= f ∗ ◦ ofo|Am(aσΠ) = f ∗ ◦ ofo|An(aδΠσ), (5.3.1)
where the first equality holds by Lemma 5.1.5(i), the second equality
holds because σΠ ∈ Min(m) σ ⊆ InvGr( f ∗ ◦ ofo|Am), and the third
equality holds by Lemma 5.1.5(ii).
Now let b ∈ An. Note that ker b ∈ Partℓ(n) for some ℓ ≤ |A|. Let
Π ∈ Partm(n) be an arbitrary refinement of ker b. Lemmas 1.7.7(ii)
and 5.1.3 yield b = bηker bδker b = bηker bδδΠ(ker b)δΠ. Therefore, taking
a := bηker bδδΠ(ker b), we get b = aδΠ. We conclude from (5.3.1) that
f ∗ ◦ ofoAn(b) = f ∗ ◦ ofo|An(bσ); hence σ ∈ InvGr( f ∗ ◦ ofo|An).
Proposition 5.3.3. Let k ≥ 2, and let A and B be sets such that |A| = k
and |B| ≥ 2. Let f ∗ : A♯ → B.
(i) Assume that one of the following conditions holds:
(C1) k ≡ 1 (mod 4) and InvGr( f ∗ ◦ ofo|Ak) = Ak,
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(C2) k ≡ 2 (mod 4) and InvGr( f ∗ ◦ ofo|Ak) ∈ {Ak, A[2,k]}.
Then InvGr( f ∗ ◦ ofo|Ak+1) = {id, θk+1}.
(ii) Let ℓ ∈ N+. If ℓ ≥ 2 or conditions (C1) and (C2) do not hold,
then InvGr( f ∗ ◦ ofo|Ak+ℓ) = SΠ↑ℓ , where Π denotes the coarsest
interval partition Θ ∈ IntPart(k) such that SΘ is a subgroup of
InvGr( f ∗ ◦ ofo|Ak).
Proof. (i) By Proposition 4.4.15, we have ⟨Min(k) θk+1⟩ = Ak when
k ≡ 1 (mod 4), and ⟨Min(k) θk+1⟩ = A[2,k] ⊆ Ak when k ≡ 2 (mod 4).
Moreover Min(k) id = {id} ⊆ A[2,k] ⊆ Ak. Lemma 5.3.2 now yields
{id, θk+1} ⊆ InvGr( f ∗ ◦ ofo|Ak+1)
If σ ∈ Sk+1 \ {id, θk+1}, then by Proposition 4.4.15, ⟨Min(k) σ⟩ = SΓ↓ ,
where Γ := fiip(σ). In this case, the partition Γ contains a nontrivial
block and it is not of the form described in Fact 4.4.6. Consequently,
Γ↓ must contain a nontrivial block. Hence SΓ↓ contains odd permu-
tations and so does Min(k) σ. But then Min(k) σ is not included in Ak
nor in A[2,k]. Therefore Lemma 5.3.2 gives σ /∈ InvGr( f ∗ ◦ ofo|Ak+1).
We conclude that InvGr( f ∗ ◦ ofo|Ak+1) ⊆ {id, θk+1}.
(ii) The result will follow by a simple inductive argument from the
claim that is stated below, taking n = k as the basis of induction.
Observe that for any interval partition Π ∈ IntPart(n), Π itself is the
coarsest interval partition Θ ∈ IntPart(n) such that SΘ is a subgroup
of SΠ. Observe also that if G = An or G = A[2,n], or n ≥ 4 and
G = {id, θn}, then the coarsest interval partition Θ ∈ IntPart(n) such
that SΘ is a subgroup of G is the trivial partition. Note also that for
n = 3, {id, θn} = SΠ, where Π = {{1}, {2, 3}}.
Claim. Let n ≥ k, and assume that it is neither the case that n ≡ 1
(mod 4) and InvGr( f ∗ ◦ ofo|An) = An nor is it the case that n ≡ 2
(mod 4) and InvGr( f ∗ ◦ ofo|An) ∈ {An, A[2,n]}. If Π is the coars-
est interval partition Θ ∈ IntPart(n) such that SΘ is a subgroup of
InvGr( f ∗ ◦ ofo|An), then InvGr( f ∗ ◦ ofoAn+1) = SΠ↑ .
In order to prove the claim, write G := InvGr( f ∗ ◦ ofo|An). Observe
first that Π is well defined. Namely, if Θ = ∆n, then SΘ = {id}
is a subgroup of G. Furthermore, if Θ1, Θ2 ∈ IntPart(n) are interval
partitions such that SΘ1 and SΘ2 are subgroups of G, then ⟨SΘ1 , SΘ2⟩ =
SΘ1∨Θ2 is also a subgroup of G.
In order to prove the inclusion SΠ↑ ⊆ InvGr( f ∗ ◦ ofo|An+1), let σ ∈
SΠ↑ . By Lemma 4.4.10, Min
(n) σ ⊆ SΠ ⊆ G, and Lemma 5.3.2 gives
σ ∈ InvGr( f ∗ ◦ ofo|An+1).
For the converse inclusion, let σ ∈ InvGr( f ∗ ◦ ofo|An+1), and let
Γ := fiip(σ). Then ⟨Min(n) σ⟩ ⊆ G by Lemma 5.3.2. We need to
consider different possibilities.
If n ≡ 1 (mod 4) and σ = θn+1, then ⟨Min(n) σ⟩ = An by Proposi-
tion 4.4.15. By our assumptions G ̸= An, so we must have G = Sn.
Then Π = {[n]}, whence Π↑ = {[n + 1]}, and then clearly σ ∈ Sn+1 =
SΠ↑ .
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If n ≡ 2 (mod 4) and σ = θn+1, then ⟨Min(n) σ⟩ = A[2,n] by Propo-
sition 4.4.15. Since the overgroups of A[2,n] are A[2,n], An, S[2,n] and
Sn, and since we are assuming that G /∈ {An, A[2,n]}, it follows that
G = S[2,n] or G = Sn. If G = S[2,n], then Π = {{1}, [2, n]}, whence
Π↑ = {{1}, [2, n + 1]} and SΠ↑ = S[2,n+1]. If G = Sn, then Π = {[n]},
whence Π↑ = {[n + 1]} and SΠ↑ = Sn+1. We clearly have σ = θn+1 ∈
S[2,n+1] ⊆ Sn+1, so it holds that σ ∈ SΠ↑ .
Otherwise (i.e., in the case that σ ̸= θn+1 or n ≡ 0, 3 (mod 4)),
⟨Min(n) σ⟩ = SΓ↓ by Proposition 4.4.15. Since Γ↓ is an interval par-
tition and SΓ↓ ≤ G, we must have Γ↓ ⊑ Π. Then Γ↓↑ ⊑ Π↑ by
Lemma 4.3.6. Since Γ ⊑ Γ↓↑ by Lemma 4.3.7, we have Γ ⊑ Π↑ by
the transitivity of the refinement relation. Hence σ ∈ SΓ ⊆ SΠ↑ . This
completes the proof.
We are now ready to characterize the permutation groups that arise
as invariance groups of functions determined by ofo of large arity.
The description refers to partitions of the form Π↑
ℓ
, where Π is an
interval partition; these are explicitly characterized in Lemma 4.3.11.
Theorem 5.3.4. Let n, k ∈ N with 2 ≤ k < n, and let A and B be sets
such that |A| = k and |B| ≥ 2. Let G be a subgroup of Sn. Then there exists
a function f : An → B determined by ofo such that InvGr( f ) = G if and
only if G = SΠ↑n−k for some interval partition Π ∈ IntPart(k) or n = k + 1
and G = {id, θn}.
Proof. If f : An → B is determined by ofo, then f = f ∗ ◦ ofo|An for
some f ∗ : A♯ → B. Let Π ∈ IntPart(k) be the coarsest interval parti-
tion Θ such that SΘ is a subgroup of InvGr( f ∗ ◦ ofo|Ak). By Proposi-
tion 5.3.3, InvGr( f ) = SΠ↑n−k or n = k + 1 and InvGr( f ) = {id, θn}.
For the converse implication, note first that Proposition 5.3.1 guar-
antees that for every subgroup G of Sk, there exists f ∗ : A♯ → B such
that InvGr( f ∗ ◦ ofo|Ak) = G. If n = k + 1 and G = {id, θn}, then
choose f ∗ : A♯ → B so that InvGr( f ∗ ◦ ofo|Ak) = Ak. If G = SΠ↑n−k for
some Π ∈ IntPart(k), then choose f ∗ so that InvGr( f ∗ ◦ ofo|Ak) = SΠ.
Now, let f : An → B, f := f ∗ ◦ ofo|An . Then InvGr( f ) = G by Propo-
sition 5.3.3.
5.4 reconstructibility of functions determined by the
order of first occurrence
5.4.1 Remarks on the reconstruction problem
We now return to the topic of reconstruction problem of functions of
several arguments and identification minors (see Definition 3.2.1). We
shall investigate the reconstructibility of functions determined by the
order of first occurrence.
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In view of Lemma 5.2.3, the reconstruction problem may at first
sight seem entirely trivial for functions determined by ofo. Namely, if
f : An → B is of the form f = f ∗ ◦ ofo|An for some f ∗ : A♯ → B, then
its identification minors are all equal to f ∗ ◦ofo|An−1 . At the same time,
if f : An → B is a function such that f I = f ∗ ◦ ofo|An−1 for all I ∈ ([n]2 ),
then f = f ∗ ◦ ofo|An . This does not, however, mean that f would
be reconstructible. Recall that in the context of the reconstruction
problem, functions are distinguished only up to similarity. If g : An →
B is a reconstruction of f , then the deck of g comprises (n2) copies of
f ∗ ◦ ofo|An−1 , which means that gI ≃ f ∗ ◦ ofo|An−1 for all I ∈ ([n]2 ); this
does not mean that gI = f ∗ ◦ ofo|An−1 for all I ∈ ([n]2 ).
When studying the reconstructibility of functions f : An → B, we
must assume that the arity n is sufficiently large. As explained in
Remark 3.2.3, the assumption n > |A| is indispensable. The following
result shows that there also exist nonreconstructible n-ary functions
determined by ofo when n = |A|+ 1.
Proposition 5.4.1 ([59, Proposition 9]). Assume that n = k + 1 and A
and B are sets such that |A| = k ≥ 2 and |B| ≥ 2. Then there exist
functions f : An → B and f ∗ : A♯ → B such that f I ≃ f ∗ ◦ ofo|An−1 for
every I ∈ ([n]2 ) but f is not similar to any function determined by ofo.
Furthermore, if k > 2, then InvGr f = {id}, and hence f is not 2-set-
transitive.
5.4.2 Weak reconstructibility
A first step towards establishing that a set of functions is reconstruc-
tible is to show that it is weakly reconstructible. In this subsection,
we prove that the class OFO(n) is weakly reconstructible for suffi-
ciently large n. First we note that it is, at least in principle, possible
that distinct maps f ∗, g∗ : A♯ → B give rise to functions f ∗ ◦ ofo|An
and g∗ ◦ ofo|An that, although distinct, are similar, i.e., f ∗ ◦ ofo|An ≃
g∗ ◦ ofo|An . We need to investigate the conditions under which this
happens.
Definition 5.4.2. Let k, n ∈ N+ with k ≤ n. A permutation σ ∈ Sn is
k-equalizing if for all sets A and B such that |A| = k and |B| ≥ 2 and
for every f+, g+ : Ak̸= → B, the condition that f+ = g+ ◦ σΠ|Ak̸= for all
Π ∈ Partk(n) implies f+ = g+.
Lemma 5.4.3. Let n, k ∈ N+ with 2 ≤ k < n, and let σ ∈ Sn. Then σ is
k-equalizing precisely unless n = k + 1 ≡ 0, 1 (mod 4) and σ = θn.
Proof. Assume first that n = k + 1 ≡ 0, 1 (mod 4) and σ = θn. Let
α, β, γ ∈ B such that α ̸= β and α ̸= γ. Define the functions
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f+, g+ : Ak̸= → B as follows. Let k := (1, 2, . . . , k) ∈ Ak. If k is odd,
then let
f+(a) =
{
α, if a = kτ for some even τ ∈ Sk,
β, if a = kτ for some odd τ ∈ Sk,
(5.4.1)
g+(a) =
{
α, if a = kτ for some odd τ ∈ Sk,
β, if a = kτ for some even τ ∈ Sk.
(5.4.2)
If k is even, then let
f+(a) =
⎧⎪⎪⎨⎪⎪⎩
α, if a = kτ for some even τ ∈ Sk with τ(1) = 1,
β, if a = kτ for some odd τ ∈ Sk with τ(1) = 1,
γ, otherwise,
(5.4.3)
g+(a) =
⎧⎪⎪⎨⎪⎪⎩
α, if a = kτ for some odd τ ∈ Sk with τ(1) = 1,
β, if a = kτ for some even τ ∈ Sk with τ(1) = 1,
γ, otherwise.
(5.4.4)
Let Π ∈ Partk(n). By Remark 4.4.2 and Fact 4.4.3, (θn)Π is an odd
permutation. Moreover, if n ≡ 1 (mod 4), then (θn)Π fixes 1. It is
thus clear that f+ = g+ ◦ (θn)Π|Ak̸= . Since this holds for every partition
Π but f+ ̸= g+, we conclude that θn is not k-equalizing.
Assume then that it is not the case that n = k + 1 ≡ 0, 1 (mod 4)
and σ = θn. Let f+, g+ : Ak̸= → B and assume that f+ = g+ ◦ σΠ|Ak̸=
for all partitions Π ∈ Partk(n). If Π1, Π2 ∈ Partk(n), g+ ◦ σΠ1 |Ak̸= =
f+ = g+ ◦ σΠ2 |Ak̸= , which implies g
+ = g+ ◦ (σΠ1)−1σΠ2 |Ak̸= . Thus g
+
is invariant under every permutation in ∆ Min(k) σ and hence under
every permutation in ⟨∆ Min(k) σ⟩.
By Proposition 4.4.16, we have Min(k) σ ∩ ⟨∆ Min(k) σ⟩ ̸= ∅. Take
any π ∈ Min(k) σ ∩ ⟨∆ Min(k) σ⟩. Since π ∈ Min(k) σ, we have f+ =
g+ ◦ π|Ak̸= by our assumption. Since π ∈ ⟨∆ Min
(k) σ⟩ ⊆ InvGr g+, we
have g+ ◦ π|Ak̸= = g
+. Therefore f+ = g+, and we conclude that σ is
k-equalizing.
Lemma 5.4.4. Let n, k ∈ N+ with k < n, and assume that it is not the case
that n = k + 1 ≡ 0, 1 (mod 4). Assume that A and B are sets such that
|A| = k, |B| ≥ 2. Then for all f , g : An → B it holds that if f = f ∗ ◦ ofo|An
and g = g∗ ◦ ofo|An for some f ∗, g∗ : A♯ → B and f ≃ g, then f = g.
Proof. Since f ≃ g, there exists σ ∈ Sn such that f = g ◦ σ, i.e.,
f ∗(ofo(a)) = g∗(ofo(aσ)) for all a ∈ An. It follows from Lemma 5.1.5
that for every Π ∈ Partm(n) (1 ≤ m ≤ k) and for every a ∈ Am̸=,
f ∗(a) = f ∗(ofo(aδΠ)) = g∗(ofo(aδΠσ)) = g∗(aσΠ).
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We conclude that f ∗|Am̸= = g
∗|Am̸= ◦ σΠ|Am̸= . It follows from our as-
sumptions and from Lemma 5.4.3 that σ is m-equalizing. Therefore
f ∗|Am̸= = g
∗|Am̸= . Since this holds for every m ∈ [k], we have f
∗ = g∗.
Consequently f = g.
The next result shows that the class OFO(n) is weakly reconstructi-
ble for sufficiently large n.
Theorem 5.4.5. Let n, k ∈ N+ such that k ≡ 1, 2 (mod 4) and n ≥ k + 2,
or k ≡ 0, 3 (mod 4) and n ≥ k + 3. Assume that A and B are sets such
that |A| = k and |B| ≥ 2. Let f , g : An → B be functions determined by
ofo. If deck f = deck g, then f ≃ g.
Proof. Let f ∗, g∗ : A♯ be such that f = f ∗ ◦ ofo|An and g = g∗ ◦ ofo|An .
By Lemma 5.2.3, f I = f ∗ ◦ ofo|An−1 and gI = g∗ ◦ ofo|An−1 for all
I ∈ ([n]2 ). Since deck f = deck g, we have f
∗ ◦ ofo|An−1 ≃ g∗ ◦ ofo|An−1 .
Lemma 5.4.4 now yields f ∗ ◦ ofo|An−1 = g∗ ◦ ofo|An−1 . We conclude
from Remark 5.2.1 that f ∗ = g∗, hence that f = g, and finally that
f ≃ g.
The permutation θn is not k-equalizing when n = k + 1 ≡ 0, 1
(mod 4). In the following proposition, we use this fact to provide an
example of a pair of functions determined by ofo that are nonequiv-
alent but have the same deck. This shows that in Theorem 5.4.5, the
lower bound on the arity n is sharp when k ≡ 0, 3 (mod 4).
Proposition 5.4.6. Let n, k ∈ N+ be such that k ≡ 0, 3 (mod 4) and
n = k + 2. Assume that A and B are sets such that |A| = k and |B| ≥ 2.
Then there exist functions f , g : An → B that are determined by ofo such
that f ̸≃ g and f I ≃ gJ for all I, J ∈ ([n]2 ).
Proof. Assume, without loss of generality, that A = [k]. Let α, β, γ ∈ B
with α ̸= β and α ̸= γ, let k := (1, . . . , k) ∈ Ak, and let the mappings
f+, g+ : Ak̸= → B be as in (5.4.1) and (5.4.2) if k is odd, or as in (5.4.3)
and (5.4.4) if k is even. Extend f+ and g+ into functions f ∗, g∗ : A♯ →
B as follows:
f ∗(u) =
{
f+(u), if u ∈ Ak̸=,
γ, otherwise,
g∗(u) =
{
g+(u), if u ∈ Ak̸=,
γ, otherwise.
Let f := f ∗ ◦ ofo|Ak+2 and g := g∗ ◦ ofo|Ak+2 . By Lemma 5.2.3(i), we
have f I = f ∗ ◦ ofo|Ak+1 and gJ = g∗ ◦ ofo|Ak+1 for all I, J ∈ (
[n]
2 ). Let
a ∈ Ak+1, and let u := ofo(a) = aηker a. If u /∈ Ak̸=, then A ̸=
supp(a) = supp(aθk+1); hence ofo(aθk+1) /∈ Ak̸= and we have
f I(a) = f ∗(ofo(a)) = γ = g∗(ofo(aθk+1) = gJ(aθk+1).
On the other hand, if u ∈ Ak̸=, then
ofo(aθk+1) = ofo(uδker aθk+1) = ofo(u(θk+1)ker a) = ofo(uλℓk) = uλ
ℓ
k,
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for some ℓ ∈ [k]. Since k ≡ 0, 3 (mod 4), Remark 4.4.2 implies that
λℓk is an odd permutation; moreover λ
ℓ
k fixes 1 if k is even. It follows
that f+(u) = g+(uλℓk). Consequently, f I(a) = f
+(u) = g+(uλℓk) =
gJ(aθk+1). We conclude that f I = gJ ◦ θk+1. Hence f I ≃ gJ for all
I, J ∈ ([n]2 ).
In order to verify that f ̸≃ g, we will find for each permutation σ ∈
Sk+2, a (k + 2)-tuple a such that f (a) ̸= g(aσ). Let Π ∈ Partk(k + 2)
be the partition whose only nontrivial block is {k, k + 1, k + 2}. Let
u := kδΠ = (1, 2, . . . , k, k, k) ∈ Ak+2. Note that ofo(u) = k, and by
Lemma 5.1.5, we have ofo(uσ) = ofo(kδΠσ) = ofo(kσΠ) = kσΠ, for
any σ ∈ Sk+2.
Let σ ∈ Sk+2. If σ(1) ̸= 1, then uσ is a tuple the first component of
which is distinct from 1, and the same is true for ofo(uσ). Therefore,
if k ≡ 0 (mod 4) and σ(1) ̸= 1, then f (u) = α ̸= γ = g(uσ), and
we are done. We assume from now on that if k ≡ 0 (mod 4), then
σ(1) = 1.
If σΠ is an even permutation, then f (u) = f ∗ ◦ ofo(u) = f+(k) =
α ̸= β = g+(kσΠ) = g∗ ◦ ofo(uσ) = g(uσ) and we are done. We
assume from now on that σΠ is odd; hence σΠ ̸= id. We split the
analysis into three cases.
Case 1: σ(k + 1) = k + 1 and σ(k + 2) = k + 2. Then σΠ equals
the restriction of σ to the set [k]. Let p be the largest i ∈ [k] such
that σ(i) ̸= i; such an element exists because σΠ ̸= id. We have
1 < p ≤ k and σ(p) < p. Write q := σ−1(p); we also have q < p. Let
a = (a1, . . . , ak+2) ∈ Ak+2 be the tuple satisfying
ai =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
i, 1 ≤ i ≤ p − 1,
σ(p), i = p,
i − 1, p + 1 ≤ i ≤ k,
k, k + 1 ≤ i ≤ k + 2.
Note that the element σ(p) occurs twice in a, namely aσ(p) = ap =
σ(p). It is clear that ofo(a) = k. We have aσ = (b1, . . . , bk+2), where
bi =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
σ(i), 1 ≤ i ≤ q − 1,
σ(p), i = q,
σ(i), q + 1 ≤ i ≤ p,
i − 1, p + 1 ≤ i ≤ k,
k, k + 1 ≤ i ≤ k + 2.
Thus ofo(aσ) equals
(σ(1), . . . , σ(q − 1), σ(p), σ(q + 1), . . . , σ(p − 1), p, p + 1, . . . , k − 1, k).
Compare this with ofo(uσ), which equals
(σ(1), . . . , σ(q − 1), p, σ(q + 1), . . . , σ(p − 1), σ(p), p + 1, . . . , k − 1, k).
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the last three entries of
(σk, σk+1, σk+2) aσ bσ cσ
(k, k + 2, k + 1) (k − 1, k, k) (k − 1, k − 1, k) (d, k, k − 1)
(k + 1, k, k + 2) (k, k − 1, k) (k, k − 1, k − 1) (k − 1, d, k)
(k + 1, k + 2, k) (k, k, k − 1) (k, k − 1, k − 1) (k − 1, k, d)
(k + 2, k, k + 1) (k, k − 1, k) (k − 1, k − 1, k) (k, d, k − 1)
(k + 2, k + 1, k) (k, k, k − 1) (k − 1, k, k − 1) (k, k − 1, d)
Table 9: Last three entries of aσ, bσ and cσ.
We see that ofo(aσ) can be obtained from ofo(uσ) = kσΠ by inter-
changing the entries p and σ(p). Therefore, ofo(aσ) = kτσΠ, where τ
is the transposition of p and σ(p). Since both τ and σΠ are odd permu-
tations, τσΠ is an even permutation. Moreover, if k ≡ 0 (mod 4), then
both p and σ(p) are distinct from 1; hence τ(1) = 1 and τσΠ(1) = 1.
Consequently, we have f (a) = f+(k) = α ̸= β = g+(kτσΠ) = g(aσ).
Case 2: {σ(k), σ(k+ 1), σ(k+ 2)} = {k, k+ 1, k+ 2}. We may assume
that σ does not fix all three elements of {k, k + 1, k + 2}, because this
situation is subsumed by Case 1. Then the restriction of σ to [k − 1]
is a permutation of [k − 1], and σΠ(i) = σ(i) for all i ∈ [k − 1] and
σΠ(k) = k. Let ℓ := σ−1(k − 1). If ℓ ̸= 1, then let d := σ(ℓ − 1); if
ℓ = 1, then let d := σ(2). Note that d < k − 1. Let
a := (1, 2, . . . , k − 2, d, k − 1, k, k),
b := (1, 2, . . . , k − 2, d, k − 1, k, k − 1),
c := (1, 2, . . . , k − 2, d, d, k − 1, k).
It is clear that ofo(a) = ofo(b) = ofo(c) = k, hence f (a) = f (b) =
f (c) = α. Moreover, in each one of the tuples aσ, bσ, cσ, the first k− 1
entries are
σ(1), . . . , σ(ℓ− 1), d, σ(ℓ+ 1), . . . , σ(k − 1), (5.4.5)
and the last three entries are presented in Table 9, for any possible
combination of values of σ(k), σ(k + 1), σ(k + 2).
Since d equals either σ(ℓ − 1) or σ(ℓ + 1), we obtain, by putting
together the data from (5.4.5) and Table 9 in all possible ways, that
{ofo(aσ), ofo(bσ), ofo(cσ)}
= {(σ(1), . . . , σ(ℓ− 1), σ(ℓ+ 1), . . . , σ(k − 1), k − 1, k),
(σ(1), . . . , σ(ℓ− 1), σ(ℓ+ 1), . . . , σ(k − 1), k, k − 1)}
= {(σ(1), . . . , σ(k − 1), k)ζ, (σ(1), . . . , σ(k − 1), k)ξ}
= {kσΠζ, kσΠξ},
where ζ and ξ are the cycles
ζ = (ℓ ℓ+ 1 · · · k − 1), ξ = (ℓ ℓ+ 1 · · · k − 1 k).
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Since the lengths of the cycles ζ and ξ differ by 1, one of ζ and ξ
is an odd permutation and the other is even. Therefore one of the
permutations σΠζ and σΠξ is odd and the other is even. Moreover, if
k ≡ 0 (mod 4), then ℓ ̸= 1; hence each one of σΠ, ζ and ξ fixes 1, and
so do σΠζ and σΠξ. Therefore, {g∗(kσΠζ), g∗(kσΠξ)} = {α, β}. We
conclude that f (a) ̸= g(aσ) or f (b) ̸= g(bσ) or f (c) ̸= g(cσ).
Case 3: {σ(k), σ(k + 1), σ(k + 2)} ̸= {k, k + 1, k + 2}. Let r, s, t ∈
[k + 2] be the elements satisfying {σ(r), σ(s), σ(t)} = {k, k + 1, k + 2}
and r < s < t. It also holds that r < k. Then the three occurrences
of k in uσ are exactly at the r-th, s-th, and t-th positions. For i ∈
[k + 2] \ {r, s, t}, the i-th component of uσ is σ(i).
Next we define a tuple a ∈ Ak+2. The definition depends on the
values of r, s and t.
• If t < k + 2, then let d := σ(t + 1), and let a ∈ Ak+2 be the tuple
obtained from u by changing the entries at positions σ(r) and
σ(s) to d.
• If t = k+ 2 and s < k+ 1, then let d := σ(s+ 1), and let a ∈ Ak+2
be the tuple obtained from u by changing the entry at position
σ(r) to d.
• If t = k + 2 and s = k + 1, then let d := σ(k) (recall that r < k),
and let a ∈ Ak+2 be the tuple obtained from u by changing the
entry at position σ(r) to d.
It is easy to verify that ofo(a) = k and ofo(aσ) = kτσΠ, where τ is the
transposition of d and k. Since both τ and σΠ are odd permutations,
τσΠ is an even permutation. Moreover, if k ≡ 0 (mod 4), then r > 1;
hence both τ and σΠ fix 1 and so does τσΠ. Thus f (a) = f+(k) =
α ̸= β = g+(kτσΠ) = g(aσ).
The three cases analysed above exhaust all possibilities We found
for every permutation σ ∈ Sk+2 a tuple a ∈ Ak+2 satisfying f (a) ̸=
g(aσ). We conclude that f ̸≃ g.
5.4.3 Reconstructible subclasses
Theorem 5.4.5 immediately raises the question whether the class
OFO(n) is reconstructible – not just weakly reconstructible – for suffi-
ciently large n. Unfortunately, we are not able to provide a definitive
answer to this question. However, we will describe some reconstruc-
tible subclasses of OFO. In particular, if |A| = 2, then every function
in OFO of sufficiently large arity is reconstructible.
Example 5.4.7. If n > |A| + 1 and f : An → B is totally symmetric
and determined by ofo, then f is reconstructible. Recall from Propo-
sition 2.6.4 that a function is totally symmetric and determined by
ofo (or, equivalently, 2-set-transitive and determined by ofo) if and
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only if it is determined by supp. Functions determined by supp are
reconstructible by Proposition 3.3.3.
Example 5.4.7 can be generalized a little bit. We are going to show
that if the invariance group of f : An → B includes S[2,n] and f is
determined by ofo, then f is reconstructible.
Let first : A+ → A be the function that maps each string to its first
letter, i.e., if a ∈ An for some n ∈ N, then first(a) = pr(n)1 (a). Let
(first, supp) : A+ → A × P(A), (first, supp)(a) = (first(a), supp(a)).
Then a function f : An → B is determined by (first, supp) if there
exists a map f ∗ : A × P(A) → B such that f = f ∗ ◦ (first, supp)|An
(see Definition 2.3.6).
Lemma 5.4.8. Assume that n ≥ |A|, and let f : An → B. Then f is
determined by ofo and S[2,n] ⊆ InvGr f if and only if f is determined by
(first, supp).
Proof. Assume that f = f ∗ ◦ (first, supp)|An for some f ∗ : A×P(A) →
B. Define f ′ : A♯ → B by the rule f ′(a) = f ∗(first(a), supp(a)) for all
a = (a1, . . . , an) ∈ A♯. Since for all a = (a1, . . . , an) ∈ An, it holds that
first(ofo(a)) = first(a) and supp(ofo(a)) = supp(a), we have
f ′(ofo(a)) = f ∗(first(ofo(a)), supp(ofo(a))) = f ∗(first(a), supp(a)).
Therefore, f = f ′ ◦ ofo|An . Furthermore, for every permutation σ ∈
S[2,n], the equalities first(aσ) = first(a) and supp(aσ) = supp(a)
clearly hold. Thus,
f (aσ) = f ∗(first(aσ), supp(aσ)) = f ∗(first(a), supp(a)) = f (a),
and we conclude that S[2,n] ⊆ InvGr f .
Assume then that f = f ∗ ◦ ofo|An and S[2,n] ⊆ InvGr f . Define
the map f ′ : A × P(A) → B by the following rule: for any a ∈ A
and S ⊆ A with |S| = s, if a ∈ S then let f ′(a, S) := f ∗(a), where
a = (a1, . . . , as) is any tuple in A♯ such that a1 = a and supp(a) = S;
if a /∈ S, then f ′(a, S) can be mapped to an arbitrary element of B.
This definition is good, because if a = (a1, . . . , as) and b = (b1, . . . , bs)
are tuples in A♯ such that a1 = a = b1 and supp(a) = S = supp(b),
then there is a permutation σ ∈ Ss such that σ(1) = 1 and aσ = b.
Define τ ∈ Sn by the rule τ(i) = σ(i) for i ∈ [s], and τ(i) = i for
i ∈ [n] \ [s]; since τ(1) = σ(1) = 1, we have τ ∈ S[2,n] ⊆ InvGr f .
Consequently,
f ∗(a) = f ∗(ofo(a)) = f ∗(ofo(a1, . . . , as, a1, . . . , a1  
n−s
))
= f ∗(ofo((a1, . . . , as, a1, . . . , a1)τ))
= f ∗(ofo(aσ(1), . . . , aσ(s), a1, . . . , a1))
= f ∗(ofo(aσ)) = f ∗(aσ) = f ∗(b).
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Then, for any a ∈ An, ofo(a) ∈ A♯, and we have
f ′(first(a), supp(a)) = f ′(first(ofo(a)), supp(ofo(a))) = f ∗(ofo(a)).
Therefore, f = f ′ ◦ (first, supp)|An .
Lemma 5.4.9. Assume that f = f ∗ ◦ (pr(n)i , supp|An) for some i ∈ [n] and
for some f ∗ : A ×P(A) → B. Then f I = f ∗ ◦ (pr(n−1)δI(i) , supp|An−1) for all
I ∈ ([n]2 ).
Proof. For any I ∈ ([n]2 ) and a ∈ A
n−1, we have
f I(a) = f (aδI)
= f ∗(pr(n)i (aδI), supp(aδI)) = f
∗(pr(n−1)
δI(i)
(a), supp(a)).
Theorem 5.4.10. Let n, k ∈ N+ with n ≥ k + 2. Assume that |B| = k
and f : An → B is determined by ofo and S[2,n] ⊆ InvGr f . Then f is
reconstructible.
Proof. Lemma 5.4.8 implies that f = f ∗ ◦ (pr(n)1 , supp|An) for some
f ∗ : A × P(A) → B. By Lemma 5.4.9, f I = f ∗ ◦ (pr(n−1)1 , supp|An−1)
for all I ∈ ([n]2 ). Let g : A
n → B be a reconstruction of f . Then for
every I ∈ ([n]2 ), there exists a permutation ρ
I ∈ Sn−1 such that
gI = f ∗ ◦ (pr(n−1)1 , supp|An−1) ◦ ρ
I = f ∗ ◦ (pr(n−1)
ρI(1) , supp|An−1).
Let rI := ρI(1) and sI := min δ−1I (rI). Then clearly either sI = min I
or sI /∈ I.
Assume first that there exists s ∈ [n] such that δI(s) = rI for all
I ∈ ([n]2 ). Let a ∈ A
n. Since n > k, we have a = bδI for some b ∈ An−1
and I ∈ ([n]2 ). Therefore
g(a) = g(bδI) = gI(b) = f ∗(brI , supp(b))
= f ∗(as, supp(a)) = f ∗(pr(n)s , supp|An)(a) = f (aτ),
where τ = (1 s) ∈ Sn. Since this holds for all a ∈ An, we conclude
that f ≃ g.
Assume then that for every s ∈ [n] there exists I ∈ ([n]2 ) such that
δI(s) ̸= rI . Consider first the case that for all I ∈ ([n]2 ), δ
−1
I (rI) = I.
This implies that rI = sI = min I for all I ∈ ([n]2 ). Let a ∈ A
n. Then
a = bδI for some b ∈ An−1 and I ∈ ([n]2 ). We have
g(a) = g(bδI) = gI(b) = f ∗(brI , supp(b)) = f
∗(asI , supp(a)).
We claim that g is totally symmetric. For, let σ ∈ Sn. Then
g(aσ) = g(bδIσ) = g(bσIδσ−1(I)) = gσ−1(I)(bσI)
= f ∗(pr(n−1)r
σ−1(I)
, supp|An−1)(bσI) = f ∗(brI , supp(bσI))
= f ∗(brI , supp(b)) = f
∗(asI , supp(a)) = g(a),
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where the second equality holds by Lemma 4.1.9, and the fifth equal-
ity holds because σI(rσ−1(I)) = σI(min σ−1(I)) = min I = rI by
Fact 4.1.3. We conclude that g is totally symmetric and hence recon-
structible by Proposition 3.3.1; thus f ≃ g.
Finally, consider the case that there exists J ∈ ([n]2 ) such that
δ−1J (rJ) ̸= J. Then sJ /∈ J. By our assumption, there exists K ∈ (
[n]
2 )
such that δK(sJ) ̸= rK, i.e., sJ /∈ δ−1K (rK). We may assume, without
loss of generality, that sJ and sK lie in different blocks of the partition
⟨J, K⟩part ∈ Part(n). (If this is not the case, then it necessarily holds
that J ∩ K ̸= ∅, sJ ∈ K \ J, sK ∈ J \ K. Since n ≥ 4, there exists a set
L ∈ ([n]2 ) that is disjoint from J. Now, depending on whether or not
L is disjoint from K and on the membership of sL in the sets J, K and
L, we can replace the sets J and K in the argument with certain other
sets. Namely, if L ∩ K = ∅ and sL ∈ K or L ∩ K ̸= ∅ and sL ∈ L, then
take sets K and L; otherwise take J and L.)
Since n ≥ k + 2, for any S ⊆ A with |S| ≥ 2 and for any α, β ∈ S
with α ̸= β, there exists a tuple u ∈ An such that supp u = S, umin J =
umax J , umin K = umax K, usJ = α, and usK = β. Such a tuple u satisfies
u = vδJ = wδK for tuples v, w ∈ An−1 with ui = vδJ(i) = wδK(i) for all
i ∈ [n], and we have
f ∗(α, S) = f ∗(usJ , supp(u)) = f
∗(vrJ , supp(v))
= gJ(v) = g(u) = gK(w)
= f ∗(wrK , supp(w)) = f
∗(usK , supp(u)) = f
∗(β, supp u)).
This implies that f ∗(α, S) = f ∗(β, S) for all α, β ∈ S and S ⊆ A. There-
fore, f ∗ restricted to the range of (first, supp)|An does not depend on
its first argument. This means that f is determined by supp and is
hence reconstructible by Proposition 3.3.3. Thus f ≃ g.
An important consequence of Theorem 5.4.10 is that pseudo-Bool-
ean functions determined by ofo are reconstructible.
Theorem 5.4.11. Assume that |A| = 2 and n ≥ 4. If f : An → B is
determined by ofo, then f is reconstructible.
Proof. By Proposition 5.3.3, InvGr f = SΠ↑n−2 for some interval par-
tition Π ∈ Part(2). There are only two (interval) partitions of [2],
namely {[2]} and {{1}, {2}}, and their expansions are {[2]}↑n−2 =
{[n]} and {{1}, {2}}↑n−2 = {{1}, [2, n]}. Thus InvGr f is either Sn or
S[2,n]. Theorem 5.4.10 now shows that f is reconstructible.
According to Proposition 5.4.1, the lower bound n ≥ 4 in Theo-
rem 5.4.11 cannot be decreased. Observe also that the nonreconstruc-
tible ternary functions g and g′ of Example 3.3.5 are determined by
ofo.
A
P O S T C L A S S E S
The clones on the two-element set {0, 1} were determined by Post [75].
Post classes, i.e., clones on {0, 1}, are listed below, and the lattice of
clones on {0, 1}, the so-called Post’s lattice, is presented in Figure 1.
We make use of the notation appearing in the paper by Foldes and
Pogosyan [32], and Figure 1 is modeled after the illustration in [32].
• Ω is the clone of all Boolean functions.
• T0 := Pol(0) = { f ∈ Ω | f (0, . . . , 0) = 0}
(0-preserving functions).
• T1 := Pol(1) = { f ∈ Ω | f (1, . . . , 1) = 1}
(1-preserving functions).
• Tc := T0 ∩ T1
(constant-preserving functions).
• M := Pol
(
0 0 1
0 1 1
)
(monotone functions, i.e., functions f : {0, 1}n → {0, 1} satisfy-
ing f (a1, . . . , an) ≤ f (b1, . . . , bn) whenever ai ≤ bi for all i ∈ [n]).
• M0 := M ∩ T0, M1 := M ∩ T1, Mc := M ∩ Tc.
• S := Pol
(
0 1
1 0
)
(self-dual functions, i.e., functions f : {0, 1}n → {0, 1} satisfy-
ing f (a1, . . . , an) = 1 − f (1 − a1, . . . , 1 − an) for all a1, . . . , an ∈
{0, 1}).
• Sc := S ∩ Tc, SM := S ∩ M.
• L := Pol
⎛⎜⎜⎝
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 1 1 0 1 0 0 1
⎞⎟⎟⎠
(polynomial operations of the group ({0, 1};+) of addition mod-
ulo 2, i.e., affine functions).
• L0 := L ∩ T0, L1 := L ∩ T1, LS := L ∩ S, Lc := L ∩ Tc.
For a ∈ {0, 1}, a set S ⊆ {0, 1}n is a-separating if there is an index
i ∈ [n] such that for every (a1, . . . , an) ∈ S we have ai = a. For
m ≥ 2, a function f : {0, 1}n → {0, 1} is a-separating of rank m if every
subset of f−1(a) of cardinality at most m is a-separating. A function
f : {0, 1}n → {0, 1} is a-separating if f−1(a) is a-separating.
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• For m ≥ 2, Um is the clone of 1-separating functions of rank m.
• For m ≥ 2, Wm is the clone of 0-separating functions of rank m.
• U∞ :=
⋂
m≥2 Um, W∞ :=
⋂
m≥2 Wm
(1-separating and 0-separating functions, respectively).
• TcUm := Tc ∩ Um, TcWm := Tc ∩ Wm, for m = 2, . . . , ∞.
• MUm := M ∩ Um, MWm := M ∩ Wm, for m = 2, . . . , ∞.
• McUm := Mc ∩ Um, McWm := Mc ∩ Wm, for m = 2, . . . , ∞.
• Λ is the clone of polynomial operations of the meet-semilattice
({0, 1};∧).
• Λ0 := Λ ∩ T0, Λ1 := Λ ∩ T1, Λc := Λ ∩ Tc.
• V is the clone of polynomial operations of the join-semilattice
({0, 1};∨).
• V0 := V ∩ T0, V1 := V ∩ T1, Vc := V ∩ Tc.
• Ω(1) := { f ∈ Ω | ess f ≤ 1}
(projections, negations, constants).
• I∗ := Ω(1) ∩ S
(projections, negations).
• I := Ω(1) ∩ M
(projections, constants).
• I0 := I ∩ T0, I1 := I ∩ T1, Ic := I ∩ Tc.
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L
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Figure 1: Post’s lattice.
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[42] E. Horváth, G. Makay, R. Pöschel, T. Waldhauser, Invariance
groups of finite functions and orbit equivalence of permutation
groups, Open Math. 13 (2015) 83–95.
96 bibliography
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distinct entries
4
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x/Π block of partition Π containing x 4
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partition Π
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⊑ refinement relation of partitions 5
Part(n) set of all partitions of [n] 5
Partm(n) set of all m-partitions of [n] 5
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IntPart(n) set of all interval partitions of [n] 5
IntPartm(n) set of all interval m-partitions of [n] 5
⟨S⟩part partition of [n] induced by S 5
g ◦ f , g f composite function 6
ϕ′ map ϕ lifted to power sets 6
Im f range (image) of a function f 6
f |S restriction of a function f to a subset S
of its domain
6
ker f kernel of a function f 6
id identity map 7
Sn symmetric group 7
An alternating group 7
SX group of permutations fixing [n] \ X 7
AX group of even permutations fixing
[n] \ X
7
G ≤ G′ subgroup relation 7
⟨P⟩ permutation group generated by a set P
of permutations
7
102 list of symbols
SΠ group of all permutations preserving
the blocks of a partition Π
7
AΠ group of all even permutations
preserving the blocks of a partition Π
7
≤Π standard ordering of the blocks of a
partition Π
8
≤σΠ ordering of the blocks of a partition Π
relative to a permutation σ
8
natΠ natural surjection [n] → Π 9
hσΠ order-isomorphism ([m];≤) → (Π;≤σΠ) 9
hΠ order-isomorphism ([m];≤) → (Π;≤Π) 9
δΠ rigid surjection with kernel Π 9
σΠ minor of a permutation σ relative to a
partition Π
9, 47
Π/Γ a partition of a partition Π relative to a
partition Γ
9
Φ♭ flattening of a partition Φ 9
1M multiplicity function 14
|M| cardinality of a multiset M 14
M(X) set of all finite multisets 14
⟨ai : i ∈ I⟩ multiset 14
M ⊎ M′ sum of multisets M and M′ 14
M \ M′ difference of multisets M and M′ 14
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F (n)AB set of all n-ary functions from A to B 15
O(n)A set of all n-ary operations on A 15
FAB set of all functions of several arguments
from A to B
15
OA set of all operations on A 15
C(n) n-ary part of a set C of functions 15
Ess f set of indices of essential arguments of
f
16
ess f essential arity of f 16
σ map AV → AW acting on tuples
induced by a map σ : W → V
16
f ≤ g minor relation of functions 16
f ≡ g minor-equivalence of functions 17
f ≃ g similarity of functions 18
fΠ minor of f relative to a partition Π 20
f I identification minor of f 20
diag f diagonal of f 21
supp function mapping each a ∈ A∗ to the set
of entries of a
23
oddsupp function mapping each a ∈ A∗ to the set
of elements occurring an odd number
of times in a
23
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gap f arity gap of f 23
qa f quasi-arity of f 24
InvGr f invariance group of f 24
ofo function mapping each a ∈ A∗ to the
list of elements occurring in a in the
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25, 74
ms function mapping each a ∈ A∗ to its
content, i.e., the multiset of entries of a
25
sng function mapping each a ∈ A∗ to the
list of its singletons, i.e., elements
occurring exactly once in a
25
cs function mapping each a ∈ A∗ to its
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25
f (g1, . . . , gn) composition of functions of several
arguments
26
pr(n)i i-th n-ary projection 27
LA lattice of clones on A 27
IA clone of projections on A 27
ζ, τ, ∆, ∇, ∗ operations of iterative algebra 27
R(m)A set of all m-ary relations on A 28
RA set of all finitary relations on A 28
M ≺ ρ M is a matrix whose columns are tuples
in the relation ρ
28
f (M) application of f to the rows of a matrix
M
28
f ◃ ρ a function f preserves a relation ρ 28
PolR polymorphisms of a set R of relations 28
InvF invariants of a set F of functions 28
K(m)AB set of all m-ary constraints from A to B 29
KAB set of all finitary constraints from A to B 29
f ≤C g C-minor relation of functions 31
f ≡C g C-equivalence relation of functions 31
·∪ disjoint union of posets 31
×lex lexicographic product of posets 31
O collection of objects 33
In index set 33
Oi derived object 33
deck O deck of an object O 33
set-deck O set-deck of an object O 34
∨, ∧ lattice operations (join and meet) 42
Amin minimal elements of a set A ⊆ P([n]) 42
P set of all finite permutations 47
τ ≤ σ minor relation of permutations 47
r rank function 48
σ ⊕ τ direct sum of permutations σ and τ 50
σ[τ1, . . . , τn] inflation of a permutation σ by τ1, . . . , τn 50
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Comp(n) S set of all n-permutations compatible
with a set S ⊆ Sℓ of permutations
52
Min(ℓ) T set of all ℓ-minors of a set T ⊆ Sn of
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52
gComp(n) G subgroup of Sn generated by Comp(n) G 53
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60
θn, λℓk special permutations 61
Aut ρ automorphisms of a relation ρ 62
fiip(σ) finest invariant interval partition of a
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62
∆S set of differences between elements of a
subset S of a group
64, 72
a ≈ b tuples a and b are order-isomorphic 65
σ(≤k) special minor of a permutation σ 69
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73
OFO(n) set of all n-ary functions that are, up to
similarity, determined by ofo
75
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