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Resumo—Diferentemente dos problemas de recuperac¸a˜o de
informac¸a˜o, nos quais o usua´rio conhece o que ele esta´ procu-
rando, a`s vezes o usua´rio precisa compreender de forma mais geral
os assuntos abordados na colec¸a˜o para explorar os documentos
de interesse. Para cada grupo ou to´pico obtido, um conjunto
de descritores e´ selecionado entre os termos da colec¸a˜o e cabe
ao usua´rio identificar o assunto de cada grupo a partir da
lista de descritores apresentada. Normalmente, o conjunto de
descritores e´ composto por termos simples. Entretanto, muitos
termos possuem significado pro´prio quando combinados entre si.
Produzir uma lista de termos que ja´ considere na sua construc¸a˜o o
uso de termos compostos pode diminuir o esforc¸o necessa´rio para
a compreensa˜o dos assuntos identificados. Neste artigo e´ proposta
uma abordagem para identificac¸a˜o de assuntos em colec¸o˜es de
documentos que combina te´cnicas de regras de associac¸a˜o e de
agrupamento de dados. As regras de associac¸a˜o sa˜o aplicadas
para extrair termos compostos formando o contexto local da
relac¸a˜o entre os termos. Essas regras sa˜o representadas em
uma estrutura bag-of-words cujas dimenso˜es sa˜o as mesmas
da bag-of-words produzida pela colec¸a˜o de documentos e sa˜o
agrupadas, formando o contexto geral das relac¸o˜es. A ideia e´ que
a informac¸a˜o da vizinhanc¸a dos termos compostos extraı´dos aju-
dam a identificar (a) termos diferentes utilizados em um mesmo
contexto ou com mesmo sentido e (b) termos ideˆnticos mas que sa˜o
usados em contextos diferentes ou com significados diferentes. Os
resultados da avaliac¸a˜o indicam que o uso de termos compostos
com a abordagem proposta melhora a identificac¸a˜o de assuntos
nas colec¸o˜es de documentos avaliadas.
I. INTRODUC¸A˜O
Cada vez mais as atividades de organizac¸a˜o e recuperac¸a˜o
de informac¸o˜es sa˜o mediadas por sistemas informatizados
destinados a esse fim [1]. Compreender a estrutura e o
conteu´do de grandes colec¸o˜es de documentos ainda e´ um
grande problema de pesquisa. Muitas vezes o usua´rio precisa
compreender de forma mais geral os assuntos abordados na
colec¸a˜o para explorar os documentos de interesse, diferente-
mente dos problemas de recuperac¸a˜o de informac¸a˜o, nos quais
o usua´rio tem conhecimento sobre o que ele esta´ procurando
[2]. O agrupamento de documentos e a extrac¸a˜o de to´picos
sa˜o algumas das te´cnicas interessantes para apoiar o usua´rio
nessa tarefa, pois descrevem a colec¸a˜o de documentos em uma
forma que revela sua estrutura interna e as interrelac¸o˜es, ainda
que de formas distintas. Nessas te´cnicas, sa˜o obtidos grupos de
termos ou documentos relacionados de acordo com um crite´rio
estabelecido. Para cada grupo ou to´pico obtido, um conjunto
de descritores e´ selecionado entre os termos da colec¸a˜o. Por
exemplo, o grupo descrito pelos termos “computador, proces-
sador, internet, smartphone, sistema” provavelmente trata do
assunto “tecnologia”. Cabe ao usua´rio identificar o assunto de
cada grupo a partir da lista de descritores apresentada.
A identificac¸a˜o de uma lista de descritores relevante e´
fundamental para o bom entendimento do assunto apresentado.
Normalmente, a lista de descritores e´ composta por termos
simples, uma vez que grande parte das te´cnicas utiliza como
entrada do processo a representac¸a˜o dos documentos extraı´da
pelo modelo bag-of-words, em que cada documento e´ represen-
tado por um vetor de pesos correspondentes aos atributos do
texto. Os atributos sa˜o formados por termos simples extraı´dos
da colec¸a˜o de documentos. Entretanto, muitos termos pos-
suem significado pro´prio quando combinados entre si, como
“inteligeˆncia” e “artificial”. O modelo bag-of-words tem a
limitac¸a˜o de assumir que os termos sa˜o independentes e ignora
totalmente a relac¸a˜o entre eles [1], [3]. Produzir uma lista de
termos que ja´ considere na sua construc¸a˜o o uso de termos
compostos pode diminuir o esforc¸o do usua´rio necessa´rio para
a compreensa˜o de cada grupo ou to´pico extraı´do.
Extrair termos compostos de forma eficiente para incor-
porar na representac¸a˜o dos documentos ainda e´ um grande
desafio de pesquisa, e tem atraı´do grande atenc¸a˜o recentemente
[3]–[5]. Diversos modelos para representac¸a˜o de documentos
foram propostos na literatura para capturar a dependeˆncia entre
os termos, destacando-se os modelos baseados em frases ou
termos compostos [4], [6], [7] e os modelos baseados em
dimenso˜es latentes, como o LSI [8] e os de extrac¸a˜o de
to´picos [9], [10] e suas extenso˜es [5], [11]–[14]. Entre estes,
os modelos de extrac¸a˜o de to´picos apresentam os resultados
mais interessantes. A revisa˜o da literatura aponta para ganhos
significativos de interpretabilidade dos to´picos extraı´dos com a
adic¸a˜o da informac¸a˜o de dependeˆncia dos termos. As regras de
associac¸a˜o podem ser utilizadas para aproximar os resultados
de te´cnicas para identificar os assuntos da colec¸a˜o de documen-
tos que utilizam termos compostos e evitar algumas de suas
deficieˆncias [1], [6], [7]. Regras de associac¸a˜o representam
correlac¸o˜es ou coocorreˆncias entre itens, e possuem duas
vantagens para esse contexto. O algoritmo para gerac¸a˜o de
regras de associac¸a˜o e´ muito eficiente. Como, em geral, sa˜o
necessa´rias apenas regras com 2 ou 3 termos, o que e´ suficiente
para objetivos pra´ticos, o algoritmo somente percorre a colec¸a˜o
de documentos 2 ou 3 vezes. Apesar disso, pouca pesquisa tem
sido feita nessa direc¸a˜o [1].
Neste trabalho, e´ proposta uma abordagem na˜o-
supervisionada para identificac¸a˜o de assuntos em colec¸o˜es de
documentos que combina te´cnicas de regras de associac¸a˜o e
de agrupamento de dados. Na abordagem proposta, as regras
de associac¸a˜o sa˜o aplicadas para extrair termos compostos
formando o contexto local da relac¸a˜o entre os termos. As
regras de associac¸a˜o de toda a colec¸a˜o de documentos sa˜o
agrupadas, formando o contexto geral das relac¸o˜es. A ideia
e´ que a informac¸a˜o da vizinhanc¸a dos termos compostos
extraı´dos ajudam a identificar (a) termos diferentes utilizados
em um mesmo contexto ou com mesmo sentido e (b) termos
ideˆnticos mas que sa˜o usados em contextos diferentes ou com
significados diferentes. Para cada grupo, algumas regras sa˜o
selecionadas para formar o conjunto de descritores, que e´
composto por termos simples e compostos. Esses grupos com
descritores representam os assuntos identificados na colec¸a˜o e
fornecem uma estrutura para apoiar o usua´rio na compreensa˜o
e explorac¸a˜o da colec¸a˜o de documentos.
As principais contribuic¸o˜es dessa proposta sa˜o: (i) Um
novo me´todo que apo´ia a explorac¸a˜o de grandes colec¸o˜es de
documentos combinando contexto local e geral das relac¸o˜es
entre os termos para extrair novos atributos representativos
que permite a descric¸a˜o dos documentos utilizando poucas
dimenso˜es significativas; (ii) Uma abordagem que permite re-
presentar as regras de associac¸a˜o no mesmo espac¸o de atributos
dos documentos. As regras de associac¸a˜o extraı´das sa˜o repre-
sentadas em uma bag-of-words cujas dimenso˜es sa˜o as mesmas
da bag-of-words produzida pela colec¸a˜o de documentos, e o
peso de cada termo e´ dado pela sua frequeˆncia nas transac¸o˜es
cobertas pela regra de associac¸a˜o. Essa representac¸a˜o permite
agrupar dependeˆncias compostas por termos distintos mas que
possuem um significado semelhante. Esses grupos formam o
contexto geral das relac¸o˜es; (iii) A construc¸a˜o de um conjunto
de descritores para cada grupo composto por termos simples e
compostos combinados melhora o entendimento dos assuntos
gerais da colec¸a˜o.
II. TRABALHOS RELACIONADOS
Grande parte das te´cnicas para identificac¸a˜o dos assuntos
da colec¸a˜o utilizam a representac¸a˜o produzida pelo modelo
bag-of-words como entrada do processo. Esse modelo repre-
senta cada documento como um vetor de termos distintos que
aparecem na colec¸a˜o. Cada componente do vetor representa
o peso de cada termo em cada documento da colec¸a˜o. Seja
D = {d1, d2, ..., dm} uma colec¸a˜o com m documentos, e T =
{t1, t2, ..., tn} o conjunto de n termos distintos da colec¸a˜o.
Cada documento dj e´ representado por um vetor de termos
~dj = {w1j , w2j , ..., wnj}, no qual cada peso wij quantifica a
importaˆncia do termo ti ∈ T para o documento dj ∈ D. Para
os termos da colec¸a˜o que na˜o esta˜o presentes no documento
dj , wij = 0. Nesse modelo, tradicionalmente o peso wij
representa a medida da frequeˆncia do termo no documento ou
uma variac¸a˜o desse esquema [1]. A colec¸a˜o de documentos
e´ enta˜o representada pela matriz W com dimenso˜es m × n,
conhecida na literatura como matriz documento-termo. Cada
linha de W corresponde a um documento em D, isto e´, o
vetor ~dj , e cada coluna descreve a distribuic¸a˜o de cada termo
na colec¸a˜o de documentos.
Dentre as te´cnicas encontradas na literatura para identificar
os assuntos de uma colec¸a˜o de documentos, as propostas ba-
seadas em extrac¸a˜o de dimenso˜es latentes, como a Ana´lise da
Semaˆntica Latente [8] (Latent Semantic Analysis - LSA) e as
de extrac¸a˜o de to´picos [9], [10], se destacam pela qualidade dos
resultados obtidos e pela boa interpretabilidade das dimenso˜es
extraı´das. O modelo Latent Dirichlet Allocation (LDA) [10] e´
uma das te´cnicas mais proeminentes para extrac¸a˜o de to´picos.
Em [10], propo˜e-se um modelo generativo que descreve uma
colec¸a˜o de documentos a` partir de um conjunto reduzido de
to´picos. Esse modelo se torna atrativo por descobrir grupos de
termos que aparecem frequentemente juntos nos documentos
[2], [13]. O trabalho apresentado em [11] e´ um dos primeiros
a incorporar termos compostos no processo de extrac¸a˜o de
to´picos com LDA. Utilizou-se em [11] modelos de linguagem
hiera´rquica de Dirichlet para extender o algoritmo original
do LDA e considerar, durante a infereˆncia dos to´picos, o
peso do termo avaliado condicionalmente ao peso do termo
anterior a ele. Os autores de [14] argumentam que ainda
que os resultados dessa e de outras propostas baseadas em
modificac¸o˜es do algoritmo de infereˆncia sejam teoricamente
interessantes, o algoritmo de infereˆncia fica computacional-
mente mais complexo e pode inviabilizar sua aplicac¸a˜o para
o usua´rio final. Os autores de [14] avaliam a contribuic¸a˜o
do uso de termos compostos no modelo de to´picos obtidos
aplicando o modelo LDA cla´ssico. Foi proposto o uso de um
processo de extrac¸a˜o de termos compostos antes da etapa de
extrac¸a˜o de to´picos. Os termos compostos sa˜o incluı´dos na
representac¸a˜o dos documentos e os to´picos sa˜o obtidos com o
processo tradicional do LDA. Propostas mais recentes integram
te´cnicas de extrac¸a˜o de itemsets frequentes para explorar a
informac¸a˜o da dependeˆncia dos termos na extrac¸a˜o dos to´picos
sem aumentar demais a complexidade do processo [5], [12],
[13], mas pouca avaliac¸a˜o foi feita nestes trabalhos dos ganhos
qualitativos dos to´picos obtidos.
O uso de regras de associac¸a˜o para identificar dependeˆncia
entre termos tem se mostrado uma estrate´gia interessante na
literatura, como apresentado nos trabalhos [5]–[7], [12], [13],
levando a bons resultados nas aplicac¸o˜es de minerac¸a˜o de
textos e gerando atributos que possuem uma boa interpre-
tabilidade. Em geral, as regras de associac¸a˜o sa˜o utilizadas
para obter uma representac¸a˜o semelhante a bag-of-words. Essa
representac¸a˜o e´ utilizada, enta˜o, como entrada para um algo-
ritmo LDA tradicional, que na˜o esta´ adaptado para considerar
as caracterı´sticas de atributos compostos. Dessa forma, ele na˜o
explora de forma significativa a informac¸a˜o adicionada com os
novos atributos obtidos.
III. ABORDAGEM PROPOSTA
A abordagem proposta explora termos compostos em um
contexto local e geral da relac¸a˜o entre termos para iden-
tificar assuntos em colec¸o˜es de documentos. Ela explora a
relac¸a˜o existente entre os termos obtidas no contexto local, o
que permite atacar problemas importantes como a polissemia
mesmo quando o termo avaliado e´ composto. Por exemplo,
os termos compostos “minerac¸a˜o de dados” e “extrac¸a˜o de
conhecimento” podem ser empregados nos textos com sig-
nificado semelhante, mas sa˜o formados por termos distintos.
Ainda, um deles pode ocorrer com frequeˆncia muito maior
que o outro, tornando difı´cil identificar esse tipo de relac¸a˜o
pela comparac¸a˜o estatı´stica das distribuic¸o˜es. A ideia e´ que
a informac¸a˜o da vizinhanc¸a dos termos, obtida pela ana´lise
do conjunto de transac¸o˜es que cada regra cobre, ajudam a
identificar termos diferentes utilizados em um mesmo contexto
ou com mesmo sentido e termos ideˆnticos mas que sa˜o usados
em contextos diferentes ou com significados diferentes.
Na Figura 1 sa˜o apresentados os principais passos da
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Figura 1. Visa˜o geral da abordagem proposta.
abordagem proposta. O contexto local captura a correlac¸a˜o
entre os termos em cada documento pela coocorreˆncia obtida
com a extrac¸a˜o de regras de associac¸a˜o. Para capturar o
contexto geral, foi proposta uma representac¸a˜o intermedia´ria
para as regras de associac¸a˜o que permite representa´-las no
espac¸o de vetores original dos documentos. Cada regra de
associac¸a˜o extraı´da e´ representada por um vetor de termos
distintos que aparecem na colec¸a˜o de documentos, e o peso de
cada termo e´ dado pela sua frequeˆncia nas transac¸o˜es cobertas
pela regra de associac¸a˜o. Isso permite aplicar medidas de
similaridade como a medida de cosseno, para determinar o
contexto geral de cada relac¸a˜o obtida considerando todas as
outras relac¸o˜es da colec¸a˜o. Os grupos obtidos formam, enta˜o,
o conjunto de assuntos identificados dos documentos.
Antes de iniciar o processo, recomenda-se o pre´-
processamento da colec¸a˜o de documentos com a simplificac¸a˜o
de palavras, remoc¸a˜o de stopwords, e a limpeza e padronizac¸a˜o
dos documentos como descritos em [15].
A. Contexto Local da Relac¸a˜o
O contexto local da relac¸a˜o entre os termos e´ obtido
aplicando-se as ideias propostas no modelo bag-of-related-
words [7], que oferece um processo eficiente para extrac¸a˜o
de termos compostos utilizando regras de associac¸a˜o. Nesse
modelo, as regras de associac¸a˜o sa˜o extraı´das para cada
documento e, apo´s selecionadas, sa˜o utilizadas para construir
os termos compostos da colec¸a˜o. Como cada documento e´
processado de forma independente, os termos compostos sa˜o
obtidos para o contexto local da relac¸a˜o. Dos quatro passos
propostos pelo modelo bag-of-related-words, foram utilizados
dois deles na abordagem proposta: (1) Mapear os documen-
tos em transac¸o˜es; (2) Extrair as regras de associac¸a˜o das
transac¸o˜es de cada documento. Ainda, optou-se na abordagem
proposta pelo mapeamento em janelas deslizantes pois foi
aquele que apresentou melhores resultados segundo [7].
No mapeamento dos documentos em transac¸o˜es utilizando
janelas deslizantes, a primeira transac¸a˜o conte´m apenas a
primeira palavra do documento, a segunda conte´m as duas
primeiras palavras, e assim por diante, ate´ que a janela
contenha o nu´mero de palavras igual ao tamanho definido
“tamanho janela”. Apo´s isso, a janela desliza uma pala-
vra e considera as pro´ximas “tamanho janela” palavras do
documento. O resultado desse processo e´ a colec¸a˜o DC =
{dC1, dC2, ..., dCm} em que dCj corresponde as transac¸o˜es
obtidas pelo mapeamento do documento dj ∈ D. Cada con-
junto de transac¸o˜es dCj ∈ DC e´ processado por um algoritmo
de gerac¸a˜o de regras de associac¸a˜o (como o Apriori [1]).
Define-se os valores supmin e confmin de suporte mı´nimo e
confianc¸a mı´nima, respectivamente, utilizados pelo algoritmo
de gerac¸a˜o de regras de associac¸a˜o para cada dCj . Os autores
de [7] propuseram o ca´lculo automa´tico do valor supmin para
cada documento, cuja fo´rmula e´:
supmin(dCj) =
 ∑
∀ti∈A
wij
 / |A|
∣∣dCj∣∣ (1)
na qual A e´ o conjunto de termos ti ∈ T para o documento
dj tal que wij > 0, |A| e´ o nu´mero total de termos de dj
e |dCj | e´ o nu´mero total de transac¸o˜es do documento dj .
Segundo os autores de [7], esse ca´lculo apresenta resultados
compara´veis aos obtidos com a definic¸a˜o manual do valor de
supmin, e possibilita tirar do usua´rio a responsabilidade de
definir esse paraˆmetro. Utilizou-se o valor de confmin = 0,
permitindo gerar todas as regras de associac¸a˜o possı´veis.
As regras de associac¸a˜o que sera˜o exploradas ao longo do
processo sa˜o selecionadas utilizando um valor de corte para
uma medida objetiva. O resultado desse processo e´ a colec¸a˜o
DR = {dR1, dR2, ..., dRm} em que dRj corresponde as regras
de associac¸a˜o obtidas pelo processamento das transac¸o˜es dCj
do documento dj .
Por fim, calcula-se o valor de uma medida objetiva da
literatura para filtrar as regras de associac¸a˜o. A selec¸a˜o da
medida objetiva e´ um passo importante, ja´ que cada uma delas
possui uma semaˆntica pro´pria e tem influeˆncia no tipo de termo
composto que sera´ obtido. Em [7], tambe´m foi proposto o
ca´lculo automa´tico do valor de corte para uma dada medida
objetiva em cada documento, cuja fo´rmula e´:
min medida(dRj) =
∑
∀rjz∈dRj
valor da medida(rjz)
|dRj | (2)
na qual rjz e´ a z-e´sima regra de associac¸a˜o em dRj ,
valor da medida(rjz) e´ o valor calculado da medida objetiva
para a regra de associac¸a˜o rjz e |dRj | e´ o nu´mero de regras
de associac¸a˜o em dRj . Com o valor de corte definido, todas
as regras de associac¸a˜o com o valor de medida objetiva maior
ou igual ao valor de corte sa˜o selecionadas. O resultado desse
processo e´ a colec¸a˜o DS = {dS1, dS2, ..., dSm} em que dSj
corresponde as regras de associac¸a˜o selecionadas de dRj com
valor de medida objetiva maior do que min medidaj .
Vale ressaltar que o modelo bag-of-related-words em sua
proposta original tambe´m gera atributos compostos por um
u´nico termo. Isso e´ possı´vel ao processar regras obtidas do
tipo ∅ ⇒ atributo, que e´ formada por apenas um item.
Esse formato tambe´m foi mantido na proposta apresentada
aqui, uma vez que grande parte dos termos utilizados nos
documentos possuem sentido pro´prio como termo simples.
Como e´ sugerido em [1], em geral, sa˜o necessa´rias apenas
regras com 2 ou 3 termos. Assim, optou-se pela gerac¸a˜o de
regras de associac¸a˜o com, no ma´ximo, treˆs itens. Por fim, as
regras de associac¸a˜o avaliadas aqui podem apresentar va´rios
itens no antecedente mas apenas um item no consequente
devido a otimizac¸o˜es de implementac¸a˜o do algoritmo para
gerac¸a˜o de regras de associac¸a˜o.
B. Contexto Geral da Relac¸a˜o
Uma das dificuldades ao agrupar regras de associac¸a˜o
esta´ no ca´lculo da similaridade entre duas regras. Inspirados
na proposta de [16], que representa o conjunto de itemsets
frequentes extraı´dos no mesmo espac¸o de representac¸a˜o dos
documentos, propo˜e-se aqui uma representac¸a˜o intermedia´ria
das regras de associac¸a˜o obtidas utilizando os atributos ex-
traı´dos para formar a representac¸a˜o bag-of-words da colec¸a˜o,
com o conjunto de termos T = {t1, t2, ..., tn} dos documen-
tos. Entretanto, em nossa proposta, o peso de cada atributo
para cada regra de associac¸a˜o pode ser obtido ao explorar o
conjunto de transac¸o˜es cobertas pela regra de associac¸a˜o, ou
seja, o conjunto de transac¸o˜es que gerou aquela regra. Assim,
considera-se no processo o contexto local da relac¸a˜o e sua
vizinhanc¸a para encontrar o contexto geral das relac¸o˜es. De
acordo com a hipo´tese distribucional [17], termos que ocorrem
em contextos similares tendem a ter significados semelhantes.
Assim, cada regra rjz e´ representada por um vetor de termo
~rjz = {p1jz, p2jz, ..., pnjz}, no qual cada pelo pijz quantifica
a importaˆncia do termo ti ∈ T para a regra de associac¸a˜o
rjz , de forma que pijz representa a frequeˆncia do termo ti nas
transac¸o˜es em dTj ∈ DT cobertas pela regra rjz . Uma vez
obtida a representac¸a˜o, aplica-se um algoritmo de agrupamento
de textos utilizando uma medida de similaridade. Assim como
em outros me´todos, o nu´mero K de grupos gerados deve ser
informado pelo usua´rio.
IV. EXPERIMENTOS E RESULTADOS
Nesta sec¸a˜o apresentamos e discutimos a avaliac¸a˜o experi-
mental da abordagem proposta para identificac¸a˜o de assuntos
em colec¸o˜es textuais. Para comparac¸a˜o, foi escolhido o modelo
LDA tradicional. Os to´picos do modelo LDA foram produzidos
a` partir de uma bag-of-words formada por termos simples e
tambe´m a` partir da representac¸a˜o obtida pelo modelo bag-of-
related-words [7], formada por termos simples e compostos.
A. Configurac¸a˜o experimental
Colec¸o˜es de documentos: Para os experimentos, utilizou-se
duas colec¸o˜es de documentos em ingleˆs1, como apresentado na
Tabela I. A colec¸a˜o Re8 e´ composta por textos jornalı´sticos,
os quais representam uma porc¸a˜o significativa dos tipos de
documentos digitais disponı´veis. A colec¸a˜o ACM e´ composta
por textos de artigos cientı´ficos, que tambe´m representam
documentos digitais de grande interesse.
Tabela I. DESCRIC¸A˜O DAS COLEC¸O˜ES DE TEXTOS. A QUANTIDADE DE
TERMOS CORRESPONDE AO VALOR NA COLEC¸A˜O PRE´-PROCESSADA.
Colec¸a˜o # classes # docs # termos Descric¸a˜o
Re8 8 7674 17336 Colec¸a˜o de notı´cias das 8 classes maisfrequentes da colec¸a˜o Reuters-21578
ACM 40 3491 222713
Colec¸a˜o de artigos cientı´ficos de
confereˆncias de diferentes a´reas da
computac¸a˜o extraı´dos do reposito´rio
digital da ACM
Pre´-processamento: Todas as bases de textos foram pre´-
processadas utilizando o mesmo me´todo. Foi realizada uma
padronizac¸a˜o dos textos, removendo-se nu´meros, sı´mbolos e
tambe´m as stopwords. Os termos foram obtidos pela reduc¸a˜o
das palavras ao seu stem aplicando-se o algoritmo de Porter
1Estas colec¸o˜es podem ser acessadas em http://sites.labic.icmc.usp.br/text
collections/ .
[15]. Os termos foram selecionados removendo-se 5% dos
termos mais frequentes e 5% dos termos menos frequentes.
Te´cnicas utilizadas: Comparou-se a abordagem proposta com
diferentes medidas objetivas de regras de associac¸a˜o, o modelo
produzido pelo LDA considerando a bag-of-words tradicional
como entrada e o modelo produzido pelo LDA considerando
a bag-of-related-words como entrada. Este u´ltimo modelo
permite comparar o impacto do uso de termos compostos
no processo tradicional do LDA. A extrac¸a˜o dos termos
compostos antes da execuc¸a˜o do LDA e´ apontado por [14]
como uma alternativa via´vel para inclusa˜o de dependeˆncia de
termos no processo e que obte´m bons resultados.
Configurac¸a˜o de paraˆmetros O modelo bag-of-related-words
foi obtido utilizando a ferramenta FEATuRE2. Com base
nos resultados apresentados em [7], optou-se pelo uso do
suporte automa´tico e pelo valor me´dio da medida objetiva para
selecionar os atributos. Ainda de acordo com os resultados em
[7], foi utilizada a medida objetiva Kappa para construir a
representac¸a˜o bag-of-related-words para essa avaliac¸a˜o. Para a
construc¸a˜o das transac¸o˜es, adotou-se a janela de tamanho 5,
que apresentou os melhores resultados segundo [7].
Tabela II. VALORES DOS PARAˆMETROS DOS ME´TODOS AVALIADOS.
LDA
Representac¸a˜o de entrada bag-of-words, bag-of-related-words
Hiperparaˆmetros α e β estimados automaticamente pela ferramenta
Iterac¸o˜es para a amostragem
de Gibbs 10000
Nu´mero de to´picos (k) 50, 100, 150
Abordagem proposta
Tamanho da janela 5
Suporte/confianc¸a mı´nimos
por documento supmin Automa´tico (Equac¸a˜o 1) / confmin 0
Medidas objetivas
Added Value, Certainty Factor, Collective
Strength, Confianc¸a, Conviction, φ-Coefficient,
Gini Index, IS, J-Measure, Kappa, Klosgen,
Lambda, Laplace, Lift, Mutual Information LHS,
Novelty, Odds Ratio
Valor de corte para a medida
objetiva por documento Automa´tico (Equac¸a˜o 2)
Agrupamento das regras Bi-Secting K-Means com medida de similaridadede cosseno
Nu´mero de grupos (k) 50, 100, 150
Conforme apresentado na Tabela II, para avaliar as
descric¸o˜es obtidas, foram utilizados os valores de k = 50,
k = 100 e k = 150 tanto para o LDA quanto para a abordagem
proposta, como utilizado em [18]. Ainda, os modelos LDA
foram obtidos utilizando a ferramenta MALLET3. Para cada
to´pico, foram selecionados os dez termos com maior probabili-
dade para formar o conjunto de descritores. Para a abordagem
proposta, as transac¸o˜es foram obtidas utilizando uma janela de
tamanho 5, mesmo valor utilizado para obter a representac¸a˜o
bag-of-related-words. As regras de associac¸a˜o foram obtidas e,
para seleciona´-las, avaliou-se as medidas objetivas apresenta-
das na Tabela II. Detalhes sobre as caracterı´sticas das medidas
objetivas utilizadas e suas propriedades podem ser encontrados
em [19], [20]. Para o agrupamento das regras, foi aplicado o
algoritmo Bi-Secting K-Means4, e a medida de similaridade
utilizada foi a cosseno. Para cada grupo, foram selecionadas as
dez melhores regras, de acordo com a medida objetiva utilizada
no passo anterior, para formar o conjunto de descritores. Para
2Disponı´vel em http://sites.labic.icmc.usp.br/feature/ .
3Disponı´vel em http://mallet.cs.umass.edu/ .
4Implementado na ferramenta Cluto. Disponı´vel em http://glaros.dtc.umn.
edu/gkhome/views/cluto .
efeito de comparac¸a˜o, os itens da regra foram unidos de forma
a apresentar um formato semelhante aos de outros modelos.
Por exemplo, a regra inteligencia ⇒ artificial forma o
termo “inteligencia artificial”.
B. Medidas de avaliac¸a˜o
Avaliac¸a˜o do termo intruso: Na detecc¸a˜o de termos intrusos
[18], uma lista com N +1 termos5 e´ apresentada, sendo os N
termos com maior probabilidade para o to´pico e um “termo
intruso” escolhido aleatoriamente entre aqueles com baixa
probabilidade no to´pico de interesse, mas alta probabilidade
em outro to´pico. O objetivo e´ identificar na lista qual e´ o termo
intruso que na˜o pertence ao to´pico em questa˜o. Na proposta
original, a tarefa de detecc¸a˜o de termos intrusos e´ realizada
por um grupo de especialistas [18]. Neste trabalho, utilizou-
se a avaliac¸a˜o automa´tica para detecc¸a˜o de termo intruso
implementada na ferramenta topic interpretability6. Para cada
termo descritor do to´pico, incluindo o termo intruso, calcula-
se um peso baseado na sua coocorreˆncia com todos os outros
termos descritores deste to´pico. Esses pesos sa˜o utilizados
como atributos para treinar um classificador que produz um
modelo de regressa˜o. Este classificador e´ enta˜o utilizado para
identificar o termo intruso em todos os casos apresentados.
Nessa avaliac¸a˜o, to´picos com maior interpretabilidade ou mais
coerentes sa˜o aqueles em que e´ fa´cil identificar o termo intruso.
Quanto maior e´ a quantidade de termos intrusos detectados,
melhor e´ o modelo produzido. Para calcular o peso de cada
coocorreˆncia, utilizou-se como base a medida Informac¸a˜o
Mu´tua Pontual (Pointwise Mutual Information - PMI). O valor
de PMI de cada termo ti e´ obtida pela soma dos valores de
PMI entre ti e todos os outros termos da lista de descritores,
incluindo o termo intrudo. A TI PMI para cada termo ti do
conjunto de descritores em relac¸a˜o a todos os outros descritores
tj do mesmo grupo ou to´pico e´:
TI PMI(ti) =
N∑
j=1
log(
p(ti, tj)
p(ti) ∗ p(tj)
), i 6= j
Foram selecionados como descritores para cada to´pico ou
grupo 10 termos, e foi adicionado a lista 1 termo intruso.
O termo intruso e´ selecionado aleatoriamente em uma lista
formada pelos 10 termos com menor peso para o to´pico
de interesse e que tambe´m tenham sido selecionados como
descritores de algum outro to´pico ou grupo. Para as descric¸o˜es
obtidas pelo modelo LDA, os 10 termos com menor peso sa˜o
aqueles com menor probabilidade no to´pico. Para a abordagem
proposta, os termos com menor peso sa˜o aqueles com menor
valor na medida objetiva utilizada para selecionar as regras.
Avaliac¸a˜o da coereˆncia observada: Os autores de [21] defi-
niram a interpretabilidade de um to´pico baseado na avaliac¸a˜o
feita por usua´rios especialistas da coereˆncia observada dos N
termos selecionados como descritores do to´pico. Na proposta
original, os to´picos extraı´dos sa˜o apresentados para um grupo
de especialistas que, seguindo um conjunto de instruc¸o˜es
padronizadas, devem avaliar a qualidade do to´pico quanto
a sua utilidade em uma escala de 3 pontos onde a nota 3
indica um to´pico u´til (coerente) e a nota 1 indica um to´pico
pouco u´til (menos coerente). Entre os me´todos automa´ticos
avaliados, medida PMI foi apontada como a que mais se
5N e´ o nu´mero de palavras do to´pico apresentadas para o usua´rio.
Normalmente utiliza-se N = 10.
6Disponı´vel em https://github.com/jhlau/topic interpretability/.
aproxima da avaliac¸a˜o feita pelos especialistas, e pode ser
utilizada para automatizar a avaliac¸a˜o da coereˆncia do to´pico
considerando os termos selecionados como descritores e sua
coocorreˆncia em relac¸a˜o a uma colec¸a˜o de refereˆncia. O
processo automatizado de avaliac¸a˜o da coereˆncia observada
implementado na ferramenta topic-interpretability tambe´m foi
utilizado neste trabalho. Nessa implementac¸a˜o, a coereˆncia
observada do k-e´simo grupo ou to´pico, considerando seu
conjunto de descritores, e´ dada pela soma do valor de PMI
de todas as combinac¸o˜es de pares de termos da lista de
descritores. Assim, medida CO PMI:
CO PMI(Ck) =
N∑
j=2
j−1∑
i=1
log(
p(tj , ti)
p(ti) ∗ p(tj)
)
Uma vez que algumas dimenso˜es produzidas pelos me´todos
podem na˜o ser representativas, ja´ que na˜o foi utilizada ne-
nhuma heurı´stica para determinar um valor ideal de K para os
me´todos comparados, considerou-se que os to´picos no quartil
superior sa˜o os mais interessantes. Assim, foram selecionados
para comparac¸a˜o um total de 25% dos grupos ou to´picos que
foram melhores avaliados pela medida de Coereˆncia Obser-
vada.
Configurac¸a˜o da ferramenta de avaliac¸a˜o: As avaliac¸o˜es
foram realizadas de forma automa´tica utilizando a ferramenta
topic-interpretability. Tanto para o caso da detecc¸a˜o de ter-
mos intrusos quanto para o caso da coereˆncia observada, a
ferramenta utiliza uma colec¸a˜o de refereˆncia para calcular a
coocorreˆncia entre os termos selecionados como descritores
necessa´ria para o ca´lculo da PMI. Neste artigo, o corpus de
refereˆncia utilizado foi a Wikipe´dia em ingleˆs7. Todos os arti-
gos foram pre´-processados seguindo o mesmo procedimento
utilizado para os documentos das colec¸o˜es avaliadas. Para
contabilizar as coocorreˆncias, a ferramenta foi configurada
para considerar termos que ocorreram em um mesmo artigo,
independente da distaˆncia entre eles.
C. Resultados e discussa˜o
Avaliac¸a˜o do termo intruso: Os resultados obtidos para a
colec¸a˜o Re8 e para a colec¸a˜o colec¸a˜o ACM sa˜o apresentados
na Tabela III. Considerando todos os casos, a abordagem
proposta foi superior aos modelos gerados pelo LDA. Para
a colec¸a˜o ACM, o classificador utilizado acertou todos ou
quase todos os casos para a maioria das medidas objetivas.
Na colec¸a˜o Re8, os melhores valores obtidos pela abordagem
proposta foram, aproximadamente, o dobro dos valores obtidos
pelo melhor modelo LDA, ainda que na˜o tenham acertado
a totalidade dos casos. Destaca-se em ambas as colec¸o˜es os
resultados obtidos pela medida φ-Coefficient, que foi a melhor
medida em 5 dos 6 casos, sendo a medida objetiva com
resultados mais esta´veis. Essa medida objetiva indica o grau
de associac¸a˜o (ou correlac¸a˜o) entre os itens do antecedente
e do consequente da regra de associac¸a˜o e, de acordo com
[19], sua semaˆntica e´ muito semelhante a da medida estatı´stica
χ2. E´ importante observar que, no caso das medidas objetivas,
muitas delas sa˜o propostas visando identificar esse mesmo tipo
de relac¸a˜o, ou seja, possuem semaˆntica semelhante, pore´m
possuem propriedades bem distintas. Por exemplo, as medi-
das Mutual Information LHS e Collective Strenght possuem
semaˆntica semelhante a φ-Coefficient, pore´m seus resultados
foram bem distintos nessa avaliac¸a˜o. Destaca-se tambe´m a
7Versa˜o extraı´da em 5 de agosto de 2013.
Tabela III. RESULTADOS PARA AS COLEC¸O˜ES RE8 E ACM DA TAREFA
DE DETECC¸A˜O DE TERMOS INTRUSOS (TI) ORDENADOS PELA
QUANTIDADE ABSOLUTA DE TERMOS ENCONTRADOS CORRETAMENTE.
Colec¸a˜o Re8
K=50
Configurac¸a˜o TI
φ-Coefficient 38
Odds Ratio 28
Novelty 24
Gini Index 24
Kappa 24
Klosgen 22
Added Value 22
Certainty Factor 19
Lift 17
Laplace 17
Confianc¸a 15
Collective Strength 13
Conviction 12
IS 12
Mutual Information LHS 10
LDA + bag-of-related-words 9
Lambda 9
J-Measure 7
LDA + bag-of-words 3
K=100
Configurac¸a˜o TI
φ-Coefficient 52
Laplace 42
Odds Ratio 40
Confianc¸a 39
Novelty 32
Added Value 30
Gini Index 27
Kappa 27
LDA + bag-of-words 25
Collective Strength 24
Certainty Factor 24
LDA + bag-of-related-words 24
Lambda 24
Lift 22
Klosgen 22
Conviction 22
J-Measure 17
Mutual Information LHS 13
IS 11
K=150
Configurac¸a˜o TI
Laplace 71
Confianc¸a 66
φ-Coefficient 64
Odds Ratio 57
LDA + bag-of-words 38
Klosgen 37
Kappa 36
Gini Index 34
LDA + bag-of-related-words 34
Collective Strength 33
Novelty 33
Conviction 33
Added Value 31
Lambda 31
Certainty Factor 30
J-Measure 27
Lift 26
IS 26
Mutual Information LHS 21
Colec¸a˜o ACM
K=50
Configurac¸a˜o TI
Confianc¸a 50
Novelty 50
φ-Coefficient 50
Klosgen 50
Kappa 50
Odds Ratio 50
Conviction 50
Added Value 50
Laplace 49
Gini Index 49
Collective Strength 49
Lift 49
Certainty Factor 49
Lambda 45
LDA + bag-of-words 23
LDA + bag-of-related-words 22
Mutual Information LHS 12
J-Measure 7
IS 4
K=100
Configurac¸a˜o TI
Odds Ratio 100
Kappa 100
φ-Coefficient 100
Conviction 100
Added Value 100
Laplace 99
Confianc¸a 99
Gini Index 99
Novelty 99
Collective Strength 99
Klosgen 99
Lift 99
Certainty Factor 99
Lambda 94
LDA + bag-of-related-words 50
LDA + bag-of-words 48
J-Measure 19
Mutual Information LHS 16
IS 15
K=150
Configurac¸a˜o TI
φ-Coefficient 150
Odds Ratio 149
Laplace 148
Gini Index 148
Novelty 148
Certainty Factor 148
Kappa 147
Collective Strength 147
Klosgen 147
Added Value 147
Confianc¸a 146
Lift 146
Conviction 143
Lambda 142
LDA + bag-of-words 63
LDA + bag-of-related-words 51
J-Measure 31
Mutual Information LHS 28
IS 16
medida Odds Ratio, que tambe´m tem semaˆntica semelhante,
e apresentou bons resultados, estando entre as 3 melhores em
5 dos 6 casos. De acordo com [19], ela tambe´m compartilha
muitas propriedades com a medida φ-Coefficient.
Observando apenas os resultados obtidos pelo modelo
LDA, na˜o e´ possı´vel apontar uma diferenc¸a significativa entre
os resultados obtidos. O uso de termos compostos nesse caso
na˜o trouxe benefı´cios diretos para o modelo, sendo que o uso
de termos simples foi ligeiramente melhor em alguns casos.
Avaliac¸a˜o da coereˆncia observada: Na Tabela IV sa˜o apre-
sentados os valores de Coereˆncia Observada para o melhor
to´pico ou grupo e o menor valor da medida para o to´pico
ou grupo do quartil superior para as colec¸o˜es Re8 e ACM.
Nessa avaliac¸a˜o na˜o foi possı´vel apontar uma medida como
sendo a mais esta´vel para todos os casos. Destaca-se aqui o
bom desempenho da medida Collective Strength para a colec¸a˜o
Re8. Os autores de [19] apontam que essa medida apresenta
propriedades similares a medida φ-Coefficient, que apresentou
bons resultados na avaliac¸a˜o de termo intruso. A medida Odds
Ratio tambe´m apresentou bons resultados nessa base para os
valores de k igual a 50 e 100, mas na˜o teve um comportamento
esta´vel em todos os casos. Ainda, para o valor de coereˆncia
observada em 25%, o modelo LDA foi ligeiramente superior
aos resultados obtidos pelas melhores medidas objetivas com a
abordagem proposta, mas na˜o sa˜o suficientes para compensar
a diferenc¸a de resultados para o melhor to´pico avaliado.
Para a colec¸a˜o ACM, a abordagem proposta foi superior ao
modelo LDA em um dos casos. Para a abordagem proposta,
as medidas Confianc¸a, Laplace e IS se destacam. As duas
primeiras medidas visam avaliar a cobertura de uma regra de
associac¸a˜o em relac¸a˜o ao conjunto de transac¸o˜es condicional-
mente a cobertura do antecedente da regra de associac¸a˜o. A
medida Laplace e´ uma variac¸a˜o da medida Confianc¸a na qual
aplica-se uma correc¸a˜o visando penalizar regras de associac¸a˜o
muito especı´ficas, ou seja, que cobrem poucas transac¸o˜es. A
medida IS pode ser interpretada como a medida cosseno, muito
utilizada para determinar a similaridade entre documentos
representados por modelos VSM, e e´ equivalente a me´dia
geome´trica da Confianc¸a das regras geradas a partir de um
par de itens [19]. De uma forma geral, a abordagem proposta
tem melhores resultados para medidas que avaliam a cobertura
das regras de associac¸a˜o em relac¸a˜o as transac¸o˜es obtidas.
Diferentemente dos casos anteriores, em que as medidas de
destaque sa˜o aquelas que avaliam o grau de associac¸a˜o entre
antecedente e consequente. Uma possı´vel causa para esse efeito
e´ o tamanho me´dio dos documentos dessa colec¸a˜o, bem como a
diferenc¸a do estilo de escrita em relac¸a˜o aos textos de notı´cia
da colec¸a˜o Re8. Por fim, considerando o valor de coereˆncia
observada em 25%, o modelo LDA tambe´m obteve melhores
resultados nesse caso, enquanto o desempenho da abordagem
proposta foi significativamente inferior em muitos dos casos.
Destaca-se o bom resultado da medida IS para os valores de
k 100 e 150, que se aproximaram do desempenho do modelo
LDA considerando tanto o valor de coereˆncia observada em
25% quanto no melhor valor obtido.
Tambe´m na avaliac¸a˜o de coereˆncia observada, conside-
rando apenas os resultados obtidos pelo modelo LDA, na˜o e´
possı´vel apontar uma diferenc¸a significativa entre os resultados
obtidos. O uso de termos compostos nesse caso tambe´m na˜o
trouxe benefı´cios diretos para o modelo, sendo que o uso de
termos simples obteve resultados ligeiramente melhores em
alguns casos. Esse resultado fornece alguns indı´cios de que,
para que as te´cnicas tenham ganhos significativos com o uso de
termos compostos, ela deve utilizar de uma forma explı´cita a
informac¸a˜o de que existe dependeˆncia entre os termos durante
a identificac¸a˜o dos assuntos da colec¸a˜o.
Um exemplo com a lista de termos selecionados para os
melhores casos da abordagem proposta e pelo modelo LDA
considerando a avaliac¸a˜o da coereˆncia observada e´ apresentada
na Tabela V. Para a colec¸a˜o Re8, considerando a abordagem
proposta, a medida objetiva com melhores resultados foi a Col-
lective Strength, que tem como propriedade selecionar regras
de associac¸a˜o que possuam forte grau de associac¸a˜o entre o
antecedente e o consequente. Uma inspec¸a˜o visual dos grupos
com melhor valor de coereˆncia observada indica que esse
comportamente se reflete nos termos compostos selecionados,
destacando o termo “bank” que apareceu em todos os termos
compostos selecionados. Ainda para a colec¸a˜o Re8, o modelo
LDA combinado com bag-of-words e bag-of-related-words foi
melhor avaliado nos to´picos relacionados com “petro´leo”. Para
a colec¸a˜o ACM, a abordagem proposta foi melhor avaliada
para a medida objetiva Laplace. Essa medida tem como
propriedade selecionar regras de associac¸a˜o que possuam uma
maior cobertura das transac¸o˜es. Ainda sim, pode-se observar
um domı´nio do termo “model” para o valor de k 50 e “cell”
para os outros casos. Apesar disso, em todos os valores de
k, um dos termos compostos selecionados na˜o possui esses
termos, possivelmente por influeˆncia da selec¸a˜o realizada com
a medida objetiva. Para o modelo LDA combinado com bag-
of-words para todos os valores de k e bag-of-related-words
para o valor de k 50, houve um domı´nio de to´picos com
termos pouco significativos. Possivelmente, os termos selecio-
nados sa˜o resultado de problemas no pre´-processamento, que
separou alguns termos importantes na colec¸a˜o ACM. Esses
Tabela IV. RESULTADOS PARA AS COLEC¸O˜ES RE8 E ACM DO VALOR DE COEREˆNCIA OBSERVADA (CO) DO TO´PICO COM MELHOR AVALIAC¸A˜O E DO
TO´PICO COM MENOR VALOR DE MEDIDA ENTRE OS 25% MELHORES TO´PICOS. OS RESULTADOS ESTA˜O ORDENADOS PELO MELHOR VALOR DE CO OBTIDO.
Colec¸a˜o Re8
K=50
Configurac¸a˜o Melhor CO CO em 25%
Collective Strength 1,57 0,56
Odds Ratio 1,50 0,37
Novelty 1,28 0,57
Gini Index 1,28 0,54
Kappa 1,27 0,56
Certainty Factor 1,27 0,55
Klosgen 1,22 0,55
Lift 1,18 0,52
Added Value 1,09 0,55
Conviction 1,05 0,57
LDA + bag-of-related-words 0,94 0,67
φ-Coefficient 0,93 0,36
LDA + bag-of-words 0,92 0,69
Laplace 0,89 0,31
Confianc¸a 0,89 0,40
IS 0,83 0,61
Lambda 0,83 0,41
Mutual Information LHS 0,76 0,60
J-Measure 0,76 0,60
K=100
Configurac¸a˜o Melhor CO CO em 25%
Collective Strength 1,68 0,58
Odds Ratio 1,50 0,50
Lift 1,49 0,60
LDA + bag-of-words 1,39 0,69
Certainty Factor 1,27 0,59
φ-Coefficient 1,24 0,48
Added Value 1,24 0,57
Novelty 1,22 0,61
Gini Index 1,22 0,60
LDA + bag-of-related-words 1,21 0,67
IS 1,16 0,62
Klosgen 1,11 0,56
Lambda 1,07 0,49
Laplace 1,05 0,50
Kappa 1,05 0,60
Confianc¸a 0,95 0,44
J-Measure 0,95 0,62
Mutual Information LHS 0,90 0,63
Conviction 0,86 0,60
K=150
Configurac¸a˜o Melhor CO CO em 25%
Collective Strength 1,86 0,59
Klosgen 1,70 0,58
Certainty Factor 1,70 0,59
Lift 1,58 0,62
Kappa 1,54 0,6
Gini Index 1,54 0,59
Novelty 1,54 0,61
Mutual Information LHS 1,52 0,63
Odds Ratio 1,50 0,55
J-Measure 1,42 0,62
Confianc¸a 1,40 0,45
Laplace 1,39 0,52
LDA + bag-of-words 1,38 0,71
Added Value 1,38 0,59
IS 1,28 0,61
φ-Coefficient 1,24 0,48
Lambda 1,07 0,49
LDA + bag-of-related-words 1,03 0,70
Conviction 1,02 0,59
Colec¸a˜o ACM
K=50
Configurac¸a˜o Melhor CO CO em 25%
LDA + bag-of-words 1,54 0,80
Laplace 1,37 0,13
Confianc¸a 1,30 0,18
Gini Index 1,06 0,32
Novelty 1,02 0,33
Mutual Information LHS 0,95 0,64
LDA + bag-of-related-words 0,89 0,77
φ-Coefficient 0,89 0,24
Klosgen 0,87 0,14
J-Measure 0,86 0,62
IS 0,84 0,58
Kappa 0,82 0,24
Collective Strength 0,79 0,28
Odds Ratio 0,63 0,17
Conviction 0,63 0,10
Lift 0,55 0,28
Added Value 0,55 0,10
Certainty Factor 0,49 0,15
Lambda 0,33 0,10
K=100
Configurac¸a˜o Melhor CO CO em 25%
Laplace 1,40 0,17
IS 1,34 0,63
LDA + bag-of-words 1,30 0,81
Confianc¸a 1,30 0,19
LDA + bag-of-related-words 1,21 0,77
Odds Ratio 1,19 0,23
Kappa 1,16 0,25
J-Measure 1,14 0,68
Gini Index 1,06 0,35
Novelty 1,02 0,29
Collective Strength 0,98 0,37
Klosgen 0,93 0,18
φ-Coefficient 0,89 0,26
Mutual Information LHS 0,87 0,71
Lift 0,79 0,30
Conviction 0,72 0,16
Lambda 0,56 0,12
Added Value 0,55 0,13
Certainty Factor 0,54 0,14
K=150
Configurac¸a˜o Melhor CO CO em 25%
LDA + bag-of-words 1,52 0,81
Laplace 1,40 0,18
LDA + bag-of-related-words 1,39 0,77
IS 1,34 0,63
Confianc¸a 1,30 0,19
Odds Ratio 1,19 0,24
J-Measure 1,18 0,65
Kappa 1,16 0,25
Gini Index 1,06 0,31
Novelty 1,04 0,28
Collective Strength 0,98 0,31
φ-Coefficient 0,95 0,24
Conviction 0,93 0,18
Klosgen 0,93 0,17
Mutual Information LHS 0,87 0,71
Lift 0,79 0,28
Added Value 0,67 0,17
Lambda 0,56 0,13
Certainty Factor 0,54 0,18
problemas sa˜o inerentes dos processos automa´ticos de extrac¸a˜o
de termos, uma vez que a conversa˜o dos textos em um formato
mais adequado para as ferramentas pode gerar erros que sa˜o
acumulados no processo. Apesar disso, pode-se observar que
os to´picos com menor valor entre os 25% melhores to´picos
sa˜o significativos, e apresentam termos completos e to´picos
visualmente coerentes. O modelo LDA combinado com bag-
of-related-words foi capaz de tratar melhor esses erros para
os to´picos avaliados de k 50 e 100. Ainda, modelo LDA com
bag-of-related-words selecionou poucos termos compostos.
V. CONCLUSA˜O
Neste trabalho foi proposta uma abordagem na˜o-
supervisionada para identificac¸a˜o de assuntos em colec¸o˜es de
documentos que combinam te´cnicas de regras de associac¸a˜o
e de agrupamento de dados, explorando explicitamente a
dependeˆncia entre os termos para extrair termos compostos,
melhorando a interpretabilidade dos assuntos identificados. Os
assuntos sa˜o obtidos ao combinar o contexto local e o contexto
geral da relac¸a˜o entre os termos. A abordagem proposta foi
comparada com o modelo LDA tradicional e o modelo LDA
utilizando uma representac¸a˜o que inclui termos compostos
(bag-of-related-words), ambas estado da arte na a´rea. Os
experimentos indicam que a abordagem proposta produz uma
lista de descritores para cada grupo significativamente melhor
do que a produzida aplicando o modelo LDA.
Considerando as diferentes caracterı´sticas entre as colec¸o˜es
avaliadas, o uso de termos compostos com a abordagem
proposta apresentou bons resultados na colec¸a˜o Re8, formada
por textos de notı´cias, para a avaliac¸a˜o de termo intruso e de
coereˆncia observada. Na colec¸a˜o ACM, formada por artigos
cientı´ficos da a´rea de computac¸a˜o, a abordagem proposta
apresentou um resultado superior ao LDA na avaliac¸a˜o do
termo intruso, mas para a avaliac¸a˜o de coereˆncia observada
na˜o foi possı´vel identificar uma diferenc¸a significativa entre
os modelos comparados. Considerando apenas os assuntos
identificados pelo modelo LDA, a avaliac¸a˜o na˜o apontou um
ganho no uso de termos compostos, dando indı´cios de que
os benefı´cios do uso de termos compostos sera´ maior se o
modelo considerar essa informac¸a˜o explicitamente durante a
identificac¸a˜o dos assuntos da colec¸a˜o.
Ainda, o modelo proposto processa cada documento de
forma independente, tornando a abordagem interessante para
aplicac¸a˜o em cena´rios incrementais. Como trabalhos futuros,
pretende-se aproveitar a abordagem proposta para construir
uma representac¸a˜o com dimensionalidade reduzida da colec¸a˜o.
Para isso, cada descric¸a˜o obtida sera´ tratada como uma di-
mensa˜o latente, e diferentes formas de mapeamento dos docu-
mentos da colec¸a˜o nessas novas dimenso˜es sera˜o avaliadas.
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