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ABSTRACT 
We give a necessary and sufficient condition for the existence of a square matrix 
with prescribed eigenvalues and prescribed complementary principal blocks. 
Let F be a field. In this paper we are interested in the following problem 
proposed by G. N. de Oliveira: find necessary and sufficient conditions for 
the existence of a matrix 
All Al2 
A= A 
[ 1 21 42 
with prescribed eigenvalues (or characteristic polynomial, or invariant poly- 
nomials) and principal submatrices A,, and A,,. G. N. de Oliveira and E. 
Marques de SB have several results dealing with this question (e.g., [2], [4], 
1519 PI)* 
Before we present our result we adopt the following conventions: 
(1) F is a field. 
(2) If f(x) and g(x) are polynomials over F, we write f(x) : > g(x) 
whenever f(x) divides g(x). 
(3) Given a square matrix A over F, we denote by i(A) the number of 
invariant polynomials of A different from 1. 
*This work was done within the activities of the Centro de Agebra da Universidade de 
Lisboa (I.N.I.C.). 
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(4) A,, and A, are matrices over F of size n x n and m x m, respec- 
tively. 
(5) fi(r),..*, f,(x) [respectively, gi(x), . . . , g,(r)] are the invariant poly- 
nomials of A,, [A,,] different from 1, ordered so that fi(x): > . . . : >f;(x) 
[gl(x):> . . . :>g,(r)]. 
(6) We assume that 
J(r) = XP, - .cPQP’rl- . . . - Qx - g, 
gj(x) = xqj - bii),xPj-l- . . . - b’,& - @i), 
I 
i E {l,..., r}, j E {l)...) s}. 
(7) Let 
Ki = 
0 1 0 
. . . . 
0 0 1 
be the companion matrices of A(r) and g j( x), respectively, i E { 1,. . . , r }, 
j E {l,..., s}. 
(8) Let K = K,@ . . . CBK, and L = L,$ . . . @L,. It is well known that 
K and L are similar to A,, and A,,, respectively. 
(9) ci, cs, . . . , c,,, are elements of F. 
(10) We assume that n > m. The case m > n is similar. 
THEOREM. There exist matrices A,, and A,, such that 
All Al!2 
[ 1 41 42 
has eigenvalues c1,c2,...,c,,+, if and only if the following conditions (a), (b) 
and (c) hold: 
(4 
(b) 
Cc) 
ci + * * . + c,+, = trA,, +trA,,. 
Zf r > m then fi(r)fi(x) . . . f,_,(x):>(x - ci)(x - cs) . . . (x - c,+,). 
One of the following conditions (cl), (~2) is satisfied: 
(cl) At least one of the matrices A,, and A,, is nonscalar. 
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(~2) A,, = aZ, and A, = bl,, with a, b E F, and there is a permutation 
a:{1,2,..., n+m} + {1,2,...,n+m} such that: 
(c2’1) ‘o(2i - 1) + I,, = a + b for 1~ i < m; 
(~2.2) I, = a for 2m < j < n + m. 
Before we prove this theorem we present a lemma. 
LEMMA. Let 
f(x) = xk - uk_lxk-l - . . . - a,x - a, 
(k>l) beapoZynomiaZoverF. Letai,jEF(l<i<j<k-l),andbi,i~lE 
F - (0) (2 < i < k). Then there is a matrix of the form 
a,,1 al,2 al,3 * al,k-1 
b %1 (22.2 a2,3 * aZ,k-1 
b 3.2 a3,3 . U3,k-1 
0 
* 0) 
with characteristic polynomial f(x). (The symbol * denotes unspecified 
elements.) 
Proof. This lemma is an immediate consequence of Lemma 1 in [8]. For 
stronger results see, for example, [7], [9], and [lo]. n 
Now we prove the above theorem. 
Proof. Suppose that conditions (a), (b), and (c) hold. 
Case 1: (~2) is satisfied. Let iE {l,...,m}. Then 
c, = [ cyy co:r,] 
has eigenvalues c,(~~_~) and cO(sij, and is similar to 
0 
1 ‘i b - k,,C2ij I[ 
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Thus 
c= ;;; c,l $aZ,_, 
i i i=l 
has eigenvalues ci, . . . , c,+,. With suitable permutations on rows and col- 
umns we obtain from C a matrix of the form 
similar to C. This matrix has the prescribed form and has eigenvalues 
ci,...,c,+,. 
Case 2: (cl) holds and r < m. Then at least one of the following 
conditions is satisfied: 
(i) s<r<m and s<m, 
(ii) r<s<n and r<n. 
In fact, if s < r then (i) holds, and if r < s then (ii) holds; if s = r, we have 
s < m or r < n; otherwise s = r = n = m, which contradicts (cl). Cases (i) 
and (ii) are analogous, and we only study the first. Thus suppose that (i) is 
satisfied. 
Choose a partition of the set { ci, . . . , c,+, } into r + 1 pairwise disjoint 
and nonempty subsets, Qi,. . . , a’,, 9, 
{C l,...‘C”+m} =alu *.* U@,UQ, 
such that Qj has pi elements, i E { 1,. . . , r }, and 9 has m elements. Suppose 
that 
Let 
ai = { (Y(li), . . .) a:,)} ) *= {P~,...>P,}. 
hi(x) = (x - a?) . . . (x - a;,)) 
=;r P, _ d;)_,X~,-l _ . . . _ d{ijx _ dg), 
d(x)=(x-p,)...(X--p,), 
and denote by Pi the companion matrix of hi(x), i E { 1,. . . , r }. 
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Choose t r ,..., trE {l,..., m} sothat 
1<t,<t,< ..* <t,=m, 
{9r,9r+9Qz,...,9r+ **. +9,} c {tr7...&}. 
Let J be the n x m matrix such that the entries (pr + p, + . * . + pi, ti). 
i E {l,..., r }, are equal to 1, and all the other entries are equal to zero. 
We modify some of the entries of LT = LT@ . . . CB LT in the following 
way: the entry (9r+ .** +9j+1,91+ *.. +9j), Jo {l,...,s-1}, is re- 
placed with 1; we add ~~,_~-d~_i to the entry (ti,ti), i~{l,...,r-1). 
Denote by L’ the matrix we obtain. According to the above lemma, there is 
an m x m matrix R with characteristic polynomial d(x), and such that its 
columns 1 , . . . , m - 1 coincide with the corresponding columns of L’: 
R= 
where 
L; 
1 +I =‘, 1 . 
0 
0 
El 
E=E =el -*’ [ 1 2 ’ %]T 
is the last column of R. The block L), j E { 1,. . . , s - l}, is different from LT 
at most in the main diagonal. The block [M E,] is different from L: at most 
in the main diagonal and in the last column. 
We also modify some of the entries of P = Pi@ . * . @P, in the following 
way: the entry (p,+ ..f + ~,+~,p,+ ... + pi), i E {I ,..., r- l}. is re- 
placed with -1 if there is jE{l,...,s} such that ti=9r+ .** +9j and 
ti+ 1 = ti + 1, and otherwise is left equal to zero; the entry (pr + . . . + pi, n), 
i E {l,..., r - l}, is replaced with - e,, if tj < m - 9,, and becomes equal to 
b,c”‘,+, -i- s e,, if ti > m - 9S. Note that the entry (pr + . . . + p,, pl + . . . 
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P,_~) remains equal to zero. In fact, if t,_i E { 91, 91 + 92,. . . , 91 + . . . + 9s}, 
then, bearing in mind the choice of the ti’s, we must have tr_l = 91 
+ . -. + Q~_~; then, as s < m and therefore 9, > 2, we have t, = 91 
+ . . . + 9, z t,_l + 1. Denote by Q the matrix we obtain: 
Q= 
0 
The matrix Q is different from P at most in the entries denoted by +. 
Clearly, the characteristic polynomial of Q coincides with the characteristic 
polynomial of P, and is 
h(x) = h,(x). . . h,(x). 
The characteristic polynomial of 
c= Q J 
[ 1 0 R 
is h(x)d(x), and therefore the eigenvalues of 
transform C into a similar matrix of the form 
K I 
[ 1 * LT ’ 
C are c i, . . . , c,,, ,,,. Now we 
performing the following operations successively: 
(I) For each i E (1,. .., T}, k E (1,. . ., pi}, we add the (n + ti)th cd- 
umn multiplied by uv?, - dp?, to the (pi + . . . + pi_, + k)th column, and 
we subtract the (pi + . . . + pi_ 1 + k)th row, also multiplied by up? 1 - dp? 1, 
from the (n + ti)th row. 
(II) For each Jo {I..., m - 9, }, we add the nth row multiplied by 
- ej to the (n + j)th row, and we add the (n + j)th column multiplied by ej 
to the nth column. 
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(III) For each Jo {m-9,+1,..., m - l}, we add the nth row multi- 
plied by b!? - ej to the (n + j)th row, and we add the (n + j)th 
column rnmti~l~%~y e. - b!? , m+q _1 to the nth column. 
(IV) For each j:(l)..., s/l}, let i~{l,..., r} such that ti=9r 
+ ... +9j. We subtract the (pi+ ... +pi)th row from the (n+9, 
+ . . . + 9j + 1)th row, and we add the (n + 9i + . . * + 9j + 1)th column to 
the (pit +.. + pi)th column. 
In this way we obtain a matrix of the form 
CcK J 1 [ I * LT 
similar to C. Since A,, and A, are, respectively, similar to K and LT, C, is 
similar to a matrix of the form 
c, = All * 
[ 1 * A22 * 
Since C, is similar to C, C, has also eigenvalues ci, . . . , c, +m. 
Case 3: (cl) holds and r > m. Then n > r > m >, s. Let A;, = K,_*+i 
. . * @K,, and suppose that A;, is of size n’ X n’. The polynomial 
.k)&(r)...f- (r) h as e ree d g 
belong to the iis: cr, . . . , c,,,. 
n - n’, and, according to (b), its roots 
Without loss of generality, we assume that 
those roots are ci, . . . , c,_ ,,,. Then we have 
trA;, +trA 22 = c,_,,+i + c,_,,+s + . . . + C”,,. 
If A,, is nonscalar, then A;, is also nonscalar. Thus at least one of the 
matrices A;,, A,, is nonscalar. Moreover, i(A’i,) = m and i(As2) f m = 
i(A;,) < n’. So max{ i(A’i,), i(A,,)} < min{ n’, m}. Therefore, according to 
case 2, there exists a matrix of the form 
co = Ai1 * 
[ 1 * 42 
with eigenvalues c, _ ,,, + r, . . . , c,, + m. Then 
C = K,@ . . . CDK,_,CBC, = 
248 
has eigenvalues cr, . . . , c,, +m. As K is similar 
conclude that there exists a matrix of the form 
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to A,,, it is not difficult to 
All * 
[ 1 * A 22 
with eigenvalues cr,. . . , c,+,,,. 
Conversely, suppose that there exists a matrix of the form 
C= 
All * 
[ 1 * A 22 
with eigenvalues cr,. . . , c,,,. Then it is obvious that (a) is satisfied. Condi- 
tion (b) is a consequence of the result in [l]. 
Now we shall prove (c). Suppose that A,, and A,, are scalar: A,, = aI, 
and A,,= bl,, with a, b E F. Let U E Fnxn and V E Fmx” be nonsingular 
matrices such that 
UA ,,V = 
[ 1 
I, O 
0 0’ 
where p = rank A,,. 
Then C is similar to a matrix 
c,=(Ucrw-’ >c(u- 
Clearly the eigenvalues of C, are the union of the eigenvalues of the matrices 
aIn_p, bI,_,, and D = 
Let @ be an algebraically closed extension of F, and let W E pp xp be a 
nonsingular matrix such that S, = WS,WP1 is lower triangular. Then D is 
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similar over 8 to 
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Now we permute the rows of D, in the following way: if i E { 1,. . . , p }, then 
the ith row becomes the (2i - 1)th row; if i E { p + 1,. ..,2p}, then the ith 
row becomes the [2(i - p)]th row. Then we perform the corresponding 
permutations of columns so that we get a matrix 
similar to D,. The eigenvahres of D, are the union of the eigenvalues of the 
matrices 
a 1 
[ 1 * b’ 
The trace of these matrices is a + b. Therefore we can join the eigenvalues of 
D, in pairs, so that the sum of the two eigenvahres of each pair is a + b. 
Since the eigenvalues of C are the union of the eigenvahres of D2, aIn_pr and 
bZ m _p it is not difficult to conclude that (cl) holds. n 
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