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Introduction
I.1.Complexité accrue des applications pour des systèmes sur puce 
plus petits.
Les applications de télécommunication croissent en complexité de jour en jour. 
Il est demandé de plus en plus de calculs pour intégrer dans le même système un plus 
grand nombre de fonctionnalités (accès à internet, traitement multimédia...). Notons 
que les applications mobiles représentent aujourd’hui 32% du marché des ordina-
teurs individuels [NJ02]. 
Les nouvelles normes, telle que la «quatrième génération sans fil», exigent 
d’intégrer à la fois les services de téléphonie de la troisième génération, les fonctions 
sans fil entre périphériques d’un même système (comme par exemple Bluetooth ou 
Wi-Fi), des réseaux locaux «courtes distances», et les services associés à Internet! 
Toutes ces fonctionnalités vont être intégrées dans nos téléphones portables, sous 
forme d’un système sur puce (SoC, System on Chip). Cet objectif constitue un défi 
majeur compte tenu du faible accroissement de la productivité des outils et des 
méthodes de conception et du coût croissant des masques qui ne donnent pas ou peu 
le droit à l’erreur. 
Le temps de réalisation de tels systèmes est lui-aussi en constante augmenta-
tion (il faut compter environ une année aujourd’hui). 
Sur les circuits, il est classique de constater que :
• le nombre de transistors sur une puce double tous les 12 à 24 mois (loi de 
Moore),
• la fréquence des microprocesseurs double à chaque nouvelle génération 
(tous les 2 à 3 ans),
• la surface de silicium augmente de 25% par génération,
• la taille du logiciel double tous les ans.
Et bien que :
• la technologie (tailles des jonctions des transistors) diminue de 30% par 
génération,
• la tension d’alimentation diminue de 30% par génération, (jusqu’à 0.4V 
prévu pour 2016),
la consommation d’énergie et de puissance augmente.8   Introduction
Complexité accrue des applications pour des systèmes sur puce plus petits.La productivité des outils de conception systèmes croît seulement de 21% par an 
contre 58% pour la complexité des circuits. Pour remédier au fossé qui se creuse cha-
que année, il est important de développer des méthodes et des outils plus efficaces 
d’aide à la conception conjointe logiciel/matériel. 
Dans le cas des systèmes embarqués actuels pour les télécommunications mobi-
les, on trouve classiquement un processeur de traitement du signal (Digital Signal Pro-
cessor, DSP) et un processeur généraliste, tel qu’un RISC. Dans la majorité des cas, on 
ajoute à ces processeurs des «accélérateurs matériels», fonctions dédiées à des tâches 
particulières de l’application permettant de réaliser les traitements dans la durée d’exé-
cution qu’ils doivent respecter. Par exemple, le signal de parole compressé et modulé 
dans la ligne de transmission de radio fréquence doit être restitué en un temps déter-
miné pour le confort des usagers de téléphones portables. Voici un exemple de système 
sur puce illustré sur la figure 1 .
 La détermination des composants présents dans ce système sur puce implique 
des techniques de conception conjointe logiciel/matériel. A partir d’un ensemble de 
modules disponibles (ASICs, FPGA, processeurs, mémoires, Network On Chip...), et 
à partir d’une description d’une application sous forme de tâches, la méthode de con-
ception détermine les modules à affecter à l’exécution de chaque tâche de l’applica-
tion. 
Ainsi, non seulement, il est primordial de développer dans les premières étapes 
du flot de conception des méthodes de partitionnement logiciel/matériel pour compen-
ser la croissance de la complexité des applications, mais il est aussi nécessaire d’inté-
grer la consommation comme paramètre lors de la conception globale de ces systèmes 
autonomes. En effet, la réduction de la consommation est importante, tant du point de 
vue écologique que de celui du poids des batteries qui est un critère majeur pour des 
systèmes portables. Particulièrement, réduire l’énergie permet d’augmenter la durée de 
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vie des batteries et donc l’autonomie du système, et la réduction de la puissance per-
met de réduire les écarts thermiques qui altèrent les circuits.
Nous avons situé la problématique, le rôle et la nécessité du développement de 
systèmes sur puce et des méthodes de conception associées prenant en compte les 
paramètres de durée d’exécution, de surface et de consommation. Le travail préala-
ble au partitionnement consiste à caractériser en consommation tous les modules 
susceptibles de constituer l’architecture afin d’effectuer un partitionnement efficace. 
Nous nous intéressons à ces deux aspects dans la suite de ce mémoire en ciblant par-
ticulièrement les systèmes orientés traitement décrits par des graphes de flots de 
données.
Les motivations de cette thèse sont donc liées à la gestion de l’énergie, avec 
des retombées positives sur la pollution liées aux économies faites sur les batteries : 
durée de vie augmentée, meilleure utilisation de l’énergie disponible. Pour ces rai-
sons, la thèse a été financée par l’Agence de l’Environnement et de la Maîtrise de 
l’Energie et le Conseil Régional de la région Provence Alpes Cote d’Azur. 
I.2.Contenu de ce mémoire
Le mémoire comporte quatre parties:
Afin de minimiser la consommation lors de la conception globale de systèmes 
sur puce, il est nécessaire de disposer de modèles de consommation de chacun de ses 
composants. Le chapitre deux présente les techniques actuelles d’estimation de la 
consommation à différents niveaux, les diverses techniques de gestion de la puis-
sance et de réduction utilisées dans les processeurs et dans les modules matériels. 
Nous constatons que peu de modèles sont disponibles dans le monde académique et 
dans le monde industriel. C’est pourquoi, nous nous sommes particulièrement inté-
ressés à la consommation des processeurs et des unités dédiées à l’exécution de cer-
taines parties de l’application.
Comme notre travail s’inscrit dans l’estimation et l’optimisation de la consom-
mation lors de la conception globale de systèmes autonomes, nous nous intéressons 
aux méthodes de conception dans le chapitre trois qui présente donc les techniques 
de partitionnement les plus référencées dans la littérature. Les travaux dans le 
domaine sont étudiés en insistant sur ceux qui ont pour objectif de réduire la con-
sommation. Les liens entre le partitionnement, l’ordonnancement et la basse con-
sommation sont étudiés. L’outil de partitionnement développé au laboratoire, 
CODEF, est présenté dans ce chapitre.
Après avoir présenté des techniques classiques dans le domaine, le chapitre 
quatre présente nos modèles d’estimation de la consommation, aux différents 
niveaux requis, pour atteindre notre objectif. Ces modèles permettent de renseigner 10   Introduction
Contenu de ce mémoireles bibliothèques de l’outil de partitionnement développé au laboratoire, CODEF. Cela 
passe par les estimations des parties logicielles et des parties matérielles. Pour les pre-
mières, nous avons étudié particulièrement des processeurs de traitement de signal 
(DSP), car très présents dans les systèmes embarqués. Nous avons pu déduire des 
modèles de consommation unité fonctionnelle par unité fonctionnelle. Par ailleurs, une 
retombée de ces modèles est qu’il est possible de déduire des règles d’écriture de code 
optimisant la consommation. Cependant, les DSP, en raison de leur architecture hété-
rogène, ne disposent généralement pas de compilateurs efficaces. L’équipe a déve-
loppé en collaboration avec Philips Semiconductors Sophia, un estimateur de 
performance que nous avons fait évoluer pour estimer en même temps la consomma-
tion. Cet estimateur et ses extensions sont décrits dans ce chapitre. Sur la base de la 
consommation individuelle de chaque entité, nous avons intégré dans CODEF un esti-
mateur de consommation des systèmes obtenus par partitionnement.
Le dernier chapitre présente les optimisations en consommation effectuées pen-
dant et après le partitionnement de CODEF. Dans ce chapitre, nous décrivons en détail 
la synthèse de niveau système. Nous analysons dans ce chapitre les étapes dans les-
quelles il est intéressant d’intervenir pour optimiser la consommation. 
Lors de la conception de ces solutions architecturales, une première optimisation 
consiste à favoriser le choix d’unités basse consommation lors de la phase d’alloca-
tion, tout en respectant les deux autres contraintes, à savoir le temps d’exécution et la 
surface totale du sillicium. Ceci est basé sur la notion d’urgence temporelle des diffé-
rentes tâches. Ainsi, quand l’échéance d’une tâche n’est pas contraignante, on peut 
favoriser le choix d’une implémentation basse consommation plutôt qu’une implé-
mentation «rapide». 
Une deuxième optimisation consiste à raffiner l’étape d’ordonnancement en 
exploitant l’ajustement en tension et en fréquence. Cette technique permet de baisser à 
la fois la tension d’alimentation et la fréquence, ce qui ralentit l’exécution de la tâche 
et réduit sensiblement la consommation d’énergie.
Une troisième optimisation consiste à gérer les modes basse consommation, 
c’est-à-dire, mettre les unités dans les différents modes repos dès que possible et que 
cela est bénéfique. 
Enfin, des résultats sur une application de détection de mouvement pour caméra 
embarquée, et sur l’encodeur et le décodeur de l’application MPEG4 sont présentés.
En fin du mémoire, nous présentons les améliorations et enrichissements à 
apporter à ce travail, ainsi que les perspectives ouvertes.Introduction  11
12   Introduction
Chapitre II : Chapitre II : Etat de l’art de la 
consommationIntroduction
L’objectif de ce chapitre est de présenter des travaux qui ont été réa-
lisés dans les domaines de la réduction de la consommation en énergie et 
en puissance, en partant du niveau technologique, jusqu’au niveau sys-





Afin de prendre en compte la consommation lors de la conception 
globale de systèmes autonomes, il est nécessaire d’étudier les différents 
modèles de consommation développés et d’analyser leur adéquation par 
rapport à un objectif d’optimisation au niveau architecture et système. De 
cette analyse, nous pourrons en déduire ceux effectivement utilisables et 
ceux qu’il s’agira d’étendre ou de développer. Ici, nous présentons donc 
des méthodes d’estimation et d’optimisation de la consommation issues 
de la littérature.
La consommation est devenue une métrique incontournable dans 
l’évaluation des systèmes électroniques numériques. Aussi, regardons 
dans ce chapitre la consommation aux différents niveaux cités précédem-
ment en définissant les sources de consommation d’énergie et de puis-
sance, et la façon de les estimer et de les maîtriser.Chapitre II : Etat de l’art de la consommation   13
1 •Estimer et réduire la Consommation au niveau technologique
1.1.Estimer la consommation au niveau technologique. 
La consommation d’un circuit intégré au niveau transistor peut se décomposer 
en deux termes : la «consommation statique» due principalement à des courants 
parasites, et la «consommation dynamique» conséquence de l’activité de commuta-
tion (ou «switching activity») des circuits.
Voyons d’où viennent ces facteurs.
1.1.a.Consommation statique. 
Lorsqu’un circuit CMOS ne commute pas, sa consommation est faible (due à la 
résistance interne entre l’alimentation et la masse). Mais il reste quand même des 
courants parasites dont le plus important est le courant de fuite résultant du courant 
«sous-seuil» et du «courant-inverse».
• Le courant «sous-seuil» est la somme des courants engendrés par la diffu-
sion de porteurs entre le drain et la source du transistor en régime de faible 
inversion c’est-à-dire le courant de fuite lorsque la tension entre la grille et 
la source est inférieure à la tension seuil. Ce courant est la plupart du temps 
négligé [BE95].
•  Le courant inverse Iinverse est la somme des courants de fuite dans les dio-
des parasites formées entre le drain, la source et le substrat. C’est-à-dire, le 
courant minoritaire inverse qui se crée entre les jonctions. Son ordre de 
grandeur est le femto-ampère (fA : 10-15). Ils sont négligeables tant que Vdd 
est supérieure à Vseuil, avec Vdd, tension d’alimentation, et Vseuil, la tension 
seuil caractéristique de la technologie.
• Conclusions : La puissance statique consommée est le produit de la tension 
d’alimentation par le courant de fuite:
Dans cette formule, Ifuite est la somme des courants parasites en régime stati-
que.
Ces facteurs de consommation sont déterminés dès la conception par la techno-
logie du composant. L’optimisation s’effectue au plus bas niveau d’abstraction où 
les paramètres technologiques de fabrication sont connus. 
Pour autant, peut-on négliger ces contributions ?
Dans les faits, ces courants sont souvent négligeables pour les blocs logiques 
ayant beaucoup d’activité. La puissance statique pour les processeurs commerciali-
sés actuellement sera négligée[NJ02]. Par contre, pour les mémoires de grandes 
Pstatique Vdd Ifuite× Vdd Iinverse        × (1)= =14   Chapitre II : Etat de l’art de la consommation
Estimer et réduire la Consommation au niveau technologiquetailles ayant peu d’activité (relativement au nombre de transistors), ces contributions 
ne sont plus négligeables. 
Par ailleurs, comme nous le verrons dans la suite, les technologies développées et 
prévues à court ou moyen terme, poussent à réduire la tension de seuil. Or, cette dimi-
nution augmente le courant de fuite. 
Pour privilégier la consommation, il faudra donc préférer une tension de seuil 
élevée comme l’illustre la figure 2, Vgs étant ici la tension grille-source du transistor. 
Cependant, avec une tension Vdd faible, les portes logiques deviennent plus sensibles 
aux bruits. Etant donné que nous travaillons avec les technologies actuelles CMOS, 
nous négligerons la puissance statique dans toute notre étude. On peut difficilement 
chercher à optimiser ce type de contribution à la consommation avec des outils de con-
ception système, car il s’agit avant tout d’un problème lié directement à la technologie 
utilisée. Nous revenons sur ce point un peu plus loin.
1.1.b.Consommation dynamique. 
En régime dynamique deux facteurs sont prépondérants : d’une part le courant de 
court-circuit, d’autre part le courant de commutation. Ces contributions apparaissent 
lors de la commutation des transistors.
• Courant de court-circuit : dans le cas d’un inverseur CMOS (figure 2) une 
transition montante à son entrée entraîne la commutation simultanée des deux 
transistors (les transistors PMOS et le NMOS sont passants) sur un court 
intervalle de temps, ce qui crée un chemin direct entre l’alimentation et la 
masse. 
FIGURE 2. Lien entre la tension seuil 






Ve : tension d’entrée
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Icc : courant de court-circuit
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D’où l’expression : 
Ce courant est proportionnel au temps de montée, Tm (durée pour une transi-
tion 0-1 complète), et aux dimensions du transistor. Ce courant est de l’ordre du 
micro-ampère (µA : 10-6), soit une grandeur très supérieure au courant inverse stati-
que.
Pour des circuits conçus correctement, le courant de court-circuit représente 
15% de la consommation dynamique [CG03].
• Courant de commutation : pour mettre en évidence la consommation due 
au courant de commutation on reprend l’exemple de l’inverseur avec une 
charge en sortie modélisée par une capacité Cch (figure 4(a)).
On représente le comportement de l’inverseur CMOS avec en entrée une tran-
sition descendante (figure 4(b)) ou une transition montante (figure 4(c)). On modé-
lise les portes NMOS et PMOS comme étant idéales par des interrupteurs.
Analysons la consommation en puissance de l’inverseur CMOS en commuta-
tion:
Transition descendante : le transistor PMOS est passant; le transistor NMOS 
est bloqué. Il y a donc charge de Cch.
Un courant de charge (Icharge), fourni par l’alimentation, charge Cch. Le calcul, 
sur un intervalle de temps [0,Tm] (nécessaire pour une transition de 1 à 0), de l’éner-



































FIGURE 4. Courant de commutation
Pinst t( ) Vdd Ialim t( )× Vdd Cch× td
d Vs( )×= =
E1-0 Tm( ) Pinst t( ) td⋅( )0
Tm∫ Vdd Cch dVs⋅( )0
Vdd∫× Cch Vdd2×== =16   Chapitre II : Etat de l’art de la consommation
Estimer et réduire la Consommation au niveau technologiqueet : 
avec :
•  Ialim : courant instantané fourni par l’alimentation;
• Cch : capacité de charge;
• Pinst : puissance instantanée aux bornes du circuit;
• Pcchg : puissance instantanée aux bornes de Cch;
• Vdd : tension d’alimentation;
• Tm : temps de montée des transistors;
•  Vs : tension en sortie.
On voit que l’énergie stockée par Cch ne représente que la moitié de l’énergie 
fournie par l’alimentation. La seconde moitié est dissipée par effet joule dans le réseau 
de transistors PMOS.
De façon analogue, analysons la transition montante :
Transition montante : le transistor PMOS est bloqué; le transistor NMOS est pas-
sant, il y a donc décharge de Cch.
Le courant de décharge Idécharge fourni par la charge Cch parcourt le réseau 
NMOS où se dissipe l’énergie : .
Mais l’intervalle [0 ; Tm] représente le temps minimal nécessaire pour effectuer 
pleinement une transition en sortie de l’inverseur. Pour décrire ce comportement au 
niveau des processeurs il faut considérer que pour un cycle d’horloge, plusieurs mil-
liers ou millions de transitions interviennent, d’où le modèle :
 
avec :
• α0-1 : nombre moyen de commutations par cycle d’horloge pour une cellule 
logique du type inverseur CMOS;
• fclock : fréquence de l’horloge.
Estockée PCchg
t( ) td⋅  0
Tm∫ Cch Vs Vsd⋅ ⋅( )0




-- C× ch Vdd
2×=
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D’où l’expression globale : 
avec :
• n : nombre de transistors;
•  : nombre moyen de transitions de la cellule i;
•  : capacité de charge de la cellule i.
Par conséquent, on déduit de l’analyse précédente l’expression de la puissance 
dynamique :
On se rend compte lors de cette étude que les paramètres qui génèrent ces per-
tes en puissance en régime dynamique sont liés aux caractéristiques matérielles du 
composant comme : la taille des transistors, la tension d’alimentation, la fréquence 
d’horloge et le nombre de transitions.
1.1.c.Conclusion. 
L’étude précédente sur la consommation en puissance liée à l’aspect matériel 
des systèmes électroniques en technologie CMOS nous mène à l’expression : 
.
Les études bibliographiques issues de [CJ99] montrent que la consommation 
due à la puissance statique ne représente en moyenne que quelques nano-ampères 
(nA : 10-9) de la consommation globale d’un circuit. De plus, il est mentionné que la 
puissance de court circuit représente 20% à 30% de la consommation dynamique et 
que la puissance de commutation représente 70% à 80% de la consommation globale 
d’un circuit dans de bonnes conditions.
Ces remarques justifient notre choix de négliger la puissance statique dans 
toute la suite de nos travaux, car les technologies sur lesquelles nous travaillons 
actuellement sont les mêmes. La puissance court-circuit représente 10% de la puis-
sance globale pour une technologie adaptée, aussi elle est en général négligée.
Finalement, on approxime la puissance dynamique par :
Pcommutation α0-1i Cchi Vdd








× α0-1i Cchi Vdd





Ptotale P≅ dynamique Pcommutation≅ α fclock× Cch× Vdd
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tion des temps de montée des portes, la réduction de la tension d’alimentation, l’adap-
tation de la taille des condensateurs... sont utilisées dans les bas niveaux de conception 
comme nous le voyons dans la suite.
1.2.Réduire la consommation au niveau technologique. 
Diverses optimisations sont envisagées. La puissance statique représente moins 
de 15% de la consommation de la puissance dynamique d’après [MP96], on la néglige 
donc.
Le problème de la maîtrise de la consommation est très complexe. De nombreux 
paramètres sont interdépendants. En effet, la puissance étant proportionnelle au carré 
de la tension, on peut penser que le plus efficace est de la baisser. Or, le temps de pro-
pagation du circuit est proportionnel à : .
Il est donc nécessaire de trouver un compromis entre la vitesse et la consomma-
tion (opération de voltage scaling), guidé par le critère énergie.
Par ailleurs, réduire Vdd conduit à baisser Vseuil. On constate une légère augmen-
tation du courant de fuite et donc la puissance statique. Les technologies futures 
offrent bien sûr des avancées mais le courant de fuite est augmenté, il devient alors 
nécessaire de prendre en compte la puissance statique pour ces technologies. Cepen-
dant, les techniques d’estimation et d’optimisation au niveau système n’en seront pas 
bouleversées.
On peut aussi essayer de diminuer les capacités, c’est-à dire globalement la taille 
du circuit.
Une dernière possibilité est de tenter de réduire l’activité de commutation du cir-
cuit par la réduction de commutations parasites (glitchs) et par la mise en veille des 
portes du circuit qui ont une activité inutile.
Maintenant que nous connaissons les sources de consommation au plus bas 
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2 •Estimer et réduire la Consommation au niveau logique
2.1.Estimer la consommation au niveau logique. 
Dans un circuit constitué de portes logiques, la puissance dissipée principale 
est donc la puissance dynamique. Elle dépend principalement de l’activité et donc 
des données. Il est en général assez difficile d’estimer pour un système complexe la 
puissance dynamique, car un très (trop) grand nombre de vecteurs de test est néces-
saire pour balayer les diverses possibilités de valeurs des données.
Dans l’expression de la puissance dynamique, réduite à celle de la commuta-
tion (formule 10), le terme dépendant des données est principalement . Pour 
l’évaluer, les outils comme SPICE, POWERMIL... effectuent à partir de vecteurs de 
test une simulation de l’architecture. La trace obtenue permet à ces outils de déduire 
la consommation. Ce genre de techniques nécessite beaucoup de temps et de 
mémoire. On peut citer des améliorations apportées par des techniques consistant à 
éliminer les informations redondantes de la trace [WW99], ou bien encore à réduire 
l’information par le compactage par blocs des activités de commutation [BD97].
Signalons cependant d’autres approches utilisant des méthodes statistiques et 
probabilistes qui permettent d’estimer différents facteurs entrant dans la consomma-
tion. 
2.1.a.Méthodes probabilistes [CM87]. 
Ce type de méthode se définit comme étant une mesure directe dans le circuit 
des probabilités d’états et/ou de transition.
Logique combinatoire : on calcule la densité de probabilité des transitions et 
des capacités internes du circuit à partir de simulations [FP98]. Citons les méthodes 
suivantes :
• Utilisation du zero-delay model[RD96] : le facteur d’activité à chaque 
noeud du circuit est considéré comme corrélé très fortement à la probabilité 
de chaque noeud d’être à un. Le plus difficile est d’estimer ces probabilités 
et il existe de nombreuses techniques et de théories qu’on peut mettre en 
oeuvre. Elles restent compliquées et longues à réaliser. 
• Utilisation du real-delay model : il s’agit de prendre en compte les glitchs 
(retards des signaux dans le circuit). [PS98]. Leur consommation est esti-
mée à environ 20% de la consommation totale et peut parfois atteindre 
jusqu’à 70% [NF95].
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[BM99]. Voyons quelques démarches.
• Utilisation de la théorie des chaînes de Markov [CR95]. Les états suivants 
sont supposés ne pas dépendre des états précédents, seulement des états pré-
sents. A partir, soit des probabilités de transition, soit des probabilités d’état, 
on obtient respectivement les probabilités d’état et les probabilités de transi-
tion. On en déduit l’activité de commutation, ce qui permet d’estimer la con-
sommation.       
                
• Exploitation du modèle Dual Bit Type dont le but est de rendre compte de la 
consommation en fonction des données, donc en fonction de la valeur des bits. 
Les paramètres nécessaires comme la moyenne, la variance et la corrélation 
sont obtenus par simulation classique ou par mesure. Il faut bien entendu 
effectuer des simulations sur des échantillons conséquents. Ainsi, les auteurs 
de [ LR94, LR95] constatent que tous les signaux d’entrées, qu’ils soient tirés 
d’une image ou d’une musique présentent les mêmes caractéristiques statisti-
ques. Ils présentent une fonction de corrélation temporelle de forme Gaus-
sienne. Celle-ci est supposée égale à la densité de probabilité de transition 
d’un bit de 0 à 1. Ils ont donc constaté que les statistiques des mots et des bits 
étaient très fortement liées.
Le schéma (figure 5) ci-dessous présente les caractéristiques de la courbe Gaus-
sienne qui détermine les zones de comportement statistique au niveau du mot :
• Comme l’activité de commutation dépend des données, certains chercheurs se 
sont attachés à déterminer la probabilité de transition de chaque noeud. Ainsi, 
dans [XN94], il est proposé une méthode nommée «Mean Estimator of Den-
sity». A partir de la densité D(x) de transitions, pour chaque noeud, et de la 
fraction de temps où le circuit est au niveau haut, on obtient la probabilité P(x) 
partie signée partie du mot non signée
bits de poids fort
14 12 68 0






FIGURE 5. Courbe Gaussienne décrivant statistiquement les 
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de transition. Par défaut la probabilité est 1/2. Par simulations répétées N 
fois, on obtient le nombre de transitions. Les noeuds sont alors classés en 
noeuds à densité régulière et à densité faible. Les auteurs différencient les 
montages synchrones (on prend alors en compte la période d’horloge) des 
montages asynchrones. On obtient donc des probabilités de transition de bit 
de 0 à 1 avec la formule : P(1/0)=TcD(x)/2P(x) qui permet d’estimer la con-
sommation de ces changements de valeurs. Dans cette formule, Tc est le 
temps où le circuit est au niveau haut.
• Nous signalons encore les travaux relatés dans [PC95] qui déterminent au 
préalable des valeurs moyennes de capacité physique et de l’activité de 
commutation pour chaque bit d’entrée.
2.1.b. Méthodes statistiques. 
Prenons par exemple les travaux de [BN92]. A partir d’une série d’entrées 
(vaste et représentative) présentées au simulateur logique, un ensemble de résultats 
caractéristiques (capacités, nombre de commutations...) est obtenu en sortie permet-
tant de calculer la moyenne de la puissance dissipée. 
Empruntant cette démarche, les travaux de [GN97] développent une technique 
basée sur des librairies de modèles (profile-driven). 
On peut distinguer différentes approches, par exemple:
• celle utilisant la technique de Monte Carlo pour générer les vecteurs 
d’entrée au hasard qu’on injecte dans le simulateur et l’estimateur de puis-
sance. Les puissances consommées relevées sont alors considérées comme 
des variables aléatoires. Le problème est alors de savoir combien d’échan-
tillons il est nécessaire de prendre en compte pour une erreur donnée tolérée. 
Dans [BN92], ils proposent d’utiliser au minimum N échantillons tel que: 
, où  sont respectivement «représentant» de la pro-
portionnalité, de la déviation standard, de l’erreur tolérée et de la moyenne.
• ou encore, l’utilisation de paramètres dus à la technologie et aux tailles des 
transistors comme dans les travaux de [JP97]. Ils construisent un diagramme 
de transitions des états à chaque noeud du circuit, et y font figurer en anno-
tation les signaux d’entrée et de sortie et les probabilités de chaque transi-
tion. A l’aide de cette approche, ils ont constitué une librairie des circuits les 
plus typiques et les plus répandus. L’énergie de chaque transition est calcu-
lée en utilisant HSPICE. Ils associent un facteur moyen d’activité à chaque 
circuit étudié. En le multipliant par la taille du mot, ils obtiennent une éner-
gie pour chaque partie de circuit.
N ασ( )ηε-----------〈 〉
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Ces méthodes sont très limitées puisqu’il est nécessaire de disposer d’une des-
cription précise du circuit (niveau logique) sur laquelle est effectuée ensuite une simu-
lation très coûteuse en temps. Elles deviennent de plus en plus compliquées à réaliser 
de par la complexité architecturale croissante des SOC, et prennent donc encore plus 
de temps.
Pour ces raisons, nous ne considérons pas ces approches, mal adaptées à nos 
objectifs qui sont d’intégrer des modèles de consommation dans les méthodes d’aide à 
la conception conjointe logicielle/matérielle.
2.2.Réduire la consommation au niveau logique. 
Diverses techniques d’optimisation de la consommation ont été proposées au 
niveau logique, nous décrivons les principales. 
2.2.a.Mise à zéro de la tension d’alimentation. 
La mise à zéro de la tension d’alimentation ou le «power supply shut down» con-
siste à couper l’alimentation de certaines parties du circuit, momentanément non utili-
sées.
Pour réaliser cette fonctionnalité au niveau logique, il faut par exemple ajouter 
un interrupteur (switch) pour les parties de circuits visées. Malheureusement, chacun 
de ces interrupteurs ajoute alors une résistance et un délai. Aussi, on trouve plus cou-
ramment l’utilisation de transistors MOS. Afin de diminuer la résistance ajoutée par ce 
dernier, il faut augmenter sa largeur, ce qui accroît sa capacité. En plus de cette aug-
mentation de capacité, il est nécessaire d’introduire un circuit buffer qui contrôle 
l’entrée de ce transistor pour que la stabilité soit satisfaisante. En effet, la «mise en 
mémoire» des informations permet d’avoir une plus grande stabilité. Bien évidem-
ment, cette solution implique un délai de stabilisation qui limite l’intérêt de son appli-
cation. 
D’autres problèmes peuvent apparaître si le circuit contient des mémoires volati-
les. En effet, avant la coupure de l’alimentation de cette partie, il faut sauver les don-
nées mémorisées. Il faut ensuite les restaurer au moment de la remise en route, ce qui 
augmente le coût en consommation. 
Par ailleurs, l’emplacement physique de ce type de dispositif peut entraîner des 
capacités de couplage parasites. Il faut donc soigner ce choix.
En raison de tous ces problèmes, cette technique n’est pas utilisée actuellement 
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2.2.b.Contrôle logique de l’horloge. 
Cette technique, appelée en anglais clock gating est basée sur le découpage du 
circuit en zones contrôlées par des domaines d’horloges différents. Le signal d’hor-
loge peut être bloqué par un signal logique de contrôle calculé pendant le fonction-
nement normal. Ainsi, on peut interrompre l’horloge, et ceci pour chacune des 
régions définies indépendamment.
Contrairement à la méthode précédente, la puissance dissipée au repos est dif-
férente de 0 car le courant de fuite est indépendant de l’horloge. Plus particulière-
ment, le clock gating est adapté aux technologies CMOS statiques. En effet, en 
technologie CMOS dynamique, il faut rafraîchir périodiquement pour ne pas perdre 
toute l’information, donc maintenir une horloge active. 
Cependant, en plus d’un surcoût énergétique, l’implémentation du clock gating
a une sérieuse limite. En effet, si le signal de contrôle de l’horloge a un signal para-
site (glitch), quand l’horloge est au niveau haut, le glitch sera propagé comme un 
front d’horloge, ce qui peut être désastreux. Il faut à tout prix éviter cela. On peut 
utiliser des bascules D «latch», qui ne réagissent qu’au niveau de l’horloge et donc 
seront insensibles à ces signaux parasites de front montant de signal de contrôle de 
l’horloge. Beaucoup d’études dans ce domaine sont menées pour remédier à ces pro-
blèmes, et à ce niveau, cette technique est très utilisée. 
2.2.c.Bascules flip-flops de filtrage. 
Quand le clock gating n’est pas disponible, une autre technique consiste à utili-
ser des bascules D flip flop en entrées, agissant en quelque sorte comme filtre. Un 
multiplexeur est relié à l’entrée de cette bascule. Lorsque le signal de contrôle du 
multiplexeur est à 1, il transmet une donnée, lorsqu’il est à 0, on ne change pas la 
donnée précédente, la donnée de la bascule D reste constante, limitant ainsi les acti-
vités de commutation.
L’avantage est le peu de circuits à ajouter, et une analyse aisée par les outils de 
niveau logique.
Malheureusement, dans le cas de préchargement à 1, son effet est dramatique, 
car la transmission de 0 consomme beaucoup, et la vitesse du circuit est réduite du 
fait que la transition descendante est plus lente.
En résumé, trois techniques de gestion de la puissance ont été présentées au 
niveau logique. La plus efficace et la plus répandue pour un circuit CMOS à faible 
courant de fuite est, comme nous l’avons vu, le clock gating.
Voyons maintenant ce que nous réserve l’avenir.
2.2.d.Ce que nous réserve l’avenir... 
Les nouvelles technologies sont élaborées afin de réduire globalement la con-
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de la tension de seuil, le courant de fuite augmente. Or, les nanotechnologies entraî-
nent une diminution de cette tension. La puissance statique arrive au tiers de la puis-
sance globale pour une technologie de 0.09 m et la moitié pour une technologie de 
0.06 m [NJ02]. Actuellement, une opération exécutée par un circuit fait monter la 
température jusqu’à 100°C au niveau de la jonction quand la température ambiante est 
de 45°C! Ces températures affectent l’intégrité des circuits et sont donc à maîtriser. 
Actuellement, on rafraîchit le système, ce qui entraîne un coût de 1$ par watt rafraîchi!
Les dernières évolutions des transistors réduisant les courants de passage ont 
pour conséquence d’augmenter les courants de fuite. Or, la technique du clock gating
ne permet pas de réduire les contributions de ces courants. Or c’est la technique la plus 
répandue au niveau logique. Quelles sont donc les solutions futures à ce problème ?
Les auteurs de [SK01] présentent une solution intéressante permettant de réduire 
ce courant de fuite dans les dispositifs de plus en plus petits, où les transistors ont des 
dimensions de l’ordre de 50 ou 35 nanomètres. Leur idée est finalement simple (la réa-
lisation l’est bien moins!) : il s’agit d’avoir deux tensions d’alimentation possibles 
pour une puce, donc deux régimes dont un «basse consommation». Le découpage de 
l’alimentation se fait au niveau logique. Les portes mises en régime basse consomma-
tion sont celles qui ne sont pas critiques en temps.
De même, ils arrivent à réduire la tension seuil de ces dispositifs. Les portes qui 
sont critiques en temps sont faites avec une tension seuil basse (pour aller vite), et les 
autres avec une tension seuil haute. Les résultats typiques obtenus grâce à ces implé-
mentations montrent des réductions de 40 à 80% de la puissance de fuite avec des alté-
rations en temps.
Voyons maintenant la consommation au niveau processeur.
3•Estimer et réduire la Consommation au niveau processeur 
3.1.Estimer la Consommation au niveau processeur. 
Les outils actuels de simulation comme PSPICE, POWERMIL permettent de 
calculer la consommation d’un processeur à partir de son modèle VHDL et des carac-
téristiques techniques de réalisation (netlist). Cependant, cette approche est peu appli-
cable sur de réels codes applicatifs car la mise au point de vecteurs de test et la 
simulation de l’architecture au niveau logique pour quelques instructions assembleur 
nécessitent un temps de l’ordre d’une semaine.
Il apparaît donc indispensable d’utiliser des modèles plus abstrait.
Des études ont montré [TM96] qu’à partir de la consommation par type d’opéra-
tions on pouvait calculer la consommation du processeur et donc prévoir la consom-
µ
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mation d'un programme calculée par l’expression suivante: 
où :
•  O(i,j) : coût dû aux changements de chemin de données et de contrôle entre 
deux instructions consécutives (overhead);
•  Ri : coût de base d'une instruction en consommation;
•  Ni : nombre de cycles nécessaires à l’exécution du programme.
•  Ek, représente la consommation due aux cycles perdus, par exemple, lors-
que les données ne sont pas dans le cache (cache stall) ou que le pipeline 
(pipeline stall) doit être vidé.
• N (i,j), le nombre de fois où les instructions i et j sont exécutées consécutive-
ment;
Ces modélisations de la consommation de processeurs ont fait l’objet de divers 
travaux par plusieurs équipes de recherche. Regardons les modèles et outils qu’elles 
ont élaborées pour pouvoir rapidement estimer la consommation d’un processeur 
exécutant une application.
3.1.a.Outil d’estimation pour trois processeurs [Jo]. 
L’outil Jouletrack, disponible sur le web, développé dans le cadre du projet «  
Adaptative Multi-domain Power aware Sensors» par les Microsystems Technology 
Laboratories, permet d’estimer la consommation d’un code C exécuté par le Strong 
ARM. Cet outil est actuellement étendu pour les processeurs TMS 320C5x et Hita-
chi-SH4. Jouletrack fournit le code compilé en assembleur et une estimation en 
Joule de la consommation due à son exécution. 
Par exemple, pour une transformée en cosinus discret, DCT, simulée pour le 
Strong ARM à 206 MHz, Jouletrack fournit le rapport suivant :
Tableau 1: rapport de Jouletrack pour l’exécution de la DCT
 Operating frequency 206MHz
 Operating voltage 1.5 Volts
 Simulation level 0
Execution time 44347 secs
Average current 0.2374 Amps
Total energy 15792.0 Joules
E Ri Ni×( )
i
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Le Laboratoire LESTER, de l’Université de Bretagne Sud a défini un modèle de 
consommation du DSP TMS 320C6201/RISC par analyse fonctionnelle. C’est un DSP 
équipé d’un profond pipeline (11 étages), d’instructions VLIW, et dont le parallélisme 
peut atteindre 8 instructions par cycle.
Les mesures réelles au niveau assembleur ont pour but de déduire un modèle de 
consommation fonctionnel paramètré. Ces mesures ont pour but d’exciter chaque unité 
fonctionnelle du processeur. Les valeurs des données ne sont pas prises en compte 
dans ce modèle.
Ainsi, dans un premier temps, les courants dépendent de facteurs appartenant à 
deux catégories principales :
• paramètres de configuration : la fréquence en MHZ 
• paramètres algorithmiques :
- le taux de parallélisme, 
- le taux d’unités de traitement actives, 
- le taux de défaut de cache, 
- le taux de rupture de pipeline, PSR
Pour déterminer  et  [NJ02], on considère que le DSP charge 8 instructions 
en même temps. Elles forment un paquet de chargement (FP). Toutes les instructions 
exécutées en parallèles forment un EP. Chaque FP peut être constitué de plusieurs 
paquets d’exécution (EP). Les deux paramètres  et  sont alors calculés de la 
manière suivante :
Avec NFP et NEP, les valeurs moyennes de FP et EP respectivement. NPU repré-
sente le nombre moyen d’unités fonctionnelles utilisées (toute opération sauf l’instruc-
tion NOP).
Estimer la consommation, consiste à déterminer les valeurs des paramètres algo-
rithmiques ci-dessus. 
PSR et  sont déterminés grâce à une trace du programme.
 et  sont déterminés directement à partir du code source C, en prédisant le 
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Les auteurs appliquent ensuite ce modèle sur un programme écrit en C. Il est 
nécessaire que l’algorithme soit constitué de boucles de tailles suffisantes pour pou-
voir négliger le code non inclus dans la ou les boucles. Ceci est vérifié dans la plu-
part des algorithmes de traitement du signal et de l’image. 
Les résultats obtenus donnent des estimations proches des mesures réelles. 
Toutefois, cette approche ne semble pas être adaptée pour des codes irréguliers.
3.1.c.Un estimateur pour un processeur pipeliné. 
Cet estimateur [KK02] est figé pour un processeur pipeliné à 5 étages, avec un 
cache interne à un seul niveau. Il s’agit d’une extension de SimplePower [IK01]. 
Le modèle énergétique est décomposé en contributions dues :
•  aux chemins qui déterminent en fait le nombre d’activations de chaque type 
de composants,
• au cache, c’est-à-dire prenant en compte le nombre de défauts de cache, et 
les nombres d’écriture et de lecture dans le cache,
• à la mémoire principale, c’est-à-dire le nombre d’accès et les intervalles de 
temps entre chacun de ces accès,
• aux bus, c’est-à-dire le nombre de transactions,
• à l’horloge, c’est-à-dire le nombre de cycles d’exécution.
Le coût en énergie de chaque instruction est estimé un grand nombre de fois 
(environ 1000) avec des valeurs de données très différentes, afin d’obtenir des 
valeurs moyennes.
Les auteurs établissent une bibliothèque de valeurs de chaque contribution 
moyenne obtenue par ces mesures, comme illustré par le tableau 2.28   Chapitre II : Etat de l’art de la consommation
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montre le tableau 3: 
D’après la liste des contributions de consommation établie ci-dessus, l’estima-
tion du coût d’une application nécessite la connaissance du nombre d’instructions exé-
cutées par type. Ces informations sont obtenues après analyse du code compilé.
Pour estimer le nombre global de cycles d’exécution, il est considéré que chaque 
instruction nécessite un cycle d’initialisation (sans tenir compte des cycles d’attente). 
Il faut ensuite ajouter le nombre estimé de cycles d’attente (stall cycles) (qui est 
pris fixe, estimé pour chaque défaut de cache déduit). Enfin, le nombre de transitions 
sur les bus est considéré comme proportionnel au nombre d’accès au cache et à la 
mémoire. On peut donc avoir une estimation du coût d’une application exécutée par ce 
processeur. 
Tableau 2: paramètres extraits des mesures, d’après [KK02].
Paramètre Valeur
Tension d’alimentation  3.3 V 
Configuration du Cache de données  4 KB, 2-way, 32 
bytes
Temps d’accès à la ligne du cache de données (Hit Latency) 1 cycle 
Accès à la mémoire (Memory Access Latency)  100 cycles 
Energie par accès lecture au Cache de données  0.20 nJ 
Energie par accès écriture au Cache de données  0.21 nJ 
Energie par accès mémoire 4.95 nJ 
Energie due aux Transactions des bus interne 0.04 nJ 
Energie due aux Transactions des bus externes 3.48 nJ 
Energie par Cycle d’horloge 0.18 nJ 
Technologie 0.35 micron 
Tableau 3: Exemples de coûts par instruction
Type d’instruction Coût (énergie en nJ)
bne 200.04 
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3.1.d.Modèle d’un processeur VLIW. 
Ces processeurs ont intéressé nombre de chercheurs, dont [MD00]. Dans leurs 
travaux, un modèle de consommation de ce type de cœur de processeur est déduit 
après avoir réalisé des simulations et des synthèses. Ceci permet de détailler la con-
tribution de chaque étage du pipeline pour tenir compte :
-du coût en consommation de l’exécution de l’instruction en cours dans l’étage, 
-du coût dû aux connexions entre les étages du pipeline et de l’énergie consom-
mée par les caches d’instruction ou de données. 
Les modèles que nous avons présenté ont été, pour certains, intégrés dans les 
bibliothèques de notre outil de conception conjointe logicielle/matérielle, comme le 
modèle du processeur StrongARM. Les autres étaient trop dédiés pour être adaptés à 
nos objectifs.
Sans être exhaustif, nous avons répertorié ici quelques modèles de consomma-
tion de processeurs. Voyons maintenant quelques stratégies pour réduire leur con-
sommation.
3.2.Réduire la consommation au niveau processeur. 
3.2.a.Conception d’arbre d’horloge. 
Le problème est complexe [BD98]. Il concerne la conception d’un arbre d’hor-
loge pour les unités fonctionnelles. Comment choisir les domaines d’horloge de 
manière optimisée ?
L’opportunité de gagner en puissance est importante. En effet, d’un côté la 
multiplication des branches dans l’arbre d’horloges complique la gestion, mais de 
l’autre elle est l’occasion de minimiser les activités de commutation dans le circuit.
Pour cette réduction, une solution proposée est de regrouper les branches qui 
ont le même type d’activité. L’activité du nouvel arbre d’horloge en sera réduite.
3.2.b.Agencement des registres (floorplan des registres). 
La même idée est proposée dans la gestion des registres, accessibles rapide-
ment depuis les unités fonctionnelles, et peu coûteux énergétiquement. Ainsi, en rat-
tachant les registres ayant le même type d’activité sur la même branche de l’arbre 
d’horloge, on peut gagner en puissance.
3.2.c.Ajustement en fréquence. 
Une technique particulièrement efficace à ce niveau est «l’ajustement de la fré-
quence». En effet, l’ajout de multiplieurs et de diviseurs de fréquence permet de 
modifier la fréquence voir de l’annuler dans certaines unités fonctionnelles. Cette 
stratégie permet de gagner jusqu’à 50% en énergie [BD97]!30   Chapitre II : Etat de l’art de la consommation
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repos. Malheureusement, il faut être attentif à ne pas perdre le bénéfice en introduisant 
un coût trop élevé lors de l’augmentation de la fréquence («au réveil» du circuit) ou en 
utilisant de nombreuses stratégies de prédiction. De nombreux travaux sont en cours 
dans cette optique. Citons ceux de [CB99].
Par ailleurs, on peut signaler une amélioration mentionnée dans [BD98]. Quand 
le résultat d’une unité n’est pas utilisé, on force l’unité à exécuter une instruction fonc-
tionnellement fausse mais moins coûteuse en consommation.
Au niveau d’une unité, la technique la plus étudiée est l’ajustement conjoint en 
tension et en fréquence. Nous détaillons cette technique dans le paragraphe suivant et 
décrivons quelques implémentations industrielles.
3.2.d.Ajustement conjoint en tension et en fréquence (DVS). 
La majorité des processeurs, et quelques accélérateurs matériels, sont dotés de 
différents modes de fonctionnement. Ces modes sont dits mode normal et «modes 
basse consommation». En effet, la baisse de la fréquence d’horloge du processeur per-
met de réduire la tension d’alimentation. Faisons un petit point sur cette caractéristi-
que.
Pour définir cette technique, nous nous basons sur la formule suivante [LJ00] : 
Tmin=kVdd/(Vdd-Vseuil)2   (voir figure 6), qui montre le lien entre la période minimum 
Tmin de l’horloge et la tension d’alimentation Vdd (cf. équation 11). Ainsi, si nous 
baissons la tension d’alimentation, on obtient la valeur minimale de la période à 
laquelle le processeur peut fonctionner à cette tension. 
La figure 6 illustre le gain en énergie et en puissance qu’on peut espérer par cette 
technique de DVS (Dynamic Voltage Scaling) appliquée à une unité u1. La date d’exé-
cution au plus tôt est tdébut et l’échéance, téchéance indique la date à laquelle la tâche 
doit impérativement être terminée. Tdisponible indique le temps disponible qui permet 
de diminuer la fréquence d’horloge du processeur, et enfin, Vi et fi sont les différentes 
tensions d’alimentation et fréquences auxquelles sont exécutées la tache τ1 sur l’unité 
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Ainsi, au niveau système, l’exploitation du DVS permet de gagner de manière 
efficace en consommation.
On peut donc profiter du temps disponible pour chaque tâche pour décider de 
baisser la fréquence du processeur tout en s’assurant que la tâche dure un temps infé-
rieur ou égal au temps qui lui est imparti. En diminuant la fréquence, on peut baisser 
la tension, ce qui permet de gagner de manière significative en énergie et en puis-
sance. 
3.2.e.Gestion des modes basse consommation d’un processeur. 
Les processeurs actuels possèdent des modes basse consommation. Explorons-
les.
3.2.e.i.Gestion du Power Management dans le processeur Intel.
Dans le document [In02] expliquant la gestion du Power Management, pour la 
famille des processeurs Pentium embarqués, il est défini 5 modes de fonctionnement 
différents :
• Normal state : mode d’opération normal du processeur;
• Stop Grant State : il fournit un réveil rapide qui peut être commandé par un 
signal sur une des entrées du processeur. Le courant fourni est alors diminué 
de 15% par rapport au courant quand le processeur est dans l’état normal.
• Auto Halt Powerdown State : le processeur est mis dans l’état Auto Halt 
Powerdown par l’exécution de l’instruction assembleur HLT. Le courant 
fourni est alors diminué de 15% par rapport au courant de l’état normal. 
Dans cet état, le processeur maintiendra seulement les entrées nécessaires 








FIGURE 6. Ajustement conjoint en tension et en fréquence (Dynamic Voltage Scaling)
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deux autres modes précédents, grâce à des instructions dédiées qui invalident 
la gestion de la cohérence du cache. Il gèle alors l’horloge interne du proces-
seur puis maintient seulement les entrées nécessaires. Il n’est pas indiqué le 
gain en courant obtenu.
• Stop Clock State : le processeur entre dans cet état uniquement depuis l’état 
Stop Grant State. Le courant fourni est alors diminué de 1% par rapport au 
courant de l’état normal. Dans cet état, l’horloge est arrêtée, on garde toutes 
les données dans le cache pour ne pas les perdre. C’est durant le temps où le 
processeur est dans cet état que la fréquence peut être changée, ce qui prend 
un peu de temps jusqu’à stabilisation vérifiée grâce à une PLL.
Ainsi, ce qui apparaît au niveau système comme étant deux ou trois modes basse 
consommation, est plus compliqué au niveau du processeur. En effet, celui-ci passe 
par des états intermédiaires, par exemple, il passe dans un état où l’horloge est arrêtée 
pour modifier la fréquence. Ceci explique les pénalités en temps et en consommation 
(dus à la remise sous tension) lors des changements de fréquences.
Comment se fait cette gestion ?
Toujours chez Intel, afin de gérer ces différents modes présentés ci-dessus, une 
interface a été implémenté  :
L’ACPI ou «Advanced Configuration and Power Interface» gère la puissance 
matériellement. Les sociétés Intel, Mitsubishi et Toshiba ont adopté ce standard.
Nous décrivons rapidement l’ACPI ici et nous la décrirons plus en détail dans le 
paragraphe concernant la partie système. Il nous a semblé important de voir rapide-
ment à ce niveau la réalisation de la gestion de puissance, ce qui nous amène à mesurer 
dores et déjà l’importance que prennent les systèmes d’exploitation dans cette gestion.
Dans cette interface, on distingue :
• Une interface utilisateur pour gérer la puissance et les configurations. 
• Un composant pour la gestion de puissance et la politique de gestion de puis-
sance (power management and power policy component (OSPM)). 
• Les drivers relatifs à l’ACPI (par exemple, drivers pour des contrôleurs 
embarqués, SMBus, Smart Battery, et Control Method Battery). 
•  ACPI Core Subsystem component qui fournit les services fondamentaux de 
l’ACPI (comme l’AML : interpréteur responsable de l’analyse et de l’exécu-
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L’objectif est de déplacer les fonctionnalités de contrôle de la puissance du sys-
tème d’exploitation (Operating System, OS) vers cette ACPI pour être indépendant 
de tout OS. 
Voyons d’autres propositions de modes basse consommation de quelques pro-
cesseurs.
3.2.e.ii.Modes basse consommation du ARM9 [Arm].
Quatre modes sont proposés:
• Mode normal : l’horloge du coeur et les horloges des périphériques sont 
actives et dépendent des exigences de l’application.
• Mode idle : l’horloge du cœur est inhibée et attend la prochaine instruction 
de réveil (une instruction d’interruption ou un reset général). Les horloges 
des périphériques sont actives et dépendent des exigences de l’application 
exécutée.
• Mode Slow clock : cet état est similaire à celui de l’état normal, excepté 
l’oscillateur principal et la PLL qui sont éteints pour économiser de la puis-
sance.
• Mode Stand by : est une combinaison du mode slow clock et du mode idle. Il 
permet au processeur de se réveiller très vite au moindre évènement en éco-
nomisant la puissance.
3.2.e.iii.Processeur à large choix de tensions : le Xscale.
Ce processeur [In00] est réalisé en collaboration entre Intel et Arm. Il est com-
patible avec le jeu d’instructions ARM Version 5TE ISA (mis à part le jeu d’instruc-
tions sur flottant). 
Il possède un pipeline de 7-étages pour le traitement des entiers et de 8-étages 
pour la mémoire. Outre, ses modes repos et endormissement, et sa capacité à effec-
tuer un réveil rapide, ce processeur permet de fonctionner suivant 4 tensions d’ali-
mentation et 11 fréquences.
3.2.e.iv.Le processeur CRUSOE de TRANSMETTA.
Ce processeur est déjà implémenté dans plusieurs power books commerciali-
sés.
Les processeurs de cette famille [Tr00] sont compatibles avec le jeu d’instruc-
tions des x86. L’architecture est basée sur celle d’un VLIW (Very Long Instruction 
Word). Les dépendances entre instructions ne sont pas gérées par le matériel mais par 
le logiciel, lors de la compilation. De ce fait, une première économie d’énergie est 
réalisée. Un processeur CRUSOE est capable d’exécuter jusqu’à 4 opérations à cha-
que cycle d’horloge. Il dispose de deux unités de traitements en nombres entiers, 
d’une unité de traitements en nombres flottants, d’une unité de gestion de la 
mémoire (load/store) et d’une unité de branchement. 34   Chapitre II : Etat de l’art de la consommation
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il utilise un «code morphing» et un «long run power management». Regardons rapide-
ment en quoi consiste chacune de ces techniques.
• Le code morphing
Chaque instruction a une longueur de 64 ou 128 bits, appelée molécule, et con-
tient des instructions type RISC appelées atomes.
Les atomes d’une molécule sont exécutés en parallèle et le format de la molécule 
détermine la façon dont les atomes sont répartis sur les unités. On peut donc avoir au 
départ un code superscalaire comme celui des Pentium II et III.
En fait, c’est un système de transformation dynamique (le translator) qui agence 
les instructions d’un jeu (ici type x86) dans un autre jeu (ici VLIW). 
Ainsi, le code morphing effectue une première passe, où il décode les instruc-
tions x86 et les traduit en une séquence d’atomes. Dans une seconde passe, un outil 
nommé optimizer applique les règles d’optimisations de compilation au code, comme 
l’élimination de sous-expressions communes, de boucles invariantes. Dans la passe 
finale, le scheduler réordonne les atomes et les groupe dans des molécules individuel-
les. Ce processus est similaire à ce que font les processeurs de manière matérielle. 
Mais ici, l’utilisation d’algorithmes d’ordonnancement devient possible car l’étape est 
réalisée de manière logicielle.
Plus le scheduler a de liberté, meilleur devrait être le code. Or, la limite princi-
pale vient du fait qu’il peut y avoir des dépendances entre opérations impliquant les 
mémoires. 
Pour y remédier, quand le translator déplace un load devant un store, il convertit 
le load en load-and protect (qui ajoute au load une opération d’enregistrement des 
adresses et de la taille des données, ce qui évite de les écraser).
Le translator repère les parties de code coûtant le plus cher en temps et les opti-
mise. Pour cela, le translator ajoute du code qui a pour but de collecter les informa-
tions telles que les fréquences d’exécution des blocs et l’historique des branchements 
(branch history). Ces données sont utilisées pour effectuer des optimisations. Par 
exemple, s’il y a un branchement conditionnel x86 revenant fréquemment, le système 
peut privilégier des optimisations pour favoriser le chemin le plus fréquemment uti-
lisé. Alternativement, il peut choisir d’exécuter un code de manière “spéculative” sur 
deux chemins et choisir ultérieurement. 
• Gestion de puissance : Long Run Power Management [MF01]
Le gestionnaire de puissance de ce processeur réduit la puissance dissipée en 
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Les fréquences peuvent changer par pas de 33 MHz et ceci entre 500 et 700 
MHz. Les tensions peuvent changer par pas de 25 mV et ceci de 1.2 à 1.6V. Plus la 
fréquence est basse, plus il est possible de baisser la tension.
Plus de 200 changements de fréquences et de tension peuvent être réalisés par 
seconde.
Le réglage de ces deux facteurs est effectué en fonction des besoins de perfor-
mances. Cependant, il n’est pas précisé [MF01] comment cet ajustement de tension 
est implémenté. Le gestionnaire de puissance détermine les besoins de performance 
par échantillonnage des périodes de repos (temps où le processeur est dans divers 
états de basse consommation). Il peut détecter les différents scénarios basés sur les 
performances et les exploiter pour adapter sa puissance en fonction de ces observa-
tions. La méthode utilisée est donc une méthode de type prédiction des moments de 
repos. La puissance de repos «profond» est de 100 mW.
Parmi ces techniques présentées, nous nous sommes particulièrement intéres-
sés à celles d’ajustement conjoint en tension et en fréquence, et à la gestion des 
modes basse consommation. 
Une fois exposées les techniques de réduction d’énergie implémentées au 
niveau des unités, voyons comment ces fonctionnalités sont exploitées au niveau 
système.
4•Estimer et réduire la consommation au niveau système
Un processeur est un composant d’un système, aussi, il est nécessaire d’estimer la 
consommation des autres unités comme les mémoires, les bus, les circuits périphéri-
ques. 
En effet, l’étude de [PB99], indiquent que les parts de consommation d’énergie dans 
un système sont de l’ordre de 58% pour le coeur de processeur, 33% pour la mémoire 
cache, 7% pour les bus du processeur, et 2% pour la SRAM interne. Dans ce système, 
ne sont pas compris les circuits périphériques. Ces chiffres nous permettent de mesu-
rer l’importance que représente la consommation des mémoires (SRAM et cache). 
Ces chiffres sont valables pour un ARM8 et ne prennent pas en compte l’ensemble 
des composants présents dans un système embarqué autonome (exemple du système 
de la figure 1). 
4.1.Estimer la consommation au niveau système. 
On décompose la puissance suivant les puissances des unités fonctionnelles 
mises en jeu, c’est-à-dire les contributions de chacune des n unités de traitement, du 36   Chapitre II : Etat de l’art de la consommation
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Voyons maintenant comment estimer chacun de ces termes. 
Pour l’estimation des bus, certains proposent d’utiliser directement le modèle des 
capacités comme dans [MR94]. Ce modèle permet, grâce à des règles d’estimer les 
valeurs des différentes capacités de charge et de décharge des parties du circuit. Les 
auteurs utilisent un Control Data Flow Graph (représentation graphique de l’applica-
tion) en modélisant chaque opération par un noeud. Il est possible de déduire des infor-
mations comme information le nombre d’accès, le nombre de transferts sur le bus.
Pour extraire les valeurs de capacité des différentes parties du circuit, citons 
l’approche de Fastcap [FC99], dont l’objectif est de calculer les inductances et les 
capacités mutuelles d’une structure conductrice décrite en trois dimensions, structure 
plongée dans un diélectrique. Il est nécessaire de spécifier la discrétisation des surfa-
ces du conducteur et des discontinuités. Les résultats sont fournis sous forme de matri-
ces de capacitance de Maxwell. 
Pour le système mémoire, CACTI [SJ01] permet d’extraire les valeurs de capa-
cité de parties de circuit et d’estimer la consommation.
Voyons maintenant diverses techniques qui ont été mises en œuvre pour estimer 
en particulier les consommations des mémoires et des bus. 
4.1.a.Estimation de la consommation des mémoires. 
La consommation des mémoires se décompose en consommation dynamique et 
en consommation statique. La puissance statique dépend de la taille mémoire, car elle 
est due principalement au courant de fuite, qui est fonction du nombre de transistors. 
Ici, contrairement au cas des processeurs, elle ne peut pas être négligée. 
On peut trouver dans la littérature quelques travaux sur l’estimation de la con-
sommation mémoire. Ce problème étant lié à la technologie, peu de règles générales 
ont été tirées, nous assistons plutôt à des études de cas dont nous tentons de faire une 
synthèse dans ce paragraphe.
Considérons les travaux de [KG97a,KG97b,KG98] qui modélisent la consommation 
d’une mémoire cache (figure 7) de la manière suivante : 
Ptotal Punité i Pmémoire Pbus+ +
i 1 n,=
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FIGURE 7. cache d’associativité m
Sur la figure 7, L est une ligne de 2b mots, w est la taille d’un mot, T est le nombre de 
bits dans un drapeau pour une ligne de cache.
Ecache = Ebit + Eword + Eoutput + Eainput + Ecompr + Elatch + Esense_amp
avec :
• Ebit : énergie dissipée due aux précharges durant la préparation d’un accès, 
et pendant la lecture ou l’écriture,
• Eword : énergie due à la sélection d’un mot par le driver afin d’exécuter une 
lecture ou une écriture,
• Eoutput : énergie dissipée au moment de la conduite des données dans les 
interconnexions extérieures au cache vers le CPU ou les mémoires,
• Eainput : énergie dissipée dans le décodeur de ligne,
• Ecompr : énergie dissipée dans le comparateur,
• Elatch  : énergie dissipée dans la bascule latch,
• Esense_amp : énergie dissipée dans  l’amplificateur.
Détaillons l’un de ces termes, par exemple Eword :38   Chapitre II : Etat de l’art de la consommation
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avec :
Cwordline = m.Cwordline, tag / data + Cwordline, tag / status 
où Cwordline, tag / data   est la charge capacitive due à l’accès à la ligne contenant le 
mot dans le banc de données, Cwordline, tag / status est celle due aux accès dans le banc 
des bits d’état, et Narray_acces = Nhits + Nmisses, nombre d’accès au cache, et enfin, m 
est le degré d’associativité.
Cet exemple illustre la complexité de l’estimation de la consommation d’une 
mémoire cache, due au nombre de paramètres à prendre en compte. Pour approfondir 
ces études, notons les travaux de [SD95] et l’étude bibliographique de [BH03] aux-
quels peut se reporter le lecteur. Pour estimer la consommation des mémoires, l’étude 
doit être plus fine. Toutefois, il est envisageable de déduire, des diverses études, des 
règles de sélection de l’architecture mémoire à sélectionner pour une architecture 
donnée, dédiée à un type d’applications.
Intéressons-nous maintenant à la consommation des bus.
4.1.b.Estimation de la consommation des bus. 
Généralement, le modèle de consommation d’énergie utilisé pour les bus est du 
type , avec Cch la capacité totale de charge du réseau de connexions.
D’après [TJ01], cette formule peut entraîner des erreurs importantes. En effet, 
elle ne prend pas en compte le fait que certaines lignes seulement du réseau s’activent 
à un instant. Aussi proposent-ils un modèle basé sur les capacités de couplage entre les 
lignes parallèles.
Nous avons aussi la possibilité d’exploiter le modèle utilisé par [HL01] qui est 
proche de celui décrit précédemment. Ce modèle prend en compte les capacités de 
charge entre le métal et la ligne, appelée capacité de base et la capacité de charge entre 
deux lignes parallèles et voisines. On fait la somme de ces différentes capacités de 
charge à chaque fois qu’il y a un événement sur chaque ligne. Ce calcul est donc à réi-
térer à chaque fois qu’un nouvel événement intervient.
L’énergie est alors  
avec 
• Ci la capacité totale par unité de longueur, définie précédemment, 
• Lbus, la taille totale de chacun des bus mis en jeu (unité de longueur), 
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Une technique de codage est développée dans [HL01] qui inverse ou non les 
mots afin de limiter l’activité de commutation. 
Par ailleurs, les travaux décrits dans [SB02] ont cherché à extraire un modèle 
de consommation des interconnexions entre des ensembles de circuits. 
Une approche plus pragmatique consiste à obtenir une netlist (code VHDL ou 
Verilog) des interconnexions qui est ensuite exploitée par un estimateur de consom-
mation. Par exemple SONICS propose l’outil SMART Interconnect IP1, réalisant 
une interconnexion de type réseau sur puce. Il génère un code VHDL des intercon-
nexions synthétisables, à partir des déclarations des débits, des tailles de données 
entre les IP (Intellectual Properties). L’outil fournit une netlist du bus synthétisable,
au niveau porte. En utilisant ensuite cette netlist dans un outil d’estimation de la con-
sommation, on peut obtenir une évaluation de consommation des interconnexions 
par approche statistique ou par simulation. 
Cette approche permet de valider un cas d’étude mais ne peut être considérée 
dans une approche méthodologique de conception système basse consommation. 
Voyons maintenant quelles optimisations en consommation il est possible 
d’effectuer.
4.2.Réduire la consommation au niveau système. 
Les systèmes embarqués comme les ordinateurs portables ou les téléphones 
cellulaires contiennent des dizaines d’entités interconnectées. Il est difficile d’effec-
tuer une optimisation globale en consommation, cependant, c’est bien au niveau sys-
tème qu’il faut intervenir pour minimiser efficacement la consommation car c’est à 
ce niveau que les gains les plus importants peuvent être obtenus. Comme vu précé-
demment, une technique efficace est la gestion dynamique de puissance alliant les 
mises en veille et/ou en repos des unités et les ajustements de tension et de fré-
quence. Malheureusement, peu de concepteurs prennent actuellement en compte les 
gestions des modes basse consommation au niveau système et c’est encore moins 
vrai pour les outils actuels d’aide à la conception conjointe logicielle/matérielle. Par 
ailleurs, les industriels ont développé en commun une stratégie de gestion de la puis-
sance appelée OnNow comportant la gestion de la puissance par le système d’exploi-
tation et l’ACPI [In02] («Advanced Configuration and Power Interface»). Ces 
aspects sont détaillés ci-dessous.
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A ce niveau, la gestion de puissance se réalise par des mises en veille de certai-
nes parties du circuit et parfois, effectue des changements de couples <tension, fré-
quence>. Pour cette première catégorie, la question qui se pose est de déterminer les 
instants où il est opportun d’effectuer ces mises en veille.
Mesurons ici toute la difficulté de telles mises en œuvre. Plusieurs manières 
d’opérer ces coupures sont possibles [LX03] :
• «shutdown» appelé aussi «time-out after idleness» qui après un temps seuil 
déterminé de non utilisation d’une unité la met en mode veille;
• adaptatif : on peut adapter continuellement ce seuil d’après l’historique des 
utilisations (en estimant la prochaine utilisation par comparaison des temps de 
veille précédents) ou de manière mathématique (chaînes de Markov exploitant 
les probabilités d’état et de transitions).
Les problèmes posés par la gestion de puissance sont alors principalement dus :
• aux retards induits par les changements de mode,
• à la puissance dissipée supplémentaire pour changer le mode.
En effet, la mise en mode veille ou la réduction d’alimentation peut coûter plus 
cher en puissance en raison du coût dû aux changements de régime d’exécution. 
Considérons maintenant l’ajustement conjoint en tension et en fréquence. Des 
problèmes de même nature que ci-dessus se retrouvent pour les changements de fré-
quence/tension. En effet, le temps dû au changement de vitesse à différentes fréquen-
ces a deux sources : le temps nécessaire au calcul de la nouvelle vitesse et le temps 
nécessaire à sa mise en place (car utilisation d’un DC-DC switching regulator). 
Certains travaux proposent de repérer si un changement de vitesse est envisagea-
ble pour l’exécution de certaines parties de code. Une technique de cette catégorie est 
basée sur la notion de Power Management Points [AM01, MA00]. Dans cette techni-
que, les Power Management Points sont des portions de code introduites pour gérer 
l’exécution de segments de programme afin de décider d’un changement de la vitesse 
du CPU. Leur étude montre qu’il existe un nombre optimal de ces points. En effet, on 
se rend compte qu’avec peu de points, il n’est pas possible de profiter efficacement des 
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ments de mode trop fréquents entraînent un surcoût prohibitif, comme le montre la 
figure (figure 8) ci-dessous :
Le problème se pose de savoir comment déterminer le nombre optimal de 
points. Retenons seulement que les auteurs annoncent 90% de gain par rapport à un 
système sans gestion de puissance et 60% de gain pour un système qui modifie de 
manière dynamique les vitesses par rapport à un système à vitesse unique et mode 
veille.
Des travaux récents [ZC03] perfectionnent cette approche en introduisant une 
technique adaptative de «points de vérification» dans la gestion de puissance par 
ajustement conjoint de tension et de fréquence. Leur but est de respecter les dates 
impératives de fin des tâches en minimisant l’énergie. Ils se placent dans la situation 
où ils peuvent ajuster la tension et la fréquence au cours de l’exécution d’une tâche. 
La technique adaptative de «points de vérification» est basée sur une étude statisti-
que du taux de défaut de fin des dates des tâches : ils supposent que chaque tâche a 
une probabilité (loi de Poisson) de ne pas être réalisée en temps voulu. Ils déduisent 
un nombre seuil de points de vérification. Un algorithme a été développé qui déter-
mine dynamiquement des intervalles de temps où la possibilité de changer la fré-
quence et la tension du processeur est vérifiée (même au milieu d’une exécution de 
tâche). Leurs résultats sont encourageants, et cette approche très fine peut être adap-
tée à la gestion de puissance au niveau système.
4.2.b.Gestion de la puissance par le système d’exploitation. 
On considère ici que le système d’exploitation est le gestionnaire, le coordina-
teur de toutes les entités de l’architecture, y compris les différents modes de fonc-
tionnement du processeur.
Un exemple de mécanisme adossé à un système d’exploitation est la proposi-
tion commerciale OnNow [Mi97] qui exige que :
• Le PC soit prêt dès que possible quand l’utilisateur le met en route.
Nb de changements par cycle
Puissance dissipée
FIGURE 8. Lien entre le nombre de changement de 
fréquences et le gain en puissance.42   Chapitre II : Etat de l’art de la consommation
Estimer et réduire la consommation au niveau système• Le PC apparaisse comme éteint quand il n’est pas utilisé, mais il doit être 
capable de se réveiller au moindre évènement, qu’il soit dû à l’utilisateur, ou à 
tout autre périphérique.
• Le système d’exploitation et les applications doivent «coopérer» pour rendre 
efficace la gestion de puissance. Par exemple, les applications ne doivent pas 
être conçues en considérant que les parties matérielles seront toujours alimen-
tées et pleinement fonctionnelles.
• Si une application n’est pas active, elle doit informer le système d’exploita-
tion de son état pour lui permettre de contrôler les ressources qui sont inutili-
sées.
• Toutes les unités matérielles contribuent à la réduction de la puissance en 
étant capable de répondre aux commandes de gestion de puissance d’une 
manière efficace.
Ainsi, le système d’exploitation possède un rôle primordial dans la gestion de la 
puissance. Il prend en compte à la fois les exigences des applications en terme de res-
sources et de leur disponibilité. C’est lui qui assure l’optimisation de la puissance dans 
les ordinateurs actuels. En fait, pour communiquer avec le système d’exploitation, les 
applications passent par l’intermédiaire d’une API.
L’API de l’OnNow fournit :
• une interface qui permet d’interroger le système d’exploitation sur les états et 
les évènements liés à la puissance. Quand le système d’exploitation prépare 
un état de mise en veille, un message est envoyé aux applications pour 
qu’elles réagissent de manière coordonnée. Plusieurs actions doivent être 
décidées comme par exemple sauver des informations ou informer le système 
d’exploitation que cette mise en veille est impossible.
• un mécanisme pour informer le système d’exploitation sur les exigences spé-
cifiques qui peuvent influer sur la gestion de puissance. Les fonctions de base 
requises par ce type d’interaction sont la commande prévenant le système 
d’exploitation qu’une ressource peut être mise en repos et une commande 
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En résumé, la figure ci-dessous présente les interactions entre les différents 
modules :
FIGURE 9. Gestion de la puissance et systèmes d’exploitation [BD98].
Voyons maintenant d’autres formes d’économie de consommation.
4.2.c.Gestion des batteries. 
La gestion des batteries est devenue cruciale pour les systèmes portables. Nous 
ne discutons pas des technologies de batteries, signalons seulement que le matériel 
communique avec le système d’exploitation pour le prévenir par exemple que les 
batteries sont pratiquement déchargées. C’est à lui ensuite d’envoyer tous les 
signaux nécessaires pour sauvegarder les informations avant...extinction... Outre 
cette gestion simplifiée, il serait possible de tenir compte dynamiquement de l’éner-
gie disponible dans la batterie pour maximiser la QoS (Quality of Service) et optimi-
ser la durée de fonctionnement du système. Par exemple, les travaux présentés dans 
[LJ01] portent sur la gestion d’énergie de batterie en gérant d’une part, les moments 
de charge et de décharge, afin que le temps de décharge corresponde à la durée d’un 
cycle d’exécution et, d’autre part, l’optimisation de cette durée par le DVS. Les 
auteurs ont développé un algorithme cherchant à tout moment à augmenter la vitesse 
des tâches, afin d’être en adéquation avec la durée de la batterie. De même, cet algo-
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Rappelons que la consommation des mémoires se décompose en consommation 
dynamique et statique et que cette dernière dépend de la taille mémoire, car elle est 
due principalement au courant de fuite, qui est fonction du nombre de transistors. Dans 
le cas des mémoires, la consommation statique n’est pas négligeable. En effet, d’après 
les études développées dans [FC98], la mémoire représente de 20 à 80% de la consom-
mation globale, dont la moitié dissipée par le décodage et les buffers d’adresses. Ainsi, 
les auteurs [FC98] ont développé une méthode d’optimisation de la consommation de 
la mémoire, DTSE, Data Transfert Storage Exploration. Cependant, le temps néces-
saire à l’obtention d’une solution optimisée est relativement important car, de nom-
breuses étapes de la méthode ne sont pas automatisées.
D’autres travaux ont été entrepris cherchant à intégrer les contraintes liées à la 
mémorisation tout au long du flot de conception, afin de rechercher un compromis 
entre le temps de conception et la qualité de la solution. Ainsi, les auteurs [GN02] ont 
élaboré une stratégie qui consiste à identifier les paramètres mis en jeu et à définir les 
phases du flot de conception durant lesquelles ces paramètres ont le plus d’influence 
sur la consommation. Ainsi, ces paramètres sont les transferts de et vers la mémoire, le 
nombre de données “vivantes” à un instant donné et le nombre de transitions sur les 
bus d’adresses. La stratégie concerne ensuite les choix des mémoires. Elle se compose 
de deux phases principales :
- Phase d’agencement de la hiérarchie mémoire, à savoir la sélection du nom-
bre de niveaux de la hiérarchie en fonction de la taille de chaque niveau de la hiérar-
chie et des coûts en temps et en consommation :
• choix de la taille de chaque niveau,
• choix du nombre de ports,
• distribution des données dans les niveaux.
- Phase de conception d’un niveau de la hiérarchie mémoire : 
• gestion de la cohérence des données,
• sélection du type de mémoire le mieux adapté (temps, surface, consomma-
tion),
• distribution des données,
• placement et génération des adresses (affectation d’une adresse précise à cha-
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5• Conclusion
Ce chapitre nous a permis de rappeler les techniques actuelles d’estimation et 
d’optimisation de la consommation du niveau technologique au niveau système. 
Certaines de ces techniques ont été considérées dans la suite de nos travaux.
Malgré l’importante littérature sur le sujet de la réduction de la consommation 
d’énergie, il apparaît que de nombreuses avancées sont encore nécessaires pour faire 
face aux défits liés aux évolutions de la technologie. Ces avancées sont rendues dif-
ficiles du fait de la complexité des problèmes soulevés à tous les niveaux de concep-
tion d’un système.
Après cette analyse des techniques d’estimation et de réduction de la consom-
mation, voyons dans le chapitre suivant, les techniques actuelles d’aide à la concep-
tion conjointe logicielle/matériel.46   Chapitre II : Etat de l’art de la consommation
Chapitre III : Chapitre III : Synthèse d’un système 
autonome basse consommationIntroduction
Notre travail concerne la conception globale de systèmes sur puce 
basse consommation. Dans cet objectif, ce chapitre présente des métho-
des d’aide à la conception conjointe logiciel/matériel. Ces méthodes sont 
en général basées sur des techniques d’allocation et d’ordonnancement. 
Nous indiquons les liens réalisés entre ces dernières techniques et l’opti-
misation en consommation, que ce soit au niveau du partitionnement ou 
au niveau de l’ordonnancement.
Enfin, nous détaillons plus précisément l’outil d’exploration 
d’architecture CODEF qui a servi de support à nos travaux.Chapitre III : Synthèse d’un système autonome basse consommation   47
1•Le partitionnement dans la conception conjointe logiciel/matériel
Donnons un aperçu des techniques de conception conjointe logiciel/matériel en 
situant le rôle du partitionnement. 
1.1.Conception conjointe logiciel/matériel.
Cette approche cible la conception de systèmes à base d’architectures logiciel-
les (processeurs...) et matérielles (ASIC, ASIP, FPGA). Encore aujourd’hui, la con-
ception de chacune de ces entités se fait séparément pour être ensuite assemblées. 
Parmi les systèmes qui pourraient bénéficier d’une approche de conception con-
jointe, on peut citer les applications de télécommunication qui sont de plus en plus 
complexes et où le choix des unités matérielles et logicielles est de plus en plus 
important. 
Des techniques permettant la conception de tels systèmes ont été développées 
dans la littérature afin d’aider les architectes système dans leur choix d’implémenta-
tion des différentes fonctionnalités de l’application sur les diverses unités dont ils 
disposent. Par exemple, le but des techniques d’exploration d’architectures est de 
proposer au concepteur plusieurs solutions possibles d’architectures, selon des critè-
res précis. Le concepteur peut être aussi amené à faire des choix en fonction des con-
traintes imposées par l’application.
Nous nous intéressons dans la suite aux principes développés dans les approches clas-
siques. A chaque fois se posent les questions de la modélisation, de la spécification 
des applications, et, du niveau de granularité le mieux adapté. 
1.2.Partitionnement logiciel/matériel.
En général, les facteurs pris en compte de manière prioritaire pour le partition-
nement des tâches d’une application sont les contraintes temporelles, la surface de 
silicium et maintenant, de manière incontournable pour tout système embarqué, la 
consommation. Les contraintes temporelles concernent les dates d’occurrence et/ou 
les périodes des évènements de réveil des tâches, et les échéances sur les fins d’exé-
cution des tâches. La contrainte de surface a pour objectif de limiter le coût du pro-
duit final. On cherche en général à minimiser ce facteur. D’autres contraintes 
s’ajoutent à ces contraintes physiques : les tâches possèdent en général des dépen-
dances ce qui implique des communications et des synchronisations avec les parta-
ges des ressources matérielles associées. Du fait de tous ces paramètres et des 
objectifs d’optimisation, le problème du partitionnement est un problème NP-com-
plet. Nous présentons ci-dessous des méthodes classiques, ne prenant pas en compte 
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contrainte. 
Les méthodes classiques de partitionnement sont constituées de deux étapes cor-
rélées : une étape d’allocation et une étape d’ordonnancement.
Parmi les techniques de partitionnement les plus répandues, nous pouvons citer 
celles basées sur des heuristiques, des algorithmes génétiques, la programmation 
linéaire en nombres entiers, les algorithmes à recuit simulé ou encore le partitionne-
ment assisté par des techniques d’évaluation de performances.
Avant d’entrer dans le vif du sujet, rappelons rapidement quelques modèles de 
spécification des applications utilisés. 
Le choix du modèle est souvent guidé par le type de l’application ou de la classe 
d’applications ciblée. Pour les applications orientées contrôle, les modèles de type 
Esterel [BG88], Grafcet [IE88], Statecharts [HD87], sont bien adaptés.
Les applications orientées traitement sur des flots réguliers d’informations se 
modélisent efficacement par des réseaux de processus de tâches [KG74], ou le langage 
Lustre [HC91]. D’autres modèles peuvent également être considérés comme les 
réseaux de Petri [MT89] ou même directement un langage de programmation de type 
C ou VHDL peut être utilisé [EH93].
Pour les outils développés au sein de l’équipe (et particulièrement l’outil 
CODEF), le choix a été fait d’utiliser les graphes de flots de données (Data Flow 
Graph : DFG), car [BL99] :
• il spécifie efficacement des opérations sur des flots de données,
• il est possible de spécifier le système à plusieurs niveaux,
• il est possible de vérifier les propriétés du système,
• l’utilisation de ce formalisme se prête bien à la co-conception logicielle/maté-
rielle,
• sa nature descriptive est graphique.
Ainsi, à partir de telles représentations des applications, les méthodes de parti-
tionnement déterminent des répartitions des fonctionnalités de l’application sur les 
entités de l’architecture, sélectionnées ou non par la méthode. Dans la suite nous pré-
sentons quelques unes de ces méthodes.
1.2.a.Partitionnement logiciel/matériel guidé par le chemin critique.
Un exemple de ce type d’approche est proposé dans [BM97]. Les principes repo-
sent sur le calcul du chemin critique d’un graphe de type DFG. L’architecture visée est 
hétérogène et connue à l’avance. Elle est constituée d’éléments tels que des ASIC, des 
processeurs et des bus. Le but de l’algorithme est de déterminer une allocation et un 
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tenant compte des interconnexions de type bus entre les unités de traitement et en 
respectant les dépendances de données. Ainsi, le chemin critique d’une tâche 
exprime le plus long des chemins (exprimée en temps), partant de cette tâche jusqu’à 
un nœud terminal. Cette approche a été étendue dans CODEF qui est détaillé plus 
loin.
1.2.b.Partitionnement logiciel/matériel par algorithmes génétiques.
Les algorithmes génétiques se basent sur une procédure itérative durant 
laquelle un ensemble de générations (ou populations) est créé, une par itération. 
L’entière population évolue simultanément de façon à ce que la probabilité de con-
vergence vers un minimum local soit réduite. Après avoir défini un codage des indi-
vidus de la population afin de représenter les solutions potentielles, la procédure 
d’évolution est constituée de quatre étapes :
• une étape d’évaluation,
• une étape de sélection,
• une étape de génération,
• une étape de renouvellement.
Les étapes de sélection, de génération, de renouvellement sont assez généri-
ques vis-à-vis des différents problèmes à optimiser. L’étape d’évaluation est plus 
spécifique, étant donné qu’elle doit définir une mesure de la qualité de chaque indi-
vidu. Dans le cas de la conception de SOC, cette qualité peut être évaluée comme 
une combinaison de plusieurs critères : contraintes de temps et de consommation en 
énergie dans [DJ98, PG02] ou d’un seul critère : temps d’exécution minimum 
[BK02]. La technique utilisée pour mesurer cette qualité repose pour ces trois appro-
ches sur un algorithme d’ordonnancement.
Un aspect intéressant de l’approche par algorithme génétique est leur faculté 
«naturelle» à effectuer une exploration de l’espace de conception qui permet en par-
ticulier d’obtenir un ensemble de points de Pareto correspondants à des solutions 
optimisées suivant plusieurs critères [PG02]. Leurs inconvénients reposent d’une 
part sur les temps de convergence qui peuvent être longs et d’autre part sur la diffi-
culté à «rejouer» un scénario pour évaluer par exemple l’apport d’une évolution de 
l’architecture ou d’une modification de la spécification.
1.2.c.Partitionnement logiciel/matériel par programmation linéaire en nombres 
entiers.
Le but est là encore de trouver des solutions architecturales optimales. Citons 
les travaux dans ce domaine de [NM96]. Les auteurs ont développé une stratégie en 
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l’urgence temporelle,
• une étape précisant l’ordonnancement grâce aux informations de partitionne-
ment de la première étape.
L’architecture peut être composée de plusieurs processeurs et d’un accélérateur 
matériel (ASIC). La spécification du système est fournie à l’algorithme sous une 
forme VHDL. Celle-ci est transformée en une représentation graphique interne. Un 
outil de compilation est utilisé pour déterminer les coûts logiciels et un outil de syn-
thèse pour déterminer les coûts matériels. La prise en compte de ces estimations de 
coûts et des contraintes de conception permet de générer un graphe, contenant toutes 
les informations nécessaires au partitionnement. Les coûts utilisés par l’approche ILP 
sont calculés de façon indépendante pour chaque nœud. Aussi, le regroupement des 
nœuds, migrant du matériel vers le logiciel, nécessite de recalculer ces coûts. L’algo-
rithme réitère jusqu’à ne plus trouver de solution, la dernière partition représente alors 
la solution. L’approche ILP, pour l’ordonnancement des nœuds, peut conduire à des 
temps de calcul très longs. Aussi, l’ordonnancement est dans un premier temps effec-
tué avec une heuristique. Une fois les choix du partitionnement connus, l’approche 
ILP recalcule avec précision les dates d’ordonnancement des tâches. S’il y a violation 
de la contrainte temporelle, la seule possibilité est alors d’augmenter cette dernière si 
l’application le permet. Cette technique itérative est très gourmande en temps de cal-
cul.
1.2.d.Partitionnement avec la méthode MCSE [CJ90,MF00].
Réaliser du partitionnement avec MCSE (Méthodologie de Conception des Sys-
tèmes Electroniques) nécessite de disposer d’une composante structurelle (décrite par 
le modèle fonctionnel), d’une composante comportementale (qui décrit temporelle-
ment les constituants du modèle fonctionnel), d’une composante exécutive (qui 
exprime les constituants matériels et les interconnexions nécessaires pour le fonction-
nement du système), et la dernière composante décrit les moyens informatique et élec-
tronique à mettre en oeuvre pour atteindre l’objectif.
De nombreux choix de conception sont laissés au concepteur. Cependant, une 
fois ces choix déterminés, la structure d’exécution est définie, avec les tâches matériel-
les et logicielles et leur support. La vérification se fait en utilisant un modèle de perfor-
mance qui permet d’obtenir, par simulation, les propriétés de performance du système 
logiciel/matériel issu du partitionnement. Toutefois, cette méthode ne permet pas de 
réaliser une exploration automatique d’un espace de solutions.
1.2.e.Partitionnement logiciel/matériel par algorithmes à recuit simulé 
Ce type d’algorithme permet d’obtenir une solution à un problème d’optimisa-
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tion de coût. Ceci est le cas du partitionnement logiciel/matériel comme cela a été 
montré par [EH93, EP97, LL03, MB03]. Pour appliquer une technique d’optimisa-
tion par recuit simulé, il est nécessaire de définir la fonction de coût dans le but 
d’évaluer la qualité d’une solution et de guider l’algorithme. Par ailleurs, il est 
nécessaire d’exprimer les contraintes de conception qui définissent l’espace de con-
ception dans lequel la recherche de la solution s’effectue. Le principal avantage du 
recuit simulé réside dans sa généralité à traiter ce type de problème d’optimisation. 
Son inconvénient majeur est le temps de calcul [LL03].
1.2.f.Partitionnement logiciel/matériel par algorithmes de partitionnement à 
granularité dynamique.
Les résultats du partitionnement logiciel/matériel sont très sensibles à la granu-
larité utilisée pour décrire l’application. Schématiquement, si l’application est 
décrite avec une granularité fine, on peut espérer une meilleure optimisation du fait 
du plus grand nombre de possibilités offertes, mais la complexité qui en résulte 
empêche l’utilisation d’algorithmes efficaces. A contrario, une forte granularité 
limite les choix, permettant la recherche de solutions optimales pour ce niveau de 
granularité. Une approche à granularité variable [HE96] essaie d’évaluer pendant le 
partitionnement le meilleur niveau de granularité exploitable pour effectuer le parti-
tionnement. L’application est partitionnée une première fois, puis à chaque itération, 
on cherche à regrouper des tâches en évaluant un facteur de qualité (selon les critères 
à privilégier). Leur algorithme opère sur un code de type C, le partitionnement est 
une permutation des blocs de l’application qui passent d’une allocation matérielle à 
une allocation logicielle et vice-versa. Les auteurs donnent une méthode de regrou-
pement de blocs avant l’étape de calcul de destination précise.
Regardons maintenant les approches développées dans la phase d’ordonnance-
ment du partitionnement et les algorithmes associés les plus classiques.
2•L’ordonnancement
L’ordonnancement est en général incontournable dans le partitionnement car il 
est nécessaire d’une part de définir un ordre d’exécution des fonctionnalités de 
l’application sur chaque entité de l’architecture et, d’autre part, d’évaluer la qualité 
d’une solution. L’ordonnancement est un problème qui a fait l’objet de très nom-
breux travaux. Il a pour but de déterminer une stratégie d’exécution d’un ensemble 
de tâches. Dans un premier temps, présentons les caractéristiques des tâches généra-
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L’ordonnancementLes contraintes temporelles des tâches sont classiquement de deux sortes :
• Hard, la tâche est dite à contrainte «dure» si un dépassement de son échéance, 
engendre des conséquences catastrophiques sur le système. Dans ce cas, il 
faut que l’implémentation de la tâche puisse garantir sa réalisation temps 
réelle dans le pire cas.
• Soft, la tâche est dite à contrainte «souple» si un dépassement d’échéance 
n’est pas fatal vis-à-vis du système. 
Ces caractéristiques orientent les algorithmes d’ordonnancement qui doivent à 
tout prix respecter les échéances dures, en profitant cependant des libertés temporelles 
possibles pour optimiser l’architecture du système.
Les algorithmes d’ordonnancement sont généralement caractérisés par les pro-
priétés suivantes [GC02] : 
• préemptif : une tâche en cours d’exécution peut être interrompue pour per-
mettre au processeur d’exécuter une autre tâche active plus prioritaire.
• non-préemptif : une tâche non préemptive, une fois démarrée, est exécutée 
par le processeur jusqu’à la fin de son exécution. Dans ce cas, toutes les déci-
sions d’ordonnancement sont prises à la fin de l’exécution de la tâche en 
cours.
• statique : ces algorithmes basent leurs décisions d’ordonnancement sur des 
paramètres fixes, attribués à chaque tâche avant leur activation.
• dynamique : ces algorithmes basent leurs décisions d’ordonnancement sur 
des paramètres dynamiques changeant pendant l’évolution du système.
• hors-ligne : il est dit d’un algorithme qu’il est hors-ligne quand l’ordonnance-
ment de l’ensemble des tâches est réalisé, fixé avant leur activation. L’ordon-
nancement généré est placé dans une table qui est utilisée à l’exécution pour 
activer les tâches dans l’ordre qui a été calculé.
• en ligne : il est dit d’un algorithme qu’il est en ligne quand les décisions 
d’ordonnancement sont prises à chaque fois qu’une nouvelle tâche est suscep-
tible d’être exécutée ou quand une tâche est terminée.
• optimal : il est dit d’un algorithme qu’il est optimal s’il minimise une fonc-
tion définie pour l’ensemble des tâches. Quand aucune fonction coût est défi-
nie et qu’est recherché seulement un ordonnancement faisable, un algorithme 
est dit optimal si aucun autre algorithme basé sur les mêmes hypothèses ne 
trouve de meilleurs résultats.
De nombreuses applications sont constituées d’un ensemble de tâches à exécuter 
sur des requêtes périodiques.
Dans le cas de tâches périodiques et indépendantes, deux techniques classiques 
d’ordonnancement en ligne sont le Rate Monotonic (RM) et l’Earliest Deadline First
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• le RM (Rate Monotonic) est à priorité fixe, il donne la priorité de la tâche à 
exécuter en fonction de sa période. Il attribue la plus grande priorité à la 
tâche qui possède la plus petite période.
• l’EDF (Earliest-Deadline-First) est à priorité dynamique, il, donne la prio-
rité la plus élevée à la tâche ayant sa date d’échéance la plus proche dans le 
temps.
Le RM est optimal pour un algorithme d’ordonnancement attribuant des priori-
tés de manière fixe, et l’EDF est optimal pour un algorithme d’ordonnancement à 
priorité dynamique [GC02].
De nombreux travaux sur l’analyse d’ordonnançabilité existent pour ces algo-
rithmes et leurs dérivés [GC02]. Ils sont en général limités au cas monoprocesseur. 
Le passage au cas multiprocesseurs pose des difficultés importantes. Par ailleurs, 
l’analyse d’ordonnançabilité a été étendu par exemple au cas des tâches dépendantes 
(pour s’exécuter, une tâche i attend des données d’une tâche j), ou des tâches parta-
geant des ressources communes. Les méthodes d’analyse ont été utilisées dans le 
partitionnement pour des architectures distribuées, par exemple [TW95].
L’ordonnancement hors-ligne a été très largement utilisé dans des méthodes de 
partitionnement. On peut citer l’adaptation de l’ordonnancement par liste dans 
[KL94], l’ordonnancement suivant le chemin critique [BM97] ou l’ordonnancement 
dirigé par les forces [PK89] qui est une extension de l’ordonnancement par liste. 
L’avantage de l’approche hors-ligne par rapport aux approches en ligne est de facili-
ter l’analyse et l’évaluation des solutions construites. Elle permet également de 
minimiser le coût lié aux mécanismes à intégrer dans le système pour prendre les 
décisions en ligne mais possède une adaptabilité réduite vis-à-vis de leur environne-
ment.
Regardons maintenant ce qu’implique d’ajouter le critère de la puissance con-
sommée à des approches de conception conjointe logiciel/matériel.
3•Le Partitionnement basse consommation
Nous présentons ci-dessous quelques méthodes et outils de partitionnement 
prenant en compte la consommation.
Rappelons les facteurs importants qui interviennent dans la consommation : 
, avec α, l’activité de commutation, fclock, la fré-
quence d’horloge, Cch, la capacité de charge et Vdd, la tension d’alimentation.
P α fclock× Cch× Vdd
2×=54   Chapitre III : Synthèse d’un système autonome basse consommation
Le Partitionnement basse consommation3.1.L’approche MOCSYN [DJ99] .
Cette méthode de partitionnement est basée sur un algorithme génétique, qui opère sur 
un graphe de tâches périodiques. Ce graphe est déroulé sur une hyperpériode correspon-
dant au plus petit commun multiple des périodes des tâches. L’algorithme est structuré 
en sept étapes :
• 1.Détermination de la fréquence d’horloge de chaque unité assurant un com-
promis entre temps d’exécution et puissance. Chaque fréquence est obtenue 
par la division d’une seule fréquence globale.
• 2. Initialisation : chaque tâche doit avoir au moins un type d’unité capable de 
l’exécuter (processeur, coprocesseur...).
• 3. Allocation des tâches à chaque cœur en minimisant les conflits sur les bus.
• 4. Définition des types de bus nécessaires (volume des données et date limite 
de transmission).
• 5. Estimation d’un placement des cœurs afin d’évaluer les délais, la puissance 
et la surface de silicium.
• 6. Assignation de chaque évènement de communication à un bus.
• 7. Ordonnancement des tâches sur les cœurs et les évènements de communica-
tions sur les liens de communication.
Les étapes 3 à 7 se répètent lors de l’optimisation : croisements, mutations... 
réordonnancements et estimations jusqu’à trouver des solutions respectant les con-
traintes. Cette optimisation est réalisée en prenant en compte les délais, la puissance et 
la surface de silicium calculés à l’étape 5.
La puissance est prise en compte en ajoutant l’énergie de l’exécution de chaque 
tâche, l’énergie globale de la distribution de l’horloge et l’énergie du réseau de com-
munication. Ces deux dernières valeurs sont évaluées en tenant compte des longueurs 
de connexion, des nombres de transitions pendant une hyperpériode et d’un facteur 
d’énergie de l’horloge. Cet algorithme de partitionnement ne permet pas de faire varier 
les fréquences et tensions d’alimentation dans les unités, facteur primordial pour 
réduire la consommation d’énergie au niveau système.
3.2.L’approche COSYN [BL97] .
Cette approche est basée sur une méthode de clustering et opère sur un graphe de 
tâches. Un cluster de tâches est associé à une unité matérielle ou logicielle. Les tâches 
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Les priorités sont calculées selon les contraintes temporelles (échéance de cha-
que tâche), les temps d’exécution des tâches et les temps de communications entre 
les tâches.
Le calcul se fait en partant des tâches feuilles du graphe et en remontant vers 
les tâches racines. La procédure de construction des clusters opère itérativement à 
partir de la tâche la plus prioritaire non affectée à un cluster. Cette tâche est associée 
au cluster compatible tel que les tâches concurrentes sont placées de façon privilé-
giée dans le même cluster et la taille du cluster est inférieure à une valeur limite cor-
respondant au taux d’utilisation de la ressource. 
L’algorithme ordonnance ensuite les clusters de tâches sur les processeurs. 
L’ordonnancement peut être avec ou sans préemption. Que l’ordonnancement donne 
une solution valide ou pas, l’algorithme explore d’autres allocations de clusters, ce 
qui induit des modifications sur les priorités des tâches dans les clusters. Une fois 
toutes les allocations de clusters explorées, la solution la moins coûteuse est sélec-
tionnée.
L’outil COSYN a ensuite été modifié (COSYN-LP) pour prendre en compte la 
consommation de manière dynamique lors du partitionnement. Ainsi, sont modifiées 
les priorités par rapport à la consommation. La puissance est prise en compte par des 
valeurs moyennes de puissance dissipée par les tâches et leurs communications. Les 
tâches les plus coûteuses sont regroupées prioritairement.
COSYN-LP permet un gain en puissance dissipée de 33% en moyenne sur 
divers tests par rapport à la version précédente.
L’intérêt de COSYN-LP est de prendre en compte les puissances de dissipation 
sur les différentes unités disponibles, et d’explorer différentes solutions. Cependant 
cette approche ne permet pas de faire varier les fréquences et les tensions d’alimen-
tation des unités.
Voyons un autre exemple de partitionnement basse consommation.
3.3.L’approche IMPACCT [LC01,CB94] .
Cette approche a pour objectif d’optimiser la consommation au niveau sys-
tème. A partir d’une représentation sous forme d’un graphe de tâches sur lequel sont 
annotées les contraintes de temps et de consommation, la méthode proposée procède 
en trois étapes dans l’ordonnancement et le partitionnement, nommées timing sche-
duling, max power, et min power. 
La principale étape de «timing scheduling» recherche une allocation et un 
ordonnancement en respectant les contraintes de temps. La deuxième étape d’ordon-
nancement, max-power, se focalise sur les contraintes de puissance maximum. Si ces 
contraintes ne sont pas vérifiées, un nouvel ordonnancement met en série certaines 
tâches, afin de réduire les pics de puissance en minimisant le recouvrement d’exécu-
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L’ordonnancement basse consommationanalyse quelles sont les tâches qui peuvent être ralenties. Si on ne respecte pas les con-
traintes, on refait toutes les étapes afin de trouver une autre allocation.
Quand l’outil est assuré d’avoir une solution, il réarrange, dans l’étape d’ordon-
nancement min-power, les tâches pour obtenir la puissance minimale. Cette approche 
d’ordonnancement basse consommation prend en compte les modes actif et veille. 
Voyons un dernier exemple de partitionnement basse consommation.
3.4.Une autre méthode exploitant les modes basse consommation.
Les modes basse consommation, par exemple les modes sleep et idle, permettent 
de gagner en puissance et en énergie. Il est donc important de les exploiter. C’est l’idée 
qui est développée dans les travaux relatés dans [DA03]. A partir de premiers résultats 
d’allocation/ordonnancement, l’objectif est d’essayer de regrouper au maximum les 
exécutions de tâches sur une même unité. Le but est de libérer au maximum des unités 
pendant une durée permettant de mettre l’unité dans un des états de repos. En effet, 
comme nous l’avons vu précédemment, le gain en énergie et en puissance est signifi-
catif quand la durée est suffisante pour mettre une unité en état de repos, sans que le 
coût du réveil ne réduise le bénéfice obtenu par le repos. Ces mises hors tension per-
mettent en particulier de réduire la puissance statique, ce qui est d’autant plus intéres-
sant qu’on cible des technologies sub-microniques.
Ainsi, l’allocation et l’ordonnancement sont modifiés. L’optimisation est réalisée 
grâce à un algorithme génétique. Sur une application téléphonique, un gain de 67% est 
obtenu.
Voyons maintenant des techniques qui ont été particulièrement développées pour 
réaliser des ordonnancements basse consommation.
4•L’ordonnancement basse consommation
Dans cette partie, nous décrivons diverses techniques d’ordonnancement prenant 
en compte la consommation. Nous analysons les liens éventuels entre les techniques 
d’ajustement de tension et de fréquence, ou entre la gestion des modes basse consom-
mation et l’ordonnancement.
4.1.Travaux relatifs à un ordonnancement dans le cas monoprocesseur.
4.1.1.Politique dynamique.
• L’ordonnancement stochastique.
L’approche décrite dans [GN03, GNC03] concerne l’ordonnancement stochasti-
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tâche à la vitesse du processeur et de l’augmenter, si nécessaire, graduellement au 
cours de l’exécution de la tâche de façon à respecter son échéance.
• L’ordonnancement avec instrumentation du code .
Cette technique [GN03, DK01, MA00], a déjà été mentionnée au chapitre deux 
(Power Management Points), sur les optimisations en consommation possibles au 
niveau système. L’idée est d’évaluer en ligne le pire temps d’exécution restant et de 
modifier en conséquence la vitesse pour la tâche analysée ou même éventuellement 
la vitesse d’autres tâches en attente d’exécution. Pour ce faire, le code d’une tâche 
est divisé en sections pour lesquelles les WCET (worst case execution time) sont 
connus. La vitesse du processeur est recalculée en-ligne après chacune de ces sec-
tions en fonction de la différence entre le temps d’exécution effectif et le WCET. 
Plus l’exécution du programme progresse et plus la connaissance du temps d’exécu-
tion restant est fine et donc plus la vitesse choisie sera proche de l’optimal. Une des 
difficultés majeures est de choisir la bonne granularité d’instrumentation car le 
temps de commutation de vitesse et les instructions supplémentaires rajoutées lors 
de la phase d’instrumentation du code pour la mesure des temps d’exécution et le 
calcul des vitesses peuvent induire une surcharge supérieure aux gains potentiels. 
Pour pallier ce problème, des techniques basées sur la notion de Power Management 
Points [AM01, MA00] peuvent être appliquées. 
• Autres travaux en ordonnancement basse consommation.
L’objet du travail de [PS01] est de développer des algorithmes intégrés dans 
l’ordonnanceur des systèmes d’exploitation temps réel pour fournir un gain notable 
en énergie en respectant les contraintes de temps. Dans le cas dynamique, deux tech-
niques sont présentées et appliquées à l’EDF (Earliest-Deadline-First) et au RM 
(Rate Monotonic). La première consiste à exploiter le fait que les tâches ne s’exécu-
tent pas toujours en un temps correspondant à leur pire cas. Dans ce cas, on dispose 
d’un budget en cycles (temps) jusqu’à la prochaine invocation de la tâche. Ce budget 
peut être reporté sur les autres tâches afin d’en profiter pour baisser la fréquence et la 
tension.
La deuxième technique consiste à délayer le plus possible la charge de calcul 
de la tâche en faisant l’hypothèse que le temps d’exécution effectif de la tâche sera 
inférieur à celui de son pire cas. Si cette hypothèse n’est pas vérifiée, il est nécessaire 
d’augmenter la fréquence de manière à ce que la tâche respecte son échéance. On 
débute ainsi l’exécution d’une tâche à une fréquence réduite par opposition à la pre-
mière technique.
Dans les deux cas, des gains en énergie de 20 à 40% sont obtenus dans des 
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Dans ce type de politique, les calculs d’ordonnancement sont exécutés avant 
l’exécution, et à fréquence individualisée pour chaque tâche.
Politique hors-ligne à vitesse unique et non préemptive.
Cette politique est également connue dans la littérature sous l’appellation MRS 
(Maximum Required Speed - MRS). L’objectif est de déterminer une vitesse du proces-
seur valable pendant toute l’exécution de l’application. Cette vitesse doit être calculée 
au plus juste pour garantir le respect des échéances, ce qui présuppose une connais-
sance fine des besoins de l’application.
• Politique hors-ligne à vitesse unique sous ordonnancement FPP (Fixed 
Priority Preemptive) .
Dans le cas de tâches périodiques à échéances sur requêtes, on peut par exemple 
utiliser le test de faisabilité de [LL73] pour déterminer une vitesse minimale unique. 
Cette condition, basée sur la charge du processeur n’étant qu’une condition suffisante, 
et non une condition nécessaire, la vitesse trouvée pourrait encore être diminuée dans 
certains cas en respectant toutes les contraintes.
• Politique hors-ligne à vitesse unique sous ordonnancement EDF.
Brièvement, pour les tâches périodiques avec échéance égales aux périodes, 
l’adaptation du critère de faisabilité [GN03], , avec wi le temps d’exécution 
de la tâche i, et Ti, la période de la tâche i, permet d’obtenir aisément une vitesse mini-
male qui garantit un taux d’utilisation du processeur le plus proche de 100%.
• Politique hors-ligne à vitesses multiples sous ordonnancement FPP.
Citons les auteurs des travaux [QX02] qui proposent un algorithme optimal du 
point de vue énergétique dont le point de départ consiste à remarquer que certains 
ensembles de tâches peuvent être ordonnancés sous FPP à la vitesse optimale calculée 
pour EDF. Les auteurs présentent ensuite une technique qui, en modifiant certaines 
échéances, se ramène à de tels ensembles de tâches. L’inconvénient de cette approche 
est qu’elle est difficilement applicable en pratique. 
• Politique hors-ligne à vitesses multiples sous ordonnancement EDF.
Les travaux relatés dans [GN03], appliqués à un ensemble de tâches non-récur-
rentes à échéances, ont pour point de départ la recherche de l’intervalle critique où la 
vitesse du processeur requise est maximale. La vitesse minimale admissible sur cet 
intervalle est assignée aux tâches qui appartiennent à cet intervalle. Une fois cet inter-
valle étudié, il est éliminé et on analyse le prochain intervalle critique. La vitesse du 
processeur est déterminée à chaque instant dans le but de respecter les échéances tout 
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4.3.Travaux relatifs à une architecture hétérogène.
Tous les travaux ci-dessus concernent l’ordonnancement monoprocesseur. Le 
cas multiprocesseur est complexe à traiter, toutefois quelques travaux existent. 
Citons ceux de [MH00]. L’algorithme s’appuie sur une heuristique gloutonne qui 
sélectionne itérativement la tâche qui peut être étendue au maximum afin de réduire 
la tension et la fréquence et ce, en tenant compte des communications et des dépen-
dances entre les tâches de l’application soumise à des contraintes temporelles.
Cette heuristique est ensuite utilisée comme fonction d’évaluation dans un 
algorithme génétique qui optimise l’allocation des tâches sur les différentes unités de 
l’architecture. Cet algorithme permet une optimisation d’environ 20% sur les exem-
ples testés. Cependant, les temps d’exécution de la méthode semblent importants sur 
des exemples relativement simples. 
4.4.Contrôle de la puissance de fuite par une technique d’ordonnancement 
[LR03].
De nombreux travaux portent sur la gestion de puissance lors de la phase 
d’ordonnancement. Ainsi, dans ces travaux, le but cherché est de réduire le terme 
statique de la consommation, c’est-à-dire la puissance de fuite. En effet, en plaçant 
les unités en mode sleep et idle, la puissance de fuite est réduite. Les auteurs de 
[LR03] ont expérimenté cette vue avec les deux techniques d’ordonnancement : Ear-
liest-Deadline-First et Rate Monotonic pour des systèmes temps réels durs. Ils cal-
culent la possibilité de retarder une période d’utilisation de l’unité. Leurs travaux en 
perspective consistent à ajouter la gestion du DVS, donc de chercher à changer con-
jointement la tension et la fréquence.
4.5.Conclusions.
Cette analyse des travaux sur le partitionnement et l’ordonnancement basse 
consommation illustre la diversité des approches proposées qui résultent de nom-
breuses possibilités d’intervention sur la consommation mais aussi de nombreuses 
variantes d’architectures et les différents modèles d’applications considérées. En 
particulier, du fait de l’absence d’une approche générale d’optimisation de la con-
sommation au niveau système, on est amené à considérer un type d’application et 
son modèle associé à partir duquel on cherche à optimiser au mieux la consomma-
tion.
Dans notre étude, nous considérons des applications de télécommunication 
orientées traitement du signal pour lesquelles une modélisation par graphes de flots 
de données est bien adaptée. Dans l’équipe, une méthode et un outil d’exploration 
d’architectures de SOC (CODEF) basés sur ce modèle a été développé [BL99].
L’objectif de notre travail est d’adapter les modèles et les algorithmes dévelop-
pés dans CODEF pour explorer des architectures de SOC basse consommation. Par 60   Chapitre III : Synthèse d’un système autonome basse consommation
Description de l’environnement CODEFconséquent, nous présentons dans la suite l’environnement CODEF avant de détailler 
son extension à la basse consommation.
5•Description de l’environnement CODEF
5.1.Présentation générale de CODEF, CODEsign of Framework [BA98, 
CA00, CF00]. 
• Objectif:
Cet environnement a été étudié et développé dans le cadre d’un projet avec 
Phillips Semiconductors. L’objectif est de rechercher des architectures de SOC optimi-
sées en surface de silicium capable d’exécuter en temps réel des applications en télé-
communication et multimédia. La nature de ces applications a conduit à retenir un 
modèle de type graphe de flots de données (DFG, Data Flow Graph) pour les repré-
senter. Ce graphe décrit de manière fonctionnelle l’application à un niveau de granula-
rité élevé (niveau fonction). A partir d’une telle description d’une application, de 
contraintes temporelles et de réalisation (surface de silicium), CODEF sélectionne 
dans des bibliothèques, les unités logicielles et matérielles nécessaires à l’exécution de 
l’application et produit des architectures systèmes spécialisées, optimisées sur lesquel-
les les fonctions de l’application sont allouées et ordonnancées (figure 10).
Modèle DFG
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Les bibliothèques mentionnées dans la figure et décrites dans la suite, corres-
pondent d’une part, à la librairie des unités où sont décrites les caractéristiques telles 
que la surface et la fréquence d’horloge, et, d’autre part, à la librairie d’implémenta-
tions qui contient les caractéristiques d’exécution de chaque tâche pour chaque 
unité. La méthode est basée sur un algorithme de partitionnement/allocation/ordon-
nancement qui détermine une répartition temporelle des tâches de l’application sur 
les unités sélectionnées depuis la librairie ou contenue dans une architecture prédéfi-
nie.
Précisons maintenant la représentation graphique utilisée pour représenter 
l’application en entrée de CODEF.
Le modèle de graphe de type flots de données (DFG) est une représentation 
graphique très répandue pour spécifier les applications orientées traitement dans le 
domaine du partitionnement. Cette spécification décrit le comportement du système 
par rapport aux flots de données le traversant. Cette représentation graphique, illus-
trée par l’exemple de la figure 11 est constituée de nœuds et d’arcs. 
Les nœuds τi du graphe représentent les traitements ou tâches, et les arcs entre 
les nœuds représentent les relations de précédences entre les tâches. Chaque tâche 
consomme un jeton sur chaque arc entrant et après exécution produit un jeton sur 
chaque arc sortant. Sur les arcs, est noté le volume en octets d(τi,τj) des données 
échangées entre les tâches τi et τj. Sur les tâches terminales, sont spécifiées des con-
traintes temporelles maximum Tmax(τi) de fin d’exécution de ces tâches. Si l’exécu-
tion a lieu au-delà de cette date, il y a violation de la contrainte. Les valeurs de ces 
contraintes sont propagées vers les tâches prédécesseurs. Lorsqu’une tâche a plu-
sieurs successeurs, la contrainte la plus sévère est sélectionnée. Ces contraintes vont 
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d(τ2,τ3)=1
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Comme indiqué sur la figure 10, CODEF utilise deux types de bibliothèques, la 
première décrivant les unités, et la deuxième décrivant les implémentations. Comme la 
classe d’applications principalement visée concerne les systèmes embarqués de traite-
ment du signal pour les télécommunications, les architectures susceptibles d’être parti-
culièrement candidates sont composées en général de plusieurs cœurs de processeur, 
souvent de différents types (RISC, DSP...), associés à des coprocesseurs ou à des accé-
lérateurs matériels. Un coprocesseur n’est accessible que par le seul processeur pro-
grammable auquel il est directement connecté. Un accélérateur est une unité non 
programmable qui possède son propre contrôleur. Il peut être partagé, en exclusion 
mutuelle, entre plusieurs unités (processeurs et accélérateurs) et peut ainsi exécuter 
une tâche en parallèle avec les autres unités. La structure de la hiérarchie mémoire 
dépend du type de processeur. Une mémoire cache (un seul niveau) peut être placée 
dans la structure mémoire d’un processeur. CODEF étend avec de la mémoire externe 
l’espace mémoire des unités qui ne disposent pas de suffisamment de mémoire interne.
Détaillons les bibliothèques.
• Bibliothèque des unités : 
CODEF nécessite une description des unités potentiellement utilisables. Cette 
description comporte les critères technologiques, comme la taille totale de l’unité en 
mm2, les tailles des mémoires ROM et RAM si l’unité est programmable, le nom de la 
mémoire externe (externe à l’unité, cette déclaration de mémoire est utilisée dans le 
cas où CODEF alloue une tâche à l’unité alors que ses mémoires internes ne peuvent 
contenir entièrement le code et les données des tâches), la fréquence d’horloge, les 
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Nous produisons un exemple d’une bibliothèque composée d’un DSP et d’un 
accélérateur matériel (figure 12). 
Ici, la première unité décrite est un DSP, le processeur OAK. Il a une surface de 
3,4 mm2 et des tailles de ROM et de RAM de 5 et 12 kbytes respectivement. La 
mémoire externe qui lui est rattachée, est nommée external_ram_Oak. Cette unité a 
une période de 12,5 ns. Un port d’entrée/sorties est déclaré avec une capacité de 
2bytes/cycle, pour des mots de largeur de 16 bits. Le mode de transfert se fait via 
l’unité centrale directement, noté dans le champ transfert-mode (l’autre possibilité 
est par DMA, Direct Acces Memory). De même, la deuxième unité est un accéléra-
teur matériel avec le même type de champs décrits.
Nous verrons dans le chapitre suivant que nous sommes intervenus à ce niveau 
afin d’introduire les informations nécessaires pour prendre en compte la consomma-
tion. Voyons maintenant les caractéristiques des implémentations des tâches sur les 
unités disponibles.
• Bibliothèque d’implémentations : 
Les tâches décrites dans le DFG de l’application doivent avoir chacune au 
moins une réalisation possible décrite dans la bibliothèque d’implémentations. Cette 
dernière comporte, pour une tâche donnée toutes les unités capables de l’exécuter, et 
pour chaque possibilité, les caractéristiques associées. Un exemple de description de 
ces informations est donné sur la figure 13.
processor: OAK
    {total area: 3.4 mm2; //.35
ROM size: 5 Kbyte;
RAM size: 12 Kbyte;
memory: external_ram_Oak;
   clock cycle: 12.5 ns; // 80 Mhz typ.
 I/O port: portO 
{ throughput: 2.0 byte/cycle;
 width: 16 bit;
 transfer mode: cpu;} }
accelerator : HW_seuillage
    {total area : 0.007 mm2;
memory : IO_port ;
clock cycle : 10.0 ns;  
I/O port : port_data
  {          throughput : 2.0 byte/cycle;
          width : 16 bit;
          transfer mode : cpu;    }
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Nous avons décrit ici une tâche, nommée DecodMant, qui peut être exécutée par 
le processeur OAK ou le processeur ARM7TDMI. Ainsi, la convention qui a été adop-
tée dans CODEF est de donner en premier le nom de l’implémentation suivi du nom 
de la tâche à laquelle cette implémentation correspond.
La ligne runtime correspond au nombre de cycles nécessaires à l’exécution de 
cette tâche par l’unité. Le temps correspond au nombre de cycles réels de l’unité pour 
exécuter la tâche sans tenir compte d’éventuelles pénalités dues à des défauts de cache 
ou des accès à une mémoire externe. Dans le cas où l’unité possède une mémoire 
cache (dont les caractéristiques sont listées dans la librairie des unités), le taux de 
défaut mentionné est utilisé par CODEF pour tenir compte des cycles d’attente dans le 
temps d’exécution. De même, le taux d’accès mémoire par rapport au nombre de 
cycles d’exécution de la tâche, est utilisé par CODEF pour tenir compte des cycles 
d’attente qui interviennent si la tâche est placée dans la mémoire externe de l’unité. 
Ces cycles sont déduits du temps d’accès mémoire renseigné dans la bibliothèque des 
unités. Les tailles mémoire indiquées correspondent à l’occupation induite par le pla-
cement de la tâche sur l’unité (code et données). Certaines implémentations de tâches 
peuvent nécessiter l’utilisation d’un co-processeur spécifique. Dans ce cas, le nom 
d’un coprocesseur est déclaré dans la liste des caractéristiques de l’implémentation. 
Les caractéristiques du coprocesseur lui-même (surface, port d’entrée/sortie sur lequel 
il est connecté au processeur) sont déclarées dans les bibliothèques des unités. 
DecodMant_OAK: DecodMant {
    support: OAK;
    runtime: 18940 cycle;
    memory access ratio: 62 % ;  
    scratch ram: 0 bytes;
    rom size: 274 bytes;
    ram size: 150 bytes; }
DecodMant_ARM: DecodMant {
    support: ARM7TDMI;
    runtime: 21310 cycle;
    runtime with cache: Arm_cache
                {                  cache miss: 5%;             }
    memory access ratio: 55 % ;  
    scratch ram: 0 bytes;
    rom size: 392 bytes;
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De même que pour la bibliothèque d’unités, nous avons effectué ici quelques 
modifications liées à la consommation due aux exécutions des tâches. Nous verrons 
en détail ces modifications dans le chapitre 4.
Etudions maintenant le fonctionnement de CODEF.
5.3. CODEF étape par étape. 
A partir de la description de l’application, des bibliothèques et des contraintes 
de conception, CODEF construit un ensemble de solutions possibles (si au moins 
une solution est trouvée) qui vérifient les contraintes temporelles de l’application et 
les contraintes de conception. Bien entendu, d’autres solutions sont possibles. Pour 
chaque solution, CODEF fournit sa description architecturale, un ordonnancement 
des tâches de l’application sur cette architecture et des caractéristiques globales 
comme, par exemple les taux d’utilisation de chaque unité. Le concepteur peut alors 
réinjecter dans CODEF une des solutions trouvées pour l’affiner ou réaliser des opti-
misations supplémentaires. On peut par exemple jouer sur différents facteurs comme 
les tailles de mémoire ou les caractéristiques d’une mémoire cache et regarder 
l’impact de ces modifications sur les performances d’exécution de l’application. 
• Méthode de partitionnement :
Elle est basée sur un algorithme d’ordonnancement/allocation par listes 
[BA98]. Elle opère en deux phases. 
Dans la première phase, on calcule les bornes minimum (plmin(τi,uk)) et maxi-
mum (plmax(τi,uk)) des longueurs temporelles des chemins issus de chaque tâche 
vers les tâches terminales. Ces calculs sont réalisés récursivement à partir des tâches 
terminales, et prennent en compte les temps d’exécution texe (τi,uk) des différentes 
réalisations uk (logicielles ou matérielles) possibles de chaque tâche et les éventuel-
les communications inter-tâches tcuk,ul(τi,τj), si uk est différent de ul. Plus l’écart 
entre plmin(τi,uk) et plmax(τi,uk) est réduit, moins le choix du placement des succes-
seurs n’aura d’influence sur les performances temporelles, si τi est placée sur uk.
Dans la deuxième phase, on effectue la sélection des unités, l’allocation et 
l’ordonnancement des tâches en analysant le DFG des racines vers les feuilles.
Pour chaque tâche ordonnançable, on calcule un temps disponible Td(τi,uk) qui 
correspond à la différence entre la contrainte temporelle Tmax(τi) de la tâche τi et le 
maximum des dates de fin d’exécution des tâches prédecesseurs de τi augmenté du 
temps de communication éventuel. En comparant la valeur de la longueur temporelle 
minimum du chemin issu d’une tâche τi avec la valeur du temps disponible de cette 
tâche, on obtient une mesure de l’urgence γ(τi,uk) à ordonnancer τi sur uk.
En effet, plus cette différence est faible, moins on dispose de degré de liberté 
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ques pour chaque couple <τi,uk>.
• Utilisation de listes dynamiques :
L’intérêt des listes construites de façon dynamique est de permettre d’ajuster les 
choix en fonction des contraintes de temps et de surface.
A chaque étape, il y a ordonnancement d’une tâche ordonnançable, et vérifica-
tion qu’il existe une unité pour laquelle le chemin minimum issu de la tâche vers la 
tâche terminale la plus contraignante est inférieur à Td. Pour effectuer ce choix, 
CODEF construit des listes d’implémentations de couples <τi,uk> pour l’ensemble des 
tâches ordonnançables. 
Définissons ces listes:
• Treuse : paramètre compris entre 0 et 1 dont la valeur initiale est fixée par l’uti-
lisateur. Ce paramètre permet de fixer un seuil sur la performance minimum 
que doit offrir une unité déjà présente dans l’architecture pour exécuter une 
tâche.
• Tnew : paramètre de même type que Treuse mais dédié aux unités à instancier 
dans l’architecture depuis la bibliothèque.
Les listes L1new, L2new et éventuellement Lother impliquent l’ajout d’une nou-
velle unité dans l’architecture avec pour conséquence un accroissement de la surface 
de silicium. Afin d’optimiser la surface de silicium, on introduit le paramètre (τi,uk) 
qui est une combinaison de l’urgence temporelle et d’une surface pondérée de uk. La 
surface est pondérée par la possibilité de réutiliser l’unité pour les tâches restant à 
ordonnancer dans le temps disponible. Cette surface pondérée tient compte de la sur-
face propre de l’unité mais aussi des extensions éventuelles de mémoire pour contenir 
le code et les données des tâches.
Liste Caractéristiques des implémentations <τi,uk> Condition à vérifier
L1reuse  tâche déjà allouée sur cette unité présente dans l’architecture 
L2reuse  tâche déjà allouée sur cette unité présente dans l’architecture 
L1new unité déjà présente, mais tâche non assignée à cette unité
L2new unité non présente et capable de réaliser la tâche
Lother autres cas




plmin τi uk( , ) Td<
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On a donc des listes dont la signification est :
• L1 reuse : liste des couples <τi,uk> où uk représente une unité déjà instanciée 
et τi une tâche déjà réalisée par uk. Ces couples vérifient que  
et sont, de ce fait, les moins contraignants pour la suite du partitionnement. 
La réutilisation des unités uk de cette liste n’entraîne pas d’augmentation de 
surface. Les couples sont triés par ordre décroissant de la différence entre 
Td(τi,uk) et plmax(τi,uk). 
•  L2 reuse : liste des couples <τi,uk>, où uk correspond à une unité déjà pré-
sente dans l’architecture et τi une tâche déjà réalisée par uk. Ces couples ont 
une valeur de γ(τi,uk) supérieure à la valeur du seuil de réutilisation Treuse
(l’unité est jugée suffisamment rapide par rapport à l’urgence temporelle). 
Ces choix sont considérés comme non critiques. Comme les unités présentes 
dans cette liste existent déjà dans l’architecture, leur réutilisation n’entraîne 
pas d’augmentation de surface. Une zone mémoire est déjà réservée, pour le 
code et les données de la tâche sur l’unité. Les couples sont triés par ordre 
décroissants des valeurs γ(τi,uk).
• L1 new : liste des couples <τi,uk>, tels que l’unité uk est déjà présente dans 
l’architecture, mais τi est une tâche non assignée à cette unité. De plus, ces 
couples vérifient que la valeur de γ(τi,uk) est supérieure à la valeur du seuil 
d’instantiation Tnew (l’unité est jugée suffisamment rapide par rapport à 
l’urgence temporelle). Ces couples sont donc considérés comme non criti-
ques. Cependant, choisir un couple dans cette liste peut entraîner une aug-
mentation de surface, liée à l’augmentation de la mémoire de l’unité. Il faut 
en effet, dans ce cas, vérifier que l’espace mémoire disponible pour l’unité 
(interne et externe), peut contenir le code et les données persistantes de la 
tâche.
• L2 new : liste des couples <τi,uk>, tels que l’unité uk, non présente dans 
l’architecture, est capable de réaliser la tâche ordonnançable τi. De plus, la 
valeur de  γ(τi,uk) est supérieure à la valeur du seuil d’instanciation Tnew. 
Mais choisir une unité dans cette liste entraîne une augmentation de surface. 
Cette augmentation de surface est due à la surface de l’unité elle-même et à 
la quantité de mémoire nécessaire pour l’implémentation de la tâche sur 
l’unité. 
• Lothers : cette liste correspond aux couples <τi,uk>, considérés comme criti-
ques et donc, devant être choisis en dernier recours. Ils correspondent aux 
couples qui n’ont pas pu se placer dans les listes précédentes. Cette liste 
contient les plus mauvais choix d’unités uk réalisant les tâches τi et offrant le 
moins de garanties sur le respect des contraintes temporelles. 
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rithme détermine parmi l’ensemble de ces tâches, celle qui est la plus critique en 
temps, c’est-à-dire  est minimum  et . Pour cette tâche, l’algo-
rithme parcourt les listes dans l’ordre L1 reuse, L2 reuse,   L1 new, L2 new, Lothers et dans 
chaque liste dans l’ordre où elles ont été triées. La première unité rencontrée capable 
de réaliser la tâche la plus critique en temps est sélectionnée. 
Si pour une tâche ordonnançable τi aucun couple <τi,uk> n’a été placé dans la 
liste, le partitionnement échoue car il existe au moins une contrainte temporelle qui 
n’est jamais satisfaite quelque soit l’unité considérée.
Les seuils d’urgence (seuils de réutilisation Treuse et d’instanciation Tnew) ont 
des valeurs comprises entre 0 et 1. Ils permettent d’orienter l’algorithme de la manière 
suivante : 
• Lorsque Treuse est proche de 0, l’algorithme ne différencie pas, d’un point de 
vue temporel, les couples <τi,uk>. Ainsi, on favorise a priori la réutilisation et 
la minimisation de la surface de silicium par utilisation du paramètre (τi,uk). 
Pour des valeurs de Treuse proches de 1, l’algorithme choisit les unités, parmi 
celles existantes dans l’architecture, les unités les plus rapides. L’algorithme a 
donc la possibilité de favoriser ou de restreindre la réutilisation des ressources 
et d’orienter les choix en fonction de la rapidité des unités. 
• Lorsque Tnew est proche de 1, les unités les plus rapides, non présentes dans 
l’architecture, vont être choisies, en priorité, pour enrichir l’architecture. Ceci 
peut conduire à une augmentation de la surface de l’architecture finale, mais 
peut assurer le respect des contraintes temporelles. Proche de 0, ce seuil peut 
entraîner le choix d’unités ayant un coût moindre en surface et donc générale-
ment plus lentes. Ceci peut conduire à l’échec de l’algorithme à cause de la 
violation des contraintes temporelles.
L’algorithme effectue automatiquement une exploration de l’espace de concep-
tion en faisant varier les paramètres Tnew et Treuse. A partir de ces deux valeurs défi-
nies pour ces paramètres, par exemple les valeurs initiales, les incréments sur ces 
paramètres sont évalués dynamiquement en calculant la valeur minimum d’incrément 
qui conduit à déplacer de liste au moins un couple <τi,uk> sélectionné pendant la parti-
tion du DFG. Tant que les seuils sont inférieurs à 1, l’algorithme de partitionnement est 
réappliqué en ajoutant aux seuils les valeurs d’incréments obtenus. On obtient ainsi un 
ensemble de solutions (si au moins une solution existe) qui vérifient les contraintes 
temporelles et pour lesquelles l’algorithme cherche à minimiser la surface de silicium.
Td plmin τi uk( , )( ) τi∀ uk∀
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• Résumé :
Dans une première phase, un calcul de la longueur de chemins minimum et 
maximum est effectué. 
Dans une deuxième phase, l’algorithme construit les listes avec les tâches 
ordonnançables du DFG. A chaque itération, l’algorithme de partitionnement opère 
en deux étapes :
• construction des listes avec l’ensemble des couples <τi,uk> correspondant 
aux tâches ordonnançables.
• sélection de la “meilleure” implémentation pour la tâche la plus critique en 
temps.
Cette deuxième phase est répétée en faisant varier les seuils de réutilisation et 
d’instantiation afin d’explorer plusieurs solutions dans l’espace de conception.
6•Conclusion
Comme nous l’avons vu, l’ordonnancement est un point clé dans le partitionne-
ment, il apparaît donc important de définir des techniques d’ordonnancement effica-
ces en gestion de la consommation.
De plus, le choix des unités est aussi un point crucial dans le processus d’opti-
misation, en particulier, si ces unités offrent différents modes de fonctionnement, et 
la possibilité d’ajuster en tension et en fréquence.
Notre objectif étant de concevoir des systèmes autonomes sur puce basse con-
sommation pour les télécommunications, nous avons considéré l’outil d’aide à la 
conception, CODEF, développé au sein de l’équipe. Afin de privilégier le critère de 
consommation dès les premières phases de la conception de ces systèmes autono-
mes, nous avons choisi d’implémenter diverses stratégies d’économie d’énergie dans 
cet outil. Cette étape permettra de les tester et de retenir celles qui permettent les 
meilleures optimisations. A ces fins, après avoir décrit les travaux précédents dans le 
domaine de la conception conjointe logicielle/matérielle avec prise en compte ou 
non de la consommation, nous avons décrit en détail le fonctionnement de l’outil 
CODEF. 
Cependant, pour définir des techniques de conception basse consommation 
prenant en compte ces aspects, il faut préalablement se doter de méthodes et d’outils 
pour évaluer la consommation de ces unités. Dans le chapitre suivant, nous présen-
tons les travaux réalisés sur cet aspect, l’estimation de la consommation.70   Chapitre III : Synthèse d’un système autonome basse consommation
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Chapitre IV : Chapitre IV : Estimation de la 
consommation d’un système 
autonome Introduction.
L’objectif de ce chapitre est d’introduire le travail amont qui a été 
mis en oeuvre pour prendre en compte la consommation lors de la con-
ception globale de systèmes autonomes basse consommation. Ainsi, nous 
décrivons ici comment ont été renseignées les bibliothèques de CODEF 
de façon à estimer et optimiser l’énergie d’un système. 
Les travaux réalisés ciblent principalement l’estimation de la con-
sommation de la partie logicielle (les processeurs) mais nous indiquons 
aussi les thématiques utilisées pour l’estimation de la consommation de 
la partie matérielle (les accélérateurs matériels). 
Les applications de traitement du signal pour les télécommunica-
tion sont souvent décrits en langage C afin de les implémenter sur des 
processeurs DSP. Estimer manuellement la consommation d’un code C 
exécuté par la partie logicielle de l’architecture, en se ramenant au niveau 
assembleur peut être très gourmand en temps. Nous avons donc réalisé 
une automatisation de cette estimation. En effet, l’équipe, en collabora-
tion avec Philips Semiconductors, a développé un estimateur de perfor-
mances pour DSP (VESTIM). La motivation principale de ce travail 
émane de l’inefficacité des compilateurs traditionnels en raison de l’hété-
rogénéité des architectures, par exemple liée à la diversité des modes 
d’adressages et à la spécialisation des registres dans le chemin de don-
nées du processeur [PA99]. 
Le travail a donc porté sur l’étude d’un modèle de consommation 
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fois en performance et en consommation, les traitements (fonctions de l’application 
écrites en C). Il est à noter que cet estimateur accepte toute construction autorisée 
par le langage C.
Naturellement, des processeurs à usage plus général sont souvent utilisés dans 
les architectures systèmes. Nous avons donc cherché des modèles de consommation 
pour ce type de processeur. Des travaux ont été effectués sur ce problème et des outil 
libres sont disponibles, comme nous le signalons dans la suite. 
Une fois connus tous les comportements en performance et en consommation 
des unités d’un système, il s’agit ensuite de caractériser en consommation une archi-
tecture complète dédiée à une application. Nous détaillons dans la deuxième partie 
de ce chapitre l’approche développée pour estimer la consommation au niveau sys-
tème d’une application ordonnancée sur une architecture. Cette estimation a été inté-
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Cette partie est consacrée à l’estimation de la consommation pour la partie logi-
cielle. Nous nous intéressons en particulier au cas des DSP, et, en ce qui concerne les 
processeurs à usage général (RISC) nous rappelons des résultats applicables à ce pro-
blème d’estimation.
1.1.Les processeurs à usage général, type RISC. 
Afin de disposer d’une unité processeur à usage général, nous avons exploité 
l’estimateur de performance/consommation disponible en logiciel libre, Jouletrack 
[Jo]. Cet estimateur cible l’architecture du StrongARM qui est composé d’un cache de 
16 kbyte d’instructions, et 8 kbyte de données, d’unités fonctionnelles classiques, plus 
une pour gérer la puissance. La fréquence d’horloge de ce processeur peut varier de 59 
à 206 MHz et la tension d’alimentation de 0.8 V à 1.5 V.
Toutefois, cet outil ne supporte que des applications de petites capacités, puisque 
le fichier d’entrée contenant le code C à estimer est limité à 50 koctets. De même, il 
n’est pas envisageable de mettre plusieurs fichiers en entrée. En découpant une appli-
cation de vidéo embarquée (présentée dans la partie des résultats), nous avons pu obte-
nir des renseignements suffisants pour enrichir les bibliothèques de CODEF.
Si pour un processeur RISC, il est possible de procéder à une simulation du pipe-
line à partir d’un code compilé pour estimer la consommation, il n’en est pas de même 
pour les DSP qui ont une architecture plus hétérogène.
1.2.Processeurs de traitement du signal (DSP). 
Dans cette partie, nous nous intéressons à la consommation des processeurs de 
traitement du signal et des processeurs à usage plus général. De manière générale, les 
compilateurs pour DSP sont peu efficaces, aussi les programmes en assembleur sont 
obtenus manuellement pour obtenir des codes efficaces. 
Les DSP ont été étudiés pour exécuter efficacement des fonctions de traitement 
du signal qui opèrent en général sur des flots réguliers de données. Ils exploitent un 
parallélisme de données important et intègrent des opérateurs spécifiques pour accélé-
rer les traitements qui chaînent des opérations suivant un motif répétitif. Les modes 
d’adressage et l’hétérogénéité qui découlent de leur architecture rendent délicat la 
génération et l’optimisation de code dans les compilateurs. Cependant, il est difficile 
de connaître a priori la qualité d’un code complet d’une application si on ne connaît 
pas la performance que devrait fournir le processeur pour cette application.
 Pour pallier ce problème, l’équipe, en collaboration avec Philips Semiconduc-
tors Sophia, a développé un logiciel, VESTIM [PA99] qui permet d’obtenir rapide-
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un DSP. L’objectif est ici de faire évoluer cet outil en un estimateur de performances 
et de consommation. 
1.3.Présentation de VESTIM [PA99]. 
Ce logiciel estime les performances d'un code généré à partir du code C d’une 
application. Il correspond à une estimation d’un code assembleur optimisé. En parti-
culier, l’accent est mis sur la recherche d’une mesure de qualité du code, et non pas 
sur une recherche d’un temps d’exécution dans le pire cas.
L’estimation des performances d’un code nécessite de connaître deux types 
d’information :
• le nombre de fois qu’est exécutée chaque instruction (xi)
• le nombre de cycles nécessaire à l’exécution de chaque instruction (ci)
La figure 14 présente les entrées et sorties de VESTIM.
A partir d’un code C de l’application, VESTIM fournit un DAG (Direct Acy-
clic Graph) adapté à une architecture DSP et une table d’ordonnancement (partie 
gauche de la figure 14). Cette table d’ordonnancement permet de déterminer, à cha-
que cycle les opérations exécutées et donc, les unités activées. Grâce à ces éléments, 
VESTIM estime les performances équivalentes à un programme assembleur opti-
misé. Notre objectif est alors d’estimer dans le même temps la consommation (partie 
droite de la figure14). A cette fin, nous avons dans un premier temps élaboré des 
modèles de consommation par instruction assembleur (détaillés en annexe). Toute-
fois, ces modèles ne sont pas directement exploitables par VESTIM, qui opère à par-
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Estimation de la consommation de la partie logicielletir de la table d’ordonnancement construite. La consommation est alors déduite en 
calculant la contribution de chaque unité de l’architecture impliquée dans l’exécution 
des instructions du programme. Regardons plus en détails VESTIM dans la suite.
On se place ici dans le cas d’une architecture à comportement fortement détermi-
niste comme c’est le cas de la majorité des DSP. Le nombre de cycles pour exécuter 
l’instruction (ci) implique une estimation précise qui doit tenir compte des spécificités 
de l’architecture. La figure 15 présente une vue générale de VESTIM basé sur ces 
principes.
Le front-end décrit l’ensemble des phases dépendantes du langage source mais 
indépendantes du processeur DSP cible. Ici, on exécute le programme sur le proces-
seur hôte avec une séquence de test afin d’obtenir une évaluation des valeurs des xi. Le 
choix de la séquence de test est important pour obtenir une estimation réaliste.
Le back-end décrit l’ensemble des phases dépendantes du processeur cible mais 
indépendantes du langage source. Ici, on calcule les performances du code généré et 
on estime celles d’un code assembleur optimisé.
Description de l'application en C
Compilation sur le processeur hôte 
Exécution
Valeurs des xi
Compilation pour le DSP cible
Estimation d'un code assembleur 
optimisé





FIGURE 15. Vue générale de VESTIM
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Définissons quelques termes présents dans la figure 15 ou utilisés par la suite.
RTL : Register Transfer Language. (niveau transfert registre) C'est le code 
intermédiaire du compilateur GNU utilisé par VESTIM. C’est à partir de ce code 
modifié qu’est effectué l’estimation d'un code assembleur optimisé. 
LST : C’est le code assembleur généré par le compilateur GNU C du DSP. 
VESTIM calcule le nombre de cycles ci pour chaque instruction par simple somma-
tion des nombres de cycles des instructions assembleur associées.
Bloc de base : Segment de code dont le seul point d'entrée est la première ins-
truction et le seul point de sortie est la dernière instruction.
Détaillons maintenant chaque étape de VESTIM.
1.3.a.Vestim étape par étape. 
Le programme est décomposé en blocs de base. Le nombre d’exécutions de 
chaque bloc de base xi est obtenu en exécutant le code C sur un processeur hôte.
Il est ensuite calculé le coût ci en nombre de cycles machine de chaque bloc de 
base du code assembleur produit par le compilateur. Ce coût est calculé par somma-
tion des coûts de chaque instruction dans le bloc de base. Cette méthode est valable 
ici car la classe des DSP ne possède pas de cache de données, sinon il faudrait modé-
liser leur comportement pour affiner le calcul [TM96]. Le temps d’exécution total du 
code C complet compilé pour le DSP est Texe=  composé de N blocs de base.
Pour l’estimation du code assembleur optimisé, on opère à partir d’une descrip-
tion du programme dans un langage intermédiaire (RTL). Ce langage intermédiaire 
est obtenu à partir de GNU-CC. Dans ce compilateur, différentes passes sont utili-
sées pour raffiner de proche en proche la description du programme jusqu’à arriver 
au code cible. Dans l’outil VESTIM, l’allocation des registres n’a pas été faite car 
cela évite de considérer les nombreuses sauvegardes temporaires de registres (spil-
ling) qui sont générées ensuite dans le code pour le DSP. De façon générale, un code 
optimisé pour DSP contient très peu de spilling. Ce code intermédiaire est ensuite 
modifié pour tenir compte des spécificités des DSP et en particulier les modes 
d’adressage qui n’utilisent en général pas les registres de calcul mais des registres 
dans les unités d’adressage. Sur ce code intermédiaire orienté DSP (DIR : DSP 
Intermediate Register), il est effectué une pseudo-génération de code par ordonnan-
cement dans le but de construire une table d’ordonnancement par bloc de base 
(DAG).
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Estimation de la consommation de la partie logicielle• Ordonnancement des opérations :
On cherche à effectuer un ordonnancement au niveau opération de la DIR afin de 
construire des pseudo instructions du DSP: les colonnes de la table de réservation.
• La modélisation du processeur :
Le processeur est modélisé suivant ses unités fonctionnelles et en particulier cel-
les de son chemin de données. En particulier, le chemin de données fait apparaître 
l’utilisation parallèle possible d’unités fonctionnelles qu’il s’agit d’exploiter dans la 
pseudo génération de code. Sa représentation est simplifiée par deux critères. Le pre-
mier concerne les classes de mémoires et de registres. Toutes les opérations qui con-
duisent à l'utilisation commune de ressources impliquent que ces dernières 
appartiennent à la même classe. Le deuxième consiste à s’abstraire de toutes les carac-
téristiques architecturales du processeur qui ont des effets limités sur les performances 
effectives (le principe du pipeline est de faire apparaître une exécution d’une instruc-
tion par cycle, par conséquent à toute instruction on associe un cycle d’exécution par 
défaut). Après ordonnancement, on obtient pour chaque bloc de base une estimation 
des valeurs des ci ce qui permet d’évaluer le temps d’exécution globale de l’applica-
tion.
Cette méthode a été développée dans l’outil VESTIM et a été validée vis à vis 
des deux DSP : le OAK et le Palm. Par conséquent, notre objectif a été d’étendre la 
méthode et l’outil pour obtenir une estimation de la consommation, en s’appuyant sur 
ces deux DSP.
Comme les processeurs sont modélisés par leurs unités fonctionnelles et leurs 
chemins de données dans VESTIM, nous avons orienté nos modèles de consommation 
afin qu’ils soient en concordance avec ce niveau de description de l’architecture.
Nous présentons en annexe les architectures de ces DSP, la méthode utilisée pour 
les caractériser en consommation et enfin, nous présentons brièvement les modèles de 
consommation obtenus pour le OAK et le PALM. 
1.3.b.Implémentations de la consommation dans VESTIM. 
L’outil VESTIM effectue une allocation et un ordonnancement des opérations 
décrites dans la représentation interne de chaque bloc de base et construit une table 
d’ordonnancement donnant cycle par cycle l’occupation des unités fonctionnelles du 
DSP. Cette table d’ordonnancement permet de déduire l’activation des unités fonction-
nelles nécessaires à l’exécution des opérations décrites dans chaque bloc de base. De 
plus, elle exprime naturellement le parallélisme entre les unités fonctionnelles.
Par conséquent, l’estimation de la consommation à un cycle donné peut être 
obtenue par sommation des contributions de chaque unité activée. Pour toutes les uni-
tés fonctionnelles du processeur, nous associons une valeur moyenne de consomma-
tion à chaque unité fonctionnelle définie dans la description d’architecture du DSP. 
Cette valeur est déduite des modèles de consommation (décrits dans l’annexe). Chapitre IV : Estimation de la consommation d’un système autonome  79
Prenons l’exemple du DAG, Data Acyclic Graph de la figure 16:
 VESTIM fournit la table d’ordonnancement décrite dans le tableau 4 corres-
pondant à ce DAG:
Ces informations permettent de connaître à chaque cycle les unités activées et 
les types d’adressage utilisés. Par exemple, durant le cycle 2, l’unité ALU est activée 
pour exécuter un sub, la mémoire et les unités de registres RI et ACCU sont aussi 
activées : chacun participera à la consommation. A chaque cycle, on somme les dif-
férentes contributions et entre chaque cycle, lorsque des unités différentes sont acti-
vées, il est nécessaire d’ajouter un surcoût, appelé overhead, noté ici Eov(i,i+1). 
Ainsi, dans notre exemple du tableau 4, le bilan en consommation pour le cycle 
2 est: .
Tableau 4: Table d’ordonnancement associée au DAG 




CG (constant Generator) X X













FIGURE 16. Exemple de DAG associé à un bloc de base
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Estimation de la consommation de la partie logicielleSur l’ensemble des cycles, le bilan énergétique Ebb du bloc de base sera donc: 
On obtient l’énergie associée à l’exécution du programme complet, par somma-
tion des énergies de chaque bloc de base multipliée par le nombre de fois où celui-ci 
est exécuté dans le programme (xj) : .
Nous devons donc prendre en compte les coûts dus à l’activation des unités un 
 à chaque cycle i, et ceux dus aux changements de chemins de données aux cycles 
i et i+1, lorsque deux unités sont activées successivement. L’énergie se déduit de la 
puissance évaluée sur la durée du cycle. Formulons ce principe :
Pour chaque cycle i, on a :  
L’énergie d’overhead (due aux changements de chemins de données lorsque 
deux unités sont activées successivement) est : 
, avec =1 si il y a un changement d’unité activée entre les 
cycles i et i+1. On a considéré ici un coût moyen pour ce type d’overhead, car sur des 
tests, tel qu’un FIR ou une FFT, l’estimation présentait une erreur de 5% dans ces con-
ditions, ce qui est acceptable. 
Finalement, le coût du bloc de base j est : .
Du fait de la décomposition du programme effectuée par VESTIM en fonctions 
et en blocs de base, on obtient une analyse énergétique du programme suivant ces enti-
tés facilitant ainsi une optimisation en énergie du code. 
1.3.c.Résultats de VESTIM. 
Avec VESTIM nous avons estimé les performances et la consommation d’un 
code C d’une FFT sur un DSP de type OAK. Nous avons ensuite mesuré la consom-
mation de l’exécution par le OAK d’un code assembleur optimisé. Les erreurs sur 
l’estimation de consommation et de performance par rapport aux mesures effectuées 
sont d’environ 5%, ce qui est acceptable.
Regardons maintenant des résultats sur une application plus importante.
Ebb Ecycle 1 Eov(1,2) Ecycle 2 Eov(2,3) Ecycle 3 Eov(3,4) Ecycle 4+ + + + + +=








∑    1f--×=
Eov(i,i+1) β Emoyen×= β
Ebb j Ecycle i
i
∑ Eov i i 1+,( )
i
∑+=Chapitre IV : Estimation de la consommation d’un système autonome  81
• Description de l’application cible
Dans le cadre du projet RNTL EPICURE1 une application test proposée par le 
CEA a été étudiée. Il s’agit d’un algorithme de détection de mouvement dans une 
caméra intelligente. Les domaines d’utilisation possibles sont tant la vidéo-sur-
veillance pour le contrôle qualité dans l’industrie, que la sécurité des personnes et 
des biens, par exemple.
Cette application permet de réaliser une détection de mouvement avec un fond 
d’image fixe. La détection des mouvements considère une image référence, appelée 
image de fond, composée des objets fixes. Par comparaison de cette image de fond 
avec les nouvelles images seuillées puis filtrées, il est possible de détecter les objets 
en mouvement. 
Voyons un peu plus schématiquement quelles sont les principales étapes de cet 
algorithme (figure 17).
• Un moyennage paramétrable sur quelques images brutes a pour objectif de 
limiter l’impact du bruit d’une image à l’autre,
• Une soustraction avec l’image de fond permet de distinguer les zones en 
mouvement des zones fixes. En fait, l’algorithme effectue la différence pixel 
à pixel entre les deux images. Les zones fixes apparaîtront en noir et les 
autres en différents niveaux de gris,
• Une opération de seuillage binarise l’image afin de faciliter les traitements 
sur les objets,
• Un traitement dit “morphologique” filtre l’image pour faire disparaître tous 
les points isolés. L’algorithme convertit un pixel blanc en noir si au moins 
un pixel voisin est noir. Ce traitement élimine le bruit sur l’image. Pour ce 
faire, il est réalisé en trois sous-étapes qui sont l’érosion, la dilatation et la 
reconstruction. La première sous-étape élimine le bruit mais aussi des 
détails des objets en mouvement, on effectue alors une dilatation et une 
reconstruction afin de limiter la perte d’informations.
Ce traitement d’images doit prendre au maximum 40 ms par images, pour res-
pecter un débit de 25 images par seconde.
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Estimation de la consommation de la partie logicielleLa suite des traitements de l’application est représentée dans le graphe de la 
figure 17 ci-dessous.
A partir du code C de l’application, nous avons estimé avec VESTIM la consom-
mation de ces traitements ou tâches sur un processeur OAK. Nous présentons ces 
résultats dans le tableau 5. 
FIGURE 17. Détection de mouvement sur fond d’image fixe
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Chaque tâche est constituée de fonctions C estimées de manière séparée. Pre-
nons par exemple la première tâche du tableau 5 «Moyenne, soustraction, valeur 
absolue». Le détail des contributions de chacune des fonctions est présenté au 
tableau 6:
Un avantage de cette approche par rapport à une méthode plus abstraite qui 
opère à partir de caractéristiques générales du code [JN04] est sa faculté à analyser 
avec précision les parties de code orientées «contrôle», c’est-à-dire où le flot de con-
trôle est dépendant des données. Cependant, il est nécessaire de considérer des 
séquences de test mettant en évidence les flots de contrôle sur lesquels on souhaite 
obtenir des estimations.   A partir de ces estimations automatisées des codes C exé-
cutés par les DSP, il est possible de renseigner les bibliothèques de CODEF afin 
d’estimer la consommation au niveau système d’une architecture de SOC.
Tableau 5: Résultats d’estimation de consommation et performances de 
l’application cible sur un OAK




Seuillage adaptatif 2,8 1951058
Reconstruction 17,5 12228489
Tableau 6: Coûts en consommation et en cycle des fonctions les plus 
représentatives contribuant à Moyenne, soustraction, valeur absolue
fonction C Energie (mJ) Nombre d’exécutions Nombre de cycles
ic_add 2,2.10-5 1 14
ic_div 2,98.10-1 1 195129
ic_substract 8.10-6 1 5
ic_absolute 5,9.10-1 1 32518084   Chapitre IV : Estimation de la consommation d’un système autonome
Estimation de la consommation de la partie matérielle2•Estimation de la consommation de la partie matérielle 
Afin de disposer aussi de valeurs de consommation d’accélérateurs matériels 
dans les bibliothèques de CODEF, nous avons procédé de façon plus pragmatique en 
codant les fonctions associées en VHDL. Après synthèse, ces codes sont estimés en 
consommation grâce à un outil commercial, WattWatcher. Nous disposons alors de la 
surface en mm2, de la puissance moyenne (mW) et du temps d’exécution (en ms).
Cet outil a la possibilité d’estimer la consommation de trois manières différentes 
sur des changements des valeurs des données. Premièrement, le mode probabiliste 
exploite uniquement des probabilités de changements des valeurs des données en 
fonction de la fréquence de variation des entrées; deuxièmement, le mode semi-proba-
biliste exploite ces probabilités ainsi que des résultats de simulation; et enfin, le der-
nier mode exploite uniquement des résultats de simulation.
Après avoir synthétisé le code, il associe à chaque type de porte un comporte-
ment de consommation, et le mode (probabiliste ou non, ou mixte...) fixe une activité 
de commutation pour toutes les parties du circuit.
De même que dans le paragraphe précédent, présentons les accélérateurs déve-
loppés pour l’application de détection de mouvement de la caméra embarquée (tableau 
7). Les estimations ont été faites en mode probabiliste. Nous avions comparé ce mode 
avec le mode simulation sur des tests et l’écart entre les deux estimations était faible, 
aussi nous n’avons considéré que le mode probabiliste.
Passons maintenant à l’estimation d’une architecture complète, c’est-à-dire com-
posée à la fois d’unités type processeur et accélérateur matériel.
Tableau 7: Résultats de synthèse et d’estimation des accélérateurs matériels
accélérateur dédié à la tâche surface (mm²) Nombre de cycles puissance (mW)
Moyennage soustraction et 
Valeur absolue
0,8 65025 2,63
Erosion, dilatation 0,01 65025
65025
0,19 pour Erosion, 
0,19 pour Dilatation
Histogramme 0,02 65025 1,98
Gradient 0,02 65025 13,8
seuillage 0,001 65025 0,03Chapitre IV : Estimation de la consommation d’un système autonome  85
3•Estimateur de la consommation au niveau système
Afin de prendre en compte la consommation lors de la conception globale 
d’une architecture pour une application donnée, nous avons étendu CODEF afin de 
calculer la consommation de chaque architecture fournie par l’outil. 
A la fin du partitionnement effectué par CODEF, les solutions précisent l’allo-
cation de chaque tâche sur les unités de l’architecture et leur ordonnancement. 
Nous avons donc diverses solutions d’architectures systèmes décrites par un 
graphe de flots de données d’une application qui respectent des échéances temporel-
les des tâches. Lors de la constitution de ces solutions, CODEF a pour objectif de 
réduire la surface de silicium. 
L’objectif de l’estimateur de consommation niveau système est de déterminer, 
pour chaque solution, l’énergie consommée de manière globale, ainsi que les pics de 
puissance. Nous détaillons ces deux estimations dans la suite.
3.1.Préludes à l’estimation: les bibliothèques. 
Chaque solution issue du partitionnement se présente comme une liste d’allo-
cations de chaque tâche sur les unités de l’architecture avec leurs dates de début et de 
fin d’exécution.
Pour effectuer l’estimation globale de la consommation, il est nécessaire de 
disposer d’une description des consommations des implémentations de chaque tâche 
sur les unités. Ces renseignements ont été introduits dans les bibliothèques de 
CODEF.
 
-bibliothèque d’unités : Nous avons ajouté des informations concernant les 
puissances de repos, Prepos (en mW) des unités lorsqu’elles sont inactives, les puis-
sances en mode basse consommation pour les processeurs qui en disposent: Pidle et 
Psleep (en mW). 
Pour chaque unité, est indiqué aussi si l’unité est capable de changer de tension 
dynamiquement, dans un champ nommé DVS.
-bibliothèque d’implémentations : 
Aux informations détaillées dans le paragraphe 5.2 du chapitre trois relatives à 
la bibliothèque d’implémentations, nous avons ajouté la puissance moyenne d’exé-
cution d’une tâche sur une unité. Pour les unités capables de changer de tension et de 
fréquence conjointement, nous avons indiqué pour chaque possibilité d’exécution de 86   Chapitre IV : Estimation de la consommation d’un système autonome
Estimateur de la consommation au niveau systèmetâches par les unités la valeur de la puissance moyenne consommée par couple <fré-
quence,tension> : P(f;V).
Sur la figure 18 est décrit un exemple de bibliothèque renseignée pour l’estima-
tion de la consommation.
La puissance de repos du DSP OAK est de 30 mW et la puissance moyenne 
d’exécution de la tâche FFT sur ce processeur est de 66 mW.
3.2.Méthode d’estimation de la consommation. 
3.2.a.Energie dissipée par les unités. 
L’objectif est d’estimer l’énergie dissipée lors de l’exécution d’une application 
par l’architecture construite par CODEF, ainsi que les pics de puissance.
On estime l’énergie de l’application en tenant compte des énergies dues aux exé-
cutions des tâches sur les unités, des énergies dues aux diverses périodes de repos des 
unités, et celles dues aux accès mémoires et à leurs périodes de repos.
Dans l’exemple proposé sur la figure 19, obtenu à partir de CODEF, les tâches de 
l’application sont allouées et ordonnancées sur le processeur OAK et sur des accéléra-
teurs matériels.
FFT_OAK: FFT {  support: OAK;
   run time: 5520 cycle;
   memory access ratio: 50%;
   scratch ram: 256 byte;
   rom size: 774 bytes;
   ram size: 258 bytes;
   P(100;3,3):66 mW
DVS: non
}
Bibliothèque d’implémentations Bibliothèque des unités 
(processeurs, co-processeurs)
FIGURE 18. Bibliothèques de CODEF
CODEF
    total area: 3.4 mm2; 
      ROM size: 5 Kbyte;
      RAM size: 11 Kbyte;
memory: external_ram_Oak;
     clock cycle: 66 Mhz 
    Prepos: 30 mW;
processor: OAKChapitre IV : Estimation de la consommation d’un système autonome  87
 Chaque tâche allouée à une unité matérielle ou logicielle (unité matérielle ou 
processeur type DSP ou RISC) possède une date de début et une date de fin d’exécu-
tion. A partir des puissances consommées pour chaque tâche indiquée dans la biblio-
thèque des implémentations et des puissances de repos des processeurs précisées 
dans la bibliothèque des entités, il est possible de calculer une estimation de l’éner-
gie consommées par l’exécution de toute l’application sur l’architecture construite :
 avec  et
, où 
• U est le nombre d’unités dans l’architecture, 
• Ni le nombre de tâches de l’application allouées à l’unité i, 
• Tmax est le temps total d’exécution de l’application de l’architecture, 
• a(j,i), la fonction inverse d’allocation indiquant les numéros de tâches 
allouées à l’unité i,
• tf (respectivement td), la date de fin (respectivement de début) d’exécution 
de la tâche sur l’unité. Ces dates de début et de fin d’exécution sont données 
par CODEF à l’issue du partitionnement/ordonnancement. 
• la valeur Pi(τa(j,i)) est la puissance d’exécution de la tâche sur l’unité i. 
• l’énergie Eiaccès (τa(j,i)) est due aux accès à la mémoire externe (figure 20) 
lorsque la tâche est allouée par CODEF à une unité i dont l’espace mémoire 
interne libre n’est pas suffisant pour contenir entièrement la tâche. Cette 
FIGURE 19. Exemple de solution donnée par CODEF
Etotal Ereposi E τa j i( , )( )
j 1=
Ni
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   Pirepos=
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Estimateur de la consommation au niveau systèmeénergie pour une tâche τk exécutée par l’unité i connectée à une mémoire 
externe m se calcule par :
, 
avec  où 
• C(τk,i) est le nombre de cycles pour exécuter τk sur l’unité i (sans tenir 
compte des cycles d’attente dus au temps de réponse de la mémoire externe), 
• ρ(τk,i) est le taux de cycles de C(τk,i) où la tâche accède à la mémoire,  
• tm, le temps d’accès à la mémoire externe, 
• la quantité Taccès(τk,i) représente le temps pendant lequel la tâche exécutée 
par l’unité i accède à la mémoire externe (figure 20),
• la valeur Pmaccès représente la puissance due à un accès mémoire et Pmrepos 
celle liée à la mémoire externe lorsqu’elle est au repos.
Les valeurs Pirepos, Pi(τk), Pmaccès, Pirepos,  ρ(τk,i), C(τk,i), tm sont indiquées dans 
la bibliothèque de CODEF. Les autres valeurs Ni, a(j,i), tfτa(j,i), t
dτa(j,i)   sont issues du 
résultat de partitionnement.
3.2.b.Pics de puissance. 
Pour estimer les valeurs des pics de puissance, on détermine les intervalles où les 
unités exécutent les tâches de l’application. Ces intervalles sont déduits des dates de 
début et de fin des tâches données par CODEF. On ajoute alors les puissances des 
tâches dont les exécutions ont un intervalle de temps en recouvrement, et on ajoute 
également la puissance de repos des unités en attente de tâches à exécuter. On rappelle 
que les pics de puissance sont à éviter afin d’améliorer la fiabilité du circuit et de pro-
longer l’autonomie des batteries.
Eaccès
i τk( ) Taccès τk i,( ) Pmaccès× tfτk-tdτk-Taccès τk i,( )( ) Pmrepos×+=
Taccès τk i,( ) ρ τk i,( ) C τk i,( )× tm×=
tdτk t
fτκ
Instructions exécutées par le CPU sans 
Accès à la mémoire externe
Consommation Pmrepos Taccès(τk,i)
Consommation=>Pmaccès
FIGURE 20. Contribution de la mémoire externe à l’énergie globale
accès mémoire
C(τk,i) 
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A partir des résultats de l’ordonnancement et de l’allocation fournis par 
CODEF, on construit l’ensemble des évènements de début et de fin 
des tâches de l’application. L’ensemble D est ordonné par ordre croissant des dates 
 où e désigne un début (d) ou une fin (f) de tâche. Soit , la fonction d’allocation 
qui à la tâche τk fait correspondre l’unité ui sur laquelle la tâche est allouée.
Le calcul des pics de puissance se calcule en parcourant itérativement les évè-
nements de D :
;
Pour , faire
• si x.e = d, alors ;
• si x.e = f, alors ;
fin pour;
A partir de l’évaluation de la puissance Px, il est aisé d’en déterminer les pics 
de puissance. Pour compléter cette analyse de consommation sous forme de pics de 
puissance ou d’énergie, il est nécessaire de tenir compte des transferts de données 
entre les unités.
3.3.Prise en compte de la consommation due aux communications. 
Le problème de la prise en compte de la consommation due aux communica-
tions est complexe du fait qu’elle est fortement dépendante du placement-routage et 
de la topologie de l’interconnexion définitive. Ceci rend difficile la définition de 
modèles de consommation des bus ou des réseaux sur puce. Dans notre cas, nous 
avons choisi d’associer un coût moyen dû aux communications.
Les outils de synthèse de micro-réseaux présentent l’avantage de fournir une 
description structurelle qui peut être exploitée par des outils d’analyse de la consom-
mation. Ceci nécessite de raffiner fortement l’architecture et l’application, ce qui est 
peu compatible avec une approche initiale de niveau système. Par ailleurs, CODEF 
fournit la durée d’un transfert, à partir d’un nombre de données à transférer entre 
deux nœuds, et du débit du bus utilisé.
On peut donc définir un modèle prenant en compte le nombre de transactions 
sur les bus, le nombre d’accès aux mémoires de communication. En fait, il s’agirait 
de distinguer entre les communications synchrones pour lesquelles seul le coût dû 
aux transferts sur le bus est à considérer et les communications asynchrones, pour 
lesquelles il faut prendre en compte également le coût relatif aux mémoires de com-
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Estimateur de la consommation au niveau systèmemunication. CODEF est optimisé de manière à maximiser les communications syn-
chrones. Le coût en consommation le plus important à prendre en compte est donc le 
coût dû aux transactions sur les bus. Nous avons intégré un modèle de consommation 
des transactions sur les bus dans notre estimation qui prend en compte les valeurs des 
données de manière statistique, après simulation sur des outils commerciaux tels que 
CADENCE.
Pour les communications asynchrones, il est possible d’évaluer une consomma-
tion liée aux accès à la mémoire de communication, mais dans le cas synchrone, il est 
difficile d’obtenir une estimation de la consommation avec une précision compatible 
avec celle des modèles précédents. Des travaux sur ce thème sont nécessaires.
3.4.Résultats de l’estimateur de consommation. 
Nous avons testé notre estimateur de consommation sur une application de détec-
tion de mouvement dans une caméra embarquée présentée au paragraphe 1.3.cde ce 
chapitre. Nous présentons ici quelques résultats et tout d’abord, voyons quelles solu-
tions CODEF a produit pour cette application.
Pour les différentes tâches de l’application, nous avons utilisé l’outil VESTIM 
pour déterminer les estimations en performance et en consommation du processeur 
OAK. Ce processeur n’est pas le plus adapté à ces traitements mais on peut aisément 
transposer l’approche à un autre processeur, à condition qu’un modèle de consomma-
tion soit défini pour ce processeur. En ce qui concerne la consommation des implé-
mentations matérielles des tâches, nous avons procédé comme indiqué précédemment 
à partir d’une description VHDL. Dans un premier temps, nous avons réalisé un parti-
tionnement ne tenant compte que des contraintes de temps et d’une minimisation de la 
surface de silicium. Nous avons obtenu deux solutions. 
Voyons maintenant une solution en détail.
Elle utilise un accélérateur matériel pour les tâches d’érosion et de dilatation 
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Nous voyons sur la figure 21 la répartition temporelle des tâches et leur alloca-
tion sur les unités.
A partir des estimations des puissances consommées des unités et des tâches, 
nous avons estimé la consommation en énergie et en puissance de chacune des deux 
solutions. Nous avons supposé que les parties matérielles au repos ont une consom-
mation négligeable, car dans leur cas, il est aisé d’utiliser la technique du clock 
gating. Le processeur, lui, consomme toujours, même au repos. Les résultats d’esti-
mation de l’énergie consommée et des pics de puissance sont résumés dans le 
tableau 8 ci-dessous:
La deuxième solution sol1 est composée du OAK, et d’un seul accélérateur 
matériel exécutant les tâches d’érosion et de dilatation. La première est constituée 
d’un autre processeur, le StrongARM et de quatre accélérateurs matériels. 
Notons ici simplement la variation sur les pics de puissance et l’énergie. Dans 
ce cas précis, la raison en est que la solution sol0 comporte à la fois plus d’accéléra-
teurs que la solution sol1 (les accélérateurs matériels sont peu coûteux en énergie 
mais ajoute de la surface), et à la fois un processeur différent du OAK présent dans la 
Tableau 8: Résultats de l’estimation en consommation des solutions trouvées




Energie ( J) pic de puis-
sance max 
(mW)
sol0 33.35 5.051 244 144
sol1 39.76 3.409 450 112
Temps
Unités
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Conclusionsol1, le StrongARM dont l’architecture est pensée «économie d’énergie». De larges 
possibilités d’optimisation sont donc ouvertes.
4•Conclusion
Dans ce chapitre, nous avons présenté différentes étapes relatives à l’estimation 
de la consommation d’une architecture système.
La première concerne la modélisation de la consommation de processeurs de 
traitement du signal, comme le OAK et le PALM. Cette modélisation a été réalisée au 
niveau des unités fonctionnelles par analyse des consommations des instructions 
assembleurs. Les modèles de consommation de ces DSP ont été implémentés dans un 
estimateur de performances adapté aux architectures de ces processeurs. Ainsi, il est 
possible d’obtenir rapidement l’estimation en performance et en consommation d’un 
code C exécuté par un DSP. Pour les accélérateurs matériels, les modules sont déve-
loppés en VHDL, simulés, synthétisés et estimés en consommation à l’aide d’un logi-
ciel commercial. L’ensemble de ces informations est ensuite placé dans les 
bibliothèques de CODEF, ce qui permet d’estimer la consommation au niveau système 
d’une application décrite par un graphe de flots de données. 
Cette estimation prend en compte également des coûts moyens de la consomma-
tion des mémoires et des communications.
Ces coûts moyens seraient à affiner par une étude plus poussée afin de définir des 
modèles plus précis de consommation. 
Nous nous sommes dotés de méthodes d’estimation au niveau système de la con-
sommation en énergie et des pics de puissance, ce qui nous permet maintenant de 
développer des techniques d’optimisation. Ces techniques font l’objet du chapitre sui-
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