We describe second-order vibrational sum frequency scattering from a spherical isotropic particle covered with a dielectric film. We use the concept of an effective particle susceptibility, which we decompose in trigonometric terms. With this method, we find that only 13 elements out of 27 of the effective particle susceptibility tensor are nonvanishing. We calculate the scattering pattern in three dimensions and develop a simple method to obtain the orientation of surface molecules. Also, we consider the consequences of chirality and scattering geometry on the scattering pattern and compare the results to vibrational sum frequency generation on flat interfaces.
I. INTRODUCTION
Nonlinear optical processes have been widely applied to study interfaces. The most widely applied techniques rely on second-order processes, such as second harmonic ͑SH͒ and sum frequency generation ͑SFG͒. Consequently, both SH generation ͑SHG͒ and SFG have been developed into established spectroscopic and microscopic surface techniques.
1-3
A very useful method is vibrational sum frequency generation. In this type of experiment, one reflects an infrared and a visible pulsed laser beam from an interface. The emitted sum frequency field only results from those parts of the material where inversion symmetry is absent and is resonantly enhanced when the frequency of the infrared light coincides with the frequency of the vibrational mode. This renders the technique especially useful to access molecular bonds ͑through their vibrations͒ at interfaces. 4 Also, it is a unique tool to probe chirality. 5, 6 Recently, SHG, SFG, and third harmonic generation have also been used as a probe for particles. In these pioneering studies, SHG scattering was employed in solution to study the interfacial properties of latex and polystyrene particles carrying a dye, 7 liposomes, 8 and droplets. 9, 10 SFG scattering has been applied first by mixing two visible beams of a different color in a suspension of dye coated latex particles. 7 Later, it was applied in the form of vibrational sum frequency scattering, 11 which made it possible to obtain the molecular interface properties by measuring the scattering pattern in combination with the frequency resolved vibrational SFG spectra ͑see Fig. 1 for an illustration͒. Theoretically, the description was made within the frame work of nonlinear Rayleigh-Gans-Debye ͑RGD͒ scattering theory. To make a more general description for single scattering from objects with a general shape, the concept of an effective particle susceptibility 12 was introduced. More theoretical developments have made it possible to describe the response and scattering patterns generated by particles much smaller than the SH wavelength. [13] [14] [15] Another application of SHG scattering, both on the experimental and theoretical fronts, is to probe the interfaces of ͑composite 16 ͒ nanostructures. [17] [18] [19] [20] Apart from the theoretical work on small particles, other approaches have been taken, including index-matched particles, 11, 21, 22 particles with a small index mismatch, 12 particles interacting with inhomogeneous electrical fields, 23 metal particles, [24] [25] [26] [27] [28] and in the regime of Mie theory. 29, 30 It is clear that vibrational sum frequency scattering is a technique with which one can probe properties of molecules situated at interfaces of colloidal particles, micelles, vesicles, or emulsions. However, the relationships that govern the secondorder nonlinear scattering process are not identical to the ones that apply to a reflection SFG experiment, so that the same molecular properties ͑like order, orientation, composition, and chirality͒ may be accessed differently.
In this article, we describe second-order vibrational sum frequency scattering from a spherical isotropic particle cov-FIG. 1. Illustration of a second-order vibrational sum frequency scattering experiment. The incoming beams generate a nonlinear optical polarization at the interface of a particle. The polarization is the source of the scattered sum frequency light. The magnitude ͑represented by the scattering lobes͒ and spectral shape of the scattered field are determined by the molecular properties of the interface, which are contained in the second-order nonlinear susceptibility ͑2͒ . The angular distribution reflects both the value of the second-order susceptibility and the radius of the particle and the scattering geometry. The criterium used in the Rayleigh-GansDebye formalism is depicted in the upper left corner. n 1 and n 2 are corresponding refractive indices. ered with a dielectric film. Systems that obey these restrictions are, e.g., colloidal particles with a monolayer grafted onto their surface ͑like silica particles coated with alkane chains or silica particles with terminating -OH groups͒, micelles, vesicles ͑consisting of, e.g., phospholipids or coblock polymers͒, and emulsions. First, we describe the scattering geometry. We then introduce a convenient analytical system, which allows us to easily determine the outcome of all the possible terms that contribute to the scattering pattern ͑in the Appendix, a complete description is given to calculate scattering for nth order light-matter interaction͒. In the next part, we present the calculated pattern and describe a simple method for obtaining the molecular orientation. Finally, we consider the effect of the scattering geometry and show that ͑non͒chiral components of the particle surface susceptibility can be amplified in the scattering pattern. We also draw a comparison with vibrational sum frequency generation in a flat geometry.
II. SCATTERING GEOMETRY
Before describing the formulas that govern the scattering process, we begin by defining the scattering geometry. The in-and outgoing electrical fields are written in a right-handed laboratory coordinate system ͑x , y , z͒, with unit vectors ͑e x , e y , e z ͒. The sum of all incoming k vectors, k 0 0 , is defined to lie along the z axis. The y axis is perpendicular to the plane defined by the vectors k 0 0 and the k vector of the incoming beam with highest frequency. The linear polarization of the incoming fields is referred to as p if the electrical field oscillates in the ͑x , z͒ plane and s if it oscillates in the y direction. The geometry is illustrated in Fig. 2 . For the case of second-order scattering ͑with incoming beams that differ in frequency, indexed 1 and 2, respectively͒, the unit polarization vectors of the incoming beams can be defined as e 1,p = ͓cos͑␤ − ␣͒,0,− sin͑␤ − ␣͔͒,
e 2,p = ͓cos ␣,0,− sin ␣͔, e 2,s = ͓0,1,0͔. ͑2͒
The angle ␤ is the rotation from the low frequency beam ͑k 2 ͒ to the higher frequency beam ͑k 1 ͒ and ␣ is the angle between k 2 and the sum of all incoming beams ͑k 0 0 ͒ ͑which is fixed by k 1 , k 2 , and ␤͒. We define the unit polarization vectors of the scattered SFG wave ͑k 0 ͒ at scattering angles and as e 0,p = ͑e y ϫ k 0 ͒/ʈk 0 ʈ,
This implies that the p direction is always perpendicular to the plane holding the laboratory y axis and the scattered SFG wave vector ͑k 0 ͒. s is the polarization direction perpendicular to p and k 0 . Thus, for in-plane scattering, p refers to horizontally and s to vertically polarized light ͑as is usually the case͒. The coordinate system used for the different elements of the effective susceptibility differs from the laboratory coordinate system in such a way that the z direction lines up with the scattering vector q, which is defined as k 0 − k 0 0 . The unit system can be expressed in terms of the laboratory coordinates as q z = ͓cos sin ,sin sin ,cos − 1͔/ʈq z ʈ,
Indices of the effective particle susceptibility, ⌫ ͑2͒ , always refer to this rotated coordinate system. This choice of coordinate system allows us to obtain analytical expressions for the scattered field.
The third and last coordinate system is the one of the particle. This we denote by rЈ, Ј, and Ј, which refer to the radial, polar, and azimuthal directions, respectively, of the spherical coordinate system. The polar angle is taken with respect to the z direction ͑q z ͒ of the system defined by scattering vector q, and ranges from ͓0,͔.
III. SFG SCATTERING FORMALISM
Second-order sum frequency generation from a flat surface is usually described in terms of surface polarization components. This surface polarization is built up by the incoming fields, so that its magnitude is a function of these fields times the surface susceptibility:
second-order surface susceptibility is a tensor with 27 elements. The number of nonvanishing elements is determined ͑Color online͒ The scattering geometry for two incoming k vectors, depicting the three different axis systems used in the calculations. k 0 is the wave vector of the scattered sum frequency field, k 1 and k 2 are the incoming beams, and q is the scattering vector, defined as k 0 − k 0 0 ͑the difference between the scattered SFG beam and the sum of the incoming beams͒. The ͑x , z͒ plane is defined by k 0 0 and k 1 . , the scattering angle, is the angle between k 0 0 and k 0 , and is the angle between the ͑x , z͒ plane and k 0 , as projected onto the ͑x , y͒ plane. For a certain scattering angle, q describes a circle in the ͑x , y͒ plane ͑shown in the inset͒. In the inset, k 0 0 is pointing out of the paper.
by the symmetry of the interfacial layer. 1,31 A measurement of relative magnitudes of ijk ͑2͒ is usually employed to determine the molecular orientation. 32 Second-order sum frequency generation scattering from particles can be described using the concept of an effective particle susceptibility, which is introduced so that the description of second-order light scattering becomes analogous to its flat surface counterpart. The effective particle susceptibility can be interpreted as an effective nonlinear polarizability of the scattering object. It is analogous to molecular polarizability, with the difference that it is not only a property of the scattering object but also depends on the experimental geometry via the incoming wave vectors.
For a second-order process, the amplitude of the scattered sum frequency field in the direction of the detector ͑posi-tioned at r 0 ͒ of a single scattering event can be written in the form of a susceptibility times the two incoming fields as
where e u i denotes the polarization state of the electrical field, a i is the index of the effective particle susceptibility tensor, and C is a constant that depends on the chosen system of units. Thus, the outgoing SFG field for a combination of incoming and outgoing polarizations is expressed as a spherical wave modified by the effective particle susceptibility. It is also proportional to the amplitudes of the incoming fields. This assumption ͑called the RGD approximation͒ seems valid for second-order scattering as long as the refractive index contrast between particle and medium is low and the radius of the particle is not too large ͑roughly R Ͻ 1000 nm, see Ref.
12͒. The second-order effective particle susceptibility is determined by the surface second-order nonlinear susceptibility and the scattering vector q. The components of the effective particle susceptibility ⌫ ͑2͒ can be calculated in the RGD limit using 12
͑6͒
The integral is taken over the entire volume V of the particle. The inner products ͑e ␣ i · q a i ͒ arise from the transformation between the spherical ͑particle͒ coordinate system ͑rЈ , Ј, Ј͒ of the local susceptibility and the Cartesian coordinate system of the effective particle susceptibility. In the Appendix, Eqs. ͑5͒ and ͑6͒ are given for nth order lightmatter interaction.
IV. ANALYSIS OF THE EFFECTIVE PARTICLE SUSCEPTIBILITY
From the above expressions, it can be seen that in general 27 elements of ͑2͒ relate to 27 elements of ⌫ ͑2͒ . However, if we inspect Eq. ͑6͒, we may expect that a number of elements of ⌫ ͑2͒ may vanish for spherical particles, since the term under the integral can be expressed as a product of trigonometric functions. In an attempt to simplify matters, we observe that this trigonometric part of Eq. ͑6͒ can be written as
Here, j can be ±1 or 0, and h , k , l , m count the powers of the individual terms ͑they have no physical meaning but depend on indices a i and ␣ i ͒. The integral under the sum in Eq. ͑6͒ can now be split into radial, polar, and azimuthal parts, so that Eq. ͑6͒ becomes
with
where B is Euler's beta function ͓B͑x,y͒=
Eqs. ͑8͒-͑10͒, we can immediately see that for any expression with h or k odd or any case in which j is zero, the integral vanishes and ⌫ ͑2͒ = 0. When we explicitly write out indices j, h, k, l, and m for all possible combinations of inner products ͑e ␣ i · q a i ͒, we obtain the result in Table I .
As an example, for the contribution of r Ј Ј Ј
͑2͒
to ⌫ zxx ͑2͒ , we have for light-matter interaction of order 2, n = 2, for the number that various indices appear, n Ј = n y = 0 and n x = n Ј = 2, and for the number that various inner products appear n x Ј = n y Ј = n y Ј = 0 and n x Ј = 2. This results in j =1, h =2, k =0, l = 3, and m = 0. Note that this table does not yet depend on any assumption regarding the scattering process, so it is also valid for any order scattering process and for any form of ͑2͒ . From Table I , we find that: ͑a͒ for nonchiral second-order processes, l is odd and for chiral second-order processes l is even; ͑b͒ the total of h and k can never exceed n x + n y , and the total of l and m can never exceed n +1=3; and of indices j, h, k, l, and m. n i is the number of times a certain index appears in ⌫ ͑2͒ and n ij is the number of times an inner product appears ͓e.g., n x Ј is the number of times the inner product ͑e x · e Ј ͒ appears͔. n denotes the order of the scattering process and so it has the value 2.
͑2͒ vanishes if the number of transverse components ͑n x and n y ͒ have unequal parity, so that h or k is odd and the integral in Eq. ͑9͒ vanishes.
As a consequence, there are only 13 elements of ⌫ ͑2͒ left over:
, and ⌫ zzz ͑2͒ . If we express those elements in terms of the 27 nonzero elements of the second-order susceptibility ͑2͒ , we find that elements of ⌫ ͑2͒ are composed of elements of ͑2͒ having the same symmetry. The result is depicted in Fig. 3 . A remarkable outcome is that chiral elements of ͑2͒ only show up in the chiral elements of ⌫ ͑2͒ . In fact, it confirms that ⌫ ͑2͒ and ͑2͒ transform in a completely symmetric way. The restricted number of nonzero indices also reduces the number of possible ⌳͑l , m͒ functions. Using trigonometric rules, it follows that ⌳͑l , m͒ = ⌳͑l −2,m͒ − ⌳͑l −2,m +2͒, so that the only four functions contributing to the scattering pattern are ⌳͑1,0͒ and ⌳͑1,2͒ for nonchiral components of ͑2͒ and ⌳͑0,0͒ and ⌳͑0,2͒ for chiral components of ͑2͒ . In the following discussion, we shall assume that ͑2͒ ͑rЈ͒ = ͑2͒ ␦͉͑rЈ͉ − R͒, which restricts the description to surface processes. It is the particle analogy of an isotropic bulk with an interface that has a second-order nonlinear optical response, a system that is widely studied. 11, 15, 19, 21, 22 For surface processes, the integral in Eq. ͑8͒ becomes very simple since it needs to be evaluated only at the interface. Equation ͑10͒ becomes for l = 1 and l =0 ⌳͑1,m͒͑qR͒ = iR
where ⌫ is the gamma function and J the Bessel function of the first kind. Using Eq. ͑8͒, we can now write out the following expressions for the nonzero elements of the effective particle susceptibility:
The first four expressions are identical to the ones explicitly given in Table I of Ref. 12. Since the curvature of the particle is very large compared to the molecular dimensions, we may consider the local particle coordinates to be equal to the normal and tangential components with respect to the local particle surface.
14 This means we can predict the scattering pattern by only considering the base functions ⌳͑0,0͒, ⌳͑0,2͒, ⌳͑1,0͒, and ⌳͑1,2͒. They are plotted in Fig. 4 . From these plots, it can be seen that the four functions all have different roots and Elements of (2) Elements of (2) ' 'r, 'r' ,r' ' ' ' 'r', 'r' ',r' ' ',r'r'r' ' 'r' 'r' ' ' ' ' 'r' 'r' ' ' ' , ,r' , ,
' , ,r'r' ,r'r' r' ,r' , , , FIG. 3 . Illustration of the transformation of the elements of local surface susceptibility into the elements of the effective particle susceptibility. The elements of ⌫ ͑2͒ that consist of an odd number of transverse components vanish .   FIG. 4 . ͑Color online͒ The four ⌳ functions that determine the angular distribution of second-order surface SFG scattering. In the left panel, the real part of ⌳͑0,0͒ and ⌳͑0,2͒ ͓pattern caused by chiral components of ͑2͒ ͔ is depicted and in the right panel, the imaginary part of ⌳͑1,0͒ and ⌳͑1,2͒ ͓caused by nonchiral components of ͑2͒ ͔ is plotted as a function of qR. A and B refer to the angles marked in Fig. 6 . that at q = 0, the nonchiral components do not generate scattered light ͑as required 12, 14 ͒. This has useful applications for determining the elements of ͑2͒ , since it allows us to devise a method to determine the molecular orientation and obtain the magnitude of the chiral components of ͑2͒ . When qR Ϸ 5.76 ͑indicated as angle B in the figure͒, ⌳͑1,2͒ = 0. For this value of qR, the expressions in Eqs. ͑13͒ become very simple so that each element of the nonchiral components of ͑2͒ directly scales onto the same element of ⌫ ͑2͒ . The consequence for a scattering experiment is that one can immediately extract the elements of ͑2͒ , without the need to measure the total angular distribution. Thus ͑for suitable values of R͒, we have obtained a very simple method for directly determining the molecular orientational distribution. Knowing these relative values, information about the chiral components can be obtained by consecutive measurements at q = 0 and one at qR = 4.47 ͓angle A so that ⌳͑0,2͒ =0͔.
V. CALCULATED SCATTERING PATTERNS
Now, we proceed to calculate the scattering pattern in three dimensions, for the case of vibrational SFG. To obtain the scattering pattern, we need to evaluate Eqs. ͑5͒ and ͑8͒. We use the geometry as specified in Fig. 2 and evaluate expressions of the following type:
Thus, even though we have already reduced the number of possible components of ⌫ ͑2͒ , all eight polarization combinations are in general a mix of 13 possible elements of the effective particle susceptibility, which results in complicated expressions. The reason for this is that each element of the ͑q x , q y , q z ͒ axis system mixes with all three components of the laboratory coordinate system. Only for special situations, in which a certain symmetry is present, the equations simplify. If all incoming and scattered fields lie in the same plane ͑so that q y = e y ͒, we obtain the following expressions for the eight possible polarization components:
Note that another simplified situation occurs when the scattered field lies in a plane perpendicular to the incoming ones ͑so that q y is parallel to e x ͒. To evaluate the angular intensity, we need to calculate I = ͉E͉ 2 . Figure 5 shows the calculated scattering patterns; for a particle radius of R = 500 nm, the angle between the incoming low frequency ͑chosen at 2 = 3400 nm͒ and high frequency ͑chosen at 1 = 800 nm͒ beams ͑␤͒ is 15°. The relative magnitudes of
= 0.1, and Ј Ј r Ј ͑2͒ = 0.1. The patterns are a projection onto an outgoing hemisphere as viewed from the direction of the detector ͑as illustrated in the inset͒. The shape of the patterns depends heavily on the relative values of the elements of the surface susceptibility and the angle ␤. The nodes at = 0 for the polarization combinations ppp, ssp, pss, and sps are always present, as they occur for symmetry reasons. 12, 14 The other "nodes" are dictated by the chosen value of ␤ and can disappear if one changes the scattering geometry ͑in the case of collinear geometry, they should be present͒. Since the chiral elements are small, they contribute only weakly to the scattering pattern. The contribution of the chiral elements can be increased, however, by changing the geometry. This is illustrated in Fig. 6 .
Geometrically enhancing chiral components of the surface susceptibility Figure 6 shows corresponding in-plane scattering distributions, for the same parameters, but with different incoming beam geometry ͑␤͒. The arrows indicate the values for which ⌳͑1,2͒ and ⌳͑0,2͒ are zero. It shows that, if chirality exists on the surface, it can be enhanced by increasing the angle between the incoming beams. The effect is enormous: The chiral and nonchiral contributions generate equivalent intensities even though the input values of the chiral components were chosen to be ten times smaller than the nonchiral ones. Thus, in a scattering experiment, one has the option to probe different aspects of the interface by altering the scattering geometry. The possibility of changing the experimental geometry also exists in vibrational SFG experiments on flat interfaces but is not often experimentally employed. This suggests that for a dispersion of particles with an isotropic bulk, one can find the relative magnitudes of the components of ͑2͒ ͑and thus the molecular orientation and chirality͒ as follows.
͑a͒ Measuring E ssp , E sps , E pss , and E ppp ͑with the incoming beams in near collinear geometry͒ at A and comparing the relative amplitudes. At this angle, the amplitudes of E ssp , E sps , and E pss are directly proportional to corresponding values of the elements xxz ͑2͒ = yyz ͑2͒ , xzx ͑2͒ = yzy ͑2͒ , and zxx ͑2͒ = zyy ͑2͒ .
From this measurement, the molecular orientation can be determined. 32 ͑b͒ Measuring E pps , E pps , and E psp for ␤ = 45°at B and = 0. This determines the chiral components of ͑2͒ .
This scheme simplifies greatly the analysis of scattering data ͑as, e.g., was done in Refs. 11 and 33͒ and is analogous to the analysis of flat surfaces with vibrational SFG. It also shows the potential of vibrational SFG scattering as a probe for chiral molecules at interfaces of particles. Since vibrational SFG has proven to be one of the few techniques that can distinguish molecules that differ only in their handedness, 3, 5, 6, 34 it is promising that such information can also be extracted by performing SFG scattering experiments. Due to the scattering nature of the experiment, it even becomes possible to enhance the influence of certain components of the surface susceptibility while diminishing others. This opens up many new possibilities for experimental investigations of particle interfaces in soft matter systems.
VI. CONCLUSION
We have described second-order sum frequency scattering from the interface of isotropic spherical particles including both chiral and nonchiral surface susceptibility components, within the Rayleigh-Gans-Debye formalism, the formalism most widely applied to describe linear scattering. 35 By decomposing the scattering formulas in geometrical functions, we find that more than half of the components of the effective second-order particle susceptibility vanish. The secondorder surface scattering pattern for a single combination of polarization directions is composed of only 13 allowed elements of the effective particle susceptibility. Each component of the effective particle susceptibility depends in general on all allowed elements of the surface susceptibility. For certain angles, however ͓at roots of the appropriate ⌳͑l , m͒ functions͔, the patterns simplify enormously. If we combine this with simplifications induced by measuring in the symmetry plane of the scattering geometry, it becomes possible to directly extract the elements of the effective surface susceptibility, so that ͑e.g.͒ the molecular orientation can be determined at once. By tuning the scattering geometry, it is possible to enhance or diminish the influence of chiral and nonchiral components of the second-order surface susceptibility on the signal. All material properties that can be ex- tracted from an SFG experiment in a reflection geometry can be equally well obtained from particles in a suspension by performing an SFG scattering experiment. Thus, vibrational sum frequency scattering has the potential to become an ideal tool to probe the hidden interfaces of colloids, vesicles, and micelles in suspension.
͑A1͒
The components of the effective particle susceptibility ⌫ ͑n͒ can be calculated in the RGD limit using 
͑A2͒
The components of ⌫ ͑n͒ can be written in terms of radial and azimuthal parts just like for the second-order case. This means that the description given using Eqs. ͑8͒-͑10͒ still holds. Table I also remains valid. For odd-order processes, the integral in Eq. ͑8͒ needs to be taken over the entire volume. Also, for higher-order scattering, the value of l can become larger than 1 so that more than two functions will describe the scattering process. Inspecting Table I , we can assign the scattering base functions for higher-order processes. The result is presented in Table  II .
Linear scattering
To show that the analytical framework presented in this article also works well for the well-known case of linear scattering, we have calculated those expressions. Below, the procedure to obtain the scattered light in the s direction is given. Linear scattering is a first-order process and so the scattered intensity ͑for s polarized light͒ is given by 
͑A4͒
The only nonzero components of ͑1͒ are ЌЌ ͑1͒ , ʈʈ ͑1͒ , and ʈ Ј ʈ Ј ͑1͒ , which are all identical. For r Ј r Ј ͑1͒ = ЌЌ ͑1͒ , we have the inner products ͑e y · e r Ј ͒ 2 . So, j = +1, h =0, k =2, l = 0, and m =2.
Likewise, for Ј Ј ͑1͒ = ʈʈ ͑1͒ and Ј Ј ͑1͒ = ʈ Ј ʈ Ј ͑1͒ , we have j = +1, h =0, k =2, l =2, m = 0 and j = +1, h =2, k =2, l =0, m = 0, respectively. Then, the integral expression becomes 
