In recent work [6] , we explained the appearance of remarkably slow oscillations in the classical Hodgkin-Huxley (HH) equations, modified by scaling a time constant, using recently developed theory about mixed-mode oscillations (MMOs). This theory is only rigorously valid, however, for ε sufficiently small, where ε is a parameter that arises from nondimensionalization of the HH system. Here, we illustrate how the parameter regime over which MMOs exist, and the features of the MMO patterns within this regime, vary with respect to several key parameters in the nondimensionalized HH equations. Moreover, we explain our findings in terms of the effects that these parameters are expected to have on certain organizing structures within the corresponding * Department of Mathematics, University of Pittsburgh, PA, USA † School of Mathematics and Statistics, University of Sydney, NSW, Australia 1 flow, generalized from analysis done previously in the singular limit.
Introduction
The Hodgkin-Huxley (HH) equations, which were derived empirically to describe the evolution of the membrane potential of the squid giant axon [1] , represent a rich source 2 of interesting dynamics. The nondimensionalized Hodgkin-Huxley system
was derived in [6] from a version of the classical HH equations obtained by allowing independent time constants τ m , τ h , τ n in the conductance equations, as suggested in [2, 3, 4, 5] . The value of ǫ that results from this derivation is 1/120 ≈ .0083, which represents the reciprocal of the largest maximal ionic conductance, that of the sodium current, in the original model. The classical case thus corresponds to ǫ = .0083, with τ m = τ h = τ n = 1 and with other parameter values and functional forms given in the Appendix (see also [6] ).
By setting ǫ = 0 in system (1.1), we obtain the corresponding reduced (or slow sub-) system, describing the evolution of (h, n) on the 2-dimensional manifold S 0 defined by S 0 is a cubic shaped surface, S 0 = S − a ∪ L − ∪ S r ∪ L + ∪ S + a , featuring two attracting branches S ± a , a repelling branch S r , a fold L − at which S − a and S r meet, and a fold L + at which S r and S + a meet; see Figure 1 . In [6] , we prove that system (1.1) possesses 3-dimensional local center manifolds in a neighborhood of each of L ± , which are expo- nentially attracting on the fast timescale τ 1 = τ /ǫ. On each, the vector field is given
corresponding to simply setting m = m ∞ (v) in (1.1). Moreover, a global reduction of system (1.1) to system (1.4) is justified because the dynamics of (1.1) away from L ± is slaved to the reduced flow on S − a ∪ S + a . Past work has demonstrated that a step increase in τ h or τ n can lead to the existence of mixed-mode oscillations (MMOs), featuring alternating sets of large excursions and of small (or subthreshold) oscillations (STOs) in v, as solutions of the dimensional form of (1.1) [2, 3, 4, 5] ; see Figure 2 . In [6] , we used recently developed mathematical theory [7, 8, 9 ] to explain the onset and offset of MMOs in system (1.4) under the systematic, independent variation of τ h , τ n , and I. Here, we defineĪ = I/k for a particular constant k that emerges from nondimensionalization (see the Appendix), and we vary I rather thanĪ to allow for direct comparison with I values from the original HH equations.
In this paper, we consider how the values of τ h and I, as well as the parameter ǫ, select the properties of the MMOs that arise in system (1.4) . That is, a label L s is applied to each MMO to characterize the number of large excursions (L) and small oscillations (s) that occur per cycle. We would like to know how the parameters in (1.4) contribute to the selection of L and s. Strictly speaking, the MMO theory that has been developed is valid close to the singular limit ǫ ↓ 0, and thus it is of interest to consider how the behavior of solutions changes as ǫ is made larger. Heuristically, increases in ǫ lead to a blurring between the fast and slow timescales in system (1.4), while increases in τ h result in a separation between the timescales of the h-and ndynamics, such that changes in ǫ and τ h both offer the possibility of interesting effects that are outside of the existing rigorous theory. In addition to ǫ and τ h , we consider the effects of varying I, since I represents a natural bifurcation parameter in the HH equations and variations in I can transition (1.4) from excitable to oscillatory, with MMOs arising along the way [6] .
In Section 2, we list a set of assumptions that set up a structure that can allow for the existence of MMOs in general systems with one fast and two slow variables in R 3 . Further, we define certain quantities that are relevant to the existence and characteristics of MMOs and we state fundamental existence theorems, which were proven previously [7, 8] , for certain types of MMOs. In Section 3, we use these theorems to consider the affect of ε on the values of I at which the onset and offset of MMOs occur for system (1.4), and we explain why, for ε > 10 −5 , system (1.4) is outside the 6 regime where these theorems rigorously apply. Section 4 presents our main results on how changes in ε, τ h , and I affect the characteristics of MMOs for system (1.4).
These results are presented through numerical experiments, accompanied by theoretical explanations. The theory here is stated in terms of the effects of parameters both on the local flow near transitions from small oscillations to large excursions and on the global return to this transitional region, extrapolated from rigorous results in the singular limit. The main points within these results are summarized in Section 5.
Brief summary of relevant MMO theory
Given a 3-dimensional system, such as (1.4), with singular perturbation parameter ǫ, with one fast and two slow variables, and with a cubic shaped critical manifold
certain additional features ensure the existence of MMOs for ǫ sufficiently small. Essentially, MMOs arise when, for ǫ = 0, there exists a singular periodic orbit that becomes trapped in a funnel structure, created by invariant manifolds of branches of S 0 , near one of the folds of S 0 . To make this more precise, and to set up notation that will be useful later in the paper, we state the following assumptions, which are also given in [6] .
with attracting upper and lower branches
Recall that the reduced system for (1.4) is obtained by setting ǫ = 0. A layer (or fast sub-) system is obtained by rescaling to the fast time τ 1 and then setting ǫ = 0. Let P (L ∓ ) ⊂ S ± a denote the projections of each of L ± to the opposite attracting branch of S 0 , along the fast fibers of the layer system.
Assumption 2.
There exists a piecewise smooth closed curve
that consists of solutions Γ ± a ⊂ S ± a of the reduced system of (1.4), connecting points on the projection curves P (L ∓ ) ⊂ S ± a to the fold curves L ± , concatenated with solutions Γ ± f of the layer system of (1.4), connecting points on
The reduced and layer systems represent the subsystems that emerge naturally from the separation of time scales in (1.4). However, a useful alternative reduction comes from noting that the critical manifold S 0 is given as a graph
along which F (v, n, h) = 0, based on equations (1.2) and (1.3). The flow of the reduced system projected onto the (h, v)-plane can be obtained from implicit differentiation of F (v, n, h) = 0 and is given by
where F, H, N are defined in (1.4). The equation forv is singular along the fold curves,
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F v = 0. Therefore we rescale time to obtain the desingularized reduced flow 6) which has the same phase portrait as the reduced system (2.5), but with the orientation of trajectories reversed on S r .
Equilibria of system (2.6) can be classified into regular singularities and folded singularities. Regular singularities are given by H = N = 0, or equivalently n(v, h ∞ (v)) = n ∞ (v), which has a solution v = v(I), independent of τ h and τ n . Folded singularities are given by F v = 0, which ensures that they lie on one of L ± , and
These points depend on τ h , τ n , and I. Since F n = 0, there are no equilibria with H = 0 and N = 0. Each folded singularity is classified as a folded node, folded saddle, or folded saddle-node, based on its classification as an equilibrium point of (2.6). Note that folded singularities are not equilibria of (2.5) but give the opportunity for the reduced flow to cross from S a to S r (a folded node is shown in Figure 3 ). Finally, if a point on a fold is not a folded singularity, it is called a jump point.
Assumption 3. Let p ± denote the points on Γ where Γ ± a intersect L ± . One of p ± is a folded node, while the other is a jump point.
Assumptions 1-3 set up the structure needed for MMOs to exist. Whether they actually exist or not depends on the global behavior of trajectories. Henceforth, we assume that p + ∈ L + is a jump point, since that is always the case for (1.4). Suppose that p − ∈ L − is a folded node. Within S − a , there exist a sector of solutions of (2.6) that are funneled through p − to the repelling surface S r of the critical manifold. This sector, which is bounded on one side by a branch of the strong stable manifold of p − and on the other side by L − , is called the singular funnel of p − . See Figure 3 for an illustration of the singular funnel. Note that, since all trajectories within the singular funnel are contracted to the folded singularity by the flow of (2.6) on S − a , Theorem 2.1 guarantees the existence of MMOs for sufficiently small ǫ if any initial condition within the funnel of the folded node is mapped back into the funnel by the global flow.
In this paper, we study the form of MMOs that arise in system (1.4). Let λ 1 , λ 2 denote the eigenvalues of the linearization of (2.6) about the folded node p − , with 
where the right hand side denotes the greatest integer less than or equal to (1+µ)/(2µ) [8] . Note that µ measures the relative rates of attraction to the folded node along the two stable eigendirections, given by the flow of (2.6). Thus, changes in µ affect the path along which trajectories of (2.6) are contracted to the folded node, and formula (2.7)
for s(µ) quantifies how this effect impacts the features of the corresponding MMOs.
The following theorem describes how variation of a parameter that modulates the global return can select different 1 s MMO patterns. The result in Theorem 2.2 is based on defining a quantity δ, which measures the distance of the singular orbit Γ from the strong canard (the border of the singular funnel).
This distance is measured along P (L + ), which both Γ and the strong canard intersect;
see Figure 4 for an example. We define δ such that positive values of δ result when the singular orbit is in the interior of the singular funnel. It turns out that for ε sufficiently small, different δ values give rise to different numbers s of STOs, with s = s * achieved for sufficiently large δ.
The selection of L s patterns, with L > 1 and s < s * , is less well understood. In the next sections, we will explore the impact of ǫ, I, and τ h on the existence of MMOs as well as on L ≥ 1 and s. 
and flow from that return back to a neighborhood of the folded node (blue solid). The blue triangle is a saddle singularity of (2.6), and the arrows show the direction of flow. Since all points in the singular funnel are funneled through the folded node, the singular periodic orbit consists of the green dashed, cyan solid and dashed, and blue solid curves, along with the continuation of the latter up to the folded node. Right: A zoomed view illustrates the distance δ between the return point and the strong canard, in P (L + ).
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In [6] , we establish that there exist τ e h > 1 and I c > 0 such that (1.4) satisfies Assumptions 1-3 whenever τ h > τ e h , τ n = 1, and I c < I < I r (τ h ). The value I c ≈ 4.8 is determined as the bifurcation value above which (2.6) has a folded node and is inde- To explore more fully the dependence of onset and offset of MMOs on parameters, and to move beyond onset/offset to additional characteristics of the MMOs that exist, we systematically simulated system (1.4) over a range of (I, ǫ) values, for τ h = 3
and τ h = 6, using a fourth order Runge-Kutta method implemented in XPPAUT [10] with a time step of ≤ 0.01 units. The results of these simulations appear in Figures 5, 6 .
To understand these and other ǫ > 0 results, and to relate them to the singular 14 ǫ = 0 theory, we consider µ = µ(I) and δ = δ(I), as introduced in Section 2. These quantities are defined in the singular limit; however, when we perturb away from the singular limit, corresponding quantities exist. In particular, µ appears in a canonical form of a folded node in the following way [7] :
i.e there exists a near identity coordinate transformation that brings system (1.4) into canonical form (3.8) .
the quotient of the eigenvalues of the corresponding folded node, since eigenvalues are invariant under coordinate transformation. Therefore, we can define a perturbed parameter µ(I, ǫ) := µ(I)+O(ε) in system (3.8). Since µ(I) characterizes the rotational behavior of the invariant manifolds, so does µ(I, ε). Note that as long as µ(I) is large compared to the perturbation ε then ε has no big influence on µ and hence on rotational properties. If µ is of the order of the perturbation ε then the influence of ε becomes significant.
Similarly, we can define δ(I, ǫ) by measuring the distance between a periodic solution and a particular (strong) canard solution, in a section in (v, h, n) space that is an appropriate perturbation of the curve {(v, h, n) : (v, h) ∈ P (L + ), n satisfies equation Each label refers to the qualitative form of MMOs found in the corresponding region. We define more as any number greater than or equal to 5, less as any number less than 5, and few as 3 or 4. In the 1 mix region, we find that MMOs generally take the form 1
typically with |s 1 − s 2 | > 1 in this particular region. In the few 1 /more 1 region, we find more large excursions as I increases. Small pockets of such MMOs may also occur elsewhere in (I, ǫ) space, but we only find them over much smaller parameter ranges outside of the 1 mix region. The same terminology is used as in Figure 5 .
The influence of the perturbation ε on the onset of MMO's
In the singular limit ε → 0, a folded node is defined for µ > 0 and a folded saddle-node arises in the limiting case µ → 0. The folded saddle-node limit occurs at the onset of MMO's at I = I c , and in this limit the number s * of maximal STOs tends to infinity (µ → 0); see equation (2.7). The onset of MMOs is observed in (1.4) as a Hopf bifurcation, which can be located numerically, as I is increased in (1.4) ; however, the existence of a Hopf bifurcation in itself simply implies the existence of (small amplitude) oscillations, and the additional theory described in Section 2 must be invoked to account for MMOs.
Although the theory derived in the ε → 0 singular limit predicts the onset of MMOs at µ = 0, Figures 5, 6 show that the I value at which the onset of MMOs occurs, call it I c (ε), is significantly increased under perturbations ε > 0. Table 3 .1 lists the values of ε and I c (ε), as well as µ(I c (ε)), for τ h = 3, for a selection of ε values, including the value emerging from nondimensionalization of the original HH equations (ε = .0083). Note that in Table 3 .1, the value µ(I c (ε)) is the value of µ computed in the ε = 0 limit, at the I value at which MMO onset is observed to occur for the values of ε shown.
To understand the mechanism for the ε-dependence of I c , recall that, as discussed above, the perturbation ε > 0 can cause a shift in µ(I) values, from µ(I)
to µ(I, ε) = µ(I) + O(ε). Thus, for fixed ε > 0, the onset condition µ(I, ε) = 0 could potentially occur at any I value such that µ(I), as computed in the singular limit, is
an O(ε) distance from 0. Now, the onset of MMOs occurs as I increases for (1.4), which implies that µ(I, ε)
is a monotone increasing function of I near I c (ε), for each fixed ε. Numerically, we find that µ(I) is a monotone increasing function on all of (I c , I r (τ h )). Furthermore, we find that I c (ε) is monotone increasing. Hence, the onset of MMOs moves to values of I which had larger µ(I) values in the singular limit. This result implies that the perturbation to ε > 0 causes negative shifts in µ; that is, µ(I, ε) < µ(I). Therefore, for fixed ε, the folded saddle/regular node structure 1 persists in (1.4) for I c < I < I c (ε).
The µ(I c (ε)) values in Table 3 .1 are of size O(ε), consistent with the claim that these are shifted to 0 by O(ε) perturbations, yielding the shift of the onset of MMO's.
The particularly strong shift shown in Figures 5, 6 is due to the fact that µ(I) is a very flat function, such that I has to be increased significantly to cause an O(ε) increase in µ. Within Figures 5, 6 , the linearity of the dependence on ε of the I c (ε) value at which the onset of MMOs arises is clearly apparent. The mechanism responsible for this linearity remains to be explained precisely.
3.2 The influence of the perturbation ε on the offset of
MMO's
As can be seen in Figures 5, 6 , the value of I at which the offset of MMOs occurs, via a transition to regular relaxation oscillations, is much less strongly dependent on ǫ than is the onset value. When a folded node exists, either MMOs or relaxation oscillations may occur. The selection between MMOs and relaxation oscillations is determined by whether initial conditions within the singular funnel of the folded node return back to 1 Recall that a folded saddle is defined by µ(I) < 0.
the singular funnel or not, under the global flow. In the singular limit, this transition is defined by δ(I = I r (τ h )) = 0. The global return mechanism here is relatively insensitive to ǫ, which gives rise to the weak effect of ǫ on δ(I, ε) = δ(I) + O(ε).
3. Let us consider the relation between µ, δ and ε under which Theorem 2.1 holds:
• µ = µ(I) has to be bigger than O( √ ε), i.e µ(I) ≫ √ ε, otherwise the maximal number of STOs is significantly perturbed away from s * .
• δ = δ(I) has to be bigger than O(ε In fact, the folded node exists for values I > I r (τ h ) beyond the transition to relaxation oscillations; it is the global return mechanism that causes a switch from MMOs to relaxation oscillations at I r (τ h ). The value µ(I) appears to be a monotone increasing function of I, as noted above. Table 3 .3 shows some of these values for τ h = 3: Next, consider the distance parameter δ = δ(I) with δ(I) ≥ 0 on the interval (I c , I r (τ h )). Numerical experimentation suggests that δ(I) is a monotone decreasing function of I, although we have no rigorous proof of this observation. Obviously, δ(I)
is a decreasing function close to I = I r (τ h ) since this is the transition value to relaxation oscillations with δ(I r (τ h )) = 0, but monotonicity on the whole interval (I c , I r (τ h ))
cannot be guaranteed in general. Table 3 .3 suggests that δ(I) is indeed a monotone decreasing function for τ h = 3.
A necessary requirement for Theorem 2.1 to hold is that both µ(I) ≫ √ ε and So, we estimate that ε < 10 −5 is required such that Theorem 2.1 can hold for some I value within (I c , I r (τ h )), whereas Theorem 2.1 cannot apply for any particular I value if ε > 10 −5 . Therefore, all the MMO patterns shown in Figure 5 (more precisely above the line ε = 10 −5 ) are considered as sub-maximal MMO patterns, for which not Theorem 2.1 but rather Theorem 2.2 applies. Similarly, almost all the MMO patterns shown in Figure 6 (τ h = 6) are considered sub-maximal as well, by the same argument. Several features of the data in Table 4 For example, in the case ε = 0.001 and I = 9.634, we observe a (periodic) 2 1 3 1 pattern.
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In Figures 5, 6 , it is also evident that more exotic MMOs, by which we mean those MMOs, such as the one shown in Figure 7, has not yet been developed and is out of the scope of this work. One main difficulty is that with increased ε the singular theory becomes less predictable. On the other hand, we may give an explanation why increasing τ h (for fixed ε) leads to more exotic MMOs.
Recall that a decreased µ value increases the number of subsectors associated with different numbers s of observed small oscillations in a L s pattern, but the size of these subsectors decreases as µ decreases (see Remark 3.1). Since the size of the subsectors is decreased and the number increased, there will be more subsectors in a small (fixed sized) neighbourhood of the strong canard. This enhances the possibility that trajectories visit many of these different subsectors and more complicated MMOs occur. In particular, to observe L s patterns with both L > 1 and s > 1, the return mechanism has to be very close to the strong canard, i.e. δ ≈ 0 is needed as well. The limiting values of I r (τ h ) for the transition from MMOs to relaxation oscillations (δ = 0) are given by e.g. I r (τ h = 3) = 9.7, I r (τ h = 6) = 15.6 and I r (τ h = 9) = 18.9. The corresponding µ values are given by µ(I r (τ h = 3)) = 0.031, µ(I r (τ h = 6)) = 0.027 and µ(I r (τ h = 9)) = 0.022, which suggests that µ(I r (τ h )) is a decreasing function of τ h . Therefore, we expect more exotic L s patterns with both L > 1 and s > 1 for increased τ h . For example, if we increase from τ h = 3 to τ h = 6 for fixed ε = 0.002, then we can find, e.g., a 1 2 1 1 1 1 2 2 MMO pattern for I = 14.5, a 2 3 MMO pattern for I = 14.32 (although this depends on initial conditions), and a 1 1 1 3 MMO pattern for I = 14.0. These patterns cannot be found for τ h = 3. If we further increase to τ h = 9
then we can, e.g., also find a 4 1 MMO pattern for I = 18.7, a 2 4 MMO patterns for I = 17.0, and a 1 1 1 4 MMO pattern for I = 16.6 (again depending on initial conditions). Figures 8, 9 show examples of extremely similar MMO patterns, of matching types, produced with τ h = 3 and τ h = 6, with ε = .007, by selecting different values of I. In particular, for τ h = 3, these patterns occur for I = 8, 8.5, 9, 9.3, with µ(I) = 0.021, .024, .027, .029 respectively, while for τ h = 6, the matching patterns occur for I = 11, 12.5, 14, 14.8, with µ(I) = .018, .022, .025, .026. Figure 9 shows that for larger τ h , there is a compression in the region of the phase space of (2.6) in which the subthreshold dynamics occurs for the same MMO type.
To understand the fact that larger I values are needed to produce a given MMO for larger τ h , note that µ decreases as τ h increases, e.g. µ(I, τ h = 3) > µ(I, τ h = 6) for fixed I. Indeed, small µ reflects a large separation of time scales associated with the h and n dynamics, as can be induced by increasing τ h from 1. Since µ = λ 1 /λ 2 for eigenvalues λ 2 < λ 1 < 0 from linearization of (2.6) about the folded node, small µ is associated with an approach to the folded node closer to its weak eigendirection, which promotes more STOs. As a result, to obtain a fixed number of STOs for a larger τ h , a smaller δ(I), and correspondingly a larger value of I, is needed. These smaller δ(I)
are reflected in the compression seen in the phase planes for τ h = 6, relative to those for τ h = 3, in Figure 9 . 
I fixed
Interestingly, for fixed I, a non-monotonic change in the number of STOs within MMO patterns can be observed as ε is increased. For example, Figure 10 Therefore the isoclines vary non-monotonically with ε, explaining the non-monotonic behaviour observed for fixed I.
Varying δ and µ independently
The above discussion describes how both the local characteristics of the flow of (2.6), such as µ, and the global return process, captured by δ, contribute to the selection of MMOs. Since this description is not rigorous, we performed an additional set of simulations to examine further the roles of µ and δ. Specifically, we experimented with varying δ while holding µ, and all other parameters, fixed, and vice versa. Since µ = µ(I) and δ = δ(I) are not independent of each other, we mimicked an independent Still larger numbers occur for ǫ < .001 as well; however, these are difficult to visualize due to their small amplitude. Indeed, the amplitude of STOs increases with ǫ. h ≪ 1, we measured δ simply in terms of differences in h coordinates. We took care to ensure that all initial conditions really were on P (L + ), so the error introduced by this approximation was quite small and did not account for the differences in STOs that occurred for fixed δ across different I values.
From these simulations, we see that trajectories lying a fixed distance from the corresponding strong canards for different parameter sets may belong to different MMO sectors and yield different MMO patterns. Similarly, trajectories at different distances from their strong canards may yield similar MMO patterns, as in Figures 8,9 . In summary, δ(I), measured relative to the strong canard, does not determine MMO patterns on its own. Rather, the return position relative to the subsector structure does the job, and both depend on I (via µ(I) for the subsectors in particular). The variety of arguments in the previous sections may appear to paint a confusing picture about the existence and selection of MMO patterns for system (1.4) with τ h > 1.
However, this picture can be summarized in terms of a few key results:
1. In the singular limit ε → 0, MMOs exist for I c < I < I r (τ h ) for τ h > τ e h . The folded node of (2.6) comes into existence as I increases through I c , the value of which is independent of τ h . The global return mechanism causes a switch from
MMOs to relaxation oscillations at I = I r (τ h ), which depends on τ h . terminates in a relaxation oscillation pattern. These trends can be understood through consideration of µ(I) and the distance δ(I) between initial conditions on P (L + ) and the intersection of the strong canard with P (L + ), as follows: a) As I, and hence µ(I), is increased, the rates of attraction to the folded node along the two stable eigendirections, given by the flow of (2.6), become more similar. Thus, when µ is larger, trajectories track less closely to the weak eigendirection, yielding fewer STOs.
b) It appears that δ(I) is a decreasing function of I. Thus, for larger I, the global return point is closer to the strong canard, which also leads to fewer STOs and promotes L 1 MMO patterns if δ(I) ≈ 0.
A rigorous theory of MMO patterns observed in singularly perturbed systems near folded nodes was developed in [7, 8] , which also explains observed Farey like sequences of such MMO patterns when the singular perturbation parameter ε is sufficiently small.
Since µ and δ tend to be small relative to ǫ for system (1.4), however, particularly as ε is made larger, L s MMOs with both L > 1 and s > 1, and various exotic MMOs, can appear. For example, the case µ = O( √ ε) (or smaller) has to be considered as a folded saddle-node case (µ = 0 in the singular limit). The general theory for MMO patterns in singularly perturbed systems near a folded saddle-node has yet to be developed and is part of future work. In particular, we are interested how mixing of different 1 s
MMOs (as shown in Figure 7 ) as well as L s MMOs, with both L > 1 and s > 1, may occur. A first approach to understanding the variety of (exotic) MMO patterns by a geometric singular perturbation analysis can be found in [11] , where the authors study a prototypical example with a folded saddle-node structure. Complex MMO patterns have recently been identified and explained in systems with a weakly unstable saddle-focus, near a transition between sub-and supercriticality of an associated Hopf bifurcation [12] . Future studies will be needed to understand the exotic features that we have observed in the HH system (1.4) with τ h > 1.
The exotic MMOs observed in Figures 5, 6 for ε sufficiently far from 0 cannot be directly explained by the existing singular perturbation theory, simply because the perturbation is too strong. Nonetheless, the results that we observe are consistent with the trends given by the singular limit analysis, which suggests that at least at a qualitative level, the mechanisms that generate MMOs and contribute to MMO patterns for larger ε are closely related to those that are understood near the singular limit.
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In the nondimensionalized HH system (1.1), the parameters are given bȳ , with k t = 1 msec, such that each t x is dimensionless. Finally, τ = t/k t , where t is the original time variable, in msec, in [1] .
