We study the 2D Navier-Stokes equations linearized around the Couette flow (y, 0) t in the periodic channel T × [−1, 1] with no-slip boundary conditions in the vanishing viscosity ν → 0 limit. We split the vorticity evolution into the free evolution (without a boundary) and a boundary corrector that is exponentially localized to at most an O(ν 1/3 ) boundary layer. If the initial vorticity perturbation is supported away from the boundary, we show inviscid damping of both the velocity and the vorticity associated to the boundary layer. For example, our L 2 t L
Introduction
We study the 2D Navier-Stokes equations linearized around the Couette flow in the periodic channel (x, y) ∈ T × [−1, 1]. In vorticity form, the equations are By symmetry, it suffices to consider only the case α > 0, which is the convention taken below. The case of y ∈ R with no boundary condition on u| y=±1 , gives the free equations
ω(0, x, y) = ω in (x, y).
(1.2)
These were solved by Kelvin in 1887 [29] ; see also [7, 32] and Section A. and (B) the inviscid damping of the velocity that provides some asymptotic stability independent of ν (noted first by Orr [43] ; see also [32] )
See Section 1.1.4 for notation conventions regarding f g (also, we use x = (1 + |x| 2 ) 1/2 ). Both effects are caused by the shear sending enstrophy to high frequencies linearly in time and are both associated with the continuous spectrum of linearized Euler. The enhanced dissipation is caused by the increased effectiveness of the viscous dissipation at high frequencies; see e.g. [1, 44, 46] . It has recently generated a lot of interest in the mathematics community, both in relation to hydrodynamic stability (see e.g. [3, 4, 7, 19, 25, 31, [48] [49] [50] and the references therein) and in relation to the stirring of passive scalars, where it has also been called relaxation enhancement ( [11, 13, 18] and the references therein). The inviscid damping is due to the negative order operator recovering the velocity from the vorticity. This effect is somewhat analogous to Landau damping in plasma physics (see the discussions in [6, 33, 42] and the references therein). In the absence of boundaries, the nonlinear dynamics near the Couette flow in 2D and 3D at high Reynolds number is reasonably well-understood but still some questions remain. See [3, 4, 6-8, 14, 32, 49] and the review article [5] . The presence of boundaries changes the picture significantly, in particular, the mismatch of the viscous and inviscid boundary conditions normally generates vorticity in a boundary layer that does not vanish in the inviscid limit. See [2, 20-22, 24, 30, 35, 36, 40] and the references therein. Often, the presence of such boundary layers leads to long-wave linear instabilities in channel shear flows even for flows that are stable at ν = 0; see e.g. [21, 22] in mathematics and [16, 53] in physics. This is not true for the Couette flow however, as was proved by Romanov in 1973 [45] . See [47] for earlier work and [37] for a more detailed Green's function expansion of the solution. Recently, the work [10] proved enhanced dissipation and inviscid damping results for the linearized 2D Navier-Stokes in a periodic channel (in x). We work also in this setting; the problem of understanding the fine dynamics of long-waves in an infinite channel remains open.
Finally, we remark that in the case ν = 0, the study of Couette flow in a channel is far more advanced. Classical works on the linearized problem are given in [9, 15] , for a modern treatment of optimal inviscid damping of linearized shear flows close to Couette see [55] . Nonlinear inviscid damping was recently proved in [26] for vorticity initially separated from the boundary (a requirement which is in some sense necessary [54] ). The harder study of non-Couette shears is also beginning to be understood for ν = 0, at least in the linearized case; see e.g. [27, 50-52, 54, 55 ].
Main results

Separated from the boundary
The first set of results detail the case when the initial perturbation vorticity is compactly supported away from the boundary. Note that this is not quite the same as the case studied by Maekawa in [35] , since here the background vorticity is still all the way against the boundary. Intuition suggests results should be stronger if the perturbation is away from the boundary, and our results confirm this by providing the strongest results thus far. The proof takes advantage of (A) a variation of a clever idea from [10] (see Section 2 below) for using the free evolution (1.2) to estimate resolvents; (B) optimal understanding of the inviscid damping and enhanced dissipation of (1.2); and (C) methods for obtaining precise estimates on Green's functions via Airy function asymptotics inspired by arguments in e.g. [21] [22] [23] [24] . See Remark 1.5 for more discussions on the refinements to the results of [10] that we provide in this case.
Note that when formulating the equations on the vorticity side, the no-slip boundary conditions imply (see also [10, 45] Here c is a (small) universal constant independent of α, ν. Define the decay rate (for some small universal constant δ determined by the proof and any small κ > 0), where ω f is the solution to (1.2) on (x, y) ∈ T × R and ω b is the boundary corrector, ω b satisfies the following estimates ∀δ sufficiently small (implicit constants depending on δ 0 , κ, p but never on t, α, or ν), (ii) inviscid damping of the vorticity: for p ∈ [1, 2] , there holds
and for p ∈ [2, ∞), there holds
(1.9)
(iii) inviscid damping and enhanced dissipation of the velocity
(1.10) Remark 1.2. Note that η ,1 ≥ 1 and hence (1.8a) and (1.7) imply the uniform-in-ν estimates
Remark 1.3. Note that (1.8a) provides the improved L ∞ y inviscid damping estimate at the cost of more regularity
Remark 1.4. Due to the special structure of L 2 , we can relax the regularity used in (1.8a) for p = 2 at the cost of a slightly different weight
where η * is given by
Note that the change is only visible in the regions away from the core of the boundary layer.
Remark 1.5. In [10] , the authors study the case of H 1 data against the boundary; see Section 1.1.2 for the results we obtain in that case. Under the different (basically stronger) assumption of vorticity initially separated from the boundary, Theorem 1.1 provides a number of stronger estimates than [10] . Our decomposition into ω f and ω b is significantly more precise: ω f is explicit and the weight in (1.5) provides precise localization of the boundary layer. The inviscid decay of the vorticity, provided especially by the p = 1 case of (1.8) is new, which shows that the total vorticity generated at the boundary is bounded and decaying independent of ν. In [10] an estimate which is suggestive of a slightly weaker version of (1.8a) at p = 2 is given. Our results also provide a variety of more minor improvements, such as providing higher L p estimates and combined inviscid damping and enhanced dissipation estimates in (1.8), (1.10), and (1.11). This latter estimate, (1.11), is also an improvement over the L ∞ y estimate provided in [10] in terms of damping.
Remark 1.6. In the p = ∞ case, we can also obtain the following estimate:
The proof is analogous to the case p ∈ [1, ∞), however, the extra logarithmic factor compensates for a divergence in the proof of Lemma 2.3 below.
Remark 1.7. Note that the weight (1.5) is exponentially large d(y, ±1) ≥ and that the boundary corrector is analytic-in-x depending only on δ, not on ν. This behavior is analogous to Maekawa's boundary layer decomposition [35] .
Many of the works on the inviscid limit on Navier-Stokes have studied the L 2 velocity convergence of the viscous problem to the inviscid problem as well as weak convergence of the vorticity to the inviscid evolution with an additional vortex sheet created at the boundary; see the classical work of Kato [28] and the works of [12, 34, 38, 39] and the references therein. See also the review article [36] . The following is a corollary of Theorem 1.1. The L 2 convergence of the velocity follows by an easy adaptation of Kato's criterion [28] and the formation of the vortex sheet follows from standard arguments [see e.g. Theorem 3.8 [36] ]. Corollary 1.8 (Vortex sheet in the inviscid limit). Let ω in;ν ∈ L 2 such that supp ω in;ν ⊂ (−1 + δ 0 , 1 − δ 0 ) for some δ 0 > 0. Let u ν and ω ν denote the velocity and vorticity of solutions to (1.1) with ν ≥ 0 with no-slip conditions if ν > 0 and no-penetration (u 2 | y±1 = 0) if ν = 0 and that these conditions are satisfied also by the initial data. Suppose that lim ν→0 ||ω in;ν − ω in;0 || L 2 = 0. Then for each T > 0 fixed,
, where the convergence is in L ∞ (0, T ; (H 1 ) * ). Here δ y=±1 denotes the Hausdorff measure of the lines {(x, y) ∈ T × R : y = ±1}.
Against the boundary: H 1 case
Under the assumption of H 1 regularity, a variation of the proof of Theorem 1.1 also yields analogous results without assuming separation from the boundary. Theorem 1.9 is similar to results in [10] , however, our decomposition yields more precise boundary layer localization, slightly stronger decay estimates, and the "nearly" inviscid damping of the vorticity captured especially by (1.12a) in the case p = 1. Finally, the proof is also a little simpler and more direct, combining ideas from both [10] and e.g. [21] [22] [23] [24] . Theorem 1.9 (H 1 data touching the boundary). Suppose ω in ∈ H 1 and satisfies the no-slip condition (1.4) at t = 0. Then if we write the decomposition
where ω f is the solution to (1.2) and ω b is the boundary corrector, ω b satisfies the following (with constants depending on p, κ), (i) uniform in time weighted estimates and enhanced dissipation for p ∈ [1, ∞)
(ii) inviscid damping of the vorticity: for p ∈ [1, 2] , there holds (η * ,p as in Remark 1.4)
Against the boundary: L 2 case
In the general case of arbitrary L 2 data, our results are considerably weaker, however, they are still new. We are currently unsure how to apply the methods used in Theorems 1.1 and 1.9 to obtain good results. Instead, we use contour integral methods more similar to those employed in [24] and the references therein. For t ≥ 1, we will use the following the weight, which is a slight variation of (1.5) in the limit p → ∞
(1.13)
On the initial layer t ≤ 1, we apply the following weaker weight that vanishes on the boundary
(1.14)
Theorem 1.10 (L 2 data touching the boundary). Suppose that ω in satisfies the no-slip condition 1 −1 ω in (α, y)e ±αy dy = 0. Then if we write the decomposition
where ω f is the solution to (1.2) on (x, y) ∈ T × R and ω b is the boundary corrector, ω b satisfies the following for all p ∈ [1, ∞] (implicit constants depending only on κ and p), 
Notation and conventions
We define x = (1 + |x| 2 ) 1/2 . The fourier transform in x → α ∈ Z and (x, y) → Z × R is defined via
We write f g (resectively f g) if there exists a constant C > 0 such that f ≤ Cg (respectively Cf ≥ g). In the entire paper, these implicit constants will NEVER depend on ν, α, or t (and hence also not on ). If we wish to emphasize the dependence of the implicit constants on certain other parameters β, γ, ... we write f β,γ,... g. We write f ≈ g if f g and f g.
For complex numbers c ∈ C we denote c = c r + ic i with c r , c i ∈ R. For the entire paper, we set the following branch cut convention: for z ∈ C, phz ∈ (−π, π) we take
iphz .
(1.16)
Outline and formulation of resolvent estimates
In this section we outline the argument and leave the details to be carried out in later sections.
Resolvent formulation and the Orr-Sommerfeld problem
As usual in linearized fluid mechanics, the analysis requires studying the resolvent. Define ∆ α = ∂ yy − α 2 , the linearized operator
and the resolvent operator R(α, z) as
Recall that the spectrum is defined as σ(
The semigroup is then expressed as the Dunford-Pettis integral (see e.g. [17] ),
Here γ±i∞ f (z)dz denotes a usual straight line Bromwich contour extending from γ + i∞ to γ − i∞. It is convenient to reformulate the integral to match more closely the approach to the inviscid problem as in e.g. [16, 51] . To that end, define c = iz/α and write (abusing notation and not renaming R)
Here iγ±∞ f (z)dz denotes a rotated straight line Bromwich contour extending from iγ − ∞ to iγ + ∞. Note this simply rescales and switches the convention about the roles of real and imaginary parts of the spectral parameter. As is standard for both the viscous and inviscid problems [16] , we next express R in terms of the solution of the Orr-Sommerfeld problem (known as the Rayleigh problem in the inviscid case). Define φ to be the streamfunction of the resolvent: R(α, c) ω in = ∆ α φ. Then we obtain the family of singular ODEs paramterized by both α ∈ Z and c ∈ C,
Derivation of boundary corrector
We next divide the resolvent into 'free' R f and 'boundary-corrector' R b contributions (and correspondingly the streamfunction)
where R f is chosen as the decaying solution to the Airy problem on the whole line
and R b = ∆ α φ b where φ b solves the homogeneous Orr-Sommerfeld problem with the suitable boundary conditions to ensure that φ = φ f + φ b satisfies the no-slip boundary conditions
Note that we will always be considering c ∈ C (usually with non-vanishing real and imaginary parts). The decomposition of the resolvent yields a corresponding decomposition of the evolution:
where ω f (t, α, y) solves the following 'free' evolution on the whole line y ∈ R,
The solution ω f of course does not satisfy the boundary conditions for t > 0; these are corrected by the latter term in (2.2). Optimal estimates on ω f are straightforward via Fourier transform (see Appendix A.1), hence the precise analysis of the boundary corrector is the remaining problem. We denote the boundary corrector ω b as
The homogeneous Orr-Sommerfeld problem (2.1a) has four linearly independent solutions: e ±αy and H ± (Y ), where H ± are expressed via Airy functions (see e.g. [16, 47] ), 
The use of such variables is standard for studying the Orr-Sommerfeld problem (see e.g. [10, 16, 21, 22, 45] and the references therein). The boundary condition (1.4) implies the analogous condition on the resolvent (see [45] or [10] )
Therefore, the boundary-corrector resolvent can be expressed in the following form
where a(c) and b(c) solve the following linear system (assuming for a moment that the system is solvable)
Denoting D(α, c) the determinant of the matrix (known as the the Evans function) we can solve this whenever D(α, c) = 0 and we have
The spectrum of the operator, σ(L α ), is precisely where D(α, c) = 0.
Evans function estimates
The first results one needs are quantitative lower bounds on the Evans function wherever one is drawing the contour integrals of the resolvent. First estimates were obtained by Romanov [45] , and more precise estimates (at least for |α| 1) were recently obtained by Chen et. al. in [10] . Naturally, we require estimates similar to those in [10] ; the specific estimates used in our work are sketched in Appendix B for the readers' convenience. The main estimate we use is essentially the following, see Appendix B for more precision. As in [10] , the proof is a more quantitative variation of Romanov's arguments [45] using precise Airy function asymptotics. See Section 1.1.4 for notation conventions of complex numbers and branch cuts. 6) with the following lower bounds depending on the region of the complex plane:
1.
Remark 2.2.
If α is large in the sense that α ν −1/2 , then by choosing c i = −(1 − κ)αν, the estimates above can be improved by dropping the 1 α factor. See Appendix B for more details.
The proof of Theorem 1.1: Initial vorticity supported away from the boundary
Step 1: Estimates via resolvents: For future notational convenience, define
Then, from formula (2.5), we can write the boundary corrector resolvent in terms of Φ ± for suitably defined kernels
We will use a variation of the clever idea due to Chen et. al. [10] , which leverages the observation that one can obtain good estimates on Φ ± through ω f , the free evolution solving (2.3). This works even better when the initial data is away from the boundaries. First, consider obtaining pointwise-in-time L p estimates on the vorticity as in (1.7). Choosing γ = −λ in (2.2), integrating in y, and applying Minkowski's inequality, there holds (denoting
where we use the notation −s = + if s = − and −s = − if s = +. To obtain the inviscid damping estimates on the vorticity in (1.8a), we apply the following analogous estimate:
and for (1.8b) we instead use the slightly different
For (1.9) we have similarly
Consider next the inviscid damping estimate (1.10), which does not follow from any of the estimates on the vorticity due to the logarithmic loss in (1.8b). To correct this shortcoming, we prove below in Section 4.2 that 13) in particular, the regularization in the Green's function for the Biot-Savart law permits us to reverse the order of integration on K ± . This is sufficient to remove the logarithmic loss.
Step 2: Estimates on
The following lemma summarizes the estimates available on K ± . These are obtained via Lemma 2.1 on the Evans function and asymptotics for the Airy functions comprising the kernels (in Section A.2).
Lemma 2.3 (Estimates on
K ± ). For p ∈ [1, ∞) and η ,p defined as in (1.5) and c i = −(1 − κ)αν − δ , η ,p K ± (·, · + ic i ) · + ic i L p y L 2 cr e −α ,(2.
14)
and for p ∈ [1, 2] there holds
15)
Step 2: Estimates on Φ ± For obtaining good estimates of (2.7), we use a variation of an idea appearing in [10] . First notice that by the definition of R f , we have
Therefore, by Plancherel's theorem for the inverse Laplace transform, we have
cr . Due to to the integral in y, the right-hand side admits optimal estimates via the inviscid damping of ω f and the separation from the boundary. If
x H −1 y ); see [32] and Section A.1. However, 1 y∈[−1,1] e ±αy is not H 1 at the boundary (nor uniformly bounded in α). To deal with this, we use the initial support to deduce that ω f stays away from the boundary except for a very small (in ν) contribution due to the viscous diffusion. The boundary contribution is wiped out by enhanced dissipation long before it can have a detrimental effect on the desired estimate. The approximate separation similarly also implies the exponential gain in α, (i.e the uniform real-analyticity in x). The following lemma is proved in Section 3.
and λ is as in (1.6), then ∃δ > 0 (depending on δ 0 , κ) such that the following holds
Lemma 2.4 together with (2.17), Lemma 2.3 (and (2.9), (2.10), (2.11), (2.12), (2.13)) complete the proof of Theorem 1.1.
2.5
The proof of Theorem 1.9: H 1 data against the boundary
This proof proceeds essentially as in Theorem 1.1, however, we replace Lemma 2.4 with the following variation. The lack of (2.18c) is precisely why we cannot currently obtain analogues for some of the corresponding estimates in Theorem 1.1. The following lemma is proved in Section 3
Lemma 2.5. For all ω in ∈ H 1 which satisfies the no-slip condition (1.4) at t = 0, there holds
2.6 The proof of Theorem 1.10: L 2 data against the boundary
In the L 2 case, the first few steps are identical to Theorems 1.1 and 1.9. In the case of rough data near the boundary however, the estimates on Φ ± seem much less advantageous. Instead, we take an approach more like that of e.g. [24] and the references therein and expand the full Green's function of the Orr-Sommerfeld equation explicitly. To this end, we apply the Green's function of the Orr-Sommerfeld equation on the whole real line R to represent R f in terms of ω in (see e.g. [16, 47] ). Applying Fubini's theorem gives an expansion of the form 20) where Γ α is a suitably chosen contour in the complex plane. The full representation of ω b can be found in Appendix A.4. Note that the free resolvent introduced additional powers of −2 via the Wronksian of H ± ; see e.g. [16, 47] . To prove estimate (1.15), we show that the operators corresponding to the kernels in the weighted Green's function, η (y)K j (y, z) as defined in (2.20) are bounded integral operators L p to L p via Schur's test. Specifically, we prove (for t ≥ 1)
Schur's test and (2.20) then yield (1.15). Note that the α factor is dominated by e −λt for t ≥ 1. Analogous estimates are also made for t ≤ 1 (see Section 6 for details). We decompose the contour integral into two parts: the dominant contribution is close to the continuous spectrum of the linearized Euler equation and the second part is a tail contribution bent into a standard trapezoidal shape. See Figure 2 .6 for a diagram. The inner contour Γ E is chosen to be the vertical line segment {c|c r ∈ [−1, 1], c i = −αν − δα −1/3 ν 1/3 }. Further from this contribution, we distinguish two cases depending on the distance to the boundary: d(y, ±1) ≥ 3/2 and d(y, ±1) ≤ 3/2 . In the first case, we use the straight contour {c|c i ≡ −αν − δα −1/3 ν 1/3 . In the second case, we further split the contour into two pieces, the connection region Γ ± co and tail region Γ ± t . The straight contour and the regions Γ ± co are treated by a variation of the method used near the continuous spectrum. In the tail region, we use the extra integrability coming from integrating e −αc i t in c i for t ≥ 1. For t < 1, the vanishing of the weight at the boundary allows to minimize the effect of this region for short times. See Sections 5 and 6 for details. In this section we prove Lemma 2.4. Let ψ ± be a smooth function such that
Note ∀δ sufficiently small (depending on δ 0 ), there holds
and note that ψ ± is supported in the complement of the interval
. Proof of (2.18a): First, we divide the integral based on the support of the initial data (suppressing the α dependence)
By Lemma A.1 and (3.1), for δ sufficiently small
which suffices for the treatment of T 1 in (3.2). Turn next to T 2 in (3.2), where we use that the vorticity is initially zero on the support of the integrand. First, we observe that |ω f | 2 is a subsolution of the heat equation,
which implies by the parabolic comparison principle
By Hölder's inequality and parabolic comparison (3.3) we have,
Using that |y − y | δ 0 on the support of the integrand we obtain for some δ > 0
where the last line followed by separately considering the cases ανt < δ 0 and ανt ≥ δ 0 . Next, we estimate the L 2 t norm of T 2 in (3.2). To this end, we decompose the integral into two regimes:
b,p ν p . Therefore, by Lemma A.1 we have the following ∀p > 0,
Note we also used that for all γ > 0, ∃C γ > 0 such that ν 1/3 α 2/3 t ≤ C γ + γνα 2 t 3 . This completes the proof of (2.18a). Proof of (2.18b): The time derivative estimate is slightly more complicated than (2.18a). We begin as before,
e λt ψ ± iαy ω f (t, y)dy
For the T 5 term, we note that it is (1 − κ)α 2 ν + δα 2/3 ν 1/3 times the integral in (3.2), so by adjusting δ ,
Terms T 1 and T 3 in (3.5) are treated as in (3.2) in the proof of (2.18a). Next, consider the treatment of the terms T 2 and T 4 . For T 2 we first integrate by parts in y and then we may treat as in the proof of (2.18a). Consider next T 4 in (3.5). We cannot integrate by parts in y due to the boundary. Instead we need to use parabolic smoothing to estimate ∆ α ω f and use the boundary separation to avoid losing regularity. We prove that for 0 < δ j = δ 0 2 −j and
Inequality (3.6) is a consequence of the following general estimate which follows from the heat kernel: for all γ > 0,
and Duhamel's formula,
Indeed, consider
∂ y e νt∆α/2 (1 I c δ 0
Analogous to the proof of (2.18a), estimates on I o follow from (3.7) and estimates on I c follow by the comparison principle (3.3). These imply
This is consistent with (3.6) as in the proof of (3.4) above by the exact formula in Appendix A.1. Applying the same arguments for each τ in the integral in II c and II o yields (3.6) for j = 1. The case j > 1 follows by iteration. With (3.6) proved, now consider the estimate of T 4 in (3.5). We apply an argument similar to that used to treat (3.4) . By (3.6) (and again applying estimates based on (3.3) for the first term),
600 2 νt e − 1 100
Therefore, similar to the argument in (3.4) we obtain
This completes the proof of (2.18b). Proof of (2.18c): We proceed as in the proof of (2.18a),
The term T 2 can be treated as in (2.18a), as the separation of support gains arbitrary powers of t. Consider next T 1 . By Fourier transforming in R (denoting y → η), Plancherel's theorem, shifting the integral in η,
Therefore, using the exact formula for the free evolution, (see (A.1)),
Proof of (2.18d): We proceed as in the previous estimates,
The treatment of T 1 and T 5 are essentially the same as (2.18c) (after adjusting δ ). The treatment of T 3 and T 4 follow as in (2.18b) as the separation from the boundary gains arbitrary powers of t. The term T 2 follows as in (2.18c) after integrating by parts in y (and adjusting δ ). We omit the repetitive details for brevity.
Proof of Lemma 2.5
Proof of (2.19a): Denote the profile g f = e iαyt ω f (t, α, y), which satisfies
To see (2.19a), first notice that
is suitably bounded for t 1, so without loss of generality, assume t > 1. Integrating by parts in y
We therefore have by Sobolev embedding,
By the exact formula from Appendix A.1 we see
, which implies (2.19a).
Proof of (2.19b): The proof of (2.19b) is a little more complicated. We have
The second term is treated as in (2.19a); indeed note that note that for t > 1 we have
To treat the first term in (3.9), first note that by maximal regularity, (note
For t > 1, we can treat the first term as in (2.19a) above (using the decay and parabolic regularization in Appendix A.1 to absorb the λ in front). Finally, consider the last term in (3.9). By κ > 0 and maximal regularity we have
Consider then t > 1 and recall (3.8),
By the exact formula in Appendix A.1 and applying the Fourier transform in both variables: for some δ > 0 there holds
and hence for t > 1 we have by (3.10),
which completes the proof of (2.19b).
Separated from boundary or H 1 : Estimates on the kernels
In this section, we prove Lemma 2.3. Recall from (2.8) the kernels
Recall also the weight defined in (1.5).
Proof of estimate (2.14)
We will separate low and high frequencies. Define C 0 = 2δ κ 3/4 ; the low frequency case is α 2 ν ≤ C 0 and the high frequency case is α 2 ν > C 0 . The low frequency case α 2 ν ≤ C 0 : By Lemma B.1, the following holds (recall here c = c r + ic i with c i = −λ/α),
We estimate the first term T +,1 in (4.3). We distinguish between two possible cases: p ∈ [1, 2] and p ∈ [2, ∞). In the first case p ∈ [1, 2], we estimate using the definition of the weight η ,p ≡ 5) , the H ± estimates (A.5), the A 0 estimate (A.9) and Lemma A.5, we have that 
Combining the H ± estimates (A.5), the A 0 estimate (A.9) and Lemma A.5, and applying an argument similar to that used in the p ∈ [1, 2] case, we obtain 
Next we estimate the T +,2 term in (4.3). Combining the H ± estimates (A.5), the A 0 estimate (A.9) and Lemma A.5, we have that
Re(Y 3/2 e iπ/4 −(
dy.
Next we need to gain from the exponential factor. On the support of the integrand, we have the following inequality (proved, for example, by differentiation), (recall definition (1.5)), we obtain
Next we estimate the T +,3 term in (4.3). Combining the definition (1.5), the H ± estimates (A.5), the A 0 estimate (A.9), Lemma A.5 and the monotonicity relation (4.6) (which holds on the support of the integrand), with an argument similar to that used to estimate T +,2 implies there exists a universal constant C such that
Observe that the constraint c r ≥ y yields the relation | − 1 − c r | ≥ y + 1. Combining this fact and y + 1 ≥ , we choose c small enough in the weight η ,p to obtain that
This completes the estimation of all the T +,· terms in (4.3).
Next we estimate the T −,1 term in (4.3). As in the treatment of the T +,1 term in (4.3), we distinguish two cases: p ∈ [2, ∞) or p ∈ [1, 2] . In the case p ∈ [2, ∞), applying Hölder's inequality and Fubini's theorem, we obtain (denoting θ = 
In the c r ≤ y case, |A 0 ( −1 (−1 − c r + δ i))| −1 becomes super-exponentially large and |H − (Y )| becomes super-exponentially small, hence we use a different asymptotic expansion here. Combining the definition of the weight η ,p (1.5), the H ± estimates (A.5), the A 0 estimate (A.9) yields
Re(Y 3/2 e iπ/4 ) dY r dc r Re((
The first term is treated by direct integration. For the second term, we gain a fraction power of −1−cr + δi by integrating Y r first. Indeed, Lemma A.5 implies
This completes the case p ∈ [2, ∞). Combining the treatments of the T +,1 term for p ∈ [1, 2] and T −,1 for p ∈ [2, ∞) gives the desired estimates on T −,1 for p ∈ [1, 2] . This completes the estimation of the T −,1 term in (4.3).
For the remaining T −,2 and T −,3 terms in (4.3), we separate into two cases, c r ∈ [−1, 1] and c r ∈ (−∞, −1), based on the following consideration. For the T −,· terms, the domain of c r is restricted such that the argument of H − has positive real parts, i.e. Y r = y−cr ≥ 0, so the factor |H − (Y )| is exponentially decreasing. As a result, as long as the growth of the |A 0 | −1 is properly controlled, the estimates follow. In the case c r ∈ [−1, 1], since −1−c r is less than 0 and δ is chosen small enough, there holds A 0 −1−cr + δi 1. For the case c r ∈ (−∞, −1], we use the lower bound on A 0 −1−cr + δi in (A.9) and a similar argument to the treatment of T +,2 and T +,3 in (4.3). Consider first T −,2 in (4.3), we decompose the integral into two parts: To estimate the T −,22 term in (4.8), we combine the definition of the weight η ,p (1.5), the H ± estimates (A.5) and the A 0 estimate (A.9) and use the same argument as in the estimate of the T +,2 term (4.7) to get
Re[(
y+1 Re[(
For the last term T −,3 in (4.3), we apply the definition (1.5) and decompose the integral into four parts:
To estimate the T −,31 term in (4.9), the definition of the weight η ,p (1.5), the H ± estimates (A.5)and the A 0 estimate (A.9) to get T −,31 Re[(
where the last estimate followed by choosing the c small compared to C −1 . Next, we estimate the T −,33 term in (4.9), combining y − c r ≤ Re[( 12) where the last line followed by choosing the constant c sufficiently small. Finally, we estimate the T −,34 term in (4.9), we combine the fact that Y r = y−cr ≥ y+1 2 in this region, the H ± estimates (A.5) and the A 0 estimate |A 0 | 1 (A.9) to get
Combining all of (4.9), (4.10), (4.11), (4.12) and (4.13) completes the estimate of T −,3 . This completes the proof of (2.14) for K +,1 . We next give a brief sketch of how to treat the remaining terms in (4.1) and (4.2). First, the treatment of K +,1 extends analogously to cover K −,1 . The treatment of the K * ,2 terms are analogous with some minor changes. First, the decomposition of the y integrals will be into A) y
Seceond, we apply the fact that Ai(y) = Ai(y) to rewrite H + (Y ) = Ai(e 5πi/6 Y ) as Ai(e −5πi/6 Y ) = Ai e πi/6 cr−y + δi . Finally we observe the following monotonicity :
Re(e iπ/4 ( cr −y +δi) 3/2 ) e 2 3
Re(e iπ/4 (
After applying these observations, the treatment of the K * ,2 terms follow analogously to the K * ,1 terms with only minor changes. The details are omitted for the sake of brevity. The high frequency case α 2 ν > C 0 : First, note that C 0 is chosen such that (1 − κ 2 )α 2 ν ≥ (1 − κ)α 2 ν + δα 2/3 ν 1/3 . Therefore, by proving the slightly stronger estimate in this region using λ = (1 − κ 2 )α 2 ν we obtain the desired result. Hence, it suffices to use this slightly stronger λ here. After one makes this shift, the difference between low and high frequency cases is mainly a matter of different complex phase book-keeping. After this shift, the range of interest for c is c ∈ {c = c r + c i |c r ∈ R, c i = −(1 − 
where the supremum is taken over Γ := {c = c r − (δ + (1 − κ)αν)i, c r ∈ (−∞, ∞)} in the last line. We further decompose the K ± as K +,1 , K +,2 , K −,1 and K −,2 as in (4.1), (4.2). The estimates are all analogous, so we simply consider the case K +,1 .
Analogous to (4.3), we apply Lemma B.1 and decompose the integral We estimate each term of (4.14) and show that they are of order 1.
First we estimate the T 1 ±,1 terms in (4.14). Combining the H ± estimates (A.5) and the A 0 estimate (A.9), we apply a similar argument to the estimate of T +,1 term in (4.3) to obtain that
The estimate of the T 1 −,1 is similar to that of T −,1 in (4.3). We omit the details for the sake of brevity. Next, we estimate the T 1 ·,2 terms in (4.14). Combining the H ± estimates (A.5), the A 0 estimate (A.9) and Lemma A.5, we have that there exists a universal constant C such that
The estimate of T 1 −,2 , is similar to that off T −,2 in (4.3). We omit the details for the sake of brevity. Finally, we estimate the T 1 ±,3 terms in (4.14). The estimate of T 1 +,3 is similar to that of T +,3 in (4.3). Combining the H ± estimates (A.5), the A 0 estimate (A.9), and the fact that 1 + c r ≥ on the support of the integrand, there exists a universal constant C such that The estimate of the T 1 −,3 is similar to the estimate of T −,3 in (4.3). One can decompose the supremum in c r into the c r ≤ −1 case and the c r ∈ [−1, 1] cases and apply different estimates of H ± and A 0 to get the desired estimates. We omit the details for the sake of brevity.
The high frequency case α 2 ν > C 0 : As in Section 4.1 we use the slightly stronger λ = (1 − This concludes the proof of (2.16). The proof of (2.15) follows from a combination of the arguments used to prove (2.16) and those used to prove (2.14). We omit the repetitive details for the sake of brevity. This concludes the proof of Theorem 1.1 and Theorem 1.9.
L 2 case: Resolvent estimates near the continuous spectrum
Here and in Section 6 we prove estimates (2.21) for the kernels defining the boundary vorticity in (2.20); see Appendix A.4. We treat low and high frequencies the same for t ≥ 1 by using the stronger λ = αν + δα 2/3 ν 1/3 . As the treatments of all the kernels are essentially the same, we focus only on K 1 and briefly explain the others. We divide the desired estimates into two contributions based on Γ α (see Section 2.6):
where
} ("nc" means "near continous spectrum" and "fc" means "far from continuous spectrum"). In this section we estimate K * ;nc , in Section 6 we estimate K * ;f c .
Step
The first step we estimate the kernel corresponding to R f , dividing into three contributions based on c r
We estimate the first term I 1 in (5.1). Applying the estimates on the H ± functions (A.5) yields
Re(Z 3/2 e iπ/4 ) e Re(R 3/2 e iπ/4 ) dR r dZ r e α .
Next we estimate II 1 . Applying Lemma A.5 gives
Re(R 3/2 e iπ/4 ) e Re(Z 3/2 e iπ/4 ) dR r dZ r
Finally, we estimate the III 1 term in (5.1) using Lemma A.5 and estimate (A.5),
Re(e iπ/4 R 3/2 ) e 2 3
Re(e iπ/4 Z 3/2 ) dR r dZ r
Re(e iπ/4 Z 3/2 ) e 2 3
Re(e iπ/4 Z 3/2 ) dZ r e α ln 1 + |c r | . 
We further decompose the integral above into three regimes
2)
The treatment of T 1 in (5.2) is similar to the estimate of T +,1 in (4.5), (4.4) in Section 4. Recalling the definition of η in (1.13), the estimates of A 0 (A.9), and H ± (A.5), we estimate T 1 as follows
Re((
Re(Y 3/2 e iπ/4 ) dc r + sup
Next we estimate T 2 in (5.2). The argument is similar to that used to estimate T +,2 , i.e., (4.7), in Section 4. Combining (A.9) and (A.5), the definition of η (1.13), we have that ∃C > 0 (universal) such that
Next we estimate the term T 3 in (5.2), which are similar to those made on T ±,3 in (4.3). Dividing into three contributions:
By (A.9) and (A.5), the definition of η (1.13), that |c r − y| ≤ y+1 2 implies that |c r + 1| ≥ y+1 2 , we have (choosing also c small),
Using Y r = y−cr ≥ y+1 2 , the lower bound |A 0 | 1 (A.9) and (A.5), we have (choosing c small),
Re(Y 3/2 e iπ/4 ) dc r ln −1 e −λt .
For T 33 , since c r ≥ y, we have | − 1 − c r | ≥ y + 1. We apply the same argument used to treat T +,3 in (4.3) in Section 4. Combining (A.9), (A.5), (1.13) and choosing c completes the desired estimate, which is omitted for the sake of brevity. Combining the estimate of T 3 with (5.2), (5.3) and (5.4) yields (2.21a).
Step 2: Weighted estimate
As above, we estimate the contribution associated to R f first. Subdividing into the three natural contributions:
We estimate the term I 2 in (5.5). Since the function H + (Z) is small when Z r ≤ 0 and H − (R) is small when R r ≥ 0, this term is small. Indeed, applying (A.5) implies
Re(Z 3/2 e iπ/4 ) e Re(R 3/2 e iπ/4 ) dR r
Re(Z 3/2 e iπ/4 )
For II 2 we apply Lemma A.5:
Re(R 3/2 e −3iπ/4 ) dR r e Re(Z 3/2 e iπ/4 )
The estimate on III 2 is similar and is omitted for brevity. Combining the above with (5.5), we have
, and d(y, ±1) ≥ allows to apply the same method we used to prove (2.21a). The details are omitted for brevity.
Comments on remaining terms: The first four terms, K 1 , .., K 4 are roughly analogous. To treat the latter four terms, one needs to take advantage of the fact that Ai(y) = Ai(y) to rewrite H + (Y ) = Ai(e 5πi/6 Y ) as Ai(e −5πi/6 Y ) = Ai e πi/6 cr−y + δi . Note also the inequality Re(e iπ/4 ( cr −y +δi) 3/2 ) e 2 3
Re(e iπ/4 ( cr −1 +δi) 1/2 ( cr −y +δi)) , c r − 1 ≤ c r − y ≤ 0.
Using these observations, treating the last four terms is then analogous to the first four; the details are omitted for brevity.
6 L 2 case: Resolvent estimates in the tails and connection zones 6.1 General set-up of the tail and connection zones (t ≥ 1)
For t geq1, as in Section 5, we use λ = α 2 ν + δα 2/3 ν 1/3 . Recall from Section 2.6 that the contours defining the K j in (2.20) are chosen to depend on y. Indeed, if d(y, ±1) ≥ 3/2 we use the straight contour
To treat these contributions one then deduces
These estimates are roughly analogous to that performed in Section 5, and we omit the details for the sake of brevity. If d(y, ±1) ≤ 3/2 , i.e. the core of the boundary layer, then we further adjust the contour. We first define the connection region Γ ± co :
(the subscript 'co' denotes 'connection') where the Γ ± j sub-segments are defined as follows for an angle θ such that |tan θ| < Note the Γ ± j are straight lines. Next we define the tail part of the contour:
Here the subscript 't' denotes the 'tail' and the superscripts '+, −' denote the upper half and lower half of the tails, respectively. Recall the sketch of the contour in Figure 2 .6 in Section 2.6. We next sketch how to estimate the resolvent in the connection and tail regions. We first consider the t ≥ 1 case. First, since the Γ ± 1 regions are close to the continuous spectrum of the Euler equation, we can estimate the resolvent in the same way in Section 5; hence these contributions are omitted. For the second piece, Γ ± 2 of Γ co , we choose the length so that the loss is essentially logarithmic (see e.g. (6.6) below). In the tail region Γ ± t , the factor e αc i t in the resolvent provides integrability in c for t ≥ 1. For the initial time layer, i.e., t ≤ 1, we choose again the straight contour Γ α := {c|c i ≡ −αν − δα −1/3 ν 1/3 }. Here, we use the weaker weight η in (1.14) to compensate for the loss of integrability as c approaches infinity in the boundary layer contribution. Away from the boundary layer, the estimates proceed as in the case t ≥ 1.
In the remainder of the section, we provide a few more details on the above sketch.
Connection and tail estimates
Here we focus on the case d(y, ±1) ≤ 3/2 . We decompose the proof into three steps:
, that is we write
As in Section 5, we only treat the case K 1 ; the other kernels are similar and are omitted for the sake of brevity.
Step 1: Estimate on K ± 1,1 . Recall that we consider d(y, ±1) ≤ 3/2 , hence η ≡ 3/2 . As a result, it suffices to prove:
(6.1)
As in Section 5, the first step is find estimates corresponding to the free resolvent. In this case, these are:
After replacing Lemma A.5 by Lemma A.6, the proofs of (6.2) and (6.3) are similar to the estimates of I 1 , I 2 , I 3 and II 1 , II 2 , II 3 terms in (5.1) and (5.5). Hence, the arguments are omitted for the sake of brevity. The remaining estimates required for (6.1) are essentially the same as that found in Section 5 and are hence omitted for the sake of brevity.
Step 2: Estimate on K Re((
This is proved by using monotonicity in the exponent and applying Y ≈ −1−cr + −c i −αν i for c ∈ Γ + 2 . As in (6.1), it suffices to prove
The proof is similar to the arguments in Section 5 with some minor modifications. Consider simply the first term, which is the one that requires a more different treatment.
Combining (6.2), (A.9), (6.4), Lemma B.1 and Lemma A.6, we obtain that This is consistent with (6.5).
Step 3: tail region Γ ± t estimates. Since the tail contour Γ ± t has the same slope as the connection contour Γ ± 2 , the main estimates are similar and so are omitted for the sake of brevity. The primary gain here comes from the e αc i t . The easest way to use this is to note that for t ≥ 1, Combining this with the arguments in Γ ± 2 and are hence omitted for the sake of brevity.
Initial time layer estimate t ≤ 1
In this subsection, we estimate the semigroup in the initial time layer. As in Section 4, we treat the high modes α 2 ν ≥ C 0 differently from the low modes α 2 ν < C 0 . We will focus on the low mode treatment α 2 ν < C 0 ; the high mode treatments are done analogously using the same shift as in Section 4 and we hence omit this argument for the sake of brevity. Recall (2.20) and the choice Γ α = {c|c i = −(1 − κ)αν − δα −1/3 ν 1/3 } for t ≤ 1. The problem is for |c r | 1 and hence we divide the kernels as follows:
we sketch only the case K 1 ; the other K j are analogous.
To estimate the initial time-layer via Schur's test, it suffices to deduce
To see why the vanishing weight η in translates to a gain, we treat as an example
the other estimates are similar or easier. Using (1.14), (A.9), Lemma B.1, and Lemma A.5 we deduce
Re(Y 3/2 e πi/4 ) ln |c r | + 1 dc r + 1
Re( y+1 ( −cr −1 +δi) 1/2 e iπ/4 ) ln |c r | + 1 −1 dc r + 1
1.
The remaining estimates are analogous and are hence omitted for the sake of brevity.
A Technical lemmas
A.1 The free evolution
Let us briefly recall the properties of the initial value problem
Via Fourier transform in both variables (x, y) → (α, η) we derive (see [7] for a modern treatment),
The following lemma quantifies the enhanced dissipation and inviscid damping.
Lemma A.1. There holds the pointwise-in-time enhanced dissipation estimate
there holds the time-averaged inviscid damping and enhanced dissipation e να 2 t+ 1 12 
which completes the proof of (A.4).
Proof. Recall the definition of the H ± in (2.4). For |z| 1, (A.5) follows since |H ± | 1 on bounded sets. For |z| larger, we apply the asymptotic expansion for |z| → ∞, |phz| < π − ζ, for any ζ > 0 (see e.g. [41] ):
Note that for the second and fourth inequalities, one must be careful to treat the branch cut (1.16) correctly. For the estimates (A.6), the proof is the same. One only needs to be careful with the fact that now the phase is ph(z) ∈ (−π, 0) since z r < 0.
In addition to the standard Airy functions, we also require the integrated version used by Romanov [45] ,
where for definiteness we take the contour to be the straight line connecting ze iπ/6 to 0 and then the ray connecting 0 to i0 + ∞. The following property of A 0 proved by Romanov [45] is crucial.
Lemma A.3. [Lemma 2 and following remark, [45] ] The function A 0 (z) has no zeros in the sector −π ≤ ph(z) ≤ 2π/3 and in the half-plane {z|z i ≤ δ 0 } for some universal constant δ 0 > 0. Moreover, the following quantity a is strictly positive a = a(δ) = − max
We also have the following lower bound of A 0 , which also follows from [(3.4) [45] ]; see also [47] .
this follows by e.g. differentiation. Next, we decompose the integral in (A.10a) into two parts:
Re((Rr+δi) 3/2 e iπ/4 ) dR r =
Re((Rr+δi) 3/2 e iπ/4 ) dR r =:
First consider T 2 . Combining (A.12) and the following relation on the integration interval,
together with δ ≤ 
The Langer variables are
Then the following estimates are satisfied (recall also (1.16))
Re(
Re((Zr+iZ i ) 3/2 e πi/4 ) , Z r ≥ max 0, −1 − c r ;
Re((Zr+iZ i ) 3/2 e πi/4 ) , Z r ≤ min 0, 1 − c r ;
Re((Zr+iZ i ) 3/2 e iπ/4 ) , Z r ≥ 0;
B Estimates on the Evans function B.1 Evans function estimates
The main goal of this section is to prove the following lemma, which in term implies Lemma 2.1.
Lemma B.1. There exists a universal ν 0 such that for ν ∈ (0, ν 0 ], the Evans function D(α, c) is non-zero except in the region z ∈ C z i < −αν − δα −1/3 ν 1/3 , for δ < δ 0 (a sufficiently small universal constant). Moreover, the following bounds are satisfied.
(i) For any c ∈ {c ∈ C|c = c r − iαν − iδα −1/3 ν 1/3 , ∀c r ∈ (−∞, ∞)}:
Moreover, there holds
(ii) For α 2 ν ≥ C 0 and c ∈ {c ∈ C|c = c r − i(1 − κ)αν, ∀c r ∈ (−∞, ∞)}:
By definition (2.4a) for the spectral parameter c on the vertical line c i ≡ −αν − δ we get
Define also the function u(z, t)
Step 1: Rephrasing the lower bound (B.1). First, we show that the lower bound of the Evans function |D(α, c)| (B.1) is follows from the follwing:
for some fixed universal constant q > 0. To this end, we first note that the lower bound (B.1) is implied by the relations:
e αw Ai(e iπ/6 w − id )dw ; (B.10)
e −αw Ai(e i5π/6 w − id )dw . A 0 (C j + t) A 0 (C j ) dt + e 2α A 0 (C j + 2 )
A 0 (C j ) − 1 , j = 1, 2.
Combining it with the definition of u (B.8), we obtain the result (B.9).
Figure 2: domain of interest
Step 2: Proof of the inequality (B.9). Recalling from [45] , we obtain |u(C j , t)| = exp where a is defined in (A.8). Next, we square both sides of (B.9) (note both sides are positive), use u(C j , 2 −1 ) = −e −2a/ and the upper bound (B.13), to obtain that the following implies (B.9), As a result, the following lower bound of the function F yields the inequality (B.9)
F α, a > 1 + q 4(1 + q) e α sinh α + e 2a/ e α sinh α .
(B.14)
The remaining part is devoted to proving this lower bound. Recall some properties of the function F from [45] . The function F (α, β) is decreasing in terms of α and is increasing in terms of β. Next we distinguish between two regimes: K sufficiently large such that Ka ≥ 100 where a is defined in (A.8), we define 1) Low modes: α ≤ Ka; (B.15) 2) High modes: α ≥ Ka.
In the low mode case 1), to derive the lower bound, we consider the minimum of the function F (α, β) in the domain (here B K is a constant chosen sufficiently large relative to K) D := {(α, β)|β ≥ B K , Kβ ≥ α, α ≥ 1}. which implies (B.14).
Step 3 To prove the inequality (B.19), we distinguish between the high modes and low modes (B.15) again. If α is small, i.e., α ≤ Ka, the inequality (B.19) is satisfied if b is small b ≤ e α |A 0 (C j )| (K + 1)2 .
For the high modes α ≥ Ka ≥ 100, the inequality (B.19) holds if
b ≤ e α a|A 0 (C j )| 2(α + a) ≈ e α |A 0 (C j )| α .
Combining the estimates in different regimes, we obtain that (B.2) and (B.3) hold as long as the lower bound b in (B.17) is smaller than b e α |A 0 (C j )| α .
Combining it with the asymptotic expansion of A 0 in Lemma A.4 yields the estimate (2.6). This completes the proof part (i) of the lemma.
Step 4: Part (ii) -Proof of the inequalities (B.4), (B.5) and (B.6) in the high mode case. Let us comment on the proof of (B.4), (B.5), and (B.6). Here we use the observation [(3.5), [45] ]: for sufficiently large R > 0, and for all z in G R := {z||z| ≥ R, −13π/12 ≤ phz ≤ π/12}, the following inequality holds for some universal constant B > 0, 
Re
B.2 Evans function estimate in the connection region
Recall the contours Γ This completes the proof of (B.21); the rest of the argument follows similarly to Lemma B.1.
