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For the most part, solutions to the problems of making 
inferences about the parameters in the Weibull distribution 
have been limited to providing simple estimators of the para-
meters. Little has been known about the properties of the 
estimators. In this paper the small and moderate sample 
size properties ·of the maximum likelihood estimators are 
studied and their superiority is established. The problem 
of making further inferences which are based on the maximum 
likelihood estimates of the parameters is then considered. 
The inferences that are presented can be divided into 
those based on a single sample and those based on hvo inde-
pendent sampies from Weibull distributions and include solu~ 
tions to the standard problems of interval estimation and 
hypothesis testing. In addition tolerance limits and con-
fidence limits on the reliability are given. These proce-
dures are accomplished by .the discovery of certain pivotal 
functions whose distributions can be obtained by Monte Carlo 
methods. Although the distributions are only tabulated for 
complete samples the procedures which are presented can be 
extended to the case of censored sampling since for this 
type of sampling the basic functions remain pivotal. 
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I. INTRODUCTION 
A. The Weibull Distribution 
In 1951, the Swedish Engineer W. Weibull advanced a 
statistical distribution \-lhich had been found to provide 
a good model for a variety of fatigue studies, [1]. The 
Weibull cumulative distrib6tion function is given by 
{
1 - Exp [- (x-G) c /b c] for x ">-- G, b ~ 0, c::;. 0 
W(x;G,bfc) = (1) 
0 otherwise 
Here G will be ~eferred to as the location parameter, b 
as the scale parameter and c as the shape parameter. 
Wl1cn c=l, the Weibull distribution reduces to the ex-
ponential distribution which has enjoyed wide use as a reodel 
in rnany failure studies. To some exte~t this popularity is 
due more ·to its simplicity than to its appropria·teness as a 
model since the exponential distribution has the property 
that the pY:obabili ty of failure of a component for any given 
interval is independent of its age at the beginning of the 
interval. This property can be expressed by saying that the 
failure rate is constant. On the other hand, the t•reibull 
distribution has the property that for c > 1 its failure 
rate is an increasing function of its age and for c < 1 its 
failure rate is a decreasing function. This flexibility 
along with its success as a model in empirical studies by 
such men as Weibull [2], Freudenthal and Gumbel [3], and 
Lieblein and Zelen [4] has brought it into wide use as a 




Iil what follows i.t wi 11 be assumed in equation ( 1} that 
the location parameter is known but that the scale and shape 
parame:ters are both unknown. In this case it can be assumed 
that G=O so that from (1} the Weibull density function may be 
written as 
-c c-1 c 
w(x;b,c} = cb x Exp[-(x/b) ] I X > 0. {2) 
'!'he problem of making inferences about the population 
becomes then a problem of making inferences about the un-
known parameters b and c. In all cases these inferences 
A 
will be based on the maximum likelihood estimators, b and c, 
which satisfy (see, for example, Leone et al [5]) the 
equations 
I: c ln (x.) x. 
n ~ ~ 
+ I: ln (x.) 0 - n = A ~ 




"' (I:x.c/n)l/c b = ~ (4) 
where x., i=l, 2, .•• , n, represent a sample from a Weibull 
~ 
distribution. 
The inferences which are presented can be divided into 
those based on a single sample and those based on tv.To inde-
dent samples from Neibull distributions. In the case of the 
single sample t.he maximum likelihood estimators are compared 
with other estimators available and unbiasing factors for the 
3 
estimate of the shape parameter are given. Confidence int.er-
vals for each parameter with both parameters assumed unknown 
are presented. From these, tests of hypothesis are easily 
obtained. In the case of the test of c=c0 against c=cA the 
power is given as a function of cA/c0 and n. The power of 
the test of b=b0 against b=bA is given as a function of 
~A/b0)c and n. In addition, the distribution of the maxi-
mum likelihood estimator of the reliability is studied. 
Exact lower confidence limits are given and are compared 
with those given by Johns and Lieberman [6]. y probability 
tolerance limits for proportion S are also derived and tabled 
as a function of n, y, and S. 
In the case of two independent samples, a test of the 
·equality of the shape parameters in two Weibull distributions 
with the scale parameters unknown is given. Tests for the 
equality of the scale parameters are also presented along 
\vi th a procedure for selecting the Weibull process with the 
larger mean life. 
In each case the inferences are made possible by the use 
of Monte--Carlo methods to generate the distributions of cer-
tain pivotal functions. Tables containing the percentage 
points of t.he generated distributions are given in Appendix A. 
A discussion of the numerical methods and the accuracy of the 
results is included. 
c. Revie~l'l of the Literature 
---------
Since the maximwn likelihood estimators have not been 
obtained in closed form, most of the published 't'lork on the 
4 
Weibull distribution has been concerned with presenting 
simple point estimators. A.lllcng them are estimators given by 
Gumbel [7], Menon [8], Miller and Freund [9], and Antle and 
Bain [10]. A comparison of these estimators is also made in 
[10]. The maximum likelihood estimators have been obtained 
by Leone et al [5] and also by Cohen [11] and Harter and 
Moore [12]. However, no extensive comparison has been made 
between the maximum likelihood estimators and the obhers. 
The distributions of these estimators has not been obtained 
and little has been given on their properties for small and 
moderate sample sizes. 
Very li t·tle has been done with regard ·to confidence in-
tervals for the parameters or tests of hypotheses. Bain and 
Weeks [13] have provided confidence intervals for each para-
meter \vi th the other parameter known based on a single order 
statistic, and confidence intervals for b based on tJ1e maxi-
mum likelihood estimator of b with c known. Harter and Noore 
[12] give confidence intervals for b based on the maximum 
likelihood estimator of b with c known for censored samples. 
Johns and Lieberman [6] have given exact confidence 
limits on the reliability which are asymptotically efficient. 
The procedure is valid for censored sampling. 
The only work on the two sample problems in the Weibull 
distribution is due to Qureishi [14] and Qureishi, Nabav.ian 
and Alanen [15]. These papers give procedures for selecting 
the Weibull process with the larger mean life when the shape 
parameters are equal. 
II. INFERENCES BASED ON A SINGLE SAMPLE 
A. Estima·tion of c (b unknown) 
1. Confidence Intervals for c 
In what follows, c 11 is used to denote the maximum like-
lihood estimator of c when in fact the sampling is from a 
Weibull distribution with b=l and c=l, i.e. a standard ex-
ponential distribution. The following theorem which was 
noted in [10] will be useful. 
Theorem A: ~/c is distribut~d independently of b and c and 
,. 
has the same distribution as c 11 • 
Proof: Let y. , i=l, ... , n, be a random sample of size n 
~ 
from a standard exponential distribution and x., i=l, ... ,n, 
1. 




_ b ( ) 1/c 
- y. . Now c, the maximum likelihood est.imate based 
~ 
on the x. 's, satisfies (3). But if (3) is expressed in terms 
1. 










r ln {y.) 
~ 
= 0. {5) 
But the solution of (5) for c/c is the same as the solution 
of 
n r 
y.cll ln (y.) 
1. ."l 
+ r ln (y. ) = 0, (6) - n 1. 
ell E y.ell ~ 
,. A A 
for ell" Thus c/c = c 11 whenever c and ·ell are based on 
samples related in the manner rlescr.ibed above, and it follows 
A 
that c./c has the same distribution as e 11 • 
6 
T~e distribution of c 11 was obtained by Monte Carlo 
methods. Table Al contains percentage points of the distri-
bution of c 11 which can then be used to construct confidence 
intervals for c with b unknown. 100(1-y) percent confidence 
"' " intervals will be of the form (c/t 2 , c;t 1 ) where t 1 and t 2 , 
from Table Al, are such that 
2. Unbiased Maximum Likelihood Estimator of c 
'l'heorem A confirms the feeling expressed by Leone et 
"' 
al [5] that the percent of bias in c is independent of the 
" true value of c and b. The generated distribution of c 11 
"' provides the factors B(n) such that E[B(n)c] = c. These 
unbiasing factors are given in Table 1. 
Table 1 
Unbiasing Factors for the M.L.E. of c 
- ·- - - ·- -·~ 
n 5 6 7 8 9 10 11 12 13 
--·----





n 14 15 16 18 20 22 24 26 28 
---
:--· 
B(n) .901 .908 .914 .923 .931 .938 .943 .947 .951 
--
-= '-· -----
n 30 32 34 36 38 40 42 44 46 




n 48 50 52 54 56 58 60 62 64 
- - -· 




n 66 68 72 76 80 85 90 100 120 
B (n) .980 .981 .982 .983 .984 .985 .9.86 .987 .990 
--
7 
3. Tests of Hypotheses of c and the Power of the Tests 
Consider the test of H0 : c=c0 against HA: c=cA where 
cA > c 0 • Clearly, the y significance level test based on the 
~ 
function c/c0 yields the critical region (c 1 1 , oo). Th~ 0 -y 
A 
power of this test is P[ c > c 0 11 _YIHA ] or, equivalently, 
A 
P[ c 11 > (c0 /cA)1l-y]. It is independent of band depends 
only on c 0 /cA, y and n. Figures la and lb give the power of 
the .05 and .10 level tests as a function of cA/c0 , where 
c /c ~ 1 for n=S, 7, 10, 15, 20, 30, SO, 70, 90 and 120. A o 
Similarly, the power of the .10 level test with cA/c0 < 1 is 








.30 Figure la 
Power of a .OS level test of 
.20 
. 1 
~~ ... ~~~·~·~·_.·~·~~~~·~·~·-+·~·-·~~1-+1-+i-rl~l~l~l-+1-+1~,~·~·-41-_.1-+1-l~ 









• 70 I 
.60 , 
.50 . 
• 40 • 
. 30 I Figure ~ 
Power of a .10 level test 
.20 ~ of c as a function of cA/c0 , c 0 >cA 
.10 ' 
.. 6 .7 .a .9 
A 
4. Asymptotic Convergence of the Distribution of c 
A 
Although our immediate concern is with c, for furure 
A A 
reference the asymptotic covariance matrix of b and c will 
be derived. The asymptotic covariance matrix is given by 
-E[ a ln L a1n .!:!.] 
ab ac 
1/n 
where L denotes the likelihood function, 
Differentiation of ln L yields 




ab ac = -1/b + (c/b)x/b) 0 ln(x/b) + (x/b) 0 /b 
a2 1n L 
ac 2 
ll 
Now E(x0 ) = b 0 , E[(~/b) 0ln(x/b)]=(l/c) ftln(t)e-tdt=[l-r'(l)]/c, 
and E[(x/b) 0 ln2 (x/b)] ·= (l/c2 ) itln(t)e-tdt=[2r' (l)+r' '(1)]/c2 • 
D 
Using the results given in [8] that r'(l) = -.5772 and 
r''(l) = 1.9781, we have 
E[(x/b) 0 ln(x/b)] = .4228/c 
and 
E[(x/b) 0 ln2 (x/b)] = .8238/c 2 • 
2 2 2 a21n L 2 2 Thus, E[a ln L J=c /b , E[ ab ac J=-.4228/b and E[a lnLJ:l.828 
ab2 · ac2 ~
and therefore the asymptotic covariance matrix is 
[






It is seen then that c/c is asymptotically normal with 
mean 1 and variance .608/n. Reference can be made to curves 
(2) and (3) of Figure 4 in section II.C and Table 1 for an 
idea as to the rate of convergence of the distribution of 
A 
c/c to its asymptotic distribution. It will, however, be of 
more interest to consider directly the difference between the 
confidence limits obtained from the tabulated and asymptotic 
distributions. In the case of a 100(1-Y) percent lower 
confidence limit this difference is 
D = 1 c 
1 + 1(.608/n>~t-r 
where ti-Y is the 100(1-Y) percentage point from the standard 
normal distribution. For a 100(1-y) percent upper confidence 
limit, D is obtained by replacing 1-Y by y. Table 2a gives 
approximate values of n at which the absolute difference 
relative to ~' IDI/~, becomes less than .1, .OS, .02 for 
y = .02, .OS, .10. 
'l'able 2 a 
Sample Sizes at which the Absolute Difference in 
Exact and Asymptotic Confidence Limits Relative to e Become 
Less than IDI/~ 
Lower Limits Upper Limits 
lol;"c y -.62 .05 . to .02 .05 .10 
---
-· 
.1 22 17 14 40 27 20 
-





.02 >130 100 80 >130 115 90 
---
The convergence rate can be increased if the asymptotic 
distribution of the unbiased estimator is used. Since the 
' 
unbiased estimator of c, B (n) c, is asymp·totically normal 
wit..h mean, c, and variance, [B(n)] 2 (.608/n)c2 , the differ-
ence in lower confidence limits now becomes 
B (n) 1 "' 
1 _+ __ B_(_n_>-~~.-6~0-8_/_n __ i_f ___ Y_J c • 
Table 2b gives the required sample sizes for this case and 
it is seen that there is a substantial decrease in the sample 
size needed to achieve a given amount of accuracy. 
Table 2b 
Sample Sizes at which the Absolute Difference in 
Exact and Asymptotic Confidence Limits Based on the Unbiased 
Estimator of c Become Less than lol/c 
ower l..ffi1. s pper l..ffi1. s 
In I/-~ y .. 02 .05 .10 .02 .OS .10 
L L. . t u L' 't 
-------· 
.OS 27 18 10 22 16 12 
\ 
.02 80 52 27 76 35 19 
-
.01 >130 120 64 >130 54 28 
-
14 
B. Estimation 2f £ (£ unknown) 
1. Confidence Intervals for b 
The following theorem will enable us to establish a 
pivotal function of b only, whose distribution is independent 
of both parameters. 
A A A A 
Theorem B: ln(bs) = c ln(b/b) and cs = c/c have a joint 
distribution which does not depend-on b and c. 
Proof: If b 0 and c 0 represent the true values of b and c 
then z = (x/b )co has the standard exponential distribution. 0 
From the definition of the maximum likelihood estimators of 
b and c, 
,.. ,. 
"n "' c 
c Exp[- E (xi/b) J (x./b)c =Max{ cnExp[-t(x./b)c] ~ ~ 
This is the same as 
,.. 
cn(~/c )nExp{- E[(x./b )cO(b /b)co]c/co} 
0 0 ~ 0 0 
or 
,.. ,.. 
~~Exp[-t(zi;bs)cSJ (zi/bs)cS=Max{c~Exp[-t(zi/bs)cSJ (zi/bs)cs} 
,.. 
Therefore cs and bs cor-
respond to the maximum likelihood estimators of b and c when. 
the sampling is. actually on a standard exponential variate z. 
A A A A 
Thus the joint distribution of ln(bs) = c ln(b/b) and cs=c/c 
is independent of b and c. 
' ,. " 
Since the joint density of c ln(b/b) and c/c does not 
,.. ,. 
depend on band c, neither does the distribution of c ln(b/b). 
,. ,. 
In particular, c ln (b/b) w·ill have the same distribution as 
15 
,.. ,.. ,.. 
c 11ln(b11> where, as before, b 11 will denote the maximum 
likelihood estimator of b when in fact the sampling is from 
a Weibull distribution with b=l and c=l. 
Clearly 100(1-Y) percent confidence intervals forb can 
now be constructed and will be of the form 
' 
where t 1 and t 2 , from Table A2e are such that 
G1 (t2 ) - G1 (t1 ) = 1- y. 
2. Asymptotic Convergence 
,.. ,.. 
(8) 
The asymptotic distribution of c ln(b/b) can be found 
from (7) and the following theorem on functions of asymptotic 
normal variables [16]. 
Theorem: If f(T 1 , .•. , Tk) is a continuous function with con-
tinuous first partials and if /:0( T - 0 ) ~ N{~ , E) then 
ln[f{Ti,···'Tk)-f(e 1 , .•• ,ek)]~N(O, EEaij~Tl.~~~~T~I+ ). 
0 J 0 
,.. ,.. ,.. ,.. afl 
For the function f(c, b) = c ln(b/b), ae b,c = 0 and 
a f I = c/b. _Therefore, from the above theorem and ( 7) we 
ab b,c 
have that In ~ ln (b/b) -;:: N ( 0, 1.109) • 
It would again be useful to determine the sample size 
needed so that the normal approximation can be used. The 
difference between the approximate and exact 100{1-y) percent 
lower (or uppwer) confidence limits for b is: 
-R./~ -R.*(/ 1.109)/~,.. 
D = [e - e n b) (9) 
where R. is the 100(1-y) (or 100Y) percentage point from 
Table A2e and R.* is the corresponding percen·tage point from 
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A 
the standard normal. Sample sizes as a function of IDI/b 
A 
and y are given in Table 3 for c = .6, 1. and 1.6. It may 
A 
be noted from (9) and Table A2e that for c < .6 and fixed 
Jojjb < .02 the sample size is a decreasing function of ~-
Thus the sample sizes for c = .6 are conservative estimates 
A 
whenever c > .6. The values of n for c = 1 and 1.6 indicate 
the a~ount of conservativeness. 
Table 3 
Sample Sizes at which the Absolute Difference in 
Exact and Asymptotic Confidence Limits Relative to b Become 
Less than ]DI/b 
... 
IDI/b ~ Lmver Limits Upper Limits c .02 .05 .10 .02 .05 .10 
• 6 • 02 62 29 17 85 56 45 
.01 130 50 31 >130 80 63 
.005 >130 76 52 >130 105 79 
1.0 .02 40 22 14 56 39 32 
.01 78 40 25 70 55 48 
.005 >130 60 41 100 77 68 
1.6 .02 31 18 12 35 27 22 
.01 60 28 18 55 46 35 
.005 110 50 32 80 72 52 
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3. Tests of Hypotheses of b and the Power of the Tests 
A test of the hypothesis H : b=b against H : b=b can 
o o A A 
,.. " 
be based on the function c ln(b/b). If b 0 < bA then the 
critical region corresponding to a test at the y significance 
level is ,.. 
(b eR_/C I oo) 
0 
where R., from Table A2e, is such that G1 ( R.) = 1--y. 
In order to obtain the power of the above test it is 
useful to generalize the result given in Theorem B as 
follows. 
Theorem C: For any positive constant K, 
" ,.. 
c[ln(b/b)- (1/c)ln(K)] has the same dis·tribution as 
" ,.. 
c 11 [1n(b11 ) - ln(K)]. 
Proof: From equation (3) 
A A c ' . ._ A 
c[ln(b)- (1/c)ln(K)] = ln(L x. /ri)- (c/c)ln(K). 
l. 
c Expressing this in terms of the y 1. 's, where y.=(x./b) , we l. l. 
have 
" ;[ln(~/b) - (1/c)ln(K)] = ln(E y 1c/c/n) - (;/c)ln(K). 
But direct use of (3) and (4) to obtain the maximum likcli-
hood estimate of c[ln(b) - ln(K)] giv8s 
,.. ,.. 
c 11 [ln(b11> - ln(K)] 
,.. 
= ln(E yiClljn) - c 111n(K) 
and the theorem follows from Theorem A. 
This result reduces, when K=l, to Theorem B. General-
izing the notation of section II.B-1, let GK denote the 
18 
,.. ,.. 
corru.11on cumulative distribution of c11 ~ln(b11 ) - ln(K)] and 
,. ,. 
c [ln (b/b) - (1/c) ln (K) 1. 
The distribution, GK' was obtained empirically for sever-
al values of K and p_ercentage points are given in Tables A2a, 
b, c, d, e, f, g, h, i, as a function of N for K = .Sl083, 
.6931S, .80, .90, 1., l.OS, 1.10, l.lS and 2.0. Additional 
related tables needed in section !I.E to derive tolerance 
limits are given. Tables A3a, b, c, d, and Tables A4a, b, c, 
d, give y percentage points of GK as a function of N and K 
for y = .02, .OS, .10, .2S, .80, .90, .9S and .98. 
A A,.._ 
The power of the test with b 0 < bA based on c ln(b/b) is 
,. 
P[b0 et/c< bl HA: b=bA] = P[t < ~ ln(b/b0 ) I HA] 
,. ,. 
= P{ t < c [ln (b/bA) - ln (b0 /bA) 1 I HA} 
where 
c The power of the test, then, is a function of (b0 /bA) , y, 
and N. Figures 3a and 3b give the power of the .OS and .10 
level tests as a function of (bA/b0 )c for N = 10, 12, lS, 20, 
24, 30, 40, 60 and 80 with (bA/b0 )c > 1. 
For large samples the asymptotic normal distribution of 
GK may be used. The asymptotic distribution can be found by 
applying the Theorem in section II.A-4 to the function 
A ~ A A 
f(b,c) = c[ln(b/b) - (1/c)ln(K)]. In this case, f(b,c)= -ln K, 
afl 
ab b,c - c/b and ~~b = -(1/c)ln(K). ac ,c · Therefore from {7) 
In ~[ln(b/b)-(1/c)ln{K)] ~N[-ln{K), .608(ln K) 2-.Sl4ln K+l.l09]. 
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Power of a .OS level test of b as 
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C. Comparisoq of the ~stimator~ of b and c 
The properties stated in Theorems A and B also hold for 
Menon's estimators [10]. All of the work represented so far 
was carried out simultaneously for the maximum likelihood and 
Menon's estimators and comparisons will be primarily limited 
to a comparison of these. A comparison of the maximum like-
lihood estimators with others available can be achieved 
through the comparison with Menon's and by reference to [10]. 
The biases of the two estimators of c are nearly equal. 
Both are highly biased for small n. The bias in the maximum 
likelihood estimator is slightly less than that of Menon's 
for n > 20. 
The variances of both estimators of c as well as the 
asymptotic variance of the maximum likelihood estimator are 
included in Figure 4 for n > 8. Except for n=5, the variance 
of the maximum likelihood estimator is less than that of 
Menon's. The .ratio of the variances approaches .55, the 
asymptotic efficiency of Menon's estimator. 
Fortunately, as seen in section II.A-2, the estimators 
of c can be unbiased. The variances of the unbiased esti-
mators are given in Table 4. The unbiased maximum likelihood 
estimate~ is clearly superior for even small values of n. 
,., ,., 
The varian~ of c ln(b/b) based on Menon's and the 
maximum likelihood estimators of b and c as well as i·ts 
asymptotic variance when it is based on the maximum likeli-
hood estimators is given in Table 5. The variance of 
21 
c ln(b/b) when it is based on the maximum likelihood esti-
mators is smaller for n > 10; however, the difference is 
small. The ratio of the variance approaches .95, the 
" 
asymptotic efficiency of c ln(b/b) based on Menon's 
estima·tors. 
.. ~ '. 
• 20 
. · ... 
.10 
Figure ! 
(1) Variance of cjc using Menon's Method. 
(2) Variance of c/c using the M.L. Method • 
" (3) Asymptotic Variance of c/c where c is 
the M.L.E •• 
' ' .. 
. . ·. ·.':. ·: ~- . . . ~ . . ·. I : ·. ~ ' ,. ,'· ' , I '. 
.. -: .. 
. . . . . . 
. ~ .... ,• .. ''·' 
•. · ... '·:. ·. 
' • • '\ • I • : • ~-. 
. · ... 
,.· .. 
. ... 
'. " . ', 
·.', ·:·· 
.• -:-.... 
·._:o -: .;·'·· .. 
. ..... , .......... ;, .,._;. :·· :. ':.'· 
... 
.. 
. . ·, 
. . . . . ~. ' 
., :. ;.- ;. - •· 




... -· . 
. . :· . 
. . . 
. ·. . .. ~ . . 
. . 
--.--. ---~----
. . ·.· 
.. ~- . 
: 






Variance of Menon's and the Maximum Likelihood Estimators 
of c 
N 5 6 8 10 12 14 16 
Menon's .334 .236 .147 .108 • 086 
' 
.073 .063 
M.L.E. .320 .215 .124 .087 .067 .055 .047 
N 18 20 25 30 35 40 45 
Menon's .056 .050 .040 .034 .029 .026 .023 
M.L.E. .041 .036 .028 .023 .020 • 017 .015 
N 50 60 70 80 100 120 
Menon's .021 .017 .015 .013 .011 .009 
M.L.E. .014 .011 .010 .008 .006 .005 
Table 5 
A 
Variance of c ln(b/b) Using Menon's and the Maximum Like-
lihood Estimators of b and c and its Asymptotic Variance 
Based on the Maximum Likelihood Estimators 
N 5 6 8 10 12 15 20 
Menon's .604 .387 .233 .169 .128 .097 .070 
M.L.E. .642 .406 .234 .168 .125 .094 .067 
Asymptotic .222 .185 .139 .111 .092 .074 .055 
N 25 30 40 50 75 100 
Menon's .055 .045 .032 .0253 .0163 .0119 
M.L.E. .052 .042 .030 .0240 .0154 .0114 
Asymptotic .044 .037 .028 .0222 .0148, .0111 
2 2 
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Both estimators have the disadvantage of not being 
applicable to censored sampling. It may be noted that the 
maximum likelihood estimators corresponding to the cen-
sored smnpling, [ll], possess the same important properties 
stated in Theorems A and B. However, the necessity of 
tabulating the distribution for each possible point of 
censoring greatly enlarges the task. 
Even though for complete samples the maximum likeli-
hood estimators appear to be superior to the other esti-
mators they have not, in the past, received as much 
attention as they might have if they were of a simpler 
t.ype. However, it has been found that if a computer is 
available the maximum likelihood estimates can be readily 
and accurately obtained from a routine such as the one 
given in Appendix B. 
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D. Conservative Confidence Limits on the Mean 
The mean of the Weibull distribution is given by 
b r (1+1/c). However, r (1+1/c) >,. • 886 for all c and assumes 
its min.1.'mum value at c=2.16. Hence, .1.'f ~ , from Table A2e 
- 1- y , 
is chosen such that 
P [ c 111n (15 11 ) < ~ 1_ Y ] = 1 - y, 
A 
th ( 88 6b" -~1-Y/C ) · . ( en . e , oo .1.s a conservat.1.ve 1-Y)lOO percent 
upper confidence intervals for the mean. The true confidence 
is 
p [ ll > 
= P{ ~l·-Y > ~[ln(b/b)- ln(r(~~~~c))]} 
= GK(~l-Y) where K = [ r<~;~~c) ]c. 
The conservativeness follows from the fact that K ~ 1 for 
all c and that forK~ 1, Gk(~l-Y) ~ G 1 (~l-Y) = 1- Y. 
rrhe true confidence can be computed from Tables A2e, f, 
g, h, for any given value of c and is given as a function of 
c in Figure Sa for Y=.OS and Figure Sb for Y=.lO. The con-
servativeness is relatively insensitive to the value of c, 
especially when the sample size is small. For example, \.vhen 
n=lO and· y=.OS the true confidence is betv1een .95 and .96 for 
all values of c between 1.3 and 3.4. When n=30, the true con-
fidence is between .95 and .96 for all values of c between 






1. 1.2 1.4 1.6 
Figure. Sa 
True Confidence of Conservative 90% Upper 
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testing the value of c could be used in conjunction with the 
above procedure to make useful inferences about the mean. 
Conservative upper confidence limits can also be ob-
tained for c ~ 1 since ~ ~ b for all c ~ 1. Thus, the upper 
confidence limit on b developed in section II.B-1 can serve 
as a conservative upper confidence limit on ~ when c ~ 1. 
The true confidence can be seen to be 1 - GK(!Y) where 
K = r(l+l/c)c. Unfortunately, it is more sensitive to the 
true value of c. For y=.OS the true confidence exceeds .98 
for all c > 1.2. 
E. Tolerance Limits 
L(x 1 , •.. , xn) is said to be a lower 
tolerance limit of proportion if 
probability 
For the Weibull distribution this reduces to 
That is, the problem of finding a lower tolerance limit 
reduces to a problems of finding a lOOy percent lower confi-
dence limit for b(-ln(S))~/c, the (1-y) percentile point 
in the Weibull. 
If ty is chosen such that GK(ty) = y with K = -ln(s) 
we see that this reduces to 




P[ ln(b)'- £ /c < ln(b) + (1/c)ln(-ln(S))] = y y 
and finally 
A 
P[ be-R-Y/c < b(-ln(S))l/c ]= y. 
A 
Thus, from (11), be-R-Y/c is the desired y lower probability 
tolerance limit for proportion s. 
For a given value of S, the tabulated distributions, GK' 
can be used to find the desired tolerance limits. Tables A3a, 
b, c, d, give the values of R-y as a function of B with 
y = .80, .90, .95, .98. Tables A4a, b, c, d, give £ as a y 
function of B with y = .02, .OS, .10 and .25. These can be 
used to find upper y tolerance limits of proportion B from 
the fact that they are equivalent to (1-y) lower tolerance 
limits of proportion 1-S. 
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F. Estimation 9f the Reliability 
1. Introduction 
In the application of the Weibull to the distribution 
of the time to failure of a component most questions that 
arise involve the concept of the reliability of the compo-
nent. The reliability for time t is given by 
R(t) = P[ X > t ] = Exp[-(t/b)'}. 
A 
Although the maximum likelihood estimators, b and c, are 
computationally tedious to calculate, it has been shown 
that they are usually better than other more convenient 
estimators of b and c. Thus the maximum likelihood esti-
;.. 
ma.tor, R ( t) , of the reliability, R ( t) might be expected 
to have good properties. It is shown in this sec·tion t:hat 
;.. 
R(t) is nearly a minimum variance unbiased estimator of R(t) • 
..... 
It is also shown that the density of R(t) depends only on 
the parameter R(t). This makes it possible to use the gen-
eral method (see, for example [17]} for obtaining confidence 
.intervals for R(t) based on R(t) or for testing hypotheses 
concerning R(t}. These confidence intervals or tests based 
A 
en R(t) should be expected to have good properties. 
A 
The distribution of R(t) was determined by Monte Carlo 
methods ·and the results were used to form Table AS • For an 
A 
observed R(t), the lower confidence limit for R(t} can be 
read directly from Table AS for confidence levels Y= .7S, 
.80, .85, .90, .9S, .98 and sample sizes n = 8, 9, 10, 12, lS, 
18, 20, 2S, 30, 40, SO, 7S, 100. Thus the lower confidence 
limit for R(t) is very easy to determine when the maxim1m 
likelihood estimates are available. A comparison of the· 
exact confidence limits obtained from the distribution of 
"" 
R{t) with the approximate confidence limits obtained by 
means of a normal approximation shows that the normal 
approximation is quite adequate for sample sizes as large 
as 50. 
Johns and Lieberman [6] have also presented a method 
for obtaining confidence limits for the reliability in the 
case of the Weibull distiibution. They provide necessary 
tables for sample sizes of 10, 15, 20, 30, 50 and 100 and 
30 
for various censoring fractions. Their method is asymptot-
ically efficient but no evaluation of it has been reported 
for small samples. A preliminary comparison indicates that 
these two methods give almost identical lo-;.'ler limits for 
any given sample, which is a very interesting result. Thus, 
if for some reason a lo~..rer confidence limit is desired when 
the maximum likelihood estimat~s are not readily available, 
it would probably be more convenient to use the tables given 
by Johns and Lieberman. 
The above results might also indicate that limits based 
on maximum likelihood estimators from censored samples would 
be about· the same as those given by ,Johns and Lieberman. 
31 
"' 2. The Distribution of R(t) 
"' The distribution of R(t) based on a sample of size n 
will novv be considered. Let b = (b/b) c and ~ = ~/c. It 
s s 
essentially follows from Theorems A and B that the joint 
"' "' distribution of bs and cs is independent of both parameters. 
"' It will now be shown that the distribution of R(t) depends 
only on R(t). 
so that 
"' "' ln[-ln(R(t))] = c ln(t/b) 
=(~/c)ln[(t/b)c(b/b)-c] 
= cs ln[~b~ 1 ln(R(t))]. 
"' Thus the distribution of R(t) depends on b, c and t only 
through R (t) • 
This result makes it feasible to study the distribution 
"' 
of R(t) empirically. It also now is possi:flle to give confi-
,. 
dence intervals for R(t) based on R(t) with both b and c 
unknown. 
3. Point Estimation of R(t) 
,. 
The properties of R(t) as a point estimator are con-
A A 
sidered first. Table 6 gives the bias of R(t), E[R(t)]-R(t), 
for R(t) =.50, .60, .70, .75, .80, .85, .90, .925, .95, and 
.98 and n = 8, 10, 12, 15, 18, 20, 25, 30, 40, 50, 75, and 
100. As indicated in Table 6 the bias is quite small and it 




Bias in R(t) 
n 
R(t) 8 10 12 15 20 25 30 40 50 70 100 
.50 .005 .003 .003 .002 .002 .002 .001 .001 .001 .001 .001 
.60 .012 .009 .008 • 006 .005 .004 .003 .002 .002 .002 .001 
.70 .015 .011 .010 .008 .006 .005 .004 .003 .003 .002 .001 
.75 .014 .011 .010 .008 .006 .005 .004 .003 .002 .002 .001 
• 80 .013 .010 .008 .006 .005 .004 .003 .002 .002 .002 .001 
.as .010 .007 .006 .005 .004 .003 .003 .002 .002 .001 .001 
.90 .006 .004 .004 .002 .002 .002 .001 .001 .001 .001 .000 
.925 .003 .002 .002 .001 .001 .001 .001 .000 .000 .ooo .000 
.95 .001 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
.98 :-.002 .002 .001 .001 .001 .001 .001 .000 .000 .000 .ooo 
, 
The variance of R(t) is given in Table 7 for the same 
values of R(t) and n. It is of interest to compare the 
, 
variance of R(t) with the Cramer-Rae Lower Bound, CRLB, for 
a regular unbiased estimator of R(t). 
The CRBL may be computed directly. However it is equal 
A 
to the asymptotic variance of R(t)=Exp[-(t/b)c] so that the 
Theorem given in section II.A-4 may be used. In this case 
a~,b = -R ln(R) ln(-ln(R)) and aRI = -(c/b)R(-ln(~)l .• 
ac ,c ab b,c 
Therefore, using (7), 
n ( R ( t) - R ( t) ) .r;;o-' N [ 0, R 2 ( ln - R) 2 [ 1. 10 8 6 6 5 - • 514 0 4 4 ln ( -ln R) 
+ .607927(ln[-ln R]) 2 ]}':.. 
, 
The difference between the variance of R(t) and the CRLB is 
given in Table 8 for certain values of R(t) and n. The maxi-
mum difference occurred for R(t) = .5. As indicated in the 
table the variance of R(t) is approximately equal to the CRLB, 
especially for the values of reliability of interest. 
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Table 7 
Variance of R(t)xlo 4 
n 
!31~- 8 10 12 15 20 25 30 40 50 75 100 
.50 266 200 167 124 090 072 059 043 034 023 017 
.60 242 187 154 118 086 068 057 042 033 022 016 
.70 194 153 126 099 072 058 048 036 029 019 014 
.75 163 130 107 086 062 050 042 031 025 017 012 
. 80 130 103 086 070 051 041 034 026 020 014 010 
. 85 095 076 063 051 037 030 025 019 015 010 008 
.90 059 047 039 032 023 019 016 012 009 006 005 
.925 041 033 027 022 016 013 011 008 007 004 003 
.95 025 019 016 013 009 007 006 005 004 003 002 
.1)8 006 005 004 003 002 002 001 001 001 001 001 
Table 8 
,., 
Variance ( R ( t) ] - Cramer·-Rao Lower Bound 
n 
~(t) 10 12 15 20 25 30 40 50 75 
.50 .0034 .0029 .0014 . 000 7- .0006 .0004 .0002 .0001 .0001 
.75 .0005 .0003 .0002 .0000 .0000 .0000 .0000 .0000 .0000 
.95 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 
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4. Exact Confidence Limits for R{t) 
,. 
Since the distribution of R{t) depends only on R{t) 
confidence limits for R(t) based on R{t) can be determined. 
Monte Carlo methods were used to obtain the distribution 
of R(t) for a given R(t) and the general method for con-
structing confidence limits was applied to determine the 
lower confidence limit for R(t). Thus for a confidence 
,. 
level y, sample size n, and observed value of R{t), the 
lower lOOy percent confidence limit can be read directly 
frcm Table AS for y = .75, .80, .85, .90, .95, .98, n = 8, 
1'\ 10, 12, 15, 18, 20, 25, 30, 40, so, 75, 100 and R{t) = 
.50(.02).98. The tables were obtained by generating 10,000 
samples for each of the above sample sizes. 
5. Approximate Confidence Limits for Large n 
The standard procedure for obtaining confidence limits 
,. 
for R(t) when n is large is to assume that R{t) is normally 
distributed Tt~ith mean R and variance V{R), where 
V(R) = R2 (ln R) 2{1.108665- .514044 ln{-ln R) 
+ .607927[ln(-ln R)] 2 }/n. 
The true reliability, R, could be replaced by R in the ex-
pression for the variance and an approximate lower Y con-
fidence limit would be 
where z is the y percentage point of the normal distribution. 
y 
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The limit L1 will be called the direct approximation to the 
exact lower confidence limit L. It was found that L1 differs 
from L by less than .005 for n=lOO. Also L1 is usually too 
large. 
The direct approximation can be improved considerably 
by using an iterative procedure. Let 
A 1/2 
L. = R - z [V (L. l) ] , i=2, 3, • • • • ~ y 1-
It was observed that after 4 or 5 iterations the changes 
in L. were less than .00005, and the values of L. were in 
1 1 
much better agreement with the exact values. The maximum 
difference between the exact limits and the lower limits 
obtained from the iterative approximation was .005 for 
n ~ 40. The maximum difference was .002 for n=lOO. Thus 
it appears tha·t the iterative approximation methods should 
be used if the appropriate table is not available. Perhaps 
it should be noted that the iterative procedure results 
from applying the general method for obtaining confidence 
intervals -Eo the normal approximation of the density. 
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G. Example 
Lieblein and Zelen [4] give the results of tests of the 
endurance of nearly 5000 deep-groove ball bearings. The 
graphical estimates of c over all lots tested appear to have 
an average value of about 1.6. Consider the following sample 
given on page 2 86, [ 4] • 
The results of the tests, in millions of revolutions, 
of 23 ball bearings were: 17.88, 28.92, 33.00, 41.52, 42.12, 
45.60, 48.48, 51.84, 51.96, 54.12, 55.56, 67.80, 68.64, 
68.64, 68.88, 84.12, 93.12, 98.64, 105.12, 105.84, 127.92, 
128.04, 173.40. 
The maximum likelihood estimate of cis 2.102. The un-
biasing factor (Table 1) is .940 so that the unbiased esti-
mate of c is 1.976. The estimate of b from equation (4) is 
81.99. From Table Al, a 90 percent confidence interval for 
c is (1.50, 2.62) and from (8) and Table A2e a 90 percent 
confidence interval forb is (68.04, 98.75). (The estimates 
of band c given in [4] were 80 and 2.23, respectively.) 
If we had wished to test at the .10 level the hypothesis 
H · c==l against HA: c > 1.6, the power of the test from o· 
Figure lb would have exceeded .89 and based on the above 
sample the test would have led to the rejection of the null 
hypothesis. 
From section II.D, a conservative 90 percent lower con-
fidence limit on~ is given by 71.26. For values of c be-
tween 1.5 and 2.6 the true confidence, from Figure 5b, is 
between .90 and .917. 
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From section II.E, the 90 percent lower tolerance limit 
for proportion .90 is 18.85. The maximum likelihood estimate 
of the reliability for time t=40 is .802 and the .90 percent 
lower confidence limit on a40 is, from Table AS, .694. 
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III. INFE!&~NCES BASED ON TWO INDEPENDENT SAMPLES 
A. Introduction 
In the work to follow it will be assumed that inde-
pendent random sa~mples of equal size have been drawn from 
Weibull distributions w{x; b 1 , c 1 ) and w(x; b 2 ; c 2 ) where 
The problems to be considered are those of testing c 1=c2 and 
b 1=b 2 . The procedures for performing these tests will be 
based on certain functions of the maximum likelihood estima-
tors of the parameters whose distributions are parameter 
free. In addition to providing solutions to the above pro-
blems the functions lead to the construction of a procedure 
for selecting the Weibull process with the larger average 
life time; a problem considered by Qureishi et al [14], [15]. 
The assumption of equal sample sizes is not inherently 
required by the test procedures presented but was deemed 
necessary in order to simplify the task of obtaining the 
distributions by Monte Carlo methods. 
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B. ~esti.E.9._ the Equality of the Shape Pararn~tc~ (b ~nknown) 
In order to test c 1=c 2 we recall from section II.A-1 
A 
that the maximum likelihood estimator, c, of c has the pro-
A A A 
perty that c/c has the same distribution as c* where c* is 
the maximum likelihood estimator of c based on a sample from 
the standard exponential distribution. It then follows that 
A A ~ ~ 
(c1;c1 )/(c2;c2 ) has the same distribution as that of ct/c~ 
A A 
where, again, ci and c2 are the maximum likelihood estimators 
of c 1 and c 2 based on independent random samples which are in 
fact from standard exponential distributions. 
A A 
The distribution of ci/ci was obtained by Monte Carlo 
A A 
methods and percentage points 1Y such that P[ cifci < 1Y] = y 
·are given in Ta.ble A6 as a function of y and the conunon 
srunple size n. Points, 1y, for Y < .50 can be found by using 
the fact that 1y= l/11_y• 
A test of H : 
0 
A A 
be made by using the fact that, under H0 , c 1;c2 has the same 
A A A A 
distribution as ci/ci· That is, P[ c 1/c2 > 11_y jH0 ] = Y and 
A A 
a size y test is given by rejecting if c 1;c2 > 11_Y where 
tl-Y is obtained from Table A6. 
The power of this test is 
which can also be obtained from Table A6. The power as a 
function of k > 1 is given in Figures 6a and 6b for certain 

























Power of a .OS level test of H0 : c1=. c 2 
against HA: c1 = kc2 as a function of 
k > 1. 






























Power of a .10 level test of H0 : c1 = c 2 
against HA :· c1 = kc2 as a function of 
k > 1 • 
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The above procedure can, of course, be generalized to 
a test of H0 : c 1= kc 2 against HA: c 1= k'c2 • For the case 
when k < k' the rejection region becomes 
and the power of the test is 
,.. ,.. 
P[ cf/c2 > (k/k')tl-y ]. 
c. Testing the Eguality of the Scale Parameters 
1. Tests with c 1 = c 2 




II.B it was observed that c ln(b/b) has the same distribution 
,.. ,.. 
as c*ln(b*). For the case of two independent samples it 
,.. ,.. ,.. 
follows from Theorem B that c 1;c1 , c 2;c2 , c 1ln(b1/b1 ) and 
,.. 
c 2 ln(b2/b2 ) have a joint distribution which is independent 
of the parameters c 1 , c 2 , b 1 , b 2 • Therefore, if c 1= c 2 = c, 
,.. ,. 
z(M) = (12) 
where M is any positive constant, has a distribution which 
is independent of the parameters. In particular it will 
have the sam~ distribution as 
,. ,.. 
c* + c* ,.. 
z*(M) = 1 2 2 [ln(bf) - ln(bi) - ln(M)]. (13) 
Let HM denote the common cumulative distribution function of 
z(M) and z*(M). For simplicity, z(M) will be denoted by z 
when M=l. 
A test of H . bl=b2' cl=c2 against HA: bl= kb2' o· cl=c2 
can new be made by using the fact that 
A 
cl+c2 A A 
P{ 2 [ln (b 1 ) - ln(b2 )] < tl H } = H1 (t). 0 
Thus, a 100 (1-y) percent critical region for making this 
test with k > 1 is {zl z > z 1 }, where z 1 is such that 
-y ·-y 
The power of this test can also be expressed in terms 
of H~1 since 
= 1 - H . ( z1 ) • t..: -y K 
The distributions, HM, were obtained by Monte Carlo 
methods for various values of M. The percentage points of 
G1 , needed to make the above test, are given in Table A7. 
The power of the test, as seen above, is a function of Kc 
and is given in Figure 7 for N = 7, 10, 15, 20, 30, 40, 60 
and 80 wifh y = .10. 
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A test of H0 with k < 1 in the alternative can be con-
structed in a similar fashion. The critical points z , y 
needed to make the test can be obtained from Table A7 by 
using the fact that z = - z 1 • y -y 
It should be noted that the test of this section on b,1 
and b 2 with c 1 and c 2 assumed equal is equivalent to a test 
on the means of the two Weibull distributions since 
E(x) = c (1+1/b). In section III.D the above procedure will 
• ')O 
Figure 1 
Power of a .10 Level Test of H0 : b 1=b 2 , c 1=c2 
against HA: b 1= kb 2 , c 1=c2 as a function of 
kc > 1 • 
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be used to solve the particular problem of choosing the 
Weibull process with the larger mean life with c 1=c2 and 
the procedure will then be compared with procedures that 
already exist for handling this special problem. 
2. Tests with c 1 ~ c 2 
45 
Consider the test of the one-sided hypothesis H0 : h 1 > b 2 
against HA: h 1 < b 2 • In the special case where c1 ~ c 2 the 
test defined by the procedure: reject the hypothesis if 
< z 
y where z from Table A7 is such that y 
H(z ) = y, can be shown to be conservative in the sense that y 
the probability of a type 1 error will not exceed y. This 
follows since, under H0 , 
No extensive work has been done to investigate the con-
servativeness of this test however preliminary investigations 
for c 2;c1 = 1.2 seem to indicate that the amount of conserva-
tiveness when y = .10 is quite small, about .01. 
In a similar manner it can be seen that if c 1 ~ c 2 in the 
above test then the power of H0 : b 1 > b 2 against HA: b 1= kb2 
vli th k < 1 will be at least the power of the corresponding 
test in section III.C-1 with c 1 = c 2 , i.e. H c1 <z ). (1/k) y 
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D. Discrimination Between Two !'leibull Processes 
Consider t\'lO ~'Veibull processes whose distributions have 
the same unknown shape parameter, c, but different and un-
known scale parameters, b 1 and b 2 • Procedures for detecting 
the process with the larger scale parw"T.leter, or, equivalent-
ly, the process with the larger average life time, have been 
given by Qureishi.et al in [14] and [15]. For example, pro-
cedure R1 given in [14] is to choose, as the process with the 
smaller average life time, the one which first produces a 
predetermined number, R, of failures from samples each of 
size N1 • The probability of correct selection when b 1/b 2= a 
is greater than one is given by equation 12, [14]. The 
probability of a correct selection depends on c through 
and therefore the evaluation of any particular procedure 
c 
a 
requires a knowledge or at least a good estimate of c. An-
o·ther specification of the test procedure is as, the smallest 
value of a that is worth detecting. The probability of 
correct selection is tabulated in [15] as a function of a~ 
for a few values of R and N1 • 
When the procedure of the previous section is applied 
to this problem it leads to the following procedure: compute 
:b 1;:b2 ,where :b 1 and :b 2 are the maximum likelihood estimates 
based on the life times of units in samples from each of the 
... " 
two processes,and choose process 1 if b 1/b2 > 1 and process 2 
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If the samples are of equal size, say N, then the 
distribution GM' defined in section III.C, can be used to 
determine the probability of correct selection for the above 
procedure. If b 1/b2 = a. and the_common shape parameter is c 
then the probability of correct selection is 
" " P[ b 1/b2 > 1 
" ln(b2/b2 ) - ln(b2/b 1)] > Olb1/b 2= a.} 
--1-H (0) 
-c frrnn equation (12), section III.C-1. 
a. 
For convenience we will denote. the probability of a 
c 
correct selection by P(a. ). Again considering a. (a. > 1) 
s s 
as the smallest value of b 1/b2 worth detecting, it follows 
that P(a.c) < P(a.c) for all a. > a. • Values of P(a.c) are g· iven 
s s s 
in Table AS as a function of N and c a. . 
s 
It should be noted 
that if a lower confidence bound, cL, is obtained for c, as 
in section II.A-1, the P(a.cL) will~serve as a lower bound 
s 
for P(a.c) for all c > cL. 
In order to compare this procedure with R1 , the cost of 
destructive testing will be set equal by choosing R in pro-
cedure R1 to be equal to N, the number tested in the proce-
dure presented in this section. If N1 is chosen so that both 
procedures have the same probability of correct selection 
then N1/N reflects the increased number of items to be put 
on test in procedure R1 • Using 12, [14], and Table AS it can 
be seen that for a.~= 1.4, the value of N1/N is about 134% 
for N = 7 and increases to about 140% at N = 20. 
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v~eigh ted against the cost of extra units being placed 
on test in procedure R1 is its reduced experiment time. The 
expected duration of the experiment for procedure R1 was 
given by equation 15, [14], but should be corrected to read: 
R R.. 
E1 (T) = r(l+l/c)b2R2 (~) 2~ L (-1)i+j 
J=l J.::t 
(~-1) (1:_{-1) ~-1 J-1 
{------------------~1~---------------
ac (N-R+j) [a_-c (N-R+i) + (N-R+j)] l+l/c 
+ 
·1 
(N-R+j) [N-R+i) + a -c (N-R+j)] l+l/c } • 
The expected duration in the case of the procedure of this 
section can be found in a similar way to be 
N N 
E 2 (T) = b 2 r (1+1/c)N ~ {., (-1) i+j (~} (~:D 
+ 1 l . (i + ja-c)l+l/c 
E2 (T) /b2 is given in •rable 9 for a few values of c and N 
with ac = 1.4. It should be noted that contrary to a state-
ment in [14] both E1 (T)/b2 and E2 (T)/b2 depend not only on 
ac but also on c. In fact, as seen in Table 9, this 
dependence is quite heavy. 
An idea of the time saved in procedure R1 can be ob-
tained from E1 (T)/E2 (T) where, as before, R =Nand N1 is 
chosen so that the probability of correct selection is the 
same for both procedures. The value of E1 (T)/E2 (T) was 
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checked for small values of N and was found to be about .38 
for c = 1.4 and about .42 for c = 1.6. 
It can be noted that the parameter free properties .in 
section III .c are valid for censored samples and thus so i.s 
the above procedure. The procedure based on the maximum 
likelihood estimators is also expected to be better than R1 
for equally censored samples. However, since the existing 
tables are valid only for complete samples the truncated 
nature of R1 leads to a considerable saving in time. 
Table 9 
Expected Duration, E2 (t) I Relative to b 2 
with ac = 1.4 
N c 1.0 1.2 1.4 1.6 1.8 2.0 
10 4.44 3.44 2. 86 2.50 2.25 2.08 
15 4.95 3.77 3.10 2.69 2.40 2.20 
20 5.32 4.00 3.27 2.81 2.50 2.28 
25 5.61 4.18 3.41 2.91 2.60 2.32 
As an example consider the following samples of size 
30 fro~n Heibull distributions with corrunon shape parameter 
equal to 2.0 and scale parameters equal to 50 and 60, 
respt-::cti vely. 
Sample 1: 18.02, 18.03, 19.84, 19. 86' 21.31, 25.95, 29.10 
29.21, 31.34, 32.99, 34.22, 35.02, 36.70, 38.62, 41.28, 
41.32, 42.05, 43.79, 44.72, 45.02, 45.71, 48.08, 58.18, 
61.27, 64.90, 71.35, 72.78, 76.52, 90.91, 91.40. 
Sample 2: 13.54, 14.47, 19.83, 20.17, 33.15, 34.40, 36.69 
39.42, 40.29, 40.81, 43.94, 45.78, 50.49, 52.59, 54.29, 
54.92, 55.76, 58.88, 63.15, 63.93, 65.48, 68.34, 75.46, 
81.11, 87.35, 36.27, 88.93, 92.04, 99.48, 105.58. 
Using the routine given in Appendix B we find that 
" " n1=50.22, b 2=63.44, the unbiased estimates of care 2.23 
50 
and 2.33, respectively, and the maximum likelihood estimates 
of the reliability for t=30 are .741 and .851. 
The accep·tance region for testing at the .10 level the 
hypothesis c 1=c2 against the alternative c 1#c2 based on 
" " c 1;c2 is, from section III.B and Table A6 1 (.710 1 1.409). 
'rhus 1 based on the above samples 1 the null hypothesis would 
not have been rejected. 
The critical region for z= 
testing b 1=b 2 against the alternative b 1 < b 2 is (-oo, -.366) 
from section III.C and Table A7. The value of z based on the 
above samples is -.550 and thus the hypothesis is rejected. 
Also, process 1 is correctly picked as the process with 
the larger average life time. From Table A8, the probability 
of correct selection for n=30 and (a )c=l.4 is .891~ s 
51 
IV. DISCUSSION OF NUHEP.ICAL METHODS AND ACCURACY OF RESULTS 
The maximum likelihood estimates of c were obtained from 
equation (3) by the Newton-Raphson iterative procedure [17]. 
When this method is applied to equation (3) \ve obtain the · 
A 
A following relation between c(k), the kth approximation to c, 










+ (S (k))2 
2 
(k) c (k) 




The convergence of the iterates is, 
in general, very fast. If, for example, .Henan's estimate is 
A 
used as the initial approximation of c, then the average 
number of iterations required to obtain four place accuracy 
when sampling from a standard exponential is about 3.5. As 
further evidence of the speed. of convergence and the capacity 
of modern computers it was noted that the time required for 
the IBM 360, model 40, to generate 100 samples of size 20 
and solve equation (3)and (4) for all samples was 35 seconds. 
The distributions of the pivotal functions discussed in 
the preceding sections were based on the results of 20,000 
"random" samples of size s,·lo,ooo samples of size 6, 8, 10, 
12, 15, 20, 30, 40, 50 and 75, and 6,000 samples of size 100 
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v7h.ich were generated from an exponential distribution. The 
empirical distributions of the generated values of the pivo-
tal functions was tabulated and the percentage _points, Yy(n), 
were obtained for each sample size and various percentages. 
Interpolation on the sample size was accomplished by fitting, 
according to the criteria of least squares, the quadratic 
Yy(n) = a 0 + a 1x + a 2x 2 where x = 1/{n-d)P. The work in 
sections II.B-3, II.D, II.E, III.C, and III.D required inter-
polation on K in the tabulated distributions, GK and HK. For 
2 this purpose the model y (K) = b + b 1x + b 2x where y ,n o 
x = ln{dK + e) was used for each value of y and n. 
As an aid in evaluating the accuracy of the results, 
the distribution of the means of the samples generated during 
1:he process was obtained and smoothed in the same manner as 
above and the resulting points were compared with the known 
values. Except for the .98 percentage points, the procedure 
led to percentage points that were within .005 of the true 
values. The difference attained a value of .010 for a few 
of the .98 percentage points but the maximum relative error 
was only .006. Most of the erracsoccurred for the values of 
n from 5 to 15. The average absolute error in this range of 
n was .0023 and the average relative error was .0015. The 
first four sample moments of the generated exponential 
random va~iables were also in close agreement with the 
population moments. 
It is difficult to make exact statements concerning the 
accuracy of the Monte Carlo _results but in view of the 
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studies made it is felt that the accuracy exhibited by the 
empirical distribution of the sample mean is typical of the 
accuracy in the tables given in Appendix A. 
V. SUMMARY, CONCLUSIONS AND FURTHER PROBLEMS 
As noted in section II.C, up to this point progress on 
providing solutions to the problems of making inferences in 
the Weibull distribution has primarily been limited to the 
advancing of simple estimators of the parameters. Little 
has been known even about the properties of these estimators 
except in the asymptotic sense. Except for the significant 
results by Johns and Lieberman, [6], giving exact confidence 
limits on the reliability, contributions to this area have 
had to resort to asymptotic theory to obtain, for example, 
approximate solutions to the problems of interval estimation 
and hypothesis testing. 
In this paper the superiority of the maximum likelihood 
estimators has been established and their small and moderate 
sample size properties have been studied. But the most sig-
nificant results have been the solution, through the discov-
ery of certain pivotal functions, of the standard problems 
of estimation and hypothesis testing in the Weibull distri-
bution. 
Areas which warrant further investigations include a 
search for good approximations to the distributions of the 
pivotal functions for moderate samples. The conservative-
ness of the procedure in section III.C-2 for testing b 1=b 2 
could be investigated and a study made into how the tests 
on c 1 and c 2 in section III.B could be used to determine 
the appropriateness of the ass~~ption of c 1=c 2 in sections 
III.C-1 and III.D and c 1 < c 2 in section III.C-2. 
Another area of consideration arises in~ediately from 
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the fact that the pivotal functions remain pivotal even for 
type II censored sampling. The results in this paper can 
readily be extended to this case although the necessity of 
considering various points of censoring greatly enlarges the 
amount of simula·tion required to generate the distributions. 
In addition, the results can be applied to the important 
three parameter Weibull given by equation (1}. If cis known 
it can be observed through the change of variables, y=ex, 
A A A A 
and a reparametrization that b/b, (G - G)/b and (G - G)/b 
have distributions that are independent of the parameters. 
The generation of these distributions would yield inferences 
concerning b and G with c known. 
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Percentage Points, R. , such y that P[c/c < .Q, ] =y y 
.02 .05 .10 .25 .40 .50 .60 Ns .604 .683 • 766 .951 1.116 1.238 1.378 
6 .623 .697 • 778 .937 1.080 1.188 1.304 
7 .639 .709 .785 .930 1.059 1.155 1.256 
8 .653 .720 . 792 .926 1.045 1.131 1.223 
9 .665 • 729 • 797 .925 1.035 1.114 1.198 
10 .676 .738 .802 .924 1.028 1.101 1.179 
11 .686 • 71+5 .807 .924 1.022 1.090 1.163 
12 .695 .752 .811 .924 1.017 1.082 1.151 
13 .703 .759 .815 .924 1. 011~ 1.075 1.140 
14 .710 • 761+ .819 .925 1.011 1.069 1.132 
15 • 716 .770 .823 .925 1.008 1.064 1.124 
16 .723 .775 .826 .926 1.006 1.059 1.117 
17 .728 .779 .829 .927 1.004 1.056 1.111 
18 .734 .784 .832 .927 1.003 1.052 1.106 
19 .739 .788 .835 .928 1.001 1.049 1.101 
20 .743 .791 .838 .929 1.000 1.047 1.097 
22 .7)2 • 798 .843 .930 0 .. 998 1.042 1.090 
24 .759 .805 .848 .932 0.997 1.038 1.084 
26 .766 .810 .852 .933 0.995 1.035 1.079 
28 .772 .815 .856 .934 0.994 1.033 1.074 
30 .778 .820 .860 .935 o·.993 1.030 1.0?0 
32 .783 .824 .863 .937 0.993 1.028 1.067 
34 .788 .828 .866 .938 0.992 1.027 1.064 
36 • 793 .832 .869 .939 0.992 1.025 1.061 
38 • 797 .835 .872 .940 0.991 1.024 1.059 
40 .,801 .839 .875 .940 0.991 1.023 1.056 
42 .804 .842 .877 .941 0.990 1.022 1.05L~o 
44 .808 .845 .880 .942 0.990 1.021 1.052 
46 .811 .84? .882 .943 0.990 1.020 1.051 
48 .814 .850 .884 .944 0.990 1.019 1.049 
50 .817 .852 .886 .944 0.989 1.018 1.048 
52 .820 .854 .888 .945 0.989 1.017 1.0lt-6 
54 .822 .857 .890 • 91~6 0.989 1.017 1.045 
56 .825 .859 .891 .946 0.989 1.016 1. 04-h 
58 .827 .861 .893 .947 0.989 1.015 1.043 
60 .830 .863 .894 .948 0.989 1.015 1.041 
62 ~832 .864 .896 .948 0.9$9 1.014 1.0l~o0 
64 .834 .866 .897 • 9lf-9 0.989 1.014 1.040 
66 .836 .868 .899 .949 0.988 1.014 1.039 
6S .838 .869 .900 .950 0.988 1.013 1.038 
70 .840 .871 .901 .950 0.988 1.013 1.037 
72 .841 .872 .903 .951 0.988 1.012 1.036 
74 .843 .874 .904 • 951 0.988 1.012 1.036 
?6 .845 .875 .905 .952 0.988 1.012 1.035 
eo .848 .878 .907 .952 0.988 1.011 1.034 
85 .852 .881 .910 .953 0.988 1.011 1.032 
90 .855 .883 .912 • 95lt- 0.988 1.010 1.031 
100 .861 .888 .916 .956 0.988 1.009 1.029 
120 .871 .897 .923 .959 0.988 1.007 1.025 
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Table Al (cont.) 
,.. 
Percentage Points, .Q, y' such that P[c/c < .Q, ] =y y 
N lr.....:_}O .75 .ao .85 .90 .95 .98 
5 1.557 1.671 1.R12 2.001 2.277 2. 779 3.518 
6 1. !+53 1.543 1.662 1.S12 2.030 2.436 3.067 
7 1.386 1.461 1.561 1.688 1.861 2.183 2.640 
8 1.338 1.404 1.491 1.602 1.747 2.015 2.377 
9 1.303 1.361 1 . 439 1.538 1.665 1.896 2.199 
10 1.275 1.328 1.399 1.489 1.602 1.807 2.070 
11 1.253 1.302 1.367 1.450 1.553 1.738 1.972 
12 1.234 1.281 1.341 1.1}18 1.513 1.682 1.894 
13 1.219 1.263 1.319 1.391 1.480 1.636 1.830 
14 1.206 1.248 1.300 1.369 1.452 1.597 1.777 
15 1.195 1.234 1.284 1.349 1.427 1.564 1.732 
16 1.185 1.223 1.270 1.332 1.406 1.535 1.693 
17 1.176 1.213 1.258 1.317 1.388 1.510 1.660 
18 1.168 1.204 1.247 1.303 1.371 1.487 1.630 
19 1.162 1.196 1.237 1.291 1.356 1.467 1.603 
20 1.155 1.188 1.228 1.281 1.343 1.4Lr9 1. 579 
22 1.1lr4 1.176 1.213 1.262 1.320 1.418 1.538 
24 1.135 1.165 1.200 1.246 1.301 1.392 1. 501+ 
26 1.128 1.156 1.189 1.232 1.284 1.370 1.475 
28 1.121 1.148 1.180 1.220 1.269 1.351 1.450 
30 1.115 1.lhl 1.171 1. 210 1.257 1.334 1.429 
32 1.110 1.135 1.16h 1. 201 l.2Lt.6 1.319 1.409 
34 1.105 1.129 1.157 .1.1G3 1.236 1. 306 1.392 
36 1.101 1.125 1.151 1.186 1.227 1.294 1.377 
38 1.097 1.120 1.146 1.179 1.219 1.283 1.363 
40 1.094 1.116 1.141 1.173 1. 211 1.273 1.351 
42 1.091 1.112 1.137 1.167 1.204 1.265 1.339 
41~ 1.088 1.109 1.132 1.162 1.198 1.256 1.329 
lr-6 1.085 1.106 1.129 1.158 1.192 1. 249 1.319 
48 1.083 1.103 1.125 1.153 1.187 1.242 1.310 
50 1.081 1.100 1.122 l., 149 1.182 1.235 1.301 
52 1.078 1.098 1.119 1.145 1.177 1. 229 1.294 
54 1.076 1.095 1.116 1.142 1.173 1.224 1.286 
56 1.075 1.093 1.113 1.139 1.169 1.218 1.280 
58 1.073 1.091 1.111 1.135 1.165 1.213 1.273 
60 1.071 1.089 1.108 1.133 1.162 1.208 1.267 
62 1.070 1.087 1.106 1.130 1.158 1.204 1.262 
64 1.068 1.086 1.104 1.127 1.155 1.200 1.256 
66 1.067 1.084 1.102 1.125 1.152 1.196 1.251 
68 1.066 1.083 1.100 1.122 1.149 1.192 1.246 
70 1.064 1.081 1.098 1.120 1.146 1.138 1.21r2 
72 1.063 1.080 1.097 1.118 1.1Lr4 1.185 1.237 
74 1.062 1.078 1.095 1.116 1.141 1.182 1.233 
76 1.061 1.077 1.093 1.114 1.139 1.179 1.229 
80 1.059 1.075 1.090 1.110 1.134 1.173 1.222 
85 1.057 1.072 1.087 1.106 1.129 1.166 1.213 
90 1.055 1.069 1.084 1.102 1.124 1.160 1.206 
100 1.051 1.065 1.079 1.096 1.116 1.150 1.192 
120 1.046 1.058 1.070 1.086 1.104 1.133 1.171 
,. ,. 
-K Table A2a; Percentage Points for c[ln(b/b) - ln(K)] with K•.Sll, B=e =.60 
N y • 02 .OS .10 .25 .40 .50 .60 .70 .75 . 80 .85 .90 .95 • 9 8 
7 -.312 -,090· .086 .379 .584 .723 .871 1.053 1.158 1.284 1.438 1.657 2.009 2.505 
8 -.228 -.037 .125 .397 .588 .715 .850 1.015 1.110 1.224 1.357 1.550 1.863 2.272 
10 -.115 .042 .183 .424 .596 .705 .823 .963 1.044 1.140 1.249 1.408 1.669 1.983 
12 -.040 .099 .224 .444 .601 .700 .805 .928 1.000 1.083 1.178 1.316 1.543 1.806 
14 .015 .142 .256 .459 .605 .696 .793 .903 .968 1.042 1.128 1.250 1.454 1.683 
16 .058 .176 .282 .472 .609 .694 .783 • 885 .944 1.011 1.090 1.201 1.386 1.592 
18 • 093 .• 204 .303 .482 • 612 .692 .776 • 869 .925 .987 1.059 1.162 1.332 1.521 
20 .122 .228 .321 .491 • 614 .690 .769 .857 .909 .966 1.035 1.130 1.288 1.464 
22 .147 .248 .337 • 499 • 617 .689 .764 • 847 • 896 .950 1.014 1.104 1.251 1.416 
24 .169 .266 .351 • 506 .619 .688 .759 .838 • 884 .935 .997 1.082 1.220 1.376 
26 .188 .281 .363 • 512 .620 .687 .755 .830 .875 .923 .982 1.062 1.193 1.341 
28 .205 .295 .374 .518 .622 .686 .752 .824 • 866 .912 .969 1.045 1.169 1.311 
30 .220 .307 .383 .523 .623 .685 .749 .818 .858 .903 .957 1.030 1.148 1.284 
' 32 .~.:S4 .318 .392 .527 .624 .685 .746 .812 .852 • 895 347 1.017 1.129 1.260 
34 .246 .328 .400 • 532 .626 .684 .743 • 808 .846 • 887 .937 1.005 1.112 1.239 
36 .258 .338 .408 • 535 .627 .683 .741 • 804 .840 • 880 .929 .994 1.097 1.219 
38 :. 269 .346 .415. .539 .628 .683 .739 .800 • 835 .874 .921 .984 1.083 1.202 
40 :278 .354 .4i1l .542 .• 628 .683 .737 .796 • 830 .868 .914 .975 1.071 1.185 
42 .288 .362 .427 .545 .620 .682 .735 .793 • 826 • 863 .908 .967 1.059 1.171 
44 • 296 .368 .432 .548 .630 .682 .733 .790 .822 .859 .902 .959 1.048 1.157 
46 .304 .375 .438 .551 .631 .682 .732 .787 .818 .854 .896 .952 1.038 1.144 
48 .311 .381 .442 .553 .632 .681 .730 .784 .815 .850 • 891 .946 1.029 1.133 
50 .318 • 386 .447 .555 .632 .681 • 729 .782 • 812 .846 .886 .939 1.020 1.122 
52 .325 .392 .451 .558 .633 .681 .728 .779 • 809 .843 .882 .934 1.012 1.111 
54 .331 .397 .455 .560 .633 .680 .726 .777 .906 .839 .877 .928 1.004 1.102 
56 .337 • 401 • 459 • 562 .634 .680 .725 .775 • 803 • 836 .873 .923 .997 1.092 
58 .343 .406 .463 .564 .635 .680 .724 .773 .801 .833 .869 .918 .990 1.084 
60 .348 .410 .466 .565 .635 .680 .723 .771 .799 .830 .866 .914 .984 1.076 
64 .358 .418 .479 .569 .636 .679 .721 .768 .794 .825 • 859 .905 .972 1.061 
68 .367 .426 .479 .572 .637 .679 .719 .765 .790 • 82:i.. • 853 • 898 .961 1.047 
72 .376 .432 • • 484 .575 .638 .679 .718 .762 .787 .817 .848 • 891 .951 1.035 
76 .383 .438 .489 .577 .638 .678 • 716 .759 .783 .813 .843 • 885 .• 943 1. 024 
80 .390 .444 .494 • 580 .639 .678 .715 .757 .780 .809 .838 .879 .934 1.013 0'\ 0 
Table A2b : Percentage Points for ~[1n(b/b) - 1n(K)] with K=.693, S=e-K=.SO 
N y .02 .OS .10 .25 .40 .so .60 .70 .75 • 80 .85 .90 .95 .98 
7 -.665 -.42) -.229 .058 .255 .376 .500 .656 .747 .854 .981 1.157 1.448 1.827 
8 -. 563 -.357 -.183 .081 .263 .375 .487 .630 .712 .808 .920 1.080 1.336 1.65i 
10 -.430 -.263 -.117 .115 .274 .373 .472 .594 .663 .745 .837 .975 1.186 1.441 
12 -.343 -.199 -.072 .138 .283 .372 .462 .570 .631 .402 .784 .904 1.088 1.305 
14 -.281 -.152 -.038 .156 .289 .372 .455 .553 .607 .671 .7,5 .852 1.017 1.20~ 
16 -.233 -.115 -.010 .170 .295 .371 .449 .539 .589 .647 .715 .813 .963 1.137 
18 -.195 -.085 .012 .182 .299 .371 .445 .528 • 575 .628 .692 .781 .920 1.080 
20 -.163 -.061 .031 .192 .303 .371 .441 • 519 • 563 .613 .672 .755 .684 1.034 
22 -.136 -.040 .047 .200 .306 .371 .438 • 511 .552 .600 .656 .734 .855 .996 
24 -.113 -.021 .061 .207 .309 .370 .435 • 504 .544 .588 .642 .715 .829 .963 
26 -.093 -.006 .073 .214 .311 .370 .442 .499 • 536 .579 • 630 .699 • 807 .935 
28 -.076 .008 .084 .219 .313 .370 .430 .493 .529 • 570 .619 .685 .788 .910 
30 -.060 • 021 .094 .225 .315 .370 .427 .489 .523 • 563 .610 .673 .771 .888 
32 -.046 .032 .103 .229 .317 .370 • 425 .485 .5!.8 .556 .602 .661 .755 • 868 
34 -.033 .042 .111 .233 • 319 .370 .424 .481 .513 .550 • 594 .651 .742 .851 
36 -.022 .052 .119 .237 .320 .370 .422 .478 • 509 .544 .5u7 .642 .729 .835 
38 -.011 .060 .12 5 .241 .321 .370 .420 .475 • 505 • 539 .581 .634 .718 .820 
40 -.001 .068 .132 .:244 .323 .370 .419 .472 • 501 .534 .575 .627 .707 • 807 
42 .• 008 .075 .138 .247 • 314 .370 .418 .469 .498 .530 .569 .620 • 69 8 .794 
44 .016 .082 .143 .250 .325 .370 .416 .467 .494 .526 .564 .613 .689 .783 
46 •• 024 .088 .148 .253 .326 .370 .415 .464 .49) • 523 .560 .607 .660 .773 
48 > .031 .094 .153 .255 • 327 .370 .414 .462 .489 • 519 .555 .602 .673 .763 
so .038 .100 .157 .257 .328 .370 .413 .460 .486 .516 .551 .596 .665 .754 
S2 .045 .lOS .162 .260 .328 .370 .412 .-tss .494 .513 .548 • 592 .659 .745 
54 .051 .110 .166 .262 .329 .370 .~11 .457 .481 .510 .544 .587 .652 .737 
56 .056 .115 .169 .264 • 330 .370 .410 .455 .479 • 507 .541 .Sd3 .6,6 .729 
58 .062 .119 .17 3 .265 .331 .370 .409 .453 .477 .505 .537 • 579 .6,1 .722 
60 .067 .123 .176 .267 .331 .370 .409 • 452 .475 .502 .534 • 575 .635 .715 
64 .077 .131 .1aJ .270 • 332 • J 70 .407 .449 .472 .498 .529 .568 .625 .703 
68 .cas .1.38 .188 • 27 3 .333 .369 .406 .4~7 .468 .494 .524 • 561 .616 .69: 
72 .093 .145 .19-t .276 .335 .3€9 .405 .444 .465 • .;90 .519 .555 .608 .681 
76 .101 .151 .198 .279 .335 .369 .403 .442 .462 .487 • 515 • 550 .601 .672 0' 
80 .107 .156 .203 .281 .336 .369 • 402 .440 .460 .484 .511 .545 • 594 .663 ... 
.... 
"" -K Table A2c: Percentage Points for c [ ln (b/b) - ln (K)] vvi th K=. 80, B=e =.449 
N y • 02 .05 . 10 .25 .40 .50 .60 .70 .75 .80 .85 .90 .95 .98 
7 -.856 -.582 -.381 -.101 .099 .214 .338 .• 477 .554 .653 .769 .918 1.178 1.540 
8 -.731 -.518 -.334 -.078 .105 .216 .322 .. 457 .532 .620 .727 .872 1.108 1.408 
10 -.580 -.417 -.265 -.039 .120 .218 .311 .427 .493 .561 • 657 .• 785 .982 1.217 
12 -.478 -.347 -.216 -.011 .131 ~219 .ao5 .406 :465 .529 .609 .721 • 891 1.092 
14 -.423 -.296 -.180 .010 .140 .220 .300 .391 .443 • 502 .573 .673 .825 1.003 
16 -.375 -.256 -.151 .026 .146 .221 .295 .379 .. 427 .480 .545 .637 .773 •• 936 
18· -.335 -.225 -.127 .039 .152 .221 .292 .369 v.413 .463 .523 .607 .733 .884 
~0 -.304 -.199 -.108 .050 .156 .222 • 289 .361 ~4€13 .449 .505 .583 .700 .841 
22 -.277 -.177 -.091 .059 .160 .222 • 286 .355 .393 .437 .490 .563 .672 • 806 
24 -.253 -.159 -.077 .066 .163 .222 .283 .349 .385 .427 .477 .546 .649 .775 
26 -.233 -.143 -.064 .073 .165. .222 .281 .344 .379 .419 .466 .531 .629 .750 
28 -.215 -.128 -.053 .079 .168 .223 .279 .339 .373 .411 .457 .518 .611 .727 
30 -.199 -.116 -.043 .084 .170 .223 .277 .335 .367 .404 .448 .507 • 595 • 707 
32 -.185 -.105 .:...034 .089 .172 .223 .275 .331 .362 .398 .440 .497 • 582 • 689 
34 -.142 -.094 -.026 • 09,3 .174 .223 .274 .328 .358 .393 .433 .487 .569 .673 
36 -.160 -.085 -.018 .097 .175 .223 .272 .325 .354 .388 .427 .479 .558 .659 
38 -.149 -.077 -.011 .100 • 17.7 .223 .271 .322 .351 .383 .421 .471 .547 .646 
40 -.138 -.069 -.005 • 103 .178. .223 .270 .320 .347 .379 .416 .464 .538 .634 
42 -.129 -.062 .001 .106 .179~ .223 .269 .318 .344 .375 .411 .458 .529 .623 
44 -.120 -.055 .006 .109 .• 180 .• 223 .267 .315 .341 .371 .406 .452 .521 .612 
46 - .112 -.049 .011 .111 .181 .223 .266 .313 .339 .368 .402 .446 .514 .603 
48 -.10 4. -. 043 .016 .114 .182 .223 .265 .312 .336 .365 • 398 .441 .507 .594 
50 -.097 -.038 .020 .116 .183 .223 .265 .310 .334 .362 .394 .437 • 500 • 586 
52 -.091 -.033 • 02 4 ~;. 118 .184 .223 .264 .308 .332 .359 .391 .432 • 494 .578 
54 -.084 -.028 .028 .120 .185 .223 .263 .307 .330 .357 • 388 .428 .489 .571 
56 -.078 -.024 .032 .122 .• 185 .223 .262 .305 .328 .354 .385 .424 .483 .564 
58 -.072 -. 019 .036 .124 .186 .223 .261 .304 .326 .352 .382 .420 .478 .558 
60 -. 067 -.015 .039 .125 .187 .223 .261 .302 .324 .350 .379 .417 .474 .552 
64 -.057 -.008 .045 .128 .188 .223 .259 .300 .321 .346 .374 .410 .465 .540 
68 -.048 -.001 .051 .131 .189 .223 .258 .298 .318 .342 .370 .404 .457 .530 
72 -.039 -.005 .056 .134 .190 .224 .257 .296 .316 .339 .365 .399 .450 .521 
76 -.032 -.011 .061 .136 .191 .224 .256 .294 .313 .336 .362 • 394 .443 .513 
80 -.025 -.016 .065 .138 .192' ..• 224 .255 .292 .311 .333 .358 .389 :437 .505 0\ IV 
,.. 
" 
-K Table A2d: Percentage Points for c[ln(b/b) - ln(K)] \vith K==.90, S=e =.407 
N y • 02 .OS .10 .2S .40 .so .60 .70 .7S .80 .8S .90 .9S .98 
7 -1.070 -.736 -.S16 -.226 -.031 .078 .195 .327 .404 .soo .607 .7S2 .996 1.317 
8 -.964. -.652 -.457 -.195 -.018 .081 .189 .309 .379 .465 .560 .695 .911 1.183 
10.! -.809 -.541 -.379 -.1S3 -.001 .086 .181 .28S .344 .416 • 497 .615 .794 1.011 
12 -.701 -.468 -.328 -.125 .010 .090 .175 .269 .321 .384 .456 .S60 .717 .902 
14 -.621 -.41S -.291 - .10S .018 .092 .171 .2S6 .303 . 360 .426 .520 .660 .824 
16 -.559 -.375 -.262. -.089 .02S .094 .168 .247 .290 .342 .403 .489 .616 .766 
18 -.S09 -.343 -.239 -.077 .030 .096 .165 .239 .279 ~328 .384 .464 .581 .720 
20 -.467 -.317 -.220 -.066 .035 .097 .162 .232 .270 .316 .369 .443 .S52 .683 
22 -.433 -.295 -.204 -.057 .039 .098 .160 .226 .262 .305 .356 .426 .527 .651 
24 -.403 -.276 -.190 -.050 .042 .099 .158 .221 .256 .297 .345 .410 .506 .624 
26 -.377 -.259 -.178 -.043 .045 .100 .156 • 217 .250 .289 .335 • 397 .488 .601 
28 -.355 -.245 -.167 -.038 • 048 .100 .155 .213 .245 .282 .326 . 386 .472 .581 
30 -.335 -.232 -.157 -.032 • 050 .101 .153 .209- .240 .276 .319 .375 .458 .562 
32 -.317 -.220 -.148 -.028 .052 .101 .152 .206 .236 • 271 .312 • 366 .445 .546 
34 -.301 -.210 -.140 -.024 .054 .102 .151 .203 .232 .266 .306 .357 .433 .532 
36 -.287 -.200 -.133 -.020 • 056 .102 .150 • 201 .229 .261 .300 .350 .423 .518 
38 -.274 -.191 -.126 -. 016 .057 .102 .149 .198 • 225 .257 .295 .353 .413 .506 
40 -.262 -.183 -.120 -.013 • 059 .103 • 148 .196 • 222 .253 .290 .336 • 405 .495 
42 -.251 -.176 -.114 -.010 .060 .103 .147 .194 .220 • 250 .286 .330 .396 .~85 
44 -.240 -.169 -.109 -.007 .062 .103 .146 .192 .217 .247 • 282 .325 • 389 .~75 
46 -.231 -.163 -.104 -.005 .063 .103 .145 .190 .215 .244 .278 .319 .382 .~67 
48 -.222 -.157 -.099 -.002 .064 .104 .144 .188 .213 .241 .275 .315 .375 .458 
50 -.214 -.171 -.095 .000 .065 .104 .144 .187 .210 .238 .271 .310 .369 .451 
52 -.206 -.146 -. 091 .002 .066 .104 .143 .185 .208 .236 .268 .306 .363 .443 
54 -.199 -.141 -.087 .004 .067 .104 .142 .184 .207 .233 .265 .-302 .358 .437 
56 -.192 -.136 -.083 .006 .068 .104 .142 .182 .205 .231 .262 • 298 .353 .430 
58 -.186 -.132 -.080 .008 .068 .104 .141 .181 .• 203 • 229 .259 • 295 .348 .424 
60 -.180 -.127 -.076 .009 .069 .105 .141 .180 • 202 .22'2 .257 • 291 .343 .418 
64 -.169 -.120 -.070 . 012 .071 .105 .140 .177 .199 .223 .254 .285 .335 • 408 
68 -.159 -.113 -.065 .015 .072 .105 .139 .175 .196 .220 .252 .279 .327 .. 398 
72 
- .• 150 -.106 -.060 .018 .073 .105 .138 .173 .193 • 217 .248 .274 .320 • 389 
76 -.142 -.100 -.055 .. 020 .074 .105 .137 .171. .191 .214 .244 .269 .314 .381 en 




Percentage Points, R. y' such that P [ c ln(b/b) < R. ] =y y 
N5 
.02 .OS .10 .2S .40 .so .60 
-1.631 -1.247 r'Q$ -.4h4 -.2h1 -.056 .085 - • C-.~ 
6 -1.3C:6 -1.007 -.7h0 -.385 -.194 -. Ol~5 .079 
7 -1.106 -0.$74 -.652 -. 34/+ -.168 -.038 .074 
8 -1.056 -o. 7·~4 -.591 -.313 -.150 -.032 .070 
9 -0.954 -0.717 -. 544 -.289 -.137 -.029 .067 
10 -0.876 -0.665 -.507 -.269 -.126 -.026 .065 
11 -0.813 -0.622 -.477 -.253 -.118 -.023 .-062 
12 -0.762 -0.587 -.451 -.239 -.111 -.021 .061 
13 -0.719 -0.557 -.429 -.228 -.106 -.019 .059 
14 -0.683 -0.532 -.410 -.217 -.100 -.018 .057 
15 -·0.651 -0.509 -.393 -.208 -.096 -.016 .056 
16 -0.624 -0.489 -.379 -.200 -.092 -.015 .054 
17 -0.599 -0.471 -.365 -.193 -.089 -.014 .053 
18 -0.57~~ -0.455 -.353 -.187 -.085 -.013 .052 
19 -0.558 -0.441 -.342 -.181 -.083 -.013 .051 
20 -0.540 -0.428 -.332 -.175 -.080 -.012 .050 
22 -0.509 -0.404 -.314 -.166 -.075 -.011 .048 
24 -0.483 -0.384 -.299 -.158 -.071 -.009 .047 
26 -O.li-60 -0.367 -.286 -.150 -.068 -.009 .046 
28 -0.441 -0.352 -.274 - .14/+ -.065 -.008 .044 
30 -0.423 -0.338 -.264 -.139 -.062 -.007 .01+3 
32 -0.1+08 -0.326 -.254 -.134 -.059 -.006 .042 
34 -0. 39J~ -0.315 -.246 -.129 -.057 -.006 .041 
36 -0.38.2 -0.305 -.238 -.125 -.055 -.005 .040 
38 -0.370 -0.296 -.231 -.121 -.~53 -.005 .040 
40 -0.360 -0. 2[~8 -.224 -.118 -.052 -.004 .039 
1;.2 -0.350 ·-0. 280 -.218 -.115 -.050 -.004 .038 
41+ -0.341 -0.273 -.213 -.112 -.048 -. 001+ .037 
1;.6 -0.333 -0.266 -.208 -.109 -.047 -.003 .037 
48 -0.325 -0.260 -.203 -.106 -.Oh6 -.003 .036 
50 -0.318 ~0.254 -.198 -.104 -.045 -.003 .036 
52 -0.312 -0.249 -.194 -.102 -. Ol~3 -.003 .035 
54 -0.305 -0.244 -.190 -.100 -.042 -.002 .035 
56 -0.299 -0.239 - .11\6 -.098 -. Oh.i -.002 .034 
58 -0.2<;4 -0.234 -.183 -.096 -.040 -.002 .034 
60 -0.289 -0.230 -.179 -.094 -.039 -.002 .033 
62 -0.281., -0.226 -.176 -.092 -.039 -.002 .033 
64 -0.279 -0.222 -.173 -.091 -.038 -.001 .032 
66 .. 0.274 -0.218 -.170 -.089 -.037 -.001 .032 
68 -0.270 -0.215 -.167 -.088 -.036 -.001 .032 
70 -0.266 -0.211 -.165 -.086 -.035 -.001 .031 
72 -0.262 -0.208 -.162 -.085 -.035 -.001 .031 
74 -0.259 -0.205 -.160 -.084 -.014 -.001 .031 
76 -0.255 -0.202 -.158 -.083 -.033 -.001 .030 
oo 
-0.248 -0.197 -.1S3 -.080 -.032 -.000 .030 '-' 
85 -0.241 -0.190 -.148 -.078 -.031 -.000 .029 
90 -0.234 -0.184 - .11..,4 -.075 -.030 .ooo .028 
100 -0.221 -0.174 -.136 -.071 -.027 .ooo .027 
120 -0.202 -0.158 -.123 -.064 -.024 .001 .025 
65 
Table A2e (cont.) 
,.. ,.. 
Percentage Points, R. , y such that P[ c ln(b/b) < 1 ] =y y 
~I y • 70 .75 • 80 .85 .90 .95 
.98 
5 .254 . 349 .1 .. 52 .587 .772 1.107 1.582 
6 .221 .302 .404 .516 .666 0.939 1.291 
7 .200 .272 .362 .465 .598 0.629 1.120 
8 .185 .251 .331 .427 .547 0.751 1.003 
9 .174 .235 .307 .397 .507 0.691 0.917 
10 .165 .222 .288 • 372 .475 0.641 .. 0.851 
11 .. 157 .211 .273 .351 .448 0.605 0.797 
12 .150 .202 .260 .334 .425 o. 572 0.752 
13 .145 .194 .249 .319 .406 0.544 o. 714 
14 .140 .187 .239 .306 .389 o. 520 0.681 
15 .135 .180 .230 .294 .374 0.499 0.653 
16 .131 .175 • 223 .284 .360 0 .1~.80 0.627 
17 .128 .170 .216 .274 .348 0.463 0.605 
18 .124 .165 .209 .266 .338 0.4l .. 7 0.584 
19 .121 .161 .204 .258 .328 0.433 0.566 
20 .118 .157 .199 .251 .)18 0.4.21 0.549 
22 .113 .150 .189 .239 .302 0.398 0.519 
2! .. .109 .144 .181 .228 .288 0.379 0.494 
26 .105 .1)8 .174 .219 .276 0.362 O.h72 
28 .102 .134 .168 .210 .265 o. 347 0.453 
30 .098 .129 .163 .203 •. 256 0.334 0.435 
32 .095 .125 .158 .197 .247 0.323 0.4.20 
34 .093 .122 .153 .191 .239 0.312 0.406 
36 .090 .. 118 .149 .185 .232 0.)02 0.393 
38 .088 .115 .145 .180 .226 0 .2<J.3 0.382 
40 .086 .113 .142 .175 .220 0.285 0.371 
42 .084 .110 .139 .171 • 21/_. 0.278 0.361 
44 .082 .108 .136 .167 .209 o. 271 0.352 
46 .080 .105. .133 .164 .204 0.264 0.344 
l!.8 .079 .103 .130 .160 .199 0.258 0.336 
50 .077 .101 .128 .157 .195 0.253 0.}28 
52 .076 .099 .126 .154 .191 0.247 0.321 
54 .074 .097 .123 .151 .187 0.243 0.315 
56 .073 .096 .121 .148 .184 0.238 0.309 
58 .072 .094 .119 .146 .181 0.233 0.303 
60 .071 .092 .117 .143 .177 0.229 0.297 
62 .070 .091 .116 .141 .174 0.225 0.292 
6L1- .068 .089 .114 .139 .171 o. 221 0.287 
66 .067 .088 .112 .137 .169 0.218 0.282 
68 .066 .087 .111 .135 .166 0.214 0.278 
70 .065 .085 .109 .133 .164 0.211 0.274 
72 .464 .084 .108 .1)1 .161 0.208 0.269 
74 .064 .083 .107 .129 .159 0.205 0.266 
?6 .063 .082 .105 .128 .157 0.202 0.262 
80 .061 .080 .103 .125 .153 0.197 0.255 
85 .059 .077 .100 .121 .148 0.190 0.246 
90 .057 .075 .097 .118 .143 0.185 0.239 
100 .054 .071 .093 .112 .136 0.175 0.226 
120 .049 .064 .085 .103 .123 0.159 0.205 
·' 
A 
-K Table A2f: Percentage Points for c[ln(b/b) - 1n(K)] with K=l.05, S=e =.350 
N y .02 .05 .10 .25 .40 . 50 .60 .70 .75 .80 .85 .90 .95 .98 
7 -1.280 -.940 -.709 -.400 -.204 -.090 • 019 .141 • ~03 • 292 .388 .517 .725 1.025 
8 -1.123 -.854 -.655 -.371 -.191 -.086 .016 .131 .195 .271 .364 .482 .677 .926 
10 -.930 -.729' -.ffi68 -.325 -.170 -.079 .012 .113 .170 .235 .316 . 416 .583 .782 
12 -.814~-.646 -.508 -.293 -.156 -.074 • 008 .099 .150 .. .207 • 279 .367 .513 .685 
14 -.734 -.587 -.464 -.269 -.145 -.070 .005 .088 .135 .186 .251 .330 .461 .615 
16 -.675 -.542 -.430 ~.251 -.136 -.067 .003 .079 .122 .170 .229 .302 .420 .562 
18 -.929 -.506 -.403 -.237 -.130 -.065 .001 .072 .112 .157 .212 .279 .388 .529 
20 -.592 -.478 -:381 -.225 -.124 -.063 -.001 .066 .104 .146 .197 • 260 .361 .486 
22 -.561 -.454 -.363 -.215 -.119 -.061 -.002 .061 .097 .137 .185 .244 .339 .457 
24 -.535 -.433 -.347 -.207 -.116 -.060 -.004 .057 .091 .129 .174 .231 .320 .432 
26 -.512 -.416 -.334~-.200 -.112 -.059 -.005 .053 .085 .122 .165 .219 .303 .411 
28 -.492 -.400 -.322 -.194 -.109 -.058 -.006 .049 • 080 .115 .157 .209 • 289 • 392 
30 -.475 -.387 -.311 -.188 -.107 -.057"-.007 .046 .076 .110 .149 .199 .276 .376 
32 -.459 -.375 -.302 -.183 -.104 -.056 -.008 .043 .072 .105 .143 .191 .264 • 361 
34 -.445 -.364 -.293 -.179 -.102 -.055 -.009 .040 .069 .100 .137 .184 .254 .348 
35 -.432 -.354 -.286 -.175 -.100 -.055 -.010 .038 .066 .096 .132 .177 .244 .336 
38 -.420 -.345 -.279 -.171 -.098 -.054 -.011 .036 .063 .093 ~127 .170 .236 .325 
40 -.409 -.337 -.272 -.167 -.097 -.054 -.011 .034 .060 .089 .122 .•. 165 .228 . 315 
•42 -.400 -.329 -.266 -.164 -.095 -.053 -.012 .032 .057 .086 .118 .159 .221 .306 
44 -.390 -.322 -.261 -.161 -.094 -.053 -.013 .030 .055 .083 .114 .1~5 .214 • 297 
46 -.382 -.315 -.256 -~159 -.093 -.053 -.013 .029 .053 .080 .111 .150 .208 • 289 
48 -.374 -.309 -.251 -.156 -.092 -.052 -.014 .027 .051 .077 .107 .146 • 202 .282 
50 -.366 -.304 -.247 -.154 -.091 -.052 -.015 .026 .049 .075 .104 .142 .197 .275 
52 -.359 -.298 -.243 -.152 -.090 -.052 -.015 .024 .047 .073 .101 .138 .191 .268 
54 -.353 -.293 -.239 -.150 -.089 -.052 -.016 .023 .045 .• 071 .098 .135 .187 .262 
56 -.347 -.289 -.235 -.148 -.088 -.051 -.016 .022 .044 .069 .096 .131 .182 .256 
58 -.341 -.284 -.232 -.146 -.087 -.051 -.016 .021 .042 .067 .093 .128 .178 .251 
60 -.335 -.280 -.228 -.144 -.086 -.051 -.017 .020 .041 .065 • 091 .125 .• 174 .245 
64 -.325 -.273 -.222 -.141 -.085 -.051 -.018 • 018 .038 .061 .087 .120 .166 .236 
68 -.316 -.265 -.217 -.138 -.084 -.050 -.018 .016 .036 .058 .083 .115 .160 .227 
72 -.307 -.259 =.212 -.136 -.082 -.050 -.019 .014 .034 .055 .079 .110 .153 .219 
76 -.300 -.253 -.207 -.133 -.081 -.050 -.020 .012 .031 .053 .076 .106 .148 .212 
80 -.292 -.248 -.203 -.131 -.080 -.050 -.020 .011 .020 .050 .073 .102 .143 • 205 0'\ 0'\ 
,... ,.. 
-K Table A2g: Percentage Points for c.[ln{b/b) - ln(K)] with K=l.lO, S=e =.333 
N y .02 .05 .10 .25 .40 .50 .60 .70 .75 . 80 .85 .90 .95 .98 
7 -1.362 -1.013 -.771 -.454 -.258 -.192 -.034 .086 .152 .232 .327 .451 .645 .936 
8 -1.195 -.916 -.708 -.421 -.243 -.181 -.036 .076 .138 • 212 .303 .415 .598 .838 
10 -.994 -.785 -.619 -.374 -.220 -.164 -.039 .069 .115 .179 .259 .355 .514 .704 
12 -.873 -.700 -.559 -.342 -.205 -.153 -.042 .046 .097 .153 . 225 .310 .450 .614 
14 -.790 -.640 -.515 -.318 -.194 -.145 -.044 .036 .083 .134 .199 • 276 • 402 .549 
16 .... 729 -.594 -.481 -.300 -.185 -.139 -.046 .028 .072 .11:9 .• 178 .249 .364 .499 
18 -.681 -.557 -.454 -.285 -.178 -.134 -.048 .022 .062 .106 .161 • 227 .333 .459 
20 -.643 -.528 -.431 -.274 -.173 -.130 -.050 .016 .054 .096 .147 . 209 .307 .. 426 
22 -.611 -.503 -.412 -.264 -.168 -.127 -.051 .011 .047 .086 .135 .193 .285 .398 
24 -.584 -.482 -.396 -.255 -.164 -.124 -.052 .007 .041 .079 .124 .180 .267 ,.,375 
26 -.561 -.464 -.382 -.248 -.160 -.121 -.054 .003 .036 .072 .115 .168 .• 250 .355 
28 -.541 -.448 -.370 -.241 -.157 -.119 -.055 .000 .031 .066 .107 .157 .236 .337 
30 -.523 -.435 -.359 -.235 -.154 -.117 -.056 -.003 .027 .060 .100 .148 .223 .321 
32 -.507 -.422 -.350 -.230 -.152 -.116 -.057 -.006 .023 .055 .093 .140 .212 .307 
'34 
-.493 -.411 -.341 -.226 -.150 -.114 -.058 -.008 .020 .051 .087 .132 .201 .294 
36 -.480 -.401 -.333 -.221 -.148 -.113 -.059 -.011 .017 .047 .082 .125 .192 .282 
38 -.469 -.392 -.326 -.218 -.146 -.112 -.059 -.013 .014 .043 .077 .119 .183 .272 
40 -.458 -.383 -.319 -.214 -.144 -.111 -.060 -.015 .011 .• 039 .072 .113 .175 .262 
42 -.448 -.376 -.313 -.211 -.142 -.110 -.060 -.016 .008 .036 .068 .108 .16 8 .253 
44 -.439 -.369 -.308 -.208 -.141 -.109 -.061 -.018 .006 .033 .064 .103 .161 .245 
46 -.431 -.362 -.303 -.205 -.140 -.108 -.061 -.020 .004 .030 .060 .099 .155. .237 
48 -.423 
-.356 -.298 -.203 -.139 -.107 ~.062 -.021 .002 .028 .057 .093 .149 .230 
so -.415 -.350 -.293 -.200 -.137 -.106 -.062 -Q022 -.000 .025 .053 .089 .143 .223 
52 -.409 -.345 -.289 -.198 -.136 -.106 -.063 -.024 -.002 .023 .050 .085 .138 .217 
54 -.402 -.340 -.285 -.196 -.135 -.105 -.063 -.025 -.004 .021 .048 .082 .133 .211 
56 -.396 -.335 -.281 -.194 -.134 -.105 -.063 =.026 -.005 • 019 .045 .078 .128 .205 
58 -. 391 -.331 -.278 -.192 -.133 -.104 -.063 -.027 -.007 • 017 .042 .075 .124 .200 
60 -.385 -.326 -.274 -.190 -.133 -.103 -.064 -.028 -.008 .015 .040 • 0 72 .• 120 .195 
64 -.375 -.319 ~~268 -.187 -.131 -.103 -.065 -.030 -.011 .011 .035 .066 .112 .186 
68 -.366 -.312 -.263 -.184 -.130 -.102 -.065 -.032 -.014 .008 .031 .061 .105 .• 177 
72 -.358 -.305 -.258 -.181 -.128 -.101 -.066 -.034 -.016 .005 .028 .056 .099 .170 
76 -.350 ~.299 -.253 -.179 -.127 -.100 -.066 -.035 -.018 .003 .024 .052 • 093 .163 
80 -.344 -.294 -.249 -.177 -.126 -.100 -.067 -.037 -~020 .ooo .021 .048 .088 .156 0'\ 
-...I 
Table A2h: Percentage Points for ~fln(b/b} - ln{K)l with K=l.l5, S=e-K=.317 
N y .02 .05 .10 .25 .40 .50 .60 .70 .75 .80 .85 .90 .95 .98 
7 -1.435 -1.081 -.828 -.504 -.305 ~.193 -.083 .034 .100 .176 .268 .387 .586 .857 
8 -1.264 -.9"79 -.767 -.472 -.293 -.186 -.084 .025 .086 .160 .246 .358 .540 .766 
10 -1.053 -.840 ~.673 -.423 -.269 -.177 -.087 .oos .064 .128 .203 .300 .454 .637 
12 -.927 -.751 -.608 -.389 -.252 -.171 -.090 .003 .047 .104 .170 .256 .391 .550 
14 -.841 -.688 -.562 -.364 -.240 -.166 -.092 .012 .033 .084 .144 .222 .343 .487 
16 -.779 -.641 -.527 -.345 -.231 -.163 -.094 .020 .022 .069 .124 .196 .307 .439 
18 -.730 -.604 -.499 -.330 -.223 -.160 -.095 .026 .013 .057 .108 .175 .277 .401 
20 -.691 -.574 -.476 -.318 -.217 -.158 -.097 .031 .006 .047 .095 .157 .252 -369 
22 -.659 - • 54 9 - • 4 57 ':"' • 3 0 8 - • 212 - • 15 6 - • 0 9 8 • 0 3 6 • 0 0 1 • 0 3 8 • 0 8 3 • 14 2 • 2 3 2 • 3 4 3 
24 -.632 -.528 -.441 -.300 -.208 -.154 -.099 .040 .006 .030 .073 .129 .214 .320 
26 -.608 -.509 -.427 -.292 -.205 -.153 -.100 .044 .011 .024 .065 .118 .199 .300 
28 -.588 -.493 -.415 -.286 -.201 -.152 -.101 .047 .016 .018 .057 .108 .185 .283 
30 -.570 -.479 -.404 -.280 -.199 -.151 -.102 .o5o :o2o .013 .o5o .099 .173 .268 
32 -.554 -.467 -.394 -.275 -.196 -.150 -.103 .052 .024 .008 .044 .091 .163 .254 
34 -.540 -.456-. 386 -.270 -.194 -.149 -.103 .055 .027 .004 .039 .084 .153 .241 
36 -.527 -.445 -.378 -.266 -.192 -.1as -.104 .057 .o3o .ooo .034 .o1a .144 .230 
38 -.515 -.436 -.371 -.262 -.190 -.147 -.105 .059 .033 .004 ~029 .072 .136 .220 
40 -.504 - • 4 2 8 - • 3 6 4 - •• 2 59 - • 18 9 - • 14 7 - . 10 5 • 0 6 1 • 0 3 5 • 0 0 7 • 0 2 5 • 0 6 6 • 12 ~ • 2 1 0 
42 -.494 -.420 -.358 -.256 -.187 -.146 -.106 .063 .038 .010 :o21 .061 .122 .202 
44 -.485 -.413 -.353 -.253 -.186 -.146 -.106 .064 .040 .013 .017 .057 .116 .193 
46 -.476 -.406 -.347 -.250 -.184 -.145 -.107 .066 ,042 .016 .014 .052 .110 .186 
48 -.468 -.400 -.343 ~.247 -.183 -.145 -.107 .067 .044 .018 .011 .048 .104 .179 
50 -.461L -.394 -.338 -.245 -.182 -.144 -.108 .068 .046 .020 .008 .044 .099 .172 
52 -.453 -.389 -.334 -.243 -.181 -.144 -.]08 .070 .048 .023 .005 .041 .094 .166 
54 -.447 -.384 -.330 -.241 -.180 -.144 -.108 .071 .049 .025 .003 .038 .090 .160 
56 -.441 -.379 -.326 -.239 -.179 -.143 -.109 .072 .051 .027 .000 .034 .086 -155 
58 -.435 -.374 -.323 -.237 -.178 -.143 -.109 .073 .052 .028 .002 .031 .082 .]50 
60 -.429 -.370·-.320 -.235 -.178 -.143 -.109 .074 .054 .030 .004 .029 .078 -~45 
64 -.419 -.362 -.313 -.232 -.176 -.142 -.110 .076 .056 .033 .009 .023 .071 .136 
68 -.410 -.355 ~.308 -.229 -.175 -.142 -.111 .078 .059 .036 .012 .018 .064 .127 
72 -.401 -.348 -.303 -.226 -.174 -.141 -.111 .079 .061 .039 .016 .014 .059 .120 
76 -.393 -.342 -.298-.224 -.173 -.141 -.112 .081 .063 .041 .019 .010 .053 .113 



































Table A2i: Percentage Points for ~[ln(b/b) - ln{K)] with K=2.0, S=e-K=.135 
y .02 .OS .10 .25 .40 .50 .60 .70 .75 .80 .85 .90 .95 .98 
-2.509 -1.979 -1~-626 -1.177 -.936 -.813 -.704 -.588 -.531 -.470 -.400 ~.309 -.163 -.000 
-2.235 -1.806 -1.510 -1.129 -.910 -. 796 -.697 -.589 -.535 -.480 -.412 ·-.324 -.192 -.037 
-1.903 -1.590 -1.361 -1.055 -.873 -.774 -.687 -.593 -.544 -.495 -.434 -.356 ~.242--.106 
-1.709 -1.459 -1.268 -1.005 -.848 -.760 -.681 -.596 -.552 -.507 -.452 -.381 =.279 ·-.158 
-1.580 -1.370 -1.204 -0.970 -.229 -.750 -.678 -.600 -.559 -.517 -.466 -.402 -.308 -.198 
-1.487 -1.304 -1.156 -.943 -.815 __ 743 -.675 -.603 -.565 -.525 -.478 -.418 -.331 -.230 
-1.417-1.253 -1.119 -.923 -.804 -.737 -.673 -.606 -.571 -.532 -.488 -.432 -.350 -.256 
-1.361 -1.212 -1.089 -.906 -.795 -.733 -.672 -.609 -.575 -.538 -.496 -.444 -.366 -.277 
-1.316 -1.179 -1.064 -.893 -.788 -.729 -.671 -.611 -.579 -.544 -.504 -.454 -.380 -.296 
-1.278 -1.151 -1.043 -.881 -.782 -.726 -.671 -.614 -.583 -.549 -.510 -.463 -.392 -.312 
-1.246 -1.126 -1.025 -.871 -.776 -.724 -.670 -.616 -.586 -.553 -.516 -.470 -.402 -.326 
-1.219 -1.105 -1.009 -.863 -.772 -.721 -.670 -.617 -.589 -.557 -.521 -.477 -.412 -.338 
-1.195 -1.087 -.996 -.855 -.768-.719 -. 670 -.619 -.592 -.561 -.526 -.484 -.420 -.349 
-1.174 -1.071 -.983 -.848 -.764-.717 -.670 -.621 -.594 -.564 -.530 -.489 -.428 -.359 
-1.155 -1.056 -.973 7.842 -.761 -.716 -.670 -.622 -.597 -.567 -.534 -.495 -.435 -.368 
-1.138 -1.043 -.963 -.837 -.758 -.714 -.670 -.623 -.599 -.570 -.538 -.499 -.441 -.377 
-1.122 -1.031 -.954 -.832 -.756 -.713 -.670 -.625 -.601 -.573 -.541 -.504 -.447 -.384 
-1.108 -1.020 -.946 -.828 -.753 -.712 -.670 -.626 -.603 -.575 -.544 -.508 -.453 -.392 
-1.096 -1.010 -.938 -.824 -.751 -.711 -.670 -.627 -.604 -.577 -.547 -.512 -.458 -.398 
-1.084 -1.001 -.931 -.820 -.749 -.110 -.670 -.628-.606 -.sao -.sso -.515 -.462 -.404 
. -1.073- .993 -.925 -.816 -.747 -.709 -.670 -.629 -.607 -.582 -.552 -.518 -.467 -.410 
-1.063- .985 -.919 -.813 -.746 -.708 -.671 -.630 -.609 -.584-.555 -.521 -.471 -.415 
-1.054- .977~ -.913 -.810 -.744 -.707 -.671 -.631 -.610 -.586 -.557 -.524 -.475 -.420 
-1.045- .971 -.908 -.807 -.743 -.707 -.671 -.632 -.612 -.587 -.559 -.527 -.479 -.425 
-1.037- .964 -.903 -.805 -.741 -.706 -.671 -.633 -.613 -.589 -.561 -.530 -.482 -.430 
-1.029- .958 -.899 -.802 -.740 -.705 -.671 -.633 -.614 -.591 -.563 -.532 -.485 -.434 
-1.022- .952 -.894 -.800-.739 -.705 -.671 -.634 -.615 -.592 -.565 -.535 -.488 -.438 
-1.015- .947 -.890 -.798 -.738 -.704 -.672 -.635-.616 -.594 -.567 -.537 -.491 -.442 
-1 002- .937 -.883 -.794 -.736 -.703 -.672 -.636 -.618 -.596 -;570 -.541 -.497 -.449 
-o:99l- .928 -.876 -.790 -.734 -.102 -.672 -.637 -.620 -.599 -.573-.545 -.so2 -.455 
-0.981- .920 -.870 -.787 -.732 -.702 -.672 -.639 -.622 -.601 -.576 -.548 -.507 -.461 
-0.972- .913 -.864 -.784 -T731 -.701 -.673 -.640 -.623 -.6Q3 -.578 -.552 -.511 -.466 
-0.963- .906 -.859 -.781 -.729 -.100 -.673 -.641 -.625 -.605 -.581 -.555.-.515 -.472 0\ \0 
Table A3a 
Percentage Points, ~' such that GK(1)=.80 as a function of a where K = -ln(a) 
-- - .. - -
a N (i • 50 0 . 55 0. A0 0. 65 ____ fLJJj ____ Q--:__1_5 ____ 0. 8 0 .. ___ 0 • R 5 . 0. 9_0_ -~-0 .o5 . __ 0. 9 g 
10 0.744 0.931 1.1~3 1.356 1.606 1.~97 2.245 2.685 3.?89 4.263 5.34A 
11 0.721 Q.Q05 1.103 1.322 1.568 1.8~2 2.193 2.6?3 3.?.14 4.164 5.222 
----:-1--=:2--':!()....JJj? (). RR3 J .07R ] • 29'2, ] • '115 · 1. ~U 4 ?_,,_l!t~~•_5_7J_3_._L5_Q_It_._Q_.'3]_5_._l_2_3~----· 
13 0.685 o.n64 1.057 1.~69 1.507 1.782 2.112 2.527 3.097 4.014 s.o4o 
14 0.671 0.~48 1.039 1.24R 1.483 1.755 2.090 2.4Rq 3.051 3.Q55 4.972 
15 0.658 0.834 1.022 1.230 1.463 1.731 ?.05?. 2.457 3.011 3.904 4.910 
1 6.__. 0- A4 7_ It-~ 2 L ~ l • (')0 R _l._214 ___ L_4A4~-L. 71 0 ___ ? .. 'J 77 2. 42 8____2_._9_7_6_3._'l60_4_ ... _R61 
1R 0.62B 0.800 0.984 l.lR7 1.413 1.675 1.987 2.380 2.918 3.786 4.767 
20 0.613 0.782 0.065 1.164 1.3RR 1.646 1.954 ?.341 2.871 3.726 4.698 
22 0.600 0.76R 0. 0 48 1.146 1~367 1.62? 1.926 2.308 2.831 3.677 4.645 
___ ...,?~~__oJ_'i?~J~"5 Q_,_q_34_1.130 1.349 1.601 1.907 2.?.81 ?..798 3.636 4.5<)8 
26 o.s1o o.744 o.922 1.116 1.334 1.'584 l.B•rz-z-.-.F5_7_2-:-7·ro-3~6-o_1_4-:-s-'5-s~-----
za o.s7o o.735 o.911 1.104 1.320 1.569 1.~65 2.237 2.745 3.570 4.522 
30 0.56~ 0.7?6 0,<)0?. 1.0°4 1.109 1.555 l,R4Q 2.219 2,774 3,543 4.490 
32 0.55A 0.710 O.AQ4 1.0R5 1.70~ J .54~ l.R~'5 2.20? ?.704 3,'51<) 4.46'5 
34 0.550 0.712 0.886 1.076 1.289 1.533 1.824 2.189 2.688 3.498 4.439 
36 0.544 0.706 0.879 1.069 1.2BO 1~573 1.~12 2.175 2.672 ~.470 4.4?.1 
38 o.539 o.100 o.A73 1.061 1.212 1.514 t.soz· 2.163 2.657 3.462 4.404 
---~40_0.._'5_~'5 Q.~95~~A7 l.05_':\_l_!!_~~1_L._5_Q_A_. _l_J.9_3_?..JO....L2_3_]_._6_~5_3_.446_4.385;------
42 o.s3o o.6oo o.Ro2 1.049 1.?59 1.4<}9 1.1s4 2.143 2.633 3.-4-:31 t.t;·=rbs 
44 0.526 C.6B6 O,P57 1.044 1.253 1.40? 1.776 2.134 2.622 3.418 4.355 
46 0.5?3 0.682 0.853 1.030 1.247 1.485 1.769 2.125 2.612 3.406 4.343 
4Q 0.&:\]Q 0.67R 0.R49 1.~~4 },?47 1.480 1,762 ?.117 2,603 3.~95 4.~3Q 
50 0.'516 0,675 0.?45 1.010 1.237 1.474 1.756 7.110 ?..5<)4 3.3R4 4.322 
52 o.513 o.671 o.A4l 1.026 1.232 1.469 1.750 ?.103 2.586 3.374 4.309 
54 0.510 0.668 0.83~ 1.027 1.228 1.464 1.745 2.097 ?.579 3.365 4.297 
-----=5_6_0 _._ 5D q_o_._, 6_5_o_,_B_'2, 4 l~O_L9_L...2..?.!!-_L 4 6JJ 1 • 7_~_o_zJ_o_qJ_2~5]...2_.3_~_c.~_5 7_4_~_2_9_1. _____ _ 
58 o.scs o.~63 o.R31 1.015 1.~20 1.456 1.735 2.086 2.565 3.349 4.281 
60 0.503 0,660 0.829 1.012 1.217 1.451 1.730 ?.OAO 2.559 3.341 4.275 
62 O.SCO 0.658 O.P.76 1.000 1.21~ l.44R 1.726 2.075 2.553 3.334 4.266 
A4 0.4qR 0.6~~ O.R?3 l.OOA 1.?10 1.444 1.727 ?.070 2.~47 3.327 4.261 
66 0,406 0.65? 0.821 1.00~ 1.?07 1. 1+41 1.71A 2.066 ?.542 3.321 4.2'ij 
69 0.404 0.651 O.Alq 1.001 1.204 1.43A 1.715 ?.062 2.~37 3.314 4.244 
70 n.40?. 0.649 O.Al6 o.aop 1.201 1.434 1.711 2.05~ 2.'532 3.3oq 4.241 
72 0.401 0.647 O.Al4 0.9~~ 1.19a 1.4~1 1.7oq ?.054 2.528 3,303 4.234 
___ __,74-o-.-4-AQ-o-:-fi4-,-o-;-in~-c-;q~-Li 1. p,-6--l-~4-2·q--T:rcr~-.·-o·~-o--?-:5-21'--3-.79_R __ 4 ~-2'll·---
76 0.487 0.643 C.RlO o.q92 1.194 1.426 1.701 2.047 2.519 3.293 4.224 
78 0.4R~ 0.64? 0.8CR 0,090 1.1<)? 1.423 1.69q 2.043 ?.515 3.288 4.221 





Percentage Points, i, such that GK(i)=.90 as a function of 8 where K = -ln(S) 
8 
o-.:so--o.ss o.6o o.65 c.1o o.rs o.so o.ss o.9o o.Q5 o.o._ N 
10 o.9o9 1.174 1.396 1.641 1.q27 2~24~ 2.640 3.140 3.830 4.949 ~.198 
Ll 0.91J_l.l31 l.34A 1.58P 1.8'59 ?..17'1 ?..556 3.040 3.700 4.794 A.009 
-----.1 2-o~q q l.0-9 s--1~-o? i • 5 42 I. 80 I 2. 115 2. 4 8 7 ? • '1"59 .3. 6 I 0 4. t>6c-.6c----.5~.-rR,-.c5-:--r'.r-! ----
13 0.872 1.064 1.272 1.503 1.763 2.065 2.429 2.891 3.527 4.559 5.718 
14 0.848 1.037 1.243 1.469 1.725 2.022 2.379 2.~3? 3.456 4.469 5.609 
---~1~5::---;.;0.8_27 1~014 1.217 1.441 1.693 1.98'5 2.337 ?.782 3.396 4.390 '5.508 
16 0-:8~0.9'9?t 1.194 1.415 1.664 1.952 2.249 2.7~8 3.343 4.322 5.425 -
18 0.778 0.959 1.156 1.372 1.616 1.898 2.236 2.665 3.?54 4.208 5.285 
20 0.752 0.931 1.124 1.337 1.577 1.853 2.136 2.606 3.183 4.116 5.171 
----~·~22 0.730 0.907 1.098 1.308 1.544 1.817 2.144 ?.~57 3el24 4.041 5.079 
24 o:-7T2-rr~-B87-T;OT6~-.-?H3 1. 516 t. 78s--r.TOH 2.5T5 3.074 ~.978 5.07}-""J __ ------
26 0.606 0.870 1.057 1.262 1.493 1.759 ?.078 2.480 3.032 3.924 4.935 
28 0.6R? 0.854 1.040 1.243 1.472 1.735 Z.05l 2.449 ?.9Q5 ~.~78 4.PR3 
30 n.670 o.A41 1.025 1.221 1.453 1.715 ?..028 2.422 2.963 3.817 4.~3?. 
~2 0 • 6 59 0 • 8 2 9 I •. OTl. I • 2 1 2 I. • 4 3 I I • 6 9 6 Z • 0 0 6 Z • 1 q I 2 • 9 3 -~ 3 • H 0 2 ,_... 7 q 5 
34 0.649 0.818 1.000 1.199 1.422 1.680 1.9~8 2.376 2.90A 3. 770 't. 754 ·. 
36 0.640 0.808 0.989 l.lA7 1.409 1.66.5 1.971 2.357 2.885 3.741 4.719 
____ 38 0.612 0.799 0.979 1.176 1.397 1.651 1.95ft ?.139 ?.864 3.715 4.693 
z.-o-o-;-67-4-o-;791-o;.; 97o-1-;To6 r;-3-s·5 1. 63~-;-tt~T323 ?;-stt-s 3 ;o-q-z-tt;b6r:-r-s------
42 0.617 0.783 0.962 1.157 1.376 1.628 1.929 2.~08 2.827 3.670 4.640 
44 0.611 0.776 0.954 1.148 1.366 1.617 1.917 2.294 ?..All 3.650 4.617 
---.....:4:p_6 0 • 6 0 5 0 • 7 7 0 0. Q4 7 1 • 14 1 1 • 3 5 A 1 • 6 0 8 l • 9 0 6 2 • 2 '31 ? • 7 9 6 "3 • 612 4. 5 q 7 
4 8 (). 60o--O-:Tt>~O-;:ri4-0 l • I 3 3 I • 3 50 I • 59 q I • B 9 6 2 • 2 7 0 2. 7 8 2 i . 1:) 1 5 4 • '5 B 0 
50 0.594 0.75A 0.934 1.1~7 1.342 1.590 1.8R6 2.259 ?.770 3.59Q 4.560 
52 0.5A9 0.753 0.928 1.120 1.335 1.582 1.877 2.249 2.757 3.5A5 4.545 
----~54 0.585 0.748 0.921 1.114 1.328 1.575 1.869 ?.239 2.746 3.571 4.513 
5~o:-s8I-o-.743·-o.918-"t--.;·lo~l-;-322 .t-;?oe t.B-61 2.?3o ?.;r3s--3-~">8 4-;-51-o------
58 0.576 0.739 0.913 1.103 1.316 1.562 1.854 2.?22 2.726 3.546 4.50~ 
60 0.573 0.734 0.90R 1.098 1.311 1.556 1.847 ~.?14 2.717 3.5~5 4.4~8 
6? 0.56Q 0.730 0.904 1.003 1.306 1.549 1.?40 7~206 ?.707 1~5?4 4.4~1 
-----7-67-4-x-O =-.. ')r-;'"' o-:rz-r-<J.Qnu--r-;-o R q 1 • 3 o r r • 54 4 r • '3 3 4 2 • r 9 q 1 • fj 9 Y 3 • s 14 4 • 1-+ 6 R 
66 0.562 0.723 0.896 1.085 1~296 1.539 1.828 ~.192 2.691 3.504 4.455 
68 0.559 0.720 0.89?. 1.081 1.201 1.513 l.B?2 2.1P5 2.683 3.49n 4.452 
70 0.556 0.717 0.889 1.077 1.2R7 1.529 l.Al7 2.179 ?.676 ~.4R7 4.441 -----..;,.7z-o-:5153-o·~-713-o~·aa~r~073---r-;?83 t. szs----r;·srz--?-;;T74--z;;-67~-;-tt:78 '• ~-4-:3n------
74 0.551 0.710 0.882 1.069 1.?.79 1.520 1.~07 2.16~ 2.~63 3.471 4.424 
76 0.548 0.708 0.879 1.066 1.275 1.516 1.802 ?.16~ ?.656 3.463 4.417 
___ _..,.7.-?8~~0--!545 0.705 0.876 1.063 1.272 1.51~ l.79R ___ ~-·~~~ ?.67t 3.456- 4.40B =-J 
8 0 0. 5 41 0 .70 2 0 • 873 I • 0 6 0 1 • 2 68 1 • 50 \J r.;--n "'\ .• L ) ,_ ? • 6 t :> -~ • t; 4 q 4. 4 0 ?. 1-' 
Table A3c 
Percentage Points, i, such that GK(2)=.95 as a function of S where K = -ln{S) 
B 
r-r--o~,;~ 0.55 0.60 0.65 C. 70 O. 75 O.RO o~-~-v.90 0.95 0.9R 
10 1.441 1.688 1.959 2.26? 2.608 3.016 3.515 4.160 5.073 6.61B R.4R) ll 1.366 1.605 l.A67 2.159 2.493 2.885 1.363 1.Q79 4.~3R 6.257 7.~79 
~2~~~o3-l-;1r1o-r;7<to--z;-oT4 z. 3CJFr" 2. r rr- 3. 2 37 3. g-zr-4:;5"4 1 5. 9 79 r. -z;r;:r---------
13 1.251 1.478 1.726 2.002 2.316 2.683 1.12q 3.69R 4.486 5.75R 7.147 
14 1.207 1.428 1.670 1.940 2.246 2.604 1.0~7 3.589 4.352 5.575 6.00t 
15 1.168 1.1g5 1.62' l.B86 2.185 2.535 ?.Q57 3.4Q5 4.?.36 5.423. 6.701 
16 1.134 1.347 1.5FHJ 1.838 7.132 2.474 2.8"37 3.413 4.136 5.7q? 6.53'1 
18 1.077 1.283 1.50Q 1.758 2.041 2.371 2.768 3.273 3.968 5.0Rl 6.?88 
20 1.030 1.232 1.45t 1.694 1.969 2.?90 2.675 3.165 3.837 4.914 6.081 
---~22 0.99? 1.189 1.403 1.640 1.908 2.2?.0 2.595 3.071 3.7?7 4.780 5.93~ 
z-z;-0~59---r-.1:53----r.:36·-,-r~-s9s----r;-85"8 2.163 2. 5TO 2 .-99o-3:;6T6 4. 669'---r5...:....nA·T,--------
26 o.q31 1.121 1.323 1.556 1.814 2.114 2.474 2.930 3.559 4.574 5.7o5 
28.0.906 1.094 1.29q 1.523 1.777 ?.071 2.4'ln 2.~74 3.492 4.4Q2 5.612 
30 O.AR4 1.070 1.271 1.4Q3 1.744 2.034 2.3~3 2.R?6 ~.435 4.421 5.~3~ 
.. 32 O.Ab'5 1.0"49 I.24"H !.467 t.7It:; 2.001 2.346 2.7~2 3.383 4.359 5.466 
34 0.~47 1.030 1.227 1.444 1.6R8 l.Q72 2.~12 2.743 3.337 4.303 5.405 
36 o.A32 1.012 t.zoq 1.4?.3 1.665 1.945 2.zqz 2.1os 3.2Q6 4.254 5.35? 
3A 0.817 0.997 1.190 1.404 1.644 1.9?.1 2.2S5 ?.677 3.259 4.209 5.103 
-4""o-o-;1ro4-o·~-9sz-r;;175--,-~-, R6-t-;-57.5 1. 900 2. 7·~n ? • n-49 3. 226 4. 1 ~"~ 7 · 5 ;-?-s-·rr-------
42 0.792 0.969 1.160 1.370 1.607 1.880 2.20R 2.A23 3.195 4.129 '5.?io 
44 0.781 0.957 1.147 1.356 1.591 1.862 2.188 ?.600 3.167 4.095 5.171 
__ 4r_6_0. 7 7 0 0 • 9 4 6 1. l} 4 1 • 3 1t? 1 • 57') 1 • ~ 4 5 2. 16 q 2 • 57 7 3. 14 1 4 • 0 6 3 5 • 1 16 
4 s o:l'61--cr;9-, s r • 1? 1 r • 3 2 9 r. s 6 2 r • B 3 o 7 • r s 1 2 • 5 s 7 3. rr r 4 • o 3 4 :, • r o ? 
50 0.752 0.9?5 1.112 1.31A 1.549 l.Rl6 2.135 2.539 3.096 4.006 5.066 
52 0.743 0.916 1.102 1.307 1.537 1.802 2.12D 2.521 3.075 3.981 5.01Q 
54 0.736 0.90R 1.091 1.?97 1.525 1.789 ~.105 2.505 3.055 3.957 5.012 
--. ?6-o-:-rz·~-o-.·9oo···--1. 084 ·--1.-287--,-~-s·f15 1. 77P. 2. OQ"2-r.-ztoo 3. 01R -~ .rr~Z+-r.-;-u----------· 
58 0.721 0.892 1.076 1.27~ 1.505 1.767 2.080 2.476 3.021 3.913 4.qc;q 
60 0.714 O.RR5 1.06R 1.?70 1.4Q6 1.756 2.068 2.462 3.005 3.8q1 4.913 
62 0.70A O.A78 1.061 1.26? 1.4R7 t.747 2.0~R ?.4'10 ?.qoo 1.q74 4.oo~ 
---::;-64-r.J-:T0~0.872---,-;Q')4 1.254 1.47R 1.73/ /.047 2.4~~ 2.<Ht) 3.857 4.BO? 
66 0.6Q7 0.866 1.047 1.?47 1.471 1.72R 2.037 2.426 ?.962 3.B40 4.P.70 
68 0.601 O.A60 1.041 1.240 1.463 1.720 2.0?8 ?.416 ?.050 1.q24 4.R4q 
70 0.6R6 0.~54 1.035 1.?.14 1.4~6 1.712 ?.019 2.406 2.Q3R 3.80A 4.8?o 
--.;.,7~o·-. 681 ___ 0 ~··q49 --·-· 1. 029 --l.u2?.7---r-~-4-4"9 t.70~7.-IJTt-z-;-;~)f)--z;.-q?7--,-;t94_Tt;111..,.,, ,------
74 0.670 0.~44 1.0?4 1.221 1.441 1.69B 2.003 2.3R7 2.916 3.7q0 4.701 
76 0.67? O.R30 1.019 1.216 1.437 1.691 l.qQS 2.378 ?.905 3.7~7 4.77~ 
78 0.668 0.834 1.014 1.210 1.411 l.6R4 l.98A 2.370 z.qq~ 3.754 4.75Q 
--*a*o-o-:-6"6-~-:-8·3o--r~-oo·q-r.-zo5 1.475 t.67R r.q.~r 7;-362 2.~~6 3. Pt2 4. 744 :::J 
tv 
Table A3d 
Percentage Points, 1, such that GK(1)=.98 as a function of S where K = -ln(S) 
N 0.50 0.55 0.60 0.65 C./0 ~.75 O.RO O.R5 0.9U o.q~ O.YB 
10 l.lR? 1.405 1.649 1.921 2.?30 2.592 1.0~1 3.5Q2 4.373 5.~4A 7.0R1 
----~11 1.1?8 1.345 1.5Al l.A44 2.142 2.491 2.914 3.4,5 4.207 ,.440 6.R39 
1-2~-:-<nr:r-r~-29 4-r;szs-1 ~7 a o~-;n7r-r.4-To 2. 82 o 3 .1tts--~t-;-o7 3 5. 75~0.o,_..,t q...-. ----
13 1.045 1.252 1.477 1.727 2.011 2.342 2.742 3.252 3.961 5.118 6.4?~ 
14 1.012 1.215 1.436 1.681 1.959 2.283 2.674 3.173 3.An4 4.q92 o.?6R 
15 0.983 1.183 1.401 1.642 1.915 2.233 2.617 3.106 3.782 4.~~? 6.1?1 
16 0 • q 57 l"'";l.-5 '5 1 • ?f69 I • 6 0 7 l • B 76 7 • I H 9 2 • '5 66 3 • 0 4 6 3 • I 0 q 4 • I P. I '> • 9 o '-1 
\8 0.914 1.107 1.316 1.548 1.810 2.114 2.481 2.947 3.589 4.6?9 5.791 
20 0.879 1.068 1.273 1.500 1.757 2.054 2.412 2.866 3.491 4.501 5.629 
------~22 0.R4Q 1.035 1.238 1.461 1.712 2.004 2.155 2.799 3.411 4.396~~,~·~4;~9n3~---------
2~0-:8-24-,-;oos~-.;?.OT~-;-42r-r.-57·1i--r;~62 2. 3()o--2-;74=-r-3~-T4-,-tt--;-TO~ 5. 3 
26 O.A02 0.984 1.181 1.397 1.642 1.925 2.265 2.694 3.284 4.234 5.290 
28 0.7?3 0.963 1.157 1.372 1.613 1.893 2.228 2.652 3.234 4.169 5.?08 
~0 0.7~6 0.944 1.137 1.34q 1.588 1.86~ ?.196 ?.615 3.189 4.11? 5.140 j2 0.751 0-;;-928 1.119 1.329 1.~66 t.H40 ~.168 2.'>82 1.150 4.052 "5.076 
34 0.737 0.913 1.102 1.311 1.546 1.817 2.142 ?.552 3.114 4.01A ~.0?6.: 
36 0.725 0.399 1.088 1.295 l.S28 1.797 2.119 2.525 3.082 3.977 4.975 
------~38 o.713 o.q87 1.074 1.280 1.511 1.778 2.oq7 2.501 3.053 1.G4t 4.q3~4 ________ _ 
4-o-,l~7o-;-o-.;876-r~-o62-,-;26()l.-;-496 1. 761 2. 079 2 .tt79 3. 02r-3~-o-s-tt-;r:v~ _ 
42 0.~94 O.R65 1.050 1.254 1.482 1.745 2.061 2.458 3.002 1.878 4.R'5R 
44 0.6~5 0.856 1.040 1.24? 1.469 1.731 2.045 2.440 2.980 3.~50 4.A25 
46 0.677 O.R47 1.030 1.231 1.457 1.718 2.029 ?.4?? ?.Q59 3.925 4.796 
48 0.669 0-;8"38 l.OZ1 1.7.21 1.446 1.705 2.01'5 2.40'5 2.940 :S.R01 4. Itt 
50 0.662 0.831 1.012 1.21?. 1.436 1.69~ 2.002 2.~00 ?.92? 3.779 4.746 
52 0.655 0.8?4 1.005 1.203 1.426 1.683 1.990 2.176 2.905 3.7~Q 4.7?~ 
54 0.649 0.817 0.997 1.195 1.417 1.673 1.978 2.363 ?.A90 3.739 4.699 
----s-o-o:b-43--o. 81 o-- o. 99 o-r;rR~r.'+O q r. &o 3 r • Q-r;-r-z-;-,?o--7~-R 1 ~-r.;7Zz-4-;-6 rr? _____ _ 
58 o.~3A 0.804 0.983 1.180 1.400 1.6'54 1.957 2.339 2.861 3.705 4.6ol 
60 0.632 0.798 0.977 1.173 1.393 i.646 l.Q48 2.3?8 2.q4q ~.6RA 4.641 ~~. O.A?R 0.793 0.011 1.166 1.385 1.6~7 1.918 2.~17 ?.q16 ~.~74 4.A30 ---_;.6.=-:4:---~iJ.623 o:tFrsr-cr.q-66 1.160 r.378 r.t>3o r.93u ?.3tJ7 z.A2zt: 3.5hO 't.6I :s 
66 o.618 0.781 o.960 1.154 1.112 1.623 l.QZ?. ?.zoq ?.P13 3.64o 4.5°6 
6A 0.614 0.778 0.95~ 1.149 1.366 1.615 l.Ql4 2.?qQ 2.R02 ~.634 4.,~6 
70 0.610 0.774 0.950 1.143 1.360 1.609 t.o06 2.?RO 2.7Q3 ~.6?7 4.57? 
----..:..2-o .-606--o. 77 o- o. 94 6--r.-r3~r---r;-154-r;-603 t .13q-q 2. 77z-r;7 s~-;-6-1 o 4--;:i'i--.:)' ___ _ 
74 0.607 0.766 0.941 1.134 1.34Q 1.597 l.RQ2 2.~64 2.774 3.5°Q 4.54q 
76 0.599 0.762 O.Q17 1.129 1.344 1.591 1.~86 ?.2~7 2.765 3.5~9 4.537 
78 0.505 0.75R O.Q33 1.124 1.31Q l.~A5 l.AAO 2.250 ?.757 1.57°. 4.~~R 
----"*rro--o.sqz tr.7~,---n.a,a· 1.120 r.337+ t.5Bu r.Bflt 2.243 ?.749 _«.*569 ""·51" o;;r-w 
Table A4a 
Percentage Points, R., such that GK(R.) =· .02 as a function of 13 where K = -ln(l3) 
-- ··--·---------· . ... . 13 
N o • o 2 o • o 5 o. 1 o o • 1 s o. 20 · o • 2 5 o .-3 o· o • 1 5 o. 4 o o • 4 5 o. 5o 
10 -2.94q -2.470 -2.024 -1.717 -1.4~q -1.236 -1.034 -0.845 -0.664 -0.4~~ -0.314 
--11-~z. A02. -2 .346 .. -1. 921 .. ~1.622 --~ 1 • .379_~_1.167.-~o. 973_~o. 791-~0.616 ---~o .446.-~0.27.8 _______ _ 
ll.-2.6A~ -2.246 -1.837 -1.550 -1.~15 -1.110 -0.922 -0.746 -0.~77 -0.412 -0.~4~ 
13-7.585 -2.163 -1.76R -1.490 -1.?62 -1.063 -0.880 -0.709 -0.544 -0.382 -0.?'2 
14 -2.~0?. -2.09~ -l.70q -l.43q -1.?17 -1.023 -0.845 -0.677 -0.515 -0.357 -O.lQq 
--15 . ....=2..432.-~2 •. 034_-_l. 65.9_:_1..3.95-=-1 . ...17Q -0_._9.8.~0 .• _813-=.0 .•. 6.4.9-=0 •. 4.9.0_=0 ... 3.3.4.-=.0 .• -!-l-:-7-::-Q-------
16 -2.368 -1.980 -1.614 -1.356 -1.144 -0.958 -0.7Rn -0.625 -0.469 -0.315 -0.163 
18 -7..264 -l.A91 -1.540 -1.291 -l.OA7 -0.906 -0.741 -0.584 -0.432 -0.281 -0.134 
20 .-2.185 -l.R23 -1.482 -1.240 -1.041 -O.R65 -0.703 -0.550 -0.402 -0.256 -0.109 
-22_-2.123 :-1.769 .-1.435 .... ~1.199 .. :-1. 003 ___ -_0.R3.L_:-0.672 .. -0 • .522 _-0.376 __ -:-0.232 -=0.088 ______ _ 
24 -2.077 -1.725 -1.397 -1.164 -o.q12 -o.so2 -0.646 -0.497 -0.353 -o.?tl -0.06A 
?6 -2.07q -1.687 -1.364 -1.134 -0.945 -0.777 -0.623 -0.476 -0~~14 -O.lQ3 -0.052 
28 -l.qq~ -1.657 -1.337 -1.110 -0.922 -0.756 -0.603 -0.4S7 -0.316 -0.176 -0.036 
_30...:...::1._9.66--=:.1 •. 63L .. ::.l •. 314._-:.l .. .0.88-=...0 .• 9.02~0 .•. J..37 -0 .• 5.8.5-=..0 .. 4.41-=-0_ .. 3_.0D..-=.O .• .l6.1-=.0 ... D·~2"'=""2 _____ _ 
. 32 -1.940 -1.608 -1.20~ ~1.0~Q -0.8~5 -0.721 -0.56q -0.426 -0.286 -0.143 -0.009 
34 -l.q17 -1.588 -1.?7~ -1.053 -0.96Q -0.706 -0.~~5 -0.41?. -0.273 -0.136 0.003 
36 -1.897 -1.569 -1.259 -1.037 -0.~54 -0.692 -0.543 -0.400 -0.7.62 -0.125 O.OlJ 
_38_..:-_l. f}7Q --~ 1. 5.~ 3 .. :-..1. 24_4: 1. 02'+ .=o. 94 ?. __ ~o. 6AO ___ ~o. 53_l __ ... o. 3 R<l_:.:0.2.51_-:-o • .114_0. o23 
40 -1.862 -1.538 -1.2~0 -1.011 -0.830 -0.669 -0.520 -0.379 -0.241 -0.105 0.032 
42 -1.847 -1.525 -1.?1R -1.000 -0.819 -0.659 -0.511 -0.36q -0.232 -0.096 0.041 
44·-t.R34 -1.512 -1.?.07 -0.9~9 -0.~09 -0.64Q -0.501 -0.361 -0.~24 -0.0~8 0.049 
-46--=..1. 82 L--:~. 501.-~.1.19 6 .... -:-.. 0 •. 9.8.G.-=:..0 .... 300 -0 .... 6.41.-=..0 .•. 493-=:.0 .• 3.53-=0 ... 216_ -0... ... 0.8J.:.._Q...05.~---:-----
48 -1.809 -1.490 -1.1?.7 -0.971 -o.7ql -0.6~7 -0.4RS -O.l45 -0.20Q -0.074 0.063 
50 ·-1.79~ -1.4Al -l.l7R -Q.q62 -0.783 -0.62~ -0.47A -0.33~ -0.20? -0.067 0.069 
S2 -1.7A9 -1.472 -1.170 -0.9~4 -0.77? -0.618 -0.471 -0.332 -0.196 -0.061 0.075 
__ 54 .. -1. 780 -1.463 -1.16 2. -0.947 .. ~o. 769 __ -:""_o .6ll_~o. 465 __ -o. J?.5 .. -0.190 __ ... o.or;c;_o.ORl ______ _ 
56 -1.771 -1.455 -1.155 -0.940 -0.761 -0.605 -0.450 -0.31Q -0.184 -0.049 O.OA6 
5A -1.761 -1.448 -1.14" -0.914 -0.756 -0.599 -0.453 -0.314 -O.l7R -0.044 o.oq~ 
60 -\.75A -1.441 -1.142 -O.Q~A -0.7~1 -0.593 -0.448 -0.10~ -0.173 -0.019 0.0~7 
__ 6l._-:-l.? 49 -~ 1 •. 435._:-l. 13 6.-~o. 9 22_-:-_o ... 74.5_~o .• s s_e_--.o •. 4A3.-=0 •. 3 04_-:o •. .1.6~ -o_ ... o3_4__0_._.tr..~------
64 -1.74? -1.42R -1.110 -0.917 -0.740 -0.~~3 -0.41A -0.299 -0.164 -0.030 0.106 
66 -1.7~6 -1.423 -1.175 -O.Q12 -0.7'5 -0.~7~ -0.433 -0.~95 -0.160 -0.0~5 0.110 
6R -1.730 -1.417 -1.11Q -0.907 -0.730 -0.574 -0.4?9 -o.,qo -O.l~S -0.021 0.114 
____ 70 -1.724 -1.412 -1.115 -0.902 -0.726 -0.570 -0.424 -0.2A6 -O.l.5t .. -O.Ol7 ____ 0. __ llA ____ _ 
72 -1.11q -1.407 -1.110 -0.8QA -0.122 -o.~o5 -0.4?0 -o.,q? -0.147 -o.ot4 o.l?? 
74 •1.71~ -1.402 -1.106 -0.~94 -0.71A -0.561 -0.4l7 -0.?79 -0.144 -0.010 O.l2S 
76 -t.10q -1.3Q8 -1.101 -O.RQO -0.714 -0.~58 -0.411 -0.275 -0.140 -0.007 O.l2Q 
_____ 78 .. _-t. 699 .-1. 391. -1.09 6 -.o. 8 ~s -.o. 710 ... -:.0 .• 555 .~o. 41 o .. ~.o .27.2-~.o .• t3'L_-=.o •. o_.o4__o_.J.3_ ;;;.; 
~o -1.6~5 -1.186 -1.oq2 -o.eat -0.101 -0.551 -0.407 -o.zoq -0.135 -0.001 o.l34 ~ 
Table A4t 
Percentage Po:i,.nts, !L, such that GK(R.)=.~ as a function of S where K = -ln(S) 
- -- - -s o. 1 o--o--:-1s o. z 6 o. 2 s o. 1-o--(r: ·:fs--o:-4o--cf:'+ s--o. so 
10 -2.542 -2.146 -1.772 -1.507 -l.2A9 -1.097 -0.920 -0.753 -0.591 -0.432 -0.273 
---·1 L_-2. 440 _ -2.056 _ ':"' 1.694 _-1.43 8 __ ':"' 1. 226 __ -:1. 040 __ :-:0 .A.S 13 ___ -_0 .J06 __ ...,o .548. __ :-0 .3_93~0 .2~.1 ____ _ 
12 -2~35R -l.QR5 -1.632 -1.3R2 -1.175 -0.993 -0.825 -0.666 -0.512 -0.360 -0.207 
11 -2.293 -1.927 -1.581 -1.336 -1.113 -0.954 -0.7RQ -0.633 -0.481 -0.311 -0.181 
14 -2.238 -1.878 -1.538 -1.?96 -1.097 -0.921 -0.758 -0.604 -0.454 -0.306 -0.158 
----1~2 •. 191_-:-l .• 83 7 ...:.l • .501....=!..26~l.JJ6.6.-=.0 .... 992 -0 •. 7.3.1_-:_0 • .579-=.0 ... _43J.-=0_._2.8A.-=..0_._13~----­
l6 -2.151 -1.RO? -1.470 -1.234 -1.039 -0.867 -0.708 -0.557 -0.410 -0.2h5 -0.119 
18 -2.086 -1.743 -1.417 -1.186 -0.994 -0.825 -0.668 -0.519 -0.375 -0.?32 -0.088 
20 -7..034 -1.606 -1.375 -1.147 -O.Q58 -0.791 -0.6~6 -0.489 -0.346 -0.204 -0.062 
____ 2 2.-~_t. 90 L .. :-1. 65 8 .:-1. 341 __ -1 .115 __ ..,._0. 92 8--=:."_0_._762 __ :-0. 60Q __ ::-O ·'t63 __ ...,o. 3? 2 __ :-0._181_-:-_0._0_40 
24 -1.956 -1.625 -1.312 ~1.088 -0.903 -0.738 -0.586 -0.442 -0.~01 -0.161 -0.0?1 
26 -1.q25 -t.59R -1.?87 -1.065 -0.8Rl -0.718 -0.567 -0.423 -0.283 -0.144 -0.004 
?.8 -1.900 -1.575 -1.2~6 -1.045 -0.862 -0.700 -0.550 -0.407 -0.?67 -0.1?.9 0.010 
--_.;.j30-=.1 • ..87_7 -=.1.55.4-=.l· 24.1....::1 .• 02J-=..0 .... 8!t.6_::_0 .... hK4-=.0_. 53.5-=..0_._3_9_? -_0_ • .25L.::O .• ~l5_Q.._0:-<::2~3:-·----
32 -1.857 -1.536 -1.230 -1.012 -0.831 -0.670 -0.521 -0.379 -0.241 -0.103 0.035 
34 -1.836 -1.~18 -1.214 -0.9QR -0.818 -0.658 -0.510 -0.368 -0.230 -0.093 0.045. 
36 -1.817 -1.501 -1.700 -0.985 -0.~06 -0.647 -0.499 -0.358 -0.221 -0.0~4 0.054 
___ .:.....38_:-1. 801_:-1.487. -1.18 8 -o. 97'3 -~-o._795_-a. 6 37 _-o .J't8 q -o. 349. -o. ?.12 __ -:-o. o 75 __ o. 06 3 __ 
40 -1.7R6 -1.474 -1.176 -0.963 -0.785 -0.627 -0~4al -0.~40 -0.203 -0.067 o.o7t 
42 -1.7'1 -1.46? -1.165 -o.q53 -0.776 -0.6lq -0.473 -0.333 -0.196 -o.o6o o.078 
44 -1.759 -1.451 -1.156 -O.Q44 -0.768 -0.611 -0.465 -0.325 -0.189 -0.053 0.085 
-----::'t6_-:-_l._747_':':l• 4't l __ ::-.1 .• .14 7.--.:-:.0 •. 936-=_0._760_=...0 .• :"»_04__:-_0_._4.5_8-=_0_._3.19-=.0 .•. 18 2__-:_Q_._0_4_7_0_._09 .!:.-----
48' -1.736 -1.431 -1.138 -0.928 -0.753 -0.597 -0.452 -0.31?. -0.176 -0.041 0.097 
50 -1.727 -1.423 -1.131 -0.921 -0.746 -0.590 -0.445 -0.307 -0.171 -0.035 0.102 
52 -1.111 -1.414 -1.121 -0.914 -o.74o -0.585 -0.440 -0.301 -0.1n5 -o.o~o o.101 
________ .54. -1. 1oo -1.407 -1.117 -o. C>OB -0.73'+-~o. 579 __ :-n. 434 -o. 2Cl6 _:-o. 160 ___ :-o .o25 __ o.112 _________ _ 
56 -1.699 -1.39q -1.110 -0.902 -0.729 -0.574 -0.430 -0.~91 -0.156 -0.0?1 O.li7 
58 -1.69? -1.392 -1.104 -O.B97 -0.724 -0.569 -0.4?5 -0.?87 -0.151 -0.016 0.121 
60 -1.6R4 -l.3A6 -1.009 -0.892 -0.719 -0.564 -0.421 -0.2A3 -0.147 -0.012 0.125 
____ 6 L-= 1 •. 6 7 8 __ -l. 3 8 0. _-1. 0.9 3 .-=: 0. 8 8.7_.=_0..JL4-=-0_ • .5_6_0-=..0 .... _4..l6-=.0_._?_I8-=.0_ • ..l.4.3.-=.0 .• _0_0_8_Q •. 1.2.9;------
64 -1.671 -1.374 -1.088·-0.RP2 -0.710 -0.556 -0.412 -Ov275 -0.139 -0.004 0.133 
66 -1.665 -1.36Q -l.OP4 -O.A78 -0.706 -0.552 -0.408 -0.271 -0.136 -0.001 0.136 
6R -1.6h0 -1.3A4 -1.01q -O.A7~ -0.702 -0.548 -0.405 -0.267 -0.132 0.001 0.140 
10 .:- t. 654 -1.3 59 -1. o 7'l -o. 86<l - o. 6Q A __ -o. 5't4 __ -_o ·'• o 1 _-o. 2 64 __ -:o .J_?q ______ o.oo6 __ o. 143 ___________ _ 
72--1.648 -1.354 -1.070 -O.A6A -0.6Q4 -O.'l41 -0.398 -0.261 -0.1.76 0.009 0.146 
74 -l.A4'3 -1.350 -l.OA6 -0.862 -0.691 -0.53R -0.395 -0.?5A -0.123 0.012 0.149 
76 -l.6~R -1.345 -l.OA~ -0.850 -0.6Rq -0.535 -0.3Q2 -0.255 -0.120 0.015 0.152 ----~ s_=t· 634-=l· 34l_=_l._059-=.0.B.55-=...0.._6_A.5 __ :-_o_. 53_2_ -o_ .. 3J.t9_-o_._?.i?. __ -o_._ll7_o_._Qt.R_o_._l55:----~ 
a·o -1--630 -1.338--1.056 -0.852 -O.M~2 -0.529 -0.3A6 -0.249 -0.114 0.020 0.157 U1 
Table A4c 
Percentage Potnts, i, such that GK{i)=.lO as a Function of B where K = -ln(S) 
B N o.o2 o.os o.1o o.15 o.?o o.2s o.3o o-:3·s---·-o:-4cf-I"Y.'t-5--o.so 
10 -~.241 -1.876 -1.530 -1.284 -1.082 -0.90? -0.736 -0.'>79 -0.4?6 -0.?75 ·-0.1~'3 
--- 11--2.172 .. -1. 816_.-1.4 77 _-_l.237_-1.D3B_~0.862_":":'0. 699 __ -0. 545 .-0. 3q5 -0. 246 ___ ~0 •. 097 ___ _ 
12 -2.117 -1.767 -1.434 -1.19R -1.00~ -0.829 -0.66Q -0.516 -0.368 -0.221 -0.074 
13 -2.071 -1.726 -1.398 -1.165 -0.972 -0.801 -0.642 -0.49? -0.345 -0.200 -0.054 
14 -?.013 -1.692 -1.368 -1.137 -0.946 -0.777 -0.620 -0.471 -0.326 -0.18~ -0.037 
___ _.1.-J5._-:2 •. 00Q_:-J..663._-.1.342.~L •. l13 . ..=0.92..L-_O_.J56-=.0 •. 6.0..0-=0•.45.2_~_o.308__:::0_._L65-=.0_._Q~?-!-l-----
16 -1.971 -1.637 -1.319 -1.092 -0.904 -0.737 -0.583 -0.436 -0.293 -0.151 -0.008 
18 -1.974 -1.'>95 -1.281 -1.057 -O.A71 -0.706 -0.554 -0.408 -0.266 -0.126 0.016 
20 -l.RR3 -1.559 -1.749 -1.028.-0.845 -0.682 -0.530 -0.386 -0.246 -0.106 0.035 
22_-1. 849_-1 .529_:-l. 223 _-1. o 04_ ... o. 823_ ... D.n61_-o. 51_L __ -:-o .368 __ ... 0.228 __ ... o. 089 __ o.o5l __ _ 
?4 -J.R20 -1.504 -1.201 -0.984 -o.qo4 -0.644 -o.4q4 -0.152 -0.213 -0.075 o.o65 
26 -1.796 -l.4fl2 -l.lR2 -0.967 -0.788 -0.62A -0.480 -0.33R -0.200 -0.062 0.078 
?8 -1.774 -1.463 -1.166 -0.952 -0.774 -0.~15 -0.46R -0.326 -O.lAB -0.051 0.089 
---!30__::-~._755_--=:L.!+4_7__---_l.15..L . ..=.O .• !J3!:L.=..O.J61._::0_._6.03-=.0 .. _45_6-=.Q.3.16-=.0.._L7.B-=O_._Q!t_l_Q..Jl.9..8:------
32 -1.718 -1.432 -1.138 -o.qz7 -0.750 -0.593 -0.447 -0.306 -0.169 -0.032 0.101. 
34 -1.723 -1.419 -1.1?6 -0.916 -0.741 -0.584 -0.43R -0.298 -0.161 -0.024 0.115 
36 -1.710 -1.407 -1.116 -O.Q06 -0.732 -0.575 -0.429 -0.290 -0.153 -0.016 0.12~ 
___ 3R __ :-1. 69A _-l.3Q6 -1.101 _-o. 898 __ :-o. 72J_~o.567_-o.42 2 __ -o. 283 --~o.I46 __ -o .o lO ___ o .17.9 __ _ 
40 -l.6R7 -1.3R7 -l.OQR -O.R00 -0.716 -0.560 -0.415 -0.276 -0.140 -0.003 0.135 
42 -1.677 -1.378 -1.090 -O.R83 -0.10q -0.554 -0.409 -0.270 -0.134 0.003 0.141 
44 -1.669 -1.370 -l.OR3 -O.R76 -0.703 -0.548 -0.403 -0.?64 -O.l2R 0.008 0.146 
____ 46_ ... t.659_:-.1 • .362.._~_t._076_-.-_o • .B7D.-=-0 •. 6_9J-=SJ .. 542___::_0_.3.9J~ -o_.259._-::0.l23_o_._Ol3_o ... Ls..~.-____ . 
4q -1.651 -1.355 -1.010 -0.864 -o.6ql -0.537 -o.3q3 -0.254 -0.11a o.o1a o.l56 
50 -1.644 -1.~4q -1.064 -0.858 -0.686 -0.532 -0.38A -0.250 -0.114 O.O?l 0.160 
52 -l.A37 -1.343 -1.059 -O.R53 -0.681 -0.'>27 -0.384 -0.245 -0.110 0.026 0.164 
_____ 54 _-l. 63-1 -1. '' 1 .- t. oc;4 -o. 849 _- o. n 11 -~n. 5~3_-:o. 379_~o. ?41_.-o. lOn o. o3o _ . o. l6B 
56 -1.624 -1.331 -1.049 -0.844 -0.673 -0.519 -0.176 -0.2~~ -0.102 0.0"34 0.172 
'>8 -1.619 -1.327 -1.044 -0.840 -0.669 -0.515 -0.372 -0.234 -0.099 0.037 0.175 
60 -1.614 -1.~2? -1.040 -0.836 -0.665 -0.512 -0.36R -0.?31 -0.095 0.041 0.179 
62_-::_1 •.. 60Q_-:-_L. 317 __ -_1. 03 6-=-.0 •. 832__::_0._n_A_L.::_()_._5_08_::_0_._3_65_:-_0_ •. 227--=:.0 .• _092 __ 0._._o!t.4_0_. __ lB2 ____ _ 
64 -1.603 -1.311 -1.012 -O.R2<) -0.658 -0.505 -0.36? -0.224 -O.ORQ 0.046 0.18~ 
66 -1.599 -1.309 -1.0?8 -0.825 -0.655 -0.502 -o.3sq -o.??l -0.086 o.049 o.tR7 
68 -1.505 -1.305 -1.025 -O.A?? -0.652 -0.499 -0.356 -0.219 -0.083 0.05? O.lQO 
70 -1.soo -l.lOl -1.0?? -O.Bl<~ ___ -0.649_~0 .• '+96_-:0.154_-0.216_-:0.081 __ 0.055 __ O.l<l~ 
-----72 -1.5R7 -1.?98 :..1.019 -O.Al6 -0.646 -0.494 -0.351 -0.?13 -0.07R 0.057 0.11'.)5 
74 -l.5A3 -1.795 -1.016 -O.Rl1 -0.644 -0.4Ql -0.348 -0.211 -0.076 0.060 0.1Q~ 
76 -1.579 -1.291 -1.013 -0.~11 -0.641 -0.4A9 -0.346 -0.709 -0.074 0.062 0.?00 
____ 78_~ L. 57 A_ ::1. 288 .. _:-1. Ol 0_ -:-0.8 08 __ ~_0_._~)_9_.=i)_._48_6-=.D .• 3!+_4-=0 .• 207_-:.0. 0.71 . 0 ._064.:.__ 0. ?n 7 







Percentage Points, t, such that GK(t).=.25 as a Function of 8 where K = -ln(S) 
a . 
N 0.02 0.05 0.10 0.1~ C.20 0.2~ 0.30 0.35 0.40 0.45 0.50 
10 -1.86~ -1.537 -1.221 -O.Q93 -O.R04 -0.~~5 -0.478 -0.327 ~0.179 -0.032 0.117 
11 -l.P26 -1.502 -1.1°1 -0.968 -0.781 -0.614 ~0.459 -0.310 -0.164 -O.OlR 0.130 
12 -1.7Q~ -1.474 -1.167 -0.946 -0.76~ -0.596 -0.443 -0.?.9~ -0.150 -0.006 0.141 
n -1.765 -1.450 -1.147 -:..c.qzp -o. fit -o.sfn -0.429 -o.?sz -O-;;--r-39 o.oos o.rTI 
14 -1.741 -1.430 -1.12Q -0.912 -0.731 -0.~6R -0.417 -0.271 -0.129 0.014 0.159 
15 -1.720 -1.41? -1.114 -0.899 -0.719 -0.557 -0.407 -0.262 -0.120 0.022 0.167 
16 -1.703 -l.30A -1.101 -0.887 -0.70R -0.547 -0.~97 -0.254 -0.112 0.029 0.173 
o - l • 0 t ~ - 1 • j I V ·- 1 • V I ~ - U • ~ o f - 4J • !:> ~ '1 - L' • ":>. i 1 - U • .1 'i ~ -0 • t. ~ '7 - \J • V 99 0 • 0-zt. Z 0 • 1 8~ 
20 -1.648 -l.34q -1.060 -0.850 ~0.675 -0.517 -0.370 -0.228 -0.088 0.052 0.195 
22 -1.6?8 -1.31? -1.045 -0.837 -0.66~ -0.506 -0.~59 -0.218 -0.079 0.061 0.203 
1 24-1.612 -1.318 -1.033 -0.8?6 -0.652 -0.4q6 -0.350 -0.209 -0.071 0.068 0.210 26 -=-r;soR -1.306· -r.o22 -ti.RI6 -o.643 -0.'•88 -0.34?. -o.zo?. o.o64 o.o7s--o-=-n~-----
2A -1.586 -1.295 -1.013 -O.RO~ -0.615 -0.4~1 -0.335 -0.195 -0.058 O.ORl 0.7?.7. 
30 -1.~74 -1.2R5 -1.004 -0.800 -0.6?.9 -0.474 -0.32q -G.lqQ -0.052 0.086 0.227 . 
1? -1.~66 -1.211 -o.9q7 -0.794 -0.622 -0.468 -0.3?4 -o.1es -o.047 o.o91 0.211 · 
I 
I 34 -L.557 -1.210 -0.991 -u. rHfl -0.617 -c.4t>'S -o. 'H9 -o.rBo u.o4-3-ueu~ u.z-.,~ I , 36 -1.550 -1.264 -0.9~5 -0.703 -0.612 -0.45Q -0.315 -0.1._76 -0.039 0 .• 099 0.739 1~ -1.542 -1.257 -0.980 -0.778 -0.603 -0.455 -0.311 -0.172 -0.035 0.102 0.242 40 -1.5~7 -1.252 -0.975 -0.773 -0.604 -0.451 -0.307 -C.l69 -0.032 0.105 0.246 t----.,..4~z---r-;:;"3J -1 • :> '+ 1 - o. q 71 - o. 159 - o. 6 o o o. 4-rt 1 . -0731J4-;:;.u.roo--o • o zq--o-;-t os o. 2 4-n-------
1 
44 -1.~?.5 -1.242 -0.967 -0.766 -0.596 -0.444 -0.301 -0.163 -0.026 0.111 0.251 
46 -1.~21 -1.?.~8 -O.Q63 -0.762 -0.59~ -0.441 -0.29R -0.160 -0.023 0.114 0.754 
I 48 -1.516 -1.234 -O.Q5Q -~.759 -0.590 -0.418 -0.295 -0.157 -0.021 0.116 0.256 I ')0 -J..~JI. -1.231 -Q.tJLj6 -U./'56 -U.')P.K -0.436 -0.2ll3 U.I55 -0.014 0.11.8 0.2:Jl3 
! 52 -1.5C9 -1.227 -0.953 -0.753 -0.585 -0.4~3 -0.?.90 -0.153 -0.016 · 0.121 0.261 54 -1.~04 -1.2?.4 -0.050 -0.751 -0.583 -0.431 -0.?~8 -0.151 -0.015 0.122 0.262 56 -1.501 -1.??1 -0.~4~ -0.74R -0.5RO -0.429 -0~286 -0.149 -0.013 0.124 0.264 -----5~-.;.1-~-4qq-:.1.7r9-=-o-;q4.,--=-c. 74o-=G-.~7q -0. '+2 I -0. 23zt=v.T4"T""=G";QT1---cr;TZ6 0 .76·6-----
1 60 -1.40~ -1.?.1~ -O.Q41 -0.744 -0.576 -0.425 -o.?q~ -0.145 -0.009 0.12R 0.7.68 67. -1.49'- -1.213 -o.q41 -0.74? -o.~74 -0.423 -o.2s1 -0.143 -o.oo1 o.t29 o.269 
, · 64 -1.49n -1.211 -0.939 -0.746 -0.57? -0.4?.1 -0.~79 -0.142 -0.006 0.131 0.271 
l 66 -l.4P7 -I.J00 -0.937 -C.71P -0.571 -0.4?0 0.277 -0.140 -0.004 0.132 0.?72 
.! 6S -1.4~5 -1.207 -0.915 -0.736 -O.S6q -0.41R -0.276 -0.13q -0.003 0.134 0.274 
1 ~g =i=~~6 =~:~g; :8:~~r :6:ii~ :g:§~~ :g:zl~ :g:~~i :8:ijX :8:8&6 8:l~~ 6:~~~ 
---·-T4-;-t·.-4;u---r;-?o1---o-;·cn-o-;o-.-7~-v.?-o?---o-;-'F17t~7-z--o-;;-t3S o.or:rt-o-.-Ms--o-•7.7q-
: 76 -1.477 -1.19Q -O.Q~~ -0.730 -0.5~3 -0.412 -0.271 -0.133 0.007. 0.139· 0.?79 




75% Lower Confidence Limits for R(t) 
n 
R{t) \ 8 10 12 15 18 20 25 30 40 50 75 100 
.so .399 .411 • 419 .428 .434 .438 .445 .449 .456 .461 .467 .472 
.52 .417 .429 .437 .446 .453 .457 .465 .468 .475 • 481 .487 .491 
.54 .435 .446 .455 .464 .472 .476 .484 .487 .495 .500 .507 .511 
.56 .452 .465 .474 .483 • 491 .495 .503 • 506 .515 .520 .526 .531 
.58 .471 .483 .492 .501 .510 .514 .522 .526 .534 .540 .546 .551 
.60 • 489 .501 .510 .520 .529 .533 .542 .546 .554 .560 .566 .571 
.62 .507 .520 .529 .539 .549 .553 .562 .565 .574 .579 .586 .591 
.64 .526 .539 .548 • 559 .568 .572 .581 .585 .594 .600 .606 .611 
.66 .544 .558 .568 .578 .588 .592 .601 .605 .614 .620 .627 .631 
.68 .563 .577 .587 • 59 8 .608 .612 .621 .625 .635 .640 .647 .651 
• 70 .583 .596 .607 .618 .628 .632 .641 .646 .655 .660 .667 .672 
.72 .602 .616 .627 .638 .648 .653 .662 .666 .676 .681 .688 .692 
.74 .622 .636 .648 .659 • 66 8 .673 • 682 .687 .697 .701 • 708 .713 
.76 .643 .657 .668 .680 .690 .694 .703 • 708 .717 .722 .729 .734 
.78 .663 .678 .690 .701 .711 .715 .725 .729 .738 .743 • 750 .754 
.80 .685 .699 .712 .723 .732 .737 .746 .750 .760 • 764 .771 .775 
• 82 .707 .721 .734 .745 .754 .759 • 76 8 .772 .781 .785 .792 .796 
• 84 .730 .744 .757 • 767 .777 .781 .790 .794 • 803 • 807 .814 .818 
• 86 .754 .768 .780 .791 • 800 • 804 .813 .817 .825 .829 .836 .839 
.88 • 779 .792 • 805 .815 • 823 • 828 • 836 • 839 • 848 .851 .857 • 861 
.90 • 804 .818 .830 • 840 • 848 .852 • 859 • 863 • 870 .874 • 880 .883 
.92 .B33 .846 .856 .866 .873 .877 .884 .887 • 894 • 897 .902 .905 
• 94 • 863 .875 .885 • 894 .900 .903 .909 .912 .918 .921 .925 .927 
.96 • 897 .908 .916 .923 .928 .931 .936 .938 .943 .945 • 948 .950 
• 98 .937 .945 .950 .956 .960 .962 .965 .967 .970 .971 .973 .974 
...,J 
co 
Table AS (cont.) 
80% Lower Confidence Limits for R{t) 
n 
R(t) I 8 10 12 15 18 20 25 30 40 50 75 100 
.so .377 .391 .399 .410 .418 .423 .432 .437 .446 .451 .459 .465 
.52 .393 • 408 .417 .429 .437 .442 .451 .456 • 465 .471 .479 .484 
.54 .411 .425 .435 .447 .456 • 461 .470 .475 .484 .491 .499 .504 
.56 .428 .443 .453 • 466 .475 .480 .490 .494 .504 .510 .518 .524 
.58 .446 .461 .471 .485 .494 .499 .509 .514 .524 .530 • 538 .544 
.60 .464 .479 .490 .503 .513 .518 .529 .534 .543 .550 .558 .564 
.62 .481 .497 • 508 .523 .532 .537 .549 .553 .563 .570 .578 .584 
.64 .499 .516 .527 .542 .552 .557 .568 .573 .583 .590 .599 .604 
.66 I .517 .534 • 546 .562 .572 .577 .588 .593 .604 .610 .619 .625 .68 .537 • 554 .566 .582 • 592 .597 .608 .613 .624 .630 .639 .645 
.70 .556 .573 .586 .601 .612 .617 .629 .634 .644 .651 .660 .665 
.72 .576 .593 .606 .622 .633 .637 .649 .654 .665 .671 .681 .686 
.74 .596 .613 .626 .642 .653 .658 .670 .675 .686 .692 .701 • 707 
.76 .617 .634 .648 .663 .674 .679 .691 .696 .707 .713 .722 .728 
.78 .638 .656 .669 .684 .696 • 701 .712 .717 .729 .735 .743 .749 
• 80 .659 .678 .691 .706 .717 .723 .734 .739 .750 .756 .764 .770 
.82 .682 .700 .714 .729 .740 .745 .756 .761 .772 .778 • 786 .792 
• 84 .705 .723 .737 .752 .763 .768 .778 .784 .794 • 800 • 807 .813 
• 86 .729 .748 .762 .776 .787 .791 • 801 • 807 .817 .822 .829 .835 
.88 .755 .774 .787 • 801 .811 .816 .825 .830 .840 .844 .851 .856 
.90 .783 • 800 .814 • 826 • 837 • 841 • 850 .855 • 863 • 868 .874 .879 
.92 .813 • 829 • 842 • 854 • 863 .867 .875 • 880 .887 • 892 .897 .901 
.94 • 845 • 860 .• 872 .883 • 891 .894 .902 .906 .912 .916 .921 .924 
.96 .881 • 894 .905 .914 .921 .924 .930 .933 .939 .942 .945 .948 




Table AS (cont.) 
85% Lower Confidence Limits for R{t) 
n 
" ' . 8 10 12 15 18 20 25 30 40 50 75 100 R(t) 'I 
.350 .365 .376 .390 .399 .406 .416 .422 .433 .440 .450 .457 .so . 
.52 .367 .382 .394 • 408 .418 .425 .435 .441 .453 .460 .470 .477 
.54 .383 .399 .411 .426 .437 .443 .454 .460 .472 .479 .490 .496 
.56 .400 .417 .430 .445 .456 .462 .473 • 480 .492 .499 .509 .516 
.58 .417 .435 .448 .464 .475 .481 .492 .499 .511 .519 .529 .536 
.60 .434 .453 .466 .483 • 494 .500 .512 .519 .531 .539 .549 .556 
.62 .451 .471 • 484 .502 .513 .519 .532 .538 .551 .559 .569 .576 
.64 .469 .490 .503 .521 .532 .539 .552 .558 .571 .579 .590 .597 
.• 66 .487 .509 .522 .540 .552 .559 .572 .578 .592 .599 .610 .617 
.68 .505 .528 .541 .560 .572 .579 .592 .599 .612 .619 .630 .637 
.70 .524 .547 .561 .580 .592 .599 .612 .619 .633 .640 .651 .658 
.72 .544 .567 .581 .601 .613 .619 .633 .640 .653 .661 .671 • 679 
.74 .563 .587 .. 601 .621 .634 .640 .654 .661 .674 .682 .692 .700 
.76 .584 .608 .623 .642 .655 .662 .675 .683 .696 • 703 • 713 • 721 
.78 .605 .629 .644 .664 .677 .683 .697 .704 .717 .724 .735 .742 
• 80 .627 .651 .667 .687 .699 • 705 .719 .726 .739 .746 • 756 ·. • 763 
.82 I .650 .674 .690 .710 .722 .728 .741 .749 .761 .768 .778 .785 
.84 I .674 .698 .714 .733 .745 .751 • 764 • 772 .784 • 791 • 800 .807 .86 .699 .723 .739 .758 .769 .775 .788 .795 .. 807 .813 .822 .829 
.88 I .725 .749 • 765 .783 .794 • 800 .812 .819 • 831 • 837 .845 .852 
.90 .753 .778 .793 • 810 • 821 .826 • 838 • 844 • 855 .860 • 868 .874 
.92 .785 .809 • 822 • 838 • 848 • 853 • 864 • 870 • 880 • 885 .892 • 897 
.94 .820 • 842 .854 .869 • 878 • 883 .892 • 898 .906 .910 .916 .921 
.96 • 860 • 879 .890 .902 .911 .914 .922 .927 .934 .937 .942 .945 
.98 .909 .924 .932 .942 .947 .950 .956 .959 .964 .966 .969 .971 
cc 
0 
Table AS (cont.) 
90% Lower Confidence Limits for R{t) 
n 
" R(t) 8 10 12 15 18 20 25 30 40 50 75 100 
.so • 316 .336 .348 .365 .378 .385 .396 .404 .418 .426 .438 .447 
.52 .332 .352 .365 .382 .396 .403 .415 .423 .437 .445 .457 .467 
.54 .348 .369 .382 .400 .414 .421 .433 .442 .456 .464 .477 .486 
.56 .364 .385 .399 .418 .432 .439 .452 .461 .476 .484 .497 .506 
.58 • 380 .401 .417 .436 .450 .457 .471 .481 .495 .504 .517 .526 
.60 .397 .419 .435 .455 .469 .477 .490 .500 .515 .524 .537 .546 
.62 .414 .437 .453 .473 I .488 .496 .510 .520 .535 .544 .557 .567 
.64 .432 .455 .472 .492 .507 .516 .529 .540 • 555 . • 564 .577 .587 
.66 .450 .474 .491 .512 .526 .535 .549 .560 .575 .584 .598 .607 
.68 .468 .493 .511 .532 .546 .555 .569 .580 .596 .605 .618 .628 
.70 .486 .512 .530 .552 .566 .575 • 589 .601 .616 .626 .639 .649 
.72 .504 .532 .550 .573 .586 .596 .610 .622 .637 .646 .660 .670 
.74 .524 .552 .571 .593 .607 .617 .631 .643 .658 .668 .681 .691 
.76 .544 .573 .592 .615 .628 .638 .653 .665 • 680 .690 .702 .712 
.78 .566 .595 .613 .637 .651 .660 .675 .687 • 702 .711 .724 .734 
• 80 .588 .618 .635 .660 .674 .683 .698 • 709 .724 .733 .746 .755 
.82 .611 .641 .659 .683 .697 • 706 .721 .732 .746 .756 .768 .777 
.84 .636 .666 • 683 • 707 .722 .730 .745 .755 • 769 .778 .790 .799 
.86 .662 .692 • 709 .732 .747 .755 .769 • 780 .793 .802 .813 .821 
.88 • 689 .719 .736 .759 .773 .781 • 795 • 805 .818 • 825 • 837 • 844 
.90 • 719 .748 .765 .787 • 800 • 808 • 821 • 831 • 843 .851 .861 .868 
• 92 .751 • 780 .796 .817 • 829 • 837 • 849 .859 • 869 .876 .885 .892 
.94 .787 .815 • 831 .849 .861 • 867 • 879 • 887 • 897 .903 .911 .916 
.-g6 .829 .855 .870 .887 • 896 .901 .911 .918 .926 .931 .937 .942 
.98 .885 .906 .917 .930 .937 .941 .948 .953 .959 .962 .966 .969 
GO 
..... 
Table AS (cont.) 
95% Lower Confidence Limits for R(t) 
n 
A 
R(t) I · 8 10 12 15 18 20 25 30 40 50 75 100 
-
.so .308 .329 .343 .353 .366 .379 .394 .404 .420 .432 
.52 .308 .325 .346 .361 .371 .384 .398 .413 .423 .439 .452 
.54 .300 .323 .341 .363 .378 .389 .402 .416 .432 .442 .459 .471 
.56 .316 .339 .358 .381 .396 .407 .421 .435 .451 .461 .478 .491 
.58 .331 .355 .376 .398 .414 .425 .440 .454 .471 .481 • 498 .510 
.60 .347 .372 .393 .416 .432 .443 .459 .473 .490 .500 .517 .530 
.62 .363 .389 .411 .434 .450 .462 .478 .493 .510 .519 .537 .551 
.64 .380 .406 .428 .452 • 469 • 480 .497 .512 .530 .539 .558 .571 
.66 .396 .424 .445 .471 .488 .499 .517 .532 .550 .559 .579 .592 
.68 .414 .443 .464 .490 • 507 .519 .536 .552 .570 .580 .599 .612 
.70 .432 .461 .483 .510 .527 .538 .557 .573 .591 .601 .620 .633 
.72 .450 .481 .502 .530 .547 .559 .577 .594 .612 .622 .642 .654 
.74 .469 .500 • 523 .550 • 568 .580 .598 .616 .633 .644 .663 .675 
.76 .489 .520 .544 • 572 .590 .602 .620 .638 .654 .666 .684 .697 
.78 .509 .542 .567 .594 .612 .625 .643 .661 .676 .688 .707 .719 
• 80 I .529 .564 • 590 .617 .636 .648 .666 .683 .700 .711 .729 .741 .82 .552 .587 .614 .641 .660 .672 .689 .706 .724 .734 .752 .763 
.84 .576 .611 .638 .667 .685 .697 .714 .730 .748 .758 .775 .786 
.86 .602 .638 .664 .693 .710 .723 .740 .755 .772 .783 .799 • 809 
.88 .629 .666 .692 .721 .737 .750 .767 .781 • 798 • 808 .823 .833 
.90 • 661 .696 . .722 • 751 • 766 .780 .795 • 809 • 824 .834 • 848 .857 
.92 .695 .729 .755 .782 • 798 .811 • 825 • 838 • 853 .862 .874 .882 
.94 .735 .767 • 792 .817 • 832 • 845 • 858 • 869 • 882 • 890 .901 .908 
.96 .782 .812 • 835 .857 • 872 • 882 • 893 .903 .915 .921 .930 .935 
.98 .844 • 869 • 890 .907 .918 .926 .935 .943 .950 .955 .962 .965 
00 
"" 
Table AS (cont.) 
98% Lower Confidence Limits for R(t) 
,. n 
R(t) 8 10 12 15 18 20 25 30 40 50 75 100 
.so 
.293 .305 .317 .331 .349 .366 .379 .401 .415 
.52 
.307 .322 .334 .348 .366 .384 .397 .420 .434 
.54 
.300 .323 .339 .351 .366 .384 .403 .417 .439 .453 
.56 
.309 .339 .356 .369 .384 .402 .422 .436 .458 .473 
.58 .309 .324 .356 .373 • 386 .402 .421 .441 .455 .478 .493 
.60 .324 .340 .374 .391 .404 .420 .440 .461 .475 .498 .514 
.62 • 305 .340 .357 .391 .408 .423 .439 .460 .481 .494 .517 .534 
.64 .320 .356 .374 .409 .427 .442 .458 • 480 .500 .514 • 53 8 .554 
.66 .335 .373 .392 .428 .446 .462 .478 • 500 .519 .534 .558 .575 
.68 .350 .390 .410 .446 .465 .481 .499 .519 • 540 .554 .578 .595 
.70 .369 .408 .429 .466 .484 .501 • 519 .540 • 561 .574 .600 .616 
.72 .387 .426 .447 .485 .504 .521 .540 .561 .582 .595 .620 .637 
.74 .405 .445 • 46 8 .505 .524 .542 .562 .582 .604 .617 .642 .659 
.76 .425 .465 .489 .526 .546 .563 • 584 .605 .625 .639 .664 .681 
.78 .445 • 487 .510 .547 • 56 8 .585 .606 .628 .648 .662 .687 .702 
• 80 .466 .509 .532 .569 .591 .609 .631 .651 .672 .685 .709 .725 
• 82 .488 .532 .557 .593 .615 .633 .655 .676 .695 .709 .733 .748 
• 84 .511 .557 .583 .618 .639 .658 .681 .701 .720 .733 .757 .771 
• 86 .535 .583 .610 .645 .666 .686 .708 .727 .746 .759 .781 .795 
.88 .561 .611 .639 .675 .694 .715 .736 .755 .772 • 786 .806 .820 
.90 .590 .642 .670 .706 .723 .745 .765 • 784 • 800 .813 • 833 .845 
.92 .623 .677 • 707 .740 .758 .778 • 797 .814 • 831 • 842 • 861 .871 
.94 .664 .716 .748 .778 • 796 .814 • 831 • 847 • 863 • 873 • 890 .899 
.96 .714 .763 .793 • 823 • 838 .855 .871 • 884 .899 .906 .920 .928 
.98 .785 • 828 • 854 • 880 • 892 .906 .919 .928 .940 .945 .955 .960 
(X) 
w 
Percentage Points, 1 1 y 
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Table A6 
such that P[(~ 1;~ 1)/(~ 2;c2 ) < ty] = Y 
N-TY ___ ._6_0 _____ ._7~0~--~·~7~5~--~·~8~0~--~·~8~5~--~·~9~0----~·9~5~--~·~9~8~ 
5 1.158 1.351 1.478 1.636 1.848 2.152 2.725 3.550 
6 1.135 1.318 1.418 1.573 1.727 1.987 2.465 3.146 
7 1.127 1.283 1.370 1.502 1.638 1.869 2.246 2.755 
8 1.119 1.256 1.338 1.450 1.573 1.780 2.093 2.509 
9 1.111 1.236 1.311 1.410 1.534 1.711 1.982 2.339 
10 1.104 1.220 1.290 1.380 1.486 1.655 1.897 2.213 
11 1.098 1.206 1.273 1.355 1.454 1.609 1.829 2.115 
. 12 1.093 1.195 1.258 1.334 1.428 1.571 1.774 2.036 
13 1.088 1.186 1.245 1.317 1.406 1.538 1.727 1.972 
14 1.048 1.177 1.233 1.301 1.386 1.509 1.688 1.917 
15 ~1.081 1.170 1.224 1.288 1.369 1.485 1.654 1.870 
16 1.077 1.164 1.215 1.277 1.355 1.463 1.624 1.829 
17 1.075 1.158 1.207 1.266 1.341 1.444 1.598 1.793 
18 1.072 1.153 1.200 1.257 1.329 1.426 1.574 1.762 
19 1.070 1.148 1.194 1.249 1.318 1.411 1.553 1.733 
20 1.068 1.144 1.188 1.241 1.308 1.396 1.534 1.708 
22 1.064 1.136 1.178 1.227 1.291 1.372 1.501 1.663 
24 1.061 1.129 1.169 1.216 1.276 1.351 1.473 1.625 
26 1.058 1.124 1.162 1.206 1.263 1.333 1.449 1.593 
28 1.055 1.119 1.155 1.197 1.252 1.318 1.428 1.566 
30 1.053 1.114 1.149 1.190 1.242 1.304 1.409 1.541 
32 1.051 1.110 1.144 1.183 1.233 1.292 1.393 1.520 
34 1.049 1.107 1.139 1.176 1.224 1.281 1.378 1.500 
36 1.047 1.103 1.135 1.171 1.217 1.272 1.365 1.483 
38 1.046 1.100 1.131 1.166 1.210 1.263 1.353 1.467 
40 1.045 1.098 1.127 1.161 1.204 1.255 1.342 1.453 
42 1.043 1.095 1.124 1.156 1.198 1.248 1.332 1.439 
44 1.042 1.093 1.121 1.152 1.193 1.241 1.323 1.427 
46 1.041 1.091 1.118 1.149 1.188 1.235 1.314 1.416 
48 1.040 1.088 1.115 1.145 1.184 1.229 1.306 1.405 
50 1.039. 1.087 1.113 1.142 1.179 1.224 1.299 1.396 
52 1.038 1.085 1.111 1.139 1.175 1.219 1.292 1.387 
54 1.037 1.083 1.108 1.136 1.172 1.215 1.285 1.378 
56 1.036 1.081 1.106 1.133 1.168 1.210 1.279 1.370 
58 1.036 1.080 1.104 1.131 1.165 1.206 1.274 1.363 
60 1.035 1.078 1.102 1.128 1.162 1.203 1.268 1.355 
62 1.034 1.077 1.101 1.126 1.159 1.199 1.263 1.349 
64 1.034 1.076 1.099 1.124 1.156 1.196 1.258 1.342 
66 1.033 1.075 1.097 1.122 1.153 1.192 1.253 1.336 
68 1.032 1.073 1.096 1.120 1.151 1.189 1.249 1.331 
70 1.032 1.072 1.094 1.118 1.148 1.186 1.245 1.325 
72 1.031 1.071 1.093 1.116 1.146 1.184 1.241 1.320 
76 1.030 1.069 1.090 1.112 1.141 1.179 1.233 1.310 
80 1.030 1.067 1.088 1.109 1.137 1.174 1.227 1.301 
90 1.028 1.063 1.082 1.102 1.128 1.164 1.212 1.282 
100 1.026 1.060 1.078 1.097 1.121 1.155 1.199 1.266 
120 1.023 1.054 1.071 1.087 1.109 1.142 1.180 1.240 
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Table A7 
Percentage Points, z y' such that H1 { zy) = y 
N y .60 .70 .75 .80 .85 .90 .95 .98 
5 .228 .476 .608 .777 .960 1.226 1.670 2.242 
6 .190 .397 .522 .642 .821 1.050 1.404 1.840 
7 . 164 .351 .461 .573 .726 .918 1.315 1.592 
8 • 148 .320 .415 .521 .658 .825 1.086 1.421 
9 • 126 .296 .383 .481 .605 .757 .992 1.294 
10 .127 .277 .356 .449 .563 .704 .918 1.195 
11 .120 .261 .336 .423 .528 .661 • 860 1.115 
12 .115 .248 .318 .401 .499 .625 .811 1.049 
13 .110 .237 .303 .383 .474 .594 .770 .993 
14 .106 .227 .290 .366 .453 .567 .734 .945 
15 .103 .218 .279 .352 .434 .544 .704 .904 
16 .099 .210 .269 .339 • 417 .523 .676 .867 
17 .096 • 203 .260 .328 .403 .505 .654 .834 
18 .094 .197 .251 • 317 .389 .488 .631 .805 
19 .091 .101 .244 .308 .377 .473 .611 .779 
20 .089 .186 .237 .299 .366 .349 . 593 .755 
22 .085 .176 .225 .284 .347 .435 . 561 • 712 
24 .082 • 16 8 .215 .271 .330 .414 .534 .677 
26 .079 . 161 .206 .259 .316 .396 .510 .646 
28 .076 • 154 .198 .249 .303 .380 .490 • 619 
30 .073 • 149 .191 .240 .292 .366 .472 • 595 
32 .071 .144 .185 .232 .282 .354 .455 .574 
34 .069 .139 .179 .225 .273 .342 .441 .555 
36 .067 . 135 .174 .218 .265 .332 .427 • 537 
38 .065 .131 .169 .212 .258 .323 .415 .522 
40 .064 .127 .165 .206 .251 .314 .404 .507 
42 .062 • 124 .160 .202 .245 .306 .394 .494 
44 .061 .121 .157 .196 .239 .298 .384 .482 
46 .059 .118 .153 .192 .234 .292 .376 .470 
48 .058 .115 .150 .188 .229 .285 .367 .460 
50 .057 .113 .147 .184 .224 .279 .360 .450 
52 .056 .110 .144 • 180 .220 .273 .353 .440 
54 .055 • 108 .141 .176 .215 .268 .346 .432 
56 .054 .106 .138 .173 .212 .263 .340 .423 
58 .053 .104 .136 .170 .208 .258 .334 .416 
60 .052 .102 .134 • 167 .204 .254 .328 .408 
62 .051 • 100 .131 .164 .201 .250 .323 .402 
64 .050 .099 . 129 .162 .198 .246 .317 .395 
66 .049 .097 .127 .159 .195 .242 .313 .389 
68 .049 .095 .125 .157 .192 .238 .308 .383 
70 .048 .094 .123 .154 .190 .235 .304 .377 
72 .047 .092 .122 .152 .187 .231 • 299 .372 
76 .046 .090 .118 .148 .182 .225 .291 .361 
80 .045 .087 .115 .144 .178 .219 .284 .352 
90 .042 .082 .109 .136 .168 .207 .268 .332 
100 .040 .077 .103 .128 .160 .196 .255 .315 
120 .036 .070 .094 .117 .147 .179 .233 .287 
Table AS: Probabilities of Correct Selection ac 1.15 1.20 1.25 1.30 1.35 1.40 1.45 1.50 1.55 1.60 1.70 1.80 1.90 2.00 N sl.lO 
8 .570 .601 .631 .660 .687 .712 .732 .755 .774 .793 .809 .837 .860 .879 .911 
10 .sao .614 .447 .. 681 .705 .736 .760 .783 • 805 • 820 • 836 .867 .889 .908 .936 
12 .589 .. 626 .662 .699 .722 .756 .782 • 806 .825 .843 • 859 .889 .909 .927 .953 
14 .596 .637 .676 .714 .738 .774 • 801 .824 .844 • 862 • 878 .906 .925 .942 .964 
16 .602 .646 .689 .727 .754 .790 • 818 .840 .860 • 878 • 894 .920 .938 .953 .973 
18 .607 .654 .700 .738 .769 • 804 .832 .854 • 874 .892 .907 .932 .949 .962 .980 20 .612 .661 .710 .748 .783 .817 .844 .866 .886 .909 • 918 • 942 • 958· • 970 
22 .617 .668 .719 .757 .796 • 828 • 855 .871 • 897 • 914 .928 .950 .965 .977 
24 .622 .675 .727 .766 • 807 .838 .865 .887 .906 .921 .937 .956 .971 
26 .627 .682 .743 .774 .817 .847 • 87 4 .896 • 914 .931 .944 .961 .976 28 .632 .688 .741 .782 .826 • 855 .883 .904 ' .921 .938 • 9 50 .966 .980 30 .636 • 694 .748 .790 • 834 .863 • 891 .911 .928 .944 .955 .971 
.32 .640 .700 .755 .798 .841 • 870 . 898 .918 .935 .949 .959 .976 34 .644 .706 .761 • 806 .848 • 877 .904 .924 .941 .953 .963 .980 36 .648 .712 .767 .814 • 854 .883 .910 .930 .946 .957 .967 38 • 652 •,. 717 .773 .821 .860 .887 • 915 .935 .950 .966 .970 40 .656 .722 .779 • 827 • 865 
.894' .920 .939 .953 .964 .973 42 .660 .727 .784 • 832 .870 • 899 .925 .943 .956 .967 .977 44 .664 .732 .789 .837 .875 .904 .929 .947 .959 .970 .980 46 .668 .736 .794 .842 .880 .908 .933 .950 .962 .973 48 .672 .740 .799 .846 .885 • 912 .937 .953 .965 .976 50 .676 .744 • 804 .850 • 889 • 916 .941 .956 .968 .978 52 .679 .748 • 809 .854 .893 .920 .944 • 959 .971 • 980 54 .682 .752 .813 .858 .897 .924 .947 .961 .973 56 .685 .756 .817 .862 .901 .927 .950 .963 .975 58 .688 .760 .821 • 866 .905 .930 .953 .965 .977 60 • 691 .764 .825 .870 .909 .933 .955 .967 .979 62 .694 .768 • 829 .874 • 912 .936 .957 .969 .980 64 .697 .771 .833 .878 .915 .939 .959 .971 66 .699 .774 . 837 .882 .918 .842 .961 .973 
68 .702 • 77-7 .840 .885 .921 .945 .963 .975 72 .707 .783 • 846 .891 .927 .950 .967 .978 
76 .711 .789 .852 .897 .931 .954 .969 (X) 80 .715 .795 • 858 .902 .935 .958 .971 0'\ 
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APPENDIX B 
?ubroutine to Compute Estimates of b, c and the Reliability 
Name: SUBROUTINE WEIBL 
Purpose: To find the maximum likelihood estimates of the 
scale and shape parameters in the Weibull distribution 
and the reliability at a given time, T. 
Method: The Newton-Raphson procedure is used to find the 
maximum likelihood estimate of the shape parameter. 
The program uses Menon's estimate of the shape para-
meter as the initial estimate. 
Calling Sequence: 
CALL WEIBL(X, N, T, SHAPE, SCALE, RELI} 
where X = array consisting of the sample values 
from the Weibull distribution 
N = size of the sample 
T - time 
SHAPE = maximum likelihood 
shape parameter 
SCALE = maximum likelihood 
scale parameter 
RELI = maximum likelihood 
reliability at time 
Program: 
SSLNX = 0.0 
SLNX = 0.0 
DO 3 I==l, N 
ALNX(I) = ALOG(X(I)} 
SLNX - SLNX + ALNX(I} 
\v (I) :::: ALNX (I) *ALNX (I) 
3 SSLNX = SSLNX + W(I} 
AVLX = SLNX/N 
estimate of the 
estimate of the 
estimate of the 
T 
BEST = • 3183099*SQRT (6. * (SSLNX-SLNX*AVJ...X) I (N-1.)) . 
SHAPE - 1./BEST 
SHAPE - SHAPE - .005 
306 SH = SHAPE 
SLXB = 0.0 
SXB = 0.0 
SLX2 = 0.0 
DO 10 K=l, N 
WP = X(K)**SH 
SLXB = SLXB + ALNX(K)*WP 
SXB = SXB + WP 
10 SLX2 = SLX2 + WP*W(K) 
Y = 1./SH + AVLX - SLXB/SXB 
YP = -l./SH**2 - (SXB*SLX2 - SLXB**2)/(SXB**2) 
SHAPE = SH - Y/YP 
IF(ABS(SHAPE- SH) - .00005) 499, 499, 306 
499 SXB = 0.0 
DO 12 K=l, N 
WP = X(K)**SHAPE 
12 SXB = SXB + WP 
SCALE= (SXB/N)**(1./SHAPE) 
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