be mapped within the cortical region of question.
We reasoned that an examination of the relationships tion was four times greater along the elevation axis of visual space representation than along the azimuth axis between the retinotopic and other maps in V1 should address three related questions: (1) does the overall ( Figure 1A ). This degree of anisotropy was chosen because it resembles that found in ferret V1 (see Figure structure of the retinotopic map influence the mapping of other features, in a manner consistent with dimen-3). We observed a strong influence of the visual map anisotropy on the layouts of the remaining maps sion-reduction principles; (2) are other feature maps related to each other by these principles, and (3) is the formed in the simulation: domains in the orientation ( Figure 1A ), ocular dominance ( Figure 1B) , and spatial mapping of other features in turn reflected in the local structure of the retinotopic map? Since the relationfrequency (see Figure S1A in the Supplemental Data available online) maps were highly elongated. Furtherships between the retinotopic and other maps have proven elusive, we examined a case where the dimenmore, the domains from the latter maps were elongated along a common axis; this axis was parallel to the azision-reduction model makes a clear prediction: when the retinotopic map magnification differs for the two muth (low-magnification) axis of the retinotopic map and orthogonal to the elevation (high-magnification) axes of visual space, the model predicts clear consequences for the remaining maps. The examination of axis. It follows from these observations that the highgradient axis of retinotopy is orthogonal to the highmaps in V1 of ferrets provided a unique opportunity to test this prediction. We found that, indeed, the retinogradient axis of the other maps.
To quantify this observation, we calculated the graditopic map powerfully influences the layout of other maps, as the model predicts, and that the other maps ent vector at every pixel of each functional map (see Experimental Procedures). The direction of this vector maintain specific local relationships with one another. Finally, the retinotopic map is predicted to be locally indicates the axis along which the mapped variable changes maximally. We found a bias toward orthogonal smooth in the case where three other variables are mapped within a cortical area. Our results demonstrate intersection angles between the visual map gradient and the gradients of either the orientation, ocular domia strong interdependence between each visual cortex functional map, including the retinotopic map.
nance, or spatial frequency maps ( Figure 1C , dotted lines). Further, in those locations where the latter maps had a high-gradient magnitude, there was an even Results stronger tendency for their gradient direction to be orthogonal to that of the visual map ( Figure 1C , solid The Dimension-Reduction Model lines).
To model how several features could be mapped
In contrast to the above results, when an isotropic across the two-dimensional cortical surface, we used visual map was used in the simulation, domains in the the self-organizing feature map algorithm (Kohonen, resulting orientation ( Figure 1D ), ocular dominance ( Fig1982b ; Obermayer et al., 1992) . In this algorithm, each ure 1E), and spatial frequency (Figure S1E) maps were possible feature combination within a multidimensional not elongated. As a result, these domains did not align response feature space (representing x and y axis retialong a particular axis of the retinotopic map (Figure notopic location, orientation, ocular dominance, and 1F). Taking these results together, our model predicts spatial frequency) is represented at a location in cortex.
that a global anisotropy in visual space representation In other words, the cortex achieves complete "coverage" will strongly and specifically influence the layouts of of the feature space. In addition, the algorithm has a other maps. mechanism to promote "continuity" in the cortical representations; i.e., nearby locations on the cortical surface are forced to represent similar features so that orPredicted Gradient Relationships between derly feature maps are formed. The constraints of Orientation, Ocular Dominance, coverage and continuity act in opposition and are comand Spatial Frequency Maps monly employed in some form in many computational
We next examined the relationships between the model's models of visual cortex (Erwin et al., 1995; Swindale, orientation, ocular dominance, and spatial frequency 1996). We asked what form the feature mapping was maps. A fundamental prediction of dimension-reduction predicted to take given these constraints and, in particmodels, which has previously been described, is that the ular, how a global anisotropy in the retinotopic map was highest gradient regions of multiple maps should avoid predicted to influence the layouts of the other maps. one another. We asked whether this could still occur We reasoned that a match between the simulation prewith a strong anisotropy in the retinotopic map. Oriendictions and in vivo experimental observations would tation, ocular dominance, and spatial frequency gradisuggest that the mapping of visual space and other ent maps from the same region of the model cortex features occurs in conformity with a dimension-reducwere obtained. We found that the anisotropy caused tion strategy. the highest-gradient regions of these three maps to align along a common axis of the cortex (Figure 2A ; cf. Figure 2F ). Nevertheless, the highest-gradient regions Predicted Influence of the Retinotopic Map on the Structures of Other Maps were precisely interleaved and appeared to occupy mostly nonoverlapping regions of cortex ( Figure 2A ). To determine the predicted influence of retinotopy on the mapping of other features, we compared the results To quantify this relationship, all pixels within each gradient map were assigned a value between 1 and 10, of simulations in which visual space was represented either anisotropically or isotropically. To model an anwhere 1 indicated that the gradient was in the lowest 10th percentile of all gradient values within that map, isotropy, we used a retinotopic map whose magnifica- and 10 the highest 10th percentile. The values from all gions of multiple maps avoid one another, and it holds whether the retinotopic map is anisotropic or isotropic. three maps were averaged together at each pixel in the region, and the standard deviation of this average over the entire cortex was measured. We found that the standard deviation was smaller if the actual gradient Predicted Contour Relationships between Orientation, Ocular Dominance, and Spatial maps were used ( Figure 2B , red dotted bar) in the calculation, compared to when the pixels in each gradient Frequency Maps Above we described a fundamental prediction of dimap were randomly shuffled ( Figure 2B , blue histogram). Thus, there is a tendency for the average gradimension-reduction models, that high-gradient regions of multiple maps avoid one another. A second major ent magnitude of all three maps to remain constant across the cortical surface. This demonstrates that the prediction of this class of models, which is common to many cortical mapping algorithms, is that contours of highest-gradient regions of the three maps mutually avoid one another. different maps should cross at perpendicular angles (Erwin et al., 1995; Swindale, 1996) . However, the conTo analyze directly whether the high-gradient regions of two maps avoid one another, we compared their grastraint imposed by the anisotropy in the visual map challenges this prediction. With an anisotropic visual dients at corresponding pixels. Pixels were binned into ten groups according to their ocular dominance gradimap, the orientation, ocular dominance, and spatial frequency domains are elongated along a parallel axis of ent percentile, and the average orientation gradient over all pixels within each group was determined and cortex (see Figure 2A ). This would seem to preclude the contours of these maps from crossing at perpendicuplotted ( Figure 2C) . A negative correlation can be seen, suggesting that the highest gradient regions of these lar angles.
To examine this issue, we plotted the distribution of two maps avoid one another. The same relationship exists between the orientation and spatial frequency the intersection angles, over all map pixels, between the orientation and ocular dominance gradient vectors. maps ( Figure S1B ).
These gradient correlations among maps of orientaWhen the visual map was isotropic, the intersection angles were orthogonal on average, as expected from tion, ocular dominance, and spatial frequency also held when the initial retinotopic map was isotropic (Figures previous studies ( Figure 2J , red line). In contrast, when an anisotropic visual map was used, the intersection 2F-2H and Figure S1F ). Thus, a fundamental prediction of dimension-reduction models is that high-gradient reangles had no bias toward orthogonality ( Figure 2E , red line). Thus, an anisotropy in the visual map precludes lar dominance (Figures S1C, S1D, S1G, and S1H). The results suggest that the overall orthogonality between an overall orthogonality between the remaining maps.
We next show, however, that the remaining maps orientation and ocular dominance (or spatial frequency) maps can vary, based on the nature of the retinotopic have specific local regions where orthogonality is maintained. In the anisotropic case, a clear bias toward ormap. But the model predicts that, regardless of the nature of the retinotopic map, orthogonality will consisthogonal intersection angles between the orientation and ocular dominance gradient vectors emerged spetently occur between the remaining maps in their highgradient overlap regions. cifically in those locations where the maps of these features had overlapping high gradients ( Figure 2D, gray Together, the relationships we have described reflect the model's strategy for smoothly accommodating sevregions; Figure 2E (Table S1 ).
The magnification anisotropy was confirmed by elec- those predicted by our model, suggesting that an anisotropy of the visual map is indeed accompanied by In this part of V1, ocular dominance domains were anisotropic: they were elongated along the anteropostean anisotropy in the domains of the orientation, ocular The results above suggest that the visual space map constrains the mapping of other features. We next deWe next directly compared the layout of the retinotopic map with that of other maps. By examining retinotermined whether, given this constraint, the remaining feature maps were coupled by specific spatial relationtopic contours superimposed on the orientation map ( Figures 5E, 5F , and 6A), it can be seen that the highships. We first examined the gradient relationships between orientation, ocular dominance, and spatial fregradient axes of these two maps are orthogonal. To quantify this relationship, we calculated the pixel-byquency. In Figure 7A , we superimpose the gradient maps of these three features. The figure shows that, pixel intersection angles between the retinotopic gradient and the gradients of the other maps (see Experiwhile the high-gradient regions of each map are stretched along a similar axis of cortex, they interleave so as to mental Procedures). Across the cortex, the percentage of pixels having a 60°-90°intersection angle would be avoid overlapping. To quantify this, each pixel from each gradient map was assigned a value between 1 33.3% for a random distribution into the three bins of 0°-30°, 30°-60°, and 60°-90°. For the retinotopic and and 10, where 1 indicated that the gradient was in the lowest 10th percentile of all gradient values within that orientation maps, the number was 44.1% ± 4.5%, significantly higher than the chance level (p < 0.005, t test; map, and 10 the highest 10th percentile. The values from all three maps were averaged at each pixel in the n = 8 animals). For retinotopy and ocular dominance, the number was 48.0% ± 2.8% of pixels (p < 0.005, region, and the standard deviation across the cortex of this averaged value was calculated. We found that the t test, n = 4 animals), and for retinotopy and spatial frequency, the number was 51.2% ± 4.9% of pixels standard deviation was smaller if the actual gradient maps were used ( Figure 7B , red dotted bar) compared (p < 0.005, t test, n = 4 animals). Thus there was a preponderance of near-orthogonal intersection angles beto when the pixels in each gradient map were randomly shuffled ( Figure 7B , blue histogram; p < 0.0001). This tween the retinotopic gradient and the gradients of the other maps, which reflects the global relationship beoccurred in all three animals tested and indicates that the averaged gradient over all three maps stays relatween the anisotropy of the retinotopic map and the elongation of feature map domains.
tively constant across the cortex. We next compared the gradient magnitudes at correQuantifying this in another way, we grouped pixels sponding pixels in orientation and ocular dominance percentile (average difference of 1.9 ± 0.6 deg/pixel; means of 6.6 and 8.5 deg/pixel, respectively; paired t maps. We found that the average orientation gradient calculated over all pixels whose ocular dominance gratest, p < 0.001, n = 5 animals). In addition, all the pixels within a region were binned into ten groups according dient was within the highest 20th percentile was significantly lower than that calculated for pixels whose ocuto their ocular dominance gradient percentile, and the average orientation gradient within each group was delar dominance gradient was within the lowest 20th termined. We found a strong negative correlation betersection angles within 60°-90°(p > 0.1, t test, n = 5 animals). By grouping the pixels into nine 10°bins tween the mean orientation gradient and the ocular dominance gradient percentile (r = −0.77, slope = −0.03 according to their intersection angles, the percent of pixels per bin did not change greatly with intersection deg/pixel/percentile; Figure 7C ).
The gradient relationships also held between orientaangle ( Figure 7H , red line; r = 0.28, slope = 0.011 percent/deg). In contrast, for the pixels of the cortex where tion and spatial frequency maps. The average orientation gradient calculated for pixels whose spatial freboth the orientation and spatial frequency gradients were within the highest 30th percentile, there was a quency gradient was within the highest 20th percentile was significantly lower than that calculated for pixels clear tendency for orthogonal intersection angles between the gradient vectors of the two maps ( Figure ), but those simulations included only orientation and retinotopy as it may not occur in ferret V1 since (as noted above) the domains of orientation, ocular dominance, and spatial mapped features. We compared the predictions of simulations using only orientation and retinotopy to those frequency maps are elongated along a parallel (rather than perpendicular) axis of cortex, reflecting the visual that included additional features known to be mapped in ferret V1 and examined how the predictions in each map anisotropy (see Figure 7A) .
The contour lines of a superimposed orientation and case related to experimental relationships. In the retinotopy-orientation simulation (the retinoocular dominance map are illustrated in Figure 7D . Across the cortex, we found no significant tendency for topic map was anisotropic), we found that the retinotopic contours were distorted ( Figure 8A ). Iso-elevation the gradient vectors of the two maps to intersect at near-perpendicular angles. Quantification revealed that lines were, in general, more widely spaced than average at pinwheel centers (dots in Figure 8A ) and extremes of 36.2% ± 1.8% of pixels had gradients that intersected at an angle between 60°and 90°, which is not signifithe orientation gradient map (although some counterexamples exist). We plotted the retinotopic gradient cantly different from the chance percentage of 33.3% (p > 0.1, t test, n = 5 animals). By grouping the pixels percentile as a function of the orientation gradient percentile ( Figure 8C , red line) and found a clear negative into nine 10°bins according to their intersection angles, the percent of pixels per bin did not increase greatly correlation. Thus, in the retinotopy-orientation simulation, the detailed structure of the retinotopic map is viswith intersection angle ( Figure 7E Figure 7D , gray region; Figure 7E , blue line; r = 0.89, slope = 0.20 percent/deg). Considering this region, components total, as in Figures 1 and 2) . In this case, we did not find distortions in the retinotopic map that 49.3% ± 5.0% of pixels had gradient vector intersection angles within 60°-90°(p < 0.01, t test, n = 5 animals). correlated with orientation pinwheels (Figure 8B) , and there was no strong relationship between the gradient The relationships between the orientation and spatial frequency contours ( Figure 7G ) were similar. Across the magnitudes of orientation and retinotopy ( Figure 8C , blue line). Further, the retinotopy contours were smoother cortex, there was only a weak tendency for orthogonal intersection angles between the gradients of the two compared to the retinotopy-orientation simulation. We compared these predictions to experimentally maps, with 34.3% ± 2.8% of pixels having gradient in- measured relationships in ferret V1, where optical imentation, ocular dominance, and spatial frequency maps align along a specific axis of the retinotopic map, so aging was used to obtain retinotopic and orientation maps (see Figure 5) . We found no strong correlation that the highest-gradient axis of retinotopy is orthogonal to the highest-gradient axes of the remaining feature between the gradient magnitudes of retinotopy and orientation ( Figure 8C, black line) , or between the gradient maps. Our model suggests that these relationships play a role in coordinating the mapping of visual space along magnitudes of retinotopy and either ocular dominance or spatial frequency (data not shown). We additionally with multiple additional features within a single cortical area. measured the local relationships between the retinotopic and orientation maps using electrophysiological While we suggest that retinotopy influences the layouts of other feature maps, some other factors have techniques ( Figure S3 ) and found no strong correlation between the orientation gradient and either the recepalso been implicated. A role for the V1/V2 border is suggested by observations that ocular dominance columns tive field gradient or the degree of receptive field overlap. These experimentally measured relationships bein primates run perpendicular to this border (LeVay et al., 1985; Florence and Kaas, 1992). Since the retinotween retinotopy and orientation were thus similar to the predictions of the four-component simulation and topic map and the V1/V2 border often have a specific relationship with one another, it can be difficult to dissuggest that the retinotopic map may not be visibly distorted locally by the orientation map in the case where tinguish between the influences of these two factors on the layouts of feature maps. However, in some cortical several features are mapped within a cortical area.
regions, retinotopy and the V1/V2 border are not aligned. In macaque V1, for example, they can deviate Discussion from each other, and here it was found that ocular dominance patterns follow local changes in the axis of the Our study presents a comprehensive description of the mapping of visual space and of multiple other features retinotopic anisotropy (Blasdel and Campbell, 2001 ). This favors the hypothesis that retinotopy itself has a within a cortical area. By directly comparing modeling and experimental results, we show that the spatial reladirect relationship with other feature maps. Simulation studies have demonstrated that the shape of a cortical tionships between cortical maps, including those between visual space and other features, occur in conarea is an additional factor that may influence the structures of feature maps (Bauer, 1995; Wolf et al., 1996) . formity with a dimension-reduction strategy. This suggests that the constraints which drive map formation However, the shape of a cortical area also likely influences the degree of anisotropy of the retinotopic map; in the model, continuity (representing each feature smoothly across cortex) and coverage uniformity ( , 1977) . However, since it is not possible for the domains of more than cortex the overall pattern of retinotopy is not dependent on the eye to which stimuli are presented. Thus, two maps to be mutually orthogonal, this cannot represent a general solution to the problem. In a modeling we suggest that the maps of orientation, ocular dominance, and retinotopy are separable. study (Obermayer et al., 1992) , a relationship was suggested that could hold between more than two maps:
Whether orientation and spatial frequency maps can be approximated as separable from one another has that orthogonality occurs between any two maps when the high-gradient regions of those maps coincide. Our also been examined. It has been shown, using sinewave gratings, that the structure of the orientation map data directly confirm this prediction with experimental evidence. We find that although ocular dominance and is not altered by the stimulus spatial frequency (Issa et al., 2000). On the other hand, the preferred spatial orientation are not mapped along orthogonal axes (their domains are often elongated along a parallel axis), the frequency of some neurons can change with orientation (Webster and De Valois, 1985) . While one study sugcontours of these maps intersect at perpendicular angles when high-gradient regions of the two maps coingests that the spatial frequency map has some dependence on stimulus orientation (Issa et al., 2000), our recide (and similarly for spatial frequency and orientation).
sults suggest that the structure of the differential spatial frequency map in the region of ferret V1 we examined The general prediction that two features are mapped orthogonally in their high-gradient overlap regions may remains largely invariant to orientation. Responses to texture stimuli are also consistent with relate to previous observations in cat V1 that ocular dominance and orientation contours intersect at orseparable maps of orientation and spatial frequency. We used identical procedures for analyzing our computational and simulation parameters (Q from 30 to 50, Z or F from 50 to 80, and σ experimental data. Gradient maps were computed from the lowfrom 5.0 to 5.5), while the degree or strength of these relationships pass filtered maps of retinotopy, orientation, ocular dominance, or systematically varied within these ranges. We were able to produce spatial frequency as the two-dimensional spatial derivative at each realistic orientation maps only when the orientation selectivity (q) pixel. Let A(x, y) be the value at a pixel (x, y), dx = (A(x + 1, y) − A(x, was allowed to vary across the cortex; a number of parameter and y)) and dy = (A(x, y + 1) − A(x, y)). Then the gradient vector magniannealing regimes were attempted to achieve a fixed orientation tude at (x, y) is selectivity. The parameters used in the manuscript were chosen so that the relative wavelengths of multiple maps, as well as the √dx 2 + dy 2 , orientation pinwheel density, matched between the simulation and experimental data. We found that while the map structures and the gradient vector angle is (180/π)atan(dy/dx) and ranges from −90 to 90. For orientation, dx and dy were corrected to take into changed significantly during the initial simulation iterations, they did not change greatly between 1.5 million (the number used in this account circularity. The gradient magnitude describes how much a feature is changing around a given pixel in the map, and the gradistudy) and 6 million (the maximum number tested) iterations. ent angle indicates the axis of cortex along which the feature is
