Abstract-In this paper, we develop a performance model of a cell in a wireless communication network where the effect of handoff arrival and the use of guard channels is inlcuded. Fast recursive formulas for the loss probabilities of new calls and handoff calls are developed. Monotonicity properties of the loss probabilities are proven. Algorithms to determine the optimal number of guard channels and the optimal number of channels are given. Finally, a fixed-point iteration scheme is developed in order to determine the handoff arrival rate into a cell. The uniqueness of the fixed point is shown.
Loss Formulas and Their Application to Optimization for Cellular Networks I. INTRODUCTION
T HE Erlang-B formula has been normally used to compute the loss probability in wireline networks. This formula cannot be used in cellular wireless networks due to the phenomenon of handoff. When a mobile station moves across a cell boundary the channel in the earlier cell is released and an idle channel is required in the target cell. This phenomenon is called handoff. If an idle channel is available in the target cell the handoff call is resumed nearly transparently to the user. Otherwise the handoff call is dropped. The dropping of a handoff call is generally considered more serious than blocking of a new call [2] . One way of reducing the dropping probability of a handoff call is to reserve a fixed number of channels (called guard channels) exclusively for the handoff calls [1] , [3] . As a result, separate formulas for the dropping probability of handoff calls and the blocking probability of the new calls are required. Furthermore, as the number of guard channels is increased the dropping probability will be reduced while the blocking probability will increase. Thus, it is possible to derive an optimal number of guard channels subject to given constraints on the dropping and blocking probabilities.
Earlier efforts in this direction have been in the context of performability models including the effects of channel failures and recovery [4] . The objective of this paper is to derive the blocking and dropping probability formulas for a pure perfor-mance model. We also consider the optimal number of guard channels. We use a homogeneous continuous time Markov chain model for our derivations.
In Section II, we discuss the basic model and in Section III we consider the computational aspects. In Section IV we discuss properties of loss probabilities while in Section V we consider the optimization of the number of guard channels. In Section VI we discuss the use of fixed-point iteration to determine handoff call arrival rate. Finally, in Section VII we provide the conclusions.
II. BASIC MODEL
We consider the performance model of a single cell in a cellular wireless communication network. Consider Poisson arrival stream of new calls at the rate and the Poisson stream of handoff arrivals at the rate . An ongoing call (new or handoff) completes service at the rate and the mobile engaged in the call departs the cell at the rate . There is a limited number of channels, , in the channel pool. When a handoff call arrives and an idle channel is available in the channel pool, the call is accepted and a channel is assigned to it. Otherwise, the handoff call is dropped. When a new call arrives, it is accepted provided that or more idle channels are available in the channel pool; otherwise, the new call is blocked. Here, is the number of guard channels. We assume that in order not to exclude new calls altogether.
Let denote the number of busy channels at time , then is a birth-death process as shown in Fig. 1 where Now we can write expressions for the dropping probability for handoff calls (1) Similarly, the expression for the blocking probability of new calls is (2) Note that if we set then expression (2) reduces to the classical Erlang-B loss formula. In fact, setting in expression (1) also provides the Erlang-B loss formula. Note also that is the total traffic in Erlangs as seen by a cell, while is the handoff traffic in Erlangs. If the number of channels is large, the two loss formulas we have developed are not convenient to use as overflow and underflow might occur due to factorials and large powers of and . In the next section, we show numerically stable computation for the loss probabilities.
III. COMPUTATIONAL ASPECTS
The number of channels , in most wireless systems is large leading to numerical difficulties in the direct use of the loss formulas (1) and (2) . We show numerically stable methods of computation in this section that avoids the computation of factorials and large powers of loads in Erlangs. All computations are based on recursive relations we establish. Let
be the Erlang-B formula. Then we can show the following:
Thus, to compute the loss probability in case there are no guard channels, we simply use the standard loss formula with total traffic in Erlangs. Note that the traffic includes both new calls and handoff calls. The service rate includes both call completion and handoff out into adjacent cells.
Formula (3) (Erlang-B formula), if programmed as shown will lead to overflow problems. A recursive computation is used in [5] .
• Let and compute
• Then let and compute
• Finally, . This computation is much more stable than the direct use of formula (3). Nevertheless, both the numerator and the denominator above can become very large for large values of and , leading to overflow. A much better recursion is the following [6] : (5) with . We have used this formula (5) for values of as large as 1000 and have not encountered difficulties. Thus, formula (5) is recommended for computing Erlang-B loss probability.
Recall that if the number of guard channels, is , we use formula (5) above to compute both, the dropping probability of handoff calls and the blocking probability of new calls.
In the case the number of guard channels , let be the number of shared channels. Now we can use the following recursive formula (for a proof, see Appendix A.1):
Let and compute (6) Similarly for the blocking probability (again see Appendix A.1), let and compute (7) where is the traffic in Erlangs due to handoff arrivals. Equations (6) and (7) can be easily programmed in a simple loop.
In Fig. 2 , we have plotted the loss probabilities , and as functions of the number of channels for different values of . We have assumed , and . It is interesting to note that the ratio of the blocking probability to the dropping probability has a nice expression. Define . Then from expressions (6) and (7) we note that (8) with . Based on this recursion, we can also write (9)
IV. PROPERTIES OF THE LOSS FORMULAS
Based on (1), (2) , and (3), as well as on the recursive relations (5), (6) , and (7), some important relations both for the blocking as well as for the dropping probability can be proven. At first, a relation for Erlang-B formula is given, which is used in the proofs of the subsequent relations for the loss probabilities.
Property 4.1: The loss probability according to Erlang-B formula is a decreasing function of , i.e., . Proof: The proof is given in Appendix A.2. For the dropping probability the following relations hold, assuming that all other system parameters are fixed. 
Property 4.2:
The dropping probability is a decreasing function of (for a fixed ), i.e., . Proof: The proof is given in Appendix A.3.
Property 4.3:
The dropping probability is a decreasing function of (for a fixed ), i.e., . Proof: The proof is given in Appendix A.4.
Property 4.4:
The dropping probability is a decreasing function of and , i.e., if both and are increased by one at the same time, the following relation holds:
. Proof: The relation follows directly from the two previous Propositions 4.3 and 4.2.
These three relations are summarized in Fig. 3(a) . For the blocking probability the following relations hold, assuming that all other system parameters are fixed.
Property 4.5:
The blocking probability is a decreasing function of (for a fixed ), i.e., . Proof: The proof is given in Appendix A.5. is an increasing function of (for a fixed ), i.e., . Proof: The proof is given in Appendix A.6. Property 4.7: The blocking probability is an increasing function of and , i.e., if both and are increased by one at the same time, the following relation holds:
. Proof: The proof is given in Appendix A.7. These three relations are summarized in Fig. 3(b) .
V. OPTIMIZATION PROBLEMS
For the problem on hand, we like to minimize both the blocking probability as well as the dropping probability. Hence, we have a multiobjective optimization problem [7] . The decision variables are the number of guard channels, , and the number of channels, . In a simpler version of the problem, we fix and consider only as the decision variable.
Given the two objectives, there are several different ways we can set up the optimization problem. We can pick either or as the objective function to be minimized and we impose a constraint on the other one. Thus, we consider two representative optimization problems below.
A. Optimal Number of Guard Channels
: Given , and , determine the optimal integer value of so as to minimize such that
In order to solve the optimization problem above, we use the Properties 4.2 and 4.6 from Section IV.
Based on property 4.2, we first determine the smallest value of such that . Then using the Property 4.6 we see that such a value of will minimize . Thus the optimal value of is obtained using a simple one-dimensional (1-D) search over the range for such that
As a numerical example, we take , , and
. Table I gives the optimal values of for different values of . 
B. Optimal Number of Channels
: Given and , determine the optimal integer values of and so as to minimize such that In order to solve the optimization problem above, we consider the first quadrant of the plane shown in Figs. 4-6 . In fact the region of interest is below the line. Further on this line, . Also note that . This property enables us to distinguish three cases depending upon the values of and . Note that although and are integers, for the sake of convenience the figures and much of the discussion below refer to them as if they were real variables.
The first case, when , is shown in Fig. 4 . In this case, we know that the active constraint will be as the entire region to the right of the contour and below the line will satisfy the constraint . Thus, the intersection of the two regions is the feasible region . It is clear that the minimum value of , denoted by , is the smallest value of such that , and . In the second case, when , we have the situation depicted in Fig. 5 . In this case, and is obtained as the smallest value of that satisfies . The third case, when , is the most interesting one ; it is shown in Fig. 6 . Since we have on and on , the feasible region is labeled in this figure. In order to explain the algorithm that will follow, we show the regions , , and in detail in Fig. 7 Step 1:
Step 2:
calculate and from and using (6) and (7) Part C has basically the same structure as Part B, except that: 1) the for-loop runs up to instead of ; 2) the calculation within the for-loop is replaced by: calculate from using (6); 3) the if-condition is ; 4) the last statement is . As a numerical illustration, we take , , and . Table II gives the results of optimization problem for various pairs of and values.
VI. FIXED POINT ITERATION
In the earlier sections of this paper, we assumed that handoff call arrival rate is given. In practice, the value of needs to be determined as a function of , , , and . We assume that all cells are statistically identical. Thus the rate of handoff out from a cell equals the rate at which handoff calls arrive into Consider the function , the right-hand side of (13)
It is easy to see that is a decreasing function of on (see Appendix, Sections A.9 and A.10). Moreover with and
So the solution of on is unique. Denote this unique solution by . This value can be obtained using the iterative procedure (16) with for example . Because of the monotonicity of , and , it is also easy to see that and . So can be used as an approximation to . In fact, since and are expected to be small values, the approximation should be very good in most situations. We also found that the iteration above converges very fast (within a few iterations) in practice.
We can combine the fixed point iteration with the optimization discussed in the previous section. Consider for instance and the fixed point iteration to determine the optimal value of given a constraint on the dropping probability. We can proceed as per the following algorithm:
Algorithm : while do step 1: step 1: Determine as the optimal value of in the problem given , and . step 3: Determine as the solution of the fixed point iteration (16) using . endwhile
As a numerical example, we use , , and . For , the iterative procedure converged in ten steps. Table III gives the values for the first and last steps. Proof of convergence of the algorithm is still an open problem.
VII. CONCLUSION
We have developed a performance model of wireless handoff scheme using a Markov chain. We derived fast recursive formulas for the blocking probability of new calls and dropping probability of handoff calls. We proved useful monotonicity properties of these loss probabilities. We developed optimization problems to determine the optimal number of guard channels and the optimal number of total channels. Effective algorithms to solve the optimization problems are provided. We developed a fixed-point iteration-based scheme to determine handoff arrival rate into a cell and showed the uniqueness of the fixed point.
APPENDIX
We will use the following notation throughout the Appendix:
A. Recursive Formulas for and
In addition to the previous notation, let us define 
C. Proof of Property 4.2
Since the dropping probability for handoff calls can be written as (17) it is equivalent to show that which is always true since and .
D. Proof of Property 4.3
This is equivalent to show that which is always true since and are positive.
E. Proof of Property 4.5
Since the blocking probability of new calls can be written as (18) it is equivalent to show that Now, from (5) we can show that
and by property 4.1. So, since , this implies that Therefore, is decreasing with respect to .
F. Proof of Property 4.6
From (7) we can write 
G. Proof of Property 4.7
H. Proof of the Expression of
Remember that here is the variable and let us denote (22)
I. Proof that is Increasing in
which is a sum of decreasing functions of . Therefore, is increasing with respect to . 
J. Proof that is Increasing in

