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The aim of the research is to explore the impact of cognitive biases and social networks 
in testing and developing software. The research will aim to address two critical areas: 
i) to predict defective parts of the software, ii) to determine the right person to test the 
defective parts of the software. Every phase in software development requires 
analytical problem solving skills. Moreover, using everyday life heuristics instead of 
laws of logic and mathematics may affect quality of the software product in an 
undesirable manner. The proposed research aims to understand how mind works in 
solving problems. People also work in teams in software development that their social 
interactions in solving a problem may affect the quality of the product. The proposed 
research also aims to model the social network structure of testers and developers to 
understand their impact on software quality and defect prediction performance. 
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Introduction 
The demand for complex Information Systems (IS) has increased more rapidly than the ability to design, 
implement, test and maintain them (Lyu 1996). Today, modern business organizations become more 
dependent on their information systems to deal with rapidly changing environment and increasing 
complexity (Ward and Peppard 2002). Software development is an integral part of IS development. As the 
requirements for software systems increase, failures also increase due to lack of sufficient advancement in 
productivity, quality, cost and performance issues. Various historical software failure stories, such as the 
loss of Mars Climate Orbiter (Liu 2000) or radiation therapy miscalculation at National Cancer Institute 
(Germain 2004), showed that failures occurred in the field caused many million dollars of budget loss as 
well as significant health problems and loss of human lives. 
As the complexity of software systems and the interactions between increasing number of developers have 
grown, the need for an engineering discipline has emerged to solve common problems of the domain: 
completing projects on time, within budget and with minimum errors. Software projects are inherently 
difficult to control. Managers struggle to make many decisions under a lot of uncertainty. These concerns 
have drawn much attention to software measurement, software quality, and software cost/ effort 
estimation.  Quality of software is often measured by the number of defects in the final product. 
Minimizing the number of defects -maximizing software quality- requires a thorough testing of the 
software in question. On the other hand, testing phase requires approximately 50% of the whole project 
schedule (Song et al. 2006). This means testing is the most expensive, time and resource consuming 
phase of the software development lifecycle. An effective test strategy should consider minimizing the 
number of defects while using resources efficiently. Therefore, effective testing leads to a significant 
decrease in project costs and schedules. In this sense, defect prediction models are helpful tools for 
guiding software testing. The aim of defect prediction is to give an idea about the testing priorities, so that 
either exhaustive testing is prevented or larger number of defects is detected in shorter times. 
In many real world problems, there are lots of random factors affecting the outcomes of a decision making 
process. Under such uncertainty, Artificial Intelligence (AI) methods such as data mining machine 
learning techniques are helpful tools for making generalizations of past experiences in order to produce 
solutions for the previously unseen instances of the problem.  
Software engineering (SE) is a domain with many random factors and remarkably effective predictors for 
software products have been generated using data mining methods (Menzies et al. 2007). However, all 
defect prediction models hit a performance ceiling effect when they cannot find additional information 
that better relates software metrics with defect occurrence, or effort intervals (Menzies et al. 2008). 
Software engineering aims to formalize the software development process to better control and manage 
the risks. However, this formalization does not take into account cognitive and social aspects of software 
development process. The field of IS suggests that we should consider both formal and informal aspects of 
systems development (Avgerou 1987). 
To overcome these limits, researchers use combinations of metric features from different artifacts of 
software, which we call information sources, in order to enrich the information content in the search 
space (Menzies et al. 2007; Misirli et al. 2011; Munson and Khoshgoftaar 1992; Nagappan et al. 2006; 
Ostrand et al. 2005). However, there has been little evidence on how people affects software quality even 
though people is the most important and fundamental ingredient of SE discipline, but very difficult to 
model (Shull et al. 2007). It is inevitable that we should move to a model that considers Product, Process, 
and People (3Ps).  
Reduction of software development and maintenance costs and decreases in the probability of software 
errors contribute to the cost-effectiveness of an IS as a whole (Avgerou 1987).  However, one of the 
problems stemming from the application of SE in the development of IS is that SE mostly gives emphasis 
to technical issues (i.e. Product and Process) neglecting social and cognitive aspects of People issues.  As 
stated by Nygaard, advances of SE will be best utilized for the development of IS, if SE recognizes the 
importance of aspects regarding social activities and find ways to account for them (Nygaard 1986). We 
believe that, defect prediction models, which take into account cognitive and social aspects of people 
offers significant potential for the improvement of IS.    
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While there exists some work on modeling people as individuals through their cognitive aspects (Calikli 
and Bener 2012) and as groups in social network studies (Bicer et al. 2011), the focus of this paper is 
integration of human aspects into software defect prediction models in order to complete three pillars 3Ps 
ın software development and improve software quality.  Therefore, our research question is: 
RQ: How can we model software engineers’ thought processes and their social 
interactions to improve performance of defect prediction models? 
In the following sections, we will review related literature on software defect prediction, explain 
background on cognitive biases and social network analysis, and present our methodology and provide 
concluding remarks.  
Related Work 
Validation and Testing (VV&T) activities must be included in every stage of software development 
lifecycle to ensure overall software quality. Different VV&T strategies have been proposed so far to 
optimize the time and effort utilized during the testing phase: code reviews (Adrian et al. 1982; Shull et al. 
2002), inspections (Fagan 1976; Wohlin et al. 2002) and automated prediction tools (Menzies et al.  
2007; Nagappan et al. 2006; Ostrand et al. 2005). Defect predictors improve the efficiency of the testing 
phase in addition to helping developers assess the quality and defect-proneness of their software product 
(Fenton and Neil 1999). They also help managers in allocating resources.  
Most defect prediction models combine well known methodologies and algorithms such as statistical 
techniques (Nagappan et al. 2006; Ostrand et al. 2005; Zimmermann 2004) and machine learning 
techniques (Fenton and Neil 1999; Lessmann et al. 2008; Moser et al. 2008; Munson and Khoshgoftaar 
1992). They require historical data in terms of software metrics and actual defect rates, and combine these 
metrics and defect information as training data to learn which modules seem to be defect-prone.  
Recent research on software defect prediction shows that defect predictors which employ AI techniques 
can detect 70% of all defects in a software system on average (Menzies et al. 2007), while manual code 
reviews can detect between 35 to 60% of defects (Shull et al. 2002), and inspections can detect 30% of 
defects at the most (Fagan 1976). Furthermore, code reviews are labor-intensive since depending on the 
review procedure, they require 8 to 20 Line of Code (LOC)/minutes for each person in the software team 
to inspect the source code (Menzies et al. 2007). Therefore, AI-based models are popularly used by 
various organizations in order to predict pre-release defects prior to testing phase (Menzies et al. 2007; 
Tosun et al. 2010) and post-release defects after the release (Nagappan et al. 2006; Nagappan et al. 2008; 
Ostrand et al. 2005). 
Tosun et al. (2010) presented a useful insight into the real challenges associated with every aspect of 
defect prediction, but particularly on the difficulties of collecting reliable metrics and fault data. Goals of 
their study were to build a measurement repository, defect tracing program and a defect prediction 
model. Furthermore, authors presented how management objectives were aligned with these goals in 
order to show tangible benefits to stakeholders. Table 1 shows a mapping between steps of defect 
prediction and the objectives of stakeholders. In their proceeding work (Misirli et al. 2011b), they 
summarized the quantitative benefits of defect predictors in a software organization in terms of a decrease 
in testing effort by 11% and decrease in post-release defects by 44%.  
According to a recent research, defect predictors are upper bounded due to limited information content of 
code metrics such that different algorithmic approaches could not go beyond the performance achieved so 
far (Menzies et al. 2008). For this reason, recent research in defect prediction has focused on increasing 
the information content of the model by adding metrics from other aspects of software development 
process. So far, Process aspect is characterized by churn metrics (Misirli et al. 2011a; Nagappan et al. 
2006), Product aspect is characterized by network dependencies (Tosun et al. 2009; Turhan et al. 2008), 
and People aspect is characterized by organizational network of developers (Nagappan et al. 2008) to 
enhance the performance of prediction models. 
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Table 1. Goals of a Defect Prediction Project Aligned with Stakeholders’ Objectives 
 Goals of the Project Management Objectives 
Goal/Objective 1 Code measurement & analysis 
of the software system 
Improve code quality 
Goal/Objective 2 Storing a version history and 
defect data 
Measure/control the time to 
repair the defects 
Goal/Objective 3 Construction of a defect 
prediction model to predict 
defect prone modules 
Decrease lifecycle costs such as 
testing and maintenance. 
Decrease defect rates. 
Background 
We can examine human as an individual as well as a member of a social group taking into account social 
interactions among humans.  As individual aspects, thought processes of software professionals are a 
fundamental concern. Thought processes cover a wide range of human aspects, however, we focus on 
cognitive biases that are believed to affect software development life cycle (SDLC) (Stacy and MacMillan 
1995). 
Human as an Individual: Cognitive Biases 
Deviation of the human mind from the laws of logic and mathematics results in cognitive biases. In their 
influential work, Tversky and Kahneman initially introduced the term cognitive bias, as a byproduct of 
processing limitations (Kahneman et al. 1982). The biological limitations on the information processing 
power of human mind lead to “bounded rationality” so that people would make decisions based on the 
information and the time they have (Hilbert 2012; Simon 1955). This view suggests that people are only 
partly rational and they make irrational decisions. In order to reduce cognitive effort, humans employ 
heuristics, which are the shortcuts in their information processing (Gigerenzer and Goldstein 1996; 
Kahneman et al. 1982; Shah and Oppenheimer 2008). Therefore people make sufficing and satisfying 
decisions due to limited time information and processing capacity (Simon 1956). In his recent work 
Kahneman defines ‘fast thinking’ (System 1), and ‘slow thinking’ (System 2) mind (Kahneman 2011).  He 
argues that System 1 is there, it is hard to train, it may be useful, but it is error prone. In other words, 
people use intuitive heuristics in making decisions regardless of their experience, and these intuitions 
make them over confident that they do not realize that they make mistakes. He suggests that System 2 
should slow down System 1 to block the errors of System 1. Software testing is a task that fast thinking 
heuristics would be problematic since software tester is expected to try to break the code instead of trying 
the confirm that the code satisfies a corresponding requirement. Therefore, software tester needs to have 
System 2 alert to avoid errors. In this research we would like to understand the impact of biases (fast 
thinking) as it was defined by Kahneman and Tversky, and Wason. There may be many evolutionary 
reasons for the existence of cognitive biases (Cosmides and Tooby 1994).  There may be costs in 
evolutionary terms, because the development of certain brain circuits may remove potential energetic 
allocation away from the development of other mechanisms (Arkes 1991). Moreover, there may be costs in 
real time, because using complex algorithms will take longer time or require more additional resources 
than decisions using simpler alternatives (Arkes 1991).  Since heuristics mostly lead us to correct 
solutions, they are preferred in daily life situations.  However, since cognitive biases do not always result 
in correct solutions, they negatively affect the quality of software products as well as the quality of other IS 
components (Calikli et al. 2012; Stacy and MacMillian 1995; Parsons an Saunders, 2004). Stacy and 
MacMillian discussed various scenarios where cognitive biases could negatively affect the software 
development process (Stacy and MacMillian 1995). In our previous work, we also found a statistically 
significant correlation between software defect density and confirmation bias, which is a specific cognitive 
bias type (Calikli et al. 2012). Moreover, Parsons and Saunders empirically showed that another type of 
cognitive bias called anchoring and adjustment, leads to the propagation of errors in reused software code 
and artifacts (Parsons and Saunders 2004).  Therefore, we focus on the negative effects of cognitive biases 
on software development.   
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Over the last six decades, many cognitive bias types have been introduced and the list is still evolving. In 
addition to information processing shortcuts (heuristics) (Kahneman et al. 1982) mental noise and mind’s 
limited information processing capacity (Simon 1955), some cognitive bias types, which are due to social 
influence (Boehm and Phister 2008), and emotional and moral motivations (Wang et al. 2001), have been 
added to the list. In the literature, there are discussions and some empirical evidence about the effect of 
the following cognitive biases on software development: representativeness, availability, anchoring and 
adjustment, and confirmation bias (Parsons and Saunders 2004; Stacy and MacMillian 1995; Teasley et 
al. 1993).    
Representativeness 
While making predictions and judgments under uncertainty, people do not appear to follow the statistical 
theory (Tversky and Kahneman 1971).  Due to representativeness, people expect to obtain results, which 
they consider to be representative or typical, without considering the size of the sample being used. In 
fact, smaller samples are more likely to yield atypical (non-representative) results. Representativeness 
can lead to problems during testing phase of a software product.  Assume that a developer has to decide 
whether a set of test case y should be eliminated or not. Such a decision depends on the similarity of y to 
X (i.e. whether y is representative of X) where X belongs to the population of test cases that produce 
errors.  As a result of representativeness, test cases, which produce errors may be overlooked and this in 
turn leads to an increase in software defect density.   
Availability 
Due to availability, humans judge the frequency of instances by the ease that they come to mind. 
Availability might reveal itself during software unit testing phase. In addition to formal tests, good 
programmers also use “error guessing” techniques which means creating test cases based upon guesses 
about where the program might have errors (McConnell 2004). Such guesses might be based on past 
experience of the developer about the type and the location of the errors he has made most frequently. In 
this case, developer can misidentify the most frequently occurring error types and locations based on the 
ease that they come to his/her mind. For instance, developer might remember the parts of the code, where 
he/she spent more time, more easily. Hence, she/he might identify those parts of the code as the most 
error-prone parts.    
Anchoring and Adjustment 
Our mental search process, which is based on a first thought, is limited. Therefore, the solution of a 
problem is biased (i.e. adjusted) towards the initially considered values (i.e. anchors). The effects of 
anchoring and adjustment can be observed during software artifact reuse leading to propagation of errors 
to next release of the software product. Moreover, due to anchoring and adjustment, developers may fail 
to include an artifact that is part of software requirements. They may also include an artifact that is not 
part of software requirements (Parsons and Saunders 2004). 
Confirmation Bias 
The tendency of people to seek for evidence that could verify their theories rather than seeking for 
evidence that could falsify them is called confirmation bias. The term, “confirmation bias” was first used 
by Peter Wason in his rule discovery experiment (Wason 1960) and later in his selection experiment 
(Wason 1968). Empirical evidence shows that software testers are more likely to choose positive tests 
rather than negative tests (Teasley et al. 1993; Teasley et al. 1994). However, during all levels of software 
testing, the attempt should be to fail the code to reduce software defect density.   In our previous research, 
we found empirical evidence supporting the claims about the negative effects of confirmation bias on 
software development (Calikli and Bener 2010a; Calikli and Bener 2010b; Calikli and Bener 2012).  
We claim that understanding the cognitive aspects of individuals is equally, if not more, important than   
understanding their social interactions. and process and product characteristics.  The performance of 
defect prediction models, which we built by using only confirmation bias metrics, turned out to be 
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comparable with the performance of the defect prediction models that use product and process metrics  
(Calikli and Bener 2012). Although there is immense amount of cognitive bias types and the list is still 
evolving, any comprehensive theory of what creates these biases has not emerged yet. Therefore, the 
possible relationships among cognitive biases have not been clarified yet, either. However, based on their 
definitions, relationship between some of the cognitive bias types is obvious (e.g. backfire effect and 
confirmation bias, focalism and anchoring, illusion of validity and representativeness, availability and 
ego-centric biases) (Ross and Sicoly 1979; Tversky and Kahneman 1974).  Employing highly correlated 
cognitive bias metrics will not lead to a significant increase in defect prediction performance. The relation 
between the four cognitive biases (e.g. confirmation bias, representativeness, availability, and anchoring 
and adjustment) is not tight. Therefore, these metrics can be taken into account individually in order to 
improve the prediction performance of our models. 
Human as a Member of a Social Group: Social Interactions 
While extremely valuable, modeling individuals in isolation does not give the overall picture of the human 
aspects in SE. The missing part in such a model is the interaction between developers and testers. 
Software development is a social activity (Kautz and Nielsen 2004; Russo and Stolterman 2000; Sawyer 
et al. 2010). In every nontrivial software project, there is collaboration between different developer teams 
and stakeholders. Interest in social network of developers and using that information for prediction or 
explanation of various phenomena started after wide availability of this collaboration data. One reason 
behind this surge of interest may be the emergence of global software development. If distributed 
software teams cannot reduce interdependence of tasks between different sites overall efficiency of the 
software teams may be reduced as well as negatively affecting quality of the software product (Herbsleb 
and Mockus 2003).  
Network models have been used by researchers for than fifty years in order to model this activity idea 
(Easley and Kleinberg 2010). The theoretical basis of the validity of social network model in estimating 
human interaction comes from the work of social anthropologist J. A. Barnes. He claims that a proper 
model for social networks cannot be formed and the basis for social networks will remain a basic idea 
(Barnes et. al 1972). Therefore, we use “Networks can be used to model human interaction” as an 
assumption in our research.  The theoretical basis for the proposed social networks measures comes from 
the work of Friedkin (Friedkin 1991). Network measures such as density and betweenness measures, aims 
to calculate a key property of the social network deterministically. Earlier research in sociology focuses on 
modeling the derivation of centrality measures from basic human interaction processes idea. These 
metrics are based on estimating a network property by using several assumptions. Friedkin built a theory 
for the derivation of the centrality measures in an influence network from a fundamental influence 
relation among people (Friedkin 1991). However, to the best of our knowledge, a general theory for the 
collaboration network measures is not proposed in the literature. We believe that the validity of proposed 
measures can only be proven empirically. Graph theory is the study of graphs in mathematics, and 
proposes many methods to estimate the structure of a network such as density. We will use graph theory 
to propose candidate metrics. Our purpose for using social network measures to model software quality is 
that software quality may change due to the structure of the collaboration (Herbsleb and Mockus 2003). 
Previous research also empirically validated the merits of social network metrics in defect prediction 
(Bicer et al. 2011; Meneely et al. 2008). 
Interaction of the developers during software development can be modeled as a collaboration network 
and the structure of such a network may be an important aspect of software quality. Network is a useful 
abstraction in computer science and it is used widely in a range of application areas (Easley and Kleinberg 
2010). Software collaboration network consists of every developer who collaborated on a software artifact 
(nodes) and links among the developers for every contribution (edges).  The collaboration network may be 
constructed from version control system of the software project. A different collaboration network is 
formed for each software module within a software project. The collaboration network metrics makes up a 
new metric set which can be used in defect prediction (Bicer et al. 2010). Also collaborative network in 
issue manager tools may be used to estimate number of bugs in the future. Organizational changes may be 
suggested by analyzing the network, in order to avoid or change possibly problematic network structures. 
For example, networks with large average path lengths may make information sharing more indirect 
causing communication problems within the project. 
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Methodology 
This study will be conducted on 200 software engineers. The conceptual research model is shown in 
Figure 1. Based on the grounded theory in cognitive psychology literature, we will prepare a cognitive bias 
test. The cognitive bias test would be an extension of the confirmation bias test that we prepared and 
modified during our previous research (Calikli and Bener 2012).  Test administration, evaluation of the 
test results and extracting cognitive bias metric values will all be done automatically, once we complete 
the implementation of the related modules in our web based tool (Caglayan et al. 2012).  In order to 
externally validate our results, our study will cover four software development companies each of which 
are specialized in different domains.  50 software engineers from each company will take the cognitive 
test.  In order to validate our results internally, all software engineers within each company will take the 
test in a computer laboratory that is isolated from distracting factors such as noise, under the supervision 
of a researcher.  In order to avoid construct validity, we will define a metric set for each of the remaining 
three cognitive bias types (representativeness, availability, and adjustment and anchoring). In this way, 
we aim to prevent mono-method bias.  We will modify cognitive bias and social network metrics, if 
necessary. Correlation analysis will be performed and feature selection algorithms will be executed to 
form our final metric set.  In order to disprove/verify our hypotheses, we will examine the correlation of 
these metrics with software defect density.  After having formed the final metric set, we will build a defect 
prediction model using people related metrics and then evaluate performance of our model. 
 
 
Figure 1.  Conceptual Research Model 
 
Confirmation bias metrics are based on grounded theory in cognitive psychology (Johnson-Laird and 
Wason 1970; Matarasso-Roth 1979; Reich and Ruth 1982; Wason 1960). Metrics for representativeness, 
availability, and adjustment and anchoring are also based on grounded theory in cognitive psychology 
literature (Tversky and Kahneman 1974).   The list below includes initial versions of the metrics for 
representativeness, availability, and adjustment and anchoring as well as some of the basic confirmation 
bias metrics. A detailed version of the confirmation bias metrics is given in our previous work (Calikli and 
Bener 2012). 
In order to quantify the various aspects of the collaboration network, we adapted various metrics from the 
complex network literature (Easley and Kleinberg 2010). As we collect data social network metric set will 
be modified and finalized. The initial metric set, which has been formed to quantify, social interactions is 
explained as follows: 
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• Betweenness Centrality: The betweenness centrality of a node i is the number of shortest paths between 
pairs of other nodes that run through i (Freeman 1977). It is a measure of the influence of a node over 
the flow of information between other nodes, especially in cases Try to avoid long or complex sentence 
structures.  
• Closeness Centrality: The closeness centrality of a node i is the number of steps required to access every 
other node from a given node (Freeman 1979). This metric is also called as "distance centrality". Higher 
value for a node means it is easier for the node to spread information through the network 
• Closeness Centrality: The closeness centrality of a node i is the number of steps required to access every 
other node from a given node (Freeman 1979). This metric is also called as "distance centrality". Higher 
value for a node means it is easier for the node to spread information through the network 
• Degree Centrality: The degree centrality of a node i is the number of neighbors it has. Higher degree 
centrality for a node means it is more popular in network. 
• Group Degree Centrality Index: A measure of how central a network is (Freeman 1979). e.g. Group 
degree centrality index of a network will have its highest value with star topology. Higher values of 
group degree centrality index indicate there are more hubs which control information flow through the 
network. 
• Density: Proportion of edges in a network relative to total number of possible edges.  Indicates how 
nodes in a network are tightly bounded together. 
• Diameter: Considering any two nodes in a network, the biggest value of the shortest possible path 
between them is diameter of the network. Higher values of diameter indicate that diffusion of a piece of 
information to entire network would take longer time. 
• Clustering Coefficient: Measures the cliquishness of a typical neighborhood (a local property) (Watts 
and Strogatz 1998). Calculated as described in (Watts and Strogatz 1998). Its interpretation is same as 
density. 
• Bridge: A bridge in a network is an edge, which disconnects its endpoints completely when it's removed 
from the network. Bridge is an important kind of edge, bridges enables individuals in a social network 
to reach novel information. This metric can be thought as inverse of density and clustering coefficient. 
• Characteristic Path Length: Characteristic Path Length is defined as the number of edges in the 
shortest path between two nodes, averaged over all pairs of nodes (Watts and Strogatz 1998). A small 
value of characteristic path length indicates presence of short-cut connections between some pairs of 
nodes. This means information can spread through the network easily. 
Conclusions and Possible Implications 
Software defect prediction models have tackled the problem of which parts of the software are likely to be 
defective to help managers effectively allocate resources during the testing phase of the product. However, 
these models only take into consideration the product (e.g. lines of code, code complexity, etc.) and 
process- (e.g. change history of code) related attributes of SDLC. The overall aim of our research program 
is to explore the impact of cognitive  biases and social interactions in the development and testing of 
software.   
 
The objective of this research in the long run is to help software development managers make specific 
resource allocation decisions by considering the metrics related to the thought processes of people and 
their social interactions. The guidance of metrics related to the thought processes of people and social 
interactions among people  may decrease the uncertainty in Human Resource (HR) related decisions to a 
significant extent. As predictive models mature, especially with an in-depth understanding of people, they 
can be used to define policies in software development organization 
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