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ABSTRACT OF DISSERTATION
Lattice Simplices:
Sufficiently Complicated
Simplices are the “simplest” examples of polytopes, and yet they exhibit much of the
rich and subtle combinatorics and commutative algebra of their more general cousins.
In this way they are sufficiently complicated — insights gained from their study can
inform broader research in Ehrhart theory and associated fields.
In this dissertation we consider two previously unstudied properties of lattice
simplices; one algebraic and one combinatorial. The first is the Poincare´ series of
the associated semigroup algebra, which is substantially more complicated than the
Hilbert series of that same algebra. The second is the partial ordering of the elements
of the fundamental parallelepiped associated to the simplex.
We conclude with a proof-of-concept for using machine learning techniques in
algebraic combinatorics. Specifically, we attempt to model the integer decomposition
property of a family of lattice simplices using a neural network.
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Chapter 1 Preliminaries
1.1 Constructions
Definition 1.1.1. For a collection A = {a0, . . . , am} of points in Rd, we define their
convex hull to be the set
conv(A) :=
{
m∑
i=0
γiai such that 0 ≤ γi and
d∑
i=0
γi = 1
}
⊂ Rd,
so–named because it is the smallest convex set containing A.
Definition 1.1.2. In the case that m = d and the set A◦ := {(a1−a0), . . . , (ad−a0)}
is a vector space basis of Rd, then we call ∆ = conv(A) a d-simplex. We call the ai’s
the vertices of ∆, and if each ai is an integer point, i.e., lies in Zd, we call ∆ a
lattice simplex.
Definition 1.1.3. For a collection A = {a0, . . . , am} of points in Rd, we define their
conical hull to be the set{
m∑
i=0
γiai such that 0 ≤ γi
}
⊂ Rd.
Notice that the conical hull is unbounded, as in particular it contains the rays
R≥0ai for 0 ≤ i ≤ m.
We are particularly interested in conical hulls of the following kind:
Definition 1.1.4. Let A = {a0, . . . , ad} and ∆ = conv(A) be a lattice d-simplex.
Then the cone over ∆ is the conical hull of the points {(1, a0), . . . , (1, ad)} ⊂ Rd+1,
and is denoted cone(∆).
Definition 1.1.5. A semigroup is a set Λ with an operation + satisfying the fol-
lowing axioms for all α, β, and σ in Λ:
α + β ∈ Λ (Closure),
α + (β + σ) = (α + β) + σ (Associativity).
It is a generalization of an ordinary algebraic group; note that we do not require the
existence of either an identity element or inverses.
Definition 1.1.6. The semigroup (Λ,+) associated to a d-simplex ∆ is the intersec-
tion
Λ := cone(∆) ∩ Zd+1,
with + given by the usual coordinate-wise addition on Zd+1.
1
Ehrhart Theory
Our interest in the semi-group Λ has a historical basis. In the 1960’s, Euge`ne Ehrhart
(a High School math teacher) proved the following result in the paper [10]:
Theorem 1.1.7. Let A = {a0, . . . , am} be a collection of integer points (each ai has
all integer coordinates), and nA = {n·a0, . . . , n·am}. Define ehr(n) to be the function
which maps a non-negative integer n to the cardinality of the set
conv(nA) ∩ Zd.
Then ehr(n) is given by a polynomial in n of degree d.
We call ehr(n) the Ehrhart polynomial of conv(A), and define a formal power
series called the Ehrhart series by
Ehr(t) :=
∑
n≥0
ehr(n) tn.
Stanley showed in [22, Cor. 1.3] that because ehr(n) is a polynomial in n of degree
d, we have that
Ehr(t) =
f(t)
(1− t)d+1 ,
where f(t) is a polynomial in z of degree at most d.
Readers with a background in commutative algebra might find a strong resem-
blance between this result and the Hilbert series of a graded algebra – a connection
which we will now make precise.
Definition 1.1.8. For K a field, a K-algebra R is called graded with respect to Zn
if it can be written as a direct sum
R =
⊕
α∈Zn
Rα,
where for x ∈ Rα and y ∈ Rβ, we have that x · y ∈ Rα+β.
Definition 1.1.9. The Hilbert function h(α) of a Zn-graded K-algebra R is the
function whose input is an element α of Zn and whose output is the K vector space
dimension of Rα. Its ordinary generating function
HR(t) :=
∑
α∈Zn
h(α)tα,
where tα = tα11 · · · tαnn , is known as the Hilbert series of R.
Definition 1.1.10. The semigroup algebra K[Λ] associated to a semi-group Λ ⊂
Zd+1 is the K vector space with basis {eα}α∈Λ equipped with the product
eα · eβ = eα+β.
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It is immediate that K[Λ] is a Zd+1–graded K–algebra, and that the Hilbert
function is given by
h(α) =
{
1 if α ∈ Λ, and
0 otherwise.
It is common to “coarsen” the grading of K[Λ] by considering it to be Z-graded
algebra with grading given by the zeroth coordinate of its Zd+1–grading.
The seemingly arbitrary definition of the cone over a simplex ∆ is shown to be
natural and helpful by the following observation.
Definition 1.1.11. For a point x = (x0, x1, . . . , xd) in Rd+1, we define the height of
x to be
height(x) = x0.
Letting Xn denote the collection of points x ∈ Rd+1 with height equal to n, we
have the set equality
Xn ∩ cone(∆) = {(n, n · x) ∈ Rd+1 such that x ∈ ∆}.
Observe that the set Zd+1 ∩ Xn ∩ cone(∆) is in bijection with the set of lattice
points of n∆ (by dropping the zeroth coordinate). Consequently, for Λ the semigroup
associated to ∆, the Hilbert function h(n) of the Z-graded algebra K[Λ] is precisely
ehr(n) of the simplex ∆! From this we conclude that h(n) is in fact a polynomial,
and that its generating function, the Hilbert series, is of the form
HK[Λ](t) :=
∑
n∈Z
h(n)tn =
f(t)
(1− t)d+1
for some polynomial f(t) of degree at most d.
Note that this is the Hilbert series of the Z-graded ring Λ. In general, we consider
the Zd+1-graded case, for which the denominator has a similar but slightly more
complicated form. In particular the Hilbert series of the Zd+1-graded ring K[Λ] has
d+ 1 variables.
This connection motivates the study of simplices ∆ through algebraic properties
of the associated object K[Λ]. In this spirit we introduce another algebraic invariant
of K[Λ], its Poincare´ series.
1.2 The Poincare´ series
Definition 1.2.1. Given a collection of vector spaces {Fi}i∈Z≥0, together with linear
maps ∂i from Fi to Fi−1, we call the sequence
F : F0
∂1←− F1 ∂2←− · · · ∂i←− Fi ∂i+i←−− Fi+1 ∂i+2←−− · · ·
a complex of vector spaces if the image of ∂i+1 is contained in the kernel of ∂i for
all i ≥ 1.
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Definition 1.2.2. The i’th homology of the complex F is the quotient vector space
Hi(F ) := ker ∂i/ im ∂i+1.
It has vector space dimension
dimK Hi(F ) = dimK ker ∂i − dimK im ∂i+1 (1.1)
= dimK Fi − (dimK im ∂i + dimK im ∂i+1) . (1.2)
Our motivation for consider complexes of vector spaces is that they arise naturally
when studying free resolutions of K-algebras, which were originally defined in order
to study Hilbert series.
Definition 1.2.3. Let M be a finitely generated graded module over R, Fi be a free
R-module and ∂i be a graded R-module homomorphism such that the image of ∂i+1 is
equal to the kernel of ∂i for all i ≥ 1. Then the complex F is a free resolution of
M over R if M ∼= F0/ im ∂1.
Because it is graded, we may split the free resolution F into a direct sum of K
vector space complexes by writing each Fi as a direct sum
⊕
α∈Zn Fi,α.
Recall that the tensor product M⊗N of two R-modules M and N may be written
as
M ⊗N =
{∑
i
xi ⊗ yi such that xi ∈M, yi ∈ N
}
,
and satisfies (rx) ⊗ y = x ⊗ (ry) for all r ∈ R, x ∈ M , and y ∈ N , and that for
(F, ∂) a complex of free R-modules, we can define a tensor complex (M ⊗F, Id⊗ ∂).
Definition 1.2.4. The Betti number βRi,α(M) of a graded R-module M is the vector
space dimension of the i’th homology of the graded component of M ⊗F of degree α.
Definition 1.2.5. The Poincare´ series PMR (z; t) is the ordinary generating function
for the Betti numbers of the R-module M , i.e.,
PMR (z; t) =
∑
α∈Zn
∑
i≥0
βRi,α(M)z
itα.
In the case that R is a polynomial ring in n variables, the Hilbert Syzygy Theorem
says that the Poincare´ series PMR (z; t) is a polynomial of z-degree at most n for any
finitely generated R-module M . However, when R is not a polynomial ring, the
growth of the Betti numbers is not so simple — the Poincare´ series may not even be
rational!
A question of rationality
We call a Zn-graded algebra R connected if R0 ∼= K (as in the case of a semi-group
ring K[Λ] associated to a lattice simplex ∆). By a slight abuse of notation, we write
m :=
⊕
α∈Λ\0
Rα
4
and
K ∼= R/m
as R-modules.
It has been shown [16] that if the Poincare´ series for the ground field K as an
R-module is rational for all R, then the Poincare´ series is rational for any finitely
generated module. Hence the question of Serre-Kaplansky:
Question 1.2.1. Is the Poincare´ series of the ground field K over R rational for all
K-algebras R?
This question was answered in the negative by Anick [1], and much subsequent
work has focused on determining the properties of R that lead to rationality or irra-
tionality.
In this work we will consider the case when R is a quotient of a polynomial ring by
an ideal I, and when we reference the Poincare´ series, we always consider the module
to be the ground field K.
When I is generated by monomials, as in the case of Stanley-Reisner theory, the
Poincare´ series is known to be rational. Berglund, Blasiak, and Hersh [3] describe
a combinatorial method for computing the rational form. Less is known about quo-
tients by another important class of ideals in combinatorics, toric ideals [19]. An
example of a toric ring with transcendental Poincare´ series was found by Roos and
Sturmfels [21], and it is known by work of Gasharov, Peeva, and Welker [12] that
quotients arising from generic toric ideals have rational Poincare´ series. Another rel-
evant line of investigation is the rationality of Poincare´ series for certain Gorenstein
rings. Elias and Valla proved [11] that the Poincare´ series of an almost stretched
Gorenstein local ring of dimension d and embedding codimension h is given by
(1 + z)d
1− hz + z2 . (1.3)
It is not known whether rationality or irrationality of the Poincare´ series is the
more “common” property for toric rings.
When R is equal to K[Zd+1 ∩ cone(∆)] and is Koszul [17, Cor. 4.3], then we have
the following equality:
PKR (−1, t)HR(t) = 1. (1.4)
The original result is, in fact, stronger, and implies (via the rationality of HR(t)),
that the Poincare´ series itself is rational.
Combinatorialists have historically approached the question of rationality from the
observation [18] that the Betti numbers record simplicial homology of open intervals
in Λ, and use combinatorial tools to show that K[Λ] is Koszul. We will focus instead
on the non-Koszul case.
Rationality equals recurrence
Recall that for a sequence (b0, b1, . . . ), the generating function
B(z) =
∑
i≥0
biz
i
5
has a rational form if and only if there exists a polynomial
g(z) = 1 +
d∑
j=1
gi z
i
such that the product
B(z) · g(z)
is equal to a polynomial f(z), i.e.,
B(z) =
f(z)
g(z)
.
One consequence of this observation is that B(z) is rational if and only if there exists
a natural number d such that for all D > d, we have the equality
bD +
d∑
j=1
gjbD−j = 0,
which can be read as the linear recurrence
bD = (−g1)bD−1 + · · ·+ (−gd)bD−d.
1.3 The Fundamental Parallelepiped
We now introduce the fundamental parallelepiped, a distinguished subset of cone(∆).
Definition 1.3.1. For a lattice d-simplex ∆ with vertices v0 through vd, the funda-
mental parallelepiped Π∆ is the set
Π∆ :=
{
d+1∑
i=0
γi(1, vi) such that 0 ≤ γi < 1
}
⊂ cone(∆).
Our interest in the fundamental parallelepiped Π∆ arises mainly from the following
fact: every element of the semi-group Λ may be written uniquely as a non-negative
integer combination of the (1, vi)’s and a lattice point in Π∆. To see this, note that
because any element z of Λ = cone(∆) ∩ Zd+1 lies in cone(∆), it is a non-negative
linear combination of the (1, vi)’s, i.e., there exist non-negative real coefficients gi
such that
z =
d+1∑
i=1
gi(1, vi) =
(
d+1∑
i=1
bgic (1, vi)
)
+
(
d+1∑
i=1
{gi}(1, vi)
)
where {gi} means the fractional part of gi. By setting γi equal to {gi}, we see that
any point z may be written as a non-negative integral combination of the (1, vi)’s and
an integer point in Π∆∩Zd+1. In particular, the set Λ = cone(∆) ∩ Zd+1 has a finite
minimal additive generating set.
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Definition 1.3.2. The minimal additive generating set of Λ is finite, and is called
the Hilbert basis H of cone(∆). It consists of the (1, vi)’s and elements h1 through
hm in Π∆ such that
Λ =
{(
d∑
i=0
ri(1, vi)
)
+
(
m∑
j=1
si hi
)
such that ri , sj ∈ Z≥0
}
.
The Hilbert basis consists of the cone generators (1, vi) together with the addi-
tively minimal elements hj of Π∆ ∩ Zd+1.
A presentation of K[Λ]
Because K[Λ] is finitely generated (by its Hilbert basis H) it has a presentation
0→ kerϕ→ K[V0, . . . , Vd, x1, . . . , xm] ϕ−→ K[Λ]→ 0, (1.5)
where the map ϕ is defined by the image of variables: the image of Vi is the vec-
tor space basis element e(1,vi) associated with the Hilbert basis element (1, vi) in Λ,
and the image of xi is ehi where the hi are the remaining elements of the Hilbert
basis. This defines a surjective degree map deg(·) from the set of monomials of
K[V1, . . . , Vd+1, x1, . . . , xm] onto Λ by
deg
(∏
V sii ·
∏
x
rj
j
)
=
∑
si(1, vi) +
∑
rjhj .
Extending deg(·) K-linearly, we see that kerϕ is the toric ideal I generated by all
binomials
VuV xux −VwV xwx
such that deg (VuV xux) = deg(VwV xwx).
There is a second algebra associated to Λ.
Definition 1.3.3. The Fundamental Parallelepiped Algebra FPA(∆) associated
with the simplex ∆ may be constructed in two ways; firstly as the quotient
K[V0, . . . , Vd, x1, . . . , xm] / kerϕ+
(
V0, . . . , Vd
)
,
and secondly as the algebra with K vector space basis{
eσ such that σ ∈ Zd+1 ∩ Π∆
}
and with multiplication given by
eσ · eµ =
{
eσ+µ if σ + µ ∈ Zd+1 ∩ Π∆, and
0 otherwise.
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Example 1.3.4. Computation in Macaulay2 [14] gives that for the 2-simplex ∆ with
vertices (1, 0), (0, 1), and (−2,−3), cone(∆) has Hilbert basis (and associated vari-
ables) given by the columns below:

V1 V2 V3 x1 x2 x3 x4
1 1 1 1 1 1 1
0 1 −2 0 0 −1 −1
1 0 −3 0 −1 −1 −2

The associated toric ideal I is given by
I =(V1x2 − x21, V2V3 − x2x4, V2x4 − x22, V3x2 − x24, V1x4 − x1x3,
x1x4 − x2x3, V2x3 − x1x2, V3x1 − x3x4, V1V3 − x23).
The algebra K[Λ] is isomorphic to K[V1, V2, V3, x1, x2, x3, x4]/I and
FPA(∆) ∼= K[x1, x2, x3, x4]/(x21, x2x4, x22, x23, x24, x1x3, x1x4 − x2x3, x1x2, x3x4) .
One inspiration for defining this algebra is the fact that, due to an argument
presented earlier, every element of Λ may be written uniquely as a non-negative sum
of points (1, vi) and a single point in Π∆. Consequently,
HK[Λ](t) = HK[x1,...,xm](t) ·HFPA(∆)(t)
=
HFPA(∆)(t)∏m
i=1(1− thi)
.
Because by construction Π∆ is bounded, it contains a finite number of lattice points,
and hence HFPA(∆)(t) is a polynomial in t0 through td.
Because the generators (1, vi) form a linear system of parameters for K[Λ], there
is an analogous result in the world of Poincare´ series.
Theorem 1.3.5. [2, Prop. 3.3.5] For the Z-graded algebra K[Λ], we have the follow-
ing equality:
PKK[Λ](z; t) = (1 + zt)
d+1 · PKFPA(∆)(z; t)
= PKK[V0,...,Vd](z; t) · PKFPA(∆)(z; t).
For the remainder of this work we will focus on computing the Poincare´ series of
the Fundamental Parallelepiped Algebra FPA(∆).
1.4 Bar Resolution
One standard resolution of K as a module over a graded K-algebra is the Bar resolu-
tion. In the definition we use the bar symbol | to mean a tensor over K, and reserve
the tensor symbol ⊗ to mean a tensor over the ring under consideration.
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Definition 1.4.1. The Bar resolution B of the module K over the Zn-graded K alge-
bra FPA(∆) has graded components [Bi]α with vector space basis given by λ0 | · · · |λi
such that λ0 is in Π∆, each λj is in Π∆\0 (for j ≥ 1), and
∑i
j=0 λj = α. The
differential map ∂i acts by sending λ0 | · · · |λi to the sum
i−1∑
j=0
(−1)jλ0 | · · · |λj−1 |λj + λj+1 |λj+2 | · · · |λi
in Bi−1.
Recall that in order to compute the Betti number βi,α we must compute homology
in the tensor complex B := K⊗B. Because we identify K with the vector sub-space
R0 with basis e0, we see that [Bi]α is generated as a vector space by the collection
{e0 ⊗ λ0 |λ1 | · · · |λi}. Observe that unless λ0 is equal the point 0 in Λ, the product
e0 ⊗ λ0 is equal to zero, since for σ not equal to zero, e0 · eσ is equal to zero in the
module K, and hence
e0 ⊗ eσ = e0 · eσ ⊗ e0 = 0⊗ e0 = 0.
Consequently, for i ≥ 1, [Bi]α has a vector space basis in bijection with the collection
of λ1 | · · · |λi such that each λj is in Π∆\0 and
∑i
j=1 λj = α. We further have that
[B0]α is the trivial vector space unless α is zero in Λ, and that [B0]0 is isomorphic to
K.
Unimodular simplices
If the matrix whose columns are given by (1, vi) has determinant ±v, we say that
the simplex ∆ has normalized volume v. Since v is precisely the index of the
sub-lattice generated by (1, v0) through (1, vd) in the lattice generated by the Hilbert
basis, we see that the normalized volume is equal to the number of lattice points in
Π∆. If the normalized volume of ∆ is equal to one, then we call ∆ a unimodular
simplex. In this case, it is clear that that FPA(∆) is one-dimensional as a K vector
space, and has basis e0. Consequently, [Bi]α has empty basis (and dimension zero)
unless α is equal to zero in Λ and i = 0. It follows that the complex B is given by
0← K ← 0← 0← · · ·
and that
βi,α =
{
1 if i = 0 and α = 0,
0 otherwise.
Thus for unimodular simplex ∆, PKFPA(∆)(z; t) = 1. The result is consistent with
the fact that K[Λ] is a polynomial ring in the case that ∆ is unimodular.
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Partially ordered sets
We now recall some basic definitions from poset theory. A partially ordered set (P,≺)
satisfies three axioms for all x, y, and z in P :
x ≺ x (reflexivity),
x ≺ y and y ≺ x imply that x = y (antisymmetry),
x ≺ y and y ≺ z imply that x ≺ z (reflexivity).
An ordered list of elements x0, . . . x` satisfying xi ≺ xi+1 is called a chain. The
length of the chain is the integer `. For a collection of elements such that no pair are
related in P , we call the collection an antichain.
If x ≺ y, x 6= y, and there exists no z such that x, z, y form a chain, then we
say that y covers x. The graph whose vertices are the elements of P and with edges
{x, y} such that y covers x is called the Hasse diagram of P . If the Hasse diagram of
P has no cycles and is connected, then we call P a tree.
The set of lattice points Zd+1 ∩ Π∆ has a very natural partial order structure.
Definition 1.4.2. The set Zd+1 ∩ Π∆ is partially ordered by letting σ ≺ µ if and
only if µ − σ is an element of Zd+1 ∩ Π∆. We call this poset the fundamental
parallelepiped poset P(∆).
Observe that the zero element of Λ is below every other element of P(∆), and that
the minimal elements of P(∆)\0 are precisely the elements h1, . . . , hm of the Hilbert
basis of cone(∆). It is also helpful to notice that each edge σ ≺ µ of the Hasse
diagram of P(∆) may be labeled with the height of µ− σ (neccesarily the height of a
Hilbert basis element), and that the height of any element is equal to the sum of the
heights of the edge labels in any maximal chain from 0 to that element. Lastly we
report the fact (not difficult to derive from the definitions) that d is an upper bound
for the height of any element of P(∆), and d− 1 is an upper bound for the height of
any minimal element.
Antichain simplices
As a small demonstration of leveraging knowledge about the partial order P(∆) in
order to compute the Poincare´ series, consider a simplex ∆ such that P (∆)\0 is an
antichain. We will call such a simplex antichain.
In the case of an antichain simplex, the differential map is uniformly zero, since
eλj · eλj+1 equals zero for all j. By Equation (1.2) of Definition 1.2.2, βi,α is equal to
the dimension of [Bi]α. By considering the recurrence (for large i and α)
dimK [Bi]α =
∑
σ∈P(∆)
σ 6=0
dimK [Bi]α−σ,
we see that
10
Theorem 1.4.3. For an antichain simplex ∆, the Poincare´ series is given by
PKFPA(∆)(z; t) =
 1− ∑
σ∈P(∆)
σ 6=0
ztσ

−1
.
Note that Theorem 1.4.3 does not require that K[Λ] be Koszul, and establishes
the rationality of the Poincare´ series. In fact, if the minimal elements of P (∆) do not
have (geoemetric) height equal to one, K[Λ] is not Koszul! The simplest examples of
antichain simplices are the 1-simplices (intervals [0, n] ⊂ R1), for the following reason:
elements of P(∆) have height bound by d = 1, so that all non-zero elements have
height equal to 1. It follows that any cover relation x ≺ y must be labeled 0. From
this we conclude that y − x has height zero and hence is equal to zero, the unique
element of P(∆) of height zero. This implies that x = y, which contradicts y covering
x, and so we conclude that there is no such covering relation and that P(∆)\0 is an
antichain.
In the case that ∆ is a 2 or 3-simplex, it is sufficient that ∆ be an empty simplex.
An empty simplex is one whose only lattice points are its vertices. Consequently, no
elements of P(∆) have height equal to one, and similarly no cover relation has label
one. It follows that for any chain 0 ≺ σ ≺ µ, the height of µ is at least four. Thus
for d equal to two or three and ∆ empty, P(∆) is an antichain.
We will further explore antichain simplices experimentally in chapter 3.
In the next chapter we will use a different resolution in order to compute the
Poincare´ series: the minimal free resolution.
Definition 1.4.4. An R-resolution (F, ∂) is minimal if, for each i ≥ 0, the image
of ∂i+1 restricted to each summand of Fi ∼=
⊕
nR is contained in m.
Because the tensor product distributes across direct sums, the tensor complex
K ⊗Fi is isomorphic to a direct sum of copies of K. Hence if (F, ∂) is minimal, then
Id ⊗ ∂i is the zero map for all i. It follows that the dimension of the i’th homology
in degree α, also known as the Betti number βi,α, is equal to dimK [Fi]α.
Copyright© Brian Davis, 2019.
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Chapter 2 The Poincare´ series of a family of lattice simplices
For a family of lattice simplices described in Definition 2.1.1 of this chapter and de-
noted by ∆m2 , we prove in Theorem 2.3.1 that the Poincare´ series for their associated
algebra FPA(∆m2 ) using a fine grading is rational, with structure similar to Equa-
tion (1.3) of Chapter 1. However, the recurrence given in (1.3) is realized only after
specializing our fine grading to a coarse grading and then algebraically canceling.
Our method of proof is to produce an explicit resolution of K over FPA(∆m2 ) such
that the resolution reflects the recursive structure encoded in the denominator of
the finely-graded Poincare´ series. We show that FPA(∆m2 ) is not Koszul, and there-
fore rationality does not follow from Equation (1.4). We believe that the results in
this chapter will be of interest to both geometric combinatorialists and commutative
algebraists, for the following reasons.
• There has been fruitful investigation of the Hilbert series of K[Λ], i.e. the
Ehrhart series of ∆, in relation to the geometry and arithmetics of ∆. We
believe that a similar investigation should be conducted for Poincare´ series.
Our work is a contribution in this direction.
• For an arbitrary lattice simplex ∆, the arithmetic properties of the fundamental
parallelepiped of P should significantly impact the behavior of the Poincare´
series for FPA(∆). This influence should be more subtle than the interpretation
of the numerator of the Hilbert series of K[Λ]. Our results show how this works
in a special case.
• Our results demonstrate how interactions between multivariate and univariate
rational generating functions that are “typical” in combinatorics can create sub-
tle complications when attempting to use rational Poincare´ series to inform the
construction of minimal resolutions, adding complexity to Avramov’s proposed
application of using rational Poincare´ series to construct minimal resolutions.
The remainder of this chapter is structured as follows. In Section 2.1 we describe
a family of lattice simplices and their associated semigroup algebras. In Section 2.2
we present a tree whose weighted rank generating function is equal to the Poincare´
series of the Fundamental Parallelepiped Algebra, and whose structure is related to
the rationality of that formal power series. In Section 2.3 we state and prove our
main result, Theorem 2.3.1, which gives a rational expression for the fine graded
Poincare´ series of the Fundamental Parallelepiped Algebra of an infinite family of
lattice simplices.
2.1 The Fundamental Parallelepiped Algebra of ∆m2
The following family of simplices are the main objects under investigation in this
chapter.
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Definition 2.1.1. Let ∆m2 be the (m + 1)–simplex whose vertices are the standard
basis vectors in Rm+1 together with the point (−2, . . . ,−2,−2m− 1) ∈ Rm+1.
The simplices ∆m2 form a subfamily of lattice simplices recently studied by Braun,
Davis, and Solus [6, 4] in the context of reflexive simplices having the integer decom-
position property and also having a unimodal Ehrhart h∗-polynomial.
Theorem 2.1.2. Let FPA(∆m2 ) denote the fundamental parallelepiped algebra for
∆m2 . The following isomorphism holds for all m ≥ 1:
FPA(∆m2 )
∼= K[x1, x2, x3, x4]/(x21, x22, x23, xm+14 , x1x2, x1x3, x2xm4 , x3xm4 , x2x3 − x1x4)
Further, the quotient algebra has a K-vector space basis given by the equivalence
classes represented by the elements of
{1, x1, x`+14 , x1x`+14 , x2x`4, x3x`4}0≤`≤m−1 .
Proof. We first describe the fundamental parallelepiped Π for ∆m2 and identify addi-
tive relations among the generators of the lattice points in it. As shown in [4], lattice
points in Π are parameterized by integers b in [0, 4m+ 1], with each b corresponding
to the lattice point
zb :=

b−mb b
2m+1
c − bb/2c
−b b
2m+1
c
...
−b b
2m+1
c
−bb/2c
...
−bb/2c

∈ Π .
Considering the cases b < 2m+1 and b ≥ 2m+1, and then considering the parity
of b, we see that for each choice 1 ≤ h ≤ m of zeroth coordinate, we get exactly four
solutions (presented as column vectors below):

z2h−1 z2h z2(m+h)−1 z2(m+h)
h h h h
0 0 −1 −1
...
...
...
...
0 0 −1 −1
−h+ 1 −h −(m+ h) + 1 −(m+ h)
...
...
...
...
−h+ 1 −h −(m+ h) + 1 −(m+ h)

.
By Theorem 4.1 of [4], the simplex ∆m2 has the integer decomposition property,
implying that FPA(∆m2 ) is generated by elements with zeroth coordinate equal to 1,
i.e., ez1 , ez2 , ez2m+1 , and ez2m+2 . Thus we may assume without loss of generality that
additive identities in the fundamental parallelepiped have the form zb + zb′ = zc + zc′ ,
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where zb and zc have zeroth coordinate equal to 1 and the zeroth coordinate of
zb′ and zc′ is h. It follows by inspection that every such identity is of the form
z1 + z2(m+h) = z2 + z2(m+h)−1 for some h between 2 and m. Every such identity may
be written as
(h− 1)z2 + (z1 + z2m+2) = (h− 1)z2 + (z2 + z2m+1) ,
and is therefore a consequence of the primitive additive identity
z1 + z2m+2 = z2 + z2m+1 .
Now that we have a better understanding of the structure of FPA(∆m2 ), we get
close to our desired isomorphism by constructing the map
ψ : K[x1, x2, x3, x4]/(x1x4 − x2x3)→ FPA(∆m2 ) = K[Λ]/
(
e(1,vi)
)
defined by algebraically extending the map on variables given by
x1 7→ ez2m+1 , x2 7→ ez2m+2 , x3 7→ ez1 , x4 7→ ez2 .
To verify that ψ is well-defined, consider a pair of monomials
∏
i x
si
i and
∏
j x
tj
j
that are in the same equivalence class. Then (
∏
i x
si
i ) − (
∏
j x
tj
j ) is in the ideal
(x1x4 − x2x3), so that (
∏
i x
si
i ) − (
∏
j x
tj
j ) = t(x1x4 − x2x3) for some t. It follows
that ψ(
∏
i x
si
i ) − ψ(
∏
j x
tj
j ) = ψ(t)(ez2m+1+z2 − ez2m+2+z1) is zero, since, as we have
seen, z1 + z2m+2 = z2 + z2m+1. It is straightforward to verify that the homomorphism
ψ is surjective.
We next determine the kernel of ψ. Observe that since 2z1 is not among z3, z4,
z2m+3, and z2m+4, we can conclude that 2z1 is not in Π. We can similarly conclude
that 2z2m+1, 2z2m+2, z1 + z2m+1, and z2m+1 + z2m+2 are not in Π. We additionally see
that z4m+1 = mz2 + z2m+1, so that mz2 + z1, mz2 + z2m+2, and (m + 1)z2 are not in
Π, since Π contains a unique element with zeroth coordinate equal to m + 1. Since
z1 + z1 is an element of Λ but not Π, we conclude that z1 + z1 = vi + z for some z in
Λ. Thus ez1+z1 = e
2
z1
= 0 in FPA(∆m2 ). Similarly
e2z1 = ez1ez2m+1 = e
2
z2m+1
= ez2m+1ez2m+2 = e
2
z2m+2
= ez1e
m
z2
= ez2m+2e
m
z2
= em+1z2 = 0
in FPA(∆m2 ). Thus the kernel of ψ contains (x
2
3, x1x3, x
2
1, x1x2, x
2
2, x3x
m
4 , x2x
m
4 , x
m+1
4 ).
Finally, we count equivalence classes of monomials in the ring
K[x1, x2, x3, x4]/(x
2
1, x
2
2, x
2
3, x
m+1
4 , x1x2, x1x3, x2x
m
4 , x3x
m
4 , x2x3 − x1x4) .
We only need to consider the monomials 1 and variables multiplied by powers of x4,
since xixj is either zero or equal to x4rk for some k. It follows that it is a (4m+ 2)–
dimensional K-vector space with basis
{1, x1, x`+14 , x1x`+14 , x2x`4, x3x`4}0≤`≤m−1,
and with a surjective ring homomorphism ψˆ to the (4m+2)–dimensional vector space
FPA(∆m2 ), i.e., ψˆ is a ring isomorphism from
K[x1, x2, x3, x4]/(x
2
1, x
2
2, x
2
3, x
m+1
4 , x1x2, x1x3, x2x
m
4 , x3x
m
4 , x2x3 − x1x4)
to the Fundamental Parallelepiped Algebra FPA(∆m2 ).
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As Koszul algebras must be defined by quadratically-generated ideals, the follow-
ing corollary is immediate.
Corollary 2.1.3. For m ≥ 2, FPA(∆m2 ) is not Koszul.
2.2 A Weighted Tree Encoding Betti Numbers
Our goal in this section is to define for ∆m2 a Λ–weighted tree T whose weighted rank
generating function
T (z;y) :=
∑
∈T
zrankK()ydeg()
is equal to the (N× Zd+1)–graded Poincare´ series
PKFPA(∆m2 )(z,y) :=
∑
α∈Λ
∑
i≥0
dimK βi,αz
iyα ,
where yα means the multinomial yα00 · · · yαnn . To construct our weighted tree, we
require the following general construction.
Definition 2.2.1. Let ∆ be a lattice simplex with fundamental parallelepiped algebra
R = FPA(∆) described as a quotient of a polynomial ring with a monomial term
order ≺R. Assume that we have a distinguished monomial basis for R consisting of
all monomials outside the ≺R-leading term ideal for the defining ideal of R. Let d be
a map between free finitely generated Λ-graded R-modules M and N , where there is
an ordering ≺ on the generators of N . Consider a generator  of M , and let δ be
the ≺-minimal support of d() and s the ≺R-maximal monomial of d() supported on
δ. If δs is distinct for each , then we say that M can be ordered with respect to
d. If M can be ordered with respect to d, we define an ordering of the generators of
M as follows:  ≺ ′ if δ ≺ δ′ or if δ = δ′ and s′ ≺R s. In this case, we define the
leading term map LT(·) on the graded components of M which projects each element
onto the summand generated by its ≺-minimal support. For notational convenience,
we define the leading coefficient LC(·) of an element to be the ≺R-maximal monomial
of its leading term.
For a given complex (F, d) we denote by F≤n the truncated complex
F≤n : F0
d1←− F1 d2←− · · · dn←− Fn .
Observe that for a Λ-graded complex F of free finitely generated R-modules, if LT(·) is
defined for the truncated complex F≤n and the leading terms of dn+1() for generators
 of Fn+1 are all distinct, then Fn+1 can be ordered with respect to dn+1. In this case,
we may define LT(·) on Fn+1.
Definition 2.2.2. For R corresponding to ∆m2 as given in Theorem 2.1.2, specify the
ordering ≺R of the monomial K-basis by using the lexicographic order induced by the
ordering
1 ≺R x1 ≺R x2 ≺R x3 ≺R x4 ,
i.e. on our basis elements we have xix
j
4 ≺R xkx`4 if j < ` or j = ` and xi ≺R xk.
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Example 2.2.3. Let our simplex be ∆m2 with R as given in Theorem 2.1.2. Consider
the complex F≤2 below:
F≤2 : R←−−−
d1
R4 ←−−−
d2
R15
where the map d1 =
(
x1 x2 x3 x4
)
sends each δi → xi and d2 is given by the
matrix

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
δ1 x1 x2 x3 x4 0 0 0 0 0 0 0 0 0 0 0
δ2 0 0 0 0 x1 x2 x3 x4 0 0 0 0 0 0 0
δ3 0 0 0 0 0 0 0 0 x1 x2 x3 x4 0 0 0
δ4 0 0 0 −x1 0 0 −x1 −x2 0 −x1 0 −x3 x2xm−14 x3xm−14 xm4
 .
We see that F1 can be ordered with respect to d1, with the result that δ1 ≺ δ2 ≺ δ3 ≺ δ4.
Further, it is straightforward to verify that F2 can be ordered with respect to d2, and
hence the leading term of the element d2(4) of F1 is LT(d2(4)) = x4δ1 and the leading
coefficient is LC(d2(4)) = x4.
Construction 2.2.4. As in Definition 2.2.1, assume ∆ is a lattice simplex with fun-
damental parallelepiped algebra R = FPA(∆m2 ) described as a quotient of a polynomial
ring with a monomial term order ≺R, together with a distinguished monomial basis.
Assume that F is a resolution of a module M over R such that Fn can be ordered
with respect to dn and the order on Fn is defined in this manner, with associated maps
LT and LC. Construct a Λ-weighted tree T whose elements are the generators of the
summands of F , and whose cover relations are given by m δ if LT(d()) = sδ. This
also defines a labeling η of the cover relations of T where η(, δ) := LC(d()) = s ∈ R
(by construction a monomial).
Note that if F0 is cyclic, then T is ranked, with the rank of an element equal to
the graph distance between an element and the root of the tree in the Hasse diagram.
For each element  in T , there is a unique path 0ˆ = t0 l t1 l · · ·l t` = , where 0ˆ is
the generator of F0. We define the degree of  in T to be
deg() =
`−1∑
i=0
deg(η(ti, ti+1)) ∈ Λ . (2.1)
This definition agrees with the internal degree of the summand generated by , and
the length ` of the chain from 0ˆ to  is precisely the homological degree where the
summand sits. Thus there is a degree preserving bijection between summands of the
complex F and elements of T , so that T (z; t) =
∑
∈T
zrankK()ydeg() is equal to
F (z; t) =
∑
k≥0
∑
α∈Λ
rankK [Fk]α z
kyα .
Example 2.2.5. For the complex F≤2 of Example 2.2.3, the tree T≤2 is depicted
in Figure 2.1. Example 2.2.3 implies that the cover label η(δ1, γ) is equal to x1
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γδ2 δ3 δ4δ1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Figure 2.1: The tree T≤2 for Example 2.2.3
and the cover label η(2, δ1) is equal to x2, thus deg(2) is equal to deg(η(δ1, γ)) +
deg(η(2, δ1)) = deg(x1) + deg(x2). After making a similar argument for each basis
element in F≤2, it follows that the generating function T≤2(z; t) is given by
T≤2(z;y) = 1 + z(ydeg(x1) + ydeg(x2) + ydeg(x3) + ydeg(x4)) + z2(ydeg(x1)+deg(x1) + · · ·+ ydeg(x4)+deg(x4)) .
The following lemma gives a sufficient condition for F (z;y) to be a rational func-
tion.
Lemma 2.2.6. Assume the setting of Construction 2.2.4 and let {λi}i∈[n] denote the
subset of elements of the distinguished monomial basis of R that appear as labels in T .
Let the associated η-labeled tree T have the property that the multiset {η(, δ) : m δ}
depends only on LC(d(δ)), i.e. for δ with LC(d(δ)) = λj, there exists exactly ai,j
elements  in T with η(, δ) = λi (note that by hypothesis ai,j is either zero or one).
Let A be the n × n matrix with entries Ai,j = ai,jzydeg(λi). Then the generating
function
F (z;y) =
∑
k≥0
∑
α∈Λ
rankK [Fk]α z
kyα
has a rational representation of the form
F (z;y) =
f(z;y)
χ(z;y, 1)
,
where χ(z;y, t) is the characteristic polynomial of the matrix A and the z-degree of
f(z;y) is at most that of χ(z;y, 1).
Proof. Let bik,α be the number of rank k elements  of T having degree α and with
LC(d()) = λi, so that
n∑
i=1
bik,α = rankK[Fk]α.
Define B to be the n×1 matrix whose i-th entry is bi1,deg(λi)zydeg(λi). Note that bi1,deg(λi)
is equal to 1 if λi is equal to a single variable in R, and is equal to 0 otherwise.
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We prove by induction the claim that the matrix AkB is given by(
AkB
)
i
=
∑
α∈Λ
bik+1,αz
k+1yα.
The base case k = 0 is trivial. Assume the induction hypothesis and write
(
AkB
)
i
as
(
AkB
)
i
=
n∑
j=1
Ai,j
(
Ak−1B
)
j
=
n∑
j=1
Ai,j
(∑
α∈Λ
bjk,αz
kyα
)
=
∑
α∈Λ
n∑
j=1
Ai,jb
j
k,αz
kyα
=
∑
α∈Λ
n∑
j=1
ai,jb
j
k,αz
k+1yα+deg(λi).
Observe that the coefficient of zk+1yµ in the last line above is equal to
∑n
j=1 ai,jb
j
k,µ−deg(λi),
and that, by equation (2.1), the product ai,jb
j
k,µ−deg(λi) is precisely the number of el-
ements  of T of degree µ and rank k + 1 such that deg(LC(d())) = deg(λi). Thus(
AkB
)
i
=
∑
µ∈Λ
bik+1,µz
k+1yµ,
completing the proof of the claim.
Defining 1n to be the 1× n matrix of 1’s, note that
1n · A` ·B =
∑
α∈Λ
rankK[F`+1]α z
`+1yα.
Let χ ∈ K[z;y, t] be the characteristic polynomial of A, so that χ(z;y, A) = 0,
and let
χ = td +
d−1∑
i=0
χit
i,
with χi =
∑
j
qi,jz
ri,jysi,j , where qi,j ∈ K. Then Ad+
d−1∑
i=0
∑
j
qi,jz
ri,jysi,jAi is the zero
matrix. Left multiplying by 1nA
k−1 and right multiplying by B yields
1nA
d+k−1B +
d−1∑
i=0
∑
j
qi,jz
ri,jysi,j1n · Ai+k−1 ·B = 0.
Thus for all k ≥ 1,∑
α∈Λ
rankK[Fd+k]αz
d+kyα −
∑
µ∈Λ
d−1∑
i=0
∑
j
qi,j rankK[Fi+k]µz
i+k+ri,jyµ+si,j = 0.
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In particular, the coefficient of zd+kyα on the left hand side is zero, so that
rankK[Fd+k]α +
d−1∑
i=0
∑
j
qi,j rankK[Fd+k−ri,j ]α−si,j = 0.
Since this is also the coefficient of zd+kyα in the product χ(z;y, 1) · F (z;y), we see
that this product is a power series in K[[z;y]] which vanishes in z-degree greater than
d. Since F` is a finite direct sum for each `, the product is in fact a polynomial in
K[z;y] and the result follows.
We have described a sufficient condition for the rank generating function of a
complex to have a rational generating function. What remains is to connect the
ranks of the graded components of the complex to the Betti numbers. Recall from
the previous chapter that, if the complex is a minimal free resolution, then the Betti
numbers are given by the ranks of the graded components of the resolution.
2.3 Rationality and ∆m2
In this section we prove the following theorem, our main result in this chapter.
Theorem 2.3.1. For the simplex ∆m2 with R = FPA(∆
m
2 ) as given by Theorem 2.1.2,
the R–module K has a minimal free resolution F satisfying the hypotheses of Lemma
2.2.6. The matrix A resulting from Lemma 2.2.6 in this case is given by

x1 x2 x3 x4 x2x
m−1
4 x3x
m−1
4 x
m
4
x1 zy
deg(x1) zydeg(x1) zydeg(x1) 0 zydeg(x1) zydeg(x1) 0
x2 zy
deg(x2) zydeg(x2) zydeg(x2) 0 zydeg(x2) zydeg(x2) zydeg(x2)
x3 zy
deg(x3) zydeg(x3) zydeg(x3) 0 zydeg(x3) zydeg(x3) zydeg(x3)
x4 zy
deg(x4) zydeg(x4) zydeg(x4) 0 zydeg(x4) zydeg(x4) zydeg(x4)
x2x
m−1
4 0 0 0 zy
deg(x2x
m−1
4 ) 0 0 0
x3x
m−1
4 0 0 0 zy
deg(x3x
m−1
4 ) 0 0 0
xm4 0 0 0 zy
deg(xm4 ) 0 0 0

(2.2)
and thus the (Λ× N)-graded Poincare´ series PKFPA(∆m2 )(z;y) is given by
1 + zydeg(x4)
1− z(ydeg(x1) + ydeg(x2) + ydeg(x3))− z2(ydeg(x2x24) + ydeg(x3x24) + ydeg(x34)) + z3ydeg(x1x34) .
Corollary 2.3.2. Using Equation (1.4) and the specialization y 7→ (1, . . . , 1), the
Poincare´ series of the Ehrhart ring K[∆] of the lattice simplex ∆m2 is given by
PKK[Λ](z) =
(1 + z)m+2
1− 4z + z2 .
Remark 2.3.3. Note that the structure of the Poincare´ series in a single variable in
this case does not fully represent the structure of the minimal resolution we construct.
Rather, there is cancellation after specialization. This indicates that while rational
single-variable Poincare´ series can be useful for asymptotic approximation of Betti
numbers, to inspire explicit construction of minimal resolutions, sometimes a more
complex multivariate rational function is required.
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Proof of Theorem 2.3.1. Our proof will proceed as follows: first, we establish the hy-
potheses required for inductively constructing our resolution; second, for the inductive
step, we identify kernel elements; third, we prove those kernel elements generate the
kernel; fourth, we prove that the resulting resolution is minimal; fifth, we show that
this resolution results in a rational Poincare´ series.
Step 1: Establish inductive hypotheses for constructing the resolution.
We will begin with the initial complex given in Example 2.2.3. Using this as a base
case, we will inductively construct a minimal free resolution F of the type we desire.
To verify that the complex F≤2 in Example 2.2.3 is exact at F1, assume that f is
an element in the kernel of d1 with leading term supported on some δi. If i is equal
to 1, 2, or 3, we may reduce f by subtracting a monomial multiple of one of the
elements d2(1), . . . , d2(12) in a way that strictly reduces the leading term of f ; this
is possible since no element of the kernel of d1 can have a unit as a leading coefficient.
By iterated reductions of this type, we produce an element in the kernel supported on
only δ4. By the definition of R and d1, such an element must be a linear combination
of d2(13), d2(14), and d2(15), and thus our complex is exact.
It is straightforward to verify that our base case given by F≤2 in Example 2.2.3
satisfies the following four hypotheses. To state the hypotheses, suppose for the sake
of induction that we have produced a complex F≤n that is exact except at F0 and Fn.
Hypothesis (Ordering): Assume that for each i, Fi is ordered with respect to
di, and no element of the kernel of dn has leading coefficient equal to a unit.
Hypothesis (Generator Poset): For each generator  of Fi, where 1 ≤ i ≤ n,
each coefficient, up to K-scalar, of di()−LT(di()) is either zero or lies strictly below
LC(di()) in the poset in Figure 2.2.
x1
x4
x2 x3x2x
m−1
4x3x
m−1
4
xm4
Figure 2.2: A useful partial ordering
Hypothesis (Cover Condition): For each generator δ of a summand of Fi,
where i is at most n− 1 and n is at least two, let the leading coefficient LC(di(δ)) be
the monomial s. Then the following holds:
• If s ∈ {x1, x2, x3, x2xm−14 , x3xm−14 }, then there are exactly four elements covering
δ in T≤n, and their leading coefficients are x1, x2, x3, and x4.
• If s = x4, then there are exactly three elements covering δ in T≤n, and their
leading coefficients are x2x
m−1
4 , x3x
m−1
4 , and x
m
4 .
• If s = xm4 , then there are exactly three elements covering δ in T≤n, and their
leading coefficients are x2, x3, and x4.
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These are the only values that s takes.
Hypothesis (Boundary Condition): For each generator  of a summand of
Fi, where i is at least one and LT(di()) = sδ:
If s ∈ {x2xm−14 , x3xm−14 , xm4 }, then one of the following holds:
(i) di() = sδ
(ii) di() = sδ+σx1δ
′, where σ ∈ {1,−1}, LC(di−1(δ)) = x4, and LC(di−1(δ′)) = xm4
If s ∈ {x2, x3}, then one of the following holds:
(iii) di() = sδ where LC(di−1(δ)) = t and st = 0
(iv) di() = sδ − x1δ′, where LT(di−1(δ)) = tγ for t ∈ {x2xm−14 , x3xm−14 }
with st 6= 0 and LT(di−1(δ′)) = xm4 γ
(v) di() = sδ − x1δ′ where LT(di−1(δ)) = tγ for t ∈ {x1, x2, x3} with st 6= 0 and
LT(di−1(δ′)) = x4γ
If s = x4, then one of the following holds:
(vi) di() = sδ where LC(di−1(δ)) ∈ {x2xm−14 , x3xm−14 , xm4 }
(vii) di() = sδ−σx1δ′ where σ ∈ {1,−1}, di−1(δ) = tγ−x1γ′ for t ∈ {x2xm−14 , x3xm−14 }
and LT(di−1(δ′)) = x4γ′
(viii) di() = sδ−tδ′+x1δ′′ where di−1(δ) = tγ−x1γ′ for t ∈ {x1, x2, x3}, LT(di−1(δ′)) =
x4γ, and LT(di−1(δ′′)) = x4γ′
(ix) di() = sδ − tδ′ for t ∈ {x1, x2, x3} where LT(di−1(δ)) = tγ and LT(di−1(δ′)) =
x4γ
If s = x1, then
(x) di() = sδ
Step 2: Inductive construction of kernel elements. Assume that hypotheses
(Ordering), (Generator Poset), (Cover Condition), and (Boundary Condition) are
satisfied by our complex F≤n, exact except at F0 and Fn. We will now use hypotheses
(Ordering), (Generator Poset), (Cover Condition), and (Boundary Condition) to show
that for each generator  of Fn, there exists a set of homogeneous kernel elements
whose leading term is supported on  and whose leading coefficients satisfy hypothesis
(Cover Condition).
Specifically, assume that  is such that LC(dn()) = s:
• For each of the cases s ∈ {x1, x2, x3, x2xm−14 , x3xm−14 } we find an element fi of
ker dn with leading term u for u ∈ {x1, x2, x3, x4}.
• For s = x4 we find a kernel element fi with leading term u for each
u ∈ {x2xm−14 , x3xm−14 , xm4 }.
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δ ′
γ
s xm4
x4
fi = u− x1′
δ δ′
xm4
γ
 ′
s x4
fi = u− σx1′
δ δ′
 ′
γ
s
xm4
x4
fi = u− x1′
Figure 2.3: The case s ∈ {x2xm−14 , x3xm−14 }.
• For s = xm4 we find a kernel element fi with leading term u for each u ∈
{x2, x3, x4}.
Observe that this is precisely what is needed to extend our resolution while satisfying
(Cover Condition). We will denote this collection of kernel elements by {fi} and let
them be ordered by ≺ on the minimal supports (with tie breaking by ≺R on the
leading coefficients).
Let  be a generator of Fn with LT(dn()) = sδ and LT(dn−1(δ)) = tγ. We
construct the elements set {fi} in a case-by-case manner as follows.
Case: s ∈ {x2xm−14 , x3xm−14 }. We refer to Figure 2.3 throughout this argu-
ment. By (Boundary Condition), dn() is either equal to sδ or sδ + σx1δ
′, where
LC(dn−1(δ′)) = xm4 . We suppose u ∈ {x1, x2, x3, x4} and consider three subcases.
• If dn(u) = usδ is zero, we set fi := u. This can only happen in two situations,
either when s = x3x
m−1
4 and u is equal to x1, x3, or x4, or else when s = x2x
m−1
4
and u is equal to x1, x2, or x4. Note that this assignment of fi satisfies the four
inductive hypotheses.
• If dn() = sδ and dn(u) 6= 0, then dn(u) must be equal to x1xm4 δ. This can only
happen when either s = x2x
m−1
4 and u = x3 or when s = x3x
m−1
4 and u = x2,
and both situations require consideration of the binomial relation x2x3 = x1x4.
See the left-hand skematic in Figure 2.3 to illustrate the following argument.
Since δ ∈ Fn−1 is covered in T≤n by an element  ∈ Fn having LC(dn()) equal to
one of x2x
m−1
4 or x3x
m−1
4 , by (Cover Condition) we have that LC(dn−1(δ)) = x4.
Thus, again by (Cover Condition), there exists ′ ∈ Fn with LT(dn(′)) = xm4 δ.
It follows that dn(x1
′) = x1xm4 δ since by (Generator Poset), each coefficient of
dn(
′)−LT(dn(′)) is either zero or x1, and x21 = 0. Thus, dn(u−x1′) = 0 and
we can set fi := u− x1′. Observe that this assignment of fi satisfies the four
inductive hypotheses.
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• If dn() = sδ + σx1δ′, observe that (Boundary Condition) implies that since
dn() = sδ + σx1δ
′, we have LC(dn−1(δ′)) = xm4 . We have three subsubcases
that arise in this subcase, and note the assignment of fi given in each of them
satisfies the four inductive hypotheses.
– If dn(u) is equal to zero, we set fi := u. This will happen when u = x1
and for certain pairs of u and s when u = x2 or u = x3, with the remaining
pairs handled in the subsubcase su = x1x
m
4 below.
– If u = x4, then us = 0 for both possible values of s. Thus, dn(u) =
σx1x4δ
′. See the center skematic in Figure 2.3 illustrating the following
argument. Since LC(dn−1(δ′)) = xm4 , by (Cover Condition) there exists 
′
such that LC(dn(
′)) = x4δ′. Since by (Boundary Condition) any coeffi-
cient of dn(
′)−LT(dn(′)) is either zero, x1, x2, or x3, and multiplying any
of these variables by x1 results in a zero, we have that dn(u− σx1′) = 0.
Thus, we can set fi := u− σx1′.
– As before, su = x1x
m
4 can only happen in two situations, when either
s = x2x
m−1
4 and u = x3 or when s = x3x
m−1
4 and u = x2. See the
right-hand skematic in Figure 2.3 illustrating the following argument. In
either event, we have that dn(u) = x1x
m
4 δ, since multiplying x2 or x3 by
the x1 in the coefficient of δ
′ will zero out that term. As in a previous
case, by (Cover Condition), we can find an ′ such that LT(dn(′)) = xm4 δ
and dn(x1
′) = x1xm4 δ. In this case, dn(u − x1′) = 0, hence we set
fi := u− x1′.
Case s = xm4 : By (Boundary Condition), dn() is equal to sδ or sδ+σx1δ
′, where
LC(dn−1(δ′)) = xm4 .
• If u equals x2 or x3, then since us and ux1 are both equal to zero, dn(u) = 0
and we set fi := u.
• If instead u is equal to x4, then dn(u) is either zero or is equal to σx1x4δ′ for
some δ′ with LC(dn−1δ′) = xm4 . By (Cover Condition), since LC(dn−1δ
′) = xm4 ,
there exists a generator ′ of Fn with LT(dn(′)) = x4δ′. By (Boundary Con-
dition) applied to ′, since LC(dn−1(δ′)) = xm4 , we have the stronger condition
that dn(
′) = x4δ′, so that dn(u− σx1′) = 0. Thus we set fi = u− σx1′.
• If u = x1, then LT(dn(u)) = x1xm4 δ, which is nonzero. By construction, any
generator ′ which is after  in the ordering ≺ of generators of Fn has the leading
term of its image under dn supported on generators that are after or equal to δ
in the ordering of generators of dn−1. By (Cover Condition),  is the ≺-maximal
generator whose image under dn is supported on δ. Consequently, the equation
dn(u) = −dn
(∑
≺k
rkk
)
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has no solutions for rk in R, and so no homogeneous kernel element of dn has
leading term x1. Since any monomial of R of degree greater than one is divisible
by x4, no minimal generator of ker dn has leading term u where u is different
from x2, x3, or x4.
Case s ∈ {x1, x2, x3}: By (Boundary Condition), dn() = sδ or dn() = sδ−x1δ′.
• Let u ∈ {x1, x2, x3}. Observe that us is either zero or equal to x2x3, and that
ux1 is always zero. Thus dn(u) is equal to usδ, and is either zero or equal to
x1x4δ (under the equivalence x2x3 = x1x4). In the first case we set fi = u. In
the second case, we note that since by hypothesis sδ := LT(dn()) is among x1δ,
x2δ, and x3δ, by (Cover Condition) there exists 
′ such that LT(dn(′)) = x4δ.
By (Generator Poset), dn(x1
′) = x1x4δ since x21 = x1x2 = x1x3 = 0, so that
dn(u− x1′) = 0. We set fi = u− x1′.
• Let instead u = x4, and consider the two cases: dn() = sδ and dn() = sδ−x1δ′.
Again note that by (Cover Condition) there exists ′ with LT(dn(′)) = x4δ and
recall that by (Poset Condition), dn(x1
′) = x1x4δ.
– In the case that dn() = sδ = x1δ, we have that dn(u− x1′) = 0, and we
set fi = u − x1′. Let instead dn() = sδ where s equals x2 or x3, and
note that by (Boundary Condition), LC(dn−1(δ)) = t where st = 0. Then
by (Boundary Condition) there are two possibilities for dn(s
′). Because
sx1 = 0, either dn(s
′) is equal to x4sδ, or else it is equal to x4sδ − stδ′
for some generator δ′ of Fn−1. As we have established, st = 0, and so
dn(s
′) = x4sδ, so that dn(u− s′) = 0. We set fi = u− s′.
– If dn() = sδ − x1δ′, then by (Boundary Condition), s is equal to x2
or x3. There are two possibilities, both having LT(dn−1(δ)) = tγ where
st 6= 0. The first possibility is that t is among {x2xm−14 , x3xm−14 } and
LT(dn−1(δ′)) = xm4 γ. In this case, by (Cover Condition) there exists 
′′ such
that LT(dn(
′′) = x4δ′. By (Boundary Condition) applied to ′, we see that
since t is among {x2xm−14 , x3xm−14 }, dn(′) is either x4δ or x4δ − σx1δ′. In
either case, dn(s
′) is equal to x4sδ. Also by (Boundary Condition), since
LC(dn−1(δ′)) is xm−14 , we see that dn(
′′) is equal to x4δ′. Thus we see that
dn(u− s′ + x1′′) = 0 and we set fi = u− s′ + x1′′.
The second possibility is that t is among {x1, x2, x3} and LT(dn−1(δ′)) =
x4γ. In this case we see that by (Boundary Condition), since sx1 = 0, we
have that dn(s
′) is equal to x4sδ − stδ′. Observe that for s equal to x2
or x3 and t among {x1, x2, x3}, the fact that st is nonzero implies that st
equals x2x3 = x1x4. It follows that dn(u−s′) = 0 and we set fi = u−s′.
Case s = x4:
• For u any monomial of N–degree less than or equal to m−1, or for u = x1xm−14 ,
dn(u) is nonzero, and as argued earlier, since the leading coefficient of  is x4,
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(Cover Condition) implies that the ordering ≺ of the generators of Fn precludes
any homogeneous kernel element of dn having leading term u.
The monomials having N–degree equal to m are x2xm−14 , x3xm−14 , and xm4 . We
show that each of these monomials is the leading coefficient of homogeneous
kernel element of dn having leading support .
If u ∈ {x2xm−14 , x3xm−14 }, then by (Boundary Condition), either d(u)) = 0 or
d(u) = −x1xm4 δ′, where LC(d(δ′)) = x4. In the first case we set fi = u. In
the latter case, by (Cover Condition) there exists ′ such that LT(d(′)) = xm4 δ
′.
By (Generator Poset), dn(x1
′) = x1xm4 δ
′, so that dn(u + x1′) = 0 and we set
fi = u+ x1
′.
If u = xm4 , then by (Boundary Condition) we have that either dn() = x4δ, so
that dn(u) = 0, or dn(u) = σx1x
m
4 δ
′, where LC(dn−1(δ′)) = x4. In the latter
case, we have by (Cover Condition) that there exists ′ such that LT(dn(′)) =
xm4 δ
′. It follows that dn(u− σx1′) = 0 and we set fi = u− σx1′.
Thus, we have constructed a set of kernel elements {fi} satisfying the properties
stated at the beginning of this step.
Step 3: Proof that the elements {fi} generate the kernel. Note that by
our inductive construction, no element of the kernel has a leading coefficient equal
to a unit in R. Given a homogeneous element f of ker dn with LT(f) = v, we have
by hypothesis (Cover Condition) that LC(dn()) = s is among the cases above. If
s ∈ {x1, x2, x3, x2xm−14 , x3xm−14 }, then since by hypothesis the leading coefficient of
f is divisible by some variable, f may be reduced by one of the fi’s with the same
minimal support to a kernel element with strictly larger leading term.
If s = x4, then as established above, v is divisible by one of x2x
m−1
4 , x3x
m−1
4 , or
xm4 , and f may be reduced by one of the fi’s with the same minimal support to a
kernel element with strictly larger leading term.
As there is a finite collection of possible leading terms, this process will reduce f
to zero, showing that the fi are a generating set for ker dn.
Step 4: Proof that this is a minimal resolution.
Now that we have proved that the set of fi’s generate the kernel of dn, we proceed
by augmenting F≤n with a free R-module with basis in bijection with the fi’s. Define
a map dn+1 sending each new basis element to its associated fi, and the result is a
complex F≤n+1, which is exact except at F0 and Fn+1. We need to show that our
choice of kernel generators fi is a minimal set of generators.
Since none of the fi whose leading coefficient is a variable can be written as an R-
linear combination of the others, we only need consider the minimality of fi’s whose
leading coefficient is xkx
m−1
4 , where k is 2, 3, or 4. Let LT(fi) = xkx
m−1
4 , where
LT(dn()) = x4γ and fj 6= fi be such that [](sjfj), the coefficient of sjfj on the
summand generated by , is also xkx
m−1
4 . Since, by construction, the only coefficients
appearing in fj are in {x1, x2, x3, x4, x2xm−14 , x3xm−14 , xm4 }, we see by divisibility that
[](fj) is x2, x3, or x4. Also by construction, [](fj) = x4 implies that LT(fj) =
x4, which is a contradiction with LT(dn()) = x4γ, thus [](fj) is x2 or x3, and
sj = x
m−1
4 . Again by construction, LT(fj) = x4
′, where LT(dn(′)) = xkγ, hence
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LC(sjfj) = x
m
4 6= 0, so that if LT
(∑
`6=j
s`f`
)
= xkx
m−1
4 , then there exists ` such
that [′]s`f` = xm4 . But no f` with ` 6= j can have [′]f` divisible by x4. Thus fi is
minimal, and the collection of fi’s is in fact a minimal generating set.
Step 5: Verification that the inductive result satisfies the four hypothe-
ses and produces the matrix A, computation of the rational Poincare´ se-
ries. It is immediate from the construction above that the hypotheses (Ordering),
(Generator Poset), (Cover Condition), and (Boundary Condition) are satisfied by the
augmented complex F≤n+1. Further, it is immediate from these four hypotheses that
the matrix A given in the statement of the theorem is correct. We therefore have
established an inductive construction of the minimal free resolution of K over R.
Having constructed our desired minimal free resolution, by Lemma 2.2.6 we have
that PRK (z, t) is rational of the form
f(z;y)
χ(z;y, 1)
where χ(z;y, t) is the characteristic polynomial of the matrix A. Computation in
Macaulay2 gives that
χ(z;y, 1) =1− z(ydeg(x1) + ydeg(x2) + ydeg(x3))
− z2(ydeg(x2xm4 ) + ydeg(x3xm4 ) + ydeg(xm+14 )) + z3ydeg(x1xm+14 ).
Using the minimal resolution construction given above, we compute that F≤3(z;y) ·
χ(z;y, 1) is given by
1 + zydeg(x4) + z4E(z;y) ,
where E(z;y) is a polynomial in K[z;y]. By Lemma 2.2.6,
f(z;y) = χ(z;y, 1) · F (z;y) ,
so that
f(z;y)− F≤3(z;y) · χ(z;y, 1) = (F (z;y)− F≤3(z;y)) · χ(z;y, 1)
is a polynomial divisible by z4. Since the z-degree of f(z;y) is at most three (by
the degree of χ(z;y, 1)), we see that f(z;y) = 1 + zydeg(x4), and the rational form
follows.
Copyright© Brian Davis, 2019.
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Chapter 3 Computing the poset P(∆)
Let the matrix V have columns given by {(1, vi)}0≤i≤d, where the vi’s are the vertices
of a lattice d-simplex ∆. Recall that the normalized volume v, the number of elements
of Π∆, may be computed by v = | detV |. Recall also that the set Π∆ is the image
of [0, 1)d+1 under the linear transformation V , so that the preimage of a lattice point
of Π∆ must be a rational point of [0, 1)
d+1 with denominator v. We may therefore
compute the set of points in Π∆ ∩ Zd+1 by considering each element of the form{
V ·
(
b0
v
, · · · , bd
v
)T
such that 0 ≤ bi < v
}
,
and throwing out the ones which are not integer points. Unfortunately, this test set
grows as vd+1, and there is no easy way to describe the lattice points among them.
Normaliz [8] gives a more efficient implementation based on the fact that the
matrix V has a representation V = UH where U is a unimodular matrix and H is in
Hermite normal form. Bruns et al. [9] show that, for {hi,i}0≤i≤d given by the diagonal
entries of the matrix H, lattice points in
[0, h0,0)× · · · × [0, hd,d)
are representatives of the quotient classes (in Zd+1 modulo the (1, vi)’s), of the ele-
ments of Π∆∩Zd+1. It is then sufficient to consider the image under V of the elements
(V −1 · x) mod Zd+1 for x ∈ [0, h0,0)× · · · × [0, hd,d). This modular arithmetic is im-
plemented in a computer easily enough, but introduces number theory to any analysis
of the poset P (∆). Thus, moving forward we make a simplifying assumption.
Definition 3.0.1. We say that a lattice d-simplex has a unimodular facet if there
exists a permutation pi in Sd+1 such that conv({vpi1 , . . . , vpid}) is a unimodular lattice
(d− 1)-simplex.
If ∆ has a unimodular facet, then we may define a lattice preserving transforma-
tion taking ∆ to conv(e1, . . . , ed, z) where the ei are the standard basis vectors of Rd
and z is a lattice point in Zd. Our goal in this chapter is to find a description of the
relations in P (∆) in terms of the coordinates of the point z.
3.1 Lattice Simplices with a Unimodular Facet and their Posets
Definition 3.1.1. Let λ = (λ1, . . . , λd) be a lattice point in Nd such that
∑d
i=1 λi = n,
and ∆λ := conv(e1, . . . , ed, λ) ⊂ Rd. We will use the shortened notation Πλ := Π∆λ
and P (λ) := P (∆λ).
Remark 3.1.2. The simplices ∆λ are defined in a similar manner to the simplices
∆(1,q) studied by Braun, Davis and Solus [7], but are not the same family. For exam-
ple, it is possible for ∆λ to contain no interior lattice points, but this is not the case
for any ∆(1,q).
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The following is a straightforward determinant calculation.
Proposition 3.1.3. The number of lattice points in Πλ, which is equal to the nor-
malized volume of ∆λ, is
∑d
i=1 λi − 1 = n− 1.
We can describe the integer points in Πλ using only the entries of λ.
Proposition 3.1.4. For each integer b with 0 ≤ b < n− 1, there is a unique lattice
point p(b) in Πλ given by
p(b) =
((
d∑
i=1
⌈
bλi
n− 1
⌉)
− b ,
⌈
bλ1
n− 1
⌉
, . . . ,
⌈
bλd
n− 1
⌉)
. (3.1)
Every integer point in Πλ arises in this manner, and thus we identify the integer b
with the lattice point p(b).
Proof. For an element
∑d
i=1 γi(1, ei) + γd+1(1, λ) ∈ Πλ ∩ Zd+1, we have((
d+1∑
i=1
γi
)
, (γ1 + γd+1λ1) , . . . , (γd + γd+1λd)
)
∈ Zd+1 .
Because of the condition that each γi is strictly less than one, for each i we have
γi = dγd+1λie − γd+1λi ,
thus (
γd+1 +
d∑
i=1
(dγd+1λie − γd+1λi) , dγd+1λ1e, . . . , dγd+1λde
)
=
(
γd+1
(
1−
d∑
i=1
λi
)
+
d∑
i=1
dγd+1λie, dγd+1λ1e, . . . , dγd+1λde
)
.
Observe that the first coordinate of this vector is an integer, hence
γd+1
(
1−
d∑
i=1
λi
)
= γd+1(1− n) ∈ Z .
It follows that γd+1 is a rational number of the form b/(n−1), and every lattice point
arises in this manner and is of the form((
d∑
i=1
⌈
bλi
n− 1
⌉)
− b ,
⌈
bλ1
n− 1
⌉
, . . . ,
⌈
bλd
n− 1
⌉)
.
Since there are n − 1 lattice points in Πλ by Proposition 3.1.3, there must be one
unique lattice point for each 0 ≤ b < n− 1.
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Using the notation from (3.1), for 0 ≤ b < n−1 we have that the zeroth coordinate
of p(b) is
p(b)0 :=
(
d∑
i=1
⌈
bλi
n− 1
⌉)
− b .
Recall that we freely identify the integer b with the lattice point p(b). The following
lemma provides a connection between the parameterization of the integer points in
Πλ and the order in P (λ).
Lemma 3.1.5. For i, j ∈ P (λ) with i 6= j, we have i ≺ j if and only if i < j and
p(i) + p(j − i) = p(j).
Proof. For the forward direction, if i ≺ j, then by Proposition 3.1.4 there exists a
point p(`) ∈ P (λ) such that p(i) + p(`) = p(j). Note that ` > 0 since p(0) = 0. It
follows that for all 1 ≤ t ≤ d, we have⌈
iλt
n− 1
⌉
+
⌈
`λt
n− 1
⌉
=
⌈
jλt
n− 1
⌉
.
Given this, we have that p(i)1+p(`)1 = p(j)1 reduces to i+` = j, forcing ` = j−i > 0,
as desired.
For the reverse direction, if i < j and p(i) + p(j − i) = p(j), then we have i ≺ j
by definition.
We now give two propositions demonstrating how Lemma 3.1.5 can be used in
practice.
Proposition 3.1.6. If i ≺ j in P (λ), then also j − i ≺ j in P (λ).
Proof. By Lemma 3.1.5, we have i ≺ j if and only if i < j and p(i) + p(j − i) = p(j)
if and only if j − i < j and p(i) + p(j − i) = p(j) if and only if j − i ≺ j.
Proposition 3.1.7. Let λ = (n − 2, 2). Then P (n − 2, 2) is equal to the following
poset on the elements {1, 2, . . . , n − 2}: The minimal elements of P (n − 2, 2) are
{1, 2, . . . , ⌊n−1
2
⌋} and the maximal elements are {⌊n−1
2
⌋
+ 1, . . . , n − 2}. The cover
relations are that the maximal element
⌊
n−1
2
⌋
+ j covers {j, j + 1, . . . , ⌊n−1
2
⌋}.
5 6 7 8
1 2 3 4
Figure 3.1: The poset P (8, 2).
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Proof. By Lemma 3.1.5, we see that i ≺ j if and only if i < j and the following hold:⌈
2i
n− 1
⌉
+
⌈
2(j − i)
n− 1
⌉
=
⌈
2j
n− 1
⌉
(3.2)⌈
i(n− 2)
n− 1
⌉
+
⌈
(j − i)(n− 2)
n− 1
⌉
=
⌈
j(n− 2)
n− 1
⌉
(3.3)
It is straightforward to verify that these equations hold for the values claimed in the
proposition statement.
To show that no other pairs i < j lead to relations i ≺ j, suppose that 1 ≤
i < j ≤ ⌊n−1
2
⌋
. Then in (3.2), we obtain 1 + 1 = 1, which is false. Similarly, if⌊
n−1
2
⌋
+ 1 ≤ i < j ≤ n−2, then in (3.2) we obtain 2 + 2 = 2, which is again false.
3.2 Characterizing the Relations in P (λ)
While Lemma 3.1.5 is a reasonable first tool, as Propositions 3.1.6 and 3.1.7 illustrate,
in general it is difficult to compute these relations directly. Thus, we need to create
a more sophisticated mechanism through which to study P (λ). In this section, we
establish in Theorem 3.2.2 a number-theoretic characterization of the relations in
P (λ). Further, Corollary 3.2.3 provides a particularly simple characterization in the
case where each part of λ is relatively prime to n− 1.
For 0 ≤ i < n− 1, define the non-negative integers rt,i and 0 ≤ st,i < n− 1 by
iλt = rt,i(n− 1) + st,i . (3.4)
Lemma 3.2.1. We have i ≺ j in P (λ) if and only if i < j and for every t ∈ {1, . . . , d}
we have
st,i + st,j−i − st,j
n− 1 =
⌈
st,i
n− 1
⌉
+
⌈
st,j−i
n− 1
⌉
−
⌈
st,j
n− 1
⌉
(3.5)
Proof. After adding and subtracting (3.4) for the values i, j − i, and j, we obtain
rt,i + rt,j−i − rt,j = −st,i − st,j−i + st,j
n− 1 . (3.6)
By dividing both sides of (3.4) by n− 1 and taking the ceiling of both sides, we see
that ⌈
`λt
n− 1
⌉
= rt,` +
⌈
st,`
n− 1
⌉
. (3.7)
Adding (3.7) with itself for ` equal to i and j− i, then subtracting the equation with
` = j, and further applying (3.6), we obtain⌈
iλt
n− 1
⌉
+
⌈
(j − i)λt
n− 1
⌉
−
⌈
jλt
n− 1
⌉
= rt,i + rt,j−i − rt,j +
⌈
st,i
n− 1
⌉
+
⌈
st,j−i
n− 1
⌉
−
⌈
st,j
n− 1
⌉
=
−st,i − st,j−i + st,j
n− 1 +
⌈
st,i
n− 1
⌉
+
⌈
st,j−i
n− 1
⌉
−
⌈
st,j
n− 1
⌉
.
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Recall that i ≺ j in P (λ) if and only if p(i) + p(j − i) = p(j) if and only if for all t,
we have that ⌈
iλt
n− 1
⌉
+
⌈
(j − i)λt
n− 1
⌉
−
⌈
jλt
n− 1
⌉
= 0 ,
which by our computation above holds if and only if
st,i + st,j−i − st,j
n− 1 =
⌈
st,i
n− 1
⌉
+
⌈
st,j−i
n− 1
⌉
−
⌈
st,j
n− 1
⌉
.
Theorem 3.2.2. Let λ be an integer point in Zd≥1 with coordinates summing to n.
We have i ≺ j in P (λ) if and only if i < j and for each t ∈ {1, . . . , d}, one of the
following holds:
1. st,i > st,j > 0,
2. st,i = 0 and st,j = st,j−i, or
3. st,j = st,i > 0 and sj−i = 0.
Proof. Forward implication: Suppose that i ≺ j in P (λ), and thus by Lemma 3.2.1
the s-values satisfy (3.5). We consider five cases:
• st,i = 0
• st,i > st,j = 0
• st,i = st,j > 0
• st,i > st,j > 0
• st,j > st,i > 0
Case 1: st,i = 0. If st,i = 0, then by (3.5) we have that
st,j−i − st,j
n− 1 =
⌈
st,j−i
n− 1
⌉
−
⌈
st,j
n− 1
⌉
.
Thus
st,j−i − st,j
n− 1 is equal to an integer, and the fact that 0 ≤ st,` < n − 1 implies
that st,j−i − st,j = 0. Thus, we must have st,j−i = st,j. This establishes the second
condition in the theorem statement.
Case 2: st,i > st,j = 0. In this case, (3.5) implies
st,i + st,j−i
n− 1 =
⌈
st,i
n− 1
⌉
+
⌈
st,j−i
n− 1
⌉
.
Thus
st,i + st,j−i
n− 1 is an integer, and again since 0 ≤ st,` < n− 1 and 0 < st,i < n− 1
we have that Thus, it is impossible to have st,i > st,j = 0.
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Case 3: st,i = st,j > 0. In this case, (3.5) implies
st,j−i
n− 1 =
⌈
st,j−i
n− 1
⌉
.
This forces st,j−i = 0, resulting in the third condition in the theorem statement.
Case 4: st,i > st,j > 0. In this case, (3.5) implies
st,i + st,j−i − st,j
n− 1 is equal to an
integer, and the fact that every 0 ≤ st,` < n − 1 implies this integer is 0 or 1. Since
n − 1 > st,i − st,j > 0, we must have st,i + st,j−i − st,j
n− 1 = 1, and also the right-hand
side of (3.5) is equal to 1. Thus, the first condition in the theorem statement is
possible if i ≺ j.
Case 5: st,j > st,i > 0. Following the same logic as in the previous case, we must
have
st,i + st,j−i − st,j
n− 1 = 0 and thus st,j−i 6= 0. But then the right-hand side of (3.5)
is equal to 0 while the right-hand side is equal to 1, a contradiction.
Reverse implication: We verify that each of the three conditions listed in the
theorem statement imply that (3.5) is valid.
First, by equation (3.6) we have
st,i + st,j−i − st,j
n− 1 ∈ Z. Combining n − 1 >
st,i > st,j > 0 and the general bounds 0 ≤ st,` < n − 1 for all `, it follows that
st,i + st,j−i − st,j
n− 1 = 1. Thus, st,i + st,j−i − st,j = n− 1. Since n− 1 > st,i − st,j > 0,
we have st,j−i = n− 1− (st,i − st,j) > 0, and thus⌈
st,i
n− 1
⌉
+
⌈
st,j−i
n− 1
⌉
−
⌈
st,j−i
n− 1
⌉
= 1 .
We conclude that equation (3.5) holds.
Second, if st,i = 0 and st,j = st,j−i, then it is immediate that (3.5) holds.
Finally, if st,j = st,i > 0 and sj−i = 0, then again it is immediate that (3.5)
holds.
The following corollary illustrates a special case of Theorem 3.2.2 that we will
focus on in the remainder of this paper.
Corollary 3.2.3. Let λ be an integer point in Zd≥1 with coordinates summing to n
where each coordinate is coprime to n − 1, i.e. gcd(n − 1, λt) = 1. Then i ≺ j in
P (λ) if and only if st,i > st,j > 0 for every t.
Proof. If gcd(n − 1, λt) = 1, then st,i 6= 0 for all i. Thus, the second and third
conditions in Theorem 3.2.2 do not apply.
We can use Corollary 3.2.3 to prove the following structural result regarding P (λ)
in the case where each part of λ is coprime to n− 1.
Theorem 3.2.4. Let λ be an integer point in Zd≥1 with coordinates summing to n
such that each λt is coprime to n− 1. Then P (λ) is self-dual.
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Proof. We claim that ϕ : x → n − 1 − x for x ∈ [n − 2] is an order-reversing poset
isomorphism. It is clear that ϕ is a bijection. To see that ϕ is order-reversing, observe
that by Corollary 3.2.3, we have that i ≺ j if and only if
st,i > st,j for all t . (3.8)
Due to the fact that gcd(n − 1, λt) = 1, we have that st,i + st,n−i−i = n − 1 for all i
and t, and thus (3.9) holds if and only if
st,n−1−j > st,n−1−i for all t . (3.9)
This final condition holds if and only if n− 1− j ≺ n− 1− i, as desired.
3.3 Partitions With One Distinct Part
When λ = (x, x, . . . , x) has v occurrences of x, it is immediate that x is coprime to
n− 1 = vx− 1. In this case, P (λ) has a direct interpretation as a subposet of Z2.
Theorem 3.3.1. For λ = (x, x, . . . , x) with v occurrences of x, we have that P (λ) is
isomorphic to the poset with elements
{(r, p) : 0 ≤ r < x, 0 ≤ p < v} \ {(0, 0), (x− 1, v − 1)}
and order relation (r, p) ≺ (r′, p′) if both p > p′ and r′ > r.
Proof. For 1 ≤ i ≤ vx− 2, write
i = riv + pi
where 0 ≤ ri < x and 0 ≤ pi < v, but we do not have simultaneously ri = x− 1 and
pi = v − 1. Then
si = ix−
⌊
ix
xv − 1
⌋
(xv − 1)
= x(riv + pi)−
⌊
(riv + pi)x
xv − 1
⌋
(xv − 1)
= xriv + xpi −
⌊
xriv − ri + ri + pix
xv − 1
⌋
(xv − 1)
= xriv + xpi −
(
ri +
⌊
ri + pix
xv − 1
⌋)
(xv − 1)
= ri + xpi −
⌊
ri + pix
xv − 1
⌋
(xv − 1)
= ri + xpi
where the final equality is a result of the bounds on ri and pi forcing the floor function
to be zero. Thus, if i = riv + pi and j = rjv + pj, then we have i ≺ j in P (λ) if and
only if i < j and si > sj, which happens if and only if the following two conditions
simultaneously occur:
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Figure 3.2: P (4, 4, 4, 4, 4, 4).
Figure 3.3: P (6, 6, 6, 6).
• pi > pj or pi = pj with ri > rj
• rj > ri or rj = ri with pj > pi
The only way for both conditions to simultaneously occur is to have pi > pj and
rj > ri, and thus our proof is complete.
The following corollary follows immediately.
Corollary 3.3.2. The posets for λ = (x, x, . . . , x) where x occurs v times and λ′ =
(v, v, . . . , v) where v occurs x times are isomorphic.
Corollary 3.3.2 is interesting because the two lattice simplices corresponding to
λ and λ′ are in different dimensions. As an aside, we remark that the order on the
lattice points within a rectangular grid given in Theorem 3.3.1 corresponds to the
reflexive closure of the direct product of two strict total orders.
Example 3.3.3. Figures 3.2 and 3.3 show the Hasse diagrams of the posets
P (4, 4, 4, 4, 4, 4) and P (6, 6, 6, 6), respectively, embedded in Z2 as described in Theo-
rem 3.3.1. This illustrates the isomorphism obtained by switching the roles of x and
v.
3.4 Partitions With Two Distinct Parts
The situation for λ with two distinct parts is significantly more complicated than for
one distinct part. Rather than consider arbitrary pairs of distinct parts for λ, we will
consider the special case where one of the parts is a multiple of the other. Specifically,
we use the following setup.
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Setup 3.4.1. Let λ = (x, . . . , x, ax, . . . , ax) where the multiplicity of x is ua+ v and
the multiplicity of ax is v − (u+ 1), with:
3 ≤ a ≤ x
0 ≤ u ≤ a− 3
u+ 2 ≤ v ≤ min
(
a− 1, a(x− 1)
x
)
.
Let n = |λ|, so that
n− 1 = x[(a+ 1)(v − 1) + 1]− 1 = (xa(v − 1)) + xv − 1 . (3.10)
For 0 ≤ i ≤ n− 2, define as usual
s1,i := ix− (n− 1)
⌊
ix
n− 1
⌋
and s2,i := iax− (n− 1)
⌊
iax
n− 1
⌋
.
As in the proof of Theorem 3.3.1, our analysis will require us to represent i as a
quotient with remainder. In this case, we will use a combination of two quotients-
with-remainder from applying the division algorithm twice. Observing that n/x =
(a+ 1)(v − 1) + 1, we write 0 ≤ i ≤ n− 2 as
i =
n
x
ri + (v − 1)pi + qi (3.11)
subject to the following inequalities:
0 ≤ ri < x (3.12)
with
0 ≤ (v − 1)pi + qi < n/x = (a+ 1)(v − 1) + 1 ,
and
0 ≤ pi < a+ 2 (3.13)
with
0 ≤ qi < v − 1 , (3.14)
where pi = a+ 1 implies qi = 0.
Our first goal is to express s1,i and s2,i as explicit functions of ri, pi, qi, x, a, and v.
Lemma 3.4.2. s1,i = ri + x
[
(v − 1)pi + qi
]
.
Proof. By (3.11), since ix = nri + x
[
(v − 1)pi + qi
]
, we have that
s1,i = nri + x
[
(v − 1)pi + qi
]− (n− 1)⌊nri + x[(v − 1)pi + qi]
n− 1
⌋
= ri + x
[
(v − 1)pi + qi
]− (n− 1)(−ri + ⌊nri + x[(v − 1)pi + qi]
n− 1
⌋)
= ri + x
[
(v − 1)pi + qi
]− (n− 1)⌊ri + x[(v − 1)pi + qi]
n− 1
⌋
.
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Observe that equations (3.10), (3.14), (3.13), and (3.12) imply that
0 ≤ ri + x
[
(v − 1)pi + qi
] ≤ x− 1 + x(a+ 1)(v − 1) = n− 1 ,
with equality only if ri = x − 1 and pi = a + 1 simultaneously. But in this case, we
have that
ix = (x− 1)n+ x(a+ 1)(v − 1) = (n− 1)x ,
a contradiction with i ≤ n−2. Thus the right hand floor term is zero in our expression
for s1,i, and the result follows.
Define the function
f(i) := ari − (xv − 1)pi + xaqi ,
and associated set partition [n− 2] = unionmultikFk given by
Fk :=
{
i : k = −
⌊
f(i)
n− 1
⌋}
.
Lemma 3.4.3. If i is in Fk, then s2,i = f(i) + k(n− 1).
Proof. Observe that
s2,i
n− 1 =
{
iax
n− 1
}
.
Further, notice that using (3.10) we have
axi− f(i) = axi− (ari − (xv − 1)pi + xaqi)
= a(n− 1)ri + pi(ax(v − 1) + (xv − 1))
= (n− 1)(ari + pi) ,
an integer multiple of n− 1, so that{
iax
n− 1
}
=
{
f(i)
n− 1
}
.
It follows that
s2,i = (n− 1)
(
f(i)
n− 1 −
⌊
f(i)
n− 1
⌋)
= f(i) + k(n− 1) .
since i ∈ Fk.
Theorem 3.4.4. Suppose that n − 1 is coprime to both x and a, and let ` ∈ Z. If
i ∈ Fk and j ∈ Fk+`, then i ≺ j if and only if (pj − pi, qj − qi, rj − ri) lies in the open
polyhedral cone defined by Cx > (`(n− 1), 0, 0)T , where C is the matrix
C :=
xv − 1 −ax −a1− v −1 0
0 0 1
 .
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Proof. Summarizing our results so far,
1. i < j if and only if ri < rj or ri = rj and (v − 1)pi + qi < (v − 1)pj + qj.
2. s1,i > s1,j if and only if ri − rj > x
[
(v − 1)(pj − pi) + (qj − qi)
]
. If i < j,
then ri − rj < 0 or ri − rj = 0 and (v − 1)(pj − pi) + qj − qi > 0. Since
−(x− 1) ≤ ri− rj ≤ x− 1, we see that for i < j, we have s1,i > s1,j if and only
if ri < rj and
[
(v − 1)pi + qi
]
>
[
(v − 1)pj + qj
]
.
3. If i is in Fk and j is in Fk+`, then s2,i > s2,j if and only if f(i) > f(j) + `(n−1),
i.e., if and only if (xv − 1)(pj − pi)− ax(qj − qi) + a(rj − ri) > `(n− 1).
Notice that these conditions correspond to affine half-spaces and are simultane-
ously satisfied exactly exactly when (pj − pi, qj − qi, rj − ri) ∈ Z3 lies in the open
polyhedral cone C◦, defined by the matrix equation Cx > (`(n− 1), 0, 0)T .
The following proposition shows that there are a limited number of values for
which Fk is non-empty, demonstrating the utility of Theorem 3.4.4.
Proposition 3.4.5. [n− 2] = F0 unionmulti F1 unionmulti F2
Proof. We show that −2(n − 1) < f(i) < n − 1 for every i ∈ [n − 2], from which
the result follows. To prove −2(n − 1) < f(i), we observe the following, using
equations (3.12), (3.14), and (3.13) for the first inequality and the fact that (by
definition) v ≥ 2 and a ≥ 1 for the second inequality:
f(i) + 2(n− 1) = ari − pi(xv − 1) + xaqi + 2(xa(v − 1) + xv − 1)
= a(ri + xqi + 2x(v − 1))− (xv − 1)(pi − 2)
≥ a(2x(v − 1))− (xv − 1)(a− 1)
= (v − 2)ax+ xv + a− 1
≥ 0
To prove the f(i) < n− 1, we observe that using the same inequalities as before
together with (3.10) we have:
n− 1− f(i) = n− 1− ari + (xv − 1)pi − xaqi
≥ n− 1− a(x− 1)− xa(v − 2)
= xa(v − 1) + xv − 1− a(x− 1)− xa(v − 2)
= a− 1 + xv
≥ 0
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3.5 The case v = 2
Let v = 2, so that λ = (x, x, ax) ∈ Z3. Then n = x(a+ 2) and i = (a+ 2)ri + pi, with
0 ≤ pi < a+ 2, and qi = 0 for all i.
Proposition 3.5.1. For v = 2,
ri + rn−1−i = x− 1 and pi + pn−1−i = a+ 1.
Proof. Notice that
n = i+ (n− i− 1) + 1
= (a+ 2)(ri + rn−1−i) + pi + pn−1−i + 1
= (a+ 2)x,
so that
x = (ri + rn−1−i) +
pi + pn−1−i + 1
a+ 2
.
Since x is an integer, this implies that (pi + pn−1−i) mod (a + 2) ≡ a + 1 and
pi + pn−1−i = a+ 1 + k(a+ 2). Since 0 ≤ pj < a+ 2, the result follows.
Proposition 3.5.2. For v = 2,
i ∈ Fs if and only if n− 1− i ∈ F2−s.
Proof. Since by definition i ∈ Fs if and only if
s = −
⌊
ari − (2x− 1)pi)
n− 1
⌋
,
the proposition is equivalent to the claim that
−
⌊
ari − (2x− 1)pi
n− 1
⌋
−
⌊
arn−1−i − (2x− 1)pn−1−i
n− 1
⌋
= 2.
Using the previous proposition and some tedious but straightforward algebra, we have
that
−
⌊
ari − (2x− 1)pi
n− 1
⌋
−
⌊
arn−1−i − (2x− 1)pn−1−i
n− 1
⌋
= −
⌊
ari − (2x− 1)pi
n− 1
⌋
−
⌊
a(x− 1− ri)− (2x− 1)[(a+ 1)− pi]
n− 1
⌋
= −
⌊
ari − (2x− 1)pi
n− 1
⌋
−
⌊−(n− 1)− [ari − (2x− 1pi]
n− 1
⌋
= −
⌊
ari − (2x− 1)pi
n− 1
⌋
+
⌈
(n− 1) + [ari − (2x− 1)pi]
n− 1
⌋
= 1 +
(⌈
ari − (2x− 1)pi
n− 1
⌋
−
⌊
ari − (2x− 1)pi
n− 1
⌋)
,
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so that unless ari − (2x− 1)pi is a multiple of (n− 1), the claim holds.
Let ari− (2x− 1)pi equal k(n− 1); we will show that k is not an integer. Observe
that pi = i− (a+ 2)ri (by definition) and that n = x(a+ 2). We obtain
k(n− 1) = ari − (2x− 1)pi
= ari − (2x− 1)(i− (a+ 2)ri)
= ri[a+ (2x− 1)(a+ 2)]− (2x− 1)i
= ri[2x(a+ 2)− 2]− (2x− 1)i
= 2ri(n− 1)− (2x− 1)i,
so that
k = 2ri − (2x− 1)i
n− 1
= 2ri − i(n− 1)− ax
n− 1
= 2ri − i+ iax
n− 1 .
Since we assume that both a and x are relatively prime to n − 1 and i is less than
n− 1, k is not an integer.
In the case v = 2, Theorem 3.4.4 is equivalent to i ≺ j if and only if i ∈ Fs,
j ∈ Fs+`, and2x− 1 −ax −a−1 −1 0
0 0 1
pj − pi0
rj − ri
 =
(2x− 1)(pj − pi)− a(rj − ri)pi − pj
rj − ri
 >
`(n− 1)0
0
 .
We now demonstrate how to use the results of this chapter to construct P (x, x, ax).
Example 3.5.3. Let a = x = 3, so that n − 1 is equal to 14, and note that this is
relatively prime to 3. Since i is in F0 if and only if ari ≥ (2x − 1)pi, we draw the
elements of P (3, 3, 3 · 3)\0 in the plane by
pi
ri
2
1
0
10 2 3 4
Figure 3.4: Constructing the poset P (3, 3, 9).
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where the diamonds correspond to elements of F0 and the triangles correspond
to elements of F2. If i ∈ Fs and j ∈ Fs+1, then i ≺ j if and only if the point
(pj − pi, rj − ri) is among the three points in Figure 3.5. For example, we see that
for i = 1, i ≺ j if and only if (pj − pi, rj − ri) is among the points (−1, 1), (−1, 2),
and (−2, 1). The only suitable values of j are 5 and 10. The induced relations in
P (3, 3, 9)\0 are depicted in Figure 3.6.
pj − pi = 0
rj − ri = 0
3(rj − ri) = 14 + 5(pj − pi)
Figure 3.5: Relations in P (3, 3, 9) for ` = −1
The relations in Figure 3.7 contribute the relations in Figure 3.8 (some of which
are redundant). This completes our construction of the poset P (3, 3, 9), depicted in
Figure 3.9.
3.6 Experimental Data
For a fixed dimension d and natural number k, we consider the collection L of all of the
integer partitions λ ` n with exactly d parts, all relatively prime to n−1, and having
maximum part at most k. We define the ratio anti(d, k) to be be the proportion of
λ ∈ L for which Πλ\0 is an antichain (as in Section 1.4.3). We summarize values of
anti(d, k) computed in SAGE [23] in Table 3.6.
While Example 3.5.3 demonstrates that the posets P (λ) can be complicated even
when the simplex ∆ is in low dimension (d = 3 in the example), Table 3.6 suggests
Figure 3.6: Constructing relations.
40
pj − pi = 0
rj − ri = 0
3(rj − ri) = 28 + 5(pj − pi)
Figure 3.7: Relations in P (3, 3, 9) for ` = −2
Figure 3.8: Constructing additional relations.
10 11 12 13
5 6 7 8 9
4321
0
Figure 3.9: The poset P (3, 3, 9).
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Table 3.1: Density of antichains
Dimension d anti(d, d0.5de) anti(d, d) anti(d, d1.5de) anti(d, 2d) anti(d, d2.5de)
2 1.0 0.5 0.33 0.2 0.14
3 0.67 0.57 0.5 0.43 0.36
4 0.67 0.56 0.53 0.54 0.49
5 0.64 0.63 0.53 0.45 0.37
6 0.75 0.61 0.52 0.42 0.39
that if the maximum coordinates of λ are not too big relative to d, then P (λ)\0 is
probably an antichain (and thus Theorem 1.4.3 applies).
Copyright© Brian Davis, 2019.
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Chapter 4 Predicting the integer decomposition property via machine
learning
Due to the maturity and ubiquity of machine learning techniques and applications,
open–source software libraries such as Tensorflow have become available to non-
specialists. These libraries are typically well–documented, and friendly technical
references are freely available online, e.g., [13]. In this environment, it seems natural
to ask: How do we apply machine learning technology to algebraic combinatorics?
It is not clear how to extract human–understandable meaning from the raw nu-
merical data of, for example, a neural network (for a discussion of comprehensibility,
see [24].) We therefore employ these techniques for their prediction and approxi-
mation power, rather than for use in theorems and their proofs. There is a long
history of using neural networks in order to approximate solutions to combinatorial
optimization problems, e.g. the traveling salesman problem [20], and in [15], Gryak,
Haralick, and Kahrobaei use machine learning to predict if two elements of a group
are conjugate. It seems reasonable, then, to hope that machine learning has some
applicability to problems at the intersection of combinatorics and algebra.
We intend for this work to be an introduction to neural networks and a proof of
concept for the use of machine learning, and neural networks in particular, in pre-
dicting properties relevant to lattice points in polyhedra. As a particular application,
we attempt to predict the integer decomposition property (IDP) in a special class of
lattice simplices.
In their paper [7], Braun, Davis, and Solus study the infinite family of lattice
simplices of the form
∆(1,q) = conv
{
e1, . . . , ed,−
d∑
i=1
qiei
}
⊂ Rd,
where qi ∈ Z≥0 for all i, and give necessary and sufficient conditions on the entries
qi (the q-vector) for a such a simplex to be IDP in the case that it is reflexive. In
the present work we will “train” a neural network to predict if a given example of a
∆(1,q) simplex is IDP without actually computing the Hilbert basis.
In Section 2 we define the integer decomposition property and interpret it as a
composition of functions to be approximated. In Section 3 we develop the general
framework for training a neural network using the language of piecewise linear func-
tions1 and stochastic gradient descent. In Section 4 we discuss a piecewise linear
approximation of the integer decomposition property and its accuracy.
1This exposition agrees with the more common descriptions of neural networks when restricted
to the case that the source of the training data is a well-defined function and we useReLU activation
functions.
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4.1 Approximating the integer decomposition property as a function
Recall that height(z) is the zeroth coordinate of a point z in Π∆. We say that the
simplex ∆ has the integer decomposition property (IDP) if, for each element
of the Hilbert basis of cone(∆), the height is equal to 1. We encode the integer
decomposition property as a real-valued function IDP in Subsection 4.1, and define
what it means to approximate the integer decomposition property.
Partitioning Π
We partition Π∆ into disjoint subsets we call bins Bα for α in {0, . . . , d}d+1, with
z ∈ Bα if and only if
(b(d+ 1)γ1c, . . . , b(d+ 1)γd+1c) = α,
where the γi’s are the coefficients of the representation of z in terms of the generators
(1, vi).
Proposition 4.1.1. Let z be an integer point in Bα. Then
height(z) =
⌈∑d+1
i=1 αi
d+ 1
⌉
.
Proof. Considering the zeroth coordinate of z, it is clear that
height(z) =
d+1∑
i=1
γi.
Note that since α = (b(d+ 1)γ1c, . . . , b(d+ 1)γd+1c), the inequality
(d+ 1)γi − 1 < b(d+ 1)γic ≤ (d+ 1)γi
implies that
d+1∑
i=1
(
(d+ 1)γi − 1
)
<
d+1∑
i=1
αi ≤
d+1∑
i=1
(d+ 1)γi.
Thus
(d+ 1)
(
height(z)− 1) < d+1∑
i=1
αi ≤ (d+ 1) height(z),
and
height(z)− 1 <
∑d+1
i=1 αi
d+ 1
≤ height(z),
from which the result follows.
This leads to the following characterization of the integer decomposition property:
Corollary 4.1.2. The simplex ∆ is IDP if and only if for each z in the Hilbert basis
of cone(∆), z ∈ Bα implies that
∑d+1
i=1 αi is at most d+ 1.
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The function IDP
Definition 4.1.3. IDP is the 0/1 function which takes as input the vertices of a
lattice d-simplex ∆ and returns one if ∆ is IDP and zero otherwise.
We were unsuccessful in approximating IDP directly using techniques presented
in this paper. Instead, we find success approximating another function, HB, from
which the value of IDP can be inferred.
For a vector x ∈ R(d+1)d+1 , we consider x to be multi-indexed by the collection of
α ∈ {0, . . . , d}d+1.
Definition 4.1.4. HB is the function taking as input the vertices of a lattice d-
simplex and returning an element of {0, 1}(d+1)d+1, with coordinate α equal to one if
and only if there exists a Hilbert basis element in bin Bα.
Example 4.1.5. Consider the ∆(1,q) simplex in dimension d = 2 with q-vector (2, 1).
The ray generators are v1 = (1, 0, 1), v2 = (0, 1, 1), and v3 = (−2,−1, 1). Compu-
tation with Normaliz [8] yields that the set of lattice points in Π∆(1,g) is equal to
{(0, 0, 0), (−1, 0, 1), (0, 0, 1)}. The representation of these points in terms of the ray
generators are (0, 0, 0), (0, 1/2, 1/2), and (1/2, 1/4, 1/4). The bins Bα which contain these
points have α equal to:
(b3 · 0c , b3 · 0c , b3 · 0c) = (0, 0, 0),
(b3 · 0c , b3 · 1/2c , b3 · 1/2c) = (0, 1, 1), and
(b3 · 1/2c , b3 · 1/4c , b3 · 1/4c) = (1, 0, 0),
respectively.
When the α are lexicographically ordered, we may write the image under HB as
the vector
(1, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) ∈ R33 .
Let supp be the 0/1 function on R(d+1)d+1 which, for a vector x, returns zero if
and only if there exists an index α such that xα 6= 0 and
∑d+1
i=1 αi > d + 1. Then,
using Corollary 4.1.2, we may write the functional equality
IDP = supp ◦HB.
Note that for Example 4.1.5, the non-zero entries are at multi-indices (0, 0, 0),
(0, 1, 1) and (1, 0, 0), and that the sum of each individual multi-index is not more
than 3. Thus the image of IDP is equal to 1, indicating that the example is IDP. We
can verify this fact by noting that the height of each lement of the Hilbert basis
{v1, v2, v3}
⋃ {
(−1, 0, 1), (0, 0, 1)}
is equal to 1. We remark that it is not true in general that the Hilbert basis elements
are the non-zero lattice points of Π∆.
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We have developed a theoretical framework for approximating the integer decom-
position property by approximating the real-valued function HB. One difficulty in
the implementation of this scheme is the fact that supp is not sensitive to how close
to zero a value is. If the entry at some multi-index α in the approximation of HB
is close to but not equal to zero, and
∑d+1
i=1 αi > d + 1, then the image of supp will
be 0, i.e., our approximation of IDP will almost always predict that an example is
not IDP. A standard solution to this issue is to first map our approximation into the
open interval (0, 1), then choose a value 0 ≤ η ≤ 1, then interpret values less than or
equal to η as 0 and greater than η as 1. For the the first step, we use the Sigmoid
function:
σ(x) := (1 + e−x)−1,
mapping R one-to-one onto the open interval (0, 1). For some fixed 0 ≤ η ≤ 1, define
cutoff(x) =
{
0 if x ≤ η, and
1 otherwise.
The composition of cutoff and σ allows us to turn any real-valued function of one
variable into a 0/1 function, and by applying it coordinate-wise, we may turn any
function f : Ru −→ Rv into cutoff ◦ σ ◦ f : Ru −→ {0, 1}v. In particular,
consider Ru to be the space parameterizing the vertex sets of lattice d-simplices:
Ru = Rd × · · · × Rd with d + 1 factors Rd (not all points in the space give rise
to full-dimensional simplices.) Further consider Rv to have basis multi-indexed by
α ∈ {0, . . . , d}d+1. Then for any map f from Ru to Rv, cutoff ◦ σ ◦ f may be
considered as a map from lattice d-simplices to 0/1 vectors indexed by bins Bα.
Continuing Example 4.1.5, consider the function f : R2×3 −→ R33 defined by
f(x) =
1
‖x‖
(
27∑
i=1
(−1)i · ei
)
.
Then f(1, 0, 0, 1,−2,−1) = 1√
7
(∑27
i=1(−1)i · ei
)
. We compute that σ(1/
√
7) = 0.593,
and that σ(−1/√7) = 0.407. Thus if:
• 0 ≤ η < 0.407, then cutoff ◦ σ ◦ f(1, 0, 0, 1,−2,−1) is the all-ones vector,
• if 0.593 ≤ η ≤ 1 then cutoff ◦ σ ◦ f(1, 0, 0, 1,−2,−1) is the zero vector, and
• if 0.407 ≤ η < 0.593, then cutoff ◦ σ ◦ f(1, 0, 0, 1,−2,−1) is the 0/1-vector∑27
i=1
(1+(−1)i)
2
· ei.
As this example demonstrates, the quality of the approximation depends heavily
on the choice of value for η, as for the fixed function f , cutoff ◦ σ ◦ f can be correct
on 11%, 89%, or 33% of the entries of HB, depending on the choice of η.
Definition 4.1.6. Let f be any function from Rd(d+1) to R(d+1)d+1. Then we call
the (coordinate-wise) composite function
ÎDP := supp ◦ cutoff ◦ σ ◦ f
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Ru ω1 ω2 · · · ωm Wm+1 bm+1 Rv
Figure 4.1: The approximation f̂ .
an approximation of the integer decomposition property.
Note that when σ ◦ f closely approximates HB coordinate-wise, ÎDP agrees with
IDP. For a given f , we will use the shorthand notation ĤB for the composite function
cutoff ◦ σ ◦ f .
4.2 A general approximation method
In this section we describe piecewise linear functions as compositions of affine trans-
formations and a well-behaved piecewise linear function ρ. We next describe the use
of a loss function L in quantifying the accuracy of an approximation f̂ of a function f .
We then describe an algorithm called gradient descent, which deforms the piecewise
linear function f̂ in order to minimize the loss function L with respect to the target
function f .
Let f be any set map from Ru to Rv. We will approximate f by constructing a
random initial “approximation” f̂ , which we will deform until we have a sufficiently
accurate approximation.
For a positive integer m, fix m positive integers `1 through `m, as well as a small
real  > 0. We will call this the collection of hyper-parameters. Choose matrices
Wk ∈ R`k−1×`k for 1 ≤ k ≤ m+ 1, where we set `0 = u and `m+1 = v (the dimensions
of the domain and codomain of f .) Additionally, for each k, choose vectors bk ∈ R`k .
The entries (Wk)i,j are called weights, and the (bk)i are called biases. Generally,
the initial values are randomized by an algorithm we will not discuss here. We will
consider each such collection of parameters to be a point
p =
(
W1, b1, . . . ,Wm+1, bm+1
)
in the space of parameters R(`0+1)×`1 × · · · × R(`m+1)×`m+1 . We define ρ to be the
function which returns the coordinate-wise maximum of 0 and the identity, i.e.,
ρ(xi) = max(0, xi). The map ρ is an example of an activation function and is
called ReLU (Rectified Linear Unit.) Let ωk be the affine map x 7→ Wk(x) + bk
composed with ρ. Then the approximation f̂ is the function
f̂(x; p) = Wm+1 ◦ ωm ◦ · · · ◦ ω1(x) + bm+1.
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Figure 4.2: The function f and the approximation f̂ (dashed).
Example 4.2.1. Let f(x) = log(x). We will approximate f on the interval [1, 3]. Let
m = 1 and `1 = 2. We initially set the parameters p = (ω1, b1, ω2, b2) ∈ R(1+1)×2 ×
R(2+1)×1 by
W1 = [0.75,−0.5]T b1 = [−0.75, 1] W2 = [1, 1] b2 = [−0.5].
The resulting approximation, which we expect to be poor because it knows nothing
about the function it is supposed to approximate, is given by the piecewise linear
function (the dotted graph in Figure 4.2)
f̂(x; p) = [1, 1]ρ
([
0.75
−0.5
]
[x] +
[−0.75
1
])
+ [−0.5]
= 1 · ρ(0.75x− 0.75) + 1 · ρ(−0.5x+ 1)− 0.5
=
{
0.25x− 0.25 1 ≤ x ≤ 2
0.75x− 1.25 2 < x ≤ 3.
Loss functions and gradient descent
We measure the quality of the approximation via a loss function L(x; p) which we
attempt to minimize. By minimizing its value at many “training” points x distributed
throughout the domain, we hope that the value of the approximation f̂ will be close
to that of f at points outside of training set, i.e., that the magnitude of the loss
function will be small at new points as well.
One example of a loss function is the Euclidean distance
D(x; p) =
∥∥∥f(x)− f̂(x, p)∥∥∥ .
Continuing Example 4.2.1,
D(x; p) =
∥∥log(x)− ((W2)1,1ρ((W1)1,1(x) + b1,1)+ (W2)1,2ρ((W1)2,1(x) + b1,2)+ b2,1)∥∥ ,
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and for our specific parameters p,
D(x; p) =
∥∥log(x)− (1 · ρ(0.75x− 0.75)+ 1 · ρ(0.75x+ 1)− 0.5)∥∥ .
Although for fixed parameters p, the loss L(x; p) is a function of x, the “learning”
step of machine learning happens by interpreting it as a function of p, holding x fixed.
We can imagine L as a surface above the parameterization space which is fixed by
the choice of hyper-parameters and x. In order to improve our approximation f̂ at a
particular point x in the domain, we modify its parameters in such a way that that
the value of the loss function L is reduced, i.e., “moving downhill” on the surface L.
We compute the gradient ∇L with respect to the parameters p at the point (x, p)
and update the parameters by p 7→ p− ∇L. The value of  is chosen small enough
that L(x; p − ∇L) < L(x; p). When we repeatedly apply this process for points x
sampled uniformly at random, this method is called stochastic gradient descent
or SGD. In practice, for reasons of computational efficiency and stability, a batch of
points are sampled and the mean of the gradients is used for the update. This is
known as mini batch SGD.
Continuing our example, fix x = 1.5 and use the chain rule to compute that
∇D(1.5; p) =
〈
∂D
∂ω1
,
∂D
∂b1
,
∂D
∂ω2
,
∂D
∂b2
〉
x=1.5
= 〈−1.5 , −1.5 , −1 , −1 , −0.375 , −0.25 , −1〉 .
Then for  = 0.02, the update p′ = p− ∇D(1.5; p) is given by
ω1 = [0.78 , −0.47]T b1 = [−0.73 , 1.02] ω2 = [1.0075 , 1.0075] b2 = [−0.48].
The resulting updated approximation is
f̂(x; p′) =
{
0.312x− 0.187 1 ≤ x ≤ 2.17
0.786x− 1.215 2.17 < x ≤ 3 .
Training and Validation
In practice, we perform the update step many thousands of times at x-values dis-
tributed throughout the domain. Often we gather a large collection of pairs (x, f(x))
called a training set to store for later use in the update process, rather than com-
puting the value of f when needed. When generating this collection is costly, as in the
case of the function IDP, we use each pair from the collection multiple times over,
in some cases as many as 100 times. By analogy with polynomial approximation,
where we fit a polynomial to a finite set of points on the graph of a function, one
may wonder if, when reusing sampled points in refining our approximation, we are
simultaneously losing accuracy at other points in the domain. The short answer is
yes.
This phenomenon of overfitting is a principal concern in the process of refining
our approximation, and there are some standard techniques for mitigating its effect,
including:
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Figure 4.3: The approximations f̂(x; p) (dotted) and f̂(x; p′) (dashed).
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Figure 4.4: The loss function D for f̂(x; p) and f̂(x; p′) (dashed).
• creating two collections of pairs (x, f(x)) — one for training and one for valida-
tion. As we train f̂ we simultaneously monitor its accuracy on the validation
set. If the performance on the validation set worsens while improving on the
training set, we stop training.
• introducing a component to the loss function for the magnitudes of the pa-
rameters. Experience shows that this method, called regularization, reduces
overfitting to the training data.
• using the simplest “structure” possible to achieve the desired performance.
Complicated models require more training to achieve their optimal performance,
and hence increase the number of times training data is reused. We balance the
expressive capability of a complicated approximation with the need to minimize
overfitting.
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Table 4.1: Hyperparameters
m `1 `2 `3 `4 
4 100 400 800 3,000 0.001
4.3 Implementation and Results
Implementation
Our first goal is an approximation of the function HB restricted to the vertex sets
of ∆(1,q) simplices of dimension d = 4 and with q-vector entries bounded by 25.
Recall also that, even though the target space of HB has dimension (d + 1)d+1, the
relevant values are those at indices α whose coordinates sum to more than d+ 1. We
restrict to these 2,877 relevant indices. Hence the input to our function is the tuple
(q1, q2, q3, q4) ∈ [1, 25]4 and the output is in R2,877.
There is no general-purpose best design of hyper-parameters that works for every
application of a neural network. In fact, it is possible to approximate with arbitrary
accuracy any continuous function on a compact subset of Ru using only one “hidden
layer” (m = 1.) The general rule is that higher values of m allow smaller values for
the `i’s while maintaining approximation flexibility. Optimizing hyper-parameters is
a process that is outside the scope of this work, so we will simply report that, after
experimenting with several values of m and `i’s in order to minimize the loss function
and computation time, we proceeded using the following choice of hyper-parameters:
Tensorflow produces a neural network with the specified dimensions and initializes
the weights and biases automatically. In order to implement mini batch SGD, the
user must make more decisions than just specifying the hyper-parameters:
1. Amount of training/validation data:
We used Normaliz and a script to compute HB for a sample of size 50,000, 10%
of which we reserved for validation.
2. Batch size:
During training we computed the gradient ∇L for batches of 10 q-vectors at a
time and used the mean for the update of the parameters p.
3. Loss function:
Because the image of HB is contained by the set {0, 1}2,877, we may consider the
approximation to be the composite σf̂ and use the Binary Cross Entropy
loss function BCE summed entry-wise over
BCE = (HB− 1) · log
(
1− σf̂
)
−HB · log σf̂ .
When the value of HB is one, the value of BCE is decreased by increasing the
value of log σf̂ , i.e., increasing the value of f̂ . In this case, minimizing BCE
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Table 4.2: The confusion table for ĤB(4, 10, 14, 14)
PREDICTED 0 PREDICTED 1
ACTUAL 0 2,808 55
ACTUAL 1 0 14
coincides with minimizing the difference between σf̂ and HB. A similar analysis
for the case when HB equals zero shows that BCE is a measure of the accuracy
of σf̂ as an approximation of HB. We used a modification of BCE, which we
discuss in Section 4.3
4. Training length:
We performed roughly 100,000 updates in the process of training the approxi-
mation.
The result of this training procedure was a piecewise linear function f . It was the
well-defined and deterministic2 result of the specific choices outlined above.
An approximation ĤB requires a choice of cutoff parameter η, and ÎDP requires the
additional choice of a tolerance parameter τ (introduced in Subsection 4.3). These
parameters control the functions cutoff and supp, respectively. Recall that the
resulting approximations are given by
ĤB := cutoff ◦ σ ◦ f and ÎDP := supp ◦ ĤB
We present the results in terms of the values η and τ .
The approximation ĤB
While it is tempting to present the accuracy of ĤB as the percentage of indices on
which it agrees with HB, this is problematic due to the scarcity of non-zero entries in
any given image of HB. Consider the q-vector (4, 10, 14, 14); there are just 14 non-zero
entries among the 2,877 relevant entries in its image under HB. Consequently, an
approximation which is uniformly equal to zero would be correct 99.5% of the time,
while knowing essentially nothing about the function it is trying to approximate other
than that it is typically equal to zero! We therefore present the accuracy in the form
of a confusion table, which breaks down the indices α along two criteria — firstly
depending on whether HBα is equal to 1 (positive) or 0 (negative), and secondly
whether ĤBα is positive or negative.
Example 4.3.1. Again using the q-vector (4, 10, 14, 14), we set η = 0.1 and present
the resulting confusion table below:
2For purposes of analysis and reproducibility, we initialize the computer’s randomness generator
so that the stochastic processes are, in fact, deterministic, while still having good randomness
properties.
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Table 4.3: The effect of varying η
η specificity sensitivity
0.1 0.981 1.00
0.25 0.986 0.857
0.5 0.993 0.214
Table 4.4: An aggregated confusion table for S (η = 0.1)
PREDICTED 0 PREDICTED 1
ACTUAL 0 12,726,675 1,573,167
ACTUAL 1 22,569 88,482
Observe that the sum of the table entries is, in fact, 2,877. We call entries appear-
ing in the upper right cell of the table “false positive” because the approximation
incorrectly predicted that a bin contained a Hilbert basis element. Similarly, entries
in the bottom left cell are called “false negative”.
We may summarize the table with the pair of ratios
specificity =
true negatives
true negatives + false positives
, and
sensitivity =
true positives
true positives + false negatives
.
For the present example, they are 98% and 100%, respectively. The specificity and
sensitivity vary with the cutoff value η, and are negatively correlated with each other,
as demonstrated in Table 4.3:
Validation
When we sampled 50,000 examples for training, we reserved 5,000 of them for val-
idation purposes. We now report the performance on this validation set, which we
denote S. We aggregate (sum entry-wise) the confusion tables for η = 0.1 in Table
4.4.
The corresponding aggregated specificity is 89.0%, and sensitivity is 79.7%. One
can account for the difference between specificity and sensitivity by recalling the
scarcity of non-zero entries of HB, i.e., the low total number of positives. If we use
the loss function
BCE = (HB− 1) · log
(
1− σf̂
)
−HB · log σf̂
as earlier described for our gradient descent, the resulting approximation will es-
sentially be the constant zero function. In order for the model to learn to identify
positives, we must balance the contributions to the loss function associated to posi-
tive and negative according to the inverse of their frequency. We accomplish this by
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Table 4.5: The rate of true positives (specificity) for given values of η and τ
@
@
@
@
τ
η
0.5 0.25 0.12 0.05
0 3/7 (42.9%) 3/4 (75.0%) 3/3 (100.0%) 3/3 (100.0%)
10 21/320 (6.6%) 11/38 (29.0%) 8/21 (38.1%) 6/12 (50.0%)
20 46/1026 (4.5%) 21/102 (20.6%) 11/45 (24.4%) 8/27 (29.6%)
30 65/1770 (3.7%) 35/196 (17.9%) 23/103 (22.3%) 16/64 (25.0%)
introducing a positive term β which we call the balance term:
L = (HB− 1) · log
(
1− σf̂
)
− β ·HB · log σf̂ .
The results presented in this section correspond to a β value of 10. All other param-
eters remaining fixed, a higher value, roughly β = 75, is required in order achieve
approximately equal sensitivity and specificity. However, it is not necessarily desir-
able to match the sensitivity and specificity, as we will discuss.
The approximation ÎDP
Under the unrealistic assumption that Hilbert basis elements are distributed roughly
uniformly among bins, consider an approximation with a specificity of 99.9% applied
to the q-vector of an IDP ∆(1,q) simplex. Because there are 2,877 bins, the probability
that all bins will be correctly identified as negative (not containing a Hilbert basis
element) can be estimated as 0.9992,877 ≈ 5.6%. Since we expect the incidence of the
integer decomposition property to be low, a true positive rate for IDP of 5.6% may
result in few or even no examples being correctly predicted as IDP! We have several
tools to combat this issue:
1. manipulating the balance term β to produce high specificity (possibly at the
expense of sensitivity)
2. manipulating the cutoff value η to produce high specificity (again, at the expense
of sensitivity)
3. tolerating some number of positive entries in ĤB (under the assumption that
many of them are false.)
For this last option we introduce the tolerance parameter τ , which sets an upper
bound on the number of positive entries before the function ÎDP returns that an
example is IDP negative. In our original description of ÎDP, τ was implicitly set to
zero.
Table 4.5 records the number of true positives over the total number of positives
of ÎDP when applied to the sample S for select values of η and τ .
54
0 20 40 60 80 100
101
102
specificity (%)
se
n
si
ti
v
it
y
(%
)
τ = 0
τ = 10
τ = 20
τ = 60
Figure 4.5: The effect of varying η for fixed values of τ .
From Table 4.5, we see that there is not one optimal choice for the values of η and
τ , since higher specificity is correlated with few examples being found; the goals of
specificity and sensitivity are in tension. Figure 4.5 shows the (log-scale) relationship
between specificity and sensitivity induced by varying these values. When we actually
checked for IDP using Normaliz, we found 112 positive examples among 5,000. The
analogous “specificity” is 2.24%, but the “sensitivity” is 100% — we plot this point
(2.24, 100) for reference.
Table 4.6 lists all 112 q-vectors of S that correspond to IDP ∆(1,q) simplices
according to Normaliz. Recall that the rate of IDP in S is 2.24%. Table 4.7 lists
the subset of S which are predicted to be IDP when η = 0.5 and τ = 0, with the
correct positive predictions highlighted. Observe that the incidence of IDP among
the predicted IDP examples is about 43%, much higher than the rate in the sample
at large.
We highlight the q-vectors in Table 4.6 that correspond to true IDP positive
predictions made by setting η = 0.1 and τ = 65 (the specificity was 15% and the
sensitivity was 58%.)
Discussion
As a demonstration of the utility of the approximation method presented here, we
could attempt to advance the previously mentioned work in [4] on ∆(1,q) simplices
by producing a large and diverse collection of IDP examples from which to form
conjectures to try to prove. A natural scheme for arriving at such a collection is to
first generate a test set, say, all ∆(1,q) simplices of dimension d with q-vector entries
bounded by n, then verify the integer decomposition property with a program like
Normaliz, collecting the positive examples. We could augment this scheme with
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Table 4.6: The 112 IDP examples in the sample S
1,1,1,1 1,1,3,9 1,1,21,24 1,2,14,10 1,2,14,10
1,3,16,3 1,3,24,1 1,4,2,16 1,4,20,20 1,8,1,1
1,10,10,8 1,10,24,24 1,12,4,12 1,15,3,1 1,18,1,6
1,21,1,4 1,24,1,9 1,24,14,2 1,24,17,1 1,24,18,1
1,24,18,4 1,24,24,20 2,2,2,7 2,3,12,18 2,8,8,4
2,10,1,16 2,20,10,5 3,1,1,9 3,6,12,1 3,12,2,24
3,14,21,3 3,19,3,1 3,23,15,3 4,1,1,4 4,8,2,16
4,20,1,14 4,20,10,20 4,23,4,12 4,24,1,16 6,1,2,12
6,2,6,3 6,2,18,9 6,6,6,3 6,14,6,15 6,17,9,18
7,3,21,7 7,7,1,7 7,7,16,16 8,1,8,2 8,2,12,24
8,16,4,2 9,1,1,9 9,6,18,2 9,9,4,4 9,18,4,4
9,18,18,6 9,22,1,11 10,1,5,22 10,5,10,9 10,24,4,1
11,22,5,5 12,1,2,6 12,1,24,19 12,2,3,12 12,2,18,3
12,3,2,6 12,3,11,6 12,6,1,1 12,6,1,3 12,12,4,12
12,16,1,16 12,24,2,24 12,24,6,1 13,2,2,20 14,6,14,7
14,7,2,24 14,7,12,1 15,1,13,15 15,15,1,1 16,1,6,6
16,4,2,16 16,7,16,16 16,8,4,2 16,16,12,3 16,24,1,22
17,1,7,1 17,17,8,4 17,17,17,1 18,1,1,15 18,2,6,6
18,2,22,1 18,10,1,15 19,19,1,16 20,2,1,12 20,8,19,8
20,14,24,1 20,20,1,20 20,20,4,1 20,20,4,20 20,22,1,22
21,21,16,4 22,2,2,22 22,16,4,1 22,16,22,1 22,22,20,1
23,2,2,6 23,18,3,24 23,24,24,12 24,2,1,16 24,4,2,4
24,24,6,24 24,24,23,12
Table 4.7: Predicted IDP examples (η = 0.5, τ = 0)
1,1,1,1 1,2,10,2 1,3,24,1 2,2,2,7 2,3,4,7
4,3,2,5 11,6,9,6
machine learning by performing an initial sieving step prior to testing with Normaliz.
By developing a computationally–cheap approximation to the integer decomposition
property, we can reserve the relatively expensive Normaliz computations for those
examples that, according to the approximation, are more likely to be IDP.
In the context of this application, the results outlined above point to a tradeoff
between the computational efficiency (controlled by the specificity) and the number
of examples that are ultimately produced (controlled by the sensitivity). It also seems
that the approximation ÎDP is biased in favor of repeated entries (see the highlighted
examples in Table 4.6,) which brings into question how diverse a set of examples it
is capable of producing.
We computed the value of ÎDP for all 390,625 ∆(1,q) simplices with q-vector in
[1, 25]4 using η = 0.1 and τ = 65. The computation produced 2,520 predicted posi-
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tives. We then computed IDP for these examples and found that 521 were IDP. This
corresponds to a specificity of 20.7%. It is impractical to compute IDP over the entire
collection of 390,625 examples in order to compute the sensitivity, so it is not known.
4.4 Concluding Remarks
It is very likely that other choices of hyper-parameters, or even entirely different
machine learning techniques, will yield improved performance. However, the results,
such as they are, do indicate that functions like IDP have the potential to be modeled
by machine learning techniques. The following remarks point out directions in which
this investigation might be continued.
Remark 4.4.1. Figure 4.5 shows the tradeoff between specificity and sensitivity for
an approximation ÎDP that is a product of a choice of hyper-parameters, balance β,
and training size. It would be useful to see the effect of different values of β in the
plot. Does there exist a choice which achieves sensitivity and specificity of 50%?
Remark 4.4.2. The intermediate step of computing an approximation of HB has
several potential applications which are not explicitly discussed in this paper. In par-
ticular we note that by computing the set of lattice points in each predicted–positive
bin, we have an approximation of the Hilbert basis itself.
If the sensitivity of ĤB is high then it is very likely that the Hilbert basis is con-
tained by the approximated Hilbert basis, and may be recovered by the reduction al-
gorithm used by Normaliz (implemented by a python script, for example.) This could
potentially be more efficient than Normaliz, which reduces the entire fundamental
parallelepiped, if the specificity is high.
Remark 4.4.3. The Ehrhart h∗-vector records the number of lattice points at each
height in Π∆. In the case that the h
∗-vector is the concatenation of two vectors —
the first increasing and the second decreasing — we call it unimodal. Unimodality
is another interesting property to investigate for lattice simplices, see, e.g., [5]. If,
rather than recording the presence of a Hilbert basis element, we were to record the
number of fundamental parallelepiped points in each bin, we could approximate the
h∗-vector using Proposition 4.1.1. Thus we have a framework for predicting both IDP
and unimodality.
Copyright© Brian Davis, 2019.
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