ABSTRACT In today's age, a massive amount of videos are produced every day, which contains audio, visual, and textual data. This constant increase is due to the ease of recording service in portable devices, such as mobile phones, tablets, or cameras. The major challenge is to understand the visual semantics and convert it into a condensed format, such as caption or summary to save storage space, enables users to index, navigate, and help gain information in less time. We propose an innovative joint end-to-end solution, Abstractive Summarization of Video Sequences, which uses the deep neural network to generate the natural language description and abstractive text summarization of an input video. This provides a text-based video description and abstractive summary, enabling users to discriminate between relevant and irrelevant information according to their needs. Furthermore, our experiments show that the joint model can attain better results than the baseline methods in separate tasks with informative, concise, and readable multi-line video description and summary in a human evaluation.
I. INTRODUCTION
With the advent of digital multimedia, massive digital content such as movies, news, documentaries, talk shows, soap operas and sports is posted every day through social or web platforms. Due to the advancement in digital content distribution and portable video recorders such as mobile phones, tablets or cameras, the digital content can easily be documented. But, users don't have time to navigate the long video content and it may not be of interest to them. This large volume of heterogeneous content requires processing time, manpower and storage space. There is a need to represent videos in condensed form to help users gain maximum information in less time. In a report by CISCO [1] , video traffic on the internet will increase to 82% of all end user internet traffic in 2021 (which will increase from 73% in 2016). This huge increase in video data makes it hard to navigate daily life data such as surveillance and life-logging events that help in improving our lifestyle.
Computer vision has progressed to identify humans and their attributes (age, gender, emotions), categorize their
The associate editor coordinating the review of this manuscript and approving it for publication was Donatella Darsena. actions/activities, or differentiate between objects and their interactions. Such representation is well handled by the programmed systems, but the humans interconnect with each other in their own natural language. This states the difficulty of producing textual descriptions for video sequences. Generating textual description from video sequence requires combining the visual content recognition and natural language generation (NLG) research problems. Video to textual descriptions can have a variety of applications such as video retrieval, automatic subtitles, computer/robot interactions, summary generation and automating descriptions for blind people. This automatic understanding of video semantics and then presenting this information in textual form can help users to understand huge volumes of data.
We can use automatic text summarization methods to create a short and a fluent summary of a long text document. These methods can mine relevant details from the input text to utilize the relevant information faster. This textual conversion not only reduces the size of video data but also enables users to index and navigate information through it. For humans, generating the summary of a document is an easy process, but takes a lot of time. The goal of an automatic summarizer [2] is to reduce reading time, it makes the selection process easier, less biased than humans and represent information that is shortened and conserves the significant content of the original document(s). This representation will not only save processing time, but will also save storage space. There are two key methods to summarize text: extractive and abstractive. Extractive approaches involve in selecting phrases or sentences from the input document while abstractive approaches can produce new words and expressions from the input text which makes it more challenging.
In this paper, we propose a system, namely, Abstractive Summarization of Video Sequences (ASoVS), to generate multi-line textual description and then produce an abstractive summary as shown in Figure 1 . In literature, there are many published research that addresses video captioning (description) and abstractive summarization separately, but to the best of our knowledge, none of them consider modeling these two tasks together. Convolutional Neural Network (CNN) joined by Recurrent Neural Network (RNN) have shown promising performance on video description and abstractive summarization tasks. We present a neural network configuration to generate both video textual description and abstractive summarization. We conduct experiments on both video textual description and abstractive summarization benchmarks and established that the proposed models have better performance as compared to state-of-the-art models. There are no datasets that contain a video and their corresponding textual description and summary, so we prepared a dataset that contains both video descriptions and abstractive summary annotations for surveillance videos. We evaluated our joint model on this dataset as well.
The novel contributions of this research paper include: 1) We propose a joint end-to-end model that uses deep neural network to generate natural language description and abstractive textual summarization of an input video sequence. 2) We formulate multitask feature learning framework [9] that extracts persons and its attributes (age, gender, emotion, etc), objects, scenes and actions to generate a multi-line video description. 3) We propose a word-level attention model for abstractive summarization that achieves a better ROUGE score on CNN/Daily Mail dataset and outperforms baseline approaches.
4)
We introduce a new 'UET Surveillance' dataset that contains three level information: detailed description (10-12 sentences), a short description (4-6 sentences) and an abstractive summary (1-2 sentences) annotation against each video. 5) We evaluate both models (video description and abstractive summarization) on benchmark datasets and also on our dataset. 6) We achieve results that are improved than the state-ofthe-art results in both these models. The rest of this paper is structured into following subsections. Section 2, specifics the literature review for video description and text summarization problem. Sections 3, entails elaborated explanation of the joint proposed model. Section 4, discusses the dataset used for the experiment and its setup. Section 5 presents the implementation details while Section 6 includes experimental results and discussion. Section 7, explains the human evaluation to evaluate the readability of the video description and summaries.
II. LITERATURE REVIEW
Video description and textual summarization have been widely studied in recent years. In this section, we have discussed research work on traditional and then neural network based models on both problem areas. Finally, we have introduced a few related works with models that jointly deal with video description and textual summarization.
A. VIDEO DESCRIPTION
Extensive research has been carried on video tagging [3] and image description or captioning [4] , but video description has its own characteristics and thus it is different. Video tag is a single word representing the name of an action, object, activity or an event, whereas image captioning is explaining an image in a natural language sentence which requires spatial (space) relations between the human, object and action. Video description/captioning is relatively more challenging because it not only has to capture the semantic knowledge in the video, but also need to establish temporal (time) relationships.
For natural language descriptions of videos, early work focused on using a two-tier process in which it finds a subject, verb and object (SVO) trio and then produce a sentence using a template language model [5] - [7] . Although these methods are simple to implement, but this entails choosing suitable features such as objects and activities. Similarly, the template based model might not successfully combine information and result in disjointed descriptions, if there is some missing, misidentified and erroneous information extracted from the video.
In recent years, the emphasis is now changing towards solving video description by deep learning methods [8] , [10] , [11] . This takes advantage of sequence-to-sequence learning models that directly acquires a mapping between a video content and a sentence. Therefore, the convolution neural networks (CNN) are used to encode visual information and recurrent neural network (RNN) is used to interpret into textual sentences. Xu et al. [7] have established a model that utilizes both vision and language. The vision model utilizes the features extracted from deep neural networks and the language model is based on the SVO template. The problem with this model is that the sentences can be rigid and don't demonstrate the richness of description likely generated by humans. For this reason, sequence learning models are able to generate new sentences with more flexible linguistic structure. An end-to-end model is suggested in [13] that generates a video description by extracting features from multiple video frames, and represent it in one single vector which is later provided into an LSTM model to generate natural language sentence. Later, an extension of this model is presented in [14] where video frames and optical flow images are provided in two LSTM components. The video is encoded into a compressed representation and decoded into a video description. The temporal structure of the video is put to use in [15] to obtain local features using CNN and then fed into RNN for text generation. A tweaked multi-task CNN is explained in [16] which is able to learn dense visual human features i.e. age, emotions and gender. These features are passed on to an attention based LSTM to generate video descriptions.
Our work is the extension of the model presented in [16] . We have developed a multitask feature learning framework that obtains rich information by describing a video with human face specific attributes such as age, emotion or gender, object, action and scene. These features are mined through different channels of CNN and textual sentences are generated using bi-directional RNN. The difference between our video description model and baseline approaches is that we have a single, carefully designed and trained network, which is capable of extracting various high level features (HLFs) simultaneously with the language model. We remained focused towards better extracting visual information from the frames which is reflected in the results. In terms of computational complexity, the proposed model is quite inexpensive for prediction on unseen data.
B. ABSTRACTIVE TEXT SUMMARIZATION
Summarization is a perplexing task which entails grasping of natural language. The goal is to yield an abridged representation of an input article that contains the central meaning of the original text. In recent years, a significant amount of research work has been directed on automatic summarization. There are a number of applications which aid condensing text such as generating news headlines, previews of movies, outline notes for students, reviews of books, weather forecast bulletins or abridging books for children. Summarization can be either abstractive or extractive.
Former models concentrated more on extractive text summarization that extracts phrases or sentences to produce a compact version of the text. These approaches are simpler and traditional methods manually define features to rank sentences based on the most significant sentences in a document or group of documents [17] - [20] . Recent deep learning methods [21] - [24] are able to learn continuous features without any sort of linguistic preprocessing.
Abstractive text summarization, is comparatively a new research area that is not just a selection of several sentences or phrases, but rather compacts the original text, by paraphrasing the central idea using unseen vocabulary in the source document. Before the advent of neural networks, there are certain instances where the problem of abstractive summarization is solved. Hongyan [25] has used numerous knowledge sources such as syntactic, contextual and corpus statistics written by humans to decide unimportant parts of the sentences to create an abstractive summary. Reference [26] has proposed the concept of noticing seed words in a particular sentence and then adding more information from the supplementary sentences based on co-occurrence counts. A novel sentence enhancement technique is introduced in [27] which combines dependency subtrees from source text sentences.
In 2015, the first model that applied neural network to the abstractive summarization problem is presented in [28] . This approach is based on the attention mechanism improved with recurrent decoders. It has accomplished standard performance on datasets DUC2004 and Gigaword. This model was enhanced in [29] , in which a new attention based recurrent neural network has been designed for the abstractive summarization task. Some of the other research works that further improved the performance includes hierarchical networks [30] , abstract meaning representations [31] , variation in autoencoders [32] and unified approach that uses extractive (sentence-level attention) and then abstractive summarization (word-level attention) [33] .
Attention is inspired by how humans pay visual concentration to different parts in an image or associate words in a sentence. The context or association between words in a single sentence can be explained in the example sentence in Figure 2 . When we see the word ''wearing'' we assume to come across the clothing object word soon. The color describes the clothing item but maybe not so much with ''wearing'' word directly. Attention was first suggested in [34] which allows the model to learn which encoded words in the source sequence text and during prediction of the target sequence text are important. This provides a richer encoding of the input text which is used to construct the context vector. Attention has been proved to have produced good results in an assortment of NLP tasks such as neural machine translation (NMT), natural language inference (NLI) and question answering (QA).
Our abstractive summarization model is adopted from the approach discussed in [35] . We have used word-level Luong [36] attention distribution to solve abstractive summarization problem, which according to the best of our information hasn't been implemented yet. This attention mechanism pays attention to distinct words when creating the summary. Following are some key differences of using Luong attention over the popular Bahdanau [34] attention.
1) Unidirectional encoder is used that concatenates sequence data in the forward direction. The encoder manages the hidden states at every time step to capture the meaning of the next input word. The impact of the order of the input source sequence data was compared with unidirectional and bidirectional LSTMs. Experiments show that unidirectional encoders had simply the same impact as of bidirectional encoders. 2) Multiplicative (dot product) attention lessens encoder and decoder states into attention values by using matrix multiplication. These functions tend to be faster and space efficient [37] in comparison to additive attention.
3) The prediction of a word starts with the decoder hidden state h t at time t to compute the attention scores a t . Context vector c t is concatenated with the hidden state of the decoder. This is represented by the following equation which is different in [34] .
h t −→ a t −→ c t −→h t 4) Top hidden layers in both encoder and decoder were considered, whereas Bahdanau concatenated only forward and backward hidden states of encoder.
C. JOINT MODELS
We have proposed a joint model that identifies human and its attributes, object, action and scene features from the input video and generates a description through a deep neural network. Video description is forwarded into the abstractive textual summarizer model to generate the textual summary. While we have evaluated our methods on TrecVid and surveillance data, these techniques can also be used in government, commercial, sports event and robotics. In literature, we have found the work of [38] that converts the video into textual summary, but they have produced the extractive summary unlike us that have worked on a more challenging problem of generating an abstractive summary. Sah et al. [39] have proposed a technique that produces a visual summary of a long video and annotated it using recurrent network. They have focused on visual summary of the video rather than the textual summary.
III. METHODOLOGY
We will separately introduce the deep framework for multiline video description and abstractive text summarization in this section.
A. VIDEO TO MULTI-LINE VIDEO DECRIPTION
To understand the visual content in a video sequence, high level feature encoding phase is necessary for extraction of visual characteristics. These characteristics, are learned using a CNN on numerous scales that are invariable to structural changes. In literature, CNNs have shown to provide a favorable visual understanding [40] , [41] results and for this reason pre-trained models are used in most of the applications. The selection of the model is contingent to the requirements, content and resources of the application to be developed.
The input to our video description model is a video clip that is divided into a sequence of video frames. For each video frame, features are mined using a convolutional neural network (CNN). Once all the features are mined for all the video frames, the next step is to cluster these features in order to represent information in a series of sentences. Figure 3 , shows our multi-line video description model in which video frames are passed as input to the CNN which extracts frame-level visual feature content representation. We have adopted VGG-16, pretrained on ImageNet [54] dataset containing 1.2 million images over 1000 diverse categories, to branch out three tasks specific features from a video frame. This 16 layered design has 13 convolutional and 3 fully connected layers. Human related attributes, objects and scenes tasks are learned together.
Human related attributes are separated out after second pool layer with the map size of 56 × 56. This task specific branch is labeled for age, gender and emotion of a human in the video. To extract such information, multitask feature learning within the branch is suggested. The face was detected using faster RCNN [42] , and for several spotted regions, the video gets categorized as a group or to the count of people e.g. two humans, three humans, etc. For object recognition, VGG-16 network is used and the last fully connected layer is tweaked using transfer learning. For scene recognition, all the fully connected layers are tweaked.
For action features, VGG-16 employing spatial features [55] using UCF101 [56] dataset. The second last pooling layer is used to extract information. We have used this dataset for training of network to preserve spatial and temporal information.
Once, all the acquired visual features (human, action, scene and object) are extracted from the CNN frame by frame, the average-pooling operation is applied to reduce dimensions of concatenated features. Pooling reduces computation complexity of network and extract more smooth features of data. These are merged together and average pooled to embedding size of 512 to be passed into a long-short term memory (LSTM). These joint features are rich and the final output achieves well on the datasets.
RNNs are the elementary structure of deep learning which is capable of storing information and learning sequential data to foresee the forthcoming member of a sequence. Applications that require description or caption generation are giving attention to use these models by making various architectural variants for better performance and accuracy. But, these networks save information in memory over a certain time period, which cannot resolve glitches that involves long-term time-based dependencies. These networks also face vanishing and exploding gradient problem while the networks are trained. Long-short term networks (LSTM) are distinct kind of RNNs which are opted when a large sequence of information needs to be sustained. For this reason, we have used the LSTM with a soft attention model for our language model design. An LSTM unit comprises of a memory cell that is able to store long term information. The LSTM structure has an inside memory unit called a cell (c t ), a number of gates associated with units and a hidden layer output (h t ).
We have used the bidirectional LSTM architecture for video description generation. Both forward and backward information can be processed to capture contextual information from the data. We have opted two layered LSTM, in which each layer has 512 hidden nodes. The deep visual content extracted from the VGG-16 network is passed on to the first layer along with the attention vector [34] for the generation of semantically more appropriate video descriptions. This amalgamation of CNN and LSTM [8] is able to learn the spatial (space) and temporal (time) information from the videos.
In the training phase, to handle varying length sentences, we append a beginning of a sentence tag with <start> and an end of a sentence tag with <end> to start and end each sentence, respectively. In the testing phase, we input <start> tag into our bi-LSTM model to activate multi-line video description generation procedure. To produce every word, we select the word with the highest probability and stopover till we get <end> tag. When the end of sentence (<end>) is met, the hidden states of the model are set to zero, so that every sentence is represented individually, thus forming several sentences.
B. VIDEO DESCRIPTION TO ABSTRACTIVE TEXT SUMMARIZATION
In this paper, we have presented a multi-sentence abstractive summary which is more useful and challenging to produce unlike the one or two sentence summary. We have tested our model to CNN/Daily Mail dataset [30] which comprises of news articles combined with multi-sentence summaries and have outdid the baseline abstractive systems.
Text summarization became viable after the positive results produced by the sequence-to-sequence model [43] in which RNNs take and generate text to form a summary. Recently, several abstractive summarization systems [28] , [30] , [44] have shown encouraging results, but still come across problems of incorrect factual information, not able to process outof-vocabulary (OOV) words and repetition of phrases or text.
We suggest a model for abstractive text summarization (ATS) that combines the strengths of the state-of-the-art attention model used for NMT problem [36] and pointer generator model [35] . The input to ATS is a series of words w = {w 1 , w 2 ,. . . ,w n }, where n is the index of the words. These orders of words form a sequence of sentences s = {s 1 , s 2 ,. . . ,s m }, where m is the index of the sentence. The n th word is contained in the m th sentence. The attention is computed at word-level with a x = {a x 1 , a x 2 , . . . , a x n } while dynamically producing the x th word of the summary. The output of ATS is the textual summary y = {y 1 , y 2 ,. . . ,y x }, where y x is the x th word in the summary.
Our model is represented in Figure 4 . The textual words w i from the source articles are fed into a single layer unidirectional LSTM encoder which creates a series of encoder hidden states h i . At every time step t, a single layer unidirectional LSTM decoder takes the word embedding of the current word and the decoder states s t . During the training of the model, the current word of the reference summary is taken into consideration. At test time, it is the current word produced by the decoder. The computation path below leads to making a prediction using Eq. 1. length is the number of time steps t on the source side. This is calculated using Eq. 2 by equating the current target hidden state h t with every corresponding source hidden state
The score function is elaborated in Eq. 3. There are three alternatives, dot, is a dot product between different states. General, is a dot product between target hidden state and a linear transform of the source encoder state. Concat, is a dot product between a learnable parameter W a and linear transformation of states integrated together. We experimented on all these functions and found that the best result for our abstractive summarization model was deduced from the first alternative, i.e. dot.
Next, given the weights from the alignment vector a t , the context vector c t in Eq. 4 is estimated as the weighted sum over the entire source hidden states.
The attentional hidden state is produced by combining information from two vectors: source side context vector c t and target hidden state h t . A simple concatenation layer performed this task using the following Eq. 5.
This attentional vectorh t passes through softmax layer to calculate the predictive distribution expressed in Eq. 6.
The Pointer-generator network is a robust solution to generate out of vocabulary words by copying words or generating from a fixed size vocabulary at the same time. We have incorporated the OOV part from [35] . The context vector is concatenated with the decoder state s t and passed over two linear layers to create vocabulary (dictionary) distribution P vocab through Eq. 7.
where P 1 , P 2 , b 1 and b 2 are learning parameters. P vocab is a likelihood distribution over entire words in the vocabulary (dictionary) and is provided with the final distribution from which to forecast word w from Eq. 8.
At training time, the loss is the negative log likelihood of the target word wt * for time step t. The global loss for the complete sequence is described in Eq. 9. whereŷ x is the x th token in the reference abstractive summary.
Coverage. We applied coverage method [35] to prevent our model from repeating the same sequence again and again. At very decoder step t, we estimate the coverage vector as in Eq. 10.
Which indicates exactly how much attention has been paid to every input word. The coverage vector will be used to calculate word attention a t . Moreover, the coverage loss L cov in Eq. 11. is calculated to directly penalize the repetition is updated word attentionâ t :
The objective function for training the abstractor with coverage mechanism is the weighted sum of negative loglikelihood and coverage loss.
IV. EXPERIMENTAL SETTINGS A. DATASETS
To assess video description deep model performance, we conducted experiments on Microsoft Research -Video to Text (MSR-VTT) [45] and dataset manually drafted from 2007/8 TREC video benchmark by [46] . For evaluation of abstractive textual summarization, we have used CNN/Daily Mail dataset [47] , [30] . Finally, we have used UET Surveillance dataset [48] created by us, to assess the proposed method in the context of video to video description and then abstractive text summarization. Following are the detail descriptions of the datasets:
1) MICROSOFT RESEARCH -VIDEO TO TEXT (MSR-VTT)
This is a huge dataset that contains 10,000 videos collected from YouTube across 20 categories with 200k descriptions. The average length of the video is 14 seconds. Each video is annotated by multiple human annotators.
2) 2007/8 TRECVID DATASET
The videos were chosen from the rushes video summariza- 
4) UET SURVEILLANCE DATASET
We haven't seen any benchmark dataset that has videos and their corresponding textual video description and abstractive summary. 
B. EVALUATION MEASURES
For multi-line video description, we have used METEOR [50] automatic metrics. It is an automatic evaluation measure that contains multiple features such as synonym matching and stemming.
For abstractive summarization, we have used ROUGE [49] metric to compare between the deep learning model summary and human produced summary. It compares words between machine generated and human written annotations. There are several variations of ROUGE such as ROUGE-1, ROUGE-2 AND ROUGE-L which assess word-overlap, two wordsoverlaps and longest common subsequence respectively).
Besides, these automatic metric evaluation, we have also employed human evaluation for video to video description and abstractive text summarization.
C. BASELINE
For video description, we have compared the following previous models with our proposed model.
1) MP-LSTM (MEAN POOLING AND LSTM) [13]
The videos are translated into natural language using a single deep neural network. Every video frame is represented by a spatially invariant convolutional network trained on 1.2 million images with class labels. Mean pooling is employed on the extracted CNN features and fed into an LSTM language model for the generation of video descriptions.
2) SEMANTIC COMPOSITIONAL NETWORKS (SCN-LSTM) [51] Primarily, SCN model was proposed for image captioning, which was also extended for video clips. The spatiotemporal content of the video is represented using 2 and 3 dimensional CNN visual features of the video frames. Mean pooling is applied to these 2D and 3D features and then concatenated. The semantic concept extraction is done using the semantic detector. This information is passed on to the network that generates a comprehensive video description.
3) TASK-SPECIFIC FEATURE ENCODING [16] A deep neural network based multi-line video description model which mines visual features from the video sequences to later feed into LSTM language model. A fine-tuned multitask CNN is represented which captures detailed information on human attributes such as age, gender and emotion. [52] is a generative method that models the vagueness seen in the data by latent stochastic variables. It generates different captions to describe a video clip using a multimodal LSTM which extract visual and textual features and then uses backward stochastic LSTM to support vagueness by bringing together latent variables.
4) MULTIMODAL STOCHASTIC (MS) RNN
For abstractive summarization, we considered the following models to make a comparison with our work.
5) POINTER GENERATOR NETWORKS [35]
It is a hybrid architecture that solves the problem of repetition and inaccuracy of factual information. It handles out of vocabulary (OOV) words with this network which has the ability to generate new words and point to the facts that cannot be rephrased.
6) GENERATIVE ADVERSIAL NETWORK (GAN) FOR ABSTRACTIVE TEXT SUMMARIZATION [53]
It concurrently trains a generative and a discriminative model. A generative model, takes the source article and predicts an abstractive summary, while a discriminative model, tries to differentiate the generated abstractive summary of the human reference (ground-truth) summary.
V. IMPLEMENTATION DETAILS
All the experiments were executed on GeForce GTX 1080 Ti having 11 GB GPU memory. The framework for multiline video descriptionis formed using Tensorflow. The video frames are reconstructed to 256 × 256 dimensions before being fed to CNN. CNN and LSTM models are trained and improved jointly using stochastic gradient descent optimizer to connect visual cues and language. Batch size of 32 is considered using cross-entropy loss. The loss function converged after 74 hours (∼3 days) of training on the TRECViD subset dataset, 105 hours (∼ 4 days) for UET Surveillance dataset and 126 hours (∼5 days) for MSR-VTT dataset.
The abstractive textual summarization model is implemented in Tensorflow. We used a vocabulary of 50,000 words for CNN/Daily Mail data to handle OOV words. We trained the model using Adagrad (an algorithm for gradient based optimization which adjusts the learning rate depending on the VOLUME 7, 2019 parameters) with the learning rate of 0.15 and batch size of 16. To speed up the training time, the news articles were reduced to 400 tokens and for abstractive summary to 100 tokens. At test time, the summary tokens were set to 120 tokens. The pointer-generator model was trained with 230,000 iterations (∼ 3 days and 4 hours). Our model was much quicker to train with 175,400 (∼3 days) iterations. Further, to acquire the final coverage model, we trained for additional 2500 iterations (about 1.5 hours). We also tried to train coverage with the first iteration, but found out that the overall performance of the model got degraded and resulted in poor results. The UET Surveillance dataset, was trained with 47,000 iterations (∼1 day and 2 hours) with approximately 1000 iterations for coverage.
VI. RESULTS AND DISCUSSION

A. EXPERIMENTS ON MULTI-LINE VIDEO DESCRIPTION
Our proposed model outperforms all the state-of-the-art methods in terms of METEOR over all three datasets. MP-LSTM has the lowest performance since the model pays no attention to the time-based information in the video. Also, the features mined from AlexNet have less discriminative power in comparison to other more complex models.
SCN-LSTM uses semantic and visual features of the video. However, this model does not differentiate between the dynamic and the static semantic features. The visual features corresponds to the appearance based object proposals and semantic features corresponds to motion and properties that can be described using a noun, verb and adjectives. Additionally, if there are inadequate visual features, then it is hard to present complete information to the decoder. Also, the order of the semantic concepts makes the decoder difficult to depict the details of the objects suitably.
MS-RNN lacks the integration of attention mechanism and motion features which improves the video captioning.
Our multiline video description model, has the best results on all three datasets which indicates our model generalize well to different datasets. Our model captures the power of dynamic and static semantic feature extraction with fairly simple deep learning architecture. We have accomplished this by fine-tuning multitask CNN adept of learning rich features for scene, human, object and action. Although, we haven't employed complicated hierarchical recurrent neural network, but our model still has a competitive performance against others. Figure 5 and 6, shows the results of multi-line video description on the TRECViD subset dataset and UET Surveillance respectively. The video description generated from this traffic scene video consists of correct automobile identification and scene location. Our video captioning model produced superior results by describing the video in multiple sentences which is near to the ground truth data. We can see the captions generated by the baseline models are not descriptive and tend to explain the video scene in a single line. Whereas, our model tends to describe the video in multiple lines which not only provides complete information but is also fluent and readable. Table 2 , shows the ROUGE 1, 2 and L (longest common subsequence) results of Abstractive Text Summarization (ATS) on CNN/Daily Mail dataset. Our model not only produced the best ROUGE scores, but also extracted important sentences in an article and produce complete sentences. The aim of this model is to assist people to be able to read and comprehend an article more rapidly. We matched our model with baseline abstractive summarization models. Our ATS model generates a comprehensive abstractive summary that covers the factual information(bold green font) also corresponding well with the reference (ground truth) summar; whereas the state-of-the-art methods with missing information (underlined red font) and the (bold blue font) represents additional information that makes the article more complete and isn't part of the reference summary.
B. EXPERIMENTS ON ABSTRACTIVE SUMMARIZATION
C. EXPERIMENTS ON VIDEO TO ABSTRACTIVE SUMMARIZATION (ASOVS)
To test our ASoVS model, there is no dataset that contains video description and abstractive summarization of the video clip. For this reason, we invested in developing a dataset that contains 1200 video clips, on which human annotators manually annotated these videos in two levels: describing a video (4-6 sentences) and then generating a textual abstractive summary (1-2 sentences). Figure 8 , shows three videos on which video description and abstractive summary is generated.
VII. HUMAN EVALUATION
Machine generated multi-line video description and abstractive summary need to be evaluated for informativity, conciseness and readability, the concepts used in [33] . We have compared our multi-line video description and abstractive summarization (ATS) model with the baseline models test set outputs. We have arbitrarily selected 50 examples from the test set. The concepts are defined as follow to the human evaluators: 1) Informativity: How well the important parts of the article are captured in the summary? 2) Conciseness: Is the summary giving information clearly and in a few words without being redundant? 3) Readability: Is the summary grammatically correct and fluent? 4) Correctly identified clips [12] : Does the machine generated video description corresponds to the video clip? The human evaluators assessed each summary by scoring these three concepts with 1 (low score) to 5 (high score). We collected around 3 evaluations for each test set example and average out the scores over different human evaluators. For the fourth concept, we totaled the number of correctly recognized videos and have presented the results in percentage.
For video description, we used all four concepts to assess the machine generated natural language descriptions. The human evaluation results are presented in Table 3 . It can be seen that our multitask feature learning deep model has attained the maximum score in terms of informativity, conciseness and readability. The percentage of correctly identifying video clips are highest for our model, reason being the subjects had a better chance of detecting accurate videos when comprehensive descriptions are presented. A single TABLE 3. Human evaluation on video description models. VOLUME 7, 2019 line description sometimes is unable to deliver clear cues that distinguish amid many videos. It could lead to matching expressions for different videos because the total number of visual features is small.
In abstractive summary, we used the first three concepts and the results are shown in Table 4 . We presented the human evaluator with the original article and four summaries (reference/ground-truth summary and three machine generated summaries from three different abstractive summarization models). Our model is capable of selecting important information and form complete sentences which are concise and grammatically correct. 
VIII. CONCLUSION
In this paper, we propose a joint end-to-end model, ASoVS which uses deep neural network to generate natural language description and abstractive text summary of an input video sequence. This automatic understanding of video semantics and then presenting this information in textual form can help users to understand huge volumes of data. For this purpose, the multitask features learning deep model mines rich information such as human attributes, objects, actions, interactions and scene information from a video to produce video description. This information is taken out through a CNN, which is fine-tuned for these specific tasks. This model produced comprehensive, concise and readable descriptions with good results on the three datasets. We can create a short and a fluent summary of a longer text document, which mines appropriate information from the input text to utilize the relevant information faster. This textual conversion not only reduces the size of video data but also enables users to index and navigate information through it. The abstractive text summarization (ATS) model is based on word-level attention which is easy to train and produce good results. Our experiments show that both our models execute well on standard datasets. The goal of this summarizer is to reduce reading time, make the selection process easier, less biased than humans and present information in a way that is abbreviated and conserves the central content of the original article. This representation will not only save processing time, but will also save storage space.
