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Abstract In this paper, a new two-parameter family of regularized kernels is
introduced, suitable for applying high-order time stepping to N-body systems.
These high-order kernels are derived by truncating a Taylor expansion of the non-
regularized kernel about (r2 + 2), generating a sequence of increasingly more
accurate kernels. This paper proves the validity of this two-parameter family of
regularized kernels, constructs error estimates, and illustrates the benefits of using
high-order kernels through numerical experiments.
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1 Introduction
1.1 Problem statement
This paper is concerned with solutions to the system
x¨j = −
∑
k 6=j
wjk∇G(xj − xk), (1)
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where wjk are constants, and G is the fundamental solution to Laplace’s equation.
Specifically,
G(r) =

−r
2
in R1,
− ln r
2pi
in R2,
1
4pir
in R3,
where r = ‖x‖2. Henceforth, ‖ · ‖2 is denoted as ‖ · ‖. System (1), modulo a
change in sign, arises in many dynamical systems such as the dynamics of charged
particles [13], vortex dynamics [16,25], and planetary motions [1]. The weights
wjk can be interpreted as the interaction between point masses at xj and xk, or
viewed as quadrature weights that approximate interactions due to a distribution
of masses. By taking the first integral of system (1), the Hamiltonian is obtained,
H(x, x˙) =
1
2
∑
j
‖x˙j‖2 +
∑
j
∑
k 6=j
wjkG(xj − xk),
which is a conserved quantity.
In numerical simulations, controlling the error in the Hamiltonian is of the
utmost importance. Special classes of integrators, such as symplectic integrators [9,
21] or energy-conserving integrators [8], have been designed to help preserve either
the symplectic structure of the equations (thereby adding stability and controlling
the Hamiltonian error in some fashion as the simulation progresses), or explicitly
conserving the Hamiltonian. If a fourth-order symplectic integrator [9] with a
modest time step is used to solve a 25-body problem in R2 with wjk = ±1, the
error in the Hamiltonian rises quickly; in fact, each rise or dip corresponds to
when particles cross each other. This is illustrated in the left plot of Figure 1. A
convergence study shows poor convergence to the true Hamiltonian for larger ∆t
before fourth-order convergence is observed for sufficiently small ∆t. The results
of the convergence study is illustrated in the right plot of Figure 1.
A common way to overcome the reduced order of accuracy is to solve a regu-
larized system instead of the original system,
x¨j = −
∑
k 6=j
wjk∇G(xj − xk), (2)
which has the modified Hamiltonian
H(x, x˙) =
1
2
∑
j
‖x˙j‖2 +
∑
j
∑
k 6=j
wjkG
(xj − xk).
The following algebraic regularization have been used in plasma and vortex simu-
lations [5,18],
G(r) =

−1
2
√
r2 + 2 in R1,
− ln
√
r2 + 2
2pi
in R2,
1
4pi
1√
r2 + 2
in R3.
(3)
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Fig. 1: Left: The Hamiltonian as a function of time when equation (1) is integrated
with a fourth-order symplectic integrator with ∆t = 3.91× 10−3. Right: The error
of the Hamiltonian at the time horizon T = 8 for various time step sizes. Fourth-
order convergence is eventually attained for small time steps. The dashed black
line indicates fourth-order convergence.
We shall refer to this algebraic regularization as the one-parameter family of regu-
larized kernels. In Figure 2, the same fourth-order symplectic integrator is used to
solve system (2) for the same 25-body system described earlier. Two different val-
ues of  are used to specify the regularized kernel. The regularized system achieves
fourth-order accuracy for large time step sizes. However for small time steps, the
error stagnates; the value at which the error stagnates corresponds to the differ-
ence between the unregularized and regularized Hamiltonians, |H(0)−H(0)|. We
shall refer to this difference as modelling error. This modelling error is observed
in the left plot of Figure 2 at t = 0.
The modelling error can be reduced by decreasing . However, this results in
steeper derivatives of G(r), creating larger jumps in the Hamiltonian error (for
large time steps) as two particles pass one another. The left plot of Figure 2
demonstrates this behavior. The net effect, as can be seen in the right plot of
Figure 2, is that smaller values of  require smaller time step sizes before the
smaller modelling error is realized. This paper constructs a two-parameter family
of regularized kernels that allows an integrator to achieve small modelling error
with large time steps.
1.2 Related work
One approach for forming a regularization is to solve LG = δ, where δ is a
regularized approximation of the delta distribution, sometimes referred to as blob
approximations when studying vortex dynamics [6,7]. This approach has also been
applied in other fields, for example in plasma physics [19], where a piecewise ap-
proximation to the delta function was introduced. Although the blob approxima-
tions converge to the unregularized system as  → 0, blobs with small  generate
large variations in ∂G

∂r , leading to severe time-step restrictions when resolving the
evolution dynamics. The quality of different delta distribution regularizations has
recently been analyzed in a functional analysis setting [12]. Alternatively, one can
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Fig. 2: Left: The Hamiltonian as a function of time when the regularized
equation (2) is integrated with a fourth-order symplectic integrator with ∆t =
3.91 × 10−3. Although a smaller  results in a smaller modelling error initially
(at t = 0), the steeper gradient in the kernel causes the time discretization error
to dominate. Right: The error of the Hamiltonian at the time horizon T = 8 for
various time step sizes. The dashed black line indicates fourth-order convergence.
replace the fundamental solution with a regularized version. For example, a regu-
larized fundamental solution might satisfy ∆G(r) = n()∆G(r)s(r/) [2], where
s(r) is a shape function satisfying
s(r) = erf(r)− 2√
pi
re−r
2
,
sometimes referred to as a Gaussian mollifer, and n() is some normalizing fac-
tor that depends on the regularization . Different filters or mollifiers can also be
used [11], but as before, small  generate large variations in ∂G

∂r . This paper re-
places the fundamental solution with a two-parameter algebraic regularized kernel.
Previously, one-parameter algebraic regularizations, equation (3), have been used
in in plasma physics [5,10,25], and for vortex sheet computations in fluid dynam-
ics [16,18,24]. The modeling error that arises from the one-parameter family of
regularized kernels is undesirable for practical values of .
1.3 Paper outline
This paper seeks new regularizations that reduce modelling error while allowing
an integrator to realize these improved modelling error with large time steps. In
Section 2, a two-parameter family of regularized kernels is introduced along with
a notion of a global smoothing error, which will be used to quantify the quality of
the regularized kernels and how they impact a numerical simulation. In Section 3,
the Laplacian of the two-parameter family of regularized potentials is shown to
converge to the delta function. In Section 4, the global smoothing errors of the
two-parameter family of regularized kernels is analyzed. The regularized potentials
are used to solve various N -body problems in Section 5. Finally, in Section 6, we
summarize the results and discuss future work.
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2 Regularized kernels
2.1 Two-parameter family of regularized kernels
A two-parameter family of algebraic regularized kernels can be constructed by
taking the binomial or Taylor expansion of the non-regularized kernels,
G(r) =

−1
2
(r2 + 2 − 2)1/2 in R1,
− 1
4pi
ln(r2 + 2)− 1
4pi
ln(1− 2(r2 + 2)−1) in R2,
1
4pi
(r2 + 2 − 2)−1/2 in R3,
and then truncating the expansion after n terms,
G,n(r) =

−1
2
n∑
`=0
(
1
2
`
)(
−2
)` (
r2 + 2
)1/2−`
in R1,
− 1
4pi
ln (r2 + 2) +
1
4pi
n∑
`=1
1
`
2`(r2 + 2)−` in R2,
1
4pi
n∑
`=0
(
−12
`
)(
−2
)` (
r2 + 2
)−1/2−`
in R3,
where  is the perturbation size. The generalized binomial coefficient is defined as(
α
`
)
=
(α)`
`!
=
1
`!
`−1∏
k=0
(α− k) ,
where α ∈ R and (α)` is the falling factorial. By construction, for any  > 0
and r 6= 0, G,n(r) → G(r) pointwise as n → ∞. Note that when n = 0, the
one-parameter family of regularized kernels, equation (3), is recovered.
2.2 Hamiltonian of a regularized system
If a time integrator is used to generate an approximate numerical solution to the
system
x¨j = −
∑
k 6=j
wjk∇G,n(xj − xk), (4)
the resulting error in the Hamiltonian can be decomposed into two parts: the
modelling error that arises from replacing ∇xG(‖x− y‖) with ∇xG,n(‖x− y‖),
and the time-stepping error associated with discrete time integration. The error
in the Hamiltonian can be bounded,
|H,n(t)−H(0)| ≤ |H,n(t)−H,n(0)|+ |H,n(0)−H(0)|.
The first term is the time-stepping error, |H,n(t) − H,n(0)|, which depends on
the chosen time step size. For  > 0 and n ≥ 0, the time stepping error goes to
zero as ∆t→ 0. The rate at which this error term goes to zero depends, however,
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on the size of the time step relative to ∇G,n. The second term is the modelling
or smoothing error, and satisfies
|H,n(0)−H(0)| =
∣∣∣∣∣∣
∑
j
∑
k 6=j
wjk (G
,n(xj − xk)−G(xj − xk))
∣∣∣∣∣∣ . (5)
In the numerical experiments in Section 5, the quantity |H,n(T )−H(0)| will be
reported for various choices of , n, and ∆t.
2.3 Global smoothing errors
Since the regularized system, equation (4), relies on the gradient of the regularized
kernels, we investigate the error of the gradient. One way to quantify the quality
of the regularization is to measure the global smoothing error,
e[, n] =

2
∫ ∞
0
∣∣∣∣∂G,n(r)∂r − ∂G(r)∂r
∣∣∣∣ dr in R1,∫ ∞
0
∣∣∣∣∂G,n(r)∂r − ∂G(r)∂r
∣∣∣∣ 2pir dr in R2,∫ ∞
0
∣∣∣∣∂G,n(r)∂r − ∂G(r)∂r
∣∣∣∣ 4pir2 dr in R3,
(6)
where the gradient of the regularized kernels are
∂G,n(r)
∂r
=

−r
n∑
`=0
(
1
2
`
)(
−2
)` (1
2
− `
)(
r2 + 2
)−1/2−`
in R1,
− r
2pi
n∑
`=0
2`(r2 + 2)−`−1 in R2,
− r
2pi
n∑
`=0
(
−12
`
)(
−2
)` (−1
2
− `
)(
r2 + 2
)−3/2−`
in R3.
(7)
If r = 0, ∂G
,n(r)
∂r = 0 which is consistent with the physical argument that a particle
does not feel any self-force. In R2, the expression for ∂∂rG
,n(r) is a geometric series,
leading to the simplified expression
∂G,n(r)
∂r
= − 1
2pir
(
1−
(
2
2 + r2
)n+1)
. (8)
While this results in a more efficient expression for the gradient of the regularized
kernel, similar simplifications in R1 and R3 do not exist. The difference between
the gradient of the regularized and non-regularized kernels is
∂
∂r
(G,n(r)−G(r)) =

∞∑
`=n+1
2r
(
1
2
− `
)(
1
2
`
)
(−1)`2i(r2 + 2)− 12−` in R1,
1
2pir
(
2
2 + r2
)n+1
in R2,
r
2pi
∞∑
`=n+1
(
−12
`
)(
−2
)` (−1
2
− `
)(
r2 + 2
)−3/2−`
in R3,
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n  (R1)  (R2)  (R3)
0 1.0051× 10−2 6.3923× 10−3 5.0189× 10−3
1 2.0001× 10−2 1.2733× 10−2 1.0001× 10−2
2 2.6667× 10−2 1.6977× 10−2 1.3333× 10−2
4 3.6572× 10−2 2.3283× 10−2 1.8286× 10−2
10 5.6755× 10−2 3.6132× 10−2 2.8378× 10−2
Table 1: Values of 
and n that result in
a global smoothing er-
ror of 10−2. These pair-
ings will be used in Fig-
ures 6, 8, 10, 13, and 15.
where we have used equation (8) to eliminate the summation in R2. The smoothing
error, equation (6), is computed by integrating these expressions. In Section 4, we
provide estimates and bounds for the global smoothing error.
We are interested in pairings (, n) that give rise to kernels with the same global
smoothing error, equation (6). The global smoothing error can be approximated
by truncating the infinite integral at 1, i.e.∫
B(0,1)
|∇G,n −∇G| dx = 10−2, (9)
where B(0, 1) is the unit ball centered at the origin in the appropriate dimension.
This will facilitate a fair comparison (same global smoothing error) between lower-
order (small n) and higher-order (large n) kernels. Figure 3 shows the pointwise
error, equation (7), for various kernels that satisfy equation (9). For larger values of
n, the error in the far field is greatly reduced without introducing sharp derivatives
near the singularity.
The pairings (, n) used to generate the curves with fixed global smoothing
error in Figure 3 are summarized in Table 1. Instead of computing the global
smoothing error exactly, we satisfy equation (9) by applying the trapezoid rule
on a sufficiently refined grid. By choosing these (, n) pairings, the numerical ex-
periments in Section 5 will demonstrate that although the global smoothing error
(i.e. a measure of the error in the gradient) is held fixed, the modelling error,
equation (5), can be decreased with larger values of n.
3 Validity of the two-parameter family of regularized kernels
This section demonstrates that the two-parameter family of regularized kernels
tend to the fundamental solutions for the Laplacian operator. Specifically, we will
show that for any  > 0, ∆G,n(x)→ ∆G(x) = −δ(x) as n→∞, and that for any
n, ∆G,n(x)→ −δ(x) as → 0, where δ is the delta function. All the convergences
are understood to be taken in the weak sense. To check this convergence, we will
show that ∆G,n(x) → 0 for all x 6= 0, and that ∫ ∆G,n(x)dx converges to −1.
This implies that G,n(r) converges to the fundamental solution of the Laplacian
operator.
Remark 1 In general, if G,n(x) converges pointwise to G(x) for all x 6= 0, then
∆G,n converges weakly to the delta function. However, we will prove this result
directly for our particular choice of G,n as this will lead to closed-form solutions
of ∆G,n which may be useful in future work.
We first generate simplified expressions for ∆G,n, which will simplify the
proofs that the two-parameter family of regularized kernels tend to the fundamen-
tal solutions of the Laplace operator.
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(b) Pointwise error in R2
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(c) Pointwise error in R3
Fig. 3: Pointwise error of ∂∂r (G
,n − G) in R1, R2 and R3 as a function of r for
various (, n) pairings. The integral under each of these error curves is kept fixed.
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3.1 Simplified expressions for ∆G,n(r)
Applying the Laplacian operator to the two-parameter family of regularized kernels
gives
∆G,n(r) =

−
n∑
`=0
(
1
2
`
)
(−2)`
(
1
2
− `
)
(r2 + 2)−
3
2
−`(−2`r2 + 2) in R1,
− 1
pi
n∑
`=0
2`(r2 + 2)−`−2(−`r2 + 2) in R2,
− 1
2pi
n∑
`=0
(
−12
`
)
(−2)`
(
1
2
+ `
)
(r2 + 2)−
5
2
−`(−2`r2 + 32) in R3.
In R1, the generalized binomial coefficients can be eliminated by using the identity(
1
2
`
)(
1
2
− `
)
=
(−1)`Γ (`+ 12)
2
√
piΓ (`+ 1)
.
Thus in R1, the Laplacian operator applied to the two-parameter family of regu-
larized kernels is
∆G,n(r) = − 1
2
√
pi
n∑
`=0
Γ
(
`+ 12
)
Γ (`+ 1)
2`(r2 + 2)−
3
2
−`(−2`r2 + 2)
= − 1
2
√
pi
n∑
`=0
Γ
(
`+ 12
)
Γ (`+ 1)
(−2`a2 + 1)
(a2 + 1)
3
2
+`
where a = r . Similarly, using the identity(
−12
`
)(
1
2
+ `
)
=
(−1)`Γ (`+ 32)√
piΓ (`+ 1)
,
the Laplacian of the two-parameter family of regularized kernels in R3 is
∆G,n(r) = − 1
2pi
√
pi3
n∑
`=0
Γ
(
`+ 32
)
Γ (`+ 1)
(−2`a2 + 3)
(a2 + 1)
5
2
+`
.
These expressions for ∆G,nin R1, R2, and R3 can be simplified further so that
there is no summation. These much simpler expressions allow us to verify that
∆G,n converges weakly to the delta function.
Theorem 1 The Laplacian operator applied to the two-parameter family of regu-
larized kernels can be expressed as
∆G,n(r) =

− 1

√
pi
(
1
1 + a2
)n+ 3
2 Γ
(
n+ 32
)
Γ (n+ 1)
in R1,
− (n+ 1)
pi2
(
1
1 + a2
)n+2
in R2,
− 1
3pi
√
pi
(
1
1 + a2
)n+ 5
2 Γ
(
n+ 52
)
Γ (n+ 1)
in R3,
(10)
where a = r .
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Proof In R1, since Γ (z+ 1) = zΓ (z), equation (10) holds for n = 0. Now, suppose
equation (10) holds for n = p. Then,
∆G,p+1(r) = − 1

√
pi
(
1
1 + a2
)p+ 3
2 Γ
(
p+ 32
)
Γ (p+ 1)
− Γ
(
p+ 32
)
2
√
piΓ (p+ 2)
(−2(p+ 1)a2 + 1)
(a2 + 1)
5
2
+p
= − 1

√
pi
(
1
1 + a2
)p+ 5
2 Γ
(
p+ 32
)
Γ (p+ 2)
[
(1 + a2)
Γ (p+ 2)
Γ (p+ 1)
+
(−2(p+ 1)a2 + 1)
2
]
= − 1

√
pi
(
1
1 + a2
)p+ 5
2 Γ
(
p+ 32
)
Γ (p+ 2)
[
(1 + a2)(p+ 1) +
(−2(p+ 1)a2 + 1)
2
]
= − 1

√
pi
(
1
1 + a2
)p+ 5
2 Γ
(
p+ 32
)
Γ (p+ 2)
(
p+
3
2
)
= − 1

√
pi
(
1
1 + a2
)p+ 5
2 Γ
(
p+ 52
)
Γ (p+ 2)
,
which establishes that the equivalence must hold for n = p+1. A similar inductive
argument can be used to establish equation (10) in R2 and R3. uunionsq
Remark 2 Since closed-form expressions (without the infinite summations) can
be obtained for ∆G,n(r), one might expect that similar closed form expressions
should exist for ∂G
,n(r)
∂r . This is unfortunately not the case in R
1 and R3, as
previously noted.
3.2 Weak convergence to the delta function
Now that a closed-form expression for the Laplacian of the two-parameter family of
regularized kernels has been attained, their weak limits can be shown to converge
to the delta function.
Theorem 2 The Laplacian of the two-parameter family of regularized kernels,
G,n(r), converges weakly to the delta function. That is,
lim
n→∞∆G
,n(r) = −δ(r) for any  > 0, (11)
lim
→0
∆G,n(r) = −δ(r) for any n ≥ 0. (12)
Proof We first check that the two limits, equation (11) and equation (12) converge
to 0 for all r 6= 0. If  > 0 and r 6= 0, then, from equation (10),
lim
n→∞∆G
,n(r) = 0,
for R1,R2 and R3. Next, since equation (10) can be rewritten as
∆G,n(r) =

− 
2n+2
√
pi
(
1
2 + r2
)n+ 3
2 Γ
(
n+ 32
)
Γ (n+ 1)
in R1,
− (n+ 1)
2n+2
pi
(
1
2 + r2
)n+2
in R2,
− 
2n+2
pi
√
pi
(
1
2 + r2
)n+ 5
2 Γ
(
n+ 52
)
Γ (n+ 1)
in R3,
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it follows that for any n ≥ 0, r 6= 0,
lim
→0
∆G,n(r) = 0.
Next, for all  and n,
2
∫ ∞
0
− 1

√
pi
(
1
1 + r
2
2
)n+ 3
2 Γ (n+ 32 )
Γ (n+ 1)
dr = −1, in R1,
−n+ 1
pi2
∫ ∞
0
(
1
1 + r
2
2
)n+2
2pir dr = −1, in R2,
− 1
3pi
√
pi
∫ ∞
0
(
1
1 + r
2
2
)n+ 5
2 Γ (n+ 52 )
Γ (n+ 1)
4pir2 dr = −1, in R3.
Finally, let f be a compactly supported smooth function and  > 0. Then, for any
α > 0,
∫
Rd
lim
n→∞∆G
,n(x)f(x)dx =
∫
B(0,α)
lim
n→∞∆G
,n(x)f(x)dx.
Since this holds for all α > 0, we have
∫
Rd
lim
n→∞∆G
,n(x)f(x)dx = f(0)
∫
B(0,α)
lim
n→∞∆G
,n(x)dx
= f(0)
∫
Rd
lim
n→∞∆G
,n(x)dx
= −f(0),
which establishes equation (11). The proof of equation (12) is similarly proved by
fixing n > 0 and showing that
∫
Rd
lim
→0
∆G,n(x)f(x)dx = −f(0).
uunionsq
4 Error analysis
In this section we provide estimates of the global smoothing error, equation (6),
that arises from using the two-parameter family of regularized kernels in R1,R2
and R3. In all three dimensions, we assume that the point masses are contained
in the ball of radius R centered at the origin.
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4.1 Global smoothing error in R1
We start by bounding
S[, n] = 2
∞∑
`=n+1
(
1
2
`
)
(−1)`
(
z`−
1
2 − 1
)
, (13)
where z = 
2
R2+2 ∈ (0, 1), which will arise in our error estimate shortly.
Theorem 3 Let S be defined in equation (13). For any  > 0,
lim
n→∞S[, n] = 0.
Proof Since z ∈ (0, 1), we can bound S[, 0] as
S[, 0] = 2
∞∑
`=1
(
1
2
`
)
(−1)`
(
z`−
1
2 − 1
)
= 2
( −√z
1 +
√
1− z + 1
)
∈ (0, 2).
Therefore, since S[, 0] is bounded, this gives the desired result, that
lim
n→∞S[, n] = 0.
uunionsq
Next, the value of S[, n] is estimated. Define
g(z) := z−
1
2 (S[, 0]− 2) = −2
1 +
√
1− z = 2
∞∑
`=1
(
1
2
`
)
(−1)`z`−1.
By Taylor’s theorem, we have
2
∞∑
`=n+1
(
1
2
`
)
(−1)`z`−1 = −2
1 +
√
1− z − 2
n∑
`=1
(
1
2
`
)
(−1)`z`−1 = g
(n)(ξ)
n!
zn, (14)
where ξ ∈ [0, z] ⊂ [0, 1). Multiplying both sides of equation (14) by z 12 gives,
2
∞∑
`=n+1
(
1
2
`
)
(−1)`z`− 12 = g
(n)(ξ)
n!
zn+
1
2 . (15)
Next, since
2
∞∑
`=1
(
1
2
`
)
(−1)` = −2,
this gives
2
∞∑
`=n+1
(
1
2
`
)
(−1)` = −2− 2
n∑
`=1
(
1
2
`
)
(−1)`. (16)
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Substituting equation (15) and equation (16) into equation (13) gives
S[, n] =
(
g(n)(ξ)
n!
zn+
1
2 + 2
(
1 +
n∑
`=1
(
1
2
`
)
(−1)`
))
.
The global smoothing error (6) can be now be estimated as
e[, n] = 2
∫ R
0
∣∣∣∣ ∂∂r (G,n(r)−G(r))
∣∣∣∣ dr
= 2
∫ R
0
∂
∂r
( ∞∑
`=n+1
(
1
2
`
)
(−1)`2`(r2 + 2) 12−`
)
dr
= 2
( ∞∑
`=n+1
(
1
2
`
)
(−1)`2`(r2 + 2) 12−`
)∣∣∣∣∣
R
0
= 2
∞∑
`=n+1
(
1
2
`
)
(−1)`
((
2
R2 + 2
)`− 1
2
− 1
)
= S[, n]
= 
(
g(n)(ξ)
n!
(
2
R2 + 2
)n+ 1
2
+ 2
(
1 +
n∑
`=1
(
1
2
`
)
(−1)`
))
,
where the absolute value was dropped since the derivative of each term in the
summation is positive. This provides us with an estimate of the global smoothing
error, and as expected, Theorem 3 guarantees that
If  > 0, lim
n→∞ e[, n] = 0,
if n ≥ 0, lim
→0
e[, n] = 0.
4.2 Global smoothing error in R2
Following the analysis in R1, we start by bounding
S[, n] =
∞∑
`=n+1
(
− 1
2`− 1
(
z
1− z
)`− 1
2
F2 1
(
`+ 1, `− 1
2
; `+
1
2
;− z
1− z
)
− (−1)
`pi
3
2
4`!Γ (32 − `)
)
, (17)
where z = 
2
R2+2 ∈ (0, 1), which will arise in the error estimate for R2 . The
hypergeometric function is defined as
F2 1 (a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
,
where (a)n = a(a− 1)(a− 2) · (a− n+ 1) is the falling factorial, and |z| < 1.
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Theorem 4 Let S be defined in equation (17). For any  > 0,
lim
n→∞S[, n] = 0.
Proof Unlike in R1, we can not eliminate the summation in S[, n], but it can be
partially simplified as
S[, 0] =
pi
2
−
∞∑
`=1
1
2`− 1
(
z
1− z
)`− 1
2
F2 1
(
`+ 1, `− 1
2
; `+
1
2
,− z
1− z
)
. (18)
In Figure 4, we plot the 150 term partial sum of equation (18) which guarantees
five digits of accuracy. Therefore, since S[, 0] ∈ (0, pi2 ) is bounded, this gives the
desired result, that
lim
n→∞S[, n] = 0.
uunionsq
0 0.2 0.4 0.6 0.8 1
0
pi
4
pi
2
z
S
[0
,
]
Fig. 4: A partial sum
of equation (18). As de-
sired, S[, 0] is bounded
for z ∈ (0, 1).
Without a closed-form expression for S[, n], we are unable to use Taylor’s theorem
to provide an estimate of S[, n]. However, values of S[, n] can be computed by
taking partial sums of equation (18). The global smoothing error, equation (6),
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can be expressed in terms of S[, n]1,
e[, n] = 2pi
∫ R
0
r
∣∣∣∣ ∂∂r (G,n(r)−G(r))
∣∣∣∣ dr
=
∫ R
0
r2
∣∣∣∣∣
∞∑
`=n+1
2`(r2 + 2)−`−1
∣∣∣∣∣ dr
= 
∞∑
`=n+1
{
− 1
2`− 1
( 
R
)2`−1
F2 1
(
`+ 1, `− 1
2
; `+
1
2
,− 
2
R2
)
− (−1)
`pi
3
2
4`!Γ (32 − `)
}
= 
∞∑
`=n+1
{
− 1
2`− 1
(
z
1− z
)`− 1
2
F2 1
(
`+ 1, `− 1
2
; `+
1
2
,− z
1− z
)
− (−1)
`pi
3
2
4`!Γ (32 − `)
}
= S[, n],
As expected, Theorem 4 guarantees that
If  > 0, lim
n→∞ e[, n] = 0,
If n ≥ 0, lim
→0
e[, n] = 0.
4.3 Global smoothing error in R3
We start by bounding
S[, n] = − 2n+ 3
2(n+ 1)
(
−12
n
)
(−1)n
(
zn+
1
2 − 1
)
− 1
2
∞∑
`=n+1
(
−12
`
)
(−1)`
`+ 1
(
z`+
1
2 − 1
)
, (19)
where z = 
2
R2+2 ∈ (0, 1), which will arise in the error estimate.
Theorem 5 Let S be defined in equation (19). For any  > 0,
lim
n→∞S[, n] = 0.
1 If the simplified expression for ∂G
,n
∂r
in equation (8) is used, one recovers the same ex-
pression involving the hypergeomtric function.
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Proof Since z ∈ (0, 1), we can bound S[, 0] as
S[, 0] = −3
2
(
z
1
2 − 1
)
− 1
2
∞∑
`=1
(
−12
`
)
(−1)`
`+ 1
(
z`+
1
2 − 1
)
= 2− 3
2
z
1
2 − z
3
2
2
(
1 +
√
1− z)2 ∈ (0, 2).
Therefore, since S[, 0] is bounded, this gives
lim
n→∞S[, n] = 0.
uunionsq
To estimate the value of S[, n], define
g(z) := −2z− 32
(
S[, 0]− 2 + 3
2
z
1
2
)
=
1(
1 +
√
1− z)2 =
∞∑
`=1
(
−12
`
)
(−1)`
`+ 1
z`−1.
By Taylor’s theorem, we have
∞∑
`=n+1
(
−12
`
)
(−1)`
`+ 1
z`−1 =
1(
1 +
√
1− z)2 −
n∑
`=1
(
−12
`
)
(−1)`
`+ 1
z`−1 =
g(n)(ξ)
n!
zn,
where ξ ∈ [0, z] ⊂ [0, 1). Multiplying both sides of the equation by z 32 gives,
∞∑
`=n+1
(
−12
`
)
(−1)`
`+ 1
z`+
1
2 =
g(n)(ξ)
n!
zn+
3
2 . (20)
Next, since
∞∑
`=1
(
−12
`
)
(−1)`
`+ 1
= 1,
we have
∞∑
`=n+1
(
−12
`
)
(−1)`
`+ 1
= 1−
n∑
`=1
(
−12
`
)
(−1)`
`+ 1
. (21)
Substituting equation (20) and equation (21) into equation (19), we have
S[, n] = − 2n+ 3
2(n+ 1)
(
−12
n
)
(−1)n
(
zn+
1
2 − 1
)
−
1
2
g(n)(ξ)
n!
zn+
3
2 +
1
2
(
1−
n∑
`=1
(
−12
`
)
(−1)` 1
`+ 1
)
.
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The global smoothing error can be now be expressed in terms of S[, n],
e[, n] = 4pi
∫ R
0
r2
∣∣∣∣ ∂∂r (G,n(r)−G(r))
∣∣∣∣ dr
= 4pi
∫ R
0
r2
∣∣∣∣∣
∞∑
`=n+1
r
2pi
(
−12
`
)
(−1)`2`
(
−1
2
− `
)
(r2 + 2)−
3
2
−`
∣∣∣∣∣ dr
= 2
∞∑
`=n+1
(
−12
`
)
(−1)`
(
1
2
+ `
)
2`
∫ R
0
r3(r2 + 2)−
3
2
−` dr
=
∞∑
`=n+1
(
−12
`
)
(−1)`
(
1
2
+ `
)
2`
∫ R2+2
2
(
u− 2
)
u−
3
2
−`du
= 
∞∑
`=n+1
(
−12
`
)
(−1)`
{
1
2 + `
1
2 − `
((
2
R2 + 2
)`− 1
2
− 1
)
+
((
2
R2 + 2
)`+ 1
2
− 1
)}
,
where the absolute value can be dropped since each term in the summation is pos-
itive. By shifting indices and using standard properties of the generalized binomial
coefficient, we have
e[, n] = 
∞∑
`=n+1
(
−12
`
)
(−1)`
((
2
R2 + 2
)`+ 1
2
− 1
)
− 
∞∑
`=n
2`+ 3
2(`+ 1)
(
−12
`
)
(−1)`
((
2
R2 + 2
)`+ 1
2
− 1
)
= 
{
− 2n+ 3
2(n+ 1)
(
−12
n
)
(−1)n
((
2
R2 + 2
)n+ 1
2
− 1
)
−
−1
2
∞∑
`=n+1
(
−12
`
)
(−1)` 1
`+ 1
((
2
R2 + 2
)`+ 1
2
− 1
)}
= S[, n]
= 
{
− 2n+ 3
2(n+ 1)
(
−12
n
)
(−1)n
((
2
R2 + 2
)n+ 1
2
− 1
)
−1
2
g(n)(ξ)
n!
(
2
R2 + 2
)n+ 3
2
+
1
2
(
1−
n∑
`=1
(
−12
`
)
(−1)` 1
`+ 1
)}
.
This provides us with an estimate of the global smoothing error. Invoking Theo-
rem 5 guarantees that
If  > 0, lim
n→∞ e[, n] = 0,
If n ≥ 0, lim
→0
e[, n] = 0.
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n  (R1)  (R2)  (R3)
0 7.9753× 10−4 1.3022× 10−3 6.2537× 10−4
1 2.0001× 10−2 3.0382× 10−2 1.2038× 10−2
2 5.2761× 10−2 8.3471× 10−2 3.1985× 10−2
4 1.1366× 10−1 1.8888× 10−1 7.1597× 10−2
10 2.3711× 10−1 4.1171× 10−1 1.5639× 10−1
Table 2: Values of  and
n used in Figures 7,
11 and 14. With the
presented initial con-
ditions, each pairing
gives a regularized ker-
nel that results in the
same modelling error,
equation (5), of 4.89 ×
10−6.
5 Numerical Examples
We first demonstrate the described behaviors in R1,R2 and R3 for a dynamical
system with two particles of equal mass—one with a positive unit charge and the
other with a unit negative charge. Two different sets of (, n) pairings are used.
Those in Table 1 keep the global smoothing error fixed at 10−2, as described in
equation (9). The pairings reported in Table 2 keep the modelling error, equa-
tion (5), fixed at 4.89×10−6. Note that the modelling error depends on the initial
condition whereas the global smoothing error does not. We conclude the numerical
experiments by simulating 5 particles with an initial condition that results in a
periodic orbit.
5.1 Harmonic oscillator in R1
The unregularized system is simply
x¨j =
1
2
∑
k 6=j
{−1 xj > xk,
1 xj < xk.
We consider two particles initially located at -0.125 and 0.125. To break the sym-
metry of the problem, which can cause errors to cancel, we set the initial velocity
of the left particle to be 0.1 and the right particle to be 0. Applying a fourth-order
symplectic integrator, we see in Figure 5 that whenever the particles cross, there
is a jump in the error of the Hamiltonian. This jump is caused by the lack of regu-
larity of the derivative of the Green’s function. If there are only a few particles, it
is possible to exactly fix the jump in the Hamiltonian by using an adaptive time
step size. However, this strategy is not practical for many particles, or in higher
dimensions. As an alternative, we replace the singular kernel with a regularized
kernel. While the jumps are still present when using a regularized kernel because of
large derivatives, they are much smaller than those for the unregularized system.
While the use of regularized kernels reduces the size of the jumps in the Hamil-
tonian error, it does introduce a modelling error. In Figure 6, we plot the error
in the Hamiltonian for six different regularizations: the unregularized kernel, and
kernels regularized with the (, n) pairings in Table 1. These pairings are specifi-
cally chosen because each (, n) pair has the same global regularization error. For
large ∆t, there is no benefit in using the high-order regularized kernels. However,
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Fig. 5: The positions of the particles (left) and the errors in the Hamiltonian
(right) when using the unregularized potential and regularized potential in R1.
Time stepping was done with a fourth-order symplectic integrator. In this example,
the time step size is 3.125 × 10−2 and the smoothing regularization parameter
pairing is (, n) = (5.6755× 10−2, 10).
if smaller errors need to be achieved, then it is favorable to use a regularized ker-
nel. Furthermore, we see that our new regularized kernels, n > 0, achieve smaller
modelling errors, even though they have the same global smoothing error defined
in equation (6).
It could be argued that the regularization error can be simply decreased by
taking a smaller value for  while keeping n fixed. However, if  is decreased, the
derivative of the regularized kernel increases at the origin, and the result is a
smaller asymptotic region for fourth-order convergence. In Figure 7, we compare
the error in the Hamiltonian for (, n) pairings that all have a modelling error of
4.89× 10−6. Using larger values of n results in larger regions of fourth-order con-
vergence. The trade-off is the increased computational complexity for evaluating
higher-order kernels.
Finally, we examine the phase plane of the variable z(t) = x1(t) − x2(t). We
increase the time horizon from T = 8 to T = 400 and keep the time step size
fixed at 3.125 × 10−2. In Figure 8, we plot the position z(t) versus the velocity
z˙(t) resulting from the unregularized potential and the regularized potential with
n = 10,  = 5.6755 × 10−2; the phase portrait with the other (, n) pairings in
Table 1 are indistinguishable in the eyeball norm from the n = 10 kernel. The phase
portrait of the unregularized system shows the effect of the truncation error due to
a discrete time integrator being used in conjunction with the singular kernel. The
qualitative periodic nature of the oscillations are perturbed. On the other hand, the
regularized kernels significantly reduce the truncation error, better preserving the
periodic nature of the orbits. If one were to compare the final solutions using the
regularized kernels using the (, n) pairings in Table 1, the errors would decrease
with increasing n (not shown).
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Fig. 6: The error in the Hamiltonian arising from using kernel regularization in
R1 with pairings of (, n) in Table 1. While fourth-order convergence is eventually
achieved for all (, n) pairs, the error eventually plateaus due to the modelling
error of solving a regularized system. Although the (, n) pairs have the same
global regularization error, smaller modelling errors can be achieved when the
higher-order kernels are used. The dashed black lines correspond to first- and
fourth-order convergence.
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Fig. 7: The error in
the Hamiltonian arising
from using kernel reg-
ularization in R1 with
pairings of (, n) in
Table 2. Higher-order
kernels have smoother
transition regions, al-
lowing for high-order
convergence with larger
time step sizes. The
dashed black line corre-
sponds to fourth-order
convergence.
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Fig. 8: The phase field of the z(t) = x1(t) − x2(t). The regularized potentials
maintain the periodic solution of the problem for coarse time steps.
5.2 Harmonic oscillator in R2
Two particles are initially placed at (−0.25, 0) and (0.25, 0) with initial velocities
(0, 10−3) and (0, 0) respectively. The unregularized system is
x¨j =
1
2pi
∑
k 6=j
xj − xk
|xj − xk|2 .
These initial conditions were chosen so that the particles come close to each other
without actually passing through each other. We expect the close proximity of the
particles to each other to delay the fourth-order convergence if the unregularized
system is solved. In Figure 9, the distance between the two particles and the error
in the Hamiltonian as a function of time is plotted. When the particles are close
to each other, there is a jump in the error of the Hamiltonian.
Repeating the numerical experiments from Section 5.1, Figure 10 shows the
convergence behavior of the regularized dynamical system if the (, n) pairings
from Table 1 (fixed global smoothing error) are used. Similar observations to the
experiment in R1 can be observed: the symplectic integrator achieves fourth-order
accuracy for each regularized system for large ∆t, until the modeling error dom-
inates. If the (, n) pairings from Table 2 (fixed modelling error) are used, the
higher-order regularized kernels exhibit fourth-order convergence for larger ∆t
(c.f. Figure 11).
5.3 Harmonic oscillator in R3
Similarly, we place 2 particles at (−0.1, 0, 0) and (0.1, 0, 0) with initial velocities
of (0, 10−3, 0) and 0 respectively. The unregularized system is
x¨j =
1
4pi
∑
k 6=j
xj − xk
|xj − xk|3 .
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Fig. 9: The distance between the particles (left) and the errors in the Hamiltonian
(right) when using the unregularized potential and regularized potential in R2.
Time stepping was done with a fourth-order symplectic integrator. In this example,
the time step size is 4.88×10−4 and the smoothing regularization parameter pairing
is (, n) = (3.6132× 10−2, 10).
10−4 10−3 10−2 10−1
10−13
10−10
10−7
10−4
10−1
102
∆t
E
rr
o
r
non-regularized
n = 0
n = 1
n = 2
n = 4
n = 10
Fig. 10: The error in the Hamiltonian arising from using (, n) pairings in Table 1
for the oscillator in R2. Fourth-order convergence is achieved for both the unreg-
ularized kernel and the regularized kernels. However, for the unregularized kernel,
smaller time steps are required to enter this asymptotic regime. For the regular-
ized systems, the error eventually plateaus when the modelling error dominates.
By using larger values of n, smaller modelling errors can be achieved. The dashed
black line corresponds to fourth-order convergence.
As before, we expect that the singularity will reduce the order of accuracy of the
fourth-order symplectic integrator. In fact, since the singularity is even stronger
than in R2, we see that the unregularized system does not even obtain convergence
for the reported values of ∆t (Figure 13). By introducing a regularization, fourth-
order convergence is observed. Again, as before, we observe that if the global
smoothing error is kept constant, than larger values of n reduce the modelling
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Fig. 11: The error in
the Hamiltonian arising
from using kernel reg-
ularization in R2 with
pairings of (, n) that
have the same mod-
elling error (as opposed
to the smoothing error)
of 4.89 × 10−6. Larger
values of n achieve de-
sired accuracies with
larger time step sizes.
The dashed black line
corresponds to fourth-
order convergence.
error, and we are able to achieve more accurate results. As in R1, the benefit of
using large values of n is illustrated in Figure 14. The modelling error is fixed at
4.89 × 10−6, and the error in the Hamiltonian is plotted for the different (, n)
pairings.
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Fig. 12: The distance between the particles (left) and the errors in the Hamiltonian
(right) when using the unregularized potential and regularized potential in R3.
Time stepping was done with a fourth-order symplectic integrator. In this example,
the time step size is 2.44×10−4 and the smoothing regularization parameter pairing
is (, n) = (2.8378× 10−2, 10).
5.4 Periodic orbit in R3
We consider five particles in the z = 0 plane of R3. We change the sign of G(r)
so that the Hamiltonian system corresponds to motion due to the gravitational
potential. By setting the mass of each particle to
√
0.2, so that wjk = 2, and using
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Fig. 13: The error in
the Hamiltonian aris-
ing from using ker-
nel regularization in R3.
While fourth-order con-
vergence is achieved for
all values of n, the error
eventually plateaus. By
using larger values of
n, smaller errors can be
achieved. The dashed
black line corresponds
to fourth-order conver-
gence.
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Fig. 14: The error in
the Hamiltonian arising
from using kernel reg-
ularization in R3 with
pairings of (, n) that
have the same regular-
ization error of 4.89 ×
10−6. Larger values of
n achieve desired accu-
racies with larger time
step sizes. The dashed
black line corresponds
to fourth-order conver-
gence.
the initial condition
x(0) =

+3.315332× 10−1 0
+8.795500× 10−2 −3.394340× 10−2
−2.537216× 10−1 −5.353020× 10−2
−2.537216× 10−1 +5.353020× 10−2
+8.795500× 10−2 +3.394340× 10−2
 ,
x˙(0) =

0 −5.937860× 10−1
+1.822785× 100 +1.282480× 10−1
+1.271564× 100 +1.686450× 10−1
−1.271564× 100 +1.686450× 10−1
−1.822785× 100 +1.282480× 10−1
 ,
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the dynamics should result in a periodic orbit with period T = 2pi/5 [23]. Using a
fourth-order symplectic integrator with 106 time steps, the non-regularized system
does not give a periodic orbit, due to the singularity of the kernel. Using the
(, n) pairings from Table 1 (i.e., fixed global smoothing error), the orbits of the
regularized system are shown in Figure 15. For the n = 0, 1, 2 kernels, the modelling
error dominates in the regularized system, resulting in orbits that are qualitatively
different from the expected periodic orbit. The n = 4 and n = 10 kernels result in
regularized systems that give qualitatively correct periodic orbits.
n = 0
n = 1
n = 2
n = 4
Fig. 15: The initial location of the five particles and the trajectory that one of the
particles follows over one period. If n is too small, the correct orbit can not be
achieved. However, with n = 4, the error in periodicity is 10−2. The orbit with
n = 10 looks similar to the orbit with n = 4.
The largest possible time step that keeps the relative error in periodicity
bounded at 10−2, i.e. ‖x(T )−x(0)‖ < 10−2‖x(0)‖, is computed for the n = 4 and
n = 10 systems. The results are reported in Table 3. A larger time step can be
used for the n = 10 kernels.
n ∆t Period Error Hamiltonian Error Modelling Error
4 1.58× 10−3 9.99× 10−3 3.65× 10−7 2.50× 10−7
10 2.29× 10−3 9.98× 10−3 5.13× 10−7 9.87× 10−11
Table 3: A summary of the different errors when considering five particles that
form a periodic orbit. We see that using n = 10 allows for a larger time step size
than n = 4.
6 Conclusions
In this paper, we derived a new family of regularized kernels, suitable for simu-
lating a Hamiltonian system that contains the fundamental solution of Laplace’s
equation using high-order time integrators. These high-order kernels were obtained
by a Taylor expansion of the non-regularized kernel about (r2 + 2) in R1,R2, and
R3. The analysis shows that the regularized kernels, G,n(r), converge to the fun-
damental solution of Laplace’s equation as n→∞ for any  > 0, and as → 0 for
any n ≥ 0. In addition to the derivation and validation of the high-order kernels,
error bounds for the regularized solution were derived.
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We have shown that these regularizations can reduce the error in the far field
without introducing sharp derivatives near the singularity. This is particularly
useful when applying high-order time stepping methods to a Hamiltonian system
such as a harmonic oscillator. In particular, high-order regularized kernels (with
identical global smoothing error) can reduce the modelling error of the regularized
system. Alternatively, if one chooses regularizations that give rise to similar mod-
elling errors, high-order accuracy can be achieved for larger time step sizes using
these high-order kernels.
Future work includes using these high-order kernels within treecode algorithms
for approximating the electric field arising from a charged particle system [3,4,
22]—this is necessary when simulating a large number of particles. In a treecode
computation, a Taylor series expansion of the regularized potential is needed for
the computation of the cluster-particle interaction. While explicit formulas for the
Taylor coefficients of the high-order regularized kernels can be derived and evalu-
ated, the computational complexity might be prohibitive. The authors anticipate
that a recurrence relation to evaluate the Taylor coefficients of the high-order
regularized kernels can be recovered. Certainly, the recurrence relation for the
n = 0 kernels are available [18]. Alternatively, a kernel-independent fast multipole
method [20] can be used to significantly reduce the number of computations. With
these fast algorithms, more complicated simulations such as vortex motions [14,15]
can be investigated. High-order regularized kernels can likely also be formulated
in a similar fashion for for the screened Coulomb potential [17] or Winckelmans–
Leonard kernel [24].
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