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Abstract Context-awareness in smart mobile applica-
tions is a growing area of study, because of it’s intel-
ligence in the applications. In order to build context-
aware intelligent applications, mining contextual behav-
ioral rules of individual smartphone users utilizing their
phone log data is the key. However, to mine these rules,
a number of issues, such as the quality of smartphone
data, understanding the relevancy of contexts, discretiza-
tion of continuous contextual data, discovery of use-
ful behavioral rules of individuals and their ordering,
knowledge-based interactive post-mining for semantic
understanding, and dynamic updating and management
of rules according to their present behavior, are investi-
gated. In this paper, we briefly discuss these issues and
their potential solution directions for mining individu-
als’ behavioral rules, for the purpose of building various
context-aware intelligent mobile applications. We also
summarize a number of real-life rule-based applications
that intelligently assist individual smartphone users ac-
cording to their behavioral rules in their daily activities.
Keywords Smartphone user, mobile data mining,
machine learning, user behavior modeling, context-
awareness, rule discovery, intelligent applications.
1 Introduction
Nowadays, mobile phones have become one of the pri-
mary ways in which people around the globe communi-
cate with each other. According to [48], cellular network
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coverage has reached 96.8% of the world population and
this number even reaches 100% of the population in de-
veloped countries. These devices, particularly the smart
mobile phones have transformed over a period of time
from merely communication tools to smart and highly
personal devices enabling to assist the users in their
variety of day-to-day situations in their daily life.
In the real word, users’ interest on “Mobile Phones”
is more and more than other platforms like “Desktop
Computer” or “Tablet Computer” over time [36]. Peo-
ple use mobile phones not only for voice communication
between individuals but also for various activities such
as applications (mobile apps) using, Internet browsing,
e-mailing, using online social network, instant messag-
ing etc [28]. Recent advances in the sensing capabilities
of smart mobile phones make them enable to collect
the rich contextual information and users’ various ac-
tivity records with mobile phones through the device
logs. These historical mobile phone data are simply as
the collection of the past contexts and user’s activities
with the mobile phones for these past contexts. These
are phone call logs [39] having phone call activities, app
usages logs [45] having various mobile application us-
ages, mobile phone notification logs [22] having the re-
sponses with various notifications from different appli-
cations, web logs [13] having Internet browsing activi-
ties of the mobile phone users. The main characteristic
of such kind of phone log data is that it contains the ac-
tual diverse activities of the users in different contexts
in their real world life.
Modeling smartphone user behaviors by develop-
ing various computational machine learning methods
(rule-based learning) in order to analyze different be-
havioral patterns in different contexts, and eventually
predict the next behaviors or detect strange behaviors
utilizing such mobile phone data, can be used for build-
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ing various real-world intelligent systems. For instance,
smart context-aware mobile communication system, in-
telligent notification management system, context-aware
mobile recommender system, and various rule-based pre-
dictive systems, can be built using the extracted behav-
ioral rules or patterns, in order to assist them intelli-
gently according to their personal needs. In the later
part of this paper, we briefly discuss about these appli-
cations based on the extracted behavioral rules of indi-
vidual mobile phone users, in which we are interested
in.
Context-awareness in such mobile applications is the
core part to make these applications intelligent [36].
Based on the contextual behavioral rules of individuals,
the applications can behave intelligently according to
the users’ current situation and preferences. Thus, min-
ing individuals’ contextual behavioral rules from their
phone log data, is a key research area, in order to build
such intelligent applications. However, mobile phone
users’ behaviors are not identical to all in the real world.
Individual user may behave differently with their phones
in different contexts according to their day-to-day sit-
uations. Let’s consider an example of a smart phone
call handling service, a mobile phone user typically ‘de-
clines’ the incoming phone calls, if she is in a ‘meet-
ing’; however, she ‘answers’ the incoming call if the call
comes from her ‘boss’ as it seems to be significant for
her. Hence, [decline, answer] are the user phone call
behaviors, and [meeting, boss] are the associated so-
cial contexts, i.e., meeting represents the social activity
or situation, and boss represents the social relationship
of that user. Similarly, other relevant contexts such as
temporal, or spatial context can play a significant role
in her diverse activities with mobile phones in her real
world life. According to Dey et al. [7], context is de-
fined as “any information that can be used to charac-
terize the situation of an entity”. In our analysis, an
individual smartphone user is represented as an entity,
and temporal, spatial or social contexts are taken into
account as the associated multi-dimensional contexts
of the users for the relevant context-aware intelligent
applications, highlighted above.
In this paper, we mainly formulate the problem of
mining behavioral rules of individual mobile phone users
based on these contexts, utilizing their smartphone data.
To mine these rules, we investigate a number of issues,
such as the quality of smartphone data, understand-
ing the relevancy of contexts, discretization of contin-
uous contextual data, discovery of useful behavioral
rules and their ordering, knowledge-based interactive
post-mining, and dynamic updating and management
of rules according to their present behavior. In this pa-
per, we briefly discuss these issues and their potential
solution directions for mining the contextual behavioral
rules of individual smartphone users. The extracted be-
havioral rules of individuals can be used to build various
context-aware intelligent systems, in order to provide
them the personalized services according to their needs,
in a context-aware pervasive computing environment.
In particular, the contributions of this paper are
summarized as below:
– We highlight the importance of contextual behav-
ioral rules of individual mobile phone users for the
purpose of building various context-aware intelligent
applications.
– We briefly discuss a number of research issues for
mining user contextual behavioral rules from smart-
phone data and corresponding potential solution di-
rections to overcome these issues.
– We explore a number of potential rule-based mobile
applications for the end users based on their con-
textual behavioral rules to assist them intelligently
in their daily activities.
The rest of the paper is organized as follows. We dis-
cuss about the contextual behavioral rules of individual
mobile phone users and the features of such rules in Sec-
tion 2. In Section 3, we review the most recent works re-
lated to context-aware intelligent systems based on user
behavioral rules. In Section 4, we briefly discuss about
the investigated research issues for mining contextual
behavioral rules of individuals and their potential so-
lution directions to overcome these issues. A number
of potential real-life applications for individual mobile
phone users based on their contextual behavioral rules
are explored in Section 5. Finally, Section 6 concludes
this paper.
2 Contextual Behavioral Rules
A rule (A⇒ C) is any statement that relates two prin-
cipal components, the rule’s left-hand-side (antecedent,
A) and the rule’s right-hand-side (consequent, C) to-
gether. An antecedent states the condition (IF) at issue
and a consequent states the result (THEN) held from
the realization of this condition, i.e., (IF-THEN logi-
cal statement). According to this definition, we define
a contextual behavioral rule as [contexts ⇒ behavior],
where the contexts (antecedent) represents the contex-
tual information (one or many) of an individual mobile
phone user, and the behavior (consequent) represents
his/her mobile phone usages behavior for that contexts.
An example of a contextual behavioral rule of an indi-
vidual mobile phone user would be “if a user is in a
meeting (context), she declines (behavior) the incom-
ing phone calls”, and represented in the rule format as
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[meeting ⇒ decline]. However, “if the calls come from
her mother (another context), she answers (behavior)
the incoming calls” and represented in the rule format
as [meeting,mother ⇒ answer], A set of discovered
such contextual behavioral rules of individual mobile
phone users utilizing their own phone log data, provide
a basis on which the personalized services can be pro-
vided in various real life mobile applications to assist
them intelligently in their daily activities, in a context-
aware pervasive computing environment.
In order to mine contextual behavioral rules of in-
dividual mobile phone users utilizing their smart mo-
bile phone data, the following features or properties are
needed to take into account. These are:
(i) Context-Aware: Real-world phone log data usu-
ally comprises a set of features whose interpretation
depends on some contextual information. Context
consists of any circumstantial factors users are in-
volved in, such as temporal context - time-of-the-
day (24-hours), days-of-the-week (Monday, Tuesday,
..., Sunday), spatial context - user’s current location
(e.g., office), and social context - user’s social activ-
ity or situation (e.g., meeting), user’s social relation-
ship between individuals (e.g., mother) etc. Such
contextual features and related patterns are of high
interest to be discovered from the mobile phone data
and analyzed in order to obtain the right meaning in
behavioral rules. Therefore, the behavioral rules of
individual mobile phone users should be contextual,
which refers to the search for associations between
these contexts such that the strength of their impli-
cation depends on a contextual feature.
(ii) Behavior-Oriented: In the real world, mobile phone
usages behavior of individuals are not identical to
all, may differ from user-to-user in different con-
texts (e.g., in a meeting). For instance, a mobile
phone user (say, an employee, Alice) typically ‘de-
clines’ the incoming phone calls in a meeting, on the
other hand, another individual (say, her boss) may
‘answer’ the incoming phone call during that meet-
ing. For the similar context (e.g., social situation→
meeting), different individuals (Alice and her boss)
may behave differently with their own cell phones
in the real world. Thus, the rules should represent
individual’s unique behavioral patterns rather than
identifying the best decision for a particular contex-
tual information. According to Ross [35], “Unlike
decision rules, behavioral rules do not pertain di-
rectly to determining the best or most appropriate
answer (outcome) among alternatives”. Therefore,
the discovered contextual rules of individual mobile
phone users should be individual’s behavior-oriented
according to their unique patterns in the dataset.
(iii) Individual’s Preference: Consistency in mobile
phone usages behaviors of individuals determines
the strength of their behavioral patterns and cor-
responding rules. However, mobile phone users’ be-
haviors are not consistent in the real world. For in-
stance, one individual always (say, 100%) ‘declines’
the incoming phone calls when s/he is in office (‘Con-
sistent behavior). Another individual may ‘declines’
most of the incoming phone calls (say, 85%), ‘an-
swers’ (say, 10%), and ‘misses’ (say, 5%) when in the
office (‘Inconsistent behavior). Thus, the strength
of the behavioral rule for a particular context (e.g.,
location → office) may not be similar to all in-
dividuals. Therefore, the behavioral rules should be
based on individual’s preference that selects the min-
imum ‘rule strength’ (i.e., known as confidence) valid
for that particular user, which differ from user-to-
user according to their own interests. Such decision
making is based on the past behavioral evidence
(not a random process) of individuals for a particu-
lar confidence level preferred by them.
Example 1. Let’s consider a phone call handling ser-
vice of a smart phone user, Alice. She typically ‘de-
clines’ most of the incoming phone calls (83%), if she
is in a ‘meeting’ (social activity or situation); however,
she always (100%) ‘answers’ the incoming phone calls
in that meeting, if the call comes from her ‘boss’ (social
relationship). Then the following contextual rules would
represent Alice’s phone call response behavior for the
associated contexts. Say, the rules are discovered for a
particular confidence threshold (80%) preferred by Al-
ice, utilizing her smart phone call log data:
(i)Meeting⇒ Decline (Conf = 83%)
(ii)Meeting,Boss⇒ Answer (Conf = 100%)
Hence, [Meeting, Boss] are the contextual informa-
tion that have a strong influence on Alice to make
her call handling decisions during meeting, [Decline,
Answer] are Alice’s phone call response behaviors de-
pending on that contexts, and the [confidence threshold
(80%)] for discovering these phone call response behav-
ioral rules is preferred by Alice, i.e., the rules that sat-
isfy this confidence threshold (≥80%) are discovered for
the user Alice, which can be used to build a context-
aware smart phone call interruption management sys-
tem for the user Alice, that intelligently assists her by
handling the incoming phone calls according to her cur-
rent contextual information.
Example 2. Let’s consider a mobile application man-
agement service of another smart phone user, Bob. He
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typically uses ‘Facebook’ (92%) between 09:00AM and
10:00AM (temporal); however, in most cases he uses
‘Microsoft Outlook’ (98%), if he is in ‘office’ (location)
at that time period. Then the following contextual rules
would represent Bob’s mobile apps usages behavior for
the associated contexts. Say, the rules are discovered
for a particular confidence threshold (90%) preferred
by Bob, utilizing his smart phone apps usage log data:
(i)[09 : 00AM − 10 : 00AM ]⇒ Facebook (92%)
(ii)[09 : 00AM − 10 : 00AM ], Office⇒ Outlook (98%)
Hence, [09:00AM-10:00AM, Office] are the contex-
tual information that have a strong influence on the
user Bob to make his app usages decisions between
09:00AM and 10:00AM, [use Facebook, use Microsoft
Outlook] are Bob’s mobile apps usages behaviors de-
pending on that contexts, and the [confidence threshold
(90%)] for discovering these app usages behavioral rules
is preferred by Bob, i.e., the rules that satisfy this con-
fidence threshold (≥90%) are discovered for the user
Bob, which can be used to build a smart mobile app
management system for the user Bob, that intelligently
assists him by predicting his future usages according to
his current contextual information.
3 Existing Research
In the area of mining mobile phone data, a significant
amount of research has been done. For instance, a num-
ber of works [34,24,3,26,14,8,54,20,16,6,31,22,45,51]
based on contextual information or rules utilizing mo-
bile phone data has been done for various purposes.
Hence, we briefly review the most recent relevant works
based on contextual behavioral rules of individual mo-
bile phone users.
For instance, in [22], Mehrotra et al. proposed an
approach PrefMiner for mining user’s preferences for in-
telligent mobile notification management. The design of
preference miner is based on mobile notification dataset.
They learn individual users’ preferences for receiving
notifications based on automatic extraction of associa-
tion rules by mining their interaction with mobile phones
utilizing such notification dataset. Based on these rules,
they build an interruption management system that
handles the mobile phone notifications according to the
preference of individuals. In another work [45], Srini-
vasan et al. proposed an approachMobileMiner for min-
ing the frequent patterns on the mobile phones. In their
work, they mine the mobile phone data related to mo-
bile apps and phone calls. They extract the interest-
ing behavioral patterns based on different contexts and
represented as association rules for each individual user.
Their work ranges from calling activity patterns to place
visitation patterns of individuals. In their analysis, they
finally showed how the extracted association rules or
patterns can be used to improve in launching apps or
calling contacts, by predicting the next app or con-
tact according to the extracted association rules. In an-
other recent work, Zhu et al. [51] proposed an approach
ContextLogsMiner for mining mobile user preferences
for personalized context-aware recommendation. They
take into account both context independent and context
dependent assumptions for mining the context-aware
preferences. In their work, they extract the personal
context-aware preferences from individuals context logs
and represented as rules. Based on these rules they
build personalized context-aware recommender systems
for the end mobile phone users.
These approaches produce behavioral rules of indi-
viduals based on different contexts utilizing their mobile
phone data. However, issues are investigated in different
aspects while mining such rules from the mobile phone
data. In next section, we briefly discuss these issues
and their potential solution directions for mining the
contextual behavioral rules of individual smartphone
users.
4 Summarizing Research Issues
In this section, we summarize a number of research is-
sues related to mining contextual behavioral rules of in-
dividual mobile phone users. These include the qual-
ity of smartphone data, understanding the relevancy
of contexts to provide dynamic services, discretization
of continuous contextual data as the basis for knowl-
edge discovery, user behavioral rule discovery and or-
dering, knowledge based interactive post-mining for se-
mantic understanding, and dynamic updating and man-
agement of rules according to their present behavior. In
the following, we briefly discuss these issues one by one.
4.1 The Quality of Smartphone Data
Mobile phone data may contain noise (wrong and/or
redundant samples) because of using a variety of sen-
sors or data sources while collecting and storing the
data. Such inconsistency in mobile phone dataset is also
called noise. Simply noise is anything that obscures the
relationship between the features or contexts of an in-
stance and it’s behavior class in the datasets [11]. The
presence of such noisy instances in mobile phone data
is a fundamental issue for modeling user behavior with
many potential negative consequences. For instance, the
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over-fitting problem may arise and thereby the predic-
tion accuracy may decrease and the complexity of the
machine learning techniques may increase due to the
number of wrong or redundant training samples [41].
Getting higher classification or prediction accuracy
of user behavior by analyzing individuals’ mobile phone
log data using machine learning techniques (e.g., deci-
sion tree) is challenging, as the prediction model re-
quires a training data set free from noise. According to
[41], the effects of noisy instances in the real-life mobile
phone data for predicting user behavior as follows:
– Noise may create additional behavioral rules that
are not interested to individual mobile phone users
and make the rule-set unnecessarily larger.
– The number of training samples may increase in the
dataset and as a result the complexity of the corre-
sponding machine learning based behavioral model
for individuals may increase.
– The presence of noisy training instances in the dataset
may cause over-fitting problem when applying the
decision tree classification technique or building a
tree-based model, and thus decrease the classifica-
tion or prediction accuracy of the inferred behav-
ioral model for individual mobile phone users.
Thus, identification and elimination of the noisy in-
stances from a training dataset are required to ensure
the quality of the training data. A machine learning
technique, e.g., naive Bayes classifier based noise detec-
tion approach [41] could be useful to identify the incon-
sistency in the data sets. After removing such inconsis-
tency in the dataset, the remaining noise-free instances
could be a quality source of data for mining user behav-
ioral rules for getting higher performance. According to
[53], the performance of the machine learning technique
based model depends on two significant factors: (i) the
quality of the training data, and (ii) the competence
of the machine learning algorithm. Therefore, a noise
reduction process is required before constructing the
model in order to achieve better prediction accuracy of
the model based on real life mobile phone data.
4.2 Understanding the Relevancy of Contexts
To realize the need for contexts is an important step
towards using them effectively in mining contextual be-
havioral rules of individual mobile phone users. In or-
der to effective use of contexts in the behavioral rules of
individual mobile phone users, we need a clear under-
standing of what contexts have the influence on users
to make decisions in different situations. As we aim to
discover the contextual behavioral rules of individuals
utilizing their mobile phone data, the contexts related
to the user are the most relevant. Table 1 shows an ex-
ample of user’s contexts having influence on individuals
for making decisions in different situations. However,
the relevancy of the contexts is application specific, i.e.,
may vary from one application to another application
in the real world.
Let’s consider a personalized smart mobile app man-
agement system that can predict individual’s future
application usages (e.g., Skype, Whatsapp, Facebook,
Gmail, Microsoft Outlook, etc.) according to his/her
contextual information. Say, onWeekdays between 09:00AM
and 10:00AM, the user typically uses ‘Microsoft Out-
look’ for mailing purposes, when she is in her office.
In order to search this particular mobile application
among a huge number of installed apps in her mo-
bile phone, the user’s contexts such as temporal (in
Weekdays between 09:00AM and 10:00AM), and loca-
tion (at office), might be relevant to intelligently assist
herself. Let’s consider another example, a smart phone
call interruption management system, where more con-
texts might be relevant. In the real-world, the mobile
phones are considered to be ‘always on, always con-
nected’ device but the mobile users are not always at-
tentive and responsive to incoming communication [5].
Say, on Monday between 09:00AM and 11:00AM, a user
attends a regular meeting in her office. Typically, she
declines the incoming phone calls during that time pe-
riod as she does not want to be interrupted with phone
calls during the meeting. However, if the phone call
comes from her boss or her mother, she wants to answer
the call as it seems to be significant for her. Accord-
ing to this example, user’s phone call response behav-
iors are not only related to the above contexts, location
(e.g., at office), and temporal (e.g., on Monday, between
09:00AM and 11:00AM), but also related to the addi-
tional contexts, social situation (e.g., in a meeting), and
social relational context (e.g., boss or mother).
According to the above real-world examples, it is
clear that the relevancy of user’s contexts varies from
application to application in the real world. Thus, a
better understanding of context relevancy according to
individual users’ need, will help mobile application de-
velopers to choose what context to use in their appli-
cations in order to provide the personalized services to
assist them intelligently in their daily activities.
4.3 Discretization of Continuous Contextual Data
Discretization is one of the most important preprocess-
ing techniques used in the area of data mining, to be
used as the basis for discovering the useful knowledge or
rules. The discretization process mainly transforms the
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Table 1: Various types of user contexts
Context Category Context Examples
Temporal Context
User’s activity occuring date (YYYY-MM-DD),
time (hh:mm:ss), period (e.g., 1 hour, 10:00am-12:00pm),
weekday (e.g., Monday), weekend (e.g., Saturday), etc.
Spatial Context
GPS based continuous locations or
corresponding coarse level of locations such as
office, work, home, market, restaurant,
vehicle, playground etc.
Social Context
User’s social activity or situation
such as professional meeting, lecture, seminar,
lunch break, dinner, etc.,
and/or, social relational context
such as family, friend, professional or work relationship,
significant one, unknown, etc.
continuous numerical attribute values into the discrete
or nominal attribute values based on some conditions.
In other words, it transforms the quantitative data into
qualitative data, with a finite number of intervals, ob-
taining a non-overlapping partition in a continuous do-
main, such as time, location. The nature of such con-
tinuous data includes: may large in data size, contains
high dimensionality, and to update continuously. As-
suming a data set consisting of N samples and C target
classes, a discretization algorithm would discretize the
continuous attribute A in this data set into m discrete
intervals,Dis =[d0, d1], [d1, d2],..., [dm−1, dm], where d0
represents the minimal value, dm represents the maxi-
mal value, and di < di+1, for i = 0, 1, ..,m− 1. Such a
discrete result Dis is called a discretization scheme on
attribute A, and < p = d1, d2, .., dm−1 > is the set of
cut points of attribute A.
Time-of-the-week is the most important continuous
context that impacts on user behavior in a mobile-
Internet portal [13]. The mobile phones record the exact
temporal information (e.g., YYYY-MM-DD hh:mm:ss)
of different activities of users’ with their mobile phones.
Such temporal information is known as the “time series
data”, which is numeric and continuous [40]. However,
human understanding of time is not precise in behav-
ior modeling, unlike digital systems. There is a need of
time interval, e.g., five minutes, in every routine behav-
iors. For instance, a college student regularly makes a
phone call to her mother in the evening to discuss about
her day long studies. It is unlikely that she will call her
mother everyday exactly at 6:00PM; she could call one
day at 6:14PM and another day at 5:54PM. Thus, a
time segment or interval, such as between 5:50PM and
6:15PM, rather than an exact temporal information, is
very informative to capture her activity patterns.
To generate such time segments capturing similar
behavioral characteristics, an optimal segmentation tech-
nique is needed. To mine mobile user behavior, a num-
ber of researchers [22,51,45] use large interval based
segmentation (e.g., morning[6:00AM-12:00PM]). How-
ever, such large segments may not be suitable to pro-
duce the meaningful behavioral rules of individuals. The
reason is that such large segments may not be able to
differentiate individual’s diverse activities in a particu-
lar segment [40]. On the other hand, a number of re-
searchers [25,31] use small interval based segmentation
(e.g., 15 minutes) by taking into account the frequent
variations of individual’s behaviors. However, in many
cases, these small interval based time segments may not
be suitable to produce meaningful behavioral rules in
terms of support value [40].
The main drawback of existing approaches discussed
above, is that segmentation used in the applications
are not individual’s behavior-oriented. Thus, the key
requirement is to extract similar behavioral time seg-
ments for various days-of-the-week enabling the gener-
ation of high confidence rules. A bottom-up segmen-
tation approach [40] by generating the dynamic tem-
poral segments based on the similar dominant behav-
ioral characteristics in various days-of-the-week, could
be useful to get the optimal time periods for the pur-
pose of mining user behavioral rules. In addition to the
temporal context, other types of contexts, such as users’
location measured by GPS have numerical values that
are continuous. Thus, like the discretization of tempo-
ral information, a method is needed to be developed to
pre-process such continuous location context values to
convert them into nominal values before applying the
rule mining technique.
4.4 User Behavioral Rule Discovery and Ordering
In the area of mobile data mining, association rule learn-
ing technique (e.g., Apriori) [1], and classification rule
learning technique (e.g., Decision tree) [33], are the
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most common approaches to discover rules of mobile
phone users. However, the decision tree-based rules mostly
have low reliability [22]. According to [10], it cannot en-
sure that a discovered classification rule will have a high
predictive accuracy due to over-fitting problem (do not
generalize well from the training data) and inductive
bias (favoring one hypothesis over another, other than
strict consistency with the data being mined). More-
over, it takes into account rigid decision [33] as it has no
flexibility to set user preference (e.g., confidence level)
that may vary from user-to-user.
On the other hand, association rule learning tech-
nique [1] is well defined in terms of rule’s reliability and
flexibility in decisions as it has the own parameter sup-
port and confidence [10]. This technique implicitly as-
sumes all the contexts in the datasets have the same na-
ture, impact and/or similar frequencies and takes into
account all the combinations of contexts while produc-
ing rules. As a result, it is unable to differentiate be-
tween useful rules and useless (redundant) rules. Ac-
cording to [9], association rule learning technique pro-
duces up to 83% redundant rules that makes the rule-
set unnecessary larger. Therefore, it is very difficult for
the decision makers to determine the most interesting
ones and consequently makes the decision making pro-
cess ineffective and more complex. In addition, it is not
applicable to provide the real-time, proactive and per-
sonalized services as it takes huge amount of training
time for mining rules. Srinivasan et al. [45] observe a
high running time spanning several hours when the as-
sociation rule mining algorithm Apriori [1] is applied to
mobile context data through their experimental study.
Thus, a concise set of non-redundant association rules
that represent users’ behavior in various context dimen-
sions, is needed to discover.
Rather than using the traditional association rule
learning technique discussed above, an AGT (Associa-
tion Generation Tree) [43] based rule learning technique
could be useful to generate a set of non-redundant be-
havioral association rules based on multi-dimensional
contexts. As AGT generates both the general and spe-
cific rules, the ordering of these rules is also impor-
tant for the execution of rules according to their prior-
ities. Thus, to take into account the highest number of
matched contexts in the rule’s antecedent, i.e., specific-
to-general, could be useful while ordering the discovered
rules.
4.5 Knowledge-Based Interactive Postmining
Knowledge-based postmining of the discovered rules,
might be another research issue, in terms of semanti-
cally generalization of rules, in order to avoid categori-
cal data sparseness, and to make the rules more useful
and interesting in a particular domain.
The semantic generalization using the relevant do-
main knowledge further generalizes the rules according
to their semantic relationships. The semantic general-
ization of rules plays an important role in improving
context-based adaptation and in ensuring the correct
behavior of individuals in context-aware applications
and services. Typically, it is difficult for decision mak-
ers to process, interpret and utilize the produced data
specific rules in decision making process for many ap-
plications. Moreover, to select the best rules according
to the query context, fewer rules but closely relevant is
important. Thus for effective use of the produced rules,
two issues are needed to take into account; (i) discover
the fewer closely relevant rules, and (ii) handling cate-
gorical data sparseness while applying these rules. The
idea of knowledge based multi-level generalization of
produced rules can play a role to overcome the above
issues.
A semantically generalized association rule mining
is at a higher level of abstraction of the discovered rules
based on some concepts. Like the regular association
rule, a generalized association rule is an implication of
the form X⇒Y, where X represents the antecedent and
Y represents the consequent of the rule. Such general-
ized rules also have the parameters support and confi-
dence. If the preferences for this support and confidence
are set low, too many rules satisfy these thresholds typ-
ically and huge number of corresponding rules are gen-
erated. Generalized association rule can help to reduce
the search space and combine a number of low support
rules into a less number of high support rules by tak-
ing into account the use of a concept hierarchy for a
particular domain.
Let’s consider a phone call example in terms of sup-
port values of rules. The rules “incoming phone calls
from mother are answered at office” and “calls from fa-
ther are also answered at office” are generated from the
dataset, but do not have the minimum support value.
As a result, the rule learning algorithm ignores such
rules and causes information losing. The knowledge-
based generalized association-rule-learning algorithm ex-
tends these baseline rules by aiming at descriptions at
the appropriate taxonomy level − for example, “calls
from parents are answered at office”, rather than “calls
from mother are answered at office” and “calls from
father are answered at office” separately. Such gener-
alized rule “calls from parent are answered at office”
using the concept of family relationship, may have the
minimum support as this knowledge based generalized
rule combines the two separate rules mentioned above
and their support values as well.
8 Iqbal H. Sarker*
Another task is to handle categorical data sparse-
ness with respect to the query context. Let’s consider
an example, assume the concepts R1, R2, and R3 are se-
mantically related with each other. For a given contexts
the produced rules, e.g., if X⇒R1 or R2, then Y⇒A
are item-specific, and no rules are proceeded for R3 be-
cause of data sparseness. However, if the query context
is related to R3, then the system using the above item-
specific rule is unable to make a decision. Since R1, R2
and R3 are semantically related, the knowledge-based
generalization of these concepts, e.g., if X⇒R1 or R2
or R3, then Y⇒A that is more interesting rule and also
applicable for the concept R3.
Ontology-based approach could be a possible way
to use such concepts for a particular domain while gen-
eralizing the rules. In general, ontology is an explicit
specification of conceptualization and a formal way to
define the semantics of knowledge and data. The for-
mal structure of ontology makes it a nature way to en-
code domain knowledge for the data mining use. Ac-
cording to [21], formally, an ontology is represented as
{O = C,R, I,H,A}, where {C = C1, C2, ..., Cn} repre-
sents a set of concepts, and {R = R1, R2, ..., Rm} rep-
resents a set of relations defined over the concepts. I
represents a set of instances of concepts, and H repre-
sents a Directed Acyclic Graph (DAG) defined by the
subsumption relation between concepts, and A repre-
sents a set of axioms bringing additional constraints on
the ontology.
By defining shared and common domain theories,
ontologies help people and machines to communicate
concisely by supporting semantic knowledge for a par-
ticular domain. The reason is that ontology based rule
generalization discovers a high level view of the pro-
duced rules which as a result produces fewer, but more
closely associated rules that becomes more interesting
to the decision makers. Because, the rule interesting-
ness strongly depends on user knowledge and goals. The
more the knowledge is represented in a flexible, expres-
sive and accurate formalism, the more the rule selection
will be effective. So a method is needed that can help
to discover the generalized association rules in multiple
abstraction levels by taking into account the issues dis-
cussed above in the step of post-processing knowledge.
4.6 Dynamic Updating and Management of Rules
Mobile phone log data is not static as it is progressively
added to day-by-day according to individual’s present
behaviors with mobile phones. Since individual’s behav-
ior changes over time, the most recent patterns (e.g.,
recency) are more likely to be interesting and signifi-
cant than older ones for predicting individual’s future
behavior in a particular contexts. Although, the pro-
duced rules (discussed above) are able to predict indi-
viduals behavior (long-term prediction based on whole
log data), the recency based rules might be more sig-
nificant for short-term prediction in terms of accuracy.
Thus, the updating of discovered rules based on indi-
vidual’s recent behavioral patterns and their dynamic
management, becomes another challenge as the updates
may not only invalidate some existing rules but also
make other rules relevant.
A number of research [18,30] have considered this
issue by taking into account the behavioral patterns
of recent mobile phone log data rather than the pat-
terns derived from the entire historical logs. However,
the main limitation of existing approaches is that they
used a static period of time that is not able to identify
the changes in individuals’ behavioral patterns. Thus,
identifying such changes dynamically and to update the
existing rules according to the present behavior of indi-
viduals is another research issue for mining smartphone
user behavioral rules based on contexts. A recency-
based rule updating algorithm that identifies and re-
moves the ‘outdated rules’ (do not represent the present
behavior of an individual) [42] from the existing-rule
set, could be useful. These updated behavioral rules
could be more effective for using in various intelligent
context-aware systems in order to provide personalized
services to assist them in their daily activities.
5 Rule-based Intelligent Mobile Applications
A rule-based system represents knowledge in terms of
a set of IF-THEN rules that tells what to do or what
to conclude in different situations [12] and can act as a
software agent. The target applications of this research
are those context-aware personalized applications that
have been studied widely in the past few years: smart
context-aware mobile communication, intelligent mo-
bile notification management, context-awaremobile rec-
ommendation, and various predictive services etc.
– Smart Context-Aware Mobile Communication: Mo-
bile phones are considered to be ‘always on, always
connected’ device but the mobile users are not al-
ways attentive and responsive to incoming commu-
nication [5]. As a result, people are often interrupted
by the incoming phone calls in various day-to-day
situations in their daily life, which not only create
disturbance for the phone users but also create dis-
turbance for the people nearby. Such kind of inter-
ruptions may create embarrassing situation not only
in an official environment, e.g., meeting, lecture etc.
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but also affect in other activities like examining pa-
tients by a doctor or driving a vehicle etc. Some-
times these kind of interruptions may reduce worker
performance, increased errors and stress in a work-
ing environment [28]. In the real world, calling ac-
tivity records in device logs (e.g., phone call logs)
are a rich resource for mining contextual behavioral
rules of individual mobile phone users, for building
smart call interruption handling systems, in order
to handle the incoming calls intelligently accord-
ing to their preferences [39]. For instance, in [37],
Sarker et al. present SilentPhone, which is a tempo-
ral context based approach to dynamically change
the phone ringer mode. Another real-life application
could be a smart call reminder system that intelli-
gently searches the desirable contact from the large
contact list and reminds a user to make a phone
call to a particular person in a particular contex-
tual situation, according to the discovered behav-
ioral rules of individuals based on the user’s past
calling history. As these applications are personal-
ized and contact specific, data-centric social context
[38], can play an important role to build data-driven
intelligent systems for the end mobile phone users.
– Intelligent Mobile Notification Management: Now-
a-days, a variety of smart mobile applications are
available on the app stores. These applications en-
able the mobile phone users to subscribe too many
information channels and actively receive numerous
information through such notifications [22]. How-
ever, the mobile phone users do not accept all of
such notifications depending on the content type
and the sender of the messages [23]. According to
[22], users mostly dismiss notifications that are not
useful or relevant to their interests. For examples,
in most cases, the notifications of inviting games
on social networks, social or promotional emails are
swiped away without clicking as having no interest
on these notifications. Moreover, the predictive sug-
gestions by various mobile phone applications, e.g.,
Twitter, Facebook, Linkedin, WhatsApp, Viber, Skype,
Youtube, etc. may not be interested to a particular
user [22,15,47]. The reason is that the mobile phone
users might get irritated for such uninterested phone
notifications. Consequently, in some cases, the users
uninstall the corresponding applications from their
smart mobile phones in order to avoid receiving such
notifications. Individual’s behavioral rules based on
user’s contextual information, might be able to man-
age such notifications intelligently. For examples,
one individual always dismisses promotional email
notifications; she accepts birthday reminder notifi-
cations of Facebook mostly at night, when she is
at home; does not accept Viber or Whatsapp no-
tifications from unknown persons at office. As the
behaviors of different individuals are not identical
in the real word, such behavioral rules may differ
from user-to-user according to their own interests
in different contexts.
– Context-AwareMobile Recommendation: In general,
the traditional recommender systems mainly focus
on recommending the most relevant items to users
among a huge number of items [4]. These recom-
mendation systems do not consider the contextual
information while making the recommendation to a
particular user [44]. However, without taking into
account such contextual information, it may not be
sufficient in making recommendation in some real
life scenario. For instance, the recommendation out-
come of a travel recommender system in the summer
can be well different from the outcome in the winter
for a particular user, which depends on the tempo-
ral context. Similarly another context, e.g., location
information, might have the influence to make dif-
ferent recommendations for the users [27,49]. Mo-
bile app recommendation is one of the major part
in mobile recommendation [19]. With the rapid de-
velopment and adoption of mobile platforms such as
smartphones and tablets, they have become one of
the most important media for social entertainment
and information acquisition [51]. In fact, various
contexts and corresponding app usages (e.g., Multi-
media, Facebook, Gmail, Youtube, Skype, Game,
etc.) data is recorded in context-rich device logs
which can be used for mining the contextual be-
havioral rules of individual mobile phone users, i.e.,
which app is preferred by a particular user under
a certain context. Particularly, mining such prefer-
ences is a fundamental work for understanding the
app usages behaviors of mobile phone users. The
extracted behavioral rules utilizing context-logs can
be used to provide personalized context-aware rec-
ommendation of different mobile phone apps for the
mobile phone users.
– Rule-based Predictive Modeling: In general, predic-
tive modeling uses historical data or statistics to
predict a relevant outcome in the future which can
be applied to any type of unknown event, regardless
of when it occurred. As such the contextual behav-
ioral rules of individual mobile phone users can be
used to predict individual’s behavior for a certain
contextual information. Some examples of such pre-
dictions are - to predict the outgoing calls analyzing
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mobile phone historical call log data [46,30,32] for
smart searching in contact list, to predict incom-
ing calls for planning and scheduling (e.g., it can
be used to avoid unwanted calls and schedule time
for wanted calls) [29], to predict the next mobile
application that an individual is going to use for
a particular contexts by analyzing individual’s app
usages data [2,17,50,52], to predict smart phone no-
tification response behavior of individual users uti-
lizing their responses to the notifications stored in
the smart phone notification logs, in order to build
intelligent notification management system [47,15],
to assist them in their daily activities in different
situations in a context-aware pervasive computing
environment.
6 Conclusion
In this paper, we have discussed a number of research
issues for mining contextual behavioral rules of indi-
vidual mobile phone users utilizing their mobile phone
data. These include the quality of smartphone data, un-
derstanding the relevancy of contexts, discretization of
continuous contextual data, discovery of useful behav-
ioral rules of individuals and their ordering, knowledge-
based interactive post-mining for semantic understand-
ing, and dynamic updating and management of rules
according to their present behavior. We also discussed
about the potential solution directions to overcome these
issues, in order to get a complete set of behavioral
rules of individual mobile phone users for using in var-
ious real-life context-aware intelligent applications dis-
cussed above. We do believe that our discussion opens
a promising path for future research on mining user be-
haviors utilizing their mobile phone data and to build
personalized rule-based intelligent systems for the end
mobile phone users to intelligently assist themselves in
their daily life.
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