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Traffic volume forecasts are used by many transportation analysis and management
systems to better characterize and react to fluctuating traffic patterns. Most current forecast-
ing methods do not take advantage of the underlying functional characteristics of the time
series to make predictions. This paper presents a methodology that uses Functional Princi-
pal Components Analysis (FPCA) to create smooth and differentiable daily traffic forecasts.
The methodology is validated with a data set of 1,813 days of 15 minute aggregated traffic
volume time series. Both the FPCA based forecasts and the associated prediction inter-
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SECTION
1. INTRODUCTION
As urban populations continue to grow, traffic problems become increasingly larger
and more frequent. Traffic congestion is one of the most visible and frustrating traffic
problems that people commonly experience. When the demand for a roadway exceeds its
capacity, traffic speeds slow to a crawl. Traffic congestion affects very large numbers of
people and can produce a significant “drag” on the economic activity of an urban area
[Sweet, 2014]. Intelligent Transportation Systems (ITS) are used to manage the complexity
of a traffic network and mitigate the negative impacts of traffic congestion. ITS utilize
historical, live, and forecasted data from a wide variety sensors and locations to determine
effective traffic management policies. Traffic volume is one the most prevalent and common
types of data used by ITS to determine effective traffic control strategies [Zhang et al., 2011,
Vlahogianni et al., 2014]. Specifically, traffic volume data is used as the primary input
into traffic network simulations. These simulations are used to determine optimal routing,
metering, traffic lights, and variable speed limit policies [Taniguchi and Shimamoto, 2004,
Papageorgiou et al., 2003, Carlson et al., 2010]. Traffic control policies must be adaptive
and flexible to changes in daily traffic volume profiles. Control policies during periods of
congestion are very different than policies during free flowing periods. For these reasons,
high quality forecasts are an important component of any effective traffic management
system. From early applications of traditional time series methodologies by Ahmed and
Cook [1979] to modern applications of support vector regression and simulated annealing
methods by Hong [2011], the development of predictive analytical techniques and models
that seek to increase forecast efficiency and accuracy remains an important area of research
among practitioners and academics alike.
2Traffic volume data must be measured before it can be quantified and characterized.
Measurement of traffic volume is performed using many different methods, each with
differing benefits and problems. In the past, traffic volume would be measured manually
by having an observer count cars as they passed on a road. Manual measurement methods
have fallen out of favor as the cost of automation has decreased. In its discussion of traffic
sensing technologies, Chapter 9 of Dalgleish and Hoose [2008] states that inductive loops,
axle detectors, “above ground” methods, and image processing methods are commonly
used to measure traffic automatically. Inductive loop detectors are buried beneath the
road surface. They are used to collect traffic volume measurements over long periods of
time. Inductive loops detect vehicles using RF in a way similar to how metal detectors
function. While inductive loop sensors use RF to measure traffic, axle detectors measure
the pressure exerted by vehicles as they drive over the sensor. Axle detectors are somewhat
less permanent than inductive loops, but can be very rapidly placed and removed. While
both inductive loop and axle detector sensors are placed near the road surface, “above
ground” detectors are placed above the road on bridges or gantries. Above ground detectors
use a number of passive and active methods to count vehicles as they pass. Similar to above
ground sensors, technologies based on image processing use cameras pointed at the road to
count traffic. Unlike above ground sensors, image processing methods are more intelligent
and analyze video feeds to count and categorize traffic. These popular methods of traffic
measurement supply data that is the foundation of traffic analysis.
The dynamics of traffic volume arises from the interactions of many complex sys-
tems [Chowdhury et al., 2000, Helbing, 2001, Mahnke et al., 2005]. These complicated
interactions make traffic volume measurements nonstationary, noisy, and chaotic. Despite
its variability, traffic behavior is still regular. Much of the regularity of traffic volume
comes from seasonal effects. From day to day, traffic volume profiles appear similar [Li
et al., 2015, Williams et al., 1998]. Plots of traffic volume over the course of weekdays
usually have two distinct peaks of morning and evening rush periods. The next seasonal
3effect in traffic has a weekly period. Although successive days share many similarities,
there are stronger similarities found between days from successive weeks. For example, a
traffic profile of a Monday will share similarities with the traffic of the Sunday preceding
it [Williams et al., 1998]. However, it will share more similarities with the Monday pro-
file taken a week previously. Finally, traffic volume has very long period yearly seasonal
effects. Driver behavior changes with the weather conditions predominant to a particular
season [Datla and Sharma, 2008]. The aggregated interactions of many independent drivers
using a transportation system is the source of the emergent properties of transportation
systems. Despite the complex behavior of traffic volume patterns, regularities in the data
can be exploited to produce quality forecasts. Intelligently managing the complexity of a
transportation system can significantly increase its efficiency and effectiveness.
The first section of the thesis will discuss the background surrounding traffic appli-
cations of time series techniques related to FDA. The next section will present a preliminary
analysis of the traffic data used to justify the methodology. Next, it will describe the FDA
forecasting methodology itself. The next part of the thesis will discuss the results of each
step of the methodology and compare the quality of functional forecasts to forecasts pro-
duced by SARIMA. Finally, the thesis will conclude that FDAmethods can greatly improve
traffic analysis and forecasting.
42. LITERATURE REVIEW
2.1. TRAFFIC DATA ANALYSIS
Traffic data is necessary for making informed policy decisions about road systems.
Intelligent transportation systems seek ways to manage and optimize traffic. As such, ITS
need timely and accurate information about the state of the road network. The traffic
patterns that ITS manage are quite complex. The behavior of traffic volume time series
data comes from the complex system that emerges from the aggregated behavior of large
numbers of people [Xiao et al., 2016]. Li et al. [2015] states that ITS handle traffic data
in four distinct categories: imputation, pattern recognition, data reduction, and forecasting.
Imputation is the process of replacing missing data in traffic time series caused by failures
in sensors/recorders. Pattern recognition analyzes data to categorize and determine the
regularities in observed traffic events. Data reduction is used to reduce the volume of the
data while preserving the characteristics important for traffic analysis. Finally, forecasting
is the method of making predictions of future traffic volumes based on present and historical
observations. Although the primary subject of this work is forecasting, these categories are
closely related. This literature review will give a brief overview of each category.
2.1.1. Imputation. Traffic volume data is collected from imperfect and unreliable
sensors. Sometimes, sensors can break and output either incorrect measurements or no data
at all. ITS make decisions based on the data they receive. Inference based on incorrect data
will lead to incorrect management decisions. Many imputation methods have been imple-
mented to address sensor reliability issues. In Chen et al. [2003], data from malfunctioning
traffic volume sensors were found by their volume measurements. Imputation is performed
by a linear regression using historical data and the data of neighboring valid sensors. Neural
5networks have also been used for accurate and effective imputation of traffic data. Lint et al.
[2005] exploit the properties of a state space neural network to continue to produce useful
outputs under the influence of missing data.
In addition to neural network based methods, more traditional methods from mul-
tivariate statistics have been used to approach the traffic imputation problem. Principal
Components Analysis (PCA) is a statistical method that separates the dominant linearly cor-
related phenomena in a time series. Qu et al. [2009] uses maximum likelihood estimation
to impute missing data based on the dominant modes of traffic variation determined using
PCA. Although PCA is an excellent tool for characterizing variation, additional assumptions
of continuity can be made to increase imputation quality. Assuming continuity means that
nearby data points are assumed to be at least somewhat dependent on one another. Instead
of directly analyzing the time series Chiou et al. [2014] assume that the discrete time se-
ries data are observations throughout time from a realization of a random continuous and
differentiable function and use FPCA to impute the missing data. Chiou et. al. found the
functional methodology to be more effective than traditional discrete PCA based methods.
2.1.2. Pattern Recognition. Traffic volume patterns behave differently depending
on the season, day, weather, andmany other factors. Furthermore, traffic patternswill change
as the population and road demand changes. The ability to recognize and differentiate these
traffic patterns is important for ITS decision making. Weijermars and Berkum [2005]
demonstrate that supervised clustering based on knowledge of working versus non-working
days produces useful results. It also demonstrates the existence of weekly seasonal effects
in traffic behavior. Because PCA methodologies categorize linearly correlated events over
time into separate principal components, it is useful for many pattern recognition tasks.
Guardiola et al. [2014] examine control chart plots of traffic data FPCA scores to recognize
long-term traffic trends. Shorter term pattern recognition is important for determining when
data imputation is necessary. FPCA is used by Chiou et al. [2014] to classify outlier data
into sensor failures or abnormal events. Outlier detection can also make use of forecasting
6methodologies. Guo et al. [2015] compare forecasts of traffic with observed traffic events,
classifying data as abnormal if it differs significantly from the forecasts. Furthermore, Guo
et al. [2015] demonstrate the close relationship between forecasting, pattern recognition,
and imputation. All methodologies require an accurate model of traffic events but use it
differently depending on the desired output.
2.1.3. Data Reduction. The volume of data in traffic analysis has massively grown
as the cost of sensors and data storage has decreased in recent years. When these data become
unwieldy and difficult to work with, methods that reduce the bulk while maintaining the
important phenomena become invaluable. As data sets grow, so does the effects of the “curse
of dimensionality” [Donoho, 2000, Bellman, 1957]. As dimension grows, differences in
volume between relatively similar solids becomes greatly magnified. Methods discussed in
Naymat [2015] such as random projection, downsampling, and averaging are all effective
in reducing data set size. PCA based methods as described by Tran [2008] and Xing
et al. [2015] are a more intelligent way of reducing data size. Unlike random projection,
PCA projects the data onto a basis generated from the data itself. PCA methods find
an orthonormal basis for the data by categorizing sets of linearly correlated events into
independent basis components. These principal components are ordered based on how
much of the total variation they characterize within the data. By truncating the basis to
only the components that express a large amount of variation, PCA preserves much of
the variation in the data while reducing dimensionality. Xing et al. [2015] specifically
demonstrates the effectiveness PCA has for reducing traffic data volume. Reducing data
volume not only leads to more economical storage of observations, but also enables better
classification techniques by avoiding the ‘curse’ of dimensionality.
2.1.4. Forecasting. The necessity to forecast traffic volume data has existed almost
as long as traffic volume time series data. Because of its simplicity and versatility, ARIMA
has been applied to forecast many types of time series. Ahmed and Cook [1979] used
ARIMA in 1979 to effectively forecast traffic volume. Since then, ARIMA has remained
7the baseline standard to which other methods are compared [Vlahogianni et al., 2014, Smith
and Demetsky, 1997, Williams and Hoel, 2003]. Beginning in the 1990s, neural network
(NN) methods have gained popularity for their effectiveness in traffic volume forecasting.
Yun et al. [1998] found neural networks to be more effective than traditional time series
forecasting methods, while other research, such as that from Smith and Demetsky [1997],
found that NN methods were as effective as ARIMA but harder to correctly configure and
train. Despite these drawbacks, neural networks have remained a popular foundation for
traffic volume time series forecasting [Yin et al., 2002, Dia, 2001, Boto-Giralda et al.,
2010]. More recently, methods from statistical learning theory such as support vector
machines have been applied to traffic volume. Hong [2011] found SVR methods to be
significantly more accurate than ARIMA methods. Although effective, Castro-Neto et al.
[2009] showed that different forecasting methods have different levels of effectiveness of
forecasting typical vs atypical traffic days. There has been extensive research in traffic
volume forecasting methods over the last forty years. Many methods have been shown to
be effective with differing costs and benefits.
2.2. FUNCTIONAL DATA ANALYSIS
Functional data analysis (FDA) is a field of statistics that works with functional
(rather than multivariate or univariate) data sets [Ramsay and Dalzell, 1991]. Commonly
high dimensional multivariate data can be approximated with smooth functions. A number
of books and articles discuss the methods commonly used in FDA.Much of the foundational
description of FDA was recorded in Ramsay and Dalzell [1991]. Although previous papers
had discussed functional techniques, Ramsay and Dalzell produced a solid theoretical basis
for FDA. First, Ramsay and Dalzell defined the space where FDA techniques are executed.
Rather thanRn in multivariate analysis, FDAworks in the Hilbert space of square integrable
absolutely continuous functions defined on a compact domain, calledH . Although there are
8more general function spaces, choosing H allowed Ramsay and Dalzell to take advantage
of many properties of projection and distance that are inherent to Hilbert spaces. From the
construction of the space, it follows that a random functional variable X is a function:
X : ¹
; ; Pº ! H
where ¹
; ; Pº is a probability space. In more detail, 
 is the sample space,  is a
sigma algebra on 
, and P is a probability measure on . Each realization of X produces a
function rather than a vector or scalar.
Ramsay and Dalzell use these basic definitions to show a number of techniques
to analyze functional data. The most important technique they discuss (for the purposes
of this thesis) is functional principal components analysis. FPCA is a data reduction and
analysis technique that decomposes the covariance operator into an orthogonal basis of
eigenfunctions. Each eigenfunction describes a common mode of variation present in the
data. FPCA is the foundation of the forecasting methodology discussed in this thesis. FPCA
is discussed further in the methodology section of the thesis as well as in the reviews Tran
[2008] and Shang [2013]. In contrast to the works of Ramsay et. al., Hsing and Eubank
[2015] gives a different perspective of FPCA and other FDA techniques. While Ramsay
exploits the properties of reproducing kernel Hilbert spaces (whichH also happens to be),
Hsing uses the properties of the theory of linear operators to achieve the same results. The
reader gains a more complete understanding of FDA techniques by understanding these
perspectives.
Reading Ramsay et al. [2009] gives a practical demonstration of common FDA
methods and software tools. After a working understanding of FDA is gained through
direct exercise, works such as Ramsay and Silverman [2002] give the reader more detailed
descriptions of FDA practice.
93. TRAFFIC DATA DISCUSSION
3.1. DATA SOURCE
The data used to validate this thesis’ methodology comes from a traffic sensor
data set obtained from the Minnesota Department of Transportation Traffic Data Archives
[Minnesota Traffic Observatory, 2008]. These traffic time series data were collected with
induction loop detectors from 1 January, 2004 through 31 December, 2008. In total,
1827 days of traffic measurements were collected. The detectors were located at the S110
measurement station on I-94 near the Minneapolis/Saint Paul area. The detectors measured
the eastbound traffic volume on I-94 at 30 second intervals. Each day consisted of 2880
observations. To reduce data size while maintaining important behavioral characteristics,
the traffic data are consolidated into time series consisting of 96 fifteen-minute aggregates
[Weijermars and Berkum, 2005]. Large numbers of zero counts in the time series indicate
detector failure. Data from failing detectors can adversely affect model development, so it is
replaced with good data from a different day. Daily traffic volume time series that had more
than four counts of zero vehicles (greater than one hour with no traffic) were replaced with
the previous week’s observed day to preserve the weekly seasonality properties of the data.
Out of the set of 1827 daily time series, only 12 days of profiles were replaced this way.
Once the general characteristics of the data have been established, more detailed analysis
can begin.
3.2. EXAMINING THE DATA
Examining the data can help demonstrate that the use of FDA techniques are ap-
propriate. Traffic volume data is not stationary throughout the day. On any given day, the
series starts at low volumes, then rapidly rises to high volumes during the morning rush. As
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the day progresses, the traffic remains relatively even until the evening rush, where another
increase is generally observed. After the evening rush ends, the traffic volume decreases
to its early morning levels. This intra-day variability in the time series means that it is
nonstationary. FDA is more appropriate for modeling and characterizing nonstationary
data than standard time series models [Ramsay and Dalzell, 1991, Ramsay et al., 2009].
Furthermore, the behavior of traffic throughout the entire day is of most interest. FDA is
used to analyze curves and thus a daily traffic volume profile is a single datum rather than
96 individual data.
Traffic volume data exhibit seasonal effects on many scales. Traffic volume has
strong autocorrelation for both daily and weekly lags [Williams et al., 1998]. Daily autocor-
relation can be seen in the daily regularity of rush periods. Traffic volume profiles are also
correlated from week to week. The traffic profiles of two Sundays one week apart will be
more similar than a Sunday and its followingMonday. InWilliams et al. [1998], the authors
discuss that modeling multiple seasonal periods with ARIMA is difficult. By taking a daily
traffic profile as a single datum, FDA can more easily characterize longer period seasonal
effects. FPCA in particular will be useful for this data because its extraction of the the av-
erage intra-day trend seamlessly incorporates the daily regularity into the representations it
creates. This will enable examination and modeling that incorporates longer period weekly
seasonal phenomena.
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4. FPCA FORECASTING METHODOLOGY
The methodology presented herein combines techniques from functional data anal-
ysis and time series forecasting. The method extends traditional time series forecasting
methods onto a larger scale. Instead of a fifteen minute prediction, this method predicts an
entire day ahead. This method is outlined in Figure 4.1. The time of day t ranges from 1 to T,
whereT is the number of discrete observations in a daily traffic time series. A particular day
where traffic observation occurred is denoted by d. First, functions fd¹tº (abbreviated as fd
or f when appropriate) representing the observed time series fat;dgTt=1 are constructed from
a basis of k splines,  = fi¹tºgki=1. Next, FPCA is used to create a truncated orthonormal
basis f igNi=1 consisting of N principal component functions. Represented with this new
basis, each day fd¹tº consists of coordinates, called FPCA scores, bi;d = f< fd;  i >gNi=1.
Then, for each sequence of daily FPCA scores a SARIMA model is selected with minimal
Akaike information criterion (AIC). This model creates forecasts of day d + 1’s FPCA
scores bˆi;d+1 and then combines them to produce a forecast of the next day’s traffic profile.
Finally, prediction intervals for the forecasts are computed from the residuals between the
modeled days and their respective observed days.
4.1. FIT CONTINUOUS BASIS FUNCTIONS TO DISCRETE TIME SERIES
The first step in the proposed functional time series forecasting method is repre-
senting the discrete time series data with a smooth function that is a linear combination of
continuous basis functions. Most commonly, basis functions can be polynomials, splines,
and sine/cosine functions. As some data can be more efficiently represented with one basis
over the other, the underlying form of the functional basis is at the discretion of the modeler
[Ramsay et al., 2009]. The problem of fitting a function to a time series is as follows. If



























Find Functional Basis to 
Minimize Fit Residuals
Determine Number of 
Components Necessary to 
Acceptably Characterize 
Functional Variation
Figure 4.1. Outline of FPCA Forecasting Methodology.
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basis of functions  = fi¹tºgki=1 with domain »1;T¼ can be created to approximate the
discrete series. To create this approximation, a vector c = fcigki=1 is created. The corre-
sponding basis function i is scaled by ci. The function fd¹tº =
kÍ
i=1
ckk¹tº will be fitted
to the discrete time series. To fit fd¹tº to at;d the sum of squared errors (SSE) between the




¹at   f ¹tºº2.
This minimization is achieved through the method of linear least squares. The
method of linear least squares reduces the above problem to a linear algebra problem that
is very easily solved by a computer. Determining the kind and number of basis functions
necessary for a quality representation is directly driven by the data that will be represented.
A good functional representation of a time series reduces the size of its residuals and
eliminates regular patterns from them. The determination of k (the number of functions in
the finite basis) is further discussed in the results section of this paper.
4.2. GENERATEFUNCTIONALPRINCIPALCOMPONENTSANDDAILYSCORES
The next step in the functional time series forecasting method is the application
of functional principal components analysis, or FPCA. Whereas principal components
analysis (PCA) used in multivariate statistics creates a singular value decomposition of the
covariancematrix, FPCA creates an orthonormal decomposition of the covariance operator.
The primary difference is that PCA is performed on data of finite dimensionality (like a
discrete time series) while FPCA is performed on data of infinite dimensionality [Tran,
2008, Shang, 2013]. PCA has been shown to be useful in working with traffic data [Li et al.,
2015, Xing et al., 2015, Chen et al., 2012]. FPCA further extends this utility.
14
Suppose that X is a random variable of functional traffic volume profiles taking
events in a probability space ¹
; ; Pº into the space of L2 (square integrable) functions
with domain »1;T¼. If  = E»X¼; then the covariance operator on functional data is defined
as
CX¹ f º = E»< ¹X   º; f > ¹X   º¼ (4.1)
where f is a function in L2, and CX¹ f º is the covariance of f with X . Note that the
inner product for infinite dimensional objects is computed as an integral, i.e, < f ; g >=¯ T
1 f ¹tºg¹tºdt. Equation 4.1 shares strong similarities to the finite dimensional covariance
matrix. The only major difference is that f and  are continuous functions rather than
discrete time series.
The covariance operator is compact, linear, self-adjoint, and positive semidefinite,
so the spectral theoremmay be applied (Lemma 6 in Tran [2008]). The spectral theorem for
compact self-adjoint linear operators shows the existence of an eigendecomposition of the
covariance operator (Theorem 7 in Tran [2008]). This decomposition yields the functional
principal components—the eigenfunctions of the covariance operator.
The spectral theorem asserts that there exists a sequence of eigenvalues fig1i=1 of
CX such that ji j decreases to 0 as i ! 1. The spectral theorem also asserts the existence of
eigenfunctions f g1i=1 of CX corresponding to the eigenvalues fig1i=1. The eigenfunctions
form an orthonormal basis for L2»1;T¼. In addition, the functions in the orthonormal basis
are uncorrelated with one another. Lack of correlation simplifies the creation of SARIMA
forecasts of the FPCA scores.
Any functional representation of a time series fd can also be represented by projec-
tion onto the computed orthonormal basis. In other words, fd =  +
1Í
i=1
 i < fd;  i >.
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Because the eigenvalues of the covariance operator decrease to zero, this represen-
tation in the new orthonormal basis can be truncated into a finite series that approximates
f , the functional representation of the time series:
fd   +
NÕ
i=1
 i < fd;  i > (4.2)
This truncated representation massively reduces dimensionality but still preserves most
of the variation. Truncating the series still accurately approximates f because each each
eigenfunction quantifies a progressively smaller amount of the variance than the previous
eigenfunction. Determination of N , the number of terms in the series to keep, depends
on the required quantity of variance that is needed to be kept by the FPCA representation
(Equation 4.3). This determination is data specific and will be further explored in the results
section of the paper. The quantity of variation in the truncated representation is computed










Equation 4.3 is used to produce a scree plot that shows the quantity of variation contained in
the truncated basis representation versus the size of the basis. The scree plot is a convenient
visual method to determine the number of principal components to keep. It is used in
Section 5.2 to justify how many principal component functions are used.
The coefficients f< fd;  i >gNi=1 in Equation 4.2 are called the principal component
scores of the function. The principal component scores of a day gives its coordinate
representation in the truncated orthonormal basis computed with FPCA. In this way, FPCA
generates a daily sequence of principal component scores. These principal component
scores are what will be forecasted in the following section.
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4.3. FIT SARIMAMODEL TO PRINCIPAL COMPONENT SCORES
After the daily sequences of FPCAscores have been created, a SARIMA¹p; d; qº¹P;D;Qºm
model is fitted to the M most recent daily scores to produce next-day score forecasts. The
nonseasonal and seasonal orders of autoregression (resp. p; P), differencing (resp. d;D),
and moving average (resp. q;Q) are selected automatically using the auto.arima function
from the ‘forecast’ package in R. The auto.arima function selects parameters so that the
AIC of the model is minimized. For computational efficiency, only the most recent daily
scores are used in the model selection process. Finding the quantity of recent scores that
are needed is discussed in the results section. The seasonal lag (m) of the SARIMA model
is manually determined through examination of autocorrelation plots of the scores and is
also discussed in the results section.
4.4. GENERATE FORECASTED FUNCTION AND PREDICTION INTERVALS
After the FPCA score models are created, forecasted scores can be produced. If
bˆ¹i;d+1º is the ith principal component score forecast created by its respective SARIMA
model, then the functional forecast is created by replacing < ft;  i > in Equation 4.2 with
bˆ¹i;d+1º. The forecast for the next day (Equation 4.4) is the mean function added to a linear
combination of the largest N estimated principal component functions with their respective
forecasted next day principal component scores:




The SARIMA models of the FPCA scores can produce forecasts for the observed
days in the training set. The residual differences between the M modeled days f fˆgd=d M
and the M observed time series fat;gd=d M are analyzed to produce prediction intervals
for the forecast fˆd+1. These prediction intervals are difficult to generate through parametric
methods. The model used to create the forecasts is based on a relatively small data set.
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There is a small number of days where the model can be compared with the observed days.
Outliers can significantly distort the statistical properties of the residuals. To reduce the
effects of outliers, a nonparametric bootstrap process is used.
If the residual between the functions produced by the FPCA SARIMA model and
the observed traffic volume time series is d¹tº = fd¹tº   at;d , then the set of residuals to be
sampled for the bootstrapping process is B = fgd=d M .
A large number of simulated training set residuals, B, is created by sampling with
replacement from B. A simulated residual set b found in B consists of residuals i , where
i is any sequence of M integers between d  M and d. For each simulated residual set b in
B, the 5% and 95% population quantiles are calculated at every time t from 1 to T . Finally,
these 5% and 95% population quantiles for every element of B are averaged to produce the
bootstrapped 5% and 95% population quantiles. These bootstrapped quantiles are added to
the forecasted function to create the prediction intervals.
18
5. FPCA FORECASTING RESULTS
This section demonstrates that the methodology presented above is appropriate for
traffic modeling and forecasting. Each step of the methodology is justified. Approximation
of traffic time series with a basis of splines will be justified by careful examination of
the residuals of the approximations. The use of FPCA and number of components will
be justified by examining what and how much variation is explained with each principal
component harmonic. Next, the SARIMA models employed to forecast the FPCA scores
will be justified by examining the properties of the FPCA score time series. The Akaike
Information Criterion (AIC) will be used to justify the choice of the model parameters.
Finally, the functional forecasts will be compared with direct SARIMA forecasts by com-
paring the magnitude of their respective root mean squared error (RMSE). Daily traffic
forecasts produced from the forecasted functional principal component scores will be show
to perform better than forecasts produced from a SARIMA model directly fitted to the time
series. This demonstrates that FPCA increases the forecasting abilities of traditional time
series forecasting.
5.1. FITTING BASIS FUNCTIONS TO TRAFFIC TIME SERIES
A basis of continuous functions had to be created before they could fit the discrete
time series. Splines were selected over a polynomial or a Fourier basis because the daily
traffic time series are nonstationary and nonperiodic on the time scales on which the
functional fits are made [Ramsay et al., 2009]. A basis of 32 splines sufficiently described
the continuous behavior of the daily traffic series. To verify the quality of the functional
fits, the residuals were examined for any major trends or patterns. Table 5.1 shows that on
19
Table 5.1. Summary of Residual Fitting Statistics.
Normalized Traffic Count Actual Traffic
(Divided by 1709) Count
Min. -0.3856000 -658.9904
1st Qu -0.0110600 -18.90154
Median -0.0000091 -0.0155519
Mean 0.0000997 0.1703873
3rd Qu. 0.0106000 18.1154
Max 0.9122000 1558.9498
average, the functional representation differs from the observed time series by less than half
a car. Figure 5.1 provides an additional illustration that the functional fits to the traffic time
series approximate the time series very well.
The noise that is left out of the functional fits lies in a narrow band that surrounds
them. For example, Figure 5.2 shows that 95% of the residual noise from a sample day’s
functional representation lies within a relatively small band about the function. The narrow
noise band around the fitted traffic volume function indicates that the function characterizes
much of the behavior of the discrete time series. This further demonstrates the existence of
an underlying smooth process driving the traffic volume observations.
5.2. GENERATION OF FUNCTIONAL PRINCIPAL COMPONENTS
Although the dimensionality of the data has been reduced by fitting continuous
functions to the time series, the components of each vector that scale associated basis
functions are highly correlated with their neighbors. This correlation between components
is exploited with FPCA to further reduce the dimensionality of the data.
The first step in conducting FPCA is to determine the number of components
necessary to characterize the dominant phenomena found in the data. A scree plot is used to
show the relationship between the number of principal components and the overall variation
that they describe. Scree plots are produced by calculating V (Equation 4.3), the fraction of
20
Residuals of Functional Fits of 1827 Days of 15 Min. Traffic Time Series
































































































2/5/04 Time Series and Functional Fit
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FPCA Described Variation vs. Number of Components















Figure 5.3. Scree Plot of Number of Components vs. Quantity of Described Variation.
variance described by N FPCA harmonics, for a range of values of N . Figure 5.3 is the scree
plot corresponding to the first ten functional principal components for the entire functional
traffic data set. The first three principal components describe 93.6% of the variation in
the functional time series data. The FPCA representation of the data will be truncated at
N = 3 because the remaining 6.4% of variation is deemed negligible for the purposes of
forecasting.
FPCA does not preserve all of the variation of the data. Depending on what one
wishes to model, this can be a cost or a benefit. When producing traffic volume forecasts,
the reduction in variation of data characterized with FPCA is exploited to make the models
more robust against short term transient behaviors such as minor car accidents. FPCA
representations keep the principal modes of variation found in a time series. Consistent
events are very effectively describedwith FPCA. Inmany cases, the first principal component
function directly corresponds to a clearly observable phenomena in the data [Ramsay et al.,
2009]. Higher order principal components do not reflect a singular phenomenon in the
22













































FPCA Harmonic No. 1 Modifying Mean Function
( 81 % of variation)

































































































































FPCA Harmonic No. 2 Modifying Mean Function
( 11 % of variation)
































































































































FPCA Harmonic No. 3 Modifying Mean Function
( 2 % of variation)






























































































































Figure 5.4. Demonstration of how FPCA harmonics modify the mean function.
data insomuch as they provide “contrast” that better separates phenomena occurring at
different times in the data. Figure 5.4 shows that the rush hour periods (or the lack thereof
on weekends) are so consistent that they are described by the first principal component
harmonic. Higher order principal components appear to modify the intensity and duration
ofmorning and evening rush periods in the data. Consistently occurring events are described
with relatively few components. However, FPCA does not represent transient events as well.
Figure 5.5 shows such a transient event (most likely an accident) that is essentially ‘ignored’
by the FPCA representation of the day. It is the nature of transient events like these to be
difficult to predict. Incorporating these transients into a model can skew the forecasts and
prediction intervals that the model can produce. FPCA is useful for the creation of generic
forecasts because it fails to capture very unusual events that would otherwise reduce the
quality of the model.
23













8/17/04 Functional Fit and FPCA Fit

















































































95% confidence interval (pca to original time series)
Original Time Series
Figure 5.5. Because accidents are rare, they are not characterized within the first three
principal components of the data.
FPCA is also useful for forecasting because the FPCA representations have uncor-
related scores and low dimensionality. Where each day in the original data set is described
with 96 values, each FPCA representation of a day’s traffic events only needs three values
to be described. Reducing the dimensionality of the data set reduces the complexity of
making forecasts.
5.3. FITTING SARIMAMODELS TO COMPONENT SCORES
Once the data has been represented using FPCA, the next step is to make models of
the daily FPCA scores.
First, the scores must be examined manually to determine the seasonality lag of the
model. Figure 5.6 shows the distribution of FPCA scores colored by the day of the week.



















Figure 5.6. 3d scatter plot of FPCA scores colored by day of week (Mon - Blue, Tues -
Magenta, Wed - Purple, Thurs - Orange, Fri - Yellow, Sat - Red, Sun - Green).
weekly seasonality. Previously performed traditional SARIMA modeling of traffic time
series has also indicated weekly seasonality [Williams et al., 1998]. Examination of the
partial autocorrelation plots in Figure 5.7 further confirms weekly seasonality. All three
score sequences have strong seven day autocorrelations. Because of this, the SARIMA
models for the FPCA scores will incorporate weekly seasonality.
Next, the number of recent daily scores needed to select the model parameters is
determined. Comparison of automatically selected models using the 28 most recent days
of scores versus the 14 most recent days of scores yielded no difference in the parameters
selected by auto.arima. However, using the most recent 14 days yielded a large reduction
in computation time. Using fewer than 14 days would not ensure sufficient data to select
the seasonal parameters (P;D;Q) of the model. Training sets for model parameter selection
will utilize only the last 14 days of FPCA scores.
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1st FPC Score Partial Autocorrelation


















2nd FPC Score Partial Autocorrelation




















3rd FPC Score Partial Autocorrelation
Figure 5.7. Partial autocorrelation of FPCA scores.
Next, SARIMA models are fitted to each sequence of FPCA scores. The rest of
the SARIMA model parameters are determined automatically based on the scores in the
training set. The orders of autoregressive (p), differencing (d), and moving average (q)
parameters of the model are fitted to the training set with the objective of minimization of
the AIC. The most commonly selected model is a SARIMA (0,0,0)(0,1,0)7 model. This
strongly reiterates the weekly seasonality characteristics of the data.
Once SARIMA models have been fitted to their associated sequence of scores, they
can produce next-day score forecasts. To produce a functional forecast, the FPCA score
forecasts are linearly combined with their respective FPCA harmonic functions and then
added to the mean function. This functional forecast is a prediction of the entire next day’s
traffic profile.
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Table 5.2. Summary of Daily Error Properties.
MPE MAPE RMSE
Min -750.6 4.1 0.20
5% Pop. -23.4 5.7 0.28
Median -1.3 9.0 0.41
Mean -4.6 15.0 0.58
95% Pop. +10.3 42.8 1.61
Max +72.4 761.1 3.03
5.4. GENERATION OF FORECASTS AND PREDICTION INTERVALS
These forecasts are only useful if they manage to describe the next day’s events.
There are many ways to measure the quality of a forecast. The methods that will be used
here are mean percent error (MPE), mean absolute percent error (MAPE) and root mean
squared error (RMSE). MPE will demonstrate how the model overpredicts or underpredicts
traffic over time while MAPE and RMSE will show how far apart the models are from
reality.
The mean and median values of MPE and MAPE are useful for determining if the
models are consistently overpredicting or underpredicting traffic volume. MPE and MAPE
do poorly when the observed data is zero or near zero. Outliers are best found using the
RMSE measure. Since the RMSE is computed without using division, zero/small observed
values do not distort the distribution of the population as much.
Figure 5.8 illustrates a forecast with near median RMSE. Some poor forecasts can
be traced to phenomena outside the scope of the model. For example, Figure 5.9 illustrates
a very poor forecast that was produced on 12 June. This forecasted day is in the 95th
percentile of forecast error. The large error occurred because a section of the highway was
closed for the entire day [Star-Tribune, 2004].
Although the forecasts are useful, they do not provide information about the accuracy
of the predictions. Prediction intervalsmust be generated for the functional forecasts to better





































































































Forecasting 3/19/04 with 90% Prediction Intervals
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Forecasting 6/12/04 with 90% Prediction Intervals




























Figure 5.9. An example day from the highest (95% to 100%) quantile of L2 Distance.
This poor forecast was produced due to road construction on the highway impeding normal
traffic flow [Star-Tribune, 2004].
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Table 5.3. Comparison of summary statistics from 365 residual samples.
SARIMA RMSE FPCA-SARIMA RMSE
Min. 0.2504 0.2026
1st Qt. 0.6349 0.3398
Median 1.6833 0.4148
Mean 1.5637 0.5859
3rd Qt. 2.3205 0.6004
Max. 4.1339 2.6181
metric that can be used to compare forecasting models. To demonstrate the improvement
FDAmakes upon traffic time series forecasting, its predictions are compared with SARIMA.
These two models are compared over the same training sets. Comparison of traditional
SARIMA forecasting methods to this functional forecasting method is difficult because the
two methods operate on different time scales. Traditional time series methods produce
forecasts 15 minutes at a time, while functional time series methods produce forecasts one
day at a time.
Forecasts for the same days were produced by both methods for comparison. The
residuals of the SARIMAmodel and the functional model were compared. Because finding
optimal parameters for a SARIMAmodel on a large time series is computationally intensive,
forecasts from both models were produced for a random sampling of 365 days out of the
available data. Note that continuity of the data was preserved. A day’s forecast is always
produced from the previous 14 days traffic data.
The results of comparing the RMSE of SARIMA vs FPCA-SARIMA can be found
in Table 5.3. The FPCA-SARIMA model clearly outperforms the traditional SARIMA
model. Though both models use the same data to create forecasts, the mean RMSE of the
FPCA-SARIMA is nearly half that of the SARIMA model.
In terms of prediction interval size, traditional SARIMA is outperformed by func-
tional SARIMA. Traditional SARIMA prediction intervals were computed using a similar
bootstrapping process that was used for the functional model. However, the traditional
29
Functional and Traditional SARIMA with 90% prediction intervals
 3/18/04 Predicted Day 78 
 Traditional SARIMA Start: 0 hours into the day































































































































Figure 5.10. Comparison of forecasting methods. 90% prediction intervals for traditional
SARIMA (in orange) and FPCA SARIMA (in blue).
SARIMA models make predictions that are many steps farther into the future than the
functional forecasts. This naturally causes the prediction intervals to grow in size as time
passes. Figure 5.11 and Figure 5.10 demonstrate that while traditional SARIMA predic-
tions become increasingly uncertain with time, functional SARIMA prediction intervals
remain relatively narrow. Functional SARIMA prediction intervals are more variable over
time, however. Functional SARIMA predicts the predominant phenomena (the functional
principal components) that will characterize a day. These predominant phenomena have
variable effects throughout the day. Uncertainty in the rush-hour related components does
not change the uncertainty (or lack thereof) of the midday related traffic components.
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Functional and Traditional SARIMA with 90% prediction intervals
 3/18/04 Predicted Day 78 
 Traditional SARIMA Start: 12.5 hours into the day































































































































Figure 5.11. Comparison of forecasting methods. 90% Prediction intervals for traditional
SARIMA (in orange) and FPCA SARIMA (in blue). Note that after 45min to 1 hour (3–4
steps) ahead, the prediction intervals for traditional SARIMA are wider than for FPCA
SARIMA.
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6. SUMMARY AND CONCLUSIONS
This thesis demonstrated a novel application of functional data analysis (FDA)
and functional principal components analysis (FPCA) to the problem of traffic volume
forecasting. Functional statistical methods were employed to extend the forecasting power
of traditional time series methods.
To reduce data volume while preserving the temporal features of the traffic data,
each day of the time series was represented as a single functional datum. FPCA was then
used to determine the principal component functions of the traffic data. The principal
component functions represent the dominant modes of variation found in the data. FPCA
represented each day of traffic by determining the quantity (FPCA score) of each mode of
variation found in the data. While the original daily time series of traffic consisted of 96
observations of traffic volume, the FPCA representation of the same time series consists of
only three scores. Finally, two weeks of traffic represented as 14 FPCA score triples were
used to train three SARIMAmodels. In this way, FPCA extended the ability of a traditional
time series forecasting methodology to produce functional daily traffic forecasts.
The application of this methodology yielded promising results. The forecasts pro-
duced using FDA methods were consistently more accurate than the forecasts produced
using traditional SARIMA methods. Furthermore, the functional forecasts prediction in-
tervals remained more narrow over longer periods of time than the equivalent SARIMA
forecasts. This shows that the applying FDA methods to time series forecasting allows for
more accurate and longer-term forecasts to be produced from the same data set.
The presentedmethodology ismore effective than traditional time seriesmethods for
a number of reasons. First, FDA methods exploit the underlying functional characteristics
of the time series data to simplify and reduce the size of the data while preserving its
important characteristics. Much like continuous functions, traffic time series observations
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are locally correlated with one another: the traffic volume observed at 9:30 are going to
be similar to the traffic at 9:35. Table 5.1 confirmed the continuous functions that fit the
discrete data characterized a very large component of overall traffic behavior. Using FDA
methods, a day consisting of 96 data points becomes a single point—a functional datum.
Time series forecasting methods make their best forecasts a short period of time into the
future. Working directly with the time series data, good forecasts can only be made 15–45
minutes into the future. In contrast, by working with the functional representation of the
time series, accurate forecasts are made an entire day into the future.
Next, there are analytical tools available for functional data that are not for traditional
discrete time series. Many times, differencing discrete time series amplifies the error
contained in the data. This larger error can obscure correlations between the differenced
time series and other phenomena of interest. FDA represents discrete time series with
smooth functions, removing some of the noise present in the time series. The lack of this
noise in the functional data allows stronger inferences to be made from the rates of change
within the functional data. The smooth and differentiable functional data represents more
useful information about traffic flow than the corresponding discrete time series. FPCA is
another analytical tool that makes this methodology so effective. By representing functional
data with an orthonormal basis tailored to the data itself, a very clear view of the dominant
behaviors of the data is created. FPCA extends the utility of PCA methods applied to
discrete time series by maintaining the continuity properties inherent to functional data.
Principal components analysis on discrete data characterizes less variation in the data per
component because a large amount of random noise is still present. The smooth functional
data does not have this random noise, so a much larger amount of the variation can be
characterized using FPCA. Smooth data is easy to analyze.
Finally, representing each day with FPCA scores enables much easier application
of time series methods. Time series methods such as SARIMA struggle to characterize
multiple seasonal effects at once. The SARIMA model used for comparison in this thesis
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performed seasonal differencing at a 96 observation (one day) lag. When used with the
FPCA representation of data, the SARIMA model performed seasonal differencing at a 7
observation (one week) lag. Characterizing the data with FPCA simplifies clustering and
hence simplifies forecasting. Characterizing weekly lag periods in traffic models is useful
because of the seasonal characteristics of the data. For example, there is more similarity
between two Monday traffic profiles one week apart than between a Sunday traffic profile
and a Monday traffic profile a single day apart. In this way, FPCA enables traditional
time series methods to look further within the data to characterize the longer term seasonal
effects in the data.
The forecastingmethod described in this paper leads tomany areas of future research.
FPCA is used in this paper to summarize a 15-minute sample time series into a 24-hour
sample time series. Other commonly used traffic volume models like neural networks and
support vector machines could be used in place of SARIMA to forecast the daily FPCA
scores of traffic time series.
Currently, the presented method produces forecasts only on a daily basis. It does
not take partially observed days into account when forecasting. Relatively anomalous days
of traffic volume (such as road closures or holidays) can be difficult to predict, but easier to
detect as they occur. The papers Guardiola et al. [2014], Chiou [2012] as well as Figure 5.6
suggest that a clustering analysis of FPCA scores is a promising method to classify traffic
volume profiles and detect anomalous ones. Further development of models similar to
Chiou [2012] that detect anomalous days as they occur and accordingly change the forecast
of the remainder of the day will lead to even better overall forecast quality.
The presented forecasting method could also be combined with existing dynamic
traffic routing systems. These systems intelligently avoid areas that will have heavy traffic
in the future [Kok et al., 2012]. More intelligent traffic forecasts would produce higher
quality routes.
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Other functional data analysis tools could also be applied to traffic volume problems.
FDA could be used to better understand the relationship between traffic volume and driving
conditions. Temperature, precipitation, and visibility conditions all affect driver behavior.
A functional response model could be created to better understand how weather affects
traffic volume over the course of a day, allowing for ITS to respond to a more nuanced
variety of traffic conditions.
FDA methods could be used to create a continuous dynamic model of traffic be-
havior. There exists a set of governing laws that dictate how a segment of a road behaves.
Simple models of these laws have been previously shown to resemble commonly found dy-
namic systems [Dorogush, 2013]. Derivation of a set of governing equations that accurately
respond to the changing travel demand driving function would allow advanced traffic man-
agement systems to more intelligently control the traffic patterns of a city. Instead of being
applied for forecasting, FDA methods could be used to produce simulated traffic volume
profiles to validate the dynamic models. The continuous and differentiable nature of the
functional data fit with cubic splines allows direct input into models that utilize differential
equations.
Functional data analysis methods provide a number of new perspectives with which
to observe and predict traffic phenomena. In particular, functional principal components
analysis has the ability to greatly extend the utility of current traffic forecasting methods.
This thesis demonstrated the implementation and verification of a novel forecasting
methodology applied to traffic volume time series. Functional data analysis is a relatively
new field of statistics. Many of its benefits have not been fully exploited in real world
applications. By showing the effectiveness of this functional forecasting methodology, this
thesis helps build the bridge between practice and theory. Furthermore, this thesis has
demonstrated that despite the large body of research in traffic volume forecasting, new
perspectives on the data can bring insights and benefits to both researchers and engineers.
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