A benchmark problem on atmospheric sound propagation over irregular terrain has been solved using a stable fourth-order accurate nite dierence approximation of a high-delity acoustic model. A comparison with the parabolic equation method and ray tracing methods is made. The results show that ray tracing methods can potentially be unreliable in the presence of irregular terrain.
Introduction
High-delity simulations of sound propagation require an accurate treatment of the medium of propagation. In the atmosphere the speed of sound typically varies in space, which causes refraction of sound rays. As sound waves hit the surface of the earth they are partly reected; the degree and direction of reection depend on the topography and the type of ground. Measurements have shown that in order to accurately predict sound pressure levels (SPL), it is important to take the properties of both the atmosphere and the underlying terrain into account (see for example [40, 24] ). In realistic applications, the atmospheric variations can be complex and the terrain is often irregular, which means both that the topography is non-trivial and that the type of ground can vary.
One high-delity model for sound propagation is based on the linearized Euler equations [41] , which is most often solved with the staggered gridnite dierence time domain method originally presented in [48] . In [17] a pseudo-spectral time domain method was used to solve the linearized Euler equations in urban courtyards. This is an ecient approach when the underlying geometry ts into a block-Cartesian geometry.
Another high-delity model is the time-dependent acoustic wave equation. However, the wave equation has been considered too computationally demanding in realistic large-scale 3-D settings. One way to reduce the computational cost when the sound source consists of a single frequency is to Fourier transform the wave equation, which yields the Helmholtz equation.
From the Helmholtz equation, it is possible to further reduce the computational cost via an assumption that reections at boundaries are negligible.
The resulting model is called the parabolic equation (PE) model [25] , often used in ocean acoustics. Because of the assumption about reections, the PE method is only valid for very moderate topographies. A signicant drawback with the Helmholtz equation (and the PE method) is that timedependent phenomena, such as a varying atmosphere or sources (for instance wind turbines) can not easily be approximated.
However, despite the possible simplications, the above models are all generally regarded as too computationally expensive in realistic 3-D applications. Hence, most numerical methods for sound propagation are based on much simpler models. A commonly used sound propagation model is NORD2000 [1] , based on ray tracing methods, which combine geometrical ray theory with the theory of diraction (for examples of applications see [46, 47, 23, 8] ). Ray tracing methods are computationally cheap, but they incorporate neither a complex atmosphere nor irregular terrain properly.
Unfortunately, due to a shortage of reliable measurements over largescale domains, it has been dicult to validate the sound propagation models currently used in practical applications. An alternative to measurements is validation through manufactured solutions (where one compares the numerical results with analytical solutions), but this technique has not yet been widely accepted outside the eld of applied mathematics.
In this paper we shall solve a realistic sound propagation problem with the time-dependent acoustic wave equation as the underlying model. As mentioned above, this model is desirable from an accuracy perspective, but it is computationally costly. It is therefore imperative to use an ecient numerical method, to minimize the number of unknowns. It is well known that high-order (higher than second order) spatially accurate nite dierence schemes combined with high-order accurate time marching schemes are very well suited for wave propagation problems on large domains (see the pioneering paper by Kreiss and Oliger [22] ). To guarantee an accurate approximation, it is necessary that the underlying numerical scheme can be proven stable, which is a non-trivial task using high-order nite dierence methods.
A robust and well-proven high-order nite dierence methodology that ensures stability of time-dependent partial dierential equations (PDEs) is the summation-by-partssimultaneous approximation term (SBP-SAT) method. The SBP-SAT method combines semi-discrete operators that satisfy a summation-by-parts (SBP) formula [21] , with physical boundary conditions implemented using the simultaneous approximation term (SAT) method [4] . Examples of the SBP-SAT approach can be found in [36, 37, 38, 32, 34, 35, 39, 30, 44, 26, 7, 33, 14, 13, 16 ].
An added benet of the SBP-SAT method is that it naturally extends to multi-block geometries while retaining the essential single-block properties: stability, accuracy, and conservation [5] . Thus, problems involving complex domains or non-smooth geometries are easily amenable to the approach.
References [30, 34, 15, 29] report applications of the SBP-SAT method to problems involving nontrivial geometries. Most of the published results for the SBP-SAT method are for rst order hyperbolic systems (and the NavierStokes equations). The extension of the SBP-SAT technique to the second order wave equation is found in [30, 31] . However, those studies were restricted to 1-D concerning high-order nite dierence methods (3-D results for the nite volume technique were presented). The present study is a direct extension of the SBP-SAT method to the second order wave equation on multidimensional curvilinear domains, including non-trivial boundary conditions.
In the rst part of this paper, the SBP-SAT method is applied to the benchmark problem introduced in [40] . The SBP-SAT method is here extended to the second order wave equation on a curvilinear 2-D domain with non-trivial boundary conditions. A fourth-order accurate SBP-SAT approximation is implemented and veried by a grid-convergence study against manufactured solutions. In the second part of this paper, the benchmark problem in [40] is used to compare the PE and ray tracing methods with the newly implemented SBP-SAT method. Conclusions as to the validity of the PE and ray tracing methods in the presence of a complex atmosphere and irregular terrain are drawn.
The rest of the paper is organized as follows: In Section 2 we introduce some denitions and illustrate the SBP-SAT method by applying it to a 1-D problem. In Section 3 we analyze a model problem in 2-D. We then introduce the benchmark problem in Section 4, and describe how the SBP-SAT technique has been adapted to this problem. The PE method and the ray interpolation methods are introduced in Sections 5 and 6, respectively.
The implementation of the fourth-order accurate SBP-SAT method is veried in a series of convergence studies in Section 7. In Section 8, we present the results from the benchmark problem, comparing the dierent numerical methods. Conclusions are presented in Section 9. The nite dierence (SBP) operators are listed in Appendix.
The 1-D problem
In this section we dene the SBP-SAT method. To illustrate the power and simplicity of the method we shall consider the following second-order hyperbolic problem:
where a(x) > 0 and b(x) > 0, and the boundary conditions are given by
In the present study we restrict ourselves to the case α 3 = 0, β 3 = 0, referred to as mixed boundary conditions. For the treament of Dirichlet conditions we refer to [31] .
Before we start employing the SBP-SAT method, some denitions are needed. Let the inner product for real-valued functions u, v ∈ L 2 [0, 1] be dened by (u, v) = 1 0 u v c(x) dx, c(x) > 0, and let the corresponding norm be u 2 c = (u, u). The domain (0 ≤ x ≤ 1) is discretized using the following N + 1 equidistant grid points:
The approximate solution at grid point x i is denoted v i , and the discrete solution vector is v = [v 0 , v 1 , . . . , v N ] T . Similar to the continuous inner product, we dene an inner product for discrete real-valued vector functions u, v ∈ R N+1 by (u, v) Hc = u T HC v, where H is diagonal and positive denite and C is the projection of c(x) onto the diagonal. The corresponding norm is v 2 Hc = v T HC v.
Remark The matrix product HC denes a norm if and only if HC is symmetric and positive denite. This can only be guaranteed if H is a diagonal matrix (see [43] for a detailed study on this).
The following vectors will be frequently used:
2.1 The SBP-SAT method SBP operators are essentially central nite dierence stencils, closed at the boundaries with carefully chosen one-sided dierence stencils which mimic the underlying integration-by-parts formula in a discrete norm. In the present paper we address the SBP operators by the accuracy of the central scheme and the type of norm which they are based on. A 2pth order diagonal norm SBP operator is closed with pth order accurate one sided stencils (see [32] ).
For rst order hyperbolic problems, this implies that the convergence rate (i.e., global convergence) drops to (p + 1)th order when using a 2pth order diagonal norm SBP operator. For strongly parabolic problems and second order hyperbolic problems the convergence rate instead drops to (p + 2)th order (see [10, 45] for more information on the accuracy of nite dierence approximations).
To dene the SBP-SAT method, we present denitions 2.1-2.3 (rst stated in [35] and [30] ). We here say that a scheme is explicit if no linear system of equations needs to be solved to compute the dierence approximation. 
approximating ∂/∂ x, using a 2pth-order accurate narrow-stencil, is said to be a 2pth-order accurate narrow-diagonal rst-derivative SBP operator if H is diagonal and positive denite andQ
, where b(x) > 0, using a 2pth-order accurate narrow-stencil. 2 depend on b(x). The explicit dependence can be found in [28] . For completeness we have included the fourth order SBP operators (used in the present study) in Appendix.
The following denition introduced in [28] is also central in this paper: 
Continuous analysis
Multiplying the rst equation in (1) by u t and integrating by parts (referred to as the energy method) leads to
where (bu x u t ) x=1 means (bu x u t ) evaluated at x = 1. We also identify
as the total energy (kinetic and potential).
Multiplying the rst equation in (1) by u t , integrating by parts and imposing the boundary conditions (2) leads to
wherē
and
Here we assume that α 3 = 0 and β 3 = 0. The following Lemma is central in the present study, Lemma 2.5 Eq. (1) with boundary conditions (2) has a bounded energy in terms of initial and boundary data if α 3 = 0,
ProofĒ is non-negative and well dened if α 3 = 0, β 3 = 0, α 0 α 3 ≥ 0,
If α 1 α 3 < 0 and β 1 β 3 > 0 hold we have a strong estimate ofĒ(t) in terms of initial and boundary data.
Remark The implication of Lemma 2.5 is that we can have at most linear time-growth of u . Linear growth (in t) does not violate well-posedness (see [11] ). However, linear time-growth of u can only occur if we have f 2 = 0 combined with pure Neumann boundary conditions, i.e, α 0 = α 1 = β 0 = β 1 = 0, so that we have a zero eigenvalue in the spectrum [27] .
Semi-discrete analysis
The discrete approximation of (1) using the SBP-SAT method is
where e 0 and e N are dened in (3). (We assume the same initial conditions v = f 1 , v t = f 2 as in the continuous case). The matrix A has the values of a(x) injected on the diagonal. The semi-discrete boundary operators that mimic (2) are given by
Applying the energy method by multiplying (9) by v T t H and adding the transpose leads to
where
Lemma 2.6 Eq. (9) with boundary operators (10) exactly mimics the continuous energy estimate (6) 
, and is thus stable if the conditions in Lemma 2.5 hold.
,
Equation (12) is a semi-discrete analogue to (6) , and stability follows if the conditions in Lemma 2.5 hold. 
Denitions
To make the notation more compact we introduce the Kronecker product:
where C is a p × q matrix and D is an m × n matrix. We also let I N be the (N + 1) × (N + 1) identity matrix. If the problem is given on a curvilinear domain Ω we transform it to the unit square, Ω . We will refer to Ω as the physical domain and Ω as the rectangular domain. The rectangular domain is discretized using the (N ξ + 1)(N η + 1) grid points:
The boundaries of Ω are denoted by W (west), N (north), E (east) and S (south), respectively, as shown in Figure 1 . The approximate solution at a grid point (ξ i , η j ) is denoted by v ij , and the discrete solution vector is v = [v 00 , ..., v 0Nη , v 10 , ..., v N ξ Nη ] T . The matrix R W is dened so that R W v is a vector with the same length as v and the same elements on the positions corresponding to the west boundary, but zeros everywhere else. The matrices R N , R E and R S are dened similarly for the north, east and south boundaries, respectively.
By D 1ξ we denote the 2-D version of the narrow-stencil rst-derivative
In the same manner, we let H ξ denote the 2-D version of the diagonal matrix H, applied in the ξ-direction. D 1η , D
2η and H η are dened similarly for the η-direction.
To simplify the notation (without any restriction) we here assume N ξ = N η = N . The 2-D operators can be neatly expressed in terms of the 1-D operators using the Kronecker product:
where the vectors e 0 and e N are dened in (3) . Assuming that the coecient b is constant, we can also write
In the case of a variable coecient b, however, (15) does not hold. To cover also that case, we introduce the notation
We also dene
We then have
The continuous problem
We consider the following problem:
where b(x, y) > 0. We have chosen homogeneous boundary conditions to avoid unnecessary notation in the analysis. Similarly to the 1-D analysis in Section 2.1, the analysis holds for inhomogeneous conditions as well. We also limit our present study to the case γ 2 = 0, which includes the important case of Neumann conditions (γ 1 = 0, γ 2 = 1, γ 3 = 0). We can add dissipation to (20) by adding a term b∇ · (σ∇u t ), σ(x, y) ≥ 0 to the right hand side of the PDE. The added dissipation term will be used to create absorbing layers at articial boundaries in Section 4.1. Including the dissipation term, the problem reads
We now transform the problem to a rectangular domain. Assume that there is a smooth one-to-one mapping
from Ω to Ω. The Jacobian J of the transformation is
The scale factors η 1 and η 2 of the transformation are dened as
Since the mapping is one-to-one, the Jacobian is everywhere non-zero. By the chain rule, we have
which is equivalent to
By adding u xx and u yy and rearranging terms, the rst equation in (21) can be written asJ
where we have dened
Using equation (23) to transform ∇u · n in the second equation in (21) yields the transformed boundary conditions:
The complete transformed problem is given by (25) , (26) and the initial conditions stated in (21) . Applying the energy method (here assuming that also the time derivative of the boundary condition (26) holds) leads to
The matrix
Thus, the problem has an energy estimate if the
hold. The last term in (27) implies damping of the energy for σ > 0.
The semi-discrete problem
In the semi-discrete setting we use the following notation for the matrices corresponding to the continuous variable coecients, for readability purposes: If λ denotes a variable coecient in the continuous setting, we here denote the matrix with the values of λ(ξ, η) at the grid points injected on the diagonal by λ. There is no risk of confusion since it will always be clear from context whether we are in a continuous or semi-discrete setting.
The semi-discrete version of (26) is given by
In the numerical scheme we also impose the time-derivative of the boundary conditions when σ > 0. For instance, if we have the boundary condition Lv = f , we impose both Lv = f and Lv t = f t using the SAT technique.
The semi-discrete approximation of (25) and (26) using the SBP-SAT method is
The rst main result of the present study is stated in the following theorem:
Theorem
we obtain an energy estimate completely analogous to (27) . If (30) holds, we have a non-growing energy.
4 Model problem
The continuous problem
We consider sound propagation over the terrain shown in Figure 2 . A source emitting spherical waves with a frequency of 50 Hz is placed at range r = 0, height z = 10 m. The propagation of sound waves is governed by the acoustic wave equation u tt = b∆u, (33) where u is the acoustic pressure and b is the square of the wave velocity. As in Section 3.2, we introduce dissipation, u tt = b∆u + b∇ · (σ∇u t ). (34) Expressing equation (34) in cylindrical coordinates (r, φ, z) and assuming symmetry in the azimuthal direction (the φ-direction) results in the axisymmetric two-dimensional restriction of (34),
We construct the physical domain by introducing articial boundaries in the manner shown in Figure 3 . In the simulations, the west boundary was placed at r = 1 m and the north boundary at heights ranging from z = 300 m to z = 750 m. The dot at the z-axis marks the location of the source, just outside the west boundary of the domain.
The boundary condition at the south boundary is a locally-reacting impedance condition given by (see [40] )
where c is the wave speed, n is the unit outward normal, ω 0 is the angular frequency of the source, χ is the curvature and p and q are real numbers that satisfy the relation 
where H(r) denotes the height of the ground at horizontal position r.
The north and east boundaries are articial boundaries that are introduced to truncate the unbounded domain. We need to avoid reections at these boundaries. Absorption of waves at articial boundaries is an important numerical issue. One possible approach is to apply an absorbing boundary condition (ABC), for example the rst order Engquist Majda ABC [9] ,
However, a rst order Engquist Majda ABC is perfectly absorbing only at normal incidence. At 45 • incidence on a straight boundary, 17% of the incoming wave is reected, and close to glancing the reection coecient tends to unity. Another, more ecient approach is to introduce an absorbing layer (AL) close to the articial boundary. This can be done by smoothly increasing the dissipation coecient σ from zero to some xed value. The dissipation must increase quickly enough that the waves are damped eciently inside the layer, but it must also increase smoothly enough that we avoid reections at the interface between the AL and the interior domain.
The wider one can aord to make the layer, the easier it is to nd a function σ that fullls both criteria. This AL is a special case of the method presented by Appelö and Colonius in [3] . Appelö and Colonius also slowed down waves inside the layer by stretching the grid at the boundaries and included higher-order dissipation operators for better performance. Since the focus in the present study is not on optimal absorbing layers, we here settle for a simple version of their AL. We will verify that the truncation of the domain does not aect the solution by placing the articial boundaries at dierent locations in the simulations.
At the west boundary, the boundary condition is determined by the source. Consider a point source with amplitude A and frequency f . At a distancer from the source, the acoustic pressure is given by
Now let the source be located at (r, z) = (0, z 0 ). The distancer from the source to a point (r, z) is given bỹ
Combining (40) and (41) yields
We will impose this boundary data on the west boundary. This can be done using Dirichlet boundary condition by extending the SAT technique developed in [31] . However, in the present study we instead impose the data using a mixed boundary condition (which allows for a stronger energy estimate in terms of boundary data),
We now introduce logical coordinates (ξ, η) and perform a transformation from the unit square (0 ≤ ξ ≤ 1, 0 ≤ η ≤ 1) onto the physical domain (r(ξ, η), z(ξ, η)) ∈ Ω. Equation (35) transforms intõ
where we have denedJ The model that we solve is the equation (44) with the boundary conditions (36) and (43) at the south and west boundaries, and either the ABC (39) or the AL at the north and east boundaries. In the ABC approach, σ is identically zero. In the AL approach, σ is non-zero close to the north and east boundaries. The equation (44) has the same form as (25), and all the boundary conditions (36), (43) and (39) are of the mixed type analyzed in Section 3. Thus, the analysis performed in Section 3, proving well-posedness for the continuous problem and stability for the discrete scheme, holds for this model too.
Implementation details
We have implemented a fourth-order SBP-SAT method of the model problem. The spatial discretization is thus fourth-order accurate in the interior scheme and second-order accurate in the boundary closures. For completeness we have included the operators (rst presented in [28] ) in Appendix.
The classical fourth-order accurate Runge-Kutta method was used for discretization in time.
In order to apply the solver to the model problem, a computational grid must be constructed in the physical domain. Generating a good grid on a complex domain is not a trivial task. If the grid is not smooth enough, the convergence rate will decrease. In this case, the terrain prole has only two continuous derivatives, and hence we suspect that the grid will not support high-order accuracy. We have used Pointwise, a commercial software for creating grids. Figure 4 shows an example of a coarse grid generated in Pointwise. Table 1 lists the number of gridpoints required when using 6, 9
and 12 points per acoustic wavelength, with the north boundary at a height of 500 m.
In the simulations, we time-advanced until the solution became periodic in time and then computed the amplitude of the sound waves by measuring |v| max , the maximum absolute value of the solution during one period, one meter above ground. The propagation loss P (measured in dB) was computed as 
The parabolic equation method
The PE method used in the model problem of Section 8 is described briey below. More details can be found in [20] .
As an initial step, a smooth approximation h(r) of the ground height as function of range is computed from the data, using an interpolating or a variance-reducing B-spline expansion [6, Ch. XI], the choice depending on the smoothness of the data. The geometry is then mapped from the physical (r, z) domain to a rectangle in the (ξ, η) plane by an orthogonal curvilinear transform r = r(ξ, η), z = z(ξ, η), r ξ r η + z ξ z η = 0, (46) such that η is constant along the boundaries of the computational domain.
Assuming cylindrical symmetry, the Helmholtz equation for the complex
where, using the unit dB/wavelength for the attenuation α,
log (10) 40π ).
The PE approximations are derived by writing (47) in the form
where k 0 is a reference wavenumber, T and L are dierential operators, and R a function:
T u = −ik
Discarding the term Ru, which is small since R ∼ ξ −2 as ξ grows, equation (48) is simplied to
The PE schemes compute one-way solutions to (52) by solving
with the pseudo dierential operator
analoguously with [2] . P m and Q n are polynomials of degrees m and n in the Padé approximation
Thus the JEPE PE-approximations are
Increasing the Padé order n reduces the phase error as function of elevation angle, but also increases the computational work. In practice, Padé orders n = 0, 1, 2 are the most frequently used and correspond to the narrow angle Equation (57) with initial conditions at ξ = ξ 0 and boundary conditions at η = 0 (the upper boundary) and η = −H (the ground) is solved using the method of lines. Thus, u, T , L and the boundary conditions are discretized vertically using a centered second-order nite dierence scheme, [42, Sec. 9] . The vertically discretized form of equation (57) 
for the scaled and wavenumber-shifted complex pressure
D and L are diagonal and tri-diagonal matrix-valued functions of ξ, respectively, with D real and the imaginary part of L diagonal and non-positive. The initial prole w 0 is computed from the given source data (height and vertical directivity), by low-pass ltering w.r.t. vertical wave number to the validity interval of the PE scheme. Equation 58 is then solved by a two-step fourth order A-stable second derivative method by Jeltsch (method J4 in [18] ). 6 The ray interpolation method
In the ray interpolation method the ground height is described by a smooth function of range identical to that in the PE method described in Section 5.
A ray trajectory (r(s), z(s)) where s is arc length, is a solution to the ODE
dφ/ds = {sin(φ) ∂c/∂r − cos(φ) ∂c/∂z}/c. c = c(r, z) is the sound speed and φ = φ(s) the elevation angle of the ray. In the high-frequency limit, the ray trajectories are streamlines of the acoustic intensity eld i.e. propagation paths of acoustic energy. The waveeld at a point (r, z) is then a sum of contributions from all rays passing through (r, z)
-all eigenrays from the source to (r, z)). Each eigenray contributes to the sum with the eld inside an innitesimal tube surrounding the ray. With a mono-frequency monopole source with amplitude P 0 at 1 m range, the value of the ray-tube eld along an eigenray (r(s), z(s)) is
where f frequency 
The waveeld P (f, r) at points (r, h(r)) 0 < r < R on the ground from a source at (0, z s ) is computed in two steps.
First, a pre-dened number K of ray paths (r j (s), z j (s)) are computed by solving the ray ODEs with a fourth order Runge-Kutta method [12, p. 178] with variable stepsize and local error control. The rays start from the source (r j (0), z j (0)) = (0, z s ) with uniformly distributed vertical launch angles Φ j , j = 1, ..., K, and the ODE system (60) is augmented with one equation each for the travel time τ (s) along the ray and the partial derivatives ∂r(s)/∂φ 0 , ∂z(s)/∂φ 0 , ∂φ(s)/∂φ 0 with respect to launch angle φ 0 . Rays are reected at the ground and terminated at the maximal range r = R or at the upper boundary z = Z of the computational region. The number and the locations of caustic points and ground reections along each ray are determined.
Then, for each point (r j , h(r j )) on a receiver grid, the eld P (f, r) is obtained as a sum of contributions of the form (61) approximating the eigenrays by cubic interpolation to appropriate ray subsets.
Convergence results
In this section we verify the implementation of the fourth-order SBP-SAT method and investigate the quality if the grid in a series of convergence studies. We will calculate the convergence rate q as 
Convergence study without absorbing layer
To separate the eects of the grid from the numerical method, we here present a convergence study on a smooth curvilinear grid. We use the analytical
which is the pressure eld created by a point source with frequency f and amplitude A, located at (r, z) = (0, z 0 ). We here set A = 1, f = 12.5 Hz and z 0 = 10 m. In the computations we use the same setup as for the benchmark problem, except that we here set the dissipation coecient σ to zero everywhere (in order to have an analytical solution) and impose the analytical solution u (a) as initial and boundary data. The setup with the smooth domain and the initial condition is shown in Figure 5 . The convergence results are presented in Table 2 . We note that we obtain the expected fourth order convergence rate.
Next, we investigate the quality of the grid generated (using the commercial grid-generator Pointwise) for the benchmark problem by running a convergence study with exactly the same setup on that grid. The results are presented in Table 3 . We note that we obtain approximately third order convergence on this grid and draw the conclusion that the grid, as expected,
is not smooth enough to support high-order accuracy (higher than third order). When solving the benchmark problem, we will thus have to make do with third order convergence.
Convergence study with absorbing layer
To verify also the implementation of the AL, we here perform a convergence study with a non-zero dissipation coecient σ on the benchmark grid. The solution obtained with 3601×881 grid points was used as a reference solution.
The results are presented in Table 4 . Similar to Table 3 , we obtain slightly less than third order convergence on this grid. We have solved the benchmark problem described in Section 4 for two different sound speed proles:
• To guarantee a correct solution it is important to verify: 1) that the SPL at ground level is grid-converged, and 2) that reections at articial boundaries are negligible. We begin this section by investigating the eects of the articial boundary treatment, and then perform a grid-convergence study.
The grid-converged results obtained with the SBP-SAT method are then compared with the results obtained with the PE and ray tracing methods.
Domain truncation
To investigate the eect of the articial boundaries, we computed the propagation loss for dierent locations of the north boundary, for case 1. In Figure   6 we compare the rst order Engquist Majda ABC with the AL approach to truncate the domain at the north boundary. The eects of the reections using the rst order Engquist Majda ABC decrease as we move the north boundary higher, but even with the north boundary at a height of 2000 m the reections interfere with the interior waves and cause rapid oscillations in the SPL at ground level. The spurious reections when using the AL are much smaller. After 500 m, the results do not change visibly. In the remaining computations we place the north boundary at z = 500 m and employ the AL approach to truncate the domain.
Remark We also extended the domain and moved the east boundary further to the right, but the location of the east boundary turned out to have no impact on the SPL at ground level.
Grid-convergence
To verify that the discretization errors are negligible, we study how the computed propagation loss varies with grid renement. The results are shown in Figure 7 . The curve obtained using 4.5 grid points per wavelength deviates signicantly from the others, while the curves corresponding to 6 and 12 grid points per wavelength are almost identical, i.e., indicating grid convergence.
In the remaining simulations, grids with 12 points per wavelength were used. In Figure 9 we compare the result obtained with the SBP-SAT method with the result published in [40] and the result obtained with the PE method described in Section 5, for prole 1. We observe that the results are in fairly good agreement. The maximum dierence between the SBP-SAT and the PE methods in Section 5 and in [40] are 8 dB and 4 dB, respectively.
Comparison of models
In Figure 10 we compare the ray tracing methods with the SBP-SAT method, for prole 1. The dierence between the computed SPL using the SBP-SAT method and the most accurate ray tracing method is always greater than 15 dB beyond 1100 meters. We also note that the results obtained with the dierent ray tracing methods dier signicantly from one another, and they all under-predict the SPL.
In Figure 11 we compare the SBP-SAT method with the PE and ray tracing methods, with prole 2. The PE method again shows reasonable agreement with the SBP-SAT method. The ray tracing methods are here in better agreement with the SBP-SAT method than they were in Figure 10 (prole 1), but again they under-predict the SPL, except Ray interpolation that now over-predicts (except at the very end of the domain).
Conclusion
The theory surrounding the SBP-SAT technique has been extended with a result that proves the stability of the SBP-SAT method for the second order A fourth-order accurate SBP-SAT method has been applied to the benchmark problem on atmospheric sound propagation introduced in [40] . Since the SBP-SAT method is here applied to the full wave equation model, it can be used as a reference against which simpler (and computationally cheaper) methods can be validated.
The present study has shown that, when applying the SBP-SAT method to sound propagation problems, the following should be considered:
• The introduction of articial boundaries must not aect the solution.
One way to achieve this is with carefully constructed absorbing layers.
• A grid generated for a realistic topography might not support highorder accuracy.
• The SPL must be grid-converged.
The results presented in Figures 10 and 11 show that ray tracing methods are not reliable for prediction of SPL in the case of irregular terrain.
The PE methods show reasonable agreement with the SBP-SAT method, both with constant speed of sound and with a linear sound speed prole, which is expected since the topography in this problem is rather gentle. One would expect the PE methods, and the ray tracing methods in particular, to be more unreliable in the case of more pronounced topography. This is something we hope to address in a coming study. The corresponding right boundary closure is obtained by replacing b i → b N +1−i for i = 1, . . . , 8 followed by a permutation of both rows and columns. Let m i,j be the entry at row i and column j in M (b) . The matrix M (b) is symmetric, which means that it is completely dened by the entries on and above the main diagonal, i.e., m j,i = m i,j , i = 1, . . . , N, j = i, . . . , N .
