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Abstract
This paper studies the eigenvalues of the p(x)-Laplacian Dirichlet problem{
−div(|∇u|p(x)−2∇u) = λ|u|p(x)−2u in Ω,
u = 0 on ∂Ω,
where Ω is a bounded domain in RN and p(x) is a continuous function on Ω¯ such that p(x) > 1.
We show that Λ, the set of eigenvalues, is a nonempty infinite set such that supΛ = +∞. We present
some sufficient conditions for infΛ = 0 and for infΛ > 0, respectively.
 2003 Published by Elsevier Inc.
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1. Introduction
The differential equations and variational problems with p(x)-growth conditions arise
from nonlinear elasticity theory, electrorheological fluids, etc. (see [1,5,19,23–26]). The
study of such problems is a new and interesting topic, some results on this topic can be
found in [1–5,7,9–11,13,17,19,23–26].
A typical model of elliptic equations with p(x)-growth conditions is
−div((α + |∇u|2)(p(x)−2)/2∇u)= f (x,u).
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Laplacian, it is a natural generalization of the p-Laplacian (where p > 1 is a constant).
The p(x)-Laplacian possesses more complicated nonlinearity than the p-Laplacian, for
example, it is inhomogeneous.
In this paper, we shall consider the eigenvalues of the p(x)-Laplacian Dirichlet problem
(P)
{
−div(|∇u|p(x)−2∇u) = λ|u|p(x)−2u in Ω,
u = 0 on ∂Ω,
where Ω is a bounded domain in RN , p : Ω¯ → R is a continuous function and p(x) > 1
for x ∈ Ω¯ .
In order to deal with the problem (P), we need some theory of the generalized
Lebesgue–Sobolev spaces (see [6,8,12,14,16,18,20]). For convenience, we give a simple
description here.
Let
Lp(x)(Ω)=
{
u | u is a measurable real valued function on Ω,
∫
Ω
∣∣u(x)∣∣p(x) dx < ∞
}
,
W 1,p(x)(Ω)= {u ∈ Lp(x)(Ω) | |∇u| ∈ Lp(x)(Ω)},
We can introduce norms on Lp(x)(Ω) and W 1,p(x)(Ω), respectively, as
|u|p(x) = inf
{
λ > 0
∣∣∣∣
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx  1
}
, u ∈ Lp(x)(Ω),
and
‖u‖ = |u|p(x) + |∇u|p(x), ∀u ∈ W 1,p(x)(Ω),
then (Lp(x)(Ω), | · |p(x)) and (W 1,p(x)(Ω),‖ · ‖) are both separable and reflexive Banach
spaces.
Denote by W 1,p(x)0 (Ω) the closure of C
∞
0 (Ω) in W
1,p(x)(Ω); we know that |∇u|p(x) is
an equivalent norm on W 1,p(x)0 (Ω).
Definition 1.1. Let λ ∈ R and u ∈ W 1,p(x)0 (Ω). (u,λ) is called a solution of the problem
(P) if ∫
Ω
|∇u|p(x)−2∇u∇v dx = λ
∫
Ω
|u|p(x)−2uv dx, ∀v ∈ W 1,p(x)0 (Ω). (1.1)
If (u,λ) is a solution of (P) and u /≡ 0, as usual, we call λ and u an eigenvalue and an
eigenfunction corresponding to λ of (P), respectively.
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λ = λ(u) =
∫
Ω
|∇u|p(x) dx∫
Ω
|u|p(x) dx , (1.2)
and hence λ > 0.
Set
Λ = Λp(x) =
{
λ ∈ R | λ is an eigenvalue of (P)}. (1.3)
It is well known that (see [15]), if the function p(x) is a constant p, then problem (P)
has a sequence of eigenvalues, supΛ = +∞ and infΛ = λ1 = λ1,p > 0, where λ1,p is the
first eigenvalue of p-Laplacian and
λ1 = λ1,p = inf
u∈W 1,p0 (Ω)\{0}
∫
Ω |∇u|p dx∫
Ω |u|p dx
.
We also know that the fact λ1,p > 0 is very important in the study of p-Laplacian problems.
The purpose of this paper is to study the properties of Λ = Λp(x) for general function
p(x). In Section 2 we shall show that Λ is a nonempty infinite set and supΛ = +∞. In
Section 3, we shall show that in general may arise infΛ = 0, and only under some special
conditions infΛ > 0 holds. We shall give some sufficient conditions for infΛ = 0 and
infΛ> 0, respectively.
2. Existence of infinitely many eigenvalues
In this section, Ω and p(x) are as mentioned in Section 1. Set
p+ := sup
x∈Ω
p(x), p− := inf
x∈Ω p(x).
For brevity we shall write X = W 1,p(x)0 (Ω). Define J,ψ :X → R by
J (u) =
∫
Ω
1
p(x)
|∇u|p(x) dx, ψ(u) =
∫
Ω
1
p(x)
|u|p(x) dx;
then J and ψ are even, J,ψ ∈ C1(X,R) and(
J ′(u), v
)= ∫
Ω
|∇u|p(x)−2∇u∇v dx,
(
ψ ′(u), v
)= ∫
Ω
|u|p(x)−2uv dx, ∀u,v ∈ X.
For any t > 0, define
M(t) = J−1(t) = {u ∈ X | J (u) = t},
then M(t) is a C1 submanifold of X since t is a regular value of J . Write
ψt = ψ|M(t) :M(t) → R;
then ψt is a C1 functional defined on M(t).
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is a solution of (P), where λ = λ(u) is as in (1.2).
We know (see [9]) that J ′ :X → X∗ is a bounded mapping of type (S+) and ψ ′ :X →
X∗ is completely continuous. From this, by a standard argument (see [15,21]), it follows
that ψt satisfies the condition (P.S)± on M(t).
Define
Σ = {A ⊂ X\{0} | A is compact and − A = A},
Σn =
{
A ∈ Σ | γ (A) n}, n = 1,2, . . . , where γ (A) is the genus of A,
cn(t) = sup
A∈Σn,A⊂M(t)
inf
u∈Aψ(u), n = 1,2, . . . .
Obviously, cn(t) > 0 and
c1(t) c2(t) · · · cn(t) cn+1(t) · · · .
By the Ljusternik–Schnirelmann theory on C1-manifolds (see [21]) we have the follow-
ing
Theorem 2.1. (1) cn(t) is a critical value of ψt on M(t) and the Ljusternik–Schnirelmann
multiplicity result holds.
(2) cn(t) → 0 as n → ∞.
Define
Kn(t) =
{
u ∈ M(t) | u is a critical point of ψt and ψt(u) = cn(t)
}
,
Λn(t) =
{
λ(u) | u ∈ Kn(t)
}
, where λ(u) is as in (1.2).
Then, for each n, Kn(t) and Λn(t) are nonempty, and Λn(t) ⊂ Λ. Let un ∈ Kn(t), then
J (un) =
∫
Ω
1
p(x)
|∇un|p(x) dx = t, ψ(un) =
∫
Ω
1
p(x)
|un|p(x) dx = cn(t),
consequently,
λ(un) =
∫
Ω
|∇un|p(x) dx∫
Ω |un|p(x) dx
 p
−t
p+cn(t)
→ +∞ as n → ∞.
So we obtain the following
Theorem 2.2. Λ is a nonempty infinite set and supΛ = +∞.
Remark 2.1. It is well known that, when the function p(x) is a constant p, for each n, the
set Λn(t) = {λn} is a singleton and is independent of t > 0. However for general function
p(x) things are different.
Remark 2.2. It is well known that, when p(x) /≡ a constant, the first eigenvalue λ1 is
simple. For general function p(x) let us consider the set
K1(t) =
{
u ∈ M(t) ∣∣ ψ(u) = sup ψ(v)}, where t > 0.v∈M(t)
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that if u ∈ K1(t), then u(x) > 0 for x ∈ Ω or u(x) < 0 for x ∈ Ω. The following problem
is open.
An open problem. Is the positive element of K1(t) unique for each t > 0?
3. On the infimum of Λ
Let us continue to use the above notations. Define
λ∗ = λ∗,p(x) = infΛ.
In this section we shall show that for general p(x), we often have infΛ = 0, and only
under some special conditions infΛ > 0 holds. We shall give some sufficient conditions
for inf Λ = 0 and inf Λ> 0, respectively.
In order to study the positivity of λ∗ we introduce the following Rayleigh quotients:
µ∗ = µ∗,p(x) = inf
u∈X\{0}
∫
Ω
1
p(x)
|∇u|p(x) dx∫
Ω
1
p(x)
|u|p(x) dx ,
µ¯∗ = µ¯∗,p(x) = inf
u∈X\{0}
∫
Ω |∇u|p(x) dx∫
Ω
|u|p(x) dx .
Lemma 3.1. λ∗ > 0 ⇔ µ∗ > 0 ⇔ µ¯∗ > 0.
Proof. It is easy to see that
p−
p+
µ¯∗  µ∗ 
p+
p−
µ¯∗
and from this it follows that µ∗ > 0 ⇔ µ¯∗ > 0. It is clear that λ∗  µ¯∗, hence the fact
λ∗ = 0 implies µ¯∗ = 0. Now let µ∗ = 0. Then for any ε > 0 there is uε ∈ X\{0} such
that J (uε)/ψ(uε) < ε. Let J (uε) = t . Then t/c1(t) J (uε)/ψ(uε) < ε. Take u∗ ∈ K1(t).
Then λ(u∗)  p+t/(p−c1(t)) < (p+/p−)ε and hence λ∗ < (p+/p−)ε. By arbitrariness
of ε > 0 we have λ∗ = 0. The proof is completed. 
So, in order to consider the positivity of λ∗, we only need to consider the positivity of
µ∗ or µ¯∗.
Theorem 3.1. If there is an open subset U ⊂ Ω and a point x0 ∈ U such that p(x0) <
(or >) p(x) for all x ∈ ∂U , then λ∗ = 0.
Proof. We only deal with the case that p(x0) < p(x), the proof of the case that p(x0) >
p(x) is similar.
Without loss of generality, we may assume that U¯ ⊂ Ω , then there is ε0 > 0 such that
p(x0) < p(x)− 4ε0, ∀x ∈ ∂U, (3.1)
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p(x0) < p(x)− 2ε0, ∀x ∈ B(∂U, ε1), (3.2)
where B(∂U, ε1) = {x | ∃y ∈ ∂U s.t. |x − y| < ε1} ⊂ Ω , and there is ε2 > 0 such that
B(x0, ε2) ⊂ U\B(∂U, ε1) and∣∣p(x0)− p(x)∣∣< ε0, ∀x ∈ B(x0, ε2). (3.3)
We can find a function u ∈ C∞0 (Ω) such that |∇u(x)| C, 0 u(x) 1 for any x ∈ Ω ,
and
u(x) =
{
0, x /∈ U ∪ B(∂U, ε1),
1, x ∈ U\B(∂U, ε1).
Then
µ¯∗ 
∫
Ω |∇(tu)|p(x) dx∫
Ω
|tu|p(x) dx 
∫
B(∂U,ε1)
|∇(tu)|p(x) dx∫
B(x0,ε2)
|tu|p(x) dx

∫
B(∂U,ε1)
|tC|p(x) dx∫
B(x0,ε2)
|t|p(x) dx 
C1|Ct|p(ξ1)
C2|t|p(ξ2) , ∀t > 0,
where C1 = |B(∂U, ε1)|, and C2 = |B(x0, ε2)| are positive constants independent of t ,
ξ1 ∈ B(∂U, ε1), ξ2 ∈ B(x0, ε2).
By (3.2) and (3.3),
p(ξ1)− p(ξ2) > ε0,
so we get µ¯∗  C3tε0 for any t ∈ (0,1), and therefore µ¯∗ = 0 because C3tε0 → 0 as t → 0.
This completes the proof. 
The above theorem gives a sufficient condition for λ∗ = 0. In particular, if p(x) has a
strictly local minimum (or maximum) in Ω , then λ∗ = 0.
Theorem 3.2. If N = 1, then λ∗ > 0 if and only if the function p(x) is monotone.
Proof. Notice that here Ω = (a, b) is an open interval.
(i) “Only if.” If p(x) is not a monotone function, we can prove easily that the conditions
of Theorem 3.1 are satisfied, thus λ∗ = 0. It is a contradiction.
(ii) “If.” We only deal with the problem when p(x) is increasing, the case of decreasing
is similar. Let
ϕ(u) =
∫
Ω |∇u|p(x) dx∫
Ω
|u|p(x) dx , ∀u ∈ X\{0}.
Then µ¯∗ = infu∈X\{0} ϕ(u). We shall prove that µ¯∗ > 0.
The idea of our proof is to take a subset Y∗ of X\{0} consisting of some particular
piecewise linear functions on [a, b] such that infu∈Y∗ ϕ(u) = infu∈X\{0}ϕ(u), and then we
prove that there is a positive constant c such that ϕ(u) c for all u ∈ Y∗. The proof is in
five steps.
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X+ = {u ∈ X\{0} | u 0 in (a, b)},
then µ¯∗ = infu∈X+ ϕ(u). Let
Y = {u ∈ X+ ∩C(Ω¯) | u is piecewise linear on [a, b]};
then Y is dense in X+ and consequently µ¯∗ = infu∈Y ϕ(u).
(2) Let
Y∗ =
{
v ∈ Y | ∃t∗ ∈ [a, b] such that v(x) is increasing in [a, t∗]
and decreasing in [t∗, b]
}
.
For every u ∈ Y, let t∗ ∈ [a, b] be such that u(t∗) = maxasb u(s), and define
u∗(x) =
{
maxasx u(s), a  x  t∗,
maxxsb u(s), t∗  x  b;
then it is easy to see that u∗ ∈ Y∗ and ϕ(u) ϕ(u∗). Hence we have
inf
u∈Y ϕ(u) = infv∈Y∗ ϕ(v).
To prove µ¯∗ > 0, it suffices to prove that infv∈Y∗ ϕ(v) > 0.
(3) Set d = b − a. Let v ∈ Y and {ai | i = 0,1,2, . . . ,m} be a partition of [a, b], that is
a = a0 < a1 < · · · < am = b.
We shall say that a partition {ai | i = 0,1,2, . . . ,m} ⊂ [a, b] is permissible with respect to
v if
∇v(x) = ci, ∀x ∈ (ai−1, ai),
and
d
3m
 di = ai − ai−1  3d
m
, i = 1,2, . . . ,m. (3.4)
We assert that for each v ∈ Y there is a permissible partition w.r.t. v. In fact, by the
definition of Y, for each v ∈ Y, there is a partition {ai | i = 0,1,2, . . . , k} of [a, b] such
that
a = a0 < a1 < · · ·< ak = b,
and
∇v(x) = ci, ∀x ∈ (ai−1, ai), i = 1,2, . . . , k.
Let di = ai − ai−1 and d∗ = min1ik di . Notice that di/d∗ = mi + θi , where mi ∈ N,
θi ∈ [0,1). We divide (ai−1, ai) in the following way:
(i) if θi ∈ [0,1/2), divide (ai−1, ai) into mi subintervals, such that the diameter of one
of them is (1 + θi)d∗, the rest is d∗;
(ii) if θi ∈ [1/2,1), divide (ai−1, ai) into mi + 1 subintervals, such that the diameter of
one of them is θid∗, the rest is d∗.
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a = a′0 < a′1 < · · ·< a′m = b,
∇v(x) = c′i , ∀x ∈
(
a′i−1, a′i
)
,
and
d∗
2
 d ′i = a′i − a′i−1 
3d∗
2
, i = 1,2, . . . ,m. (3.5)
By (3.5) we have
md∗
2
 d =
∑m
i=1d
′
i 
3md∗
2
. (3.6)
From (3.5) and (3.6) it follows that
d
3m
 d ′i 
3d
m
, i = 1,2, . . . ,m.
This shows that {a′i | i = 0,1,2, . . . ,m} is a permissible partition w.r.t. v.
(4) Let v ∈ Y∗ and {ai | i = 0,1,2, . . . ,m} ⊂ [a, b] a permissible partition w.r.t. v.
Rewrite {v(ai) | i = 0,1,2, . . . ,m} as {cj | j = 0,1,2, . . . , n}, where 1  n  m − 1,
cj−1 < cj , j = 0,1,2, . . . , n. For each j = 1,2, . . . , n, define a “trapezoid function” vj by
vj (x) =


0, v(x) cj−1,
v(x)− cj−1, cj−1 < v(x) < cj ,
cj − cj−1, v(x) cj .
According to the definition of vj (x), we can find {a1j , a2j , a3j , a4j } such that
a  a1j < a2j  a3j < a4j  b,
a2j − a1j 
3d
m
, a4j − a3j 
3d
m
, (3.7)
vj (x) = 0, ∀x /∈ Ωj =
(
a1j , a
4
j
)
, (3.8)
and
∇vj =


k1j , ∀x ∈ (a1j , a2j ),
0, ∀x ∈ (a2j , a3j ),
−k2j , ∀x ∈ (a3j , a4j ),
(3.9)
where k1j , k
2
j are positive constants.
Obviously v(x) =∑nj=1vj (x) and |∇v(x)| =∑nj=1|∇vj (x)|, so
ϕ(v) =
∑n
j=1
∫
Ωj
|∇vj |p(x) dx∫
Ω
(
∑n
j=1vj )p(x) dx

∑n
j=1
∫
Ωj
|∇vj |p(x) dx∑n
j=1
∫
Ωj
mp(x)−1|vj |p(x) dx . (3.10)
Set
p¯ =
{
p+, 3d > 1,
−p , 3d  1.
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ϕ(v) 3
2(3d)p¯
, ∀v ∈ Y∗. (3.11)
By the step (2) we know that (3.11) implies the conclusion of theorem. By (3.10), to
prove (3.11), it suffices to prove that for each j = 1,2, . . . , n, holds∫
Ωi
|∇vi |p(x) dx∫
Ωi
mp(x)−1|vi |p(x) dx 
3
2(3d)p¯
. (3.12)
(5) Now let us prove (3.12). Let j ∈ {1,2, . . . , n} be given. Denote d1 = a2j − a1j , d2 =
a4j − a3j . From (3.7) we have
d1, d2 
3d
m
.
Set
I1 =
a2j∫
a1j
(
k1j
)p(x)
dx, I2 +
a4j∫
a3j
(
k2j
)p(x)
dx,
J1 =
a2j∫
a1j
(
k1j
(
x − a1j
))p(x)
mp(x)−1 dx, J2 =
a4j∫
a3j
(
k2j
(
a4j − x
))p(x)
mp(x)−1 dx,
J3 =
a3j∫
a2j
(cj − cj−1)p(x)mp(x)−1 dx;
we have ∫
Ωj
|∇vj |p(x) dx∫
Ωj
mp(x)−1|vj |p(x) dx =
I1 + I2
J1 + J2 + J3 . (3.13)
Obviously
I1
J1

∫ a2j
a1j
(k1j )
p(x) dx
∫ a2j
a1j
(k1j d1)
p(x)mp(x)−1 dx

∫ a2j
a1j
(k1j )
p(x) dx
∫ a2j
a1j
(k1j )
p(x)d1(3d)p(x)−1 dx
 3
(3d)p¯
. (3.14)
Similarly we have
I2
J2
 3
(3d)p¯
. (3.15)
From (3.14) and (3.15) we get
I1 + I2  3
p¯
. (3.16)J1 + J2 (3d)
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I1 + I2
J3
 3
(3d)p¯
. (3.17)
We shall deal with (3.17) in three cases:
(i) If k1j  1, then
I1
J3
=
∫ a2j
a1j
(k1j )
p(x) dx
∫ a3j
a2j
(k1j d1)
p(x)mp(x)−1 dx

∫ a2j
a1j
(k1j )
p(x) dx
d1
∫ a3j
a2j
(k1j )
p(x)(3d)p(x)−1 dx

d1(k1j )
p(ξ1)
d1d(k
1
j )
p(ξ2)(3d)p¯−1

3(k1j )p(ξ1)−p(ξ2)
(3d)p¯
,
where ξ1 ∈ [a1j , a2j ], ξ2 ∈ [a2j , a3j ]. Since k1j  1 and p(ξ1)− p(ξ2) 0 (p(x) is increasing
and ξ1  ξ2) we have
I1
J3
 3
(3d)p¯
.
(ii) If k2j  1, similarly to (i), we have
I2
J3
=
∫ a4j
a3j
(k2j )
p(x) dx
∫ a3j
a2j
(k2j d2)
p(x)mp(x)−1 dx

∫ a4j
a3j
(k2j )
p(x) dx
d2
∫ a3j
a2j
(k2j )
p(x)(3d)p(x)−1 dx
 3
(3d)p¯
.
(iii) If k2j < 1 < k1j , then
I1
J3
=
∫ a2j
a1j
(k1j )
p(x) dx
∫ a3j
a2j
k1j d1(k
2
j d2)
p(x)−1mp(x)−1 dx

∫ a2j
a1j
(k1j )
p(x) dx
d1
∫ a3j
a2j
k1j (3d)p(x)−1 dx

d1(k
1
j )
p(ξ)
d1dk
1
j (3d)p¯−1

3(k1j )p(ξ)−1
(3d)p¯
 3
(3d)p¯
.
This shows that (3.17) holds, and consequently (3.12) holds. The proof is completed. 
When N = 1, Theorem 3.2 gives a necessary and sufficient condition for λ∗ > 0. If
N > 1, we can give the following sufficient conditions.
Theorem 3.3. Let N > 1. If there is a vector l ∈ RN\{0} such that for any x ∈ Ω , f (t) =
p(x + tl) is monotone for t ∈ Ix = {t | x + t l ∈ Ω}, then λ∗ > 0.
Proof. Without loss of generality, we may assume that l is parallel to x1-axis. If u ∈
C∞(Ω)\{0}, from Theorem 3.2, it is clear that0
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∫
Ω |∇u|p(x) dx∫
Ω
|u|p(x) dx 
∫
Ω ′
∫
Ix2
|du/dl|p(x) dx1 dx2∫
Ω ′
∫
Ix2
|u|p(x) dx1 dx2

∫
Ω ′
∫
Ix2
c|u|p(x) dx1 dx2∫
Ω ′
∫
Ix2
|u|p(x) dx1 dx2  c > 0,
where
x = (x1, x2), Ω =
⋃
x2∈Ω ′
Ix2, c =
3
2(3d)p¯
,
where d = d(Ω) is the diameter of Ω ,
p¯ =
{
p+, 3d > 1,
p−, 3d  1.
Since C∞0 (Ω) is dense in W
1,p(x)
0 (Ω) and the functional ϕ is continuous on X\{0},
hence
ϕ(u) :=
∫
Ω
|∇u|p(x) dx∫
Ω |u|p(x) dx
 c > 0 for all u ∈ X\{0},
and consequently λ∗  µ¯∗  c > 0. The proof is complete. 
Theorem 3.4. Let N > 1. If there is x0 /∈ Ω¯ such that for any w ∈ RN\{0} with ‖w‖ = 1
the function f (t) = p(x0 + tw) is monotone for t ∈ Ix0,w := {t ∈ R | x0 + tw ∈ Ω}, then
λ∗ > 0.
The proof is similar to the proof of Theorem 3.3, and thus it is omitted here.
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