"el: + 9 0 -3 1 2-2 6 6 -4 3 0 7, Fax : + 9 0 -3 1 2 -2 6 6 -4 1 2 6 e-mad: o a r i k a n a e e . b i l k e n t . edu. t r ABSTRACT A recursive algorithm is proposed to obtain an efficient regularizcd least squares solution to large linear system of equations which arises in many physical measurement models. The algorithm recursively updates the solution in an increasingly larger dimensional subspace whose basis vectors are chosen as a subset of a complete wavelet basis. Robust criterions on how to chose the basis vectors at each iteration, and when to stop the iterations are given.
B. INTRODUCTION
In many physical measurements, the unknowns are related to the data through a noisy linear transformation. Reconstruction of the unk~iowns from the data has been the subject matter of many inverse problems arising in a vast class of applications including remote sensing, geophysical signal processing and speech processing. Various inversion algorithms liave been developed to provide reliable and accurate reconstructions [ls 3, 31. In practice, when the signal to noise ratio is high: these approaches provide satisfactory reconstruclions that are relatively insensitive to the choice of various parameters involved in the corresponding cost functions. However, in applications where the signal to noise ratio is low, the choice of these parameters becomes a critical issue. In these cases adaptive choice of these parameters beconies a. necessity which often increases the amount of computation drastically [4] .
A very important first step of the inverse problems is the parameterization of the unknowns. In many applications, where the sensitivity of the measurements varies across the space of the unknowns. the space of the unknowns is partit.ioned into cells of non-uniform sizes. The dimensions of cclls becomes larger when the sensitivity of the measnrements Lo those cells becomes weaker. In order to keep the computational complexity at a low level, usually data independent partitions are used. In this way in the reconstructions a better &an average performance is obtained compared with the case where uniform partitions are used. However. since fixed partitions are used, the reconstruction performance i s inferior to the cases where the partitions are chosen adaptively based on the available data. Because of the high computational complexity of the available adaptive partitioning methods, there are very limited and usually partitions are used.
small scale applications where data dependent noli-uniform In this work, a new data dependent recursive reconstruction algorithm is proposed for robust and efficient estimation of the unknowcs. In this algorithm, the parameterization of the space of unknowns are performed by using an appropriate wavelet basis for the a.pplication at hand. The algorithm recursively updates the solution in an increasingly larger dimensional subspace whose basis vectors are chosen as a subset of the wavelet basis. Specifically which basis vectors should be used at each step depends on the available data. Robust criterions on how to chose the basis vectors at each iteration, and when to stop the iterations are given.
RECURSIVE ILECQ NSTItUCTION ALGORITHM
In many physical data acquisition schemes, the measurements are related to the unknowns as in the following general form:
where y is the m-dimensional vector of available measurement data, K is the measurement kernel or operator, a is the unknown and ' U is additive measurement noise with known mean and covarianc'e. In this operator form of the measurement relation o can be a function of one or more variables, or a vector or matrix with entries as the samples of the unknown function. 1% robu:jt reconstruction can be obtained based on a detailed analysis of the measurement kernel, which requires significant amount of computation. Hence, usually applications of this type of algorithms are usually limited to the s m d scale problems [5, 61.
In the following, an efficient reconstruction algorithm will be developed for robust, and accurate estimation of the unknowns. In this approach, an optimal subspace of the domain of 2 will be searched such that least-squares inversion within this subspace provides ;L satisfactory reconstruction. For this purpose, a properly chosen wavelet basis can be used. The search for th'e optimal subspace will be performed in steps of increasing dimensions with the addition of new basis components to the existing ones in the previously formed subspace. It is important to find an efficient way of determining the orcler in which the basis components should be used. In one of the possibilities, the basis ing with i increasing. This orderi.ng can be motivated by components 4 I are ordered such that ly H K 4 iI is decreas-writing the measurement relation as:
where E:=, + r~t is the decomposition of the 2 on the first n basis components. As it can be seen from this form
plays an important role, where Eqn. 2.2 can be interpreted as the decomposition of y onto the possibly non-orthogonal vectors b ; . Therefore, for larger values of lyHb;l, one can expect to estimate cy, more reliably. Since, for a wavelet basis there exist fast decomposition algorithms, b i can be obtained efficiently from the wavelet decomposition of the rows of the kernel K [7] . Although this ordering scheme of the basis vectors is computationally very efficient one, because of the non-orthogonality of the basis components, it may fail to provide the optimal subset of the basis components which has the largest projection energy of y . However, the optimal subset of the basis components can be obtained by using the matching-pursuit algorithm. In this approach, the first basis component is chosen a s the one which maximizes Iy H K 4 Then a t step rz of the recursions the optimal set of basis components is updated by adding the basis vector which has the largest absolute inner product with the residual measurement vector, i.e., where g v z is the optimal estimate of the measurement by using n basis components.
These two approaches of ordering the basis components will be used in conjunction with the recursive algorithm derived in the rest of this section providing the least-squares solution of a: in the obtained sequence of enlarging subspaces. First define the decomposition of ;G onto the first n basis components to be: where R is an invertible matrix, T is a vector and p is a scalar and:
(2.14)
The validity of this useful inversion result can be checked by multiplying the original matrix and the proposed inverse of it. This formula is the backbone of the general step of the recursions. However, in order to further reduce the computations, in the recursions some other intermediate variables are used. The general step of the recursion is the update from n to n + 1, given by: In this general step of the recursion 2n2 + n(m +4) + 2m + 2 multiplications, 1 division, and 2nZ + n(m + 1) + 2m -1 additions are required to compute. Since a multiplication requires more computation than a summation, the computational complexity is determined by the number of multiplications. The total number of multiplications required to compute & n can be found by counting all the multiplications required by the previous updates which adds up to 2 n 3 / 3 + n 2 ( m / 2 + 2 ) + (713 + 5l2m)n -3m -5 which is O ( m n 2 ) for m > n. Note that direct use of Eqn. 2.7 requires O(mn2) multiplications for each n. Therefore, the coniputational saving of the recursive algorithm over the direct solution is significant. Also, the recursive algorithm provides estimates t i at each step of t,lie recursion making it possible to easily implement criterions t.0 stop the iteration. One important quantity that is helpful in the decision to stop the iterations is the measurement fit error:
which is a decreasing function of n. One commonly used criterion stops the iterations when e ( n ) is either small enough or reaches a plateau region following a fast decrease. Although, this criterion provides reasonable reconstructions, it usually under estimates the optimal value of n. Another stop criterion is based on the squared magnitude of the estimate at each step, which can be computed along with the iterations using the fact that ( 1~~1 1~
= lla!n((2. One way of t.erminating t,he iterations bast4 on this quantity is given in the next section.
SIMULATIONS
In this section, the two different methods of ordering the basis components in the recursive reconstruction algorithm are compared with each other. The ordering scheme based on matching pursuit algorithm is referred to as method-1. Method-:! is used to refer to the scheme where the basis components are ordered such that Jy H K q5 $1 is decreasing with i increasing. These two methods provide the same result if b , in Eqn. 2.3 form an orthogonal set. Otherwise, it is expected that the method-1 provides better estimates at a higher computational cost than the method-2 does. For this investigation, bot,h methods are used in a medium sized reconstruction problem with 256 1-dimensional unknowns and 500 measurements. In the first simulation example, additive noise is chosen to be i.i.d. Gaussian with variance 0.01. The measurement kernel is chosen such that the energy of its columns decreases rapidly as the column index gets larger. This type of rapid decrease is a common case in remote sensing applications where the domain of unknowns is partitioned with a uniform grid.
In this example Haar basis is chosen to be the wavelet basis for the domain of the unknowns. The regularization parameter of the reconstruction algorithm, p , is set to 0.
In Fig. 1 .a the measurement fit errors of both methods are shown. It can be seen that the measurement fit error decreases faster for method-I. This is a natural consequence of the matching pursuit ordering used in method-1. The magnitudes of the estimated unknown 3 : shown in Fig. 1.b is used to determine the number of basis components to be used in the reconstruction. In this simulation, based on Figures 1.a and l.b, 30 and 10 basis components can be chosen for methods Land 2 respectively. It is important to note that when the regularization parameter p is set to zero, a rapid increase in Fig. 1 .b is an indication of what is usually iefeired to as "noise fitting", which should be avoided in an acceptable estimation. One reason behind the choice of this particular simulation example is to show that, although it is commonlv used, Fig. 1 .a is not so informative in the determination of when to stop the iterations in a recursive reconstruction algorithm.
The corresponding reconstructions are slrown in Fig. 2.a t,ogcther with bhe actual unknown vector 2 . In Fig. 2 .b the actual noisy measurement and the ;its close fits provided by method-1 and 2 are shown. As expected, method-1 outperforms method-2 in this simulation. Note that! since the energy of the columns of the measurement kernel K decreases with the column index, in the reconstructions higher resolution components are located near the beginning, and lower resolution components are located near the end as expeckd. This has been achieved automatically by the data dependent orderings of the wavelet basis by the both methods used.
In another simulation wh.ere the same measurement kernel is used but the measurement noise variance is chosen to be 100 times larger is shown in Figures 3 and 4 . Based on similar arguments, this time 13 basis components, are chosen for method-1 and 10 basis components are chosen for method-2. Also in this case method-1 outperforms method-2, but the margin is not as l a q e as the &>revions case shown in Figures 1 and 2 .
The performance of the proposed recursive reconstruction algorithm has been tested in many other cases. In general high quality reconstructions have been obtained. Especially in cases of low SNR in the measurements, the obtained results have been superior to those of other reconstruction approaches.
CONCLUSIONS
A new data dependent recursive reconstruction algorithm is proposed for robust and efficient estimation of the unknowns. The algorithm recursively updates the solution in an increasingly larger dimensional subspace whose basis vectors are chosen as a sub,set of the wavelet basis. Robust criterions on how to chose the basis vectors at each iteration, and when to stop the iterations are given. It is demonstrated that very satisfactory results are obtained by using the proposed algorithm. 
