Data loss is a critical problem in structural health monitoring (SHM). Probability distributions play a highly important role in many applications. Improving the quality of distribution estimations made using incomplete samples is highly important. Missing samples can be compensated for by applying conventional missing data restoration methods; however, ensuring that restored samples roughly follow underlying distributions of true missing data remains a challenge. Another strategy involves directly restoring the probability density function (PDF) for a sensor when samples are missing by leveraging distribution information from another sensor with complete data using distribution regression techniques; existing methods include the conventional distribution-to-distribution regression (DDR) and distribution-to-warping function regression (DWR) methods. Due to constraints on PDFs and warping functions, the regression functions of both methods are estimated from the Nadaraya-Watson kernel estimator with relatively low degrees of precision. This article proposes a new indirect distribution-to-distribution regression method in the context of functional data analysis for restoring distributions of missing SHM data. PDFs are transformed to ordinary functions residing in a Hilbert space via the newly proposed log-quantile-density (LQD) transformation; the regression for distributions is realized in the transformed space via a functional regression model constructed based on the theory of Reproducing Kernel Hilbert Space (RKHS), corresponding result is subsequently mapped back to the density space through the inverse LQD transformation. Test results using field monitoring data indicate that the new method significantly outperforms conventional methods in general cases; however, in extrapolation cases, the new method is inferior to the distribution-to-warping function regression method.
Introduction
As a strong tool for managing and maintaining civil infrastructures, structural health monitoring (SHM) systems are widely applied to infrastructures for the real time monitoring of structural responses and service conditions [1] [2] [3] [4] . However, for many reasons, data losses and corruption are a highly common phenomenon when applying SHM [5] [6] [7] [8] [9] [10] . Data losses have significant influences on SHM in terms of structural health diagnoses, decision-making as well as data processing and mining. For example, Nagayama et al. [11] indicated that data loss level of 0.38% has similar effects on power spectral density as observation noise of 5%. Some condition assessment approaches are performed based on the correlation of data from two or multiple sensors [12, 13] , data losses can destroy such crucial information. Being informationally incomplete, missing datasets may also yield a biased inference or decision as well as cause many unpredictable pitfalls in processing and mining SHM data. Unfortunately, data losses in a structural health monitoring system are inevitable at current technology. Therefore, restoring missing data or corresponding missing information is a very crucial topic in the field of structural health monitoring; if addressed properly, the quality and reliability of subsequent automatic diagnoses and decisions can be significantly improved.
Probability distributions, as a fundamental concept of statistics and probability theory, are widely used in engineering. In-service structural systems involve various forms of uncertainty; probability distributions are a very important and useful tool for evaluating structural performance and reliability and for assisting decision-making [14] [15] [16] [17] . In most practical cases, distributions must be estimated from observed samples and especially in regard to data-driven approaches. A distribution model directly estimated from samples with considerable data lost or noise can introduce inaccurate, misleading and distorted information, creating several potential risks for further distribution-based applications regarding structural performance, reliability and decisionmaking. Hence, improving the quality of distribution estimations made using incomplete samples is necessary.
On the other hand, preserving distribution information during missing data compensation is a natural requirement for many applications. For instance, the extreme value analysis (EVA) of monitored structural responses or loading effects is central to structural safety evaluations [18] . EVA is challenging to be applied due to limited samples available on extreme events; a considerable loss of monitoring data will further reduce samples with large values, and missing data compensation can ameliorate this issue. However, it should be noted that EVA is designed to determine how likely it is for an extreme event to happen, and compensated data are expected to follow the underlying distribution of true missing data, as otherwise statistical characteristics of extreme values can be altered significantly. In such cases, compensating the distribution information of missing data takes priority.
Additionally, missing data are inherently uncertain; probability distributions are some of the best tools for characterizing uncertainty. When probability distributions of missing data can be restored, substitutive samples can be repeatedly generated from a distribution to apply multiple imputation; then, parameters of corresponding statistical models can be estimated multiple times, and probability distributions or uncertainties of model parameters can then be further investigated.
Hence, restoring the distribution of missing data is also meaningful in terms of better considering uncertainty.
Numerous researchers in past decades have conducted considerable work in recovering or restoring missing SHM data. Commonly tools used include compressive sampling [19] [20] [21] or ℓ1-minimization [5] , linear regression [6] , artificial neural networks (ANNs) [22, 23] , support vector machines (SVMs) [24] , copula modelling [7] , Bayesian dynamic linear models (BDLMs) [9] , etc.
As an emerging approach to sparse signal reconstruction, compressive sampling-or ℓ1-minimization-based approaches are mainly applied to recover vibration signals due to sparsity requirements. When using a linear regression-based approach, missing data are generally replaced with fitted values of the regression model; there is no guarantee that replaced data can follow a similar distribution as true missing data. Similar problems are encountered when using ANN-and SVM-based approaches due to a lack of consideration of distributions during missing data restoration. The copula-based approach is superior in utilizing correlation and distribution information to address missing data; however, such an approach itself must be complemented with the use of appropriate distribution restoration techniques given its dependence on a reliable distribution model of missing data [7] . In the BDLMs, all observations are assumed to be normally distributed. Indeed, missing distribution information can be compensated for by restoring missing samples; however, conventional means of restoring missing SHM data are limited when employed to compensate for distribution information. For example, signal reconstruction-based methods are normally deterministic and not specifically designed to recover lost stochastic responses; for methods used to manage stochastic responses, supporting means of preserving distribution information during missing data restoration are lacking.
An alternative strategy developed recently involves directly restoring the probability density function (PDF) from missing sensor samples by leveraging distribution information from another correlated sensor with complete data via distribution regression [7, 8] . Chen et al. [7] used the conventional distribution-to-distribution (DDR) method [25] to restore missing distributions for the copula-based imputation method. The authors later found that the DDR method is limited in terms of extrapolation, and thus they proposed a distribution-to-warping function regression (DWR) method for improving extrapolation performance [8] . Response variables of regression models of the DDR and DWR methods are the PDF and warping function, respectively. It should be noted that both the PDF and warping function are special functions of a function space only closed with convex combinations; thus, regression functions of the DDR and DWR are estimated from the NadarayaWatson kernel estimator (classical kernel regression) with the constraint of convex combinations automatically satisfied. The precision of such approaches is largely restricted by the regression function of the Nadaraya-Watson kernel estimator being a local linear smoother.
Motivated by improving precision levels, this article proposes a new indirect distribution-to-distribution regression approach for restoring distributions of missing SHM data. The newly developed log-quantile-density (LQD) transformation [26] method is utilized to transform PDFs into a Hilbert space. After transformation, PDFs are equivalently represented by ordinary functions (free from the constraints of non-negative and unit integrals). The representation function of the target PDF is first restored by a functional regression model constructed in a Reproducing Kernel Hilbert Space (RKHS); then, the inverse LQD transformation is utilized to transform the restored representation function to obtain a substitute PDF for the missing distribution. A related study of distribution prediction in Hilbert space can be found in [27] , for which distributions are embedded into a Hilbert space using the kernel mean embedding technique; however, as opposed to that of LQD transformation, kernel mean embedding is irreversible. Consequently, the prediction of a target distribution described in [27] is based on a sequence of random samples generated from a greedy optimization procedure, compromising efficiency levels. In addition to the kernel mean embeddingbased approach, the distribution-to-warping function regression method [8] is also less efficient because warping functions used as training samples must be separately obtained from a function space using an optimization algorithm. By contrast, with the approach presented in this article, all mathematical methodologies involved have analytical solutions. Measures are also taken to limit errors generated through numerical integration during inverse LQD transformation and to improve the scalability of the RKHS-based functional regression model.
Introduction to log-quantile-density transformation
The log-quantile-density (LQD) transformation approach proposed in [26] is a focus of this study.
Let ( ) be the probability density function (PDF) of a continuous one-dimensional distribution finitely supported on [0, 1], i.e.,
The quantile function, denoted by ( ) , of ( ) is the inverse function of the cumulative 
The LQD transformation of ( ) is defined as [26] ( ) = log( ( )) = −log{ ( ( ))}, ∈ [0, 1]
The transformation ( ) is an ordinary function that does not need to satisfy the constraints of a PDF (i.e., non-negative and unit integral . For a detailed discussion, readers are referred to [26] .
Description of problem and basic assumptions
In this section, the problem of missing distribution restoration is briefly reviewed. For a more detailed discussion, readers are referred to [8] .
For monitoring data of two similar sensors installed at different locations on a structure as shown in Fig. 1 , data from each sensor are divided into time segments (e.g., an hour, a day, etc.). The shapes of estimated PDFs of the segment data may be correlated between monitoring sites. When sensor B is an intermittent faulty sensor, restoring the corresponding probability distribution for a time segment with missing samples is an issue of concern. The sensor with complete data (e.g., sensor A) is used as a collaborator of the distribution restoration problem and is termed the collaborative sensor in this article. When the missing distribution can be restored, random samples generated from this distribution can be used to compensate for missing samples (e.g., missing large-value samples used for extreme value modelling). When examined data are correlated through time (i.e., structured times series), missing records can be restored by combining the distribution restoration method with the copulabased imputation method, but this involves the use of a correlated time series measured by another sensor (inter-sensor correlation) with complete records to serve as a collaborative time series. An means of restoring missing time series of strain monitoring data by combining distribution restoration and the copula-based imputation method [28] . The distribution restoration method is mainly applied to monitoring data that can be described by random variables. For acceleration data, several signal reconstruction methods (e.g., compressive sampling [19] [20] [21] or ℓ1-minimization [5] )
have been successfully applied to recover missing records from a deterministic perspective; the distribution restoration method presented in this article is not designed for acceleration data.
Let { , } =1 ∪ 0 be the estimated PDFs using the corresponding segment data (see Fig. 1) as samples, similar to the previous work in [8] , we will design a distribution-to-distribution regression model, respectively, using { , } =1 as training distributions and 0 as the predictor to obtain a prediction for 0 . Thus, the missing PDF can be replaced with the predicted result as its restoration.
All investigated distributions are assumed to be univariate continuous distributions finitely Generally, the finite-support assumption of distributions can be satisfied in engineering applications, as structural responses will not tend to infinity.
Restoration method 4.1 Pre-processing for improving the integral accuracy of inverse LQD transformation
Generally, the integral of the inverse LQD transformation (see Eq. (4)) is frequently calculated using numerical methods. However, the numerical integration of inverse LQD transformation can generate significant errors for a PDF close to zero. To clearly understand this point, consider a beta distribution, i.e., ( ) = ( | , ) with parameters = 6 and = 3, as shown in Fig. 2 Note that the function to be integrated in the inverse LQD transformation (i.e., ( ) ) is actually the quantile density function, i.e., ( ) = ( ) (derived from Eq. (3)). Therefore, if the quantile density function ( ) of an interval goes to infinity, the integral of the inverse LQD transformation calculated via numerical methods may introduce considerable errors (see Fig. 2 (c)).
(a) (b) (c) In this study, to address this problem, the original PDF is pre-processed by adding a PDF of
where is the mixture weight, and ( ) is the PDF of the uniform distribution defined on When is too small, it cannot effectively remedy the near-zero problem of the original PDF; when is too large, it will overly dilute features of the original PDF.
To recover the original PDF, the following method can be used to eliminate effects of the added uniform distribution. Suppose that * ( ) is an estimate of the unknown PDF
then, the estimate of the original unknown PDF ( ), ∈ [0,1] can be roughly recovered from * ( ) with
where is the normalization coefficient.
LQD transformation and regression scheme
After the above pretreatment, all PDFs, i.e., { , } =1 ∪ 0 , are transformed to the Hilbert space via LQD transformation (see Eq. (3)) as follows 
Density
Original PDF Inverse LQD transformation
where , can remain unchanged (the reasons for this will be described below).
Dimension reduction by functional principal component analysis (FPCA)
Functional principal component analysis (FPCA) is an effective tool for reducing the dimensions of functional data (for a detailed discussion of FPCA, readers are referred to [32] ). 
where * ( ) is the mean function of the original functional dataset, i.e.
The covariance function and covariance operator are two critical mathematical concepts of FPCA. The covariance function, denoted by ( , ), of the centred functional dataset is defined as
and the covariance operator, denoted by , is defined as the following integral transform
Then, the FPCA can be realized by solving the following functional eigenanalysis problem
where and are the eigenvalue and eigenfunction, respectively. Several approaches can be applied to solve the above functional eigenanalysis problem [32] , and the discretization approach ) resides, i.e.,
According to the Karhunen-Loève theorem [32] [33] [34] , the centred function ̃ * ( ) takes the following form
where
is the principal component of ̃ * ( ) corresponding to ( ).
The dimension reduction of the functional data is based on the assumption that a function can be represented by the first few eigenfunctions, which yield the following truncated Karhunen-Loève is used in terms of the representation vector of function * in this article. Note that the representation vector also resides in a Hilbert space, i.e., the m-dimensional real vector space R 1× .
Function-to-vector regression model
After LQD transformation and FPCA-based dimension reduction, information on available PDFs, i.e., { , } =1 ∪ 0 , is transformed into the following structured dataset
For missing distribution restoration, the remaining task is to design a function-to-vector regression model for the structured dataset given in Eq. (16) In the RKHS framework, the unknown regression function is assumed to reside in a RKHS H( ) with reproducing kernel , and can be estimated by solving the following penalized minimization problem
where ‖•‖ 2 is the 2-norm of vectors ( i.e., ‖ ‖ 2 =√ 1 2 + ⋯ + 2 , ∀ ∈ R 1× ), ‖•‖ H( ) is the RKHS norm induced by the inner product 〈⋅,⋅〉 H( ) (see [31] for details). The last term of the minimization problem is a regularization term whose role is to prevent overfitting; regularized parameter is also used in terms of the smoothing parameter, as it controls the smoothness of the regression function.
According to the representer theorem [31, 37] , the solution of the above minimization problem takes the following form (20) where I identity is the identity operator of vectors (i.e., I identity = , ∀ ∈ R 1× ), and is the parameter of the Gaussian operator kernel. A related discussion on the design of different types of operator-valued kernels can be found in [36] . 
Using a similar derivation procedure as that of [31] to develop the RKHS-based function-tofunction regression model, the minimization problem given in Eq. (18) can be equivalently transformed into the following matrix form , where
The time complexity of calculating matrix from training functional data
The analytical solution of of the minimization problem of Eq. (22) is 
The main storage bottleneck experienced when solving the RKHS-based regression model concerns storing matrix ( × ⊗ ) . It can be observed that the dimension of matrix 
Missing distribution restoration
With the above function-to-vector regression model, the missing representation vector 0 * corresponding to the missing PDF 0 * can be restored from
Thus, the representation function of the missing PDF 0 * of the Hilbert space can be reconstructed from the truncated Karhunen-Loève representation of Eq. (15) as follows
The missing PDF 0 * ( ) can then be restored by applying the inverse LQD transformation to ̂0 * ( ) using Eq. (4). The original missing PDF 0 ( ) can then be restored by eliminating the effect of the added uniform distribution using Eq. (7). This distribution restoration method is based on the LQD transformation and the RKHS-based nonparametric functional regression, essentially belonging to indirect distribution-to-distribution regression approaches; thus, it is termed the LQD-RKHS method in this article.
Validation and performance evaluation

Monitoring data
In this section, strain monitoring data from a long-span cable-stayed bridge in China are used to verify the effectiveness and performance of the proposed LQD-RKHS method. The investigated dataset is the same as that used in a previous work [8] . Only a brief introduction to the examined data is given in this section (for more detailed information, please refer to [8] ).
As is shown in Fig. 3 , the monitoring strain of two longitudinal strain gauges welded onto the bottom plate of a steel girder are used in this study. Fig. 3 . Layout of the two examined strain gauges [8] .
A total of 178 days of monitoring data (March to August of 2012) were considered. As is shown in Fig. 4 , the original data were pre-processed by removing seasonal trends (see [8] for our reasons of removing seasonal trends) and then mapping to [0, 1]. Seasonal trends were estimated using the LOESS method, which is a local smoothing technique that uses weighted linear least squares and a 2nd degree polynomial model. The algorithm of the LOESS method was applied through MATLAB's "smooth" function; by tuning the span parameter, trends of different scales (i.e., seasonal, weekly, daily, etc.) reflected in raw data can be conveniently estimated. The PDFs were estimated using the kernel density estimation "density" function available through the R software programme (https://cran.r-project.org/), and default settings were adopted (i.e., using Gaussian kernels with a smoothing bandwidth determined by Silverman's Rule of Thumb 
Validation
Fifty PDF pairs were randomly selected from the 178 daily PDF pairs as training PDFs, and 40 PDF pairs were randomly selected from the remaining 128 PDF pairs as test PDFs. To prevent the quantile density function from tending to infinity, all investigated PDFs except for missing PDFs were pre-processed using Eq. (6), and the mixture weight was set to 0.5, i.e., are shown in Fig. 7 (b) . 
Performance evaluation for general cases
To evaluate the performance of the LQD-RKHS method, the conventional distribution-todistribution (DDR) regression method [25] and the distribution-to-warping function regression (DWR) [8] For a more detailed discussion, please refer to [8] .
The cross-validation procedure presented in Appendix 3 was also applied to select the kernel function and regression strategy used for the DDR and DWR methods. Based on their performance in the cross-validation of the 30 repeated tests (each test involved 50 pairs of randomly selected training PDFs), the DDR method adopted the Gaussian kernel using the regression strategy of automatically selected bandwidth while the DWR method adopted the triangular kernel with the regression strategy involving automatically selecting the number of neighbours. The above optimization measures were applied to unlock the potential of the competitive methods.
For the LQD-RHKS method, the Gaussian operator kernel defined in Eq. (20) was selected with parameter determined by Eq. (31), and was fixed at 0.1 (the same parameter value used for the effectiveness validation test described in section 5.2).
The calculated relative MIAEs (by Eq. (34)) of the 50 repeated tests (each test involved 50 pairs of randomly selected training PDFs and 100 randomly selected test PDFs) are shown in Fig. 9 (a) and corresponding boxplots are shown in Fig. 9 (b) . It can be observed from Fig. 9 (a) Thus, the LQD-RKHS method is better than DDR and DWR by 50-0 and 49-1, respectively. The boxplots also show that the proposed LQD-RKHS method performs much better than the two competitive methods.
On the other hand, as noted in the introduction, the DWR method is relatively inefficient because continuous warping functions must be obtained from a function space using the optimization algorithm. However, when applying the LQD-RKHS method, analytic solutions are available through LQD transformation, FPCA-based dimension reduction and RKHS-based function-to-vector regression. Therefore, the LQD-RKHS method is also more efficient than the DWR method. 
Performance evaluation for extrapolation cases
In this section, a test was conducted to investigate the performance of the LQD-RKHS method in terms of extrapolation predictions and to compare its performance to the DWR method. The DDR method was not considered here because DDR is limited in terms of extrapolation. The same training and test PDFs as those used in [8] and shown in Fig. 10 were applied.
For the LQD-RHKS method, the Gaussian operator kernel with parameters determined by Eq.
(31) was also used, and smoothing parameter was set as 0.15 (determined by cross-validation).
For the six test PDFs, regression results obtained from the LQD-RKHS and DWR given in [8] are shown in Fig. 11 . Fig. 11 shows that the LQD-RKHS method performed worse than the DWR method, showing that the LQD-RKHS method is limited in terms of extrapolation. 
Conclusions
This article proposes a new indirect distribution-to-distribution regression approach, i.e., the log-quantile-density (LQD) Reproducing Kernel Hilbert Space (RKHS) method, for restoring (1) The integral of the inverse LQD transformation calculated numerically may introduce considerable errors for certain probability density functions (PDFs) with values of close to zero within a certain sub-interval; preconditioning is proposed as a means to address this problem, which involves adding a uniform PDF.
(2) The dimension reduction of representation functions of distributions corresponding to an intermittent sensor improves the scalability of the RKHS-based functional regression model. The results of experiments described in this article show that 10-truncated Karhunen-Loève representation is sufficient to capture the main features of the continuous functions investigated.
(3) When the training dataset used is not too large, the proposed LQD-RKHS method is highly efficient and benefits from analytical solutions of the mathematical methodologies involved; however, for massive training data, solving the RKHS-based regression model from all training data presents challenges of matrix inversion, in this case, a local fitting strategy is preferred.
(4) Test results derived from strain monitoring data for an in-service bridge show that the proposed LQD-RKHS method performs much better than the conventional distribution-to-distribution regression (DDR) and distribution-to-warping function regression (DWR) methods in most cases; in cases involving extrapolation, the DWR method performs better.
The sample covariance matrix of is = −1 T , and it can be verified that the element of matrix is the value of the covariance function defined in Eq. (10) at grid points, i.e., ={ } =1 =1 ={ ( , )} =1 =1 (37) An ordinary principal component analysis (PCA) of × data matrix can be realized by solving the following eigenanalysis problem = subject to T = 1 (38) where and are the eigenvalue and eigenvector, respectively.
After an ordinary PCA has been carried out for the discrete data, the result of the ordinary PCA problem (see Eq. (38)) is transformed into the corresponding result of the FPCA problem (see Eq. (12)). Let be the length of the evenly spaced subinterval of the discrete time, i.e., 
where (⋅) is the kernel function satisfying ( ) ≥ 0, ∀ ∈ R , ℎ > 0 is the bandwidth, and ( 0 , ) is a similarity measure of distributions. For a more detailed discussion about this distribution regression model, please refer to [25] . 
For a more detailed discussion of this distribution regression model, please refer to [8] .
