
















The purpose of this study is to extract singing melody from
mixed sounds related to Noh performances. Noh sounds
include singing, accompaniments, and other elements. For
analyzing Noh singing, we need singing solos, but they
are hard to collect since there are only a few sources
of solo passages. Therefore, we focus on the extraction
of singing melody from mixtures of accompaniments and
singing. In this paper, we demonstrate that source
separation can be introduced as an efficient preprocessing
step for Noh singing melody extraction. In addition,
we compare melody extraction based on a convolutional
neural network (CNN) and Long short-term memory(LSTM)
approach with Melodia, a plug-in for melody extraction
which is particularly accurate in the presence of music
with wide fluctuations in pitch. Raw Pitch Accuracy
and Overall Accuracy are introduced as evaluation metrics.
Our experimental results show that it is efficient for
melody extraction to introduce source separation. We also
demonstrated that Deep learning-based melody estimation






録されている. 能楽は, 狂言と能の総称である. 能は, 役に扮し
て舞台に立つ立方と, もっぱら音楽を受け持つ地謡方, 囃子方と
で成り立つ. 立方のうち, 主人公であるシテは, 舞台の進行役を









の環境は異なる. そのため, 練習時の素謡と, 異なる流儀の囃子
が混じった本番の舞台での謡では, 謡が変化していることが考
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えられる. 同じ人の同じフレーズでも音高や音高の遷移が異な
ることも考えられる. また, 西洋音楽と異なり, 能の謡には絶対
的な音高は存在しない. 謡の練習時には謡本というセリフが書
かれた台本を用いるが, 音高に関する指示は明確には記述され
ていない. 謡の練習は, 師匠の謡をまねるなどして練習する. そ
のため, 謡の音高は, 同じ流儀の師匠や個人の声質によって形作
られていくことになり, 謡手の身体的特徴や性別の違いによる
謡の変化は許容される. 以下の図 1 に謡本の一部分 (上部) と,
対応する実際の謡のメロディ (下部)を示す.
図 1. 謡本と実際の謡のメロディ遷移




















る従来手法が提案されている. Melodia は, ポリフォニック
ミュージックを対象としたメロディ推定器である [3]. ポリフォ
ニックミュージックとは, メロディが一意に決められない音楽








提案されている. [5] では, 混ざった音からメロディを推定す




であるという結果がある [5]. また, CNN によるメロディ推定




を求める手法を提案している. また, [7] では, メロディを推定




て精度を比較した研究 [8] も存在し, 良い精度が得られている.

















分離できることを狙い, U-Net による音源分離を導入する. 加
えて, 音源分離後の音でメロディ推定 CNNを学習することで,
メロディ推定 CNNによるメロディ推定性能も向上することも








ることで, よりロバストにできる. そこで, データ量を増やす
処理を施す. 以下, 3.1 章では音源分離について, 3.2 章ではメ










い. また, 決まった音色のサンプルがある場合は, 混合音のスペ
クトログラムを行列とみなし, 音色のパターンに対応する行列
(事前に学習済み)と, その各スペクトルのパターンに対応する
強度を表す行列に分解する, 非負値行列因子分解 (NMF) が適













周波数マスクの 2種類がある. 混合音がソース 1とソース 2の
音源からの, 2つの音が混じった音であると想定する場合, ソー




1 |ŷ1t(f)| > |ŷ2t(f)|
0 otherwise
(1)
ここで, f = 1...F は異なる周波数を示している. この式 (1)で
は, 混合音のスペクトログラムのある点が, 所望の音か他方の音
に完全に帰属すると仮定している. スペクトログラムの各点を








この式 (2)は, 混合音のスペクトログラムの各点において, 所望
の音と別の音がある割合で混ざり合っていることを表しており,
振幅スペクトルに基づいてその割合を計算している.
計算した時間周波数マスクM(Mb or Ms) を, 混合音に適




ŝ1t(f) = M(f)Xt(f) (3)
の処理で取り出すことができ, ソース 2に対応した音を取り出
したいときは,
ŝ2t(f) = (1−M(f))Xt(f) (4)
の処理で取り出せる. なお, Xt は混じった音のスペクトルを表






バイナリマスクの各点は 0 か 1 の値であることが確認でき
る. それぞれの理想的なマスクで分離した音源を聴取した限り









図 5. 時間周波数マスク推定 DNNの構成
音声のつながり具合を特徴としてニューラルネットワークに
学習させる. つまり, 学習時には混合音のスペクトル情報を複






U-Net は CNN ベースのネットワークであり, 医療画像の高




図 6. 時間周波数マスク推定 U-Netの構成
すべてのエンコード層は 2ストライド,カーネルサイズ 4 ×
4の 2次元畳み込み, バッチノーマライゼーション, leaky relu
で構成される. すべてのデコード層は, 2ストライド, カーネル
サイズ 4 × 4の逆畳み込み, バッチノーマライゼーション, relu




力データに連結して演算する. この処理は low level skip
connection と呼ばれる. 従って, 逆畳み込み演算は, 一層前
































の変換式は以下の式 5である [13]. LSTMによるメロディ推定
器においても同様の入出力対応である.








する. データを増大させることで, よりロバストにできる. 一方















• DNN 音源分離によって分離した音に対して Melodia を
適用













Pitch Accuracy(RPA) と Overall Accuracy(OA) の尺度で評
価を行う [14][15]. RPAは正解音声区間におけるピッチ正解フ






音源を用いる. 混合音は 4 章で示したように, 独吟に囃子を混
ぜて作成する. また, メロディ推定 CNN,LSTM の学習データ
には, 音源分離部で使用しなかったデータで混合音を作成し, 音
源分離に適用した後の音を用いる. 音源分離 DNNの学習デー
タ量は約 11 時間, U-Net の学習データ量は約 104 時間, メロ
ディ推定 CNN, LSTM の学習データ量は約 4 時間である. 評




めに, 512 点でフーリエ変換した 257 点の振幅スペクトル情報
を, 対象のフレームとその前後 3 フレーム分, 1 方向に連結さ
せ, DNN の入力とする. つまり, 入力層は (257 × 3) + 257 +
(257×3) = 1799ノードとなる. 中間層は 4層あり, 入力側から






CNN の構造は, [5] で実装しているネットワークとハイパー
パラメータ自動最適化ツールである Optuna を基に構成する.
入力は対象フレームの前 7フレーム, 後ろ 8フレームを連結し
た時間周波数情報としている. したがって, サイズは 160 × 16
となる. 2 つの畳み込み層と 2 つのプーリング層を持つ. 始め
の畳み込み層のカーネルサイズは 5 × 5である. 始めの畳み込
み層は 10 個の特徴マップに対応する 10 カーネルを含んでい
る. また, 2つ目の畳み込み層はサイズ 5 × 5で 20カーネルを
持つ. プーリングはサイズ 2 × 2の平均プーリングである. 最
後のプーリング層では全結合層に入力するために 1次元にして
いる. 1層目の全結合層は, 600ノード, 2層目の全結合層は 200
ノードの隠れ層を持ち, softmax関数を活性化関数としている.
最終出力も softmax 関数である. Optimizer は Adam を使用
している. LSTMの構造は, メロディ推定に LSTMを用いてい
る従来研究 [8] と Optuna によって決める. LSTM は, 用途と
して回帰問題に使用されることが多いが, 本研究ではクラスタ
リング問題として実装する. 入力は対象フレームの前 12フレー
ム, 後ろ 13フレームを連結した時間周波数情報である. LSTM
層は 1 層で, 2000unit を持つ. 最終出力の活性化関数は CNN
と同様 softmax関数である. Optimizerは RMSpropを使用し
ている. メロディ推定 CNN, LSTM ともに, ラベルデータは,
正解周波数をセントに変換し, 従来研究に基づき 50 ノードご
とにまとめて 1ノードとしている. なお, ラベルデータ生成時,
能の謡のピッチ幅に合わせ, 最低周波数を 73Hz, 最高周波数を








価に含めない. また, メロディ推定 CNNでは, 対象フレームの
前 7フレーム, 後ろ 8フレーム, LSTMでは対象の前 12フレー








混合音に対して直接 Melodia を適用した結果 (1), メロディ
推定 CNNを混合音に対して直接適用した結果 (2), DNN音源
分離後の音に対して Melodia を適用した結果 (3), U-Net 音源
分離後の音に対してMelodiaを適用した結果 (4), DNN音源分





1.と 3.を比較すると, 1.の方が良い結果が得られている. 1.
と 3. の RPA と OA の差に着目すると, 3. の方が差が大きく,
OA の方が良いことがわかる. このことから, 音源分離を施し
たことで無音区間を無音区間として分析できていると言える.
3. と 5. を比較すると, どちらの尺度においても 5. の方が良い
結果であることがわかる. 音源分離後の雑音なども混じった音
でメロディ推定 CNNを学習したことが貢献していると考えら
れる. メロディ推定の前に DNN音源分離を施している 3.5.と
表 1. 実験結果 (%)
RPA OA
1. Melodia 72.3 76.5
2. CNN 79.8 78.8
3. DNN+Melodia 48.6 59.2
4. U-Net+Melodia 92.7 91.9
5. DNN+CNN 58.2 69.2
6. U-Net+CNN 88.4 88.3
7. U-Net+Clean CNN 82.2 84.5
8. U-Net+LSTM 91.4 88.2
U-Net 音源分離を施している 4.6. を比較すると, DNN 音源分
離を施した謡に対するメロディ推定性能よりも U-Net を施し
た謡に対するメロディ推定性能の方が良い結果であることがわ
かる. また, U-Net音源分離に関する評価に一貫して, DNN音
源分離に関する評価ほどの OAと RPAの差はないことが確認










とで高性能なメロディ推定が実現できた. 6. と 8. を比較する
と, OAは CNNの方が 0.1ポイント良いが, RPAに関しては,
コンテキストをより柔軟に考慮できる LSTM の方が 3 ポイン
ト向上する結果が得られた.
学習データとして能の謡と囃子を大量に集め, 音源分離の学










CNNでは, 対象フレームの前 7フレーム, 後ろ 8フレームとし,
LSTMの場合, 対象フレームの前 12フレーム, 後ろ 13フレー
ムとした. メロディ推定器の入力データコンテキストを決定す
るにあたり, 前 7フレーム, 後ろ 8フレームの場合と, 前 12フ















ことが考えられる. ここで, 3 層目の 2 次元畳み込み層として,
カーネルサイズ 3 × 3の畳み込み層と 2点の平均プーリングを
加える. 結果, RPA:89.1%, OA:86.9%が得られた. RPAは
向上し, OAは悪化する結果となったが, 前 7フレーム, 後ろ 8
フレームの結果からの大きな改善は見られなかった. この結果




















る data augmentation によってこの良い結果が得られたと考
えられる.
また, 実用性を論証するために, 実際の舞台にて収集した能の
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[10] Gómez, E., Cañadas, F., Salamon, J., Bonada, J., Vera,
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