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Abstract
We use nonstandard analysis to formulate quantum mechanics in
hyperfinite-dimensional spaces. Self-adjoint operators on hyperfinite-
dimensional spaces have complete eigensets, and bound states and
continuum states of a Hamiltonian can thus be treated on an equal
footing. We show that the formalism extends the standard formula-
tion of quantum mechanics. To this end we develop the Loeb-function
calculus in nonstandard hulls. The idea is to perform calculations in a
hyperfinite-dimensional space, but to interpret expectation values in
the corresponding nonstandard hull. We further apply the framework
to non-relativistic quantum scattering theory. For time-dependent
scattering theory, we identify the starting time and the finishing time
of a scattering experiment, and we obtain a natural separation of
time scales on which the preparation process, the interaction process,
and the detection process take place. For time-independent scatter-
ing theory, we derive rigorously explicit formulas for the Møller wave
operators and the S-Matrix.
1 Introduction
Quantum mechanics is conventionally formulated in a complex Hilbert space,
H. The possible states of a quantum system are associated with unit vectors
in H, and the observables are associated with self-adjoint linear operators
on H. A central role plays the Hamiltonian of the quantum system. The
eigenvalues of the Hamiltonian are commonly interpreted as the energies of
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bound states of the system. Moreover, the values of the continuous part of
the Hamiltonians spectrum are interpreted as the energies of ”continuum” or
scattering states. The interpretation is physically motivated, and we use the
term ”continuum state” in a physical sense in the following. While bound
states can be identified with eigenvectors of the Hamiltonian, appropriate
vectors do not exist in H for continuum states. Continuum states can be
treated in the conventional Hilbert-space framework only approximately [1].
The probably most prominent approach to solve this problem is the
rigged-Hilbert-space formalism [2, 3]. Within the rigged Hilbert-space for-
malism, continuum states are associated with linear functionals on a dense
subspaceM of H. The linear functionals belong to the dual spaceM′ ofM,
which is a locally convex space and not a Hilbert space. In particular, we
do not have a scalar product at hand. The rigged-Hilbert-space formalism is
thus more complicated than the Hilbert-space formalism, and more efforts are
required in mathematically rigorous applications. There exist further similar
approaches to model continuum states, e.g. approaches that introduce lat-
tices of Hilbert spaces or partial-inner-product spaces. These two approaches
together with the rigged-Hilbert-space approach can be classified as ”super-
Hilbert-space” formalisms [2]. The main idea in common is to use linear
functionals on (dense) subspaces of H, and the mathematical complications
are consequently of the same nature. If we look for an appropriate formal-
ism, which includes a scalar product, we still face a mathematical-modelling
problem.
This article suggests an approach to nonstandard quantum mechanics.
This means that we use nonstandard analysis (NSA) to construct a frame-
work where quantum mechanics can be formulated without the drawbacks
mentioned above. As far as I know, the first work in this direction is done
in [5]. However, this article presents another approach that focuses more on
eigenvector expansions. Eigenvector expansions are of great importance in
practical applications since they simplify calculations. Within the approach,
we are able to treat bound and continuum states on the same footing without
losing the scalar product. However, we require a basic knowledge of NSA for
the construction as it is presented in [6], for example. Nevertheless, I make
a few remarks on NSA in the following.
NSA has its origin in logics and provides an astonishing rich formalism.
I believe that we should rather speak of nonstandard methods than of NSA
since NSA suggests an application of nonstandard methods to analysis, but
the term NSA is commonly used in the literature in a general sense. In this
sense, NSA can be applied to a wide range of mathematical areas, e.g. real
analysis, topology, measure theory, functional analysis, etc.. NSA introduces
rigorously many interesting objects like infinitesimals, infinitely large num-
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bers, and functions that behave like Dirac’s delta distribution. I believe that
these objects - which are not available in standard mathematics - make NSA
rather attractive for physical applications.
The basic tool of NSA is the transfer principle. The transfer principle
enables us to transfer sets and formulas from standard to nonstandard frame-
works. Roughly speaking, every formula in a standard framework is true if,
and only if, the corresponding transferred formula is true in the nonstandard
framework. For the application of the transfer principle we however have
to formulate formulas in a rather formal way marked by logics. The formal
language appears laborious from the viewpoint of the concrete application,
but we need the language to ensure rigorous results.
The article is organized as follows. In Sec. 2, the basic framework is in-
troduced, and we start discussing its relationship to the standard framework
used in quantum mechanics. We continue the discussion in Sec. 3 where
we derive the required nonstandard function calculus. We establish then the
final form of the approach to nonstandard quantum mechanics in Sec. 4.
In Sec. 5, we apply the framework to non-relativistic scattering theory. We
discuss first the impact of the approach on time-dependent scattering theory,
and derive then explicit formulas within time-independent scattering theory.
Finally, we summarize the results and conclude in Sec. 6.
2 Nonstandard extensions
2.1 Spatial and operational extensions
NSA basically introduces extensions of superstructures that contain for a
given context all mathematical objects of interest. Superstructures usually
contain real numbers, complex numbers, functions, etc.. The extension of
a superstructure V is actually an injective mapping of V onto another su-
perstructure W. We note that there exist different types of extensions, but
for applications of NSA polysaturated extensions are probably most conve-
nient. For this reason, we assume a polysaturated extension ⋆ : V → W of a
superstructure V that contains every standard mathematical object we will
consider in this article. Roughly speaking, the extension allows us to switch
from the ’standard world’ V to the ’nonstandard world’ W, in which we can
use our standard mathematical objects of interest more conveniently, as we
will see. In particular, V contains a complex Hilbert space H and linear
operators on H, which implies that appropriate counterparts are available in
the ’nonstandard world’ W. Moreover, for the sake of convenience we follow
the common practice and drop the prefix ⋆ from many nonstandard objects
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when there is no ambiguity. For example, we write r+ s instead of r ⋆+ s for
r, s ∈ ⋆IR. We obtain for our example a sensible simplification of notation
since two hyperreal numbers can be added in the same manner as two real
numbers.
As a consequence of polysaturation, there exists a hyperfinite-dimensional
spaceH which externally containsH [8], i.e. {⋆x : x ∈ H} ⊂ H . For the sake
of convenience we simply writeH ⊂ H ⊂ ⋆H. We use this result as an avenue
to a nonstandard framework for quantum mechanics. Beside the well-known
advantages of NSA, which are sketched in Sec. 1, this approach has another
important advantage: The transfer principle allows us to apply the results
of linear algebra in finite-dimensional spaces to the hyperfinite-dimensional
space H . We note that this idea is already known in the literature for a long
time [9, 10].
The main goal in the following is to show that the formulation of quantum
mechanics in an appropriate hyperfinite-dimensional space yields an exten-
sion of the standard formulation of quantum mechanics. We choose however
a more general setting than outlined above, and assume only a dense sub-
spaceM of H. We will see in Sec. 4.2 that this approach is quite convenient
when we construct the hyperfinite dimensional space H in an example. How-
ever, by polysaturation there exists a hyperfinite-dimensional space H which
externally contains M, i.e. M⊂ H ⊂ ⋆M⊂ ⋆H.
Proposition 1: Let H ⊂ ⋆H be an internal Hilbert space that externally
contains a dense subspace M of H, and let O denote the projection of ⋆H
onto H , then ⋆x ≈ O ⋆x for all x ∈ H.
Proof: Assume x ∈ H. Since M is dense in H the internal statement (∃y ∈
H)‖⋆x−y‖ < 1/n is true for all n ∈ IN. By the overflow principle there exists
an infinite m ∈ ⋆IN for which (∃y ∈ H)‖⋆x− y‖ < 1/m holds. Moreover, the
(transferred) projection theorem states that ‖⋆x− O ⋆x‖ ≤ ‖⋆x− y‖ < 1/m
[1]. ♦
Let us proceed with our discussion. As in proposition 1, let O denote the
projection of ⋆H onto H . O can be defined (as usual) by an orthonormal
basis of H , as we show in the appendix. Moreover, let A be a self-adjoint
operator with domain D(A), for which M ⊂ D(A) ⊂ H holds. Using the
transfer principle we define the restriction of ⋆A to H by B = O ⋆AO, and
B ⋆x = O ⋆(Ax) ≈ ⋆(Ax) for all x ∈ M. B can thus be seen as a non-
standard extension of the restriction of A to M. As shown in the appendix,
B is an internal hyperfinite-rank operator, and there exists an eigensystem
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{(λi, xi)}hi=1 for B, which yields the representation
(∀x, y ∈ H) 〈x,By〉 =
h∑
i=1
λi 〈x, xi〉 〈xi, y〉.
We note that h is the (nonstandard) dimension of H .
Our construction shows that there exist self-adjoint hyperfinite-rank op-
erators, which yield extensions of standard self-adjoint operators in a certain
sense. The relation is however rather weak at the moment since we do not
know how the spectra and the function calculus of these operators are re-
lated. In particular, we may ask if nonstandard eigenvalues and nonstandard
eigenvectors can be interpreted in a sensible way. To discuss these questions
more thoroughly we introduce nonstandard hulls, which are important tools
in NSA [8]. From a physical point of view, the introduction of nonstandard
hulls is motivated by the assumption that infinitesimally different states can-
not be distinguished in a measurement.
The definition of the nonstandard hull oH of the hyperfinite-dimensional
space H introduces an equivalence relation on the set of finite nonstandard
vectors, fin(H) = {x ∈ H : ‖x‖ ∈ fin(⋆IR)}. We note that fin(⋆IR) is the
set of finite hyperreals. Two vectors are equivalent if their difference has
infinitesimal norm. The nonstandard hull oH of the space H is given as the
quotient
oH = fin(H)/H0, H0 = {x ∈ H : ‖x‖ ≈ 0}, (1)
‖ox‖ = st(‖x‖), 〈ox, oy〉 = st(〈x, y〉).
oH is a Hilbert space, and H is a closed subspace of oH by proposition 1.
Especially, reconsidering our example above the equation B ⋆x = O ⋆(Ax) ≈
⋆(Ax) yields Ax = o(Bx) for all x ∈M. We note that we adopt the notation
oH for the nonstandard hull ofH as it is used in [9, 10], instead of the notation
Hˆ that seems to be more common [6]. I believe that we gain a more uniform
notation since, for example, for the standard part or = st(r) of r ∈ fin(⋆IR)
we could also write rˆ, meaning an element of the nonstandard hull of ⋆IR.
Furthermore, nonstandard hulls are defined also for finitely bounded non-
standard linear operators. If A is a bounded operator onH, then B = O ⋆AO
is finitely bounded and its nonstandard hull is defined as
oB ox = o(Bx) ∀ x ∈ fin(H) (2)
‖oB‖ = st(‖B‖).
Since A is bounded we obtain ⋆(Ax) ≈ O ⋆AO ⋆x for x ∈ H. Thus, oB is a self-
adjoint bounded operator on oH , which extends A, i.e. oBx = o(B ⋆x) = Ax
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for all x ∈ H. We note that operational nonstandard extensions of this type
are already discussed in [10]. In particular, the relationship between the
spectral resolution of bounded self-adjoint operators and their nonstandard
extension is investigated. However, we come back to these results in Sec. 2.2.
2.2 Spectral properties of operator extensions
Hyperfinite-rank operators have convenient spectral properties, which are
determined by linear algebra. If we consider a nonstandard extension B of a
self-adjoint operator A as constructed in Sec. 2.1 then we may naturally ask
how the eigenvalues and eigenvectors of the hyperfinite-rank operator B are
related to the spectral resolution of A. Let us focus first on the eigenvalues.
Lemma 1: Let B be a normal hyperfinite-rank operator, and let λ ∈ lC.
Assume that for each n ∈ IN there exists an xn ∈ H for which ‖xn‖ ≈ 1 and
‖λxn −Bxn‖ < 1/n holds, then there exists a λ′ ∈ σ(B), and λ ≈ λ′.
Proof: As shown in the appendix, B has an eigensystem {(λi, xi)}hi=1. Fix
ǫ ∈ IR+, ǫ < 1, then
(∀n ∈ IN)(∃x ∈ H)
(
‖x‖ > (1− ǫ) ∧ ‖λx−Bx‖ ≤ 1
n
)
.
By the overspill principle there exists an infinite m ∈ ⋆IN for which
(∃x0 ∈ H)
(
‖x0‖ > (1− ǫ) ∧ ‖λx0 − Bx0‖ ≤ 1
m
)
is true. Assume that there exists an ǫ′ ∈ IR+ for which |λ− λ′| ≥ ǫ′ holds for
all λ′ ∈ σ(B). Then,
‖Bx0 − λx0‖2 =
h∑
i=1
|λ− λi|2 |〈xi, x0〉|2
≥ (ǫ′)2
h∑
i=1
|〈xi, x0〉|2
= (ǫ′)2 ‖x0‖2
> (ǫ′)2(1− ǫ)2
and we obtain the contradiction ‖Bx0− λx0‖ > ǫ′(1− ǫ) > 1/m. There thus
exists a λ′ ∈ σ(B) for which λ ≈ λ′ holds. ♦
Proposition 2:
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1. Let B be a nonstandard extension of a self-adjoint operator A as con-
structed in Sec. 2.1, then for each λ ∈ σ(A) there exists a λ′ ∈ σ(B)
for which λ ≈ λ′ holds, i.e. σ(A) ⊂ oNS(σ(B)).
2. Let B be a finitely-bounded normal hyperfinite-rank operator, then
σ(oB) = oσ(B).
Proof:
1. Let λ ∈ σ(A), then for each n ∈ IN there exists an xn ∈ M for which
‖xn‖ = 1 and ‖(λ− A)xn‖ < 1/n holds. Since M is externally contained in
H , we obtain ‖(λ − B) ⋆xn‖ ≤ 1/n for each n ∈ IN, and by lemma 1 there
exists a λ′ ∈ σ(B) with λ ≈ λ′.
2. We note that this statement can be proved also with the help of lemma 1.
However, the statement is proved in a more general form in [8], and we omit
therefore the proof. ♦
The first part of proposition 2 shows that the spectrum of A is approximated
well by the eigenvalues of its nonstandard extension B. We can draw from
this result a remarkable conclusion. Let λ ∈ σ(A), then there exists an
eigenvalue λ′ ≈ λ of B. Since B has a complete set of (normed) eigenvectors,
there exists an x ∈ H for which Bx = λ′x holds. For each y ∈M we obtain
thus
〈ox,Ay〉 = o〈x,B ⋆y〉 = st(λ′) o〈x, ⋆y〉 = λ〈ox, y〉 . (3)
Equations of this type can usually be formulated only as eigenfunctional
equations in super-Hilbert-space formalisms. The treatment of continuum
states is therefore more complicated than the treatment of bound states
in these frameworks. In a hyperfinite-dimensional space we can however
treat both types of states on an equal footing. We note that work in this
direction is also presented in [5] where the concept of ultra eigenvectors is
introduced. The concept leads to similar equations, but ultra eigenvectors
are not necessarily eigenvectors of a nonstandard extension. In particular,
we generally do not obtain an eigenvector basis, which is simpler to use in
applications as compared to projection-valued measures.
Moreover, if the operator A is bounded in proposition 2 then the non-
standard hull oB of B is a bounded self-adjoint operator on oH . This case is
extensively studied in [9, 10]. In particular, the operator A is then the restric-
tion of oB to H, and the projection-valued measure associated with A can be
retrieved with the help of the eigenvectors of B. Unfortunately, most of the
self-adjoint operators occurring in applications are unbounded. Also, we do
not know how the function calculus of A is related to the function calculus of
B, especially when we consider non-continuous functions. We therefore use
a more general approach that is related to nonstandard integration theory.
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3 Loeb-function calculus
In our approach to nonstandard function calculus we introduce first projection-
valued Loeb measures that are closely related to Loeb measures. The rela-
tionship is analogous to the relationship of standard projection-valued mea-
sures to finite Borel measures. We use projection-valued Loeb measures to
prove a nonstandard spectral theorem and to establish the Loeb-function
calculus. Finally, we use the results to introduce generalized nonstandard
hulls, which we use in Sec. 4 for the further discussion.
3.1 Projection-valued Loeb measures
Let B denote the set of Borel subsets of IR, and let P be a finite probabil-
ity measure on B. The associated probability space (IR,B, P ) transfers to a
finitely-additive internal probability space, (⋆IR, ⋆B, ⋆P ). To be more gen-
eral, we replace ⋆P by a finitely-additive internal probability function µ, and
consider the probability space (⋆IR, ⋆B, µ). An important result of nonstan-
dard measure theory is the construction of a Loeb (probability) space out of
(⋆IR, ⋆B, µ) [11], i.e. there exists a standard (σ-additive) probability space
(⋆IR, ⋆BL, µL) such that:
1. ⋆BL is a σ-algebra with ⋆B ⊂ ⋆BL ⊂ P(⋆IR).
2. ◦µ = µL on ⋆B.
The sets Ω ∈ ⋆BL are called Loeb-measurable, and µL is called a Loeb
measure. The σ-algebra ⋆BL is however related to the finitely-additive in-
ternal probability function µ, i.e. we should rather write ⋆BL(µ). To ob-
tain a more general setting we introduce a smaller σ-algebra. Let Λ de-
note the set of finitely-additive internal probability functions on ⋆B. The
intersection A = ⋂µ∈Λ ⋆BL(µ) is a σ-algebra, and contains the universally
Loeb-measurable sets. For each µ ∈ Λ the space (⋆IR, A, µL) is a standard
probability space. Moreover, ⋆B ⊂ A and ◦µ = µL on ⋆B.
Let χΩ denote the characteristic function of a set Ω ∈ ⋆B. We may, for
example, use the eigensystem of a normal hyperfinite-rank operator B to
define a finitely-additive internal projection-valued probability function:
EΩ = χΩ(B) =
∑
λi∈Ω
|xi〉〈xi| =
h∑
i=1
χΩ(λi) |xi〉〈xi| (Ω ∈ ⋆B). (4)
We note that {EΩ} is the projection-valued ⋆measure of B. Generally, if
we assume a finitely-additive internal projection-valued probability function
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{EΩ}Ω∈ ⋆B, e.g. a projection-valued ⋆measure that is associated with an in-
ternal normal operator, then we can define for each normed vector x ∈ H ,
‖x‖ = 1, a probability function µ(x) on ⋆B:
µ(x)(Ω) = ‖EΩx‖2 = 〈x, EΩx〉 (Ω ∈ ⋆B). (5)
We denote the associated Loeb measure by µ
(x)
L . Moreover, we introduce
complex-valued Loeb measures. For x, y ∈ fin(H) let
µ(x,y)(Ω) = 〈x, EΩy〉 (Ω ∈ ⋆B). (6)
Since EΩ is a projection, µ
(x,y) can be decomposed into four finitely-additive
positive internal functions on ⋆B by polarization [1]:
µ(x,y) =
4∑
k=1
akν
(k), ak ∈ ⋆lC.
If ν(k) 6= 0 we can use the normalisation ν(k)(⋆IR) = 1 without any restric-
tion. Each non-zero ν(k) can be extended to an ordinary Loeb measure ν
(k)
L .
If µ(x,y) 6= 0 we can thus construct a finite complex-valued Loeb measure,
µ
(x,y)
L , that is the sum of up to four ordinary Loeb measures multiplied by
appropriate complex factors. For the sake of completeness we define further
µ
(x,y)
L = 0 if µ
(x,y) = 0.
The family of nonstandard hulls {oEΩ}Ω∈ ⋆B is a family of projections on
oH , and µ
(x,y)
L (Ω) = 〈ox, oEΩ oy〉 for all x, y ∈ fin(H), Ω ∈ ⋆B. This result
motivates us to extend the definition of oEΩ to all sets Ω ∈ A. For Ω ∈ ⋆B
we denote the range of oEΩ by R(Ω), which is a closed subspace. For Ω ∈ A
let ⋆BΩ = {Ω′ ∈ ⋆B : Ω′ ⊂ Ω}. We extend R(Ω) to A by
R(Ω) = cl

 ⋃
Ω′∈ ⋆BΩ
R(Ω′)

 , (7)
and define oEΩ as the projection of
oH onto R(Ω). Using a statement in [12]
on families of projections we conclude for x ∈ H , ‖x‖ = 1,
〈ox, oEΩ ox〉 = sup
Ω′∈ ⋆BΩ
〈ox, oEΩ′ ox〉 = sup
Ω′∈ ⋆BΩ
µ
(x)
L (Ω
′) = µ(x)L (Ω). (8)
Theorem 2: Let {EΩ}Ω∈ ⋆B be a finitely-additive internal projection-valued
probability function, then {oEΩ}Ω∈A defines a projection-valued Loeb mea-
sure.
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Proof: We show that the family {oEΩ}Ω∈A has the properties of a projection-
valued measure:
(a) Assume Ω1,Ω2 ∈ A, and Ω1∩Ω2 = ∅, then Ω′1∩Ω′2 = ∅ and R(Ω′1)⊥R(Ω′2)
for all Ω′1 ∈ ⋆BΩ1 , Ω′2 ∈ ⋆BΩ2 . Thus, R(Ω′1)⊥R(Ω2) for all Ω′1 ∈ ⋆BΩ1 ,
R(Ω1)⊥R(Ω2), and oEΩ1 oEΩ2 = oEΩ2 oEΩ1 = 0.
(b) Assume Ω1,Ω2 ∈ A, and Ω1 ⊂ Ω2, then R(Ω1) ⊂ R(Ω2), and oEΩ1 oEΩ2 =
oEΩ2
oEΩ1 =
oEΩ1 [12].
(c) Assume Ωn ∈ A, n ∈ IN, and Ωn ∩ Ωm = ∅ if n 6= m. Let Ω = ⋃n Ωn,
and let PN =
∑N
n=1
oEΩn . PN is a projection since PN is self-adjoint and
P 2N = PN by (a) [1]. For x ∈ H , ‖x‖ = 1, we obtain by (b)
‖(oEΩ − PN) ox‖2 = 〈ox, (oEΩ − PN) ox〉
= µ
(x)
L (Ω)−
N∑
n=1
µ
(x)
L (Ωn),
lim
N→∞
‖(oEΩ − PN) ox‖2 = 0.
(d) Assume Ω1,Ω2 ∈ A. Using (c) we obtain oEΩ1∩Ω2+ oEΩ1\Ω2 = oEΩ1 , and
using (a), (b) we obtain oEΩ1
oEΩ2 = (
oEΩ1∩Ω2 +
oEΩ1\Ω2)
oEΩ2 =
oEΩ1∩Ω2 =
oEΩ2(
oEΩ1∩Ω2 +
oEΩ1\Ω2) =
oEΩ2
oEΩ1 . ♦
3.2 Spectral theorem
We have seen in Sec. 3.1 that a projection-valued ⋆measure extends to a
projection-valued Loeb measure {oEΩ}Ω∈A on oH . We now use this result
to formulate a nonstandard spectral theorem. We note that the theorem
is obtained not by transfer of a standard spectral theorem. It is rather an
analogue associated with Loeb integration theory.
We call a complex-valued function f : ⋆IR → lC A-measurable or Loeb
measurable if f−1(Ω) ∈ A for each Borel set Ω ⊂ lC. We note that st(·) is
A-measurable [11].
Theorem 3: Let B be an internal self-adjoint operator on an internal Hilbert
space H , let {oEΩ}Ω∈A be the projection-valued Loeb measure associated
with the projection-valued ⋆measure of B, and let f be a complex-valued
A-measurable function, then f(B) = ∫ f d oE is a normal operator on oH ,
and σ(f(B)) ⊂ cl(f(σ(B))).
Proof: First we note that if two vectors x, y ∈ fin(H) are approximately
equal, x ≈ y, then the associated Loeb measures are equal, µ(x)L = µ(y)L .
Consequently, for x, y ∈ oH the Loeb measure 〈x, oEΩy〉 (Ω ∈ A) is well
defined, and we use the notation µ
(x,y)
L = 〈x, oEΩy〉 in this proof. The domain
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of f is given by
D(f(B)) = {x ∈ oH :
∫
|f |2 dµ(x)L <∞}. (9)
For n ∈ IN let Ωn = {r ∈ ⋆IR : |f(r)| ≤ n}. Each Ωn is measurable, Ωn ∈ A.
Let x ∈ oH , and let xn = oEΩnx, then xn ∈ D(f(B)) for all n ∈ IN, and
x = limn xn. Hence, cl(D(f(B)) =
oH. Let f(B)† denote the adjoint of
f(B), and let z∗ denote the complex conjugate of z ∈ lC. For x ∈ D(f(B)),
y ∈ D(f(B)†) we obtain
〈x, f(B)†y〉 = 〈f(B)x, y〉 = 〈y, f(B)x〉∗ =
(∫
f dµ
(y,x)
L
)∗
(10)
=
∫
f ∗ dµ(x,y)L = 〈x, f ∗(B)y〉,
i.e. f(B)† = f ∗(B), D(f(B)†) = D(f(B)), and f(B) is normal.
Let λ ∈ σ(f(B)), and let ǫ > 0. Since f(B) is normal there exists an x ∈ oH
for which ‖x‖ = 1 and
‖(f(B)− λ)x‖2 =
∫
|f − λ|2 dµ(x)L < ǫ2
holds. Let Ωǫ = {r ∈ ⋆IR : |f(r) − λ| < ǫ} = f−1({r ∈ IR : |r − λ| < ǫ}),
then µ
(x)
L (Ωǫ) > 0, and thus
oEΩǫ 6= 0. Moreover, there exists an Ω′ǫ ∈ ⋆BΩǫ
for which µ
(x)
L (Ω
′
ǫ) > 0 holds. Thus, EΩ′ǫ 6= 0 and Ω′ǫ ∩ σ(B) 6= ∅. Choose
ωǫ ∈ Ω′ǫ ∩ σ(B), then |f(ωǫ)− λ| < ǫ, and thus λ ∈ cl(f(σ(B))). ♦
Corollary 1: Assume the conditions of theorem 3. If B is additionally a
hyperfinite-rank operator, then
1. σ(f(B)) = cl(f(σ(B))),
2. σ(og(B)) = og(σ(B)) for finitely bounded g ∈ ⋆B(IR).
Proof:
1. Let λ ∈ σ(B), and let x be a corresponding eigenvector, then oE{λ} ox =
ox, f(B) ox = f(λ) ox, and f(λ) ∈ σ(f(B)). Since σ(f(B)) is closed we ob-
tain cl(f(σ(B))) ⊂ σ(f(B)). The assertion follows now from theorem 3.
2. Let g ∈ ⋆B(IR) be finitely bounded. Since B is a hyperfinite-rank operator
we obtain σ(g(B)) = g(σ(B)). Thus, σ(og(B)) = oσ(g(B)) = og(σ(B)) by
proposition 2. ♦
If we consider in theorem 3 a real-valued function f , then we obtain a self-
adjoint operator f(B). For this operator, the standard spectral theorem
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yields the standard spectral representation. Since theorem 3 states an alter-
native nonstandard representation of f(B) we clarify now the relationship
between both representations.
Theorem 4: Let B be an internal self-adjoint operator on an internal Hilbert
space H , let f be a real-valued A-measurable function, and let g be a Borel
function, then g(f(B)) = (g ◦ f)(B).
Proof: For a Borel set Ω ∈ B let FΩ = oEf−1(Ω). FΩ defines a projection-
valued measure, and for x ∈ fin(H) we obtain
µ
(x)
f,L(Ω) = µ
(x)
L (f
−1(Ω)) = 〈ox, oEf−1(Ω) ox〉 = 〈ox, FΩ ox〉
Let us assume first that g is bounded, then we obtain for Ω ∈ B
∫
Ω
g dµ
(x)
f,L =
∫
f−1(Ω)
g ◦ f dµ(x)L .
We conclude that
∫
g dF =
∫
g ◦ f d oE. If we apply pointwise-convergence
arguments the latter equation is valid for any Borel function g. In particular,
for g = id we obtain f(B) =
∫
ω dFω, which is just the standard spectral rep-
resentation. Since
∫
g dF = g(
∫
ω dFω) = g(f(B)) we obtain the statement
of the theorem. ♦
We note that theorem 4 reveals the relationship between the standard and
the nonstandard spectral representation of the self-adjoint operator f(B):
For each Borel set Ω we obtain FΩ := χΩ(f(B)) =
∫
χΩ ◦ f d oE = oEf−1(Ω),
and f(B) =
∫
ω dFω.
3.3 Nonstandard hulls
As pointed out in Sec. 2 operational nonstandard hulls are well-known for
finitely-bounded internal operators. For infinite internal operators, however,
ambiguities occur if we consider standard parts: Let B be a hyperfinite-rank
operator that has an infinite eigenvalue λ, let x be the corresponding normed
eigenvector, and let y = x/λ, then oy = 0 but o(By) = ox 6= 0. We see by this
example that for infinite internal operators an equation like oB ox = o(Bx)
can generally not be true. The definition of nonstandard hulls for infinite
internal operators is thus not straightforward. Nevertheless, if we consider
self-adjoint internal operators then we can use the Loeb-function calculus
for a sensible definition. The principal idea is to project those vectors out
that cause the ambiguities. To arrive at a sensible definition we consider
first finitely-bounded internal operators. Moreover, let B(IR) be the set of
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complex-valued Borel functions on IR.
Proposition 3: Let B be an internal self-adjoint operator on an internal
Hilbert space H , let {oEΩ}Ω∈A be the projection-valued Loeb measure as-
sociated with the projection-valued ⋆measure of B, and let f ∈ ⋆B(IR) be
finitely bounded, then
〈ox, of(B) oy〉 = st
(∫
f(ω) d〈x, Eωy〉
)
=
∫
of dµ
(x,y)
L (x, y ∈ fin(H)).
(11)
Proof: We assume first that f is real-valued. The generalization to complex-
valued functions f is straightforward.
For n ∈ ⋆IN, k ∈ ⋆Z let Sk,n = {r ∈ ⋆IR : k/n ≤ f(r) < (k + 1)/n}, and
let In = {k ∈ ⋆Z : Sk,n 6= ∅}. Since f is finitely bounded In is hyperfinite.
Moreover, ⋆IR =
⋃
k∈In Sk,n. Define fn =
∑
k∈In
k
n
χSk,n, then fn ↑ f , and
|fn(r)− f(r)| < 1/n for all r ∈ ⋆IR. Moreover, ofn ↑ of (n ∈ IN), and∫
of dµ
(x,y)
L = lim
n∈IN
∫
ofn dµ
(x,y)
L (x, y ∈ fin(H))
= lim
n∈IN
∑
k∈In
k
n
µ
(x,y)
L (Sk,n)
= lim
n∈IN
o
∑
k∈In
∫
k
n
χSk,n(ω) d〈x, Eωy〉
=
o∫
fn(ω) d〈x, Eωy〉 (n ∈ ⋆IN\IN)
=
o∫
f(ω) d〈x, Eωy〉
= o〈x, f(B)y〉 = 〈ox, of(B) oy〉.
We note that we use fn(r) ≈ f(r) for n ∈ ⋆IN\IN in the calculation. ♦
We note that if the operator B is finitely bounded in proposition 3 then
the spectrum of B consists only of near-standard points, σ(B) ⊂ fin(⋆IR),
and thus oB =
∫
fin(⋆IR) st d
oE. Moreover, the last equation provides a correct
approach for an extended definition of nonstandard hulls.
Definition 1: Let B be an internal self-adjoint operator on an internal
Hilbert space H , and let {oEΩ}Ω∈A be the projection-valued Loeb measure
associated with the projection-valued ⋆measure of B. The nonstandard hull
of B is given by
oB =
∫
fin(⋆IR)
st doE.
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This definition avoids the ambiguities mentioned above since the critical
vectors, i.e. the vectors belonging to the range of oEfin(⋆IR)\⋆IR, are pro-
jected out. In particular, if x is an eigenvector of B in definition 1, then
oB ox = 0 if x belongs to an infinite eigenvalue. We note that the statement
(∀x ∈ fin(H)) oB ox = o(Bx) holds for finitely bounded operators but not
for infinite operators in definition 1. Generally, we obtain for x,Bx ∈ fin(H)
rather
oB ox = oEfin(⋆IR)
o(Bx). (12)
4 Nonstandard quantum mechanics
4.1 Operational extensions
We continue now our discussion started in Sec. 2. In particular, we consider
a dense subset M of a Hilbert space H, which is externally contained in
a hyperfinite dimensional space H , and for which M ⊂ H ⊂ ⋆M ⊂ ⋆H
holds. We note that H ⊂ oH by proposition 1. We have seen in Sec. 2 that
each bounded linear operator on H can be extended by a finitely-bounded
hyperfinite-rank operator on H , and that the extension is based on nonstan-
dard hulls. In Sec. 3 we have worked out the connection of nonstandard
hulls to the Loeb-function calculus. In particular, we have introduced non-
standard hulls for infinite self-adjoint internal operators. Now we use these
results to generally establish the extension of standard self-adjoint operators
to self-adjoint hyperfinite-rank operators.
Let A be a self-adjoint operator on H, then A′ = tan−1(A) is a bounded
self-adjoint operator on H . The hyperfinite-rank operator B′ = O ⋆A′O is a
nonstandard extension of A′, i.e. oB′|H = A′. We note that O denotes the
projection of ⋆H onto H . Moreover, we note that χ(−π/2,π/2)(A′) = χIR(A) =
1 and that A = tan(A′). For r ∈ IR let tg(r) = tan(r · χ(−π/2,π/2)(r)). Since
oB′|H = A′ we obtain tg(A′) = tg(oB′)|D(tg(A′)). Since st ◦ tg = tg ◦ st on
fin(⋆IR) we get further tg(oB′) = otg(B′) by proposition 3 and theorem 4,
and thus A = tg(A′) = o(tg(B′))|D(A).
Our construction shows that for any standard self-adjoint operator A
there exists a self-adjoint hyperfinite-rank operator B whose nonstandard
hull extends A, i.e. A = oB|D(A). In particular, we obtain σ(A) ⊂ σ(oB) =
cl(oNS(σ(B)) by corollary 1. For each λ ∈ σ(A) there exists thus a λ′ ∈ σ(B)
for which λ ≈ λ′ holds (c.f. Sec. 2.2).
Definition 2: Let A be a self-adjoint operator on a Hilbert space H. Let
H be an internal Hilbert space for which H ⊂ oH holds and let B be an
internal self-adjoint operator on H . B is called a nonstandard extension of
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A if A = oB|D(A).
We note that the nonstandard extension of A is not unique. We discuss now
how the function calculus of A is related to the function calculus of its non-
standard extensions.
Proposition 4: Let A be a standard self-adjoint operator and let B be a
nonstandard extension of A. Then, for each real-valued Borel function g
there exists an internal function f for which g(A)x = o(f(B) ⋆x) = of(B)x
holds for all x ∈ D(g(A)). In particular, f(B) is a nonstandard extension of
g(A).
Proof: Let g be a real-valued Borel function and let {oEΩ}Ω∈A be the projection-
valued Loeb measure associated with the projection-valued ⋆measure of B.
Since g(A) = g(oB)|D(g(A)) we conclude from theorem 4 that g(A)x = ∫fin(⋆IR)(g◦
st)d oEx (x ∈ D(g(A))). Moreover, for x ∈ D(g(A)) let µ(x)L be the Loeb mea-
sure for which 〈x, oEΩx〉 = µ(x)L (Ω) (Ω ∈ A) holds. For each Loeb measure
µ
(x)
L there exists an internal function fx for which
ofx = g ◦ st holds µ(x)L
almost everywhere [11], i.e.
∫
fin(⋆IR)(
ofx − g ◦ st)2 d‖oEx‖2 = 0. For n ∈ IN
let
fx,n(λ) :=
{
fx(λ) , |fx(λ)| ≤ n
0 , else.
,
then each fx,n is a finite internal function and g(A)x = g(
oB)x =
limn
ofx,n(B)x = limn
o(fx,n(B)
⋆x). Hence, the internal sets
Ωx,n = {f ∈ ⋆(lCIR) : ‖⋆(g(A)x)− f(B) ⋆x‖ < 1/n}
are non-empty for each x ∈ D(g(A)), n ∈ IN. We note that Ωx,n ⊂ Ωx,m
for n > m. Moreover, for x1, ..., xm ∈ D(g(A)) we consider the Loeb mea-
sure νL = µ
(x1)
L + ... + µ
(xm)
L . For νL there exists also an internal function
f for which of = g ◦ st holds νL almost everywhere [11]. In particular,
of = g ◦ st holds µ(xk)L almost everywhere for each 1 ≤ k ≤ m. If we de-
fine fn with the help of f analogously as we have defined fx,n with the help
of fx then g(A)x = g(
oB)xk = limn
ofn(B)xk = limn
o(fn(B)
⋆xk) for each
1 ≤ k ≤ m, and thus Ωx1,n ∩ ... ∩ Ωxm,n 6= ∅. The collection of internal sets
(Ωx,n)x∈D(g(A)),n∈IN has thus the finite-intersection property, and by polysat-
uration there exists an internal f ∈ ⋂x∈D(g(A)),n∈IN Ωx,n. In particular, we
obtain g(A)x = o(f(B) ⋆x) for all x ∈ D(g(A)).
Assume x ∈ D(g2(A)) and let y = g(A)x, then ⋆y ≈ f(B) ⋆x and ⋆(g2(A)x) =
⋆(g(A)y) ≈ f(B) ⋆y. Since f(B) ⋆y is finite we obtain y = Py for the
projection P = oχfin(⋆IR)(f(B)). Thus, y =
o(f(B) ⋆x) = P o(f(B) ⋆x) =
of(B)x. Since g(A) is essentially self-adjoint on D(g2(A)) we obtain g(A) =
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of(B)|D(g(A)). ♦
We note that the internal function in proposition 4 is not uniquely deter-
mined. In fact, if B is of hyperfinite rank we can even choose a ⋆polynomial
p for which p(λ) = f(λ) holds for all eigenvalues λ of B, i.e. f(B) = p(B).
We can also restrict f to be a ⋆continuous function or a ⋆Borel function in
proposition 4. We note also that if in proposition 4 the function g is bounded
and continuous (µ
(x)
L almost everywhere for all x ∈ H) then we may simply
choose f = ⋆g.
Proposition 5: Let A be a standard self-adjoint operator and let B be a
nonstandard extension of A. Let (FΩ)Ω∈B be the projection-valued measure
associated with A and let (EΩ)Ω∈ ⋆B be the projection-valued ⋆measure as-
sociated with B, then for each Ω ∈ B there exists an Ω′ ∈ ⋆B for which
FΩx =
oEΩ′x holds for all x ∈ H.
Proof: Let x ∈ D(A), then FΩx = χΩ(A)x = χΩ(oB)x = oEst−1(Ω)x by theo-
rem 4. Let µ
(x)
L be the Loeb measure associated with 〈x, oE ′Ωx〉 (Ω′ ∈ ⋆B).
There exists an Ω′x ∈ ⋆B for which µ(x)L (st−1(Ω)∆Ω′x) = 0 holds [11] (Ω∆Ω′ =
(Ω \ Ω′) ∪ (Ω′ \ Ω)). We get in particular oEΩ′xx = oEst−1(Ω)x. Let
Γx,n = {Ω′ ∈ ⋆B : ‖(EΩ′ −EΩ′x) ⋆x‖ < 1/n}.
The sets Γx,n are internal and Γx,n ⊂ Γx,m if n > m. Moreover, for x1, ..., xm ∈
D(A) we consider the Loeb measure νL = µ(x1)L + ... + µ(xm)L . For νL there
exists also an Ω′ ∈ ⋆B for which νL(st−1(Ω)∆Ω′) = 0 holds, i.e. oEΩ′xk =
oEst−1(Ω)xk for 1 ≤ k ≤ m. The collection of internal sets (Γx,n)x∈D(A),n∈IN
has thus the finite-intersection property, and by polysaturation there exists
an Ω′ ∈ ⋂x∈D(A),n∈IN Γx,n. In particular, oEΩ′x = oEst−1(Ω)x for all x ∈ D(A),
which proves the assertion. ♦
Let us come back to the discussion at the beginning of this section. We
have seen that for any self-adjoint operator A on H there exist self-adjoint
hyperfinite-rank operators on H that extend A in the sense of definition 2.
Proposition 4 and proposition 5 provide further results that we discuss now
from a physical point of view:
1. If we want to model a standard measurement process we usually use a
probability space (IR,B, µ). The measure µ is related to a projection-
valued measure of a self-adjoint operator A and a normalized state vec-
tor x ∈ H. Proposition 5 suggests that we could also use a ⋆probability
space (IR, ⋆B, µ) to model the measurement process. The ⋆measure
µ is then related to the projection-valued ⋆measure of a self-adjoint
hyperfinite-rank extension B of A and the normalized vector y =
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O ⋆x/‖O ⋆x‖. We note that O denotes the projection of ⋆H onto H
and that O ⋆x ≈ ⋆x.
2. Proposition 4 tells us that the set of ⋆Borel functions contains all func-
tions that we need to retrieve standard results. We note that we may
restrict ourselves to any set that contains the ⋆polynomials, i.e. the
⋆continuous functions, for example. In particular, for the time evolu-
tion we simply obtain exp(−iAt)x = o(exp(−iBt) y) = o exp(−iBt)x
(t ∈ IR). We note that we use A, B, x, and y as in 1.
Following these two arguments we may formulate quantum mechanics in a
hyperfinite-dimensional Hilbert space H , which extends the standard for-
mulation in a Hilbert space H. However, our results have a rather general
nature so far. To demonstrate how a concrete formulation can be achieved
we discuss Schro¨dinger representations as an example in Sec. 4.2.
4.2 Schro¨dinger operators
The conventional Schro¨dinger representation of one-particle quantum me-
chanics is formulated in H = L2(IR). The momentum operator p and the
position operator q are the closures of i−1d/dx and multiplication by x on
S(IR). S(IR) is the space of functions of rapid decrease on IR, which is
a domain of essential self-adjointness for p and q. Moreover, Schro¨dinger
Hamiltonians are given by A = p2 + V (q), for which V (·) denotes a Borel
function. We note that we restrict ourselves to the one-dimensional case and
that the generalization to multi dimensions is straightforward, as we will see.
Let {un}∞n=0 be the basis of Hermite functions, let h ∈ ⋆IN \ IN be a fixed
hypernatural number, and let H be the hyperfinite-dimensional space that
has the basis {⋆un}hn=0. H externally contains the space M of finite linear
combinations of {un}∞n=0, which is dense in H, and H ⊂ ⋆M. The triple
(M,H, H) thus realizes the setting described in Sec. 2.1.
We derive now explicit nonstandard extensions of several self-adjoint op-
erators on H. For example, let O = ∑hn=0 | ⋆un〉〈 ⋆un| be the projection
from ⋆H onto H associated with the Hermite-function basis {⋆un}hn=0, then
the hyperfinite-rank operator P = O ⋆pO has a well-known simple repre-
sentation, and for x ∈ M we obtain ⋆(px) = P ⋆x. Let (EΩ)Ω∈ ⋆B be the
projection-valued ⋆measure associated with P . Since P 2 ⋆x is finite we ob-
tain px = o(P ⋆x) = oEfin(IR)
o(P ⋆x) = oPx for x ∈ M. In order to show
that P is a nonstandard extension of p we prove that p|M is essentially self-
adjoint.
Let x ∈ S then there exists a sequence (xn) in M that converges to
x with respect to the topology of S [1]. In particular, limn ‖x − xn‖ = 0
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and limn ‖p(x − xn)‖ = 0. Let Γ(p|M) denote the graph of p restricted
to M. (px, x) is thus contained in the closure of Γ(p|M), i.e. Γ(p|S) ⊂
cl(Γ(p|M)) = cl(Γ(p|S)). Since p|S is essentially self-adjoint we conclude
that p|M is also essentially self-adjoint and that p = oP |D(p). P is thus a
nonstandard extensions of p. The following lemma generalizes our result.
Lemma 2: Let H be an internal Hilbert space and letM be a dense subset
of a standard Hilbert space H for which M⊂ H ⊂ ⋆M⊂ ⋆H holds. Let A
be a self-adjoint operator on H, which is essentially self-adjoint on M, and
let O be the projection of ⋆H onto H . Then, B = O ⋆AO is a nonstandard
extension of A.
Proof: Let (FΩ)Ω∈ ⋆B be the projection-valued ⋆measure associated with B.
Since
‖B ⋆x‖2 =
∫
⋆IR
ω2 d〈 ⋆x, Fω ⋆x〉
is finite for x ∈M we conclude that∫
|ω|>n
|ω| d〈 ⋆x, Fω ⋆x〉 < ǫ
for any standard ǫ > 0 and any n ∈ ⋆IN \ IN. For a fixed standard ǫ > 0
there exists by the underflow principle an n ∈ IN for which
∫
|ω|>n
|ω| d〈 ⋆x, Fω ⋆x〉 < ǫ
holds, and thus
〈x, o(B ⋆x)〉 = st

 ∫
⋆IR
ω d〈 ⋆x, Fω ⋆x〉

 = lim
n→∞ st

 ∫
|ω|≤n
ω d〈 ⋆x, Fω ⋆x〉


= 〈x, oBx〉 (x ∈M).
Moreover, by polarization we obtain 〈y, o(B ⋆x)〉 = 〈y, oBx〉 for x, y ∈ M.
Since o(B ⋆x) = Ax ∈ H we get
‖o(B ⋆x)‖ = sup
y∈M1
|〈y, o(B ⋆x)〉| = sup
y∈M1
|〈y, oBx〉| ≤ ‖oBx‖,
using M1 = {y ∈M : ‖y‖ = 1}. Since
‖o(B ⋆x)‖ = ‖oBx‖+ ‖oF⋆IR\fin(⋆IR) o(B ⋆x)‖
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we obtain oF⋆IR\fin(⋆IR) o(B ⋆x) = 0 and Ax = o(B ⋆x) = oBx for x ∈ M.
Since A|M is essentially self-adjoint we obtain A = oB|D(A). ♦
With the help of lemma 2 we gain explicit nonstandard extensions of many
self-adjoint operators on H. For example, since qn|S and pn|S (n ∈ IN)
are essentially self-adjoint we conclude in the same manner as for p that
Q(n) = O ⋆qnO and P (n) = O ⋆pnO are nonstandard extensions, respectively.
Also, if for a real Borel function V the operator V (q)|M is essentially self-
adjoint, which is for example true if V is bounded, then W = O ⋆V (q)O is
a nonstandard extension of V (q). We note that the matrix elements of W
are given by explicit analytic expressions. Moreover, let us assume that the
Schro¨dinger operator A = p2+V (q) is essentially self-adjoint onM and that
M⊂ D(V (q)). This requirement is fulfilled, for example, if V is a bounded
Borel function (c.f. Wu¨st’s theorem [13]). Using lemma 2 we conclude that
B = O(⋆p2+ ⋆V (q))O = P (2)+W is a nonstandard extension of A. Without
giving an explicit proof we note that we may even choose V ∈ L2 + L∞ as
in theorem X.15 of [13]. Moreover, we note that in this example we simply
may add the nonstandard extensions of p2 and V (q) to obtain a nonstandard
extension of A. However, this is generally not valid since for two internal self-
adjoint operators B1 and B2 the sum
oB1 +
oB2 is not necessarily defined
although o(B1 +B2) is always defined.
5 Application in scattering theory
We apply in this section our nonstandard framework to non-relativistic quan-
tum scattering theory. First, we shortly review the concepts of conventional
time-dependent scattering theory as it is presented in [14]. We show then
how the concepts fit into the framework, and discuss the physical impact.
We finally derive explicit expressions for the Møller wave operators and the
S-Matrix.
5.1 Time-dependent scattering theory
In quantum scattering theory the Hamiltonian of the quantum system is the
sum of a ”free” Hamiltonian and an interaction potential, A = A0 + V . If
we consider a state x that was prepared in the remote past then the corre-
sponding free state x+ is given by x = W
+x+ = limt→−∞ eiAte−iA0tx+. W+
is a Møller wave operator. Prerequisite is however that limt→−∞ eiAte−iA0tx+
exists. Analogously, the free state x− that looks like x when it is detected in
the far future is given by x = W−x− = limt→∞ eiAte−iA0tx−. We note that
we use the convention of time-independent scattering theory that t → ∓∞
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refers to W± (c.f. Sec. 5.2, [14]). The quantum system is complete if
W+(H) =W−(H) = Hac. Hac is the subspace of H that is connected to the
absolutely continuous part of the spectrum of A.
Let us assume now an internal Hilbert spaceH , and self-adjoint hyperfinite-
rank operators B and B0 on H . We associate B0 with the free Hamiltonian
of the quantum system. Analogous to the conventional theory we are in-
terested in the limits W±x = limt→±∞(oeiBt)(oe−iB0t)x (x ∈ oH). Since
we use NSA we can however give the terms ”remote past” and ”far future”
a quantitative meaning. Let Yt = e
iBte−iB0t and let L± = {x ∈ fin(H) :
limt→∓∞ o(Yt x) exists}. We note that the spaces oL± are closed subspaces
of oH on which the Møller operators W± are defined. We assume in the fol-
lowing that the system is ”reasonably” complete, i.e. thatW+(L+)∩W−(L−)
is a sensible set of physical states. This assumption is justified if we consider
the nonstandard extension of a complete standard quantum system.
Lemma 3: x ∈ L± iff there exist infinite hyperreals T±,x for which W± ox =
o(Yt x) holds if t is infinite and 0 < (∓t) ≤ T±,x.
Proof: We carry out only the proof for L−, since the proof for L+ is analo-
gous. Let x ∈ fin(H) and assume that there exists an infinite T−,x for which
W− ox = o(Yt x) holds if t is infinite and 0 < t ≤ T−,x. Since o(Yt x) ∈ oH
there exists a y ∈ fin(H) for which oy = o(Yt x) holds. For a (standard) ǫ > 0
let
Γǫ = {T ∈ [0, T−,x] : (∀t ∈ [T, T−,x]) ‖y − Ytx‖ < ǫ}.
Since T ∈ Γǫ if T is infinite and T−,x ≥ T > 0 , and since Γǫ is internal
and non-empty there exists a finite Tǫ ∈ Γǫ. Hence, (∀t > oTǫ) ‖W− ox −o
(Yt x)‖ ≤ ǫ, and thus W− ox = limt→∞ o(Yt x).
Now assume W− ox = limt→∞ o(Yt x). Since W− ox ∈ oH there exists a y ∈
fin(H) for which oy = W− ox holds. For each (standard) ǫ > 0 there exists a
Tǫ for which (∀t > Tǫ) ‖W− ox− o(Yt x)‖ < ǫ holds. Let T ′ǫ = max{Tǫ, 1/ǫ},
and let Ft = {s ∈ ⋆IR : s ≥ t} for t ∈ ⋆IR. The set
Gǫ,x = {T ∈ FT ′ǫ : (∀t ∈ [T ′ǫ , T ]) ‖y − Yt x‖ < ǫ}
is non-empty and internal. By the overflow principle Gǫ,x contains an infinite
Tǫ,x, and by polysaturation the set
Gx =
⋂
ǫ>0
[T ′ǫ , Tǫ,x]
is non-empty, i.e. we can choose a T−,x ∈ Gx. T−,x is infinite since T−,x >
T ′ǫ ≥ 1/ǫ for all ǫ > 0. Moreover, if t is infinite and t ≤ T−,x we obtain
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(∀ǫ > 0)t ∈ [T ′ǫ , Tǫ,x], and thus oy = W− ox = o(Yt x). ♦
Theorem 5: Assume that oH contains a standard Hilbert space H, then
there exist infinite hyperreals T± for which W± ox = o(Yt x) holds if t is
infinite, 0 < (∓t) ≤ T±, x ∈ L±, and ox ∈ H.
Proof: Again, we carry out only the proof for L−, since the proof for L+ is
analogous. Let x ∈ L− and let T−,x be the infinite hyperreal determined by
lemma 3. Since Yt is finitely bounded for each t ∈ ⋆IR we obtain o(Yt x) =
o(Yt y) for all y ≈ x. Thus, if t is infinite and 0 < t < T−,x then W− oy =
o(Yt y) for all y ≈ x. For z ∈ H ∩ oL− we choose a representative x ∈ L−
for which ox = z holds, and set T ′−,z = T−,x. For y ∈ L− we obtain then
W−z = o(Yt y) if t is infinite, 0 < t < T ′−,z, and
oy = z. Let Gn,z = [n, T
′
−,z],
then there exists an infinite T− ∈ ⋂n∈IN,z∈HGn,z by polysaturation. Since
T− ≤ T ′−,z for all z ∈ H we obtain the assertion. ♦
We note that theorem 5 is valid also if we replace H by any set of standard
elements. The crucial point is that we use the properties of polysaturation in
our proof, which limits the size of subsets of L± for which common hyperreals
T± can be determined. However, if we accept that we observe only a standard
set of states in a scattering experiment, then theorem 5 yields an interesting
result. Motivated by theorem 5, we may identify three phases of a scattering
experiment: The preparation of the system is done in the remote past at
infinite times t for which −T+ ≤ t < 0 holds. The scattering happens at
finite times t, and the detection takes place in the far future at times t for
which 0 < t ≤ T− holds. −T+ and T− may be interpreted as starting time
and as finishing time of the experiment, respectively.
Moreover, we naturally obtain a separation of time scales within our
nonstandard model: We observe the interacting system on a large time scale
that is defined by the infinite time interval [−T+, T−], whereas the interaction
takes place on a small time scale that is defined by finite times, t ∈ fin(⋆IR).
The separation of time scales, which cannot be done in standard models in
the same manner, is a nice example of the strength of NSA. We note however
that our result does not state that the preparation and the detection take
place on the same time scale since the fraction T−/T+ is not necessarily finite.
5.2 Time-independent scattering theory
We discuss time-independent scattering theory in the following on the basis
of our results for time-dependent scattering theory. In particular, we assume
in this section the setting of theorem 5 and that H is hyperfinite-dimensional.
As outlined in the discussion of theorem 5, we may assume especially two infi-
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nite hyperreals T± that mark the starting and the finishing times of a scatter-
ing experiment. We introduce first a set of infinitesimals that is closely related
to T±. Let T = min{T−, T+}, and let Γ = {t ≈ 0 : t > 0 and tT infinite}. Γ
is non-empty since, for example, {t/√T : ot > 0 and t ∈ fin(⋆IR+)} ⊂ Γ. We
note that Γ is a set of infinitesimals that depends only on T±, and that is thus
fundamentally related to the scattering system. We assume for the rest of the
section that ǫ ∈ Γ, i.e. ǫ ≈ 0, ǫ > 0, and ǫt is infinite for t ≥ min{T−, T+}.
Moreover, we use in the following transferred integration theory.
Lemma 4: Let Y ± = Y∓T±/2, then
Y ±u ≈
⋆∞∫
0
ds ǫe−ǫsY∓su (13)
if u ∈ L± and ou ∈ H.
Proof: Let 0 < oα < 1, let T1 = 1/
√
ǫ, and let T2 = αmin{T+, T−}. Since
‖Ys‖ = 1 for all s ∈ ⋆IR we obtain
∥∥∥∥∥∥
⋆T1∫
0
ds ǫe−ǫsY∓s
∥∥∥∥∥∥ ≤
⋆
√
ǫ∫
0
ds e−s = 1− e−
√
ǫ ≈ 0 ,
∥∥∥∥∥∥∥
⋆∞∫
T2
ds ǫe−ǫsY∓s
∥∥∥∥∥∥∥ ≤ e
−ǫT2 ≈ 0 ,
⋆T2∫
T1
ds ǫe−ǫsY∓s ≈
⋆∞∫
0
ds ǫe−ǫsY∓s.
Assume u ∈ L± and ou ∈ H. By theorem 5, Y∓s u ≈ Y ±u for s ∈ [T1, T2],
and thus
⋆T2∫
T1
ds ǫe−ǫsY∓su ≈ (e−
√
ǫ − e−ǫT2)Y ±u ≈ Y ±u ♦
Lemma 4 enables us to deduce an explicit formula for the operators W± =
oY ±. Let {λj, xj}hj=1 be an eigensystem of the free Hamiltonian B0. If u ∈ L±
and ou ∈ H we obtain
Y ±u ≈
⋆∞∫
0
dt ǫe−ǫtY∓tu
= u∓ i
⋆∞∫
0
dt e−ǫte∓iBtV e±iB0tu (V = B − B0)
22
= u∓ i
h∑
j=1
uj
⋆∞∫
0
dt e−ǫte∓i(B−λj)tV xj (uj = 〈xj , u〉)
= u± i
h∑
j=1
uj
1
∓i(B − λj)− ǫV xj
=
h∑
j=1
uj
(
1 +
1
λj − B ± iǫV
)
xj .
Theorem 6:
W± ou = o(Y ±u) = o
h∑
j=1
uj
(
1 +
1
λj −B ± iǫV
)
xj (14)
if u ∈ L± and ou ∈ H.
Let [Y +, B0] = Y
+B0−B0Y +, and let Tt = eiB0t[Y +, B0]e−iB0t. We consider
now the ’S-Matrix’, S = (Y −)†Y +, for which 〈W− ou,W+ ov〉 = o〈u, Sv〉
holds if u ∈ L−, v ∈ L+, and ou, ov ∈ H.
Lemma 5:
〈u, (S − 1)v〉 ≈ −i
⋆∞∫
−⋆∞
dt e−ǫ|t|〈u,Ttv〉 (15)
if u ∈ L− ∩ L+, v ∈ L+, and ou, ov ∈ H.
Proof: If u ∈ L− ∩ L+, v ∈ L+, and ou, ov ∈ H we obtain by lemma 4,
〈u, (S − 1)v〉 = 〈u, (Y − − Y +)† Y +v〉 ≈
⋆∞∫
0
ǫe−ǫs〈u, (Yt − Y−t)† Y +v〉.
Let 0 < oα < 1/2, let T1 = 1/
√
ǫ, and let T2 = αmin{T+, T−}, then
⋆∞∫
0
dt ǫe−ǫt〈u, (Yt − Y−t)† Y +v〉 ≈
⋆T2∫
T1
dt ǫe−ǫt〈u, (Yt − Y−t)† Y +v〉.
By theorem 5, we obtain for t ∈ [T1, T2]
(Yt)
† Y +v ≈ eiB0te−iBte−iB(T+/2−t)eiB0(T+/2−t)v
= eiB0te−iBT+/2eiB0T+/2e−iB0tv
= eiB0tY +e−iB0tv
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Analogously,
(Y−t)† Y +v ≈ e−iB0teiBte−iB(T+/2+t)eiB0(T+/2+t)v
= e−iB0te−iBT+/2eiB0T+/2eiB0tv
= e−iB0tY +eiB0tv
Let Zt = e
iB0tY +e−iB0t, then
⋆T2∫
T1
dt ǫe−ǫt〈u, (Yt − Y−t)† Y +v〉 ≈
⋆T2∫
T1
dt ǫe−ǫt〈u, (Zt − Z−t)v〉
≈
⋆∞∫
0
dt ǫe−ǫt〈u, (Zt − Z−t)v〉.
We recognize that ⋆(d/dt)Zt = −iTt, and obtain by partial integration
⋆∞∫
0
dt ǫe−ǫt〈u, (Zt − Z−t)v〉 = −i
⋆∞∫
0
dt e−ǫt〈u, (Tt + T−t)v〉
= −i
⋆∞∫
−⋆∞
dt e−ǫ|t|〈u,Ttv〉. ♦
Let Tj,k = 〈xj , [Y +, Bo]xk〉 (the ”T-matrix”). For u ∈ L− ∩ L+, v ∈ L+, and
ou, ov ∈ H we obtain
〈u, (S − 1)v〉 ≈ −i
⋆∞∫
−⋆∞
dt e−ǫ|t|〈u,Ttv〉
= −i
h∑
j,k=1
u∗jvk Tj,k
⋆∞∫
−⋆∞
dt e−ǫ|t|ei(λj−λk)
(u∗j = 〈u, xj〉, vk = 〈xk, v〉)
= −i
h∑
j,k=1
u∗jvk Tj,k
(
1
i(λj − λk) + ǫ −
1
i(λj − λk)− ǫ
)
= −i
h∑
j,k=1
u∗jvk Tj,k
−2ǫ
−(λj − λk)2 − ǫ2
= −2πi
h∑
j,k=1
u∗jvk δǫ(λj − λk)Tj,k.
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We note that since ǫ is a positive infinitesimal the function
δǫ(x) =
1
π
ǫ
x2 + ǫ2
(16)
behaves like Dirac’s delta distribution [5].
Theorem 7
〈ou, oS ov〉 = o
h∑
j,k=1
(
δj,k − 2πiδǫ(λj − λk)Tj,k
)
u∗jvk (17)
if u ∈ L− ∩ L+, v ∈ L+, and ou, ov ∈ H.
6 Summary and conclusions
We have formulated in this article an approach to nonstandard quantum me-
chanics, i.e. we have introduced a mathematical framework that is based on
NSA, and that can be appropriately applied to quantum mechanics. The
principal step is the embedding of a dense subset of a standard complex
Hilbert space H into a hyperfinite-dimensional space H . We have focused
then on self-adjoint operators on H, and have constructed appropriate ex-
tensions to self-adjoint hyperfinite-rank operators on H . To obtain a sen-
sible interpretation of expectation values we have introduced further non-
standard hulls. We have defined the nonstandard hull oH of the hyperfinite-
dimensional space H , which is a complex Hilbert space, and the nonstan-
dard hulls of hyperfinite-rank operators on H . The idea is to perform cal-
culations in H , and to interpret expectation values in the nonstandard hull
oH . To this end, we have developed the function calculus with respect to
Loeb-measurable functions by introducing projection-valued Loeb measures.
Using projection-valued Loeb measures we have proved then a nonstandard
spectral theorem. With the help of the spectral theorem we have shown
how our nonstandard framework extends the standard framework used for
quantum mechanics. As an example, we have applied our general results to
Schro¨dinger representations of quantum mechanics.
Beside the mathematical results, which are rather interesting for their
own, two important advantages are obtained by this approach. First, we can
use nonstandard objects like infinitesimals, infinite numbers, or functions
that behave like delta distributions in our framework. The availability of
these objects is a general advantage of NSA as compared to standard math-
ematics. Second, since we perform calculations in a hyperfinite-dimensional
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space we can apply the transferred rules of linear algebra. In particular,
self-adjoint hyperfinite-rank operators have complete sets of eigenvalues and
eigenvectors. If we use this result to model the Hamiltonian of a quantum
system we treat bound states and continuum states on the same footing. We
note that this is also a feature of super-Hilbert space formalisms [2, 3], but
the present approach seems to be more convenient for physical applications.
Moreover, we have applied the approach to non-relativistic scattering the-
ory. First we have extended standard time-dependent scattering theory to
our framework. If we observe a standard set of states in a scattering exper-
iment, as stated in theorem 5, then the extension yields two fundamental
times of a scattering experiment that can be interpreted as the starting time,
−T+, and the finishing time, T−, of the experiment. These times occur as
infinite hyperreals, and are not available in standard theories. Moreover, this
result yields a natural separation of time scales: We observe the interacting
system on a large time scale that is defined by the infinite time interval
[−T+, T−], whereas the interaction takes place on a small time scale that is
defined by finite times, t ∈ fin(⋆IR). In particular, the preparation of the
system is done in the remote past at infinite times t for which −T+ ≤ t < 0
holds, and the detection takes place in the far future at infinite times t for
which 0 < t ≤ T− holds. We note however that this result does not state
that the preparation and the detection processes take place on the same
time scale since the fraction T−/T+ is not necessarily finite. Furthermore,
we have applied our results to time-independent scattering theory. For time-
independent scattering theory we have shown how concrete calculations work
in the framework, and we have derived explicit formulas for the Møller wave
operators and for the S-Matrix. These formulas, which are well-known from
standard physical text books, are proved rigorously.
From my point of view, the application of nonstandard methods to non-
relativistic scattering theory is rather fruitful. In particular, this example
demonstrates the main advantages of the formalism mentioned above.
Appendix
The linear algebra in finite-dimensional subspaces of H is well-known from
standard text books. We need the results however to obtain the linear algebra
in hyperfinite-dimensional subspaces of ⋆H in the following. For this purpose,
we formulate the standard results in a way that enables us to easily apply the
transfer principle. However, although a presentation of nonstandard linear
algebra should be available elsewhere I was not able to find an appropriate
reference in the literature.
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Linear algebra in finite-dimensional subspaces
Let F be the set of finite-dimensional subspaces ofH. For F ∈ F let ONB(F )
be the set of orthonormal bases in F . The dimension d of F is the unique
number of elements of each B ∈ ONB(F ), i.e.
(∃d ∈ IN) (∀B ∈ ONB(F )) |B| = d . (18)
We use here ONB as a function on F . Let δ : H×H → {0, 1} be the function
defined by
δ(x, y) =
{
1 , x = y
0 , else
.
The orthonormality of the bases can be expressed then as
(∀B ∈ ONB(F )) (∀x, y ∈ B) 〈x, y〉 = δ(x, y) ,
and basis-set expansions are given by
(∀B ∈ ONB(F )) (∀x ∈ F ) x = ∑
y∈B
〈y, x〉 y .
We denote the set of finite-rank operators on H by
LF = {f ∈ HH : f is linear and R(f) ∈ F} . (19)
R(f) denotes the range of the function f . A finite-rank operator A on H
is called normal if A†A = AA†, and we denote the set of normal finite-rank
operators on H by
LFN = {A ∈ LF : A†A = AA†} . (20)
For A ∈ LF and B ∈ ONB(R(A)) we can express the action of A on R(A)
as follows
(∀x ∈ R(A)) Ax = ∑
y∈B
〈y, Ax〉 y = ∑
y,y′∈B
〈y, Ay′〉 〈y′, x〉 y .
If A is normal, then (〈y, Ay′〉)y,y′∈B is a normal matrix. Hence, there exists
an eigensystem that can be used to express the action of A on R(A), and we
obtain
(∀A ∈ LFN) (∃B ∈ ONB(R(A))) (∃f ∈ lCH) (∀x ∈ R(A))
Ax =
∑
y∈B
f(y)〈y, x〉 y . (21)
The set {f(y)}y∈B is the set of eigenvalues of the restriction of A to R(A).
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Linear algebra in hyperfinite-dimensional subspaces
We assume in the sequel a polysaturated extension of the basic superstruc-
ture. Then, ⋆F is the set of hyperfinite-dimensional subspaces of ⋆H. The
transferred relation ⋆ONB acts on ⋆F , and by the transfer principle we obtain
for F ∈ ⋆F
(∃d ∈ ⋆IN) (∀B ∈ ⋆ONB(F )) |B| = d . (22)
We note that the dimension d of F is now a hypernatural number, which
may be infinite. The orthonormality of the nonstandard bases is expressed
by
(∀B ∈ ⋆ONB(F )) (∀x, y ∈ B) ⋆〈x, y〉 = ⋆δ(x, y) ,
and the nonstandard basis-set expansions are given by
(∀B ∈ ⋆ONB(F )) (∀x ∈ F ) x = ∑
y∈B
⋆〈y, x〉 y .
Note that ⋆〈·, ·〉 is the transferred scalar product, and that ∑y∈B may be a
hyperfinite sum. The internal hyperfinite-rank operators on ⋆H are given by
the set
⋆LF = {f ∈ ⋆(HH) : f is linear and R(f) ∈ ⋆F} . (23)
A normal linear operator A on ⋆H fulfils the condition A†A = AA†, and the
set of normal hyperfinite-rank operators on ⋆H is
⋆LFN = {A ∈ ⋆LF : A†A = AA†} . (24)
For each A ∈ ⋆LFN there exists an eigensystem, and we obtain
(∀A ∈ ⋆LFN) (∃B ∈ ⋆ONB(R(A))) (∃f ∈ ⋆(lCH)) (∀x ∈ R(A))
Ax =
∑
y∈B
f(y) ⋆〈y, x〉 y . (25)
Since each A ∈ ⋆LFN is internal, the range ofA, R(A), is internal, ⋆ONB(R(A))
is internal, and each B ∈ ⋆ONB(R(A)) is internal. Moreover, f ∈ ⋆(lCH) is
internal, and the set of eigenvalues, f(B), is thus internal too.
If we consider a standard eigensystem E then it is convenient to enumerate
the elements, E = {(λ1, x1), ..., (λd, xd)}, and d ∈ IN is the dimension. In the
same manner we can denote a nonstandard eigensystem, assuming d ∈ ⋆IN.
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