By Karamata regular variation theory and perturbation method, we show the exact asymptotical behaviour of solutions near the boundary to nonlinear elliptic problems u ± |∇u| q = b(x)g(u), u > 0 in Ω, u| ∂Ω = +∞, where Ω is a bounded domain with smooth boundary in R N , q 0, g ∈ C 1 [0, ∞), g(0) = 0, g is regularly varying at infinity with index ρ with ρ > 0 and b is nonnegative nontrivial in Ω, which may be vanishing on the boundary.
Introduction and the main results
The purpose of this paper is to investigate the exact asymptotic behaviour of the solutions near the boundary to the following model problems The main feature of this paper is the presence of the three terms, the nonlinear term g(u) which is regularly varying at infinity with index 1 + ρ and ρ > 0 and includes a large class of functions, the nonlinear gradient term ±|∇u| q and the weight b(x) which may be vanishing not only on large parts of Ω but also on the boundary and also includes a large class of functions.
First, let us review the following model
Problem (P 0 ) arises from many branches of mathematics and applied mathematics and have been discussed by many authors and in many contexts; see, for instance, [3-16,20-22,24,26-32, 34,35,38-40,42,43] .
When b ≡ 1 on Ω: Keller and Osserman [22, 34] first supplied a necessary and sufficient condition (g 2 ) for the existence of large solutions to problem (P 0 ).
When g(u) = e u , problem (P 0 ) was studied much earlier. Bieberbach (see [26] ) proved that when N = 2, there is one solution u ∈ C 2 (Ω) satisfying |u(x) − ln(d(x)) −2 | is bounded on Ω. The same results was proved by Rademacher (see [26] ) for N = 3.
Later, Loewner and Nirenberg [28] showed that if g(u) = u p 0 with p 0 = (N + 2)/(N − 2), N > 2, then problem (P 0 ) has a unique positive solution u satisfying And, in addition to the conditions given above, g satisfies (g 4 ) g(ξ s) ξg(s) for all ξ ∈ (0, 1) and all s 0; this is equivalent to that g(s)/s is increasing on (0, ∞); and so is that g(ξ s) ξg(s) for all ξ 1 and all s 0; then problem (P 0 ) has a unique solution.
Moreover, Lazer and McKenna [27] showed that if g satisfies (g 1 ) and (g 5 ) there exists a 1 > 0 such that g (s) is nondecreasing for s a 1 , and
then for any solution u of problem (P 0 )
When b satisfies (b 1 ), g satisfies (g 1 ) and (g 2 ), Lair [24] showed existence of solutions to problem (P 0 ).
Most recently, applying the regular varying theory, which were first introduced and established by Karamata in 1930 and is a basic tool in stochastic process, and constructing comparison functions, Cîrstea and Rǎdulescu [7] [8] [9] [10] , Cîrstea and Du [6] , the author [43] showed the uniqueness and exact asymptotical behaviour of solutions near the boundary to problem (P 0 ). A basic result is that if g satisfies (g 1 ), (g 4 ) and 
then any solution u of problem (P 0 ) satisfies
where ξ 0 = (
K denotes the set of all positive nondecreasing C 1 -functions k defined on (0, ν), which satisfy
We note that for each
. Now let us return to problem (P ± ). When b ≡ 1 on Ω: for g(u) = u p , p > 0, by the ordinary differential equation theory and the comparison principle, Bandle and Giarrusso [2] showed the following results:
(i) if p > 1 or q > 1, then problem (P + ) has one solution in C 2 (Ω); and the same statement is true to problem (P − ) if p > 1 or 1 < q 2; (ii) if p > 1 and 0 < q < 2p/(p + 1), then every solution u ± to problem (P ± ) satisfies (1.1),
where
Moreover, Bandle and Giarrusso [2] extended the above results for more general g(u) satisfying
Then Giarrusso [17, 18] showed the following results:
(vi) Let g satisfies (g 1 ) and 1 < q < 2. If g satisfies (g 6 ) lim u→∞
(g(u)) 1/q converges to a positive number as u → ∞); then for any solution u ± to problem (P ± )
where ζ ± 0 is the unique positive root of the equation
Then, the author [44] considered problem (P ± ) under the condition (ii) for weight b which may be singular on the boundary. Lasry and Lions [25] established existence, uniqueness and exact asymptotical behaviour of solutions near the boundary to problem (P − ) for g(u) = λu with λ > 0 and q > 1. For other existence results of large solutions to elliptic problems with nonlinear gradient terms, see [41, 45] . In this paper, also applying Karamata regular variation theory, perturbed method and constructing comparison functions, we show asymptotic behaviour of solutions near the boundary to problem (P ± ).
First let us recall some basic definitions and the properties to Karamata regular variation theory [33, 36, 37] . Definition 1.1. A positive measurable function f defined on [a, ∞), for some a > 0, is called regularly varying at infinity with index ρ, written f ∈ RV ρ , if for each ξ > 0 and some ρ ∈ R,
The real number ρ is called the index of regular variation.
When ρ = 0, we have:
It follows by Definitions 1.1 and 1.2 that if f ∈ RV ρ it can be represented in the form 
Lemma 1.2 (Representation theorem). The function L is slowly varying at infinity if and only if it may be written in the form
Our main results are as the following.
L is slowly varying at infinity, and
, t ∈ (0, a).
(II) The same statement is true if
ρ+2 < q 2, where ϕ ∈ RVZ −q/l 1 (ρ+1−q) and there exists H ∈ RVZ 0 such that
L is slowly varying at infinity, and 1 < q < ρ + 1, ϕ 1 (t) be uniquely determined by
where ξ ± 0 is the unique positive solution to the equation
and
where ϕ 1 ∈ RVZ −q/(ρ+1−q) and there exists H ∈ RVZ 0 such that
(1.23)
,
Remark 1.1. By (1.5), we see that the asymptotical behaviour (1.4) of u ± is independent on ±|∇u ± | q when 0 q < 2(1 
Remark 1.5. Some basic examples of g which satisfies (g 1 ) and g ∈ RV ρ with ρ > 0, are:
Some basic examples of k ∈ K with l 1 > 0 are:
Remark 1.7. When q = 2, the change of variable v = e u − 1 transforms problem (P + ) into the equivalent one
where h(s) = (s + 1)g(ln(s + 1)). Although problem (1.24) is the same type as problem (P 0 ), h ∈ RV 1 , provided g ∈ RV ρ+1 with ρ > 0 (see the following Lemma 2.3). Thus we cannot use the above results for problem (P 0 ). The paper is organized as follows. In Section 2 we continue to recall Karamata regular variation theory. In Section 3 we prove Theorems 1.1-1.3. Finally, we show existence of solutions to problem (P ± ).
Some basic definitions and the properties to Karamata regular variation theory
Let us continue to recall some basic definitions and the properties to Karamata regular variation theory (see [33, 36, 37] ).
Some basic examples of slowly varying functions at infinity are:
(i) every measure function on [a, ∞) which has a positive limit at infinity.
( 
Remark 2.1. Definition 1.1 is equivalent to saying that f (1/t) is regularly varying at zero of index −ρ.
Lemma 2.2 (Asymptotical behaviour). If the functions L is slowly varying at infinity, then for
Let Ψ be nondecreasing on R, we define (as in [36] ) the inverse of Ψ by 
By the above lemmas, we can directly obtain the following results. 
Corollary 2.1 (Representation theorem). The function H is slowly varying at zero if and only if it may be written in the form
Corollary 2.3. If g satisfies (g 1 ) and g ∈ RV ρ with ρ > 0, then
Proof. (i) By Definition 1.1, the l'Hôpital rule and Lemma 2.2, we can show (i).
(ii) By G ∈ RV ρ+2 , we see that there exists a function L which is slowly varying at infinity such that G(t) = t 2+ρ L(t). Since ρ > 0, let ρ 1 ∈ (0, ρ/2), we see by Lemma 2.1 that
i.e., there exists T 0 > 0 such that
This implies that g satisfies (g 2 ). 2 
, ∀t ∈ (0, a),
Proof. First we note that g 2 ∈ RV 1+ρ and for any given small ε > 0, there exists t 1 > 0 such that
It follows that, for t ∈ (0, t 1 ),
This implies that ϕ 1 (t) < (1 + ε)ϕ 2 (t), t ∈ (0, t 1 ).
Similarly we can show that there exists t 2 > 0 such that
Lemma 2.5. Under the assumption in Theorem
. a) . By the l'Hôpital rule and Remark 1.6, we can easily see that f 1 ∈ RV −(ρ+1−q)/q and f 2 ∈ RVZ 1/l 1 . It follows by Corollary 2.4, Lemma 2.3 and Remark 2.1 that 
The exact asymptotical behaviour
In this section we prove Theorems 1.1-1.3. First we still need some preliminary considerations. Lemma 3.1. Assume g satisfies (g 1 ) and g ∈ RV ρ with ρ > 0, then
(ii) for 0 < q < ρ + 1,
Proof. (i) Since g satisfies (g 1 ) and g ∈ RV ρ with ρ > 0, we see that there exists a function L which is slowly varying at infinity such that g (t) = t ρ L(t). It follows by Lemma 2.2 that
(ii) By g 1/q ∈ RV (ρ+1)/q with (ρ + 1)/q > 1, we see that there exists a function L which is slowly varying at infinity such that (g(t)) 1 
/q = t (ρ+1)/q L(t). It follows by Lemma 2.1 that lim t→∞ s (ρ+1)/q−ρ 1 L(t) = ∞ for all ρ 1 ∈ (1, (ρ + 1)/q). Thus there exists
Proof. First we note by Remark 1.2 that
By the definition of ϕ in (1.16) and a direct calculation, we see that
It follows that
As the same proof as Lemma 3.2, we can show:
Lemma 3.3. Let g and ϕ 1 be as in Theorem 1.2. 
Proof. By (1.5), we see by a direct calculation that
(i) By (b 2 ) and Lemma 3.1, we see that
(ii) By (b 2 ) and the proof of (i), we see that
(iii) By Corollaries 2.3 and 2.4, Lemmas 2.3 and 2.6, we see that If g satisfies (g 1 ), g ∈ RV ρ with ρ > 0, b satisfies (b 1 ), then: (i) problem (P + ) has at least one solution u + ∈ C 2 (Ω) for q 0; (ii) the same statement is true to problem (P − ) for q ∈ [0, 2]; and (iii) the same statement is true to the following problem
where a solution w ± ∈ C 2 (Ω/Ω 0 ), Ω 0 Ω and ∂Ω 0 is a smooth submanifold of dimension N − 1.
In Appendix A, we will give the proof.
Proof of Theorem 1.1. First we note that ξ
is the unique positive solution of
, we can define
For t ∈ (0, 1) and a ∈ (0, 1), by the basic inequalities
we see that
For any δ > 0, we define Ω δ = {x ∈ Ω: d(x) < δ}, and ∂Ω δ = {x ∈ Ω: d(x) = δ}. By Lemma 3.2 and the regularity of ∂Ω, we can choose δ sufficiently small such that
Let β ∈ (0, δ) be arbitrary. We define u β = ξ 
Now let w + be an arbitrary solution of problem (Q + ) with Ω 0 = Ω δ and u + be an arbitrary solution of problem (P + ) and v + = u + + w + . We see that
It follows by (g 1 ) and the following Lemma A.1 that
Let β → 0, we see that
Let ε → 0, and look at the definitions of ξ + 1ε and ξ + 2ε , we have
By Lemma 2.5, the proof is finished. 2
Proof of Theorem 1.2. Since ξ
we can define 
By the basic inequalities (3.1), we see that
Obviously,
By Lemma 3.3 and the regularity of ∂Ω, we can choose δ sufficiently small such that
Let β ∈ (0, δ) be arbitrary. We define u β = ξ
As the same proof as that one of Theorem 1.1, we can obtain
Proof of Theorem 1.3. Let
where ε ∈ (0, c 0 ξ ρ 0 /4). One can easily see that
By Lemma 3.4 and the regularity of ∂Ω, we can choose δ sufficiently small such that
Let β ∈ (0, δ) be arbitrary. We define u β = ξ 2ε ψ(d(x) − β) for any x with β < d(x) < 2δ, and u β = ξ 1ε ψ(d(x) + β), for any x with d(x) + β < 2δ. It follows by |∇d(x)| = 1 that
Similarly to the proof of Theorem 1.1, we can obtain
By Lemma 2.6, the proof is finished. 2
where U is a classical solution to problem (P 0 ). Thus lim x→∞ u m− (x) = u − (x), x ∈ Ω. By standard argument we see that u − ∈ C 2 (Ω) is one solution to problem (P − ) for q ∈ [0, 2].
For q ∈ [0, 2]. Since problem (P + ) has at least one solution in C 2 (Ω) for b ≡ C 0 with C 0 > 0, we see by the argument in [24, 38] By the same argument as that in (I), we can prove Lemma 3.5 (II). The proof is finished.
