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Abstract 
Measurement of the absorbed dose from ionizing radiation in medical applications is an essential 
component to providing safe and reproducible patient care.  There are a wide variety of tools available 
for measuring radiation dose; this work focuses on the characterization of two common, solid-state 
dosimeters in medical applications: thermoluminescent dosimeters (TLD) and optically stimulated 
luminescent dosimeters (OSLD).  
There were two main objectives to this work. The first objective was to evaluate the energy 
dependence of TLD and OSLD for non-reference measurement conditions in a radiotherapy 
environment.  The second objective was to fully characterize the OSLD nanoDot in a CT environment, 
and to provide validated calibration procedures for CT dose measurement using OSLD. 
Current protocols for dose measurement using TLD and OSLD generally assume a constant 
photon energy spectrum within a nominal beam energy regardless of measurement location, tissue 
composition, or changes in beam parameters. Variations in the energy spectrum of therapeutic photon 
beams may impact the response of TLD and OSLD and could thereby result in an incorrect measure of 
dose unless these differences are accounted for.   
In this work, we used a Monte Carlo based model to simulate variations in the photon energy 
spectra of a Varian 6MV beam; then evaluated the impact of the perturbations in energy spectra on the 
response of both TLD and OSLD using Burlin Cavity Theory.  Energy response correction factors 
vi 
were determined for a range of conditions and compared to measured correction factors with good 
agreement.  
When using OSLD for dose measurement in a diagnostic imaging environment, photon energy 
spectra are often referenced to a therapy-energy or orthovoltage photon beam – commonly 250kVp, 
Co-60, or even 6MV, where the spectra are substantially different. Appropriate calibration techniques 
specifically for the OSLD nanoDot in a CT environment have not been presented in the literature; 
furthermore the dependence of the energy response of the calibration energy has not been emphasized. 
The results of this work include detailed calibration procedures for CT dosimetry using OSLD, and a 
full characterization of this dosimetry system in a low-dose, low-energy setting.  
_______________   
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Chapter 1: Introduction 
 
1.1 Purpose Statement 
The use of photon radiation in medical applications utilizes photon beams that consist of a range 
of energies. The selection and characterization of photon energy is a fundamental aspect of effective 
use of radiation in both radiation therapy and diagnostic imaging. Measurement devices in medical 
applications often depend on photon energy, and careful characterization and calibration is necessary 
such that the dosimeter response provides accurate dosimetric information.  
Thermoluminescent dosimeters (TLD) and optically stimulated luminescent dosimeters (OSLD) 
are commonly used passive solid state dosimeters for measuring radiation dose. Each of these 
dosimeters offers multiple benefits to clinical dosimetry; however, both TLD and OSLD carry an 
inherent energy dependence which must be appropriately accounted for. Complete characterization of 
the dosimeter response to a range of photon energies is needed for accurate dosimetry; additionally, 
detailed calibration procedures should be specific to the dosimeter application.  
This work has two main objectives.  First, to evaluate the impact of spectral variations in a clinical 
radiotherapy beam on two common dosimeters: TLD and OSLD.  This investigation will determine 
whether the general disregard for variations in photon energy spectra has introduced large errors into 
dose measurement in a radiotherapy environment.  Second, this work sought to characterize the OSLD 
nanoDot in a CT environment and to provide detailed calibration protocols for performing CT 
dosimetry with the nanoDot.    
 
1.2 Background and Significance 
Introduction to TLD and OSLD 
Medical use of radiation is both fundamental and indispensible in modern cancer treatment 
regimens. Ionizing radiation is used in almost every aspect of diagnosis, staging, tumor delineation, 
and treatment of cancer.  The measurement of radiation dose to patients is crucial to providing safe 
2 
and effective care – both for applications utilizing relatively low doses of radiation (diagnostic 
imaging) and applications depending on high doses of radiation (radiation therapy).  A number of 
devices are employed to measure radiation in the medical industry, including active devices such as 
ionization chambers or other electronic devices, and passive devices such as film, diodes, MOSFETS, 
and other solid state dosimeters. This work will examine characteristics of two passive solid state 
dosimeters – LiF and Al2O3:C. 
A passive dosimeter is one that works as both a sensor and a storage device for dosimetric 
information, accumulating data until the point that it is ‘read out’.  The two materials of interest to this 
work, LiF and Al2O3:C, are crystals which exhibit properties of thermoluminescence (TL) or optically 
stimulated luminescence (OSL), respectively.  These phenomena are similar in the method that 
dosimetric information is stored, and differ only in the read-out mechanism.  When irradiated, free 
electrons in the crystal structure are excited and become ‘trapped’ in a meta-stable energy state due to 
defects in the lattice structure. At a later point, the material can be stimulated (either by heat in the 
case of thermoluminescent materials or light for optically stimulated luminescent materials) such that 
these electrons are liberated, recombine with nearby particles of the opposite sign and emit a 
characteristic luminescence (light).  The intensity of the emitted signal is monitored as a function of 
time, and can be related to the amount of trapped charge in the material, which is directly 
proportionally to the absorbed radiation dose1; 2.  
TLD and OSLD have similar advantages for use in diagnostic and therapy environments. These 
dosimeters are small, inert, widely available, and relatively inexpensive. As previously mentioned, 
TLD are commonly used to verify proper calibration of radiation output, and have historically been the 
standard dosimeter used by the Radiological Physics Center (RPC, MD Anderson Cancer Center; 
Houston, TX) for credentialing institutions for clinical trials3.  Traditionally, OSLD have been used as 
the dosimeter in radiation workers’ monitoring devices, but have gained popularity for dose 
measurement in clinical settings, including radiation therapy and diagnostic imaging largely due to the 
simpler and non-destructive readout method4.  OSLD demonstrate sensitivity to a wide range of 
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absorbed dose values, even to very small doses like those generally found in diagnostic imaging5; 6.  In 
clinical practice, TLD and OSLD are safe to use on (or inside) patients during therapy or imaging 
procedures, and they can provide an estimate of the absorbed dose to tissue at the location where the 
dosimeter is placed2; 7.  
One of the primary advantages of OSLD over TLD is the stimulation by light rather than heat. The 
sensitivity of TLD is highly dependent on its thermal history as well as the heating rate and 
temperature during readout8, and improper heating may result in damage to the detector. The use of 
light for dosimeter readout is preferable as it avoids these risks to both dosimeter integrity and 
accuracy of results. OSLD offer a higher luminescent sensitivity relative to TLD, such that all 
dosimetric traps do not need to be liberated in a single simulation.  As a result, OSLD may be read 
multiple times with minimal signal loss, and can therefore serve as a long-term dosimetric record. 
Total purging of the dosimetric signal requires only UV light, and OSLD can be bleached in a 
relatively short time frame (hours) and then reused9. On the basis of their overall stability, easier 
readout process, and the ability to read a single dosimeter multiple times, OSLD have recently 
replaced TLD in the remote verification mailing service operated by the RPC10.   
The RPC is a National Cancer Institute (NCI) funded organization that has been tasked with 
providing external quality audits to institutions participating in NCI clinical trials, and is arguably one 
of the largest users of both TLD and OSLD.  The RPC currently services nearly 1900 institutions both 
in the United States and abroad. One of the primary tools used at the RPC to accomplish this task is a 
mailable TLD and OSLD audit service. The mailable system consists of acrylic phantoms loaded with 
either TLD or OSLD at various depths.  Institutions set up the phantom, irradiate it as specified, and 
then return it to the RPC, where the dosimeters are read and analyzed.  The delivered dose is compared 
to the institution’s stated beam output as an independent check. The RPC has over 30 years of 
experience using TLD and more recently, 3 years’ experience using OSLD, auditing over 14,000 
beams in 2011. The basic dosimetry protocols used in this work for both TLD and OSLD, (including 
characterization and calibration approaches) are based on the RPC protocols.   
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TLD and OSLD must be calibrated using a known dose of radiation and a standard protocol to 
establish the sensitivity of the reader.  Proper calibration also monitors the stability of the reading 
system, ensuring that there is not significant drift in the reader over a reading session. The RPC uses 
an ADCL-maintained 60Co beam as a calibration source, and has a well defined standard calibration 
set up and protocol.  The dosimeter calibration for experiments investigating radiotherapy beams are 
consistent with the RPC protocol, and are further described in Chapter 2.    
Given the dependence of TLD and OSLD on the energy characteristics of the incident photon 
spectra, two applications (therapy and diagnostic environments) will be considered separately. In 
external beam radiation therapy, photon beams are considered to be high-energy (megavoltage) and 
penetration of tissue largely depends on beam energy. Conversely, low-energy photon beams (in the 
kilo-voltage range) are more commonly used in diagnostic imaging.  First, the use of both dosimeters 
in a radiation therapy environment will be considered through an investigation of variations in the 
photon energy spectra of a 6MV radiotherapy beam.  Subsequently, the use of OSLD for CT 
dosimetry will be investigated, and appropriate standard calibration procedures developed.    
 
Use of TLD and OSLD in Radiation Therapy Applications  
TLDs have a long history of use in both in-vivo and in-vitro dose measurement in radiation 
therapy applications.  TLD work well as an in-vivo dosimeter on account of their small size, high 
sensitivity and the lack of wires or accompanying electronics.  TLD are easy to affix to a patient’s skin 
surface, and have been used to measure skin dose as well as to estimate dose to other organs, both in-
vivo11-16 and using anthropomorphic phantoms17-19. TLD have also been widely used as an out of field 
dosimeter, used to measure leakage and scatter radiation to locations beyond the primary field 
border20-24.  They work well as an out of field dosimeter due to their small size and relatively high 
sensitivity.  OSLD have seen growing clinical use in recent years25; 26, and will likely see increased 
clinical use in the future.    
5 
In the therapy environment, variations in photon energy spectra occur through attenuation of the 
primary beam that is not uniform with energy, as well as the introduction of scatter and leakage into 
the primary field as a result of changes in beam parameters (field size, collimation, field modulation), 
measurement location, and the presence of heterogeneous materials in the beam path.  As a result, the 
photon energy spectrum existing within the patient or at a point of measurement other than the 
calibration location may be vastly different from the primary energy spectrum under reference 
conditions.   
Some recent studies have demonstrated variations in the photon energy spectra of therapeutic 
radiotherapy beams; however the range of conditions examined in the literature is limited.   Liu et al 
and Yang et al sought to examine spectral variations for small field sizes, such as those used in 
intensity-modulated radiation therapy (IMRT)27; 28. Other studies have also demonstrated that 
variations exist as a function of field size, depth, and distance away from central axis for large 
symmetric fields27; 29. The presence of heterogeneities, such as lung or bone tissue, may also perturb 
the photon energy spectra compared to homogeneous tissues or soft tissue.  The extent of variations in 
the photon energy spectra for a complete range of clinical conditions has not been thoroughly 
examined, especially for megavoltage therapy units.   
When using an energy-dependent dosimeter such as TLD or OSLD, the measurement of dose is 
corrected by an ‘energy correction factor’ (kE, further described in Chapter 2) which is based on the 
photon energy spectrum occurring under standard reference conditions. Current protocols for dose 
measurement using TLD and OSLD generally assume a constant photon energy spectrum within a 
nominal beam energy regardless of measurement location, tissue composition, or changes in beam 
parameters. Variations in the energy spectrum of therapeutic photon beams may impact the response 
of TLD and OSLD and could thereby result in an incorrect measure of dose unless these differences 
are accounted for. We hypothesize that this assumption has introduced error of at least 5% into dose 
measurement using these dosimeters. 
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A thorough evaluation of the impact on both TLD and OSLD from IMRT fields is of particular 
importance due to the large number of such treatments employed in clinical practice. Additionally, 
most NCI and Cooperative Group sponsored clinical trials allow IMRT treatments. The credentialing 
procedure for institutions participating in such trials includes dose verification through irradiation of 
TLD or OSLD, a program that is monitored by the RPC.  Unless the variations in photon energy for 
IMRT fields are better understood and accounted for in TLD and OSLD dose measurement, these dose 
readings may be largely inaccurate. 
 
Use of OSLD for CT Dosimetry 
CT imaging offers high-quality images at a relatively fast acquisition time, especially since the 
advent of multi-detector row CT (MDCT) systems.  The main drawback of CT imaging is the 
radiation dose to the patient. According to UNSCEAR (2008), CT imaging accounts for less than 10% 
of diagnostic x-ray examinations, but it contributes almost 50% of the collective radiation dose30.  
Patient-specific dosimetry for diagnostic CT procedures is limited, and current methods for estimating 
patient dose are usually based on measurements made in homogeneous cylindrical acrylic phantoms 
(Computed Tomography Dose Index (CTDI) phantoms).  This approach provides a good estimate of 
the scanner output, but extrapolation of these measurements to estimate the actual patient dose is 
unreliable and likely inaccurate31.  Given the large number of diagnostic studies (65 million adult CT 
studies and 5 million pediatric CT studies in 2009)32, there is a growing need for a more accurate 
measurement of radiation dose during CT examinations.   
In this work, Landauer’s OSLD nanoDots (Landauer Inc., Glenwood, IL) are considered as a 
possible alternative solution for achieving high-accuracy CT dosimetry. Implementation requires the 
entire dosimetry system to be characterized for both the low-dose and low-energy environment 
characteristic of CT.  Also, in addition to the basic characterization, the over-response of the dosimeter 
to low-energy photons must be addressed. Photon energy spectra in diagnostic imaging applications 
are lower in energy than radiotherapy photon beams, but still contain a range of photon energies.  
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Several studies in the literature have presented algorithms or computational methodologies for 
determining CT spectra given the difficulty of direct spectral measurements33-37. The results of these 
simulations vary, and validation is often conducted through a comparison of dose measurements.   
A typical computed tomography (CT) spectrum for a peak target potential of 140kVp is shown in 
Figure 1.135. This spectrum is not computationally determined, but rather based on an interpolation 
model of empirical data that was measured by Fewell et al34; 38, which are tabulated for energies as low 
as 2keV.  
 
Figure 1.1: Typical photon energy spectrum for 140kVp CT (tungsten anode). 
 
While several interpolation models have been generated based on this dataset; the results cannot 
be directly validated, and are not specific to a particular set of scan parameters. Our study will rely on 
spectra simulated using Monte Carlo and based on a benchmarked algorithm developed at the 
University of California, Los Angeles39; 40.  
 
In its entirety, this work is aimed at improving the care and safety of cancer patients – especially 
those undergoing radiation therapy, but also those undergoing diagnostic procedures and exams that 
involve ionizing radiation. With superior accuracy and understanding of the radiation dose to patients 
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for all of the applications mentioned, clinicians will be better equipped to make decisions and design 
treatments that will optimize the control of disease and limit the risk of any adverse effects, thus 
improving the quality of life for these patients both during their treatment and for the years following. 
 
1.3 Hypothesis and Specific Aims  
Measurement of the absorbed dose from radiotherapy beams is an essential component of 
providing safe and reproducible treatment. Measurement techniques using TLD are common and 
widespread in radiation therapy as a method for determining, verifying, reporting, and tracking photon 
radiation dose to patients being treated for cancer. OSLD have seen increased use in recent years in 
radiation therapy applications. Diagnostic imaging dosimetry, particularly for CT, remains deficient, 
but may be substantially improved with the introduction of OSLD to this environment.  Measurements 
made with these dosimeters in a radiation therapy environment rely on a standard assumption that the 
photon energy spectrum is constant, being based on a single reference condition, and ignore the 
potential impact of variation in the photon energy spectra with the measurement location or treatment 
parameters. This assumption is not valid, and may be introducing substantial error into measured 
radiation doses. Furthermore, OSLD have not been fully characterized for use in a CT environment, 
and calibration procedures are not standardized.    
 
Central Hypothesis 
The assumption of a single and constant photon energy spectrum introduces an error of at least 5% 
into dose measurements using TLD and OSLD in typical radiotherapy photon beams.  In a CT setting, 
OSLD nanoDots can be used to measure dose with total uncertainty of less than 20% compared to ion 
chamber readings.  
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Specific Aims 
This hypothesis will be tested through the following specific aims: 
1. Investigate variations in photon energy spectra resulting from non-reference measurement 
conditions for megavoltage radiation therapy treatment units due to measurement location, 
treatment parameters, and the presence of heterogeneous materials. 
2. Assess the variability in the energy correction factor using both cavity theory and direct 
measurement for two common dosimeters (TLD and OSLD) due to variations in the energy 
spectra in 6MV radiation therapy photon beams.   
3. Characterize the OSLD nanoDot for use in routine clinical CT dosimetry and define useful 
correction factors for signal depletion, linearity, angular dependence, and energy 
dependence. 
4. Describe a calibration procedure that is both realistic and viable for imaging facilities and 
determine the associated uncertainty after necessary correction factors have been applied.  
 
At its core, this project seeks to determine whether a standard assumption used in common 
measurements of radiation dose is valid and defensible for the applications being used in clinical 
settings today. This research will seek to expose vulnerabilities in the assumption of a constant photon 
energy spectrum and establish better criteria for conditions when this assumption is acceptable and 
when it is not, and provide a method to correct the measured dose for those conditions where constant 
photon energy should not be assumed.  The results of this work are relevant and directly applicable to 
clinical dose measurements.  This work provides useful correction factors for non-reference positions 
in a radiotherapy environment, and establishes standard calibration protocols and correction factors for 
using OSLD to measure dose in a CT setting.  
 
 
 
10 
1.4 Dissertation Organization 
This dissertation is meant to serve as a permanent record of the body of work that was undertaken 
to evaluate the hypothesis of the project. Chapters 3 through 7 are self-contained studies, each 
including an introduction, methods, results, discussion, and conclusions.  These chapters each describe 
a specific portion of the work required to complete this project.   
Chapter 2, Concepts for Methods, contains detailed methodology beyond what is presented in each 
self-contained study.  This includes parameters and assumptions used for the photon energy 
simulations, underlying assumptions of Burlin Cavity Theory, and details of the measurement 
techniques. Additionally, the general protocol for dose determination using TLD and OSLD is 
described. 
Chapter 3 is a study of specific aims 1 and 2, providing a derivation for the energy correction 
factor from fundamental Burlin Cavity Theory, and addressing the use of TLD in a radiotherapy 
environment.   
Chapter 4 describes the determination of the energy response of the OSLD nanoDot from 
fundamental Burlin Cavity Theory, addressing specific aim 2 for OSLD. Chapter 4 also serves as a 
validation for the cavity theory-based approach for OSLD through a comparison to both measured data 
and reported literature values. 
Chapter 5 is a study of specific aim 2 and describes the application of a non-reference energy 
correction factor for measuring out-of-field dose in a radiotherapy environment.  
Chapters 6 and 7 address the use of OSLD in a CT environment.  The basic characterization of the 
OSLD nanoDot is described in Chapter 6, and directly addresses specific aim 3.  
Chapter 7 presents standard calibration protocols for CT dose determination along with details 
uncertainty analysis for each protocol and addresses specific aim 4.  
Finally, Chapter 8 is a summary of the research project as a whole.  This section evaluates the 
hypothesis, draws meaningful conclusions from the comprehensive study, and explores future related 
work. Selected photon energy spectra and values of the energy correction factor appear within each 
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chapter; however, a comprehensive of all data generated during this investigation appears in the 
appendices.   
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Chapter 2: Concepts for Methods 
 
2.1 RPC Protocol for Point Dosimetry using TLD and OSLD 
LiF TLD and Al2O3 OSLD can be manufactured in different configurations, such as rods, chips, 
thin strips, discs, and powder form, depending on the application. For the purposes of this work, 
capsules containing powder-form LiF were used (Figure 2.1).  Capsules measure 2.5cm in length and 
4mm in diameter and contain roughly 22mg of LiF powder.  
 
Figure 2.1: Capsule containing powder-form LiF TLD. 
 
LiF TLD capsules are still used for third party verification by Radiation Dosimetry Services (MD 
Anderson Cancer Center, Houston, TX), and in various dosimetry phantoms by the RPC.  TLD 
capsules are also often used in phantoms and for patient dose verification in a clinical setting. 
The OSLD used in this study are composed of a carbon-doped aluminum oxide crystal (Al2O3:C) 
which is enclosed in a black, light-tight plastic cassette.  The cassette prevents signal fading from light 
exposure following irradiation, or during storage. These dosimeters, the OSLD nanoDot, are 
commercially available from Landauer, Inc. (Glenwood, IL). The total dosimeter dimensions are 
approximately 10mm × 10mm × 2mm, and the dosimeter is shown in the open (left) and closed (right) 
position in Figure 2.2.  
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Figure 2.2: Landauer OSLD nanoDot - shown in open (left) and closed (right) position.  The dosimeter will remain in 
the closed position for the entirety of the patient measurements.  
 
The crystal itself used in TLD and OSLD is manufactured in batches, where a particular batch of 
material possesses inherent qualities that may affect the dosimetry response.  In order to understand 
these variations in response, a complete characterization of a batch of material should be performed 
before using the dosimeters in dose measurements.  When characterizing either TLD or OSLD, the 
response of the dosimeter with respect to dose (dose-linearity), time since irradiation (fading), and 
photon energy (energy dependence) should be examined.  In addition to these factors, the signal 
depletion as a function of number of readings should be characterized for the OSLD nanoDot.  
As described in the introduction, there is a long history of point dosimetry using both TLD and 
OSLD at the RPC.  In this study dose was determined using a single approach which is consistent with 
the RPC methodology and with the recommendations of the upcoming report of AAPM Task Group 
191.  For all TLD measurements in this work, dose (D) was determined using Equation 2.1, where (T) 
is the LiF signal per mass, (S) is the system sensitivity, (kL) is the linearity correction factor, (kF) is the 
fading correction factor, and (kE) is the energy correction factor.    
EFL kkkSTD ××××=
     (2.1) 
Dosimeter linearity, fading, and energy response are generally determined experimentally for the 
batch as a whole, and empirically-based correction factors are applied to subsequent dosimeter 
readings.  Detailed expressions for these factors appear in the literature41 and are calculated on a batch-
by-batch basis.  In this work, the batch-specific correction factors for fading and linearity that were 
previously determined by the RPC were used for TLD readings.  The RPC energy correction factors 
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were not used.  Rather, the energy response of TLD was one of the primary focuses of this work, 
particularly for non-reference measurement conditions; this is the subject of the investigation provided 
in Chapter 3.   
Dose (D) to an OSLD nanoDot was determined using Equation 2.2, which is of the same form as 
Equation 2.1, with a few minor changes.   
EGFLDcorr kkkkkCMD ××××××= θ
   
 (2.2) 
When determining dose to the OSLD, the average of three readings is used, rather than a single 
reading as for TLD.  Also, each reading is individually corrected for system depletion using an 
empirically determined factor, kd,i. As described further in Chapter 6, the depletion is largely 
dependent on the strength of the LED light used to stimulate the dosimeters.  For dosimeters irradiated 
to a low dose, a stronger LED is used, and as a result larger signal depletion occurs with each reading.  
Depletion for the weak beam was previously characterized by the RPC for the reader used in this 
work; characterization of the strong beam depletion was completed as part of the analysis of CT 
dosimetry using this system.   
The average signal is then multiplied by an element correction factor (ks,i) which accounts for that 
unique element’s sensitivity compared to the mean of the batch. This factor is also empirically 
determined for each dosimeter during batch commissioning.  It is RPC practice to determine a unique 
element sensitivity factor for every element in a batch (~10,000 elements per batch).  
Linearity (kL) and fading (kF) were empirically determined by the RPC for therapy-applications of 
the OSLD system, these factors were applied to experimental measurements performed in a 6MV 
beam.  The correction factors for irradiation geometry and angular dependence (kG and kθ, 
respectively) are only necessary in CT dosimetry, and are fully described in Chapter 6. Finally, the 
energy correction factor of OSLD was one of the primary focuses of this work, and is the subject of 
Chapters 4 and 5, in particular.  
System sensitivity (S for TLD or 
protocol. Unless otherwise specified
Theratron 780C cobalt unit (AECL/Theratronics 
acrylic ‘mini-phantom’. The mini
simultaneous irradiation.  The dosimeters are at a depth of 0.75cm in acrylic, and placed on an in
jig for irradiation. The jig (Figure 2.3
the source, and therefore the dosimeters are set to 79.25cm from the source. For all irradiations, the 
mini-phantom is placed in a slight recess in the platform to minimize set up uncertainties,
size is set to 10cm × 10cm at the platform surface.
Figure 2.3: (a) Acrylic 60Co mini
capsules is used for TLD standard irradiations. (b) Setup at the 
 
The desired dose to the standards was determined by applying a decay correction to the calculated 
dose rate of the source and then setting the timer to the appropriate value to deliver the required dose
The dose rate to muscle at the location of the dosimeters was previously determined by the RPC to be 
147.9 cGy/min on October 15, 2005. 
reproducibility of better than 0.1%, however for 
necessary, and thus, the time required for the source to move into and out of position increases this 
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CD for OSLD) was determined using a standard calibration 
, calibration for both TLD and OSLD was performed using 
International Ltd., Kanata, Ontario, C
-phantom (Figure 2.3a) holds two dosimeters side
b) attaches to the cobalt unit such that its surface is 80.0cm from 
  
-phantom used for irradiating OSLD standards. An equivalent block to fit TLD 
60Co unit with acrylic block positioned on jig.
 The cobalt unit uses a solid state timer which achieves a 
very low doses only a short irradiation time is 
a 
anada) and an 
-by-side for 
-air 
 and the field 
 
 
.  
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uncertainty. The dose delivered to standards used for experiments in the therapy environment was 100 
cGy; the dose delivered to standards for CT experiments was 45 mGy.  
 
2.2 Underlying Assumptions of Burlin Cavity Theory 
Burlin Cavity Theory was used as a basis for a theoretical determination of the energy response of 
a small solid state dosimeter.  This particular cavity theory was derived by Burlin in 1968 as a theory 
that would bridge the gap between Bragg-Gray theory (intended for small cavities) and large cavities, 
for which the effect of the wall is negligible7.  In effect, Burlin Cavity Theory was meant for medium-
sized cavities, where the dose to the cavity can be determined by use of a ‘weighted sum’ of the 
contribution to dose of electrons crossing the cavity and created in the cavity wall.  
The underlying assumptions behind Burlin theory include several which are also in place for small 
cavity theory, such as the assumption of homogeneous media composing the cavity and the 
surrounding material.  The remaining underlying assumptions of Burlin Cavity Theory are as follows7: 
• Charged Particle Equilibrium (CPE) exists surrounding the cavity at distances greater than 
the range of an electron with highest energy, Tmax. 
• The equilibrium spectrum of secondary electrons is consistent both within the cavity and 
the surrounding medium.  
• The energy fluence entering the cavity from the cavity wall is assumed to be attenuated 
exponentially through the cavity; in other words, there is no change in the spatial 
distribution of this fluence. 
• Likewise, the energy fluence originating within the cavity builds up to the equilibrium 
value exponentially as a function of distance into the cavity.  These parameters are related 
by the coefficient, β. 
 
In its simplest form, Burlin Cavity Theory is stated as follows (Equation 2.3): 
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Burlin Cavity theory is known for being especially useful for estimating the dose to condensed-
state dosimeters (such as TLD and OSLD), and as a result, this theory was useful for understanding 
the impact of energy on the dose measured by these dosimeters.  Essentially, if the dose to a solid state 
dosimeter can be calculated using Burlin Cavity Theory, then the energy correction factor, which by 
definition is the ratio of the dose under two different photon energy spectra, can also be calculated.  
This is the fundamental approach of the determination of energy response in this work; a complete 
derivation of the energy correction factor from the general form of Burlin Cavity Theory appears in 
Chapter 3, Equations 3.4 to 3.11. 
There is some inherent uncertainty in the tabulated data (mass energy absorption coefficients and 
restricted stopping powers) that are used in the cavity theory.  All of the data for this study was taken 
from NIST-traceable sources, and the uncertainty that is introduced from this data is thought to be 
very low. The largest uncertainty for this data is likely at low energies; in fact, this data is generally 
unavailable for energies less than 5-10keV.  As a result, this methodology would not be appropriate 
for predicting the response of these dosimeters to very low-energy spectra, such as those encountered 
in mammography.  
 
2.3 Monte Carlo Simulations of Photon Energy Spectra 
The first aim of this work was to characterize the photon energy spectra for both in-field and out-
of-field measurement locations for clinically relevant scenarios using computational simulations. To 
accomplish this, a Monte Carlo based model of a Varian 6MV linear accelerator was used42-44.  This 
model was previously built at our institution using the MCNPX45 code and was benchmarked for in-
field and out-of-field dose calculation through comparison to direct dose measurements42; 43. The 
model geometry incorporates all major beam-line components including X- and Y- jaws, a 120-leaf 
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multileaf collimator (MLC), head-shielding, and structural components.  Also, a large (50cm x 70cm x 
50cm) volume of water, intended to represent a water phantom, was simulated at a position 100cm 
SSD below the target.   
For this work, cells were added within the water phantom to allow tallies at various locations. 
Particles were tallied using an F4 tally (particle flux with units particles/cm2) in each cell, using a 
logarithmic bin structure, with 30 energy bins between 0.001 MeV up to 10 MeV.  A total of 9 × 108 
particle histories were completed for each simulation, such that the average bin error in particle flux 
was less than 2%, including cell locations farthest away from the primary radiation beam. Photon and 
electron cut-off energies were specified at 0.005 MeV using the phys cut:e and cut:p cards.  
Two cylindrically shaped cells were included on central axis, at depths of 0.5 cm and 1.6 cm 
below the water surface.  The volume of these two tallies was 1.57 cm3. All other tallies were 
rectangular parallelepiped (RPP) shaped. This included eight additional cells along the central axis, 
with depths centered at 3 cm, 5 cm, 8 cm, 10 cm, 12 cm, 15 cm, 20 cm, and 25cm. Tallies along 
central axis were 3 cm width × 3 cm length × 1 cm depth (for a cell volume of 9cm3).  Tallies were 
also included at three depths (1.6 cm, 5 cm, and 20 cm) for a range of distances away from central 
axis.  Each of these cells was larger in size, such that sufficient tally data was collected within a 
reasonable computing time.  These tallies were placed at 5 cm, 10 cm, 15 cm, 20 cm, 25 cm, 30 cm, 40 
cm, and 50 cm away from central axis, and were each RPPs with dimensions 3 cm width × 3 cm 
length × 2 cm depth (for a cell volume of 18 cm3).   
To ensure an investigation of a range of photon energy spectra, simulations were completed for 
three field sizes (5 cm × 5 cm, 10 cm × 10 cm, 20 cm × 20 cm). The field size was specified by the X-
and Y- jaw settings, and for the 10 cm × 10 cm field size, the MLC was completely retracted. For the 5 
cm × 5 cm field size, the MLC was also retracted to reduce scatter as much as possible and simulate 
conditions where the spectra would be relatively hard.  Conversely, for the 20cm × 20cm field size, the 
MLC was also set to a 20cm × 20cm field size to maximize the amount of in-field scatter, creating 
photon energy spectra that were relatively soft.  
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In addition to the simulations with various field sizes, a set of photon energy spectra were 
generated in the presence of bone and lung heterogeneities. The superior 9 cm of water in the 
simulated water phantom was replaced with either bone material (density 1.7 g/cm3) or lung material 
(density 0.26 g/cm3) in two separate simulations. Nine centimeters was selected to represent a ‘worst 
case scenario’ or a condition that would perturb the radiation spectrum more severely than anything 
expected to occur in a clinical setting.  Photon energy spectra were tallied in all cells existing beneath 
the heterogeneity; as a result, the tallies at a depth of 1.6cm or 5cm were not used for these 
simulations.  
A comprehensive list of the photon energy spectra that were generated in this work appears in 
Appendix A of this work.   
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Chapter 3: Variations in photon energy spectra of a 6MV beam and their impact on TLD 
response 
 
Chapter 3 was published in the journal of Medical Physics in May 2011. [MedPhys. 38(5) 2619-
2628 (2011)]. Written permission has been obtained from the journal for use of these materials in this 
dissertation.  
 
3.1 Introduction 
Recently published data have demonstrated variations in the photon energy spectra of 
therapeutic radiotherapy beams.  These variations are especially pronounced for small field 
sizes, such as those used in intensity-modulated radiation therapy (IMRT)27; 28, but variations 
also exist as a function of field size, depth, and distance away from central axis for large 
symmetric fields27; 29. The presence of heterogeneities, such as lung or bone tissue, may also 
perturb the photon energy spectra compared to homogeneous tissues or soft tissue.  Outside of 
the treatment field the photon spectra is likely to be very different from the spectrum on the 
central axis. Out-of-field radiation is known to be composed of leakage radiation from the 
head of the treatment machine and scatter produced from the collimator system or inside the 
phantom or patient46. While head leakage has a comparable spectrum to the primary beam, 
scattered radiation has a much lower (softer) energy spectrum. These variations in the energy 
spectrum of a therapeutic radiotherapy beam will impact the response of energy-dependent 
dosimeters and could thereby result in an incorrect measure of dose unless these variations are 
accounted for.  
Thermoluminescent dosimeters (TLDs) are one such type of energy-dependent dosimeter, 
and they are widely used for dose measurement because of their availability, small size, and 
accuracy.  TLDs use the principles of thermoluminescence to estimate the absorbed dose to 
the reference medium at the location of the TLD. While many materials exhibit 
thermoluminescent properties, the most widely used in medical applications is lithium fluoride 
(LiF). LiF has an effective atomic number similar to that of soft tissue (8.3 versus 7.2), 
indicating that there is a close correlation between the energy deposited in LiF and that 
deposited in soft tissue2; 7; 47. To determine absorbed dose (D), the raw TLD signal (T), is 
multiplied by the system sensitivity factor (S). A series of correction factors must also be 
applied to account for the specific application of the TLD (Equation 3.1); these include 
linearity (KL), fading (KF), and energy response (KE), which are generally determined during 
commissioning of the TLD41. 
EFL KKKSTD ××××=      (3.1) 
In this work we investigated the final correction factor: energy response. The standard 
energy response factor (KE) is required to account for differences in the TLD response to the 
experimental beam energy (6MV, for example) relative to the reference beam energy (e.g., 
60Co). This standard energy correction factor is commonly established by measuring the 
response of the TLD to a known dose of 6MV photons (determined on the central axis at a 
depth of maximum dose for a 10cm x 10cm field) versus the response of the TLD to a known 
dose of 60Co photons (determined under the same reference conditions). The basic definition 
of the energy response factor is given in Equation 3.241.  
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In practice, this single energy response/characterization is used for any measurement 
conducted at a nominal beam energy (e.g., 6MV). Either a single energy response is used, or if 
both experimental and reference TLD are irradiated at the same nominal energy, a value of 1 
is assumed. This is done regardless of difference in field size, depth, measurement position 
inside or outside the treatment field, and regardless of any tissue or phantom heterogeneity. 
Inherent to this use of a single energy correction factor is the assumption that there is no 
variation in the energy spectra at that given nominal beam energy. This is clearly not a valid 
assumption, but the impact of this faulty assumption has not been evaluated. 
The objectives of this study were, first, to evaluate the variability in the energy spectrum 
of a Varian 6MV beam as a function of the treatment field size, measurement location, field 
modulation, and presence of heterogeneities; and second, to evaluate the impact of these 
variations in photon energy spectra on the response of a common energy-dependent dosimeter, 
TLD.   
 
3.2 Materials and Methods 
Monte Carlo Simulations of Photon Energy Spectra 
Photon spectra were calculated using a Monte Carlo model of a Varian 6MV linear 
accelerator that was developed using the Monte Carlo N-Particle Extended (MCNPX) 
transport code45 and was benchmarked for in-field dose calculations within 2% and out-of-
field dose calculations within 16%42; 43. The model geometry incorporated beam-line 
components including a 120 leaf multileaf collimator (MLC), head-shielding, and structural 
components, and was used to calculate photon energy spectra in water at several locations and 
for various treatment parameters. A large water phantom (50cm width x 70cm length x 50cm 
depth) was simulated at 100 cm source to surface distance (SSD).  Photon flux-tally voxels 
were added throughout the water phantom, including in-field as well as out-of-field locations, 
to capture the full range of energy spectra that could be clinically encountered. The spectra 
were calculated from 0.05 keV – 10 MeV, and were normalized to the total photon fluence for 
comparisons between simulations. 
Three field sizes were investigated for static fields: 5cm x 5cm, 10cm x 10cm, and 20 cm 
x 20 cm.  These three field sizes were selected to provide a range of low-energy scattered 
photons to the dose in the water tank, and to represent the range of field sizes commonly used 
in radiation therapy. The 20cm x 20cm field (defined by both jaws and MLC) represents a 
relatively soft spectrum, with a larger contribution of scattered photons from within the water 
tank.  The smaller field size (5cm x 5cm, defined by jaws with the MLC completely retracted) 
represents a relatively hard spectrum as the head leakage contribution is more pronounced for 
small fields. The 10cm x 10cm field size was defined using the jaws with the MLC completely 
retracted to represent the typical reference conditions used for beam calibration and 
determination of the standard correction factors. For each field size, photon energy spectra 
were calculated for more than 30 unique positions at various depths along central axis and 
various depths and distances off axis (up to 50cm from the central axis).  
The impact of field modulation through the use of IMRT on the photon spectrum was 
evaluated by simulating a 10cm x 10cm field as a series of 5 rectangular strips (each strip 2cm 
x 10cm), giving an IMRT field with a modulation factor of 5. The photon energy spectra were 
calculated at each of the same positions in the water phantom as for the static fields. 
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Finally, photon energy spectra were calculated at numerous positions with heterogeneous 
materials (simulated bone and lung tissue) placed within the simulated water phantom.  
Simulated bone and lung tissue, density of 1.85g/cm3 and 0.26g/cm3, respectively, were each 
considered in separate analyses as 9cm of the heterogeneous material replacing the top 9cm of 
the water phantom. Thus, the SSD was unchanged, and the positions of the tally voxels also 
remained constant.  The photon spectra were calculated in water, below the heterogeneous 
material.  
 
Impact of Variations in Energy Spectrum on the TLD Response 
The energy response of TLD for non-reference measurement conditions has been divided 
into two components: the component due to the relative probability of photoelectric 
interactions (KPE) and the component due to solid state effects and all other intrinsic and 
secondary effects (KSE).  The overall energy response for measurement under non-reference 
conditions (KNR) is the product of these two components, as shown in Equation 3.3.  
 
)()()( EKEKEK SEPENR ×=     (3.3) 
 
Dosimeter response based on Photoelectric Effect 
As mentioned previously, LiF has a slightly greater atomic number (Z) than that of tissue, 
which results in an enhanced probability of photoelectric interactions and energy deposition. 
This increased probability of photoelectric interactions has the potential of exaggerating the 
response of the TLD to low-energy x-rays and gamma rays2; 7 relative to those that would 
occur in tissue, resulting in an artificially high reading.  To determine the impact of this effect 
on TLDs, we calculated the energy response correction factor for the photon spectra resulting 
from each case described in the previous paragraphs.  
 
LiF TLD capsules represent a cavity that can be placed in a medium (water) as a means to 
measure the absorbed dose. Thus, cavity theory can be used to theoretically determine the 
energy response correction factor, given the energy spectrum of the photon beam incident on 
the TLD capsule.  Burlin cavity theory in particular is well suited for medium-sized cavities in 
which the dose arises both from electrons crossing the cavity as well as from secondary 
electrons that are created inside of the cavity7.  These conditions are consistent with the 
interactions in LiF TLD100. The general form of Burlin cavity theory is shown in Equation 
3.47. 
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In this expression, Dmed is the dose to the medium (water), Dcav is the dose to the cavity 
(TLD), (S/ρ) is the collisional stopping power, and (µen/ρ) is the mass energy absorption 
coefficient.  Finally, d is a parameter that describes the average value of the relationship of 
electron fluence generated in the cavity wall ( wΦ ) to the initial equilibrium electron fluence (
e
wΦ )7.  The extreme values of 1 and 0 for d provide the traditional formalisms for small or 
large cavity theory7. In this work, d was determined as a function of incident photon energy 
for each discrete energy bin used in the Monte Carlo simulations based on a 2mm diameter 
TLD capsule. 
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The parameter L is equal to the mean chord length, taken as four times the TLD volume 
divided by its surface area. The parameter β was determined using Equation 3.6, where tmax is 
the maximum depth of electron penetration, approximated using the continuous slowing down 
approximation range for the maximum electron energy in each discrete energy bin. In this 
equation, the value of 0.04 has been previously found to be the most consistent with 
experimental data7.  
04.0max =− te β
     (3.6) 
The right side of Equation 3.4 is denoted “MCT” for “medium-sized cavity theory” for the 
remainder of this work. Thus,  
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and the response of the TLD is given by 
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Absorbed dose can be reasonably approximated by kerma for each of the selected 
positions in the phantom, given the existence of electronic equilibrium in these locations42. 
The absorbed dose to water was therefore determined using Equation 3.9 where ψE is the 
energy fluence, which was calculated using the results of the Monte Carlo simulations for each 
location. 
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The dose to LiF (inside the TLD) can then be determined (Equation 3.10) by the 
application of Burlin cavity theory, as described in Equation 3.8, and the dose to water, as 
described in Equation 3.9.  
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An appropriate energy-response correction factor accounts for the differences in absorbed 
dose between the point of measurement (at some arbitrary position away from the reference 
position, or under non-reference conditions) and the point of reference, where the dose 
calibration has taken place.  For dosimetry using TLDs, the point of reference is found at the 
depth of maximum dose on the central axis for a 10cm x 10cm field size. A dose measured at 
an arbitrary position would be multiplied by the factor defined in Equation 3.11 to correct for 
the response of the detector due to variations in the photon energy spectrum at the arbitrary 
position, such that it is equivalent to the response expected at the reference position
.   
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Thus, Equation 3.11 is equal to the calculated energy correction factor for non-reference 
conditions and effectively corrects for the different interaction coefficients arising from 
differences in the photon energy spectra between the point of measurement and the reference 
position. 
 
Determination of Secondary Effects on TLD Response 
While the above approach accounts for theoretical differences arising from differences in 
the interaction coefficients, there is also a known solid-state energy response. Solid state 
effects, such as the charge density effect, are those effects which introduce variation in the 
energy deposition on the scale of the electron track length. These effects are not predicted by 
interaction coefficients. To isolate the different components and to determine the total energy 
correction factor for non-reference conditions, a set of measurements were made with both ion 
chambers and TLDs. The absorbed dose was measured for several positions corresponding to 
locations where the photon energy spectra were simulated using the Monte Carlo model. The 
component of the TLD energy response that is due to the solid-state energy response and other 
secondary effects that do not include differences in photoelectric interactions is described in 
Equation 3.12.  
PETLD
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All measurements were performed using a Varian Clinac 21EX accelerator (Varian 
Medical Systems, Palo Alto, CA) using 6MV photons in a water phantom (Blue Phantom, 
Scanditronix Wellhofer, Uppsala, Sweden).  At each location in the water phantom, dose was 
measured using both TLDs and a PTW Farmer-type ionization chamber (type 30001, 0.6cm3 
volume). Measurement locations included in field and out of field locations for the 10cm x 
10cm, 5cm x 5cm, and 20cm x 20cm field sizes. The depth in the water phantom was also 
varied and dose was measured for depths of 1.6cm, 5cm, and 20cm.  
 
The measured charge at the thirteen selected positions in the water phantom were adjusted 
according to the protocol outlined in AAPM TG-2148 to determine dose at each location based 
on the photon spectrum at that location (as calculated by the Monte Carlo simulations). For 
this adjustment, the TG-21 protocol was used. As this protocol extends only to energies as low 
as 1.25MeV (Co-60), additional consideration was required to extrapolate correction factors to 
lower energies when needed. The TG-21 protocol was more appropriate for this purpose than 
the newer TG-51 protocol because cavity theory is explicitly included in this formalism, 
whereas the TG-51 formalism is simplified by the combining of several factors.
  
25 
Using the chamber reading, Mraw, the dose to the medium (water) was determined using 
the following expression48: 
wallreplion
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  (3.13) 
Each measurement of charge was corrected for temperature and pressure (PTP), the 
electrometer factor (Pelec), and polarity effects (Ppol). The cavity-gas calibration factor (Ngas) 
was determined using the ratio of the chamber’s absorbed dose to water calibration factor 
(ND,w, provided by an ADCL) and data in the literature for Nx for the chamber used in this 
study (PTW 30001)49. As this value is considered constant for all photon energies that expend 
an average of 33.97eV to produce one ion pair (which is the case for photon energies as low as 
10keV48) it was sufficient for all of the measurements collected in this study, regardless of the 
non-reference conditions. The ratio of the mean restricted stopping power for the phantom 
material (water) to the chamber gas (air) was determined as a function of average photon 
energy at each measurement location using published values50. The ion-recombination 
correction factor (Pion) was directly measured. The replacement correction factor (Prepl) is 
dependent on the photon energy and the radius of the chamber cavity and was estimated using 
the TG-21 protocol48 and data reported by Cunningham and Sontag51 for each individual 
measurement position. Extrapolation was necessary for photon spectra with average energy 
less than 1.25MeV, but uncertainty in the extrapolated values was expected to be small (<1%) 
based on the minimal dependence on energy. Finally, the Pwall factor was determined using the 
expression in Equation 3.14, where α is the fraction of the total ionization produced by 
electrons arising in the chamber wall48. 
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For photon energies lower than 1.25MeV (60Co), Lempert et al has shown that α is equal 
to unity52 for our chamber type. Values for the stopping power and mass energy absorption 
coefficients as a function of photon energy were determined from tabulated data in the 
literature, and Pwall was individually determined for each of the measurement locations.  
 
These measurements were repeated using TLDs in a customized holder that simulated the 
shape and size of an ion chamber, shown in Figure 3.1. Two TLDs were irradiated for each 
measurement, and the TLDs were read according to the protocol used by the Radiological 
Physics Center (RPC, MD Anderson Houston, Texas) and were individually corrected for 
sensitivity, linearity, and fading, and reference energy41 as previously described. 
 3.3 Results  
Spectral Variations 
Photon energy spectra were calculated using MCNPX. The energy spectra for the most 
pertinent cases of the variety of sampled locations are shown in Figures 
flux was tallied for each simulation using a logarithmic energy binning structure from 1keV to 
10MeV. The top energy bin collected particles in the energy range of 7.36MeV to 10MeV, 
and therefore has a value of zero for all 6MV simulations.  All curves were normalized to have 
the same area, and error bars are included based on the 1
MCNPX simulations. 
 
Variations in in-field photon spectra
The variation in photon energy spectra for a 6MV therapeutic beam along the central 
axis at depths of 0.1mm, 1.6cm (reference spectrum), 10cm, and 25cm for the 10cm x 
10cm field size is shown in Figure 
depth; however they appear to be qualitatively similar, peaking at approximately the same 
energy.   
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Figure 3.1: Customized TLD holder 
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Figure 3.2: Variations in photon energy spectra as a function of depth along central axis for a 6 MV 10cm x 
10cm field. 
 
The variations in photon energy spectra for three field sizes (5cm x 5cm, 10cm x 
10cm and 20cm x 20cm) are compared in Figure 3.3 at a depth of 10cm on the central axis 
in water. As expected, the 5cm x 5cm field resulted in a slightly harder spectrum relative 
to the spectrum from the 10cm x 10cm field while the 20cm x 20cm field (designed to 
maximize scatter) resulted in a softer spectrum relative to the spectrum from the 10cm x 
10cm field. 
 
Figure 3.3: Photon energy spectra at depth of 10 cm in water along central axis for three field sizes. 
 
Variations in out-of-field photon spectra 
The photon energy spectra were determined for each of the three field sizes at several 
distances from the central axis for three different depths in water: 1.6cm, 5cm, and 20cm. 
As the distance away from the central axis increased, the photon energy spectra became 
progressively softer. In general, the photon spectrum out-of-field would be composed of a 
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dominant low-energy component due to patient scatter and a high-energy component due 
to head leakage. While the spectra changed minimally with off-axis distance within the 
treatment field, the low-energy scatter component became more pronounced at increasing 
distances outside of the treatment field. Furthermore, for out-of-field locations, changes in 
depth induced a more pronounced difference in the spectra than increased distance off-
axis. This is depicted in Figures 3.4 and 3.5: in Figure 3.4 as a function of distance from 
the central axis for a 10cm x 10cm field size and in Figure 3.5 as a function of field size 
for an out of field measurement location. For contrast, the photon energy spectrum at dmax, 
on the central axis is also included. 
 
Figure 3.4: Variations in out-of-field photon energy spectra as a function of distance from the central axis 
for 10cm x 10cm field. 
 
 
Figure 3.5: Variations in out-of-field photon energy spectra for three different field sizes. 
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Variations in spectra for IMRT field 
A single IMRT field was simulated and the resulting photon energy spectra were 
calculated at several locations with varying depth and distance from central axis. Two of 
these spectra are shown in Figure 3.6 along with the spectra for the corresponding 
locations for a 10cm x 10cm open field. At a depth of dmax on central axis, the IMRT 
photon energy spectrum was harder than the open 10cm x 10cm field energy distribution.  
This trend is less pronounced for out of field positions, where the spectra are very similar. 
The energy spectra for the IMRT field and the 10cm x 10cm open field at a distance 10 
cm from central axis were nearly identical.  The out of field spectra show contributions 
from low-energy phantom scatter and relatively high-energy head leakage, consistent with 
other out-of-field spectra. 
 
Figure 3.6: Variation in photon energy spectra for both an in-field and out-of-field measurement location for 
an IMRT field compared to 10x10 open field. 
 
Variations in spectra in presence of heterogeneities 
The results for the simulations which included two common heterogeneous materials 
(bone and lung) are shown in Figure 3.7 for a 10cm x 10cm field at varying depths in 
water.  The reference spectrum in homogeneous media (water) is also plotted in Figure 3.7 
for comparison.  There is little difference in the spectra below the heterogeneous materials 
compared to the reference spectrum in homogeneous material, illustrating that the 
composition of the tissue has a minimal impact on the photon energy spectra. These 
results are consistent with the out of field spectra; the presence of a heterogeneous 
material does not further perturb the photon spectra for out of field measurement 
locations. For a 6MV photon beam, beam hardening is relatively minimal, even for a large 
amount of bone tissue.  Furthermore, the energy spectrum through 9cm of lung material 
has been shown to not be substantially different from the photon energy spectrum in 
water.  
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Figure 3.7: Variation in photon energy spectra with depth along central axis due to presence of bone tissue 
and lung tissue. 
 
Impact of Spectral Variations on Energy Response according to Cavity Theory 
The non–reference condition energy correction factor based on the impact of the 
interaction coefficients (KPE) was calculated as described above using Burlin cavity theory for 
each calculated photon energy spectra. The parameter d was calculated as a function of 
incident photon energy and is shown in Figure 3.8. Using tabulated stopping power data, the 
calculated parameter d, and the simulated photon energy spectra for each of the various tally 
positions, KPE was determined for the different measurement positions and treatment 
parameters.  
 
Figure 3.8: Variation of parameter d as a function of incident photon energy (mean bin energy, MeV) 
 
31 
Table 3.1 summarizes the mean photon energy and the calculated values of KPE for 
selected in-field positions with varying treatment parameters, including the addition of tissue 
heterogeneities and field modulation. The positions described in the table were all measured 
along the central axis and, for heterogeneous cases, beneath the heterogeneous material. The 
energy correction factor, KPE, varied by less than 1% over the range of irradiation conditions 
and energy spectra investigated in this study. 
Table 3.1: Calculated KPE for in-field spectral variations (Monte Carlo) due to field size and depth 
Condition, Field Size Depth  (cm) 
Mean Photon 
Energy  
(MeV) 
Energy Correction 
Factor (KPE) 
Reference position: 10cm x 10cm 1.6  1.49  1.00 
Reference field size, depth    
10cm x 10cm 5  1.41  0.99 
10cm x 10cm 10  1.39  0.99 
10cm x 10cm 25  1.53  1.00 
In field, hard spectrum: 5cm x 5cm 10  1.70  1.01 
In field, soft spectrum: 20cm x 20cm 10  1.06  0.99 
Bone heterogeneity, 10cm x 10cm 10 1.35 0.99 
Lung heterogeneity, 10cm x 10cm 10 1.50 0.99 
IMRT Field 1.6 1.68 1.00 
IMRT Field 5 1.54 1.00 
 
Relative to the reference position there was little variation in the cavity-theory-based 
response of the TLD resulting from differences in the photon energy spectra, despite the 
visible variations in the photon energy spectra (e.g., Figure 3.7). At these locations, and all 
other in-field locations, the data showed similar results; the TLD response to the non-reference 
spectra was less than 1% different from that of the reference spectra as a result of differences 
in interaction coefficients.  
The energy response of the TLD showed more variation for out-of-field measurement 
locations than for in-field measurement locations. The mean energy was substantially lower at 
these locations – in some cases less than a fifth of the mean energy at the reference position. 
The lower energy is associated with increased photoelectric interactions in the TLD at these 
positions, and, as a result, increased discrepancy between the dose measured by the TLD and 
the dose actually absorbed by the tissue. Table 3.2 summarizes the non-reference energy 
correction factor based on interaction coefficients (KPE) for measurement positions that were 
made outside of the treatment field for varying treatment parameters.  As can be seen in the 
table, the TLD may over-respond by as much as 7% based on cavity theory (corresponding to 
a KPE of 0.93). These data displayed the greatest degree of variation both in the photon energy 
spectra and KPE. 
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Table 3.2: Calculated KPE for spectral variations (determined via Monte Carlo) occurring at out-of-field 
locations 
Condition, Field Size Depth (cm) 
Distance 
Off-Axis 
(cm) 
Mean Photon 
Energy 
(MeV) 
Energy 
Correction 
Factor 
(KPE) 
Reference position, 10cm x 10cm 1.6 0 1.49 1.00 
Near treatment field, 10cm x 10cm 5 15 0.31 0.96 
Far from treatment field, 10cm x 10cm 20 50 0.22 0.94 
Bone heterogeneity, 10cm x 10cm 20 50 0.22 0.94 
Lung heterogeneity, 10cm x 10cm 20 50 0.24 0.95 
Out of field, hard spectrum: 5cm x 5cm 20 50 0.23 0.95 
Out of field, soft spectrum: 20cm x 20cm 20 50 0.17 0.93 
IMRT Field 1.6 10 0.41 0.98 
IMRT Field 5 15 0.34 0.97 
 
The non-reference energy response correction factor based on cavity theory (KPE) is 
shown in Figure 3.9 as a function of mean photon energy. This figure includes the three field 
sizes examined as well as the energy correction factors determined when heterogeneous 
materials were added to the phantom. The response follows the mean photon energy, with 
larger correction factors required as the photon energy decreases. 
 
Figure 3.9: KPE for various field sizes in water and presence of heterogeneities, as a function of mean photon 
energy. 
 
Determination of Total Energy Correction Factor 
To determine the total energy correction factor, including both interaction coefficient-
based effects (cavity theory) (KPE) and solid state and other secondary effects (KSE), a series of 
measurements were performed using TLDs and an ionization chamber. A measured energy 
correction factor was determined using the ratio of the fully corrected ion chamber measured 
dose to the TLD measured dose.  This measured correction factor for non-reference 
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measurement conditions (KNR, defined previously in Equation 3.3) includes components of the 
difference in photoelectric interaction probability as well as all other secondary effects, and it 
is provided in Table 3.3 for several selected measurement locations with varying spectra. The 
value of KNR for the reference position (10cm x 10cm, depth of 1.6cm, along central axis) is 
1.00 by definition.  
The results of our data showed that for mean photon energies of 500keV and greater, KSE 
was nearly unity, and so for all in-field locations the non-reference energy correction factor 
(KNR) was virtually unity.  For those measurement positions where the photon energy spectra 
were lower in energy (out-of-field locations), the values of KSE deviated from unity. For 
energy spectra with a mean energy of less than 500 keV, measured data showed that the TLDs 
over-responded by an average of 3.5% more than that predicted by the theoretical calculations 
using cavity theory. A graphical representation of the agreement between KNR and KPE is 
provided in Figure 3.10. This additional over-response is not due to the increased photoelectric 
effect due to higher atomic number, but rather due to solid-state effects such as charge density 
effects or other secondary effects. 
 
 
Figure 3.10: Comparison of theoretical energy response (KPE) and total measured response 
 
In general, about one third of the energy response was due to solid state-effects, while two 
thirds of the energy response was due to differences in interaction coefficients as described by 
cavity theory.  Overall, the total energy correction is unity within the treatment field, but 
increased to approximately 12% for the softest spectra outside of the treatment field. The total 
uncertainty in the ion chamber measurements of absorbed dose, based on the uncertainty in 
each correction factor is estimated to be less than 2%. The total uncertainty in the TLD 
measurements based on the RPC TLD protocol is estimated to be less than 3%.   
 
3.4 Discussion 
Variations in the photon energy spectra as a function of field size, depth in water, the 
presence of heterogeneity, field modulation, and measurement location were quantified for 
6MV photon fields. The impact of these variations on dose measurement using a common 
energy-dependent dosimeter (TLD) was determined based on cavity theory, and were also 
measured to account for solid state effects.  
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The non-reference energy correction factor was determined for several measurement 
positions with varying treatment parameters, representing a clinically useful range of field 
sizes and treatment techniques including conventional RT and IMRT. This factor, KNR, varied 
from 0.88 to 1.01 among the situations examined as part of this work. Within the treatment 
field, over all field sizes and depths examined, the response of the TLD varied by less than 1% 
relative to the reference point (dmax, on the central axis from a 10cm x 10cm field) because of 
variations in the photon energy spectrum. The presence of heterogeneities in the field did not 
greatly impact the photon energy distribution along the central axis, nor did field modulation, 
and corrections to the measured dose would be less than 1% for these situations. It may be 
possible that more highly-modulated IMRT fields could induce a notable energy-response by 
the TLD, and further analysis of more complex IMRT plans and field arrangements could be 
performed to further explore these initial findings. However, based on the extensive range of 
conditions explored in this work, in-field dose measurement from 6MV photon fields using 
TLD do not require an additional non-reference energy correction factor.  
 
Calculated dose to water has been approximated with kerma, which is a valid assumption 
under conditions of electronic equilibrium; however this condition is not met at the surface of 
the phantom or in the field penumbra. This may be a relevant concern as TLD are often placed 
on the patient surface as a method of estimating dose to the patient. Our methodology may 
have increased uncertainty in these situations. Simulations performed at the surface of the 
phantom for a 10cm x 10cm field size along central axis show that there is little variation in 
the photon energy spectrum from the spectrum at the reference position (shown in Figure 3.2).  
Furthermore, there is little variation in the value of the ratio of stopping powers (S/ρ) between 
water and LiF over the relevant energy range. These two relationships indicate that neither 
photons nor electrons should affect the response of the dosimeter at the surface relative to the 
response at dmax. Therefore, despite the increased uncertainty in the surface location, we 
believe KNR to be nearly identical to the value at dmax. For surface measurements made out of 
field, a bath of contaminating electrons results in an elevated dose at the surface relative to the 
dose at depth, potentially by up to a factor of six42.  Without adequate buildup material, dose 
to the TLD is not likely to be representative of dose to the patient.  For these locations, the 
TLD should be covered with buildup material (such as bolus), to bring the TLD to an effective 
depth of dmax. Measurements conducted at depth of dmax for locations outside of the treatment 
field would then use the appropriate non-reference energy correction factor as described in 
Table 3.3.  
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Table 3.3: Total Energy Correction Factor (KNR) for selected locations with varying mean photon energy 
Field Size 
(cm x cm) 
Depth 
(cm) 
Distance 
Off-Axis 
(cm) 
Mean 
Photon 
Energy 
(MeV) 
 KPE KSE 
Total 
Energy 
Correction 
Factor  
(KNR) 
20cm x 20cm 20 30 0.19 0.94 0.95 0.89 
20cm x 20cm 5 20 0.20 0.95 0.94 0.89 
20cm x 20cm 20 20 0.23 0.95 0.97 0.93 
10cm x 10cm 5 30 0.30 0.96 0.98 0.95 
10cm x 10cm 5 15 0.31 0.96 0.97 0.93 
10cm x 10cm 20 15 0.31 0.97 0.95 0.92 
5cm x 5cm 5 15 0.54 0.98 1.00 0.98 
20cm x 20cm 25 0 1.08 1.00 1.00 1.00 
20cm x 20cm 1.6 0 1.29 1.00 1.00 1.00 
10cm x 10cm 20 0 1.46 1.00 1.00 1.00 
5cm x 5cm 1.6 0 1.65 1.00 0.99 0.99 
5cm x 5cm 20 0 1.85 1.00 1.01 1.01 
 
For locations outside of the treatment field, energy correction factors varied more 
extensively. The results showed that TLD over-responded by up to 12% when used to measure 
dose outside of the treatment field relative to within the treatment field.   The majority of this 
over-response was due to the atomic number of TLD altering the photon and electron 
interaction coefficients relative to water. The magnitude of this energy response may be 
relevant to TLD-based measurements of out-of-field dose. 
Due to the theoretical basis and assumptions used to derive the cavity theory (Equation 
3.10), it is necessary to test the validity of the results obtained with its use. This was done by 
determining KPE for monoenergetic photons following the procedure outlined above and 
normalized relative to 60Co. The calculated energy correction factors were then compared with 
those in the literature, which had been determined either through measurement or Monte Carlo 
for monoenergetic photon beams53-55. This comparison is shown in Figure 3.11 and shows 
very good agreement, indicating that the theoretical approach we have taken is sound. The 
only discrepancy is at very low energies (below those energies relevant to this study), where 
self-attenuation of the TLD is known to reduce its sensitivity. 
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Figure 3.11: Literature comparison of TLD response to photon energy spectra 
 
The second component (KSE) due to secondary effects, which is not predicted by cavity 
theory, was demonstrated in the measured data to be relevant at photon energies less than 
500keV.  According to the data, the magnitude of this additional over-response can range 
between 2% and 5% with an average value of 3.5% for photon energies between 10keV and 
500keV.  The magnitude of this effect is comparable to that described in the literature, which 
has suggested an over-response of less than 10% at comparable or even lower photon 
energies56. 
This study has resolved the total energy response factor (KNR) into its two components; the 
first of which has been calculated using fundamental cavity theory, and the second was 
examined through the measured data.  The total energy response correction factor (KNR) that 
was determined in this study accounts for deviations in the photon energy spectra from the 
reference point of calibration for measurement locations that do not coincide with the point of 
calibration.  This factor does not replace the TLD energy correction factor discussed in the 
introduction but rather should be applied multiplicatively to it depending on the measurement 
conditions. A revised expression for determining absorbed dose from TLD measurements is 
provided in Equation 3.15, where KNR is the energy correction factor dependent on the 
measurement conditions and location. 
NREFL KKKKSTD ×××××=    (3.15) 
This energy response correction factor will correct for variations in the photon energy 
spectra when measurements are taken under non-calibration conditions, such as out-of-field 
measurements.  
 
3.5 Conclusion    
Currently, TLD are used to measure or verify the absorbed dose for many applications in 
therapeutic physics, including measurement of numerous points within a wide range of 
treatment fields as well as outside of the treatment field. The energy correction factor 
determined in this work should be applied multiplicatively to thermoluminescent signal to 
account for varying detector responses with different photon spectra. In general, it is 
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acceptable to ignore variations in the photon spectrum within the treatment field because there 
is a negligible impact on the measured dose. However, outside the treatment field, the spectra 
are much softer, and a correction factor is generally appropriate. The value of this factor has 
been shown to range from 0.88 to 0.99 depending on the specific irradiation conditions. 
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Chapter 4: Characterization of energy response of Al2O3:C optically stimulated luminescent 
dosemeters (OSLD) using cavity theory 
 
Chapter 4 was accepted for publication in the journal of Radiation Protection Dosimetry in May 
2012. [doi: 10.1093/rpd/ncs086]  Written permission has been obtained from the journal for use of 
these materials in this dissertation.  
 
4.1 Introduction 
Optically stimulated luminescent dosemeters (OSLDs) have historically been used as 
personal dosemeters; however, these dosemeters have recently gained popularity in medical 
applications for monitoring and tracking patient dose.  OSLDs are well suited to dose 
measurements in medical settings owing to their small size, high sensitivity, and ease of 
readability 57-61.   
A common material for OSLDs is carbon-doped aluminum oxide (Al2O3:C).  This crystal 
possesses inherent properties of both thermoluminescence and optically stimulated 
luminescence – that is, both heat and light can be used to release electrons “trapped” in energy 
states between the conduction band and valence band 61. However, the use of optical 
stimulation allows the dosemeters to be read at room temperature without the practical and 
technical difficulties associated with heating 61.  Also, dose information in Al2O3:C is not lost 
after the initial read; OSLDs can be read multiple times with minimal signal loss. These 
advantages, as well as the relatively low cost of OSLDs make this type of dosemeter an 
attractive option for many applications.  
To achieve accurate dosimetry, an energy correction specific to the irradiation energy is 
generally necessary. The energy correction factor depends on the irradiation photon energy 
spectrum and is derived from the relative response of the dosemeter to a standard photon 
source. This correction is often assumed to be constant for the nominal irradiation energy, 
despite evidence that this may introduce additional uncertainties 62. While the correction factor 
can be directly measured or calculated with Monte Carlo simulations, these approaches can be 
challenging and time consuming. In principle, correction factors can also be calculated with 
cavity theory, which has been used in the literature to determine the energy dependence of 
other solid state detectors 62-67. Burlin cavity theory is most appropriate for “medium-sized” 
cavities, where the total dose is due to contributions from both photon and electron 
interactions inside the cavity 7; 64. Cavities of varying physical size can thereby be well 
approximated using this theory. This calculation-based approach may provide a useful 
alternative method for determining energy correction factors without requiring detailed 
measurements or simulations. 
Recent studies in the literature have evaluated the energy dependence of Al2O3:C for 
discrete photon energies and beams 58; 60; 68-70. Also, the response of Al2O3:C as a 
thermoluminescent dosemeter has been evaluated for a range of photon energies 71; 72. To our 
knowledge, the response of Al2O3:C as a continuous function of photon energy has not 
previously been described using cavity theory.  The objective of this work, therefore, was to 
establish an expression for the energy response of Al2O3:C OSLD using Burlin cavity theory, 
which could be applied to any arbitrary photon spectrum.  The energy response determined via 
cavity theory was evaluated through a comparison to measured values for a range of 
irradiation conditions using a typical medical radiotherapy photon beam.  Furthermore, we 
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completed a comparison to measured values reported in the literature for a range of common 
polyenergetic beams.  
 
4.2 Materials and Methods 
The OSLDs evaluated in this study are Landauer nanoDots (Landauer, Inc., Glenwood, 
IL), which are thin discs of diameter 4 mm and thickness 0.3 mm.  The sensitive material is 
housed in a light-tight and tissue-equivalent plastic casing. The thickness of the casing is small 
(<1 mm) on both sides of the disc and was not considered in the energy response calculations 
because the composition is very close to that of the surrounding medium (water). These dots 
are commercially available and are currently the standard dosemeter for the remote dosimetry 
program of the Radiological Physics Center (RPC, MD Anderson Cancer Center, Houston, 
TX). The dosemeters were read using an InLight Microstar OSL reader (Landauer, Inc., 
Glenwood, IL) which was operated in continuous wave mode for a 7 second read time. 
 
Calculation of dose to OSLDs using Burlin cavity theory 
The OSLDs represent a cavity placed in a medium (water) as a means of measurement of 
absorbed dose. Thus, cavity theory can be used to theoretically determine the energy 
dependence of the dosemeter, given the energy spectra of the photon beam incident on the 
OSLD. Cavity theory depends on the geometry of the cavity, particularly the mean path length 
through the cavity. The nanoDots used in this study are not spherical (as most readily 
described by cavity theory) but are instead a thin disk.  Therefore, the cavity volume was 
approximated in three different ways to determine the dependence of the cavity theory on the 
consideration of the size and geometry of the detector. The first approach (Model 1) estimated 
the OSLD disc as a sphere with a diameter equal to the thickness of the disc (0.3 mm); the 
second approach (Model 2) estimated a sphere with a volume equivalent to that of the disc; the 
third approach (Model 3) estimated a sphere with a radius equal to the radius of the disc (2 
mm).  The radius, volume, and mean chord length of each model of approximation are 
provided in Table 4.1.  
Table 4.1: Dimensions of the three models for approximating OSLD cavity size and geometry 
 Model 1 Model 2 Model 3 
Sphere Radius 0.015 cm 0.097 cm 0.2 cm 
Sphere Volume 1.41 x 10-5 cm3 0.0038 cm3 0.034 cm3 
Mean Chord Length 0.02 cm 0.13 cm 0.27 cm 
 
Burlin cavity theory consists of two components to account for both the dose that arises 
from secondary electrons crossing the cavity, as well as dose from secondary electrons that are 
created inside of the cavity. Although many modifications of Burlin theory have been 
proposed, Miljanic and Ranogajec-Komor found that the most general expression of Burlin 
cavity theory gives good agreement with experimental results 64; therefore, the general Burlin 
cavity theory (shown in Equation 4.1) 7; 64 was used to calculate the dose to the OSLD:  
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In this expression, Dmed is the dose to the medium (water), Dcav is the dose to the cavity 
(OSLD), and the ratio of these two parameters describes the response of the OSLD relative to 
water. Also in Equation 4.1, ( S /ρ) and (µen/ρ) denote the ratios of the average mass stopping 
power and mass energy absorption coefficient (for the cavity and medium, respectively). The 
average mass stopping power included in this expression is the average stopping power for the 
spectrum of electrons generated from a monoenergetic photon. For Al2O3:C, the mass stopping 
power values were determined based on the weight fraction of the mass stopping powers of 
aluminum and oxygen.  The fraction of carbon was not included in the stopping power 
determination on account of previous work by Mobit et al, which showed that the energy 
response of pure Al2O3 was not different from that of 1% carbon-doped Al2O3 73. Stopping 
power data was taken from Johns and Cunningham for each material 50, and the mass energy 
absorption coefficient and range data was collected from data tables maintained by the 
National Institute of Standards and Technology (NIST) 74; 75.   
The parameter d in Equation 4.1 describes the average value of the relationship of electron 
fluence generated in the cavity wall to the initial equilibrium electron fluence, and its value 
depends on the size of the cavity as well as the energy of the incident photon spectra.  The 
extreme values of 1 and 0 provide the traditional formalisms for small or large cavity theory 7. 
The parameter d was determined as a function of the incident photon energy for each 
dosemeter model (Table 4.1) using the expression below. 
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The parameter L is equal to the mean chord length, taken as four times the cavity volume 
divided by its surface area (Table 4.1). The parameter β, which describes the buildup and 
build-down of the electron fluence as a function of distance into the cavity, was determined 
using Equation 4.3, where tmax is the maximum depth of electron penetration, approximated 
using the continuous slowing down approximation range for the maximum electron energy in 
each discrete energy bin 7. A value of 0.04 was recommended by Janssens et al based on his 
model 76 because it was found to be most consistent with experimental data at energies similar 
to those in the current study. 
040max .e βt =−
     (4.3) 
The dose to the OSLD (Dcav) can therefore be calculated as shown in Equation. 4.4.   
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Determination of the energy response 
At lower energies, Al2O3:C  will experience a greater number of photoelectric interactions 
than tissue, as described by differences in the mass-energy absorption coefficients of the two 
materials. There are also differences in stopping power that will impact the relative energy 
response of OSLD under conditions where secondary electron equilibrium does not exist.  
41 
The response of the OSLD (versus water) as a function of photon energy was determined 
as shown in Equation 4.5 for a comprehensive range of photon energies.  Each of the 
components in Equation 4.5 is a function of photon energy, and the energy response depends 
only on d and tabulated data.  
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Furthermore, the dependence of the energy response on the full photon energy spectrum 
was investigated. The response was determined for three arbitrary photon energy spectra using 
the complete spectral information, as well as using only the mean photon energy. The three 
investigated spectra include one that is relatively soft (low energy), one medium, and one 
relatively hard (higher energy). These three spectra were previously determined from 
simulations of spectra occurring in and around the primary photon beam from a Varian 
medical linear accelerator 42; 43; 62. For each of the three spectra, the absorbed dose to water 
was estimated as collision kerma in the medium (water) using the complete spectrum as 
shown in Equation 4.6. 
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The water collision kerma is a good approximation for the quantity absorbed dose to water 
(Equation 4.6) when secondary electron equilibrium is present, as is the case for the specific 
condition used here: a water cavity contained in a water medium beyond the buildup region at 
the water surface.   
 
In practice, it is necessary to identify the difference in dosemeter response for different 
photon spectra such that appropriate corrections can be made.  Generally, standard dosimeters 
are irradiated using some reference energy (often 60Co), but experimental measurements are 
made using some other photon energy.  The difference in response between the experimental 
energy and the reference energy is defined here as the relative response (RR) (Equation 4.7). 
The dosimeter response could then be corrected by multiplying the measured dose by the 
inverse of the RR. 
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4.3 Results 
Use of cavity theory to determine energy response 
The response of aluminum oxide OSLDs was calculated using Burlin cavity theory for 
three cavity models (Table 4.1) that differed by the parameter d (Equation 4.2). Figure 4.1 
shows the variation in d as a function of photon energy for the three models considered. 
Values of d close to unity imply a small cavity with dose deposition dominated by electrons 
crossing the cavity, while values close to 0 imply a large cavity where the dose is dominated 
by electrons generated from photon interactions within the cavity. The larger cavity model of 
the OSLD (Model 3) is associated with much smaller values of d, indicating a greater 
dominance of photon interactions to the dose. However, regardless of model, at low photon 
energies the deposited dose was dominated by electrons produced in the cavity (i.e., photon 
interactions) and dose therefore depends on the mass energy absorption coefficient.  
 
Figure 4.1: Variation of d as a function of photon energy for three approximations of the OSLD cavity size. 
 
The energy response of OSLD was calculated as a function of photon energy for each of 
the OSLD cavity models. Despite the large difference in d as a function of the cavity size, 
there was little variation in the energy response. The response of Al2O3:C in terms of the ratio 
of absorbed dose to the dosemeter versus absorbed dose to water as a function of photon 
energy is shown in Figure 4.2 for each of the three size models. At most, the three different 
models resulted in a difference in energy response of 12%, occurring for monoenergetic 
photon energies near 100 keV.  
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Figure 4.2: Relationship between dose to cavity and dose to medium calculated using Burlin cavity theory 
for several different sized cavities. 
 
While the energy dependence of OSLD is close to unity for energies above 100 keV, the 
OSLD overresponds dramatically relative to water at energies below this. The response 
reaches a maximum in excess of a factor of 3.5 at energies around 20 keV.  Model 2 (solid 
line) approximates the OSLD disc as a sphere of equivalent volume and was used for all 
remaining calculations. 
 
Dependence of energy response on photon spectra 
The relative response (RR) was determined for three photon spectra taken from Scarboro 
et al (2011). These three spectra have very similar mean photon energies but vary in the 
distribution of photon energies (Figure 4.3).  
 
Figure 4.3: Three unique photon energy spectra with similar mean energies. 
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The impact of the photon spectra on the OSLD response was evaluated by comparing the 
relative response determined using the full photon spectra (Figure 4.3) versus that determined 
using only the mean photon energy. The mean photon energy was calculated using photon 
fluence. The relative response (Table 4.2) was the ratio of the absorbed dose to the OSLD 
material versus the absorbed dose to water of the arbitrary spectrum relative to a pure 60Co 
photon source (E = 1.25 MeV). When the relative response was calculated using the mean 
energy of the spectra, almost identical responses were found that were very close to unity. In 
contrast, when the spectra were considered, the relative response varied, and was up to 10% 
different than the relative response predicted with mean energy alone.  Spectral information is 
more important for beams with a large component of photons with energies below 100 keV, 
such as those found in diagnostic imaging photon beams. However, this analysis indicates that 
full spectral consideration may be necessary to achieve accurate dosimetry OSLD, even at 
relatively high energies. 
 
Table 4.2: Relative response (RR) (using a 60Co source (E = 1.25 MeV) as the standard energy) for three 
unique spectra calculated using both mean photon energy and full spectral information. 
 Soft Spectrum Medium Spectrum Hard Spectrum 
Mean Photon Energy (MeV) 0.54 0.56 0.66 
RR(Al2O3:C to water) 
(using complete spectra) 1.12 1.06 1.06 
RR(Al2O3:C to water) 
 (using mean energy) 1.02 1.01 1.01 
 
Comparison of calculated and measured energy response 
Because of the theoretical basis of the energy response calculated in this work, it is 
appropriate to compare the results calculated using cavity theory with measured energy 
response factors. The calculated energy response was compared to the measured energy 
response for a subset of irradiation conditions in water from a typical medical radiotherapy 
photon beam. Radiation field size, depth in water, and distance from central axis were varied 
to create five unique irradiation conditions, and the photon spectra at these locations were 
previously simulated using a benchmarked Monte Carlo model of a Varian 6MV linear 
accelerator 62. The five spectra are shown in Figure 4.4, and are identified by radiation field 
size and mean photon energy. The mean energy ranged between 1.46 MeV and 0.19 MeV. 
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Figure 4.4: Monte Carlo simulated photon spectra for five measurement positions using a Varian 6MV 
photon beam. 
 
We determined the energy response using Burlin cavity theory for each of these spectra, 
and then measured the energy response under identical conditions. All measurements were 
performed using a Varian Clinac 21EX accelerator (Varian Medical Systems, Palo Alto, CA) 
with a 6MV photon beam, calibrated using standard industry protocols 77. The measured 
relative response is defined as the ratio of the dosemeter signal per delivered dose of the 
experimental condition to the standard condition (signal per delivered dose using a 60Co 
beamline), as defined in Equation 4.8. 
 
Co
MV
measured
Dose
Signal
Dose
Signal
RR
60
6










=      (4.8) 
 
The calculated and measured relative response differed by less than 1.7% (root mean 
square error) for the range of energies examined (Table 4.3).  
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Table 4.3: Comparison of energy response relative to 60Co (E=1.25MeV) for selected measurement positions 
in a 6MV therapy beam.  Measured values were measured using a Varian 21EX accelerator, calculated 
values were determined using spectra generated using a benchmarked Monte Carlo model of a Varian 6MV 
accelerator.  
 
 
Comparison to energy response reported in literature 
The results calculated using cavity theory were also compared with measured energy 
response factors that appear in recent literature. The energy response has been evaluated for a 
range of specific photon beams, in particular kilovoltage beams including mammography, 
computed tomography (CT), and general radiography 6; 68-70; 73. Because of the need for 
spectral data to complete the analysis, our investigation focused on a comparison to measured 
energy response for kilovoltage beams by Reft 69. Spectra were generated using the SpekCalc 
program 37 to match the beam quality (using peak photon energy and first half-value layer) of 
the corresponding spectra used by Reft. Calculated energy responses were made with cavity 
theory using these spectra and values were compared to those reported by Reft (Table 4.4). 
The results showed good agreement, with average absolute differences within 6%.   
 
Table 4.4: Comparison of calculated energy response relative to 60Co (E=1.25MeV) determined using cavity 
theory for OSLD to measured values reported in the literature for photon beams of varying energies.   
 
 
 
Field Size  
(cm x cm) 
Depth in 
water (cm) 
Distance off 
central axis 
(cm) 
Mean 
Photon 
Energy 
(MeV) 
Calculated 
Response 
Measured 
Response 
Difference 
(%) 
10 x 10 20 0 1.46 1.020 1.028 0.8 
20 x 20 5 5 1.15 1.025 1.024 0.0 
5 x 5 5 20 0.66 1.100 1.095 -0.4 
10 x 10 20 15 0.31 1.196 1.171 -2.1 
20 x 20 20 30 0.19 1.408 1.381 -2.0 
Beam Specifier 
Mean 
Photon 
Energya 
(keV) 
Half-Value 
Layera 
Calculated 
response 
Literature 
Reported 
Responseb 
Percent 
Difference 
125 kVp 53.3 3.4 mm Al 3.27 3.40 -3.7% 
150 kVp 67.2 0.42 mm Cu 2.59 2.92 -11.2% 
200 kVp 81.3 0.82 mm Cu 2.10 2.11 -0.6% 
250 kVp 109 1.92 mm Cu 1.52 1.64 -7.3% 
aSpekCalc, 37; bReft (2009) 
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4.4 Discussion 
The response of Al2O3:C OSLDs is dependent on radiation energy and is dominated by 
differences in photon interactions, most notably photoelectric interactions, between the 
dosemeter and the medium.  Burlin cavity theory was used to theoretically determine the 
response of Al2O3 as a function of photon energy. At low energies (E < 100 keV), the 
dosemeter can overrespond by a factor of 3.5 or more relative to 60Co.  This would mean that 
unless accounted for, the dosemeter reading would report a dose 3.5 times higher than the 
actual dose to water at that location. For higher photon energies (E > 1 MeV), the dosemeter 
has a response close to that of water. This is consistent with findings in the literature that 
report a difference in the energy response between 6 MV photon beams and 60Co of 1% to 
4.5% 69; 73, and less than 2% between 6 and 18 MV photons 58; 69; 73. However, measurement 
using OSLD in photon beams that include a considerable low-energy component will be 
affected by this exaggerated response and may need to be corrected. 
 
The energy response was calculated for a sample of polyenergetic beams and compared to 
measured values (Table 4.3) as well as values reported in the literature (Table 4.4). For the 
Monte Carlo simulated spectra examined, our Burlin-cavity calculated energy responses 
showed good agreement with measured energy responses (1.7% root mean square error).  A 
comparison with energy response values reported in the literature 69 had more varied 
agreement.  The difference between the cavity theory response and measured energy response 
in the literature varied from less than 1% to 11%, with an average difference of 5.7%. While 
spectra were matched using half-value layer, mean energy, and filtration, there likely remain 
differences between the spectra used to complete the measurements and those generated using 
SpekCalc.  The reduced agreement for the literature comparison is attributed to inherent 
differences between the SpekCalc and actual spectra. This difference also suggests that when 
relative response is calculated with Burlin cavity theory, as conducted here, a major source of 
uncertainty is the detailed knowledge of the underlying spectrum.  If the spectrum is very 
well-known, better than 2% agreement is achievable (Table 4.3). However, uncertainty in the 
spectrum can readily reduce the agreement to ~10% (Table 4.4). 
 
The calculated energy response based on mean spectral energy differs from the calculated 
energy response determined using an integration over the entire spectrum, which becomes 
important for polyenergetic beams.  For example, for the three photon spectra of Figure 4.3, 
the relative energy response was 1.01–1.02 when based on mean energy, but was 1.06–1.12 
when the entire spectrum was considered. This difference arises because using the mean 
photon energy may cause the overresponse of the low-energy component of the spectrum to be 
underestimated.  For the spectra presented here, if the dose was corrected using a factor 
determined using only mean energy, the reported measured dose could be in error by up to 
10%.    
 
To further illustrate the importance of considering the complete photon energy spectrum, 
we have plotted the reported energy response for various photon beams against our Burlin 
cavity determined energy response (Figure 4.5).  Although the line shows general agreement 
with the points, there are differences of up to 50%. These large differences are the result of the 
points being plotted at their mean energy and thereby underaccounting for the overresponse at 
low energy. When the full spectrum is considered, the cavity theory accurately predicts such 
relative responses (as shown in Table 4.3). 
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Figure 4.5: Aluminum oxide energy response, when compared based on mean energy and not the complete 
spectrum, shows substantial errors (up to 50%) in the estimated relative response. 
 
The uncertainty in the cavity theory calculated response includes the uncertainty in the 
photon energy spectra (dominated by the systematic uncertainty in acquiring accurate spectral 
information for kV spectra), statistical uncertainty from Monte Carlo simulations, and the 
uncertainty in the tabulated data for the mass energy absorption coefficients and stopping 
powers.  Spectral information below 10keV was not considered on account of the increased 
uncertainty in tabulated stopping power data at low energies.  The estimated uncertainty in the 
stopping power is typically on the order of 2-3% for low-Z materials down to 10keV, but on 
the order of 10% for 1keV 75.The comparison with measured energy response supports the 
accuracy of our application of cavity theory to Al2O3:C dosemeters for a variety of photon 
spectra found in a medical setting, including modalities appearing in radiation therapy and 
diagnostic imaging. Cavity theory calculations are a viable alternative or supplement to 
measurements or Monte Carlo simulations, however, this analysis has highlighted the 
importance of accurate spectral information. 
 
OSLDs are often used instead of TLDs due to several substantial advantages. However, 
because the mass-energy absorption coefficients of Al2O3 are greater than that of LiF 74, it 
would be expected that OSLDs would have a disadvantage in the form of a larger energy 
response. That is, the discrepancy between the dosemeter and water would be magnified for 
Al2O3 compared with LiF.  In Figure 4.6, the relative response of LiF TLDs is shown 62 with 
the relative response of Al2O3 OSLDs, both calculated using Burlin cavity theory.   
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Figure 4.6: Energy response of two common dosemeters: LiF TLD and Al2O3:C OSLD, calculated using 
Burlin cavity theory. 
 
For low photon energies, LiF may overrespond by about 50% relative to water; for these 
same energies, Al2O3 may overrespond by a factor of 3.5 or more. For higher energies, the 
response of the dosemeter relative to water is very similar (within a few percent); however, the 
low-energy scatter component of a photon beam with a high mean energy could nevertheless 
substantially impact the response of Al2O3. 
 
The sensitivity of Burlin cavity-predicted energy response values were only minimally 
affected by the size of the cavity – the different models had very different values for the 
parameter d, but the energy response for a monoenergetic photon beam varied by less than 
12%. The reason for this was because d decreases with decreasing energy, and is less than 0.2 
for photon energies less than 100 keV for each of the three models, which is the energy where 
the divergence of the mean collisional stopping power and mass energy absorption 
coefficients begins to occur (Figure 7). At higher energies, the models are different (different 
values of d), but the ratios of coefficients are the same, so no differences manifest in the 
energy response. At low energies, the relative coefficients are different, but the models all 
approach d=0, so again, no differences manifest in the energy response.  
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Figure 4.7: The ratio (Al2O3:water) of mean electron collisional stopping power and mass energy absorption 
coefficient as a function of photon energy. 
While Burlin cavity theory offers sufficient estimation of the energy response, there are 
several limitations to this approach. Our calculations considered only the dosemeter material, 
and did not include an approximation of the plastic cassette surrounding the dosemeter and the 
associated dosimetric coefficients. This cassette is very small (<1 mm thickness) and is a 
tissue-equivalent plastic. Because simulations were performed in water and full scatter 
conditions, the presence of a water-equivalent cassette will not alter the dosemeter response.  
The calculation of energy response using cavity theory also does not consider any angular 
dependence, which has been shown to have an increasing effect as energy decreases 6; 78.   
 
4.5 Conclusions 
Al2O3:C is a common material for use in OSLD, and the use of these dosemeters is 
becoming increasingly prevalent in medical environments.  This material has a known energy 
dependence, and in this work we determined the energy dependence using general Burlin 
cavity theory. The approach described here is suitable for determining the energy response of 
OSLD to any arbitrary spectra without the need for measurement or Monte Carlo calculations, 
which has not been previously offered in the literature. This approach was found, through a 
comparison to the responses reported in the literature, to be accurate within 2% on average 
when reliable spectral data is available. The results of this work have therefore indicated that 
cavity theory can be used to predict the energy response of OSLD with comparable accuracy 
to high precision measurements or Monte Carlo simulations.  
 
For low-energy photons (E < 100 keV), OSLDs have a substantial overresponse – as much 
as a factor of 3.5 for some energies. If not accounted for, this overresponse could introduce 
substantial inaccuracies into dose measurement using OSLDs. If calculated with cavity theory, 
it is necessary to determine such a correction factor using the entire photon energy spectrum 
rather than the mean photon energy.  
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Chapter 5: Energy response of optically stimulated luminescent dosimeters for non-
reference measurement locations in a 6MV photon beam 
 
Chapter 3 was published in the journal of Physics, Medicine, and Biology in April 2012 [Phys. 
Med. Biol. 57 (2012) 2505-2515]. Written permission has been obtained from the journal for use of 
these materials in this dissertation.  
 
5.1 Introduction 
Measurement of radiation dose is important for machine calibration, quality assurance, 
and patient-specific measurements. Optically stimulated luminescent dosimeters (OSLDs) 
have become increasingly popular in clinical settings as they are suitable for both machine 
output verification and patient-specific or in vivo measurements. Moreover, they have a 
number of potential advantages over other dosimeters. For example, they are sensitive to a 
wide dose range (10 µGy to 100 Gy), they can be read multiple times with minimal signal 
loss, and they are small, robust, and reusable 58; 59; 61; 79. Correspondingly, OSLD nanoDots 
(Landauer, Inc., Glenwood, IL) have replaced TLD in the remote output verification service of 
the Radiological Physics Center (RPC) 10; 80. 
Carbon-doped aluminum oxide (Al2O3:C) is the most commonly used OSLD material in 
the medical environment. The underlying process by which energy is deposited and trapped in 
the crystal structure of Al2O3:C is similar to that of thermoluminescent materials; the 
difference is that, after excitation, the crystal is stimulated using visible light as opposed to 
heat 61.
 
The response of Al2O3:C is complex in that it is dependent on several factors including 
dose delivered, total accumulated dose, time since irradiation, and photon energy 58; 69; 78; 79; 81; 
82
. The focus of this work is the energy response of OSLD. An energy correction factor is 
necessary to account for the change in OSLD response due to differences in the photon and 
electron interactions between the Al2O3:C dosimeter material and the medium (for this work, 
water) in cases where the energy spectrum is different during measurement than it is during 
calibration of the OSLD. The variation in this factor is dominated by differences in 
photoelectric interactions and thus has a strong dependence on the effective atomic number of 
the material. Aluminum oxide has an effective atomic number of 11.28 59, which is greater 
than that of both water (~7.22) and LiF TLD (~8.3), indicating that the energy dependence 
will be greater than that for LiF TLDs.  
Although the energy correction factor is typically determined empirically, it can also be 
estimated using cavity theory. Burlin cavity theory is particularly well suited for OSLDs, 
where the dose to the cavity is due to both electrons crossing the cavity and secondary 
electrons created within the cavity 2; 7; 64. 
For cases where dosimeter calibration is performed at some reference energy (e.g., 60Co), 
a standard energy correction factor (kE) has been defined to convert the response of OSLD 
from a reference beam (e.g., 60Co) to a different energy (e.g., 6 MV) 41. For experimental 
measurements that take place at the same nominal photon energy as calibration (i.e., 
determined on the central axis at a depth of the maximum dose for a 10 × 10 cm2 field), 
variations in the photon and electron spectra are generally ignored, and no energy correction 
factor is used. However, studies have shown that the energy spectrum does change as one 
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departs from the central axis, with different field sizes and depths, inside or outside the 
treatment field, and in the presence of tissue heterogeneity or field modulation 27-29; 62; 83. These 
variations in the energy spectra will impact the response of energy-dependent dosimeters, and 
could thereby result in an incorrect measure of dose unless the energy dependence is correctly 
taken into account. For example, while the mean energy of a 6 MV photon beam has been 
found to be 1.5 MeV at dmax under reference conditions, outside the treatment field the mean 
energy can be as low as 0.22 MeV. This difference corresponded to more than a 10% 
difference in dosimeter response for LiF TLD (Scarboro et al, 2011). Even greater effects 
would be expected for OSLDs given the larger magnitude of the difference in effective atomic 
number. 
The energy dependence of OSLDs has been reported for many energies and beams 58; 60; 68-
70
, and has been shown to be large (up to a factor of 4) for low energies 68; 69. However, studies 
to date have only examined the energy corrections between different nominal beam energies, 
generally only on central axis and under reference conditions. To our knowledge, no study has 
evaluated the difference in energy response introduced by variations in the spectrum at non-
reference conditions (i.e., measurements not conducted at dmax). The objective of this study 
was to quantify the impact of variations in a 6MV photon beam on the response of OSLDs by 
determining the energy correction factors for a range of clinically relevant spectra associated 
with a nominal 6MV photon beam.  
 
5.2 Materials and Methods 
The OSLDs used in this study were Landauer nanoDots (Landauer, Inc., Glenwood, IL), 
each consisting of a thin Al2O3:C crystal disc with a 4 mm diameter and 0.3 mm thickness 
encased in a plastic cassette. The plastic cassette is light tight and has a small thickness 
(<1mm) and was not considered in the calculated energy response. The total dosimeter has 
dimension 10 x 10 x 2 mm3. 
 
Calculation of the non-reference energy correction factor 
A theoretical energy correction factor can be calculated from the relative response of OSLDs 
to water, RAl2O3C:water, (Equation 5.1) using Burlin cavity theory. This response accounts for 
differences in the photon and electron interaction coefficients between the dosimeter 
(Al2O3:C) and the surrounding medium (water).  
 
   (5.1) 
In Equation 5.1, the quantities ( /ρ) and (µen/ρ) indicate the ratios of the average 
collisional stopping powers 50 and mass energy absorption coefficients 74 for the cavity and 
medium respectively. For Al2O3:C, the stopping power values were determined on the basis of 
the weight fraction of the stopping powers of aluminum and oxygen. The parameter d in 
Equation 5.1 is a function of both the size of the cavity and the incident photon spectra (shown 
in Figure 5.1), and it describes the electron fluence generated in the cavity wall relative to the 
initial equilibrium electron fluence. Values of d were determined as a function of photon 
energy and assuming the Al2O3:C disc was a sphere of the same volume (0.0038 cm3). 
S
Figure 5.1:
 
Based on Equation
positions on OSLD dose measurements 
correction factor: kNR. Equation 
function of photon fluence, such that the factor can be determined for an energy
photon spectrum. 
 
In Equation 5.2, φ
kerma. A dose measured at an arbitrary position away from the standard reference position 
should be multiplied by the non
in response due to variations in the photon and electron energy spectra.
We determined kNR 
within the treatment field (to a depth of 25 cm in water) and outside the trea
50 cm from central axis).  Each of the selected positions was associated with a unique photon 
energy spectrum previously determined using a benchmarked Monte Carlo model of a Varian 
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6 MV linear accelerator 42-44; 62. Spectra were generated for symmetric open fields (5 × 5 cm2, 
10 × 10 cm2, and 20 × 20 cm2) open fields in the presence of heterogeneities (bone and lung), 
and for a modulated beam. To estimate the spectral variations caused by bone or lung tissue, 
9cm of the heterogeneous material was added above the position of interest (SSD remained 
unchanged). The modulated beam simulations were conducted by partitioning a 10 × 10 cm2 
field into five separate but uniform beamlets (2 cm × 10 cm). Additional information on the 
simulation details can be found in a previous publication 62. 
 
The uncertainty in the calculated kNR values was dominated by statistical uncertainty in the 
Monte Carlo calculated photon spectra and was approximately 2%. 
 
Measurement of the non-reference energy correction factor 
The energy response and corresponding non-reference energy correction factors were 
determined using a second approach: direct measurement using an ion chamber and OSLD. 
All measurements were performed using a Varian Clinac 21EX accelerator (Varian Medical 
Systems, Palo Alto, CA) with a 6 MV photon beam, calibrated using the TG-51 protocol 77. 
The measurements were performed in a 48 x 48 x 41 cm3 water phantom (Blue Phantom, 
Scanditronix Wellhofer, Uppsala, Sweden) at 100 cm SSD.  Fifteen measurement locations 
(corresponding to positions simulated using the Monte Carlo model) were selected that 
included in-field and out-of-field locations for 10 × 10 cm2, 5 × 5 cm2, and 20 × 20 cm2 open 
fields as well as an intensity modulated radiation therapy (IMRT) field. The IMRT field was 
created to duplicate the simulated field – 5 uniform beamlets of 2 cm × 10 cm. The depth in 
the water phantom was also varied; doses were measured at depths of 1.6, 5, and 20 cm and at 
varying distances from central axis.  At each location in the water phantom, dose was 
measured using both OSLDs and a PTW model TN30013 Farmer-type 0.6cm3 ionization 
chamber (PTW Associates, Freiburg, Germany).  
The dose at each measurement point location was determined using the AAPM TG-21 
protocol 48 to allow a more detailed calculation of dose than TG-51.  The correction factors 
used for each individual measurement location were based on the photon spectrum occurring 
at that location (as calculated by Monte Carlo simulations), such that the energy response 
inherent to the ion chamber was accounted for in the determination of the dose. The details of 
these factors have been discussed previously 62. The dose to water was determined using the 
following expression (Equation 3). 
 
   (5.3) 
 
Using a custom built solid water holder (Figure 5.2), nanoDots were irradiated at the same 
locations and under the same conditions as the ion chamber measurements. All measurements 
were made with the nanoDot disc perpendicular to the primary beam axis. Two OSLD were 
irradiated at each measurement location, and each dosimeter was read three times for a total of 
six readings at each location. The dosimeters were read using an InLight Microstar OSL 
reader (Landauer, Inc., Glenwood, IL) which was operated in continuous wave mode for a 7 
second read time. All OSLD were calibrated and read by the RPC using their standard 
protocol, and the signal was converted to dose according to Equation 5.4, where the average 
signal ( corrM ) from three readings of the dosimeter (each individually corrected for 
depletion), is further corrected by the dosimeter’s individual sensitivity (ks,i), system 
sensitivity (CD,w), fading (kF), linearity (kL), and reference energy (kE), corrections. 
 
wallreplion
med
gas
gaspolelecTPrawmed PPP
L
NPPPMD 





=
ρ
55 
ELFiswDcorrw kkkkCMD ×××××= ,,
   (5.4) 
 
 
Figure 5.2 Custom OSLD holder built to simulate the PTW Farmer chamber dimensions.  The holder is 
constructed of solid water and holds two OSLD nanoDots. Shown disassembled (above) and assembled 
(below). 
 
Using the fully corrected ion chamber-determined dose and OSLD-determined dose, the 
measured non-reference energy correction factor (kNR) was determined using Equation 5.5. kNR, 
values were normalized to unity at the reference position (100 cm SSD, 10 × 10 cm2, dmax, 
central axis). 
OSLD
IonChamber
NR D
Dk =
  
   (5.5) 
 
The estimated uncertainty of the kNR determination measurements is approximately 2.0% 
for in-field locations and 2.6% for out-of-field locations. These uncertainties arise from a 
1.7% uncertainty in the OSLD dose reading and OSLD correction factors used by the RPC, 
and 1-2% uncertainty in the ion chamber readings and TG-21 parameters (depending on 
measurement location). 
 
5.3 Results 
Energy correction factors determined using Burlin Cavity Theory 
The values of the theoretical calculated energy correction factor for OSLD using Burlin 
cavity theory ranged from 0.69 to 1.00 and are shown in Figure 5.3 as a function of the mean 
spectral energy (as defined by the Monte Carlo simulations) at the dosimeter location. 
 
Figure 5.3 Non-reference energy correction factor (
mean spectral energy. The error bars represent the one
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Table 5.1. Calculated energy response factor (kNR) values for spectral variations (determined via Monte 
Carlo simulations) occurring at selected in-field locations for a 6-MV photon beam. 
Field size 
(cm × cm) Heterogeneity 
Depth 
(cm) 
Distance 
off-axis 
(cm) 
Mean Photon 
Energy 
(MeV) 
 
kNR 
10 × 10 -- 1.6 0 1.49 1.00 
10 × 10 -- 20 0 1.46 0.99 
10 × 10 Bone 20 0 1.49 0.99 
10 × 10 Lung 20 0 1.39 0.99 
10 × 10 -- 20 5 1.44 0.99 
10 × 10 Bone 20 5 1.48 0.99 
10 × 10 Lung 20 5 1.39 0.99 
5 × 5 -- 20 0 1.85 1.00 
20 × 20 -- 1.6 0 1.29 0.99 
20 × 20 -- 20 0 1.03 0.97 
20 × 20 -- 5 5 1.15 0.99 
20 × 20 -- 20 5 1.04 0.97 
IMRT Field -- 1.6 0 1.68 1.00 
IMRT Field -- 5 0 1.54 1.00 
IMRT Field -- 10 0 1.52 1.00 
IMRT Field -- 20 0 1.59 0.99 
IMRT Field -- 20 5 1.61 0.99 
 
The calculated energy response showed considerably more variation for out-of-field 
locations (Table 5.2), where the spectra contained more low-energy photons. For these out-of-
field positions, kNR values ranged from 0.69 to 0.95 (ie., the OSLD over-responded by 5 to 
31%). Although the correction factor generally increases with decreasing mean spectral 
energy, there is some dependence on the specifics of the unique spectra. For example, two 
different spectra for a 5 × 5 cm2 field had the same mean photon energy (0.66 MeV), but 
required different energy correction factors (0.92 vs. 0.95). These differences arise because of 
the strongly non-linear relationship between energy and the extent of OSLD over-response, 
especially for low-energy photons. Spectra that have a large low-energy component will have 
a larger correction factor. 
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Table 5.2. Calculated energy response factor (kNR) values for spectral variations (determined via Monte 
Carlo simulations) occurring at selected out-of-field locations for a 6-MV photon beam. 
Field size 
(cm × cm) Heterogeneity 
Depth 
(cm) 
Distance 
off-axis 
(cm) 
Mean Photon 
Energy 
(MeV) 
kNR 
10 × 10 -- 1.6 20 0.46 0.89 
10 × 10 -- 5 15 0.31 0.84 
10 × 10 -- 20 15 0.31 0.85 
10 × 10 -- 20 20 0.28 0.81 
10 × 10 Bone 20 20 0.29 0.82 
10 × 10 Lung 20 20 0.30 0.83 
10 × 10 -- 20 40 0.24 0.77 
5 × 5 -- 1.6 20 0.84 0.95 
5 × 5 -- 5 20 0.66 0.92 
5 × 5 -- 20 15 0.40 0.87 
20 × 20 -- 20 20 0.23 0.79 
20 × 20 -- 20 30 0.19 0.72 
20 × 20 -- 20 50 0.17 0.69 
IMRT Field -- 1.6 20 0.58 0.92 
IMRT Field -- 5 15 0.34 0.86 
IMRT Field -- 20 15 0.32 0.85 
IMRT Field -- 20 40 0.26 0.78 
 
For both in-field and out-of-field locations, the presence of heterogeneities did not 
substantially perturb the photon energy spectra, and thus did not impact the value of kNR. 
Despite differences in the mean photon energy as a result the addition of heterogeneous 
materials, the overall spectra remained fairly consistent (see Figure 7 in Chapter 3).  By 
calculating kNR for spectra perturbed by large amounts of bone or lung tissue (9cm), the values 
provided are conservative – normal amounts of heterogeneities in the field would likely have 
an even smaller impact.  
 
Comparison of calculated and measured energy correction factors 
A comparison of kNR at 15 unique locations, determined using Burlin cavity theory and 
measurements, are shown in Figure 5.4.  
 
Figure 5.4: Comparison of theoretical and measured energy response factor (
 
On average, the measured 
measured correction factor was typically slightly 
theory at the higher mean photon energies, the relationship reversed itself at the lower 
energies. However, the differences never exceeded the uncertainty in the measurements and 
theoretical response.  
 
5.4 Discussion 
OSLD are useful for determining dose in radiotherapy beams. These dosimeters are small 
and can be easily positioned to collect dose information for measurement conditions that do 
not coincide with the reference location. Standard energy correction facto
the OSLD energy dependence based on the nominal photon energy (the photon spectrum that 
occurs at the reference position where calibration has taken place: on central axis at d
10 × 10 cm2 field at 100 cm SSD). However, this wor
correction factor may be necessary to account for differences in the spectrum at non
locations. For the field sizes and treatment parameters considered 
from 0.69 to 1.00 (T
correction factors determined in this work associated with a 6 MV beam can be much larger 
than the typical kE values used for the differences between nominal beam energies.  That is, 
the energy correction factor to convert between 
depending on the unique characteristics of the batch) can be much smaller than the energy 
correction factors necessary to convert between different measurement locations in a single
MV beam (kNR=0.84 for 10 × 10 cm
importance of considering the measurement conditions when determining the energy 
correction factor, rather than simply the nominal beam energy to measure the dose 
(particularly at these out
 
We found that for most in
the reference location, requiring an energy correction factor between 0.99 and 1.00. The 
uncertainty in OSL dosimetry is generally larger than 1%, so the added uncertainty introduced 
by neglecting kNR under these circumstances is relatively minor. Therefore for such situations, 
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kNR should not be included.   However, for large field sizes at large off-axis distances within 
the field borders or at deep depths, the spectra are relatively soft, the energy correction factor 
can exceed 3%. Accounting for this kNR may be necessary depending on the desired precision 
of the dose measurement, but neglecting it could require the uncertainty in the OSLD reported 
dose to be increased. 
 
For out-of-field measurement locations, the OSLD response showed greater variation. The 
correction factors for out-of-field positions ranged from 0.69 to 0.95, implying that out-of-
field measurements would be inaccurate by at least 5% or more if energy effects are not 
accounted for completely. The low-energy spectra that often occur at out-of-field locations 
could cause OSLDs to overrespond by more than 30% relative to the reference position. Out-
of-field dosimetry generally requires less accuracy than in-field dosimetry. However, the 
correction factors presented here are sizable. In practice, an appropriate kNR can be estimated 
from the tabular data presented in this work. Failure to account for kNR in out-of-field OSLD 
dosimetry would result in a substantially overestimated dose. Such inaccurate out-of-field 
doses could negatively impact fetal dose or pacemaker patient management, or skew estimated 
risks of secondary cancers, especially if the off axis distances are large.  
 
Although mean spectral energy is convenient for tabulating the energy correction factor, 
the non-reference energy correction factor is dependent on the specifics of the spectrum for an 
arbitrary location. Unfortunately, complete spectral data are generally unavailable for arbitrary 
measurement locations away from the beam reference position. Thus, although a non-
reference energy correction factor is still needed for such measurement locations when using 
OSLDs, without complete spectral information there may be residual uncertainty in the value 
of the energy correction factor. For example, consideration of the complete spectra changed 
the non-reference energy response factor by as much as 3% for the same mean energy. While 
this difference is not negligible, it is clearly less than the uncertainty introduced if a non-
reference energy factor is not used for out-of-field measurement locations. As an additional 
consideration, linear accelerators from different manufacturers can have different spectra for 
the same nominal energy 84. Consequently the energy correction factors generated for a Varian 
beamline may be slightly different for a Siemens or Elekta accelerator. Further study is 
warranted to determine such corrected factors, but the presented data is preferable to no 
correction factor at all.  
 
We have determined the non-reference energy correction factor (kNR) using a theoretical 
approach using fundamental Burlin cavity theory and found it to be in good agreement with 
the measured energy correction factor. The calculated correction factor considered only the 
active dosimeter and did not include the plastic cassette, which is very small (<1 mm 
thickness) and is a tissue-equivalent plastic. Furthermore, the disc was approximated as a 
sphere of equivalent volume, which could introduce some uncertainty into the cavity theory 
calculations. The calculated correction factor accounts for deviations in the photon energy 
spectra from the reference point of calibration for measurement locations that do not coincide 
with the point of calibration. This factor does not replace the standard OSLD energy 
correction factor (kE) that accounts for differences between nominal beam energies, although 
in some cases, kNR will be larger than kE.  Rather, kNR should be an additional multiplicative 
correction factor incorporated into the OSLD dose calculation formalism to account for the 
non-reference measurement conditions when necessary. 
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5.5 Conclusions 
Optically stimulated luminescent dosimeters are becoming an increasingly popular option 
to measure or verify the absorbed dose in radiotherapy, and they are useful for measuring dose 
both inside and outside the treatment field. However, OSLDs are not as accurate when they 
are used to measure dose at locations that do not coincide with the reference position because 
the energy spectrum is not constant at all locations. In this work we have determined non-
reference energy correction factors that should be applied multiplicatively to the OSLD signal 
to account for varying detector responses at different measurement locations. Within the 
treatment field, accounting for this non-reference energy correction may only be occasionally 
necessary, as most locations resulted in less than 1% perturbation of the dose; however, the 
dose perturbation may exceed 3%, so caution should be used. Outside the treatment field, the 
OSLDs over-responded by up to 31%, and often large energy correction factors would be 
necessary for accurate work. Although the complete spectrum is needed to determine this 
correction factor for any arbitrary position, in this work we have determined the range of 
energy correction values for several out-of-field spectra. Despite the inherent uncertainty in 
calculating correction factors without complete spectra, this uncertainty is less than that 
introduced by not using a non-reference energy correction factor.  
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Chapter 6: Characterization of the nanoDot OSL dosimeter for use in CT point dosimetry 
 
6.1 Introduction 
 Imaging with computed tomography (CT) is performed with ever-increasing frequency, with up to 
80 million scans being performed each year in the US alone85. Furthermore, CT scans account for 
almost 50% of the collective population radiation dose from diagnostic procedures30.  Despite the 
numerous benefits offered by this modality, CT studies are not without risk; radiation exposure carries 
the risk of both acute and long-term effects for sensitive organs, especially among children where the 
risk can be three times that for adults86-90.  
 
 Conventional dose estimations in CT typically rely on measurements using acrylic cylindrical 
phantoms (Computed Tomography Dose Index, or CTDI phantoms). While such measurements 
provide estimates of scanner output, they cannot offer reliable estimates of actual patient dose31; 91.  
Recent overdoses during special CT procedures have highlighted the need for timely, accurate, and 
reliable patient specific dosimetry92-94.  In fact, some state governments in the US have turned to 
legislative mandates requiring CT doses to be recorded and verified for all patient exams95. 
Furthermore, there is a growing interest in acquiring better estimates of patient dose from routine CT 
exams and to also track patient radiation doses. The need for improved CT dosimetry is also relevant 
to on-going studies seeking to quantify the risk of latent health effects from low radiation doses from 
CT scans96. These studies must overcome the difficult task of determining the actual dose associated 
with a given CT scan. Recently, AAPM Task Group 204 reported that, depending on the size of the 
patient and the size of the phantom being used, CTDIvol could provide a significant underestimate of 
patient dose for very small patients (up to 2.5 times underestimate) and could provide an overestimate 
of patient dose for very large patients.  In addition, Zhang et al used Monte Carlo simulations to 
demonstrate that CTDIvol is also an overestimate of patient dose in neuroperfusion exams where no (or 
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limited) table motion is employed. Furthermore, AAPM Task Group 111 has proposed a new dose 
metric for CT that relies on point dosimeters97. Clearly, there is a need to improve upon CTDIvol 
measurements, both for phantom measurements and when providing patient dose estimates.   
 
 Optically stimulated luminescent dosimeters (OSLDs) containing Al2O3 offer a potential solution 
for fast and accurate patient specific CT dosimetry.  These dosimeters have rapidly gained popularity 
for use in measuring absorbed dose in medical settings, especially for radiation therapy applications. 
NanoDot OSLDs (Landauer, Inc., Glenwood, IL) are commercially available, small, robust, reusable, 
and have high sensitivity, making them a realistic choice for point measurements in diagnostic 
imaging.  Similar to other luminescent dosimeters, the nanoDot acts as an integrating dosimeter and 
stores dose information until dosimeter read-out. During irradiation, electrons in the crystal structure 
of the dosimeter are elevated to a higher and meta-stable energy level.  At a later time, the OSLD is 
read-out, or stimulated with a light-emitting diode (LED), allowing the electrons to fall back to their 
original energy state, and emitting characteristic light proportional to the amount of absorbed radiation 
dose.  Additionally, OSLD nanoDots have been shown to have no impact on image quality98, further 
indicating their potential for use as a patient dosimeter for CT scanning.  
 
When using OSL technology, the measured output (Mraw) after irradiation must be corrected for 
signal depletion, (kD) and individual element sensitivity (ks,i) to provide an average corrected dosimeter 
signal ( ), using for three readings of a single dosimeter.  
i,s
j j,dj,raw
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
=
∑
    (6.1)
 
Additionally, the OSLD signal must be corrected for dose-linearity (kL), fading (kF), irradiation 
geometry, (kG), dosimeter angle (kθ), and energy dependence (kE). Each of these factors may perturb 
the response of this dosimeter and thus require correction factors. Therefore, to obtain a dose estimate 
corr
M
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from this dosimeter (denoted as D), the measured signal ( ) will have to be corrected for these 
factors, as well as the system calibration factor (CD) as shown in Equation 6.2.  
 
EθGFLDcorr kkkkkCMD ××××××=
            
(6.2) 
 
Characterization of the nanoDot for use in radiotherapy dosimetry has been documented by 
several authors and the response of this dosimeter at radiotherapy doses (>500 mGy) and in 
megavoltage beams is well known4; 10; 58; 59; 79; 80; 99-101.  However, the substantially lower doses used in 
CT imaging, as well as the lower photon energy, may result in different characteristics of this 
dosimeter.  Recent publications have provided some data on the use of OSLD in diagnostic settings 
and made note of their drawbacks,6; 102; however, these previous efforts have not provided clear 
methods of overcoming these limitations in CT dosimetry.  
 
One example of such a limitation is the angular dependence of the OSLD nanoDot, which has 
been considered by multiple studies in the literature.  Jursinic reported no angular dependence for  
OSLD used in MV photon applications58, yet Kerns et al found a non-trivial angular dependence for 6 
and 18 MV photon beams (3% and 4%, respectively) but no angular dependence for a clinical proton 
beam78.  Al-Senan and Hatab reported angular effects of up to 70% in mammography, up to 42% for 
general radiography, and up to 10% in CT applications6. While these investigations have highlighted 
the potential need to apply correction for angular dependence, especially at low energies, the study 
conditions used to determine this response were inconsistent, and it is unclear how the various results 
should be applied to clinical measurements in diagnostic imaging environments. 
 
The overresponse of Al2O3—the active component of the nanoDot OSLD—to low energy photons 
(with respect to water or tissue) has been well documented4; 6; 58; 101; 103.  Given the relatively large 
corr
M
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effective atomic number of the dosimeter compared with that of water, there is an increased incidence 
of photoelectric interactions in the dosimeter, leading to a dosimetric over-response relative to the 
surrounding medium (whether water or tissue).  Several investigators have noted this over-response 
and explored energy effects using both measurements and Monte Carlo simulations69; 82; 103.  Despite 
this, there remains little guidance on appropriate corrections for energy response when using this 
dosimeter in the clinic.  Al-Senan and Hatab provide correction factors as a function of measured half-
value layers for general radiography6, however these factors were determined without the presence of 
backscatter material and do not represent a clinically relevant measurement condition for CT.  In a 
study of energy dependence by Reft69, the dosimeter response was documented for three nominal 
energies; however, they give little guidance about how to apply this data.  No study in the literature 
addresses the variations in energy response as a function of scan parameters, and no study addresses 
the dependence of the energy correction factor on the calibration energy and procedure used.  
 
Therefore, further characterization is needed before this dosimeter can be successfully used in CT 
dosimetry, either with phantoms or patients, especially with regard to the angular dependence and 
energy dependence of the nanoDot.  While the energy dependence is arguably the principal cause for 
concern, using these dosimeters in a diagnostic environment warrants a full investigation of all factors 
that might impact the accuracy of dose calculation.  The purpose of this work was to investigate the 
characteristics of the nanoDot dosimeter that are relevant for accurate point dose measurement in a CT 
environment.  In particular, we examined the signal depletion, signal fading, dose linearity, angular 
dependence, and energy dependence at common CT energies of 80, 120, and 140 kVp. We also 
determined the impact on dosimeter response of variations in the CT spectrum as a function of 
position in a phantom, size of phantom, and scan extent.  
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6.2 Methods and Materials  
The OSLDs evaluated in this study are Landauer nanoDots (Landauer, Inc., Glenwood, IL). These 
aluminum oxide–based dosimeters (Al2O3:C)  are thin discs of diameter 4 mm and thickness 0.3 mm.  
The active dosimeter volume is enclosed in a plastic cassette measuring 10 mm x 10 mm x 2 mm 
(shown in Figure 6.1).  The nanoDots are commercially available and are used in the remote dosimetry 
program of the Radiological Physics Center (The U.T. MD Anderson Cancer Center, Houston, TX)104. 
The RPC uses these dosimeters for verification of megavoltage beam calibration, and has performed 
extensive characterization of the nanoDot in a therapy environment104. 
 
 Figure 6.1: OSLD nanoDot: (left) active volume visible when open; (right) front and back of closed dosimeter 
 
All dosimeters used in this study were read using a single InLight Microstar OSL reader 
(Landauer, Inc., Glenwood, IL) which was operated in continuous wave mode for a 7-second read 
time.  The microStar reader has two readout modes that are automatically selected depending on the 
dose received by the dosimeter.  Based on a short pre-stimulation light, the reader selects either a 
strong beam (low doses) or weak beam (high doses). For the purposes of this study, all dosimeters 
were irradiated to low doses (low doses were considered to be less than 200mGy for the purposes of 
this characterization), and the reader threshold for the readout LED beam was adjusted such that the 
low-dose (strong LED beam) readout method was used for all readings.  The light emitted by the 
nanoDot is detected by the photomultiplier tube within the reader, and the dosimeter light output is 
measured in counts. 
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By exposing the dosimeters to a strong light source (with minimal UV content) the vast majority 
of electrons in dosimetric traps are cleared, and the dosimeter is effectively “reset”.  This cannot be 
done indefinitely; it is recommended that a fresh dosimeter be used after a cumulative dose of 10-15 
Gy is reached58.  All dosimeters used in this study had cumulative doses much lower than 10Gy, and 
were annealed using optical bleaching for 24 hours prior to each irradiation.  Each dosimeter used was 
assigned a unique element sensitivity factor that was determined during batch commissioning, where 
each dosimeter was irradiated to a known dose (250mGy) using 60Co.  This factor (ks,i) represents the 
relative sensitivity of that individual element to the average sensitivity of the batch.   
 
Experimental CT irradiations were performed on a 64-slice CT scanner (Discovery CT750 HD, 
GE Healthcare; Milwaukee, WI). The microStar reader was calibrated using dosimeters irradiated to a 
known dose in air using a 120-kVp CT beam.  These dosimeters (standards) were irradiated at the 
same time as each session of experimental measurements, such that each reading session had a unique 
calibration factor. The known dose in air was measured using a 0.6-cm3 NIST-traceable farmer-type 
ion chamber (RadCal Model 10x5) irradiated under identical conditions. The chamber reading (q) was 
adjusted using the calibration coefficient (Nk) and was also corrected for temperature and pressure 
effects (PTP) and the electrometer factor (Pelec), as directed by AAPM Task Group 11197 (Equation 
6.3). 
     (6.3) 
 
Basic characterization of the nanoDot was performed using both low-energy and low-dose 
irradiations.  For some parameters, increased precision in the small delivered doses was necessary; to 
achieve this, these irradiations were performed using an ADCL-maintained 60Co beamline.  The 
uncertainty between the predicted and delivered dose was less than 1% for 60Co irradiations, which 
allowed a more accurate characterization of the dose-linearity response, dosimeter reproducibility, and 
kelecTPairair NPqPKD ==
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signal depletion. For these characteristics, the increased energy of the 60Co beamline (1.25MeV) 
relative to the energy range of CT scans was not relevant. Other parameters, including energy and 
angular dependence, were determined solely using CT scans. 
 
Basic characterization of the nanoDot 
i. Signal depletion 
The nanoDot signal is partially depleted during the readout process.  This signal depletion was 
determined for nanoDots for a range of initial doses. The initial doses ranged from 17 mGy 
(corresponding to approximately 95,000 counts) to 180 mGy (corresponding to approximately 925,000 
counts).  Eight nanoDots were irradiated using a 60Co beamline, using a standard and identical setup.  
For these irradiations, two dosimeters were simultaneously irradiated in a small acrylic block (Figure 
6.2).   
 
Figure 6.2: Acrylic block used to hold two OSLD nanoDots during 60Co irradiations. 
 
The block was set to a distance of 80 cm from the 60Co source, and the delivered dose was 
determined based on a decay-correction of the dose rate of the source. Each dosimeter was read 30 
sequential times. Signal depletion was measured as the percentage of initial signal for each reading 
and was recorded for each of the 30 readings. The average depletion as a function of reading number 
was determined.  
 
ii. Reproducibility 
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Twenty randomly selected dosimeters were irradiated under identical conditions (using acrylic 
block shown in Figure 6.2) to ~90mGy in a 60Co beamline. Dosimeters were irradiated two at a time in 
a custom-built OSLD holder fit into the center chamber of a 10cm diameter CTDI acrylic phantom 
(Figure 6.3). 
 
 
Figure 6.3: Custom OSLD nanoDot acrylic holder used for CT measurements. Shown open (top) and closed (bottom).  
 
Each individual dosimeter was read out three successive times, and each reading was corrected for 
signal depletion.  The average of three readings was corrected for element sensitivity (ks,i) and 
represented the dosimeter signal.  The reproducibility of the system (dosimeter and reader) was stated 
as the mean coefficient of variation of the number of signal counts (standard deviation divided by the 
mean) for the set of 20 dosimeters.  This experiment was repeated (set of dots identically irradiated to 
a dose of ~50mGy) in a 120kVp CT beam to determine the average signal counts and the coefficient 
of variation for a lower energy spectrum.  
 
iii. Signal fading 
The signal stored in the dosimeter can fade with time as trapped electrons are spontaneously 
released.  This signal fade is particularly large immediately after irradiation.  Both Reft and Jursinic et 
al. showed fading of 40% or more within the 10 minutes following irradiation of 1000 mGy with 6 
MV photons58; 69. After the first 10 minutes, the signal fade for high-dose irradiations is small (<2% of 
signal within 1 month3), but it has not previously been well characterized for low-energy and low-dose 
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irradiations. Therefore, we irradiated 40 nanoDots in a 120-kVp CT beam under identical conditions 
(using custom acrylic holder shown in Figure 6.3 placed in center chamber of 10cm diameter CTDI 
phantom) to a dose of approximately 50mGy and read them out at specific time points between 30 
minutes and 18 days post-irradiation.  
 
iv. Dose-response linearity 
OSLDs exhibit a supralinear dose response, particularly at larger doses. Therefore, to determine if 
there is any supralinearity in the response at doses relevant to CT dosimetry, the linearity of the 
nanoDot was evaluated for doses from 13.6 to 149.6 mGy.  Low-dose irradiations were preformed in a 
60Co beam under standard conditions (and using acrylic phantom shown in Figure 6.2) such that the 
uncertainty between the predicted and delivered dose was less than 1%. The relationship between the 
dosimeter signal and the delivered dose was determined, and a linear regression of these data was 
evaluated to determine whether a nonlinearity correction was needed.  
 
Dependence on Irradiation Geometry 
Previous studies have suggested that the OSLD nanoDot signal may be dependent on the incident 
angle of irradiation6; 78.  Because CT employs a rotating x-ray tube, there may be a loss of signal 
resulting from the x-ray beam incidence on the sides (edges) of the nanoDot relative to a beam that is 
only perpendicularly incident (towards the ‘flat’ side of the dosimeter) (illustrated in Figure 6.4).   
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Figure 6.4: Experimental set-up for determining effect of rotating beam irradiation compared to a static beam. 
 
First, to determine the behavior of the nanoDot in a rotating environment versus a static 
environment, we compared the OSLD response for rotational irradiations (as for CT) versus planar 
irradiations (as for scout views, or planar x-ray systems that could be used for dosimeter calibration). 
In this case, the position of the dosimeter itself was kept constant, as shown in Figure 6.4.  OSLD were 
irradiated under each set of conditions, and the signal from each was normalized to an ion chamber 
response under identical conditions.  These measurements were performed under three different 
conditions: in air, on the top surface of a 16 cm diameter acrylic CTDI head phantom, and inside of a 
phantom (the center of a 16 cm diameter acrylic CTDI phantom), to investigate the impact of different 
scatter conditions (from different potential clinical uses and calibrations) on the angular response.  
 
Angular Dependence 
For clinical CT dosimetry with the nanoDot, the angle of the dosimeter relative to the CT bore 
may not always be constant.  For patient dosimetry measurements, the dosimeter may be placed on a 
body contour such that the dosimeter will be tilted relative to the CT bore (the top of the head would 
be an extreme example of such an orientation). This is a different issue than in the paragraph above, 
and requires separate evaluation. Most often, the OSLD would be placed such that the active volume is 
perpendicular (or near-perpendicular) to the incident radiation (as indicated by a dosimeter angle of 0° 
in Figure 6.5, far left).  However, the dosimeter could also be positioned such that the active volume is 
“edge-on” to the x-ray tube, at a 90° position (Figure 6.5, far right), or at some angle in between. Six 
OSLD were irradiated at each of 0, 45, and 90 degrees, and the signal from each was normalized to an 
ion chamber response under identical 
were conducted both in air and inside of the
environments. For in air measurements, the dosimeters were placed on a thin piece of masking tape 
which was secured on either side of the CT bore with the dosimeters at the appropriate angle relative 
to the CT beam.  Measurements inside of the phantom were made using a custom
holder which fit inside of the 16cm CTDI phantom.  The holder could be tilted such
dosimeters were at the appropriate angle relative to the x
Figure 6.5: Experimental set up for determining OSLD signal dependence on angle of dosimeter relative to CT 
 
Energy dependence 
An energy correction factor (
the nanoDots differs from the energy spectrum used to calibrate the dosimeter
experiments, a 120kVp CT scan with the dosimeter placed in air at isocenter was used as the 
reference/calibration condition)
energy correction factor is equal to the ratio of the dosimeter signal per delivered dose under reference 
conditions (for determining the system calibration) to
Equation 6.4, where D denotes dose and 
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scan conditions (the ion chamber was not tilted)
 phantom to determine the impact of different scatter 
-ray tube.  
 
gantry. 
kE) is necessary in cases where the energy spectrum used to irradiate 
 and establish the system calibration factor (CD).  Fundamentally, the 
 the experimental conditions, as shown in 
M denotes dosimeter signal41.  
. Measurements 
-built acrylic OSLD 
 that the 
 
 (in this set of 
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refexp
refexp
E DM
MD
k =
     
(6.4) 
 
This factor accounts for differences in the photon and electron interactions between the Al2O3:C 
dosimeter material and the measurement medium for the two energy spectra. The energy response is 
dominated by differences in photoelectric interactions and thus has a strong dependence on the 
effective atomic number of the material versus medium. kE can be determined empirically or by using 
cavity theory103, where the dose to the cavity is due to both electrons crossing the cavity and secondary 
electrons created within the cavity2; 7; 64.  When using this approach, the calculated dose to the 
dosimeter ( ) represents the dosimeter signal, which is determined through the application of 
cavity theory. Thus, the energy correction factor can be defined as follows (Eq. 6.5):   
 
    (6.5) 
 
To determine kE using cavity theory, detailed knowledge of the experimental and reference energy 
spectra are needed. While differences in the nominal energy of the calibration and experimental 
spectra (e.g., 120 kVp calibration vs. 80 kVp experimental measurements) are the primary source of 
energy effects, variations in scan and phantom parameters may also change the energy spectrum and 
therefore the dosimeter response.  These variations depend on phantom (or patient) size and scan 
extent (which can significantly affect the local scatter conditions and therefore the resulting spectrum 
incident on the dosimeter) as well as dosimeter position (which can affect the degree of beam 
hardening of the incident spectrum), which will also have an effect on the spectrum incident on the 
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detector.  For all helical scans, a pitch of unity was used.  To understand the range of variations 
relevant to clinical scan techniques, we examined a range of CT energy spectra.  A benchmarked 
Monte Carlo model of a GE scanner39 was used to simulate the photon energy spectrum as a function 
of nominal energy (kVp), phantom size (body or head CTDI phantom), depth in phantom (surface, 
periphery, or center), and scan extent. In total, 28 unique spectra were simulated, including an in-air 
spectrum representing the calibration conditions (120 kVp in air at isocenter, not shown in Table 6.1).  
The scan parameters for each of the conditions simulated are given in Table 6.1 in order of increasing 
mean spectral energy. 
 
Table 6.1: Scan parameters, CTDI phantom, position in phantom, and mean spectral energy for conditions simulated 
using benchmarked MCNP model of GE VCT scanner. Center and peripheral positions in phantom correspond to 
center and peripheral (1cm depth) chambers in the CTDI phantoms. 
kVp CTDI Phantom Size 
Position in 
Phantom Scan Type Scan Extent (mm) 
Mean 
Spectral 
Energy (keV) 
80 16cm Center Helical 150 43.80 
80 16cm Center Axial 40 45.35 
80 16cm Peripheral Helical 150 45.88 
80 16cm Peripheral Axial 40 46.78 
80 16cm Surface Helical 150 47.89 
80 16cm Surface Axial 40 48.61 
120 32cm Center Helical 150 51.66 
120 32cm Center Axial 40 54.69 
140 32cm Center Helical 150 54.98 
120 16cm Center Axial 40 55.31 
140 16cm Center Helical 150 55.43 
120 32cm Peripheral Helical 150 57.79 
120 16cm Peripheral Axial 40 57.90 
140 16cm Center Axial 40 58.05 
140 32cm Center Axial 40 58.65 
120 32cm Periphery Axial 40 59.53 
140 16cm Peripheral Helical 150 59.57 
120 32cm Surface Helical 150 60.72 
120 16cm Surface Axial 40 60.75 
140 16cm Peripheral Axial 40 61.52 
120 32cm Surface Axial 40 62.15 
140 32cm Peripheral Helical 150 62.72 
140 16cm Surface Helical 150 63.19 
140 16cm Surface Axial 40 64.85 
140 32cm Peripheral Axial 40 65.02 
140 32cm Surface Helical 150 66.35 
140 32cm Surface Axial 40 68.28 
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Using the simulated spectra, the dose to medium (air) was determined using a kerma 
approximation, as shown in Equation 6.6. In this expression, the energy fluence, ΨE, was calculated 
per discrete energy bin, the mass energy absorption coefficients (
ρ
µ
en ) were collected from data tables 
maintained by NIST74.  The sum of the dose over all energies represents the total dose to air. 
∑ 
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    (6.6) 
Standard Burlin cavity theory was applied to calculate the corresponding dose to aluminum oxide 
(Eq. 6.7).  
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The parameter d(E) represents the ratio of the electron fluence generated in the cavity wall versus 
the initial equilibrium fluence; this parameter is a function of cavity size and incident photon energy. 
Details regarding the calculation of the parameter d have been described in a previous publication103. 
Values for the mass stopping power (
ρ
S ) and mass energy absorption coefficients (
ρ
µ
en ) for the 
respective materials were obtained from standard literature sources50; 74; 75. The dose to both air and 
aluminum oxide were determined for both experimental spectra and the calibration spectra such that a 
theoretical energy correction factor (kE) was determined for all experimental spectra simulated.  
 
To verify the calculated energy correction factors, we also measured energy correction factors for 
a subset of the simulated experimental conditions. All measurements were conducted using standard 
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acrylic CTDI phantoms using both nanoDots and a farmer-type ion chamber.  The dose to the ion 
chamber was defined as per TG-11197 using Equation 6.8, where q denotes the chamber signal, PTP is 
the temperature and pressure correction factor, Pelec is the electrometer calibration factor, and Nk is the 
chamber calibration factor, defined on the chamber’s calibration report.  
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The measured energy correction factor was the ratio of the signal of the OSLD to the measured ion 
chamber dose for the reference or calibration condition (120 kVp in air) relative to the experimental 
condition as shown in Equation 6.9.  
   
(6.9) 
6.3 Results 
Basic characterization 
i. Signal Depletion 
On average, the nanoDot signal was depleted by 1.6% per readout when the strong LED (low-
dose) beam was used for a 7-second readout.  Figure 6.6 displays the average depletion per reading for 
the eight nanoDots, with an exponential curve fit to the data (R2 =0.995). There was no relationship 
between the depletion and the dose delivered to the OSLD (even for doses below 17mGy) as long as 
the dose level remained below the threshold for the strong LED (low-dose) beam setting.  
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Figure 6.6: Signal depletion over sequential readings of OSLD nanoDots
 
 Signal depletion is a reader
used.  As a result, depletion should be characterized for the reader and for the appropriate dose scale 
(strong vs. weak LED beam) before performing CT dos
factor, kD, which is a function of the number of readings
to the data, is applied to the raw OSLD signal counts.  
 
i. Reproducibility 
Based on the reproducibility study of 20 nanoDots, the 
the dosimeters was 0.7% for CT irradiations
(Table 6.2).  These values were compared to the 
(1000 mGy) using 60Co as part of the RPC remote verification program (representing a fully 
commissioned batch of over 10,000 OSLD nanoDots) and found to have good agreement
(Table 6.2). The maximum CoV was also
greatest deviation between three readings on the same dosimeter.
and 500,000 counts for all dosimeters in
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-specific characteristic and is also specific to the strength of the LED 
imetry. Generally, a depletion correction 
 and equal to the inverse of the exponential fit 
 
average coefficient of variation (CoV) of 
 (~50mGy) and 0.8% for 60Co irradiations
average CoV for dosimeters irradiated to a high dose 
 reported for each condition; this parameter represents the
  Signal counts were 
cluded in this study. 
 
 
 (~90mGy) 
 (0.8% CoV) 
 
between 400,000 
Table 6.2: Average signal counts
using both CT and 60Co and high
 
Beam Energy 
Dose Delivered
Average CoV 
Maximum CoV
 
ii. Signal Fading 
 The investigation of the fading of
weeks after irradiation.  Figure 
for dosimeters irradiated using a 120 kVp CT beam
 
Figure 6.7: Signal fading as a function of elapsed time since irradiation
 
The stability of the signal for reading times greater 
consistent with that in other studies
significantly different from zero, and t
low-energy, low-dose irradiations within this time period.  Because fading is a known phenomenon, 
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, average, and maximum coefficient of variation (CoV) for low
-dose irradiations using 60Co 
CT  
irradiations 
60Co 
irradiations 
60Co 
irradiations
120kVp 
(in air) 
1.25MeV 
(in acrylic) 
1.25MeV
(in acrylic)
 
50mGy 90mGy 1000 mGy
0.7% 0.8% 0.8% 
 
1.7% 2.0% 2.0% 
 the dosimeter signal indicated a stable signal 30 minutes to 
6.7 shows the dosimeter response as a function of time since irradiation 
. 
 
than 30 minutes following irradiation is 
58; 69
.  When fit with a linear curve, the slope of the line was not 
herefore, signal fading does not require a correction (
-dose irradiations 
 
 
 
 
2 
 
kF) for 
neglecting the effects of fading (or assuming a correction factor of unity) adds some small uncertainty 
to the final dose calculations, but this uncerta
the time window described, based on the uncertainty in the slope of a linear fit to the data.  
 
iii. Dose Linearity 
The dose-linearity of the OSLD nanoDot w
(~13mGy-~180mGy).  The reading per dose in shown in Figure 
function of delivered dose is shown in Figure 
from the reader) and dose is linear
linear dose response. When fit with a linear slope
(Figure 6.8b) is not significantly different from zero, indicating a linear dose response. 
Figure 6.8: Dose-linearity response over a range of low doses. (a) OSLD reading as a function of delivered dose with 
linear fit to data. (b) Dose per reading as a function of delivered dose
 
Given the linear dose-response, a dose
to unity for applications within this dose range
upper and lower 95th percentile of the slope.
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inty was estimated to be 1% at the two
as determined for a range of diagnostic
6.8a, and dose per reading as a 
6.8b. The relationship between reading
 (Figure 6.8a), and neither figure suggests any deviation from a 
, the slope of dose per reading as a function of dose
 
-linearity correction is not required.  Therefore, 
, with an uncertainty of less than 0.8% based on the 
 
-sigma level for 
 
 doses 
 (counts output 
 
 
 
kL is equal 
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Dependence on Irradiation Geometry 
The relative response of the dosimeter using a rotational irradiation versus a static irradiation 
(Figure 6.4), both in air, inside of the phantom, and on the phantom surface (representing the most 
clinically relevant condition) are given in Table 6.3.  
 
Table 6.3: Ratio of full rotation OSLD signal to static beam OSLD signal (see Figure 6.4) under various conditions for 
three nominal CT energies. 
 Measurement Condition 
kVp In air On phantom 
surface 
In center 
chamber of 
phantom 
80 0.98 0.97 0.99 
120 0.98 0.99 0.97 
140 0.98 0.95 0.97 
 
The results of these measurements indicate that dosimeters irradiated using a rotating CT beam 
have a slightly lower signal than those irradiated with a static beam perpendicular to the dosimeter. 
These results indicate that dosimeters which are irradiated in a rotational environment but have a 
calibration factor defined using a static beam should be corrected for to compensate for lost signal.  
This effect is independent of energy, and an irradiation geometry correction factor (kG) of 1.03 (based 
on the average under-response of the dosimeter in rotational irradiations) is recommended if the 
calibration dosimeters are irradiated in a planar fashion instead of a rotational CT environment. 
Propagation of uncertainties in the measurement using both OSLD and the ion chamber was 
performed to estimate the total uncertainty of kG, which was determined to be less than 1%.  
 
Angular Dependence 
The variation of signal based on the orientation of the dosimeter relative to the CT bore (Figure 
6.5) was described as angular dependence (all these tests were performed under rotating conditions). 
The normalized OSLD signal for dosimeters placed at non-normal angles is shown in Table 6.4 for the 
four conditions considered.  
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Table 6.4:  Relative OSLD signal for dosimeters oriented at 0°, 45°, and 90° relative to the signal at 0° (see Figure 6.5) 
for two nominal energies and two irradiation conditions (in air and in the center of the 16cm diameter CTDI 
phantom).  
 80 kVp 120 kVp 
Dosimeter 
Angle In air 
In center of 
phantom In air 
In center of 
phantom 
0 1.00 1.00 1.00 1.00 
45 0.98 1.02 0.98 0.98 
90 0.84 1.00 0.89 1.00 
 
For dosimeters placed in full scatter conditions (in the center chamber of the phantom) there is no 
significant angular dependence of the OSLD signal.  However, when dosimeters are in air (no scatter 
medium present), there is a marked decrease in signal when the dosimeter is placed at a 90° angle to 
the CT bore, or is “edge-on” to the rotating tube.  This effect is more pronounced for lower energies, 
showing a 16% loss in signal relative to the signal for a normally irradiated dosimeter at 80 kVp.  For 
angles less than 90°, such as the 45° dosimeter angle, the angular dependence is within the 
measurement uncertainty, estimated to be 2%.   
 
Energy dependence  
The simulated photon energy spectra for CT scanning parameters including three nominal energies 
(80, 120, and 140 kVp), two phantom sizes (32cm diameter and 16cm diameter CTDI acrylic 
phantoms) and on the surface, periphery, and at depth for both short and long scan extents were 
calculated. In total, 28 spectra were simulated, including the spectrum corresponding to dosimeter 
calibration conditions (120 kVp in air). A subset of 120 kVp spectra is shown in Figure 6.9.  
 
Figure 6.9: Monte Carlo simulated spectra for a 120 kVp beam, standard acrylic 
extents: a single axial rotation using a 40 mm beam width and a 15 cm 
 
Differences in spectra were qua
nanoDot, calculated using Burlin cavity theory. 
0.80 to 1.15 for all spectra simulated (Figure 6.10).
Figure 6.10: Value of energy corr
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32cm CTDI phantom
helical scan extent (also using a 40 mm beam 
width).  
ntified on the basis of difference in the energy response of the 
The range of kE relative to the reference spectra was 
 
ection factor (kE) for all simulated scan conditions as a function of mean spectral 
energy. 
 
 and two scan 
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 The energy correction factor (kE) determined using Burlin cavity theory was compared to that 
determined using direct measurement (using Equation 6.8) for a subset of 11 scan conditions. The 
average percentage difference between the measured and calculated values of kE was 4% (absolute 
value). Dosimeter positions on the phantom surface generally had the worst agreement between 
measured and calculated energy correction factor; of the subset of conditions investigated in this 
study, dosimeter placement on the large phantom surface showed a difference of 6.9% between 
measured kE and cavity-theory calculated kE.  A closer look at this result in particular implies that the 
actual spectrum is softer than the simulated spectra.  As a result, the measured value of kE is less than 
unity, indicating a larger low-energy component (likely scatter) while the calculated value is greater 
than unity, indicating that the spectra is slightly harder relative to the 120kVp calibration spectrum.  
The results of this comparison, as well as value of the energy correction factors for this subset of 
conditions used to verify the cavity theory approach, are provided in Table 6.5.  
 
Table 6.5: Comparison of measured and calculated energy correction factors for a range of clinical CT scanning 
parameters. Peripheral position denotes chamber located at 1cm depth from phantom surface. Mean spectral energy 
is defined at the dosimeter position. 
CTDI 
Phantom 
Size 
Position 
in 
Phantom 
kVp Scan Extent (mm) 
Mean 
Spectral 
Energy 
(keV) 
Calculated 
kE 
Measured 
kE 
Difference 
(%) 
16cm Center 80 40 45.35 0.82 0.85 3.2 
16cm Surface 80 150 47.89 0.85 0.86 0.8 
32cm Center 120 150 51.66 0.88 0.92 4.0 
32cm Center 120 40 54.69 0.91 0.95 4.0 
16cm Center 120 40 55.31 0.93 0.97 4.3 
16cm Center 140 40 58.05 0.97 1.03 5.9 
32cm Center 140 40 58.65 0.96 1.01 4.9 
32cm Periphery 120 40 59.53 1.00 1.00 0.0 
32cm Surface 120 150 60.72 1.02 0.95 6.9 
16cm Surface 140 150 63.19 1.06 1.02 3.9 
16cm Surface 140 40 64.85 1.09 1.02 6.8 
 
For the conditions investigated, the calculated energy correction factor ranged from 0.82 to 1.09 
relative to a 120 kVp beam in air. Nominal kVp had the largest influence on kE, followed by the 
position in the phantom (center position vs. surface position). Changing the phantom size alone (kVp, 
scan extent, and dosimeter position remaining the same) impacted the magnitude of the correction 
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factor by 1%- 5%.  When dosimeters were positioned in the center or periphery of the phantom, the 
larger phantom (32cm) required a smaller correction factor (approximately 5% less) relative to the 
same position in the 16cm diameter phantom. The opposite was true for dosimeters placed on the 
phantom surface; however, the difference between kE as a function of phantom size for surface 
measurement positions was less than 2.5%. Differences in scan extent (single axial rotation vs. 15 cm 
scan length) represented a smaller effect (1%–4%) on the energy correction factor.  The two-sigma 
uncertainty in kE was estimated to be less than 5% across the conditions investigated. This 
investigation was intended to illustrate the range of correction factors that exist for clinically relevant 
conditions, all relative to a standard CT calibration. It was also important to verify the cavity theory 
calculation of the energy correction factors.  
 
6.4 Discussion 
The basic characteristics of the Landauer OSLD nanoDot and microStar reader were investigated 
to determine their accuracy for point dosimetry in a CT environment.  Although the dosimeter behaved 
differently than in high-energy and high-dose applications, the results of this investigation support the 
use of the OSLD nanoDot for CT dosimetry.  The reproducibility of this dosimeter was 0.67%, which 
is comparable that found in other published results for high-dose uses. The dosimeter reproducibility 
did not appear be dependent on beam-energy or dose; comparable uncertainty was demonstrated for 
irradiations using either a 60Co beam (1.25MeV) or a 120 kVp CT beam.  
 
The nanoDot dosimeter signal is proportional to the concentration of the filled electron traps at the 
time of readout and to the power of the light beam used during readout. For dosimeters read using the 
low-powered light (for high doses), the depletion is small (0.2%–0.3% for a 7-second read) and can 
generally be neglected.  This is not the case for low-dose irradiations employing the strong LED light 
where we found an average of 1.6% loss of signal per read.  Signal depletion can vary between OSLD 
readers, since the power of the light may vary between readers. It will also vary with read-time; the 
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reader used for this study used a read time of 7 seconds. Thus, we recommend that this factor be 
characterized for each reader before CT dosimetry is performed and then applied to each raw signal 
reading. 
 
Immediately after irradiation, electrons trapped in shallow traps are spontaneously released, 
causing an overresponse of the dosimeter signal.  To avoid this, previous studies have suggested 
waiting at least 10 minutes following irradiation to allow signal stabilization58; 100.  After 10 minutes, 
the signal is reported to be relatively stable, with only small changes for longer periods of time. This is 
consistent with the results of the fading investigation reported in Figure 6.7.  Signal fading does not 
appear to be dependent on beam-energy or dose for diagnostic range conditions, as negligible fading 
was observed in conditions. No correction factor is necessary for CT dosimetry during the time period 
of 30 minutes to 2 weeks between irradiation and readout. However, careful consideration is necessary 
if nanoDots are intended to be used as a long-term dosimetric record.  To reevaluate a dose at a much 
later time (longer than 2 weeks) if the dosimeters needed to be stored before reading, a fading 
correction must be applied to compensate for liberated electrons.  
 
The dose linearity is in agreement with similar studies reported by Al-Senan and Hatab for low-
energy photons (mammography, general radiography, and CT)6 and is also consistent with studies by 
Jursinic and Reft, who observed a linear response up to 200 mGy or higher doses58; 69.  For doses 
larger than this, there may be an increase in dosimeter sensitivity, and a dose-linearity correction factor 
may be needed to adjust for the overresponse.  This phenomenon has been observed for doses 
exceeding 1000mGy, but is a small correction even at relatively high doses (<2%). Even for special 
CT procedures, such as CT perfusion or angiography studies, it is unlikely that the dose will exceed 
1000 mGy, and as a result, no dose-linearity correction factor is recommended for general CT 
dosimetry. 
 
86 
There are conflicting results on the matter of angular dependence in recent literature. In CT 
dosimetry, there are two issues that must be considered (irradiation geometry and angular dependence) 
when using the OSLD nanoDot. Thus far, there is little clarification of these subtleties in the literature. 
First, differences in the irradiation geometry of experimental dots (exposed to a rotating beam) versus 
calibration dots (exposed to a static beam) must be considered. This consistent 3% effect was noted 
regardless of the amount of scatter or nominal energy. Thus, a correction factor is required if there are 
differences in the irradiation geometry of the calibration dosimeters (e.g., static) and the experimental 
dosimeters (e.g., rotational), denoted kG. If all nanoDots are irradiated under the same condition (e.g., 
both static, or both rotating), no correction is needed.  
 
The angular dependence of the dosimeter relates to the actual physical angle of the dosimeter 
relative to the CT beam. For measurements performed in air, a loss in signal was noted for dosimeters 
positioned 90° to the CT beam, or “edge-on.”  This effect was magnified for lower energies (16% loss 
for 80 kVp, 11% loss for 120 kVp). Dosimeter angles less than 90° did not show the same magnitude 
of effect; the signal loss was within the measurement uncertainty for more shallow angles. Similarly, 
the angular dependence was not greater than measurement uncertainty for measurements performed in 
full scatter conditions (in-phantom).  Clinical measurements would most likely be performed with the 
dosimeter placed on the phantom or patient surface.  The surface condition represents an 
“intermediate” scatter condition between that seen in air and in full scatter conditions.  Unfortunately, 
it is difficult to duplicate the surface scatter condition while varying the dosimeter angle such that a 
directly corresponding measurement can be performed, meaning isolating for the angular dependence 
under such a condition is exceptionally challenging. Nevertheless, clinical recommendations can be 
made based on the results presented in Table 6.4. An angular dependence correction (kθ) is not 
necessary for dosimeter angles positioned in the CT bore at angles less than 45°, for measurements 
made in air, inside of the phantom, or on the surface.  Dosimeters that are placed with an “edge-on” 
incidence to the x-ray tube (or 90°) on the surface of a phantom will likely show a decreased signal, 
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which could be estimated by interpolating the values in Table 6.4. While a fully edge-on measurement 
on the surface is unlikely, it is prudent to add a correction factor to compensate for signal loss and also 
recognize that such a measurement will have larger uncertainty. 
 
Variations in the photon energy spectra between the calibration condition and the measurement 
conditions may impact the response, and, depending on the accuracy desired, an energy correction 
factor can be applied.  The energy response was calculated using cavity theory for a range of clinically 
relevant CT scanning parameters (Figure 6.10).  Measured energy correction factors were compared to 
the cavity theory values for a subset of conditions in order to validate the calculated values and found 
to agree within 4% on average (Table 6.5).  The agreement between measured and calculated kE was 
worst for surface conditions; however, even the largest difference was less than 10%.  This 
comparison was performed to serve as a validation of the cavity theory approach to estimating a 
correction factor for low-energy CT spectra. For calibration preformed using a 120 kVp CT beam in 
air, the spectral variations manifested a difference in dosimeter response of up to 18% for an 80 kVp 
beam at the center of a 16 cm acrylic phantom. It is important to reiterate that the factors provided in 
this work validate the cavity theory approach and highlight the range of variation in the energy 
correction factor for a particular calibration energy and condition. However, these factors were 
determined for the spectra generated in an acrylic medium. It is possible that the spectra in tissue may 
be different than the spectra simulated in acrylic.  Now that the calculational approach used here has 
been verified against measurement (Table 6.5), additional work can be done to determine the 
differences in photon energy spectra for water or tissue as opposed to acrylic.  
 
6.5 Conclusion 
The results of this work indicate that the nanoDot dosimeter is suitable for performing CT 
dosimetry, both as a tool used in machine output verification and as a possible patient dosimeter. The 
dosimeter response was found to be independent of dose-linearity effects for the range of doses 
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expected in CT dosimetry, and no fading correction is necessary for dosimeters read out between 30 
minutes and 2 weeks following irradiation (although issues such as long-term fading and accumulated 
dose to the dosimeter require consideration if dots are reused or stored for long periods of time as a 
dosimetric record). Given the high-powered light required to read out CT doses, the dosimeter signal 
is depleted during readout and a reader-specific correction factor is recommended. Angular 
dependence and energy dependence represent the largest perturbing factors on the dosimeter response 
in CT environment, and may require corrections based on specific measurement and calibration 
conditions.  Overall, when these corrections can be reliably applied, the nanoDot dosimeter is suitable 
for performing CT dosimetry and is a good option for performing point measurements both in 
phantom and for patients. 
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Chapter 7: Establishing standard calibration protocols for OSLD nanoDots in computed 
tomography dosimetry 
 
7.1 Introduction 
Recent literature has indicated an increase in the use of optically stimulated luminescence 
dosimeters (OSLD) for dose measurement in medical applications, including diagnostic imaging. The 
OSLD nanoDot, an aluminum oxide based dosimeter, commercially available from Landauer, Inc 
(Glenwood, IL), has gained popularity due to its small size, sensitivity to a wide dose range, and non-
destructive readout method. Aluminum-oxide based dosimeters have been shown not to impact image 
quality98, indicating that the nanoDot has potential to be used for patient dosimetry.  Additionally, this 
dosimeter has proven useful for the measurement of organ doses using phantoms and the verification 
of machine output in therapy environments10; 58; 60; 78-80; 99; 101; 103, and may also be useful for these 
applications in a diagnostic environment. 
 
There is particular interest in using the nanoDot for computed tomography (CT) point dosimetry, 
and while there are some studies which have used OSLD in this capacity70; 105; 106, there are very few 
studies addressing the dosimeter characterization in a CT environment6; 102, and none which describe 
standard and appropriate calibration procedures for OSLD dosimetry in a CT environment. 
Furthermore, the calibration uncertainty has not yet been quantified.   
 
The general formalism for calculating dose using this dosimeter is shown in Equation 7.1, where 
the absorbed dose, D, at the location of the OSLD is equal to product of the average corrected signal 
reading (M), the calibration coefficient (CD), and any additional necessary correction factors (ki). 
 
∏××= iDcorr kCMD          (7.1) 
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To determine the average corrected signal,
corr
M , the raw OSLD reading, (Mraw) must first be 
corrected for signal depletion (kd,i) and unique element sensitivity (ks,i), two parameters that are 
determined during dosimeter batch commissioning (discussed in Chapter 6). The average corrected 
signal (Equation 7.2) is the mean value of three depletion-corrected readings of the dosimeter.  
 
i,s
j j,dj,raw
corr
kj
kM
M ×





=
∑
        (7.2) 
Additional correction factors (ki in Equation 7.1) to the OSLD signal may be necessary depending 
on the calibration technique and reader settings selected, and these factors include dose-linearity (kL), 
signal fading (kF), irradiation geometry (kG), angular dependence (kθ), and energy dependence (kE).  
Some of these factors are specific to the manner in which the calibration is performed, and some of 
them are defined for the entire dosimeter and reader system.  Each of these factors have been 
previously characterized for the nanoDot in a CT environment (Chapter 6).   
 
The calibration procedure determines the value of CD, and thereby establishes the relationship 
between the OSLD signal and dose.  Currently, the only established calibration procedure is that 
provided by the vendor, through pre-irradiated dosimeters which are provided with the OSLD reader6; 
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.  A set of 15 dosimeters are irradiated to five known dose levels (three dosimeters at each dose), 
and a calibration coefficient as a function of dose is determined for all future reading sessions.  This is 
not an ideal calibration for several reasons. Irradiation of calibration dosimeters is left solely to the 
vendor. Additionally, by performing only one calibration, instability or fluctuations in the OSLD 
reader are ignored, and drift in the reader over time is not accounted for. Variations in OSLD 
sensitivity between batches are neglected.  
 
Furthermore, the vendor-supplied calibration method for measurements in a diagnostic imaging 
environment is not CT-specific, but defines the response of the dosimeter relative to an 80kVp beam. 
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One of the main challenges in performing dosimetry using OSLD in diagnostic imaging is the 
dosimeter’s overresponse to low energy photons58; 69; 82; 103. Calibrating the dosimeter with a higher or 
lower energy than that being used for experimental measurements could introduce large errors into 
dose measurement unless appropriate energy correction factors (kE) are used.  As a result, the choice of 
calibration energy and associated energy correction factors are crucial to accurate dosimetry. A 
standard energy correction factor is provided by the vendor to adjust the response to ~120kVp; 
however, the spectra in CT can vary drastically, and as shown by previous work (Chapter 6)103, the 
dosimeter response to low-energy photons varies greatly between the energies of 80-140kVp.  A 
conceptually and dosimetrically superior approach to OSLD calibration for CT measurements involves 
irradiating calibration dosimeters under standard conditions with each set of experimental 
measurements. 
 
OSLD nanoDots are well suited to CT dosimetry, however to achieve accurate dose measures, 
careful attention must be paid to the calibration conditions and associated correction factors.  The 
purpose of this investigation was to present two calibration protocols as alternatives to the vendor-
supplied calibration that can be used for CT dosimetry, and to quantify the calibration uncertainty of 
each protocol.  In addition to the vendor calibration procedure, we have considered calibration using a 
120kVp CT beam and ion chamber, and calibration using a 60Co beamline (appropriate for diagnostic 
procedures conducted at radiotherapy facilities where the delivery of highly accurate doses are 
possible compared to diagnostic doses). Finally, phantom measurements were completed using the 
OSLD nanoDot and each of the three proposed calibration protocols (vendor-supplied, CT free-in-air 
calibration, and 60Co source calibration) and the measured doses were compared with that determined 
using a calibrated small-volume (0.6cm3) ion chamber.  
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7.2 Calibration Formalism 
Dosimeters 
The calibration approaches presented in this work were developed for the nanoDot OSL 
dosimeters and the InLight microStar OSL reader (Landauer, Inc., Glenwood, IL).  The commercially 
available OSLD nanoDot is an aluminum oxide based dosimeter (Al2O3:C) enclosed in a light-tight 
plastic cassette measuring 10 mm × 10 mm × 2 mm. The active dosimeter volume is a thin disc of 
diameter 4mm and thickness 0.3mm. 
 
The nanoDot dosimeters were read using an inLight microStar OSL reader, operated in continuous 
mode for a 7-second read time, using the strong LED setting (appropriate for low doses).  For this read 
time and LED intensity, the depletion was approximately 1.6% per reading (Chapter 6), and this 
correction was applied to all subsequent readings. In general practice, the calibration approaches and 
correction factors developed herein do not depend on reader specifications such as read time with the 
exception of signal depletion, which should be characterized for the read time used. Signal depletion 
need only be determined once for the reading scale used. 
 
To determine absolute dose in CT measurements, we used a RadCal (Monrovia, CA) 10×5-0.6 CT 
ion chamber.  This chamber is a small volume ion chamber with an active volume of 0.6cm3.  The 
chamber was previously calibrated in a 120kVp beam by an accredited dose calibration lab (ADCL). 
The ion chamber was used in conjunction with a RadCal 9010 series electrometer, operated in auto-
exposure mode.  To convert the measured exposure readings to absorbed dose using the ion chamber, 
we used the American Association of Physicists in Medicine (AAPM) task group (TG) report 111 
protocol (Equation 7.3) using the chamber reading (q), the calibration coefficient (Nk), and appropriate 
corrections for temperature and pressure effects (PTP) and the electrometer factor (Pelec). The ratio of 
mass energy absorption coefficients was also applied to define the dose to the medium of choice; for 
this work the medium selected was water. 
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Calibration Protocols  
OSLD calibration establishes the relationship between dosimeter signal and dose using 
“standards” (i.e. OSLD irradiated to a known dose). For each of the three calibration procedures 
investigated, the OSLD calibration coefficient was defined as the ratio of the known dose (to water) to 
the OSLD signal, measured in counts, as shown in Equation 7.4.  
 
)counts(signalOSLD
)mGy(DoseDeliveredCD =
        (7.4) 
 
Water was selected as the reference medium for defining the standard dosimeters using both the 
CT-based calibration and the 60Co-based calibration.  As a result, the absorbed dose calculated using 
the dosimeters and these protocols is dose to water, regardless of the actual measurement medium. 
 
1. Vendor Calibration Protocol 
The first calibration protocol investigated was based on pre-irradiated dosimeters provided by the 
dosimeter vendor.  In this protocol, calibration dosimeters are supplied to provide a calibration 
coefficient for the reader for a range of clinical uses. These dosimeters are irradiated by the 
manufacturer on a PMMA phantom using 80kVp x-rays (2.9mmAl HVL) to known delivered dose 
levels of approximately 0, 3, and 20mGy. The two-sigma uncertainty on the dose delivered to the 
dosimeters is reported to be ±5%107. 
 
In this work, three calibration dosimeters at each dose level of 3mGy and 20mGy were read three 
times each, and the average of the depletion corrected signal was used to establish the calibration 
factor, as shown in Equation 7.5.   
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An adjustment for the differences in sensitivity in the vendor-supplied dosimeters and the 
experimental dosimeters was also made, despite the fact that this is not clearly advised in the vendor 
calibration procedures.  The calibration dosimeters had an inherent sensitivity of 0.85 while the 
experimental dots had an inherent sensitivity of 0.93.  A uniform factor of 1.094 was applied to the 
calibration factor to account for this difference. 
 
2. Free-in-air CT Calibration Protocol 
A CT-based calibration protocol relates the dose measured using a calibrated ion chamber to the 
OSLD signal for dosimeters irradiated under identical conditions using a CT scanner as the radiation 
source.   
 
In this work, the ion chamber and OSLD standards were irradiated free-in-air using a 120kVp CT 
beam (Discovery CT750 HD, GE Healthcare; Milwaukee, WI). All calibration measurements were 
performed with a rotating CT tube using the medium filter and 64 x 0.625 mm detector configuration 
to provide a ~40mm beam width at isocenter.  No table motion was allowed during irradiation.  Two 
nanoDots were positioned at machine isocenter using a piece of tape suspended through the CT bore 
(although any minimally attenuating support system would work). The OSLD were located at the 
machine isocenter using laser alignment lights, and the 40mm beam width completely covered both 
dosimeters (Figure 7.1a). A single axial rotation was used to deliver 140mA with a 1-second rotation 
time. This procedure was repeated two times, such that six total dosimeters were irradiated in the same 
fashion. Each of the six OSLDs was read three times, and the average (depletion-corrected) signal was 
used to describe the dosimeter signal. 
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A previously calibrated ion chamber (NIST-traceable) was used to measure dose under identical 
conditions and scanning technique. The ion chamber was positioned on an empty cardboard box and 
aligned with the active volume intersecting the machine isocenter using laser alignment lights and with 
the entirety of the chamber’s active volume covered by the 40mm beam (Figure 7.1b).  This procedure 
was repeated two additional times to acquire three readings using the ion chamber.  
 
 
Figure 7.1: (a) OSLD setup for free-in-air CT calibration; (b) ion chamber setup using empty cardboard box for free-
in-air calibration 
 
The delivered dose (to water) was defined using the average of the ion chamber measurements 
(described in Equation 7.3).  The calibration coefficient for the in-air CT calibration protocol was 
defined using Equation 7.6: 
 
)counts(signalOSLD
)mGy(DoseDeliveredC CT,D =
        (7.6) 
 
3. Calibration using 60Co beam 
The third calibration protocol used a 60Co beamline (1.25MeV) to determine dose (although a 6 
MV beam could also be used), and followed the general procedure used for OSLD calibration by the 
Radiological Physics Center (RPC, MD Anderson, Houston, Texas) for radiotherapy environments.  
This procedure relies on megavoltage equipment, and would be most applicable to radiotherapy 
environments. The advantage of this 
calibration (standard) OSLDs. 
 
In this work, irradiations were performed using a Theratron 780C cobalt unit (AECL/Theratronics 
International Ltd., Kanata, Ontario, Canada), which is maintained
Cancer Center (Houston, TX). Two dosimeters 
phantom, Figure 7.2) at a distance of 80cm from the cobalt source. 
  
Figure 7.2: Acrylic mini-phantom used for irradiating OSLD standards in 
 
The mini-phantom held the dosimeters at a depth of 0.75cm
mini-phantom was actually located 79.25cm from the sourc
support the mini-phantom and to minimize set
irradiations, a 10cm × 10cm field size wa
based on a decay-correction of 
on September 18, 2005, and the dose rate was determined to be 1479mGy/min on October 15, 2005 
using the TG-51 calibration protocol
depth. The unit uses a solid state timer, and the time was set such that the dose 
96 
protocol is the very high accuracy of the delivered dose to the 
 by an ADCL at The MD Anderson 
were simultaneously irradiated in a Lucite block (mini
 
 
60Co Calibration Protocol
 in Lucite, such that the 
e.  An in-air jig (Figure 7.3) wa
-up uncertainties for standard irradiation.  For all 
s used.  The dose delivered to the dosimeters wa
the dose rate of the source.  For this 60Co unit, the source was installed 
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 calculations and an inverse square correction to the appropriate 
-
 
top of the 
s used to 
s determined 
delivered to the 
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dosimeters was 45mGy.  A constant backscatter factor of 1.035 was applied to the delivered dose to 
account for the differences in the scatter conditions of the mini-phantom and a full scatter medium.  
This factor is specific to the energy of the 60Co beam. 
 
 
Figure 7.3: (a) 60Co unit used for standard irradiations; (b) in-air jig to hold acrylic mini-phantom for 60Co 
irradiations 
 
Four dosimeters were irradiated using the 60Co unit. Each of the four dosimeters was read three 
times, and the average (depletion-corrected) signal was used to describe the dosimeter signal.  This 
OSLD signal was compared to the delivered dose with the cobalt beam using the timer setting and the 
calculated dose rate.  The calibration coefficient for the 60Co calibration protocol was defined using 
Equation 7.7: 
 
)counts(signalOSLD
)mGy(DoseDeliveredC
Co,D
=60
       (7.7) 
 
Correction factors (ki) 
Because the conditions of these calibration irradiations will not be identical to the conditions of 
the irradiation of experimental OSLD, correction factors will be necessary to determine the delivered 
dose accurately. For example, if the standards (OSLD used for dose calibration) are not irradiated with 
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a photon beam of identical energy characteristics to the experimental OSLD, an energy correction 
factor (kE) is necessary to correct for differences in the energy response. The magnitude of this 
correction may be large if the standards are irradiated in a megavoltage beam, but there may still be a 
sizeable correction even between a 120 kVp scan in air and an arbitrary scan on a patient (due to 
changes in the spectrum associated with the different scatter conditions). Similarly, if the standards are 
irradiated en-face with a static beam but the experimental dosimeters are irradiated with a rotating 
beam (CT), there is a difference in irradiation geometry (angular effects) that necessitates a geometry 
correction (kG). The necessary correction factors for each of the above calibration protocols are 
described below in the context of validation measurements. 
 
Validation Measurements 
A set of measurements was performed to compare the results of the three calibration protocols 
with the dose measured using a RadCal 10 x 5 CT ion chamber. All measurements were performed 
using a 64-slice CT scanner (Discovery CT750 HD, GE Healthcare, Milwaukee, WI) and standard 
acrylic CT Dose Index (CTDI) phantoms each 15cm in length. The large CTDI phantom measured 
32cm in diameter; the small phantom measured 16cm in diameter. The OSLD were placed in the 
center, the periphery, and on the surface of the large CTDI phantom and in the center and on the 
surface of the small CTDI phantom. For each measurement location, two OSLD were irradiated, and 
the irradiation was repeated three times for a total of six dosimeters. The irradiation was then repeated 
with an ion chamber in the same location as the OSLD. The OSLD were read three times and the 
average (depletion corrected) value was used as the corrected OSLD signal. This same signal was 
converted to dose using the three different calibration protocols described above, so any differences in 
OSLD dose for a given measurement condition reflect differences in the calibration protocol.  
 
The scanning techniques used to compare the calibration protocols were selected to represent a 
range of energy spectra and measurement positions.  Eleven unique measurement conditions were 
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used for this comparison; the scanning parameters and dosimeter position for these eleven cases are 
shown in Table 7.1. All scans used a 40mm beam width and either axial or helical scans, depending on 
scan extent (as shown in Table 7.1). Exposures ranged from 200mAs to 900mAs with either 1 or 2 
second rotations times, such that the dose delivered to an ion chamber at the same position was 
between 25-40mGy, within the appropriate range for the OSLD low-dose scale on the microStar 
reader.  Each of these conditions was also simulated using a previously benchmarked Monte Carlo 
model of a GE VCT CT scanner39; the mean spectral energy at the position of the dosimeter was 
determined using the simulated photon energy spectra for each set of scanning conditions (Table 7.1).  
Table 7.1: Measurement conditions for calibration protocol validation measurements 
Measurement 
Number 
CTDI 
Phantom Position kVp 
Scan Extent 
(mm) Scan Type 
Mean 
Spectral 
Energy (keV) 
1 16cm Center 80 40 Axial 45.4 
2 16cm Surface 80 150 Helical 47.9 
3 32cm Center 120 150 Helical 51.7 
4 32cm Center 120 40 Axial 54.7 
5 16cm Center 120 40 Axial 55.3 
6 16cm Center 140 40 Axial 58.1 
7 32cm Center 140 40 Axial 58.7 
8 32cm Periphery 120 40 Axial 59.5 
9 32cm Surface 120 150 Helical 60.7 
10 16cm Surface 140 150 Helical 63.2 
11 16cm Surface 140 40 Axial 64.9 
 
The dose to the OSLD was determined using the general formalism (Equation 7.8) with the 
appropriate correction factors applied for each calibration protocol. For CT dosimetry, the value of kL, 
kF, and kθ are unity, as long as the dosimeter is not irradiated in an “edge-on” fashion (see Chapter 6 
for further information).  
 
EGFLDcorr kkkkkCMD ××××××= θ                 (7.8) 
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For the vendor-recommended calibration procedure, the dose was determined using the 
manufacturer-suggested approach, as shown in Equation 7.9, where  was determined as 
specified in Equation 7.2, with ks,i equal to unity.. 
 
Vendor,EVendor,DcorrVendor kCMD ××=       (7.9) 
 
The value of kE, Vendor is specified to be 1.19 for CT measurements (E~120kVp).  In this work, kE, 
Vendor was applied to CT measurements made at 80kVp, 120kVp and 140kVp, as recommended.  
 
The dose to the OSLD for dosimeters following the in-air CT calibration protocol was calculated 
using Equation 7.10. 
 
CT,ECT,DcorrCT kCMD ××=         (7.10) 
 
The calibration coefficient was determined as in Equation 7.6. Values for kE,CT were determined 
using the simulated photon energy spectra and Burlin cavity theory, as described in Chapter 6. The 
calculated values of this factor for the eleven selected cases for both the free-in-air CT calibration and 
the 60Co calibration are provided in Table 7.2.  
 
 
 
 
 
 
 
 
 
 
 
corr
M
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Table 7.2: Energy correction factor values for two different calibration protocols 
Measurement 
Position 
kVp 
Mean Spectral 
Energy (keV) kE,CT kE,Co-60 
1 80 45.4 0.82 0.29 
2 80 47.9 0.85 0.30 
3 120 51.7 0.88 0.31 
4 120 54.7 0.91 0.33 
5 120 55.3 0.93 0.33 
6 140 58.1 0.97 0.35 
7 140 58.7 0.96 0.34 
8 120 59.5 1.00 0.36 
9 120 60.7 1.02 0.36 
10 140 63.2 1.06 0.38 
11 140 64.9 1.09 0.39 
 
This factor, kE, serves to correct the dosimeter response for the over response to low-energy 
photons relative to the calibration energy. Values less than unity indicate that the experimental 
measurement conditions included more low-energy photons than the calibration condition.  
 
The dose to the OSLD for dosimeters following the 60Co calibration protocol was determined 
using Equation 7.10, where the calibration coefficient is described in Equation 7.8 and the energy 
correction factor is shown Table 7.2.   
 
Co,EGCo,DcorrCo
kkCMD 606060 ×××=      (7.10) 
 
For measurements using the 60Co calibration protocol, an additional correction factor, kG, was 
necessary to account fot the differences in irradiation geometry between the calibration conditions and 
the measurement conditions.  The calibration coefficient was determined by irradiation performed in a 
planar fashion (i.e. the active volume of the dosimeter was perpendicular to the beam for the entire 
irradiation) while the CT dosimeters were irradiated in a rotating fashion.  Based on previous data 
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(provided in Chapter 6), this difference in irradiation geometry impacts the dosimeter signal by 
approximately 3%, and as a result, the value of kG is 1.03.  
 
Uncertainty Analysis 
The factors kL, kF, kG, kθ, and kE have been determined experimentally, and are each fully described 
in Chapter 6. Because these factors are experimentally determined, they each carry an associated 
random uncertainty.  In this work, the total uncertainty of the determined dose is calculated based on 
the underlying assumptions that each factor is normally distributed and is independent of the other 
factors.  
 
The uncertainty of the dose measured by the OSLD is determined and reported as relative 
uncertainty – or the standard deviation divided by the expected value.  The uncertainty in the corrected 
OSLD reading depends on the relative uncertainty in the depletion-corrected OSLD reading as well as 
the relative uncertainty in the element sensitivity factor, and was determined using Equation 7.11.  
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Next, the relative uncertainty in the calibration coefficient is a function of the corrected OSLD 
reading for the dosimeters used as standards and the uncertainty in the delivered dose (Equation 7.12)  
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The relative uncertainty in DOSLD can be derived in terms of the individual variances and partial 
differentials of dose when Equation 7.1 is treated as the product of independent variables required to 
calculate dose in each protocol (Equations 7.13 and 7.14 respectively) 
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The relative uncertainty in the dose determined using the vendor calibration protocol was 
described using equation 7.15.  The sources of uncertainty in this method include the uncertainty in the 
dose delivered to the calibration (standard) dosimeters and the uncertainty in the CT correction factor. 
The uncertainty in the vendor recommended CT energy correction factor was determined using the 
actual measured energy correction factors.  For the subset of 11 measurement conditions investigated, 
the average relative uncertainty was 12.4% 
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7.3 Results and Discussion 
Comparison of Calibration Methods 
For a range of measurement conditions – varying measurement position, phantom size, kVp, and 
scan extent, the dose to the OSLD was determined using each of three calibration protocols.  The dose 
to the OSLD was then compared to the dose measured using a CT ion chamber (which was normalized 
to unity) and plotted as a function of the mean photon energy for the scan parameters selected (Figure 
7.5).  
Figure 7.5: Comparison of three OSLD calibration protocols to ion chamber measured dose
dataset represent the total uncertainty for that calibration protocol.
 
The error bars in Figure 7.5
Equations 7.13 and 7.14.  The uncertainty in the dose measured using the ion chamber was 
the reported uncertainty in the calibration report (5%) and was consis
in dosimetry measurements on modern multi
of the measured doses is provided in Table 7.3, along with the p
measured dose.  
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 represent the relative uncertainty for each method, as calculated in 
tent with the reported variability 
-slice CT scanners in a previous study
ercent difference from the ion chamber 
 
 
 
 
 
 
. Error bars on each 
based on 
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Table 7.3: Comparison of measured OSLD dose using three independent calibration protocols with ion chamber 
measured absolute dose for subset of 11 measurement conditions. 
Measurement 
Condition 
kVp 
Mean 
Spectral 
Energy 
(keV) 
Ion 
Chamber 
Vendor Calibration 
In-air CT 
Calibration 
60Co Calibration 
Dose 
(mGy) 
Dose 
(mGy) 
% diff Dose 
(mGy) 
% diff Dose 
(mGy) 
% diff 
1 80 45.4 31.8 30.4 4.4 30.8 3.2 30.5 4.2 
2 80 47.9 28.1 26.6 5.6 27.9 0.8 27.5 2.1 
3 120 51.7 29.8 26.3 11.7 28.6 4.0 28.2 5.4 
4 120 54.7 28.7 24.5 14.6 27.5 4.0 27.9 2.7 
5 120 55.3 34.1 28.4 16.7 32.6 4.3 32.3 5.1 
6 140 58.1 33.7 26.5 21.5 31.7 5.9 32.0 5.0 
7 140 58.7 34.2 27.4 19.9 32.5 4.9 32.2 5.9 
8 120 59.5 36.3 29.4 18.9 36.4 0.2 36.6 0.9 
9 120 60.7 27.1 23.0 15.2 29.0 6.9 28.6 5.5 
10 140 63.2 34.1 27.1 20.7 35.4 3.9 35.5 4.1 
11 140 64.9 32.1 25.5 20.7 34.3 6.8 34.3 6.9 
Average     15.5  4.1  4.4 
 
The results of the calibration protocol comparison indicate that similar results can be expected 
using either the CT-based or 60Co-based calibration method. On average, the absolute difference 
between the dose determined using one of these two methods and that measured using a CT ion 
chamber was less than 5%. These methods rely on irradiation of standard dosimeters at the time (or on 
the same day) of experimental irradiations, and assume that all dosimeters used are from the same 
batch. 
 
The vendor-recommended calibration shows good agreement with the ion chamber for very low 
experimental energies (80kVp), which are close to the energy of the beam used to irradiate the 
calibration dosimeters. As the CT energy increases, the agreement between the OSLD and the ion 
chamber becomes worse – exceeding 20% disagreement for some scan techniques. The vendor energy 
correction factor (1.19) is applied in order to account for the higher energy of the experimental 
conditions; however, a signal factor is not adequate for the range of energies seen in clinically relevant 
scans. The energy correction factor does not completely account for difference in response relative the 
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80kVp beam for spectra that have more high-energy photons (harder spectra). Furthermore, the harder 
spectra are generally found on the surface positions, which is also the most likely placement of the 
dosimeter for in-vivo measurements. For the subset of conditions examined in this study, the vendor-
recommended calibration technique underestimated the dose by an average of 15.5%. 
 
Both the CT-based calibration and the 60Co-based calibration have been shown to be stronger 
alternatives to the vendor-recommended approach for calibrating the OSLD nanoDots.  Each of these 
two methods provides a measure of dose well within 10% of a CT ion chamber for a range of scan 
conditions. For the subset of conditions examined, a very specific energy correction factor was applied 
to account for variations in the spectra between the calibration conditions and the experimental 
conditions.  Such precise spectral information is rarely known for a particular measurement condition, 
and energy correction factors based on more general scan parameters (kVp, phantom size, scan extent, 
etc) are more useful for clinical application.  
 
To examine the range of spectra that may occur based on scan parameters and measurement 
position, a total of 27 CT spectra were simulated using a benchmarked Monte Carlo model of a GT CT 
scanner.  These spectra were generated for three nominal kVp (80, 120, and 140) and for two phantom 
sizes (equivalent to the body and head CTDI phantoms). Energy correction factors were determined 
for each specific measurement location and scan technique relative to the CT-based calibration energy 
spectrum and a 60Co calibration energy spectrum.   
 
Measurements performed on the surface tended to have harder spectra (or those with a higher 
energy component).  While phantom size does impact the photon energy spectra, the variation in kE as 
a result of changing phantom size was less than 5%. As a result, values for kE are given as a function 
of nominal kVp and measurement position, which were the two factors that had the largest impact on 
spectral variations. Additional variations in scan technique were found to have only a small impact on 
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the value of kE, changing it by less than a few percent.  Recommended values for kE for the CT-based 
calibration protocol are provided in Table 7.4 as a function of kVp and measurement position. 
 
Table 7.4: Values of energy correction factor relative to the CT-based calibration protocol for a range of CT 
parameters  
kVp Surface 
Periphery  
(1cm depth) 
Center 
80 0.85 0.83 0.81 
120 1.03 0.98 0.90 
140 1.10 1.03 0.94 
 
For a calibration relative to 60Co, the value of kE is far from unity because of the large difference in 
energy between calibration and measurement.  Table 7.5 contains the recommended values for kE for 
the 60Co based calibration protocol.  
 
Table 7.5: Values of energy correction factor relative to the 60Co based calibration protocol for a range of CT 
parameters  
kVp Surface 
Periphery  
(1cm depth) Center 
80 0.30 0.30 0.29 
120 0.37 0.35 0.33 
140 0.39 0.37 0.34 
The values provided in Tables 7.4 and 7.5 allow for appropriate energy correction using either of 
the two proposed calibration protocols.  While additional variations in photon energy spectra are 
expected for a range of scan parameters or phantom (or patient sizes), those variations have not been 
found to change the value of kE by more than ±5%.  In other words, an additional uncertainty of 5% 
may be added to account for additional spectral uncertainty; however, the provided values adequately 
account for the energy variations likely to be seen in clinical settings.   
 
Because the spectra may vary for different scanner models and manufacturers, these values should 
not be universally applied.  They are specific to the scanner, scan parameters, and calibration 
formalism that are described in this work.  
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Uncertainty Analysis  
There are both random and systematic uncertainties associated with the determination of dose 
using this OSLD system.  The uncertainties arise from measurement imprecision in the OSLD signal 
as well as uncertainties in the various correction factors applied to the signal.  Specifically, there are 
uncertainties in the experimental determination of the factors accounting for signal fading, energy 
response, and angular response.  
 
The relative uncertainty in the corrected OSLD signal was consistent regardless of the calibration 
protocol (1.3%) based on the relative uncertainty in the depletion-corrected raw OSLD reading (0.8%) 
and the relative uncertainty in the element specific sensitivity factor (1.0%).  The determination of the 
calibration coefficient was dependent on the calibration protocol, and the uncertainty in this value was 
dominated by the uncertainty in the delivered dose to the standard dosimeters.  The 60Co-based 
calibration offers the lowest uncertainty in the delivered dose, and as a result the calibration coefficient 
using this protocol has a relative uncertainty of 1.6%.  Finally, the total uncertainty in the dose 
determination using each protocol was calculated using Equations 7.13 and 7.14, respectively. The 
relative uncertainty in the corrected OSLD reading, the calibration coefficient, and the overall dose 
determination for the three calibration protocols is shown in Table 7.5. 
 
Table 7.6: Relative uncertainties in corrected OSLD signal, calibration coefficient, and dose determination for each 
calibration protocol. 
 
Vendor 
Calibration 
CT Free-In-Air 
Calibration 
60Co Calibration 
Uncertainty in OSLD reading 
corr
M
M
corr
σ
 
±1.3% ±1.3% ±1.3% 
Uncertainty in calibration coefficient 
D
C
C
D
σ
 
±5.2% ±5.3% ±1.6% 
Total uncertainty in calculated dose 
D
Dσ
 
±13.7% ±7.7% ±6.9% 
 
109 
The calibration protocol with the lowest overall uncertainty was the 60Co based calibration, largely 
due to the high level of accuracy in the dose delivered to standard dosimeters. However, this protocol 
also requires use of a megavoltage accelerator. The CT-based calibration does not require additional 
equipment or radioactive sources; as a result it is likely the best calibration option for most diagnostic 
CT clinics.  The relative uncertainty in dose measurement using properly calibrated OSLD is 7.7%, 
which is compares favorably to the relative uncertainty achievable with a CT ion chamber under the 
same conditions (5%).  The relative uncertainty on the vendor calibration protocol was the highest of 
the three examined.  This is largely due to the uncertainty in dose delivered to standards, as well as 
uncertainty in the correction factor to account for energy or other effects.  
 
7.4 Conclusion 
In this work, two calibration protocols are presented which are stronger alternatives to the vendor-
supplied calibration method for performing CT dosimetry using the OSLD nanoDot.  The CT free-In-
Air calibration requires a previously calibrated ion chamber, and OSLD standards to be irradiated with 
a consistent and reproducible scan technique. Energy correction factors are generally necessary using 
this calibration technique and a table of factors is provided for a range of CT energies, measurement 
positions, and measurement media using a GT scanner. There is little difference in the value of the 
energy correction factor as a function of media for this calibration protocol; calibration using 60Co, a 
higher energy source, requires a larger correction factor which becomes more dependent on the 
measurement medium (acrylic versus water versus air). Using either the CT free-in-air or 60Co-based 
calibration approaches, dosimetry with a relative uncertainty of less than ±10% is achievable in a CT 
environment.   
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Chapter 8: Summary and Conclusions 
 
8.1 General Summary and Conclusions  
The energy dependence of two commonly used dosimeters was characterized for non-reference 
measurement conditions in a radiotherapy environment.  Monte Carlo simulations of the photon 
energy spectra were completed for a range of clinically relevant conditions, defined by adjusting the 
field size, the measurement position, field modulation, and by adding heterogeneous materials to the 
beam path.  The impact of spectral variations was evaluated through a calculation of the energy 
correction factor, a term that is used in both TLD and OSLD dose determination to compensate for 
differences in response between the calibration spectrum and the measurement spectrum.  A 
theoretical expression for the energy correction factor was derived from fundamental Burlin Cavity 
Theory, and using the calculated photon energy spectra, an energy correction factor was determined 
for each unique spectrum.  
Measurement position was the largest cause of spectral perturbations in the 6MV beam.  The 
addition of field modulation or heterogeneous material into the beam path did not manifest into large 
differences in the energy correction factor.  As a result, out-of-field measurements generally needed a 
non-reference energy correction factor to compensate for the overresponse of the dosimeter.  While 
larger uncertainty is generally expected for out of field measurements, failing to account for the softer 
energy spectra could impact clinical decisions or the outcomes of risk calculations based on inaccurate 
dosimetry. 
Spectral variations impacted the TLD response such that an energy correction factor of up to 12% 
was needed for some out of field conditions.  Spectral variations occurring within the field borders did 
not have as large of an impact on the energy correction factor – differences of up to 1% were seen for 
in-field measurements. 
Spectral variations were expected to have a larger impact on OSLD response, largely due to the 
higher effective atomic number of Al2O3 relative to tissue.  Both calculated energy correction factors 
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and measured energy correction factors confirmed this – differences of up to 30% were seen for out of 
field measurements, and in-field spectral variations impacted the dosimeter response by up to 3% 
depending on the measurement position.  
One of the primary outcomes of this work was the development of a theoretically calculated 
energy correction factor using Burlin Cavity Theory. Good agreement was found between measured 
and calculated energy correction factors for both dosimeters; average differences of approximately 
3.5% were found for both TLD and OSLD.  
The OSLD nanoDot was characterized for use in CT dosimetry, and necessary correction factors 
were provided for this low-dose and low-energy environment.  Low dose measurements require a 
stronger LED light for stimulation of the OSLD, and as a result signal depletion with each reading is 
larger.  A depletion correction factor is necessary, and should be determined before experimental 
measurements begin. A study of the angular dependence of the nanoDot found that there is very little 
angular dependence (<2%) for intermediate to full scatter conditions in a CT environment, with the 
exception of edge-on irradiations.  If the dosimeter is positioned such that the entire irradiation is 
performed in an edge-on fashion, the response will be impacted, and a correction factor should be 
applied.  Signal fading and dose linearity were determined not to impact dose determination, and 
correction factors of unity should be applied for most typical CT conditions.   
Additionally, two new calibration procedures were presented for calibration of the nanoDot for 
performing CT point dosimetry.  These two methods were compared to the vendor recommended 
calibration procedure and found to have a lower uncertainty over a range of scanning techniques. 
Using a CT free-in-air calibration procedure, OSLD nanoDots can be used to consistently measure CT 
dose with less than 10% uncertainty for a range of scanning techniques.  Appropriate calibration 
techniques are crucial to using OSLD in a low-energy environment, and the work completed in this 
study provides a feasible and clinically relevant solution.  
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8.2 Evaluation of the Hypothesis 
The first part of the hypothesis of this study was that the assumption of a single and constant 
photon energy spectrum introduces error of at least 5% into dose measurement using TLD and OSLD 
in typical radiotherapy photon beams.  To evaluate this hypothesis, Specific Aims 1 and 2 were carried 
out through a complete investigation of the photon energy spectra in a radiotherapy environment, and 
an assessment of the energy correction factor for TLD and OSLD was done using both measurements 
and cavity theory. For in-field measurement conditions, the hypothesis was proven to be false.  Errors 
of at least 5% were not found using either dosimeter for in-field measurement conditions, despite some 
perturbations to the photon energy spectra.  For out-of-field measurement conditions, the hypothesis 
was proven to be true.  TLD measurements required additional correction factors of up to 12% and 
OSLD required correction up to 30%.    
The second component of the hypothesis of this study was that OSLD nanoDots can be used to 
measure dose with total uncertainty of less than 20% compared to ion chamber readings in a CT 
setting. This hypothesis was evaluated through completion of Specific Aims 3 and 4.  A full 
characterization of the OSLD nanoDot was performed and a set of necessary correction factors was 
determined.  Finally, two calibration protocols were presented; each of which achieved uncertainty of 
less than 10% for CT dosimetry when implemented appropriately. As a result, this component of the 
hypothesis was proven to be true.  
 
8.3 Future Research and Applications 
The consideration of variations in energy spectra in a radiotherapy environment were determined 
to impact dose calculation for measurement positions outside of the primary field.  One of the major 
applications of out-of-field dosimetry is to provide data for late effects studies, where the risk of 
development of second malignancies is evaluated. As a future investigation, a re-evaluation of risk 
estimates based on updated dosimetry should be completed. Given that the dosimeter demonstrates an 
overresponse to lower photon energies, as those seen in out of field locations, it is expected that a re-
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investigation may actually show lower risk of second malignancy compared to that previously 
determined in studies based on TLD or OSLD measurements.  Another application of this result is in 
evaluation of fetal dose for pregnant women undergoing treatment.  Often, treatment is limited based 
on dose to the fetus; more accurate dosimetry may allow treatment doses to be higher without actually 
exceeding dose limits to the fetus.   
The applications of this work to CT dosimetry are potentially much more wide reaching. The next 
step in implementing the results of this work in a clinical setting would be through a study of 
measuring CT dose in-vivo.  In particular, measurement of lens dose during routine brain studies 
would provide useful data on the feasibility of a large-scale patient monitoring program.   
A comparison between the dose measured using OSLD and the dose indicators provided in CT 
dose reports at the scanner would be of great use to a clinical CT program.  The dose indicators, 
usually CTDIvol  and Dose Length Product (DLP) are based on measurements made in acrylic CTDI 
phantoms, and are generally poor indicators for the actual patient dose.  Nevertheless, these indicators 
are widely used to monitor patient dose and set dose limits on high-dose procedures.  If better 
dosimetry was available, a more thorough evaluation of the reliability of these indicators could be 
performed.  
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Appendices  
 
Identification of Photon Spectra 
 
6MV 10cm × 10cm Open Field Spectra 
Spectrum ID Depth in Water (cm) 
Distance from 
Central Axis 
(cm) 
Average 
Spectral Energy 
(MeV) 
10_13101 0.5 0 1.56 
10_13102 1.6 0 1.49 
10_13103 3 0 1.45 
10_13104 5 0 1.41 
10_13105 8 0 1.40 
10_13106 10 0 1.39 
10_13107 12 0 1.40 
10_13108 15 0 1.42 
10_13109 20 0 1.46 
10_13110 25 0 1.53 
10_13201 1.6 5 1.39 
10_13202 1.6 10 0.41 
10_13203 1.6 15 0.40 
10_13204 1.6 20 0.46 
10_13205 1.6 25 0.43 
10_13206 1.6 30 0.38 
10_13207 1.6 40 0.29 
10_13208 1.6 50 0.29 
10_13501 5 5 1.32 
10_13502 5 10 0.35 
10_13503 5 15 0.31 
10_13504 5 20 0.36 
10_13505 5 25 0.35 
10_13506 5 30 0.30 
10_13507 5 40 0.26 
10_13508 5 50 0.25 
10_13701 20 5 1.44 
10_13702 20 10 0.42 
10_13703 20 15 0.31 
10_13704 20 20 0.28 
10_13705 20 25 0.27 
10_13706 20 30 0.26 
10_13707 20 40 0.24 
10_13708 20 50 0.22 
 
  
126 
6MV 5cm × 5cm Open Field Spectra 
Spectrum ID Depth in Water (cm) 
Distance from 
Central Axis 
(cm) 
Average 
Spectral Energy 
(MeV) 
5_13101 0.5 0 1.69 
5_13102 1.6 0 1.65 
5_13103 3 0 1.64 
5_13104 5 0 1.65 
5_13105 8 0 1.68 
5_13106 10 0 1.70 
5_13107 12 0 1.73 
5_13108 15 0 1.77 
5_13109 20 0 1.85 
5_13110 25 0 1.94 
5_13201 1.6 5 0.56 
5_13202 1.6 10 0.57 
5_13203 1.6 15 0.72 
5_13204 1.6 20 0.84 
5_13205 1.6 25 0.62 
5_13206 1.6 30 0.38 
5_13207 1.6 40 0.30 
5_13208 1.6 50 0.31 
5_13501 5 5 0.50 
5_13502 5 10 0.45 
5_13503 5 15 0.54 
5_13504 5 20 0.66 
5_13508 5 50 0.26 
5_13701 20 5 0.66 
5_13703 20 15 0.40 
5_13708 20 50 0.23 
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6MV 20cm × 20cm Open Field Spectra 
Spectrum ID Depth in Water (cm) 
Distance from 
Central Axis 
(cm) 
Average 
Spectral Energy 
(MeV) 
20_13101 0.5 0 1.38 
20_13102 1.6 0 1.29 
20_13106 10 0 1.06 
20_13109 20 0 1.03 
20_13110 25 0 1.08 
20_13201 1.6 5 1.28 
20_13207 1.6 40 0.21 
20_13208 1.6 50 0.26 
20_13501 5 5 1.15 
20_13503 5 15 0.22 
20_13504 5 20 0.20 
20_13508 5 50 0.22 
20_13701 20 5 1.04 
20_13703 20 15 0.32 
20_13704 20 20 0.23 
20_13706 20 30 0.19 
20_13708 20 50 0.17 
 
 
  
128 
6MV 10cm × 10cm Open Field Spectra with Lung Heterogeneity 
Spectrum ID Depth in Water (cm) 
Distance from 
Central Axis 
(cm) 
Average 
Spectral Energy 
(MeV) 
10_13106L 10 0 1.50 
10_13107L 12 0 1.44 
10_13108L 15 0 1.39 
10_13109L 20 0 1.39 
10_13110L 25 0 1.45 
10_13701L 20 5 1.39 
10_13704L 20 20 0.30 
10_13708L 20 50 0.24 
 
 
 
6MV 10cm × 10cm Open Field Spectra with Bone Heterogeneity 
Spectrum ID Depth in Water (cm) 
Distance from 
Central Axis 
(cm) 
Average 
Spectral Energy 
(MeV) 
10_13106B 10 0 1.35 
10_13107B 12 0 1.39 
10_13108B 15 0 1.43 
10_13109B 20 0 1.49 
10_13110B 25 0 1.56 
10_13701B 20 5 1.48 
10_13704B 20 20 0.29 
10_13708B 20 50 0.22 
 
  
129 
6MV 10cm × 10cm Modulated Spectra 
Spectrum ID Depth in Water (cm) 
Distance from 
Central Axis 
(cm) 
Average 
Spectral Energy 
(MeV) 
IMRT_13101 0.5 0 1.74 
IMRT_13102 1.6 0 1.68 
IMRT_13103 3 0 1.57 
IMRT_13104 5 0 1.54 
IMRT_13105 8 0 1.52 
IMRT_13106 10 0 1.52 
IMRT_13107 12 0 1.52 
IMRT_13108 15 0 1.54 
IMRT_13109 20 0 1.59 
IMRT_13110 25 0 1.67 
IMRT_13201 1.6 5 1.66 
IMRT_13202 1.6 10 0.41 
IMRT_13203 1.6 15 0.43 
IMRT_13204 1.6 20 0.58 
IMRT_13205 1.6 25 0.63 
IMRT_13206 1.6 30 0.39 
IMRT_13207 1.6 40 0.37 
IMRT_13208 1.6 50 0.36 
IMRT_13501 5 5 1.47 
IMRT_13502 5 10 0.34 
IMRT_13503 5 15 0.34 
IMRT_13504 5 20 0.41 
IMRT_13505 5 25 0.56 
IMRT_13506 5 30 0.35 
IMRT_13507 5 40 0.32 
IMRT_13508 5 50 0.32 
IMRT_13701 20 5 1.61 
IMRT_13702 20 10 0.42 
IMRT_13703 20 15 0.32 
IMRT_13704 20 20 0.30 
IMRT_13705 20 25 0.40 
IMRT_13706 20 30 0.36 
IMRT_13707 20 40 0.26 
IMRT_13708 20 50 0.26 
 
 
 
 
130 
 
Photon Energy Spectra Tabular Data  
6MV 10cm × 10cm Open Field Spectra 
Energy 
Bin 10_13101 10_13102 10_13103 10_13104 10_13105 10_13106 10_13107 10_13108 10_13109 10_13110 10_13201 10_13202 
6.31E-03 5.68E-06 6.94E-06 6.59E-06 6.56E-06 6.37E-06 6.46E-06 6.23E-06 6.55E-06 6.58E-06 7.20E-06 6.26E-06 2.36E-06 
8.58E-03 1.67E-05 2.01E-05 1.98E-05 1.95E-05 1.96E-05 1.97E-05 1.89E-05 2.02E-05 1.98E-05 2.05E-05 1.93E-05 7.03E-06 
1.17E-02 3.99E-05 5.05E-05 5.20E-05 5.04E-05 4.81E-05 4.87E-05 5.06E-05 4.79E-05 5.03E-05 5.40E-05 4.83E-05 1.83E-05 
1.58E-02 8.27E-05 1.34E-04 1.33E-04 1.31E-04 1.28E-04 1.25E-04 1.29E-04 1.30E-04 1.27E-04 1.45E-04 1.19E-04 4.65E-05 
2.15E-02 1.65E-04 2.86E-04 3.26E-04 3.41E-04 3.41E-04 3.39E-04 3.47E-04 3.49E-04 3.54E-04 3.78E-04 2.66E-04 1.35E-04 
2.93E-02 3.80E-04 6.71E-04 8.24E-04 9.79E-04 1.12E-03 1.19E-03 1.26E-03 1.38E-03 1.51E-03 1.54E-03 6.80E-04 1.70E-03 
3.98E-02 1.40E-03 2.16E-03 2.91E-03 3.82E-03 5.08E-03 5.82E-03 6.49E-03 7.44E-03 8.52E-03 8.33E-03 2.90E-03 1.68E-02 
5.41E-02 3.92E-03 5.53E-03 7.36E-03 9.73E-03 1.29E-02 1.49E-02 1.66E-02 1.88E-02 2.11E-02 2.07E-02 7.91E-03 5.10E-02 
7.36E-02 7.41E-03 1.02E-02 1.31E-02 1.67E-02 2.12E-02 2.38E-02 2.60E-02 2.86E-02 3.12E-02 3.03E-02 1.41E-02 8.47E-02 
1.00E-01 1.23E-02 1.66E-02 2.04E-02 2.47E-02 2.94E-02 3.17E-02 3.36E-02 3.58E-02 3.77E-02 3.55E-02 2.16E-02 1.08E-01 
1.36E-01 2.08E-02 2.64E-02 3.03E-02 3.44E-02 3.80E-02 3.97E-02 4.11E-02 4.23E-02 4.28E-02 4.08E-02 3.20E-02 1.25E-01 
1.85E-01 3.66E-02 4.03E-02 4.25E-02 4.43E-02 4.55E-02 4.58E-02 4.59E-02 4.58E-02 4.51E-02 4.18E-02 4.68E-02 1.40E-01 
2.51E-01 5.40E-02 5.62E-02 5.66E-02 5.68E-02 5.60E-02 5.51E-02 5.44E-02 5.32E-02 5.13E-02 4.69E-02 6.23E-02 1.35E-01 
3.41E-01 5.93E-02 6.21E-02 6.19E-02 6.11E-02 5.88E-02 5.72E-02 5.56E-02 5.34E-02 5.07E-02 5.00E-02 6.70E-02 1.06E-01 
4.64E-01 6.21E-02 6.62E-02 6.75E-02 6.65E-02 6.35E-02 6.13E-02 5.90E-02 5.60E-02 5.21E-02 4.98E-02 7.02E-02 6.43E-02 
6.31E-01 7.26E-02 7.63E-02 7.89E-02 7.82E-02 7.53E-02 7.30E-02 7.07E-02 6.75E-02 6.31E-02 6.05E-02 7.98E-02 3.59E-02 
8.58E-01 8.28E-02 8.21E-02 8.23E-02 8.20E-02 7.95E-02 7.74E-02 7.53E-02 7.23E-02 6.77E-02 6.50E-02 8.27E-02 2.17E-02 
1.17E+00 1.01E-01 9.66E-02 9.20E-02 9.07E-02 8.90E-02 8.76E-02 8.60E-02 8.40E-02 8.04E-02 7.87E-02 9.05E-02 2.17E-02 
1.58E+00 1.12E-01 1.05E-01 9.87E-02 9.61E-02 9.50E-02 9.44E-02 9.35E-02 9.25E-02 9.09E-02 9.14E-02 9.57E-02 2.34E-02 
2.15E+00 1.09E-01 1.03E-01 1.00E-01 9.70E-02 9.54E-02 9.55E-02 9.58E-02 9.65E-02 9.74E-02 1.00E-01 9.64E-02 2.30E-02 
2.93E+00 1.03E-01 9.69E-02 9.64E-02 9.30E-02 9.17E-02 9.20E-02 9.27E-02 9.40E-02 9.77E-02 1.03E-01 8.95E-02 2.10E-02 
3.98E+00 8.62E-02 8.15E-02 7.95E-02 7.71E-02 7.62E-02 7.65E-02 7.73E-02 7.95E-02 8.41E-02 9.12E-02 7.41E-02 1.45E-02 
5.41E+00 6.23E-02 5.90E-02 5.72E-02 5.57E-02 5.55E-02 5.60E-02 5.69E-02 5.90E-02 6.33E-02 6.95E-02 5.61E-02 5.40E-03 
7.36E+00 1.32E-02 1.24E-02 1.08E-02 1.06E-02 1.05E-02 1.07E-02 1.11E-02 1.15E-02 1.27E-02 1.40E-02 9.26E-03 6.10E-04 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
  
131 
6MV 10cm × 10cm Open Field Spectra (Continued) 
Energy 
Bin 10_13203 10_13204 10_13205 10_13206 10_13207 10_13208 10_13501 10_13502 10_13503 10_13504 10_13505 10_13506 
6.31E-03 1.84E-06 2.07E-06 2.27E-06 2.03E-06 1.37E-06 1.55E-06 6.07E-06 1.60E-06 1.46E-06 1.62E-06 1.14E-06 1.39E-06 
8.58E-03 6.31E-06 6.69E-06 7.89E-06 5.45E-06 4.38E-06 4.43E-06 1.80E-05 4.78E-06 4.87E-06 4.44E-06 4.27E-06 4.19E-06 
1.17E-02 1.37E-05 1.83E-05 2.12E-05 1.49E-05 1.04E-05 3.82E-06 4.66E-05 1.13E-05 9.73E-06 1.17E-05 1.20E-05 5.61E-06 
1.58E-02 3.83E-05 3.70E-05 4.50E-05 3.94E-05 4.58E-05 2.28E-05 1.21E-04 2.84E-05 2.34E-05 3.26E-05 3.29E-05 2.11E-05 
2.15E-02 9.63E-05 1.15E-04 1.54E-04 1.18E-04 7.25E-05 6.81E-05 3.16E-04 1.05E-04 7.00E-05 8.08E-05 7.74E-05 8.31E-05 
2.93E-02 2.20E-03 2.59E-03 2.88E-03 3.01E-03 2.96E-03 2.03E-03 1.02E-03 2.21E-03 2.93E-03 3.48E-03 3.89E-03 3.96E-03 
3.98E-02 2.59E-02 2.98E-02 3.26E-02 3.23E-02 3.28E-02 2.72E-02 4.89E-03 2.19E-02 3.27E-02 3.95E-02 4.27E-02 4.46E-02 
5.41E-02 7.62E-02 8.41E-02 8.76E-02 8.77E-02 8.63E-02 7.50E-02 1.29E-02 6.17E-02 8.99E-02 1.02E-01 1.09E-01 1.11E-01 
7.36E-02 1.14E-01 1.20E-01 1.22E-01 1.19E-01 1.20E-01 1.09E-01 2.17E-02 9.69E-02 1.28E-01 1.37E-01 1.40E-01 1.41E-01 
1.00E-01 1.30E-01 1.29E-01 1.28E-01 1.22E-01 1.29E-01 1.24E-01 3.04E-02 1.17E-01 1.39E-01 1.40E-01 1.38E-01 1.36E-01 
1.36E-01 1.31E-01 1.21E-01 1.15E-01 1.16E-01 1.23E-01 1.31E-01 4.00E-02 1.27E-01 1.33E-01 1.26E-01 1.21E-01 1.18E-01 
1.85E-01 1.29E-01 1.16E-01 1.06E-01 9.89E-02 1.09E-01 1.13E-01 4.96E-02 1.28E-01 1.21E-01 1.13E-01 1.03E-01 9.80E-02 
2.51E-01 1.16E-01 1.01E-01 9.37E-02 9.08E-02 9.87E-02 9.36E-02 6.13E-02 1.17E-01 1.02E-01 9.00E-02 8.48E-02 8.34E-02 
3.41E-01 8.86E-02 7.84E-02 7.52E-02 7.50E-02 8.74E-02 9.10E-02 6.49E-02 9.71E-02 8.16E-02 7.16E-02 6.95E-02 6.82E-02 
4.64E-01 4.81E-02 4.35E-02 4.52E-02 5.14E-02 5.64E-02 6.38E-02 6.92E-02 7.21E-02 5.51E-02 4.67E-02 4.62E-02 4.86E-02 
6.31E-01 2.19E-02 2.17E-02 2.59E-02 3.41E-02 3.55E-02 5.77E-02 8.04E-02 5.22E-02 3.24E-02 2.42E-02 2.54E-02 3.04E-02 
8.58E-01 1.17E-02 1.37E-02 2.17E-02 3.03E-02 2.84E-02 3.69E-02 8.13E-02 2.84E-02 1.24E-02 1.11E-02 1.53E-02 2.33E-02 
1.17E+00 1.34E-02 1.84E-02 3.02E-02 3.90E-02 3.51E-02 3.57E-02 8.67E-02 1.86E-02 1.13E-02 1.32E-02 1.88E-02 2.69E-02 
1.58E+00 1.73E-02 2.53E-02 3.50E-02 4.62E-02 2.96E-02 2.75E-02 9.00E-02 1.63E-02 1.15E-02 1.71E-02 2.26E-02 3.09E-02 
2.15E+00 2.36E-02 3.32E-02 3.53E-02 3.44E-02 1.82E-02 8.00E-03 8.99E-02 1.57E-02 1.49E-02 2.14E-02 2.36E-02 2.21E-02 
2.93E+00 2.47E-02 3.03E-02 2.64E-02 1.63E-02 5.02E-03 3.60E-03 8.31E-02 1.40E-02 1.52E-02 2.04E-02 2.07E-02 1.17E-02 
3.98E+00 1.70E-02 2.04E-02 1.11E-02 3.01E-03 1.23E-03 6.91E-04 7.00E-02 9.86E-03 1.04E-02 1.44E-02 9.87E-03 2.19E-03 
5.41E+00 7.60E-03 9.63E-03 5.30E-03 5.95E-04 1.73E-04 0.00E+00 5.32E-02 3.64E-03 4.81E-03 6.79E-03 4.58E-03 5.52E-04 
7.36E+00 1.07E-03 1.28E-03 7.19E-04 0.00E+00 0.00E+00 0.00E+00 8.85E-03 4.09E-04 6.26E-04 8.92E-04 6.57E-04 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
 
  
132 
6MV 10cm × 10cm Open Field Spectra (Continued) 
Energy 
Bin 10_13507 10_13508 10_13701 10_13702 10_13703 10_13704 10_13705 10_13706 10_13707 10_13801 10_13802 10_13803 
6.31E-03 1.84E-06 8.87E-07 6.58E-06 2.00E-06 1.37E-06 1.17E-06 9.36E-07 1.81E-06 1.26E-06 1.27E-06 1.32E-06 5.49E-06 
8.58E-03 3.53E-06 2.10E-06 1.96E-05 5.45E-06 3.92E-06 4.30E-06 3.87E-06 4.40E-06 2.71E-06 3.61E-06 3.81E-06 9.24E-06 
1.17E-02 1.01E-05 8.89E-06 4.80E-05 1.41E-05 9.05E-06 8.47E-06 8.24E-06 4.60E-06 5.00E-06 8.77E-06 8.14E-06 1.16E-04 
1.58E-02 2.34E-05 2.15E-05 1.31E-04 3.32E-05 2.46E-05 1.82E-05 1.34E-05 1.32E-05 5.12E-06 2.20E-05 2.28E-05 3.81E-05 
2.15E-02 8.87E-05 4.69E-05 3.31E-04 1.31E-04 7.72E-05 6.66E-05 7.25E-05 7.87E-05 3.90E-05 6.85E-05 6.13E-05 9.90E-05 
2.93E-02 4.10E-03 2.89E-03 1.50E-03 2.81E-03 3.47E-03 4.33E-03 4.73E-03 5.06E-03 5.74E-03 2.13E-04 1.95E-04 1.49E-03 
3.98E-02 4.38E-02 3.87E-02 9.36E-03 2.74E-02 3.71E-02 4.58E-02 5.09E-02 5.52E-02 5.78E-02 9.74E-04 9.33E-04 2.13E-02 
5.41E-02 1.10E-01 9.91E-02 2.33E-02 7.07E-02 9.45E-02 1.12E-01 1.23E-01 1.31E-01 1.37E-01 2.95E-03 2.80E-03 6.77E-02 
7.36E-02 1.41E-01 1.33E-01 3.37E-02 9.87E-02 1.27E-01 1.41E-01 1.52E-01 1.56E-01 1.57E-01 5.72E-03 5.39E-03 9.68E-02 
1.00E-01 1.42E-01 1.37E-01 3.96E-02 1.07E-01 1.33E-01 1.37E-01 1.40E-01 1.40E-01 1.35E-01 9.49E-03 8.83E-03 1.06E-01 
1.36E-01 1.19E-01 1.25E-01 4.34E-02 1.06E-01 1.18E-01 1.21E-01 1.18E-01 1.17E-01 1.11E-01 1.67E-02 1.59E-02 1.03E-01 
1.85E-01 1.00E-01 1.10E-01 4.49E-02 9.62E-02 9.99E-02 9.77E-02 9.47E-02 9.18E-02 9.93E-02 3.32E-02 3.07E-02 1.10E-01 
2.51E-01 8.57E-02 8.70E-02 5.04E-02 8.97E-02 8.31E-02 8.25E-02 7.82E-02 7.49E-02 6.74E-02 5.11E-02 4.87E-02 1.02E-01 
3.41E-01 7.59E-02 7.25E-02 5.00E-02 7.83E-02 7.22E-02 6.68E-02 6.40E-02 6.24E-02 5.82E-02 5.53E-02 5.49E-02 8.17E-02 
4.64E-01 5.09E-02 5.93E-02 5.20E-02 6.97E-02 6.28E-02 5.74E-02 5.23E-02 5.08E-02 5.04E-02 5.80E-02 6.04E-02 5.26E-02 
6.31E-01 3.31E-02 4.37E-02 6.38E-02 6.60E-02 5.40E-02 4.59E-02 4.14E-02 3.85E-02 3.67E-02 7.13E-02 7.76E-02 3.68E-02 
8.58E-01 2.41E-02 3.05E-02 6.84E-02 5.47E-02 4.06E-02 3.05E-02 2.45E-02 2.29E-02 2.42E-02 8.49E-02 8.78E-02 3.80E-02 
1.17E+00 2.56E-02 2.80E-02 7.92E-02 4.61E-02 2.94E-02 1.87E-02 1.36E-02 1.34E-02 1.96E-02 1.02E-01 1.04E-01 4.89E-02 
1.58E+00 2.42E-02 2.17E-02 8.92E-02 3.59E-02 1.83E-02 1.06E-02 9.74E-03 1.22E-02 1.85E-02 1.12E-01 1.11E-01 6.31E-02 
2.15E+00 1.52E-02 7.91E-03 9.57E-02 2.49E-02 1.12E-02 9.19E-03 1.14E-02 1.19E-02 1.48E-02 1.15E-01 1.13E-01 4.70E-02 
2.93E+00 4.19E-03 2.24E-03 9.38E-02 1.54E-02 8.06E-03 9.22E-03 1.01E-02 1.02E-02 5.77E-03 1.11E-01 1.08E-01 1.87E-02 
3.98E+00 1.00E-03 5.71E-04 8.50E-02 7.71E-03 4.95E-03 6.85E-03 7.28E-03 4.29E-03 1.19E-03 9.16E-02 9.15E-02 3.65E-03 
5.41E+00 2.64E-05 0.00E+00 6.52E-02 2.56E-03 2.28E-03 3.40E-03 3.34E-03 1.80E-03 1.93E-04 6.57E-02 6.68E-02 6.87E-04 
7.36E+00 0.00E+00 0.00E+00 1.10E-02 2.46E-04 2.76E-04 5.12E-04 5.11E-04 3.52E-04 0.00E+00 1.24E-02 1.15E-02 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
 
 
  
133 
6MV 10cm × 10cm Open Field Spectra (Continued) 
Energy 
Bin 10_13901 10_13902 
6.31E-03 6.68E-06 6.83E-06 
8.58E-03 2.01E-05 2.00E-05 
1.17E-02 5.02E-05 5.12E-05 
1.58E-02 1.24E-04 1.33E-04 
2.15E-02 2.78E-04 3.57E-04 
2.93E-02 5.80E-04 1.49E-03 
3.98E-02 2.01E-03 8.51E-03 
5.41E-02 5.26E-03 2.14E-02 
7.36E-02 9.47E-03 3.13E-02 
1.00E-01 1.51E-02 3.71E-02 
1.36E-01 2.38E-02 4.18E-02 
1.85E-01 3.70E-02 4.38E-02 
2.51E-01 5.28E-02 4.94E-02 
3.41E-01 6.07E-02 4.96E-02 
4.64E-01 6.84E-02 5.19E-02 
6.31E-01 7.98E-02 6.34E-02 
8.58E-01 8.58E-02 6.84E-02 
1.17E+00 9.77E-02 8.13E-02 
1.58E+00 1.04E-01 9.19E-02 
2.15E+00 1.04E-01 9.76E-02 
2.93E+00 9.81E-02 9.83E-02 
3.98E+00 8.32E-02 8.49E-02 
5.41E+00 6.02E-02 6.51E-02 
7.36E+00 1.09E-02 1.22E-02 
1.00E+01 0.00E+00 0.00E+00 
 
  
134 
6MV 5cm × 5cm Open Field Spectra 
Energy 
Bin 5_13101 5_13102 5_13103 5_13104 5_13105 5_13106 5_13107 5_13108 5_13109 5_13110 5_13201 5_13202 
6.31E-03 5.56E-06 7.71E-06 7.33E-06 7.83E-06 7.55E-06 7.42E-06 8.15E-06 7.55E-06 8.64E-06 8.39E-06 2.54E-06 3.36E-06 
8.58E-03 1.74E-05 2.25E-05 2.22E-05 2.26E-05 2.27E-05 2.42E-05 2.43E-05 2.28E-05 2.83E-05 2.63E-05 8.54E-06 5.89E-06 
1.17E-02 3.77E-05 6.05E-05 5.81E-05 5.88E-05 6.13E-05 5.84E-05 6.20E-05 6.04E-05 6.08E-05 6.30E-05 1.82E-05 1.34E-05 
1.58E-02 8.48E-05 1.39E-04 1.47E-04 1.49E-04 1.62E-04 1.58E-04 1.53E-04 1.71E-04 1.69E-04 1.76E-04 6.59E-05 6.55E-05 
2.15E-02 1.62E-04 2.89E-04 3.40E-04 3.60E-04 3.79E-04 3.80E-04 3.94E-04 4.07E-04 4.34E-04 4.63E-04 2.92E-04 1.54E-04 
2.93E-02 2.65E-04 5.05E-04 6.34E-04 7.56E-04 8.51E-04 8.97E-04 9.34E-04 1.00E-03 1.07E-03 1.16E-03 1.60E-03 1.73E-03 
3.98E-02 5.71E-04 9.92E-04 1.36E-03 1.81E-03 2.36E-03 2.67E-03 2.94E-03 3.41E-03 3.92E-03 3.99E-03 9.20E-03 1.67E-02 
5.41E-02 1.32E-03 2.03E-03 2.80E-03 3.75E-03 5.12E-03 5.91E-03 6.65E-03 7.62E-03 8.76E-03 8.71E-03 2.72E-02 5.17E-02 
7.36E-02 2.52E-03 3.74E-03 4.90E-03 6.43E-03 8.36E-03 9.39E-03 1.03E-02 1.18E-02 1.30E-02 1.30E-02 4.94E-02 8.32E-02 
1.00E-01 4.62E-03 6.60E-03 8.33E-03 1.03E-02 1.24E-02 1.35E-02 1.44E-02 1.54E-02 1.67E-02 1.55E-02 7.43E-02 1.06E-01 
1.36E-01 9.59E-03 1.26E-02 1.46E-02 1.65E-02 1.82E-02 1.91E-02 1.98E-02 2.04E-02 2.08E-02 1.96E-02 1.03E-01 1.18E-01 
1.85E-01 2.10E-02 2.30E-02 2.41E-02 2.47E-02 2.51E-02 2.53E-02 2.52E-02 2.51E-02 2.49E-02 2.28E-02 1.34E-01 1.28E-01 
2.51E-01 3.87E-02 4.01E-02 4.00E-02 3.93E-02 3.83E-02 3.74E-02 3.66E-02 3.55E-02 3.38E-02 3.07E-02 1.45E-01 1.22E-01 
3.41E-01 4.94E-02 5.08E-02 4.97E-02 4.79E-02 4.49E-02 4.30E-02 4.13E-02 3.91E-02 3.65E-02 3.45E-02 1.20E-01 9.59E-02 
4.64E-01 6.26E-02 6.47E-02 6.33E-02 6.07E-02 5.62E-02 5.32E-02 5.06E-02 4.70E-02 4.21E-02 3.83E-02 8.18E-02 5.64E-02 
6.31E-01 7.73E-02 8.03E-02 7.95E-02 7.73E-02 7.31E-02 7.04E-02 6.76E-02 6.34E-02 5.77E-02 5.39E-02 5.94E-02 3.56E-02 
8.58E-01 9.02E-02 9.15E-02 9.00E-02 8.82E-02 8.42E-02 8.13E-02 7.86E-02 7.47E-02 6.90E-02 6.34E-02 3.04E-02 1.83E-02 
1.17E+00 1.11E-01 1.09E-01 1.07E-01 1.06E-01 1.03E-01 1.02E-01 9.95E-02 9.62E-02 9.07E-02 8.68E-02 2.87E-02 1.77E-02 
1.58E+00 1.21E-01 1.17E-01 1.17E-01 1.17E-01 1.16E-01 1.16E-01 1.15E-01 1.14E-01 1.11E-01 1.10E-01 3.29E-02 3.08E-02 
2.15E+00 1.19E-01 1.15E-01 1.14E-01 1.14E-01 1.17E-01 1.18E-01 1.19E-01 1.20E-01 1.21E-01 1.24E-01 4.03E-02 3.42E-02 
2.93E+00 1.13E-01 1.10E-01 1.11E-01 1.12E-01 1.15E-01 1.17E-01 1.19E-01 1.23E-01 1.28E-01 1.33E-01 2.91E-02 3.66E-02 
3.98E+00 9.33E-02 9.05E-02 9.04E-02 9.16E-02 9.52E-02 9.77E-02 1.01E-01 1.06E-01 1.13E-01 1.22E-01 2.16E-02 2.88E-02 
5.41E+00 6.81E-02 6.63E-02 6.66E-02 6.74E-02 6.99E-02 7.21E-02 7.45E-02 7.90E-02 8.74E-02 9.75E-02 1.15E-02 1.55E-02 
7.36E+00 1.54E-02 1.49E-02 1.37E-02 1.41E-02 1.45E-02 1.52E-02 1.59E-02 1.71E-02 1.91E-02 2.14E-02 1.07E-03 2.10E-03 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
 
135 
6MV 5cm × 5cm Open Field Spectra (Continued) 
Energy 
Bin 5_13203 5_13204 5_13205 5_13206 5_13207 5_13208 5_13501 5_13502 5_13503 5_13504 5_13508 5_13701 
6.31E-03 3.05E-06 3.09E-06 2.85E-06 3.90E-06 2.24E-06 1.88E-06 3.03E-06 1.75E-06 3.14E-06 3.55E-06 2.25E-06 2.81E-06 
8.58E-03 9.66E-06 1.43E-05 1.24E-05 1.13E-05 9.61E-06 1.03E-05 6.85E-06 4.48E-06 6.42E-06 7.97E-06 2.35E-06 9.05E-06 
1.17E-02 2.00E-05 3.81E-05 2.25E-05 1.80E-05 1.24E-06 0.00E+00 1.79E-05 2.02E-05 1.85E-05 2.57E-05 1.89E-05 2.38E-05 
1.58E-02 7.34E-05 6.64E-05 4.45E-05 2.56E-05 3.52E-05 3.75E-05 5.64E-05 2.96E-05 3.81E-05 6.29E-05 8.62E-06 6.55E-05 
2.15E-02 1.33E-04 1.43E-04 1.55E-04 9.23E-05 1.12E-04 4.10E-05 2.80E-04 1.25E-04 1.30E-04 1.82E-04 2.44E-05 2.36E-04 
2.93E-02 1.91E-03 2.00E-03 2.12E-03 1.99E-03 1.44E-03 1.53E-03 1.99E-03 2.06E-03 2.72E-03 2.87E-03 2.31E-03 2.34E-03 
3.98E-02 2.24E-02 2.30E-02 2.63E-02 2.87E-02 2.23E-02 1.89E-02 1.23E-02 2.27E-02 3.08E-02 3.37E-02 3.04E-02 1.67E-02 
5.41E-02 6.54E-02 6.43E-02 7.33E-02 7.71E-02 6.94E-02 5.38E-02 3.39E-02 6.38E-02 8.21E-02 8.71E-02 8.16E-02 4.34E-02 
7.36E-02 9.83E-02 9.33E-02 1.01E-01 1.09E-01 1.01E-01 8.21E-02 5.76E-02 9.92E-02 1.18E-01 1.16E-01 1.18E-01 6.40E-02 
1.00E-01 1.12E-01 1.03E-01 1.13E-01 1.20E-01 1.26E-01 1.07E-01 8.03E-02 1.18E-01 1.27E-01 1.18E-01 1.30E-01 7.59E-02 
1.36E-01 1.13E-01 1.01E-01 1.08E-01 1.19E-01 1.24E-01 1.20E-01 1.02E-01 1.24E-01 1.19E-01 1.07E-01 1.29E-01 8.47E-02 
1.85E-01 1.09E-01 9.69E-02 1.04E-01 1.16E-01 1.18E-01 1.15E-01 1.16E-01 1.21E-01 1.08E-01 9.48E-02 1.22E-01 8.29E-02 
2.51E-01 9.71E-02 8.58E-02 8.89E-02 9.84E-02 1.17E-01 9.64E-02 1.21E-01 1.09E-01 9.07E-02 7.95E-02 9.46E-02 8.70E-02 
3.41E-01 7.82E-02 6.75E-02 7.48E-02 8.24E-02 8.78E-02 1.13E-01 1.07E-01 8.99E-02 7.55E-02 6.36E-02 9.74E-02 7.95E-02 
4.64E-01 4.39E-02 4.03E-02 5.22E-02 5.08E-02 7.26E-02 6.42E-02 8.91E-02 6.60E-02 5.12E-02 4.34E-02 6.37E-02 7.20E-02 
6.31E-01 2.36E-02 2.19E-02 2.92E-02 4.08E-02 4.58E-02 1.31E-01 7.95E-02 4.67E-02 3.14E-02 2.70E-02 4.24E-02 7.70E-02 
8.58E-01 1.27E-02 1.65E-02 2.15E-02 3.20E-02 3.80E-02 3.47E-02 5.49E-02 2.30E-02 1.21E-02 1.50E-02 3.18E-02 6.82E-02 
1.17E+00 1.59E-02 2.41E-02 2.67E-02 3.27E-02 3.39E-02 3.01E-02 4.01E-02 1.53E-02 1.29E-02 2.05E-02 2.93E-02 6.79E-02 
1.58E+00 3.05E-02 4.19E-02 4.19E-02 3.42E-02 2.32E-02 2.50E-02 3.07E-02 2.09E-02 2.03E-02 2.93E-02 1.92E-02 6.06E-02 
2.15E+00 4.82E-02 6.20E-02 4.53E-02 3.62E-02 1.38E-02 3.62E-03 2.97E-02 2.30E-02 3.13E-02 4.62E-02 5.65E-03 5.19E-02 
2.93E+00 5.48E-02 7.13E-02 4.46E-02 1.64E-02 4.79E-03 3.45E-03 2.00E-02 2.42E-02 3.65E-02 5.24E-02 1.97E-03 3.58E-02 
3.98E+00 4.66E-02 5.38E-02 2.94E-02 4.01E-03 8.61E-04 4.41E-04 1.48E-02 1.94E-02 3.14E-02 4.00E-02 1.01E-03 2.14E-02 
5.41E+00 2.43E-02 2.75E-02 1.48E-02 1.23E-03 5.15E-05 0.00E+00 8.01E-03 1.05E-02 1.68E-02 2.13E-02 0.00E+00 7.99E-03 
7.36E+00 2.82E-03 3.58E-03 2.74E-03 0.00E+00 0.00E+00 0.00E+00 6.94E-04 1.29E-03 2.14E-03 1.66E-03 0.00E+00 6.28E-04 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
 
  
136 
6MV 5cm × 5cm Open Field Spectra (Continued) 
Energy Bin 5_13703 5_13708 
6.31E-03 2.81E-06 8.52E-07 
8.58E-03 4.91E-06 4.38E-06 
1.17E-02 1.19E-05 6.05E-06 
1.58E-02 3.33E-05 8.98E-06 
2.15E-02 9.98E-05 4.38E-04 
2.93E-02 3.28E-03 3.88E-03 
3.98E-02 3.61E-02 5.66E-02 
5.41E-02 9.51E-02 1.25E-01 
7.36E-02 1.23E-01 1.47E-01 
1.00E-01 1.26E-01 1.54E-01 
1.36E-01 1.10E-01 1.11E-01 
1.85E-01 9.48E-02 9.48E-02 
2.51E-01 7.86E-02 8.40E-02 
3.41E-01 7.78E-02 6.31E-02 
4.64E-01 6.13E-02 5.00E-02 
6.31E-01 5.39E-02 3.71E-02 
8.58E-01 3.88E-02 2.22E-02 
1.17E+00 2.79E-02 2.07E-02 
1.58E+00 1.89E-02 1.63E-02 
2.15E+00 1.52E-02 1.13E-02 
2.93E+00 1.63E-02 3.07E-03 
3.98E+00 1.36E-02 4.18E-04 
5.41E+00 8.74E-03 0.00E+00 
7.36E+00 1.10E-03 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 
 
  
137 
6MV 20cm × 20cm Open Field Spectra 
Energy 
Bin 20_13101 20_13102 20_13106 20_13109 20_13110 20_13201 20_13207 20_13208 20_13501 20_13503 20_13504 20_13508 
6.31E-03 5.12E-06 6.02E-06 4.87E-06 4.71E-06 4.63E-06 5.75E-06 5.61E-07 1.03E-06 5.27E-06 9.79E-07 8.28E-07 1.56E-06 
8.58E-03 1.56E-05 1.69E-05 1.47E-05 1.43E-05 1.43E-05 1.76E-05 2.21E-06 2.87E-06 1.58E-05 3.03E-06 2.20E-06 4.21E-06 
1.17E-02 3.71E-05 4.49E-05 3.67E-05 3.64E-05 3.71E-05 4.40E-05 8.71E-06 8.56E-06 4.03E-05 6.11E-06 5.59E-06 4.71E-06 
1.58E-02 7.32E-05 1.12E-04 9.53E-05 9.41E-05 9.63E-05 1.09E-04 1.98E-05 2.55E-05 1.05E-04 1.55E-05 1.26E-05 1.17E-05 
2.15E-02 1.54E-04 2.49E-04 2.63E-04 2.50E-04 2.67E-04 2.48E-04 6.70E-05 6.31E-05 2.79E-04 6.25E-05 4.38E-05 6.84E-05 
2.93E-02 5.32E-04 8.35E-04 1.64E-03 2.05E-03 2.01E-03 7.84E-04 3.65E-03 2.91E-03 1.22E-03 2.78E-03 3.53E-03 4.53E-03 
3.98E-02 3.44E-03 4.96E-03 1.24E-02 1.70E-02 1.64E-02 4.49E-03 4.33E-02 3.56E-02 7.86E-03 3.06E-02 4.01E-02 4.92E-02 
5.41E-02 1.06E-02 1.44E-02 3.34E-02 4.39E-02 4.25E-02 1.29E-02 1.14E-01 9.52E-02 2.17E-02 8.46E-02 1.08E-01 1.24E-01 
7.36E-02 1.88E-02 2.47E-02 5.06E-02 6.22E-02 5.99E-02 2.23E-02 1.50E-01 1.28E-01 3.51E-02 1.24E-01 1.47E-01 1.50E-01 
1.00E-01 2.71E-02 3.47E-02 6.10E-02 6.88E-02 6.60E-02 3.14E-02 1.46E-01 1.30E-01 4.59E-02 1.40E-01 1.52E-01 1.41E-01 
1.36E-01 3.76E-02 4.59E-02 6.70E-02 7.07E-02 6.82E-02 4.26E-02 1.28E-01 1.24E-01 5.56E-02 1.41E-01 1.40E-01 1.19E-01 
1.85E-01 5.50E-02 6.01E-02 6.82E-02 6.64E-02 6.36E-02 5.76E-02 1.05E-01 1.08E-01 6.37E-02 1.32E-01 1.22E-01 1.01E-01 
2.51E-01 6.93E-02 7.12E-02 7.05E-02 6.57E-02 6.22E-02 7.01E-02 8.91E-02 8.35E-02 7.10E-02 1.13E-01 9.87E-02 7.80E-02 
3.41E-01 6.58E-02 6.85E-02 6.66E-02 6.15E-02 6.05E-02 7.08E-02 7.45E-02 7.14E-02 7.05E-02 8.96E-02 7.69E-02 6.38E-02 
4.64E-01 5.96E-02 6.40E-02 6.38E-02 5.80E-02 5.78E-02 6.92E-02 5.02E-02 5.76E-02 6.97E-02 6.04E-02 4.86E-02 5.25E-02 
6.31E-01 6.55E-02 6.76E-02 6.78E-02 6.24E-02 6.25E-02 7.44E-02 3.29E-02 5.92E-02 7.46E-02 3.85E-02 2.58E-02 4.33E-02 
8.58E-01 7.37E-02 7.10E-02 6.46E-02 6.02E-02 6.04E-02 7.57E-02 2.31E-02 4.26E-02 7.16E-02 1.58E-02 9.25E-03 2.96E-02 
1.17E+00 8.83E-02 8.21E-02 6.71E-02 6.39E-02 6.49E-02 8.35E-02 2.09E-02 3.55E-02 7.53E-02 8.93E-03 7.61E-03 2.43E-02 
1.58E+00 9.79E-02 8.99E-02 6.90E-02 6.59E-02 6.82E-02 8.77E-02 1.06E-02 1.86E-02 7.71E-02 6.58E-03 8.05E-03 1.25E-02 
2.15E+00 9.53E-02 8.75E-02 6.87E-02 6.61E-02 6.91E-02 8.93E-02 4.82E-03 5.35E-03 7.76E-02 5.71E-03 6.79E-03 4.78E-03 
2.93E+00 9.05E-02 8.29E-02 6.57E-02 6.34E-02 6.66E-02 8.27E-02 2.46E-03 1.73E-03 7.18E-02 3.87E-03 3.99E-03 1.42E-03 
3.98E+00 7.53E-02 6.93E-02 5.46E-02 5.38E-02 5.75E-02 6.64E-02 8.75E-04 2.68E-04 5.82E-02 1.55E-03 1.30E-03 3.79E-04 
5.41E+00 5.38E-02 4.95E-02 3.94E-02 3.98E-02 4.28E-02 4.88E-02 8.70E-05 0.00E+00 4.32E-02 3.35E-04 4.84E-04 0.00E+00 
7.36E+00 1.14E-02 1.04E-02 7.50E-03 8.00E-03 8.68E-03 8.91E-03 0.00E+00 0.00E+00 7.93E-03 1.07E-05 7.89E-05 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
 
  
138 
6MV 20cm × 20cm Open Field Spectra (Continued) 
Energy 
Bin 20_13701 20_13703 20_13704 20_13706 20_13708 
6.31E-03 4.69E-06 1.56E-06 9.47E-07 7.05E-07 2.58E-07 
8.58E-03 1.45E-05 4.15E-06 3.04E-06 2.67E-06 1.37E-06 
1.17E-02 3.64E-05 1.18E-05 7.51E-06 5.41E-06 4.35E-06 
1.58E-02 9.43E-05 2.72E-05 2.02E-05 1.36E-05 1.16E-05 
2.15E-02 2.51E-04 9.54E-05 6.45E-05 4.44E-05 5.34E-05 
2.93E-02 2.00E-03 3.24E-03 4.07E-03 5.38E-03 6.05E-03 
3.98E-02 1.66E-02 3.37E-02 4.41E-02 5.78E-02 6.62E-02 
5.41E-02 4.30E-02 8.72E-02 1.12E-01 1.40E-01 1.52E-01 
7.36E-02 6.04E-02 1.19E-01 1.45E-01 1.64E-01 1.71E-01 
1.00E-01 6.70E-02 1.26E-01 1.41E-01 1.50E-01 1.53E-01 
1.36E-01 6.89E-02 1.24E-01 1.24E-01 1.21E-01 1.26E-01 
1.85E-01 6.53E-02 9.76E-02 9.79E-02 9.54E-02 8.70E-02 
2.51E-01 6.48E-02 8.53E-02 8.06E-02 7.59E-02 7.00E-02 
3.41E-01 6.08E-02 7.37E-02 7.05E-02 6.14E-02 5.55E-02 
4.64E-01 5.80E-02 6.38E-02 5.85E-02 5.04E-02 4.71E-02 
6.31E-01 6.33E-02 5.74E-02 4.75E-02 3.66E-02 3.31E-02 
8.58E-01 6.17E-02 4.39E-02 3.32E-02 2.04E-02 1.56E-02 
1.17E+00 6.51E-02 3.39E-02 2.15E-02 9.84E-03 9.35E-03 
1.58E+00 6.71E-02 2.41E-02 1.19E-02 4.89E-03 4.79E-03 
2.15E+00 6.79E-02 1.50E-02 5.66E-03 3.29E-03 2.49E-03 
2.93E+00 6.41E-02 8.32E-03 2.30E-03 1.88E-03 1.22E-03 
3.98E+00 5.54E-02 3.41E-03 6.80E-04 9.49E-04 4.13E-04 
5.41E+00 4.11E-02 6.27E-04 1.59E-04 4.00E-04 3.90E-05 
7.36E+00 7.08E-03 6.87E-06 1.00E-05 7.94E-05 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
  
139 
6MV 10cm × 10cm Open Field Spectra with Lung Heterogeneity 
Energy 
Bin 10_13106L 10_13107L 10_13108L 10_13109L 10_13110L 10_13701L 10_13704L 10_13708L 
6.31E-03 6.68E-06 6.61E-06 6.41E-06 6.26E-06 6.63E-06 6.41E-06 1.41E-06 5.76E-07 
8.58E-03 2.06E-05 1.99E-05 1.99E-05 1.83E-05 1.93E-05 1.97E-05 3.81E-06 1.67E-06 
1.17E-02 5.27E-05 5.00E-05 5.13E-05 4.94E-05 5.07E-05 4.97E-05 7.45E-06 3.73E-06 
1.58E-02 1.38E-04 1.34E-04 1.30E-04 1.22E-04 1.35E-04 1.22E-04 1.96E-05 1.08E-05 
2.15E-02 3.50E-04 3.62E-04 3.51E-04 3.53E-04 3.64E-04 3.22E-04 8.86E-05 6.43E-05 
2.93E-02 8.57E-04 1.03E-03 1.16E-03 1.32E-03 1.40E-03 1.32E-03 3.73E-03 4.19E-03 
3.98E-02 2.88E-03 3.93E-03 5.18E-03 6.66E-03 7.09E-03 7.13E-03 4.07E-02 4.66E-02 
5.41E-02 7.34E-03 1.00E-02 1.34E-02 1.71E-02 1.77E-02 1.88E-02 1.03E-01 1.21E-01 
7.36E-02 1.30E-02 1.74E-02 2.24E-02 2.74E-02 2.80E-02 2.96E-02 1.38E-01 1.49E-01 
1.00E-01 2.02E-02 2.60E-02 3.16E-02 3.65E-02 3.69E-02 3.73E-02 1.40E-01 1.45E-01 
1.36E-01 3.00E-02 3.62E-02 4.11E-02 4.41E-02 4.23E-02 4.41E-02 1.24E-01 1.22E-01 
1.85E-01 4.34E-02 4.71E-02 4.89E-02 4.90E-02 4.60E-02 4.77E-02 1.05E-01 9.35E-02 
2.51E-01 5.70E-02 5.86E-02 5.85E-02 5.64E-02 5.14E-02 5.44E-02 8.37E-02 7.80E-02 
3.41E-01 5.97E-02 6.10E-02 5.97E-02 5.71E-02 5.51E-02 5.55E-02 7.32E-02 6.81E-02 
4.64E-01 6.19E-02 6.38E-02 6.24E-02 5.85E-02 5.60E-02 5.80E-02 5.95E-02 5.06E-02 
6.31E-01 7.14E-02 7.37E-02 7.27E-02 6.91E-02 6.64E-02 6.96E-02 4.40E-02 3.92E-02 
8.58E-01 7.75E-02 7.65E-02 7.58E-02 7.22E-02 6.99E-02 7.26E-02 2.39E-02 2.61E-02 
1.17E+00 9.09E-02 8.66E-02 8.49E-02 8.25E-02 8.13E-02 8.14E-02 1.36E-02 2.49E-02 
1.58E+00 1.01E-01 9.49E-02 9.13E-02 8.97E-02 9.09E-02 8.84E-02 1.04E-02 1.66E-02 
2.15E+00 1.03E-01 9.75E-02 9.36E-02 9.29E-02 9.60E-02 9.30E-02 1.14E-02 1.12E-02 
2.93E+00 1.01E-01 9.53E-02 9.10E-02 9.11E-02 9.52E-02 8.98E-02 1.18E-02 2.96E-03 
3.98E+00 8.45E-02 7.99E-02 7.74E-02 7.79E-02 8.28E-02 8.03E-02 8.86E-03 8.39E-04 
5.41E+00 6.15E-02 5.86E-02 5.73E-02 5.84E-02 6.24E-02 6.04E-02 4.34E-03 1.05E-04 
7.36E+00 1.16E-02 1.13E-02 1.11E-02 1.17E-02 1.27E-02 1.01E-02 7.15E-04 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
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6MV 10cm × 10cm Open Field Spectra with Bone Heterogeneity 
Energy 
Bin 10_13106B 10_13107B 10_13108B 10_13109B 10_13110B 10_13701B 10_13704B 10_13708B 
6.31E-03 6.25E-06 6.61E-06 6.25E-06 7.15E-06 7.22E-06 6.64E-06 1.24E-06 4.47E-07 
8.58E-03 1.90E-05 1.98E-05 1.93E-05 2.02E-05 2.28E-05 2.00E-05 3.09E-06 1.02E-05 
1.17E-02 4.83E-05 5.03E-05 4.98E-05 5.23E-05 5.22E-05 5.15E-05 1.10E-05 5.08E-06 
1.58E-02 1.11E-04 1.25E-04 1.28E-04 1.30E-04 1.40E-04 1.28E-04 2.50E-05 1.35E-05 
2.15E-02 2.48E-04 3.14E-04 3.42E-04 3.71E-04 3.71E-04 3.34E-04 8.47E-05 2.32E-05 
2.93E-02 6.79E-04 9.64E-04 1.25E-03 1.52E-03 1.59E-03 1.50E-03 3.52E-03 4.87E-03 
3.98E-02 3.42E-03 5.11E-03 7.13E-03 9.07E-03 9.38E-03 9.71E-03 4.14E-02 5.37E-02 
5.41E-02 1.24E-02 1.59E-02 2.00E-02 2.40E-02 2.48E-02 2.54E-02 1.07E-01 1.21E-01 
7.36E-02 2.64E-02 2.94E-02 3.24E-02 3.60E-02 3.79E-02 3.71E-02 1.39E-01 1.50E-01 
1.00E-01 3.90E-02 3.96E-02 4.03E-02 4.20E-02 4.21E-02 4.17E-02 1.37E-01 1.51E-01 
1.36E-01 4.77E-02 4.61E-02 4.45E-02 4.30E-02 3.97E-02 4.38E-02 1.19E-01 1.31E-01 
1.85E-01 5.04E-02 4.77E-02 4.56E-02 4.32E-02 4.02E-02 4.37E-02 9.81E-02 1.05E-01 
2.51E-01 5.61E-02 5.33E-02 5.06E-02 4.76E-02 4.29E-02 4.71E-02 8.13E-02 6.74E-02 
3.41E-01 5.63E-02 5.28E-02 4.98E-02 4.68E-02 4.56E-02 4.62E-02 6.90E-02 5.78E-02 
4.64E-01 6.03E-02 5.58E-02 5.16E-02 4.71E-02 4.46E-02 4.74E-02 5.89E-02 5.08E-02 
6.31E-01 7.53E-02 6.94E-02 6.45E-02 5.91E-02 5.56E-02 5.93E-02 4.93E-02 3.77E-02 
8.58E-01 7.74E-02 7.43E-02 6.93E-02 6.37E-02 5.97E-02 6.39E-02 3.53E-02 2.33E-02 
1.17E+00 8.54E-02 8.47E-02 8.16E-02 7.69E-02 7.38E-02 7.72E-02 2.20E-02 1.87E-02 
1.58E+00 9.02E-02 9.17E-02 9.16E-02 8.94E-02 8.86E-02 9.05E-02 1.23E-02 1.51E-02 
2.15E+00 9.13E-02 9.45E-02 9.75E-02 9.90E-02 1.00E-01 9.86E-02 8.68E-03 9.60E-03 
2.93E+00 8.85E-02 9.23E-02 9.67E-02 1.03E-01 1.08E-01 1.00E-01 8.24E-03 2.15E-03 
3.98E+00 7.56E-02 7.95E-02 8.38E-02 9.03E-02 9.79E-02 8.84E-02 6.37E-03 8.81E-04 
5.41E+00 5.37E-02 5.66E-02 6.06E-02 6.65E-02 7.33E-02 6.55E-02 3.05E-03 4.21E-05 
7.36E+00 9.55E-03 9.99E-03 1.07E-02 1.19E-02 1.34E-02 1.23E-02 5.07E-04 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
 
  
141 
6MV 10cm × 10cm Modulated Spectra 
Energy 
Bin IMRT_13101 IMRT_13102 IMRT_13103 IMRT_13104 IMRT_13105 IMRT_13106 IMRT_13107 IMRT_13108 IMRT_13109 
6.31E-03 5.77E-06 7.72E-06 7.11E-06 6.77E-06 6.49E-06 7.07E-06 7.65E-06 6.52E-06 7.12E-06 
8.58E-03 1.78E-05 2.28E-05 2.15E-05 2.07E-05 2.10E-05 2.09E-05 2.11E-05 1.93E-05 2.18E-05 
1.17E-02 4.15E-05 5.51E-05 5.46E-05 5.37E-05 5.27E-05 5.46E-05 5.30E-05 5.65E-05 5.42E-05 
1.58E-02 8.45E-05 1.36E-04 1.45E-04 1.42E-04 1.43E-04 1.38E-04 1.37E-04 1.39E-04 1.47E-04 
2.15E-02 1.56E-04 2.93E-04 3.56E-04 3.60E-04 3.61E-04 3.56E-04 3.75E-04 3.65E-04 3.85E-04 
2.93E-02 3.31E-04 6.15E-04 8.31E-04 9.82E-04 1.13E-03 1.19E-03 1.29E-03 1.40E-03 1.50E-03 
3.98E-02 1.18E-03 1.85E-03 2.74E-03 3.55E-03 4.72E-03 5.46E-03 6.05E-03 6.92E-03 7.91E-03 
5.41E-02 3.21E-03 4.60E-03 6.72E-03 8.88E-03 1.17E-02 1.34E-02 1.50E-02 1.70E-02 1.95E-02 
7.36E-02 5.84E-03 8.14E-03 1.17E-02 1.50E-02 1.90E-02 2.15E-02 2.36E-02 2.57E-02 2.79E-02 
1.00E-01 9.58E-03 1.31E-02 1.81E-02 2.19E-02 2.62E-02 2.83E-02 3.02E-02 3.22E-02 3.41E-02 
1.36E-01 1.61E-02 2.07E-02 2.67E-02 3.06E-02 3.41E-02 3.55E-02 3.68E-02 3.80E-02 3.84E-02 
1.85E-01 2.87E-02 3.21E-02 3.75E-02 3.94E-02 4.05E-02 4.08E-02 4.11E-02 4.12E-02 4.12E-02 
2.51E-01 4.40E-02 4.58E-02 5.07E-02 5.11E-02 5.07E-02 4.99E-02 4.93E-02 4.85E-02 4.61E-02 
3.41E-01 4.79E-02 5.03E-02 5.49E-02 5.43E-02 5.24E-02 5.12E-02 5.00E-02 4.82E-02 4.61E-02 
4.64E-01 5.16E-02 5.52E-02 6.07E-02 5.99E-02 5.74E-02 5.55E-02 5.36E-02 5.09E-02 4.71E-02 
6.31E-01 6.29E-02 6.66E-02 7.19E-02 7.15E-02 6.87E-02 6.68E-02 6.47E-02 6.15E-02 5.74E-02 
8.58E-01 7.92E-02 7.91E-02 8.09E-02 8.04E-02 7.75E-02 7.52E-02 7.30E-02 6.98E-02 6.46E-02 
1.17E+00 9.43E-02 9.13E-02 8.76E-02 8.68E-02 8.53E-02 8.39E-02 8.27E-02 8.04E-02 7.62E-02 
1.58E+00 1.18E-01 1.12E-01 1.01E-01 9.93E-02 9.82E-02 9.79E-02 9.70E-02 9.59E-02 9.33E-02 
2.15E+00 1.27E-01 1.21E-01 1.12E-01 1.08E-01 1.06E-01 1.06E-01 1.06E-01 1.06E-01 1.07E-01 
2.93E+00 1.17E-01 1.11E-01 1.06E-01 1.03E-01 1.02E-01 1.02E-01 1.03E-01 1.04E-01 1.08E-01 
3.98E+00 1.05E-01 1.01E-01 9.28E-02 9.00E-02 8.95E-02 8.92E-02 8.94E-02 9.14E-02 9.68E-02 
5.41E+00 7.20E-02 6.92E-02 6.45E-02 6.27E-02 6.22E-02 6.26E-02 6.37E-02 6.61E-02 7.16E-02 
7.36E+00 1.65E-02 1.57E-02 1.29E-02 1.27E-02 1.24E-02 1.27E-02 1.32E-02 1.40E-02 1.52E-02 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
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6MV 10cm × 10cm Modulated Spectra (Continued) 
Energy 
Bin IMRT_13110 IMRT_13201 IMRT_13202 IMRT_13203 IMRT_13204 IMRT_13205 IMRT_13206 IMRT_13207 IMRT_13208 
6.31E-03 8.43E-06 7.25E-06 2.21E-06 1.92E-06 1.87E-06 1.54E-06 2.21E-06 3.12E-06 2.44E-06 
8.58E-03 2.13E-05 2.15E-05 5.68E-06 5.46E-06 1.15E-05 8.84E-06 4.06E-06 1.67E-06 1.23E-05 
1.17E-02 5.42E-05 5.27E-05 1.62E-05 1.47E-05 2.06E-05 3.26E-05 9.99E-06 1.63E-05 4.15E-06 
1.58E-02 1.45E-04 1.29E-04 5.07E-05 2.77E-05 5.65E-05 5.08E-05 1.90E-05 6.08E-05 1.38E-05 
2.15E-02 3.70E-04 2.69E-04 1.17E-04 1.07E-04 1.44E-04 1.91E-04 1.13E-04 1.33E-04 1.29E-04 
2.93E-02 1.49E-03 5.63E-04 1.91E-03 2.10E-03 2.56E-03 2.34E-03 1.92E-03 1.93E-03 2.05E-03 
3.98E-02 7.39E-03 1.83E-03 1.88E-02 2.45E-02 2.52E-02 2.41E-02 2.24E-02 2.06E-02 1.54E-02 
5.41E-02 1.86E-02 4.54E-03 5.57E-02 7.11E-02 7.07E-02 6.60E-02 6.29E-02 6.18E-02 4.91E-02 
7.36E-02 2.75E-02 8.08E-03 9.13E-02 1.07E-01 1.02E-01 9.72E-02 9.44E-02 8.97E-02 7.71E-02 
1.00E-01 3.14E-02 1.26E-02 1.14E-01 1.25E-01 1.12E-01 1.07E-01 1.13E-01 1.04E-01 1.03E-01 
1.36E-01 3.59E-02 1.97E-02 1.28E-01 1.25E-01 1.11E-01 1.03E-01 1.56E-01 1.18E-01 1.21E-01 
1.85E-01 3.81E-02 3.09E-02 1.42E-01 1.22E-01 1.08E-01 1.02E-01 1.04E-01 1.11E-01 1.09E-01 
2.51E-01 4.18E-02 4.53E-02 1.34E-01 1.14E-01 9.95E-02 9.55E-02 9.61E-02 1.05E-01 1.02E-01 
3.41E-01 4.41E-02 5.29E-02 1.05E-01 8.84E-02 7.90E-02 8.08E-02 8.79E-02 9.64E-02 9.82E-02 
4.64E-01 4.45E-02 5.98E-02 5.78E-02 4.83E-02 4.92E-02 4.84E-02 5.41E-02 6.83E-02 8.93E-02 
6.31E-01 5.53E-02 7.23E-02 2.89E-02 2.35E-02 2.67E-02 3.30E-02 4.43E-02 5.27E-02 6.96E-02 
8.58E-01 6.20E-02 7.87E-02 1.16E-02 1.48E-02 1.88E-02 2.42E-02 3.29E-02 4.87E-02 5.21E-02 
1.17E+00 7.42E-02 9.56E-02 1.50E-02 1.89E-02 2.44E-02 3.22E-02 3.49E-02 4.96E-02 6.22E-02 
1.58E+00 9.40E-02 1.05E-01 2.21E-02 2.78E-02 3.70E-02 4.25E-02 4.01E-02 3.97E-02 3.50E-02 
2.15E+00 1.10E-01 1.16E-01 2.42E-02 3.41E-02 4.85E-02 5.23E-02 3.41E-02 2.02E-02 8.97E-03 
2.93E+00 1.14E-01 1.13E-01 2.44E-02 3.23E-02 4.40E-02 4.29E-02 1.34E-02 7.78E-03 3.40E-03 
3.98E+00 1.05E-01 9.70E-02 1.87E-02 1.68E-02 2.75E-02 2.65E-02 5.72E-03 3.29E-03 1.58E-03 
5.41E+00 7.75E-02 7.53E-02 6.25E-03 4.05E-03 1.29E-02 1.83E-02 1.46E-03 5.54E-04 4.66E-04 
7.36E+00 1.70E-02 1.11E-02 1.96E-04 4.45E-04 8.14E-04 1.49E-03 0.00E+00 0.00E+00 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
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6MV 10cm × 10cm Modulated Spectra (Continued) 
Energy 
Bin IMRT_13501 IMRT_13502 IMRT_13503 IMRT_13504 IMRT_13505 IMRT_13506 IMRT_13507 IMRT_13508 IMRT_13701 
6.31E-03 6.62E-06 1.37E-06 1.12E-06 1.53E-06 2.29E-06 1.28E-06 2.27E-06 0.00E+00 7.19E-06 
8.58E-03 2.09E-05 4.77E-06 5.69E-06 4.00E-06 1.09E-05 2.64E-06 4.15E-06 3.65E-06 2.18E-05 
1.17E-02 5.22E-05 9.53E-06 1.30E-05 1.38E-05 2.03E-05 1.47E-05 2.65E-05 1.13E-05 5.95E-05 
1.58E-02 1.35E-04 2.97E-05 2.83E-05 2.97E-05 4.63E-05 1.69E-05 2.23E-05 1.71E-05 1.52E-04 
2.15E-02 3.34E-04 9.28E-05 7.60E-05 9.35E-05 1.11E-04 1.32E-04 7.69E-05 1.70E-04 3.53E-04 
2.93E-02 1.03E-03 2.36E-03 3.12E-03 3.29E-03 3.16E-03 2.95E-03 3.05E-03 2.10E-03 1.47E-03 
3.98E-02 4.60E-03 2.33E-02 3.22E-02 3.61E-02 3.48E-02 3.71E-02 3.20E-02 2.33E-02 8.34E-03 
5.41E-02 1.17E-02 6.63E-02 8.68E-02 9.31E-02 8.96E-02 9.12E-02 8.54E-02 6.89E-02 2.04E-02 
7.36E-02 1.94E-02 1.02E-01 1.26E-01 1.27E-01 1.19E-01 1.21E-01 1.15E-01 1.04E-01 3.01E-02 
1.00E-01 2.70E-02 1.23E-01 1.34E-01 1.32E-01 1.20E-01 1.28E-01 1.23E-01 1.22E-01 3.53E-02 
1.36E-01 3.52E-02 1.29E-01 1.29E-01 1.20E-01 1.06E-01 1.18E-01 1.18E-01 1.18E-01 3.86E-02 
1.85E-01 4.34E-02 1.29E-01 1.18E-01 1.06E-01 9.71E-02 1.05E-01 1.07E-01 1.09E-01 4.05E-02 
2.51E-01 5.40E-02 1.16E-01 9.90E-02 8.90E-02 8.23E-02 9.09E-02 9.73E-02 9.57E-02 4.45E-02 
3.41E-01 5.82E-02 9.51E-02 8.09E-02 7.16E-02 7.11E-02 7.65E-02 8.52E-02 8.04E-02 4.47E-02 
4.64E-01 6.18E-02 6.79E-02 5.52E-02 5.19E-02 4.63E-02 5.26E-02 5.75E-02 9.02E-02 4.61E-02 
6.31E-01 7.21E-02 4.94E-02 3.39E-02 3.03E-02 2.99E-02 3.86E-02 4.51E-02 4.99E-02 5.66E-02 
8.58E-01 7.28E-02 2.30E-02 1.37E-02 1.73E-02 2.03E-02 2.98E-02 3.88E-02 4.25E-02 6.11E-02 
1.17E+00 8.82E-02 1.48E-02 1.27E-02 1.81E-02 2.38E-02 2.79E-02 3.37E-02 4.91E-02 7.64E-02 
1.58E+00 9.39E-02 1.43E-02 1.73E-02 2.43E-02 3.16E-02 3.14E-02 2.94E-02 3.04E-02 8.98E-02 
2.15E+00 9.90E-02 1.47E-02 2.16E-02 3.06E-02 4.17E-02 2.86E-02 1.92E-02 1.05E-02 1.02E-01 
2.93E+00 9.82E-02 1.47E-02 2.08E-02 2.71E-02 3.87E-02 1.38E-02 7.98E-03 2.61E-03 1.10E-01 
3.98E+00 8.58E-02 1.17E-02 1.17E-02 1.64E-02 2.39E-02 4.27E-03 2.52E-03 1.27E-03 1.01E-01 
5.41E+00 6.36E-02 4.06E-03 3.09E-03 5.39E-03 1.85E-02 1.80E-03 2.14E-04 1.04E-04 7.97E-02 
7.36E+00 9.55E-03 1.53E-04 2.93E-04 5.78E-04 1.64E-03 0.00E+00 0.00E+00 0.00E+00 1.19E-02 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
  
144 
6MV 10cm × 10cm Modulated Spectra (Continued) 
Energy 
Bin IMRT_13702 IMRT_13703 IMRT_13704 IMRT_13705 IMRT_13706 IMRT_13707 IMRT_13708 
6.31E-03 1.79E-06 1.61E-06 1.09E-06 1.79E-06 3.67E-06 2.38E-06 4.50E-07 
8.58E-03 6.06E-06 5.03E-06 1.32E-06 4.92E-06 1.71E-06 1.12E-06 2.53E-06 
1.17E-02 1.24E-05 9.25E-06 6.70E-06 1.16E-05 5.11E-06 2.28E-06 1.21E-05 
1.58E-02 4.77E-05 3.37E-05 4.45E-05 1.99E-05 6.43E-05 7.37E-06 1.34E-06 
2.15E-02 1.21E-04 4.61E-05 7.07E-05 1.24E-04 1.36E-04 2.80E-05 8.91E-06 
2.93E-02 2.76E-03 3.62E-03 4.22E-03 3.86E-03 4.66E-03 4.46E-03 5.30E-03 
3.98E-02 2.79E-02 3.89E-02 4.41E-02 4.59E-02 5.01E-02 5.72E-02 5.09E-02 
5.41E-02 7.21E-02 9.85E-02 1.09E-01 1.13E-01 1.25E-01 1.37E-01 1.23E-01 
7.36E-02 1.01E-01 1.27E-01 1.38E-01 1.50E-01 1.48E-01 1.71E-01 1.41E-01 
1.00E-01 1.09E-01 1.28E-01 1.35E-01 1.32E-01 1.34E-01 1.41E-01 1.41E-01 
1.36E-01 1.05E-01 1.15E-01 1.20E-01 1.14E-01 1.06E-01 1.06E-01 1.08E-01 
1.85E-01 9.45E-02 9.70E-02 9.59E-02 8.59E-02 8.36E-02 8.12E-02 8.46E-02 
2.51E-01 8.63E-02 8.05E-02 8.08E-02 7.03E-02 7.44E-02 6.40E-02 9.45E-02 
3.41E-01 7.91E-02 7.24E-02 6.70E-02 6.30E-02 5.88E-02 5.89E-02 6.64E-02 
4.64E-01 6.88E-02 6.25E-02 5.74E-02 5.06E-02 5.30E-02 5.23E-02 5.41E-02 
6.31E-01 6.57E-02 5.42E-02 4.78E-02 3.85E-02 4.03E-02 3.24E-02 4.15E-02 
8.58E-01 5.35E-02 4.11E-02 3.23E-02 2.71E-02 2.56E-02 2.61E-02 2.45E-02 
1.17E+00 4.55E-02 3.02E-02 2.10E-02 1.90E-02 1.83E-02 2.41E-02 2.50E-02 
1.58E+00 3.56E-02 2.00E-02 1.45E-02 1.64E-02 1.86E-02 1.97E-02 2.02E-02 
2.15E+00 2.53E-02 1.25E-02 1.27E-02 2.10E-02 2.18E-02 1.52E-02 1.32E-02 
2.93E+00 1.61E-02 9.10E-03 1.07E-02 2.10E-02 1.84E-02 7.46E-03 4.23E-03 
3.98E+00 7.64E-03 6.51E-03 6.56E-03 1.83E-02 1.06E-02 2.46E-03 2.83E-03 
5.41E+00 2.99E-03 2.92E-03 2.61E-03 9.62E-03 7.01E-03 8.55E-04 3.81E-04 
7.36E+00 1.06E-04 1.05E-04 3.02E-04 5.89E-04 1.11E-03 0.00E+00 0.00E+00 
1.00E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
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Energy Correction Factors for TLD and OSLD for non-reference conditions in 6MV beam 
 
6MV 10cm × 10cm Open Field Spectra Non-Reference Energy Correction Factors 
Spectrum ID 
Average 
Spectral Energy 
(MeV) 
kPE 
TLD 
kE 
OSLD 
10_13101 1.56 1.00 1.00 
10_13102 1.49 1.00 1.00 
10_13103 1.45 1.00 1.00 
10_13104 1.41 1.00 1.00 
10_13105 1.40 1.00 1.00 
10_13106 1.39 1.00 0.99 
10_13107 1.40 1.00 0.99 
10_13108 1.42 1.00 0.99 
10_13109 1.46 1.00 0.99 
10_13110 1.53 1.00 0.99 
10_13201 1.39 1.00 1.00 
10_13202 0.41 0.98 0.91 
10_13203 0.40 0.98 0.88 
10_13204 0.46 0.98 0.89 
10_13205 0.43 0.98 0.89 
10_13206 0.38 0.98 0.88 
10_13207 0.29 0.97 0.85 
10_13208 0.29 0.97 0.86 
10_13501 1.32 1.00 0.99 
10_13502 0.35 0.98 0.89 
10_13503 0.31 0.97 0.84 
10_13504 0.36 0.97 0.85 
10_13505 0.35 0.97 0.84 
10_13506 0.30 0.96 0.83 
10_13507 0.26 0.96 0.81 
10_13508 0.25 0.96 0.82 
10_13701 1.44 1.00 0.99 
10_13702 0.42 0.98 0.91 
10_13703 0.31 0.97 0.85 
10_13704 0.28 0.96 0.81 
10_13705 0.27 0.96 0.80 
10_13706 0.26 0.95 0.78 
10_13707 0.24 0.95 0.77 
10_13708 0.22 0.95 0.76 
 
  
  
6MV 5cm × 5cm Open Field Spectra Non-Reference Energy Correction Factors 
Spectrum ID 
Average 
Spectral Energy 
(MeV) 
kPE 
TLD 
kE 
OSLD 
5_13101 1.69 1.00 1.00 
5_13102 1.65 1.00 1.00 
5_13103 1.64 1.00 1.00 
5_13104 1.65 1.00 1.00 
5_13105 1.68 1.00 1.00 
5_13106 1.70 1.00 1.00 
5_13107 1.73 1.00 1.00 
5_13108 1.77 1.00 1.00 
5_13109 1.85 1.00 1.00 
5_13110 1.94 1.00 1.00 
5_13201 0.56 0.99 0.96 
5_13202 0.57 0.99 0.94 
5_13203 0.72 0.99 0.94 
5_13204 0.84 0.99 0.95 
5_13205 0.62 0.99 0.93 
5_13206 0.38 0.98 0.89 
5_13207 0.30 0.97 0.88 
5_13208 0.31 0.98 0.90 
5_13501 0.50 0.99 0.95 
5_13502 0.45 0.98 0.91 
5_13503 0.54 0.98 0.90 
5_13504 0.66 -- 0.92 
5_13508 0.26 0.96 0.84 
5_13701 0.66 0.99 0.96 
5_13703 0.40 0.97 0.87 
5_13708 0.23 0.95 0.77 
 
  
  
6MV 20cm × 20cm Open Field Spectra Non-Reference Energy Correction Factors 
Spectrum ID 
Average 
Spectral Energy 
(MeV) 
kPE 
TLD 
kE 
OSLD 
20_13101 1.38 1.00 1.00 
20_13102 1.29 1.00 0.99 
20_13106 1.06 1.00 0.98 
20_13109 1.03 -- 0.97 
20_13110 1.08 1.00 0.98 
20_13201 1.28 1.00 0.99 
20_13207 0.21 0.95 0.77 
20_13208 0.26 0.96 0.83 
20_13501 1.15 1.00 0.99 
20_13503 0.22 0.96 0.81 
20_13504 0.20 0.95 0.76 
20_13508 0.22 0.95 0.77 
20_13701 1.04 1.00 0.97 
20_13703 0.32 0.97 0.86 
20_13704 0.23 0.95 0.79 
20_13706 0.19 0.94 0.72 
20_13708 0.17 0.93 0.69 
 
 
  
  
6MV 10cm × 10cm Open Field Spectra with Lung Heterogeneity Non-Reference Energy Correction 
Factors 
Spectrum ID 
Average 
Spectral Energy 
(MeV) 
kPE 
TLD 
kE 
OSLD 
10_13106L 1.50 1.00 1.00 
10_13107L 1.44 1.00 1.00 
10_13108L 1.39 1.00 0.99 
10_13109L 1.39 1.00 0.99 
10_13110L 1.45 1.00 0.99 
10_13701L 1.39 1.00 0.99 
10_13704L 0.30 0.96 0.83 
10_13708L 0.24 0.95 0.79 
 
 
 
6MV 10cm × 10cm Open Field Spectra with Bone Heterogeneity Non-Reference Energy Correction 
Factors 
Spectrum ID 
Average 
Spectral Energy 
(MeV) 
kPE 
TLD 
kE 
OSLD 
10_13106B 1.35 1.00 1.00 
10_13107B 1.39 1.00 0.99 
10_13108B 1.43 1.00 0.99 
10_13109B 1.49 1.00 0.99 
10_13110B 1.56 1.00 0.99 
10_13701B 1.48 1.00 0.99 
10_13704B 0.29 0.96 0.82 
10_13708B 0.22 0.95 0.76 
 
  
  
6MV 10cm × 10cm Modulated Spectra Non-Reference Energy Correction Factors 
Spectrum ID 
Average 
Spectral Energy 
(MeV) 
kPE 
TLD 
kE 
OSLD 
IMRT_13101 1.74 1.00 1.00 
IMRT_13102 1.68 1.00 1.00 
IMRT_13103 1.57 1.00 1.00 
IMRT_13104 1.54 1.00 1.00 
IMRT_13105 1.52 1.00 1.00 
IMRT_13106 1.52 1.00 1.00 
IMRT_13107 1.52 1.00 1.00 
IMRT_13108 1.54 1.00 0.99 
IMRT_13109 1.59 1.00 0.99 
IMRT_13110 1.67 1.00 1.00 
IMRT_13201 1.66 1.00 1.00 
IMRT_13202 0.41 0.98 0.91 
IMRT_13203 0.43 0.98 0.90 
IMRT_13204 0.58 0.99 0.92 
IMRT_13205 0.63 0.99 0.93 
IMRT_13206 0.39 0.98 0.90 
IMRT_13207 0.37 0.98 0.91 
IMRT_13208 0.36 0.98 0.92 
IMRT_13501 1.47 1.00 1.00 
IMRT_13502 0.34 0.97 0.88 
IMRT_13503 0.34 0.97 0.86 
IMRT_13504 0.41 0.98 0.87 
IMRT_13505 0.56 0.98 0.91 
IMRT_13506 0.35 0.97 0.86 
IMRT_13507 0.32 0.97 0.86 
IMRT_13508 0.32 0.97 0.88 
IMRT_13701 1.61 1.00 0.99 
IMRT_13702 0.42 0.98 0.90 
IMRT_13703 0.32 0.97 0.85 
IMRT_13704 0.30 0.96 0.82 
IMRT_13705 0.40 0.97 0.85 
IMRT_13706 0.36 0.97 0.83 
IMRT_13707 0.26 0.95 0.78 
IMRT_13708 0.26 0.96 0.80 
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