



BAB VI. PENUTUP 
 
6.1.Kesimpulan 
Pada eksperimen yang dilakukan menggunakan Dataset McDonald’s 
Corporation diambil berdasarkan pasar saham NYSE (New York Stock 
Exchange), dari jangka waktu 6 Januari 2006 hingga 14 April 2021 yang terdiri 
dari 3843 (tiga ribu delapan ratus tiga puluh tiga) untuk data harian, 799 (tujuh 
ratus sembilan puluh sembilan) untuk data mingguan, dan 184 (seratus delapan 
puluh empat) untuk data bulanan. Sehingga dari hasil yang ada serta melihat 
tujuan yang diberikan, maka hasil terbaik adalah model yang dibuat 
menggunakan data mingguan. Data harian yang dipilih dapat menjawab 
rumusan masalah yang ada sebagai berikut : 
1. Metode GRU (Gated Recurrent Unit) memiliki hasil terbaik pada data 
mingguan dikarenakan model yang terdiri dari 1 input layer dengan 
100 node, 1 hidden layer dengan 240 node, dan 1 output layer dengan 
satu node menggunakan 1000 epoch, validation split sebesar 0.2, dan 
batch size 128 menghasilkan nilai train loss dan validation loss yang 
sejajar selama proses pelatihan yang ada. 
2. Hasil pembelajaran pada data harian sesuai data aktual yang ada seperti 
gambar 5.4 dimana grafik plot yang ditampilkan dari nilai milik data 
aktual dan nilai data hasil prediksi mempunyai alur yang sama (sedikit 
dibawah data aktual) sehingga jika nantinya investor ingin membeli 
pada nilai prediksi maka biaya yang harus dikeluarkan akan mencapai 
biaya yang diinginkan. 
3. Selain itu, tingkat akurasi dari pembelajaran data mingguan dapat 
dibilang baik dikarenakan nilai akurasi R2 Score yang tinggi sebesar 
95.075%, dan nilai error yang rendah (MAE (Mean Absolute Error) 
sebesar 2.150, RMSE (Root Mean Squared Error) mempunyai nilai 
sebesar 6.267, dan MAPE (Mean Absolute Percentage Error) 




pengujian berulang juga mempunyai nilai yang tidak terlalu jauh 
berbeda dengan hasil pengujian yang sebelumnya. 
Dari ketiga poin diatas, maka dapat disimpulkan bahwa model yang dibuat 
dengan data mingguan cocok dan baik untuk digunakan dibandingkan pada 
dataset yang lain. 
 
6.2.Saran 
Dari hasil penelitian yang ada, penulis mengemukakan saran sebagai 
pertimbangan untuk penelitian yang akan dilakukan pada masa mendatang : 
1. Kekurangan pertama dalam penelitian ini adalah penelitian ini hanya 
berfokus pada saham McDonald’s Corporation yang diambil 
berdasarkan pasar saham NYSE (New York Stock Exchange). Sehingga 
untuk kedepannya, diharap mencoba menggunakan dataset dari saham 
lain sehingga dapat mengetahui keakuratan metode yang digunakan 
jika digunakan pada saham selain saham McDonald’s Corporation. 
2. Kekurangan kedua adalah kemampuan milik penulis yang tidak terlalu 
baik sehingga dapat mempengaruhi hasil yang didapat. Diharapkan 
untuk kedepannya, dapat mencari dan menambah ilmu sehingga 
penelitian yang akan datang dapat menghasilkan hasil yang benar-
benar akurat dan baik. 
3. Kekurangan ketiga adalah model yang telah dibuat hanya 
menggunakan metode GRU (Gated Recurrent Unit). Dalam hal ini 
diharap bisa menambahkan metode lain dalam penelitian kedepannya 
agar dapat membandingkan keakuratan metode GRU (Gated Recurrent 
Unit) yang digunakan dengan metode lain. 
Dengan adanya sedikit saran berikut, diharapkan bahwa penelitian pada 
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