Abstract There are numerous multimedia applications such as talking head, lip reading, lip synchronization, and computer assisted pronunciation training, which entices researchers to bring clustering and analyzing viseme into focus. With respect to the fact that clustering and analyzing visemes are language dependent process, we concentrated our research on Persian language, which indeed has suffered from the lack of such study. To this end, we proposed a novel adopting image-based approach which consists of four main steps including (a) extracting the lip region, (b) obtaining Eigenviseme of each phoneme considering coarticulation effect, (c) mapping each viseme into its subspace and other phonemes' subspaces in order to create the distance matrix so as to calculate the distance between viseme's cluster, and finally (d) comparing similarity of each viseme based on the weight value of reconstructed one. In order to indicate the robustness of the proposed algorithm, three sets of experiments were conducted on Persian and English databases in which Consonant/Vowel and Consonant/Vowel/Consonant syllables were examined. The results indicated that the proposed method outperformed the observed state-of-the-art algorithms in feature extraction, and it had a comparable efficiency in generating adequate clusters. Moreover, obtained Multimed Tools Appl (2013) 65:521-541 
due to influence of preceding and following vowels, recognition may have some errors. Therefore, we have to consider all visemic patterns and coarticulation effects to increase recognition accuracy, then we can use audio information to finalize the recognition of the given viseme in a particular cluster. For example, if the given input viseme is /b/, this may be mistakenly recognized as /p/ or /m/ with only using visual features. In correct recognition, viseme /b/ goes to cluster /b/, /p/, /m/. With respect to coarticulation effects, optimal clustering can lead to high accuracy in viseme recognition. If visemes /b/, /p/ and /m/ wrongly put into the different clusters low accuracy in viseme recognition is caused. On the one hand, large number of clusters will have a major negative impact on the overall cluster recognition rate, and on the other hand, fewer numbers of clusters can lead to high complexity of recognition and resulting in high error in terms of cluster recognition rate. So we need to generate the balanced number of clusters that leading to increase viseme recognition accuracy effectively.
Viseme classification should be done based on the visual information of lip, coarticulation effects, and their target application. According to [16] , if classification is provided based on acoustic data, the results could be quite different, as /m/ and /n/ which are acoustically similar, but unlike in visual appearance. Various lip shapes taken in a certain phoneme in different languages, and even in divergent accents are the reason for separately classifying visemes in them. In English, for instance, lip height in /ã:/ is the maximum among other sounds, whereas in Persian, /ae/ sound takes this ranking.
In this study considering coarticulation effect, those Persian visemes (CV 1 and CVC combinations) which look similar are clustered together. Without categorizing entire 29 Persian visemes, it is not possible to further reduce the processing time further for the applications which would be to the benefit of utilizing visemes.
In this paper a novel and straightforward clustering method is proposed which brings about Eigenvisemes as a result of Principal Component Analysis (PCA) [35] , concerning the effects of coarticulation and the phoneme position in syllable. Collecting a corpus in the target language is the first step towards viseme extraction and analysis. Therefore, we employed AVA, an audio-visual data corpus aimed at teaching sound Persian phoneme articulation [3] . Firstly, we used our AVA II database [4] because of considering coarticulation. Secondly, Eigen analysis was applied to the data in order to extract the most promising Eigenvectors which could represent data in a lower dimension phoneme space.
In this stage, Eigenviseme of each phoneme related to each speaker was created and then each viseme was mapped into its subspace and other phoneme's subspaces in order to create the distance matrix so as to calculate the distance between viseme's cluster. The obtained distances would help to cluster similar Persian visemes. Then, two well organized evaluation approaches are offered to verify the algorithm's accuracy and check its conformity with reality and with actual human perception. At the algorithmic level, the state-of-the-art algorithms were compared with the proposed one. And at the subjective test level, it was observed that obtained clusters based on the Eigenvisemes have the capability of being considered as a milestone with respect to the perceptual test given by volunteers. Finally goodness measurements of the clustering results were introduced. The flowchart of our approach is depicted in Fig. 2 .
The organization of the rest of this paper is as follows. Section 2 deals with the related works on viseme classification. The proposed approach comes in Section 3. Section 4 evaluates the proposed approach and discusses the outcome of the evaluation. Finally, Section 5 goes through the conclusion.
Related works
Visemes' clustering has wide usage in lip reading [30, 39] as well as automatic visual speech recognition [36] . This way, based on the input movie sequence, the nearest lip image can be recognized regarding its closure to the viseme groups; after which the final recognition is accomplished through applying a learning model [39] . Producing a photorealistic talking head animation is considered as a great need in every language. One reason is that an appropriate application can facilitate impressively second language learners in learning the corresponding language. Another reason is that it can be used to instruct users who are hearing and speaking impaired in sound articulation and speech, helping them articulate perfectly with minimum errors [1, 5, 18] .
Clustering visemes is also significant in research in the field of talking head application in which a correspondence table between visemes and phonemes should be considered in order to synchronize sound and video [22, 34] . This correspondence is a relation of type one-tomany, which helps mapping sound to viseme rationality, if a provided talking head generation is to be developed.
Visemes may be analyzed in two major ways. First, humans can be employed to analyze the data, where some people with different lip reading abilities are employed to observe a syllable-sequence of meaningful and meaningless images and recognize the uttered materials. Then, the overall results may be taken as the basis for an analysis of the visemes. Nonetheless, it alone cannot prove a perfectly reliable and accurate, besides, it is time and cost consuming. Second comes computerized algorithmic processing. Generally speaking, visemes are recognized in two major ways: model-based, and image-based.
In model-based approach targeting visual speech recognition, lip is identified by its parameters, in that various geometrical factors are specified to lip shape. Here, factors in active contour model are points of interest (POI), which can be pursued in various utterances where one can trace POIs in different utterances to detect lip variation [31] . Snake is an active contour model in which geometrical lip features are more emphasized. In model-based approach, most articulatory features are detected on lips, however some information such as Fig. 2 Diagram of the proposed approach mouth shape, tongue position, teeth exposure, the shape of skin around the mouth and anterior state of lip are overlooked. In [31] , an active contour model for inside mouth is considered, anterior movements of lips in its grouping phase are neglected. Besides, it has low accuracy and high execution time while the iteration of this algorithm may cause local minimums.
In image-based approach, lip images are considered, where all work is done on lip pixels. Tony Ezzat [8] classified visemes based on subjective tests for 2D visual speech synthesis, where merely one word from several speakers is studied for each viseme. In his study, the coarticulation effect is excluded. In [38] , visemes are analyzed in various frames per second quite subjectively, which is very time consuming and a difficult job if applied to all possible articulatory positions. Other research [20] has reached acceptable results in viseme similarity recognition and analysis for facial speech synthesis using PCA, through preparing good studio condition, and using infrared radiation and some reflective markers around lips; but coarticulation is ignored. This method is not publically applicable, for the stated equipments used in it. In [25] , image-based approach is used in viseme classification using Eigenspace and multivariate normal distribution. In this work, utterances are pronounced in Spanish within 12 sentences, where merely continuous speech is considered. Also, Bhattacharyya distance is used to measure visemes' similarity; but discrete syllables and the effect of coarticulation on visemes are overlooked.
Viseme grouping has also been carried out in Swedish language in [17] , using maximum likelihood classifier method aimed at sound phoneme articulation, and helping visual information and decreasing errors in Swedish language pronunciation. It has taken coarticulation effect into consideration, and It used video sequences recorded from one woman. In [30] , a Persian talking head application is developed, where English phonemes and visemes are used instead of Persian ones, for Persian visemes were neither identified nor classified yet. This causes such products not to be photorealistic.
Proposed approach
In this work, a new image-based approach is used for Persian viseme extraction and clustering. The focus is on CV and CVC combinations in Persian. The proposed approach is based on both linguistic issues and algorithmic processes. For linguistic issues, we considered phoneme position in each syllable and coarticulation effects. To make it happen, there is a need to have the required data for the following steps. Then, a novel algorithm is developed, based on which Persian visemes are clustered.
Linguistic issues for frame selection
What distinguishes this study from the others is taking linguistic issues as an algorithm into account, because previous studies have not strongly supported this issue. Phoneme position in speech pattern and coarticulation effects are two important factors for visemes' appearance. Lip appearance in a speech pattern is reliant upon its place of articulation, whether it is at the beginning, in the middle or at the end; for instance, the consonant /b/ in a C 1 VC 2 pattern offers different lip shapes when occurred in C 1 and C 2 , where C and V stand for consonant and vowel, respectively. The second factor is the coarticulation effect; where for example the viseme of /b/ is not the same when proceeding /u/ and /a/. This coarticulation effect can be taken into consideration by using the middle image in biviseme (CV syllable) and tri-viseme (CVC syllable). Therefore, a central phoneme frame of a viseme's video sequence is manually selected for the clustering task. In order to achieve more reliable and realistic results a linguist actively tests out every necessary step of the selection process.
Feature extraction using Eigen analysis
The first step in the proposed method is to localize lip images in face images. Since the speaker has some head movements in a video sequence, and the number of the needed sequences is very large, an automatic cropping procedure is utilized to crop lip area from face. To find the exact lip position, two criteria are considered as follows: (1) With respect to the color divergence of the nostrils to the skin color, the bottom point of nose is detected. (2) The right and left lip corners are extracted, with respect to that the color of lip is different from that of the skin.
This work came in detail in our work on [2] . Figure 3 shows a sample of localizing the region of interest.
The aim of this study is to recognize the class of visemes to which the Eigen analysis is applied. Therefore, the most promising Eigenvectors which have the capability of discriminating visemes should be chosen. Let S be a set of M lip images I 1 , I 2 , I 3 , …, I M , each image of which has a size of n×m. The pictures get vectorized and named Γ 1 , Γ 2 , Γ 3 , …, Γ M in the size of (n×m)×1.
In order to construct a phoneme manifold of size N, where N has M rows and each row has n×m column, first a normalized set of lip images should be obtained through calculating the difference between each image in training set and the average of these vectorized images. where Ψ is the average of vectorized images and Φ is the difference between each image in training set and the average image. Afterwards the covariance matrix is obtained from (3):
where A is a n×m×M matrix; so the covariance matrix has n 2 ×m 2 dimensions. Such a matrix would have n×m Eigenvectors, and their calculation is practically heavy. As proved by Turk and Pentland [35] , L0A T .A can be calculated instead of C; this way the dimensions of the covariance matrix is reduced to M×M. In matrix L, M Eigenvalues and their equivalent Eigenvectors correspond to those in matrix C. Subsequent to calculating all Eigenvectors and a set of K Eigenvectors, which sum of their corresponding Eigenvalues covers the maximum energy, are chosen to construct Eigenviseme. The kth Eigenvector (u k ) is chosen such that:
where u i and λ i are the ith Eigenvector and Eigenvalue, respectively.
Proposed clustering method
The main contribution towards this work took place in clustering. In the standard Eigen analysis method, first, a subspace is obtained utilizing training set. Then an image is selected from test set, which differs from those belonged to the train set, and is mapped onto created subspace. However, in this research, for each Persian consonant an Eigenviseme is created in which the input images for Eigenspace calculation belong to all lip shapes regarding pronunciation of that phoneme, see Fig. 4 . After obtaining each phoneme's Eigvisemes, each viseme maps into its subspace and other phoneme's subspaces in order to create the distance matrix so as to calculate the distance between viseme's cluster. Then, similarities among different visemes are calculated based on the weight value of reconstructed one viseme based on another viseme when compared with each other. The criterion for comparing viseme similarity would be the weight value of the Euclidian distance between each input images from another viseme set. If we suppose U' is the Eigenviseme matrix which contains K Eigenvector (K<<M) and to this fact that there are p phonemes participating in the clustering, we would have p matrix of U' and two weight vectors for each phoneme matrix, which are calculated as follows:
As it can be seen, our proposed algorithm consists of two parts. In the first part, final distance between any two visemes was obtained and grouping was done based on obtained distances in part two. To find the final distance between two viseme a and b, first we map viseme set of a onto it's own Eigenvisemes. Then all mapped vectors were put together in Ω T aa as the weight vector of viseme set a(Line 1
Experiments and discussion
In order to demonstrate the performance of the proposed method, three sets of experiments are conducted. In the first set, Eigenviseme was compared with state-of-the-art feature extraction methods which are Wavelet decomposition [10] , Harris corner detector [11] , Laplacian Eigenmap [6] , and Kernel PCA with Gaussian and Polynomial kernels [32] . In the second set, different numbers of Eigenvector with respect to the proposed clustering approach were examined on Persian and English Audio/Visual data corpus [3, 14] in order to achieve the maximum accuracy rate in clustering. Then not the least set of experiments, results of proposed algorithm were compared with a subjective test. Finally, In order to measure the goodness of the clustered visemes, two quality metrics were introduced.
Data set
Collecting a data corpus in the target language is the first step towards viseme extraction and analysis. We collected AVA, an audio-visual corpus [3] employed in this study. AVA data corpus comprises all Persian syllables, and meets the requirements of our target application. Moreover, it covers the coarticulation effect and phoneme position in syllables and sound pronunciation. The number of images processed was 2760, which came from 23×60×2, where 23 is the number of consonants in Persian, 60 is the number of image per consonant, and 2 is the number of speakers. Figure 5 shows six samples of AVA database.
Another database, on which the proposed method is tested, is Audiovisual Database of Spoken American English [14] . This database was developed for use by a variety of researchers to evaluate speech production and speech recognition. It contains approximately 7 h of audiovisual recordings of fourteen American English speakers producing syllables, word lists and sentences used in both academic and clinical settings. Each participant read 238 different words and 166 different sentences. In this study 24×20×2 images are proceed, where 24 is the number of consonants, 20 is the number of image per consonant, and 2 is the number of speakers. Figure 6 depicts two samples related to different visemes from this database. Table 1 tabulates Persian consonant with phoneme form, letter form in Persian, and an example.
Evaluation of feature extraction method
In order to evaluate the efficiency of Eigenviseme, the extracted Eigenvectors are compared with three feature extraction methods which are Wavelet decomposition [10] , Harris corner detector [11] , Laplacian Eigenmap [6] , and Kernel PCA with Gaussian and Polynomial kernels [32] . Table 1 Persian consonant with phoneme form, letter form in Persian, and an example which consists of phonetic of the example, the example in Persian script, and its translation into English Wavelet decomposition is worked by means of a low pass and band pass filter. The low pass filter constructs the approximate image and the band pass filter constructs detailed images. In the conducted experiment, level two of decomposition with Haar filter is used which results in constructing feature vector with 17 entries. The first and second entries of each feature vector relates to the mean and standard deviation of approximate image while the other entries are the standard deviation of detailed images.
Harris corner detector considers the differential of the corner score with respect to its direction. This operator applies Eigen analysis to a matrix which expresses the gradient distribution of a point's neighbors and computes the magnitude of Eigenvalues. Then, a corner will be detected in the event in which there are two large positive Eigenvalues at a point.
Kernel PCA is a nonlinear mapping which reformulates the traditional linear PCA in a high-dimensional space using a kernel function. Kernel PCA computes the principal eigenvectors of the kernel matrix, rather than those of the covariance matrix. The reformulation of PCA in kernel space is straightforward, since a kernel matrix is constructed using the kernel function, where Gaussian and Polynomial ones are used in this work. The application of PCA in the kernel space provides Kernel PCA with the property of constructing.
Laplacian Eigenmaps find a low-dimensional data representation by preserving the pairwise distances between near neighbors of the manifold. Laplacian Eigenmaps compute a low-dimensional representation of the data in which the distances between a data point and its k nearest neighbors are minimized. This is done in a weighted manner, i.e., the distance in the low-dimensional data representation between a data point and its first nearest neighbor contributes more to the cost function than the distance between the data point and its second nearest neighbor. Using spectral graph theory, the minimization of the cost function is defined as an Eigen problem.
Results of applying proposed clustering approach to the extracted features show that there is significant difference between PCA and other features based on the Rand, Adjusted Rand, Jaccard, and Silhouetted measures. This issue is evident in Fig. 7. 
Clustering visemes using proposed clustering algorithm
Clustering viseme in Persian language was down through processing the records taken from two female speakers. The first speaker is aware of sound speech rules based, where the other is an ordinary prototype and is used for testing section. Results were obtained from applying the algorithm on 2760 image visemes for both speakers. Table 2 presented the clustering results on Persian viseme. As depicted in this table, seven clusters are yielded for each speaker. In the resulting viseme groups, all visemes, except the /n/ viseme prove the same, which indicates the algorithm's fair accuracy. This clustering is also performed on the English phoneme and the results of Table 3 are obtained.
With the aim of achieving the best clustering result, different numbers of Eigenvector are tested, and the best result is obtained in a situation where the number of Eigenvectors is 20. Figure 8 indicates the mean score error (MSE) of clustering with respect to different numbers of Eigenvector. The MSE on the training set K is defined as: In order to demonstrate the efficiency of the proposed clustering approach, extracted features are used by three state-of-the-art clustering algorithm, namely K-means clustering [12] , Hierarchical clustering [15] , and Self-organizing map (SOM) [19] . It is reasonable to consider Persian viseme clustering a satisfactorily solved problem when compared with the obtained results from different clustering approaches.
K-means is an iterative method which minimizes the within-class sum of squares for a given number of clusters. The algorithm starts with an initial guess for the cluster centers, and each observation is placed in the cluster to which it is closest. The cluster centers are then updated, and the entire process is repeated until the cluster centers no longer move. This method with Euclidian distance metric was applied to Eigenvisemes with different initial number of clusters, ranging from 2 to 10, and finally six clusters were obtained which have fundamental difference with the expected result, see Table 4 .
Hierarchical clustering seeks to build a hierarchy of clusters in Agglomerative manner. In this strategy, each observation starts in its own cluster, and pairs of clusters are merged as one moves up in the hierarchy. In this study, Euclidian metric is used in order to decide which clusters should be combined. Self-organizing maps is an unsupervised neural network technique which is highly regarded for its ability to map and visualize high-dimensional data in two dimensions.
Although the Hierarchical clustering approach shows better situation with respect to Rand index, Adjusted Rand index, Jaccard, and Silhouette width measures, the final clusters contain visemes, as K-means clustering outcome, which are far from the reality. Figure 9 shows that the proposed clustering method outperforms K-means and SOM clustering approaches regarding mentioned criteria. 
Subjective test
The subjective test can further evaluate the algorithm. In the conducted test, 30 university students who study different computer fields were randomly selected. They all had good Table 2 Results of clustering Persian phonemes Table 3 Results of clustering for English phonemes sight and hearing abilities. Moreover, the selected viewers had not taken any previous lip reading lessons. Prior to the test implementation, the viewers are told how to answer the test, and what consonants, vowels and their equivalent symbols are. There were three issues regarding this test which were replaying the video, the speed of the played video, and speaker selection.
Since the goal is to classify consonants the movie is replayed for the second time in case the combinations were harder to understand and the majority asked for repetition. The speed of the played video can be faster/slower than the natural recorded pace. In higher speeds, the recognition rate would become more difficult or impossible occasionally, whereas in lower speeds, due to the superfluous pauses made in the middle, recognizing becomes troublesome. According to [38] , the best pace for grouping ranges between 1/2 and 1/4 of the natural recording pace. If the speaker is an ordinary person or is unaware of standard speech techniques, incorrect articulating and mispronouncing some phonemes can be seen which in turn results in producing improper visemes. In this test, a part of the database is selected for viseme grouping, where the speech therapist utters CVC combinations. C includes all the 23 consonants in Persian language, and /e/ is used for V.
At the start of the test, the answer sheets are given among to the viewers, each containing a 23×23 table, where the rows are numbered from 1 to 23, with randomly selected columns of phoneme combinations with vowel /e/. Then, the soundless test film was presented to the Fig. 10 . Finally, the subjective test result is entailed in Table 5 .
As stated, the subjective test yielded 7 viseme groups. By comparing the algorithm's result (Table 2 ) and the human test result (Table 5) from the subjective test, in a mixed form, are not shared with the algorithm results, in that teeth are put together in /j/, / /, / /, /t /, and / / visemes. Also, neglecting the role of tongue makes some divergence. It is evident that computerized viseme grouping, due to its superior accuracy, is more reliable. This has been analyzed and confirmed by the team's linguist/speech therapist.
However, it should be noted that the proposed method works based on the still images which are extracted with regards to coarticulation effects, and it lacks the capability of dealing with video sequences. It is evident that lips' shape of a phoneme would change in pronouncing different words. Therefore, coarticulation effects can be more reliably taken into account in video sequences.
Goodness measurements of clustering results
After comparing the proposed algorithm with other state-of-the-art algorithms K-means, Hierarchical, and SOM as stated in Section 4.3 in terms of the criteria listed in Section 4.3 and obtaining more accurate results than those, goodness of output clustered visemes measured. We proposed two metrics which we can compute goodness of clustering results of our proposed algorithm;1-Cluster recognition rate [29] 2-and the number of output clusters.
Accurate quality metric for clustering result is cluster recognition rate. After obtaining significant similarity in results of clustering for two speakers with 2760 lip images using our proposed method in Table 2 , we evaluated cluster recognition rate for each one. We have had representative Eigenviseme for each cluster. Based on it, for any given input lip image, it reconstructed using each Eigenviseme. Then we compute minimum distance between given lip image and each of those eigenvisemes. The reconstruction details are as mentioned in Section 3.3. Viseme with the minimum distance to each cluster has been recognized. Table 6 shows the percentage of the correct estimated visemes for 500 random lip images which led to 91% and 93% cluster recognition rates for the first speaker and second one respectively. This high cluster recognition performance is due to two reasons. Firstly, the existence of appropriate distance between visemes based on our algorithm. Secondly taking into account the Linguistic issues that have been ignored in a lot of related researches. Another quality metric for clustering result is the number of clusters. Our proposed method automatically calculates seven as the number of clusters for both speakers. To evaluate this number of clusters, we obtained cluster recognition rate for a different number of clusters. Initially, each one of the 23 consonants in Persian language are put in separate clusters, and at the end, all consonants are put in one cluster. This various cluster organization is done manually, but 7 cluster resulted from Table 2 . As it is shown in Fig. 11 , maximum recognition rate was obtained in seven clusters for each speaker and this result was in line with our proposed clustering algorithm. We also tested these two metrics on Audiovisual Database of Spoken American English based on clustered visemes in Table 3 , but on fewer random lip images. The results were almost the same as the ones depicted in Fig. 11 .
Conclusion
As stated in this paper, Persian language visemes are classified for the first time by the proposed novel and accurate algorithm, with respect to speech therapy applications and photo realistic talking head animation in target. Moreover, coarticulation and phoneme position in syllables are considered. Two female respondents participated in the study; the first one who was aware of sound speech rules was used in viseme clustering. Based on the target application, covering coarticulation and phoneme position in syllables, a large amount of data was needed. We rationally reduced the dimensions by calculating Eigenlips for each of the visemes through Eigen analysis. Then the weight criterion out of the reconstruction of each viseme with the other is used for quantifying visemes' similarity. Three evaluation procedures were considered for verifying our work. Firstly, the algorithm was entirely applied to Persian and English speakers so as to check the algorithm. In this stage of test, the robustness of proposed clustering approach was compared with K-means, Hierarchical, and SOM clustering methods. Although the Hierarchical clustering approach shows better situation with respect to Rand index, Adjusted Rand index, Jaccard, and Silhouette width measures, the final clusters contain visemes, as K-means clustering outcome, which are far from the reality. Secondly, to weigh the computerized results against that actual human perceive, a subjective test is used. Comparing the results from the two indicated methods can be observed Also in order to evaluate the efficiency of Eigenviseme, the extracted Eigenvectors are compared with five kinds of features extracted through applying Wavelet decomposition, Harris corner detector, Laplacian Eigenmaps, and Kernel PCA with Gaussian and Polynomial kernels. Finally, two quality metrics were introduced in order to compute 
