The magnitude of the stress in a thin film can be obtained by measuring the curvature of the film-substrate couple. Crystal curvature techniques yield the average stress throughout the film thickness. On a microscopic level, the details of the strain distribution, as a function of depth through the thickness of the film, can have important consequences in governing film quality and ultimate morphology. A new method, using high-resolution x-ray diffraction to determine the depth dependence of strain in polycrystalline thin films, is described. The technique requires an analysis of the diffraction peak shifts of at least six independent ͕hkl͖ scattering vectors, at a variety of penetration depths from the free surface of the film. The data are then used to determine the magnitude and directions of the strain eigenvalues in a laboratory reference frame for each penetration depth from the free surface of the film. A linear elastic model was used to determine the strains in successive slabs of the film. Results are reported for two Mo films, with nominal thicknesses of 50 and 100 nm, which were deposited by planar magnetron sputtering onto Si ͑100͒ substrates. This technique can provide quantitative insight into the depth variation of residual strains ͑stresses͒ in thin films and should work with a wide variety of materials. © 1996 American Institute of Physics. ͓S0021-8979͑96͒03209-6͔ a͒ Stanford Synchrotron Radiation Laboratory, Stanford, CA 94309.
I. INTRODUCTION
The development of residual strains during the growth of polycrystalline thin films can compromise the integrity of the structure. For example, the presence of residual strains may have a significant effect on the final microstructure, e.g., the grain size and the degree and nature of the texture. 1 Deviations in the expected microstructure could then cause undesirable modifications to the mechanical, optical, electrical, and/or magnetic properties of the film. 2 In the worst case, the presence of excessive tensile strains can lead to film and substrate cracking, and excessive compressive strains can produce film decohesion by buckling.
There are two general classes of commonly used techniques to quantify the amount of strain ͑or stress͒ present in a thin film:
͑1͒ deflection techniques based on determining the radius of curvature of the substrate; [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] and ͑2͒ strain measurement techniques based on the direct measurements of interplanar spacings in the film using x-ray diffraction. [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] The substrate deflection techniques include optical interferometry, 4 laser scanning, 5 and double-crystal diffraction topography ͑DCDT͒. 9 Optical interferometry and laser scanning determine the radius of curvature of the physical surface of the substrate R which equals the inverse of the curvature K. 4, 5 The DCDT technique, on the other hand, determines the curvature of the crystal lattice planes of the substrate near the film-substrate interface by measuring the distance between successive Bragg angle contours. [6] [7] [8] The distance between the contours is then proportional to the curvature, K. 9, 10 The resulting curvatures obtained from the above techniques are then linearly related to the average stress using standard equations. 11, 12 Other x-ray scattering methods have been used to determine the residual strains. These include the sin 2 x-raydiffraction technique [17] [18] [19] and x-ray scattering in a grazing incidence geometry. [20] [21] [22] As with the curvature techniques discussed above, the sin 2 method can only determine the average stress because the scattered volume includes the entire film thickness. When conducting x-ray-scattering experiments in a grazing incidence geometry, however, one can use the phenomenon of total external reflection of the incident x-ray beam to control depth of penetration. This depth sensitivity has been used to avoid noise from the substrate 23 and to profile the strains in crystallographic planes perpendicular to the sample surface as a function of penetration depth. [24] [25] [26] Finally, still other x-ray-diffraction methods have been developed to determine the average strain ͑or stress͒ tensor for thin films, [27] [28] [29] [30] but these cannot be readily extended to do depth profiling.
In contrast to this previous work, the goal of the present study was to use high-resolution x-ray diffraction to determine the strain in crystallographic planes with a variety of orientations in three-dimensional space, as a function of x-ray penetration depth, in nominally 50-and 100-nm-thick Mo films. The scattering geometries used are commonly referred to as symmetric and asymmetric grazing incidence geometries. 25 The strain data were used to determine the magnitude and orientation of the principal strains, or strain eigenvalues and eigenvectors, respectively, at each depth of penetration. After the strain eigenvectors were resolved onto a laboratory reference frame for each depth, a linear elastic model was used to calculate the average strains in successive slabs of the film. Mo was used because it has a high atomic number suitable for scattering efficiency, and it has the potential for a variety of useful technical applications. [31] [32] 
II. EXPERIMENTAL PROCEDURES

A. Sample preparation
Molybdenum films with thicknesses of 50Ϯ2.5 and 100Ϯ5 nm ͓as determined by Rutherford backscattering ͑RBS͒ 33 ͔ were deposited from a 99.95% pure Mo target onto 75-mm-diam Si ͑100͒ wafers by direct-current planar magnetron sputtering. The wafers were in the ''as-received'' condition, with a native oxide coating. The sputtering occurred without significant heating of the substrates. The sputtering power was 308 W ͑ϳ8 nm/min deposition rate͒ and the chamber was pumped to a base pressure of ϳ6ϫ10 Ϫ6 Torr. The chamber was then back-filled with Ar and maintained at a pressure of 10 mTorr. The samples were mounted face down 5 in. above the sputter source in a horizontal carousel which rotated at 20 rpm. The target was presputtered onto the shutter for at least 1 min to prevent oxides or contaminants from being sputtered on to the wafers.
B. Measurement
The present high-resolution diffraction experiments were conducted under standard synchrotron conditions ͑3 GeV and 100 mA at fill͒ on the eight-pole focused wiggler station BL 7-2 at the Stanford Synchrotron Radiation Laboratory ͑SSRL͒. A Si ͑111͒ double-crystal monochromator was used to select the incident x-ray wavelength of 0.124 nm ͑10 keV͒ from the continuous spectrum. The horizontal and vertical divergence of the beam on BL 7-2 is 3 and 0.2 mrad, respectively. Slits 1ϫ1 mm 2 were used for the incoming beam, and 1 mrad Soller slits were used for the diffracted beam to limit vertical divergence. The signal was detected with a scintillation counter. The samples were mounted on an automated Huber 5020 four-circle goniometer. The dedicated beam-line 7-2 computer was used to control the goniometer motions, the shutter, and the photon counting. The experiments were conducted in the ''dose'' mode by putting a scintillation counter in the path of the incident beam, because the current in the synchrotron ring decreased linearly with time.
The symmetric and asymmetric grazing incidence geometries 25 were used to collect the data so that crystallographic planes with a variety of orientations could be probed, and are illustrated in Fig. 1 . The diffraction condition can be satisfied for crystallographic planes which are nearly perpendicular to the sample surface in the symmetric geometry, whereas the diffraction condition can be satisfied for planes which are inclined with respect to the sample surface in the asymmetric geometry. The diffraction peaks collected in the symmetric and asymmetric geometries, respectively, at each penetration depth for each film, are shown in Tables I and II. The penetration depths were varied by changing the angle of the incoming radiation near the critical angle for total external reflection, as shown in Fig. 2 . 34 The penetration depths were accurately determined to within Ϯ5 nm, except very near the critical angle, where the resolution was Ϯ15 nm.
III. RESULTS
The diffraction data were corrected for Lorentz polarization and absorption and fit with a Voigt or Gaussian function to determine the location of each peak, 2. This was then used to determine the interplanar spacings for each ͕hkl͖ family of planes d hkl from Bragg's law and the strain was calculated using ⑀ hkl ϭ(d hkl Ϫd 0 )/d 0 . Because of the difficulties involved in making a strain-free refractory metal film standard, a strain-free lanthanum hexaboride ͑LaB 6 ͒ powder standard ͑NIST Standard Reference Material 660͒ was used to detect any systematic offset during the experiment. The FIG. 1. Schematic of ͑a͒ symmetric grazing incidence geometry, and ͑b͒ asymmetric grazing incidence geometry. For the symmetric case, the incident beam k 0 makes a grazing angle ␣ i Ͻ1°with respect to the sample surface and the diffracted beam k exits at an angle ␣ f Ϸ␣ i . The Q vector is then nearly parallel to the sample surface with the angle Ͻ1°. For the asymmetric case, the incident beam k 0 makes a grazing angle ␣ i Ͻ1°with respect to the sample surface and the diffracted beam k exits at an angle ␣ f ␣ i . The Q vector is then inclined with respect to the sample surface. The angle is ӷ1°. As shown, the planes which can satisfy the Bragg condition in this case are inclined with respect to the sample surface. Joint Committee for Powder Diffraction Standards' ͑JCPDS͒ d 0 values for Mo were then corrected for this offset and used for the strain calculations. The resulting strains for the planes collected in the symmetric geometry, as a function of depth of penetration, for the 100-nm-thick film are shown in Fig. 3 . This is representative of the strains for the 50-nm-thick film as well. The strains for the planes collected in the asymmetric geometry, as a function of depth of penetration, are shown for both films in Fig. 4 . The strain tensors were calculated for the penetration depths in each film for which at least six diffraction peaks were collected using the least-squares methodology developed by Imura and co-workers. 27 For the 2.5 nm penetration depth, the collection times became impractical for the higher-order diffraction peaks. Thus, only four lower-order peaks were collected and the strain tensor was not determined. The precision of the least-squares approach is better than those which use only six independent strains to solve the strain tensor. The laboratory reference frame used for the tensor calculations is shown in Fig. 5 . The x, y, and z axes in the laboratory frame were defined by considering the orientation of the plane of diffraction in the asymmetric geometry. The diffraction plane contains the incoming x ray k 0 , the diffracted x ray k, and the sample normal n. Thus, the sample normal defined the z axis, the perpendicular component to the plane of diffraction defined the x axis, and the cross product of x and z defined the y axis. The Si ͓110͔ direction is parallel to the y axis, and this direction was placed perpendicular to the axis of rotation, and parallel to the tangent of the platen, during sputter deposition. Once defined in the laboratory reference frame, all strain displacement vectors were used to solve for the six unknowns in the strain tensor. The strain eigenvalues and eigenvectors were then calculated for each symmetric strain tensor using the approach outlined by Nye. 35 The strain eigenvalues of a known orientation were resolved onto the laboratory axes defined in Fig. 5 and were converted to stresses using Hooke's law. 36 The isotropic modulus was used in the Hooke's law calculation because Mo films less than 100 nm in thickness have been shown to be random and polycrystalline, with a small grain size on the order of 25 nm. 37, 38 Therefore, the isotropic elastic approach for these films was a reasonable approximation. The strain eigenvalues resolved onto the laboratory frame as a function of penetration depth are shown in Fig. 6 for the 50-and 100-nm-thick films. As previously mentioned, the strain eigenvectors resolved onto the laboratory reference frame as a function of penetration depth from the free surface, shown in Fig. 6 , can be converted to the magnitudes of the strains in successive slabs of the film. This can be obtained from a linear elastic model, which was used because the conventional approach to determine the ''z profile'' or ''true gradient'' of strain is not applicable to very thin films where the penetration depth can equal the total film thickness. 39, 40 Consider a volume of material for which the strain is known in the x, y, and z directions for three penetration depths from the free surface. The volume can then be divided into slabs of thickness t i , where iϭ1, 2, or 3, as illustrated in Fig. 7 . Then the measured strain for a variety of penetration depths from the free surface ⑀ J N , is equal to a weighted summation of the strains present in each slab ⑀ J i of thickness t i ,
FIG. 4. Strains in planes inclined to the sample surface, obtained in asymmetric grazing incidence geometry, for ͑a͒ 100-nm-thick Mo film for ͕110͖, ͕200͖, and ͕211͖ planes and ͑b͒ 50-nm-thick Mo film for ͕110͖, ͕200͖, and ͕211͖ planes. There is a strain gradient for each film, which decreases in magnitude as the penetration depth from the free surface increases.
FIG. 5. Schematic of laboratory axis system used for strain eigenvalue and eigenvector calculations. The sample normal, incoming x ray, k 0 , and outgoing x ray, k, comprise the diffraction plane. The sample normal forms the z axis, the perpendicular to the diffraction plane forms the x axis, and the cross product of the x and z axes forms the y axis. Note that the ͓110͔ flat for the silicon substrate is perpendicular to the y axis. where N is the number of penetration depths from the free surface, and J is the x, y, or z direction. Using these equations, the strains present in each slab can be calculated and can also be summed to obtain the strain in larger volumes originating from the film/substrate interface. A schematic which illustrates the strain ellipsoids determined for each slab in the 100-nm-thick film is shown in Fig. 8 , and a plot of the strains in each slab is shown in Fig. 9 .
IV. DISCUSSION
The strains for planes perpendicular to the sample surface as a function of penetration depth shown in Fig. 3 for the 100-nm-thick film display a negligible gradient, and a surface relaxation appears for penetration depths less than 10 nm. This is the same trend previously observed for strains in crystallographic planes perpendicular to the sample surface in Al, 24, 41 and Al-2% Cu, 26 films. Thus, a variety of thin films appear to be strained isotropically in the plane. However, a significant strain gradient was identified in crystallographic planes inclined to the sample surface for both films, as shown in Fig. 4 , which would agree with investigations that have implied a strain gradient in Mo and other thin films. [42] [43] [44] Trend lines are included in both figures for clarity.
Error bars are drawn on the data points shown in Figs. 4 and 5 for both the penetration depths and the strains. The origin of the error in the penetration depth can be seen in Fig.  2 , where the error depends on the uncertainty in the incident angle and how close the incident angle is to the critical angle. Very near the critical angle the uncertainty in the penetration depth is greatest ͑ϳ30 nm͒. The uncertainty in the crystallographic strains arose from both systematic and random errors that occurred during the experiments. [45] [46] [47] [48] [49] Great care was exercised to minimize systematic errors from instrument misalignment, specimen displacement, and beam divergence. Also, the random counting errors were minimized by taking the following three precautions:
͑1͒ The experiments were operated in the count mode, and at least 100 000 counts were collected from the incident beam for each data point; ͑2͒ the data were collected in angular increments of 0.010°-0.015°; and
FIG. 8. Schematic illustrating strain ellipsoids in each slab in the 100-nmthick film. The solid ellipses represent the magnitude of the strains ⑀ x , ⑀ y , and ⑀ z in the laboratory frame and are drawn with respect to a dashed unit circle which represents a volume element in the unstrained body. The radius of the ellipse in a direction that was subjected to a tensile strain is greater than unity, and the radius in a direction that was subjected to a compressive strain is less than unity. The strains in the x, y, and z directions were increased by 50 times so that the differential with the unit sphere is discernible. The strain ellipsoid was not determined for the 2.5 nm penetration depth because it was not feasible to collect a sufficient number of diffraction peaks. ͑3͒ many of the diffraction peaks were collected multiple times.
Despite all of the precautions, uncertainty still exists, and the magnitude of the systematic error in the crystallographic strains was evaluated by a careful analysis of the LaB 6 standard data. The variation in the strain ‫⑀ץ‬ from an uncertainty in the peak position from random errors ‫ץ‬ was determined by differentiating Bragg's law. From a comparison of the magnitude of the systematic and random errors, the dominant factor was determined. The error bars in Figs. 3 and 4 were determined in this manner. For the sake of clarity, only one set of representative error bars for the crystallographic strains is shown in each plot. The errors in the strain eigenvalues, shown in Figs. 6 and 9 , were determined using the approach described by Witte, Winholtz, and Neal, 50 and from a more detailed analysis of the LaB 6 standard data. The strain eigenvectors resolved onto the laboratory reference frame as a function of penetration depth for the 50and 100-nm-thick film are shown in Fig. 6 . The strains along the x and y directions in the laboratory frame, ⑀ x and ⑀ y , remain relatively constant and compressive through the thickness of both films. This is in agreement with the inplane strain information obtained from the symmetric grazing incidence geometry. On the other hand, the normal component ⑀ z varies through each film thickness. The determination of the depth variation of the normal strain component is unique to this technique, and the analysis reveals that ⑀ z is very tensile near the free surface, and then becomes more compressive for larger penetration depths in both films. However, the differential between the azimuthal and normal strains near the free surface is greater for the 100 nm film. The strain may be more anisotropic near the free surface of the thicker film because the microstructure near the free surface becomes more anisotropic as the film thickness increases due to the development of grain facetting and a preferred growth direction. Specifically, previously published work showed that Mo films with a thickness of about 200 nm begin to develop a ͑110͒ out-of-plane growth texture, and films with a thickness of about 1 m begin to develop an in-plane alignment as well. 37 It would be appropriate to compare the calculated value of ⑀ z corresponding to the full film thickness to the strain for a set of crystallographic planes parallel to the sample surface. This was accomplished with a -2 scan of the ͕110͖ and ͕220͖ planes, where the scattering volume included the entire film thickness. The strain in both sets of planes was found to be ϳ1.8ϫ10 Ϫ3 Ϯ5.0ϫ10 Ϫ4 , and the strain ⑀ z was ϳ1.3ϫ10 Ϫ3 Ϯ6.0ϫ10 Ϫ4 , which displays good agreement in terms of sign and magnitude. Also, it is physically reasonable that the planes which are perpendicular and inclined to the sample surface are in compression, and the planes which are parallel to the surface are in tension.
A comparison of the average stresses obtained from this high-resolution diffraction technique is consistent with the average residual stress measurements with DCDT on these same films. The magnitude of the biaxial stress in the 50 and 100 nm Mo films obtained from DCDT 33 and the average of x and y , for the entire film thickness, determined with the current technique is shown in Table III . The agreement is within the indicated error, but not exact, because the techniques are measuring different parameters. The DCDT technique measures the curvature of the Si substrate, from which the stress is calculated using a modified Stoney's equation. 11, 12 For the Stoney's equation to be valid, there must be perfect continuity across the film/substrate interface. The present technique probes the strain in the Mo thin film directly, from which the stress was calculated. The determination of a larger average stress with this high-resolution technique would imply that the stress may be relaxing at the interface.
The average strains in a given slab throughout the 100nm-thick film are displayed as strain ellipsoids 35 in Fig. 8 , where the three-dimensional ellipsoids are shown as twodimensional cross sections. The dashed reference circles have a magnitude of unity and represent a volume element in the unstrained body. The solid ellipses represent the magnitude of the strains ⑀ x , ⑀ y , and ⑀ z in the laboratory reference frame in each slab. As usual, the radius of the ellipse in a direction that was subjected to a tensile strain is greater than unity, and the radius in a direction being subjected to a compressive strain is less than unity. The strains in the x, y, and z directions were increased by 50 times so that the differential with the unit sphere is discernible. The actual strains determined for each slab are plotted in Fig. 9 . This representation of the strains illustrates how much it can vary through the thickness of the film, which is not recognized when only an overall average value is determined.
One of the advantages of this technique is that once the strain eigenvalues and eigenvectors are determined for a particular frame of reference, they can be resolved onto any other reference frame of interest, because the strain state is completely defined. This technique also permits the determination of the depth dependence of the normal strain ⑀ z , which cannot be accomplished with any particular scattering geometry. Finally, the strains can be related to other parameters, such as crystallographic directions in the film ͑if it is a single crystal or strongly textured͒, the rotation direction of the substrate during deposition, or deposition angles, to name a few. There are two limitations to this technique:
͑1͒ The films must be crystalline; and ͑2͒ a high-brightness x-ray source, such as a synchrotron, is needed to collect the six or more independent diffraction peaks required to solve the secular equation at shallow film penetration depths.
Such a source is also necessary to obtain a sufficient signalto-noise ratio and to enable the data to be collected in a reasonable amount of time.
V. CONCLUSIONS
This article describes a high-resolution synchrotron x-ray-diffraction method to determine the complete strain tensor in a polycrystalline thin film, and uses the principle of total external reflection to profile the strains through the film thickness. The strain data are displayed physically in two different forms:
͑1͒ as the data were collected, or strains as a function of penetration depth from the free surface of the film; and ͑2͒ as strain ellipsoids present in successive slabs of the film.
In addition, the strains could be calculated for the growth mode, or as strains in a laboratory reference frame for volumes of material originating at the film/substrate interface. The present technique requires a detailed analysis of six or more independent ͕hkl͖ diffraction peaks and was tested on two polycrystalline Mo films, with thicknesses of 50 and 100 nm, which were deposited by planar magnetron sputtering onto Si ͑100͒ substrates. The results of this method were compared to DCDT, a macroscopic crystal lattice curvature technique, 10 and the agreement was excellent. In summary, the following was accomplished. Absolute strain measurements were conducted on two Mo films, with thicknesses of 50 and 100 nm, with a resolution in ⌬d/d of ϳ10 Ϫ6 .
The complete strain tensor was determined for the Mo films using a comprehensive high-resolution synchrotron x-ray-diffraction technique. This procedure involved using the grazing incidence scattering geometry in the symmetric and asymmetric configurations.
The phenomenon of total external reflection was used to study the variation of the strain tensor in the Mo films as a function of x-ray penetration depth, by varying the incident angle of the x rays near the critical angle for total external reflection.
The data were displayed as strains ͑and stresses͒ in a laboratory reference frame as a function of penetration depth from the free surface of the film. A linear elastic model was used to convert the strain data, as a function of depth, into the strain ellipsoids present in successive slabs of the film.
The values of the average strains in the laboratory reference frame, through the entire thickness of the 100 nm film, were ⑀ x ϭϪ0.000 85, ⑀ y ϭϪ0.000 85, and ⑀ z ϭ0.001 32, respectively. The strains for the top 5 nm of the same film were ⑀ x ϭϪ0.000 19, ⑀ y ϭϪ0.003 01, and ⑀ z ϭ0.004 60, respectively.
From the above observations, a large anisotropy between the in-plane and out-of-plane strains is apparent, especially near the free surface. It is also apparent that a large gradient in ⑀ z exists near the free surface of the 100 nm film.
The average stress for the full Mo film thickness was in excellent agreement with that measured on the same samples via DCDT.
