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Abstract 
This thesis presents a new AGO routing approach, Reactive Ant Colony 
Optimization (RACO), for routing in packet-switched networks. Being inspired by the 
real ants' capability of finding the shortest path, AGO has been applied to solve 
problems in combinatorial optimization and network routing by modeling ants as a 
society of mobile agents. While some existing AGO approaches use both forward ants 
and backward ants causing more routing overhead to the network, or only use forward 
ants suffering from the limitation in sole application to the symmetric network, 
RACO eliminates the use of backward ants and is not limited to the symmetric 
network. 
Besides, RACO's rationale is to use the shortest path for routing with low input 
traffic and as input traffic increases, additional paths are used to avoid overloading the 
shortest path. This rationale is coherent with the principle of traditional optimal 
routing. Thus, RACO can be seen as a heuristic method trying to achieve the 
performance of optimal routing that is inapplicable in real networks because of its 
complexity. Simulation results show that RACO outperforms both the shortest path 
algorithm when the input traffic is high and other existing ACO routing approaches no 
matter the input traffic is high or low. Theoretical analysis shows that RACO can 
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Chapter 1. Introduction 
Chapter 1 
Introduction 
Today's communication network is becoming more and more heterogeneous and 
complicated, with new kinds of services being introduced, new techniques being 
implemented and new devices being connected. Network control (i.e. management of 
the network resources) plays a rudimentary role for utilizing the new transmission, 
switching and processing technologies to maximize the providers' profits, and 
meanwhile to meet the users' different demands. 
Routing, a policy of building, employing and maintaining routing tables that 
design the traffic paths between network endpoints, is at the core of the whole 
network control system. In cooperation with other network control techniques (i.e. 
admission, flow and congestion control), routing determines the whole network 
performances in terms of both quality and quantity services the network can afford. 
This thesis introduces a new Ant-Colony-Optimization (ACO)-based routing 
approach in the communication network, Reactive Ant Colony Optimization 
(RACO). ACO emerged first as a new meta-heuristic approach for solving 
combinatorial optimization problems. Later on, it was found that ACO could solve 
other types of optimization problems that can be encoded as "best path" problems. 
ACO and RACO will be discussed in subsequent sections in great details. 
This chapter is organized as follows. Section 1.1 provides some background 
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regarding network routing and Ant Colony Optimization. In section 1.2, the research 
statement is provided, including the research objectives. The contributions of this 
research are presented in the section 1.3. Finally, section 1.4 shows the organization of 
the whole thesis. 
1.1 Background 
1.1.1 Routing 
Network routing plays a more and more critical role in the communication 
network. World demand and supply of communications networks services are 
growing exponentially. With the development of transmission technology and media, 
especially with the application of optical fiber, more and more congestions occur in 
the router where the routing decisions are made, rather than in the transmission 
channels. It is the router that becomes the bottleneck of the communication networks. 
A metaphor of this case is that congestions often occur at the intersections of the 
highways. Thus, it is significant to devise some new routing techniques to maximize 
the network performance in terms of the quality and quantity of services it can deliver. 
The main task of routing algorithm is to determine the route among network 
endpoints for the purpose of optimizing network performance. To fulfill this task, 
routing algorithms usually assume a set of tasks: 
(1) To acquire, organize and distribute the information about the data traffics and 
network status by the coordination among all the nodes in this network; 
(2) To utilize these information efficiently for generating reasonable routes 
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(routing table is another word) among network endpoints, and meanwhile maximizing 
the performance objectives; 
(3) To forward incoming data traffics to their next nodes according to the routing 
table. 
The implementation of these above tasks depends largely on the underlying 
network switching and transmission technology. Point 3 severs a good example. As to 
the forwarding paradigm, packet and circuit switching are the most widely used. In 
the circuit switching, there is a connection setup phase that reserves the necessary 
resources for each incoming session the network will accommodate. In this case, all 
the data packets follow the same path that is determined in the setup phase. Routers 
are required to keep the state information of each active data session. On the other 
hand, the packet switching does not have a setup and reservation phase. It does not 
maintain the state information so data packets may follow different paths. At each 
intermediate node, each data packet in one session makes its own decisions on which 
is its next hop for its own destination. 
The work presented in this thesis focuses on the packet-switched networks. But 
intuitively, the techniques used in this work may be applied to the circuit-switched 
network. It is hoped that the address of this issue can inspire more research in the 
future. 
Different policies of implementing the above three tasks may serve the criterion 
of classifying the routing algorithms. In terms of utilizing or neglecting the current 
network information, routing algorithms usually can be classified into two broad 
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categories: static routing and adaptive routing. In static routing system, the routes 
taken by a packet are fixed that is only related to its source and destination, without 
considering the current network state. Thus, the routing table of a static routing 
system does not change after it is loaded with values when the system starts. The 
routing table is both a local database and a local model of the global network status 
holding all the information used by the algorithm to make the local forwarding 
decisions. Static routing cannot achieve a high throughput under a broad variety of 
input traffic patterns. It is recommended for some simple network or for some 
networks that do not care efficiency. In contrast, adaptive routing refers to a system 
that can change its routing table over time according to the network status, especially 
the network congestion. It is more attractive because it can adapt to the quick varying 
traffic conditions. Despite this merit, it also has some drawbacks, such as the 
oscillation in selected routes, causing loop routes, and large fluctuations in measured 
performance[l]. 
The routing approach presented in this thesis is adaptive in the sense that network 
status determines the route generation. 
In terms of how to acquire, organize, distribute and utilize network information, 
routing algorithms can also be classified as centralized routing and distributed routing. 
In centralized routing, a main controller is responsible for gathering the information 
about the network status, updating all the nodes' routing table, and making every 
routing decision. Centralized algorithms can only be used in particular cases and for 
small networks. This kind of algorithm is infeasible because of the long delays due to 
4 
Chapter 1. Introduction 
gathering information about the network status and broadcasting the decisions. To 
make things worse, centralized systems are not fault-tolerant in the sense that if the 
main controller is out of order, the whole system will collapse. In distributed routing, 
there is no main controller. The computation and selection of routes is shared among 
the network nodes that exchange necessary information. The distributed paradigm is 
currently used in the majority of network systems. 
This routing approach presented in the thesis is distributed. 
Any routing approach has to assume these tasks because routing has the following 
characteristics[2]: 
(1) Intrinsically distributed. In a routing system, the databases of network status 
totally distribute over all the network nodes. At each decision node, the information of 
other parts of the network can be used is not up-to-date because of the propagation 
delay. 
(2) Stochastic. Data flow arrivals, users' request and providers' advertisement 
generation are stochastic. 
(3) Multi-objective. A good routing algorithm needs to take several performance 
measures into account. The most common two are throughput (bit/sec) and average 
end-to-end delay (sec). The former measures the quantity of service that a network 
can deliver in a certain amount of time, while the latter measures the quality of service 
the network can afford. Other performance measures focus on the utilization of 
routing algorithm on the network resources in terms of memory, bandwidth and 
processing ability, such as routing overhead. The remaining performance measures 
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consider the routing algorithm itself, such as simplicity, distribution and scalability. 
(4) Multi-constraint. The constraints are imposed by users' requests on low-cost, 
high quality, stable, distributed and heterogeneous services and by provider's easy 
operation and maximum profit return. 
Ant Colony Optimization (ACO), a heuristic method, seems to be a suitable way 
to solve the routing problem. The next subsection introduces Ant Colony 
Optimization (ACO). 
1.1.2 Ant Colony Optimization 
Ant Colony Optimization is inspired by the real ants' foraging behavior and their 
capability in finding the shortest path between their nest and food location[4][5][6]. 
Ants with small amount of cognitive capability, limited individual capabilities seem 
that they are too simple to be helpful for the complex problems, i.e. network routing 
and Traveling Salesman Problem. However, as they react instinctively and 
collectively, they exhibit a powerful ability in solving network routing and some 
difficult combinatorial optimization problems by stigmergy. Stigmergy is a form of 
indirect communication through the environment, which is generally a control method, 
and has recently been demonstrated in the domain of collective applications. When a 
group of ants travel for foods, they always lay some trails, called pheromone, which 
can be detected by other ants and influence their behaviors. This mechanism 
reinforces other ants to choose the paths that are taken by the majority. It results in the 
shorter paths accumulating more pheromone than longer paths and finally this group 
of ants is able to find the shortest path between their nest and food location. 
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ACO was initially devised as a construction heuristic method for some 
combinatorial optimization problems. It received a lot of attention and enjoyed a 
broad range of applications, such as symmetric and asymmetric Traveling Salesman 
Problem[7][8][9] [ 10][ 11 ], sequential ordering problem[12], quadratic assignment 
problem[13][14][15], vehicle routing problem[ 16][ 17],scheduling problems[18] and 
graph coloring problem[19]. 
Later on, it was recognized that not only the combinatorial optimization problems, 
but also any other type of problems that can be encoded as "shortest path" problems 
are able to be solved using ACO, such as network routing[20] [21 ] [22] [23 ] [2] [24] 
(Also please refer to chapter 2, section 1 for a survey). In the communication 
networks, packets traveling in the network between nodes are analogous to the ant's 
foraging behavior. So, ants are modeled as mobile agents, which are capable of 
traveling within the networks and laying some pheromone in intermediate links. In 
order to find the optimal paths between each pair of nodes, a group of ants are emitted. 
This group of ants chooses their paths based on the pheromone value on the links: the 
paths with more pheromone will be chosen with higher probability. They also lay 
some pheromone on these intermediate links that they have traversed. Some time later, 
the optimal path between each pair of nodes will have the highest pheromone value. 
Ants are outstandingly adaptive to be able to choose the path with higher pheromone. 
Moreover, by the indirect communication scheme — pheromone, each ANT is 
autonomous and works independently of each other but still be able to communicate 
without any centralized control scheme. Obviously, the merits of adopting ant's 
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foraging behavior to routing problems are its advantage of adaptiveness, 
independence and distribution. 
1.2 Research Statement 
The hypothesis of this work is that we can indeed design an adaptive routing 
algorithm that is simple, distributed, demonstrably efficient, and provably convergent. 
This thesis demonstrates the hypothesis by advancing a new adaptive routing 
algorithm, Reactive Ant Colony Optimization (RACO), which is based on previous 
works on ACO to meet these complex goals. It is shown by a combination of 
theoretical analysis and detailed packet-level simulation that RACO is simple, 
distributed, demonstrably efficient, and provably convergent. 
Thus, the objectives of this work are three-fold: 
1. To design an ACO algorithm for adaptive routing that is simple, distributed, 
demonstrably efficient, and provably convergent. 
2. To demonstrate through packet-level simulation that the algorithm is efficient. 
3. To show through theoretical analysis that the algorithm is convergent under some 
network conditions. 
To meet the first goal, RACO is introduced. As an adaptive routing, RACO relies 
on the information collected by ants 一 the delay between any pair of nodes. Using this 
information, RACO can compute a new routing table at any time. Thus, the algorithm 
endlessly repeats its three stages: collecting network information, computing of a new 
route, and updating the pheromone table (probability table). The main goal of RACO 
is trying to minimize the average end-to-end delay and maximize the system 
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throughput when the input traffic is high. The reactive routing ant (RRA) is devised to 
find the shortest path among nodes in an asymmetric communication network. 
Another type of ants used in RACO is called reactive congestion control ant (RCCA) 
whose job is to alleviate the congestion when congestion occurs. One of the most 
salient characters of RACO is that it does not use the backward ants to collect the 
network information. On the other hand, backward ants used in AntNet [2][22][23] 
may bring three drawbacks: 
(1) To bring extra traffic load to the network; 
(2) To cause late delay in updating routing tables; 
(3) To cause less cooperation between ants; 
Another character of RACO is that both ants used in RACO are reactive to network 
status. RRA is able to update the routing table according to the delays between any 
pair of nodes. RCCA adjusts the routing table with respect to the loads of links where 
congestion happens. 
To meet the second goal, an experimental testbed has designed been for 
evaluation. The testbed is implemented in NS[25], a well-known discrete event 
simulator in the networking research field. The testbed includes some protocols in 
transporter layer and application layer that make the testbed more realistic. 
This thesis meets the third goal through developing a succession of theoretical 
results. The convergence property of RACO is analyzed. It is shown that for RACO, 
following results hold: 
(1) When the shortest, unidirectional path from one node to another and the 
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shortest, unidirectional path connecting the same pair of nodes (in the reverse 
direction) belong to the same bi-directional path, the RACO approach converges to 
the shortest path; (2) When shortest, unidirectional path from one node to another and 
the shortest, unidirectional path connecting the same pair of nodes (in the reverse 
direction) do not belong to the same bi-directional path, the modified RACO approach 
converge to the optimal paths; (3) The pheromone update rate plays an essential role 
in the convergence property of RACO approach. 
In summary, through a combination of algorithm design, comparative evaluation 
through packet-level simulation, and theoretical analysis, RACO is shown to be 
simple, distributed, demonstrably efficient, and provably convergent under some 
network conditions. 
1.3 Main Contributions 
The contributions of this thesis can be summarized as follows: 
(1) A survey about previous ACO routing algorithms (Chapter 2，Section 1); 
(2) A comparative study of ACO routing algorithms with shortest path routing 
algorithms (Chapter 2, Section 2); a comparative study of ACO routing with 
optimal routing (Chapter 2, Section 3) that gives researchers a brand new 
perspective to study ACO based routing algorithms. 
(3) A new ACO routing approach, RACO, has been designed (Chapter 3). This 
approach eliminates the use of backward ants and is still applicable in asymmetric 
networks. Besides, it also can be seen as a heuristic method to approximate the 
optimal routing. 
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(4) An experimental testbed of packet-level simulation has been implemented to 
comparative evaluation of RACO with one representative of shortest path routing 
algorithms and two previous ACO routing approaches (Chapter 4). 
(5) The convergence property of RACO has been analyzed. This work is the first 
attempt to analyze the ACO approaches for routing in asymmetric routing. 
(Chapter 5). 
1.4 Thesis Organization 
This thesis is organized as follows. Chapter 2 describes the state of current 
research on ACO routing algorithms, gives a comparative study of ACO routing 
algorithms with traditional shortest path routing algorithms, and with some previous 
optimal routing algorithms. A new ACO routing algorithm, RACO, is introduced in 
chapter 3. Chapter 3 also presents the reasons behind each of its major design ideas. 
In chapter 4，simulation results of RACO and an evaluation with some other previous 
work are demonstrated. Chapter 5 analyzes the convergence behavior of RACO in a 
great detail and reveals that the pheromone update rate plays a critical role in the 
convergence of RACO routing algorithm. Chapter 6 gives a conclusion to this thesis 
and outlines areas for further research. 
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Chapter 2 
Ant Colony Optimization Routing 
In recent several years, the application of AGO to network routing has enjoyed a 
remarkable popularity in literatures[2] [20] [21 ] [22] [23] [24]. To understand this trend, 
it seems necessary to have a close look at these AGO based routing algorithms. How 
these algorithms fulfill the task of routing? What are the differences between ACO 
routing algorithms and traditional shortest path routing algorithms? What are the 
differences between ACO routing algorithms and other optimization based routing 
algorithms (optimal routing)? What are the advantages of ACO based routing? 
This chapter describes the state of current research on ACO routing algorithms, 
gives a comparative study of ACO routing algorithms with tradition shortest path 
routing algorithms, and with other optimization based routing algorithms. Section 2.1 
surveys most of important ACO algorithms by the application domain in terms of 
circuit-switched networks and packet-switched networks. Section 2.2 discusses the 
differences between ACO routing and traditional shortest path routing 
algorithms/protocols such as the Bellman-Ford algorithm[26] (another name is 
Distance Vector algorithm) on which RIP[27] is based and Dijkstra algorithm[28] that 
is used by OSPF[29] to compute the shortest path. The comparative study of the 
difference between ACO routing and optimal routing is demonstrated in section 2.3. 
12 
Chapter 2. Ant Colony Optimization Routing 
2.1 ACO Routing Algorithms 
This section surveys most of existing ACO algorithms that are divided into two 
groups based on their application domains, i.e. circuit-switched or packet-switched 
networks. 
2.1.1 ACO Routing Algorithms in Circuit-Switched Networks 
Schoonderwoerd et aPs [20][21][30][31][32][33] Ant-Based System was devised 
to routing and load-balancing problem in circuit-switched networks. His work was 
like Appleby and Steward's load management agents[34] in some extent. 
Schoonderwoerd's approach has following characteristics: 
• Pheromone tables. Tables of probabilities that are called "pheromone tables", as 
the pheromone strengths are represented by these probabilities, replace the 
routing tables in this approach. Every node has a pheromone table for every 
possible destination in the network, and each table has an entry for every 
neighbor. Please refer to the Fig 2.1. 
• Symmetric link cost. The costs of any directed links are equal bi-directionally. 
• Simple Updating Rules. When an ant arrives at a node, the entry in the 
pheromone table corresponding to the node from which the ant has just come is 
increased according to the following formula: 
p = 凡 + A户.Here p is the new probability and Ap is the probability (or 
1 + 
pheromone) updating rate. The other entries in the table are decreased according 
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to: p = P�id , where Ap = + c,c and d are constants. 
1 + Ap age 
• Ageing and delaying ants. As the above equation shows, ISp reduces 
progressively with the aging of ants. The consequence of this is to reduce the 
older ants' influence on pheromone table. 
• Deterministic routing: When a call generates at a particular node to a destination, 
the largest probability in the routing table for this destination is examined. The 
neighboring node corresponding to this probability will be the next node on the 
route to the destination. 
• Noised added: Noise means the random walk of the ants that ensures even 
apparently useless routes are selected occasionally. 
In Schoonderwoerd's approach, incoming ants only updates entries in the 
pheromone table corresponding to their source node. For example, see Fig 2.1, there 
is an ant moving from node 0 to node 3. It only updates the entries in node 1, node 2 
and node 3 corresponding to node 0. Here, this approach makes an assumption that 
the work is symmetric. 
Some additional mechanisms in this algorithm are devised to achieve the goal of 
load balancing. These mechanisms are congestion dependent delay, increasing 
influence for younger ants {or aging) and noise. The delay temporarily reduces the 
flow rate of ants from the congested node to its neighbors, thereby preventing those 
ants increasing the pheromone tables that route the ants to the congested node. By 
aging, it refers to younger ants' A/? is relatively large so that their effects to the new 
probability p are more obvious than the older ones. Noise enables ants to choose a 
14 
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path randomly not taking the pheromone table into account. It is one kind of 
techniques that increase the possibility of exploration that may be help for solving 
so-called "stagnation" problems. 
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Fig 2.1: The pheromone update policy of Schoonderwoerd et aland Bonabeau 
et al. 
The performance of this approach is measured through the number of dropped calls 
and the time to adapt to changes in topology and call probability of nodes. 
Schoonderwoerd's ABS system showed a better performance than Appleby and 
Steward's system[34] from the experimental results. 
Bonabeau et al [35] add an extra feature to Schoonderwoerd's ABS system. While 
an ant in ABS updates only the entry corresponding to the source node in the 
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pheromone table of each node it passed, Bonabeau et al's [35] smart ants update the 
pheromone table at each node, all entries corresponding to every node they pass. For 
example, see Fig 2.1, when an ant moves from source node 0 to destination 3 through 
intermediate nodes 1 and 2. After it arrives at node 2, it will update both entry in node 
2's pheromone table corresponding to nodes it has passed so far, i.e. node 0 and 
nodel. 
It seems obvious that Bonabeau et aVs [35] smart ants inherit the weakness of 
ABS system in terms of its limitation for only applicable in symmetric network. In 
addition, by performing more pheromone updates at every intermediate node, smart 
ants are more complex and perform more computation than ants in ABS. On the other 
hand, fewer smart ants are needed to achieve the same routing results. Using the same 
testbed as in ABS but augmented with smart ants, Bonabeau et al achieved more 
favorable results than Schoonderwoerd et al both in terms of the number of drop calls 
and the time to adapt network status. 
2.1.2 ACO Routing Approaches in Packet-Switched Networks 
There are more literatures regarding ACO routing algorithms in packet-switched 
networks. These works are sub-sectioned roughly according to their publishing year. 
2.1.2.1 Devika et al's approach 
This approach can be seen as a direct extension of Schoonderwoerd's ABS 
approach except two things are different. First, this approach is supposed to be used in 
the packet-switched networks with the symmetric network assumption. Second, 
1 6 
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instead of using deterministic routing, this approach uses probabilistic routing. 
Probabilistic routing can be demonstrated as follows: Table 2.1 shows the routing 
table of node 2 in the network (Fig 2.1). When a packet arrives to node 2 with the 
destination 3，it will choose node 1 as its next node with probability 0.05, and choose 
node 3 with probability 0.95. 
Table 2.1 Probabilistic Routing Table 
1 3 
Destination 
0 0.55 0.45 
1 0.95 0.05 
3 0.05 0.95 
While deterministic routing chooses the next node with the maximum value of its 
corresponding entry. Probabilistic routing intrinsically gives us a way of load 
balancing and a scheme of multi-path routing. Devika et a/'s [36] smart ants still 
inherits the weakness of ABC system in terms of its limitation to symmetric network. 
2.1.2.2 Co-operative Asymmetric Forward routing 
Heusse et. al [37] advanced a cooperative asymmetric forward (CAF) routing for 
packet-switched networks. The most salient property of CAF is that it can be 
implemented in networks with asymmetric path costs meanwhile it only uses forward 
ants. CAF achieves this property by updating the entry in a pheromone routing table 
using the cost in the reverse direction of an ant traveling recorded by a data packet. So 
each node of CAF should maintain another table storing the reversed distance from its 
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Fig 2.2. Pheromone Update Policy of CAF 
neighbors (See fig 2.2). For example, there is an ant moving from node 0 to 3 through 
the intermediate nodes 1 and 2. When this ant leaves node 1 to node 0, it takes the 
distance D1 of node 1 to 0 from the reversed distance table. In the event of its arriving 
at node 1，it uses this distance D1 to update the corresponding entry in the pheromone 
table, i.e. the entry with neighbor 0 and destination 1 in the pheromone table of node 1. 
After that, it takes the distance D2 of node 2 to 1, and uses the distance (D1+D2) to 
update the corresponding entry and so on. Consequently, CAF does not have the 
limitation of only applicable in the packet-switched networks with symmetric path 
costs. However, since CAF relies on the data packets to collect the network 
information from the opposite direction, it may not be appropriate when there is no 
frequent data traffic emerging from the opposite direction. And to make things worse, 
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in the initial stage, it is very undesirable because the route of data packets was totally 
random. 
2.1.2.3 AntNet 
Di Caro and Dorigo's AntNet [2][22][23][38][39] was devised for routing in 
packet-switched networks. In their approach, the ant simply stores the record of the 
route followed, and the relevant age statistics, and after reaching its destination it 
retraces its steps in order to updating pheromone tables at the intermediate nodes. 
Forward Ants: To collect the trip time of the 
path they passed 
Backward Ants: To update the entry of , 
pheromone table at every intermediate node i r^ \ 
corresponding to the destination ‘ ( 3 j 
DestinatiorT"^-^ ‘ ’ _ ^ 2 ) 
0 D~ n I o I o I [ J  
PestinatiorT^----,^  ^ ‘ � V y 
1 D 0 _ 
3 D 9 Z r -^ - . J^ ighbor a ~ o 
^ PestinatiorT"^^ ‘ � 
3 I 叫 I 0 
1 
3 I ID" 
D: Pheromone updates from AntNet 
Fig 2.3: Pheromone Update Rule of AntNet. 
In AntNet, routing is achieved by launching forward ants at regular intervals from 
a source node to a destination node that is chosen based on the data traffic pattern (in 
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terms of the number of packets traveling from source to destination). The forward ant 
selects the next hop TV,- using a random scheme that take into consideration of both (1) 
the probability Pid of choosing and (2) a heuristic correction factor While /„,• is 
based on the queue length at Ni, Pid is a selection probability that can be viewed as a 
pheromone concentration that can be reinforced by other ants. The forward ants'job is 
to collect statistics such as the local data traffic condition on each intermediate node 
and the trip time to them on the path they have passed. After forward ants arrives the 
destination, they are destroyed and backward ants that store the exact same 
information as their corresponding forward ants are generated. These backward ants 
follow the same path as the their forward ants but in the reverse direction. Backward 
ants update (1) the probabilistic routing (or pheromone) table at each intermediate 
node Ni, and (2) the estimated trip time from source to Ni (gathered by the forward 
ant). The goodness of trip times recorded by forward ants and a squash function are 
used to determine the amount of reinforcement to the selection probability. Employing 
goodness and a squash function can be seen as some "coding" schemes that code the 
raw trip time to the amount of reinforcement: Goodness [2] is a relative measure that 
is determined by the comparison of the current trip time to (1) the current statistical 
estimates of the best trip time and (2) the confidence interval of the best trip time. A 
squash function is a non-linear function that is more sensitive in rewarding solutions 
with higher goodness values while having a lower tendency of reinforcing solutions 
with lower values of goodness. Fig 2.3 shows the pheromone update process and 
policy of AntNet. 
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By using both forward ants and backward ants, AntNet is not restricted to routing 
application in networks with symmetric costs only. The cost of each pair between 
source and destination is firstly collected by forward ants and is taken back by 
backward ants to update the pheromone table. In the example presented in Fig 2.3, the 
backward ant takes the cost from source (node 0) to destination (node 4) back to node 
0 to update entries corresponding to the destination. However, using both forward and 
backward ants generally doubles the routing overhead and may cause late delay of 
updating pheromone tables. 
Di Caro and Dorigo [2][22][23][38][39] use the throughput and average delay as 
performance measures. They conduct experiments on different topologies (NSFNET, 
NTTnet) using different traffic patterns such as temporal and spatial conditions [2] 
[38][39] and uniformly random distribution [22][23]. The experimental results of 
AntNet are better than that of Distance Vector, Link State, Bellmand -Ford, Shortest 
Path First and Q-routing. 
In[40], a variant of AntNet was devised. In this variant of AntNet, forward ants 
travel from a source to a destination in a higher priority queues than data packets, and 
collect more statistics than original AntNet such as size of queuing data, links' 
bandwidth and delay. Backward ants update local traffic statistics, determine and 
deposit the amount of probability to reinforce. Since backward ants determine the 
amount of reinforcement using more statistics, the routing information is possibly 
more accurate and up-to-date. Experimental results from [40] demonstrate that the 
performance of this approach is comparatively better than the original AntNet. 
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Baran and Sosa[41] advanced another extension of Antnet. Their approach have 
six distinguishing features from AntNet: (1) intelligent initialization of routing table, 
(2) intelligent pheromone updates after link or node failures and recovery, (3) the use 
of noise to mitigate stagnation, (4) both deterministic and probabilistic selection of 
next nodes, (5) restricting the number of ants inside a network, and (6) 
self-destruction of Ants. Feature (1) generally reduces the exploration workload of 
ants to achieve the same effect in the initial stage. In the original version of AntNet, 
entries in a routing table consist of a uniform distribution of probabilities that do not 
consider the topology of the network. Taking the apriori knowledge of network 
topology into consideration, Baran and Sosa's ants are designed to select neighboring 
nodes with a higher initial probability. While original AntNet do not consider 
situations of network resource failures or recovery, i.e. link failure and recovery, 
feature (2) uses the following scheme to cope with these situations. In the event of 
link failures, the corresponding probability Py of the failed link (i,j) is set to zero and 
Pij is distributed evenly among the remaining neighboring outgoing links. When the 
failed link recovers, the will be a commitment between P,y at the failure time and 
the initialization time. This improvement has the advantage of retaining and reusing 
some of the knowledge of the nodes (such as network traffic) before the failure occurs. 
Feature (3) is similar to Schoonderwoerd et a!,s [20][21][30][31][32][33] noise and 
Devika's uniform ants[3 6] where some ants select paths uniformly among neighbors 
without taking the pheromone table into consideration to reduce stagnancy and to 
improve the chance of finding a new optimal path . Feature (4) adopts a combination 
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of a deterministic approach and a probabilistic approach, each accounting for half 
chance, for selecting the next hop. Feature (5) prescribes that the number of ants 
inside a network should not exceed four times the number of links. It is unclear 
whether placing such an upper bound was appropriate since no mathematical proof or 
empirical result is supplied. Although restricting the number of ants may reduce 
routing overhead and possible congestion, it also brought the side effect that lowers 
the frequency of launching ants. And in return, it may lead to possible reduction in the 
adaptiveness of the routing algorithm. Feature (6) suggests that forward ants would 
destroy themselves if they are going to fall into an endless loop and backward ants 
would self-destroyed if they could not return to the source. This feature may be trivial 
because in the implementation, each ant has its life. Even the algorithm had not state 
this feature explicitly, the implementation have actually already included this feature. 
2.2 ACO Routing and Traditional Routing 
Algorithms 
This section discusses main differences between ACO routing and traditional 
shortest path routing algorithms/protocols such as the Bellman-Ford algorithm[26] 
(another name is Distance Vector algorithm) on which RIP[27] is based and Dijkstra 
algorithm[28] that is used by OSPF[29] to compute the least-cost path. We do not 
differentiate BF algorithm with RIP, Dijkstra algorithm with OSPF though RIP and 
OSPF are greatly extended by a lot of mechanisms integrated into BF algorithm and 
Dijkastra algorithm respectively to make them applicable in the real networks. 
The first main difference lies in how to construct, update and maitain the routing 
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table. In RIP[27], each node Ni depends on the routing information provided by all its 
neighbor nodes. Furthermore, the neighboring nodes of Ni in turn depend on the 
routing information of their neighboring nodes that in turn depend on their own 
neighboring nodes. Each node uses the information offered by its neighbors for 
computing the shortest path to destinations by distributed asynchronous Bellman-Ford 
algorithm. While in OSPF[29], each node maintains a complete topological map (that 
is, a directed graph) of the entire network. Then each node locally runs Dijkastra's 
shortest path algorithm to determine a shortest-path tree to all networks with itself as 
the root node. The node's routing table is then determined by this shortest-path tree. In 
ACO routing, the routing table is built by ants using different 
schemes[2][20][21][22][23][24][36][37][40] (one may refer to section 2.1 for details). 
Although detailed algorithms differ from one to one, ACO routing algorithms have 
the following similarities. In ACO routing algorithms, the paths from a source to a 
destination are explored independently and in parallel. Routing information does not 
exchange among neighbors. Instead of that, ants take the responsibility for 
disseminating, exchanging and updating routing information. 
Because of the "flooding" policy used by RIP and OSPF for maintaining the 
routing table, the routing overheads of RIP and OSPF are much bigger than that of 
ACO algorithms. Routing in RIP involves the transmission of routing tables of each 
node Ni to each of its neighbors regularly. For a large network N, the size of a routing 
table of Ni that encapsulates a list of least cost vectors to all other nodes in N is large. 
Since each Nf needs to transmit its routing table to all its neighbors, the routing 
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overhead could be very large. In OSPF, exchange of routing information is achieved 
by making each node transmit a link-state-packet (LSP) to all other nodes in a 
network N through a broadcasting processing regularly. Though an LSP that 
encapsulates costs (the link lengths) to all the neighbors of its origin node is usually 
smaller than a routing table, the broadcasting process still entails a large mount of 
network resources. Since an LSP from a node can be disseminated via different paths 
to other nodes, multiple identical copies of the same LSP may be transmitted to the 
same node. On the other hand, transmitting ants rather than flooding the routing tables 
or broadcasting the LSPs accomplishes exchanging of routing information in ACO 
algorithms. Although the size of ants varies in different approaches, it is still very 
small that is in order of 6 bytes ([36], p.2). 
The second main difference between ACO routing with RIP and OSPF is that RIP 
only use the single, shortest path between each source-destination (SD for short) pair 
and OSPF only allows multi-path routing among the paths with same cost, while ACO 
routing can be implemented as a multi-path routing among the paths that are 
necessarily with same cost using the probabilistic pheromone routing table. Only 
using the single path between each SD pair, it has several drawbacks. The first one is 
waste of network resource when the input load is high. It seems straightforward there 
are usually more than one path between each SD pair. So under the high input load 
condition, only using the single path while leaving other paths idle causes a great deal 
waste of network resource in terms of link capacity, routers memory and processing 
capability. Thus, using multi-path routing can utilize the network resource more 
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efficient and increase the bandwidth between each SD pair intrinsically. Besides, in 
ACO routing, the pheromone value in each entry can denote the relative goodness of 
its neighbors[2] [36]. Secondly, in the event of high input traffic, the single paths used 
between SD pairs may become congested soon. Consequently, a lot of packets would 
be dropped if the network queue was short, or the waiting time in the network queue 
would be extremely long if queues were long. On the other hand, in the paradigm of 
multi-path routing, when congestion happens, data traffic can be routed to other paths 
thus reduces the packet loss or waiting time in the queue. 
To summarize, ACO routing algorithms distinguish themselves from traditional 
routing algorithms generally in terms of two aspects: (1) Routing overhead of ACO is 
much less than that of RIP and OSPF and thus ACO routing algorithms can save a lot 
of network resources (Detailed analysis needs to be done to substantiate this claim). (2) 
Multi-path routing of ACO algorithms is more resource efficient than single-path 
routing of traditional routing algorithms when the input loads are high and not 
balanced. 
2.3 ACO Routing and Optimal Routing 
Algorithms 
Optimal routing is a class of routing algorithms that is based on viewing data 
traffics as flows from sources to destinations and formulated to a multicommodity 
optimization problem. A lot of literatures have been published to address both the 
theory and applications of optimal routing ([42]-- [51]). Here，we will not go through 
these works one by one. We just have a look at the common framework of optimal 
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routing. The description of optimal routing generally follows the book[52]. 
A communication network is often modeled as a directed graph G = (V，E), where 
V is the set of nodes in the network and E is the set of links in G which represents the 
communication channels. In this model, a group of notations are defined as follows: 
W: The set of SD (Source 一 Destination) pairs requesting communication; 
w: A generic of SD pair (i, j) in W; 
F.J: Traffic arrival rate (flow) on link (i，j) or on the pair w = (i，j); 
r^: The arrival rate (traffic demand) measured in data units/sec, for the SD pair w; 
P^ ： For a SD pair w, this is the set of all paths connecting the origin node to the 
destination node; 
p: A generic path in P^ ； 
Xp: The flow rate on the path p. 
The objective of optimal routing is to minimize all SD pair's cost by reasonably 
distribute F^ to each pair w. So the cost function of optimal routing can be 
represented as 
T A 叫 (2-1)， 
i i j ) 
where each D^ is a function of each flow F^. The total flow F^ of link (i，j) is the 
sum of all path flows traversing the link (i, j) 
I � 
all paths p 
containing ( i j ) 
It is obvious that the collection of all path flows {x^ \ should satisfy 
the following constraints 
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r^ ^ for all w e FT 
p^p.. ‘ 
>0, for 
By the above formulation, the optimal routing problem becomes the problem of 
finding the set of path flows {x^} that minimize cost function (2.1) subject to the 
constraints above. Mathematically, it can be represented as follows: 
{ i j ) all paths p 
containing ( i j ) 
subject to r^ ^ for dXXw^W 
>0, for 
The formulation or choice of cost fiinction D j^ for optimal routing directly affects 
the output of the routing algorithm and determines the type of optimization problem. 
Literatures on optimal routing have considered a number of cost functions, such as the 
F.. 
M/M/1 approximation D.j{F.j) =——-~-^d^jF.. . The type of cost functions can 
Cij - Fij 
generally be categorized into three groups: (1). Linear functions: Make the optimal 
routing problem be a linear programming problem[53]. (2) Convex, smooth functions: 
Make the optimal routing problem be a convex programming problem[43][44]. (3) 
Convex, non-smooth functions: Make the optimal routing problem be a convex 
programming problem[46]. Group (1) can be solved using some standard linear 
programming methods, such as simplex method or interior point method[54]. Group 
(2) can be solved by feasible directions method or projection method[52][55]. In 
terms of group 3，the non-smooth convex objective functions can be approximated by 
a series of smooth convex function whose limit is that non-smooth function[46]. 
Though optimal routing has achieved "mathematical beauty" in both its 
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theoretical formulation and analysis, it suffers some limitations that prevent it from 
real applications. 
The first one is optimal routing's complexity. For example, when the objective 
function of an optimal routing algorithm (that depends on the problem it is solving) is 
a convex, smooth function, the projection method is used to solve it. However, the 
projection method always involves the second derivative computation and an inverse 
of a matrix whose size is the number of paths in the network. These computation 
themselves are already very complicated and to make things worse, the computation 
complexity increases rapidly as the network paths grow. In the event of time 
complexity, Wei et.al [48][47] has derived the time complexity for 
one particular projection methods, the Gradient Projection Method of the 
Goldstein-Levitin-Poljak type formulated by Bertsekas, where f is a small positive 
constant, h^ ^^  is the diameter of the network and N諷 is the number of paths 
sharing the maximally shared link. On the other hand, ACO routing algorithms do not 
entail any derivative computation and inverse of a matrix. What they need is some 
only some simple algebra. Though the detailed analysis of their computation 
complexity and time complexity of ACO algorithms have not presented (as far as the 
author knows, and this issue is also deemed by the author as a future, interesting 
work), intuitively, the complexity of ACO routing algorithms is much lesser than that 
of optimal routing. 
Optimal routing's assumption on the stationary (static) traffic input is its second 
limitation. It seems obvious this assumption cannot be satisfied at today's 
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communication network, i.e. Internet. Today's communication network is 
characterized by extremely dynamic data traffic in or out the network systems. In 
contrast, ACO routing algorithms do not have the stationary traffic input assumption. 
The other limitations of optimal routing are centralization requirements [53], slow 
convergence rate [43]. However, optimal routing has its own merits because it may 
give people some guidelines about the ideal, optimal performance one can get. Table 
2.2 lists the main difference between ACO routing and optimal routing. 
Table 2.2: The Difference between ACO Routing and Optimal Routing. 
ACO Routing Optimal Routing 
Approaches 
Complexity Low Very High 
Capability to Network Change Adaptive Static 
lype of Methods Heuristic method Mathematical 
Programming 
Theoretical Analysis A Little Work Much Work 
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Reactive Ant Colony Optimization 
This chapter describes the Reactive Ant Colony Optimization (RACO) routing 
approach. Section 3.1 establishes the problem model. Section 3.2 gives the algorithm 
description in great details and meanwhile presents the reasons behind each of its 
major design ideas. 
3.1 Problem Model 
This approach focuses on irregular topology packet-switched communication 
networks with an IP-based network layer, a simple transport layer and application 
layer (in the ISO-OSI terminology). Internet serves a very good example as this kind 
of communication network. This kind of communication networks is often 
represented by a directed graph G= (V，E), where V is the set of nodes in the network 
and E is the set of links in G that represents the communication channels. 
This approach does not make any distinctions between hosts and routers. So nodes 
represent: (1) the network routers where route decisions are made and data packets are 
forwarded; (2) hosts where data sessions generate or end. 
Links in the communication network can be used for bidirectional communication. 
Each bidirectional link should be considered as two unidirectional links. The 
unidirectional link from node i to node j represents the directly connected 
communication channel from node i to node j. Link Ij. means the unidirectional link 
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with the inverse direction of the link /... These links are characterized by a bandwidth 
(Mb/sec), a propagation delay (sec) and a queue size (number of packets). Each 
unidirectional link holds a queue that is a data buffer where incoming packets are 
stored. 
In this approach, link cost is used as the routing metrics. Link cost is determined 
by link bandwidth, link propagation delay and link queue size. In this approach, the 
link cost is represented by the amount of time for a packet traversing the link that is 
called packet delay for short. It is reasonable because the packet delay traversing a 
link from a node equals to the sum of these three components: (1) the queueing delay 
that is packets' waiting time in the queue; (2) the propagation delay that is 
proportional to the physical distance between the source and destination; (3) the 
transmission delay that equals to packet size/ link bandwidth; (4) nodal processing 
delay that is the time required to examine the packet's header and determine how to 
switch the packet to its outgoing links. The asymmetric network means that the costs 
of two unidirectional links of one bidirectional link are different, that is, the link cost 
of does not equal to the cost of /力.. 
All the traveling packets are classified into two groups: data packets and Ants. All 
these packets have the same priority, so they are queued and served on the basis of a 
first-in-first-out (FIFO) policy. 
In the case of a packet coming into a node, the node's routing component assigns 
an outgoing link for the packet going towards its destination node using the 
information stored in the local routing table. If the link queue is empty, the packet is 
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transferred immediately. The time a packet cost to move across a link is determined 
by the packet size, the link bandwidth and the link propagation delay. If the link queue 
is neither empty nor full, this packet will wait in the queue until it gets transmission. If 
on a packet's arrival, the link queue has no enough buffer space to hold it, the packet 
is discarded. 
This approach uses three parameters to adjust the behavior of RACO routing 
algorithm. These three parameters are traffic load, average end-to-end delay and 
throughput. Traffic load is defined as the ratio of the mount of traffic traversing on the 
link in a particular interval and the product of this link's bandwidth with this interval. 
Let load,J be the traffic load of the unidirectional link ly ； 5.. be the bandwidth of 
/.. ； At be the time interval; traffic” denote the amount of traffic traversing the /.. 
in A?. Thus, load” can be denoted as follows: 
l o a d , J ^ (3.1) 
Many literatures have different definitions of throughput. Here, we just use the 
normalized version of throughput introduced in[52]. Throughput is defined as the 
ratio of the difference of offered load and dropped load over offered load in a period 
of time. 
throughput = offered load-dropped load (3.2) 
offered load 
The value of throughput is between 0 and 1, inclusively. Average end-to-end delay is 
the average time of all packets moving form sources to destinations. 
Fig 3.1 shows how to compute these three parameters: traffic load, average 
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end-to-end delay and throughput. In Fig 3.1，suppose (1) there are two data flows: 
data flow 1 from node 3 to 0 and data flow 2 from node 2 to node 0; (2) their data 
rates are IMb/s; (3) each packet's size of both data flows is 1000 bit; (4) in the 
duration of two seconds, number of dropped pack for data flow 1 and data flow 2 is 
Data Flow 1: 
3今 0，1Mb/s 
( o ) ( 1 Y  
V ^ ^ 乂 1Mb/sec V _ ^ ^ \ 2 M b / S e c Data Flow 2: 
A ^ ^ ^ 2->0, 1Mb/s 
1 \ ! > = 
Packets are dropped here 
Fig 3.1: Computation of traffic load, throughput, average end-to-end delay. 
1000 and 1100’ respectively; (5) The delay of each packet for data flow 1 and data 
flow 2 is 2 sec and 3 sec, respectively. Then, 
, ^ 1900*10' nr^c , ； . 4000-2100 „ 
load,^ 二 = 0.95，throughput =——-——=0.475， 
lM)/sec*2 ^ 4000 
2*1000+3*900 
average end-to-end delay = = 2.4 / • 
Average end-to-end delay and throughput are two key parameters to evaluate the 
performance of a routing algorithm[52]. Citing Bertsekas and Galleger's book[52], 
page 367: “In conclusion, the effect of good routing is to increase throughput for the 
same value of average delay per packet under high offered load conditions and to 
decrease average delay per packet under low and moderate offered load conditions.” 
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The approach presented in this paper aims to improve both the throughput and 
average end-to-end delay compared with other ACO routing approaches. 
We end this section with some remarks about the RACO routing algorithm itself. 
First, situations causing a temporary or long last change of network topology (link or 
node failure, recovery, or emergence) are not taken into account. Second, We do not 
specify this approach is an inter-AS routing or intra-AS routing approach. Because 
inter-AS routing approaches focus more on policy than performance[72], RACO 
approach should be mainly considered as an intra-AS routing approach. However, as 
RACO routing approach is scalable (this will be shown in the simulations results part), 
it also can be implemented as an inter-AS routing approach with some policies 
included. 
3.2 RACO Routing Approach 
This section introduces RACO approach in a great detail. RACO routing approach 
is inspired by previous work of AntNet[2][22][23][38][39] and Devika's approach[36]. 
However, RACO eliminates the limitation of using backward ants used in AntNet that 
may cause late updating pheromone values and overcomes the Devika's approach's 
shortcoming that it is only applicable in symmetric networks. 
To give readers a whole picture of RACO routing approach, it can be summarized 
as follows: 
• At regular intervals, from each network node RRAs are asynchronously 
launched towards randomly chosen destination nodes. 
• RRAs act concurrently and independently, and communicate in an indirect 
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way, by the information they read and write into nodes locally. 
眷 RRAs collectively search for shortest paths connecting each pair of source 
and destination, 
• While traveling, each RRA collects the network information about the link 
delay, detects the congestion status and node identifies of the path it has 
passed. 
參 Each agent moves step by step towards its destination node. Upon arriving a 
node, this ant will (1) check if network congestion happens, RCCA will be 
triggered to alleviate it; (2) write the information it has collected into the local 
statistics of the node; (3) update the entry of the routing table in this node 
corresponding to its source node by some updating rules; (4) Destroy itself if 
the node is its destination node or continue its traveling toward its destination 
node. 
In the following subsections, the above scheme is explained, all the related 
components are discussed, some properties are derived and a more detailed 
description of this approach is given. 
3.2.1. Node and Probabilistic Routing Table 
Nodes represent routers where route decisions are made or hosts where data 
sessions generate or end. They mainly assume the following tasks: 
1. To generate RRA periodically, asynchronously for exploring the network and 
constructing the routing tables; 
2. To generate RCCA according to the network status to alleviate the network 
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congestion; 
3. To receive both ants and data packets and forward them according to the routing 
table; 
4. To maintain and update the routing table, local and global cost statistics regularly. 
Fig 3.2 illustrates the structure of a node R^ . that has L neighbors and the 
network has N+1 nodes. There are three basic routing-related components in the node: 
routing table, local cost statistics and global cost statistics. 
忍 一 ^ ：： 莎 
z Si Si SM  
广 、 . ： z \ \ p^. \ … 
/ Routing Table \ 
"rr I 叫'丨 丨 … 丨 in • 
… - r ^ i 閲 I ••• I I 
Fig 3.2: Node Structure for the Case that the node R,^  has L neighbors and 
a network with N+1 nodes. 
(1) Routing Table: As node R^ has L neighbors and the network has N+1 nodes, the 
routing table in the node R^  looks like a L by N matrix. The routing table is also 
called as the pheromone table in this RACO routing approach. The value of P^ in 
each entry actually denotes the ratio of the pheromone amount on the neighbor link 
connecting to node R* over the pheromone amount of its all neighbor links. P^ 
also denotes the probability of an ant or a data packet choosing the neighbor R. 
towards the destination node R �. I t is obvious that the summation of all row entries 
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in the routing table equals to one. That is: 
2：尸>1， 
where d G [l，iV + l]，d 字 k, N^: {neighbors{k)]. The probabilistic routing tables are a 
mechanism for exploring alternate paths in the network and thus RACO can be 
implemented as a multi-path routing algorithm. The probability values are uniformly 
distributed among a node's neighbors at the beginning. 
(2) Local Cost Statistics. LC^ (ieN,.) in node Rf^  stores the newest delay from its 
neighbor node R. to itself. This information will be taken back to the node R^ by 
an ant such that the node R^  will know the delay from node R^  to node R,^ . 
(3) Global Cost Statistics. GC] (y e [1, A^  + 1], yV A:,) stores the smallest delay from 
node R/^  to the destination node Rj. This information will be used to update the 
routing table in the node R,^  upon the ants' arrivals from node Rj. 
3.2.2. Ants 
Two different types of ants used in RACO approach are discussed: one is RRA 
(Reactive Routing Ants) whose job is to collect the network information, to find the 
shortest paths between each pair of source and destination, and to construct the 
routing tables; the other is RCCA (Reactive Congestion Control Ants) that is 
responsible for alleviating the congestion. The underlying principle of devising these 
two types ants follows the instructions on [52] (p 454): for low input OD pairs, each 
OD pair tends to use only one path for routing (the fastest in terms of packet 
transmission time), and as traffic input increases, additional paths are used to avoid 
overloading the fastest path. So roughly speaking, RRA is to find the shortest path 
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and RCCA is to find the additional paths as input traffic increases. 
3.2.2.1. RRA (Reactive Routing Ants) 
RRA is responsible for exploring the network and constructing the routing table. 
Its behavior to eliminate the use of backward ants is partially inspired by[3 7]. 
Periodically, each node (router) R^  in the network generates a RRA to another 
random chosen node (router) R^ as the RRA's destination. The RRA is of the form 
( R ^ ) . Q is the RRA's experienced cost (delay) when it moves from one 
node to another. C � i s the RRA' carrying cost (delay) when it migrates in the 
network. The computation of Q and C � w i l l be explained in the following 
paragraphs. 
When a RRA is about to leave the node R*，it first chooses its next node(suppose 
it is Rj). If Rj has been visited, the RRA would choose its next node again. If all 
the neighbors of R. have been visited, the RRA destroys itself immediately. If R� 
has not been visited, then it reads the newest cost LCj (the cost from Rj to R.) 
from the local statistics of the node i?, . The carrying cost C�equals to the 
I . I 
summation of original carrying cost Q and LCj: Q = Q + LCj. Upon arriving the 
node R j， the ant writes its experienced delay ( Q that is from node to node Rj) 
to the local statistics LCj of the node Rj and update the routing table's entries 
corresponding to the its source R^  using the following updating rules: 
P 如 1)=户浏+ when/t: / 
j : 广 (3.3)， 
+ = when k ^ keN 
\ + Ap 
where 
3 9 
Chapter 3. Reactive Ant Colony Optimization 
学 ， 
^p = f{GCi,C^) = \ c (3.4). 
0 . 1 - ^ , if GC/<C, 
In equation (3.4)，GC/ is the least cost from node R � t o this RRA's source node 
Rs ； A/7 is the pheromone update rate that plays an essential role in the convergence 
behavior of RRA (This will be shown in Chapter 5.). 
After updating the routing table, the RRA also updates the global cost statistics 
presented as follows: If the RRA's carrying cost C � i s not bigger than GC/，then 
— “ X X In node 3, before 
Q \ updating: 
V GCl = 6 sec 
~ LCl = 3 sec 
Fig 3.3: Illustration of RRA's behavior. A RRA ant moves from node 0 to node 
2 thorough intermediate nodes 1 and 3. It will update the entries corresponding 
to destination node 0 of routing table in node 1，node 3 and node 2. 
GC/ = Cc ； otherwise, GC/ remains no change. 
A simple example is helpful to understand the mechanism of RRA. Suppose in 
Fig 3.3，a RRA ant with source node 0 and destination 2 chooses the path 0 l-> 
3—2. When it leaves node 1 for node 3, it carries Q = LC° +LC; to node 3，where 
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L C � means the newest delay from node i to the node k. When the ant arrives the 
node 3，it tells the node 3 its experienced delay C^  traversing the link /,3 and thus 
LC; is updated to newest delay from node 1 to node 3. After that, it updates the 
routing table in node 3 according to the equations (3.3)(3.4). If C^=5 sec that is 
smaller than GQ', then A p = � ’ /fo=0.91，Pjo = 0-09 and GCl = Q = 5 sec; if 
Cc=7 sec that is bigger than GCl, then by equation (3.4)，Ap:0.1*等=0.086’ 
/fo=0.82, Pj'o-O.lS. 
If Rj = Rj that means the RRA reaches its destination, the RRA agent 
self-destroyed. If not, it continues its traveling towards its destination node R^. 
3.2.2.2. RCCA (Reactive Congestion Control Ants) 
The responsibility of RCCA is to alleviate the congestion. When a RRA traverses 
the link l.j，if the load” is beyond a particular threshold y, it will inform the node j 
to emit a RCCA to node R. to re-distribute the pheromone value on the node R.，s 
routing table, namely, to update the routing table. The re-distribution only happens 
between two neighbors with the biggest and second -to- biggest probability value 
with respect to the node d, which is the destination node of data packets causing 
congestion. 
The redistribution happens as follows. Suppose in node Rj，P.^ and P^ 
{k &{neighbors of node i}, ki^j) are the biggest and second-to-biggest probability 
value to the destination node d, respectively. Pj^  and are the values after 
redistributed.: 
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(3.5.1) 
� L = a P L + p P \ d (3.5.2) • 
where oc = \-loadij /C, P=loadij IC . The positive constant C is called as the 
coefficient of RCCA. 
This kind of pheromone redistribution has the following properties. 
Proposition 3.1: With the (3.5) pheromone redistribution scheme, the heavier the link 
load is, the more pheromone is redistributed to another link. Mathematically, if 
load]j > load;，then f (load'.j) >P[j=f {load'.j). 
Proof: 
., .. load “ load-!. 
load “ load “ , 
Because Pj^ > Pj^，load]j > loady，and C is positive, we have - > 0 . Q.E.D. 
Proposition 3.2: The constant C bounds the pheromone difference, that is, 
4 - � 4 . 
Proof: 
：令 ir〜广PL) (3 .6 ) 
Because load.j < 1 and Pj^—尸丄 S i， equation (3.6) implies _P;: < ‘ . 
Q.E.D. 
Proposition 3.1 shows that the pheromone redistribution is intelligent and reactive 
in the sense that it takes the network status into account. The heavier the link load is, 
the more traffic will be arranged to another link. It is expected that this scheme results 
in a good performance. 
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The implication of Proposition 3.2 is that the amount of traffic moved from the 
congested link to another link bounds in terms of the positive constant C. It avoids the 
danger of "oscillation". 
3.2.3 Detailed Description of RACO routing approach 
The detailed and formal description of RACO is presented as follows: 
1. At regular intervals A? from every network node R^，a RRA of the form 
generated towards a random chosen destination R^ • 
2. Before leaving the each node R" the ant consults the entry in the R,s routing 
table and it chooses its next node Rj with probability Pj^. Suppose the next 
node is Rj. Then it carries the newest cost LCj (the cost from Rj to i?,.) to 
node R. and writes this value into Q , where Cc = C: + LC'j’ C � i s the original 
carrying cost (C : =0’ if R^  = R^). 
3. If a cycle is detected, that is the RRA is about to visit an already passed node, the 
RRA returns back to its previous node R^  and chooses among its neighbors again. 
If all of its neighbors have been chosen, the RRA is destroyed immediately. 
4. While traveling on a link link.j, the RRA records the delay passing this link 
link.J to Q and detects the load on link.j. 
5. Upon arriving a node Rj，the RRA does the following five jobs: (1) If the load on 
linkij is beyond some threshold y . A RCCA will be triggered to inform the 
RRA's previous node R^  to redistribute its pheromone value P ^， 
k G {neighbors of node R^] by the equation (3.6); (2) The RRA writes its 
experienced delay Q into the node Rj ’s local statistics LCj that denotes the 
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newest delay from node R^  to node Rj. This delay will be taken back to the 
node R. by another ant to let the node R^ know the delay from R. to R�；(3) 
Update the entries in the routing table of Rj by the updating rules (3.3) and (3.4); 
(4) Update the global cost statistics in node R,, (5) If R广 Rj’ the RRA agent 
self-destroyed. If not, it continues its traveling towards the destination node R^. 
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Simulation Results 
This chapter demonstrates the simulation results of RACO and other routing 
algorithms for comparison. Experiment designs, such as testbed, topology and traffic 
pattern, are presented in section 4.1. Simulation results are demonstrated in section 
4.2. Section 4.3 discusses the simulation results. 
4.1 Experiment Design 
NS (Network Simulator)[25] is used to implement the RACO routing approach. 
NS is a well-known discrete event simulator in the networking research field. It 
provides substantial support for simulation of network protocols or behaviors at 
different layers, such as CBR, Telnet and FTP in the application layer, UDP and TCP 
in the transport layer, unicast routing and multicast routing in the network layer. 
Our testbed extends the node architecture offered by the NS to support the 
RACO's probabilistic routing table. 
One classical shortest-path routing approach - DV[27] and two famous ACO 
based routing approaches - Devika's approach[36] and AntNet [2][22][23][38][39] 
are chosen for performance comparison. DV has already been implemented in NS. 
Devika's approach is only applicable in the symmetric network because of its 
mechanism of collecting the network information, so it cannot directly implemented 
into an asymmetric network. Thus, the way of acquiring the network information of 
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RACO has been plugged into Devika's approach while leave other components of her 
approach intact. There are many versions of AntNet. Among all versions, there is only 
a little difference. The latest version of AntNet[2] has been implemented. 
4.1.1 Topology 
Topology can be derived from on the basis of a real net instance or can be defined 
by hand to better analyze some issues of routing approach, such as scalability. 
Nodes in real networks present routers or hosts, while in this testbed, it does not 
make any distinction between routers and hosts. In this testbed, nodes can be both 
routers where route decisions are made and hosts where data traffic are generated and 
received. 
Each link is bi-directional that means packets can move between two nodes in 
both directions. At the initial state, the bandwidth and delay between the two 
directions of the same link is identical. While the simulation is running, because the 
traffic loads between two nodes are different, the bandwidth and delay between the 
two directions of the same link will not be identical. Thus, the network is not 
symmetric. Symmetry means the bandwidth and delay between two directions of the 
same link is identical. In this testbed, links are characterized by their propagation 
delay (sec), bandwidth (Mb/sec) and queue size (number of packets). 
Each link holds two buffers in two opposite directions. Buffers represent 
locations where packet may be held or dropped. Buffer management, which means 
any particular policies used to regulate the occupancy of a particular buffer, is 
drop-tail (FIFO) queuing. Drop - tail means when a buffer is full, the new arrived 
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packets to this buffer will be dropped. The buffer size is 50 packets in the simulation. 
• To show the scalability of RACO, two different topologies are implemented 
in the testbed: one is the medium scale - NSFENT, and the other is large scale — 
ARPANET. 
參 NSFNET. This topology is the old USA T1 backbone — NSFNET. NSFNET is 
composed of fourteen nodes and 21 bi-directional links with a bandwidth of 
2Mbit/s and propagation delays ranging from 4ms to 20ms. Figure 4.2 shows the 
topology ofNSFNET. 
Fig 4.1. Topology ofNSFNET. Numbers in the circle are node identifiers. Each link 
in the graph represents a pair of directed link and the numbers near them are 
transmission delay in msec. The bandwidth is 1.5 Mb for every link. 
• ARPANET. ARPANET (Advanced Research Projects Agency Network) is the 
global Internet's progenitor. It is composed of forty-eight nodes and sixty-six 
bi-directional links with a bandwidth of 0.5Mbit/s and propagation delays of 4ms. 
The topology of APPANET[68] is illustrated in Fig 4.2. 
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4.1.2 Network Layers 
This approach focuses on irregular topology packet switched, connection-less 
communication networks with an IP-based network layer and a simple transport layer 
Fig 4.2. Topology of ARPANET. Numbers in the circle are node identifiers. Each 
link in the graph represents a pair of directed link. The transmission delay is 4 mses 
and the bandwidth is 0.5 Mb for every link 
and application layer (in the ISO-OSI terminology). 
• Application Layer. In application layer, this testbed implements a traffic pattern 
that tries to emulate the traffic in real life as "close" as possible. The traffic 
pattern is defined as in terms of a group of data flows between pairs of different 
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nodes. It is characterized by the distribution of data flows' inter-arrival and 
duration. Each data flow is determined by its data rate and its source - destination. 
This simulation models the arrival of data flows as a Poisson Process in the sense 
that the distribution of data flows' inter-arrival is exponential distribution having 
rate X. The duration of data flow is also exponential distribution having rate jj,. 
Each data flow chooses its source and destination uniformly distributed. During 
each simulation, the data rate of each data flow is constant. Among different 
simulations, we increase the data rate of each data flows to increase the offered 
load to the network. In this testbed,义=1/3 and w = 0.8 . 
• Transporter Layer. In this testbed, we use UDP as the transporter layer. The 
reason why we choose UDP as the transporter layer is because UDP does just 
about as little as a transport layer protocol can do. UPD does not incorporate any 
error, flow, and congestion control components. Asides from the 
multiplexing/demultiplexing job and some little error checking, it adds nothing to 
IP. In fact, each additional component may have a considerable impact on the 
network performance. For example, Peterson and Davie [70] reported a 2 to 30% 
improvement in different performance measures for real Internet traffic[71] of 
TCP Vegas version over TCP Reno version. By using UDP as the transporter 
layer, we can test the routing approach separately. However, the study of 
interacting between RACO routing approach and different protocols in 
transporter layer can be a candidate for future work. 
參 Network Layer. RACO routing approach and other three routing approaches are 
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implemented in this layer. By increasing the data rate of each data flows during 
one simulation, we want to compare the performance of these three approaches. 
參 Link Layer and Physical Layer. Nothing has implemented particularly in these 
layers. All the related the jobs are left to NS 2[25]. 
4.2 Results 
Experiment results reported in this section compare RACO with competing 
routing approaches described in section 4.1. Performance of these approaches is 
studied with the increasing load. Throughput and average end-to-end delay are chosen 
to be parameters for performance evaluation. The simulation time lasts 60 virtual 
seconds. Before data flows are put into the networks, all these algorithms are given 40 
virtual seconds to build initial routing tables. In this simulation, the threshold for 
emitting RCCA is 0.7 and the coefficient of RCCA is 4. These parameters are 
heuristic values. 
4.2.1 NSFNET 
Fig 4.3 illustrates the throughput on NSFNET. It shows that when the input data 
rate is not fast, i.e.l.OMb/s, the throughput of DV is better than RACO. However, 
with the input data rate increasing, the throughput of RACO always achieves a better 
performance than DV. RACO has 23.8% more throughput than DV, 14.7% more than 
DE and 25% more than AntNet. 
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Fig 4.3. Throughput on NSFNET 
Fig 4.4 shows the average end-to-end delay on the NSFNET. 
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RACO always has a better average end-to-end delay performance than DV except 
the case that data rate is 1.0Mb. RACO has 2.5% less delay than than DV.. Fig 4.4 
also shows that in all cases, Devika's approach and AntNet have a much worse delay 
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result than the other two no matter the traffic load is high or low. 
4.2.2 ARPANET 
Fig 4.5 demonstrates the throughput on ARPANET. When the offered load is not 
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Fig 4.5. Throughput on ARPANET. 
high (the data rate is 0.6 Mb/s, 0.7Mb/s, 0.8Mb/s). DV's throughput is better than that 
of RACO. When the data rate is bigger than 0.8Mb/s, RACO always achieves a better 
throughput than DV: it achieves 7% more throughput than DV. RACO's throughput is 
57% more than Devika's approach and 160 % than AntNet. 
Fig 4.6 demonstrates the average end-to-end delay on ARPANET. The average 
end-to-end delay of DV is more than that of RACO about 8% when input data rate is 
bigger than 0.8Mb/s. The average end-to-end delay of Devika's approach and AntNet 
are much worse than RACO and DV. 
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4.3 Discussion 
The objective of RACO in terms of performance is to improve the both 
throughput and average end-to-end delay when the offered load is high. It is coherent 
with statement of Bertsekas and Galleger's ([52], page 367): “the effect of good 
routing is to increase throughput for the same value of average delay per packet 
under high offered load conditions". To achieve this objective, two different ants are 
devised. One of ant is called Reactive Routing Ants (RRA), the other one is Reactive 
Congestion Control Ants (RCCA). RRA is responsible for exploring the network, 
constructing the routing table and finding the shortest path between each source and 
destination. RRCA is emitted when some congestion will occur or occurs in the 
network for re-distributing the pheromone value from the congested path to another 
alternative path. The underlying principle of devising these two types of ants is that 
when the input traffic load is not high, each source and destination pair should use the 
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shortest path to deliver packets and with increasing of input traffic load may result in 
some congestion, additional paths are expected to use to split the traffic. 
From the simulation results, the objective is fully achieved because when the 
input traffic load is high, the RACO approach outperforms other three approaches 
with respect to the throughput and average end-to-end delay. It is noticed that when 
the traffic load is not high, DV's throughput and average end-to-end delay is better 
than those of RACO. This can be explained by a simple example in the Bertsekas and 
Gallager's book ([52], page 453-454). Consider the two-link network shown in fig 4.7， 
where node 1 and node 2 are only source and destination, respectively. Suppose there '| 
is an input data flow r that is to be divided into the two path flows Xj and x^  to 
minimize a cost function based on M/M/1 approximation. 
High Capacity c, 
r ^ ^ 
^ 1 2 Destination 
Source 
A ^ ^ ^ 
Low Capacity C^ 
Fig 4.7. A Two-Link Network ([52】，Page 453) 
By using some simple calculation (For details, please refer to [52], page 453-454), it 
reaches the result illustrated in fig 4.8. 
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* i * 
c � y k c 2 q+C2 r 
Fig 4.8. Optimal Path Flows for the Routing Example. ([52], page 454) 
Fig 4.8 shows the distribution of two path flows to achieve the minimum cost 
(optimal value) of the routing problem. When the input traffic load is low that is, 
r < c, - -y/c,c2，only the high-capacity path x; should be used. As the input increases 
beyond the threshold c, - y j c ^ , some traffic should be routed on the low capacity 
path x*2. From this example, it seems apparent that when the input traffic is not high, 
the shortest path (DV) approach can achieve the optimal solution of the routing 
problem. As the input traffic increases, DV cannot achieve the optimal solution any 
more. In contrast, RACO splits some traffic to another alternative path. Thus, RACO 
outperforms the DV in terms of both throughput and average end-to-end delay when 
the input traffic is high. 
There are several reasons about why Devika's approach[36] does not have a 
good performance. The first reason is that the pheromone updating rules of Devika's 
approach may not necessary converge to optimal path, or even not converge. It 
remains an open problem. The second reason is its use of uniform ants. The use of 
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uniform ants may alleviate the so-called "stagnation" problem. But it also may 
increase the probability of choosing some non-optimal paths. This kind of pheromone 
re-distribution is blind because uniform ants choose the next link uniformly 
distributed among all the available links. It may choose a link where the pheromone 
has already been stagnated (originally the best link) or a link with the least pheromone 
value (originally the worst link). As a matter of fact, stagnation is not a big problem 
when the input traffic load is not high. To only use the best path one have is always 
the best strategy when the input traffic is not high. This has been already illustrated in 
the fig 4.7 and fig 4.8. When the input traffic load is high, we may distribute the load 
to another alternative path. However, this distribution should not be blind. On the 
other hand, we should distribute some load to some paths near the best one. 
From the simulation results, AntNet's [2][22][23][38][39]performance is not good. 
AntNet[2][22] [23][38][39] involves to a complex process to encode some raw values 
of network information (delay) to some quantity called "goodness". Then probability 
for choosing next links is proportional to the links' goodness. This idea seems 
reasonable at first glance. However, further analysis shows that it may not be the case. 
Consider a simple network shown in Fig 4.9. The numbers beside the links mean the 
cost of each link. The probability P^j，roughly representing the value of goodness, 
means the probability of node k chooses the next node i towards the destination node j. 
Suppose there is a data flow from node 1 to node 4. When the input load is not high, 
by the example illustrated in Fig 4.7 and Fig 4.8, any routing approach should choose 
the shortest path to achieve the optimal state. However, AntNet still chooses some 
5 6 
Chapter 4. Simulation Results 
non-optimal paths. This kind of behavior makes AntNet be far away from the optimal 
state. Thus, its performance will deteriorate. When the input traffic is high, it is good 
to distribute some traffic to other paths. However, how to distribute should follow the 
principle of optimal routing. From the simulation results, the distribute mechanism of 
AntNet is not efficient. And thus it causes large delay and consumes lots of network 
resource. And also because this large delay, packets cannot arrive at the nodes as soon 
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Convergence Analysis 
In the RACO routing approach, RRA's job is to find the shortest path between 
each pair of nodes. Thus, the problem of whether the RACO routing approach using 
RRA to find the shortest path will finally converge to a shortest path is important to 
analyze. This chapter addresses this issue. Results show that RACO routing approach 
by using RRA to search the shortest path can converge to the optimal path under some ! 
network conditions. The mathematical analysis also shows that pheromone update 
rate plays a critical role in the convergence behavior. 
！ 
i 
RACO is an algorithmic variant of ACO based routing approach. Recently, the 
application of ACO in network routing has received a lot of attention 
[20] [21][22][23] [2][24]. However, the results of above works are mainly heuristic and 
experimental, the theoretical nature of ACO routing algorithms has not been 
f 
thoroughly studied, such as convergence property. Thus, this work tries to analyze the 
convergence property of RACO. This work is also the first attempt to address the 
convergence analysis of ACO routing algorithms in a scenario of asymmetric 
network. 
This chapter is organized as follows. Section 5.1 gives a short review about all the 
works of convergence analysis regarding ACO approaches, not limited to ACO 
routing algorithms. Two-Node, Two-Path model is presented in section 5.2. The 
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equations of recursive pheromone value are derived in section 5.3. The detailed 
analysis is demonstrated in section 5.4 and section 5.5 considers the general models. 
Section 5.6 gives the conclusion to this chapter. 
5.1. Related Work 
Gutjahr[56][57] demonstrated an ACO variant GBAS (Graph-Based Ant System) 
converged to optimal solution with the probability \ - s , when 8 can be made 
arbitrarily small by choosing suitable S (number of ants) and the value of the so-called 
evaporation factor p . However, the convergence probability \ - £ cannot be 
. ( 
predicted by choosing S and p . So the convergence remains uncontrollable in the 
sense that even users wanted to adjust the parameters S and p of their systems, they 
could not get a guaranteed convergence result with a predicable minimum probability. 
Gutjahr [58] advanced another convergence analysis for a variant of GBAS, 
called as the time dependent GBAS. It revealed that this particular stepwise ACO 
algorithm for GBAS could definitely converge to the optimal path by using some 
particular parameter schemes. However, it made an assumption that the pheromone 
update must be a Markov process that could not be applied to some ACO applications 
in communication network such as AntNet [2][22][23][38][39], Schoonderwoerd's 
ABS[20][21][30][31][32][33] and also the work presented in this thesis. In these 
applications, when a group of ants populates in a network to update pheromone 
simultaneously, it results in a non-Markov process in the sense that the current state of 
pheromone not only depends on the current previous state of pheromone, but also 
hinges on previous states of pheromone on other nodes as well. 
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Thomas and Dorigo [59] also proposed a convergence proof for a class of ACO 
algorithms, or specifically, MAX-MIN ANT system developed by Stutzle and 
Hoos[60][61]. For this ACO scenario，Thomas and Dorigo [59] proved two results: 
(1) the probability of finding the optimal solution at least once could be greater than 
\-s for any small constant s > 0 as long as the algorithms would run a sufficiently 
large number of iterations; (2) After the optimal solutions were found, the pheromone 
values would be higher on the links belonging to the optimal solution than on any 
other connection after some time. 
The works [56][57][58][59] discussed in previous sections only analyzed the i 
ACO with the application to TSP. An important property of ACO with TSP 
application is that the pheromone updating only occurs at the end of each iteration. 
Thus the pheromone updating process is a Markov chain. In contrast, pheromone 
updating is done in parallel, independently and at any time in the scenario of ACO 
with network routing application. Hence, convergence analysis in this work is treated 
differently from the works [56][57][58][59]. Devika [36] studied one special case of 
ACO with network routing application. In this case, a model of static 2-path selection 
with one pheromone table locating in each node was analyzed. Devika [36] claimed 
that regular ants could converge to the shortest path. Unfortunately, the proof 
presented in Devika [36] was not rigorous and could be even wrong. The first flaw in 
its proof is that it assumes that the increasing the pheromone value twice and 
decreasing once must be bigger than the original value, which cannot always be true. 
Moreover, Devika [36] only studies the case that the cost of path is twice as the other 
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one, and then it claims that it can be generalized to more general cases without 
detailed proof. Hence, Devika [36]’s proof is not rigorous enough. Besides the above 
two flaws, it has another limitation that it only analyzes the case that the paths in the 
network are symmetric. 
This thesis studies a case of ACO with network routing application using the 
RRA's pheromone updating rules - RACO. The RRA pheromone updating rules will 
be repeated in the next section. Theoretical results show that the pheromone update 
rate plays a critical role in the convergence behavior of RACO. 
5.2 Two-Node，Two-Path Model 
Convergence is first analyzed by considering a two-node, two path asymmetric 
network shown in Fig 5.1. 
棒 、 焕 , \ f 、 . 棒 ： 样 
——^^——• A B I ————• 
T T ^ : 丁 
\ QbV-QB 
Fig 5.1: Two-Node, Two-Path Model. 
This model has two bi-directional paths: the upper path and the lower path. 
Because the network is asymmetric, one bi-directional path is divided into two 
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unidirectional paths that are presented in the Fig 5.1. For example, the upper path is 
divided into one unidirectional path from A to B (that is /[) and another one from B 
to A (that is Pj). At every regular interval T, two ants enter the system at node A and 
node B respectively. Every ant chooses the path probabilistically based on the 
pheromone values at its starting node. Ants staring at node A choose the upper path 
P^  with probability P^  and the lower path P^  with probability 1-P^ ; ants starting 
at node B choose the upper path P^  with probability Q^ and the lower path P^  
with probability l - Q ^ . The costs {C,,C2,C3,Q} that represent the time taken to 
transverse path {/^，户之，尸3,尸4} are static through the pheromone update process. 
Without loss of generality, it is assumed that C. ^ C. (i^J, 7 e{1,2,3,4}) and 
max(c,.) >T. When each ant arrives its destination, it updates the destination's 
pheromone values using the updating rules presented in the chapter 3. For example, 
there is an ant from node B arriving at node A. The pheromone value in node A will 
be updated by following rules: 
I (Pa ) = Pa ，if the ant comes from the upper path P^ (5.1) 
P, I + AP2 
尸 户 ， 
) = ~ ^ ~， i f the ant comes from the lower path P^  (5.2) 
where the probability denotes the last pheromone value; the functions / ( P J a n d 
D{P^) mean the increasing function and decreasing function, respectively; the 
variable Ap,. (i =2,4) is called as the pheromone update rate of each unidirectional 
path P^. Pheromone update rate is defined as follows: suppose that C^ be the 
minimum delay (cost) from node A to node B and be the delay (cost) carried 
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C IC if C < C (5 3) 
back from path Then，A/?,— 乂 " 一 � ‘ ‘ ,where i =2,4. 
‘ ‘ l 0 . 1 ( C , / C J , i fC , ,>C, (5.4)' 
Similarly, the updating rules in node B is defined as follows: 
I{Qg) = Qb + A凡 , i f the ant comes from the upper path P^  (5.5) 
a 二 Q ， 
) = ~ , if the ant comes from the lower path P^  (5.6) 
where the probability Q^ is the last pheromone value; the functions /(g^) and 
D(Qg) mean the increasing function and decreasing function, respectively; the 
variable Ap. (i =1,3) is the pheromone update rate of each unidirectional path P.. 
Pheromone update rate is defined as follows: suppose Q be the minimum 
delay(cost) from node B to node A and Q be the delay (cost) carried back from 
fCn/C, , i f C , <Cfi (5.7) 1 • 1 � 
path /^.Then, A,. = ^^ ( 5 . 8 ) 一 =1，3. 
To facilitate the analysis of convergence property of RRA, a set of notations is 
defined as follows: 
> Let P'^ ，Q'g be the pheromone value at the time interval t in the node A and B， 
respectively. Accordingly, P^ and Ql denotes the initial pheromone value 
when t = 0.Assume that ^0,1 . Symbols of P^  and refer to the 
generic pheromone value. 
� C 一
> The number of intervals for traversing the paths is defined as: m, = ， 
一 c 1 r c 1 r c 1 
= ^ ， = — . Hence, m, and n^  are the intervals that 
traverse the upper path and lower path from B to A, respectively; m^  and n^  
are the intervals that traverse the upper path and lower path from A to B， 
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respectively. 
C C C 
> The residual length is defined as: Mj = m^  ^，Vj = n^  - - ^ , u^  ^， 
C3 
Fig 5.2 illustrates the above definitions. 
Upper Path Upper Path "2 
- Q g ^ - I, || 
m. —>1 U——n, -I~w m^ —>i ”2 ~ • 
Lower Path Lower Path 
(a) Ants from B to A (b) Ants from A to B 
Fig 5.2: Illustration of Ants Traversing the Path. 
5.3 The Recursive Pheromone Values 
As it has claimed before, the updating behavior of RRA is a non-Markov process 
that the current state of pheromone value relies on not only the nearest previous state, 
but also other previous states of pheromone on other nodes as well. So this section 
will show the relationship between the current state of pheromone value and previous 
states of pheromone values. Results show that the relationship among different states 
is nonlinear and thus very complicated. 
When an ant arrives at the node A from node B, it updates the pheromone value 
P^. So the pheromone value Pj depends not only on 尸广,but also on the some 
previous states of pheromone value in the node B. From Fig 5.2 (a), the pheromone 
value Pj depends on the last interval pheromone value P广，the last m^  interval 
pheromone value Q'^ '"' and the last interval pheromone value Q'^"'. Similarly, 
the pheromone value Q'^  depends on the last interval pheromone value Q'^ ^，the last 
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Mj interval pheromone value and the last n^  interval pheromone value 
P'r • 
Total Probability Theorem[62] is used to derive the exact form of P^  {Qb)-
Before applying the Total Probability Theorem, it is necessary to define a set of 
events: 
> Event G: the pheromone value at time t in node A 
> Event / / , : Both ants choose the upper path at time interval t-m^ and t-n^ in 
node B 
> Event Hj: One ant chooses the upper path at time interval t - m! and another 
ant chooses the lower path t-n^ in node B 
> Event 7/3: One ant chooses the lower path at time interval t - m, and another ant 
chooses the upper path t-n^ in node B 
> Event//^： Both ants choose the lower path at time interval t-m^ and t - n � i n 
node B 
According to the total probability theorem, we have: 
P{G) = PiH,)PiG \H,) + P{H,)P{G 丨 H) + P{H,)P{GP{H,)P{G | H,) (5.9) 
By the different relationship between w, and v,, Wj and Vj, there are totally four 
cases to derivate 尸」(Qb)-
The first case is M, < v, and u^  < v^  illustrated in Fig 5.3. 
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Upper Path Upper Path "2 
！ ^ m, —W ~ /J, -i—>1 rth —* H ~ "2 -+—• 
I 1 —•! V, ！<— i ！ —^ Vj K— 
Lower Path Lower Path 
(a) Ants from B to A (b) Ants from A to B 
Fig 5.3: The Case of < v! and 
Lemma 5.1: For u^  < v, and the pheromone values Pj and are 
given as follows: 
pt-\ 
1 +Apj 1 + AP2 
( i - ^ D e r ^ r ' ( 5 . 1 0 ) 
1 + A/?4 
and 
1 +Ap, 1 +API 
( 1 - )PA~"'QB' + ( 1 - ) 0 - ( 5 . 1 1 ) 
1 +A/?3 
Proof: 
The first term on the RHS of equation (5.10) stands for P{H^)P{G\H^): The 
probability of both ants choosing the upper path at time interval t-m^ and t-n, in 
node B is QT'&b"' that denotes P{H；). Only the ant starting at the time interval 
」 ， 
t 一 m, increases the pheromone value at node A by 工十么厂~. 
The second term on the RHS of equation (5.10) stands for P{H^)P{G | H^) : The 
probability of one ant choosing the upper path at time interval t - m, and another ant 
choosing the lower path t-n, in node B is QT'O^-QT') that denotes 
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Both ants will influence the pheromone value in node A. Because Mj < v,, observing 
from the Fig 5.3 (a), the pheromone value will decrease first and the increase. Thus, 
pi-I 
- + A/72 
P(GIH,)= ^ . 
I + AP2 
The third term on the RHS of equation (5.10) stands for P(H,)PiG\H,): The 
probability of one ant choosing the lower path at time interval t - m, and another ant 
choosing the upper path t-n, in node B is {\-Q'P)Q!b"' that denotes P{H,). 
Both ants will not influence the pheromone value in node A. Thus, P{G 1^/3)= . 
The fourth term in equation (5.10) on the RHS stands for P{H,)P{G The 
probability of both ants chooses the lower path at time interval t - m, and t-n^ in 
node B is (1 一 )(1 - ) that denotes • Only the ant choosing the lower 
pt-\ 
path at time t-m will decrease the pheromone value. Thus, ~ . 
I + AP4 
By equation (5.9), 
P'-i 
- + Ap2 
2 + g r (1 - a - ) 1 + h + 
(1 - Q'b""' + ( i-a""' )(i - QT' 
i+A/74 
By the same approach, equation (5.11) can be derived. Q.E.D 
The second case is w, < v, and u^  > v^  illustrated in Fig 5.4. 
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Upper Path "i Upper Path 
<~ m, ~ • U n, —iw ~ w, \< n, K 
—>! V, w— I ！ ' —w, w— 
‘ Vj 
Lower Path Lower Path 
(a) Ants from B to A (b) Ants from A to B 
Fig 5.4: The Case of w, < v, and 
Lemma 5.2: For w, < v, and the pheromone values P\ and Q'^ are given as 
follows: 
p'-l 
1 + A/?2 1 + AP2 
(1 - Qs"" Pa'' + (1 - Q'b""' )(1 - Qb"' ) t 4 - (5.12) 
and 
a = ^ ^ + 户 广 ( 1 -尸广 
1 +A/?, 1 + APs 
(1 - P ^ ' ) P ' r Qb' + (1 - P ' r ' )(1 - PA"' ) T ^ (5-13) 
Proof: The proof is similar with the proof in Lemma 5.1. It is not repeated here. 
The third case is M, > v, and u^  < v^  illustrated in Fig 5.5. 
Upper Path Upper Path "2 
_ ’ V, ‘ 
Lower Path Lower Path 
(b) Ants from A to B (b) Ants from A to B 
Fig 5.5: The Case of u^ > v, and 
Lemma 5.3: For w, > v, and the pheromone values P'^  and Q'^  are given 
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as follows: 
1 +A/?2 1 + Ap4 
( 1 - e r ' + a - e r • ) ( i - e r ) ( 5 . 1 4 ) 
and 
a = p ' r - p ' r ^ + 
1 + 1 + Ap, 
(5.15) 
1+AP3 
Proof: The proof is analogous to the proof in Lemma 5.1. It is not repeated here. 
The fourth case is w, > v! and u^  > v^  illustrated in Fig 5.6. 
Upper Path Upper Path ^ 
一 … 卜 ” ， r — ”2 
‘ V, Vj 
Lower Path Lower Path 
(b) Ants from A to B (b) Ants from A to B 
Fig 5.6: The Case of u^ > v, and u^yv^. 
Lemma 5.4: For w, > v, and the pheromone values P'^  and Q'^  are given 
as follows: 
K尸fi+，+g;-�i 一 g;-” ：二2 + 
1 + 1 + 
(1 - &，)Q'r +(1 - e r )(i - Q'r) (5.16) 
and 
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1 +Api 1 +Apj 
( 1 - K " " + ( 1 - P ' a " " ' ) ( i - P： " ' ) ^ ^ ( 5 . 1 7 ) 
Proof: The proof is similar with the proof in Lemma 5.1. It is not repeated here. 
When the case M, = v, or u^  = v^  happens, it means that two ants (one from the 
upper path and the other from the lower path) arrive their destinations simultaneously. 
It is prescribed that the increase of pheromone value P^  or Q^ does first, and then 
the decrease action. Therefore, the case Wj = Vj and u^ = v^ is equivalent to the case 
Mj > V, and > Vj that has been discussed in Lemma 5.4. 
5.4 Pheromone Convergence 
This section discusses the convergence behavior of RRA. It is necessary to give a 
clear definition of convergence before we begin our journal of convergence analysis. 
Definition 5.1 [63] (Convergence in Mathematics): 
The number L is the limit of the sequence {a^} if given f > 0 , a^^L for 
« � 1 . If such L exists, we say {a„} converges, or is convergent; otherwise, {aJ 
diverges, or is divergent. Another notation for the limit of the sequence {a,,}is: 
\im{a„] = L. 
n—>00 
Definition 5.2 (Convergence in RACO): Suppose there are k paths between two 
nodes, the probability of choosing a particular path among these k paths at each of 
these two nodes remains constant in the long run, then the RRA ACO approach is said 
to be convergent. If in addition, the probability of choosing the shortest path among 
these k paths is one, then the RACO approach is said to converge to the optimal path 
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or optimal solution 
Lemma 5.5: Suppose that the RACO approach converges, then the limit points of 
can be (0，0) or (1, 1). 
Proof: For w, < v, and take the limit on both sides of equation (5.10)(5.11) 
and let limP' = P and l i m = 0 . 
Equations (5.10) and (5.11) become 
P A _ + -
P = H i - Q ) Q P H i - Q f ^ (5.18) 
1 + Ap2 1 + 1 + AP4 
- —~ + Api -
戸 +戶(1 — 戶 _ _ + + (5.19) 
乂 1 + Api ^ 1 + Ap, 1 + A/?3 
'戶 = 1 \p = 0 
Obviously, and < _ are two groups of solutions of equations 
l!2 = i l e = o 
(5.18)(5.19). 
Similarly, for w, < v, and , w! > v, and u^  ，o r w, > v! and u^  ， 
(P, Q) can also be (0’ 0) and (1, 1). Q.E.D. 
Consider the model in Fig 5.1, there are two paths from node A to node B and 
another two paths from node B to node A. Two general cases are classified to analyze 
the convergence behavior: The first case is the both shortest paths from node A to 
node B and from node B to node A belong to the upper, bi-directional path or the 
lower one; the other case is these two shortest paths belong to the different 
bi-directional paths, namely, one belongs to the upper path and the other belongs to 
the lower path. Without loss of generality, we suppose that case I is 
C, < C3 and C2 < C4 and case II is C, < C3 and C �> Q • 
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5.4.1 Case I: C, < C3 and C^  < Q 
When C, < C3 and Cj < Q , by equations (5.3)(5.4)(5.7)(5.8), A;?, = 1，A;?: = 1, 
C C 1 1 
Ap, = 0.1—, Ao. =0.1— . Let a = ， b = . We make some 
3 C3 厂 4 Q 1 + 1 + AJ!?3 
preparations for the analysis. 
Lemma 5.6: For all values of P^  and Q^，after one ant brings the shortest delay 
(cost) from the upper path /J or P^, the updated pheromone value Q^ > 1/2. 
Proof: P .=————= > - . 
d \ + Ap, 2 2 
Similarly, 0s ^ 去. Q.E.D 
Lemma 5.7: The maximum decrease of pheromone value at any time is 
0.0909). 
Proof: = 
Because Ap. < 0.1, we have - ~ > — . So P,-P'<\--~\~<1--^ 
厂 4 \ + Ap, 1.1 ‘ l + Ap, 1.1 
The proof for Q^ is the same. Q.E.D 
Lemma 5.8: In the RACO model presented in Fig 5.1，if Q < C3 and Cj < C^, 
then the expectation values of P^  and Q^ are bigger than 1/2，that is, 
E[PAE[Qb]>\-
Proof: We analyze the case w, < v, and Wj < Vj. 
By equation (5.10), 
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pt-\ 
P ' - i A A + A P 2 
1 + Ap2 1 + Ap2 
(1 - Qb'"' +(1 - Q'r�)(i - e r ) 
pi-I 
,•1 ~ - + Ap2 ~ - ^ + 4^2 
二 o'r'Q'r pt;七化-QpQp ^ ^ — ^ ^ — 
• 力 I + A/72 1 + AP2 1 + Ap2 
(1 - e r )0r I p'/'+(1 - Qb""' )(i - er') 
pt-i 
—— \-Ap 
Because P；-' we have 斤丨 +产 �q ' - ^ . q ' - . _ 
l + A/74 I + AP2 1 + Ajr?2 
p'-l 
-——+ Af>2 
Therefore, Pj _ 芯 " 丨 7 7 ^ ) 
\ + Ap2 1 + l + A/74 
Substitute Ap, =1 and a = ！ t o the above equation, 
I + AP4 
we have Pj > g；""'�一 “尸 "+ aP'-'，where 
2 1 • 1 
If P；-' > 0.55，then Pj > Q'；'"^  1 - “ 尸 " > aP'；' 
2 2 
If 0.55 > P'；' > 0.5 and Q ' p > 0.2，then 
j s 2 ^ 2 1.1 2 2 
By Lemma 5.6 and Lemma 5.7, inequality P'；^  > 0.55 or 0.55 > > 0.5 and 
> 0.2 can be satisfied at very great chance, so Pj is true at the most time. 
Another interpretation is that if P^ is uniformly distributed in the domain of [0,1], 
then E[P^] = - . By Lemma 5.6 and Lemma 5.7, P^ is prone to the value that is 
bigger than 1/2. Thus, ] > —. 
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Similarly, E[QQ ] > . The analysis for the case of Mj < Vj and u^ > v^ , 
Wj > V, and Wj < Vj or u^  > v, and Wj > is the same. 
Therefore, in the model shown in Fig 5.1，if C, < C3 and Cj < C4 , then 
Q.E.D. 
Theorem 5.1: In the RACO model presented in Fig 5.1, if the path is the shortest 
path connecting node A with node B bi-directionally, the approach will converge to 
the optimal path in the sense that the probability of choosing the bi-directional, 
shortest path equals to one in the long run. 
Proof: The case of C, < C3 and C^  < C^  means the upper path is the shortest path 
connecting node A and node B bi-directionally. So {P, 0=(1 ,1 ) denotes the RACO 
approach converges to the optimal path. In the following we will prove (P, Q) will 
be definitely driven to (1,1). 
By Lemma 5.5，if the RACO approach converges, then (P, Q) ={\,\). By 
Lemma 5.8，E[PJ,E[Q^] > - means that during the pheromone update process, the 
number of increasing the pheromone values of P^  and Q^ is bigger than that of 
decreasing them. Besides, at each increasing or decreasing time, the amount of 
increase is always much bigger than the amount of decrease by Lemma 5.6 and 
Lemma 5.7. Therefore, in the long run, will converge to (1,1). The RACO 
approach converges to the optimal path. Q.E.D. 
5.4.2 Case II: C, < C3 and Cj > Q . 
The condition of C, < C3 and Cj > Q implies that the shortest path from node A 
to node B and the shortest path from node B to node A belong to the different 
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C 
bi-direction paths. By equations (5.3)(5.4)(5.7)(5.8), A/?, =0.1—,4^2 = 1， 
Q 
Ap3=l, Let , 6 = («e(：^，1) and 
C4 l + A/74 1 + z^, 1.1 1.1 
We analyze the case w, < Vj and u^  < v: first. 
For M, < V, and w, < v，，substitute Ap, = 1， Ap. =1, a =——-——and b = ~！—— 
1 1 2 2 ‘ ‘ 1 + Ap, I + A/7 丨 
in equations (5.18)(5.19). 
Equations (5.18)(5.19) becomes 
‘P[(l - + (3a -2)Q + 2-2a] = Q (5.20) 
< Q[{\ — -bP = \] = 2{\-b)P (5.21) 
一 2(1-b)P 
By equation (5.21), g �一 妒 - 如 . 
Substitute 0 = 2(1 办)尸一_ equation (5.20), equation (5.20) becomes 
乂 (1 一 Z?)户 2—办 P + 1 � 
an equation of five degree: 
+ 2 却 d i S r i (5.22) 
According to Abel's theorem[64], equations higher than fourth degree are incapable of 
algebraic solution in terms of a finite number of additions, subtractions, 
multiplications, divisions, and root extractions. Fortunately, equation (5.22) can be 
reduced to a quartic equation by deducting P on the both sides of equation (5.22). 
Thus, equation (5.22) is solvable and so equations (5.20)(5.21) are. 
By solving equations (5.20)(5.21), we have three groups of real solutions and two 
groups of complex solutions. Two groups of complex solutions can be discarded 
immediately by checking whether the values of a and b that make the imaginary part 
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be zero are in the domain of ( ^ , 1 ) . These three groups of real solution are 
\p = \ J 戶 = 0 \P = fM,b) 
— , < - ，、一 , w h e r e and j2\a,b) are two real 
0 = 1 1^ = 0 [Q = f2{a,b) 
functions in terms of a and b (Please refer to the Appendix 1 for details). 
Lemma 5.9: If C, < C3 and C2 > C ” then can not converge to the limit 
points (0,0) or (1,1). 
Proof: By Lemma 5.6 and assumption ^ 0,1, there must be an ant coming 
from path P^  to update the pheromone value in node B, Q^ will be smaller than 1/2 
because this time the shortest path from node B to node A is P^. And by Lemma 5.6 
and Lemma 5.7, and >全.Thus, can not converge to the 
limit points (0,0) or (1,1). . Q.E.D. 
Now, the problem is that whether the pheromone value (P^yQs) can converge to 
(PyQ), where P,QeR and P,Qe (0，1). So, the problem becomes: for a e ，1) 
and b e (jL，1)，are 八{a, b) and f^ (a，b) in the domain between 0 and 1? 
Lemma 5.10: For a G(—,1) and (丄，1)，f人a,b) and f^{a,b)diVQ not 
1*1 1 • 1 
in the domain between 0 and 1. 
Proof: The solution f人a,b) is analyzed at first. The form of /[(a,b) is very 
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Equation (5.23) seems to be astonishing and insolvable at first glance. However, 
by observation, a piece of equation (5.23) is undertaken a square root computation. So 
the problem can be further reduced to two steps: 
Step 1: To find the domain Q of a and b that makes that piece be bigger than 0. 
Step 2: To validate whether f人a,b) is in the domain of (0,1) subject to a,beCl. 
Step 1: Define the piece as the function g(a,b): 
g(a,Z7) = -12a'b+9a'-36aV+36aV6a'-36a'b'+378aV-450a'b+ ^ ^^ 
141a'-l 2b'a+36ab' -450ab' +606ab-216a+9b' -6b'+141b'-216b+84 ‘ ‘ 
To find the domain Q of a and b that makes g(a,b) be bigger than 0，it is first to 
find the value of a and b such that g(a,b) achieves its maximum value. If the 
maximum value is smaller than 0，then there is no such a domain Q of a and b that 
makes g(a，b) be bigger than 0. If the maximum value is no less than 0，the domain Q 
should be the neighborhood of the point {a ,b*) because the g(a,b) is a continuous 
and smooth function ( This is a straightforward result from differential geometry), 
where (a*,b*) = argm ax(g{a, b)). 
To find the maximum value of g(a，b), the problem is further transformed to an 
optimization problem: 
min -g(a’b) = -(-12a'b+9a'-36a'b' +36a'b-6a' -36a'b' +378a'b' -450a'b+ 
141 a ' -12b'a+36ab' -450ab' +606ab-216a+9b' -6b'+141 -216b+84) (5.25) 
subject to: — <a< 1,— <b<\ 
1.1 1.1 
Because g(a，b) is a non-linear function, the minimization of g(a，b) is a non-linear 
programming problem. A number of non-linear programming methods are used to 
solve this problem, such as interior-reflective Newton method [66][67]and Nelder and 
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Mead simplex method[65]. Among these methods, Nelder and Mead simplex method 
achieves the best performance. Nelder and Mead simplex method should not be 
confused with simplex method of linear programming that enjoys considerable 
popularity. By Nelder and Mead simplex method, when a=b=0.9999, -g(a，b) achieves 
its minimum value -8.5265e-014. Further analysis shows that only when 
a e (0.9996，1) and b e (0.9996，1)，g(a，b) is bigger than 0 (Please refer to Appendix 
2 for details). 
Step 2，When a G (0.9996,1) and 6 G (0.9996,1), f人a,b) has a real value that 
exceeds the domain of [0,1] (Please refer to Appendix 2 for details). 
So, for a E (1,—) and b G (1,—), there are no values of a and b such that 
1•1 1.1 
/;(a，6)e(0,l). Q.E.D. 
By Lemma 5.9，the group of solution < ^ is discarded. 
Corollary 5.1: For m, > v, and w, < v, and or u^  > v! and 
when C, < C, and Cj > Q , the systems of equations (5.12) (5.13), (5.14) (5.15), and 
(5.16) (5.17) do not have real value solutions that are between 0 and 1，exclusively. 
Proof: The proof is similar with the Lemma 5.9 and 5.10. It is not repeated here. 
Theorem 5.2: In the RACO presented in Fig 5.1, if the shortest, unidirectional path 
from node A to node B and the shortest, unidirectional path from node B to node A do 
not belong to the same bi-directional path, the RACO approach do not converge. 
Proof: By the result of Lemma 5.9, ( P ^ , ^ ) can not converge to (0,0) or (1,1). By the 
result of Lemma 5.10 and Corollary 5.1, P^ and Qg can not converge to any value 
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between 0 and 1 simultaneously. Thus, the approach will not converge. 
Q.E.D. 
The property of non-convergence is not desirable. To make it be convergent, it is 
needed to make some modifications on the pheromone update rate. 
In the model presented in Fig 5.1, there is an ant from node B arriving at node A. 
The pheromone value in node A will be updated as follows: 
) == Pa ，if the ant comes from the upper path P^ (5.1) 
户 - l + ‘? ， 
)=——-~，if the ant comes from the lower path P^  (5.2) 
where the probability P^  denotes the last pheromone value; the functions /(P^)and 
mean the increasing function and decreasing function, respectively; the 
variable Ap. (i =2,4) is called as the pheromone update rate of each unidirectional 
path /；. Pheromone update rate is defined as follows: Suppose that C^ be the 
minimum delay from node A to node B and C ,^ be the delay carried back from path 
/；. Then, 
(5.26), where 1=2，4. 
[0, i f Q , > C , (5.27)' 
Similarly, the updating rules in node B is defined as follows: 
I{Qn)=込 + A凡，if the ant comes from the upper path P^ (5.5) 
Qn=< ， 
0 
D{Qg) = B ，if the ant comes from the lower path (5.6) 
1 + Ap3 
where the probability Q^ is the last pheromone value; the functions I{QQ) and 
D{Qg) mean the increasing function and decreasing function, respectively; the 
variable Ap,. (i =1,3) is the pheromone update rate of each unidirectional path P .^ 
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Pheromone update rate is defined as follows: Suppose that C^ be the minimum 
delay from node B to node A and Q. be the delay carried back from path . Then, 
f C , / Q , , if (5.28) K . I , 
知‘二io， i f Q > C , (5.29)，where 1=1，3. 
Besides these modifications of pheromone update rules, an additional rule of ants' 
behavior is added. The rule is that in the RACO model presented in Fig 5.1，if the 
pheromone value at one node converges, the RRA may choose the paths randomly at 
the node rather according to the pheromone values. This rule is called as Random 
Walk Rule and the RACO approach with new pheromone update rules and the 
Random Walk Rule is called as modified RACO approach. 
Lemma 5.11: In the RACO model presented in Fig 5.1，by the new pheromone 
update rules shown in (5.26)(5.27)(5.28)(5.29), when q < C3 and Pj is 
non-decreasing while Q'g is non-increasing. 
Proof: The new recursive relation of pheromone value is: 
p'A=Q'r 户？产+(1-�r')户(5.30) 
+ (5.31) 
By equation (5.30), 
1 + 知 2 ， (5.32) 
1+AP2 
Because A;?: >0 and 1> P'；^  >0 , 1> Q ' p > 0 , we have Pj > Pj"'. 
By similar analysis, we have Q'^ < . Q.E.D 
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Theorem 5.3. In the RACO model presented in Fig 5.1, when C! < C3 and Cj > C4, 
the modified RACO approach converges to optimal path. 
Proof: In equations (5.32), only when = 1 or g^"'"' = 0 , the equation of 
= holds. If = 1 that means the pheromone value in node A converges to 
the optimal path, by Random Walk Rule, there are still some RRAs choosing Pj to 
decrease Q^. So eventually, the pheromone value converges to 0. If Q''""' = 0 
that means the pheromone value in node B converges to the optimal path, there are 
still some RRAs choosing P^  to increase P^. So eventually, the pheromone value 
P^ converges to 1. Therefore, the modified RACO approach converges to the optimal 
path. Q.E.D. 
Corollary 5.2. The pheromone update rate plays a critical role in the convergence 
behavior of RACO. 
Proof: It is a straightforward result by Theorem 5.2 and Theorem 5.3. 
5.5 General Models 
5.5.1 Two - Node, N - Path Model 
A general case of the model presented in Fig 5.1 is that there are N paths (N>2) 
between two nodes. This model is illustrated in Fig 5.7. Each path in the model is 
bi-directional. We assume that the number of paths from node A to node B is equal to 
the number of paths from node B to node A 
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辦 辦 , \ ^ . / \ ：‘^ 
• ( A r ； H B 1 , T •一 
——~——~ 
巧••• Pn Q • • • Ov 
Fig 5.7: Two-Node, N-Path Model. 
Corollary 5.3: In a network model presented in Fig 5.7, if the shortest, unidirectional 
path from node A to node B and the shortest, unidirectional path from node B to node 
A belong to one bi-directional path, the RACO approach converges to the optimal 
paths. 
Proof: Mathematical induction is used to prove this corollary. If N=l, the approach 
converges automatically. If N = 2，by Theorem 5.1,the RACO approach converges to 
the optimal path. Suppose that N = k，the RACO approach still converges to the 
optimal path. 
Consider N = k+1. Because N = k, the RACO approach converges to the 
optimal path. Suppose the optimal path is path m. Consider the path m and the path 
k+1, it is again a two-path model. If the bidirectional costs of path m are bigger than 
those of path k+1, by Theorem 5.1，the RACO approach converges to path k+1; 
otherwise, the RACO approach still converges to path m by Theorem 5.1. Q.E.D. 
Corollary 5.4. In a network model presented in Fig 5.7, if the shortest, unidirectional 
path from node A to node B and the shortest, unidirectional path from node B to node 
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A do not belong to one bi-directional path, the modified RACO approach converges 
to the optimal paths. 
Proof: Mathematical induction is again used to prove this theorem. If N=l, the 
approach converges automatically. If N=2, by Theorem 5.3,the modified RACO 
approach converges to the optimal path. Suppose that when N=k, the modified RACO 
approach still converges to the optimal path. 
Consider N = k+1. Because when N = k，the modified RACO approach 
converges to two unidirectional optimal path. Suppose these two unidirectional 
optimal paths are path ml (from node A to node B) and m2 (from node B to node A). 
Consider the unidirectional paths ml, ml and the bidirectional path k+1. If the 
bidirectional costs of path K+1 are smaller than those of path ml and vol, by 
Theorem 5.1, the RACO approach converges to path k+1. If the cost of unidirectional 
path from node A to node B in path K+1 is smaller than that of ml, by Theorem 5.3， 
the modified RACO approach still converges to path ml; otherwise the modified 
RACO approach will converge to the unidirectional path from node A to node B in 
path K+1 by Theorem 5.3. The analysis for m2 is the same as that of ml. Therefore, 
the modified RACO approach converges to optimal paths. Q.E.D. 
5.5.2 M - Node, N(i.j) - Path Model 
The M-node, N(ij) - Path model means the network has M (M>2) nodes, and 
from node i to j there are N(ij) paths，where N(i，j) e N，N(i，j) > 2. 
Remark 5.1. In a network with M nodes and between each pair of nodes there are 
more than two paths between them, if the shortest, unidirectional path from one node 
8 3 
Chapter 5, Convergence Analysis 
to another and the shortest, unidirectional path connecting the same pair of nodes (in 
the reverse direction) belong to one bi-directional path, the RACO approach 
converges to the optimal paths. 
Discussion: First, it is straightforward the M-node, N(iJ)-path model can be 
M 
decomposed into at most ( ^ ) two -node, N(iJ)-Path models. By Corollary 5.3, 
each two-node, N-path model converges to the optimal path. Thus, the M-node, 
N(i,j)-path model also can converge to the optimal paths. 
Remark 5.2. In a network with M nodes and between each pair of nodes there are 
more than two paths between them, if the shortest, unidirectional path from one node 
to another and the shortest, unidirectional path connecting the same pair of nodes (in 
the reverse direction) do not belong to one bi-directional path, the modified RACO 
approach converges to the optimal paths. 
Discussion: The discussion is similar with that of Theorem 5.4. It is not repeated here. 
5.6. Conclusion and Discussion 
This chapter analyzes the convergence behavior of the RACO, one variant of 
ACO based routing. The result shows that when shortest, unidirectional path from one 
node to another and the shortest, unidirectional path connecting the same pair of 
nodes (in the reverse direction) belong to one bi-directional path, the RACO approach 
converges to the optimal path. 
The result also reveals that when the shortest, unidirectional path from node A to 
node B and the shortest, unidirectional path connecting the same pair of nodes (in the 
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reverse direction) do not belong to one bi-directional path, the approach may not 
converge. In this case, some modifications to the pheromone update rate are made and 
Random Walk Rule is included. After these changes, when the shortest paths between 
two nodes do not belong to the same bi-directional path, the modified RACO 
approach will converge to optimal paths. This result also tells us that the pheromone 
update rate plays a critical role in the convergence behavior of RACO approach. 
To look for design methodology is the third part of any theoretical analysis (The 
first part is to formulate a sound mathematical model and the second part is to look for 
tools to analyze this model.). If two shortest paths connecting pairs of nodes that are 
in different direction belong to the same bi-directional path, the RACO routing 
approach can be applied. If the condition is not satisfied, the modified RACO routing 
approach can be used. 
Although the model presented in this chapter and following analysis are for 
RACO routing, this kind of model and the way of analysis seem also applicable to 
convergence analysis of other ACO routing approaches, such as AntNet 
[2] [22] [23] [3 8] [39]. However, more work needs to done to substantiate this claim. 
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Conclusion and Future Work 
6.1 Conclusion 
This thesis proposes a new ACO-based routing, Reactive Ant Colony 
Optimization (RACO), for the packet-switched communication networks. RACO is 
simple: it does not involve using the second-derivative computation of objective 
function and the inverse computation of objective function's Hessian matrix that are 
used in optimal routing, and it does not flood routing information as some traditional 
routing algorithms (LS and DV) do. RACO is distributed: all nodes in the network 
compute the routing table based on local information; there is no central controller to 
coordinate the nodes and ants. RACO is efficient: it is shown by simulation results 
RACO outperforms some competing routing algorithms in terms of throughput and 
the average end-to-end delay when the input traffic load is high. RACO is provably 
convergent: it is demonstrated by the theoretical analysis RACO converge to the 
optimal path under some network conditions. 
The contributions of this thesis can be summarized as follows: 
(1) A survey about previous ACO routing algorithms (Chapter 2, Section 1); 
(2) A comparative study of ACO routing algorithms with shortest path routing 
algorithms (Chapter 2, Section 2) and optimal routing (Chapter 2, Section 3); 
(3) A new ACO routing approach, RACO, has been designed. (Chapter 3); 
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(4) An experimental testbed of packet-level simulation has been implemented to 
comparative evaluation of RACO with one representative of shortest path routing 
algorithms and two previous ACO routing approaches. (Chapter 4); 
(5) The convergence property of RACO has been analyzed. (Chapter 5). 
6.2 Future Work 
Although RACO routing approach has many merits as presented in the previous 
sections, it is still a long way to make it be an applicable approach in real networks. 
There are at least two lines for future work: interplaying with TCP, the analysis of 
convergence rate. 
Since a lot of applications, such as HTTP, FTP and telnet, use TCP as their 
underlying transport protocol, it appears necessary to consider the interplaying 
between the RACO routing approaches with TCP. Unlike UPD used in the simulation, 
TCP has a number of components may greatly influence the routing behavior, such as 
data retransmission, flow control and congestion control. None of existing ACO based 
routing even considers this issue. To make RACO be an applicable routing algorithm 
in the real network, Internet for example, the interplaying with TCP is compulsory to 
be considered. 
Convergence and the rate of convergence are two vital issues for all optimization 
methods. Convergence analysis refers to whether an optimization method will achieve 
its optimal value, while the rate of convergence analyzes how fast the optimization 
method will converge to its optimal value. The convergence property of RACO 
approach has been addressed in this work. However, the rate of convergence of 
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RACO approach still remains an open problem. There are several candidate 
approaches towards quantifying the rate of convergence of an optimization method: (1) 
Computational complexity approach. This method tries to estimate the number of 
elementary operations needed by a given method to find an optimal solution exactly 
or within s -tolerance. (2) Informational complexity approach or time complexity 
approach. This approach estimates the number of function evaluations needed to find 
an exact or approximate optimal solution. One successful application of this method is 
[48]，in that Wei[48] computed the complexity of gradient projection method for 
optimal routing in data networks. Nemirovsky and Yudin[73] discussed this approach 
in detail. (3) Local Search. This approach focuses on the local behavior of the method 
in a neighborhood of an optimal solution. Among these candidate methods, time 
complexity method seems to be the most promising method to analyze the rate of 
convergence of RACO approach. 
In summary, RACO routing approach, though has already achieves some 
favorable results both in simulation and theoretical analysis, still has a lot of room for 
improvements to become an applicable routing protocol in today's communication 
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Appendix 1 The Detailed Form of P = f,{a^ b) 
and Q = Ua,b). 
The appendix lists the detailed form of P = f人a,b) and Q = f人a,b), the real 
solutions of systems of equation (5.20) and (5.21) that are computed by MATLAB. 










IA2-312*a*b+132*a-28*bA3-48*b�+132*b-64-l 2*(-12*a �� 
*b 八3-450*a*b 巧+606*a*b-216*a+9%"4-6*b"3+141*t/^2-216*b+84)"(l/2)*b+12*( 
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2*b+141*a~2-12*l/^4*a+36*a*bN3-450*a*bN2+606""a*b-216*a+9*h/"4-6*b 八 3+141 
*b 八2-216*b+84广(l/2)*a*b+I2*(-I2*a 八4*b+9*a 八4-36*a 八 3*b 八2+36*a 八 3*b-6*a 八3-3 
八3*bN2+36*a""3""b-6*a""3-36*a""2*t/"3 +378*a""2*l/^2-450*a""2*b+141*a�2-12Vf^4""a 
+36*a*b�3-450*an/"2+606*a*b-216*a+9*I/^4-6%""3+141""bA2-216*b+84广(l/2)*a 








































































































Appendix 2 To Validate Whether fM,b) is in 
the Domain of (0,1) 
When a e ( — , \ ) and Z? e (—, 1), the figure of g(a,b) is plotted in Fig A. 1. 
1.1 1.1 
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0.94 
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Fig A.1: The Figure of g(a,b). 
From Fig A.l, it is obvious that Q is the neighborhood of the point (0.9999， 
0.9999). By using some MATLAB commands, it can be shown that 
Q c {{a,b) I a e ( 0 . 9 9 9 6 , e (0.9996,1)}. We forther evaluate the g(a，b) by using 
10000 points in {{a,b) | a e (0.9996，1)，e (0.9996,1)}. There are totally 900 points of 
(a，b) that make g(a,b) > 0. Substitute these 900 points of (a，b) into J\{a,b), we 
have the minimum value of is 2.9796e+005 that is much bigger than 1. So 
the results hold. 
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