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Significance of Cholesterol Methyl Groups
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Cholesterol is an indispensable molecule in mammalian cell membranes. To truly understand its role in the
functions of membranes, it is essential to unravel cholesterol’s structure-function relationship determined by
underlying molecular interactions. For this purpose, we elaborate on this issue by considering the previously
proposed idea that cholesterol’s effects on a number of physical properties of membranes have been optimized
during the evolution by removal of its excess methyl groups from the R-face of cholesterol, thus “smoothening”
the structure. Consequently, the methyl groups still attached to cholesterol are one of the most intriguing
structural features of the molecule. An obvious question arises: Why do these methyl groups still exist, and
could cholesterol properties be further optimized by their removal? Because of the nature of the biosynthetic
pathways of cholesterol, and the evidence of decreased interactions between sterols and lipid acyl chains
when methyl groups are present, it seems plausible that removal of the methyl groups might indeed lead to
stronger ordering and condensing effects of the cholesterol molecule. Atomic-scale molecular dynamics
simulations of numerous modified sterols embedded in saturated lipid bilayers demonstrate, however, that
the issue is more subtle. The analysis reveals a complex interplay between the lipid acyl chains and the
structural details of cholesterol. Changes in cholesterol structure typically do not improve its performance in
terms of promoting membrane order. This view is substantiated by a detailed analysis of the simulation data.
In particular, it highlights the importance of the methyl group C18 for cholesterol properties. The C18 group
resides between the third and fourth ring of cholesterol on its “rough” !-side, and the results provide compelling
evidence that C18 is crucial for the proper orientation of the sterol. More generally, the data provide insight
into the role of the methyl groups of cholesterol.
I. Introduction
Cholesterol is one of the key molecules affecting a variety
of membrane properties in animal cells. Cholesterol modulates
lipid bilayer properties by increasing the ordering of the
phospholipid acyl chains,1,2 thus condensing the bilayer.3 It is
also involved in modifying structural and dynamical membrane
properties by increasing their mechanical strength,4 reducing
passive permeation,5 and decreasing the diffusion rate of lipids
in fluidlike membranes.6 Also, as cholesterol is known to
promote the formation of the liquid-ordered phase characterized
by enhanced packing and ordering of lipids around cholesterol,
it is often associated with domain formation and maintaining
proper fluidity of the bilayer.7 Cholesterol is not only a
membrane component, but it is also an important metabolite
and precursor for bile salts, some lipid soluble vitamins, and
(steroid) hormones.8 The significance of cholesterol for health
is perhaps best understood by realizing that both excess
cholesterol and lack of properly structured cholesterol can lead
to serious conditions.9
As for its structure, cholesterol is a seemingly simple
molecule. It comprises a planar, relatively rigid tetracyclic ring
system with a 3!-hydroxyl (OH) group and an 8-carbon chain
(iso-octyl tail) attached to C17; see Figure 1. The ring system
is asymmetric about the ring plane, having a rough side (!-
face) with two methyl groups C18 and C19 pointing out of the
plane (see Figure 1) and a smooth R-face with no substituents.
Considering the rigidity of cholesterol, one is tempted to
assume that its functions are not particularly specific but mainly
originate from steric effects by which cholesterol orders
molecules in its vicinity. To some extent, this idea holds true:
essentially all sterol molecules share the generic property of
promoting order in a membrane. However, the minor structural
differences between different sterol molecules are exceptionally
important and affect the functions of sterols in cellular mem-
branes. For example, for reasons that are largely unknown, the
concentrations of cholesterol and other sterols range substantially
from one membrane type to another. While mitochondrial
membranes are essentially cholesterol-free, plasma membranes
contain typically about 30 mol % cholesterol, and in ocular lens
membranes, the concentration of cholesterol can be as large as
about 80 mol %.10,11
The interactions of cholesterol with other lipids and proteins
seem to dictate the amount of cholesterol needed for functions
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where cholesterol is involved. In this regard, one of the
intriguing properties of cholesterol is its ability to promote the
formation of the liquid-ordered phase, which is characterized
by significant conformational order in the lipid hydrocarbon
chain region, while the membrane is also fluid in terms of not
expressing any translational long-range order. While sterols such
as ergosterol also promote the formation of the liquid-ordered
phase,12 there are several other sterols such as lanosterol that
do not have this property.13 The importance of the liquid-ordered
phase is related to its biological relevance, since there is
evidence supporting the idea that lipid rafts are domains in the
liquid-ordered phase.14 Consequently, cholesterol is considered
to be an irreplaceable ingredient of rafts,15,16 since other sterols
seem to not be capable of replacing cholesterol; for example,
lanosterol is a poor raft former,17 and desmosterol, which differs
from cholesterol only by one double bond in the short
hydrocarbon tail, cannot substitute for cholesterol either.18
Obviously there is something unique in cholesterol and its
structure-function relationship.
A question arises as to why cholesterol is the sterol needed
in eukaryotic cells, and what is its origin. Of all the possible
options, evolution has led to cholesterol, universally present in
mammalian cell membranes, and to ergosterol, common in many
yeasts and fungi. One hypothesis suggests that cholesterol’s
effects on certain physical properties of membranes were
optimized during the evolution by removal of its excess methyl
groups from the R-face, “smoothening” the structure.13,19,20
Experimental and computational studies alike show decreased
interactions between sterol molecules and lipid acyl chains when
methyl groups are present. Indeed, near the smooth R-face, the
ordering of acyl chains is higher21 and the packing of chain
atoms more tight22 compared to the rough !-face. The smooth
structure of cholesterol may also explain why its ordering effects
on lipid hydrocarbon chains are most pronounced in saturated
lipid bilayers.23 In membranes comprised of unsaturated lipids,
the effects of cholesterol are considerably weaker, and also the
ordering induced by different sterols is then largely similar.23
A question arises as to whether the evolution has reached its
goal or is there a next step to come, a sterol which would have
even more effective ordering and condensing capabilities. A
tempting idea would be that further smoothening of the
cholesterol structure by removal of the methyl groups from the
!-face, also, might improve its function still. This has led to
studies of a demethylated cholesterol (Dchol) from which two
methyl groups (C18 and C19 in Figure 1) have been removed:
24 using atomistic simulations, Ro´g and co-workers compared
the properties of membranes consisting of pure dipalmitoylphos-
phatidylcholine (DPPC) with those comprised of DPPC with
either cholesterol (Chol) or demethylated cholesterol. Contrary
to expectations, the ordering and condensing capability of Dchol
turned out to be weaker than that of Chol.
Our objective in the present study is to further elucidate the
specific relations between cholesterol structure and function,
particularly the role of the two methyl groups attached to the
cholesterol ring and the one methyl group attached to its short
tail. For this purpose, the methyl groups were first removed
one by one and then two of them simultaneously. Also, the effect
of the double bond in the ring system was examined. By
comparing the data obtained from this and the previous study,24
insight on the significance of these methyl groups is gained.
The atom-scale simulations employed for this purpose allow
us to elucidate these effects in a very detailed manner and clarify
the significance of each functional unit one by one. The methyl
group C18 attached to the !-side of cholesterol turns out to be
of particular importance for cholesterol properties, since remov-
ing this group leads to a significant increase of the sterol tilt
angle in a saturated lipid bilayer, thus reducing the sterol’s
ordering and condensing capabilities.
II. System Description and Simulation Details
Atomistic molecular dynamics simulations of five different
systems were carried out, each system containing 128 DPPC
molecules and 32 modified cholesterol molecules (sterol con-
centration of 20 mol %). The structures and their abbreviations
(Ste1-Ste5) are shown in Figure 1 and summarized in Table
1. In the first three systems, one of the methyl groups (C18,
C19, C21) was removed. Both C19 and C21 were removed from
the sterols of the remaining two systems, and in the last one,
the double bond from the ring system was also converted into
a single bond. For comparison, in Dchol, the methyl groups
C18 and C19 on the rough !-side of cholesterol were removed.24
All bilayers were hydrated with 3500 water molecules. The
initial structures of the bilayers were constructed from previously
simulated systems (over 100 ns) composed of DPPC and
cholesterol24 by removing the methyl groups in question, and
modifying the double bond in the sterol structure where
appropriate. The energy of the initial structures was minimized
prior to molecular dynamics simulations using the steepest-
descent algorithm.25 Like in ref 24, we used the standard united
atom force field parameters for DPPC molecules,26 where the
partial charges were taken from the underlying model descrip-
tion.27 For water, we employed the simple point charge (SPC)
model.28 For the sterol force field, we used the description of
Holtje et al.29 including a correction described elsewhere.24
The simulations were carried out using the GROMACS
software package, version 3.1.4.25 The total simulation time was
Figure 1. Structures of (a) DPPC and (b) cholesterol. For the
modifications made to the cholesterol structure, see Table 1.
TABLE 1: Abbreviations Used for the Modified Sterols
system methyl group removed
Ste1 C19
Ste2 C18
Ste3 C21
Ste4 C19 and C21
Ste5 C19 and C21, no double bond in ring system
Dchol C18 and C19
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50 ns with a time step of 2 fs. The neighbor list was updated
every 10 steps. Periodic boundary conditions were used in all
directions. For calculating electrostatic energy, the particle-mesh
Ewald (PME) method was used30 with a real space cutoff
distance of 1 nm. The PME method has recently been shown
to perform very well in membrane simulations.31,32 The LINCS
algorithm33 was used to preserve the bond length in the sterol
hydroxyl group, and the SETTLE algorithm was used for
water.34 The weak coupling method35 was utilized with a
coupling constant of 0.6 ps until equilibrium was reached at 10
ns. From then on, the Nose´-Hoover thermostat36,37 was
employed, and the coupling constant was changed to 0.1 ps.
Water and bilayer temperatures were controlled separately at a
reference temperature of 323 K. For pressure we used the
Berendsen semi-isotropic coupling35 with a coupling constant
of 1.0 ps and a reference pressure of 1.0 bar.
A. Results. 1. Area per Lipid. Because of the condensing
effect of Chol, the average area per lipid decreases when Chol
is added to a bilayer.3 The area occupied by one lipid was
calculated by dividing the total area of the bilayer by the number
of DPPC molecules in one leaflet, thus ignoring the sterols. For
further discussion on how to define the area in different
membrane systems, see ref 24. Here, we just note that the
approach used in this work is reasonable, since the main purpose
here is to compare the effects of different sterols on the bilayer,
thus making the absolute value irrelevant.
The area per lipid together with potential energy was used
for estimating system equilibration, which was observed to take
place in about 10 ns. The average areas per lipid versus time
are illustrated in Figure 2; for clarity, only Ste2 and Ste3 are
shown. Ste2 was found to have significantly larger fluctuations
than the other systems, leading to larger error bars in that case.
The average values for the average area per lipid for each
system were computed using a time interval of 10-50 ns. As
seen from the results presented in Table 2, the systems
containing Chol, Ste1, or Ste3 in addition to DPPC have the
same area per lipid within the error bars. For the other systems,
the area is somewhat larger, indicating a thinner and a more
disordered bilayer. However, as indicated by the fact that the
pure DPPC system has the largest area of all, every modified
sterol examined here has a condensing effect on the bilayer.
The area per lipid is closely associated with the bilayer
thickness, which was calculated as a distance between the points
where the electron density profiles of bilayer atoms merge with
the profiles of water; see Table 2.
2. Ordering and Conformation of Acyl Chains. There are
numerous closely related order parameters that can be used to
describe the ordering of the acyl chains. The one used here, the
deuterium order parameter, SCD, is convenient because it can
also be measured with NMR, and thus verified by comparing
with experimental data.
The order parameter SCD is computed for all carbons along
the acyl chains and derived from
where θ is the angle between a given C-H vector and the
bilayer normal. Because of the united atom model used here,
SCD was computed from the trajectories by reconstructing
hydrogen positions in C-H bonds assuming ideal geometry.
Several NMR studies have provided evidence of the influence
of cholesterol on lipid chain ordering; see, e.g., refs 38 and 39.
In the same spirit, simulations have also shown evidence of
increased chain order due to cholesterol.1,2,18,23,24,40 The results
in Figure 3 for cholesterol are in full agreement with the previous
experimental and simulation studies.
What is more, the results in Figure 3 and Table 3 highlight
the specificity of cholesterol’s structure-function relationship.
Figure 2. Average surface area per lipid versus time for Ste2 (red
line) and Ste3 (green line).
TABLE 2: Average Area per Lipid and Membrane
Thickness (The Area Is Given in Units of nm2 and
Membrane Thickness in Units of Nanometers)
system area thickness
Ste1 0.60 ( 0.01 4.7 ( 0.05
Ste2 0.64 ( 0.02 4.5 ( 0.20
Ste3 0.60 ( 0.01 4.7 ( 0.05
Ste4 0.62 ( 0.01 4.6 ( 0.05
Ste5 0.61 ( 0.01 4.6 ( 0.05
Chol 0.60 ( 0.04 4.7 ( 0.05
Dchol 0.62 ( 0.04 4.5 ( 0.05
DPPC 0.66 ( 0.04 4.0 ( 0.05
Figure 3. Deuterium order parameter profiles for (a) sn-1 chain and
(b) sn-2 chain in Chol (black line), Ste1 (blue line), Ste2 (red line),
Ste3 (green line), Ste4 (dashed line), Ste5 (dotted line), and Dchol
(dash-dot line). Small carbon numbers correspond to carbons close to
the head group.
SCD ) 〈32 cos2 θ -
1
2〉 (1)
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We find that some of the very subtle modifications in the
structure of cholesterol cause a rather major difference in the
ordering of lipid acyl chains. The ordering capabilities of Chol,
Ste1, and Ste3 are essentially similar, while there is yet a slight
but finite difference in favor of cholesterol. A peculiar detail is
that despite the fact that the methyl group removed from Ste1
is originally near the head group and that of Ste3 in the tail,
the plots for these two are almost identical. All of the sterols
with more than one methyl group removed are less efficient
than Chol in terms of promoting the acyl chain order. The
weakest one, however, is Ste2, which has C18 removed. The
sterol Ste5, with its double bond in the sterol ring converted
into a single bond, promotes order more than its single-bonded
counterpart Ste4 but is still inferior to Chol. Nonetheless, all of
the modified sterols increase the order of the fatty acyl chains
compared to pure DPPC.
Previous simulation studies for desmosterol have shown that
the short hydrocarbon tail can significantly affect the orientation
of a sterol in a bilayer and consequently also its ordering
properties.18,23 As for the sterols studied in this work, Figure 4
depicts the ordering of the short sterol tail. The tails from which
the methyl group C21 was removed, namely, Ste3, Ste4, and
Ste5, exhibit more order in the middle part of the chain, with
Ste3 having the most ordered tail. The differences are rather
minor; however, the only exception is Ste1, with C19 removed
from the sterol moiety.
When examining the conformation of the fatty acyl chains
of DPPC, only torsion angles 4-6 were taken into account;
see details in refs 21 and 24. The differences between the
average numbers of gauche conformations in the chains are
rather small between the systems; see Table 4. There are,
however, fairly significant distinctions between the systems
when the lifetimes of trans conformations are considered; see
Figure 5 and Table 4 for a summary. For clarity, only the
profiles for Chol, Ste1, Ste2, and Ste3 are shown; the profiles
of other systems lie between Ste2 and Ste3. It is evident from
the figures that Chol, Ste1, and Ste3 are approximately equally
effective in stabilizing the trans conformation, while Ste2 and
other systems are somewhat less effective.
3. Location and Orientation of Sterols. The location of
different sterols is quantified by considering the electron density
profiles calculated across the lipid bilayers. Experimental studies
for density profiles have shown that Chol affects the packing
inside the membrane;41 thus, the electron density profile in a
pure DPPC bilayer is distinctly different from a membrane with
a large amount of Chol. With this in mind, we focus on the
different sterol-containing systems.
The profiles for the whole bilayer, water, and sterol ring and
tail are depicted in Figure 6. For clarity, only those cases with
the greatest differences, namely, Ste2 and Ste3, are being
compared to Chol. As indicated by the order parameter and the
average area per lipid, the bilayer thickness differs between the
systems. The profiles also imply deviations in the ring and tail
orientations of the sterols; see below. The tail densities show
that, in the bilayer center, Ste3 has the highest density and Ste2
has the lowest. Higher tail density in the bilayer center is
indicative of enhanced interdigitation of the sterol tail part.
TABLE 3: Average Values of Deuterium Order Parameters
and Tilts of the Sterol Ring and Tail (Tilts Are Given in
Units of Degrees)
system SCD (sn-1) SCD (sn-2) tilt (ring) tilt (tail)
Ste1 0.28 ( 0.01 0.29 ( 0.01 22.1 ( 1.4 32 ( 1
Ste2 0.24 ( 0.02 0.25 ( 0.02 26.0 ( 3.3 44 ( 3
Ste3 0.28 ( 0.01 0.29 ( 0.01 20.7 ( 1.2 26 ( 1
Ste4 0.25 ( 0.01 0.26 ( 0.01 24.3 ( 2.0 30 ( 2
Ste5 0.27 ( 0.01 0.27 ( 0.01 23.0 ( 1.4 29 ( 1
Chol 0.28 ( 0.01 0.29 ( 0.01 19.8 ( 0.2 28 ( 1
Dchol 0.25 ( 0.01 0.26 ( 0.01 25.3 ( 0.2 51 ( 2
Figure 4. Deuterium order parameter for the sterol’s tail in Chol (black
line), Ste1 (blue line), Ste2 (red line), Ste3 (green line), Ste4 (dashed
line), and Ste5 (dotted line). Small carbon numbers correspond to
carbons close to the steroid moiety.
TABLE 4: Number of gauche Conformations per Chain and
Lifetimes of trans Conformations
number of gauche lifetime of trans
system sn-2 sn-1 sn-2 sn-1
Ste1 2.3 ( 0.05 2.3 ( 0.05 121 ( 4 117 ( 4
Ste2 2.6 ( 0.05 2.6 ( 0.05 108 ( 4 105 ( 4
Ste3 2.3 ( 0.05 2.4 ( 0.05 119 ( 4 113 ( 4
Ste4 2.5 ( 0.05 2.5 ( 0.05 111 ( 4 108 ( 4
Ste5 2.4 ( 0.05 2.4 ( 0.05 113 ( 4 112 ( 4
Chol 2.3 ( 0.05 2.3 ( 0.05 120 ( 4 118 ( 4
Dchol 2.5 ( 0.05 2.5 ( 0.05 114 ( 4 111 ( 4
Figure 5. Lifetimes of the trans conformations along the (a) sn-1
and (b) sn-2 chains for Chol (black line), Ste1 (blue line), Ste2 (red
line), and Ste3 (green line).
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To further elucidate how the sterols reside in the bilayer, we
computed tilt angle distributions for the sterol ring system and
the sterol tail. Sterol tilt, the angle between the vector C3-
C17 and the bilayer normal, correlates well with the sterol’s
ordering effects,23 and it can be measured also experimentally
through NMR.42
Figure 7 depicts the tilt distributions of the steroid part, and
Table 3 summarizes the average tilt values. We first find that
the tilt of cholesterol, 19.8°, agrees with the experimental value
of 16-19° found for a system of cholesterol molecules in DPPC
liposomes at 297 and 333 K,42 as well as with previous
simulations.23 The tilts found for the other sterols are larger.
The ones closest to Chol are given by Ste1 and Ste3, whose tilt
distributions in Figure 7 demonstrate that the differences in these
cases are very minor: the peaks of Ste1 and Ste3 are located
almost identically with Chol at about 13°, and the difference
with respect to cholesterol arises mainly from the long tail at
large angles, showing how Ste1 and Ste3 fluctuate slightly more
than Chol. The largest tilt of all the sterols considered is given
by Ste2.
It seems that removal of the methyl group from the cholesterol
tail, as done with Ste3, has only a slight effect on the orientation
of the ring system. Instead, it is related to a decrease of the tail
tilt. Deletion of the methyl group C19 in Ste1, in turn, leads to
a slight increase in both ring and tail tilt. The most important
of all structural features is C18, though. Without a doubt, the
group C18 is crucial for the proper orientation of the sterol,
since removing it results in a considerable increase in the ring
and tail tilts alike. Also, the removal of the two methyl groups
simultaneously increases the tilt.
4. Packing of Atoms RelatiVe to Sterol Ring Atoms. To better
understand why C18 is particularly important for sterol ordering
properties, we elucidate the packing of atoms around the steroid
entity, thus gauging indirectly the role of van der Waals
interactions in the hydrophobic membrane region. Here, due to
the structure of cholesterol, the ordering effects are different
for lipids located on the R- and !-faces of the ring. Conse-
quently, when the structure is being modified, changes are
expected. The packing of atoms near the two faces of the
cholesterol ring can be examined by calculating the number of
neighbors using the method described in ref 43. For a given
carbon atom, we define its neighbors as atoms belonging to a
different molecule and located no further than 0.7 nm from the
carbon atom in question. Further, to establish whether a carbon
atom C is located on the R- or !-face, the angle between the
C10-C19 bond and the C10-C vector was calculated. For
atoms located on the !-face, the angle is less than or equal to
90°. For molecules without C19, we used the vectors C13-
C18 and C13-C, and in the cases of Dchol, Ste4, and Ste5
that lack both C18 and C19, the position of C19 was determined
using tetrahedral geometry. Identical results were found if the
C19 group was reconstructed into any of the molecules using
tetrahedral geometry.
Like cholesterol, Ste2 and Ste3 have more neighbors on the
R-face; see Table 5. This was expected for Ste3 because no
modifications to the ring structure were made. As seen from
Table 5 (see also Figure 8), the average number of neighbors is
essentially the same for Ste3 and Chol on both R- and !-sides,
except for carbons 11-17 that have a higher number of
neighbors in the case of Ste3. Ste2 follows the same pattern,
albeit the numbers are lower.
The sterols with C19 removed, namely, sterols Ste1, Ste4,
Ste5, and Dchol, clearly prefer the !-face. The differences are
most pronounced for carbons 5-8 and 12-17; see Figure 8.
As suggested in ref 24, this redistribution of material from the
R- to the !-face might be facilitated by hydrogen bonding
between the OH group of the sterols and the lipid carbonyl
groups. In contrast to sterols Ste1 and Ste4, converting the C5-
C6 double bond into a single bond in Ste5 led to a different
Figure 6. Electron density profiles for (a) bilayer atoms and water,
(b) sterol ring and tail atoms for Chol (black line), Ste2 (red line), and
Ste3 (green line). Membrane depth at z ) 0 corresponds to the
membrane center.
Figure 7. Tilt angle distribution of the sterol ring for Chol (black line),
Ste1 (blue line), Ste2 (red line), Ste3 (green line), Ste4 (dashed line),
and Ste5 (dotted line).
TABLE 5: Average Number of Neighbors of the Sterol Ring
System (Results Are Given for the Total Number as Well as
for the r- and !-Faces Separately)
system total R !
Ste1 38.6 ( 0.5 18.9 ( 0.5 19.7 ( 0.5
Ste2 36.9 ( 0.5 20.7 ( 0.5 16.2 ( 0.5
Ste3 38.2 ( 0.5 21.3 ( 0.5 16.9 ( 0.5
Ste4 38.5 ( 0.5 18.5 ( 0.5 20.0 ( 0.5
Ste5 38.7 ( 0.5 19.0 ( 0.5 19.8 ( 0.5
Chol 37.8 ( 0.5 21.1 ( 0.5 16.6 ( 0.5
Dchol 38.2 ( 0.5 17.8 ( 0.5 20.4 ( 0.5
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distribution of atoms between the R- and !-faces in the vicinity
of the bond. Possibly because of the lack of C21 in the sterol
tail, Ste4 and Ste5 have a somewhat larger number of neighbors
accompanying carbons 12-17 on the !-face.
III. Discussion and Concluding Remarks
The initial spark that led to these studies of modified
cholesterols resulted from considerations on the nature of the
biosynthetic pathways of cholesterol. In the process of trans-
forming lanosterol to cholesterol, methyl groups are removed
from the R-face. This is assumed to reflect the evolutionary
optimization of cholesterol structure to reach the most favorable
properties. An alluring thought was, would it be possible to
further enhance the effects that cholesterol has on membranes,
for example, to increase its ordering capabilities? The first
attempt, however, did not lead to the results desired, quite the
contrary. Removing both C18 and C19 groups from the ring
system led to a less favorable orientation of the sterol and to a
decrease in its ordering effects.24 In this study, we have
concentrated on the effects of removing separately methyl
groups from the ring (C18 and C19) and from the tail (C21) as
well as simultaneously removing methyl groups C19 and C21.
In the last case, we also examined the effect of the double bond
in ring B on the sterol properties.
In all cases, the removal of methyl groups changes the sterol
ring orientation by increasing the tilt of the sterol ring and tail.
This increase is of the order of 1-6°. This finding is highly
interesting, since it has been shown recently that there is a strong
correlation between the tilt of a sterol and its effect on bilayer
properties.23 The tilt-related mechanism by which a sterol
modifies the properties of lipid bilayers seems to be largely
independent of the particular interactions between the sterol and
acyl chains. Rather, its origin seems to be related to the increase
of interactions between the chains imposed by cholesterol.43
However, our results show that direct interactions can also
modify sterol effects on a bilayer. Increase of packing of acyl
chains around the sterol ring can increase sterol ordering ability.
The case of Ste1, where the methyl group C19 was removed,
is a good illustration of the interplay of these two effects: a
small increase of ring tilt angle of 2° is compensated by direct
ring-chain interactions manifested by better packing next to
the sterol ring. As a result, this sterol is practically as effective
as cholesterol as a promoter of membrane order. A similar effect
was observed for Ste3 where the methyl group C21 was
removed.
The increase in sterol tilt due to modifications in cholesterol
structure is consistent with earlier atomistic simulations.44,45
Smondyrev and Berkowitz44 modeled DMPC bilayers in the
fluid phase at a sterol concentration of 11 mol % and found
that the area per lipid and SCD order parameters were essentially
identical (within error bars) for cholesterol, lanosterol, and
ergosterol. However, for the sterol tilt with respect to the
membrane normal, they found the tilt of cholesterol to be clearly
smaller than that for the other sterols. Further studies at a sterol
concentration of 50 mol % supported this view. More recently,
Cournia et al.45 have considered the same sterols in a fluid DPPC
bilayer at a sterol concentration of 40 mol % and found
ergosterol to be most efficient as a promoter of the liquid-
ordered phase, followed by cholesterol (intermediate) and
lanosterol (weakest ordering capability). These simulation
studies support the view that even seemingly minor changes in
cholesterol structure do influence its tilt and ordering capability.
In this respect, our studies showed that the methyl group C18
of cholesterol is the most essential one for maintaining proper
sterol tilt. The lack of this group led to a 6° increase of the tilt
angle and significantly decreased the sterol’s ordering and
condensing effects.
The key question arises, as to what is the atom-level
mechanism responsible for sterol tilt modulation. The results
provided in Table 5 and Figure 8 suggest that changing the
balance between the packing of the R- and !-faces has a strong
influence on the sterol tilt. A significantly lower number of
neighbors on the R-face compared to the !-face indicates larger
tilt. As discussed earlier,24 this redistribution of packing is
probably caused by hydrogen bonding between the DPPC head
group and the hydroxyl group of the sterols, as the OH group
is positioned on the !-face and can favor packing on the same
side. The only sterol which does not follow this pattern is Ste2.
However, this is rather expected, since the packing around this
sterol is substantially worse than that for the other sterols.
Converting the double bond into a single bond in the sterol’s
ring system, i.e., conversion of Ste4 into Ste5, increases the
acyl chain ordering and also slightly the number of neighbors
close to the sterol’s ring structure. This may sound peculiar, as
one might have expected the double bond to make the ring
Figure 8. Number of neighbors close to the sterol ring atoms: (a)
total number of neighbors; (b) number on the R-face; (c) the number
on the !-face. Results are shown for Chol (black line), Ste1 (blue line),
Ste2 (red line), and Ste5 (dotted line). Small carbon numbers correspond
to atoms close to the sterol’s hydroxyl group.
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system more rigid and hence facilitate tighter packing inside
the bilayer. On the other hand, 7-dehydrocholesterol, the most
recent precursor of cholesterol along its Kandutsch-Russel
biosynthetic pathway, differs from cholesterol only by one
additional double bond in ring B. However, there is data
suggesting that 7-dehydrocholesterol promotes membrane order
less than cholesterol.46,47 The clarification of the significance
of the double bond’s location in the ring structure would clearly
require further efforts. For the present case, we only character-
ized the effect of the double bond in the ring B for the geometry
of cholesterol. To this end, we computed the angle between
the normals of the planes of rings A, B, C, and D. In Ste5, in
which the double bond between carbons C5 and C6 has been
removed (see Figure 1), the angle between the planes of rings
A and B changed by about 11°. However, this change is difficult
to interpret, since in Ste5 not only the double bond but also the
methyl groups C19 and C21 have been deleted. For comparison,
in Ste4 (which is identical to Ste5 except for the removal of
the double bond), the same A-B angle changed by about 7°
instead of 11. Clearly, the removal of the double bond has
certain effects on sterol geometry and packing, but the effects
are difficult to quantify given the many changes induced
concurrently. Here, let us instead conclude that all changes in
sterol geometry that were observed in this study were local;
that is, they took place in the vicinity of the induced structural
deformation. The largest effect occurred when the methyl group
C18 was removed (Ste2). In that case, the angle between the
planes of rings A and B changed by about 12° with respect to
cholesterol.
To the best of our knowledge, no common sterol in nature
lacks the methyl group C18. This fact seems to further support
the importance of this group to sterols’ function. There are some
sterols without C19, such as 19-nor-sterols in marine inverte-
brates and sterols with an aromatic ring. However, to our
knowledge, the detailed membrane-modulating properties of
these sterols are unknown and thus comparison with cholesterol
remains to be done.
Despite the lack of natural sterols identical to those considered
in this work, there is reason to mention that there is no
fundamental obstacle to synthesizing such sterols. While the
task would be a hard one due to the stereospecific nature of the
sterols, previous progress in synthesizing natural sterols,48
steroids,49 and synthetic sterols such as ent-cholesterol50,51 is
encouraging.
The results presented in this paper clearly demonstrate that
the methyl groups C18, C19, and C21 are important structural
elements of cholesterol and cannot be considered as evolutionary
fossils. Their role seems to be somehow related to the
maintenance of optimal tilt of the sterol ring system, thus
promoting the nonspecific mechanism by which cholesterol
increases order in saturated membranes. It should be noted,
however, that in unsaturated membranes cholesterol and other
sterols closely related to cholesterol have essentially similar
ordering capabilities.23 The significance of cholesterol’s struc-
tural specificity thus becomes most evident only in membranes
comprising at least partly saturated lipids.23 It might be plausible
that while the smooth R-face prefers being next to the saturated
chains, a rough !-face would be needed to interact with the
unsaturated ones. This suggestion is in line with cholesterol’s
preference to reside at the interface between domains rich in
saturated and unsaturated chains found in simulations.52 Ac-
cording to a hypothesis presented elsewhere,52 a reduced
interfacial line tension between these regions would be a
consequence of cholesterol molecules orienting their R-face
toward saturated chains and their !-face toward unsaturated
chains.
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We employ atomistic simulations to consider how mono- (NaCl) and divalent (CaCl2) salt affects properties
of inner and outer membranes of mitochondria. We find that the influence of salt on structural properties is
rather minute, only weakly affecting lipid packing, conformational ordering, and membrane electrostatic
potential. The changes induced by salt are more prominent in dynamical properties related to ion binding and
formation of ion-lipid complexes and lipid aggregates, as rotational diffusion of lipids is slowed down by
ions, especially in the case of CaCl2. In the same spirit, lateral diffusion of lipids is slowed down rather
considerably for increasing concentration of CaCl2. Both findings for dynamic properties can be traced to the
binding of ions with lipid head groups and the related changes in interaction patterns in the headgroup region,
where the binding of Na+ and Ca2+ ions is clearly different. The role of cardiolipins in these phenomena
turns out to be important.
I. Introduction
Cardiolipin (CL, see Figure 1) is one of the most intriguing
members of the lipid family. It has a unique dimeric structure
with two negatively charged phosphatidyl moieties attached to
a glycerol group and a total of four acyl chains. The name
cardiolipin refers to the mitochondria-rich heart tissue from
which it was first isolated.1 Considering its prevalence in
mitochondria and various different eubacteria, it seems likely
that cardiolipin occurred already in the rather early stages of
evolution.1 Cardiolipin usually resides in membranes that have
coupled electron transport and phosphorylation, namely bacterial
plasma membranes, chromatophores, chloroplasts and mito-
chondria.2 It is also found in, for example, plasma lipoproteins.3
In mitochondria, cardiolipin is primarily localized in the inner
membrane (IM),4 where it plays a crucial role in the energy
production machinery. Cardiolipins are also found in the outer
membrane (OM), though the concentration therein is more
modest than in IM.4
Cardiolipins have two acidic sites that can be ionized implying
that they are essentially always charged. The charge state of
CLs is unresolved and both single and double charged cardio-
lipins have been proposed.5 This uncertainty seems to arise from
difficulties in determining its charge, since it depends on pH
and on environmental factors such as the concentration of CLs.5
Nonetheless, the small headgroup and the charged nature of
cardiolipins highlight the view that ion-CL interactions are
likely at the core of understanding the detailed mechanisms by
which CLs modify or even control properties of mitochondrial
membranes. Consequently, the main objective of the present
study is to provide atomistic insight into the understanding of
ion-CL interactions and the implications that emerge from
them.
Because of their biological importance and unique properties,
cardiolipins have been the object of many studies including
conditions in salt-free systems as well as under the influence
of different salts. Because of their large hydrocarbon volume
and small headgroup, cardiolipins are able to form inverted
hexagonal phases when neutralized by divalent cations2 such
as Ca2+ and Mg2+. This is thought to be relevant in the formation
of contact sites between IM and OM, which are enriched in
cardiolipin.1 In the IM, however, cardiolipins remain in the
lamellar phase.
It has been suggested that the physical characteristics of pure
cardiolipin bilayers can largely be explained by the relative
rigidity and limited mobility of the headgroup by the binding
of both of the phosphates to the same glycerol moiety.6 This
impairs the headgroup’s capability of participating in the intra-
and intermolecular interactions with other phosphate groups
thereby diminishing the shielding of the two negative charges.
Consequently, the charges of the phosphate groups become more
susceptible to interactions with water and the ions dissolved in
it. Together with the geometry of the CL molecule, this feature
presumably induces greater cohesion in the interfacial region
of CL membranes and leads to greater structural integrity of
the bilayer. These properties may be the reason why some CL
containing membranes are resistant against antimicrobial pep-
tides and why some organisms increase their CL content under
resource depletion and halophilic stress.6
A multitude of mitochondrial proteins have been shown to
interact with cardiolipin, mostly in the protein-rich IM.1 Car-
diolipin appears to be a prerequisite for the proper function of
several pivotal proteins such as some carriers and respiratory
chain complexes. There is also evidence indicating that cardio-
lipin has a key role in the higher order organization of the
components of the respiratory chain, literally gluing the chain
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† Tampere University of Technology.
‡ The University of Western Ontario.
§ Helsinki University of Technology.
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J. Phys. Chem. B 2009, 113, 15513–15521 15513
10.1021/jp905915m CCC: $40.75  2009 American Chemical Society
Published on Web 11/03/2009
together.7 In addition, cardiolipin has been suggested to
participate in the maintenance of the membrane potential via
the barrier properties of the IM.1 Furthermore, CL serves as a
sink for protons employed in phosphorylation and for protons
that are going to be transported across the IM.8 The acidic head
groups of CL are able to carry out intramembrane proton
transfer, possibly contributing to the direct coupling between
the respiratory chain and the ATP synthase.1
In addition to energy production, mitochondria participate in
ion metabolism of cells. Their role as calcium collectors and
buffers is of particular significance. The ionic content of the
surrounding aqueous buffer obviously influences the electrostat-
ics of membranes, thus changing their structural and dynamical
features. Ions contribute to essential activities, such as membrane
fusion, phase transitions and transport across the membrane,9
and formation of surfactant aggregates in saline solutions.10
While cations have been found to bind predominantly to the
phosphate and the carboxylic groups, anions seem to prefer the
amine groups.11 Simulations of lipid membranes with Na+
involved have demonstrated cations to reside mostly near the
ester,12,13 carboxylate9,13,14 and phosphodiester groups.15 The
polarity (hydrophobicity) of the membrane surface governs the
structural changes imposed on the bilayer upon ion binding.11
In principle, for increasing polarity, fluidity tends to increase
and packing becomes more loose. The effects depend also on
ion type, size, valency and polarizability,16 following the
Hofmeister series.17
NaCl and CaCl2 have been experimentally shown to increase
the lipid conformational order within a lipid bilayer, subse-
quently decreasing the membrane elasticity and altering the main
phase transition temperature.18 The effect was observed mainly
with high salt concentrations and was more noticeable in the
presence of Ca2+. Simulations have produced similar results,
as NaCl appears to increase lipid conformational order,9,12,19 thus
shrinking area per lipid9,19 and increasing bilayer thickness.9
When interacting with a bilayer, Na+ ions may enforce spatial
restrictions on the carbonyl oxygens and water12 and assemble
lipids to form small complexes with limited mobility.9 In
addition to the intrabilayer modifications, the interactions
between neighboring bilayers are also affected.20
The head groups, in proximity of which the ions reside, are
naturally most affected by the presence of ions. Although the
ion is stripped of its surrounding water molecules upon
binding,12 the hydration of the head groups remains rather
stable.19 Salts are, however, able to change the conformations
and dynamics of the dipolar phosphatidylcholine (PC) head
groups.17,21-26 Ions have a marked but local influence on the
headgroup tilt, although the global average tilt remains roughly
unaffected.21,27 Lipid dipole reorientation and altered polarization
of the water molecules generally counterbalance the effects on
the electrostatic potential.9 However, changes in the electrostatic
potential have been observed as a result of adding NaCl to a
PC membrane. The peak of the potential in the interfacial region
was increased and shifted toward the water phase. The overall
potential difference across one leaflet was also increased.9,19,28
The above stresses the view that ion-lipid interactions can
play a crucial role in membrane properties. One of the most
obvious techniques to gauge related phenomena are atom-scale
simulations that have been shown to provide a great deal of
added value for membrane studies,29-31,13 complementing
experiments. However, regardless of the great amount of
attention that cardiolipin has spurred over the last decades,
computational studies focusing on CL have been few. Currently,
to the authors’ knowledge no simulation studies focusing on
CL-salt ion interactions have been published, and even the
cases with neutralizing counterions are few.32,33 The morphology
of membranes with CLs has been dealt with coarse-grained
simulations,34 and two atomic-scale studies have concentrated
on the influence of CL on membrane properties.32,33
The objective of the present study is to elucidate the interplay
between ions and mitochondrial membranes. Atomic-scale
molecular dynamics simulations of six different model systems
have been carried out. The model bilayer compositions cor-
respond to natural mitochondrial membranes (IM, OM), and
the effect of two different salts (NaCl, CaCl2) relevant to
mitochondrial physiology have been investigated.
II. Model Description and Simulation Details
We studied six different membrane systems mimicking
mitochondrial membranes with and without salt. Three of them
corresponded to the inner membrane and three to the outer one.
All systems included Na+ counterions. The reference systems
for IM without salt were obtained from our previous study.33
The membranes were composed of PC (phosphatidylcholine),
PE (phosphatidylethanol), and CL (see Figure 1). Linoleic acid
was used as the acyl chains of the lipids, two chains in PC and
PE and four in each CL. With double bonds in positions 9 and
11, linoleic acid is a diunsaturated chain of 18 carbons in length.
In the inner membrane model, the composition was 54 PC, 46
PE, and 14 CL molecules.
For the outer membrane, the IM structures were revised to
obtain bilayers with 64 PC, 56 PE, and 4 CL molecules,
respectively. The compositions for IM and OM mirror those of
Figure 1. The structure and atom numbering of (a) cardiolipin, (b)
PC, and (c) PE molecules used in this work.
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the natural inner and outer mitochondrial membranes.4 NaCl
and CaCl2 with concentrations around 0.1 M were used as salt.
To consider the effect of salt concentration on lateral
diffusion, we conducted additional IM simulations with varying
concentrations of CaCl2. Five simulations were carried out, the
CaCl2 concentrations being 0.02, 0.04, 0.06, 0.08, and 0.10 M.
The IM was chosen for this purpose due to the larger fraction
of cardiolipins in this membrane.
Figure 2 presents a snapshot of the inner membrane model
with added CaCl2. The names and descriptions are summarized
in Table 1 and the structures and atom numbering are depicted
in Figure 1.
The final configurations of earlier salt-free simulations33 were
adopted as initial structures. After separating the bilayers from
their surroundings, layers of water (∼1 nm thick) containing
the ions were placed on both sides of the membrane. More water
was added so that one system had around 5000 water molecules.
The systems were simulated for 200 ns. This was condidered
as equilibration time. At this point still more water was added
to confirm that hydration is sufficient. The total number of water
molecules was then about 8500. Further simulations of 100 ns
were carried out for all six systems. Then, the first 20 ns was
considered as final equilibration and the last 80 ns were used
for the analysis. All together, we simulated 10 systems for a
total of more than 3 µs.
The simulations were conducted using the GROMACS
version 3.3.1,35,36 and the protocol employed followed closely
the one used in ref 33. An all-atom OPLS force field37 was
employed. Partial charges of PC and PE head groups were taken
from refs 38 and 39, the derivation of both sets of charges being
compatible with the OPLS methodology. These were also used
for phosphate and carbonyl groups of CL. Standard OPLS
charges were applied for hydroxyl groups and glycerol back-
bone. Each methylene and methyl group in the acyl chains was
regarded as one charge group. In Figure 1, the charge groups
are marked with dotted lines. This parametrization has been
shown to correctly reproduce the properties of lipid bilayers
composed of PC, PE, and glycolipids.40 For water, the TIP3
model compatible with OPLS parametrization was employed.41
The time step was 2 fs and periodic boundary conditions with
the usual minimum image convention were used in all three
directions. To constrain the lengths of bonds containing
hydrogen, the LINCS algorithm42 was employed. The simula-
tions were carried out at constant temperature of 310 K and
pressure of 1 bar. During the first 20 ns of the simulation,
pressure and temperature were controlled with the weak-
couplingmethods.43SubsequentlytheNose´-Hooverthermostat44,45
for temperature control and semi-isotropic Parrinello-Rahman
barostat46 for the pressure were employed with coupling time
constants of 0.1 and 1.0, in respective order. The temperatures
of the solute and solvent were controlled independently.
The Lennard-Jones interactions were cut off at 1.0 nm. For
the electrostatic interactions we employed the particle-mesh
Ewald method47 with a real space cutoff of 1.0 nm. List of
nonbonded pairs was updated every 10th time step.
III. Results
A. Equilibration. Previous simulations have indicated that
proper equilibration is crucial when examining lipid bilayers
with salt.9,13,48,49 Decay toward equilibrium is slow when salt
ions are present. This is partly due to the binding (and
unbinding) of ions to the membrane-water interface, which
usually has a characteristic time scale of about 50-200 ns, the
largest equilibration times corresponding to systems with
divalent salt.48 Our results were in accord with this view.
Extensive considerations of radial distribution functions between
salt ions and lipid head groups and the resulting coordination
numbers indicated that the time scales for equilibration extended
up to 100 ns and even beyond this (data not shown). Hence,
the first 200 ns of the simulation data were considered for
equilibration.
B. Lipid Ordering and Condensation. Addition of cardio-
lipins to a mixed PC-PE-membrane in the absence of salt has
been observed to slightly promote membrane condensation.33
Previous studies have shown that both monovalent and divalent
salt may have a rather remarkable effect on area per lipid and
lipid conformational order in membranes rich in PCs, indicating
salt ions to condense lipid bilayers.9,13,19,28 In negatively charged
membranes with salt, the area either decreases or remains the
same.12,14,50
Here we have determined the area per lipid by first dividing
the area of the bilayer by the number of acyl chains in a
monolayer. This yields the average area per lipid acyl chain.
The average “area per lipid” is then obtained by considering
the area of two acyl chains. In this manner, the contributions
of different lipid types (PCs and PEs with two acyl chains, and
cardiolipins with four chains) is taken into account in an
appropriate manner.33
In models of IM and OM studied in this work, we found the
influence of salt to be rather marginal. In the inner membrane,
the area per lipid was 0.618 ( 0.008 nm2 in the absence of
salt, and 0.613 ( 0.005 nm2 for NaCl and 0.610 ( 0.005 nm2
for CaCl2. In the outer membrane, the results for area per lipid
were similar, yielding 0.635 ( 0.009 nm2, 0.633 ( 0.005 nm2,
and 0.625 ( 0.005 nm2 for OM, OM_na, and OM_ca,
respectively. Further studies on lipid conformational order
(characterized by the SCD order parameter often studied through
NMR) yielded identical conclusions. NaCl and CaCl2 had only
a minor effect on lipid packing. Accordingly, the effect on the
bilayer thickness is also negligible (data not shown).
The salt concentrations for NaCl and CaCl2 used in this study
are larger than their physiological values.51-55 Thus, given the
above results, it seems obvious that in actual mitochondrial
membranes the influence of salt is rather minute.
C. Ion Binding. Electron density profiles are shown in Figure
3. Notably, calcium ions prefer to reside at the same depth as
Figure 2. A snapshot of one of the simulated systems, the inner
membrane with CaCl2. Ca2+ ions are shown in purple and Cl- ions in
dark blue. Lipid oxygens are shown in red, carbons in cyan, and
hydrogens in white. Water is omitted. This and other snapshot figures
extracted from the simulations have been created with a molecular
visualization program VMD.69
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the phosphate groups, whereas sodium ions penetrate deeper,
their profile being centered between the phosphate and ester
oxygens. This is in line with the observations of Miettinen et
al.13 Because of the cardiolipin molecular structure, the head-
group oxygens of CL are settled nearby the phosphate groups.
A more detailed look at the ions is given by their radial
distribution functions (RDFs) with the oxygens they are
supposed to interact with. For particle types A and B the radial
distribution function is defined as
where 〈FB(r)〉 denotes the density of type B particles at a distance
r around type A particles, and 〈FB〉local is the average density of
type B particles inside a maximum radius around particles A.56
The definition yields g(r) ) 1 for an ideal gas. Deviation from
unity implies correlations between the particle locations.
The coordination number of a given cation was calculated
by counting the number of oxygen atoms inside its first
hydration shell by evaluating the integral
where F is the average number density of the given oxygens
and rmin denotes the hydration shell radius.
We find that generally Ca2+ ions are more tightly bound to
the interface than Na+ ions. First shell coordination of Ca2+
ions with roughly 3-3.5 water oxygens and 3.5-3.7 phosphate
oxygens was found. For Na+ ions the numbers were 2.8 and
1.8, respectively. Coordination with ester oxygens was stronger
for Na+ ions, 1.1-1.4 oxygens per one Na+ ion. The respective
numbers for Ca2+ ions were 0.01 in the IM and 0.006 in the
OM. Na+ ions also preferred the headgroup oxygens of
cardiolipin more than Ca2+ ions, consequently having an average
coordination of 0.2 in the IM. The number for Ca2+ ions was
negligible. In the OM the coordination numbers for cardiolipin
headgroup oxygens are small due to only four CL molecules in
the bilayer.
Single ions bind usually to more than one lipid, creating a
small local lipid-ion cluster or complex. On average Na+ binds
3.1 and Ca2+ 3.6 lipid molecules. Figure 4 demonstrates
snapshots of such structures, where Ca2+ and Na+ ions interact
with water and lipid molecules. Distribution of the cluster size
differs between the ions. Na+ ions create both small and large
TABLE 1: Abbreviations Used for the Systems
system name numbers of molecules corresponding natural membrane salt added
IM_no-salt 54 PC, 46 PE, 14 CL inner mitochondrial membrane
IM_na 54 PC, 46 PE, 14 CL inner mitochondrial membrane NaCl
IM_ca 54 PC, 46 PE, 14 CL inner mitochondrial membrane CaCl2
OM_no-salt 64 PC, 56 PE, 4 CL outer mitochondrial membrane
OM_na 64 PC, 56 PE, 4 CL outer mitochondrial membrane NaCl
OM_ca 64 PC, 56 PE, 4 CL outer mitochondrial membrane CaCl2
Figure 3. Electron density profiles of selected system components,
namely some principal polar groups and ions. Shown are results for
Ca (red line), Cl (solid blue line), Na (green line), choline and amine
groups (dashed blue line), phosphate oxygens (solid black line), ester
oxygens (dashed black line), and cardiolipin head groups (dotted black
line). Only the inner membrane model with added Ca ions is shown.
All profiles have been averaged over two leaflets, z ) 0 corresponding
to the membrane center, and the results are given in units of e/nm3
though they have been here scaled by the maximum value of the given
component.
gAB(r) )
〈FB(r)〉
〈FB〉local )
1
〈FB〉localNA∑i∈A
NA
∑
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NB δ(rij - r)
4pir2
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N ) ∫0rmin dr4piFg(r)r2 (2)
Figure 4. Complexes formed by ions interacting with oxygen atoms
of lipid and water molecules. Calcium ion is surrounded by 2 water
molecules, 2 PCs, and 1 PE (top), and Na + ion with PC and water
molecules (bottom). Oxygens are marked red.
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clusters, as Na+ can be bonded from 1 to 7 lipid molecules (or
remain unbound) while Ca2+ binds mainly 3-4 lipid molecules
(see Figure 5). We did not find clear preferences for the studied
lipids to be involved in a cluster. This observation should be
taken with caution, however, since it is most likely due to
insufficient statistics resulting from slow dynamics of ions
exchanging between the various bonding sites at the water-
membrane interface.13,57,58
D. Influence of Salt on Headgroup-Headgroup and
Headgroup-Water Interactions. In our previous papers, we
analyzed interactions at the water-membrane interface.33,59 We
considered direct hydrogen bonds, charge pairs between posi-
tively charged choline methyl group and negatively charge
oxygen atoms as well as water bridges and hydration. These
interactions were practically independent of ion type and thus
no data is presented. The only clear effect of the Ca2+ ions is
related to the decrease of the number of hydrogen bonded water
molecules; the presence of calcium decreases hydration by about
5-15%.
E. Headgroup Orientation and Dynamics. The salt-induced
effects on the lipid headgroup orientations were examined by
computing the headgroup tilt angles. The angles were taken
between the PN-vectors (from phosphorus to nitrogen) of PC
and PE and the outward bilayer normal.
Figure 6 shows the obtained angle distributions. We find that
the distributions of PC and PE head groups are pretty different.
PE head groups are on average lying along the membrane plane,
the distribution of angles being wide. In systems without salt,
the average angle of PE gead groups is 91.2 (90.7)° in IM (OM).
For PC, the corresponding angle is 74.5 (75.1) in IM (OM).
Comparison with other studies is difficult to make, since the
present three-component system is distinctly different from
previous studies that have mainly focused on 1- or 2-component
systems. However, the recent study by Zhao et al.58 has shown
PE tilt to be about 92° in a pure PE system, and other studies
have indicated the PC tilt to be about 78° in pure PC systems.60
The present results and especially their trend are therefore
consistent with earlier findings.
We find that both the shape and the location of the angle
distribution are influenced by the addition of salt. Because of a
cloud of negatively charged chloride ions residing in the water
phase near the bilayer interface, the positively charged amine
and choline groups face an attractive force. Therefore, they are
expected to stretch outward, that is, orient more vertically,
decreasing the tilt angle. This occurs in the presence of both
ion species. Because Ca2+ ions are divalent whereas Na+ ions
are monovalent, there is both a stronger positive charge bound
to the bilayer interface and a greater number of chloride ions
in the system with CaCl2. Furthermore, in these systems the
negatively charged chloride ions are located closer to the bilayer
interface.
Consequently, the average PN tilt angle is smaller in systems
containing salt, the behavior of PC and PE headgroups being
somewhat different. In IM systems the tilts of PC and PE
decrease 3.1 and 3.8°, respectively, in the presence of CaCl2,
whereas NaCl results in a decrease of 2.4 and 1.9°. In the OM
systems, the tilt of PE molecules decreases only 1° in the
presence of CaCl2 but that of PCs decreases 5.1°. NaCl causes
a decrease of 1.7 and 2.8° for PC and PE tilts, respectively.
The average tilt angle values of PC molecules in the IM systems
were 74.5, 72.1, and 71.4° for salt-free, Na-containing and Ca-
containing systems, respectively. For PEs, the respective
numbers are 91.2, 89.3, and 87.4. In the outer membrane systems
the tilt values for PCs were 75.1, 73.4, and 70° for salt-free,
Na-containing and Ca-containing systems, respectively. For PEs
the numbers are 90.7, 87.9 and 89.7, in respective order. In a
previous study, Zhao et al.58 found PE tilt to decrease for those
head groups that were bound to Na+ ions. Sachs et al. have
found a similar effect due to Na+ ions for PC head groups.21
While the details vary due to the different systems studied, the
trends are in line with one another.
To compare the dynamics, rotational motions of the molecules
were analyzed through examining angular reorientation. For this
purpose the second rank reorientational correlation functions61
C2(t) were computed
where µˆ(t) is a unit molecular vector determining the rotational
mode in question. The brackets denote averaging over all initial
times and P2(x) is the second order Legendre polynomial.
Information about the dynamics of molecules and the related
relaxation times can be obtained experimentally with NMR and
other relaxation experiments.
Figure 5. Distribution for the number of lipids bridged to an ion in
the inner membrane. Results shown are for Na+ and Ca2+ and the lipids
in the cluster can be any from the lipids in the membrane; we found
no preference among the lipids considered.
Figure 6. Tilt angle distributions of the PN-vectors of PC (solid lines)
and PE (dashed lines).
C2(t) ≡ 〈P2(µˆ(0) · µˆ(t))〉 ) 〈32(µˆ(0) · µˆ(t))2 - 12〉 (3)
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The effect of salt on headgroup dynamics follows the pattern
implied by the average tilt angles in the inner membrane systems
and in the systems containing Ca2+ ions; see Figure 7. As the
smaller average tilt angle of the PN vector implies, the rotational
dynamics of the vector are restricted. This is seen as a slower
decay of C2(t). Rotational dynamics is the slowest in the
presence of CaCl2, followed by NaCl, and the fastest in the
absence of salt.
Generally, the deviation from the headgroup dynamics of the
pure system upon salt inclusion is greater in the inner membrane
systems. The main difference of these systems to the OM system
is the greater number of CL molecules. Since cardiolipins are
strongly charged, also the effects upon ion addition are expected
to be greater in the cardiolipin-rich systems.
To conclude, the proximity of salt affects both the average
tilt angle and the dynamics of the head groups. The mechanism
supposedly involves shielding of the CL charges and also partial
charges of the lipids. Moreover, salt modifies the headgroup
interactions with water, such as hydrogen bonding. Indeed, the
presence of salt was observed to decrease the hydrogen bonds
between lipids and water (data not shown).
F. Electrostatics. Electrostatic potential across the bilayer
interface plays a crucial role in the interplay between the
membrane surface and a variety of charged substances, such as
ions. To characterize the membrane potential, we first compute
the charge density across the system by dividing the simulation
box into slices and counting the number of charges in each slice.
To attain the electrostatic potential, this profile was integrated
twice from the water phase toward bilayer center as follows
where ε0 is the permittivity of vacuum and F is the charge
density. For practical aspects regarding the calculation of the
membrane potential, see ref 62.
Figure 8 illustrates the individual contributions of lipids and
water to the total charge density across one leaflet of the
membrane. We find that these two components partially
compensate each other in the interface region. The more negative
charge of the lipid components in the inner membrane systems
is due to the greater number of negatively charged cardiolipin
molecules. Whereas the locations of ester and headgroup
oxygens are represented as negative peaks around 1.5-2 nm
in the lipid charge profile, the choline groups contribute to a
positive peak around 2.5 nm. Notably, the charge density in
the neutral hydrocarbon core of the bilayer is not zero due to
the nonzero partial charges of chain carbons and hydrogens.
As expected, the effect of salt addition is seen in the interface
region, whereas the charge near the bilayer center remains
unaffected in all the other cases except the inner membrane
system with Ca2+ ions. The positive and negative peaks in the
choline and ester-phosphate regions are greater when salt has
been added, which is mainly not compensated by changes in
the water profile. Ca2+ ions, whose charge is double compared
to Na+ ions, induce greater changes in the charge densities,
especially the water contribution profile around 2 nm is of
different shape compared to the other systems.
The total electrostatic potential across one monolayer was
calculated as an average of the two leaflets (see Figure 9). As
here we have used an all-atom model with nonzero partial
charges in the chain hydrogens and carbons, the potential in
the bilayer center is positive. This is in agreement with previous
findings.63,64 In contrast, the simulations with united-atom force
fields yield a flat potential in the hydrocarbon region, since the
chains are uncharged.63
In the inner membrane models, the changes upon salt addition
occur mainly inside the bilayer (0-1.5 nm) and just outside
the bilayer (3 - 4 nm). Roughly the opposite happens in the
outer membrane systems, where the potential becomes more
positive in the interfacial region. This is in accordance with
results of united-atom simulations of bilayers with added
NaCl.9,13,19 Additionally, the positive peak around 2 nm moves
slightly toward the water phase. Similar observations have been
seen by Miettinen et al.13 in cationic membranes (DMPC and
DMTAP) in the presence of added salt.
Both the location of the charged ions with respect to the
bilayer and the orientation of the polar lipids affect the potential.
As shown in the previous sections, positive ions accumulate to
the bilayer interface region, monovalent Na+ ions slightly deeper
than the divalent Ca2+ ions. A cloud of negative chloride ions
Figure 7. Rotation correlation functions of PN-vectors of (a) PC and
(b) PE in the inner membrane.
Φ(z) - Φ(0) ) -1ε0 ∫0
z ∫0z' dz''dz'F(z'') (4)
Figure 8. Bilayer (solid lines) and water (dashed lines) contributions
to the charge density profile, where z ) 0 corresponds to the membrane
center.
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resides just outside the bilayer, interacting with the amine and
choline groups. This distribution of ions causes a more positive
potential in the interface region with respect to the water phase,
when compared to a pure reference system. However, the effect
is largely compensated for by the reorientation of the lipid
electric dipoles, particularly the head groups. The larger impact
of ions on the inner membrane model is presumably due to the
greater portion of cardiolipin molecules. Their head groups are
very small and thus incapable to greatly compensate for the
effect of added ions by conformational change. In addition, CL
is strongly charged and its intramolecular movements are more
restricted due to the dimeric structure. As aforementioned, the
presence of CL has also been shown to limit the movements of
PC and PE head groups, further exposing the bilayer to salt
effects.
G. Influence of Salt on Lateral Diffusion. Because of the
lipid-ion complex formation, the lateral mobility of the lipids
is greatly restricted. Previous studies, both experiments and
simulations, have shown that this may lead to a significant
alteration of the lateral diffusion coefficient of the lipids.9,49
However, there are also systems where lateral diffusion is only
weakly affected by salt.13
The diffusion coefficients were calculated using the Einstein
relation
where rb(t) is the center of mass position of a molecule at time
t and 〈|rb(t)|2〉 its mean-squared displacement (MSD). Dimen-
sionality of the surface d equals 2. Monolayer CM movement
was taken into account when calculating the coefficients.13,65
In practice, the diffusion coefficients were extracted from the
slope of the MSD over a time interval of 2-5 ns, averaging
over the whole section of trajectory that was used for analysis.
Figure 10 shows the mean-squared displacement of PC
molecules in the different systems. The data for other lipid
species show the same trend.
The results for a salt concentration of 0.1 M are summarized
in Table 2. As expected, the movement of lipids is slower in
the cardiolipin-rich inner membrane systems due to the restrict-
ing nature of large cardiolipin molecules. Diffusion is also
restrained by salt, as the decelerating effect of around 10-30%
upon salt addition is clearly seen for all lipid species in all
systems. This effect is strongest in systems containing CaCl2.
Lipid-wise, the large cardiolipin molecules move around slower
than the smaller PC and PE molecules.
For increasing concentration of CaCl2, we find a rather
substantial dependence of D on salt concentration; see Table 3.
The diffusion coefficient in IM decreases by ∼30% as CaCl2
concentration increases from 0 to 0.1 M. A similar trend has
been observed for monovalent salt by Bockmann et al.9
Moreover, in the so far most extensive simulation study of the
effect of salt on lateral diffusion, including the diffusion of salt
ions themselves, Miettinen et al.13 found lipid diffusion to be
Figure 9. Electrostatic potential of all system components calculated
from the membrane center (z ) 0) toward the water phase.
DT ) limtf∞
1
2dt〈| rb(t)|
2〉 (5)
Figure 10. Mean-squared displacements of PC molecules in inner and
outer membrane models.
TABLE 2: Diffusion Coefficients of the Lipids in the Inner
and Outer Membrane Systems for a Salt Concentration of
0.1 M in Units of 10-8 cm2/sa
D
system name PC PE CL
IM_no-salt 9.5 9.4 7.7
IM_na 7.6 6.7 6.8
IM_ca 6.9 6.3 5.7
OM_no-salt 12.1 9.6
OM_na 8.4 8.2
OM_ca 8.8 8.5
a Error bars are (7% for PC and PE, and (12% for CL. Data for
CL diffusion in the outer membrane system is ignored due to the
small number of CL molecules.
TABLE 3: Diffusion Coefficients of the Lipids in the Inner
Membrane Systems for Varying CaCl2 Concentration of
0.02-0.1 M in Units of 10-8cm2/sa
D
concentration PC PE CL
0.00 M 9.5 9.4 7.7
0.02 M 7.4 7.3 6.4
0.04 M 8.4 7.6 7.6
0.06 M 7.4 6.8 6.3
0.08 M 6.8 7.2 5.5
0.10 M 6.9 6.3 5.7
a Error bars are (7% for PC and PE, and (12% for CL.
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rather weakly affected for small concentrations of NaCl (0.1
M), while the effect for larger salt concentrations was almost
negligible.13 The effect of salt on diffusion was also found to
be system specific, depending on the lipid composition. Our
general findings are in line with Miettinen et al.13
However, while it is apparent that Ca2+ ions slow down the
diffusion of individual lipids through ion binding and cluster
formation, it is not clear whether this is significant over larger
scales in the membrane plane; typical concentrations of Ca2+
ions on the cytosolic side of a mitochondrion are of the order
of µM,53 which is considerably smaller than the concentrations
we have considered.
IV. Concluding Remarks
Because of the crucial role of mitochondria in Ca2+ metabo-
lism and the proved effects of Na+ and Ca2+ ions on membranes,
this work has focused on the effect of salt on the inner and
outer mitochondrial membranes. To this end, we have exploited
atomistic simulations to consider ternary model membranes
constructed of zwitterionic PC and PE lipids and anionic
cardiolipin molecules, the consentrations reflecting those of
natural inner and outer mitochondrial membranes.
As expected, the influence of salt is predominantly seen in
the headgroup region of the bilayer. Sodium ions penetrate
deeper to the bilayer interface compared to the larger, divalent
calcium ions. While association of Ca2+ ions with the ester
groups was negligible, every Na+ ions had on average one
neighboring ester oxygen. Both cations, however, preferred the
phosphate oxygens to the ester groups. Notably more Na+
compared to Ca2+ ions resided near the hydroxyl headgroup of
CL. As a result of ion coordination with the polar lipid oxygens,
aggregates of lipids and water molecules were formed. Similar
complex formation has been observed in other studies involving
bilayers with salt.9,12 It has been shown to restrict the movement
of lipids, thus slowing their diffusion in the plane of the
membrane.9,49
The presence of salt alters the electrostatic potential across
the membrane leaflets. However, the effect is partially com-
pensated by reorientation of the electric dipoles of lipids and
water. Consistent with the findings of a previous study,49 a
slightly more vertical orientation of the PC and PE head groups
was induced by the presence of salt.
Furthermore, the dynamics of lipid head groups were
restricted, more so in the cardiolipin-rich inner membrane model.
This effect might be partially due to the shielding of the CL
charges and also partial charges of the lipids by cations.
Moreover, salt modifies the headgroup interactions with water.
The portion of cardiolipin molecules of the membrane lipids
seems to influence the salt’s capability to alter both the
headgroup behavior and the electrostatic potential. Indeed, a
more pronounced impact of ions in the inner membrane model
with greater number of CL was observed. This is presumably
due to many of the molecule’s structural features. CL is strongly
charged and its intramolecular movements are rather restricted
due to the dimeric structure. Furthermore, the small headgroup
is insufficient to greatly affect the electric potential by changing
its orientation. The presence of CL has also been shown to
confine the movements of PC and PE head groups,33 which
should make the bilayer more susceptible to salt effects.
To the authors’ knowledge, the current work is the first
computational study concerning mitochondrial membrane prop-
erties in the presence of salt. The main focus was on the basic
modifications induced by ions to the bilayer. Because of the
vital role of charge transport in ATP production, the interplay
between ions and lipids as well as electrostatic properties of
the bilayer are crucial in the inner mitochondrial membrane.
Of particular interest are the effects on cardiolipin and its rich
phase behavior, as cardiolipin has been shown to be required
for the maintenance of mammalian mitochondrial structure and
inner membrane potential.66 Divalent cations are known to
increase the propensity of cardiolipin to form nonlamellar
structures,1 which are found in, for example, contact sites
between the inner and outer mitochondrial membranes. These
are, indeed, enriched in cardiolipin and are involved in lipid
transport and apoptosis.67 Bilayer features also crucially affect
the function of embedded proteins,68 such as respiratory chain
complexes and carrier proteins of the inner membrane. Along
with mitochondrial membranes, the results gained are relevant
for other bilayers with coupled electron transport and phospho-
rylation. Such membranes include among others chloroplasts
and bacterial membranes.2
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Abstract 
The reaction mechanism of the cytochrome (cyt) bc1 complex relies on proton and electron transfer to/from the 
substrate quinone/quinol, which in turn generate a proton gradient across the mitochondrial membrane used in 
the ATP synthesis. Cardiolipin (CL) lipids have been suggested to play an important role in cyt bc1 function by 
both ensuring the structural integrity of the protein complex and also by taking part in the proton uptake. Yet, 
the atom-scale understanding of these highly charged four-tail lipids in the cyt bc1 function has remained quite 
unclear. We consider this issue through atomistic molecular dynamics simulations that are applied to the entire 
cyt bc1 dimer of the purple photosynthetic bacterium Rhodobacter capsulatus embedded in a lipid bilayer. We 
find CLs to spontaneously diffuse to the dimer interface to the immediate vicinity of the higher potential heme 
groups of the complex’s catalytic (quinone reduction) Qi-sites. This observation is in full agreement with 
earlier predictions based on crystallographic studies of the complex, and supports the view that CLs are key 
players in the proton uptake. The simulation results also allow us to present a refined picture for the dimer 
arrangement in the cyt bc1 complex, the novelty of our work being the description of the role of the 
surrounding lipid environment: in addition to the specific CL-protein interactions, we observe the protein 
domains on the positive side of the membrane to settle against the lipids. This conformational shift was 
furthermore found to be more evident when the Qo-site (the hydroquinone oxidation site) lacked a bound 
substrate. Altogether, the simulations discussed in this article provide novel views into the dynamics of cyt bc1 
with lipids, complementing previous experimental findings.  
 
Keywords: cardiolipin, cytochrome bc1, membrane protein, molecular dynamics simulations, proton transfer 
 
  
1. Introduction  
The role of lipids in biological membranes and their 
function has earlier been undervalued, though the 
situation has changed quite recently [1]. Nowadays it 
is known that the lipids surrounding membrane 
proteins may have a role in proteins’ stability, 
membrane partitioning, folding, assembly, and 
dynamics [2,3]. It has also been realized that lipids 
can modulate or even govern the function of 
membrane proteins [4]. For instance, there is ample 
evidence that generic membrane properties such as 
hydrophobic thickness, phase behavior, surface 
charge, and membrane elasticity [2,4] can influence 
conformations of membrane-embedded proteins. 
Besides these membrane-mediated interactions, 
individual lipids may also play a crucial role in 
protein function through specific binding and 
interaction patterns. The latter possibility is a very 
timely topic since recent studies by Contreras et al. 
have shown concretely how sphingomyelin, one of 
the abundant lipid types in e.g. plasma membranes, 
interacts specifically with certain transmembrane 
protein domains [5]. 
Further, X-ray crystallographic studies have 
suggested that several membrane proteins include 
specific phospholipid species as integral parts of their 
structures [6]. Some of these lipids bind to well-
defined binding pockets and are a prerequisite for the 
structural integrity and proper function of the 
proteins [6]. The underlying reasons to the lipid 
specificity and the detailed role of the lipids in the 
protein function have, however, remained largely 
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elusive. To a large extent, this is due to practical 
issues that limit the chances of experiments to clarify 
atomistic-scale phenomena associated with dynamic 
lipid-protein interactions. 
One of the appropriate means to complement 
experiments is to consider complex membrane-
protein systems in a purely atomistic manner through 
molecular dynamics (MD) simulations. This 
approach not only provides structural information of 
lipid-protein complexes but it also generates 
knowledge on the dynamic properties of proteins in 
membranes.  
In this spirit, here we study the effects of lipids on 
the cytochrome (cyt) bc1 complex (or complex III, 
see Fig. 1) of the purple photosynthetic bacterium 
Rhodobacter capsulatus using atomistic MD 
simulations. The bacterial cyt bc1 complex is a 6-
subunit dimer, composed of cyt b, cyt c1, and iron 
sulfur protein (ISP) subunits (Fig. 1A). It functions as 
a redox carrier in the electron transport chain, a key 
part of bacterial and eukaryotic energy metabolism, 
embedded in a cardiolipin-rich membrane (Fig. 1B). 
During the catalytic reaction of the cyt bc1 complex 
(also called the Q-cycle) one quinol molecule is 
oxidized at the Qo-site (that is thereby known as the 
oxidation site) and two electrons and protons are 
released. One of the electrons is delivered via the 2-
iron 2-sulfur cluster (see Fig. 1B for Fe2S2 as part of 
the ISP subunit) to the heme c1 redox center (Fig. 1B 
describing also part of the cyt c1 subunit). 
Meanwhile, the other electron is routed via the low 
potential heme (bL in Fig. 1B) and the high potential 
heme (bH in Fig. 1B) redox centers at the Qi-site 
(quinone reduction site) to reduce a non-protonated 
substrate quinone. Because the reaction is bifurcated, 
two Q-cycles are needed to produce a fully 
protonated substrate quinol at the Qi-site (quinone + 
e-/H+ → semiquinone + e-/H+ → quinol). The 
proton/electron transfers to/from the substrate 
quinone/quinol contribute to maintaining a proton 
gradient across the membrane where the complex is 
embedded. 
The presence of phospholipids has been shown to 
be essential for the catalytic activity and the native 
structure of the cyt bc1 complex [7,8]. Also, the 
complex has been crystallized together with tightly 
bound cardiolipins (CLs), phosphatidylcholines 
(PCs), phosphatidylethanolamines (PEs), and 
phosphatidylinositols (PIs) [9–14]. The structural 
analysis of these lipid-bound complexes has been 
complemented by studies of lipid-dependent 
enzymatic activity, revealing the vital role played by 
the lipids [7,15,16]. Removal of the lipids has been 
shown to inactivate the complex, and especially CL 
has been found to be essential for the restoration of 
the enzymatic function [17,18].  
 
 
 
Fig. 1. The cytochrome bc1 complex. A) The protein 
dimer includes cytochrome b (cyt b; red and blue), 
cytochrome c1 (cyt c1; yellow and orange), and iron sulfur 
protein (ISP; cyan and magenta) subunits shown using 
water-accessible surface at 0 ns. The A side of the dimer 
(red box) is composed of chains C (cyt b), D (cyt c1), and 
R (ISP), while the B side (blue box) includes chains P (cyt 
b), Q (cyt c1), and E (ISP) in the crystal structure (PDB: 
1ZRT). B) The protein complex embedded in a lipid 
bilayer at 200 ns in the conf3 simulation (Table 1) has a 
different conformation if compared to the state at 0 ns. The 
redox centers heme c1, 2-iron 2-sulfur (Fe2S2) cluster, low 
potential heme (bL), and high potential heme (heme bH) are 
illustrated as CPK models on top of the protein. For 
clarity, water molecules are only shown in the background 
and the membrane has been clipped to reveal the protein 
subunits. The positive (P) side and the negative (N) sides 
separated by the membrane have been labeled. The Qo site, 
close to the bL heme, is located on the P side of the 
membrane and the Qi-site near the heme bH is closer to the 
N side of the membrane. Comparison of the top view of 
the complex from the P side shows that the dimer interface 
opens considerably between C) 0 ns and D) 200 ns. Note 
that most of the opening happens between the extracellular 
domains of cyt c1 subunits.  
 
With a total of four acyl chains and two negatively 
charged phosphate groups connected by a central 
glycerol group, CL has a unique double lipid 
structure. It is a vital component in membranes with 
3  
 
coupled electron transport and phosphorylation, 
namely bacterial plasma membranes, 
chromatophores, chloroplasts, and mitochondria [19]. 
While affecting the barrier properties of the 
membranes, CL has also been suggested to operate at 
the interface between membrane proteins and their 
surroundings, or between the subunits of protein 
complexes, possibly inducing conformational 
changes thereby affecting their activity [20]. CL may 
also have a pivotal role in the higher order 
organization of respiratory chain’s components, 
literally gluing the chain together [21]. 
Importantly, in addition to insuring the structural 
integrity of the cyt bc1 complex, CLs have also been 
proposed to take part in the proton uptake at the 
enzyme’s Qi-site [22] and act as a proton sink [23]. 
More precisely, a CL molecule on the periphery of 
the negative (N) side of the cyt bc1 complex has been 
proposed to function as an anionic antenna for proton 
uptake at the Qi-site [22,24]. As the low potential 
chain (quinol → heme bL → heme bH → 
quinone/semiquinone) provides electrons to the 
substrate at the Qi-site, the proposed picture says that 
the closely positioned CLs would in concert deliver 
protons for the non-reduced substrate forms. This 
theory is backed up by the facts that the acidic head 
groups of CL are able to carry out intramembrane 
proton transfer [20], and in several X-ray crystal 
structures of the complex (see, for example, [10,25]) 
CLs are positioned in the close vicinity of the Qi-
sites. Due to the difficulties in determining its charge, 
which depends on pH and environmental factors such 
as the concentration of CLs, the charge state of CL 
has been debated and both single and double charged 
cardiolipins have been proposed [23,26,27].  
The objective of this work is to unravel how 
strongly and specifically CL interacts with cyt bc1, 
and how these interactions are manifested in the 
function of the protein complex. In this context, there 
are only a few computational studies that have 
examined the properties of CL-rich bilayers [27-30]. 
The present work is, to the authors’ knowledge, the 
first simulation study focusing on CL-protein 
interactions. To this end, we discuss the results of 
four 200-ns atomistic simulations of cyt bc1 in a 
many-component membrane comprised of CL, PC, 
and PE lipids.  
We find lipids to play a role in a number of 
intriguing processes. We first find CLs to 
spontaneously diffuse to the protein-dimer interface 
to the immediate vicinity of the higher potential heme 
groups of the complex’s catalytic (quinone reduction) 
Qi-sites. This suggests that the specific CL 
positioning with the cyt bc1 complex is highly 
conserved between different species. The CL 
positioning in the simulations close to the Qi-sites is 
similar to that seen in the X-ray crystal structures of 
several higher level organisms such as yeast, chicken, 
and bovine [9–14,22,25].  
The agreement of the present simulations with 
experiments is very promising for a number of 
reasons. From experimental point of view, our data 
provide support for the experimental approaches used 
to crystallize proteins of this type, since in the 
simulations we readily circumvent the detrimental 
effects caused by delipidation, crystal lattice packing, 
and other potential artifacts. Further, our simulation 
results allow us to present a refined picture for the 
dimer arrangement in the cyt bc1 complex. The 
novelty of our work is the description of the role of 
the surrounding lipid environment: in addition to the 
specific CL-protein interactions, we also observe a 
conformational shift due to the general lipid 
environment, as the domains on the positive (P) side 
of the cyt bc1 complex (see Fig. 1B) settle against the 
membrane. Altogether, this study represents the first 
atom-level perspective into the bacterial cyt bc1 
complex dynamics, exploring the full effect of lipids 
in a many-component lipid bilayer for the enzyme’s 
structure and function.  
 
2. Methods 
 
2.1 System set-up 
We consider four configurations (conf1 – conf4) of 
the cyt bc1 complex, corresponding to different states 
in the Q-cycle functional mechanism of the 
cytochrome (Table 1). Each configuration differs 
from the others by the redox states of the prosthetic 
groups and by the occupancy of the Qo- and Qi-sites. 
In the conf1 simulation, the Qo-site is not occupied by 
a substrate or an inhibitor (apo), but the Qi-site 
contained antimycin as an inhibitor. In the conf2 
simulation the Qo-site is unoccupied while antimycin, 
an inhibitor, is present at the Qi-site. The first Q-
cycle turnover is captured in conf3, while conf4 
represents the state of the complex following 
immediately quinol oxidation at the Qo-site. The 
details of the conf2-conf4 set-ups are discussed more 
thoroughly in our previous studies [31,32]. 
In each system set-up (Table 1), the cyt bc1 
protein dimer (PDB: 1ZRT; [33]) is embedded in a 
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lipid bilayer, which was done using VMD [34] (Fig. 
1B). In all simulation set-ups the lipid bilayer 
consists of three components: 102 cardiolipin (CL 
18:2/18:2/18:2/18:2), 406 phosphatidylcholine (PC 
18:2/18:2), and 342 phosphatidylethanolamine (PE 
18:2/18:2) lipids (850 lipid molecules in total, see 
Fig. S1), all equilibrated in our previous studies 
[28,35]. This choice of lipids is particularly abundant 
in mitochondrial membranes [28] and is often used in 
experimental studies where protein complexes are 
reconstituted in artificial membranes. The system is 
fully solvated with TIP3P water molecules. For 
neutralizing the negative charge of the system, 246 
Na+ ions were added randomly to the water phase. 
The resulted systems comprise about 500,000 atoms 
each.  
 
2.2 Molecular dynamics simulations  
The 200 ns molecular dynamics (MD) simulations 
were performed with NAMD2.7 [36] using 
CHARMM 22 parameters for the protein with the 
CMAP [37] correction map for main chain dihedrals, 
and CHARMM 27 parameters for lipids with later 
modification [38]. The MD simulation set-up is 
described in detail in our previous work [39]. Atomic 
point charges for the prosthetic redox centers and 
ligands were fitted using the RESP methodology for 
both reduced and oxidized states based on extensive 
quantum mechanical calculations [31]. The time step 
was 1 fs and short-range non-bonded forces were 
calculated at 2 fs interval. The smooth particle mesh 
Ewald method was used to calculate long-range 
electrostatic interactions [40]. A periodic boundary 
box was used with dimensions of 162 Å x 142 Å x 
132 Å. The protein-protein distance in the 
neighboring images was as a minimum two times 
larger than the 12 Å cut-off distance for van der 
Waals interactions. The target temperature was 310 K 
and target pressure 1 atm.  
 
2.3 Trajectory analysis and figure preparation  
The superimpositions of the protein structures were 
done using either VMD 1.9 or VERTAA in BODIL 
0.8.1 [41]. The distance, hydrogen bonding (H-
bonding), solvent accessible surface area (SASA), 
and electrostatic potential calculations were also 
performed with VMD. The distance of 3.25 Å 
between polar groups was used as the upper limit for 
H-bond formation with an angle criterion of 30 
degrees. The contacting surface area (in units of Å2) 
between the cyt b and ISP subunits was assessed by 
performing SASA calculations. The electrostatic 
potential was calculated in VMD with the PMEPot 
plugin [42]. The figures were generated using VMD, 
BODIL, MOLSCRIPT 2.1.2 [43], and RASTER3D 
[44]. 
 
2.4 Equilibrating system configurations  
As mentioned above, the starting configurations for 
lipid bilayers were based on our previous studies 
[28,35] and were thus equilibrated. When the protein 
was embedded to these bilayers, the lipid 
arrangements around the protein were therefore based 
on simulations of a protein-free membrane, meaning 
that cardiolipins and other lipids were not positioned 
close to the previously proposed binding sites of the 
protein. Important to stress is that the distance 
between the central binding cavity of the cyt bc1 
dimer (that is at the interface between the 
proteins, see discussion below) and the cardiolipin 
that was the closest to it was about 20-25 Å in the 
initial starting configuration (see Supplementary 
Material  (SM)).   As   the   below   data   show,   this  
 
 
Table 1. The atomistic molecular dynamics simulation set-ups of the cytochrome bc1 complex. 
 
MD simulation 
configuration 
Qi-site inhibitor or 
substrate 
Qo-site 
substrate Heme bL 3 Heme bH 3 Heme c1 3 Fe2S2 cluster 3 
conf1 1 quinol apo -1 ox -2 red -2 red -2 red 
conf2 2 antimycin apo -1 ox -1 ox -2 red -1 red 
conf3 2 quinone quinol -1 ox -1 ox -1 ox 0 ox 
conf4 2 semiquinone quinone -2 red -1 ox -1 ox -1 red 
1 First 100 ns of the simulation presented in Kaszuba et al. [31]. 
2 Presented in Postila et al. [32]. 
3 The formal charge of the redox centers: “red” stands for reduced, and “ox” stands for oxidized. 
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distance decreased rapidly as the simulations were 
started (see Section 3.2). Further, immediately in 
the beginning of the simulation, the cavity at the 
dimer interface was filled with water molecules from 
the negative (N) side, but they were subsequently 
replaced by lipids which entered the cavity. Further 
discussion on equilibration is given in SM (S.1). 
 
 
3. Results  
 
3.1 Key results in a nutshell 
Below we describe the results that we have found 
through extensive atomistic simulations. Yet, since 
the new knowledge we have observed is quite 
detailed, we consider it useful to first outline the 
main findings and conclusions in advance. Given this 
view, our four key results (in order of importance) 
are as follows:  
 
1. We observed spontaneous diffusion of CL 
lipids to similar locations as have been 
earlier predicted by X-ray crystallographic 
experiments (Fig. 2). This is positive news 
for the experimental community, providing 
support for the protocols used in membrane 
protein structure determination.  
2. As the role of CLs bound to the specific sites 
was elucidated in detail, it turned out that 
they were positioned very close to the active 
sites of the protein and indeed could 
participate in the proton transfer to the active 
sites via hydrogen-bonded networks of water 
and lysine. 
3. The space between the two protein 
monomers became filled up with 
phospholipids, thereby likely affecting the 
stability of the complex's structure and 
possibly participating in its dimer formation 
and quinone/quinol diffusion.  
4. We also observed a conformational shift due 
to the general lipid environment in the cyt bc1 
dimer’s quaternary structure, as the P side 
domains of the complex settled against the 
membrane.  
 
We next discuss these aspects in more detail. 
 
 
Fig. 2. Cardiolipin diffuses spontaneously to similar 
binding sites as observed in X-ray crystal structures. A) 
An example of the final locations of three cardiolipin 
molecules in the cyt bc1 structure, as observed in our 
simulations (conf4, cardiolipins yellow with red oxygens). 
Other lipids are shown only in the background for clarity. 
In panels B-D are shown close-up snapshots of the CL 
locations versus the locations observed in the crystal 
structure by Solmaz et al. ([25], PDB: 3CX5). The yellow 
CL is the one observed in our MD simulations and the 
green one is from the crystal structure. The positions were 
obtained by superimposing the protein structures from MD 
simulations (colored ribbons) with the crystal structure 
(gray tubes). Panel C corresponds to simulation conf4, and 
panels B and D to simulation conf1. 
 
 
3.2 Cardiolipins diffuse to be an integral part of 
the protein complex  
 
3.2.1 Cardiolipins bind close to the Qi-site 
When the simulations were started, we readily 
observed that a CL molecule diffused spontaneously 
to a particular position in the complex: to the surface 
of the protein, located on both sides of the protein 
dimer in the vicinity of the Qi-site (see Fig. 2 (top)).  
The double negatively charged head group of the 
CL molecule pointed towards the N side leaflet (see 
Fig. 1B), while its hydrophobic acyl tails aligned 
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towards the P side. Importantly, a similar binding 
location for CL has also been reported in the yeast cyt 
bc1 crystal structures (PDB: 1KB9; [22]; PDB: 3CX5; 
[25]), see Fig. 2 (panels B and D). While the yeast 
and bacterial complexes differ markedly in their 
amino acid sequence and subunit composition, the 
CL molecule acquired quite the same positioning 
near the Qi-site in both the yeast X-ray structure and 
in our simulations with the bacterial complex. This is 
demonstrated in Fig. 2 (panels B and D), which 
provides compelling evidence for the agreement 
between simulations and experiments: it is clear that 
in the simulation model the CLs diffuse 
spontaneously to the same spots as observed in the 
crystal structure. All four simulations yielded 
essentially the same conclusion. The minor 
difference between the simulations and experiments 
(Fig. 2) is expected due to, e.g., crystallization 
conditions and the differences between the yeast and 
bacterial complexes.  
The conserved positioning of CL can largely be 
explained by electrostatic effects, i.e., the lipid’s 
anionic head group is attracted by the positively 
charged residues such as lysines and arginines on the 
protein surface. Nonetheless, since the head group of 
CL is very small and charged, the conserved 
positioning can also in part be driven by the so-called 
umbrella effect, where the head groups of other lipids 
and the residues of the protein shield the CL head 
group from contact with water. This possibility 
would deserve further attention in future studies. 
Although the CL positioning was very similar on 
both sides of the dimer, there were differences 
between the monomers. On the A side, the CL 
molecule stayed close to the cyt b subunit and H-
bonded only with TRP44 (Table S1). Closer 
association of the CL molecule with the cyt c1 
subunit on the B side was induced by a number of 
stable H-bonding interactions: the CL’s phosphate 
groups formed H-bonds with the side chains of 
ASN246, TYR243 and LYS254 of the cyt c1 subunit 
(Table S1). It is also noteworthy that in the yeast 
structures the CL head group resides in a clearly 
visible niche on the protein surface – an equally tight 
fit could not happen with the bacterial complex that 
consists of a minimal cyt bc1 core. 
In addition, we found that one CL molecule 
always occupied a central position close to the Qi-
site(s) between the heme bH groups of the cyt b 
subunits, the head group pointing towards the N side 
leaflet. The distance diffused by CL varied between 
the four simulated system configurations but was 
typically ~20-25 Å after which its movement became 
more confined as demonstrated by the small 
variations in the distance plots (Fig. S2). Altogether, 
this diffusion process took typically about 20-40 ns. 
A similar binding location for CL has also been 
reported in the yeast cyt bc1 crystal structure (PDB: 
3CX5; [25]), see Fig. 2 (panel C). Although the CL 
entered the dimer interface in all four simulations 
(Fig. S2), in two simulations the lipid molecule 
approached the heme bH groups in particular (conf2 
and conf4, see Fig. S2). Interestingly, despite several 
similarities, the binding residues differ in the four 
simulations (Fig. 3). In the conf1 (Fig. 3A, Fig. 3B) 
and conf3 simulations (Fig. 3D), the CL molecule 
binds first to LYS12 of the cyt b subunit at the side of 
the cavity. For the conf1 in particular (Fig. 3A, Fig. 
3B), the occupancy of this H-bond was 75% over the 
entire simulation. In the conf2 and conf4 simulations 
(Fig. 3C and Fig. 3E, respectively), where CL 
reached deeper inside the dimer interface than in the 
other two simulations, CL first bonded to ARG22 at 
the A side and then also to TRP214 at the B side. 
This linked the two dimer sides together for 69-200 
ns of the conf2 simulation and for 113-129 ns of the 
conf4 trajectory. Later on, the interactions to the A 
side residues were broken and simultaneously a local 
conformational shift occurred, widening the dimer 
interface near the Qi-site. Figs. 3B-E show parts of 
the cyt b secondary structures from the A (light blue) 
and B (light red) sides of the dimer (Fig. 1A), 
represented as transparent cartoon models.  
Next we measured the distance of the above-
mentioned CL molecules to the bH hemes to 
quantitatively estimate their positioning with respect 
to the Qi-site (Fig. S3). At the end of the simulations, 
the distance from the surface-bound CLs to the heme 
bH ranged around 22-26 Å for the CL on the B-side of 
the dimer and around 19-21 Å (somewhat larger in 
two simulations) for the CL on the A-side. Notably, 
because the distance was measured between the 
centers of mass of the CL head group (phosphorus 
atoms) and the heme bH, the effective distance could 
be occasionally even smaller. These distances are 
equivalent to the values of 19.4-19.5 Å measured
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Fig. 3. Cardiolipin binding in the cytochrome bc1 dimer interface at 200 ns. A) The final positioning of a CL 
molecule (CPK model with cyan carbons) that entered the dimer interface (cartoon model) from the lipid bilayer (see Fig. 
2) during the conf1 simulation (Table 1). B-E) Close-ups of CLs (ball-and stick models with cyan backbone) and their 
main interacting partners (ball-and-stick models with black backbone) at the dimer interface in the conf1-conf4 
simulations. In panels B-E are shown parts of the cyt b secondary structures from A (light blue) and B (light red) sides of 
the dimer (Fig. 1A), shown as transparent cartoon models.  
 
from the yeast cyt bc1 complex X-ray crystal 
structures (PDB: 1KB9 [22], PDB: 3CX5 [25]). For 
the centrally-located CL, the final CL-heme bH (B 
side) distances fluctuated around ~22-24 Å in the 
conf1 and conf2 simulations. The shortest final 
distance (~18 Å) was observed in the conf4 
simulation. The distance of CL head group to the A 
side heme bH was somewhat larger in all simulations. 
However, the arrangement was almost symmetric 
between the monomers in the conf2 simulation. The 
final distances (Fig. S2) are well in line with the 
crystallographic results calculated from the yeast cyt 
bc1 structure (PDB: 3CX5; [25]), which have been 
determined to be 19.7-20.0 Å from the central CL to 
each of the hemes. 
Despite strenuous efforts we did not find any 
major secondary structure changes such as helix 
unwinding around the protein complex that would 
have correlated with CL-protein interactions. Only 
minor changes in the dimer arrangement at the inner 
leaflet were observed as a result of CL binding, likely 
related to the CL entry to the dimer interface. 
 
3.2.2 Conserved cardiolipin binding on the protein 
surface 
To determine the possible conserved CL binding sites 
on the protein surface, we searched for long-lived 
CL-protein H-bonds. A limiting value for the 
occupancy of a long-lived H-bond was calculated 
based on two criteria: 1) the area per lipid and 2) CL 
diffusion speed. A preceding computational study 
[28] suggested that it takes roughly 60 ns 
(corresponding to H-bond occupancy of 30 %) for a 
CL molecule to move across its own area in the 
membrane plane. This value was used as a rough 
estimate for the time it would take for a CL to move 
a distance of its own size in the bilayer plane. While 
the time would be longer if the diffusion were 
considered in the immediate vicinity of the protein 
[3], we expect this value to adequately describe the 
average lipid diffusion process.  
In line with experimental results [45], the majority 
of the tightly bound CLs were bound on the N side of 
the protein and only one CL bound strongly on the 
positive P side. All CL-protein H-bonds with 
occupancies over 30% are listed in Table S1, 
including the CLs near the active sites (discussed 
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above). Of the listed binding locations, the one 
acquired by CL on the surface of the cyt c1 on the A 
side (bound in all simulations, binding residues 
LYS247, ARG248, HIS256 and LYS257) was 
particularly long-lived, lasting for a major part of all 
of the 200 ns simulations. This location of CL also 
induced minor conformational changes (helix 
reorientation) in two of the simulations. In one 
simulation, the CL in question formed an H-bond 
also with the ISP subunit on the B side. Meanwhile, 
on the A side, there was also a CL molecule close to 
the equivalent place near the ISP subunit in the 
starting configuration. It formed an H-bond with the 
cyt b subunit (with residues LYS362 and TRP366) 
that lasted for a major period of three simulations.  
 
3.2.3 No specific binding pattern for cardiolipin 
A specific CL-protein binding pattern, designated as 
XXY, where one molecule would bind to two 
positively charged residues (XX) and one polar 
residue Y, was suggested by Palsdottir et al. [45]. 
Accordingly, there is one bound CL molecule in 
every simulation that follows this pattern, where CL 
binds to two positive lysine residues (LYS247 and 
LYS254 of cyt c1 or LYS251 of cyt b) and a polar 
asparagine residue (ASN42 of cyt b) for part of the 
simulation. The occupancies varied a lot between 
simulations, ranging from 6 to 75% for individual H-
bonds. Simultaneous binding to two lysines and one 
asparagine was observed to happen only momentarily 
in the conf1, conf2, and conf4 simulations. This 
binding pattern did not occur with the other CL 
molecules in any of the simulations, which implies 
that this suggested arrangement is not generally 
favored with the membrane-embedded cyt bc1 
complex. Altogether, it is fair to say that we did not 
find a universal binding pattern for CL. 
To further examine the CL-protein contacts, we 
analyzed the H-bonding between CLs and protein 
residues (Table S2). Via their hydroxyl groups, CLs 
were observed to H-bond with the protein both as 
donors and acceptors. Only the H-bonds with 
occupancies over 1% were considered (as determined 
in terms of percentage of trajectory frames when the 
bond exists). The negatively charged CL molecules 
H-bonded preferentially with positively charged 
lysine residues (~26% in conf1, conf2, and conf4, see 
Table S2). This strong preference was evident in all 
of the simulations except in conf3 where tryptophan 
residues had a slightly stronger preference (26% in 
conf3, Table S2). The second favored binding 
partners were the tryptophan residues forming 18% 
of all H-bonds on average. 
 
3.3 Cardiolipin positioning close to the Qi-site 
suggests a role in proton uptake  
The anionic head groups of CL molecules have been 
proposed to act as proton traps or buffers, supplying 
protons for the cyt bc1 complex [23]. The idea is that 
CL would pass a new proton to a nearby lysine side 
chain from which it would detach during the 
reduction of ubiquinone [24]. The CL molecules 
positioned near the Qi-sites in various cyt bc1 X-ray 
crystal structures [9–14,22,25,46] indeed support the 
idea that they could serve as the entry point for the 
proton uptake process [22,24]. As there is no direct 
opening between the enzyme’s Qi-site and the bulk 
solvent, this short proton 'wire' or a hydrogen-bonded 
network is needed [22,24]. Such a network, called the 
CL/K pathway, was described in [24] to consist of 
CL bound to the cyt b surface, a lysine residue 
(LYS228 in yeast cyt bc1 crystal structure; PDB: 
1KB9), and three water molecules (Fig. 4A).  
Notably, the CL arrangement at the site in the 
yeast bc1 crystal structure (Fig. 4A, [24]) is very 
similar to the one seen for the bacterial complex at 
the end stage of our simulations (Fig. 4A, Fig. 4B). 
In line with this proton uptake hypothesis, the 
positioning of water molecules and the LYS251 side 
chain in our simulations indeed suggest a possible 
proton uptake pathway between the CL molecule and 
the bound quinone/semiquinone at the Qi-site (Fig. 
4B). Even though all the H-bonds comprising this 
network did not generally exist precisely at the same 
time, the similar chain-like arrangement existed in 
the different simulations. Qualitatively, the described 
arrangement is seen during 80-200 ns (conf1) and 
110-200 ns (conf1 and conf2, where for part of the 
time CL is bound straight to LYS251). In the conf3 
simulation the CLs are located slightly further away 
from the lysine, accommodating at least two water 
molecules between the head group and the lysine side 
chain. We wish to note that even though the 
discussion above only concerns the surface-bound 
CLs, it is possible that the centrally-located CL, also 
positioned close to the active sites, may also form a 
proton-uptake pathway with water molecules 
between its binding site and the active site.  
The proximity of the CL head group affected the 
local electrostatic potential near the proposed 
entrance to the proton conduction pathway (Fig. 5). 
The electrostatic potential differs between the 
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beginning of the simulation, when the lipid 
molecules have not yet bound to the protein surface, 
and the end stage when the system is equilibrated. 
There was a general shift towards neutral/negative 
potential values on the N side during the simulation, 
but also a specific effect by the bound CL molecules 
at the Qi-site (circled areas in Fig. 5). However, this 
is not always the case since other factors such as the 
orientation of protein residues and the binding of 
counter ions also contribute. Fig. 4C gives a 
qualitative look at the potential of the proposed 
proton conduction pathway, where the potential of 
the whole system is reflected on the molecular 
surfaces of the suggested proton transfer partners. 
Notably, the CL head group, which has been 
suggested to act as a proton trap, concentrating 
protons to the bilayer surface and passing them 
further to the protein [24], reflects a clearly negative 
potential.  
 
3.4 Behavior of other phospholipids  
Like CLs with their hydroxyl groups, PEs are also 
able to participate in H-bonding as proton donors via 
their ammonium groups, whereas PCs can act only as 
acceptors (Fig. S1). In the simulations PCs and PEs 
formed a greater number of shorter-lived H-bonds 
than the more negatively charged CLs. During the 
last 10 ns of the simulations, CLs formed on average 
seven H-bonds with protein residues at each time 
step, as PCs form 23 and PEs 24. Thus, CL-protein 
H-bonding accounts for 13% of all H-bonds at a 
given time step, while PCs account for 42%, and PEs 
for 45% of the H-bonds. The corresponding molar 
concentrations for CL, PC, and PE in the membrane 
are 12, 48, and 40%, respectively. The H-bonds of 
PCs and PEs had shorter lifetimes compared to those 
formed by CL, the average occupancies being 20, 9, 
and 14% for CL, PC, and PE, respectively. A slight 
preference for lysine residues is seen also for PC and 
PE. However, it is not as clear as in the case of CL, 
see Table S3. Other favored H-bonding partners were 
tryptophan, asparagine, and tyrosine for PCs, and 
arginine, serine, and aspartic acid for PEs. The 
conserved binding sites of PC and PE were analyzed 
similarly as those of CL (Table S3). Due to the great 
number of these bonds, the selection was further 
refined to include only H-bonds that were found in at 
least three out of the four simulations. Interestingly, 
half of the H-bonds found were those of lipids from 
the P side rather than from the N side, as was the case 
with the tightly bound CLs.  
 
 
 
 
 
Fig. 4. Possible water-mediated proton-uptake pathway involving cardiolipin near the Qi-site. A) A water bridge 
between a CL molecule (ball-and-stick model with cyan carbons, red oxygens and brown phosphates) and heme bH (CPK 
model with black backbone) close to the Qi-site (see Fig. 1A) in the yeast cyt bc1 complex crystal structure (PDB:1KB9; 
[22]. The protein is omitted for clarity and only the side chain of the lysine (LYS228) taking part in the conduction 
pathway is shown (stick-model, carbons cyan, nitrogen blue). The proposed hydrogen-bonded proton transfer pathway 
from cardiolipin to the water molecule in the Qi-site is shown with magenta dotted lines. B) Similar arrangement of water 
was reproduced for example in the end of the conf1 simulation (snapshot taken at 199.25 ns). Water hydrogens (white) are 
only shown in the MD simulation snapshot (panel B). H-bonds existing at this time step are shown with dotted magenta 
lines. The side chain of LYS251 is shown as a stick model (hydrogens white). C) The same arrangement as in panel B but 
colored according to the electrostatic potential of the system. The potential values were calculated based on all atoms in 
the system and averaged over the last 1 ns of the simulation. Red color indicates negative potential values, blue indicates 
positive, and white corresponds to neutral. 
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PEs and PCs, in addition to CL (Fig. 3), also 
entered the dimer interface during the simulations. In 
the starting configuration, a PC molecule (head group 
pointing to the N side) lied straight between CL and 
the protein and consequently the two lipids moved 
together to the cavity. As opposed to the CL 
molecule, PC formed hardly any H-bonds on its way 
inside. The head group of PC ended up closer to the 
monomer B than to the monomer A in all simulations 
(Fig. S4, Fig. 1A). Steric interactions are expected to 
play a role in this arrangement of the lipids rather 
than the electrostatic ones. On the other side, there 
were PE molecules (head groups pointing to the N 
side), which were initially located closer to the 
protein than either CL or PC. These PEs (shown for 
the B side in Fig. S5) H-bonded with the residues 
lining the cavity near the protein surface, while their 
acyl chains penetrated deep into the protein (Fig. 
S5B). This is evidenced by a smaller PE tails–heme 
bH distance as compared to the PE head–heme bH 
distance (Fig. S5A), resulting in some cases in an 
almost horizontal orientation of the lipid (Fig. S5B). 
The lipids entering the dimer interface from the 
two opposite sides of the membrane and enclosing 
the cyt bc1 complex moved deep into the protein 
complex and ended up being very close to each other. 
The distance between the central glycerol atoms of 
CL and PE changed from 70 Å in the initial 
configuration to ~20 Å in the end of the simulations, 
and the tails of lipids from the opposite sides were 
touching in the conf2 and conf4 set-ups. The head 
groups of all phospholipids were positioned on the N 
side. Since these lipids interacted with both 
monomers of cyt bc1, they should substantially affect 
the stability of the dimer interface and could also be 
involved in dimer formation. An interesting feature 
of this lipid network is the acyl chain disorder which 
has been previously suggested to provide a pathway 
for quinone/quinol diffusion and exchange between 
the lipid bilayer and the inter-monomer cavity in the 
bc1 complex [47].  
 
3.5 The dimer complex opens on the P side of the 
membrane 
The cyt bc1 complex was observed to undergo 
rearrangement at the dimer interface on the P side in 
all of the 200 ns simulations. The P side parts of the 
cyt c1 subunits moved the most (Fig. S8D). This view 
was supported by both a visual inspection of the 
simulation trajectories (Fig. 1C vs. D) and calculation 
of the prosthetic redox center distances (Fig. S6A-D, 
Table S4). The distances between the equivalent 
heme c1 groups across the dimer interface also 
increased (Fig. S6D, Table S4). The conformational 
shift took place due to non-specific electrostatic 
lipid-protein interactions that were not present in the 
initial crystal structure, i.e., the positively charged 
residues aligned favorably towards the hydrophilic 
head groups of the lipid membrane (Fig. 1B). Despite 
these changes, the core of the enzyme remained fairly 
immobile as shown by the moderate ~1-2 Å increase 
in the heme bL distance across the dimer interface 
(Fig. S6A, Table S4). Furthermore, the calculations 
on the solvent accessible surface area (SASA) 
showed that the contact area between the cyt b 
subunits increased markedly in most of the 
simulations. 
Moreover, the opening of the dimer interface on 
the P side was more pronounced in the Qo-site 
simulations lacking a bound substrate (conf1, conf12, 
Table S4) than what was seen in the substrate-
occupied simulations (conf3, conf4, Table S4). This 
widening was accompanied by narrowing of the 
dimer interface close to the Qi-site or the N side in 
the apo-Qo simulations (Fig. 1B). This was shown by 
the heme bH distance across the dimer interface 
(Table S4). Accordingly, the results suggest that the 
substrate binding at the Qo-site could weaken the 
extent of the movements of the extracellular domain, 
as the spreading on the P side was most prominent in 
the apo-Qo simulations (Fig. 1B). A plausible 
mechanism behind the increased widening in the apo 
simulations could be the lack of a bound substrate to 
mediate specific cyt b-ISP subunit interactions, as 
was the case in the substrate-occupied simulations 
[32].  
A close association of cyt b and ISP subunits is 
needed for the successful reaction cycle at the Qo-site 
[9]. However, the transfer of electrons from the Fe2S2 
cluster to the heme c1 is equally important. To 
facilitate the transfer, the ISP and cyt c1 subunits have 
to stay close to each other. In our case, on average, 
the Fe2S2 cluster-heme c1 distances did not change 
within the dimer sides or across the dimer interface 
(Table S5). However, a closer inspection showed that 
the redox center distance fluctuated above and below 
the initial crystal structure value on the A and B 
sides, respectively (Fig. S7, Table S5). Similarly, the 
contact surface area between ISP and cyt c1 subunits 
on either dimer side was raised only slightly and 
differed widely between simulations and dimer sides 
(Table S5). Because these domain movements did 
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not seem to follow a similar pattern on the dimer 
sides in any of the simulations, it seems unlikely that 
substrate-occupancy at the Qo-site could be the 
governing factor behind the extracellular ISP-cyt c1 
association.  
 
 
Fig. 5. Electrostatic potential on protein surface. 
Comparison of snapshots from the beginning and end of 
the simulation, two sides (on panels A and B) of the 
protein shown. The phospholipid membrane (level of head 
group phosphates) is indicated by the gray lines. The N 
side of the membrane points up, as indicated by the axes 
on the right. The protein is shown as a van der Waals-
surface (probe radius 1.4 Å). The white circles mark the 
sites of given cardiolipin molecules on the A side of conf1 
(A) and on the B side of conf2 (B) of the dimer (see Fig. 
1B). The values of the electrostatic potential on the protein 
surface are shown with the blue color indicating positive 
values and red color indicating negative. White color 
indicates the zero potential. The shown potentials are 
averages over 1 ns time slices, e.g. the first snapshot shows 
the average potential during 0-1 ns of the simulation and 
the second shows the average potential during 199-200 ns. 
All atoms in the system were taken into account when 
calculating the potential. 
 
 
4. Discussion 
From structural point of view, the simulation results 
stress the membrane protein nature of the cyt bc1 
complex and consequently one should remain wary 
when examining it out of this context. Although 
several experimental studies have successfully 
demonstrated that specific lipids are an integral part 
of the dimer complex [10,25,45], the X-ray crystal 
structures have been unable to depict the full effect of 
the surrounding lipid bilayer on the enzyme’s 
quaternary structure. The existing structures are 
likely accurate in describing the enzyme’s protein 
fold at the monomer level [31], but due to the lack of 
large-scale lipid-protein contacts the solved dimer 
assemblies have been somewhat distorted. When the 
bc1 dimer was simulated in a lipid bilayer, the dimer 
interface opened considerably on the P side leaflet 
immediately in all of our simulations (Fig. 1C vs. 
1D). The driving force behind the conformational 
shift was the electrostatic effect of the bilayer: the 
positively charged residues of the P side domains 
spread out to acquire more favorable alignment 
against the negatively charged phosphate groups of 
the phospholipids. 
Prior to this work, we have already demonstrated 
through atomistic simulations that quinol binding 
accompanied by coordinated water arrangement at 
the Qo-site assures exceptionally close association of 
the extracellular domains of the cyt b and ISP 
subunits [32]. This arrangement is a prerequisite for 
the electron transfer to the Fe2S2 cluster during the 
oxidation of quinol [9]. However, the electron 
transfer should also continue towards the heme c1 on 
the high-potential chain (quinol → Fe2S2 cluster → 
heme c1 → cyt c1). None of our simulations recreated 
the full range of ISP movement in relation to the cyt 
b subunit seen in the crystal structures. Yet also the 
Fe2S2 cluster-heme c1 distance fluctuated above and 
below the initial crystal structure value (Fig. S4, 
Table S5). This suggests that the cyt c1 subunits 
might move randomly back and forth in relation to 
the ISP subunits independent of the Qo-site 
interactions. On the other hand, the final dimer 
assembly at the P side (Figs. 1C, 1D) differed 
considerably between the substrate-occupied and 
ligand-free Qo simulations. Without a bound ligand at 
the Qo-site, the dimer interface widened more at the P 
side than in the Qo-occupied simulations. In other 
words, the monomer parts approached each other a 
little bit near the N side leaflet. Thus, it seems that 
the substrate binding at the Qo-site not only controls 
directly the cyt b-ISP dynamics but it also affects 
inter-monomer dynamics.  
The dimer interface on the N side leaflet, covering 
the vicinity of the Qi-site, became filled by a variety 
of phospholipids during the first 50 ns of our 
simulations. Previous X-ray crystallization studies 
have already suggested that the cavity contains 
phospholipids [25,45]. However, the atomistic 
simulations show conclusively that the entire space is 
filled with lipids. Although more lipids entered the 
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dimer interface in the simulations than is seen in the 
available structures, it is possible that the cavity 
could contain a few more phospholipids in situ. 
Because of the delayed entry of phospholipids, 
solvent molecules also entered the area of the cavity, 
where presumably only lipids should reside. This 
solvation prevented unwanted vacuum effects inside 
the dimer interface in the very beginning of the 
simulations. On the other hand, the inflowing lipids 
were mostly able to displace the water molecules in 
the cavity. Even though the entered lipids must have 
a structural role keeping the dimer sides of the cyt bc1 
complex apart (Fig. 1A), no hefty movements (only 
local changes) between the dimer sides (e.g., redox 
center distance changes) could be attributed directly 
to specific lipid effects.  
We detected two specific CL binding sites for the 
cyt bc1 complex of Rhodobacter capsulatus in our 
MD simulations: 1) in the dimer interface and 2) on 
the surface of the protein outside the interface. Both 
positions are close enough to the Qi-site to possibly 
affect its function. Notably, the CL binding site(s) 
outside the dimer interface has (have) been suggested 
to function in the proton uptake [22,24]. In general, 
the entry of the lipid molecules into the dimer 
interface seemed to be directed by hydrophobic or 
steric interactions, but with CL the negatively 
charged head group also affected its final positioning. 
Initially the electrostatic potential of the dimer 
interface was neutral, favoring the entry of 
hydrophobic acyl tails of phospholipids. However, 
the later changes in the cavity implied that the 
potential became more positive, thus attracting 
especially the doubly negative CL head group. 
Although there were minor differences in the 
composition and positioning of the lipids that entered 
the dimer interface during the simulations, CLs 
consistently acquired these conserved positions close 
to the Qi-site.  
The consistency in the CL positioning both in our 
simulations and in previous structural studies 
supports the hypothesis of CLs participating in the 
proton uptake from the N side to the redox reactions 
at the Qi-sites [45]. The positioning of CL at the 
dimer interface was first reported by Palsdottir et al. 
[45] based on X-ray density data, followed by 
another study showing CL at the same site [25]. 
Thus, our simulations support previous experimental 
results indicating the CL’s central positioning in the 
cyt bc1 dimer interface. The simulations were also 
able to reproduce the X-ray crystallization results 
regarding CL positioning outside the dimer interface. 
That is to say, a CL molecule bound close to the 
heme bH on both monomers in almost all of our 
simulations, in line with several crystallization 
studies for different species. Our simulation results 
therefore provide quite compelling evidence that 
these CL binding sites are conserved regardless of the 
origin of the cyt bc1 complex inspected. The next 
logical question is whether the preference for CLs at 
these sites has direct effects on the Q-cycle, or if CLs 
only affect the cyt bc1 complex integrity or dimer 
arrangement.  
The negatively charged head groups of CLs, 
positioned on the sides of the monomers, are 
connected by a lysine residue and a water meshwork 
to the Qi-site (Fig. 4). This arrangement could render 
water-mediated proton tunneling possible between 
the CL molecules and the non-protonated substrates. 
Unfortunately, the simulations cannot conclusively 
confirm the role of either central or peripheral CL 
molecules in the proton transfer. We analyzed 
exhaustively the effect of CLs on the electrostatic 
potential of the cyt bc1 complex, and especially 
concentrated on the vicinity of the Qi-site. It is clear 
that the CL molecules that acquired these conserved 
positions can in some cases shift the electrostatic 
potential to more negative values, in principle 
therefore attracting protons from the N side (Fig. 5). 
It is possible that the real differences in the 
electrostatic potential did not show in our simulations 
because the dimer interface lacked some lipids, and, 
thus, the Qi-site was not isolated enough from the 
water phase. However, the fact that both MD 
simulations and crystallographic studies positioned 
CL molecules in these particular sites (at the 
periphery and at the dimer interface of the cyt bc1 
complex) provides a strong indication that these CL-
protein interactions close to the Qi-site are 
universally conserved.  
 
5. Conclusions 
The atomistic molecular dynamics simulations 
reported here provide a great deal of insight into 
understanding the role of cardiolipin (CL) in cyt bc1 
complexes. It provides one with an alternative 
refined dimer arrangement for the cyt bc1 dimer at the 
P side leaflet of the membrane (see Fig. 1B). The 
picture suggested here differs somewhat from the 
previous X-ray crystallographic data. The new 
tertiary assembly of the protein dimer is caused by 
non-specific lipid-protein interactions such as 
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hydrophobic and electrostatic effects. The 
simulations also provide clear-cut evidence that 
phospholipids and in particular CLs are an integral 
part of the cyt bc1 complex at the dimer interface. 
The simulations demonstrated that CLs as well as the 
other phospholipids enter the dimer interface and 
position themselves in the close vicinity of the heme 
bH groups in the Qi-site. Although the composition 
and alignment of the entered lipids varied slightly 
between the simulations, each time there was a CL 
molecule, which spontaneously diffused to a central 
location inside the cavity. Importantly, the observed 
central positioning of CL inside the dimer is 
consistent with the previous X-ray crystallographic 
data [25,45]. Also, outside the dimer interface CLs 
were able to acquire close positions to the heme bH 
groups on the protein surface as reported in several 
crystal structures. The consistency in the CL 
positioning in the close vicinity of the Qi-site in our 
simulations and in previous X-ray crystallographic 
studies suggests that the negatively charged 
phospholipid species could indeed function as a 
proton source during substrate quinone/semiquinone 
reduction [22,23]. Overall, the conserved CL 
positioning near the Qi-site suggests that the lipid has 
a central role in the cyt bc1 complex structure and 
possibly in the redox reactions too.  
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Abstract
Atomistic molecular dynamics simulation techniques have been used to investigate the interaction of the
antimicrobial peptide aurein 1.2 with highly negatively charged membranes in order to shed light on a) the
mechanism by which aurein 1.2 disrupts membranes and b) the factors that give rise to membrane selectivity.
Aurein is positively charged and selective against membranes containing anionic lipids. In this work the
effect of the presence of two alternative anionic lipids phosphatidylglycerol (PG) and cardiolipin (CL) were
examined. We find that despite its anionic nature, CL may be protective against the disruptive effects of
aurein 1.2. The unique double-lipid structure of CL appears to increase the structural integrity of the bilayer
and help counteract the tendency of peptides to induce positive curvature. The high concentration of CL in
many bacterial membranes may thus be an adaption to the presence of pore forming antimicrobial peptides.
1
INTRODUCTION
Whenever pathogens are exposed to antibiotic agents the development of resistance is always
a possibility. Indeed, resistance to conventional antibiotic agents used clinically has become a
global public-health problem. One class of antibiotic agent that has remained effective against
bacteria on an evolutionary timescale and thus have the potential to be developed into a new class
of therapeutics, are membrane disrupting antimicrobial peptides (1, 2). These relatively small
peptides are found throughout the animal and plant kingdoms and are vital components of the
defence systems of complex multicellular organisms (2).
Membrane disrupting antimicrobial peptides bind to the surface of microbial membranes and
beyond a threshold concentration induce the formation of transmembrane pores or otherwise desta-
bilize the membrane. While in general peptides that are able to span the bacterial membrane are
believed to act by inserting into the membrane and forming pores, short peptides (less than 20
amino acids), assemble at the membrane surface without inserting into the bilayer. These peptides
then lyse the membrane in a detergent-like manner. This is generally referred to as the carpet
model (3). While this model is often invoked in order to account for the general features observed
experimentally, the molecular details of how the binding of peptide leads to membrane disruption
via the carpet mechanism have not been fully elucidated.
One proposal is that the peptides induce the formation of non-lamellar lipid phases (4). Ac-
cording to this model the peptides induce local changes in the phase of the lipids by altering either
membrane packing, the distribution of lipids, or by neutralization of negative lipid charges leading
to destabilization (4). An alternative proposal is that the disruption of the membrane results from
the wedge-like insertion of the peptides into the bilayer interface (5).
Another aspect of membrane disrupting antimicrobial peptides that is poorly understood are
the factors that give rise to membrane selectivity, specifically the ability to disrupt bacterial as op-
posed to mammalian membranes. Surface charge is clearly one factor. Most membrane disrupting
antimicrobial peptides are cationic and bacterial membranes in general contain a high proportion
of anionic lipids (6). However, the different charge alone is not, however, sufficient to explain
the selectivity in all cases. For example, SMAP-28 (sheep myeloid antimicrobial peptide-28) is
haemolytic towards human erythrocytes but not towards closely related sheep erythrocytes (7).
In addition to charge, a range of chemical and physical properties of the membranes such as
their thickness, fluidity, bending modulus, and phase could in principle also contribute to selectiv-
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ity. These will be affected by both the nature of the head group and the nature of the lipid tails
which differ significantly between organisms. Differences in the length, degree of (un)saturation,
and branching of the tails will affect for example the phase of the membrane and thus the ease
with which the peptides might induce strain within the membrane. In addition, membranes are
not homogeneous. The distribution of lipids within the membrane may vary, both within a given
leaflet and between the two leaflets.
One hypothesis aiming to explain selectivity is based on matching the intrinsic curvature of the
peptide and that of the membrane. In this model the location of residues that orientate and anchor
the peptide to the membrane also play a role. Indeed, it has been shown in a previous simulation
study that four antimicrobial peptides (aurein 1.2, citropin 1.1, maculatin 1.1, and caerin 1.1) were
largely disordered when bound to a planar DMPC bilayer whereas the peptides adopted a more
helical conformation when bound to a toroidal pore within a POPC bilayer, a region of high local
positive curvature (8). This effect was most evident in the longer peptides maculatin and caerin
with the shortest peptide aurein 1.2 being least affected.
The specific peptide considered in this study is aurein 1.2. Aurein 1.2 is one of a series of
pore forming or membrane disrupting antimicrobial peptides found in the skin secretions of the
Australian tree frog Litoria aurea (9). With only 13 amino acids and charge of +1e, aurein is the
smallest amphibian peptide to show antibiotic and anticancer activity (10) (see Fig. 1). As aurein
is too short to span a membrane it is generally considered to act via the carpet mechanism (11–13).
The interaction of aurein 1.2 with a wide range of zwitterionic and anionic bilayers have been
examined (11, 12). Aurein is cationic and interacts selectively with anionic lipids (14, 15), such as
phosphatidylglycerol (PG) and cardiolipin (CL), which are characteristic of both bacterial and can-
cer cells. For example the affinity of aurein for anionic PG lipids as opposed to neutral lipids has
been demonstrated experimentally by Seto et al. (14) who used differential scanning calorimetry
(DSC) to examine the effects of peptides on the thermotropic phase behavior of DMPC, DMPG,
and DMPE membranes. In the same study Fourier transform infrared spectroscopy (FTIR) was
used to probe the location of the peptides in membranes. It was shown that the peptides are un-
structured in water but adopt an alpha-helical form when bound to membranes. The data suggests
that aurein 1.2 most probably binds within the polar/apolar interfacial regions of bilayers (14).
A lower lysis threshold concentration of aurein 1.2 for DMPC/DMPG as opposed to DMPC
was also observed with quartz crystal microbalance (QCM) (16), with the data obtained being
consistent with the carpet model (17). Surface plasmon resonance spectroscopy (SPR) and solid-
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state nuclear magnetic resonance (NMR) studies conducted in ref. (18) also supported the carpet
mechanism, however, aurein appeared to interact with the membranes with little discrimination
between neutral (DMPC) and anionic (DMPC/DMPG mixture) bilayers. Destruction of vesicles
by aurein 1.2 was visualized by fluorescent microscopy in ref. (19), which also supported the
carpet mechanism and indicated that a high concentration of aurein was needed to destroy the
membrane.
Dual polarization interferometry (DPI) has also been used to analyze the aurein-induced desta-
bilization of supported lipid bilayers (13). DPI is a technique that can be used to probe adsorbed
layers of biomolecules on a sensor chip of a dual slab waveguide by analyzing the interference
patterns produced by laser light (20, 21). The bilayers were comprised of DMPC, DMPE, DMPG,
cholesterol and an E. coli lipid extract (13). Changes in membrane molecular ordering were ob-
served with increasing peptide concentration. At first the changes were reversible (except for
DMPE/DMPG) but eventually the presence of the peptide resulted in the removal of lipids, which
would correspond to cell lysis. The rate of lipid loss in the case of DMPC/DMPG was nearly
double that of DMPC. No loss of lipid was observed for when using DMPC/DMPG/cholesterol,
DMPE/DMPC, and E. coli extract, which contains cardiolipins (13). The effect of aurein 1.2 on
membrane order was also examined in (22).
The structure and membrane interactions of related peptides (aurein 2.2, aurein 2.3, and their
variants) with POPC/POPG, CL/POPG, and POPE/POPG membranes have been studied by solu-
tion circular dichroism (CD) and 31P NMR (23). It should be noted, however, that these peptides
are somewhat longer compared to aurein 1.2 and have been suggested to disorder the bilayer head
groups by forming toroidal pores or disordered pores (23), as opposed to the carpet mechanism
suggested for aurein 1.2.
Membranes rich in cardiolipin seem to be more resistant to the effects of some antimicrobial
peptides as compared to membranes containing other negatively charged lipids (24, 25). Cardi-
olipin is a vital component of membranes in which electron transport and phosphorylation are
coupled, namely bacterial plasma membranes, chromatophores, chloroplasts, and mitochondria
(26). Cardiolipin has a unique double lipid structure in which a total of four acyl chains and two
negatively charged phosphate groups are connected by a central glycerol group. Considering its
prevalence in mitochondria and various different eubacteria, it is likely that cardiolipin either de-
veloped at an early stage in evolution or it confers a significant selective advantage (27). Given the
geometry of the CL molecule and its double lipid structure it has been proposed that CL leads to
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a greater degree of cohesion in the interfacial region of CL containing membranes, which in turn
would lead to an increase in the structural integrity of the bilayer (28). These properties might
explain why cardiolipin-containing membranes appear to be more resistant to the effects of some
antimicrobial peptides than are membranes containing other negatively charged lipids (24, 25, 28).
In this study the behaviour of aurein 1.2 in solution and when interacting with a range of
strongly anionic membranes has been investigated . The primary aim was to shed light on the
mechanism by which aurein 1.2 disrupts membranes at an atomic level. In particular, our goal
was to examine the role that cardiolipin plays, if any, in maintaining the structure of the bilayer.
A series of atomistic molecular dynamics simulations of different model membrane systems with
varying amounts of peptide over a range of temperatures have been performed. Molecular dy-
namics simulations are a powerful approach for analysing membrane-peptide interactions in detail
and have been previously used to provided insight into how other antimicrobial peptides lead to
membrane disruption, see e. g. (29–31).
MODEL DESCRIPTION AND SIMULATION DETAILS
Aurein 1.2 has 13 residues. In this study the C-terminus of aurein 1.2 was assumed to be
amidated leading a cationic peptide with a net charge of +1e (see Fig. 1). The parameters for
aurein 1.2 were taken from the GROMOS96 53a7 force field (32). Aurein 1.2 was simulated both
in water and in the presence of a bilayer comprised of a mixture of CL and PG.
Force field parameters for POPG were obtained by adapting the parameters from GROMOS96
53a6 parameters in (33) to GROMOS96 53a7 atom types (32). CL was built as a symmetric double
PG with four oleic tails. The initial bilayer configurations were constructed with Packmol (34) and
equilibrated for 56 ns. A highly anionic membrane composition was chosen so as to make an ideal
target for the cationic peptides. The bilayers contained 25 mol% CL, meaning that 40 % of all
lipid tails present in the membrane belong to CL. The rest of the bilayer comprised a racemic
mixture of LPOPG and DPOPG. Na+ counter ions described using the GROMOS96 53a6 force
field parameters were included to neutralize the bilayer. The simple point charge model (SPC) was
used to describe water (35).
In total 16 independent simulations were performed. These are grouped into 4 classes depend-
ing on the initial configuration used and simulation conditions (see Table I). The first class of
simulations were performed to investigate the conformational preferences of an isolated aurein 1.2
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molecule free in solution and when bound to a membrane. In simulations A1 the initial structure
of the aurein 1.2 was that of an ideal alpha helix generated using PyMOL (36). In A1, which
comprised of a set of 3 independent simulations with different starting velocities the peptide was
placed in a rectangular periodic box filled with water. No counter ions were included. Each system
was simulated for 100 ns. A2 comprised a set of 3 independent simulation simulations in which
an aurein molecule was allowed to bind spontaneously to a bilayer comprised of 102-lipids, 26
CL and 76 PG. The 3 simulations were performed using different initial configurations for aurein.
These configurations were generated by extracting alternative configuration of the peptide from
the simulations performed in A1 and placing these in the water layer. This was done to ensure that
position and orientation of the peptide with respect to the membrane varied. Each simulation was
run for 100 ns. As in all membrane simulations presented here, Na+ counter ions were included
to neutralize the bilayer charge. No counter ions were included to neutralize the peptide charge in
class A simulations.
The simulations in class B and C were performed to investigate the effect of multiple aurein
1.2 molecules binding simultaneously to a membrane consisting of 104 GL molecules and 304 PG
molecules. This system was generated by replicating the membrane used in A2 in both dimensions
in the plane of the membrane. In class B a total of 20 peptides initially placed in solution were
allowed to associate spontaneously with either side of the membrane. In class C 10 peptides were
allowed to interact with the membrane but these were restrained to bind only to one side of the
membrane. Again the peptides were placed initially in the water phase. To restrict the binding of
the peptides to one side of the membrane weak harmonic position restraints using a force constant
of 100 kJ mol 1nm 2 were applied to a layer of water molecules above the peptides preventing
the peptides from diffusing toward and interacting with the periodic image of the membrane.
It should be noted that the applied force is rather weak so it does not completely fix the water
molecules in place but allows slow diffusion of the restrained waters. The restraints were removed
approximately when all the peptides had bound to the bilayer surface. It should also be stressed
that we did not use any position restraints on the peptides themselves. The simulations in classes
B and C were performed at three different temperatures. Sufficient Cl  and Na+ counter ions were
added to each system to neutralize the peptide and lipid charges, respectively. Consequently, the
overall charge of the system was neutral.
The simulations in class D were performed to investigate the effect of increasing peptide con-
centration on the structure of the membrane. Initially, 10 aurein molecules were allowed to as-
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sociate with the membrane and equilibrate for 20 ns (D1). Five additional aurein molecules were
then added to the system (D2) and equilibrated for 55 ns. A further 5 aurein molecules were then
added to obtain system D3 (30 peptides) and a further 10 to obtain system D4 (40 peptides). In
each case the final configuration after equilibration of one system was used as the starting config-
uration for the next. Every time more peptides were added, their diffusion towards the periodic
image of the membrane was prevented by applying position restraints to a thin layer of water
molecules above the peptides, as described above. The restraints were removed approximately
when the peptides were bound to the bilayer surface, meaning that for example during 110 ns to
160 ns (system D4) there are no position restraints in the system at all. Also, every time that more
peptides and water were added, the number of water molecules to which the position restraints
were applied was approximately the same. Consequently, the ratio of restrained to non-restrained
components in the system actually becomes smaller with increasing peptide and water amount,
before all position restraints are removed altogether. Moreover, it should again be stressed that we
did not use any position restraints on the peptides themselves at any point. In these simulations the
initial conformation of the peptide was non-helical. In addition the amount of water in the system
was progressively increased from 70 to 100 water molecules per lipid in line with the increasing
concentration of peptide. Again sufficient Cl  and Na+ counter ions were added to each system
to neutralize the overall charge.
All simulations were performed using the GROMACS simulation package version 3.3.3, (37).
The time step was 2 fs in single-peptide and 4 fs in other simulations, where we used dummy
atoms for hydrogens, according to the scheme described in (38). Periodic boundary conditions and
a minimum image convention were used in all three directions. The lengths of all covalent bonds
were constrained using the LINCS algorithm (39). Lennard-Jones and electrostatic non-bonded
interactions were described using a twin-range method. Interactions within the short-range cutoff
of 0.8 nm were calculated every step whereas interactions within the longer range cutoff of 1.4 nm
were updated every second time step together with the generation of the short range neighbour list.
To correct for the truncation of interactions beyond the 1.4 nm long-range cutoff, a reaction field
correction was applied (40). This approach has been used successfully in numerous simulations
studies (see, e.g., (41)).
The temperature and pressure were held constant in all simulations using the weak-coupling
method of Berendsen with time constants of 0.1 ps and 4 ps, for the temperature and pressure,
respectively. The simulations of the isolated peptides in water were performed at a constant tem-
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perature of 310 K. The simulations of the membrane systems were performed either at 298 K, 318
K or 338 K (see Table I). The temperatures of the solute and solvent were independently cou-
pled to the temperature bath. A reference pressure of 1 bar was used. The pressure coupling was
isotropic in the case of the isolated peptide in water but semi-isotropic in the case of the membrane
systems.
Analysis
The secondary structure of the peptides was determined using the program DSSP (42). The
average helicities were calculated as the number of amino acids in a peptide in alpha-helical con-
formation divided by the total number of amino acid residues in the peptide. The preference for
certain peptide residues to interact with the membrane was examined by counting the number of
each peptide residue within 0.3 nm of any lipid every nanosecond in the 10-aurein simulation in
298 K (system C1 in Table I). A program modified from GridMAT-MD (43) was used to calcu-
late membrane thickness. The thickness was defined as the average distance between lipid head
group phosphorus atoms in the opposing leaflets. Further details of the used analysis techniques
are given below, where appropriate.
RESULTS
Aurein secondary structure
Aurein has been shown by NMR spectroscopy to adopt an amphipathic alpha-helical structure
in a solution system containing 70 percent d3-trifluoroethanol (v/v in water) (10). FTIR spec-
troscopy indicates that aurein 1.2 is unstructured in aqueous solution but adopts an alpha-helical
structure when incorporated into a DMPC bilayer (14). As indicated by the CD results in (23),
related peptides (aurein 2.2, aurein 2.3, and aurein 2.3-COOH) adopt close to 100% helical con-
formations at high peptide concentrations (peptide to lipid molar ratio up to 1:15) in POPC/POPG,
POPE/POPG, and CL/POPG membranes. In contrast, at low peptide concentrations (peptide
to lipid molar ratio 1:100) there were differences between the different lipid compositions. In
POPC/POPG and POPE/POPG the peptides adopted ca. 64-74% and 60-73% helical structure,
respectively. In CL/POPG, the helical content was somewhat lower, 34-54 % (23).
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Three 100 ns simulations of a single aurein 1.2 molecule in water were performed (systemA1 in
Table I), starting from an ideal alpha helix. The secondary structure was highly dynamic with the
peptide alternating between being completely unstructured to being partly helical multiple times
during each of the simulations. The structure of a single aurein 1.2 molecule bound to membrane
consisting of a mixture of CL and PG was then examined. Fig. 2 shows the average helicity of the
single aurein molecule in one of the 3 simulations of system A2 (Table I). In this case the peptide
bound spontaneously to the membrane within 4 ns and remained in bound to the membrane for
the majority of the rest of the simulation. The peptide briefly returned to solution during the
period between 60-80 ns. As can be seen from Fig. 2 the initial conformation of the peptide was
non-helical but upon binding to the membrane the helicity became as high as 55 %. The helicity
averaged close to 30 % for the period the peptide was bound to the membrane. The helicity of
related peptides (aurein 2.2, aurein 2.3, and aurein 2.3-COOH) has been observed to be in the
same range (34-54 %) when associated with a CL/POPG membrane at low peptide concentrations
(peptide to lipid ratio 1:100, roughly the same as here)(23).
A similar helical percentage was also observed when multiple copies of aurein 1.2 were allowed
to bind simultaneously to the membrane. Fig. 3 shows the average helicity during the 80 ns
simulation of system C1 (see Table I). In C1 10 copies of aurein 1.2 were allowed to spontaneously
interact with one side of a membrane. The initial conformation of the peptide was non-helical.
After around 10-20 nanoseconds all the peptides had bound to the surface of the bilayer. As can
be seen from Fig. 3 the average helicity of the peptides increases steadily as more peptides bind,
reaching a plateau values of around 25-30 % after 20-30 ns. Experimentally, the helical content of
related peptides (aurein 2.2, aurein 2.3, and aurein 2.3-COOH) has been observed to increase with
increasing peptide:lipid ratio, up close to 100 % in high peptide concentration (23). This trend is
not observed in this study, however, it should be noted that these peptides are somewhat longer
compared to aurein 1.2, the lipid concentrations were somewhat different in the studies and the
peptides studied in (23) have been suggested to disorder the bilayer with a different mechanism
than aurein 1.2 (23).
Fig. 4 shows an Edmundson projection of aurein 1.2 in an alpha-helical conformation. As
seen, in the helical conformation the peptide is amphipathic with well-defined hydrophilic and hy-
drophobic regions. Fig. 5, displays a snapshot of a partly helical aurein molecule on the membrane
surface taken from one of the 3 simulations of system A2 in which the hydrophilic regions can be
seen embedded within the membrane as commonly proposed for amphipathic peptides. This was,
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however, not the only binding mode observed in the simulations. In fact in most configurations
examined, the hydrophobic and hydrophilic residues were not aligned such that the peptide con-
formation was clearly amphipathic and, as noted above, in most configurations the peptides were
only partly helical. The peptides do, nevertheless, show a marked increase in helicity on binding
to the membrane in agreement with experiment (14).
Hydrogen bonding between the lipids and protein residues was defined by geometric criteria,
using a cut-off distance of 3.25 A˚ between the donor and acceptor and a cut-off angle (acceptor-
donor-hydrogen) of 30 degrees, using VMD (44). Of all hydrogen bonds found between protein
and lipid residues during the simulation C1, 21 % were formed by lysine residues and 20 % by
glysine residues. Other favoured residues were phenylalanine (15 % of all hydrogen bonds) and
serine (11 %) and the terminal amine group (11 %). Of all hydrogen bonds, lipid hydroxyl oxygens
were involved in 54 %, lipid phosphate oxygens in 30 %, and lipid ester oxygens in 17 %. After
(approximately) all of the peptides had bound to the bilayer surface (after 20 ns), each peptide was
bound to the lipids through 3.3 hydrogen bonds on average (averaged over time and number of
peptides).
Membrane disruption due to aurein adsorption
Simulations of systems B1 to B3 involved the spontaneous interaction of 20 aurein 1.2
molecules interacting in an unrestricted manner with a membrane comprised of 104 CL and 304
PG lipids. In this case the peptides bound to both membrane leaflets and resulted in little if any
disruption of the membrane irrespective of the temperature (data not shown). Antimicrobial pep-
tides act, however, by binding to the outside of the cell and thus accumulate only on one side
of the membrane. Fig. 6 shows snapshots from simulations C1, C2 and C3 after either 80 or
100ns. Class C correspond to a system containing 10 aurein 1.2 molecules bound to one side of
the membrane simulated at three different temperatures (see block C in Table I). Disruption of the
membrane is very clear. In each case once the peptides had bound to the surface of the bilayer they
neither moved back into the water phase nor into to the core of the membrane. In addition, the
peptides did not show a clear preference between CL and PG. What is clear from Fig. 6 is that 10
copies of aurein 1.2 lead to a major disruption of the membrane especially at higher temperature.
These findings are in general agreement with the available experimental data (13, 14, 17, 18). For
example, Lee et al (13) studied the effect of aurein 1.2 on a range of supported lipid bilayers using
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dual polarization interferometry (DPI) (20, 21). The extent of the changes in birefringence as a
function of bound peptide suggested that aurein 1.2 bound primarily to the surface of the mem-
brane surface without inserting. Visualization of the destruction of vesicles by aurein 1.2 using
fluorescent microscopy also suggests that the peptides would be primarilay associated with the in-
terfacial region of the bilayer (19). SPR and NMR spectroscopy measurements are also consistent
aurein interacting primarily with the surface of the membrane (18).
Increasing asymmetric binding of aureins at the membrane induces increasing curvature
As is evident from Fig. 6 aurein 1.2 induced strong curvature of the membrane at peptide to
lipid ratios of approximately 1:40 especially at 338 K when the membrane in in the fluid phase.
The effect at 298 K was, however, less well pronounced. A series of simulations were thus per-
formed in which the concentration of aurein was gradually increased. Fig. 7 shows how the degree
of curvature depends on the peptide to lipid ratio at 298 K. As the peptide to lipid ratio was in-
creased from approximately 1:40 (D1) to approximately 1:10 (D4) curvature of the membrane
increased systematically. The degree of curvature was similar along all directions in the plane of
the membrane. However, while high concentrations of the peptide induced a very high degree of
curvature within the membrane, the membrane bilayer itself remained intact. Note, the induction
of curvature was reversible. When the amount of bound peptide was progressively reduced the
membrane became progressively flatter (data not shown).
The changes in bilayer thickness upon the addition of peptide were surprisingly small. The
thickness was 3.4 nm in the absence of peptide. This decreased to 3.0 nm at a peptide to lipid ratio
of approximately 1:10, suggesting increased disorder in the bilayer. Fig. 8 shows water molecules
surrounding the bilayer at the end of the simulation. Despite the high curvature, no clear leakage
of water molecules through the membrane was observed. There was a marked reduction in the
value of the order parameters calculated for carbons in the acyl chains of all of the lipids (data not
shown). However, this decrease is likely to primarily reflects an increase in membrane curvature
as opposed to an increase in the local disorder. Nevertheless a decrease on the order parameters is
in line with the findings in (13), where changes in molecular ordering as a function of membrane-
bound peptide mass where proposed based on dual polarization interferometry (DPI) (20), and
with (22) where 2H NMR suggested that the addition of aurein 1.2 increased disorder within the
membrane.
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The change in peptide helicity as a function of peptide concentration and thus membrane curva-
ture was also examined. The average percentage helicity of the initial 10 peptides was monitored
during the combined 160 ns of simulation corresponding to D1, D2 D3 and D4 (see Fig. 9. As
can be seen if one compares Fig. 9 to Fig. 3, the degree of helicity does not change significantly
with either increasing peptide concentration or membrane curvature. Note, the first 20 nanosec-
onds of the two figures are identical as they correspond to the same simulation. As noted earlier,
the helical content of related peptides (aurein 2.2, aurein 2.3, and aurein 2.3-COOH) has been
observed experimentally to increase with increasing peptide:lipid ratio, up close to 100 % in high
peptide concentration (23). Our simulations do not produce a similar trend. This might be due to
these peptides being somewhat longer compared to aurein 1.2, they have indeed been suggested to
disorder the bilayer with a different mechanism than aurein 1.2 (23). Also the lipid concentrations
were somewhat different in the two studies.
A critical question is the extent to which the peptide to lipid ratios and the associated induction
of curvature used in the simulations are experimentally relevant. Comparing the peptide to lipid
ratios used in the simulations to those used experimentally is problematic as in many experimental
studies only the concentration of peptide in water is given, not the proportion of peptide bound
to the membrane. In addition it is evident from the simulations that the peptides bind strongly to
the surface of the membrane and below the level of complete saturation there will be very little
peptide remaining in the water phase. Nevertheless, the work of Lee et al (13) suggested that the
lysis of DMPC/DMPG membrane could be achieved with an aurein:lipid ratio of 1:9.8 similar to
that achieved in system D4. However, they found no evidence of the lysis of an E. coli membrane
using similar aurein concentrations a difference that was attributed to the presence of cardiolipins
(13).
DISCUSSION AND CONCLUDING REMARKS
Because of their potential as future antibiotics, antimicrobial peptides have attracted much
interest in recent years. Despite this the precise molecular details by which antimicrobial peptides
disrupt membranes and which give rise to cell specificity remain unclear. In this work atomistic
molecular dynamics simulations have been used to study the interaction of one of the smallest
active antimicrobial peptides, aurein 1.2 with a highly anionic membrane comprised of two anionic
lipid species, PG and CL.
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At the concentrations used in this study with a maximum peptide to lipid ratio of 1:10 aurein
1.2 was not able to destroy the bilayer structure within 160 ns. Instead, aurein 1.2 was found to
induce a very high degree of membrane curvature. The failure of aurein 1.2 to completely disrupt
the membrane under the conditions examined may seem surprising. It might be simply due to
either the peptide concentration or the timescale examined being insufficient. Experimentally a
peptide to lipid ratio of 1:10 is sufficient to lead to the destruction of bilayers consisting of DMPC
and DMPG. It was, however, insufficient to lead to the disruption of bilayers containing CL.
A combination of two factors could explain how aurein 1.2 might induce high curvature but not
lead to the destruction of the membrane in this case. The first is due to the properties of aurein 1.2
itself and the second due to the properties of cardiolipin. In a previous simulation study (8) aurein
1.2 and three other antimicrobial peptides were observed to lose helical structure when bound to
a planar DMPC membrane. However, the peptides were able to become fully helical when bound
to a toroidal pore formed in a POPC membrane, that is a region of a membrane with high positive
curvature. It was concluded that the peptides would stabilize membrane structures with a curvature
that matched the intrinsic curvature of the peptides. It was suggested that aurein 1.2 would act via
a detergent-like mechanism as it can induce high local but not long-range curvature (8).
Cardiolipins have a large hydrocarbon volume but small head group. Thus CL promotes the
formation of inverted hexagonal phases when neutralized by divalent cations, such as Ca2+ and
Mg2+ (26). Moreover, it has been shown that CL microdomains form regions of high intrinsic
negative curvature (45). Fig. 10 shows the distribution of cardiolipin molecules in the highly
curved membranes obtained in this study. From Fig. 10 it can be seen that CL has accumulated
in region of high negative curvature (circled). The concentration of CL in this region is nearly 40
% as compared to the overall concentration of 25 %. Charge neutralization alone, however, could
not fully explain the curvature induced. The peptides are monovalent and before the addition of
the 40 aurein 1.2 molecules the bilayer was stable despite the presence of a sufficient number of
Na+ counterions to ensure the neutrality of the system.
The physical characteristics of pure cardiolipin bilayers can largely be explained by the rela-
tive rigidity and limited mobility of the head group which results from the binding of both of the
phosphate groups to the same glycerol (28). It has been proposed that this impairs the capacity of
the phosphates to participate in intermolecular interactions with other phosphate groups, dimin-
ishing the shielding of the two negative charges (28). As a consequence, the phosphate groups
interact more strongly with water and any counter ions (28). Together with the geometry of the
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CL molecule, this has been proposed to lead to a high degree of cohesion within the interfacial
region of CL membranes, enhancing the structural integrity of the bilayer (28). This could explain
why some organisms increase the CL content of their membranes in case of resource depletion
and halophilic stress (28). In addition, this could explain why membranes containing CL are more
resistant to the effects of some antimicrobial peptides than are membranes containing other nega-
tively charged lipids (24), (13).
The antimicrobial peptide magainin is believed to act by imposing positive curvature strain (24)
and thus its effects on a membrane could be diminished by the presence of lipids, such as CL, that
induce negative curvature. Our results suggest that aurein 1.2 also induces positive curvature, and
consequently the presence of CL would likely inhibit its action. This hypothesis is also supported
by the observations in the simulations that on average aurein 1.2 adopted a conformation that was
only partly helical despite regions of high curvature. In fact almost no aurein 1.2 molecules were
found in those regions that had the highest positive curvature. This is likely due to these regions
having the smallest lipid surface charge density. Thus there is a competition between the binding
of aurein to regions of high positive curvature but low charge density or high charge density but
negative curvature..
In this study atom-scale molecular dynamics simulations of several model systems have been
used to examine the interaction of the antimicrobial peptide aurein 1.2 with PG-CL membranes.
We find that at peptide to lipid ratios of up to 1:10 the aurein 1.2 was not able to completely destroy
the structure of the membrane despite inducing high positive curvature. It is suggested that this is
due to the high proportion of cardiolipin molecules in the membrane. Overall the work is in broad
agreement with a range of experimental studies which suggest that the presence of CL provides
protection against antimicrobial peptides compared to other negatively charged lipids (24). Many
organisms increase the CL content of their membranes during periods of resource depletion and/or
halophilic stress (28). As bacteria also release membrane disrupting antimicrobial peptides when
starved for resources this increase in CL might represent and evolutionary adaption to the presence
of antimicrobial peptides.
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TABLE I:
Label No. of No. of No. of No. of Time (ns) Temperature (K) Starting structure
simulations peptides lipids waters of aurein
A1 3 1 - 1700 100 310 ↵-helical
A2 3 1 26 CL, 76 PG 6500 100 298 partly helical
B1 1 20 104 CL, 304 PG 24000 20 298 non-helical
B2 1 20 104 CL, 304 PG 24000 20 318 non-helical
B3 1 20 104 CL, 304 PG 24000 20 338 non-helical
C1 1 10 104 CL, 304 PG 28200 80 298 non-helical
C2 1 10 104 CL, 304 PG 28200 80 318 non-helical
C3 1 10 104 CL, 304 PG 28200 100 338 non-helical
D1 1 10 104 CL, 304 PG 28200 0-20 298 non-helical
D2 1 15 104 CL, 304 PG 36200 20-75 298 non-helical
D3 1 30 104 CL, 304 PG 46200 75-100 298 non-helical
D4 1 40 104 CL, 304 PG 51400 100-160 298 non-helical
TABLE II: Simulations performed in this work. The numbers of water molecules are rounded to the
closest hundred.
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FIG. 1
Primary linear sequence (below)
and secondary (top) representations
of aurein. Aurein 1.2 is a cationic
peptide having 13 residues, with
the positive lysine residues at
positions 7-8 (shown in red).
Negative residues are shown in
blue, polar in light red, and
hydrophobic in grey. The
C-terminus is amidated. This figure
and all simulation snapshots in this
work have been prepared using
VMD (44).
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FIG. 2
Helicity percentage of aurein in a
single peptide simulation with a
membrane (system A2). Aurein
binds to the membrane surface
around 4 ns. During approximately
60-80ns, the peptide is more
loosely bound than during the rest
of the simulation.
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FIG. 3
Helicity percentage of aurein in the
298 K simulation of 10 aureins
with a membrane (system C1).
Aureins bind to the membrane
surface during the first 10-20
nanoseconds.
FIG. 4
Helical wheel representation of
aurein.
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FIG. 5: A snapshot of one aurein molecule on the bilayer surface in system A2. Positive protein residues
are shown in red, negative in blue, polar in light red, and hydrophobic in grey. All lipid atoms are shown
without any special highlighting for head groups etc.
FIG. 6: 10 aureins restricted to one side of the bilayer (systems C1-C3) at 298, 318, and 338 K, from left to
right. Dashed lines mark the borders of the periodic box. Peptides are shown in green, CL in orange, PG in
cyan, and lipid oxygens in red. Water and ions are not shown for clarity.
FIG. 7: The effect of increasing peptide concentration on the bilayer. Snaphots show the system D1 (10
aureins), D2 (15 aureins), D3 (30 aureins), and D4 (40 aureins), in normal reading order. In Table I these
stand for simulation times 0 ns (D1), 50 ns (D2), 100 ns (D3), and 160 ns (D4). Dashed lines mark the
borders of the periodic box. Peptides are colored green, CL orange, PG cyan, and lipid oxygens red. Water
and ions are not shown for clarity.
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FIG. 8
A snapshot of water surrounding the
membrane at 160 ns (system D4). Water
is shown in blue and lipids in cyan.
Peptides and ions are not shown. Dashed
lines mark the borders of the periodic
box.
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FIG. 9
Helicity percentage as a function of time
for the first 10 aureins added into the
system D1 at 0 ns. Additional aurein
molecules were added to the water phase
at 20 ns, 75 ns, and 100 ns (systems
D2-D4, see Table I). The first aureins
bind to the membrane surface during the
first 10-20 nanoseconds, and as the
number of aureins increases, the bilayer
curvature increases dramatically during
the rest of the simulation (see Fig. 7.
FIG. 10
A snapshot of the phosphorus atoms at
160 ns (system D4). CL atoms are shown
in orange and PG atoms in cyan. Note
the distribution of CL atoms between
areas of different curvature, especially in
the circled region of high negative
curvature. The difference in membrane
integrity between the upper leaflet where
the peptides are bound and the lower one
without peptides is also clearly visible.
Dashed lines mark the borders of the
periodic box.
FIG. 11
Table of Contents graphic.
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