We study the path behavior of the simple symmetric walk on some comb-type subsets of Z 2 which are obtained from Z 2 by removing all horizontal edges belonging to certain sets of values on the y-axis. We obtain some strong approximation results and discuss their consequences.
Introduction
The anisotropic random walk has a huge literature. In our papers [9] , [11] we give an account of some of the relevant literature. An anisotropic walk is defined as a nearest neighbor random walk on the square lattice Z 2 of the plane with possibly unequal symmetric horizontal and vertical step probabilities, so that these probabilities depend only on the value of the vertical coordinate. More formally, consider the random walk {C(N ) = (C 1 (N ), C 2 (N )) ; N = 0, 1, 2, . . .} on Z 2 with the transition probabilities P(C(N + 1) = (k + 1, j)|C(N ) = (k, j)) = P(C(N + 1) = (k − 1, j)|C(N ) = (k, j)) = 1 2 − p j , P(C(N + 1) = (k, j + 1)|C(N ) = (k, j)) = P(C(N + 1) = (k, j − 1)|C(N ) = (k, j)) = p j , (1.1)
for (k, j) ∈ Z 2 , N = 0, 1, 2, . . . with 0 < p j ≤ 1/2 and min j∈Z p j < 1/2. Unless otherwise stated, we assume also that C(0) = (0, 0). Some of the most important contributions to this topic are due to Heyde [15] , [16] and Heyde et al. [17] . Let as n → ∞, for all N > 0, where {Y (t), t ≥ 0} is a diffusion process on the same probability space as {C 2 (n)} whose distribution is defined by
where {W (t), t ≥ 0} is a standard Brownian motion, In [9] we used another somewhat more restricted condition of Heyde [15] in the case γ 1 = γ 2 = γ. as n → ∞, for some constants γ, 1 < γ < ∞ and 1/2 < η < ∞. Under the condition (1.4) we proved the following simultaneous strong approximation result for (C 1 (·), C 2 (·)).
Theorem B ( [9] ) Under the condition (1.4) with 1/2 < η ≤ 1, on an appropriate probability space for the random walk {C(N ) = (C 1 (N ), C 2 (N )); N = 0, 1, 2, . . .}, one can construct two independent standard Wiener processes {W 1 (t); t ≥ 0}, {W 2 (t); t ≥ 0} so that, as N → ∞, we have with any ε > 0
In this paper we are interested in a special type of anisotropic walk. We want to consider walks for which in (1.1) p j is either 1/2 or 1/4. In particular, for such walks we consider an arbitrary subset B of the integers on the y-axis and remove from the two-dimensional integer lattice all the horizontal edges which do not belong to the y-levels in B. Denote this lattice by C 2 = C 2 (B). The transition probabilities throughout this paper are
A compact way of describing the just introduced transition probabilities for this simple random walk C(N ) on C 2 (B) is via defining
for locations u and v that are neighbors on C 2 (B), where deg(u) is the number of neighbors of u, otherwise p(u, v) := 0.
A very important special case is the simple random walk on the 2-dimensional comb lattice which is obtained from Z 2 by removing all horizontal lines off the x-axis, which means that with the notation above, all p j = 1 2 with one exception, namely p 0 = 1 4 . For a recent review of some related literature concerning this simple random walk we refer to Bertacchi [2] and Csáki et al. [7] . In the latter paper we established a simultaneous strong approximation for the two coordinates of the random walk C(N ) = (C 1 (N ), C 2 (N )) that reads as follows.
Theorem C ( [7] ) On an appropriate probability space for the simple random walk {C(N ) = (C 1 (N ), C 2 (N )); N = 0, 1, 2, . . .} on the two-dimensional comb lattice C 2 , one can construct two independent standard Wiener processes {W 1 (t); t ≥ 0}, {W 2 (t); t ≥ 0} so that, as N → ∞, we have with any ε > 0
where η 2 (0, ·) is the local time process at zero of W 2 (·). In our paper [8] we investigated a simple random on the half-plane half-comb (HPHC) structure, which is another special case with the set B = {y = 0, 1, 2, ...}, that is to say, all horizontal lines under the x-axis are deleted. Our main result there reads as follows.
Theorem D ([8])
On an appropriate probability space for the HPHC random walk {C(N ) = (C 1 (N ), C 2 (N )); N = 0, 1, 2, . . .} with p j = 1/4, j = 0, 1, 2, . . ., p j = 1/2, j = −1, −2, . . . one can construct two independent standard Wiener processes {W 1 (t); t ≥ 0}, {W 2 (t); t ≥ 0} such that, as N → ∞, we have with any ε > 0
where A 2 (t) = 2
Clearly, for this HPHC walk (1.4) does not hold, as we get different γ values in the first and second sums. In what follows, we would like to generalize Theorem D under the condition that is a generalized version of (1.4), when the γ values in the two sums are different, discuss its consequences and consider some other interesting choices of the set B. Namely, we are interested in the case when |B n | := |B ∩ {−n, n}| ∼ cn β with some 0 ≤ β ≤ 1. Here, and in the sequel, |B n | stands for the (finite) number of elements in the set B n .
The structure of this paper from now on is as follows. In Section 2 we give preliminary facts and results. In Section 3, first we redefine the walk on C 2 (B) in terms of two independent simple symmetric walks. Then we list some facts which do not depend on the choice of B, and prove some results which we will need for the rest of the paper. Section 4 contains our main results. In Section 5 some further questions and problems are discussed.
Preliminaries
In this section we list some well-known results, and some new ones which will be used in the rest of the paper. In case of the known ones we won't give the most general form of the results, just as much as we intend to use, while the exact reference will also be provided for the interested reader.
Let {X i } i≥1 be a sequence of independent i.i.d. random variables, with P(X i = ±1) = 1/2. Then the simple symmetric random walk on the line is defined as S(n) = n i=1 X i , and its local time is ξ(j, n) = #{k : 0 < k ≤ n, S(k) = j}, n = 1, 2..., for any integer j.
Define M n = max 0≤k≤n |S(k)|. Then we have the usual law of the iterated logarithm (LIL) and Chung's LIL [4] .
For ξ(n) = sup x ξ(x, n) we have Kesten's LIL for local time.
Lemma B (Kesten [20] ) For the maximal local time we have lim sup n→∞ ξ(n) (2n log log n) 1/2 = 1 a.s.
According to the lower lower class (LLC) result for the local time (see e.g. Révész [24] , page 119), the following holds true.
Lemma C ( [24] ) For the local time of simple symmetric walk we have for any ε > 0 and large enough n ξ(0, n) ≥ √ n (log n) 1+ε a.s.
In Csáki and Földes [10] the following stability result was concluded for local time.
Lemma D ( [10] ) For the local time of simple symmetric random walk we have for h(n) = √ n (log n) 1+ε , with any ε > 0 that
In Csáki and Révész [13] the following result was given about the uniformity of the local time.
Lemma E ( [13] ) For the simple symmetric random walk for any ε > 0 we have
Remark 2.1 In fact, Lemma E deals with more general random walks, but we only need it for a simple symmetric random walk.
The following result is a version of Hoeffding's inequality, which is explicitly stated in Tóth [25] .
for 0 < λ < na with some a > 0. Let (W (t), t ≥ 0) be a standard Wiener process (called also standard Brownian motion). Its local time (η(x, t), x ∈ R, t ≥ 0) (called Wiener local time or Brownian local time) is defined as
where I{·} denotes the indicator function.
Concerning the increments of the Wiener process we quote the following result from Csörgő and Révész [14] , page 69.
The above statement is also true if W (·) replaced by the simple symmetric random walk S(·).
We quote the following simultaneous strong approximation result from Révész [23] .
Lemma H ([23])
On an appropriate probability space for a simple symmetric random walk {S(n); n = 0, 1, 2, . . .} with local time {ξ(x, n); x = 0, ±1, ±2, . . . ; n = 0, 1, 2, . . .} one can construct a standard Wiener process {W (t); t ≥ 0} with local time process {η(x, t); x ∈ R; t ≥ 0} such that, as n → ∞, we have for any ε > 0
and sup
simultaneously.
Finally we recall the following lemma from Klass [21] .
be an arbitrary sequence of events such that P(E n i.o.) = 1. Let {F n } n≥1 be another arbitrary sequence of events that is independent of {E n } n≥1 , and assume that for some
The general case
First we are to redefine our random walk {C(N ); N = 0, 1, 2, . . .}. It will be seen that the process described right below is equivalent to that given in the Introduction.
To begin with, on a suitable probability space consider two independent simple symmetric (onedimensional) random walks S 1 (·), and S 2 (·). We may assume that on the same probability space we have a sequence of i.i.d. geometric random variables {G i , i ≥ 1} which are independent from S 1 (·), and S 2 (·), with
We now construct our walk C(N ) as follows. We will take all the horizontal steps consecutively from S 1 (·) and all the vertical steps consecutively from S 2 (·). First we will take some horizontal steps from S 1 (·), then as many vertical steps from S 2 (·), as needed to get to a level belonging to B, then again some horizontal steps from S 1 (·) and so on. Now we explain how to get the number of horizontal steps on each occasion. Consider our walk starting from the origin. If the origin is in B then take G 1 horizontal steps from S 1 (·). (Note that G 1 = 0 is possible with probability 1/2). If the origin does not belong to B then the walk moves vertically taking its steps from S 2 (·) until it hits a level belonging to B. If this happens at the level j then it moves horizontally on level j taking G 1 steps from S 1 (·). Then it takes some vertical steps from S 2 (·), to arrive again to a level belonging to B, where the next G 2 horizontal steps from S 1 (·), should be taken, and so on. In general, whenever the walk arrives at the level j ∈ B then take some horizontal steps, the number of which is given by the next in line (first unused) geometric random variables G i .
Let now H N , V N be the number of horizontal and vertical steps, respectively, from the first N steps of the just described process. Consequently, H N + V N = N , and
where d = stands for equality in distribution. Now we introduce a few more notations. Let ξ 2 (·, ·) denote the local time of S 2 (·). By Lemma B we have for any ε > 0, any y ∈ Z and N large enough:
Combining Lemmas C and D we easily get
Lemma A gives the following two facts:
Lemmas A and D also imply
Proof. Observe that
Then our first statement is obvious. From (3.7) we have that
that, in turn, implies
✷ For a simple random walk with local time ξ(·, ·) let
Lemma 3.2 On a probability space as in Lemma H
Proof. According to Lemma 5.3 of Bass and Griffin [1] we have
where η(x, t) is the local time of a Wiener process. Using this fact, Lemmas A and H, we have for the difference
Proof.
Recall that H N is the number of horizontal steps in our random walk C(N ), N = 0, 1, 2, . . . As it was explained in the construction, horizontal steps only occur on levels belonging to B. When the vertical walk arrives to such a level, it takes some horizontal steps, the number of which follows geometric distribution with expected value 1. Thus the total number of horizontal steps is the sum of D 2 (V N ) i.i.d. geometric random variables, with expected value 1. However this statement is slightly incorrect, as if the N -th step is a horizontal one, the corresponding last geometric random variable might remain truncated. Denote by H + N the number of horizontal steps which includes all the steps of this last geometric random variable. Then
where G i , i = 1, 2... are i.i.d. geometric random variables as in Lemma F. According to this lemma
Selecting λ = k 1/2+ε we get by the Borel-Cantelli lemma that for all large k
We have to apply this for k = |D 2 (V N )|, and conclude that
as N → ∞. Now to finish the proof, it is enough to observe that
where G j are geometric random variables with parameter 1. Thus for any ε > 0
and hence by the Borel-Cantelli lemma
for all large N . ✷
Main results
Assume that we have the construction described in Section 3 with independent simple symmetric random walks S 1 (·), S 2 (·) together with independent standard Wiener processes W 1 (·), W 2 (·) satisfying Lemma H, i.e. for j = 1, 2
Now we define A 2 (·) as in (1.3), with W replaced by W 2 , α 2 (t) = A 2 (t) − t, and also A 2 (·) as in (3.10), with ξ replaced by ξ 2 .
In what follows we assume that
with some 0 ≤ β ≤ 1. and with some constant c > 0. We will separately consider the the cases β = 1, 0 < β < 1 and β = 0.
The case β = 1
To consider the case β = 1, we now suppose that
as n → ∞ with some 1/2 < η ≤ 1. Clearly 1 ≤ γ 1 ≤ 2 and 1 ≤ γ 2 ≤ 2.
Theorem 4.1 Under the conditions (4.2) and max(γ 1 , γ 2 ) > 1 on an appropriate probability space for the random walk {C(N ) = (C 1 (N ), C 2 (N )); N = 0, 1, 2, . . .} one can construct two independent standard Wiener processes {W 1 (t); t ≥ 0}, {W 2 (t); t ≥ 0} so that, as N → ∞, we have with any ε > 0
where A −1
(·) is the inverse of A (·).
Proof. In what follows we take some ideas from Heyde [15] . By our Lemma 3.3
In the second line above we changed the summation for all j, recalling the fact that p j = 1/2 for j / ∈ B, while p j = 1/4 for j ∈ B.
To proceed, introduce the notation
Observe that from (4.2) we have that
for some c > 0. Now applying Lemma A for S 2 (·), and Lemma E, we get that
where here and throughout the paper the value of ε might change from line to line. So we conclude, using Lemma 3.2, that
Remark 4.1 In the previous line we used the fact that A −1
To see this, first recall from Lemma 3.2 that A 2 (t), A −1 2 (t) and α(t) = A 2 (t) − t are all nondecreasing. Then
So we can conclude, using Lemmas H and G that
Furthermore, by Lemmas H and G again
proving our theorem. ✷ Corollary 4.1 Suppose that γ 1 > γ 2 ≥ 1. The following laws of the iterated logarithm hold.
•
Proof of (i) and (ii). By the law of the iterated logarithm for W 1 , and (3.9) we have for all large enough t W 1 (t − A −1
which gives an upper bound in (i).
To give a lower bound in (i), for any sufficiently small δ > 0 define the events
. . Then, with some sequence {u n } (u n = a n with sufficiently large a will do), we have
It follows from Lemma I that P(A * n B * n i.o.) ≥ c > 0. By the 0-1 law this probability is equal to 1. Recall that α 2 (t) = A 2 (t) − t. We claim that if B * n occurs then
Now if B * n occurs then by (3.8)
Let t n be defined by
and α 2 (·) is nondecreasing, we have that
Thus, using (3.9)
Hence A * n B * n implies
a.s..
Since δ > 0 is arbitrary, this gives a lower bound in (i).
The proof of (ii) follows by symmetry. Proof of (iii). We have infinitely often with probability 1
where we used (3.9) to get the second inequality.
To give an upper bound, we use the formula for the distribution of the supremum of W 2 (A −1 2 (t)) given in Corollary 2 of Keilson and Wellner [21] , which in our case is equivalent to
From this it is easy to give the estimation
with some constant c, from which the upper estimation in (iii) follows by the usual procedure. Proof of (iv). The lower estimation is easy. Namely, by (3.9) we have for t big enough that
a.s.
It remains to prove an upper estimation in (iv). By the law of the iterated logarithm for W 2 (·)
almost surely for infinitely many v tending to infinity. Define
Let ζ(v) be the last zero of W 2 (·) before v, i.e.,
By Theorem 1 of Csáki and Grill [12] , for large v satisfying (4.7) we have ζ(v) ≤ εv, and hence also
infinitely often with probability 1. Since ε > 0 is arbitrary, this gives an upper bound in (iv). ✷ It is not hard to calculate the density function of A −1 2 (t) and t − A −1 2 (t). Lemma 4.1 Suppose that γ 1 > γ 2 ≥ 1.
Proof. Recall the definition of µ(v) from (4.8).
.
By differentiation we get the first statement and the second goes similarly. ✷ 4.2 The case 0 < β < 1
Now we want to consider the second case when we have 0 < β < 1 in (4.1), which means that a considerable portion of the horizontal lines are missing. Recall that
Theorem 4.2 Under the condition (4.1) with 0 < β < 1, on an appropriate probability space for the random walk {C(N ) = (C 1 (N ), C 2 (N )); N = 0, 1, 2, . . .} one can construct two independent standard Wiener processes {W 1 (t); t ≥ 0}, {W 2 (t); t ≥ 0} so that, as N → ∞, we have with any
Proof. Using Lemmas A and B and (4.1) we conclude
Clearly from Lemma 3.3
and by Lemmas H and G
2 It is very easy to see using Lemmas G and H, that the first statement in Theorem 4.2 can be replaced by the following more natural one:
where
, that is to say using the Wiener local time instead of the random walk local time. However this change slightly weakens the rate of the approximation. Moreover we can replace L 2 (V N ) in the argument of W 1 (·) with L 2 (N ) using the local time increment result in Csáki et al. [5] (see e.g. [24] , page 121, Theorem 11.9), to get the following weaker approximation:
Clearly, the weakness of Theorem 4.2 is, that we do not know the limiting distribution and other limit theorems (lower and upper classes) for D 2 (V N ). So we won't be able to get LIL-s for C 1 (N ) as in the case of Theorem 4.1. In what follows we get some simple estimates instead. Namely, using Lemmas A and B and (4.1), we have that with some positive constant c > 0
On the other hand, from Lemmas C and D and (4.1) we have for any ε > 0 that
Using these bounds we can conclude that with some c 1 > 0
Furthermore, for the second coordinates of our walk we have lim sup
From the so-called other law of the iterated logarithm due to Chung [4] we obtain for C 2 (N )
4.3 The case β = 1
Now we consider the case when B is finite, that is to say, we only have finitely many horizontal lines (so in (4.1) β = 0).
Theorem 4.3
Suppose that B is finite. Then on an appropriate probability space for the random walk {C(N ) = (C 1 (N ), C 2 (N )); N = 0, 1, 2, . . .} one can construct two independent standard Wiener processes {W 1 (t); t ≥ 0}, {W 2 (t); t ≥ 0} so that, as N → ∞, we have with any ε > 0
Proof. By Lemma 3.3 and Lemmas B, E and H
Hence by Lemmas H and G we have
✷
Observe that Theorem 1.3 is a generalization of Theorem C. Now we list some conclusions of Theorem 4.3.
Define the continuous version of the random walk process on our lattice, having horizontal lines only in B as follows:
{C(xN ) = (C 1 (xN ), C 2 (xN )) : 0 ≤ x ≤ 1}.
We have almost surely, as N → ∞, 0, xN ) ) N 1/4 (log log N ) 3/4 , C 2 (xN ) − W 2 (xN ) (N log log N ) 1/2 → 0.
We have the following laws of the iterated logarithm (for the first see Theorem 2.2 in Csáki et al. [6] ). As to the liminf behavior of the max functionals of the two components, we have the same results as for the two dimensional comb lattice [7] . These results are based on the corresponding ones for Wiener process and the iterated process W 1 (η 2 (0, t)) and the work of Chung [4] , Hirsch [18] , Bertoin [3] , and Nane [22] .
Based on [22] , we get the following: Let ρ(n), n = 1, 2, . . ., be a non-increasing sequence of positive numbers such that n 1/4 ρ(n) is non-decreasing. Then we have almost surely that On the other hand, for the max functional of |C 1 (·)| we obtain from [7] the following result. Let ρ(n), n = 1, 2, . . ., be a non-increasing sequence of positive numbers such that n 1/4 ρ(n) is non-decreasing. Then we have almost surely that 
Further questions and problems
In [9] we discussed the so called uniform case p Clearly, many more elaborate patterns of keeping and discarding horizontal lines could be handled.
The easiest example for which our Theorem 4.2 can be applied is the quickly increasing gap case, namely when where L(n) is a slowly varying function.
