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Abstract
The simplest graph drawing method is that of putting the vertices of a graph on
a line (spine) and drawing the edges as half-circles on k half planes (pages). Such
drawings are called k-page book drawings and the minimal number of edge crossings
in such a drawing is called the k-page crossing number. In a one-page book drawing,
all edges are placed on one side of the spine, and in a two-page book drawing all
edges are placed either above or below the spine. The one-page and two-page
crossing numbers of a graph provide upper bounds for the standard planar crossing.
In this paper, we derive the exact one-page crossing numbers for four-row meshes,
present a new proof for the one-page crossing numbers of Halin graphs, and derive
the exact two-page crossing numbers for circulant graphs Cn(1, bn2 c). We also give
explicit constructions of the optimal drawings for each kind of graphs.
1 Introduction
A drawing of a graph G = (V,E) is a placement of the vertices into distinct points of
the plane and a representation of edges (u, v) by simple continuous curves connecting the
corresponding points and not passing through any point corresponding to a vertex other
than u and v. A crossing is a common point of two edges of G. We assume that any two
curves representing the edges of G have at most one point in common and that two curves
incident to the same vertex do not cross. The crossing number cr(G) of G is defined as
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the minimum number of crossings over all possible drawings of G in the plane with the
above properties.
The crossing minimisation problem is of importance in the field of graph drawings. The
aesthetical properties and readability of graphs (such as diagrams or maps) depend heavily
on the number of crossings. Moreover, crossing minimisation is an important goal in Very
Large Scale Integration (VLSI) circuit design [8] and quantum-dot cellular automata [10],
for which a smaller crossing number means lower implementation costs.
The simplest graph drawing method is that of putting the vertices on a line (spine) and
drawing the edges as half-circles on k half planes (pages). Such drawings are called k-page
book drawings and the minimal number of edge crossings in such a drawing is called the
k-page crossing number [9] and denoted by νk(G). A k-page book drawing is equivalent
to a k-colour outerplanar (circular) drawing, in which all vertices are placed on a circle
and all edges are drawn as straight lines with k colours. Only crossings of same-coloured
straight-line edges are counted. An outerplanar drawing indicates a one-colour circular
drawing, i.e., it is equivalent to a one-page book drawing.
In a one-page book drawing, all edges are placed on one side of the spine, and in a two-
page book drawing, edges are placed either above or below the spine. To minimise the
crossing number we have to find the optimal order for the vertices on the spine and,
in the case of more than one page, we also have to optimally divide the edges into the
different pages. Similarly, for an outerplanar drawing we need to find the optimal order
of the vertices on the circle and, in the case of k-colour outerplanar drawing, we have to
optimally colour the edges. Both the one-page and the two-page crossing minimisation
problems are NP-complete [6, 7]. The one-page and two-page book crossing numbers of
a graph provide upper bounds for the standard planar crossing number of the graph.
In this paper, we derive the exact one-page crossing numbers for four-row meshes, present
a new proof for the one-page crossing numbers of Halin graphs, and derive the exact two-
page crossing numbers for circulant graphs Cn(1, bn2 c). We also give explicit constructions
for the optimal drawings for each kind of graphs.
2 One-page crossing numbers for 4-row meshes
Let Pm be an m-vertex path. Let Pm × Pn denote the m× n mesh graph, i.e., the union
of m paths of type Pn (called rows) and n paths of type Pm (called columns). Figure 1
(a)-(c) shows three four-row meshes.
Vertices on the border of the mesh (i.e., vertices of degrees 2 or 3) are called b-vertices;
the remaining vertices are in-vertices. The edges on the border (i.e., edges connecting
b-verices) are called b-edges; the remaining edges are in-edges.
It is conjectured in [5] that ν1(P4×Pn) = 4(n−2), n ≥ 3. We prove that the conjecture is
true and, moreover, explicitly construct optimal drawings for four-row meshes. The proof
is given in the following two sections. First we construct, in Section 2.1, outerplanar
drawings for P4 × Pn with 4(n − 2) crossings. Then in Section 2.2, we prove that any
outerplanar drawing for P4 × Pn has at least 4(n − 2) crossings. Hence, the drawings
presented in Section 2.1 are optimal.
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Figure 1: The conjectured optimal orders are indicated by the solid edges for P4 × P3,
P4 × P4 and P4 × P5 respectively.
2.1 Upper bound
Figure 1 shows drawings for P4 × P3, P4 × P4, and P4 × P5, respectively. Outerplanar
drawings of each mesh are obtained by placing the vertices on a circle in the order given by
the Hamiltonian cycle drawn with solid lines. The numbers of crossings in these drawings
are 4, 8, and 12, respectively, i.e., 4(n− 2). We verified the optimality of these drawings
with a brute-force algorithm. For n = 2, we can obviously draw P4×P2 as an outerplanar
drawing without any crossings.
Lemma 2.1. For a four-row mesh P4 × Pn, ν1(P4 × Pn) ≤ 4(n− 2), n ≥ 2.
Proof. For the mesh P4×Pn, where n is odd, the proposed optimal order is 0, 4, 5, ..., 4(n−
2), 4(n− 1), 4(n− 1) + 1, 4(n− 2) + 1, 4(n− 2) + 2, 4(n− 1) + 2, 4(n− 1) + 3, 4(n− 2) +
3, ..., 3, 2, 1 (Fig.2 (a)). For the mesh P4×Pn, where n is even, the proposed optimal order
is 0, 4, 5, ..., 4(n− 1), 4(n− 1) + 1, 4(n− 1) + 2, 4(n− 1) + 3, ..., 3, 2, 1 (Fig.3 (a)).
The proposed drawings can also be defined recursively. Given the drawing of P4×Pn with
n odd, the optimal order of P4×Pn+1 is obtained by replacing the sequence 4(n−1), 4(n−
1) + 1, 4(n− 2) + 1, 4(n− 2) + 2, 4(n− 1) + 2, 4(n− 1) + 3 with 4(n− 2) + 1, 4(n− 1) +
1, 4(n−1), 4n, 4n+1, 4n+2, 4n+3, 4(n−1)+3, 4(n−1)+2, 4(n−2)+2 (Fig.2 (b)). For
n even, the drawing of P4×Pn+1 is obtained from the drawing of P4×Pn by replacing the
sequence 4(n− 1)+1, 4(n− 1)+2 with 4n, 4n+1, 4(n− 1)+1, 4(n− 1)+2, 4n+2, 4n+3
(Fig.3 (a)).
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Figure 2: Optimal drawings for P4 × Pn and P4 × Pn+1, n is odd.
We now count the number of crossings (denoted by cn) in the drawings constructed for
P4 × Pn.
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Figure 3: Optimal drawings for P4 × Pn and P4 × Pn+1, n is even.
For odd n, in Figure 2 (a), there is only one broken b-edge in the drawing of the last
two columns, and in Figure 2 (b), there are two broken b-edges in the drawing of the last
three columns. Each broken b-edge has 4 crossings, all of which involve in-edges.
Similarly, for n even, in Figure 3 (a), there is no broken b-edge in the drawing of the last
two columns, and in Figure 3 (b), there is one broken b-edge in the drawing of the last
three columns. Again, each broken b-edge has 4 crossings, all of which involve in-edges.
Therefore, regardless of whether n is odd or even, there is one more broken b-edge in the
drawing of P4 × Pn+1 than in the drawing of P4 × Pn and each broken b-edge produces
exactly 4 crossings. Hence cn+1 = cn + 4. Combined with the initial condition c3 = 4, we
obtain that cn = 4(n−2), i.e., the constructed drawings have exactly 4(n−2) crossings.
2.2 Lower bound
Lemma 2.2. For a four-row mesh P4 × Pn, ν1(P4 × Pn) ≥ 4(n− 2), n ≥ 2.
Proof. Consider an arbitrary outerplanar drawing for P4×Pn. There are 2n+4 b-vertices
and 2n − 4 in-vertices. Each b-vertex is incident to two b-vertices and each b-vertex,
except for the ones in the corners, is also incident to exactly one in-vertex. The b-edges
form a cycle. The degree of an in-vertex is four. Each in-vertex, except for the two in
column 2 and the other two in column n − 1, is adjacent to exactly one b-vertex. The
four in-vertices in columns 2 and n − 1 are adjacent to exactly two b-vertices and these
two b-vertices are not adjacent to each other.
We construct an outerplanar drawing as follows: First, all b-vertices are placed on a circle
in the order they appear in the border of the mesh. This means that b-edges do not cross
with each others. The in-vertices are then placed between the b-vertices.
When an in-vertex v is inserted between two b-vertices b1 and b2, the b-edge (b1, b2) crosses
with either all four in-edges incident to v, if v is adjacent to neither b1 nor b2 (see Figure
4(a)), or three of the four in-edges incident to v, if v is adjacent to either b1 or b2 (it
cannot be adjacent to both b1 and b2) (see Figure 4(b)).
When two in-vertices v1 and v2 are inserted between two b-vertices b1 and b2, the b-edge
(b1, b2) crosses with either 2, 3 or 4 of the edges incident to v1 and either 2, 3 or 4 of
the edges incident to v2. The case of two crossings with in-edges incident to v1 and two
crossings with in-edges incident to v2 happens when the two in-vertices v1 and v2 are
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adjacent, and each of them is also adjacent to its neighbouring b-vertex on the circle (see
Figure 5).
Assume next that we have an arbitrary number t ≥ 1 of in-vertices, v1, v2, . . . , vt (in this
order) inserted between two b-vertices b1 and b2. Let E0 be the set of edges with one
endpoint in V1 = {v1, v2, . . . , vt} and the other endpoint not in this set. Let E1 be the set
of edges with both endpoints in V1. Since all vertices in V1 have degree 4, we have
4t = |E0|+ 2|E1|. (1)
All the edges in E0 cross with the edge (b1, b2), except for possibly two such edges, which
connect vertices in V1 to b1 and to b2. Hence, we have at least |E0| − 2 crossings so far.
At most t − 1 of the edges are of the form (vi, vi+1), 1 ≤ i < t, and they create no
crossings. Any of the remaining |E1| − t + 1 edges is of the form (vi, vj) with j ≥ i + 2.
Consider first the case j = i + 2. Out of the four edges incident with vi+1, at least one
is an edge incident to a b-vertex, so it is an edge in E0, and out of the remaining three
edges at most one is incident to vi or vi+2 (vi+1 cannot have edges incident to both vi
and vi+2 as there are no cycles of length 3 in the mesh). Hence, (vi, vj) has at least three
crossings in this case, one (at least) with an edge in E0 and two (at least) with edges in
E1. The latter two crossings will be counted again when those edges are examined. So, to
compensate for the double counting, we count the crossing between two edges in E1 as half
a crossing each time we encounter them. Therefore, (vi, vj) has at least 1+ 1/2+1/2 = 2
crossings. If j > i + 2, there are at least two vertices between vi and vj and each of
these has at least one edge incident to a b-vertex, i.e., an edge in E0. This edge must
cross with the edge (vi, vj). So again, (vi, vj) has at least two crossings. Altogether, at
least |E1| − t + 1 of the edges in E1 have crossings, and each of those has at least two
crossings. There are at least 2|E1| − 2t+2 crossings involving two edges of E1 or an edge
of E1 and an edge of E0. Adding these to the |E0| − 2 crossings between (b1, b2) and the
edges of E0, we obtain a total of 2|E1| − 2t+2+ |E0| − 2 crossings. Using (1), this equals
2|E1| − 2t+ |E0| = 4t− 2t = 2t crossings.
Regardless of the number of in-vertices inserted between two b-vertices b1 and b2, the
number of crossings in the region of the plane enclosed by the edge (b1, b2) and the
segment of the circle delimited by b1 and b2 (and not containing any other b-vertices) is
equal to at least twice the number of in-vertices placed between b1 and b2 on the circle.
Since there are 2(n− 2) in-vertices in total, we have at least 4(n− 2) crossings.
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Figure 4: Two cases when an in-vertex is inserted between two adjacent b-vertices.
Next we examine what happens if the b-vertices are placed on the circle in an order
different from that in the mesh border. In this case there are some crossings between
b-edges. We prove that in addition to those, there still are at least 4(n − 2) crossings
involving an in-edge and a b-edge or two in-edges.
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Figure 5: Two in-vertices are inserted between two adjacent b-vertices.
Consider two b-vertices b1 and b2 which are placed on the circle so that no other b-vertices
are between them. Since the b-edges form a cycle, there are two different paths from b1
to b2 consisting of b-edges only. Assume that b1 and b2 are not adjacent. We break each
b-edge into line segments delimited by the crossings with other b-edges. We then consider
those line segments which form the shortest polygonal line connecting b1 and b2 (see the
thick lines in Figure 6). Alternatively, this polygonal line can be defined as the polygonal
line which, when taken together with the line segment b1b2, forms a convex polygon such
that none of the b-edges has any point in the interior of this polygon. We refer to this
polygonal line as the “shortest polygonal line” associated to b1 and b2. If b1 and b2 are
adjacent, we define their shortest polygonal line to be the edge (b1, b2). Note that the
shortest polygonal lines of different pairs of b-vertices are all disjoint (except for possibly
having endpoints of some of the segments in common).
2
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Figure 6: A random order of b-vertices on the circle for P4 × P4.
Next we insert the in-vertices between two b-vertices b1 and b2. The previous arguments
hold when replacing all references to the edge (b1, b2) by references to the shortest polygo-
nal line of b1 and b2. As before, the number of crossings in the region of the plane enclosed
by the shortest polygonal line of b1 and b2 and the segment of the circle delimited by b1
and b2 (and not containing any other b-vertices) is equal to at least twice the number
of in-vertices placed between b1 and b2 on the circle. Since all these regions are pairwise
disjoint no crossings are counted more than once. Furthermore, since there are 2(n − 2)
in-vertices in total, there are at least 4(n− 2) crossings.
Therefore, we can conclude that the outerplanar crossing number of a 4-row mesh is not
less than 4(n− 2).
Lemmas 2.1 and 2.2 prove the following
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Theorem 2.3. For a four-row mesh P4 × Pn, ν1(P4 × Pn) = 4(n− 2), n ≥ 2.
3 One-page crossing numbers for Halin graphs
A Halin graph H is a planar graph H = T ∪C, where T is a tree with no vertex of degree
two and at least one vertex of degree three or more. T in embedded in the plane and C
is a cycle connecting the leaves of T in the cyclic order determined by the embedding of
T . The edges in T are called t-edges and the ones in C are c-edges. A non-leaf vertex
in a tree is called an in-vertex. A vertex is a central point of a graph if its eccentricity
(the maximal distance to any other vertex) equals the graph radius. We assume a central
point of a tree to be the root of the tree (vertex v0 in Figure 7 and vertex 4 in Fig 8).
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Figure 7: A Halin graph and its outerplanar drawing.
The one-page crossing number for Halin graphs with ` leaves is ` − 2 [2]. For example,
the Halin graph in Figure 7, which has ` = 12 leaves, allows an outerplanar drawing with
10 crossings.
In this chapter we present a new proof for the one-page crossing number of Halin graphs,
which is easier to follow than that given in [2]. Halin graphs are Hamiltonian [1]. Figure 8
shows that the solid edges form a Hamiltonian cycle. In the new version, we prove the
upper bound of one-page crossing number for a Halin graph by providing an algorithm
to construct a drawing based on a special Hamiltonian cycle for the Halin graph and
calculating its crossing number. This algorithm for the construction of a drawing is totally
different from the algorithm given in [2]. Moreover, the correctness of the algorithm in [2]
was not included in the paper due to lack of space. We then prove the lower bound by
giving a more detailed and rigorous version of the proof outlined in [2].
3.1 Upper Bound
Lemma 3.1. For a Halin graph H with ` leaves, ν1(H) ≤ `− 2.
Proof. Given a Halin graph H = T ∪ C we construct an outerplanar drawing of H with
`− 2 crossings.
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Figure 8: Optimal order vertices in a Halin graph.
Denote the leaves as {u0, u1, ..., u`−1} in the order they appear in the cycle C. We consider
the indices of the leaves modulo `. For example, u` refers to u0.
There is only one path between any pair of vertices in a tree. Hence, for each pair of
leaves ui and ui+1 which are neighbours on C, there is a unique path in T connecting
them. We denote this path by P (ui, ui+1) = ui, vi1, vi2, . . . , vini , ui+1, where ni is the
number of in-vertices on this path. Note that each vertex of the graph belongs to at least
one such path. There is a subset of these paths which are pairwise disjoint and cover all
the in-vertices and some of the leaves. Such a subset of paths can be determined and used
to construct a Hamiltonian cycle by the following steps:
(1) Determine the paths P (u0, u1), P (u1, u2), ..., P (ul−2, ul−1), and P (ul−1, u0).
(2) Find the longest path P (ui, ui+1).
(3) Remove all the vertices on the path P (ui, ui+1) from T . This will separate the tree
into several subtrees. The root of each subtree is the vertex that connects an in-
vertex to the removed path. A subtree includes at least one in-vertex and two or
more leaves unless the subtree is just a leaf.
(4) For all subtrees that are not a single leaf, repeat steps (2) and (3).
(5) For all independent paths found, replace the c-edge (ui, ui+1) with P (ui, ui+1) in
C, i.e., insert the in-vertices vi1, vi2, . . . , vini between ui and ui+1 on C to form a
Hamiltonian cycle (see Figure 9).
The outerplanar drawing is obtained by placing all vertices of H on a circle in the order
given by the Hamiltonian cycle constructed above. We will now compute the number of
crossings in this drawing.
There are three possible types of intersecting edge pairs: pairs of t-edges, pairs of c-edges,
and t-edges intersecting with c-edge. However, during the procedure above, the order of
leaves on C is not changed, so there are no crossings between c-edges in the drawing based
on the constructed Hamiltonian cycle.
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According to the construction of the Hamiltonian cycle, each path comes from a separate
subtree, the root of which is connected to one of the paths found previously. The inserted
in-vertices are kept in the order they appear in the path. Furthermore, since the t-edges
preserve their relative positions from the original planar embedding of the tree. So, no
t-edge crosses with the constructed Hamiltonian cycle.
Each c-edge (ui, ui+1) that has been replaced by the path P (ui, ui+1) in the construction
of the Hamiltonian cycle intersects some t-edges and all such t-edges have one end-vertex
on the path P (ui, ui+1). Out of the edges incident to a particular in-vertex on this path,
two edges are on the path and the rest of the edges will have to cross the c-edge (ui, ui+1)
(see Figure 9).
c−edges t−edges
i −1u iu v 1 v 2 v ni i +1u i +2u
Figure 9: A path on the Hamilton cycle of Halin graph.
The c-edge (ui, ui+1) therefore crosses with
ni∑
j=1
(deg(vij)− 2) =
ni∑
j=1
deg(vij)− 2ni
edges, where deg(v) denotes the degree of a vertex v.
Let i1, i2, . . . , ik be those values of the index i for which (ui, ui+1) has been replaced by
the path P (ui, ui+1) in the construction of the Hamiltonian cycle. The total number of
crossings in the drawing is obtained by adding all the crossings of these c-edges:
k∑
t=1
( nit∑
j=1
deg(vitj)− 2ni
)
=
k∑
t=1
nit∑
j=1
deg(vitj)− 2
k∑
t=1
nit . (2)
Each in-vertex appears exactly once on the paths used in the Hamiltonian cycle. So the
first term in (2) is the sum of degrees of all in-vertices in the tree of the Halin graph. A
tree with n vertices has n − 1 edges, so the sum of all vertex degrees is 2(n − 1). The
sum of all in-vertex degrees is 2(n− 1) − `. The second term in (2) is twice the number
of in-vertices. There are n − ` in-vertices, so the number of crossings for the proposed
drawing of the Halin graph is
2(n− 1)− `− 2(n− `) = `− 2.
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3.2 Lower Bound
Lemma 3.2. For a Halin graph H with ` leaves, ν1(H) ≥ `− 2.
Proof. The proof of the lower bound develops the ideas outlined in [2]. Given an outer-
planar drawing of a Halin graph H, number the leaves of H on the circle starting from
the root in clockwise manner as u0, ...u`−1. The leaves of the tree of H divide the circle
into ` intervals of internal tree vertices. The intervals are either empty or contain some
vertices of the tree of H. (See Figure 7.)
Notice that any edge between internal tree vertices of two different intervals crosses at
least with two c-edges.
A t-edge incident with a leaf is called an l-edge; other t-edges are called internal t-edges.
Now, consider the `−2 l-edges incident to a leaf other than u0 and u`−1. Let (ui, v) be such
an edge, with 1 ≤ i ≤ `− 2 and v an internal tree node. The vertex v is in the interval
between two successive leaves on the circle, uj and uj+1. If v is neither between ui−1 and
ui nor between ui and ui+1, then the l-edge (ui, v) crosses with the c-edge (uj, uj+1) (see
Figure 10 (a)). Assume now that v is in the interval between ui and ui+1 (the case when
it is between ui−1 and ui is similar). In this case the l-edge has no crossings with c-edges.
There is a unique path from v to the root consisting only of t-edges. Consider the first
edge e in this path with one endpoint in the interval between ui and ui+1 and the other
endpoint in some other interval, say between uk and uk+1 with k 6= i. The edge e has at
least two crossings, namely with the c-edges (ui, ui+1) and (uk, uk+1). Hence, each l-edge
that has no crossings with c-edges is associated with an internal t-edge having at least
two crossings with c-edges. The internal t-edge e identified above can be associated to
more than one l-edge. However, this is possible only if there exists an l-edge of the form
(ui+1, v
′), with v′ in the interval between ui and ui+1 (possibly v′ = v) and e appearing
on the unique path from v′ to the root. (see Figure 10 (b)). However, the two crossings
of e will be counted at most twice. We can compensate the double counting by counting
the two crossings of e as one crossing only, each time the particular edge e is associated
to a l-edge. To conclude, each l-edge (ui, v) with 1 ≤ i ≤ `− 2 either has a crossing with
a c-edge or there is a crossing crossing between a certain internal t-edge and a c-edge.
Hence, there are at least `− 2 crossings.
u
u i+1 u j
v
u j+1
u i−1
i
(a) An l-edge crosses with one c-edge
e
v’
u
u k
u k+1
i
v
u i−1
u i+1
(b) A t-edge crosses with two c-edges
Figure 10: Two cases in a outerplanar drawing for Halin graph.
We still have to consider the case where the leaves appear on the circle in an order different
from the one given by the order on the cycle consisting of all the c-edges (in this case
there are crossings involving two c-edges). Again, we number the leaves as u0, ...u`−1
in the order they appear on the circle, clockwise starting from the root. We apply the
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method used in Section 2.2. Namely, for each pair of leaves ui and ui+1, we consider the
shortest polygonal line connecting them and consisting of segments of c-edges. The proof
then proceeds as above but any reference to an edge (ui, ui+1) is replaced by a reference
to the shortest polygonal line connecting ui and ui+1. Therefore, there are at least `− 2
crossings involving a t-edge and a c-edge, in addition to the crossings two c-edges.
Lemmas 3.1 and 3.2 prove the following
Theorem 3.3. For a Halin graph with ` leaves, ν1 = `− 2.
4 Two-page crossing numbers for circulant graphs
Cn(1, bn2c)
A circulant graph Cn(1, k) has n vertices V = {0, 1, 2, ..., n − 1}, and edges connecting
each vertex to the next one and to the k-th next one, i.e., E = {(i, (i+1) mod n), (i, (i+
k) mod n)|i ∈ V } (see Figure 11 (a)). Circular graphs are regular Hamiltonian graphs.
In [4] we conjectured that the two-page crossing number for the special circulant graphs
C2k(1, k) is 1, for k ≥ 3. We now prove an even more general result.
Theorem 4.1. The two-page crossing number for a circulant graph Cn(1, bn2 c), n ≥ 6, is
ν2(Cn(1, bn2 c) = 1.
Proof. The two-page crossing number is an upper bound for the standard planar crossing
number of a graph. The standard planar crossing number for Cn(1, bn2 c) is known to be
1 [11]. Hence, ν2(Cn(1, bn2 c) ≥ 1.
Next we show that the two-page crossing number is at most 1, by giving an explicit 2-
colour outerplanar drawing with only one crossing. The drawing is guided by the heuristic
of minimising the circular length of the edges. This heuristic has been used in [5] and, for
the particular family of graphs Cn(1, bn2 c), it gives the optimal solution.
We label the positions on the circle clockwise as 0, 1, . . . , n− 1, and the bijection f : V →
{0, 1, . . . , n− 1} gives the position, for each vertex v ∈ V . The circular length of an edge
(u, v) in the drawing is defined as min{|f(u) − f(v)|, n − |f(u) − f(v)|}. Intuitively, the
length measures the number of positions we must move on the circle from the position of
u to the position of v on the shorter route. The circular length of an outerplanar drawing
of a graph is defined as the sum of the circular length of all the edges.
If we place the vertices of a circulant graph Cn(1, k) in the order 0, 1, 2, . . . , n− 1 on the
circle (i.e., f(i) = i), we have n edges of length 1 and either k = n/2 edges of length
k, if n = 2k, or n edges of length k, otherwise. So, the circular length of such a graph
drawing is n+ k2 or n+ nk, respectively. For Cn(1, bn2 c), the circular length is k(k + 2),
for n = 2k, and (k + 1)(2k + 1), for n = 2k + 1. Next, we try to obtain lower circular
lengths by placing the vertices in a different order on the circle. The cases of even n and
odd n are considered separately.
When k is even, we rearrange the order of vertices as 1, 1+k, 2+k, 2, 3, (3+k) mod n, (4+
k) mod n, 4, 5, ..., 0, k. Note that this forms a Hamiltonian path rather than a cycle.
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(Intuitively, looking at the original drawing in which the vertices were placed in the order
0, 1, . . . , n − 1 we construct the Hamiltonian path by alternatively moving to the vertex
opposite on the circle and then to the vertex immediately next on the circle in clockwise
direction). For example in Figure 11 (b), the order of vertices is 1, 5, 6, 2, 3, 7, 0, 4. The
circular length becomes smaller, as there are 2k − 1 edges with length 1, two edges with
length 2, and k−1 edges with length 3. Therefore, the circular length has been decreased
from k(k + 2) to 2k − 1 + 2× 2 + 3(k − 1) = 5k.
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(a) C2×4(1, 4)
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0
(b) The optimal two-page drawing of C2×4(1, 4)
Figure 11: Circulant graph C2×4(1, 4) and its optimal two-page drawing.
When k is odd, we rearrange the order of vertices as 1, 1+k, 2+k, 2, 3, (3+k) mod n, (4+
k) mod n, 4, ..., k, 0. This forms a Hamiltonian cycle. Figure 12 (b) is the resulting drawing
of C2×5(1, 5), and the order is 1, 6, 7, 2, 3, 8, 9, 4, 5, 0. There are 2k edges of length 1, and k
edges of length 3. Therefore, the circular length is now 2k+3k = 5k. The circular length
has again reduced, except for the case k = 3 where the length (and indeed the drawing)
stays the same.
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(b) The optimal two-page drawing of C2×5(1, 5)
Figure 12: Circulant graph C2×5(1, 5) and its optimal two-page drawing.
Regardless of whether k is odd or even, we clockwise pick those edges (1, 2), (3, 4), ...,
(t, t+1) with t = k, for odd k, and t = k−1, for even k. We colour these edges red, and all
other edges blue. Red edges have length 3 and f(1) < f(2) < f(3) . . . < f(t) < f(t+ 1),
so they do not intersect each other.
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For even k, the remaining edges of length higher than one are (k, k + 1), (k + 2, k +
3), ..., (2k − 2, 2k − 1), (0, 1). Only the edges (0, 1) and (k, k + 1) cross. For odd k, the
remaining edges of length higher than one are (k, k+1), (k+2, k+3), ..., (2k−1, 0). Only
the edges (k, k + 1) and (2k − 1, 0) cross. Therefore, we get a two-page drawing of a
circulant graph C2k(1, k) with only one crossing.
For C2k+1(1, k) we rearrange the order of vertices on the circle as 0, k, 2k mod n, 3k mod
n..., (n−1)k mod n, which forms another Hamiltonian cycle. Figure 13 (b) is the resulting
drawing of C2×4+1(1, 4), and the order is 0, 4, 8, 3, 7, 2, 6, 1, 5. There are 2k+1 edges with
length 1, and 2k + 1 edges with length 2, therefore, the circular length is reduced from
(k + 1)(2k + 1) to 2k + 1 + 2(2k + 1) = 3(2k + 1).
We colour the edges, (0, 2k mod n), (2k mod n, 4k mod n), ..., ((n−3)k mod n, (n−1)k mod
n) red, and all other edges are coloured blue. Obviously, the k red edges form a path and
f(0) < f(2k mod n) < f(4k mod n) < . . . < f((n− 1)k mod n). So, they will not create
any crossing.
There are k+1 blue edges of length higher than one, namely ((n−1)k mod n, k), (k, 3k mod
n), (3k mod n, 5k mod n), ..., ((n− 2)k mod n, 0), which again form a path. There are no
crossings among the last k edges of the path, as f(k) < f(3k mod n) < f(5k mod n) <
. . . < f((n − 2)k mod n). However, the first edge on this path does cross with the last
edge, namely ((n − 1)k mod n, k) crosses with ((n − 2)k mod n, 0). Therefore, there is
only one crossing in the drawing constructed.
0
3
2
1
4
5
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8
(a) C2×4+1(1, 4)
0 4
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7
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6
5
1
8
(b) The optimal two-page drawing of
C2×4+1(1, 4)
Figure 13: Circulant graph C2×4+1(1, 4) and its optimal two-page drawing.
5 Conclusion
We proved that the one-page crossing number for 4-row meshes P4 × Pn is 4(n− 2). We
also presented a new proof of the fact that the one-page crossing number of Halin graphs
with ` leaves is `−2. Finally, we showed that the two-page crossing number for the special
family of circulant graphs Cn(1, bn2 c) equals one. We gave an explicit construction of the
optimal drawing for each kind of graphs.
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