SUMMARY Both the clonal selection algorithm (CSA) and the ant colony optimization (ACO) are inspired by natural phenomena and are effective tools for solving complex problems. CSA can exploit and explore the solution space parallely and effectively. However, it can not use enough environment feedback information and thus has to do a large redundancy repeat during search. On the other hand, ACO is based on the concept of indirect cooperative foraging process via secreting pheromones. Its positive feedback ability is nice but its convergence speed is slow because of the little initial pheromones. In this paper, we propose a pheromone-linker to combine these two algorithms. The proposed hybrid clonal selection and ant colony optimization (CSA-ACO) reasonably utilizes the superiorities of both algorithms and also overcomes their inherent disadvantages. Simulation results based on the traveling salesman problems have demonstrated the merit of the proposed algorithm over some traditional techniques.
Introduction
In the last three decades there has been a rapidly increasing interest in algorithms which rely on analogies to natural phenomena such as evolution, heredity and immunity. In contrast to traditional optimization methods, which emphasize accurate and exact computation but may fall down on achieving the global optimum, these algorithms provide a more robust and efficient approach for solving complex real-world problems [1] - [3] .
Among these nature phenomena inspired algorithms, the clonal selection algorithm (CSA) [4] and ant colony optimization (ACO) [5] - [7] are two main branches. CSA is designed based on the basic features of adaptive immune response to antigenic stimulus and has been verified as having a great number of useful mechanisms from the viewpoint of programming, controlling, information processing and so on [8] - [11] . It is primarily based upon affinity-proportionate reproduction, mutation (somatic hypermutation and receptor editing [12] ) and selection, wherein the two mutation operators give each antibody the optimal chance and ensure the immune tendency with the select mechanism of survival of the fittest. In particular, the mutation does not involve the crossing over of genetic material between members of the repertoire and thus there is no cooperation or communication among different antibodies. Besides, there are many Manuscript received November 26, 2007 . Manuscript revised January 28, 2008 . † The authors are with the Faculty of Engineering, University of Toyama, Toyama-shi, 930-8555 Japan.
a) E-mail: m0671125@ems.u-toyama.ac.jp b) E-mail: ztang@eng.u-toyama.ac.jp DOI: 10.1093/ietisy/e91-d. 6 .1813 basic and obvious characteristics or knowledge in the environment of a pending problem. Utilization of the feedback information from the environment may be a good alternative method for improving the search performance of an algorithm [13] . However, in CSA, the mutation and selection mechanisms lack the capability to capture the hits provided by the environment, so may be torpid when solving complex problems. On the other hand, ACO is a class of constructive multi-agent metaheuristic algorithms that are analogous with the behavior of real ants. It has been widely used as search algorithms in various applications and has demonstrated satisfactory performance [14] . It tries to imitate the basic mechanisms that allow ants to find the shortest path from their colony to a food source. Compared with CSA, ACO has some attractive characteristics. Ants can communicate with the environment through secreting pheromone (aromatic substances) in their traveling paths. They can sense the density of the pheromone and have the tendency to choose a specific path is positively correlated to the density of a found trail. Moreover, ACO has constructive cooperation between ants; that is, ants in the colony share information among themselves through pheromone. If many ants choose a certain path and lay down pheromones, the density of the trail increases and thus this trail attracts more and more ants. General speaking, in ACO, the ability of utilizing environment feedback information is preeminent, but its inherent shortcoming that slow convergence speed [14] is also visible. Hybridization is nowadays recognized to be an essential aspect of high performing algorithms. Pure algorithms almost always inferior to hybridizations [15] . Based on this consideration, many researchers have been proposed several hybridizations: for the continuous variable optimization problems, G. Bilchev et. al. [16] presented a method through embedding ACO in a genetic algorithm (GA) [17] which was well known as an evolutionary algorithm and it was further developed in [18] , [19] ; for resource allocation problem, multiple sequence alignment and weapon-target assignment problems, Z. Lee et. al utilized GA to perform global exploration among the population, while ACO was incorporated to carry out local exploitation [20] - [22] . However, in all these presented algorithms, ACO was only utilized to act as a local search operator despite also having the ability to interact with the environment and give some feedback information to the other combined algorithm, i.e. GA. In other words, the global search performance of GA was not facilitated by ACO and thus the total search capability may be not so excellent. In this paper, we propose a pheromone-linker to combine CSA and ACO. The basic idea of the proposed algorithm was illustrated in Fig. 1 . First, the solution space of the optimization problem was explored by CSA parallely and effectively. Then, based on the pheromone-linker, that is, the pheromones that secreted by the best antibody of each elite pool in CSA, ACO was utilized not only to exploit the local solution space but also to realize the cooperation and communication during different elite pools. The numerical simulation results solving the traveling salesman problems (TSP) as an example demonstrated the effectiveness of the proposed algorithm.
The remainder of this paper is organized as follows: in the next section, we provide a general description of the clonal selection principle and ant colony optimization respectively. The proposed algorithm is presented in Sect. 3. In Sect. 4, we validate our model by applying it to a number of traveling salesman problems. Finally we give some general remarks to conclude this paper.
The Principle of Clonal Selection and an Overview of Ant Colony Optimization
To make the paper self-explanatory, before actually proposing the hybrid clonal selection algorithm by incorporating ant colony approach, the principle of clonal selection algorithm and the characteristics of an ant colony optimization are briefly explained in the following two sections as:
The Principle of Clonal Selection
Clonal selection principle is a form of natural selection [23] and it explained the essential features which contain sufficient diversity, discrimination of self and non-self and longlasting immunologic memory. This theory interprets the response of lymphocytes in the face of an antigenic stimulus and is illustrated in Fig. 2 . When an animal is exposed to an antigen, some subpopulation of its bone marrow derived cells (B lymphocytes) can recognize the antigen with a certain affinity (degree of match), the B lymphocytes will be stimulated to proliferate (divide) and eventually mature into terminal (non-dividing) antibody secreting cells, called plasma cells. Proliferation of the B lymphocytes is a mitotic process whereby the cells divide themselves, creating a set of clones identical to the parent cell. The proliferation rate is directly proportional to the affinity level, i.e. the higher affinity levels of B lymphocytes, the more of them will be readily selected for cloning and cloned in larger numbers.
More specifically, during asexual reproduction, the repertoire of antigen-activated B cells is diversified basically by two mechanisms: somatic hypermutation and receptor editing.
Somatic Hypermutation: A rapid accumulation of mutations is necessary for a fast maturation of the immune response. More often than not, a large proportion of the cloned population becomes dysfunctional or develops into harmful anti-self cells after the mutation. However, occasionally an effective change enables the offspring cell to bind better with the antigen, hence affinity is improved. In the event that a mutated cloned cell with higher affinity is found, it in turn will be activated to undergo proliferation. It should be noted that the mutation of the cloned cells occurs at a rate which is inversely proportional to the antigen affinity. Clones of higher affinity cells are subjected to less mutation compared to those from cells which exhibit lower affinity. This process of constant selection and mutation of only the B-cells with antibodies which can better recognize specific antigens is known as affinity maturation. Though the repertoire of antibodies in the immune system is limited; through affinity maturation, it is capable of evolving antibodies to successfully recognize and bind with known and unknown antigens, leading to their eventual elimination. On the other hand, those cells with low affinity receptors may be further mutated and are programmed for cell death by the immune system through a process called apoptosis if they do not improve their clone size of antigenic affinity.
Receptor Editing: Recent investigations [24] - [28] indicate that receptor editing has played a major role in shaping the lymphocyte repertoire. Both B and T lymphocytes that carry antigen receptors are able to change specificity through subsequent receptor gene rearrangement. This phenomenon is achieved by the unique structure of the antibody molecule, which is composed of two chains, each resulting from the somatic rearrangement of various genetic segments. In the case of B lymphocytes, which express at their surface a receptor (Ig for immunoglobulin, composed of heavy and light chains) allowing them to specifically recognize antigens, such as pathogenic microbes. The rearrangement takes place at the stage of the pro-B cells and is illustrated in Fig. 3 . In the primary rearrangement, the heavy chain locus is rearranged to produce a VDJ segment, which locus encodes numerous variable (V), diversity (D) and junction (J) segments. Within each individual pro-B cell, rearrangement starts when one D segment and one J segment join together. A V segment is then joined to the assembled DJ, forming a unique VDJ combination. Secondary rearrangement also plays an important function in the process governing B lymphocyte tolerance. It occurs in the light chain, whose locus lack D regions, only V and J segments be assembled. Following an initial VJ rearrangement, upstream V segments can be further rearranged to downstream J segment, deleting or displacing the previously rearranged VJ segment. Furthermore, numerous V regions are in reverse orientation on the chromosome, these V are rearranged by inversion rather than by deletion of the intervening sequences, and hence preserve the V segments encoded in it. This retains a high number of V for more rearrangement. Moreover, the authors [28] interpret that clonal deletion, previously regarded as the major mechanism of central B cell tolerance, has been shown to operate secondarily and only when receptor editing is unable to provide a nonautoreactive specificity. In addition to somatic hypermutation and receptor editing, about 5-8% of the least stimulated lymphocytes is replaced per cell generation by newcomer cells from the bone marrow and join the pool of available antigen recognizing cells to maintain the diversity of the population.
Besides, the immune system also possesses memory properties as a portion of B-cells will differentiate into memory cells, which do not produce antibodies but instead remember the antigenic pattern in anticipation of further reinfections. These memory cells circulate through the blood, lymph and tissues. When exposed to a second antigenic stimulus, they commence to differentiate into plasma cells capable of producing high-affinity antibodies, preselected for the specific antigen that had stimulated the primary response.
An Overview of Ant Colony Optimization
The ant colony optimization (ACO) is a metaheuristic approach first proposed by M. Dorigo [5] , [29] , [30] . The inspiring source of ACO is the foraging behavior of ants. This behavior enables ants to find the shortest route between a food source and their nest. The key to such effectiveness is pheromone-a chemical substance deposited by ants as they travel. Pheromone provides ants with abil- ity to communicate with each other. Ants essentially move randomly, but when they encounter a pheromone trail, they decide whether or not to follow it. If they do so, they deposit their own pheromone on the trail, which reinforces the path. The probability that an ant chooses one path over another is governed by the amount of pheromone on the potential path of interest. Because of the pheromone, trails that are more frequently traveled by ants become more attractive alternative for other ants. Subsequently, less traveled paths become less likely paths for other ants. With time, the amount of pheromone on a path evaporates. Prior to the establishment of the most desirable pheromone trails, individual ants will use all potential paths in equal numbers, depositing pheromone as they travel. But the ants taking the shorter path will return to the nest first with food. The shorter pathway will have the most pheromone because the path has fresh pheromone and has not yet evaporated, and will be more attractive to those ants that return to the food source. There is, however, always a probability that an ant will not follow a well-marked pheromone trail. This probability (although small) allows for exploration of other trails, which is beneficial because it allows discovery of shorter or alternate pathways, or new sources of food. Given that the pheromone trail evaporates over time, the trail will become less detectable on longer trails, since these trails take more time to traverse. The longer trails will hence be less attractive, which benefit to the colony as a whole.
Till now, there are several versions of ant colony optimization (ACO). The first one presented in the literature is called ant system (AS) [5] , [29] . Later many developments have taken place in ACO methodologies, such as elitist strategy for ant system (EAS) [31] , rank based ant system (AS rank ) [32] , ant colony system (ACS) [7] and MAX-MIN ant system (MMAS) [33] . The general procedure of ACO is illustrated in Table 1 while these variants of ACO differ from each other in that their idiographic realizations are different. Thus, for the purpose of making our hybrid algorithm be general and fundamental, all those well-known improvements were not introduced in our model, although they might be able to improve the performance of the hybrid algorithm. In other words, we adopted the ant system algorithm to be combined with CSA.
Hybrid Clonal Selection Algorithm and Ant Colony Optimization
The procedure of the proposed CSA-ACO algorithm is to apply initialization, affinity evaluation, clone operator, hypermutation, receptor editing, pheromone-linker, ACO process and apoptosis. These above procedures are iterated until a pre-specified termination criterion is satisfied. The proposed algorithm is illustrated in Fig. 4 . In order to characterize the model clearly, shape-space model [34] which is a useful mathematical tool is utilized to quantitatively describe the interactions among antigens and immune cells. Mathematically, either an antigen or an immune cell can be represented by a set of coordinates in a N-dimensional shape-space. So we can express the immune cell's receptor gene sequence as R = (r 1 , r 2 , . . . , r N ).
Distance-Based Hypermutation Operator
In order to account for the enormous number of antigens, immune cells possess the unique ability to acquire large numbers of somatic hypermutations in the immune cell's gene sequence. In the traditional CSA model, the somatic hypermutations were simply performed by swapping pairs of gene positions in the antibodies [4] and can be illustrated as follows:
However, the original hypermutation operator usually generate low affinity antibodies rather than high ones and thus has inefficient local search ability. So in our proposed algorithm, we can overcome this problem by utilizing information from genes. Suppose d(i, j) indicates the distance between the gene position i and j, and the current randomly selected position is i. Then the probability to select the following position j can be calculated according to Eq. (1) shown as follows:
where
. , N and j i).
According to Eq. (1), the gene position which is nearer to the preselected gene position has a higher probability to be selected. So in this condition the distance-based hypermutation operator can be illustrated as follows:
Receptor Editing Operator
As for the receptor editing, the editing on heavy chains occurs mostly by deletion of the intervening gene sequence while in the case of light chain receptor gene editing can occur either by deletion or by inversion of the intervening gene fragment. As the deletion operator can produce an illegal tour for TSP, here we just use the inversion operator. If receptor gene position i and j are selected, then the novel gene sequences based on inversion can be illustrated in the following.
Pheromone-Linker to Combine CSA with ACO
For the sake of combining CSA with ACO more elaborately and smoothly, the pheromone-linker has been proposed in this paper. There are two main functions of this pheromonelinker. One is to realize the cooperation and communication during different elite pools in CSA. The other is to give ACO some initial pheromones and accelerate its convergence speed. In our proposed model, the pheromone-linker is constructed as follows:
First, determine the fittest antibodies in each elite pool from amongst its updated clones. Then the selected antibodies deposit pheromones on the whole repertoire (corresponding to the map in TSP) according to the following rule:
where k denotes the selected antibody. τ i j is the quantum of pheromone on gene segment (r i , r j ). A(k) is the affinity of antibody k, while ε is a small constant in order to avoid producing invalid solutions in the following ACO search step by giving all the gene segments not contained by the antibodies a small survival chance. By this pheromone-secreting rule, the higher affinity of the selected antibody, the more pheromone is received by the gene segment belonging to this antibody.
The Whole Procedure of CSA-ACO
Then the whole procedure of the proposed algorithm can be represented as follows.
Step 1. Initialize the population of antibodies, that is, creating an initial pool of m antibodies randomly (candidate solutions (Ab 1 , Ab 2 , . . . , Ab m )).
Step 2.
Compute the affinity of all antibodies (A (Ab 1 ), A(Ab 2 ) , . . . , A(Ab m )), where A(.) is the function to compute the affinity.
Step 3. Select the n (n < m) best (fittest) individuals based on their affinities from the m original antibodies. These antibodies will be referred to as the elites.
Step 4. Place each of the n selected elites in n separate and distinct pools in a descending order of the affinity (Ab 1 , Ab 2 , . . . , Ab n ). They will be referred to as the elite pools.
Step 5. Clone the elites in each elite pool with a rate proportional to its fitness, i.e., the fitter the antibody, the more clones it will have. The amount of clone generated for these antibodies is given by Eq. (3):
where i is the ordinal number of the elite pools, Q is a multiplying factor which determines the scope of the clone and round(.) is the operator that rounds its argument towards the closest integer. After this step, we can obtain p i antibodies just as (Ab 1,1 , Ab 1,2 , . . . , Ab 1,p 1 ; . . . ; Ab n,1 , Ab n,2 , . . . , Ab n,p n ).
Step 6. Subject the clones in each pool through either hypermutation or receptor editing processes. Some of the clones in each elite pool undergo the hypermutation process and the remainder of the clones pass the receptor editing process. The mutation number (P hm and P re for hypermutation and receptor editing, respectively) are defined as follows:
where λ is a user-defined parameter which determines the complementary intensity between the hypermutation and receptor editing. In our previous work [12] , we had demonstrated that an equivalent level of P hm : P re , that is, λ = 0.5 will lead the CSA algorithm to a better performance. After this step, we obtain p i mutated antibodies just as (Ab 1,1 , Ab 1,2 , . . . , Ab 1,p 1 ; . . . ; Ab n,1 , Ab n,2 , . . . , Ab n,p n )
Step 7. All of the mutated antibodies enter into a reselect process where the mutated ones Ab i, j are judged to compare with their parent antibody Ab i, j according to the following updating rule:
Then we can obtain p i updated antibodies just as (Ab 1,1 , Ab 1,2 , . . . , Ab 1,p 1 ; . . . ; Ab n,1 , Ab n,2 , . . . , Ab n,p n ).
Step 8. (Pheromone-Linker:) Determine the fittest individual B i (A(B i ) = max{A(Ab i,1 ) , . . . , A(Ab i,p i )}, i = 1, 2, . . . , n) in each elite pool from amongst its updated clones. Then each antibody B i deposits pheromone on the repertoire according to Eq. (2).
Step 9. (ACO process:) Based on the initialized pheromones, the repertoire is judged through an ACO search procedure. Initially, n (usually set to be n) ants are placed on randomly chosen gene positions. Then, in each construction step, each ant moves, according to a probabilistic decision, to a gene position it has not yet visited. Ant k currently located at position i chooses to go to position j with a probability:
where the locally available heuristic information η i j is usually set to be 1/d(i, j). Parameters α and β determine the relative importance of the pheromone trail and the heuristic information, and N k denotes the feasible neighborhood of ant k. After all ants have completed the tour construction, the pheromone trails are updated according to:
where the parameter ρ is the trail persistence and L(k) is the tour length of the kth ant. Through step 9, n new antibodies (solutions) has been produced by the n ants, i.e. (C 1 , C 2 , . . . , C n ).
Step 10. The combined n+n antibodies (B 1 , . . . , B n ) + (C 1 , C 2 , . . . , C n ) are subjected to the apoptosis process in a descending order. The best n antibodies can survive and enter into the elite pools, the rest n antibodies are eliminated.
Step 11. Replace the worst c (η = c/n) elite pools with new random antibodies obtained once every k generations. It is interesting to point out that this step was expected to maintain the diversity and prevent the search from being trapped in local optima in CSA. However, in our hybrid model, we found that it was negligible because all the random new antibodies will be replaced by the solutions produced by ants in step 9.
Step 12. Determine if the maximum number of generation G max to evolve is reached. If it has, terminate and return the best antibody; if it has not, return to step 4.
Primary Characteristics of CSA-ACO
By incorporating the ant colony optimization into the improved clonal selection algorithm, the proposed CSA-ACO algorithm reasonably takes advantage of the characters of both algorithms and thus has the ability to overcome the inherent disadvantage of each algorithm. The primary characteristics of CSA-ACO can be summarized as follows:
(1) Based on the initial pheromones on the repertoire (i.e. the map in TSP) secreted by the fittest antibodies in each elite pool, ACO is utilized to act as a local search operator. As a result, the local search ability of CSA can be enhanced. Moreover, due to all of the elite pools take effects synchronously and interact with each other that is realized by the pheromones, all of the elitist gene segments in each pool have been memorized by the repertoire and thus the repertoire can give some hits to lead the immune system to construct fitter antibodies based on these segments in the next generation.
(2) On the other hand, the speed at which the traditional ACO gives the solution is slow if there is little information pheromone on the path early. To solve this problem, in our proposed algorithm, ACO adopts CSA to give information pheromone to distribute and thus the convergence speed of ACO can be accelerated.
(3) Besides, in the proposed algorithm, we make use of a distance-based hypermutation operator that utilizes the information during gene positions and thus the gene which is nearer to the preselected gene has higher probability to be selected. As a result, the improved hypermutation operator has a remarkable ability to generate higher affinity antibodies.
(4) Furthermore, both distance-based hypermutation and receptor editing operators are used to maintain the diversity of the repertoire of B cells. And hypermutation is good for exploring local optimum, whereas receptor editing may help immune system to escape from local optima [4] , [12] . Thus the hypermutation and receptor editing might play complementary roles in affinity maturation process.
Simulation Results and Discussion
In this paper, we applied our proposed CSA-ACO algorithm to a series of benchmark traveling salesman problems (TSPs) as an example. We analyzed the characteristics of the algorithm through constructing several variants of the proposed algorithm and comparing the performances during them. Then by comparing with other eight traditional algorithms, the experimental results testified to the effectiveness and efficiency of the proposed CSA-ACO. All of the simulations were implemented in Visual C++ 2005 language and run on an Intel r Pentium r 4, CPU 2.80 GHz, Memory: 512 MB. The meaning of the user-defined parameters and their values used in our simulation are illustrated in Table 2 . In order to reduce the stochastic effect of the algorithms and make statistic comparisons, all the results are over 20 replications.
The Representation of Traveling Salesman Problems
The widely known TSP can be stated as follows: Given N maximum number of generation − Note: The symbol "-" denotes the values depend upon the problems cities and the distance between each pair of them, the task of the salesman is to visit each and every city once so that the overall tour-length is minimal. It is a typical case of a combinatorial optimization problem and arises in numerous applications, from VLSI circuit design to fast food delivery.
In our approach to TSP, the proposed model is organized by the 1 × N vector V (where N denotes the number of cities), such that v i = k if city k is in position i in the tour. Then, a solution V = (v 1 , . . . , v k , . . . , v N ) (Corresponding to an antibody R = (r 1 , r 2 , . . . , r N )) represents that the first city to be visited is the value of v 1 and the kth city to be visited is the value of v k . The last city to be visited before going back to the city v 1 is the city v N . In the multivalued neural network approach the network has N N possible states. However, since a valid tour is represented by a permutation of M = {1, 2, . . . , N}, the number of neural states corresponding to feasible tours is (N − 1)! if we consider a fixed first city. Notice that with this representation the direction is not arbitrary. For instance, although the neural state (A, B, C, D) is different from the neural state (A, D, C, B) , they represent the same tour.
Instead of applying a penalty method (as it is usual in Hopfield-type networks), we decide to consider the search space as the set of valid tours in order to obtain a high speed of convergence. Therefore, since the only possible states for the network are the permutations of M, the TSP can be solved by minimizing the simple energy function:
where D is the distance function defined as D(v i , v j ) = d i j (where d i j denotes the distance between city i and city j) and the subscripts are cyclic, such that v N+1 = v 1 . And the affinity of the solution is in opposition to the energy function E, that is,
We also depict the relationship between the CSA-ACO model and the traveling salesman problem in Table 3 . The problem instances that we adopted in our simulation are taken from TSPLIB [35] . There are three types of the selected instances involving EUC 2D, GEO and ATT. The meanings of them are euclidean distance, geographical distance and pseudo-euclidean distance respectively. A detailed description can be found in TSPLIB. Then we listed these instances in Table 4 and indicated their corresponding maximum numbers of generation used in our implementation.
Experimental Analysis of the Characteristics of CSA-ACO
In this section, we analyzed the primary characteristics of CSA-ACO from the following two aspects.
The Effects ACO Takes on CSA
First, we constructed the following four variants of the pro- Table 3 Relationship between the hybrid system and TSP. eil51  51  EUC 2D  426  1000  st70  70  EUC 2D  675  1000  eil76  76  EUC 2D  538  1000  gr96  96  GEO  55209  1000  rd100  100  EUC 2D  7910  1000  eil101  101  EUC 2D  629  1000  lin105  105  EUC 2D  14379  1000  pr107  107  EUC 2D  44303  1000  pr124  124  EUC 2D  59030  1000  bier127  127  EUC 2D  118282  2000  pr136  136  EUC 2D  96772  2000  pr152  152  EUC 2D  73682  2000  rat195  195  EUC 2D  2323  2000  kroA200  200  EUC 2D  29368  5000  lin318  318  EUC 2D  42029  10000  pcb442  442  EUC 2D  50778  10000  att532  532  ATT  27686  20000   Table 5 Simulation results during OCSA, CSA, OCSA-ACO and CSA-ACO algorithms. posed algorithms. One is the original clonal selection algorithm presented in [12] and abbreviated as OCSA. The second (named CSA) is an improved one which utilizing the hypermutation operator based on OCSA. The third is a hybrid OCSA-ACO algorithm which uses the general hypermutation operator in CSA-ACO. The last is the proposed algorithm. Then these four algorithms were applied to several benchmark TSPs and the simulation results were presented in Table 5 . For the sake of perspicuity, some indexes are utilized to analyze the simulation results. The optimum tour length that listed in Table 4 
Immune system Algorithm for TSP
Moreover, T denotes the average computational time for 20 runs.
Comparing the simulation results between OCSA and CSA in Table 5 , we find that both the average and best solutions can be remarkably improved by the distance-based hypermutation operator. Even so, the search performance can also be developed by incorporating ACO into OCSA, especially for large number of cities. The reason seems to be that ACO has facilitated the global search of either OCSA or CSA. Obviously, the algorithm that combined CSA with ACO produces much better solutions than the others.
In order to explain how these improvements can be made in our models, we illustrated the average convergence performance for instance eil51 as an example in Fig. 5 . It is obvious that OCSA-ACO and CSA-ACO have faster convergence speeds and can find better solutions, while OCSA is the slowest algorithm in convergence and at about 700 generation it dropped into a local optimum and can not improve its solution further. The detailed observations are declared in the following.
Initially, the two algorithms that involving ACO can produce much better solutions after the first search step than the other two (in our implementation 1346.05, 1351.7, 656.35, 651.75 for OCSA, CSA, OCSA-ACO and CSA-ACO respectively). It is because that the solutions produced by ACO in the first search step are much better than those of CSA. Due to the effort of pheromone-linker, all the elitist gene segments (shorter pathes) found by CSA have received more pheromones, and thus based on these initialized pheromones, ACO can produce much better solutions.
Then the effects that ACO takes on CSA during the whole search process can be demonstrated by Figs. 6 and 7. In Fig. 6 , the horizontal axis denotes the generation of the search, while the vertical axis denotes the average number of victorious solutions produced by ACO in the apoptosis process. Thus the "victorious number" can be regarded as an index that how the effects ACO takes on CSA take place. For example, (victorious number)=50 means that all the antibodies produced by CSA has been replaced by the 50 solutions produced by ACO with better affinities and thus the search performance of the hybrid algorithm is greatly improved. Furthermore, we also depicted the ability of generating the best solution by ACO in Fig. 7 . All in all, ACO can help CSA find better solutions in the whole search process, Fig. 7 The average number of solutions produced by ants in ACO that enter into the elite pools and can take the first place of all solutions by competing with the antibodies in CSA over 20 replications for instance eil51.
especially it is in the highest flight during the earlier phase.
Besides, as mentioned in Sect. 3.4, the step 11 in our hybrid model is negligible. The evidences can also be found in Fig. 6 where every 50 generations the new random 10 antibodies in step 11 are entirely replaced by solutions of ACO.
The Effects CSA Takes on ACO
In order to ravel the effects that CSA takes on ACO, we constructed two models of ACO. One (labeled as ACO) is the ant system [5] also adopted in our hybrid CSA-ACO; the other is an ant system with local search process. To make a fair comparison, the parameters used in these two models are the same with those in CSA-ACO (n = 50, α = 1, β = 2, ρ = 0.9 and G max ) and the local search operator in the latter model adopted "2-opt" technique [36] , [37] which is similar to the receptor editing operator and thus labeled as ACO+2opt.
We presented the simulated results of ACO, ACO+2opt and CSA-ACO in Table 6 where the symbol "Ini." denotes the initial average tour length after the first search step. We also illustrated the convergence performances of them in Fig. 8 . Through comparison, we found that 2-opt technique has few efforts to ACO, while CSA can be incorporated very well and smoothly. Not only the quality of the initial solutions is remarkably improved, but also in the whole search process, CSA and ACO can be combined so well.
Based on the analyzation presented above, we can make a conclusion that CSA and ACO can be combined very well through the proposed pheromone-linker. The proposed CSA-ACO algorithm outperforms its pure algorithms in term of the final solution qualities and the convergence speed, although it will cost more computational times.
Simulation Results in Comparison with Eight Other Traditional Algorithms
Finally, to demonstrate the effectiveness and efficiency of CSA-ACO, the following eight methods were used to make a comparison: The method that involves statistical methods between a SOM's neurons' weights [38] and has a global version (KG: Kohonen network incorporating explicit statistics global), where all cities are used in the neuron dispersion process, and a local version (KL), where only some represented cities are used in the neuron dispersion step; the SA technique [39] , using the 2-opt improvement technique; Budinich's SOM, which consists of a traditional SOM applied to the TSP, presented in [39] ; the expanded SOM (ESom) [40] , which, in each iteration, places the neurons close to their corresponding input data (cities) and, at the same time, places them at the convex contour determined by the cities; the efficient and integrated SOM (EiSom) [41] , where the Esom procedures are used and the winning neuron is placed at the mean point among its closest neighboring neurons; the efficient SOM technique (Setsp) [42] , which defines the updating forms for parameters that use the TSP's number of cities; and Kohonen's cooperative adaptive network (CAN) [43] uses the idea of cooperation between the neurons' close neighbors, uses a number of neurons that is larger than the number of cities in the problem, and uses one improvement's technique for routes called near-tour to tour construction.
All these experimental results based on 20 runs are summarized in Table 7 . The first column indicate the instance of TSP. The next eight columns denote the average deviations of the eight techniques mentioned above. The following three columns list the best, mean solutions found by the proposed algorithm and their implement time. Here, the symbol "-" means there is no comparison. From Table 7 , we find that the proposed algorithm had a superior ability to search better solutions than these traditional methods.
Conclusion
In this paper, we proposed a pheromone-linker to combine the clonal selection algorithm and the ant colony optimization. The pheromone-linker is utilized not only to realize the cooperation and communication between different elite pools in the clonal selection algorithm, but also to give the ant colony optimization some initial pheromones to accelerate its convergence speed. The performance of the proposed algorithm was evaluated by simulating a number of traveling salesman problems and comparing the result to those of several traditional algorithms. The simulation results indicated that the proposed algorithm can utilized the superiorities of both algorithms and also overcame their inherent disadvantages.
In the future we plan to propose some novel strategy to solve the problem appeared in the new antibodies' introduction and thus the diversity of the repertoire can be well maintained.
