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In feed forward networks (such as implemented in the current work) information moves 145 from the input layer to the output layer through 'hidden' layers (which can be one layer to many 146 layers). Each hidden node applies a (usually) non-linear response function to a weighted linear 147 combination of values computed by the nodes from the preceding layer. By this, the 148 representation of the data is slightly modified at each layer, creating high level representations 149 of the data. The behavior of the network is fully determined by the weights of all connections. 150 These weights are tuned during the training process by an optimization algorithm called 151 backpropagation to allow the network to model the input-output relation. The major advantage 152 of DNNs is that they can discover some structure in the training data and consequently 153 incrementally modify the data representation, resulting in a superior accuracy of trained 154 networks. In our research, we experimented with several scenarios, such as training as many 155 networks as the number of targets or just one network with as many output nodes as the number 156 of targets. (Figure 1) . 157 DNNs have been applied to model bioactivity data previously; in 2012 Merck launched 158 a challenge to build QSAR models for 15 different tasks [20] . The winning solution contained 159 an ensemble of single-task DNNs, several multi-task DNNs, and Gaussian process regression 160 models. The multi-task neural networks modeled all 15 tasks simultaneously, which were 161 subsequently discussed in the corresponding paper [20] . Later (multi-task) DNNs have also 162 been applied on a larger scale to 200 different targets [21] , tested in virtual screening [22] , and 163 was one of the winning algorithms of the Tox21 competition [23] . Recently different flavors 164 of neural networks also have shown to outperform random forests on various, diverse 165 cheminformatics tasks [24] . Hence, DNNs have demonstrated great potential in bioactivity 166 modeling, however they have not been tested in a PCM approach to the best of our knowledge. 167 Therefore, they have been included in our research as this technique may become the algorithm 168 of choice for both PCM and QSAR. 169 Summarizing, we perform a systematic study on a high quality ChEMBL dataset, using 170 two metrics for validation Mathews Correlation Coefficient (MCC) and Boltzmann-Enhanced 171 Discrimination of ROC (BEDROC). The MCC was calculated to represent the global model 172 quality, and has been shown to be a good metric for unbalanced datasets [25] . In addition, 173 BEDROC represents a score that is more representative of compound prioritization, since it is 174 biased towards early enrichment [26] . The BEDROC score used here (α=20) corresponds to 175 80% of the score coming from the top 8%. 176 We compare QSAR and PCM methods, multiple algorithms (including DNNs), the 177 differences between binary class and multi-label models, and usage of temporal validation 178 (effectively validating true prospective use). We used both open-and closed-source software, 179 we provide the dataset and predictions, PP protocols to generate the dataset, and scripts for the 180 DNNs in the Supplementary Information and on the internet (see section 4.10 and a DOI after 181 acceptance).
182
Hence, the current work contributes to the literature by providing not only a standardized 183 dataset available to the public, but also a realistic estimate of the performance that published 184 methods can currently achieve in preclinical drug discovery using public data. Information. The exception is the 10 µM NB model, trained in PP which is our baseline model.
203
Individual results for all methods are reported in the Supplementary information.
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( Supplementary table 2 ). The average MCC of all algorithms is 0.49 (± 0.04), underlining the predictive power 215 of most methods. The mean BEDROC was 0.85 (± 0.03), which corresponds with a high early 216 enrichment. The performance of all DNNs are well above the average performance, both in 217 terms of MCC and BEDROC. The best method overall is the DNN_MC with an MCC of 0.57 218 (± 0.07), and a BEDROC score of 0.92 (± 0.05). DNN_PCM is performing slightly worse 219 (MCC of 0.55 ± 0.07), but slightly better in terms of BEDROC (0.93 ± 0.03) and the DNN 220 follows (MCC of 0.53 (± 0.07) and BEDROC of 0.91 (± 0.05)). The worst performing method is the NB 10 µM (MCC of 0.19 ± 0.01 and BEDROC 223 0.66 ± 0.05), where NB (using the 6.5 log units activity threshold) performs around the mean 224 of all performing methods (MCC of 0.41 ± 0.03 and BEDROC 0.79 ± 0.08). Indeed, using an 225 activity threshold of 6.5 log units appears to improve performance. Surprisingly logistic 226 regression performed above the average (MCC of 0.51 ± 0.06 and BEDROC 0.88 ± 0.06).
227
However, large differences were observed between logistic regression in Pipeline Pilot and 228 Python, most likely due to the fact that the latter uses regularization (Supplementary table 1) . 229 Overall it is found that high/low MCC scores, typically also corresponded with In the temporal split, training data was grouped by publication year rather than random 248 partitioning (Figure 3) . All data points originating from publications that appeared prior to 249 2013 were used in the training set, while newer data points went into the validation set. Using DNNs outperformed the other methods both in terms of MCC (0.22 ± 0.08 -0.27 ± 0.07) and 264 even more so in terms of BEDROC (0.73 ± 0.06 -0.78 ± 0.07). For the DNN_PCM, we found 265 that for targets with few data points in the training set, the PCM models were able to extrapolate 266 predictions (Supplementary figure 4) . Summarizing, the lower performance observed here is more in line with the performance 278 that can be expected from a true prospective application of these types of models. It has been 279 suggested in literature that also temporal splitting is not ideal, but it still provides a more 280 challenging form of validation and better than leaving out chemical clusters [27] . Hence, this 281 make temporal split validation a better way to validate computational models. Yet, in addition 282 to raw performance, training time is also of importance. 
Run time 285
Quick training models allow for easy retraining when new data becomes available, 286 models that require a long time are not readily updated, making their maintenance a tradeoff. 287 It was found that on our hardware most models could be retrained in under 10 hours. This 288 training time corresponds with an overnight job ( Supplementary table 3 ). 289 One point should be visited, NB in Pipeline Pilot was considerable slower than the NB 290 trained in scikit-learn (20 minutes in scikit-learn compared with 31 hours, Supplementary   291 table 3). This is caused by the calculation of the background scores (see methods for details) 292 as was done previously [28] . Calculation of z-scores requires the prediction of all ligand -293 protein interactions in the matrix and is a lengthy procedure regardless of the high speed of 294 NB. As can be seen, the NB 10 µM models do not suffer this penalty (as they do not use z-295 score calculation) and are hence the fastest. where RF_PCM is the best as can be observed in bold in Table 1 ). To confirm whether the 326 16 observed differences were actually statistically significant, the following tests were performed: 
352
In conclusion, here it was shown that DNN methods generally outperform other 353 algorithms and that this is a statistically significant result. However, we used DNN as is and it 354 should be noted that there is room for improvement by (among other things) inclusion of more 355 information and training of hyper parameters which will be further explored in the next section. the input layer and in the higher layers increased to 50%. spectrum the 256 bits that were used prior to this optimization (average decrease of 2% in the 392 grid search). This intuitively makes sense as the shorter fingerprints contain less information.
393
Moreover, it could be that distinct chemical features computed by the fingerprint algorithm 394 hash to the same bit. In that case a specific bit could represent the presence of multiple features, 395 which is more likely to happen with a shorter fingerprint. Furthermore, out of the models 396 trained with 256 bits descriptors for ligands, the PCM DNN consistently outperformed the 397 others, likely due to the fact that PCM profits from the added protein features also containing 398 information.
399
Of the three different DNNs, PCM slightly outperforms the other methods (average 400 improvement 8%), although examples of both single and multi-task models are also found in 401 the top performing methods (average increase 2% and 2% respectively). With regard to the 402 architecture, deep and wide networks seem to perform best (e.g., architecture 3 with an average 403 increase of 12%), although some of the shallow, multiclass and binary class networks 404 (architecture 7) are also found in the top performing methods. 405 Overall it seems that increasing dropout leads to a poorer performance. Since dropout 406 is a technique to prevent overfitting, a DNN can be considered as underfitted if dropout is too 407 strict. This is confirmed by these results, as higher dropout rates and dropout on the visible 408 layer (the fingerprint/feature layer) results in a drop of accuracy (1 versus 2 and 3 versus 4). Finally, the best performance is observed by using an ensemble of the predictions from 415 all models, for instance by using a majority prediction or an average vote (improvement 25% 416 and 26%, black bars Figure 5 ). This improvement suggests that there is still room for further 417 improvement and only the surface was scratched in this work. Indeed, ensembles of different 418 machine learning methods, including neural networks have been used to achieve competitive 419 results on bioactivity prediction tasks. More context will be discussed below. the Naive Bayes models (Supplementary table 8) . 
448
IRV has been benchmarked before [34] , and can be seen as an extension of K-nearest neighbors 449 in a shallow neural network. In that study, random molecules were added (presumably 450 inactive), in addition to the experimentally inactive molecules to boost results. Inclusion of 451 more data, and more specifically inactive molecules is a line of future investigation we also 452 aim to pursue.
453
Regarding the DNNs, the influence of network architecture has been studied before 454 [20], where it was noted that the number of neurons especially impacts the performance of figure 2) , or approximately 2.5% of the total data in ChEMBL 20.
531
Typically, studies have used thresholds for activity between 5 and 6 [10, 11, 32, 33]. Data 532 points here were assigned to the 'active' class if the pCHEMBL value was equal to or greater 533 than 6.5 (corresponding to approximately 300 nM) and to the 'inactive' class if the pCHEMBL 534 value was below 6.5. This threshold gave a good ratio between active and inactive compounds.
535
Around 90% of the data points are active when a threshold of 10 µM is used, while a roughly 536 equal partition (55%/45%) occurs at a threshold of 6.5 log units (Supplementary figure 3) . 537 Additionally, it represents an activity threshold that is more relevant for biological activity. descriptor at best with significant room for improvement. However, the descriptor captures 569 similarity and differences between the proteins and it is shown to improve model performance 570 over models lacking this descriptor. Optimizing this descriptor is judged to be out of scope of 571 the current work but planned for follow up. 
573
Models were created using scikit-learn [45] . Naive Bayes models were trained using the 574 same procedure as MultinomialNB [46] . A reference NB model with an activity threshold of 575 10 µM was included using PP and default setup.
576
RF were trained using the RandomForestClassifier. The following settings were used: 577 1000 trees, 30% of the features were randomly selected to choose the best splitting attribute 578 from, with no limit on the maximum depth of the tree.
579
SVMs were trained using the SVC class, using the following settings: radial basis 580 function kernel wherein gamma was set at 1 / number of descriptors. Further parameter cost 581 was set at 1 and epsilon was set at 0.1.
582
For LR, the LR class of the linear_model package was used. The settings were mostly set 583 to default, except for the solver, which was set to Stochastic Average Gradient descent with a 584 maximum of 100 iterations. 
Machine Learning -Neural Networks

586
In our experiments, we used a network with the following architecture: an input layer 587 with, for example, 256 nodes representing 256 bit fingerprints, connected to 3 hidden layers of pChEMBL values were predicted and were subsequently converted to classes (pChEMBL ≥ 593 6.5 = active, pChEMBL < 6.5 = inactive). The target protein features and physicochemical 594 features in the input layer were scaled to zero mean and unit variance. The output for a 595 particular compound is often sparse, i.e. for most targets there will be no known activity.
596
During training, only targets for which we have data were taken into account when computing 597 the error function to update the weights. We chose to equally weight each target, for which we 598 had data.
599
For training our networks we used stochastic gradient descent with Nesterov momentum
