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Background:
We have recently addressed the problem of potential accuracy required for protein folding simulations using a combination of theoretical considerations and lattice model simulations. In the present study we combine the previously developed theoretical formalism with the law of corresponding states recently proposed by Onuchic, Wolynes and collaborators and obtain estimates for the potential accuracy required for computational studies of a small helical protein.
Results:
Our estimates suggest that e ective energies of interaction between amino acid residues could be measured with an error around 330 cal/mol for a resulting inaccurate potential still appropriate for structure recognition experiments, where the native conformation must remain the global energy minimum. For an ab initio folding simulation, where the energy of the native conformation must be su cient to balance the entropy of the denatured state at a temperature at which the dynamics of the system is fast, the permissible error depends on the simulation temperature and can be as high as 120 cal/mol.
Introduction
The potential accuracy required for ab initio protein folding simulations or, more modestly, for protein structure recognition experiments, constitutes an interesting theoretical problem with important practical implications. The problem cannot be addressed experimentally because no approach to directly measure the actual potential acting on a real protein molecule during the folding process is yet available. Theoretical studies, as well as lattice model simulations, can address a simpli ed version of the problem, where the whole density of states is assumed a priori or the`real' potential is known by construction 1{3].
In a recent study we examined the e ect of potential inaccuracy, as modeled by addition of noise to the real potential followed by renormalization to the original dispersion of energies, on the Random Energy Model for the density of states of a heteropolymer 3]. In this context inaccuracy can be quanti ed by , the standard deviation of the Gaussian distribution added as noise to the real potential. It is important to realize that the accuracy, therefore, does not correspond to a single potential, i.e., a single realization of noise, but to the whole distribution of potentials generated by a given amount of noise. The situation can be thought as if a given inaccurate potential is an instance of an imprecise accurate measurement.
In the present study we combine the formalism developed in our previous work with the law of corresponding states recently proposed by Onuchic, Wolynes and collaborators 4]. As a result we obtain estimates for the potential accuracy required for ab initio folding simulations and for structure recognition experiments in the case of a small helical protein. We also discuss the magnitude of our estimates in the context of available results from computations performed by di erent groups and comment on the applicability of our basic theoretical assumptions.
Results

Theoretical analysis
The theoretical formalism is based on the Random Energy Model, which was initially studied in the context of spin glasses 5] and was later applied to the theory of heteropolymers 6{9]. The distribution of energies of the possible conformations is assumed to be Gaussian, so that the entropy, S, as a function of energy, E, becomes a parabola, S(E) = S 0 ? (E ? hEi) 2 =2 2 E , where the average hEi and variance 2 E are taken over di erent possible conformations. The model reduces the thermodynamics of the system to a simple geometric problem (Fig. 1) . From the basic thermodynamic relation dS=dE = 1=T, it follows that T(E) = ? 2 E =(E ? hEi), and at the critical temperature, T c = E = p 2S 0 , the entropy of the system vanishes. The critical energy E c = hEi ? E p 2S 0 , de ned by the relation T c = T(E c ),
is the lower limit of the continuous region of the energy spectrum and corresponds to the intersection between the parabola and the S(E) = 0 axis. Physically, as T approaches T c dynamics becomes increasingly slow until the system freezes in one of the many local minima of the energy landscape. For a random heteropolymer the lowest energy level, corresponding to the native conformation, is expected to be close to E c , and it would only be thermodynamically populated at a temperature close to T c . It is possible to circumvent this kinetic di culty by making the energy of the native conformation, E N , signi cantly more negative than E c . In this case the native conformation becomes thermodynamically dominant at the folding temperature T f >> T c given by 10]
Concise reviews discussing basic ideas of the theory of heteropolymers and protein folding, including the derivation of the expressions presented above, can be found elsewhere 3, 11] . Note that the model for the density of states described above, where a unique native conformation is separated from a Gaussian distribution of energies representing the unfolded state, is intended to describe only the thermodynamics of the system. Questions concerning kinetics must be addressed by more detailed models 11, 12] . 
We use the same notation as in our previous study where A and s A correspond to average and standard deviation of quantity A taken over di erent realizations of noise for a single conformation and are di erent from hAi and A which are taken over di erent conformations for the same potential. E 0 N is the energy of the native conformation as measured with the real potential, C N is the number of contacts in the native conformation (more generally, it should be the number of terms contributing to the computation of the native energy, which could include, in addition to contacts, dihedral biases, etc.) and is the measure of noise added to the real potential. All energy quantities are expressed as the distance from the average of the denatured state in units of standard deviations of the individual interactions, in such a way that hEi = 0 and E = p C, where C is the the average number of contacts in the unfolded state. Note that the above expressions behave as expected intuitively. For = 0 the average, E N , is reduced to E N (0) = E 0 N and the standard deviation, s E N , vanishes. As increases both the average energy and standard deviation increase, decreasing the average energy gap between E N and E c , E = E c ? E N , and producing a wider distribution. In the limit of in nite noise, ! 1, the native energy distribution (as well as for the energy of any other conformation) is exactly the same as the distribution of the denatured state (restricted to the conformations with the same number of contacts). This is expected and means that all information encoded during sequence selection is lost. In this context, therefore, the problem of potential accuracy required for a given computational experiment can be reduced to the question of how much the energy gap, E , can be e ectively decreased by incomplete knowledge of the real potential. The size of the energy gap depends only on the energy How can we guess the value for E m ? It will obviously depend on the experiment in which one is interested. In our previous study, where we measured the probability of nding the native conformation during a Monte Carlo simulation, E m was obtained directly from the simulations. In the same study we showed that E m goes to E c as the simulation time goes to in nity, which is equivalent to a complete enumeration of conformational space. A direct consequence of this is that E m can be equated with E c in a structure recognition experiment, where the native conformation must be recognized out of a previously constructed set of alternate conformations, because as far as the native energy is the global energy minimum it will always be identi ed from any set of conformational energies in which it is included.
Requirements for an ab initio folding simulation will be more restrictive, however. The native conformation must not only be the global energy minimum, but it also must be thermodynamically dominant (i.e. the minimum of free energy) at a temperature T >> T c at which folding is fast. The same geometric construction that gives the expression for T f (E N ) (Eq. 1) can be used to give the value of native energy required to exactly balance the free energy of the denatured state, E max , at a given temperature T, so that T f > T > T c (see Fig. 1 Note that E max (T) is the maximum energy the native conformation can have and still be thermodynamically dominant at temperature T. In this way we will say that Eq. 4, with E m = E c gives the amount of inaccuracy permissible in a structure recognition experiment while for folding simulations the same equation can be used with E m = E max .
The present formalism has already been shown to correctly predict the behavior observed in lattice model simulations using inaccurate potentials 3]. This agreement can be seen as a further corroboration of the applicability of this simple variation of the Random Energy Model, in which a energy gap is included, to describe the density of states of most sequences in current versions of the lattice model. Now the question is, can the formalism be extended to make predictions about real proteins?
The law of corresponding states Onuchic, Wolynes and collaborators have recently proposed a law of correspondence of states between lattice models (or`minimalist' models in general) and real proteins 4]. The crucial assumption is that lattice models and real proteins have similar (funnel-shaped) energy landscapes 13], and these can be superimposed by the appropriate scaling of a few important parameters.
These parameters are the con gurational entropy of the unfolded state, S 0 , which re ects the size of conformational space being searched, the`ruggedness' of the landscape given by E and the size of the energy gap which determines the energy gradient along the folding coordinate.
These authors considered the case of small helical proteins which fold through a molten globule intermediate. The molten globule was assumed to correspond to the ensemble of compact conformations observed to form very rapidly during simulations of the lattice model. In this scenario, the molten globule corresponds simply to the denatured state under folding conditions. The size of conformational search space was estimated from the theory presented in 14]. From an estimate of 60% helical content in the molten globule, it was concluded that the conformational entropy, S 0 , of the molten globule of a 60 residue long helical protein is around 39k B , where k B is the Boltzmann constant. Figure 1 of their paper 4] shows that for 100 residues the same theory predicts S 0 70k B . The authors also pointed out that in cubic lattice simulations the entropy of the collapsed state is higher (around 1k B per monomer), which means that simulations of relatively short chains in the cubic lattice correspond, in terms of conformational search size, to polypeptides of the size of real proteins or domains. The`ruggedness', E , of the real landscape was obtained from recon guration times slower than 1 ms estimated from NMR experiments with the molten globule of lactalbumin and cytochrome b 562 15, 16] . From the ratio of this estimate to the recon- f was suggested to range from 11 to 18, which implies that E ranges from 4:7T f to 6T f . Note that T f , in the present context, represents an energy quantity, which is equivalent to using units in which k B = 1. We assume the folding temperature to be around 323K and will use the corresponding value, T f = 0:64 kcal/mol, in our numerical calculations.
Estimates for the required potential accuracy 
where T is the simulation temperature. If the simulation is carried at a temperature T = 0:9T f , for example (the estimates of Onuchic, Wolynes and collaborators predict that T c 0:6T f if the e ective interaction energies are assumed to be temperature independent), the value for m could be as high as 0:4. Using the previous estimate for E 5T f and assuming that the molten globule of a small helical protein is stabilized by an average of C = C MG = 100 contacts we obtain the standard deviation of the individual contact interactions as E = p C MG = 0:5T f 0:3 kcal/mol. The permissible error on each energy contact estimate is, therefore, around 330 cal/mol for structure recognition experiments and around 120 cal/mol for folding simulations.
Discussion
It should be stressed that our numerical results are rough estimates. Nevertheless it is clear they suggest that the potential does not need to be extremely accurate to be useful for computational experiments, as long as the present form of the law of corresponding states is valid. The structure recognition problem, in particular, would be almost trivial, as essentially any potential resembling the true potential could be adequate for the task. Many potentials showing di erent degrees of success in recognizing the native conformation from a set of alternate conformations have been proposed in the last few years 18{21]. Results from ab initio folding simulations of real proteins, which actually have a longer history, are less encouraging 22{24]. The simplest interpretation consistent with our results is that available potentials are signi cantly di erent from the real potential, being too inaccurate for ab initio simulations, but not far from the permissive limit required for structure recognition. This conclusion is also consistent with results from di erent groups suggesting that even the most complicated potentials available, with hundreds of energetic parameters, contain little more information than the fact that hydrophobic residues e ectively attract each other 25, 26] . The large inaccuracy of available potentials could result from inadequacies of the many assumptions used in their derivations, as has been recently shown convincingly for the case of`statistical potentials ' 27] . In addition, the assumption that conformational energy can be expressed by a sum of pairwise contact interactions may not be appropriate for real proteins 28] . If better ways of estimating the real potential become available, the structure recognition problem would be the rst to be solved. Structure recognition could then be used to predict tertiary structure from amino acid sequence if a reliable algorithm to generate a tractable number of prospective native conformations is also developed. If the error on available interaction potentials is further decreased by a factor of at least 1=3 (or roughly to the order of 100 cal/mol according to the present estimates) then ab initio folding simulations would become possible.
In simple terms, the conclusion that it is easy to recognize the native conformation as the minimum of energy in any set of alternate conformations (possibly excluding conformations that are similar to the native, being close' to it in conformational space) is a consequence of the thermodynamic hypothesis. It is obvious that if the native state of a protein is the actual minimum of free energy, its energy must be much more negative than the energy of other conformations in order to balance the high entropy of the denatured state. The Random Energy Model provides a mathematical apparatus to express this idea quantitatively. However, it is not known if the native conformation of a real protein really corresponds to the minimum of free energy, or even to the global minimum of energy. Because of the as-tronomical number of possible conformations to be searched, it could be the case that proteins can only reach thermodynamic equilibrium after a very long time (say, of the order of the age of the universe). Evidence corroborating the thermodynamic hypothesis comes from folding simulations of lattice models. It was found, in the context of a speci c model, that thermodynamic stability implies kinetic accessibility 13,29{31] automatically forbidding the existence of deep little`holes' in the energy landscape which could lead to extremely stable but virtually inaccessible`hidden' conformations. It has yet to be shown how general this result is. It is always possible that some theoretical assumptions that hold for lattice models do not hold for real proteins. In this case the correspondence of states on which our estimates are based would be more complicated. Figure 1 : Geometric construction to derive the thermodynamic relations of the Random Energy Model. The parabola represents the entropy of the unfolded state, S, as a function of energy, E. The absolute temperature, T, at which the unfolded state assumes a given pair of energy and entropy values is determined by the slope of the tangent to the parabola at the corresponding point. The energy required to exactly match the free energy of the unfolded state at a given temperature is determined by the point at which the tangent to the parabola with slope 1=T crosses the energy axis. The folding temperature T f is obtained from the tangent crossing the energy axis at the the native energy E N and the critical temperature T c is determined by the tangent at the critical energy E c , at which the entropy of the unfolded state vanishes (solid lines). The same construction can be used for any temperature T between T f and T c to obtain E max (T), the maximum energy value that the native conformation can have and still be thermodynamically dominant at that temperature (dashed line).
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