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ABSTRACT 
TOWARDS THE EFFICIENT PROBABILISTIC CHARACTERIZATION OF TROPICAL 
CYCLONE-GENERATED STORM SURGE HAZARDS UNDER STATIONARY AND 
NONSTATIONARY CONDITIONS 
Senanu Kudjo Agbley 
Old Dominion University, 2009 
Advisor: Dr. David R. Basco 
The scarcity of observations at any single location confounds the probabilistic 
characterization of tropical cyclone-generated storm surge hazards using annual maxima and 
peaks-over-threshold methods. The EST and the JPM are indirect approaches aimed at 
estimating the probability distribution of the response variable of interest (i.e. storm surge) using 
the probability distributions of predictor variables (e.g. storm size, storm intensity etc). In the first 
part of this work, the relative performance of the empirical simulation technique (EST; Borgman et 
al., 1992) and the joint probability method (JPM; Myers, 1970) is evaluated via stochastic 
simulation methods. It is shown that the JPM has greater predictive capability for the estimation of 
the frequency of tropical cyclone winds, an efficient proxy for storm surge. 
The traditional attractions of the EST have been its economy and ease of 
implementation; more efficient numerical approximation schemes such as Bayesian quadrature 
now exist, which allows for more cost effective implementation of the JPM. In addition, typical 
enhancements of the original EST approach, such as the introduction of synthetic storms to 
complement the historical sample, are largely ineffective. These observations indicate that the 
EST should no longer be considered a practical approach for the robust and reliable estimation of 
the exceedance probabilities of storm surge levels, as required for actuarial purposes, 
engineering design and flood risk management in tropical cyclone-prone regions. The JPM is, 
however, not applicable to extratropical storm-prone regions and nonstationary phenomena. 
Additionally, the JPM requires the evaluation of a multidimensional integral composed of 
the product of marginal and conditional probability distributions of storm descriptors. This integral 
is typically approximated as a weighted summation of discrete function evaluations in each 
dimension and extended to D-dimensions by tensor product rules. To adequately capture the 
dynamics of the underlying physical process — storm surge driven by tropical cyclone wind fields 
— one must maintain a large number of explanatory variables in the integral. The complexity and 
cost of the joint probability problem, however, increases exponentially with dimension, precluding 
the inclusion of more than a few (<4) stochastic variables. In the second part of the work, we 
extend stochastic simulation approaches to the classical joint probability problem. 
The successful implementation of stochastic simulation to the storm surge frequency 
problem requires the introduction of a new paradigm: the use of a regression function constructed 
by the careful selection of an optimal training set from the storm sample space such that the 
growth of support nodes required for efficient interpolation remains nonexponential while 
preserving the performance of a product grid equivalent. Apart from retaining the predictive 
capability of the JPM, the stochastic simulation approach also allows for nonstationary 
phenomena such as the effects of climate change on tropical cyclone activity to be efficiently 
modeled. A great utility of the stochastic approach is that the random sampling scheme is readily 
modified so that it conducts empirical simulation if required in place of parametric simulation. 
The enhanced empirical simulation technique attains predictive capabilities that are 
comparable with the JPM and the parametric simulation approach, while also retaining the 
suitability of empirical methods for application to situations that confound parametric methods, 
such as, application to extratropical cyclones and complexly distributed data. The parametric and 
empirical simulation techniques, together, will enable seamless flood hazard estimation for the 
entire coastline of the United States, with simple elaborations where needed to allow for the joint 
occurrence of both tropical and extratropical storms as compound stochastic processes. The 
stochastic approaches proposed hold great promise for the efficient probabilistic modeling of 
other multi-parameter systems such as earthquakes and riverine floods. 
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Tropical cyclones are large-scale atmospheric vortices that develop over warm tropical 
oceans and are primarily driven by heat transfer similar to the simple Carnot heat engine 
(Emanuel, 2003). Tropical cyclone systems are also known as tropical depressions, tropical 
storms, hurricanes, typhoons and cyclones depending on their strength and origin (Eisner and 
Kara, 1999). The coastal ocean's principal response to the passage of a tropical cyclone is an 
elevation of sea level due to the shore perpendicular convergence of currents driven by the 
accompanying surface wind shear stresses (van Dorn, 1953; Gill, 1982). The worst natural 
disasters in U.S. history, the 1900 Galveston storm and the 1928 Lake Okeechobee storm, are 
due to tropical cyclone-generated storm surges (Emanuel, 2003; Blake et al, 2007). 
Historically, design for flood protection systems was based on arbitrarily chosen return 
periods (e.g. the 100-year flood) or on scenarios such as the 'most probable' or 'maximum 
possible' event. These criteria lead to the under-design or over-design of structures (Scheffner et 
al., 1996). The risk-based design framework was adopted, after the disastrous 1953 floods in the 
Netherlands, as a way to economically optimize the design of large-scale dyke systems (van 
Dantzig, 1956). Within this framework, the cost of protection is balanced by the reduction in flood 
risk afforded by the protection. Key to the optimal utilization of the risk-based framework is the 
ability to reliably estimate - and to quantify the uncertainty inherent in the estimates of - the 
exceedance probabilities of hydraulic loading conditions such as storm surge elevations. 
The rare and random nature of tropical cyclone activity means that at any given site, only 
a small sample of major storms and their effects would have been recorded. However, it is 
1 The model journal for this dissertation is Coastal Engineering. 
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conceivable that future storm occurrences will be different in character compared with past 
observations. For example, a storm with the same characteristics as a historic one but with a 
slightly different path may be more destructive than the historic one (Klaver et al., 2006). Wallis 
(1993) points to the fact that inferences about future hazards based only on local samples will be 
unreliable and will exhibit wide variability. Additionally, for large-scale flood hazard mapping and 
for the design flood protection systems, inferences about the frequency of occurrence of flood 
hazards have to be made at locations for which no gauging is available. 
Compared with direct measurements of surge elevations, there is usually a greater 
abundance of secondary variables upon which a storm surge can be predicated. For example, 
storm climate descriptors such as the pressure anomaly in the eye of the storm, the radius of 
maximum winds, the speed of forward translation and storm track coordinates are generally more 
readily obtained and can be mathematically modeled to provide snap shots of the storm wind and 
pressure fields over the life cycle of the storm. These time varying wind and pressure fields 
coupled with ocean circulation models defined over the domain of interest allow for the 
reproduction of historical storm surges and accompanying wind-generated waves. This approach 
is the basis of multivariate models developed for storm surge frequency estimation. 
Monte Carlo simulation techniques were developed early on for the probabilistic 
characterization of tropical cyclone-generated wind speeds (e.g. Russell, 1971; Batts et al., 1980; 
Georgiou et al., 1983; Neumann, 1991). While the detailed approach is significantly different for 
each of these studies, they embodied similar principles, that is: (1) model the probability of 
occurrence of the set of storm descriptors based on the historical storm ensemble, (2) simulate 
wind fields for random storm samples drawn from this probability distribution, and (3) statistically 
analyze the frequency distribution of the storm response (e.g. maximum one minute-averaged 
wind speeds) at the location of interest. The slow convergence of Monte Carlo simulations to the 
desired distributions meant that several thousand simulations were required. 
Because the numerical simulation of tropical cyclone-driven storm surge is expensive, the 
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slow convergence of Monte Carlo methods made the stochastic simulation approach prohibitive 
for storm surge studies. The joint probability method (JPM; Myers, 1970; Toro et al., 2007) 
selects a carefully chosen set of storms from the sample space, each weighted by a probability 
mass, so that the cumulative frequency distribution of storm surge at any given location is 
approximated as a summation of probability masses. The empirical simulation technique (EST; 
Borgman et al., 1992; Borgman, 2004) resamples the historical storm ensemble each time adding 
a zero-mean Gaussian noise to the response value. The Gaussian dispersion is controlled by the 
mean distance from the resampled storm to its k- nearest neighboring storms. 
The relative performance of the EST and JPM is largely unknown, primarily because the 
distribution of the target variable is typically unspecified and unobservable. Additionally, both 
methods are based on the assumption that the distribution of storm descriptors will be invariant 
with time (Scheffner et al., 1996; Niedoroda et al., 2007). Emanuel (1987), using the Carnot heat 
engine characterization of the maximum potential intensity of tropical cyclones, shows that the 
distribution of tropical cyclone intensities will change in response to changes in sea surface 
temperatures associated with a warming global climate. This shift in the distribution of cyclone 
intensity in a high C02 climate has also been observed in high resolution global climate modeling 
studies (e.g. Knutson and Tuleya, 2004; Knutson et al., 2008). 
Spatio-temporal marked point processes have been extensively used for the probabilistic 
characterization of earthquakes (e.g. Holden et al., 2003; Schoenberg, 2003) and readily admit 
the characterization of nonstationary processes. It is well known, however, that stochastic 
methods are only competitive with deterministic methods in very highly dimensional (D>25) 
problems (e.g. Morokoff and Caflisch, 1995). Recent developments in the application of 
dimension-adaptive sparse grids to multivariate regression problems (e.g. Gerstner and Griebel, 
2003) offer a promising route for the efficient stochastic solution of the storm surge frequency 
estimation problem. Sparse grid interpolants involve the careful combination of one dimensional 
formulae such that multivariate functions can be optimally recovered. 
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1.2 MOTIVATION FOR RESEARCH 
In the aftermath of the disastrous 2005 hurricane season, efforts were made by the 
Federal Emergency Management Agency (FEMA) and the U.S. Army Corps of Engineers 
(USACE) to reassess the flood hazard along the coastlines of Louisiana and Mississippi for the 
redelineation of flood insurance rate maps and the reconstruction of coastal levees, respectively. 
The EST was considered for the study in Mississippi and the JPM was considered for the study in 
Louisiana. However, a big difference in the results at the boundary between Mississippi and 
Louisiana was highly undesirable. Divoky and Resio (2007) indicate that a decision was made at 
the time to adopt the JPM for both studies, based largely on theoretical arguments. These 
benchmark studies are documented in Toro et al. (2007), Resio and Irish (2008), et cetera. 
The modeling effort utilized the following suite of numerical models: WAM (WAMDI 
Group, 1988; for deep-water waves); SWAN (Booij et al., 1999; for nearshore waves); ADCIRC 
(Luettich et al., 1992; for storm surge) and PBL (Thompson and Cardone, 1996; for hurricane 
pressure and wind fields). These models were implemented on a computational grid covering the 
Gulf of Mexico and large portions of the western North Atlantic Ocean. A typical coupled 
hurricane wind driven wave-surge simulation required up to 24 hours computing time on a 256-
node high performance computer cluster. These computational requirements meant that the 
traditional midpoint rule-based product space implementation of the JPM, which requires the 
simulation of several thousand synthetic storm scenarios, was impractical. 
Toro et al. (2007) implemented a Gaussian process Bayesian quadrature scheme to the 
JPM and achieved an order of magnitude reduction (from ~2000 to ~200) in the number of 
simulations required. The problem that persists is that as in almost all multivariate numerical 
integration and function approximation problems, Toro et al. (2007) encounter the "curse of 
dimension," a term coined by Bellman (1991) to describe the vastness of highly dimensional 
Euclidean space, hence were able to maintain only four stochastic variables in the integral. 
Ideally, it is desirable to capture as many stochastic variables as possible in the construction of 
5 
the forcing function - the cyclonic wind field - and coincident environmental conditions such 
astronomic tides, which may significantly alter the total flood elevation experienced. 
Apart from requiring an exponentially increasing number of simulations with increase in 
dimension, deterministic techniques such as Bayesian quadrature are inapplicable to 
nonstationary conditions, so that it is impossible to directly quantify the effect of climatic trends on 
the distribution of extremes. Additionally, parametric methods do not readily admit the 
characterization of complexly distributed spatial data. For example, the distribution of storm 
intensities in the Gulf of Mexico is a complex function of storm direction and spatial location along 
the coast. Fitting a probability distribution to this data requires that we maximize a log-likelihood 
function of conditional distributions. Problems of this kind highlight the conceptual attractions of 
nonparametric stochastic approaches such as the empirical simulation technique. 
1.3 ORGANIZATION OF WORK 
The work presented here is organized as follows. Chapter II gives an overview of the 
tropical cyclone-generated storm surge frequency estimation problem, starting from time-series 
based univariate extreme value methods to more computationally involved multivariate statistical 
models. Detailed objectives and scope of work are set forth at the end of the overview. Chapter 
III presents the experimental setup and results for an evaluation of the relative performance of the 
EST and the JPM using a stochastic marked point process characterization of tropical cyclones 
on an idealized coastline with straight parallel contours. We adopt a parametric tropical cyclone 
wind model as an efficient surrogate for the storm surge response function. The two models are 
ranked at the end of the chapter based on hypothesis tests. 
Chapter IV focuses on the extension of the stochastic marked point process model to the 
multivariate parametric density estimation problem encountered in the joint probability method. 
The cost of stochastic function evaluations is minimized by interpolating responses from a 
precomputed response function based on dimension-adaptive sparse grid nodes. The scheme is 
6 
applied to the recent flood hazard study conducted in Mississippi assuming stationary climatic 
conditions and also for projected tropical cyclone intensity changes in a high C02 climate. The 
results from Chapters III and IV are used to inform enhancements for the nonparametric empirical 
simulation technique in Chapter V. A summary of work, conclusions and recommendations for 
future research are provided in Chapter VI. 
7 
CHAPTER II 
THE STORM SURGE FREQUENCY ESTIMATION PROBLEM 
2.1 STATEMENT OF PROBLEM 
Consider that the coastal ocean's response 7 to the passage of a tropical cyclone is a 
function of storm and environmental variables XV...XN, such that 
rj = <p(x, xN) = p(x, xD) + s¥, D<N, (2.1) 
where xk e Xk, <p() is the response generating function and ^(.) is our attempt to model this 
natural function using numerical simulation techniques, with associated modeling error s-v due to 
the inadequate characterization of <p(.) by #>(.) or the dependence of #>(.) on unknown variables. 
Without loss of generality, we assume that 77 is a continuous random variable and define the 
probability that a storm event produces a response greater than some critical value y (i.e. the 
exceedance probability) as 
^'(y) = i - ^ ( y ) = i - f l / , ( ^ . (2-2) 
where 77 has probability distribution function Fn(.) and density function /,(.) = d/dl{Fn(•)) • 
Standard statistical methods are most often concerned with measures of central 
tendency rather than deviations from the median of probability distributions; they therefore 
seldom provide accurate characterization of extreme values (Gumbel and Lieblein, 1954). Given 
an independent and identically distributed sample rjvrj2,..., classical extreme value theory 
focuses on the limiting distribution of the largest value in a set of epochs (e.g. calendar years), 
while threshold methods focus on the limiting distribution of all values exceeding a certain 
specified high value. Due to the rare and random nature of tropical cyclone activity, typically, the 
size and spatial coverage of the random sample TJVTJ2,... is not adequate for the accurate 
estimation of the distribution function Fn (.) using univariate extreme value methods. 
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Given random samples {^,x1,...,xD}i,{?7,xl,...,xD}2 ,...,{rj,xv...,xD}N, consisting of 
response and predictor variables such that q>: XV...,XD -+rj, the distribution function Fn(.) can 
be written as 
Fn(y) = Pr{rj<y} = Pr{p(x, xD )<y} = Pr{x1 xD<<p~\y)} 
(2.3) 
= Fx, x0(*i xD)H{H
xi x o )^y ) . 
where FX] Xo (.) is the probability distribution of X, XD. From fx (.) = d/dX(Fx (.)), we write 
Fn(y)= lk~l/x, XD(XV-XD)H{<P(^ xD)<y)dxD...dx:drj, (2.4) 
where /-/(.) is a step function whose value is one for positive argument and zero otherwise. We 
see that the distribution function Fx x (.) can be used to characterize the probability distribution 
of 7 by stochastic simulation or numerical integration. The problems encountered in this indirect 
approach, however, are: (1) the recovery of the function ^ ^ ^ ( x , xD) is computationally 
expensive, and (2) a large number of realizations (i.e. synthetic storms) are required to populate 
highly dimensional sample spaces. 
2.2 UNIVARIATE EXTREME VALUE MODELS 
2.2.1 Classical Extreme Value Theory 
Given an independent and identically distributed time series of observations tjvt]2 for 
example, hourly water levels recorded at a tide gauge station, classical extreme value theory is 
concerned with the limiting distribution of the block maxima (e.g. annual maxima) 
Yn = maxfo.ffe ?]„}, (2.5) 
as n^oo. The exact distribution of Yn is 
9 
Pr{Y„<y} = P r { ^<y , 772<y rjn<y} 
= Pr{r1,<y}P{tl2<y}..P{iln<y} ( 2 .6 ) 
where Fn(.) is the common distribution function for each ?/,. (Leadbetter et al., 1983). The 
asymptotic distribution Gn (.) of the annual maxima, rescaled to avoid degeneracy as n ->» 
l inrw Pr{(Y„-*>„)/a„<y} = l im_{F„(a„y+ *>„)}" = G,(y), (2.7) 
belongs to one of three parametric families: the Gumbel, Frechet, and Weibull distributions 
(Fisher and Tippett, 1928; Gumbel, 1958; Leadbetter et al., 1983; Coles, 2001). These can be 
combined into one functional form known as the generalized extreme value (GEV) distribution 
G„(y) = exp - 1 + ^ - " 
•V(\ 
(2.8) 
where Gn(.) is fully specified by the parameters /.I,CT,K, corresponding to the measures of 
location, scale and shape of the distribution, respectively (Coles, 2001). The maximum likelihood 
approach is a flexible procedure for estimating the values of the multi-index 6{= H,G,K). The 
likelihood that the largest annual events Y, Yw come from a GEV density function gn(.) 
indexed by the parameter 9 is (Coles, 2001) 
*(e) = fl9ll(Y,\8), (2.9) 
where X{d) is the likelihood function, more conveniently expressed as 
t{9) = log[*(0) ] = Z > g ( ^ (Y, 10)), (2.10) 
where £{0) is the log-likelihood function. We look for the index 8, which maximizes £[6). 
Other efficient methods of parametric inference include the L-moments method (Hosking, 1990; 
2000). 
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2.2.2 Peaks-Over-Threshold Methods 
For a large enough value c, the limiting distribution of rj-c, for t]>c, can be 
approximated by a different family of probability distributions (Balkema and de Haan, 1974; 
Pickands, 1975; Coles, 2001) 
G,(y) = 1-(1 + W # ) ) " v ' . (2.11) 
where y > 0 , ( l + (*ry/(f))>0, U = CT + K(C-JU) and Gn(.) is the generalized Pareto family 
(GPA) of probability distributions. The distribution follows from the approximation of exceedances 
above a sufficiently high value as rare events following the Poisson process. The method 
analyzes all data exceeding a specific threshold as opposed to the largest events in discrete data 
blocks, which allows us to use a lot more of the data available since several extremes may occur 
in a given year. In data with mixed populations, the threshold can be chosen so as to limit the 
analyses to one unique population (Coles, 2001). 
The choice of threshold, however, can be subjective (e.g. Balkema and de Haan, 1974; 
Pickands, 1975) and does not follow from any explicit theory. Too high thresholds, for example, 
will limit the size of the sample, leading to large variance in estimates made using the method 
while too low thresholds will admit data that violates the underlying assumptions of the model 
leading to large bias in estimates made using the method (Coles, 2001). The parameters of the 
GEV distribution determine the parameters of the GPA distribution uniquely (Coles, 2001). 
Maximum likelihood inference for the vector-valued index 9 (=ju,a,/c) is straightforward using 
numerical approximation techniques. The L-moments method (Hosking, 1990; 2000) also 
provides efficient ways to estimate the parameters of the generalized Pareto distribution. 
2.2.3 The Curse of Dimensionality 
Tropical cyclones are rare events and have relatively smaller and more peaked 
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alongshore profiles. There are therefore fewer observations on record compared with the record 
length of an observation station; as noted by Klaver et al. (2006), a segment of the coastline may 
experience major storms every N- th year and it is not unlikely that in some locations there may 
not be any record of a direct hit or significant storm event. Niedoroda et al. (2007), using a line 
process model, computed the annual occurrence of storms with central pressure lower than 982 
millibars as 5.45E-4 storms per kilometer per year for the Mississippi coastline. Within a hundred 
year period, assuming an average alongshore storm surge footprint of 120 kilometers, a tide 
gauge station on this coastline would have recorded on average only six storm surge events. 
The storm surge experienced at any given location due to the passage of a tropical 
cyclone is dependent on a set of possible storm characteristics, such as: storm size, storm 
intensity, storm bearing, location of reference point relative to landfall point, and other conditions 
coincident with storm passage, such as astronomic tides. Different combinations of these 
predictor variables in an event may result in significantly different storm surge elevations. Assume 
that each of the variables upon which storm surge can be predicated is adequately defined by 
only three values. If storm surge potential is dependent on five of these variables we would 
require at least 243 ( = 35) observations to adequately span the storm sample space; having only 
six observations (as in the Mississippi example) leaves 97.5% of the sample space empty. 
In coastal regions affected by tropical cyclones, the problem of storm surge frequency 
estimation at a given location is compounded by the phenomenon known as the curse of 
dimensionality, a term coined by Bellman (1961) to describe the vastness of highly dimensional 
mathematical space. Statistical methods that focus solely on extrapolating the values of long-term 
return periods from limited records of site specific observations of the response variable of 
interest, such as in the frequency analysis of tide gauge records, are limited in this regard. At any 
given gauge location, it is likely that one has not observed enough information to adequately 
characterize the probability of the variable of interest; Wallis (1993) notes that estimates based on 
single site data using univariate methods exhibit wild variability. 
12 
2.3 NUMERICAL MODELING OF STORM SURGES 
Storm surges due to tropical cyclones are driven by surface wind stresses and to a 
smaller extent by the pressure anomaly in the eye of the storm. This class of hydrodynamic 
phenomena is efficiently described by the shallow water long wave equations discretized over 
large domains in order to accurately capture basin scale physics but with high node placement in 
shallow water in order to accurately resolve essential flow features from the continental shelf to 
the coastal floodplain (Westerink, et al., in review). The shallow water long wave equations can 
be expressed in spherical coordinates as (Blain et al., 1998) 
Sri/St + (yRcos0){(S(Uh)/SA) + (S(Vhcos0)/<50)} = 0 , (2.12) 
SU/St + (1/Rcos<t>)(USU/SA) + -\/R(VSU/fy)-[(U\an</>/R) + fc]V 
= -(VRcos^S/SA[PjPo+gr]] + T,U(Tjp0h),
 ( 2 ' 1 3 ) 
SV/St + (1/R cos<0) (USV/SA) + 1/R (V SV/fy) + [(U tan </>lR) + fe ] U 
(2 14) 
= -{T/R)6/6t[Pjp0 + grj\ + {rsJpQh) - r.V, 
where 
/c = 2^sin,zS, r,=Cf(U
2 + V2)n/h, (2.15) 
and 
7] = free surface elevation; 
$ = latitude; 
A = longitude; 
U,V = depth-averaged horizontal velocities; 
R = radius of the Earth; 
h = bathymetric depth; 
fc = Coriolis parameter; 
y/ = angular speed of the Earth 
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g = acceleration due to gravity; 
Ps = atmospheric pressure at the ocean's surface; 
p0 = density of water; and 
TSA,T^ = free surface stresses. 
The atmospheric pressure field is typically specified as (Blain et al., 1998) 
Ps =Po + (Po-Ps)exp(-Rmax/cf) = P0+APexp(-Rmax/d), (2.16) 
where of is the radial distance from the center of the cyclone, Rmaji is the radial distance from the 
center of the storm to the band of maximum wind speeds, P0 is the far-field atmospheric 
pressure and AP is the central pressure anomaly. The wind field can be described by the 
planetary boundary layer-averaged horizontal flow equations (Thompson and Cardone, 1996), 
though explicit solution of this equation is usually replaced by the use of empirical functions of the 
maximum 10-meter, 10-minute wind speed Umax(.) 
fUM ,(AP,/c , /^11V /)f f l1(ol,^,) forO<d<Rmax 
V(x,y) = \ ; , (2.17) 
[Umax(AP,fc,RmaxM f)o>2(d,Rmax) for d > Rmax 
where Umax(.) is empirically determined, and «.,(.) and m2 (.) are scaling functions (Myers, 1954). 
2.4 MULTIVARIATE STATISTICAL MODELS 
2.4.1 The Monte Carlo Simulation Approach 
Given the sequence of R random vectors {x, x-D}^{
x-\ xo}2 {
x i xo}R drawn 
from the joint probability density function fx x (xv...,xD), equation (2.4) can be approximated 
as 
F,(y) = E[w(^(x1 x D ) < y ) ] « 1 / R 2 X ^ (
x i xo)^y)~ (2.18) 
where sR =\Fn(-)-Ftl(.)\ is the residual error (Caflisch, 1998). The Monte Carlo approach is 
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based on the interpretation of the integral as the mathematical expectation £[.] of function 
evaluations at several random locations; according to the Strong Law of Large Numbers, 
lim,,^ £R-»0 (Caflisch, 1998). The simplest way to generate random variables is via the 
inverse-transform method. Consider that the random variable Z defined on the interval [a,b] has 
probability distribution F(.), a sequence of uniform random numbers u, uR on the interval 
[0,1] can be mapped unto zv...,zR e Z as follows (Fishman, 2006) 
zr=F-\ur), r = 1,2 R. (2.19) 
The simplest construction of the joint probability density function is as a product of 
marginal densities 
/x, xD (xv...,xD) = /x, (x,)./Xl (x2).../Xo (xD) = n l A (*<,) • (2-20) 
where typically, fx (x.,),...,/x (xD) belong to the GEV family of probability distributions that have 
explicitly defined quantile functions, F"1(.); hence, the random vector sequence can be 
generated by serially drawing random variables from each distribution function. Sometimes the 
variables may be interdependent, in which case the conditional probabilities must be accounted 
for in equation (2.20), as shown below 
/ * , XD (*1
 XD) = JX, \Xl)-Jx2\X, \
X2 I Xi)—JXD\X, XD., \
XD I XV-'XD-t) ' (2.21) 
where /X|y (x | y) defines the conditional probability of x given y. If the conditional distributions 
are fully specified, random vectors can be efficiently generated using the Gibbs sampler. The 
Gibbs sampler starts with arbitrary initial values x°,X2...,x° and then proceeds as follows (Smith 
and Roberts, 1993) 
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x]~f(x,\x°_,) 
X2 ~ J \ X 2 I X 1 i X 3 " ' X D / 
*3 ~ J \ X 3 I X 1 > X 2 ' X 4 ' ' " ' ' X D / 
A-f{xD\x°_D). 
R repetitions of the above cycle produces the sequence 
{x, xD } i ' {
x i XD}2 {
X I -"- 'XD}R- ' n some instances the full conditional distributions are 
unspecified or are difficult to sample from; this makes the application of the Gibbs sampler 
infeasible. Hastings-Metropolis algorithm (Metropolis et al., 1953; Hastings, 1970) allows us to 
indirectly generate the sample sequence {x, xD}1,{x1,...,xD}2,...,{x1,...,xD}R, which has the 
target joint probability density fx x (xv...,xD). Given an initial observation x°,x°...,x£, we 
propose a new realization yvy2 yDby random sampling from some arbitrary density function 
q(X,Y). The proposal is accepted or rejected with probability a(X,Y), defined as (Smith and 
Roberts, 1993) 
a(X,Y) = m i n f l , 4 r M ^ n } , p.22) 
y ' > {' f(X)q{Y,X)y ( ' 
with the sequence remaining in the initial state x^.x^.-.x" if the proposal is rejected. 
The downside to the Hastings-Metropolis algorithm is that successive realizations tend to 
be dependent rather than independent, which introduces statistical error. For example, each 
realization of X, XD is a synthetic tropical cyclone; if the next proposed move is rejected the 
sequence remains at the current state, which implies the recurrence of the same storm. Because 
of this, the sequence has to be subsampled to avoid the occurrence of this problem. This requires 
that we generate a larger sample than we actually need. Additionally, this dependence means 
that the sequence mixes and converges to the target distribution slowly. Due to problems with 
convergence to stationarity and error in the estimates, such methods are usually employed only 
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when direct methods fail (Evans and Swartz, 1995). 
From equation (2.18), we note that each realization of XV...,XD requires the evaluation 
of the function rj = q>(xv...,xD). The cost of evaluating the integral Fti(y) is therefore directly 
proportional to the number of function evaluations R, for the tropical cyclone-generated wind 
speed application this cost is minimal. Monte Carlo methods were developed for the probabilistic 
characterization of tropical cyclone-related wind loads by authors such as Russell (1971), Batts et 
al., (1980), Georgiou et al., (1983), Neumann (1991), Casson and Coles (2000) and Vickery et 
al., (2000) in order to provide reliable design parameters for engineering projects, for hazard 
mitigation and for actuarial purposes. The approaches developed in each of these studies are 
significantly different but all follow the same general procedure: 
Step 1: Parameterize the tropical cyclone wind field as a function of explanatory variables, 
namely: the pressure anomaly AP, the storm radius Rmax, storm heading 0 and 
storm speed Vf; 
Step 2: Fit parametric or empirical probability distributions to historical observations of each 
explanatory variable and account for any correlation between variables; 
Step 3: Model storm occurrence in time using a point process such as the Poisson process; 
Step 4: For locations along the coastline of interest, simulate time histories of several thousand 
random storm realizations drawn from the joint probability distribution of explanatory 
variables; 
Step 5: Compute the empirical quantile function of the wind speeds of interest for each 
location. 
2.4.2 The Joint Probability Method 
The multidimensional integral in equation (2.4) is readily approximated as a weighted 
summation of a deterministic sequence of discrete function evaluations, as follows 
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Fn{y) = E[H(<p{x xD)sy)]- ^ V Z X ^ X£>)H(4CJ« ...,#>)*/), (2.23) 
where w(.) is a weight function, and xk e X"k are points in the sample space where the function 
is evaluated. In D-dimensions, the procedure requires function evaluations at the grid points 
specified by X, ®... ® X0. This approach, often called the joint probability method, belongs to the 
class of numerical approximation techniques known as quadrature rules (Stroud, 1971; Heiss and 
Winschel, 2008). The quadrature approach was originally introduced by Myers (1970) and later 
extended by other authors such as Toro et al. (2007). In earlier applications of the JPM, the 
integral was evaluated using the midpoint rule. 
Using the midpoint rule, the probability distribution of each storm variable, derived from 
historical records, was approximated by discretizing the respective sample spaces Q°=1 into a set 
of mutually exclusive intervals, each represented by its midpoint and weighted by the probability 
mass of the interval. These one-dimensional midpoint rules were then extended to D-dimensions 
using the tensor product. It is generally known that such a quadrature scheme is inefficient (e.g. 
Stroud, 1971). Miller and Rice (1983) show that midpoint rules do not preserve the moments of 
the original probability distributions. A more efficient scheme is to approximate the function being 
evaluated by a polynomial of degree 2/V-1 or less and compute the set of nodes x, xN and 
weights w, wN which deliver an accurate approximation of the integral. 
The one-dimensional integration problem may be written as 
I,(g)=[w{x)g(x)dx, (2.24) 
where w(x) is a weight function such that f w(x)cfx = 1 and g(x) is a Riemann-integrable 
function (e.g. Heiss and Winschel, 2008). For example, the probability that a storm with central 
pressure anomaly AP produces a surge elevation ij^ which does not overtop a levee whose 
crest elevation is yc may be written as 
18 
Prfap * yc} = jApw(AP)H(rj^ < yc)dAP ; (2.25) 
in equation (2.25), w(.) is the marginal probability density function of central pressure anomaly 
and H(.) is a step function whose value is zero if rjAP >yc and one otherwise. If H(.) can be 
approximated by the Legendre polynomial of order N, we can find a set of nodes APV...,APN and 
weights wv...,wN such that 
J1(Sr)»Q1(g) = X"1w /H(A^); (2.26) 
the weights and nodes of a Gaussian quadrature rule are independent of g (x) (Stroud, 1971). 




in the storm surge frequency problem, we interpret w(x, xD) as the joint probability distribution 
of the D-dimensional random variable X, XD — the set of storm descriptors upon which the 
associated surge can be predicated. The extension of one-dimensional quadrature rules to the 
multivariate case is most easily accomplished using tensor product rules (Stroud, 1971) 
Q 3 « Q 1 ® . . . ® Q D = X ; : , - ^ 1 <
, ® - - - ® < 0 , - S ' K ) . - - - . C ) ; (2-28) 
this scheme requires N = N1xN2x...xND function evaluations. Quadrature rules are more 
efficient than Monte Carlo methods in small to medium dimensions (Morokoff and Caflisch, 1995) 
but become increasing inefficient with increase in dimension due to the exponential growth of N. 
2.4.3 The Empirical Simulation Technique 
The empirical simulation technique (EST; Borgman et al., 1992; Borgman, 2004) is 
similar to Monte Carlo simulation: given a sequence of R random vectors 
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{x1,...,xD}1,{x1 xD}2 {x1 xD}R drawn from the joint probability density function 
fXtXD (x, xD), we want to approximate equation (2.4) as 
Fn(y) = E[H(<p(x xD)<y)]»(VR)ZlH(v(x, xD ) ,<y) , (2.29) 
where all variables are as previously defined. In the Monte Carlo approach, we explicitly specify 
the joint probability distribution fx XD(X1 xD) by fitting parametric probability distributions to 
historical values observed for the descriptor variables from which the random sequence is then 
drawn. The EST avoids making any assumptions about joint probability distributions but instead 
relies on the empirical distribution inherent in the raw data. Izenman (1991) provides a review of 
nonparametric estimation methods. 
The current EST uses a /(-nearest neighbor random walk in response space. Assuming 
that we have observed the random sample {77.x, xD}1 ,...,{?j,x, * D } N '
 t n e empirical 
distribution function is simply 
MyWiajfazy)' (2-30) 
where /(.) is an indicator function whose value is one for positive argument and zero otherwise. 
This can be constructed by resampling the observed values repeatedly with replacement. Such a 
distribution will be discontinuous with large gaps in the sample space and will be insufficient for 
predicting future extremes because no value from this simulation procedure will ever be smaller 
than or larger than the values in the observed sample. The EST proposed by Borgman and co-
workers (Borgman et al., 1992; Park, 1996; Lokupitiya, 1998) smoothes the empirical distribution 
function in response space. 
Suppose that for each resampled observation we add a small random perturbation hu 
such that 
Vsimulated ~ rl'resampled + " U • (2-31) 
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where rjsimulsted and r̂esampted are the simulated and raw data points respectively, u is a random 
variable with density function k(.), such that f /c(x) = 1, and /7 is a parameter that controls the 
degree of dispersion of r]simulated. In the EST, /c(.) is the standard normal density TV(0,1) and h 
is chosen as the mean distance from the reference point to its k- nearest neighbors in descriptor 
space, so that 
rl'simulated = Wresampled + \ ' / ^ " j 2_,i=: "i \
rl'neighbor ,i ~' r)'resampled ) < (2.32) 
where hi ~ TV(0,1), Tjneighborj is one of k neighbors of rjKsami>led, with distance defined as 
/ 2 V2 
«*i-*2ft=(L=,(xv-x2,) J • (2-33) 
where x., and x2 are D-dimensional vectors and || x, — x2 II is the Euclidean norm. The main 
attraction of the EST model is its economy; only the initial historical storm dataset needs to be 
simulated. 
2.5 EXTREMES UNDER NONSTATIONARY CONDITIONS 
Thermodynamic theory (e.g. Emanuel, 1987; Holland, 1997) and general circulation 
models (e.g. Knutson and Tuleya, 2004; Knutson et al., 2008; Emanuel et al., 2008) suggest that 
tropical cyclones will become more intense in a global climate warmed by increased atmospheric 
C02 levels. Recent analyses (e.g. Emanuel, 2005; Webster et al., 2005) of historical tropical 
cyclone data covering the Atlantic Ocean also indicate a shift in the distribution of tropical cyclone 
intensities towards more intense storms over the past few decades. There is no consensus on the 
effect of a warmer climate on other cyclone parameters. For example, some models predict 
increased tropical cyclone activity, while other models predict a reduction in tropical cyclone 
activity (Emanuel et al., 2008; Knutson et al., 2008). 
Tropical cyclones derive their energy principally through heat transfer from the ocean 
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(Riehl, 1950). The most widely utilized characterization of the thermodynamic structure of a 
mature tropical cyclone is the Camot heat engine. Figure 2.1 shows an idealized axisymmetric 
steady-state model of a mature tropical cyclone (Emanuel, 1987): (1) inflowing air between points 
AB in the figure acquires moist entropy Qs at temperature Ts by isothermal expansion, (2) the 
moist air ascends and expands adiabatically between BC, (3) heat energy Q0 is released by 
radiative cooling between CD at temperature T0, and (4) the air returns to its initial state by 
adiabatic compression. The key difference between the Carnot cycle and tropical cyclones is that 
energy acquired in the Carnot cycle is used to do work on its environment while in tropical 
cyclones the acquired energy is used up in turbulent dissipation in the troposphere (Emanuel, 
2003). 
c 




Ocean Surface ' Qs,Ts 
Figure 2.1 Vertical section through idealized mature tropical cyclone (after Emanuel, 1987) 
Emanuel (1987) shows that in a given climate, the energetics of the Carnot cycle places 
an upper bound on the maximum intensity attainable by an individual tropical cyclone; this is 
referred to as the maximum potential intensity (MPI). In a climate warmed by increased emission 
of greenhouse gases, the energy imbalance between the ocean surface and atmosphere 
increases, leading to an increase in the maximum potential intensity of tropical cyclones 
according to the energetics of the Carnot cycle. The MPI can be seen as a control on the 
probability distribution of tropical cyclone intensities. An increase in MPI results in an increase in 
the potential intensity of each individual, which can be conceptualized probabilistically as a shift in 
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the location parameter of a probability distribution of tropical cyclone intensities. 
The fundamental assumption underlying the formulation of both the EST and JPM is that 
the probability distribution of past events will be similar to the distribution of future events 
(Scheffner et al., 1996; Niedoroda et al., 2008). Consider that the response variable 7 has 
probability distribution function Fn (.). Let the probability that a certain critical value y is first 
exceeded in year k be pk; if y is first exceeded in year k, then it must not have been 
exceeded in the first fc-1 years (Gumbel, 1958). Hence, the probability pk is 
Pk=F;(y).{Fn(y))
k-\ (2.34) 
and the mathematical expectation of the first arrival time k in several trials, E[k] is 
F[k\=ZlM=1F:,{y)=Jy (2-35) 
where E[k] is also known as the return period Ty (Gumbel, 1958; Wigley, 1988). For example, 
an event with an annual exceedance probability of 0.001 occurs, on average, every 1,000 years. 
Assuming that y is the critical loading condition for some structure, then, E[k] 
represents the expected waiting time before the structure fails. Under stationary conditions the 
probability that y is exceeded is roughly constant (Wigley, 1988). In a changing climate, pk is no 




n*+t-2,_, r \ r / \ (2.36) 
,,, FnM,Uy)-FnAy) 
where k = 1,2,... and f = 1,2 Similar to equation (2.35) we have (Olsen et al., 1998) 
Ŵ = I«*(irfV.(^M). (2-37) 
where E, [k] is the return period under nonstationary conditions. Nonparametric methods such as 
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the EST assume that the observed data represents all of reality (Thompson, 1999) and hence do 
not readily admit the characterization of nonstationary phenomena. Deterministic methods based 
on a weighted summation of function evaluations, such as the JPM, are intractable given a time-
varying weight function. 
2.6 OBJECTIVES AND SCOPE OF WORK 
The objectives and the scope of work are outlined as follows: 
(1.) Evaluate the performance of the empirical simulation technique (EST; Borgman et al., 
1992) and the joint probability method (JPM; Myers, 1970), using a stochastic simulation 
framework based on the marked point process characterization of tropical cyclones. 
Given finite synthetic storm records, the evaluation is based on the relative skill of both 
models in predicting the characteristic largest values associated with the 50-, 100-, and 
500-year return periods for tropical cyclone-generated wind speeds. The best model is 
selected using Monte Carlo-based hypothesis tests. 
(2.) Extend the stochastic simulation framework to the multidimensional integration problem 
encountered in the joint probability method, such that both stationary and nonstationary 
probability distributions can be efficiently modeled, while overcoming the curse of 
dimension and improving upon the economy of the most efficient deterministic quadrature 
scheme (i.e. Bayesian quadrature, according to Minka, 2000; Toro et al., 2007) through 
the application of piecewise multivariate regression splines supported by dimension-
adaptive sparse grids. 
(3.) Reassess the formulation of the empirical simulation technique and propose 
improvements for efficient empirical simulation based on a hybrid spatial kernel density 
estimator coupled with a multivariate random walk in descriptor space, while preserving 
the economy of typical EST applications through the use of piecewise multivariate 
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regression splines supported by dimension-adaptive sparse grids and show that the 
enhanced approach is competitive with parametric methods by comparative application to 
the Mississippi coastline. 
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CHAPTER III 
THE RELATIVE PERFORMANCE OF EXISTING METHODS 
3.1 INTRODUCTION 
The utility of statistical models lie in their ability to recover the true probability distributions 
from which random samples are derived (Austin et al., 2006). The assessment of the skill of 
statistical models is highly desirable for the purpose of ranking competing models and for the 
estimation of confidence intervals for model estimates. There are theoretical arguments for and 
against both the empirical simulation technique (EST; Borgman et al., 1992) and the joint 
probability method (JPM; Myers, 1970). The greatest objection to the JPM lies in its construction 
of the joint probability integral as a simple product of univariate probability density functions. On 
the other hand, there seems to be insufficient evidence that bootstrapping finite observations 
provide reliable estimates of the frequency of unobserved extremes. 
In spite of their widespread use in flood hazard mapping and the design of large-scale 
flood protection systems (e.g. Scheffner et al., 1996; Drei-Horgan et al., 2006; Niedoroda et al, 
2007; Resio and Irish, 2008), very few attempts have been made to assess the performance of 
the EST and the JPM. Ho and Myers (1975) and Scheffner et al. (1996), respectively, compared 
JPM and EST return period estimates to return period estimates based on tide gauge data using 
extreme value theory. Scheffner et al. (1996) compared JPM and EST estimates in an effort to 
show that both models are similar. Divoky and Resio (2007) sought to demonstrate the superior 
performance of the JPM by comparing estimates from both models, given small synthetic records, 
to JPM estimates based on relatively larger synthetic records. 
None of the above approaches provide a definitive indication of model performance. 
Quantile estimates obtained by the extrapolation of tide gauge observations are themselves only 
sample-based estimates of the unknown underlying probability distribution of tropical cyclone-
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generated storm surges and hence cannot be used as a benchmark for model evaluation. Note 
also that the extreme value distributions used for such tide gauge analysis are only asymptotic 
approximations of exact distributions and that the theory is founded on the underlying 
assumptions of an independent and identically distributed sample that is hardly satisfied in 
nature. Divoky and Resio (2007) assumed that their large sample JPM estimates were bona fide 
and hence could be used to cross-validate estimates based on smaller subsamples. 
The stochastic simulation framework provides a conceptually simple but effective way to 
evaluate the performance of statistical models. Synthetic data is generated from known 
underlying probability distributions and hence desired functionals of the distribution (e.g. the 
quantile function) are exactly known. This allows for the efficient quantification of the relative 
performance of competing estimators or statistical models. In this Chapter, we assess the relative 
performance of the EST and the JPM based on a stochastic spatio-temporal marked point 
process characterization of tropical cyclone occurrence over an idealized coastline with straight 
parallel contours. The marked point process characterization follows directly from the heuristic 
inherent in the formulation of both the JPM and the EST. 
3.2 EVALUATION OF STATISTICAL MODELS 
3.2.1 Cross-Validation and Bootstrapping 
Suppose that the statistical models SVS2... respectively predict parameters 
^i(/,),4(/7)>— °f
 t n e unspecified density fn(r]) from the sample TJVT]2,...,TJN; it would be 
impossible to assess the accuracy of these predictions without additional observations. Cross-
validation attempts to approximate the loss function using the in-sample error rate. We define a 
loss function of the form (Stone, 1977; Friedman, 1991) 
c(f,f) = lw(y)A(l(y),fn(y))dy, (3.1) 
where fn(.) and / (.) are the estimated and the true probability densities, respectively, w(.) is a 
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weight function and A(.) is a distance metric (e.g. the mean integrated squared error). The 
integral over the entire sample space is usually reduced to a summation over a select set of 
design points yvy2 yM so that the loss function £ ( / , / ) can be approximated as (Stone, 
1977; Friedman, 1991) 
£(fj)*VMZlw(y)A(fn(y),fn(y)). (3.2) 
Since the integral error £•(/,/) 's dependent on the unknown probability density function 
/ , ( . ) , it cannot be directly evaluated. Assume that we partition the sample T]VJJ2 rjN into k 
subsets and estimate the density /,_,(.) using all but one of the subsets, for all possible 
permutations of the subsets. The integrated square error of density estimates, for example, can 
then be approximated as follows (Sain et al., 1994) 
£(/•/) = L(/,(/)-/,(y))V 
= l(f„(y)2-2~fn{y)Uy)+fn(.y)2)dy <3-3) 
= R(Uy))-2L(l(y)fM))dy+R(fM' 
where R(y/(y))= [i//(yfdy. Using the notion of the expectation of a function, we write (Sain et 
al., 1994) 
£[t1(y/)]=I(/,(y)/,(y))^. 0.4) 
so that equation (3.3) becomes 
C(lf) « R(/,(y))-2£[/7,1(y,)] + R(/,(y)) 
(3.5) 
where R(/7(y)) is always constant and can therefore be ignored; the rest of the terms in the 
approximation, and hence the integral error, can be computed from the sample data. 
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Given competing models, the objective of the cross-validation technique is to find the 
model which minimizes the loss function c(f,f) • Several generalizations of the technique are 
possible. For example, instead of partitioning the sample into k subsets, the bootstrap approach 
(Efron, 1979) involves drawing subsets by randomly sampling the original data with replacement. 
While we may gain some insight into a model's reliability by comparing estimates based on 
different subsamples, such procedures do not provide reliable model skill information (Hosking 
and Wallis, 1997) and may be inconsistent (Zhang, 1992). For instance, the in-sample error 
decay for a given model or estimator may have no hierarchical structure, in which case model 
predictions do not improve with sample size leading to misleading results. 
3.2.2 Stochastic Simulation 
Within the stochastic simulation framework, prior probability distributions are specified for 
which desired functionals are exactly known. Assessment of the performance of competing 
models given finite random samples drawn from the specified prior follows directly. The univariate 
case is straightforward and is routinely used to assess the performance of density estimators: 
Efron (1979) used simulated data to assess the performance of competing bootstrap techniques, 
Scott and Factor (1981) evaluated the performance of data-based kernel density estimators, 
Madsen et al. (1997) assessed the performance of classical extreme value methods compared 
with peaks-over-threshold methods and Delicado and Goria (2008) evaluated the performance of 
the maximum likelihood method and the L-moments method for parametric inference. 
Stochastic simulation is also readily applied to more complex processes but requires 
more detailed constructions of the probabilistic structure of the underlying physical processes. For 
example, Austin et al. (2006) use synthetic data to assess the performance of statistical models 
used to estimate plant species distributions, and Li (2009) ranks competing econometric models 
using Monte Carlo simulation. Marked point processes, for example, have been used to model 
the occurrence and severity of earthquake activity (e.g. Holden et al., 2003) and the occurrence 
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and severity of tropical cyclones (e.g. Chouinard et al., 1997). The physical processes at play 
over the life cycle of a tropical cyclone, from cyclogenesis through cyclolysis, are however 
complex and still poorly understood (e.g. Henderson-Sellers et al., 1998; Pielke et al., 2005). 
We base the stochastic simulation of synthetic storms on the heuristic implicit in the 
formulation of both the EST and the JPM: (1) the spatio-temporal recurrence of events can be 
described by a point process, (2) each event can be characterized by a vector of descriptors, and 
(3) each set of storm descriptors adequately captures the environmental response to the storm. 
Given finite random samples generated based on the above heuristic, both models should be 
able to recover the distribution, or functions of the distribution, from which the samples were 
generated. Stochastic models only represent at best a highly idealized representation of natural 
phenomena; however, if a model fails to perform under simplified conditions there can be little 
hope that it will perform given more complexly distributed data (Austin et al., 2006). 
3.3 EXPERIMENTAL DESIGN 
3.3.1 Spatio-temporal Marked Point Process Model 
A spatio-temporal marked point process J^(.) is a counting measure specifying the 
number of distinct points j7~(t,X) in compact subsets {t,X} of the bounded region Q. The 
distribution of the process is completely specified by the conditional intensity (Bremaud, 1981; 
Diggle, 1983) 
A(t,X) = \im^0^0-^E[s{(t,t + At)x(X,X + AX))\Ht], (3.6) 
where { ( , X } c Q , H, is the history of the process up to time f. In the tropical cyclone 
application, f assigns a location in time to each tropical cyclone and the multi-index 
X (=XV...,XD) marks the spatial location and climatological characteristics of the storm. If 
X, XD has probability distribution function fx x (.), the conditional intensity can be written as 
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the product (Bremaud, 1981; Diggle, 1983) 
A(t,X) = A(t).f^ ^ ( x , xD |A(0), (3.7) 
where A(f) is the temporal rate of storm occurrence and XV...,XD is conditioned on A(f). 
If J7~(.) is a Poisson process, then consecutive events in time are independent of the 
history of the process up to time t, in which case the intensity function in equation (3.6) is simply 
(̂f,X) = lim4^0^0^£[t7-((f,f + Af)x(X,X + AX))]; (3.8) 
following the spatio-temporal marked point process model, we can generate the stochastic 
process {(X., XD)(t), feTJ representing the occurrence of tropical cyclones, parameterized 
by X (= XV...,XD), by simulating the annual occurrence of tropical cyclones according to a 
Poisson process with mean annual rate of occurrence A(t) and then assigning marks 
X.,,...,X0 randomly sampled from the joint probability density function fx x (.). Alternative 
approaches for simulating the occurrence of storms in time using time series methods, such as 
autoregressive moving average (ARMA) models, have been explored by Lokupitiya (1998) and 
found to be unreliable in the forecasting of the number of future storm occurrences. 
3.3.2 Specified Probability Distributions 
The hypothetical coastline and climate parameters are modeled after the Gulf of Mexico. 
The data used is comprised of all storms with central pressure anomaly greater than 31 mb 
occurring within the period 1940 to 2006, making landfall between Apalachicola, Florida and 
Galveston, Texas (85° W and 95° W). As described in Pielke et al. (2005) and Niedoroda et al. 
(2007), tropical cyclone data is typically unreliable prior to 1940. In practice, any arbitrary chosen 
probability distribution should suffice for the purpose of comparing the JPM and the EST. The 
data in this Chapter is only used to "scale" probability distributions so that the synthetic storm 
parameters and response values are within realistic margins; the choice of period of record is 
31 
however important in the next two Chapters. Figure 3.1 shows a matrix plot of the base historic 
storm data. 
The key difficulty in our attempt to assess the performance of two statistical models using 
synthetic data, given that one model is parametric and the other is nonparametric, is the choice of 
a target distribution for the synthetic population. It is widely accepted that parametric models are 
more likely to outperform nonparametric models if the underlying parametric assumption is 
accurate (e.g. Borgman, 2004). However, if the underlying assumptions are inaccurate then 
significant bias is likely to exist in parametric estimates; this is the well known problem of 
specification (Fischer, 1922). The choice of a parametric joint probability distribution from which 
storm descriptors are sampled will have little effect on the performance of the EST because it 
makes no a priori assumptions about the probabilistic structure of the sample data. 
However, if our stochastic process {X(t),teT} produces the sample data XVX2 
which is a typical realization from the joint probability distribution in the JPM model, then the 
construction of our experiment will be biased in favor of the JPM (this is a problem with the paper 
by Divoky and Resio (2007)). To ensure that the JPM parameterization does not arise 
automatically from the construction of our stochastic marked point process model we generate 
multivariate random vectors (i.e. storm descriptors) in two different ways: (1) we generate random 
samples directly from historical storm data using the algorithm of Taylor and Thompson (1986), 
and (2) we specify the five parameter Wakeby distribution, which attains a wider variety of shapes 
compared with the typical two- and three-parameter distributions specified in the JPM. 
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Figure 3.1 Pairwise plots of the historical storm dataset 
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3.3.3 Generation of Multivariate Random Numbers 
In the first set of experiments, we generate the multivariate random vectors representing 
tropical cyclone characteristics following the Taylor-Thompson algorithm such that no parametric 
distribution is assumed. Given the historical tropical cyclone database comprising the vectors 
{x1 xD}v...,{x1
 XD}N- which are realizations of the D-dimensional random variable 
X, XD; pseudo-samples {x., xD}*, {x, xD}*. ... are realized via a smoothed nearest-
neighbor random walk on the data as follows: 
Step 1: Select the vector X, {= x1 xD}. at random from the data, with probability 1/A/; 
Step 2: Choose its k- nearest neighbors, with distance defined by the Euclidean metric; 
Step 3: Find the centroid X = l/(/( + 1)^.J, X, of the cloud of neighborhood vectors; 
Step 4: Generate pseudo-data X* by adding random perturbations t (=EV e2 eD) to the 
centroid of the neighborhood cloud, where X* = X + e ; 
Step 5: The vector of random perturbations t (=sv s2 sD) is computed as 
E = £ . J 1 L / , ( X , - X ) , where Uj (=uvu2,...,uM) is a uniform random number array in 
the interval [a, b], where a = (l/(/c + 1))-(3/c/(/c + 1)2)12, and 
b=(l/(/c + l)) + (3/c/(/c + 1)
2f 
\V2 
Step 6: Repeat steps 1 to 5 to generate N x 7- year tropical cyclone histories. 
The interval [a, b] is chosen to preserve the moments of the seed data (Thompson, 
1999). Assuming that the original dataset {x, xD}1 {x, xD}N is a typical realization from 
the unknown probability density function fx x (.), then without having specified a functional 
form for the density, we would have indirectly generated samples from it. Different elaborations 
are also possible (e.g. Lokupitiya, 1998). 
In the second set of experiments, we specify a joint probability density function fx XQ (.) 
parameterized as a product of marginal and conditional probability distributions as follows 
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/ x , X0 \
X1 XD) - JX, \Xl)-JX2\X, \
X2 1 Xl)-"JXD\X, XD_, \
XD I Xv-<XD-l) ' (3.9) 
where fX]Y (x | y) is the probability of x given y . The marginal density functions 
fx(x) = f, fxy(x>y)dy a r e °f tne Wakeby type, with quantile functions parameterized as (Hosking 
andWallis, 1997) 
x(F) = ̂  + £ { l - ( 1 - F y } - | { l - ( 1 - F r } , (3.10) 
where a,/3,y,S,<!; are parameters that control the location, scale and shape of the probability 
distribution. The full conditional distributions are known a priori, hence random vectors are readily 
generated using the Gibbs sampler (e.g. Smith and Roberts, 1993) without resorting to indirect 
methods. 
3.3.4 Tropical Cyclone Wind Model 
We use the maximum ten-meter, ten-minute wind speeds from the empirical tropical 
cyclone wind model (Myers, 1954) as a surrogate for storm surge. The cost of storm surge 
simulations prohibits the use of a storm surge model as our response function. The EST and the 
JPM are statistical models that operate on the response-predictor sample pairs 
{^,x1,...,xD}1 {7,x1 xD}N to generate estimates of the frequency distribution of rj. The 
response variable in either model need not be storm surge; for example, in earlier applications of 
the EST, the model was used for the estimation of frequency-of-occurrence relationships for 
coastal erosion variables (Lokupitiya, 1998). The alongshore wind speed profile uniquely captures 
the essential characteristics of the alongshore storm surge profile and hence is an excellent 
surrogate. 




where fc is the Coriolis parameter, Rmax is the distance from the center of the storm to the 
location of Vgmax, AP is the central pressure anomaly, pa is the density of air, and e is the base 




where r is the distance from the eye of the storm, Vf is the storm's speed of forward motion, /? 
is the angle between the local wind vector and the direction of Vf and eo(r) is a scaling function 
defined as 
CO (0= 
73 (i<e) forO<r<Rm 
for r > R_ ^-^.3exp^-[a({r-Rmax)/Rmax) 
(3.13) 
where a and b are empirically derived curve-fitting coefficients that vary that Rmax. The x- and 




where 0 is the angle between the local wind velocity and the positive x-axis (Myers, 1954). 
Figure 3.2 and Figure 3.3 show the plan view and alongshore profile of a tropical cyclone wind 
field, respectively. 
3.3.5 Stochastic Simulation Sequence 
The basic simulation sequence and experimental setup can be summarized as follows: 
Step J: For each year of a 7- year simulation, draw a random number, representing the 
number of storms occurring in the year, from a Poisson distribution according to the 
average storm frequency X (i.e. average number of storms per year per unit length of 
36 
coastline); 
Step 2: Mark each synthetic storm with the vector X = (X1 XD), describing the 
characteristics of each storm, randomly sampled from the multivariate distribution 
Fx x0(-)' ('•)
 u s i n9 t n e nearest neighbor random walk, and (ii.) using specified 
probability distributions; 
Step 3: At discrete locations along an idealized 1,000 nautical mile long coastline with straight 
parallel contours, compute the maximum ten-meter ten minute-averaged wind speed 
TJ along the coastline using the empirical tropical cyclone wind model; 
Step 4: At each location, store the array [rj, Xv..., XD) for N repetitions of Steps 1 to 3; 
Step 5: Compute the empirical quantile function for TJ using the entire Nx7- year record; 
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Figure 3.3 Alongshore profile of a typical tropical cyclone wind field 
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3.4 BASE CASE SIMULATIONS 
3.5.1 Nonparametric Population 
In the first set of numerical experiments, a large population (~1 000 000) of storms was 
generated according to the stochastic marked point process model over an idealized coastline 
using a temporal rate of 1E-3 storms/year/nautical mile. Each storm was assigned a landfall 
location from a uniform probability distribution and marked with a set of descriptors 
{&P,Rmax,Vj,®} sampled from the unspecified empirical distribution function following the Taylor-
Thompson algorithm. The maximum ten meter ten minute-averaged wind speed was computed 
and stored at discrete locations spaced at one nautical mile intervals along the coastline. The true 
quantile function was computed using the entire record at each milepost. The EST and JPM 
models were each applied to the records in 90-year slices of the storm record. 
The EST utilized in this evaluation was based entirely on the original EST code (Borgman 
et al., 1992). The code accepts input consisting of a vector of descriptors and response values for 
each historical storm in a 90-year record and outputs a frequency-of-occurrence relationship for 
the response variable. The JPM approach was based on the midpoint rule originally developed by 
Myers (1970). For each 90-year record, we discretize the empirical distributions of the storm 
descriptors and compute responses for the average values of product-rule combinations of each 
discretization. Frequency-of-occurrence relationships are computed as a summation of probability 
masses for order ranked response values. The JPM was integrated within a FORTRAN script 
written for the stochastic simulation exercise, wrap-around routines were developed to facilitate 
the exchange of input and output with the EST code for batch runs. 
3.5.2 Parametric Population 
The second set of experiments are identical to the first set with the exception that for 
each storm descriptor a parametric probability distribution was specified by fitting a Wakeby 
distribution to the historical storm data set. The descriptor variables were assumed to be mutually 
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independent with the exception of correlation in the AP-Rmax plane. In this plane, the probability 
distribution of storm radius was assumed to have a Gumbel distribution with its mean and 
standard deviation conditioned on the value of AP as follows: 
H = i9,(AP) = 32.78-0.1652AP, and (3.15) 
a = 32(AP) = abs(/z-(24.81-0.1121AP)), (3.16) 
The parameters for each distribution (shown in Table 3.1) were estimated using the 
method of L-moments as implemented in the LMOMENTS package (Hosking, 2000). Figure 3.4 
and Figure 3.5 show EST and JPM estimates of the characteristic largest values for 500-, 100-, 
and 50-year return periods given 90-year records generated from nonparametric and parametric 
distributions, respectively. 
























3.5.3 Hypothesis Testing and Model Ranking 
In our attempt to assess the relative performance of the EST and the JPM, we ultimately 
want to rank or select the superior of the two statistical models. We require a test statistic A, 
which provides a measure of the relative performance of the competing models. Consider the 
statistic A, defined as 
A = RMSEEST-RMSEJPM, (3.17) 
where RMSEA is the root mean squared deviation of the quantile estimates of model A from the 
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true values. For each T- year record, we obtain a realization A* of the test statistic, where A is 
itself a random variable with density function / ( . ) . For sufficiently large samples, we may 
assume that A is normally distributed and construct 100(1-a)-percent confidence intervals as 
follows (e.g. Wilks, 2006) 
[A-z„*o-(A), A - z w * o - ( A ) ] , (3.18) 
where za and z w are quantiles from the normal density TV(0,1) and O-(A) is the standard 
error. 
Since we are unrestricted in our ability to generate samples of A from our specified 
distributions via the stochastic point process model, the normal approximation is not necessary. 
We adopt the Monte Carlo-based hypothesis testing approach (e.g. Efron and Tibshirani, 1991), 
in which we generate a sufficiently large number of T-year records, compute A for each record 
and order rank the values. For example, for 1,000 repetitions of T- year simulations, the ninety-
nine percent confidence interval follows directly 
A5<A<A996 , (3.19) 
where A6 and A996 are, respectively, the 5th and 996th order ranked realizations of A, 
respectively representing the lower and upper confidence limits. We formulate the null hypothesis 
below, which states that EST estimates are similar to or better than JPM estimates, i.e. 
H0: A < 0 ; (3.20) 
if A = 0 is inside of the confidence interval we conclude that there is insufficient evidence to reject 
H0; otherwise, we reject the null hypothesis in favor of the alternate hypothesis, which is 
H 1 :A>0, (3.21) 
where A > 0 indicates the superior performance of the JPM approach. 
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The alternative approach using p-values also follows directly. The p-value (i.e. 
Pr{A < 0}) in this case is simply the rank of the first observation of A satisfying A < 0 divided by 
the total number of T-year simulations (Efron and Tibshirani, 1991; Fay et al., 2007). We reject 
the null hypothesis in favor of the alternate hypothesis if our p- value is less than the significance 
level a chosen for the test. The statistic A was computed for 10,000x90-year records. Figure 
3.6 and Figure 3.7 show the sampling distribution of A for the nonparametric and parametric 
cases. Summary statistics for the hypothesis test are provided in Table 3.2. For both 
nonparametric and parametric synthetic populations, we can reject the null hypothesis (A < 0) in 
favor of the alternate hypothesis (A>0) , indicating the superior performance of the JPM at the 
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Figure 3.6 Sampling distribution of performance criterion for nonparametric case 
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Figure 3.7 Sampling distribution of performance criterion for parametric case 
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3.5 SENSITIVITY ANALYSIS 
3.6.1 EST with Hypothetical Tracks 
The practice in some EST applications is to replace the historical storm set with 
hypothetical storms derived by translating historical storms at regular intervals along the coastline 
of interest or by adding additional replications to the left and right of each observed storm. The 
idea is to augment the local sample with storms that may have occurred at the location given a 
larger period of record. There are no set rules for performing such translations. We repeat the 
base parametric simulation in Section 3.5.2, this time translating each randomly realized storm 
along the idealized coastline at intervals of Rmay.. From Figure 3.8 and Table 3.3, we see that we 
can still reject the null hypothesis and accept the alternate hypothesis that the JPM is superior to 
the hypothetical track-enhanced EST at the 99% confidence level. 
3.6.2 Effect of Neglecting Correlation in the AP-Rmax Plane 
We repeat the base parametric simulation in Section 3.5.2, but in our implementation of 
the JPM, we assume that all storm descriptors are independent variables. From Figure 3.9 and 
Table 3.3, we see that we can still reject the null hypothesis and accept the alternate hypothesis 
that the JPM with no correlation structure specified is still superior to the EST at the 99% 
confidence level. One of the great controversies regarding the use of the JPM in earlier 
applications was the assumption of independence. Myers (1970) assumed that each storm 
descriptor was statistically independent and expressed the probability of occurrence of a storm 
with a unique set of descriptors as a product of probability masses. This problem was a catalyst 
for the development of the EST (Borgman et al., 1992; Borgman, 2004). 
As can be seen in Figure 3.12, it appears from the historical data that the central 
pressure anomaly is somewhat correlated with the storm radius to maximum wind speeds, that is, 
more intense storms tend to have smaller radii. Table 3.4 illustrates why a joint probability 
distribution does not follow from the product of marginal distributions; Pr{/\nS} cannot be 
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recovered based on the knowledge of Pr{A} and Pr{6} alone. To be able to recover the joint 
probability distribution of correlated variables, a covariance matrix S needs to be specified. 
However, the length of the historical record is such that statistical tests of independence have 
typically been inconclusive. For example, Ho et al. (1987) postulated dependence between AP 
and Rmax based on hydro-meteorological considerations but found that the correlation coefficient 
was small. Additionally, nonparametric tests for dependence were inconclusive. 
JPM estimates based on the assumption of statistical independence do not appear to be 
adversely affected by the absence of a prespecified correlation structure as is apparent from 
Figure 3.9 and the performance statistics shown in Table 3.3. Figure 3.12 shows a probability 
surface constructed by the product of two independent distributions (shown in Figure 3.13) for 
storm intensity and storm radius. The asterisk marks are the locations of historical storms in the 
probability space. It is apparent the correlation structure observed could easily result from a 
product of two independent distributions. The portion of the probability surface where no storms 
have been observed represent the products of the tails of both probability distributions; hence, 
their joint probability density must be extremely low in these areas. 
3.6.3 Sensitivity to Period of Record 
We repeat the base parametric simulation in Section 3.5.2 for 30-year and 150-year 
storm records. For the relatively larger 150-year period of record, we can still reject the null 
hypothesis and accept the alternate hypothesis that the JPM is superior to the EST at the 99% 
confidence level (see Figure 3.11 and Table 3.3). The EST model's performance appears to 
improve marginally for estimates based on 30-year records (see Figure 3.10 and Table 3.3). The 
null hypothesis can only be rejected and the alternate hypothesis (superior JPM performance) 
accepted at the 95% confidence level. However, a close look at the sampling distribution of the 
relative error statistic reveals that the bias remains the same, but the variance in EST estimates 
widens for small sample sizes. This is because the EST operates directly on the observed 
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samples of the response variable; this means that it is limited by a small sample from highly 
dimensional space. The JPM, on the other hand, retains its performance. Assuming that we have 
observed 30 storms in the recording period, we would have observed only 30 storm surges. In the 
simple case where we assume storm parameter independence, we would have 304 possible 
permutations from the observed characteristics of storms in the 30 year record. This underlines 









20 40 60 
x=RMSE(EST)-RMSE(JPM) 
120 
Figure 3.8 Sampling distribution for EST with hypothetical tracks 
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Figure 3.9 Sampling distribution for JPM without correlations in AP-Rmax plane 
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Figure 3.13 Superimposed probability distributions in the AP-Rmax plane 
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Table 3.3 Results for hypothesis tests at 0.01 significance level - sensitivity analyses 
Sensitivity Tests 
EST based on hypothetical storm track translations 
JPM based on the assumption of independence 
EST and JPM estimates based on 30-yr records 
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We have evaluated the predictive skill of the empirical simulation technique (EST; 
Borgman et al., 1992; Borgman, 2004) and the joint probability method (JPM; Myers, 1970; Toro 
et al., 2007) based on a stochastic marked point process model for tropical cyclones. Previous 
attempts to assess the predictive skill of the EST and the JPM have been based on comparisons 
with other methods, whose predictive skills are also unknown. Because the physics underlying 
the genesis and motion of tropical cyclones are still poorly understood, it is impossible to quantify 
the absolute skill of these models. The approach utilized here is to adopt the common underlying 
assumptions of both models (i.e. marked point processes) as the "truth" and measure their 
relative predictive ability given random samples generated according to this "truth." 
A common problem encountered in assessments of this kind is the problem of 
specification. That is, parametric methods will inherently outperform nonparametric methods if the 
underlying population belongs to the same parametric family being considered for the sample 
data. We circumvent this problem by: (1) generating random samples directly from observed data 
using the multivariate nearest neighbor algorithm of Taylor and Thompson (1996), and (2) by 
adopting the five parameter Wakeby distribution, which attains a wider variety of shapes 
compared with typical two and three parameter distributions. A second problem is the prohibitive 
cost of storm surge simulations; we achieve computational efficiency by adopting the alongshore 
tropical cyclone wind profile as a surrogate for the alongshore storm surge. 
Using Monte Carlo-based hypothesis tests we show that the JPM has greater predictive 
skill compared with the EST at the 99% confidence level, for both nonparametric storm 
populations and parametric storm populations. These results still hold given different elaborations 
of both the EST and the JPM and given different sample sizes. This contradicts the view held by 
Borgman (2004) that nonparametric methods should be the method of choice if the sample at 
hand is small. Apart from its smaller bias, the JPM exhibits the desirable property of low sample-
53 
to-sample variance in its estimates. The JPM therefore appears to be able to uncover the hidden 
structure of sample data better than the EST and is not wildly influenced by the sample-to-sample 
variations inherent in multivariate data of this kind. 
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CHAPTER IV 
TOWARDS MORE EFFICIENT PARAMETRIC MODELING 
4.1 INTRODUCTION 
The results of the experiments presented in Chapter III show that the joint probability 
method (JPM) outperforms the empirical simulation technique (EST) in estimating stage-
frequency relationships for tropical cyclone-generated hazards. The joint probability problem 
encountered in storm surge studies requires the evaluation of a D-dimensional integral. The 
usual solutions adopted for problems of this kind involve Newton-Cotes quadrature formulae 
extended from one to many dimensions using tensor product rules. It is well known that such 
product rules suffer from the curse of dimension; the number of function evaluations required 
grows exponentially with increase in the number of dimensions of the problem. Bayesian 
quadrature has been suggested as an optimal quadrature scheme (e.g. Minka, 2000). 
Historically, in the application of the JPM in storm surge studies, it has been routine to 
retain a maximum of four storm variables: the central pressure anomaly AP, the radius to 
maximum wind speeds Rmax, the speed of forward translation Vf and the angle of approach to 
land 0 . All other parameters are treated deterministically. The structure of the cyclonic wind field, 
and hence the storm surge it produces, is reasonably well described by this parameterization. 
However, the retention of more stochastic variables, such as Holland's 8-parameter (Holland, 
1980), in the parameterization will potentially allow for more realistic realizations of storm wind 
fields. The problem that persists with so-called optimal quadrature rules like Bayesian quadrature 
is the exponential growth of support nodes with increasing dimension. 
Additionally, consider that each storm descriptor is a random variable whose probability 
distribution can be parameterized as a function of the index 9 (=//,O-,AT) : measures of location, 
scale and shape of the distribution, respectively. The effects of global climate change may be 
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manifest as a trend in 6. The deterministic approximation of the joint probability integral as a 
weighted summation of discrete function evaluations becomes intractable if 9 is time-variant. The 
stochastic marked point process model utilized in Chapter III is readily extended to the 
nonstationary case. However, the cost of its use for storm surge simulations will be prohibitive 
because thousands of function evaluations, each requiring a suite of computationally expensive 
numerical models implemented over large domains, will be needed. 
In this Chapter, we present a stochastic marked point process model in which direct 
storm surge simulations are replaced by interpolating responses from a precomputed response 
function. The response function is constructed using multivariate regression splines (Friedman, 
1991) with support of dimension-adaptive sparse grids (Gerstner and Griebel, 2003) such that 
only a few support nodes are required and the growth of support nodes is not exponential with 
increasing dimension. We revisit the recent flood hazard study conducted for the coast of 
Mississippi (see Niedoroda et al., 2007; Toro et al., 2007) and show that greater point economy is 
achieved using the new scheme. The stochastic model readily admits the characterization of 
nonstationary probability distributions so far as a trend is known or can be postulated. 
4.2 IMPROVING PARAMETRIC MODELING 
4.2.1 Gaussian Process Bayesian Quadrature 
We reconsider the general multidimensional integration problem encountered in the JPM: 
To{f)= [iw(xv...,x0)f(xv...,xD)dxD...dx1, (4.1) 
where XV...,X0 is a vector of random variables defined on the space Q, w(.) is a weight 
function and / ( . ) is Riemann-integrable. Gaussian quadrature in one dimension attempts to find 
the 2M set of nodes x1 xM and weights w1 wM such that the integral in each dimension can 
be approximated as 
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A(f)= lw(x)f(x)dx = Jiyif(xl) + e e Q , (4.2) 
where £-G0 = 0 if f(x) is a polynomial function of degree 2M-1 or less (Stroud, 1971; Davis and 
Rabinowitz, 1984). It would appear that a natural extension of the univariate quadrature rule to 
multiple dimensions is to find multivariate polynomials of the form (Heiss and Winschel, 2008) 
/(* *0)=2^EW': <
4-3> 
however, such polynomials are difficult to derive (Davis and Rabinowitz, 1984). 
The Bayesian quadrature approach proposed by O'Hagan (1991) treats the integration 
problem as one of Bayesian inference. Assuming that / ( x ) is a random function, we setup a 
prior distribution for / ( . ) by assuming that its values come from some Gaussian process so that 
we may write 
/ (x )~Af(0 ,S) , (4.4) 
where values of / ( x ) are assumed to be normally distributed with mean zero and covariance 
function £ . Supposing that we have collected some information about / ( x ) at a finite set of 
locations D = (x, xM) in the sample space Q, then using the Gaussian process model we 
know that the joint probability distribution of the function values is a multivariate normal 
distribution (O'Hagan, 1991; Kennedy, 1998), with mean zero and covariance matrix cov(D,D), 
such that (Minka, 2000) 
Pr{f(D)} = Pr{f(x,),...,f{xM)}*tf(0,cov{D,D)). (4.5) 
The covariance matrix of the elements x , , . . ^ can be expressed in full form as 
cov(x1,x1) cov(xvx2) ••• cov(xvxM) 
cov(x2,x1) cov(x2,x2) ... cov(x2,xM) 
cov(xM,x,) cov(xM,x2) ••• cov(xM,xM)_ 
cov(D,D) = 
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where cov(x,y) is the covariance of x and y (Minka, 2000). We derive the posterior distribution 
for / ( x ) using the information contained in f(D) via the conditional density (Minka, 2000) 
Pr{/(x)|/(D)}« 
Af(cov(x,D)cov(D,D)^ f(D), cov(x,x)-cov(x,D)cov(D,D)'1cov(D,x)\, 
where the mean of Pr { / (x ) | /(£>)} is given by the mathematical expectation 
E[f(x)\f(D)] = cov{x,D)cov(D,Dff{D), (4.8) 
where cov(x,D) = [cov(x,x1) cov(x,x2) ... cov(x,xM)]. In the Bayesian quadrature scheme, we 
replace the function f(x) with the mean of our posterior distribution, so that the error of 
approximation is 
(jnw(x)f(x)dx)-(lw(x)E[f(x)\f(D)]dx) (4.9) 
where sBQ * 0. We seek to find the 2M set of nodes xv...,xM and weights wv...,wM such that an 
estimate of the variance of the approximation error var[£eQ] is minimized (Kennedy, 1998). 
The above univariate formulation is readily extended to multiple dimensions (e.g. 
O'Hagan, 1991; Minka, 2000). The nodes and weights for most Gaussian quadrature schemes 
are found tabulated in the literature (e.g. Stroud, 1971); however, they are not known a priori for a 
Bayesian quadrature scheme, and their computation for any class of functions is nontrivial 
(Kennedy, 1998; Toro et al., 2007). Additionally, the scheme still suffers from the curse of 
dimensionality; Toro et al. (2007) found that exponentially increasing number of design points are 
required to maintain acceptable error with increasing dimension. This precludes the inclusion of 
more than the standard four stochastic variables: the central pressure anomaly, radius to 
maximum winds, forward speed and storm heading in the joint probability integral. 
For example, all storm surge simulations for the JPM using Bayesian quadrature are 
conducted at mean tide; the influence of tides on the total surge experienced for each storm is 
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only treated deterministically. This deterministic treatment assumes a simple additive relation 
between storm surge and astronomic tides. However, several authors (e.g. Prandle and Wolf, 
1978; Bernier and Thompson, 2007; Horsburgh and Wilson, 2007) note that interactions between 
storm surges and large tides are nonlinear. The explicit inclusion of tidal amplitude and phase in 
the integral, however, increases the dimension by two, requiring a larger number of 
computationally expensive numerical model runs. A more fundamental problem with any 
deterministic quadrature scheme is the assumption of stationarity, which is often unrealistic. 
4.2.2 Interpolation on Sparse Grids 
Stochastic models readily admit the characterization of nonstationary processes (e.g. 
Wigley, 1988; Muzik, 2002), as may be encountered in an attempt to quantify the effect of climate 
change on the distribution of storm surge extremes. The problem with their use is that the 
convergence is slow and hence they are not competitive, in terms of cost, with deterministic 
quadrature schemes for integrals with small to medium (D<25) dimensionality (e.g. Morokoff 
and Caflisch, 1995). A promising route for the extension of stochastic models to the class of 
problems encountered in the storm surge frequency problem is multivariate regression. The 
problem is still that interpolation in multidimensional space requires that we specify support nodes 
on a full product grid leading to expensive constructions beyond a few dimensions. 
Consider that a one dimensional regression formula may be written as (Friedman, 1991) 
Q = I , ! i a , e ( * ; ) . (4-10) 
where a, are coefficients determined by piecewise fitting of the data and B(x,) are basis 
functions. The above functional may be extended to D-dimensions using the product formulation 
A = ĉ ®...®QD = ̂ 1 . . .Z t 1 ^
/ D ) -eK ) x£>), (4.11) 
where B(xJ''\...,x£o)] is a product of univariate basis functions (e.g. Friedman, 1991; Hastie et 
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al., 2001). Such an interpolation scheme requires M,xM2x...xM0 support nodes and hence 
quickly becomes inefficient for increasing D (i.e. multivariate regression on product grids also 
suffers from the curse of dimension). We see from equation (4.11) that isotropic product rules 
require MD function evaluations. A five point product formula extended to seven dimensions 
requires 78,125 function evaluations! 
Smolyak's algorithm (Smolyak, 1963) extends univariate functionals to multiple 
dimensions in a special way, such that only a few support nodes are required while preserving 
the properties of the product rule equivalent. Smolyak's construction may be written as 
(Wasilkowski and Wozniakowski, 1995) 
*t-D+1<^i[<*t 
Hi| ° - 1 Q1(",®...®Q™', (4.12) 
where n = (k-D) is the level of accuracy, k>D is the number of nodes in each dimension of 
the isotropic product rule equivalent, |i| = /,+...+ /D and Q = ̂ j1aiB(xi) is the underlying 
univariate functional. Table 4.1 shows the number of nodes required for five point rules with 
increasing dimensionality using underlying univariate equidistant Clenshaw-Curtis nodes 
(Clenshawand Curtis, 1960; Klimke and Wohlmuth, 2005) 
x'=(y-1)/(m,-1), (4.13) 
where m,=2'-1 + 1, / = 1,...,m(., m, >1 and x'=0.5 for/ = 1. 
The above construction is more easily understood as a product of difference formulas. 
Setting A'=Q'-Q'~1 and Q° = 0 we have the alternative formulation (Wasilkowski and 
Wozniakowski, 1995) 
A.D = I | i | £ A ®.~®A„° = A-v> + I , H A ®...®A, , (4.14) 
where -4o_1D = 0 . The number of sparse grid nodes HkD is given as (Barthelmann et al., 2000) 
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"k,D = U(* i
< ; , ) > <-x4 D ) ) , 
H<kx ' 
which can be also be written in hierarchical form as (Klimke and Wohlmuth, 2005) 
H*,D = H H D u A H t D , (4.16) 
where A/-/kD = \\(x\'^ x...xX^\. Additional point economy can be achieved if successive grids 
are nested, that is, if refinement of a grid preserves previous grid points. From A' = U' -U1'1, it is 
clearly beneficial if X'~1 c X1. For nested univariate nodes Hq_1d aHqd , hence, one only needs 
the additional grid points in the sparse grid differential &HqD to construct the interpolant (Klimke 
and Wohlmuth, 2005). Figure 4.1 shows the number of support nodes required for sparse grid 
constructions compared with their full product grid equivalent. Figure 4.2 shows the construction 
of a level two sparse grid from univariate grids; note that we need only the grids in the diagonal if 
the successive grids are nested. 
Table 4.1 Function evaluations required for five point rules with increasing dimension 
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Figure 4.1 Support nodes for sparse grids compared with their equivalent product grids 
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Figure 4.2 Construction of a level 2 sparse grid in two dimensions 
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4.3 OPTIMAL FUNCTION RECOVERY SCHEME 
4.3.1 Statistical Learning Theory 
Given that the set of sample pairs {7.x, xD}"i
 a r e response and predictor variables, 
the goal of statistical learning algorithms is to find the optimal regression function ^ , which maps 
the vector of predictors XV...,XD onto the response variable rj (i.e. <p: XV...,XD ->?7). This type 
of problem arises in many disciplines and is known in different contexts as: data mining, function 
recovery, machine learning, multivariate regression, pattern recognition et cetera. In the storm 
surge application, our goal is to simulate responses (i.e. storm surge elevations) for an optimal 
set of storms parameterized by the descriptors X, XD. The "training sample" is then modeled 
to produce a regression function so that responses for future storm realizations from within the 
specified sample space can be recovered at minimal cost. 
It is useful to define a loss or error function C(<p,<p) such as (e.g. Hastie et al., 2001): 
C(<p,<p) = {v(<p)-V(<p)f, (4.17) 
where C(cp,(p) is the squared error loss, which leads us to the model selection criterion 
£(*i xD) = argmin(££(^)dxD...dx1), (4.18) 
which is more conveniently expressed as the point wise expectation 
^(x1 l . . . lxD)«argmin{l / /V^=1£(^^),}, (4.19) 
where Ti\(p) and 7]\q>) axe, respectively, observed and interpolated responses. Banks et al., 
(2003) compared the following regression algorithms: least squares regression (LSR), stepwise 
linear regression (SLR), additive models (AM), projection pursuit regression (PPR), recursive 
partitioning regression (RPR), multivariate adaptive regression splines (MARS), alternating 
conditional expectations (ACE), additivity and variance stabilization (AVAS), locally weighted 
regression (LOESS) and artificial neural networks (ANN). 
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There is usually no single learning algorithm that is optimal for all function types. Banks et 
al. (2003), for a wide range of function complexities, training sample sizes and dimensionality of 
the function types, conclude that MARS, a generalization of the recursive partitioning regression 
(RPR) method, is typically reliable across a wide range of function types and rarely has large 
predictive error. Previous sparse grid-based attempts at multivariate function recovery (e.g. 
Barthelmann et al., 2000; Klimke and Wohlmuth, 2005) have been based on piecewise 
parametric fitting of data similar to the RPR method. MARS overcomes most of the problems (e.g. 
discontinuous regression functions) associated with RPR (Friedman, 1991; Banks et al., 2003) 
and hence is well suited for implementation on sparse grids. 
4.3.2 Multivariate Regression Splines 
The recursive partitioning regression algorithm (Breiman et al., 1984; Friedman, 1991) 
splits the predictor space Q into R disjoint subregions and fits simple parametric functions to the 
data in each subregion. The approach can be expressed in mathematical form as (Friedman, 
1991; Banks etal., 2003) 
«K*i *D) = E/V/'i (*i x o ) • (4-2°) 
where RVR2...,RM are subdivisions of Q , a, is a simple parametric function; usually a constant, 
linear or polynomial function locally and globally adjusted to fit the data in each region R,, and 
((x, x0) is a simple step function whose value is one if x, xD eR,. and zero otherwise. The 
forward step of the algorithm first fits the data using a large number of subregions, by recursively 
partitioning subregions into daughter subregions and fitting a function to each new subregion. 
A backward step finds an optimal number of partitions by recombining subregions, 
penalizing both the loss of accuracy and size of the model. The recursive partitioning procedure is 
illustrated in Figure 4.3. The piecewise constant interpolant is simple but powerful for 
multidimensional functions with low local dimensional structure (Breiman et al., 1984). Quadrature 
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schemes like the joint probability method based on Newton-Cotes-type formulations are 
inadvertently regression procedures of this kind: we discretize the sample space into disjoint 
subregions and assume an average value for each discretization. This approach works well if the 
gradient of the response surface in each direction is gentle; in which case the error associated 
with assuming an average value for each subregion is small. 
RPR models are discontinuous at the edges of the subregions, with resulting loss of 
accuracy at the boundaries. In the MARS model, the indicator function in equation (4.20) is 
replaced with multivariate splines, which are products of univariate spline basis functions; we 
write the new model as (Friedman, 1991) 
«K*i xD) = E L
a * f i * ( * i *D) • (4-21) 
where aK are coefficients and Bk(Xv...,XD) are multivariate basis functions expressed as 
M * I ^)=n:=iH(±(x/-o:). (4.22) 
where f is a splitting point, q is the order of the spline and H(.) is a step function. For example, 
the basis function for RA in Figure 4.3 can be derived as follows: we define a step function 
. . f1 if 7, „ - f > 0 
H(TJX X -t) = \ ' ° , (4.23) 
V/x- "" > 0 if 7 , x - f < 0
 v ' 
where rjx^ Xo is the response value for the vector x, xD and t is a splitting point, so that 
M * i ^D) = H(+(x1-f1)).H(+(x1-f3)).H(-(x2-r4)), (4.24) 
where 64 is the basis function of R4. In order to produce models that are continuous throughout 
the domain, MARS replaces the step functions with one-sided truncated power functions 
±(x, - f ) ' . As in the RPR, MARS first fits the data using a large number of basis functions and 
then trims the model by backward deletion of basis functions that produce the smallest increases 
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in the integrated squared error loss. The optimal size (i.e. number of basis functions) is chosen by 
generalized cross-validation (Friedman, 1991). 
4.3.3 Dimension-Adaptive Sparse Grids 
Conventional sparse grids admit only indices satisfying the criteria ]i| < k. This results in 
grid constructions that are isotropic in all dimensions. Most often, in highly dimensional functions, 
the various dimensions are not of equal importance. We seek a more flexible construction, which 
admits anisotropic grids. Additionally, we most often do not know the relative importance of the 
various dimensions a priori; an optimal formulation should automatically uncover the degree to 
which refinements in each dimension contribute to the reduction in total interpolation error and 
adaptively place more support nodes in dimensions that most reduce the global error. We follow 
the formulation of Gerstner and Griebel (2003) below; different elaborations of dimension-
adaptive sparse grids are possible (e.g. Bungartz and Dimstorfer, 2003; Hegland, 2003). 
The dimension-adaptive algorithm of Gerstner and Griebel (2003) starts with the 
consideration of a more general class of sparse grids with less strict admissibility criteria. 
Admissible indices J are 
i - e ; e J.for 1<y'<D, /y >1 (4.25) 
where i e I and e; is the ; th unit vector. The generalized sparse grid is now (Gerstner and 
Griebel, 2003) 
A{KD) = ^J>-®£] • (4.26) 
where 2 is simply the set of all indices less than i in at least one dimension. The hierarchical 
structure of sparse grid constructions means that the difference between values for successive 
grid refinements provides a simple indicator of interpolation error. The procedure starts with an 
initial isotropic index set and scans the forward neighbors of each dimension; the dimension with 
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the greatest error indicator is chosen for further refinement. Successive grids are chosen so that 
previous function evaluations are reused. 
Figure 4.4 and Figure 4.5 illustrate the dimension-adaptive sparse grid procedure in the 
AP-Vf plane when applied to the tropical cyclone wind field. We use the MATLAB 
implementation of Klimke and Wohlmuth (2005) and Klimke (2007). The procedure starts with a 
level 3 sparse grid and scans both AP and Vf directions; since the forward neighbors of both 
dimensions have been computed at this stage, the grid is refined in both directions. The arrows 
point to the directions indicated for additional refinement. Successive refinements place more 
nodes in the AP direction, indicating that the tropical cyclone wind field depends more on the 
central pressure anomaly compared with the speed of forward translation. This is confirmed by a 
principal component analysis (PCA) of tropical cyclone wind speeds and storm surges (see Table 
4.4 and Table 4.5). The wind speeds were generated using the empirical wind model (Myers, 







Figure 4.3 Recursive partitioning in two dimensional sample space (after Hastie et al., 2001) 
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Figure 4.4 Dimension-adaptive scheme in the AP-Vf Plane 
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Figure 4.5 Dimension-adaptive scheme in the AP-Vf Plane (continued) 
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4.4 THE MISSISSIPPI FLOOD HAZARD STUDY 
4.4.1 Bayesian Quadrature Approach 
Following the devastation of Hurricane Katrina in 2005, a study was commissioned by the 
Federal Emergency Management Agency (FEMA) to restudy the coastal flood hazard on the 
Mississippi coastline, concurrent with a study in Louisiana undertaken by the U.S. Army Corps of 
Engineers (USACE). The goal of these studies was to characterize the probability distribution of 
hurricanes and their flooding effects using the joint probability method. The studies employed a 
state-of-the-art suite of numerical models to generate hurricane wind and pressure fields which 
were used to drive a coupled ocean circulation —wind wave model. The modeling system 
covered the Gulf of Mexico, the Caribbean Sea and large portions of the western North Atlantic 
Ocean (Niedoroda et al., 2007 and 2008; Westerink et al., in review). 
The computational cost of this setup was such that the usual JPM formulation utilizing 
tensor product-based midpoint quadrature rules requiring several thousand synthetic hurricane 
simulations was not considered feasible. Toro et al. (2007) present a Bayesian quadrature 
scheme used to optimize the discretization such that only a minimal number of synthetic storm 
simulations were required. We compare the performance of the sparse grid-based stochastic 
point process model with the results of this benchmark study using the same probabilistic 
characterization of storm descriptors to ensure comparability. As in the initial sensitivity analyses 
conducted for these studies (Toro et al., 2007), storm surge simulations have been conducted 
using the SLOSH (Jelesnianski et al., 1992) hurricane wind and storm surge model. 
To compare the performance of the sparse grid-based stochastic approach with the 
results of the Mississippi study, we first reconstruct the exceedance probability distribution 
estimated using the Gaussian process Bayesian quadrature scheme. Given the set of nodes, 
weights and responses for a quadrature scheme, the exceedance probability distribution of the 
response variable is a weighted sum of the form 
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^(yH-^M-ZjilW^ 4°})H(<p(x^ x^)>y), (4.27) 
where H = '\ for <p(x^ x£o))>y and H = 0 otherwise. The matrix of nodes and 
corresponding weights for the Bayesian scheme due to Toro et al. (2007) are shown in Figure 
4.10. The centers of the bubbles are the node locations x}'1' X£D) representing the descriptors 
of a synthetic storm, while the radius of each bubble is proportional to the probability mass 
w(x\h) X£D)) assigned to the storm. 
For each storm, equation (4.27) requires that we recover the maximum storm surge 
elevation Tj = q>(x^ X£D)) at each observation point. The maximum storm surge elevation at 
21 output locations produced by each storm was computed using the SLOSH model. Each storm 
track was translated at RmaK intervals along a 120 nautical mile stretch of the coastline of interest 
so that each output location experiences the varying surge elevations produced by the same 
storm at different landfall locations. The resulting number of storm simulations is 276, each 
requiring a SLOSH model run. The estimates of the characteristic largest values for the 500-, 
100-, and 50-year return periods (corresponding to the 0.002, 0.01, and 0.02 annual exceedance 
probabilities, respectively) are shown in Figure 4.14. 
4.4.2 Stochastic Simulation Approach 
The primary components of the stochastic marked point process model are: (1) an 
efficient response function ^(x, xD) from which storm surge realizations can be optimally 
recovered, and (2) a probabilistic characterization of the distribution fx x (.) of storm 
descriptors from which the random sequence {x, xD}1,{x1,...,xD}2,...,{x1,...,xD}R can be drawn. 
Given the responses for R random storm realizations the exceedance probability distribution is 
simply a mathematical expectation of the form 
^ ( y ) = 1-F„(y)«VRLli"(*(*i xD),.>y), (4.28) 
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where H = 1 for p(x\h) x£o))>y and H = 0 otherwise. To enable a comparison of the 
stochastic model with the Bayesian scheme, we adopt the probability distributions derived in Toro 
et al. (2007). Given these distributions we simulate the occurrence of storms according to a 
marked Poisson process. 
Each storm is assigned a set of descriptors {AP.R^.V^O./af./on} randomly sampled 
with support of the prescribed joint probability distribution. The maximum storm surge elevation at 
each output location is recovered from a sparse grid interpolant constructed using a total of 149 
storm tracks. For logistical reasons the storm ensemble in the Mississippi study was divided into 
two groups: storms with central pressure anomaly less than or equal to 48 mb, and storms with 
central pressure anomaly greater than 48 mb. For ease of simulation, the probability distributions 
used for this work were recombined into one ensemble. Additionally, with the exception of central 
pressure anomaly, we adopt the generalized extreme value distribution in place of the distribution 
types specified for storm forward speed, heading and radius. 
The values of central pressure anomaly are monotonically decreasing. The Wakeby 
distribution, in this case provides a better characterization, and was used instead. The postulated 
correlation between AP and Pvmax was modeled by specifying a GEV distribution whose 
parameters are given as follows 
„ , i n , f 406.2AP"
0711 for AP > 48 mb 
^ ( A P H 8 7 . 7 A P — for32,AP,48mb'
 (4 '29) 
a = $(AP) = l 79.58AP-033 forAP>48mb 
2^ ' [36.78AP-033 for32<AP<48mb' ( ' ) 
where n and a are the location and scale parameters of the GEV distribution, respectively. The 
parameters of the GEV and Wakeby distributions were obtained by drawing large samples from 
the distributions specified by Toro et al. (2007) and then fitting the proposed distributions using 
the method of L-moments as implemented in the FORTRAN routines following Hosking (2000). 
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The parameters for these distributions are given in Table 4.2 and Table 4.3, respectively. The 
probability density functions and histograms of realizations from these densities are shown in 
Figure 4.6 through Figure 4.9. 
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Figure 4.7 Correlation between central pressure anomaly and radius to maximum winds 
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Figure 4.9 Probability distribution of storm heading 
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The dimension-adaptive sparse grid scheme employed here is based on the algorithm 
proposed by Gerstner and Griebel (2003), using the MATLAB implementation of Klimke and 
Wohlmuth (2005) and Klimke (2007). The node locations for the sparse grid, for any given level of 
accuracy, are known a priori. The dimension-adaptive approach places nodes successively 
based on each dimension's contribution to a reduction in interpolation error. A dimension-
adaptive scheme requires interfacing between the suite of numerical models required for the 
computation of responses and the script implementing the scheme. For all practical purposes, a 
fully automated scheme of this kind is not feasible. It is more efficient, for project cost and time 
considerations, to know before hand the ensemble of storms we want to simulate. 
A good work-around for this problem is to learn the complexity of the response function 
using an efficient surrogate. As seen from the principal component analysis (see Table 4.4 and 
Table 4.5), the varying degree to which the tropical cyclone wind field is influenced by the vector 
of explanatory variables largely captures the relationship between storm surge and the same 
vector of explanatory variables. It is straightforward to write a simple script for the tropical cyclone 
wind model that directly interacts with the dimension-adaptive code from which we learn the 
complexity of the response function (i.e. the relative density of nodes we require in each 
dimension). Table 4.6 shows the optimized sparse grid nodes following the dimension-adaptive 
approach; the nodes are arranged in order of successive adaptive refinement, reflecting the 
relative importance of each dimension. We simulate surge elevations for these nodes, each 
translated at Rmax intervals along the coastline, assuming that these nodes are also optimal for 
the storm surges. 
For each output location, using the array of response and predictor variables, we 
construct a regression function using the multivariate regression procedure of Friedman (1991) 
implemented in MARS. The distribution of interpolation error is shown in Figure 4.12. Figure 4.13 
shows a least squares regression of predicted surge on observed surge. The correlation 
coefficient is 0.97. The Gaussian approximation of the error distribution has a mean value of zero 
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and standard deviation of 1 ft, the logistic distribution provides a better fit to the distribution and 
has a location parameter of zero and a scale parameter of 0.5 ft. Using our definition of the joint 
probability integral as the expectation of an integral we see from equation (4.31) below that 
random errors cancel out. If each prediction X of V is associated with an error s, then 
E[X] = E[Y + e] = E[Y] + E[s] = £ [ / ] , (4.31) 
where £[<?] = 0 if s is a zero-centered symmetrical distribution. 


























The estimates of the characteristic largest values for the 500-, 100- and 50-year return 
periods (corresponding to the 0.002, 0.01, and 0.02 annual exceedance probabilities, 
2 D is the radial distance from the eye of the storm to the reference point. 
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respectively) are shown in Figure 4.14. As shown in Section 4.2.2 alongside estimates based on 
Bayesian quadrature, the extension of the sparse grid interpolant to additional dimensions does 
not result in an exponential growth in the number of simulations required to construct the 
interpolant and enabling a better probabilistic characterization of the response variable. 
Additionally, using the stochastic simulation approach, it is easy to incorporate uncertainty in the 
various components of the process into our estimates. 
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Figure 4.10 Matrix plot of optimal Bayesian quadrature nodes (after Toro et al., 2007) 
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Figure 4.11 Matrix plot of dimension-optimized sparse grid 
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Figure 4.14 Frequency estimates using Bayesian quadrature versus stochastic simulation 
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4.5 STORM SURGES IN A WARMING CLIMATE 
Given that each storm descriptor X is a random variable with probability density function 
/ x ( . ) defined on the sample space Q x , by the theory of extremes (e.g. Leadbetter et al., 1983; 
Coles, 2001), the probability distribution function Fx(.) belongs to the generalized extreme value 
(GEV) family of probability distributions (see Section 2.2.1). The GEV distribution is 
parameterized by the multi-index 8 (= H,<J,K) , denoting measures of location, scale and shape 
of the distribution, respectively. Changes in the distribution of X under nonstationary conditions 
are captured in 6; Katz and Brown (1992) first proposed this as a paradigm for the statistical 
modeling of climate change. For the sake of simplicity, Katz (1993) considered the Gumbel 
distribution ( K = 0) and concentrated on changes in the location and scale parameters. 
As discussed previously in Section 2.5, the joint probability method and the empirical 
simulation technique inherently assume stationarity and hence are unsuitable for the 
characterization of nonstationary distributions. The stochastic marked point process model readily 
admits the probabilistic characterization of nonstationary extremes. We can model changes in the 
probability distribution Fx(.) explicitly via an inverse-link function 9(t) = h(Y
TB\, where h is a 
specified function, 6 is a vector of parameters, and V is a model vector; for example, 
nonstationary phenomena may be manifest as a trend in 0 
6>(f) = B0+B1f + ... + B / , (4.32) 
or as a periodic function (for example, the modulation of tropical cyclone activity by the El Nino-
Southern Oscillation (ENSO) phenomenon; Eisner and Kara, 1999), such that 
0{t) = [l,(t), /2(0...../*(0][flo.S1 fi„]\ (4.33) 
where lA(t) has a value of one for positive argument and zero otherwise (Coles, 2001). 
Under nonstationary conditions, the probability distribution of rj at time t eT is 
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Fn.'(y)=l £ , - i /x , *o(xi *oHt)P{<P(Xi xD)<y)dxD...dx,dt, (4.34) 
where /x(x;#(r)) is a probability distribution parameterized by the time-dependent index 6{t). 
We illustrate the utility of the model for the characterization of nonstationary processes by 
investigating the effects of projected tropical cyclone intensities and frequencies based on the 
Intergovernmental Panel of Climate Change's (IPCC) Fourth Assessment Report (AR4) scenario 
A1B. Emanuel et al., (2008) use a unique technique for downscaling global climate model (GCM) 
simulation results so that tropical cyclones can be more accurately and more efficiently 
represented. Figure 4.15 and Figure 4.16 show averaged results, for each of seven different 
GCMs, comprising 2,000 North Atlantic tropical cyclone simulations in the period 1980 to 2180 
(see Emanuel et al., 2008 for details). A1B in these graphs represents the end results for the A1B 
scenario, while CTR represents results for the control conditions. 
We revisit the 100-yr estimates for the Mississippi study, this time, assuming a linear 
trend in storm frequency and storm intensity according to the IPCC-AR4-A1B projections. For 
storm intensity, we apply a linear trend to the location parameter of the probability distribution (i.e. 
£(f) = af + b), as illustrated in Figure 4.17, and for storm frequency, we apply a linear trend to the 
intensity parameter (i.e. X(t) = ct + d) so that the process becomes a nonhomogeneous Poisson 
process in time. We still need only the initial set of 149 design storm simulations to construct the 
dimension-adaptive sparse grid interpolant as in the stationary case. Figure 4.18 shows projected 
changes in the 100-yr storm surge elevation at Gulfport, MS based on seven different GCM 
results. We obtain this by stochastic evaluation of equation (4.34). 
Using the definition of the return period as the expected waiting time to failure (Wigley, 
1988), we see that a structure designed to provide protection at the 100-yr level under stationary 
conditions is expected to fail well before 100 years for most of the GCM predictions. There is 
however still great uncertainty in global climate projections and predictions of tropical cyclone 
activity under these projections. The great utility in using the stochastic simulation approach is 
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that we can summarize these uncertainties in the form of a probability distribution to aid in risk-
based decision making. For example, we may want to site some critical infrastructure so that we 
are 99% sure that it is situated out of the 500-yr flood zone. Having constructed a regression 
function for storm surge we can easily construct the distribution of 500-yr storm surge elevations 
by random sampling from the sampling distributions of all model projections and predictions. 
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CCSM3 CNRM CSIRO ECHAM GFDL MIROC MRI 
Figure 4.15 Projected changes in tropical cyclone frequency (after Emanuel et al., 2008) 
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Figure 4.18 Projected changes in the 100-yr storm surge elevation at Gulfport, MS 
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4.6 SUMMARY 
The tropical cyclone-generated storm surge is a function of a multidimensional set of 
storm parameters and coincident environmental conditions. Traditional parametric approaches for 
the probabilistic characterization of storm surge hazards suffer from the curse of dimensionality; 
as in most multivariate integration problems, the extension of univariate solutions to more than a 
few dimensions becomes exponentially expensive. This means that a fully stochastic solution is 
seldom realized. A new approach is proposed based on the stochastic marked point 
characterization of tropical cyclones. The stochastic marked point process takes the form 
{(X,,...,XD)(f), ( e l } , where the event times tvt2,... follow a Poisson distribution, and each 
event is assigned a mark x1 xD e X, XD sampled from a specified probability distribution. 
The economy of the scheme derives from sparse grid-based multivariate interpolation. In 
the sparse grid method, we train a suitable regression model on an optimally chosen set of points 
in RD space such that response values of future realizations from this space can be recovered at 
minimal cost. Sparse grid methods are based on Smolyak's algorithm, which is a careful 
combination of univariate basis functions such that the resulting multivariate formulation exhibits a 
less than exponential growth in support nodes with increase in dimension. Previous attempts at 
sparse grid-based interpolation have been based on recursive partitioning procedures, which 
sometimes produce discontinuous models. We adopt instead the multivariate regression spline 
procedure of Friedman (1991), which produces continuous models. 
Additional economy is achieved by taking advantage of the anisotropy of the storm surge 
response function, i.e., utilizing a less restrictive generalization of the sparse grid approach, which 
allows for greater node density in dimensions that contribute more to the reduction in global 
interpolation error. Extreme value statistics follow directly from the asymptotic limit of the 
empirical distributions of response values, according to the Law of Large Numbers. It is shown 
that the proposed approach is more efficient than typical quadrature schemes such as Gaussian 
and Bayesian quadrature. Additional advantages of the stochastic simulation approach are: (1) its 
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adaptability to nonstationary phenomena such as climate change, and (2) easy estimation of 
uncertainty in extreme value statistics. 
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CHAPTER V 
TOWARDS MORE EFFICIENT NONPARAMETRIC MODELING 
5.1 INTRODUCTION 
The joint probability method (JPM) was developed to overcome the small sample 
problem encountered with storm surge records. Synthetic storms were realized by discretizing the 
sample space using product rules, resulting in an expensive quadrature scheme requiring several 
thousand storm surge simulations. Additionally, it appeared that some correlation structure 
existed between storm intensity hP and storm size Rmax, which was not accounted for in the 
initial formulation. The empirical simulation technique (EST) was developed to overcome these 
problems. As evident from the numerical experiments presented in Chapter III, the EST is not 
competitive with the JPM even in situations that are expected to confound the JPM. 
Nonparametric simulation methods, however, still offer some conceptual attractions. 
Climatological data is most often complexly distributed and may not lend itself to 
characterization using univariate parametric probability distributions. For example, storms having 
different geographic origins or storms that have travelled different paths may exhibit different 
distributional character because of varying modifying interactions with the environment. For 
example, Cooper (1992) and Shade et al. (1994) show that the distribution of storm intensities in 
the Gulf of Mexico is highly correlated with the location of the warm subsurface Loop current. 
Furthermore, the JPM requires that we parameterize the physical process we seek to model as a 
function of explanatory variables. This is not always feasible, for instance, extratropical wind fields 
are usually less well organized and difficult to parameterize in this manner. 
These considerations do not exclude parametric modeling, but they require additional 
effort and statistical expertise. Mixed populations, for example, may have to be modeled using a 
mixture of parametric distributions. Spatially correlated tropical cyclone data in the Gulf of Mexico 
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has been successfully modeled using kernel density weighted log-likelihood inference (e.g. 
Chouinard and Liu, 1997; Chouinard et al., 1997). Even though they are not necessarily superior, 
data-driven nonparametric simulation in the descriptor space, on the other hand, lends itself more 
easily to such considerations. For instance, drawing correlated random samples from the kernel 
density function in Chouinard et al. (1997) empirically is more efficient compared with the 
parametric approach, which requires maximization of the log-likelihood function. 
In this Chapter, we revisit three generations of the empirical simulation technique, which 
has evolved from the simple bootstrap with penalized smoothing splines at the tails of the data to 
the multivariate random walk in response space (Borgman et al., 1992; Borgman, 2004). We 
propose an improved nonparametric simulation procedure based on a multivariate random walk 
in descriptor space nested within a kernel density estimator to preserve the spatial characteristics 
of the data. The original EST model's economy is maintained by interpolating responses from a 
response function supported by the dimension-adaptive sparse grid interpolant constructed in 
Chapter IV. We compare the improved simulation scheme to the results from the Mississippi flood 
hazard study for both Bayesian quadrature and parametric simulation. 
5.2 UNIVARIATE EMPIRICAL SIMULATION 
5.2.1 Resampling with Replacement — the Bootstrap 
Efron (1979) considered the following problem: given a random sample x = x1,...,x/v from 
an unspecified probability distribution F(.), how do we estimate the uncertainty in some statistic 
#(x) computed from xv...,xN? The sampling distribution of <9(x) would be impossible to 
quantify without further realizations of x1 xN or without resorting to the parametric framework. 
In the parametric setting, we assume that x, xN comes from a known family of probability 
distributions and estimate the parameters of the distribution on the basis of x, xN, by 
maximum likelihood inference etc. Assuming that 0(F) is a certain function (e.g. mean, variance 
etc.) of the probability distribution F(.), we are interested in the sampling distribution of 
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A = 0(x)-0(F), (5.1) 
where <9(x) is an estimate of 0(F) based on the random sample x, xN (Efron, 1979). 
The "jackknife" (Quenouiile, 1949; Tukey, 1958) constructs the sampling distribution by 
estimating 0(.) using all k- permutations of the sample minus one sample point. The mean (the 
bias of #(x)) and standard deviation (the standard error of <9(x)) of A are respectively then 
given by (Efron and Tibshirani, 1993) 
/,A=(/c-1)(lAX^(x-1)-0(x)), (5.2) 
where 0(x-1) = 1//r]]r* 0(x-1). The "bootstrap" was originally proposed by Efron (1979) as a 
generalization of the jackknife. A bootstrap sample of size N, x'v...,x'N, is a random sample 
drawn from x, xN with replacement; each observed value has a probability 1//V of being 
drawn. The bootstrap is analogous to generating random samples from the empirical density 
function, / ( . ) = 1/A/, in which each observed data point is assigned a probability of 1/W (Efron 
and Tibshirani, 1993). 
The bootstrap offers a more general nonparametric framework. Assuming that we 
generate MxN bootstrap samples from xv...,xN and compute the sample statistic #(x)* for 
each bootstrap sample, the standard error of 0(x), aA, for example, can be found in the usual 
way (Efron and Tibshirani, 1993) 
^ ^ y ^ - ^ z r ^ w * - ^ ) 2 - (5-4) 
where <9(x)* =1/M^]"=1^(x)*. This follows from the plug-in principle in which we estimate a 
function of a distribution by the same function of the empirical distribution constructed from a 
random sample (Efron and Tibshirani, 1993). This plug-in principle does not work well for the 
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estimation of the distribution of extreme values. We should expect that future realizations from the 
underlying distribution F(.) will not only be different but may greatly exceed the smallest or 
largest observation in the sample x, xN. 
5.2.2 Empirical Distributions with Tail Completions 
The original EST developed by Borgman et al. (1992) is based on the basic bootstrap 
with "tail-completion" routines designed to extend the cumulative distribution function to cover 
values outside of the observed sample. Consider the following set of observations 
x1<x2<.. .<xw ranked in order of increasing size. The empirical estimate of the probability 
distribution Fx(.) is (Gumbel, 1958; Borgman, 2004) 
^(yWv/OV + 1), (5.5) 
where ry is the rank of the observation yt{x^ xN). Note that in this parameterization, Fx(.) 
cannot be 0 or 1. This form of the probability distribution allows for the probability that future 
realizations of X are less than x, or greater than xN. The extension of Fx (.) to cover the 
interval [0,1] in the EST is made by fitting penalized splines to the last few data points at the tails 
(Borgman et al., 1992, Borgman, 2004). 
Given an /V-year storm record, the univariate EST procedure is to generate MxA/-year 
bootstrap replications of (x, xN) following a Poisson process with rate A. The sampling 
distribution of functionals f(x) estimated from Fx(.) follows as before. For instance, the 
standard error is 
-•=^/(w-i)zr4f(x)-i//wx^(x))2, (5.6) 
where a2 is the variance of the estimate t(x). While the consistency of the bootstrap is well 
known for /V->oo (e.g. Efron, 1979), the performance of this procedure for predicting the 
recurrence intervals for values outside of the observed data is poor. Additionally, there is no direct 
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theoretical framework for the extension of the bootstrap to extremal statistics using penalized 
splines, compared with classical extreme value theory or threshold methods that follow from an 
explicit mathematical framework. 
A more fundamental problem with the univariate EST is the variance associated with 
small sample sizes. As discussed in Section 2.2.3, each T-year storm record represents only a 
finite observation from a multidimensional sample space and is seldom representative of all 
possible realizations from this space. Hurricane Katrina provides a good illustration; compared 
with characteristics of other storms observed in the Gulf region, Katrina was not extraordinary. 
For example, Hurricane Camille was more intense and Hurricane Juan was a lot bigger than 
Katrina, but the unique combination of its intensity, relatively large size, its bearing and coastline 
crossing point meant that most locations in the Gulf region experienced a larger surge due to 
Katrina than had ever been previously recorded. Figure 5.1 and Figure 5.2 show the error 
distribution of JPM and EST estimates based on the numerical experiments conducted in Chapter 
III. Apart from its large bias, we see that EST estimates vary widely with each T- year sample. 
5.3 MULTIVARIATE EMPIRICAL SIMULATION 
5.3.1 Kernel Density Estimation 
We reconsider the estimation of quantile functions of the form 
x(F) = E[g(X)]=[if(x)g(x)dx, (5.7) 
where equation (5.7) is analogous to the density estimation problem in Section 2.4.1. Similar to 
the Monte Carlo technique, the bootstrap estimate of the quantile function x(F) is 
*(F)~WllMx.)> (5-8) 
where ^ ( x j is an indicator function whose value is zero or one depending on the argument of 
the function. Suppose that we convolve the function g(.) with the symmetrical density function 
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k(.); we obtain the smoothed version of x (F) , expressed as (de Angelis and Young, 1992) 
# » ) = ii9(t)fh(t)dt«VN
1Zlg*kh{xl), (5.9) 
where kh(x) = ('\/h)k(x/h), [k(t)dt =
 /\, h is a smoothing parameter, and where the smoothed 
bootstrap estimate of the unspecified density function / ( . ) is given by 
Mt^vNh^Mit-x.yh). (5.io) 
Simulating smoothed bootstrap samples from /„(.) is straightforward. We proceed as in 
the basic bootstrap case, but for each resampled point we add a random perturbation as follows 
x*=x,. +hu, (5.11) 
where x* is a random realization with probability distribution Fh, x, is resampled from the original 
dataset and u has probability distribution /c(.) (Angelis and Young, 1992). The performance of 
smoothing is greatly dependent on the smoothing parameter h. The estimator defaults to the 
basic bootstrap as A? —> 0. Too large h will result in oversmoothing, that is; simulated values 
depart away from the observed data cloud. Cross-validation and bootstrap methods have typically 
been used to estimate an appropriate value of h. As in Section 3.2.1, the optimal value of h is 
the value that minimizes 
r(fh,f)=l(fh(x)-fh(x))
2dx. (5.12) 
5.3.2 fc-Nearest-Neighbor Smoothed Bootstrap 
The multivariate EST proposed by Borgman et al. (1992) is a variable kernel density 
estimator of the form 
/(*)=Vwzr=i(VM*(07,-%)A). <5-13) 
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where k(.) in the original EST code is the uniform distribution. The current implementation uses 
a Gaussian distribution (Lokupitiya, 1998). The fundamental EST simulation involves resampling 





where rjsjmulated is a realization of the reference storm surge elevation //„, a is given as 
* = hl.U'lo-'>>f> (5'15) 
where T/,. is one of k- nearest neighbors. The net effect is that the density / ( . ) estimated by the 
EST is a mixture of N Gaussian distributions centered at each observed data point. The 
dispersion of each point is controlled by the mean distance from the reference response to its 
k- nearest neighbors. 
Distance is typically determined by the Euclidean metric; Lokupitiya (1998) uses the 
Mahalanobis distance. The smoothed bootstrap has the superficial property of generating 
continuous analogues of the empirical density function and only provides improvements for 
second-order properties of the estimated density (Hall et al., 1989; de Angelis and Young, 1992). 
Additionally, estimators of this kind exhibit nonlocality; dispersion about an observed data point is 
affected by responses that are not necessarily similar to the reference response (Terrell and 
Scott, 1992). We illustrate this by applying the EST to the historical tropical cyclone record in the 
vicinity of Gulfport, Mississippi. The approach follows the procedure outlined in Scheffner et al. 
(1992) and uses a subset of the historical tropical cyclone database (see Table 5.1). 
5.3.3 Performance of Gaussian Dispersion in Response Space 
The EST accepts as input a vector of descriptors and responses for each historical 
tropical cyclone that has made landfall in the vicinity of the location of interest. There is no well 
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defined procedure for the choice of capture zone; the norm is to select only storms that have 
produced storm surge elevations above some arbitrary threshold. We consider only storms that 
produce a peak surge elevation of at least 1 foot. We define the intensity of storm activity for the 
Poisson process as the average number of storms occurring in the neighborhood of Gulfport over 
the period of record (i.e. A = 15/65 = 0.23). The peak surge elevation for each storm at Gulfport 
(30.3476° N, 89.1063° W) is recovered using the SLOSH model. Table 5.2 shows the nearest 
neighbor classification for each storm and the corresponding dispersion parameter a. 
Storms with similar descriptors but whose landfall location is separated by a few storm 
radii may be classified as neighbors by the Euclidean norm, but the difference in their response 
values may be large due to the symmetrical shape of the alongshore surge profile. For example, 
in Table 5.2 we see that Hurricane Ivan is in the neighborhood cloud of Hurricane Camille, but 
Ivan only produced a 1.4 ft surge at Gulfport, while Camille produced a 23.7 ft surge. Future 
realizations of Camille-like storms are simulated by drawing random samples from a Gaussian 
distribution whose mean is the response value for the historical hurricane Camille and whose 
standard deviation follows from equation (5.15). The smoothing parameter a associated with 
Camille as a result is large and produces a wide spread in realizations of Camille. 
Figure 5.3 shows a decomposition of the EST density estimate (Figure 5.4) into a mixture 
of Gaussian distributions, each centered on the original observed value. The dispersions of 
Hurricanes Camille, Katrina, Ivan and Opal are very large because they are similar in descriptor 
space, but their landfall locations relative to the observation point (i.e. Gulfport) are different. This 
produces spuriously large positive and negative values in the bootstrap simulations. The EST 
estimate of the 100-yr storm surge elevation is 34.1 ft, about two times the JPM estimate of 16.2 
ft. The problem with algorithms of this kind is the question of how to control the departure of 
simulations away from the observed data cloud (i.e. edge effects, Diggle, 1983). A choice of 
smoothing parameter can be made so that the moments of the simulated data match the 
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Figure 5.4 Bootstrap realizations of the storm surge record at Gulfport, MS 
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5.4 IMPROVING NONPARAMETRIC MODELING 
5.4.1 Dispersion in Predictor Space 
Figure 3.4 and Figure 3.5 show remarkable similarity in the true values for the 500-, 100-, 
and 50-yr return periods. This suggests that generating smoothed bootstrap samples from within 
the descriptor space may be a more efficient empirical simulation procedure. In actual practice, 
we encounter a few problems. In the experiments presented in Chapter III, we have access to an 
inexpensive model from which responses are computed. In reality, storm surge simulations for 
bootstrap replications, as in Monte Carlo simulation, will be prohibitively expensive. Additionally, 
we assumed climate homogeneity for the entire 1,000 nautical mile stretch of coastline, which in 
practice will be unrealistic. However, the local sample for our coastline of interest will most likely 
be too small to enable adequate characterization of future extremes. 
Enhancements for the EST involving smoothing in the descriptor sample space 
QXi X D C / ? D as opposed to smoothing in the response sample space Q ? c R were first 
suggested by Lokupitiya (1998). The enhanced routines have not been implemented in the 
current EST code but are evaluated here for the sake of completeness. In the next section, we 
build upon this procedure to provide an efficient nonparametric simulation technique for spatially 
distributed tropical cyclone data. Based on the Taylor-Thompson algorithm, Lokupitiya (1998) 
proposed an empirical simulation procedure as follows: 
Step 1: Simulate the annual occurrence of tropical cyclones making landfall along the coastline 
of interest according to a point process with intensity function /1(f) = A; 
Step 2: Given the empirical storm data {TJ,XV...,XD} ,...,{?j,xv...,xD} , generate bootstrap 
replications of the descriptors {x., xD}* ,{x1 xD}*,... using the Taylor-Thompson 
algorithm; 
Step 3: Interpolate response values for each bootstrap sample {x, xD}* using the mean 
weighted responses of the k-nearest neighbors of the reference vector {x1 xD}k'-
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and 
Step 4: Construct the quantile function of storm responses for each location of interest. 
The above procedure produced results similar to the original EST based on Gaussian 
dispersion in predictor space (Lokupitiya; 1998). This suggests the persistence of the problems 
found in EST estimates in Chapter III. One can identify three main problems with the simulation 
scheme proposed above: 
(1.) The ensemble of tropical cyclones in the vicinity of any coastal site is likely to be very 
small. The Gulfport example in Section 5.3.3 shows that only about 15 major storms have 
been observed in the interval 1940-2006. As illustrated in Section 2.2.3, using the 
concept of the vastness of highly dimensional spaces, 15 storms do not adequately 
populate R5 space; 
(2.) Historical data seldom presents the optimal set from which future values can be 
interpolated. Random samples will most often come from the median of the distribution 
underlying the stochastic process. An efficient interpolation requires that the training set 
is representative of the entire sample space; this is hardly to be achieved by relying on 
the historical dataset; 
(3.) As found in Section 5.3.3, the Euclidean metric may classify two storms with similar 
descriptors but different landfall locations as neighbors. The shape of the maximum storm 
surge response surface is such that depending on our location relative to the landfall 
positions, the storm surges observed for these two "neighbors" could be significantly 
different. A locally weighted interpolant, in this case, would give very highly biased 
predictions. 
5.4.2 Modified Taylor-Thompson Algorithm 
The spatio-temporal marked point process ^(t.X) is a counting measure in the space-
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time domain and the storm descriptor domain. Typically, point patterns in space and time are 
modeled as a homogeneous Poisson process with intensity A. The maximum likelihood 
estimator of A is 
X = VNH!=,
S>> (5.16) 
where S, is the number of storms recorded per year over N years. When computed for a 
particular location using data over a larger geographic area, the estimate of A is likely to be 
biased because landfall locations are not usually uniformly distributed. For example, Chouinard 
and Liu (1997) show by a hypothesis test that complete spatial randomness can be rejected at 
the 98% confidence level for the central Gulf of Mexico. Ideally, the intensity function A should 
be modeled as function of space A(x). 
The parametric approach is to estimate a probability density function f{x,0) for the 
locations at which storm tracks cross a reference coastline, such that 
X(x) = lf(x;e), (5.17) 
where the possibly vector-valued parameter 6 can be found by maximizing the likelihood function 
*(*) = f[/(*/:*). (5-18) 
which is more conveniently expressed as summation of the form 
i{6) = log[*(0)] = Z"jog(f(x,;e)), (5.19) 
where i{0) is the log-likelihood function, and x(. =x1,...,xN is the observed set of landfall points. 
The nonparametric approach is a kernel density estimator of the form (Chouinard and 
Liu, 1997) 
i ( x ) = 1/M70 £ > ( ( < / , -d0)/h0), (5.20) 
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where d, - d0 is the distance from a reference location d0 to the location d, of the storm /, h0 is 
a smoothing parameter, and k(.) is a symmetric function (typically the normal density function 
Af(/x,a2)), which assigns monotonically decreasing weights according to increasing distance 
away from the reference point. As noted previously in Section 5.2.2, the choice of k(.) is not as 
important as the choice of h0. Too small h0 means that most of the probability mass is assigned 
to the few storms in the vicinity of the reference point, while too large h0 means that all locations 
are assigned roughly equal weights, which defaults to the assumption of uniformity over a large 
area. Chouinard and Liu (1997) select the optimal value of h0 by cross-validation, that is, the 
value of h0 which minimizes the integrated squared error 
c(f-f) = JL(/(*)-/(*))2^ 
(5.21) 
. urn)2-wiu*,). 
where k is the number of partitions and /_, is a density estimate made leaving out one subset. 
The estimator in equation (5.20) readily admits nonparametric simulation; we simulate the 
annual occurrence of tropical cyclones following the Poisson distribution with intensity function A 
(computed using data gathered over a large geographic area); for each bootstrap storm 
realization, we add a random perturbation to the reference landfall location such that simulated 
landfall locations are given by 
x, = x0 + h0u, (5.22) 
where x0 is the landfall location of the resampled storm and x, is the simulated landfall location 
for the new storm realization, ha is the smoothing parameter in equation (5.20) that controls the 
deviation of x, from xQ and v is a random variable with probability density function k(.). For 
each perturbed storm track we assign a set of descriptors smoothed from the reference vector 
following the Taylor-Thompson algorithm. 
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The procedure can be summarized as follows: 
Step 1: For N- repetitions of T- year life-cycle simulations, generate a sequence of Poisson 
random variables with intensity X, specifying the number of storms occurring per year; 
Step 2: Draw a storm randomly with equal probability from the historical ensemble and add a 
random Gaussian perturbation with mean zero and standard deviation h0 to the 
location vector; 
Step 3: Assign a new set of descriptors to the new realization by smoothing the reference 
vector; 
Step 4: Recover the response for the new realization by interpolating from the sparse-grid 
interpolant; 
Step 5: Construct empirical quantile functions for each location of interest. 
As in Chapter IV, the economy of the scheme lies in the construction of a dimension-
adaptive sparse grid-based interpolant. To ensure that we use as much of the data available from 
the neighborhood of the project location while preserving the distribution of the climate 
parameters for the project location, we assign monotonically decreasing weights to historical 
storm tracks based on distance from the reference point, so that they are not resampled with 
equal probability. New storm tracks are realized as Gaussian perturbations of the historical 
coastal crossing point. Finally, descriptors are assigned to each new realization based on the 
Taylor-Thompson nearest neighbor random walk. 
5.4.3 Edge Effects and Nonstationarity 
A problem with the bootstrap is the problem of edge effects. In the study of extremes, this 
is of even greater significance since we are interested in estimating the frequency of probable but 
not yet observed events. The Taylor-Thompson algorithm was developed for generating samples 
that appeared to come from the empirical distribution inherent in the observed data. For our 
108 
purposes, we also are interested in events that may occur outside of the observed cloud of data. 
Instead of using uniform random numbers we use the Gaussian distribution instead. The 
departure from the observed cloud is controlled by k, the number of vectors in each 
neighborhood and the bandwidth matrix H . In theory, cross-validation and bootstrap techniques 
can be used to find the optimal value of k and the optimal bandwidth matrix. 
As found by Sain et al. (2004) who compare the methods of cross-validation and the 
bootstrap for estimating the optimal bandwidth for multivariate kernels, such approaches become 
increasingly intractable with the dimensionality of the problem. If we assume that the data comes 
from a multivariate density then the following approximation is found to minimize the mean 
integrated square error (e.g. Scott, 1992) 
h, =<*,{-,—^r-r . (5-23) 
' '[(D + 2)/vJ V 
where D is the dimensionality of the data, N is the sample size and ai is the standard deviation 
of the / th dimension. Once again, different elaborations are possible; a typical objective is the 
preservation of the moments of the original data (e.g. Lokupitiya, 1998). Preserving the moments 
of the original data, however, does not guarantee that the randomly generated samples behave 
according to the underlying stochastic process. For example, the sample at hand may be too 
small to be representative of the sample space. 
It is widely regarded that the bootstrap is not applicable to nonstationary phenomena 
(e.g. Scheffner et al., 1992; Thompson, 1999). By resampling observed data, we inherently 
assume that future events will be of similar magnitude and frequency as past events. Using 
Katz's paradigm (Katz, 1993) for the statistical modeling and the modified Taylor-Thompson 
algorithm, it is possible to simulate the effects of climate change on the various storm descriptors 
by, for example, applying the projected trend to the centroid of each nearest-neighbor cloud to 
simulate a change in location parameter. In the stationary case, the centroid of each nearest-
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neighbor cloud remains the same; new realizations are simply obtained by applying a stochastic 
multiplier to generate dispersions about this centroid. In the nonstationary case, we apply the 
projected trend to the centroids of the neighborhood arrays, so that new realizations are 
comprised of both a background trend and random noise. Step 4 of the algorithm in Section 3.3.3 
becomes 
X'(t) = X + At + Hu, (5.24) 
where the first two terms represent a background trend and last term is zero-centered Gaussian 
noise. A projected change in the scale parameter may be incorporated by rescaling the 
dispersion matrix H. 
5.5 REVISITING THE MISSISSIPPI STUDY 
The enhanced empirical simulation procedure proposed in Section 5.4.2 was applied to 
the Gulf of Mexico tropical cyclone dataset (see Section 3.3.2) to develop estimates of the 
characteristic largest storm surge elevations associated with the 500-year, 100-year and 
50-year return periods. Figure 5.15 shows these estimates compared with: (1) the estimates 
developed using the Bayesian quadrature scheme of Toro et al. (2007), and (2) the estimates 
developed using the parametric simulation scheme presented in Chapter IV. The initial seed 
dataset from which bootstrap samples were generated is the historical storm record for the Gulf of 
Mexico covering storms (AP>32mb) making landfall between Apalachicola, Florida and 
Galveston, Texas (i.e. between longitude 85° W and 95° W) in the record interval 1940 to 2006. 
Each historical storm was assigned a monotonically decreasing weight based on a 
Gaussian weight function centered on longitude 89° with a bandwidth of 100 nautical miles. This 
parameterization is similar to drawing samples from N spatial kernels centered on each historical 
storm track but allows us to focus only on storms that make landfall within the region of interest. 
To enable comparability with the Mississippi study, the storm intensity cutoff, record length, 
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coverage area and kernel smoothing parameter are taken from Toro et al. (2007) and Niedoroda 
et al. (2007). The conditioning of storm intensity on storm heading is captured in the nearest-
neighbor bootstrap procedure. The coastline of interest is about 60 nautical miles long hence we 
assume, as in the Mississippi study, a uniform spatial distribution. 
To randomly sample storms from the historical ensemble according to the weight 
function, we develop a cumulative probability distribution based on the given weights so that each 
storm is assigned a segment of the interval [0,1] (as shown in Figure 5.14). Assume that we 
assign intervals of probability space to storms S, SN, we identify each segment by its upper 
limit UV...,UN such that 
0 < S, < U, 
U:<S2< U2 
UN_,*S2<\ 
where U0 = 0 and UN =1 . A random number drawn in the interval [0,1] identifies a storm from 
SV...,SN according to the interval and hence weight assigned. The basic simulation sequence 
involves drawing a storm following a Poisson process (^ = 5.455-4) from the seed data, 
assigning it a landfall location from a uniform distribution and generating a new realization using 
the Taylor-Thompson algorithm. 
As in the parametric case, given the responses for R random storm realizations the 
exceedance probability distribution for the enhanced EST is simply a mathematical expectation of 
the form 
^'(y) = 1-^(/)-VRE"1H(^(x1 xD);>y), (5.25) 
where H = 1 for ^ ( x ^ x£o))>y and H = 0 otherwise. The responses (i.e. storm surge 
elevations) are interpolated from the dimension-adaptive sparse grid-based regression function 
constructed in Chapter IV. Figure 5.5 shows bootstrap realizations in the AP-Rmax plane using 
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uniform dispersion versus Gaussian dispersion. New realizations tend to be clustered around the 
seed data for the uniform case, while Gaussian dispersion allows for controlled departure away 
from the observed data. We choose the value of k which best preserves the moments of the 
original data. The bandwidth matrix is selected based on minimization of the mean integrated 
squared error (see Section 5.4.3). Figure 5.6 through Figure 5.13 show comparisons between 
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5.6 SUMMARY 
Nonparametric density estimates based on Gaussian dispersion in response spaces 
suffer from both large biases and large variances. The problem is usually that finite realizations 
from highly dimensional spaces rarely provide adequate coverage of the sample space. 
Additionally, there may be large differences between responses produced by the various 
members of a Euclidean norm-classified neighborhood array, resulting in large smoothing values 
for the parameter. Dispersion in the sample space of explanatory variables provides a more 
effective way to generate realistic realizations from the underlying stochastic process we seek to 
replicate. The extension of kernel density estimates to D- dimensional spaces is typically 
nontrivial — the choice of an optimal data-driven bandwidth, for example, suffers from the curse 
of dimension. 
Algorithms based on nearest-neighbor random walks are typically more tractable in 
multivariate spaces. The original Taylor-Thompson algorithm is based on uniform dispersion 
about the D-dimensional centroids of the various k- nearest neighbor clouds. For the study of 
extremes, this approach typically does not handle edge departures well. Additionally, as in 
parametric Monte Carlo simulation, asymptotic convergence is slow, meaning that several 
thousand realizations are required. Previous approaches have utilized locally weighted regression 
techniques, with the regression function simply being the inverse distance-weighted majority vote 
of k- nearest neighboring responses. Additionally, these regression methods are trained on the 
original historical dataset, which seldom provides an optimal training sample for interpolation. 
In this Chapter, we proposed an enhanced model for nonparametric simulation based on 
the k- nearest neighbor random walk in descriptor space. The economy of the procedure derives 
from the dimension-adaptive sparse grid-based interpolant constructed in Chapter IV. Edge 
departures are controlled using Gaussian dispersion instead of uniform dispersion with the 
bandwidth matrix chosen so as to minimize the mean integrated squared error. To preserve the 
spatial characteristics of the data, we nest the modified Taylor-Thompson algorithm in a spatial 
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kernel density estimator. We show that this procedure provides a substantial improvement on the 
original EST, achieving comparative accuracy with parametric methods. Finally, we show that the 
new scheme admits the characterization of nonstationary extremes. 
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CHAPTER VI 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
6.1 SUMMARY OF WORK 
In Chapter II of this work, we present a unified theoretical framework for the tropical 
cyclone-generated storm surge frequency estimation problem. This framework is based on the 
interpretation of the probability distribution of storm surge elevations as an integration of a 
multivariate function of explanatory variables over D-dimensional space, the approximation of 
which is achieved using the notion of the mathematical expectation of a function. In Chapter III, 
we conduct a comprehensive assessment of the relative performance of the joint probability 
method (JPM; Myers, 1970) and the empirical simulation technique (EST; Borgman et at., 1992) 
which are multivariate statistical models routinely used for the estimation of the exceedance 
probabilities of tropical cyclone-generated storm surge elevations. 
Previous attempts to assess the relative performance of the EST and the JPM have been 
uninformative because the approaches used have been based on methods that lack quantitative 
interpretation and hence are unsuitable for making decisions regarding model skill. A simple 
heuristic inherent in the formulation of both models is the stochastic marked point process. Using 
this characterization, we first find the true distribution of the response variable of interest by 
randomly generating - and computing responses for - synthetic tropical cyclones over an 
idealized coastline. The true distribution is simply the asymptotic limit of the empirical distribution 
of the computed responses. We then measure the relative skill of both models by applying them 
to several thousand 90-year snap shots of the long-term storm record. 
Using Monte Carlo simulation-based hypothesis tests, we find that the root mean squared 
deviation of JPM estimates from the true values is minimal compared with the EST at the 99% 
confidence level. This result is found to be consistent given different designs of the base 
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experiments (i.e. for the EST augmented with hypothetical storms, for shorter and longer storm 
periods of records, and for JPM implementations in which we do not account for correlation 
between central pressure anomaly and storm radius). As is common with almost all multivariate 
problems, the JPM is plagued by the curse of dimensionality: the cost of evaluation of the joint 
probability integral increases exponentially with increase in dimension. Additionally, the 
deterministic approximation of the integral is intractable for nonstationary probability distributions. 
In Chapter IV, we propose a parametric simulation approach that does not suffer from 
the curse of dimensionality and readily admits the probabilistic characterization of nonstationary 
extremes. The proposed model is an extension of the stochastic marked point process model 
utilized in Chapter III. The cost of the scheme is minimized by interpolating responses from a 
precomputed response function. The response function is constructed by piecewise multilinear 
fitting of response surfaces on sparse grids. Sparse grids follow the original construction of 
Smolyak (1963) and involve a careful selection of support nodes in D- dimensional space such 
that only an optimally minimal number of nodes are required. For problems with moderate 
dimensionality (D<25) the growth of supports is not exponential. 
We achieve additional economy by taking advantage of the anisotropy of the storm surge 
response function. Using principal component decompositions of the response surface, it is 
readily seen that the explanatory variables specified do not contribute equally to the storm surge 
elevation observed. Using the dimension-adaptive algorithm of Gerstner and Griebel (2003), we 
automatically uncover and refine the conventional sparse grid construction in those dimensions 
that provide greater contributions to the reduction in interpolation error. Based on comparisons 
with the benchmark storm surge inundation frequency study conducted by FEMA in Mississippi, 
we show that the sparse-grid based stochastic approach achieves an additional factor of two 
reduction in the number of tropical cyclone simulations required. 
It is widely accepted that parametric methods outperform nonparametric methods if the 
underlying parametric assumptions are accurate. Typically, climatological data is complexly 
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distributed and may not readily admit parametric modeling. It is therefore conceptually desirable 
in such instances to find an efficient nonparametric method. In Chapter V, we revisit previous 
constructions of the empirical simulation technique in an effort to unearth deficiencies in the 
model. These are used to inform improvements proposed for more efficient nonparametric 
modeling. Gaussian dispersion in response space suffers from the problem of nonlocality 
because nearest neighbor norms sometimes misclassify neighbors resulting in oversmoothing. A 
more efficient approach is to smooth in the descriptor sample space instead. 
Three problems persist with this approach: (1) the spatial characteristics of the data are 
not preserved if realizations of new spatial coordinates are derived through the multivariate 
random walk; (2) simulation of the departure of realizations from the data are inadequately 
handled using uniform random numbers; and (3) reasonably accurate responses have to be 
interpolated for each bootstrap realization, which reintroduces the problem of the curse of 
dimension. In the proposed model, we first simulate spatial coordinates for each new storm 
realization via a spatial Gaussian kernel centered on each observed storm track; we handle edge 
departures using multivariate Gaussian kernels centered on the centroid of each k- nearest 
neighbor cloud; and we simulate responses using dimension-adaptive sparse grid interpolants. 
Finally, we show that the enhanced empirical simulation approach is competitive with the 
parametric method. 
6.2 CONCLUSIONS 
The JPM, compared with the EST, is very robust; it maintains consistent predictive 
capability for a wide range of sample sizes typical of the available tropical cyclone record. 
Historically, criticism of the JPM stemmed from its specification of the joint probability of 
occurrence of storm descriptors as a simple product of individual probability distributions that may 
not adequately capture complex relationships between storm variables. However, this simple 
construction still outperforms the EST in uncovering the underlying probabilistic structure of 
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synthetic storm populations in an idealized environment. Traditionally, the main attraction of the 
EST has been its economy; however, efficient numerical approximation schemes such as 
Bayesian quadrature now allow for cost effective implementation of the JPM. 
Additionally, typical enhancements of the original EST approach, such as the addition of 
hypothetical storms to augment the historical sample, are ineffective. The current implementation 
of the EST is therefore no longer a practical approach for the estimation of the frequency of 
tropical cyclone-generated hazards. The superior performance of the JPM in the tropical cyclone 
case validates the choice of statistical methodology for the Mississippi and Louisiana studies. 
Several miles of the U.S. coastline have previously been studied using the EST; even though the 
EST typically overestimates flood risk, most of these EST studies were conducted when the 
National Flood Insurance Program did not have robust procedures for incorporating wave setup 
and wave runup in coastal flood hazard estimates as is now the case. 
On balance, if these studies are revisited using the JPM approach, the total flood hazard 
estimate in these areas may remain the same or increase; this is because even though the base 
100-yr storm surge elevations may decrease, the total flood elevation will increase due to the 
improved quantification of wave effects such as wave-induced setup and run-up. The JPM 
however has two drawbacks: (1) it is inapplicable to extratropical storms because the storm surge 
due to such systems is not readily modeled as a parametric function of storm variables, and (2) 
quadrature methods are not flexible enough to handle nonstationary phenomenon such as 
climate change. The problems associated with both the JPM and the EST motivate two new 
approaches based on parametric and empirical simulation, respectively. 
Stochastic simulation has previously been considered infeasible for application to the 
storm surge problem due to the large number of simulations required for convergence. However, 
it offers tremendous flexibility in its ability to handle both stationary and nonstationary distributions 
and both parametric and nonparametric populations. The key to successful application of 
stochastic simulation lies in the careful selection of a sparse sample from the storm sample space 
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such that future realizations can be efficiently interpolated from this training set. This way, one 
maintains the desirable properties of the original JPM approach while improving on its complexity 
and flexibility. For extratropical storm prone regions, the approach is readily modified by replacing 
parametric simulation with an empirical simulation procedure. 
The current EST uses dispersion in response space, which results in nonlocal 
simulations. This problem can be rectified by conducting dispersions in the descriptor space 
instead using a spatial kernel-based multivariate random walk. The enhanced empirical 
simulation approach provides a frequency estimation tool for regions impacted by extratropical 
storms for which the JPM and the parametric simulation method are inapplicable. As opposed to 
the current EST, which exhibits large bias and variance, the enhanced empirical approach 
achieves predictive performance comparable with the JPM. These two new techniques proposed 
in this work for the storm surge frequency problem offer efficient procedures for seamless 
estimation of the frequency of storm surges along the entire coastline of the United States. 
The parametric approach works well for tropical cyclone-prone regions and the empirical 
approach is better suited for extratropical cyclone-prone regions. In transition regions, where both 
storm systems are important, a simple elaboration of the underlying stochastic process as a 
compound Poisson process allows both methods to be used concurrently. The new approaches 
also hold great promise for the efficient estimation of frequency-of-occurrence relationships for 
other natural hazards which admit a stochastic characterization and whose response function can 
be modeled as a function of a multidimensional vector of explanatory variables (e.g. seismic 
activity, riverine flooding etc). Additional elaborations may be required to extend these methods to 
such hazards, but the general ideas remain the same. 
6.3 RECOMMENDATIONS FOR FUTURE RESEARCH 
The increasing cost of the JPM with increasing dimensionality has previously limited the 
number of random variables included in the joint probability integral. Additional random variables 
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that possibly enable a better characterization of the storm surge hazard include the peakedness 
of the wind profile (as captured in Holland's 6 -parameter; Holland, 1980), and the amplitude and 
phase of astronomic tides etc. The economy of the sparse grid approach means that more of 
these variables can now be efficiently incorporated; however, it will be informative if a prior 
sensitivity study is conducted to differentiate between those descriptor variables that need full 
stochastic treatment and those variables that can still be efficiently treated as average constant 
functions, thus further improving on the efficiency of the scheme. 
The MARS regression algorithm developed by Friedman (1991) was chosen for this 
work, based on the comparative study conducted by Banks et al. (2003), in which they found 
MARS to be the most reliable algorithm. In the above study, MARS exhibited low predictive error 
given different theoretical functions, sample sizes, dimensionality etc. MARS performed well for 
this work; however, since no single statistical learning algorithm is optimal for all function types, it 
is possible that some other regression algorithm specifically produces better interpolations 
functions for tropical cyclone-generated storm surge. A comparative study focused on finding the 
most optimal regression algorithm for storm surges may validate the choice of MARS or unearth 
some other algorithm as having superior performance. 
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