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Kualitas merupakan faktor kunci yang mengarahkan kepada keberhasilan, pertumbuhan, dan daya 
saing bisnis. Kualitas juga merupakan salah satu faktor penting dalam pengambilan keputusan 
konsumen dalam pemilihan produk dan  layanan. Guna meningkatkan kualitas produk dapat 
memanfaatkan beberapa cara, salah satunya adalah menerapkan statistical process control (SPC). 
Salah satu tool SPC  yang paling banyak diterapkan adalah diagram kontrol yang berguna untuk 
mengetahui variansi dari proses. Diagram kontrol didasarkan pada asumsi bahwa data mengikuti 
distribusi normal dan tidak terdapat hubungan antara pengamatan yang berurutan (autokorelasi). 
Namun dalam proses industri kontinyu kebanyakan data bersifat autokorelasi. Agar bisa 
menggunakan diagram kontrol secara efektif, autokorelasi dalam data harus dihilangkan. Langkah 
yang dapat dilakukan untuk pengendalian kualitas pada data autokorelasi adalah dengan memetakan 
residual hasil pemodelan menggunakan metode time series pada diagram kontrol. Pada penelitian ini 
dikembangkan diagram kontrol residual berdasarkan model extention Support vector regression yaitu 
Least square support vector regression dan Genetic algorithm support vector regression untuk 
mengatasi kasus autokorelasi pada proses. Kriteria kebaikan model dalam penelitian ini menggunakan 
nilai Root Mean Square Error (RMSE). Semakin kecil nilai RMSE maka model yang digunakan 
semakin baik. Setelah dilakukan perhitungan menggunakan metode regresi, Support vector regression 
dan metode Extention support vector regression, metode yang paling baik adalah Genetic algorithm 
support vector regression berdasarkan nilai RMSE sebesar 1,554310 dan 0,5565.  
Kata kunci : Autokorelasi, Diagram Kontrol, Least Square, Genetic Algorithm, Support Vector 
Regression, Diagram Kontrol Residual  
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ELIMINATING AUTOCORRELATION IN SHEWHART CONTROL CHART 






Quality is a key factor that leads to business success, growth, and competitiveness. Quality is also an 
important factor in consumer decision making in the selection of products and services. In order to 
improve product quality can utilize several ways, one of them is apply statistical process control 
(SPC). One of the most widely applied SPC tools is the control chart which is useful for knowing the 
variance of the process. The control chart is based on the assumption that data follows a normal 
distribution and there is no relationship between successive observations (autocorrelation). But in the 
process of continuous industry most data are autocorrelation. In order to use the control chart 
effectively, autocorrelation in the data must be eliminated. Steps that can be done to control the quality 
of the autocorrelation data is to map the residual results of modeling using time series method in the 
control chart. In this research, the residual control charts are developed based on the extension support 
vector regression model that is Least square support vector regression and Genetic algorithm support 
vector regression to overcome the case of autocorrelation in the process. Criteria of model goodness 
in this research use Root Mean Square Error (RMSE). The smaller the value of RMSE then the model 
used the better. After calculation using regression method, Support vector regression and Extension 
support vector regression method, the best method is Genetic algorithm support vector regression 
based on RMSE value of 1.554310 and 0.5565.  
Keywords : Autocorrelation, Control Chart, Least Square, Genetic Algorithm, Support Vector 
Regression, Residual Control Chart. 
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Pada pendahuluan akan dibahas hal yang berkaitan dengan latar belakang, perumusan 
masalah, tujuan penelitian, manfaat penelitian, batasan masalah, asumsi dan sistematika penulisan. 
 
1.1 Latar Belakang  
Kualitas merupakan faktor kunci yang mengarahkan kepada keberhasilan, pertumbuhan, dan 
daya saing bisnis (Montgomery, 2013). Kualitas juga merupakan salah satu faktor penting dalam 
pengambilan keputusan konsumen dalam pemilihan produk dan layanan. Dalam situasi pasar saat 
ini dengan persaingan yang tinggi, kebanyakan perusahaan ditantang untuk menyediakan produk 
dan layanan kepada pelanggan dengan biaya rendah tanpa mempengaruhi kualitas produk 
(Thomasson dan Wallin, 2013). Oleh karena itu peningkatan kualitas merupakan keharusan bagi 
perusahaan agar tetap bisa menjaga keberlangsungan proses produksinya. Sebuah perusahaan yang 
bisa menyenangkan pelanggan dengan meningkatkan dan mengendalikan kualitas bisa 
mendominasi pesaing. Ada beberapa cara untuk meningkatkan kualitas produk, salah satunya 
adalah menerapkan Statistical process control (SPC). SPC digunakan untuk memantau, 
mengendalikan dan meningkatkan kualitas di banyak proses industri (MacCarthy dan Wasusri, 
2002). Terdapat tujuh tools yang digunakan dalam SPC yaitu Diagram Pareto, 
Histogram, Diagram Kontrol, Defect Concentration Diagram, Check Sheet, Diagram Scatter dan 
Diagram Sebab Akibat (Montgomery, 2013).  
Kandananond (2014) menyatakan bahwa salah satu tool SPC  yang paling banyak 
diterapkan adalah diagram kontrol yang berguna untuk mengetahui variansi dari proses. 
Chongfuangprinya (2009) menyatakan bahwa diagram kontrol adalah grafik yang menampilkan 
hasil pengamatan waktu ke waktu dalam suatu periode tertentu. Diagram kontrol yang biasa 
digunakan adalah diagram kontrol Shewhart. Terdapat tujuh macam diagram kontrol Shewhart 
yang dibedakan berdasarkan jenis data yang diamati. Untuk data diskrit diagram kontrol Shewhart 
terdiri dari np-chart untuk mengidentifikasi jumlah total unit yang rusak (unit mungkin memiliki 
satu atau lebih cacat) dengan ukuran sampling konstan, p-chart digunakan ketika setiap unit dapat 
dianggap diterima atau tidak (tidak peduli jumlah cacat), juga menunjukkan jumlah kegagalan 
yang dideteksi (np) dibagi dengan jumlah unit total (n), u-chart digunakan untuk mendeteksi 




yang memiliki lebih dari satu cacat ketika jumlah sampel dari setiap periode sampling bervariasi 
secara signifikan dan c-chart digunakan ketika mengidentifikasi jumlah total cacat per unit (c) 
yang terjadi selama periode sampling ketika jumlah sampel dari setiap periode sampling sama. 
Sedangkan untuk data kontinyu terdiri dari diagram kontrol ?̅?-S digunakan ketika data 
dikumpulkan dalam subkelompok yang terdiri lebih dari 10 pengamatan, diagram kontrol ?̅?-R 
digunakan ketika data dikumpulkan dalam subkelompok yang terdiri dari dua sampai 10 
pengamatan, dan diagram kontrol Individual digunakan ketika satu titik data dikumpulkan pada 
setiap titik waktu. Diagram kontrol Shewhart telah digunakan dalam praktek selama beberapa 
dekade karena mudah digunakan dan diinterpretasikan. Di samping keunggulan ini, diagram 
kontrol Shewhart juga memiliki kelemahan diantaranya adalah dibutuhkan waktu lebih lama bagi 
diagram kontrol Shewhart untuk mendeteksi pergeseran rata-rata (Karaoglan, 2010). Selain itu, 
diagram kontrol Shewhart didasarkan pada asumsi bahwa data yang dihasilkan adalah independen 
antar pengamatannya. Menurut Bhattacherjee dan Samanta (2002) asumsi normalitas dan data 
independen harus dipenuhi agar bisa menerapkan SPC untuk suatu proses. Dalam situasi di mana 
asumsi normalitas dilanggar dalam derajat sedikit atau moderat, diagram kontrol akan tetap 
berfungsi dengan baik. Diagram kontrol akan memberikan hasil yang menyesatkan dalam bentuk 
terlalu banyak alarm palsu jika data berautokorelasi. Namun, asumsi independensi dari data tidak 
realistis dalam kenyataan (Demirkol, 2008). Dalam proses industri kontinyu kebanyakan data 
bersifat autokorelasi (Basawa et al., 1996). Seperti pada proses kimia di mana pengukuran 
berturut-turut pada proses sehingga karakteristik produk seringkali berkorelasi (Montgomery, 
2013). 
Autokorelasi adalah keadaan dimana antara pengamatan yang berurutan memiliki hubungan 
(Karaoglan, 2010). Autokorelasi antar data pengamatan dapat berasal dari berbagai faktor baik 
dari  operator atau proses itu sendiri (Magaji et al., 2015). Bila ada autokorelasi yang signifikan 
dalam sebuah proses, diagram kontrol tradisional dengan asumsi IID (Independent Identic 
Distribution) masih bisa digunakan namun tidak efektif. Menurut Montgomery dan Mastrangelo 
(1991) dalam Chaturvedi et al. (2015) kehadiran autokorelasi di antara pengamatan menyebabkan 
false alarm (baik itu tipe error I maupun tipe error II) dan kesimpulan yang menyesatkan tentang 
keadaan kontrol dari proses. Permasalahan bagaimana memonitor data yang berautokorelasi telah 
sering dibahas dalam beberapa tahun terakhir. Agar bisa menggunakan diagram kontrol secara 
efektif, autokorelasi dalam data harus dihilangkan. Psarakis (2007) menyatakan bahwa terjadi 
peningkatan  false alarm (tipe error I) akibat dari penggunaan diagram kontrol biasa pada data 
berautokorelasi. Tipe error I adalah peristiwa proses dikatakan out of control meskipun produk 




produk cacat (Montgomery, 2013). Pengambilan keputusan yang tidak tepat yang disebabkan oleh 
tipe error I akan dapat mengakibatkan penurunan pendapatan perusahaan dikarenakan perusahaan 
akan menolak suatu produk padahal produk itu seharusnya masih dalam keadaan terkontrol secara 
statistik. Langkah yang dapat dilakukan untuk melakukan pengendalian kualitas data 
berautokorelasi adalah dengan memetakan residual hasil pemodelan menggunakan metode time 
series pada control chart (Taylor et al., 2007; Arkat et al., 2007; Psarakis, 2007; Montgomery, 
2013). Pemetaan residual ini disebut dengan diagram kontrol residual.  
Penelitian- penelitian tentang pengembangan diagram kontrol residual di awali oleh Alwan 
dan Roberts (1988) yang menggunakan diagram kontrol residual berdasarkan model 
Autoregresive Integrated Moving Average (ARIMA). Penelitian lain tentang diagram kontrol 
residual dilakukan oleh Shao dan Lin (2013) adalah dengan memetakan residual dari model yang 
lebih sederhana yaitu menggunakan Autoregressive orde 1 (AR(1)). Selanjutnya Yu et al. (2015) 
membuat model prediksi dari data pengamatan dengan menggunakan back propagation neural 
network, selisih dari data pengamatan dan hasil pemodelan diplotkan pada diagram kontrol Moving 
Range (M-R). Issam dan Mohamed (2008) melakukan penelitian untuk memperoleh nilai residual 
berdasarkan model  support vector regression (SVR) yang dipetakan dalam Cumulative Sum 
(CUSUM) chart untuk data multivariat. Du dan Lv (2013) melakukan penelitian dengan 
menggunakan Minimal Euclidean Distance (MED) berdasarkan support vector regression (SVR) 
dimana kernel yang di pakai adalah hybrid kernel yaitu penggabungan antara kernel Gaussian 
Radial Basis Function Kernel (GRBF) dan kernel Polinomial. Gani et al. (2010) melakukan 
penelitian tentang diagram kontrol residual  berdasarkan model support vector regression (SVR), 
dimana tujuan utama penelitian ini adalah untuk membandingkan kinerja antara metode Ordinary 
Least Square (OLS) pada regresi, Partial Least Square (PLS), dan SVR dalam diagram control 
residual. Ada dua kunci utama yang menjadikan SVR metode yang sukses dan berguna, terutama 
dalam teknik pemrograman matematika dan fungsi-fungsi kernel. pemrograman kuadrat 
merupakan latar belakang matematika yang kuat untuk SVR dan memberikan solusi yang 
kompetitif. Penggunaan metode kernel memungkinkan metode SVR menjadi teknik yang 
memadai untuk menangani data linier dan nonlinier. Hasil penelitian menunjukkan bahwa SVR 
memberikan hasil yang kompetitif dibandingkan dengan OLS dan PLS dalam hal keakuratan 
model dan kinerja diagram kontrol.  
Berdasarkan penelitian- penelitian yang dilakukan terbukti bahwa diagram kontrol residual 
lebih sesuai untuk di terapkan pada data yang berautokorelasi. Kesimpulan lain yang didapatkan 
adalah bahwa metode ARIMA dan support vector regression dapat digunakan untuk pemodelan 




diagram kontrol sesuai dengan kesimpulan pada penelitian Zhou dan Goh (2015) yang menyatakan 
bahwa keakuratan model yang dipakai sangat penting dalam menentukan kinerja diagram kontrol. 
Semakin akurat model yang dipakai maka hasil prediksi akan mendekati nilai aktualnya sehingga 
nilai residual yang didapatkan akan semakin mendekati nol. Semakin banyak nilai residual yang 
mendekati nol maka rata- ratanya akan berkisar pada nol dan titik data akan menyebar disekitar 
nilai rata- rata sehingga akan mengurangi tipe error I. Berkurangnya tipe error I akan berdampak 
pada jumlah produk yang di tolak sehingga akan meningkatkan pendapatan perusahaan.  Seperti 
pengggunaan metode ARIMA masih mempunyai kekurangan yaitu kurang sesuai dengan data 
yang tidak linier sehingga keakuratan pemodelannya masih belum terlalu tinggi jika data tidak 
linier. Metode lain yang biasanya digunakan pada pemodelan data adalah Support vector 
regression seperti pada penelitian Gani et al. (2010) dan Du dan Lv (2013). Metode pemodelan 
dengan menggunakan Support vector regression masih memiliki kekurangan yaitu sering 
memakan waktu dan memiliki beban komputasi yang lebih tinggi dikarenakan Support vector 
regression diselesaikan dengan menggunakan metode pemrograman kuadrat yang rumit dan 
mengandung constraint yang berupa pertidaksamaan. Pada penelitian Gani et al. (2010) 
didapatkan diagram kontrol residual yang lebih baik dibandingkan diagram kontrol dari data 
aktual. Dalam penelitian ini digunakan metode support vector regression dengan kernel RBF. 
Namun, karena metode support vector regression yang digunakan dalam penelitian ini 
menggunakan parameter yang kurang optimal, maka hal ini mempengaruhi hasil pemodelan data. 
Dikarenakan hasil pemodelan yang masih kurang akurat, didapatkan diagram kontrol residual 
yang memiliki titik yang keluar batas kontrol padahal kondisi aktual data seharusnya data 
terkontrol secara statistik.    
 Penelitian tentang diagram kontrol residual tidak terbatas pada area produksi saja namun 
juga pada area keuangan perusahaan. Bidang keuangan perusahaan bertanggung jawab untuk 
merencanakan dan mengendalikan anggaran. Karena itu, perlu untuk memantau, memahami dan 
mengendalikan variabilitas proses keuangan. Penelitian tentang diagram kontrol pada area 
keuangan perusahaan masih relatif baru dan belum banyak dilakukan. Salah satu penelitian 
mengenai diagram kontrol pada area keuangan adalah yang dilakukan oleh Pérez-Rave et al. 
(2017). Pada penelitian ini Pérez-Rave et al. (2017) menggunakan model regresi untuk mengatasi 
adanya autokorelasi pada data, namun dari hasil pemodelan didapatkan bahwa hasil pemodelan 
kurang akurat dikarenakan model yang digunakan kurang sesuai dengan data. Hal ini dikarenakan 
model regresi memerlukan banyak asumsi yang harus dipenuhi sehingga tidak dapat 
menggambarkan keadaan data secara lebih terperinci. Dikarenakan hasil pemodelan yang kurang 




tersebut seharusnya terkontrol secara statistik. Dalam penelitian  Gani et al. (2010) dan Pérez-
Rave et al. (2017) terlihat bahwa diagram kontrol yang dihasilkan masih mengandung titik data 
residual yang terletak pada garis batas kontrol yang menyebabkan menurunnya kinerja dari 
diagram kontrol. Dari kedua penelitian didapatkan kesimpulan bahwa ketepatan metode 
pemodelan dapat mempengaruhi kinerja diagram kontrol. Penelitian yang akan dilakukan adalah 
guna mengembangkan penelitian terdahulu, yaitu dengan mengoptimalkan parameter support 
vector regression dengan metode yang sistematis dikarenakan pada penelitian- penelitian yang 
telah dilakukan parameter nya ditentukan secara subjektif, selain itu alternatif lain adalah dengan 
menghilangkan batasan pertidaksamaan pada constraint model Support vector regression 
sehingga akan berdampak pada meningkatnya ketepatan dalam pengambilan kesimpulan dari 
diagram kontrol dan mepercepat proses perhitungan. Diagram kontrol yang digunakan adalah 
diagram kontrol individual dikarenakan satu titik data dikumpulkan pada setiap titik waktu. 
1.2 Rumusan Masalah 
Penggunaan diagram kontrol pada suatu proses sering kali menampilkan hasil yang berbeda 
dengan kenyataan (tipe error I). Perbedaan ini akan menyebabkan kesalahan dalam pengambilan 
kesimpulan sehingga menyebabkan kesalahan penanganan masalah dalam proses produksi yang 
akan menyebabkan variansi proses semakin besar dan berakibat pada menurunnya kualitas produk. 
Banyaknya kejadian seperti ini dikarenakan adanya kejadian autokorelasi sehingga memerlukan 
pengontrolan kualitas menggunakan sebuah diagram kontrol untuk data berautokorelasi. Dalam 
penelitian Gani et al. (2010) dan Pérez-Rave et al. (2017), untuk menghilangkan autokorelasi 
dalam data digunakan metode pemodelan yang selanjutnya residual dari pemodelan diplotkan 
pada diagram kontrol individual. Gani et al. (2010)  menggunakan metode Support vector 
regression untuk melakukan pemodelan, sedangkan Pérez-Rave et al. (2017) memodelkan data 
autokorelasi dengan menggunakan metode regresi linier berganda. Namun dalam kedua penelitian 
tersebut terlihat bahwa diagram kontrol yang dihasilkan masih mengandung titik data residual 
yang terletak pada garis batas kontrol yang menyebabkan menurunnya kinerja dari diagram 
kontrol.  Berdasarkan kesimpulan dari penelitian Zhou dan Goh (2015), keakuratan model yang 
dipakai sangat penting dalam menentukan kinerja diagram kontrol. Menurut Santosa (2007) tidak 
ada model yang terbaik untuk semua data. Dalam suatu data biasanya diterapkan beberapa metode 
dengan parameter yang berbeda, selanjutnya residual dari masing- masing metode dihitung, 
metode dengan residual terkecil adalah metode yang paling sesuai. Kriteria untuk membandingkan 
metode dapat menggunakan Root Mean Square Error (RMSE). RMSE mengambil akar kuadrat 




sebelum dirata-ratakan, RMSE memberikan bobot yang relatif tinggi terhadap kesalahan besar. Ini 
berarti RMSE lebih berguna ketika kesalahan besar sangat tidak diinginkan. 
1.3 Tujuan Penelitian 
Adapun tujuan dilakukannya penelitian ini adalah : 
1. Membandingkan Least Square Support Vector Regression (LS-SVR) dan Genetic Algorithm 
Support Vector Regression (GA-SVR) dengan metode pemodelan pada penelitian Gani et 
al. (2010) dan Pérez-Rave et al. (2017) berdasarkan nilai Root Mean Square Error (RMSE). 
2. Menggunakan diagram kontrol residual berdasarkan Least Square Support Vector 
Regression (LS-SVR) dan Genetic Algorithm Support Vector Regression (GA-SVR) pada 
data yang berautokorelasi. 
3. Membandingkan diagram kontrol Residual hasil penelitian dengan pengontrolan kualitas 
pada penelitian Gani et al. (2010) dan Pérez-Rave et al. (2017). 
 
1.4 Manfaat Penelitian 
Manfaat yang bisa diperoleh dengan dilakukannya penelitian ini adalah: 
1. Menghasilkan metode pemodelan Least Square Support Vector Regression dan Genetic 
Algorithm Support Vector Regression yang lebih sesuai digunakan untuk memodelkan data 
dibandingkan dengan metode pemodelan lainnya sehingga akan meningkatkan kinerja 
diagram kontrol. 
2. Menghasilkan diagram kontrol residual berdasarkan metode pemodelan Least Square 
Support Vector Regression dan Genetic Algorithm Support Vector Regression (GA-SVR) 
yang digunakan untuk permasalahan data yang  mengalami autokeralasi sehingga tidak 
terjadi kesimpulan yang salah terhadap kondisi proses. 
 
3. Membantu mempermudah mengidentifikasi produk-produk yang out of control yang 





1.5 Batasan Penelitian 
Batasan yang digunakan dalam penelitian ini adalah: 
1. Penelitian ini berfokus pada pengendalian kualitas dengan menggunakan diagram kontrol 
individual. 
2. Kriteria ketepatan metode pemodelan didasarkan pada nilai Root Mean Square Error 
(RMSE) . 
1.6 Sistematika Penulisan 
Penulisan laporan thesis ini terdiri dari beberapa dengan sistematika penulisan sebagai 
berikut: 
 Bab I  : Pendahuluan 
Pada bab ini berisi tentang latar belakang permasalahan, perumusan 
masalah, tujuan penelitian, manfaat penelitian, batasan dan asumsi 
penelitian, sistematika penulisan. 
 Bab II  : Tinjauan Pustaka 
Pada bab ini berisi tentang teori yang digunakan sebagai dasar penelitian 
tentang Least Square Support Vector Regression (LS-SVR), Genetic 
Algorithm Support Vector Regression (GA-SVR) dan residual control 
chart. 
 Bab III : Metodologi Penelitian 
Pada bab ini berisi langkah-langkah penelitian serta flowchart penelitian 
yang digunakan sebagai acuan dalam melakukan penelitian sehingga 
penelitian dapat berjalan secara sistematis, sesuai dengan tujuan yang telah 
ditetapkan. 
 Bab IV : Pengumpulan dan Pengolahan Data 
Pada bab ini berisi rekapitulasi data serta pengolahan data yang diperoleh. 
Pengolahan data dilakukan dengan menggunakan Software Rstudio, 
Matlab dan Minitab. 
 Bab V  : Analisis dan Interpretasi Hasil 






 Bab VI : Kesimpulan dan Saran 
Pada bab ini berisi tentang kesimpulan dari keseluruhan hasil yang telah 
didapatkan dengan menjawab tujuan penelitian dan juga saran yang dapat 









Bab tinjauan pustaka ini berisi tentang konten ilmiah yang menjadi dasar teori keilmuan 
dalam pelaksanaan penelitian ini, diantaranya dasar teori metode yang digunakan dan dasar teori 
dari penelitian serupa sebelumnya. 
2  
2.1 Kualitas 
2.1.1  Definisi Kualitas Produk 
Kualitas berarti kesesuaian untuk digunakan. Kualitas didasarkan pada sudut pandang bahwa 
produk dan layanan harus memenuhi persyaratan dari yang menggunakannya. Ada dua aspek 
umum kesesuaian untuk digunakan: kualitas desain dan kualitas kesesuaian. Variasi pada tingkatan 
kualitas memang disengaja yang disebut kualitas desain sedangkan kualitas kesesuaian adalah 
seberapa baik produk sesuai dengan spesifikasi yang telah didesain. Kualitas kesesuaian 
dipengaruhi oleh sejumlah faktor, antara lain pemilihan proses manufaktur, pelatihan dan 
pengawasan tenaga kerja, jenis pengontrolan proses, tes dan kegiatan inspeksi, prosedur yang 
benar, dan motivasi dari tenaga kerja untuk mencapai kualitas (Montgomery, 2013). Pengertian 
kualitas dapat berbeda-beda pada setiap orang dimana kemampuannya (availability), kinerja 
(performance), keandalan (reliability), kemudahan pemeliharaan (maintainability) dan 
karakteristiknya dapat diukur (Juran dan Godfrey, 1998). Ditinjau dari sudut pandang produsen, 
kualitas dapat diartikan sebagai kesesuaian dengan spesifikasinya (Juran dan Godfrey, 
1998;Krajewski, at al., 2013). Suatu produk akan dinyatakan berkualitas oleh produsen, apabila 
produk tersebut telah sesuai dengan spesifikasinya. 
 
2.1.2  Dimensi dan Pengukuran Kualitas 
Kualitas produk bisa dijelaskan dan dievaluasi dengan beberapa cara. Montgomery (2013) 
menyatakan ada delapan komponen atau dimensi kualitas sebagai berikut: 
1. Performance (Apakah produk akan menjalankan fungsinya), pelanggan biasanya 
mengevaluasi sebuah produk untuk menentukan apakah produk tersebut akan melakukan 
fungsi tertentu dan menentukan seberapa baik kinerjanya.  
2. Reliability (Seberapa sering produk itu gagal), produk komplek seperti banyak peralatan, 




3. Durability (Berapa lama produk itu bertahan) adalah masa kerja produk yang efektif. 
Pelanggan menginginkan produk yang tetap baik dalam periode waktu yang lama. 
4. Serviceability (Kemudahan untuk memperbaiki produk tersebut), banyak industri di mana 
pandangan konsumen tentang kualitas secara langsung dipengaruhi oleh seberapa cepat 
dan ekonomisnya perbaikan atau aktivitas perawatan rutin dapat dilakukan. 
5. Aesthetics (Bentuk produk) adalah daya tarik visual produk yang juga memperhitungkan 
faktor-faktor seperti gaya, warna, bentuk, alternatif kemasan, karakteristik sentuhan, dan 
fitur sensoris lainnya. 
6. Features (Apa yang dapat dilakukan produk), kebanyakan pelanggan menghubungkan 
kualitas tinggi dengan produk yang telah menambahkan fitur yang melebihi kinerja 
dasarnya. 
7. Perceived Quality (Reputasi perusahaan atau produknya), reputasi masa lalu perusahaan 
mengenai kualitas produk secara langsung dipengaruhi oleh kegagalan dari produk yang 
sangat mudah terlihat, dan bagaimana  pelayanan pelanggan ketika terjadi masalah pada 
produk akan menentukan reputasi perusahaan. 
8. Conformance to Standards (Apakah produk dibuat persis seperti yang dirancang), biasanya 
produk disebut sebagai produk yang berkualitas tinggi ketika memenuhi persyaratannya. 
Sebagian besar perusahaan merasa sulit (dan mahal) untuk menyediakan produk yang 
mempunyai karakteristik kualitas yang selalu identik dari unit ke unit, atau berada pada tingkat 
yang sesuai dengan harapan. Penyebab utama dari hal ini adalah variabilitas dalam setiap produk 
yang berakibat tidak adanya dua produk yang identik. Jika variasi kecil, maka hal itu mungkin 
tidak berdampak pada pelanggan. Namun, jika variasinya besar, maka pelanggan bisa menganggap 
unit tersebut tidak diinginkan dan tidak dapat diterima. Variabilitas hanya dapat dijelaskan dalam 
istilah statistik, metode statistik mengambil peran penting dalam upaya peningkatan kualitas. 
Dalam penerapan metode statistik terhadap kualitas, data diklasifikasikan pada karakteristik 
kualitas sebagai data atribut atau variabel. Data variabel biasanya ditandai dengan pengukuran 
kontinu, seperti panjang, tegangan, atau viskositas sedangkan data atribut biasanya adalah data 
diskrit yang sering berbentuk hitungan (Montgomery, 2013). 
Nilai pengukuran yang sesuai dengan nilai yang diinginkan untuk karakteristik kualitas 
disebut nominal atau nilai target untuk karakteristik tersebut. Nilai target ini biasanya dibatasi oleh 
berbagai nilai yang paling khas dan cukup dekat ke sasaran sehingga tidak berdampak pada fungsi 
atau kinerja produk jika karakteristik kualitasnya berada dalam kisaran tersebut. Nilai terbesar 
yang diijinkan untuk karakteristik kualitas disebut batas spesifikasi atas (BSA), dan nilai terkecil 




karakteristik kualitas terkadang tidak memiliki dua batas spesifikasi namun juga bisa hanya 
memiliki batas pada satu sisi target (Montgomery, 2013). 
2.2 Diagram Kontrol (Control Chart) 
2.2.1 Definisi Diagram Kontrol 
Diagram kontrol proses statistik adalah grafik data yang digunakan untuk membantu 
memahami, mengendalikan, dan memperbaiki proses, seperti pengendalian cacat atau kejadian 
buruk pada proses. Walaupun diagram kontrol berbasis teori statistik, namun mudah digunakan 
oleh praktisi untuk menafsirkan kondisi dari sebuah proses (Benneyan, 2001). 
Diagram kontrol diperkenalkan oleh Walter A. Shewhart pada tahun 1920an. Diagram 
kontrol merupakan salah satu teknik utama pengendalian proses statistik (Statistical Process 
Control) (Montgomery, 2013). Diagram kontrol merupakan metode statistik yang telah berguna 
bagi praktisi untuk menghasilkan barang dan jasa yang berkualitas. Ada tiga kegunaan diagram 
kontrol kualitas. Pertama, membantu praktisi untuk membawa sebuah proses kepada keadaan yang 
terkontrol secara statistik. Kedua, bisa digunakan sebagai bantuan dalam membangun proses agar 
berada dalam keadaan terkendali secara statistik. Ketiga, diagram kontrol digunakan untuk 
membantu praktisi dalam memantau perubahan proses dari keadaan terkontrol secara statistik ke 
keadaan tidak terkontrol secara statistik (King, 2008). 
Diagram kontrol juga menunjukkan adanya perubahan data dari waktu ke waktu, tetapi tidak 
menunjukkan penyebab penyimpangan meskipun penyimpangan itu terlihat. Dengan diagram 
kontrol: 
 Dapat dibuat batas-batas guna melihat apakah hasil produksi menyimpang dari ketentuan 
yang disyaratkan.  
 Dapat dengan mudah diawasi apakah proses dalam kondisi stabil atau tidak. 
 Bila terjadi banyak penyimpangan pada produk dapat segera menentukan tindakan apa 
yang harus diambil. 
 
2.2.2 Bentuk Diagram Kontrol 
Diagram kontrol digunakan untuk mendeteksi adanya penyimpangan dengan cara 
menetapkan batas-batas kendali:  
1. Upper Control Limit / batas kendali atas (UCL), merupakan garis batas atas untuk suatu 
penyimpangan yang masih diperbolehkan.  
2. Central Line / garis pusat atau tengah (CL), merupakan garis yang menunjukkan pusat dari 




3. Lower Control Limit / batas kendali bawah (LCL), merupakan garis batas bawah untuk 
suatu penyimpangan dari karakteristik sampel. 
 
 
Gambar 2. 1 Diagram Kontrol Statistik (Russo et al., 2012) 
Proses produksi dianggap tidak terkendali secara statistik ketika setidaknya salah satu dari 
pengamatan yang diamati pada grafik SPC mempunyai ciri- ciri sebagai berikut: 
1. Ada titik di luar batas kontrol 3-sigma. 
2. Setidaknya delapan poin berturut-turut ada di satu sisi grafik 
3. Dua atau tiga poin berturut-turut berada di luar batas 2-sigma namun masih di dalam batas 
kontrol 
4. Empat atau lima poin berturut-turut berada di luar batas 1-sigma  
5. Pola yang tidak biasa atau tidak acak terjadi pada data, seperti pola siklik 
6. Satu atau beberapa titik mendekati batas peringatan atau kontrol. (Omar, 2010) 
Bentuk distribusi data dapat berupa data yang tidak normal yang membuat diagram kontrol 
menunjukkan plot data yang keluar dari batas kendali baik batas kendali atas maupun batas kendali 
bawah. Gambar 2.2 menunjukkan diagram kontrol dengan distribusi normal dari data pengamatan 
dan distribusi normal dari data rata-rata grup. 
 




Diagram kontrol juga dapat digunakan untuk memperkirakan parameter sebuah proses 
produksi, dan melalui informasi tersebut dapat diketahui kapabilitas prosesnya. Diagram kontrol 
juga dapat memberikan informasi yang berguna dalam memperbaiki proses. Tujuan akhir dari 
pengendalian proses statistik adalah penghapusan variabilitas dalam proses. Pada kenyataannya 
tidak mungkin untuk benar-benar menghilangkan variabilitas, namun diagram kontrol adalah alat 
yang efektif dalam mengurangi variabilitas sebanyak mungkin (Montgomery, 2013) 
Menurut Montgomery (2013) faktor-faktor yang mempengaruhi pengendalian kualitas yang 
dilakukan perusahaan adalah:  
1. Kemampuan Proses, batas-batas yang ingin dicapai haruslah disesuaikan dengan 
kemampuan proses yang ada.  
2. Spesifikasi yang berlaku, spesifikasi hasil produksi yang ingin dicapai harus dapat berlaku 
bila ditinjau dari segi kamampuan proses dan keinginan atau kebutuhan konsumen. Dalam 
hal ini haruslah dapat dipastikan dahulu apakah spesifikasi tersebut dapat berlaku dari 
kedua segi yang telah disebutkan sebelum pengendalian kualitas pada proses dapat 
dimulai. 
3. Tingkat ketidaksesuaian yang dapat diterima, tujuan dilakukannya pengendalian suatu 
proses adalah dapat mengurangi produk yang berada di bawah standar seminimal 
mungkin. Tingkat pengendalian yang diberlakukan tergantung pada banyaknya produk 
yang berada dibawah standar yang dapat diterima.  
4. Biaya kualitas, biaya kualitas sangat mempengaruhi tingkat pengendalian kualitas dalam 
menghasilkan produk dimana biaya kualitas mempunyai hubungan yang positif dengan 
terciptanya produk yang berkualitas.  
Asumsi mendasar untuk proses statistik adalah data yang dihasilkan oleh proses yang 
terkontrol adalah identik dan independen yang mengikuti sebaran normal dengan rata-rata µ dan 
standar deviasi σ. Namun, dalam proses kontinyu asumsi independen tidak selalu terjamin, 
terutama bila unit yang berurutan mempunyai hubungan dengan unit sebelumnya. Oleh karena 
itu, diagram kontrol standar mungkin menunjukkan frekuensi alarm palsu (Error tipe I) yang 
meningkat (Magaji et al., 2015). Autokorelasi muncul pada data yang dihasilkan oleh proses 
kontinyu karena nilai parameter tertentu yang dipantau bergantung pada nilai parameter 
sebelumnya. Proses manufaktur berupa produk kontinyu seperti pembuatan makanan, bahan 






2.2.3 Individual Control Chart 
Dalam banyak situasi biasanya ditemukan ukuran sampel dari sebuah pengamatan adalah 
satu (n=1) yang menyebabkan hanya terdapat satu buah pengamatan di setiap periodenya. 
Beberapa situasi seperti ini diantaranya: 
1. Penggunaan inspeksi dan pengukuran teknologi otomatis, setiap unit yang diproduksi 
dianalisis sehingga tidak ada dasar untuk membuat subgrup. 
2. Ketersediaan data relatif lambat, dan sulit untuk mengikuti ukuran sampel n> 1 untuk 
diakumulasikan sebelum dianalisis. Interval yang panjang antar pengamatan akan 
menyebabkan masalah pada subgrup. Hal ini sering terjadi pada situasi manufaktur dan 
nonmanufaktur. 
3. Pengukuran berulang pada proses berbeda dikarenakan kesalahan laboratorium atau 
analisis, seperti dalam banyak proses kimia. 
4. Beberapa pengukuran diambil pada unit produk yang sama, seperti mengukur 
ketebalan oksida di beberapa lokasi yang berbeda pada wafer di manufaktur 
semikonduktor. 
5. Pada proses pabrik, seperti pembuatan kertas, pengukuran pada beberapa parameter, 
seperti ketebalan lapisan roll, akan sedikit berbeda dan menghasilkan standar deviasi 
yang terlalu kecil jika tujuannya adalah untuk mengendalikan ketebalan lapisan 
sepanjang roll. 
6. Pengukuran individu sangat umum terjadi pada banyak proses transaksi, bisnis, dan 
layanan karena tidak ada dasar untuk pembuatannya. Terkadang hal ini terjadi karena 
ada kesenjangan waktu yang besar antar aktivitas pelayanan. 
Misalkan ada w sampel data dengan rata-rata µ𝑤 dan simpangan baku σ𝑤 sehingga diagram 
kontrol individual dapat dituliskan sebagai berikut (Montgomery, 2013): 
UCL   = µ𝑤 + L σ𝑤      (2.1) 
CL = µ𝑤       (2.2) 
LCL     = µ𝑤 - L σ𝑤           (2.3) 
dimana L adalah jarak batas kendali ke garis tengah.  Teori umum diagram kontrol ini pertama 
kali diusulkan oleh Walter A. Shewhart, dan diagram kontrol yang dikembangkan sesuai dengan 
prinsip-prinsip ini sering disebut diagram kontrol Shewhart. 
 
2.3 Normalitas Data 
Asumsi dasar dalam penggunaan diagram kontrol adalah data proses saat terkontrol 




jenis distribusi data baik itu untuk data diskrit maupun kontinyu. Distribusi untuk data diskrit 
seperti Binom, Poisson, Hipergeometrik, Binom Negatif. Sedangkan distribusi untuk data 
kontinyu seperti Normal, Weibull, Lognormal, Eksponensial dan Gamma. Grafik dari distribusi 
Normal dapat dilihat pada kurva Normal. Peubah acak yang memiliki bentuk menyerupai 
distribusi Normal disebut dengan Peubah acak Normal (Walpole et al., 2002).  
Distribusi Gaussian atau normal adalah distribusi yang paling penting dalam teori statistik. 
Fungsi kepekatan peluang dari distribusi normal untuk variabel X ditentukan oleh mean-nya µ dan 






2𝜎2      − ∞ < x < ∞    (2.4) 
Peluang bahwa variabel normal akan berada pada interval - 1,96 <x <+1,96 adalah 95%. Distribusi 
normal penting karena benar-benar ditentukan oleh momen pertama dan kedua. Gambar 2.3 
menunjukkan kurva distribusi normal untuk rata-rata  µ = 0 dan 𝜎2 = 1. 
 
Gambar 2. 3 Kurva Fungsi Kepekatan Peluang Distribusi Normal (Sumber: Broersen, 2006) 
Uji Normalitas dilakukan untuk mengetahui apakah data pengamatan mengikuti distribusi 
Normal atau tidak. Uji normalitas data dapat dilakukan dengan menggunakan dua cara yaitu 
menggunakan cara grafis atau dengan melakukan uji secara exact menggunakan pendekatan 
statistik. Salah satu cara yang sederhana untuk uji normalitas adalah secara grafis yaitu dengan 
Histogram atau Normal Probability Plot. Histogram  lebih sederhana dan mudah dibuat namun 
jika sampel data kecil, histogram kurang baik untuk pengujian. Normal Probability Plot 
membandingkan distribusi kumulatif dari data aktual dengan distribusi kumulatif dari distribusi 
Normal. Bentuk kurva peluang distribusi Normal berupa garis diagonal, apabila sebaran data 
aktual berada di sekitar garis diagonal maka data dikatakan berdistribusi Normal (Hair et al., 
2010). 
Cara lain untuk melakukan Uji Normalitas data adalah Uji Shapiro-Wilk. Data pengamatan 
harus mengikuti distribusi Normal sesuai dengan asumsi dalam SPC. Nilai statistik pengujian 











     (2.5) 
dimana 𝑦𝑖 merupakan amatan ke-𝑖 dan ?̅? adalah rata-rata sampel, sedangkan 𝑎𝑖 dapat dituliskan 
sebagai: 
𝒂𝑖 = (𝑎1, … , 𝑎𝑛) =
𝒎𝑇𝑽−1
(𝒎𝑇𝑽−1𝑽−1𝒎)2
     (2.6) 
dan 𝑚 = (𝑚1, … , 𝑚𝑛)
𝑇 adalah nilai ekspektasi dari order statistik variabel random berdasarkan 
distribusi normal standar dan 𝑽 adalah matrix order statistik. Nilai 𝑊 berada di rentang 0 sampai 
dengan 1. Nilai 𝑊 yang kecil mengindikasikan data tidak berdistribusi normal, sedangkan semakin 
besar nilai 𝑊 maka data akan cenderung berdistribusi normal (Shapiro & Wilk, 1965). 




Asumsi paling penting dalam penggunaan diagram kontrol adalah independensi dari 
pengamatan. Diagram kontrol tidak bekerja dengan baik jika terdapat autokorelasi pada data 
meskipun autokorelasinya kecil. Secara khusus, diagram kontrol akan memberikan hasil yang 
menyesatkan dimana akan ada terlalu banyak alarm palsu ketika data berkautokorelasi. 
 
Gambar 2. 4 Diagram Kontrol Data Autokorelasi (Sumber: Montgomery, 2013) 
Autokorelasi menunjukkan korelasi antara deret waktu 𝑦𝑡 dan nilai lagnya sendiri 𝑦𝑡−1 
yang dapat dituliskan: 
𝑦𝑡 = ρ 𝑦𝑡−1 + 𝑈𝑡      (2.7) 
2.4.1 Sample Autocorrelation Function (Sample ACF) 
Autocorrelation Function (ACF) adalah korelasi atau hubungan antar data pengamantan 
suatu deret berkala. Sample ACF merupakan alat penting untuk memeriksa hubungan (Cryer, 











     (2.8)  
di mana: 
𝑟𝑘 : koefisien autokorelasi sampel pada lag-k 
𝑌𝑡 : pengamatan pada waktu ke-t 
?̅? : rata-rata pengamatan 
𝑌𝑡−𝑘 : pengamatan pada waktu ke 𝑡 − 𝑘 
 
2.5 Diagram Kontrol Pada Data Yang Berautokorelasi 
Alwan dan Roberts (1988) mengembangkan diagram kontrol Shewhart residual yang 
disebut special cause chart (SCC) sebagai pendekatan yang umum untuk mendeteksi 
kemungkinan pergeseran rata-rata proses pada data autokorelasi yang dibentuk dengan 
menerapkan residual dari model time series berdasarkan data proses pada grafik SPC tradisional 
(Shewhart, CUSUM, EWMA dan sebagainya) (Magaji, et al., 2015). Dalam grafik ini, selisih 
antara nilai prediksi dan data yang sebenarnya, yaitu residual, diasumsikan tidak berkorelasi secara 
statistik dan mengikuti distribusi normal. Ide dasar dalam penggunaan metode SCC adalah 
mengubah data autokorelasi asli menjadi satu set residual untuk selanjutnya melakukan 
pengamatan terhadap residual tersebut. Diagram kontrol Shewhart, CUSUM atau EWMA adalah 
diagram yang paling sering digunakan pada diagram kontrol residual. 
Salah satu model time series yang paling sering digunakan adalah Autoregressive Integrated 
Moving Average (ARIMA) yang dapat menghapus korelasi serial dari data. Jadi residual yang 
berasal dari model ini digunakan untuk mewakili proses yang sedang diamati.  
Karaoglan dan Bayhan (2011) berpendapat, bila ada autokorelasi signifikan dalam proses 
data, diagram kontrol tidak bisa diterapkan secara langsung tanpa beberapa modifikasi. Tiga 
pendekatan umum, yaitu: (I) memodelkan proses pengamatan menggunakan Autoregressive 
Integrated Moving Average (ARIMA) dan kemudian menerapkan diagram kontrol tradisional 
untuk memetakan residualnya; (II) Menyesuaikan batas kontrol standar dalam diagram kontrol 
untuk memperhitungkan autokorelasi dari pengamatan proses; (III) menghilangkan autokorelasi 
dari pengamatan proses menggunakan teknik pengendali. Kandananond (2014) mencatat bahwa, 
upaya untuk menyesuaikan proses yang stabil untuk mengimbangi gangguan yang tidak 
diinginkan mungkin berimbas pada proses dan juga bisa menyebabkan variasi yang lebih banyak, 
dan yang terbaik adalah mengintegrasikan model peramalan ke alat SPC tradisional. 
Beberapa peneliti mempelajari perilaku kinerja diagram kontrol dengan adanya autokorelasi, 




variabel maupun diagram kontrol atribut. Menurut Alwan dan Roberts (1988), lebih dari 85% 
penerapan kontrol proses pada industri menampilkan batas kontrol yang salah karena autokorelasi 
dari proses pengamatan sehingga melanggar asumsi dasar diagram kontrol Shewhart. Reid dan 
Sanders (2011) menyatakan bahwa diagram kontrol variabel dapat digunakan untuk memantau 
karakteristik kualitas yang dapat diukur dan memiliki skala yang berkesinambungan. Statistik 
deskriptif seperti ukuran kecenderungan dan variasi sentral juga bisa sangat membantu dalam 
menggambarkan karakteristik tertentu dari suatu produk dan proses. Diagram kontrol untuk atribut 
di sisi lain, dapat digunakan untuk memantau karakteristik yang diskrit dan bisa dihitung dan 
terkadang hal ini dapat dicapai dengan keputusan 'ya' atau 'tidak' yang sederhana.  
2.6 Residual Control Chart 
Pada industri modern, proses produksi biasanya melibatkan sejumlah proses yang 
berkorelasi satu sama lain. Meskipun diagram kontrol individu univariat dapat diterapkan untuk 
memonitor parameter proses individual, namun bergantung pada diagram seperti itu dapat 
menyebabkan kesimpulan yang tidak efisien dan hasil yang tidak memuaskan. Sebaliknya, 
diagram kontrol multivariat yang memperhitungkan hubungan antara variabel proses dapat 
meningkatkan probabilitas false alarm (tingkat kesalahan Tipe I) untuk pemantauan proses 
(Woodall dan Montgomery ,1999; Johnson dan Wichern, 2007). Alwan dan Roberts (1988) juga 
memperkenalkan Special Cause Chart (SCC) yaitu dengan membentuk model ARIMA untuk 
proses autokorelasi. SCC bukan sebuah diagram kontrol sebenarnya, karena tidak memiliki batas 
kontrol, hanya terdiri dari plot data yang telah dimodelkan dengan model ARIMA. SCC adalah 
prakiraan yang diperoleh saat data difitkan dengan model time series yang tepat. Hal ini 
dimaksudkan untuk memberi gambaran tentang keadaan yang diprediksi dari karakteristik kualitas 
tanpa batasan kontrol (Samanta dan Bhattacherjee, 2001 dalam Magaji, et al. , 2015).  
Alasan menggunakan diagram residual adalah asumsi bahwa model time series sesuai yaitu 
residual tidak berkorelasi. Diagram kontrol tradisional seperti X-chart (diagram individu), 
Cumulative Sum (diagram CUSUM) dan diagram eksponential weighted moving average 
(EWMA) kemudian dapat diterapkan ke residual. Namun, diagram residual tidak memiliki sifat 
yang sama dengan diagram tradisional. Harris dan Ross (1991) mengakui bahwa diagram residual 
dari proses autoregresif (orde 1) yang baru sekalipun mungkin memiliki kemampuan yang buruk 
untuk mendeteksi pergeseran rata-rata proses. Longnecker dan Ryan (1990) dalam Psarakis (2007) 
menunjukkan bahwa untuk proses AR (1), diagram residual memiliki probabilitas tinggi untuk 
mendeteksi pergeseran rata-rata segera setelah terjadi, namun jika diagram residual gagal 




selanjutnya untuk proses AR (1) dengan autokorelasi positif. Gambar 2.5 menunjukkan metode 
prediksi yang digunakan untuk data time series. 
 
Gambar 2. 5 Metode Peramalan (Sumber: Kaya et al., 2017)  
2.7 Support Vector Regression 
Algoritma Support Vector adalah generalisasi nonlinier dari algoritma Generalized Portrait 
yang dikembangkan di Rusia pada tahun enam puluhan (Vapnik dan Lerner 1963, Vapnik dan 
Chervonenkis 1964).  
Support vector machine (SVM) memiliki dua sifat khusus yang dapat dicapai:  
(1)  Generalisasi yang tinggi dengan memaksimalkan margin dan  
(2)  Mendukung sebuah pembelajaran yang efisien dari fungsi nonlinier dengan trik kernel 
(Suganyadevi dan Babulal, 2014) 
Untuk klasifikasi, SVM mencoba menemukan hyperplane optimal, yang dinyatakan sebagai 
kombinasi linier dari subset pelatihan data (disebut support vectors) dengan memecahkan masalah 
batasan linear quadratic programming  (QP) dengan margin maksimal antara dua kelas. Namun, 




memecahkan sebuah masalah estimasi regresi nonlinier yang disebut SVM untuk regresi atau 
Support vector regression.  
 
Gambar 2. 6 Pemetaan Data dalam Support Vector Machine  
(Sumber: Scolkopf & Smola, 2002) 
Support vector regression (SVR) merupakan bentuk aplikasi yang paling umum dari Support  
Vector Machine (SVM) yang digunakan untuk permasalahan regresi. Tujuan SVR adalah untuk 
mendapatkan sebuah fungsi sebagai suatu hyperplane berupa fungsi regresi dimana terdapat 
kesesuaian dengan seluruh data input dengan sebuah error dan membuat ԑ sekecil mungkin 
(Schölkopf & Smola, 2002). 
Pertama- tama SVR diilustrasikan dengan fungsi linier, selanjutnya permasalahan nonlinier 
bisa ditransformasi menjadi permasalahan linier dengan peta nonlinier dari ruang input dimensi 
yang lebih rendah ke ruang fitur dimensi yang lebih tinggi (Leksakul et al., 2015). Gambar 2.6 
menunjukkan fungsi kernel yang dapat mengubah data menjadi ruang berdimensi lebih tinggi 
sehingga dimungkinkan untuk melakukan pemisahan. 
Gambar 2.7 menunjukkan struktur dari support vector regression dalam memetakan fungsi 
regresi. Pemetaan support vector regression didasari oleh pemetaan data input menjadi ruang 
dimensi yang lebih tinggi dengan melalui pemetaan tidak linier menggunakan fungsi kernel.  
 





?̂?𝑡+1 = 𝑓(𝑥𝑡, 𝑥𝑡−1, … , 𝑥𝑡−(𝑚−1)) ; ?̂?𝑡+1 adalah nilai prediksi dan ?⃗?𝑡 adalah nilai amatan, 
sedangkan 𝐾(?⃗?𝑖, ?⃗?) adalah dot –product fungsi kernel yang sesuai (Suganyadevi, 2014) 
SVR adalah fungsi yang didekati dengan menggunakan bentuk (Leksakul et al., 2015): 
𝑓(𝑥𝑡) = 〈𝑤, 𝑥𝑡〉 + 𝑏     (2.10) 
dimana 〈. , . 〉 menandakan dot product X,X dalam input space, w adalah vektor weight dan b adalah 
bias. Flatness dalam persamaan (2.10) berarti mencari w sekecil mungkin. Salah satu cara untuk 
memastikan hal ini adalah meminimalkan persamaan regularisasi ‖𝑤‖2= (w,w). Permasalahan ini 




‖𝑤‖2      (2.11) 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 {
  𝑦𝑖 − 〈𝑤, 𝑥𝑖〉 − 𝑏 ≤ 𝜀
〈𝑤, 𝑥𝑖〉 + 𝑏 − 𝑦𝑖 ≤ 𝜀
                                    (2.12) 
 
Gambar 2. 8 Regresi dengan tabung ԑ-sensitive (Sumber: Burges, 1998) 
Asumsi tersembunyi dalam persamaan (2.12) adalah bahwa fungsi f tersebut sebenarnya ada 
yang mendekati semua pasangan (xi , yi) dengan presisi ε, atau dengan kata lain, permasalahan 
optimasi convex memang layak dilakukan. Terkadang mungkin tidak menjadi masalah, atau 
mungkin juga dibiarkan beberapa kesalahan yang dianalogikan sebagai "soft margin" dari loss 
function (Bennett dan Mangasarian, 1992) yang digunakan pada SV machine oleh Cortes dan 
Vapnik (1995), salah satunya memperkenalkan variabel slack 𝜉𝑡 dan 𝜉𝑡
∗ untuk mengatasi jika 
kendala pada masalah optimasi (2.12) tidak layak. Formulasi yang terdapat dalam Vapnik (1995) 




‖𝑤‖2 + 𝐶 ∑ (𝜉𝑡 +  𝜉𝑡
∗)𝑇𝑡=1     (2.13) 
subject to:  




< 𝑤, 𝑥𝑡 > +𝑏 − 𝑦𝑡 ≤ 𝜀 + 𝜉𝑡    (2.15) 
𝜉𝑡, 𝜉𝑡
∗, 𝐶 ≥ 0      (2.16) 
Konstanta C > 0 menentukan trade-off antara flatness dari f dan jumlah penyimpangan yang 
lebih besar dari toleransi ε (Smola & Scolkopf, 2004). Loss function 𝜀 –insensitive diterapkan 
untuk mengukur ketidaksesuaian antara kumpulan data dan fungsi interpolasi 𝑓(𝑥𝑡) yang 
ditunjukkan dengan: 
L (yt, f(x)) = {
0          ; 𝑗𝑖𝑘𝑎 |𝑦𝑡 − 𝑓(𝑥)| ≤ 𝜀
|𝑦𝑡 − 𝑓(𝑥)| − 𝜀     ; 𝑙𝑎𝑖𝑛𝑛𝑦𝑎
   (2.17) 
Kesalahan pada batasan atas dan bawah pada titik training dapat di estimasi dengan 𝜉𝑡, 𝜉𝑡
∗. Bernilai 
nol untuk semua poin di dalam batasan (Leksakul et al., 2015). 
Permasalahan optimasi pada persamaan (2.13) dapat diselesaikan dalam dual form 
menggunakan metode Lagrange yang dapat dituliskan sebagai berikut : 
𝐿 =  
1
2
‖𝑤‖2 + 𝐶 ∑ (𝜉𝑡 + 𝜉𝑡
∗) −𝑙𝑡=1 𝐶 ∑ (𝜂𝑖𝜉 +  𝜂𝑖
∗𝜉∗) −𝑙𝑡=1 ∑ 𝛼𝑡(𝜀 + 𝜉𝑡 −
𝑙
𝑡=1  𝑦𝑡+< 𝑤, 𝑥𝑡 >
 + 𝑏) − ∑ 𝛼𝑡
∗(𝜀 + 𝜉𝑡
∗ −𝑙𝑡=1  𝑦𝑡+< 𝑤, 𝑥𝑡 >  + 𝑏)   (2.18) 
dimana L adalah fungsi Lagrange dan 𝜂𝑖, 𝜂𝑖
∗, 𝛼𝑡, 𝛼𝑡
∗ adalah pengali Lagrange. Permasalahan dual 
pada persamaan 2.18 harus memenuhi 𝜂𝑖
∗, 𝛼𝑡
∗ ≥ 0. Solusi dari persamaan 2.18 adalah dengan 
menurunkan parsial L dengan b, w dan 𝜉𝑡 seperti berikut : 
𝜕𝐿
𝜕𝑏
=  ∑ (𝑙𝑡=1 𝛼𝑡
∗ − 𝛼𝑡) = 0      (2.19) 
𝜕𝐿
𝜕𝑤
= 𝑤 − ∑ (𝑙𝑡=1 𝛼𝑡
∗ − 𝛼𝑡) 𝑥𝑡 =  0    (2.20) 
𝜕𝐿
𝜕𝜉𝑡
∗ = (𝐶 − 𝛼𝑡
∗ − 𝜂𝑡
∗) = 0      (2.21) 





  ∑ (𝑙𝑡,𝑢=1 𝛼𝑡 − 𝛼𝑡
∗)(𝛼𝑢 − 𝛼𝑢
∗ )  < 𝑥𝑡 , 𝑥𝑢 >  − 𝜀 ∑ (
𝑙
𝑡=1 𝛼𝑡 − 𝛼𝑡
∗) + ∑ 𝑦𝑡(
𝑙
𝑡,=1 𝛼𝑡 − 𝛼𝑡
∗)
         (2.22) 
subject to  
∑ 𝑦𝑡(
𝑙
𝑡,=1 𝛼𝑡 − 𝛼𝑡
∗) = 0 dan 𝛼𝑡, 𝛼𝑡
∗ ∈ [0,C]    (2.23) 
Dengan mempertimbangkan fungsi kernel, persamaan fungsi 𝐹(𝑋) akan menjadi sebuah 
fungsi linear yang ditunjukkan dengan persamaan berikut: 
 
𝐹(𝑥) = ∑ (𝛼𝑖 − ?̂?𝑖)𝐾𝑥𝑖𝑥𝑗 + 𝑏
𝑁
𝑖=1      (2.24) 
dimana: 




Beberapa jenis fungsi kernel umum digunakan dalam menyelesaikan permasalahan support 
vector regression. Berikut merupakan fungsi kernel yang dapat digunakan pada SVM 
(Karatzoglou et al., 2006): 
 
Tabel 2.  1 Fungsi Kernel 
No Fungsi Kernel Formula 
1 Linier 𝑯(𝒙, 𝒙′) = 〈𝒙, 𝒙′〉 
2 Radial Basis 
Function 
𝑯(𝒙, 𝒙′) = exp (−𝛾‖𝒙 − 𝒙′‖2) 
3 Polinomial 𝑯(𝒙, 𝒙′) = (𝛾. 〈𝒙, 𝒙′〉 + 𝑐)𝑑 







6 Laplace Radial 
Basis Function  
𝑯(𝒙, 𝒙′) = exp (−𝜎‖𝒙 − 𝒙′‖) 
7 Radial Basis 





















2.8 K-Fold Cross Validation 
Cross-Validation adalah metode statistik untuk mengevaluasi dan membandingkan 
algoritma pembelajaran dengan membagi data menjadi dua bagian: satu digunakan untuk training 
atau melatih model dan yang lain digunakan untuk memvalidasi model. Cross Validation  
digunakan untuk menemukan parameter terbaik dari satu model dengan cara menguji besarnya 
error pada data test (Santosa, 2007). Bentuk dasar dari cross validation adalah k-fold cross-
validation (Refaeilzadeh et al., 2016). Dalam k-fold cross-validation, data dipartisi terlebih dahulu 
ke dalam k bagian yang sama (atau hampir sama) atau set. Selanjutnya k iterasi pelatihan dan 
validasi dilakukan sedemikian rupa sehingga dalam setiap iterasi didapatkan set data validasi yang 
berbeda sedangkan sisa k-1 set digunakan untuk pelatihan. Gambar 2.9 menunjukkan proses cross 





Gambar 2. 9 Ilustrasi K-Fold Cross Validation 
Ada dua kemungkinan tujuan dalam cross validation: 
1. Untuk memperkirakan kinerja model yang dipelajari dari data yang tersedia menggunakan 
satu algoritma. Dengan kata lain, untuk mengukur kemampuan generalisasi suatu 
algoritma. 
2. Untuk membandingkan kinerja dua atau lebih algoritma berbeda dan menemukan 
algoritma terbaik untuk data yang tersedia, atau alternatif untuk membandingkan kinerja 
dua atau lebih varian dari parameter model. 
2.9 Algoritma Genetika 
Algoritma Genetika (GA) adalah metode optimasi dan pencarian yang dikembangkan 
berdasarkan prinsip genetika dan seleksi alam berdasarkan Teori Evolusi Darwin (Holland, 1975). 
Dalam GA, populasi awal dari individu, masing-masing mempunyai kemungkinan untuk menjadi 
solusi dari permasalahan. Masing- masing individu berevolusi dengan operator genetik yaitu 
seleksi, kawin silang dan mutasi (Fernandez-Lozano et al., 2016). Individu dapat dikatakan sama 
dengan kromosom yang merupakan kumpulan gen. Kromosom merupakan bagian penting dalam 
GA. Satu kromosom atau individu mewakili satu vektor solusi (Santosa & Willy, 2011). 
Representasi kromosom digunakan untuk mewakili suatu nilai solusi dengan bilangan biner yang 
memiliki nilai 0 atau 1. Panjang setiap kromosom bergantung pada ketelitian yang dikehendaki. 
Persamaan 2.25 menunjukkan perhitungan panjang kromosom yang harus disediakan dengan 
ketelitian yang dikehendaki. 
 
𝑟 ∗ 10𝑘 ≈ 2𝑛     (2.25) 
di mana, 
 r : Kisaran solusi 




n+1 : Banyaknya bit yang harus disediakan. 
Gambar 2.10 menunjukkan hubungan antara Allele, Gen, Kromosom, Individu dan populasi 
sebagai berikut: 
 
Gambar 2. 10 Ilustrasi Representasi Penyelesaian Masalah Dalam Algoritma Genetika 
 
Pada algoritma genetika, persamaan 2.26 digunakan untuk merubah nilai real  pada kisaran 
solusi sedangkan persamaan 2.27 merupakan representasi kromosom biner yang bertujuan untuk 
mengkonversi nilai biner menjadi bilangan real atau decoding dalam interval batas atas dan batas 
bawah: 
 
𝑖𝑛𝑡 = ∑ 𝑏𝑖𝑡(𝑖) ∗ 2𝑖𝑛𝑖=0      (2.26) 
 
𝑠𝑜𝑙𝑢𝑠𝑖 = min + (𝑖𝑛𝑡 ∗
𝑟
2𝑛+1−1
)   (2.27) 
 
di mana, 
 bit(i) : Nilai bit ke-i (0 atau 1) 
 min : Nilai batas bawah solusi 
 r  : Kisaran solusi 
Dalam GA untuk mengukur tingkat kebaikan suatu solusi dengan solusi yang dicari adalah 
menggunakan Fungsi fitness. Fungsi fitness yang biasa digunakan adalah sebagai berikut (Santosa 




F (x) = 
1
1+𝑓(𝑥)
 untuk kasus minimasi fungsi objektif 
dan 
F (x) = 𝑓(𝑥) untuk kasus maksimasi fungsi objektif 
Dimana 𝑓(𝑥) adalah fungsi tujuan dari masalah yang ingin diselesaikan.  
Nilai fitness menentukan kromosom mana yang akan diseleksi. Seleksi adalah proses untuk 
menentukan kromosom yang akan bertahan dalam populasi. Kromosom terpilih mempunyai 
kemungkinan untuk mengalami proses kawin silang (crossover) (Zukhri, 2014). Dengan nilai 
fitness yang tinggi maka kesempatan reproduksi bagi individu lebih besar dibandingkan individu 
lain dalam suatu populasi. Ada beberapa metode seleksi yaitu diantaranya metode roda roulette, 
dan turnamen. 
Setelah proses seleksi selesai dilakukan maka langkah selanjutnya adalah kawin silang yang 
merupakan operator dalam Algoritma genetika yang melibatkan dua induk dengan tujuan untuk 
melahirkan kromosom baru (Zukhri, 2014). Proses kawin silang akan menghasilkan dua 
kromosom anak yang merupakan kombinasi gen dari dua kromosom induk. Nilai peluang 
Crossover (pc) akan menentukan frekuensi dari penyilangan.  
Gambar 2.11 menunjukkan alur kawin silang pada algoritma genetika sebagai berikut: 
 
Gambar 2. 11 Diagram Alir Proses Kawin Silang 
Selanjutnya, mutasi adalah bagian penting dalam proses pencarian solusi untuk membantu 




memunculkan individu baru yang berbeda sama sekali dengan individu yang sudah ada (Santosa 
& Willy, 2011). Dalam mutasi terdapat peluang mutasi (pm). Probabilitas ini akan menentukan 
kromosom mana yang akan mengalami perubahan gen. Jika pm terlalu kecil, banyak gen yang 
mungkin berguna tidak pernah dievaluasi namun jika pm terlalu besar, maka terlalu banyak 
gangguan acak, sehingga anak kehilangan kemiripan dari induknya. Alur proses mutasi dapat 
dilihat pada Gambar 2.12 sebagai berikut: 
 
Gambar 2. 12 Diagram Alir Proses Mutasi 
2.10 Least Square Support Vector Regression 
 Least square support vector regression adalah variasi lain dari Support vector 
regression. SVR mengharuskan untuk menentukan dua hyperparameter (C, 𝜀) yang 
memungkinkan model untuk disesuaikan dengan tugas yang berbeda. Namun, hiperparameter 𝜀 
dapat dihilangkan ketika mempertimbangkan sebuah fungsi kerugian kuadrat terkecil 
dibandingkan fungsi kerugian 𝜀 -insensitif (Suykens at al., 2002). Pembentukan Least square 




mungkin menjadi jauh lebih sederhana daripada memecahkan persamaan kuadrat. Hasil penelitian 
terdahulu menunjukkan bahwa LS-SVM setidaknya seakurat SVM konvensional. Yang 
terpenting, berkurangnya jumlah hyperparameter untuk pemodelan regresi.  
 LS-SVR diusulkan oleh Suyken et al. (2002), yang didapatkan dari himpunan persamaan 
linier, bukan masalah pemrograman kuadratik seperti pada model SVR. Ada M titik data xi, yi, i= 
1,... ,M dimana xi ∈ ℜ𝑛 adalah data input ke i dan yi ∈ ℜ adalah output ke i. Formulasi LS-SVR 
dapat dilihat pada persamaan 2.22 sebagai berikut: 
min J (w, e) =  
𝟏
𝟐
 wTw + 
𝟏
𝟐
 C ∑ 𝒆𝒊
𝟐𝑴
𝒊      (2.22) 
such that: 
yi = 𝑤𝑇𝜑 (xi) + b + ei , i = 1, …, M    (2.23) 
Error sekarang dilambangkan dengan e untuk menekankan bahwa e mewakili 
penyimpangan yang sebenarnya antara nilai aktual dan perkiraan dalam formulasi LS-SVR, bukan 
variabel slack yang diperlukan untuk memastikan feasibility (seperti pada SVR). Perbedaan yang 
paling mendasar dengan Support Vector Regression adalah pembatas yang berupa persamaan. 
Perbedaan ini membawa akibat yang signifikan dalam hal formulasi optimasi. W adalah pembobot 
(weight), C adalah parameter penalti, 𝜑 (.) adalah fungsi pemetaan nonlinier, bj ∈ R adalah bias 
dan e.j = [ e1j, …, eNj] adalah vektor error dari prediksi data training. Untuk menemukan parameter 
w dan b, persamaan 2.22 diubah menjadi optimasi tanpa pembatas (unconstrained optimization) 
yaitu dengan persamaan Lagrange sebagai berikut:  
L (w,b,e,α) = J (w,e) - ∑ 𝛼𝑖{
𝑙
𝑖 𝑤
𝑇𝜑 (xi) + b + ei - yi}    (2.24) 
 
dimana 𝛼𝑖 adalah lagrange multiplier. Solusi dari persamaan 2.24 didapatkan dengan menurunkan 
parsial dengan w, b, e dan α sebagai berikut: 
𝜕𝐿
𝜕𝑤
 = 0  w = ∑ 𝛼𝑖
𝑙
𝑖 𝜑 (xi)       (2.25) 
𝜕𝐿
𝜕𝑏
 = 0  ∑ 𝛼𝑖
𝑙
𝑖  = 0        (2.26) 
𝜕𝐿
𝜕𝑒𝑖
 = 0  𝛼𝑖 = C ei i = 1,… , l      (2.27) 
𝜕𝐿
𝜕𝛼𝑖
 = 0  𝑤𝑇𝜑 (xi) + b + ei - yi = 0      (2.28) 





















Dimana y = [𝒚𝟏, … , 𝒚𝒍], 𝟏𝒗 = [𝟏, … , 𝟏], α = [𝜶𝟏, … , 𝜶𝒍 ] dan 𝛀𝒌𝒋= 𝝋 (xk) 𝝋 (xj) j=1,…, l 
Model LS-SVR untuk estimasi fungsi adalah: 
 
𝐹(𝑥) = ∑ 𝛼𝑖𝐾(𝑥𝑖𝑥𝑗) + 𝑏
𝑁
𝑖=1      (2.30) 
 
Gambar 2.13 menampilkan bagaimana pemodelan data menggunakan metode Least square 
support vector regression sebagai berikut: 
 
 
Gambar 2. 13 Alur Pemodelan Least square support vector regression ( Sumber:Deo & Samui, 
2017) 
 Dengan menggunakan output dari nilai prediksi, maka nilai residual dihitung berdasarkan 
rumus berikut: 
 
Residual = Data aktual (y) – Data prediksi (?̂?)    (2.31) 
 
2.11 Penelitian Terdahulu Tentang Residual Control Chart 
Telah dilakukan banyak penelitian untuk mengatasi adanya korelasi pada proses produksi 
termasuk didalamnya tentang residual control chart yang merupakan perkembangan diagram 
kontrol tradisional yang tidak dapat mengakomodir adanya autokorelasi. Penelitian yang 
dilakukan oleh Kandananond (2014) mengusulkan diagram kontrol yang digunakan untuk 
memahami karakteristik masing-masing diagram kontrol di bawah situasi autokorelasi. Untuk 
setiap percobaan, variabel tetap kategoris adalah jenis diagram kontrol (MR dan EWMA grafik) 
yang digunakan untuk memantau proses dengan persamaan ARIMA (parameter: AR dan 
parameter: MA). Penelitian lain oleh Shao dan Lin (2013) menggunakan model fitting, model AR 




diagram kontrol tradisional Shewhart dan EWMA.Yu et al. (2015) meneliti neural network BP 
(Back Propagation) yang memiliki kecepatan yang cepat pada perhitungan dan fungsi nonlinear 
yang kuat dengan kemampuan pendekatan dan kemampuan generalisasi kuat yang digunakan 
untuk meramalkan output proses, dan kemudian menghitung residual. Membuat diagram kontrol 
nilai aktual dan nilai prediksi dari x-MR dari sisa, di mana hasilnya menunjukkan bahwa nilai 
Moving Range dan nilai sisa berada dalam garis diagram kontrol. Du dan Lv (2013) menggunakan 
minimal jarak Euclidean (MED) berbasis diagram kontrol yang dikembangkan sebagai alat untuk 
pemantauan proses autokorelasi. SVR digunakan untuk memprediksi nilai-nilai variabel dalam 
time series. Dengan menggunakan MED, kesalahan kuantisasi dihitung untuk mengukur tingkat 
penyimpangan proses saat ini dengan kondisi proses terkontrol. Hasil simulasi menunjukkan 
bahwa grafik MED menunjukkan peningkatan kinerja, yang melebihi beberapa grafik berdasarkan 
statistik dan skema kontrol berbasis neural network untuk pergeseran kecil dalam proses 
berautokorelasi. Selain itu, Salehi et al. (2012) menggunakan diagram kontrol pada data 
multivariat. Teknik yang digunakan untuk kasus seperti ini adalah prosedur SPC multivariat 
(MSPC). Penelitian ini menyajikan model modular untuk analisis on-line sinyal di luar kontrol 
dalam proses multivariat. Data training sangat penting dalam penggunaan neural neural (NN), 
yang menentukan kualitas kinerja NN. Dalam penelitian ini, simulasi Monte-Carlo digunakan. 
Korelasi antara output aktual dan output yang dihasilkan oleh SVM mengungkapkan bahwa output 
dari model terlatih sangat berkorelasi kuat dengan output sebenarnya untuk setiap karakteristik 
kualitas. Sedangkan Pan et al. (2016) menggunakan diagram kontrol residual EWMA dan 
CUSUM multistage untuk dapat mengatasi pengawasan kualitas sistem multistage karena 
memiliki keuntungan dapat mengenali penyebab grafik tidak terkendali. Model sisa EWMA dan 
diagram kontrol CUSUM multistage yang diusulkan didasarkan pada model AR (1), dapat 
digunakan untuk model time series lainnya, seperti ARMA (p, q). Hasil penelitian dapat 
memberikan alternatif yang lebih baik untuk mendeteksi proses perubahan dan berfungsi sebagai 
pedoman yang berguna untuk praktisi kualitas saat memantau dan mengendalikan kualitas proses 
untuk sistem multistage dengan data beautorkorelasi. Berdasarkan penelitian- penelitian tersebut 
didapatkan alur metode yang telah digunakan untuk membuat model guna mengatasi autokorelasi 
pada data sehingga data yang diplotkan pada diagram kontrol tidak berautokorelasi lagi. Gambar 
2.14 menunjukkan metode yang telah digunakan dalam pembentukan diagram kontrol residual 





Gambar 2. 14 Pengembangan Pemodelan Diagram Kontrol Residual 
Gambar 2.15 menampilkan ringkasan dari pengembangan metode yang digunakan 
penelitian- penelitian sebelumnya untuk mengilangkan autokorelasi pada data yang akan 
diplotkan pada diagram kontrol: 
 
 





Tabel 2.  2 Ringkasan Jurnal Terdahulu 
No Judul Jurnal Penulis Metode Tujuan Hasil 











Giraldo, Juan Carlos 
Correa-Morales 
Analisis regresi linier 





diagram kontrol dengan 
analisis regresi adalah 
cara efektif untuk 
mengevaluasi permintaan 
anggaran keuangan (data 
autokorelasi) di sektor 
transportasi logistik 
Hasilnya menunjukkan 
bahwa diagram kontrol 
individu 2.7-sigma baik 
dalam penelitian ini 




Walid Gani, Hassen 
Taleb and Mohamed 
Limam 
Support vector regression 
(SVR) digunakan untuk 
membuat grafik kontrol 
residu yang kuat yang 
disebut SVR-chart. 
Membandingkan kinerja 
metode Ordinary least 
square (OLS), Partial 
least square (PLS) dan 
Support vector regression 
(SVR) dalam residual 
control chart. 
 
Metode SVR memberikan 
hasil yang kompetitif 
dibandingkan dengan 
metode OLS dan PLS. 
Evaluasi kinerja grafik 
SVR berdasarkan rata-rata 
panjang run (ARL) 
menunjukkan bahwa grafik 
SVR memiliki perilaku 
ARL terbaik dibandingkan 
dengan grafik kontrol 
residu lainnya 








Karin Kandananond Metode yang diusulkan 
adalah  Autoregressive 
Integrated Moving 
Average, ARIMA (1, 0, 1) 





Untuk menilai kinerja 
diagram kontrol 
menggunakan metode 
yang berbeda dan untuk 
mengoptimalkan diagram 
kontrol untuk proses 
yang berautokorelasi 
Hasil percobaan 
menunjukkan bahwa grafik 
EWMA adalah diagram 
kontrol yang paling sesuai 
untuk memantau 
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kontrol residual dari 
proses yang 
berautokorelasi. Neural 
Network digunakan untuk 
memprediksi nilai sisa 
untuk menghilangkan 
korelasi time series 
selanjutnya diterapkan 
diagram kontrol kualitas 
statistik untuk proses yang 
berautokorelasi. 
Mengusulkan jenis 
residual control chart 
untuk proses yang 
berautokorelasi yang 
didasarkan pada Neural 
Network mengggunakan 
Back Propagation Neural 
Network untuk 
membentuk model 




BP Neural network 
memiliki kemampuan 




BP neural network untuk 
membentuk prediksi secara 
akurat proses yang 
berautokorelasi. 




control chart for 
autocorrelated 
process (2016) 
Changha Hwang Mengusulkan multioutput 
Least square support 
vector regression 
dan menerapkannya untuk 








multioutput least squares 
support vector regression  
dan menggunakannya 
untuk membangun 





multioutput Least square 
support vector regression  
memberikan hasil yang 
lebih memuaskan dalam 
mendeteksi pergeseran 
kecil dalam rata-rata 
proses. 








Nor Hasliza Mat 
Desa, Abdul Aziz 
Jemain dan Maznah 
Mat Kasim  
Menggunakan teknik pre-
whitening (PW) untuk 
menangani 
adanya autokorelasi pada 








yang secara statistik tidak 
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No Judul Jurnal Penulis Metode Tujuan Hasil 
control diagram control 
tradisional sebelum 
penggunaan teknik PW 
7 On line detection 









, Reza Baradaran 
Kazemzadeh dan Ali 
Salmasnia 
Artificial Neural Network 
(ANN), telah banyak 
digunakan dalam riset 
lapangan .Penelitian ini 
menyajikan model 
modular untuk analisis on-
line sinyal di luar kontrol 
dalam proses multivariat. 
Selain itu metode Support 
Vector Machine juga 






rata-rata dan  pergeseran 
varians dapat dideteksi. 
Kemudian menggunakan 
dua Neural Network  
khusus untuk rata-rata 
dan varians, dapat 
didapatkan besarnya 
pergeseran untuk setiap 
variabel secara 
bersamaan. 
Melalui evaluasi dan 
perbandingan, hasil 
penelitian ini menunjukkan 
bahwa modular yang 
diusulkan jauh lebih baik 
daripada kontrol grafik 
tradisional yang sesuai. 
Kontribusi utama dari 
penelitian ini adalah 
mengenali pola tidak wajar 
dan mengklasifikasikan 
besarnya pergeseran untuk 
mean dan varians dalam 










Yuehjen E. Shao 
dan Yini Lin 
Menerapkan AR (1) pada 
data manufaktur TFT-
LCD. 
Pada penelitian ini 
dilakukan studi empiris 
dari proses manufaktur 
TFT-LCD yang sangat 
kompleks untuk 
mengidentifikasi metode 
SPC yang paling sesuai. 
Berdasarkan analisis time 
series, penelitian ini 
mengusulkan diagram 
kontrol residual 
menggunakan AR (1). 
Hasil pendekatan yang 
diusulkan memberikan 
hasil yang lebih baik 
dibandingkan diagram 
kontrol Shewhart dan 
kontrol grafik EWMA dan 
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distance chart 
based on support 
vector regression 
for monitoring 









diagram kontrol MED 
yang diusulkan dievaluasi 
berdasarkan rata-rata 
panjang run (ARL). 
Simulasi eksperimen 
dilakukan dan satu kasus 
industri diilustrasikan 
untuk memvalidasi 
efektivitas dari diagram 
kontrol MED yang 
dikembangkan. 
Vector Regression (SVR) 
yang digunakan untuk 
memprediksi nilai-nilai 
dari variabel dalam time 
series. Perhitungan 
Minimal euclidean 
distance(MED) nilai time 
series. 
kontrol MED yang 
dikembangkan lebih 
efektif daripada diagram 
kontrol lain untuk 
pergeseran rata-rata kecil 
dalam proses ber-
autorkorelasi, dan dapat 
digunakan sebagai alat 






2.12 GAP Penelitian dan Posisi Penelitian 
Pada sub bab ini akan dijelaskan mengenai celah penelitian yang dijadikan acuan bagi penulis dalam penelitian ini. Tabel 2.3 
merupakan tabel GAP peneltian yang dibagi berdasarkan metode peramalan dan jenis control chart yang dikembangkan.  
Tabel 2.  3 Gap Penelitian 
No Nama Penulis Statistika 
Deskriptif 
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Berdasarkan GAP penelitian, penelitian selanjutnya akan menggunakan diagram 
kontrol residual untuk mengatasi adanya autokorelasi. Residual tersebut didapatkan dari model 
peramalan. Banyak model peramalan yang dapat dipakai untuk mendapatkan residual 
diantaranya Support Vector Regression (SVR), Metode ARIMA dan metode Regresi. Metode 
Support Vector Regression banyak digunakan namun fungsi constrain- nya berupa 
petidaksamaan sehingga parameter yang di estimasi menjadi lebih banyak. Model ARIMA 
mudah digunakan namun kurang bisa mengakomodir adanya shift kecil pada rata-rata, selain 
itu ARIMA juga kurang sesuai untuk data yang tidak linier. Model Regresi mudah dan sangat 
umum digunakan namun harus memenuhi beberapa asumsi sehingga kurang menggambarkan 
data secara lengkap. Metode yang di usulkan adalah dengan menggunakan extention Support 
vector regression yaitu Least square support vector regression dan Genetic algorithm support 
vector regression. Least square support vector regression memiliki konstrain berupa 
persamaan sehingga akan berdampak pada fungsi lagrange yang hanya memiliki satu lagrange 
multiplier dibandingakan dua lagrange multiplier pada Support vector regression. Hal ini 
mempengaruhi banyaknya peubah yang harus diestimasi sehingga berakibat pada ketepatan 
pemodelan dan kecepatan perhitungan. Selanjutnya residual dari pemodelan akan dipetakan 
pada diagram kontrol individual. Metode lain yang di gunakan adalah dengan mengoptimalkan 
parameter Support vector regression yang digunakan oleh Gani et al. (2010) dengan 
menggunakan Algoritma genetika. Untuk membentuk model SVR secara efisien, parameter 
SVR harus diatur dengan hati-hati. Pengaturan parameter yang berbeda dapat menyebabkan 
perbedaan signifikan dalam kinerja pemodelan. Karena itu, memilih parameter adalah langkah 
penting dalam SVR. Pemilihan Algoritma genetika (GA) dibandingkan dengan teknik optimasi 
lain adalah karena GA punya operator elitisme yang dapat menyimpan solusi terbaik sehingga 
tetap muncul di dalam populasi di iterasi berikutnya. Selain itu pencarian solusi terbaik 
berdasarkan kandidat set yang luas sehingga hasil cenderung menuju ke global optimum 
(Santosa & Willy, 2011). Oleh karena itu, dalam penelitian ini, diusulkan algoritma genetika 
untuk menentukan parameter SVR yang mengoptimalkan semua parameter SVR secara 







Pada bab ini diberikan gambaran kerangka berpikir dalam pelaksanaan penelitian ini 
yang terdiri dari beberapa tahapan yang saling berurutan. Tahapan – tahapan yang dilakukan 
pada penelitian ini dapat dilihat pada Gambar 3.1. 
 
3.1 Diagram Alir 



















3.2 Perumusan Masalah 
Tahap Perumusan Masalah adalah tahap awal penelitian. Permasalahan pada penelitian 
ini muncul dilatar belakangi oleh ketidaksesuaian hasil pengamatan dan hasil diagram kontrol 
yang disebabkan oleh adanya autokorelasi. Pemilihan model regresi yang digunakan untuk 
menghilangkan autokorelasi pada penelitian Pérez-Rave et al. (2017) masih menghasilkan  
diagram kontrol residual yang terletak pada batas kendali sehingga meyebabkan kesimpulan 
yang keliru tentang data. Selain itu untuk menegaskan kebaikan dari metode pemodelan yang 
diusulkan maka digunakan data dari penelitian Gani et al., (2010). Maka dari itu digunakan 
model yang lebih tepat agar diagram kontrol dan keadaan data sebenarnya tidak menghasilkan 
kesimpulan yang berbeda. 
 
3.3 Pengujian Normalitas Data 
Pengujian kenormalan data bertujuan untuk mengetahui distribusi dari data. Salah satu  
syarat untuk membangun diagram kontrol dan melakukam pemodelan terhadap data 
pengamatan adalah memenuhi asumsi bahwa data berdistribusi normal, maka dari itu 
diperlukan pengujian terhadap kenormalan data dengan menggunakan uji Shapiro wilk. 
Apabila data yang diperoleh ternyata tidak memenuhi asumsi normal maka dapat dilakukan 
transformasi data agar data menjadi normal. Beberapa metode transformasi yang dapat 
digunakan seperti Square Roots Transformation dan Logit Transformation. Pengujian 
dilakukan terhadap data penelitian Gani et al., (2010) karena pada penelitian Pérez-Rave et al. 
(2017) telah dilakukan uji normalitas.  
 
3.4 Pengujian Autokorelasi 
Pengujian autokorelasi digunakan untuk melihat apakah ada hubungan serial antar data 
pengamatan. Jika terdapat korelasi atau hubungan maka diagram kontrol Shewhart tidak dapat 
lagi digunakan karena akan menghasilkan kesimpulan yang salah. Maka dari itu jika 
autokorelasi terjadi maka dilakukan pemodelan data terlebih dahulu, yang selanjutnya residual 
dari pemodelan akan digunakan untuk mewakili data pada diagram kontrol. Pengujian 
dilakukan terhadap data penelitian Gani et al., (2010) karena pada penelitian Pérez-Rave et al. 





3.5 Perbandingan Metode Pemodelan 
Pada tahap ini pemodelan data berdasarkan metode Least square support vector 
regression dan Genetic algorithm support vector regression yang telah dilakukan di 
bandingkan dengan metode pemodelan yang dipakai pada penelitian Pérez-Rave et al. (2017) 
yang menggunakan metode Regresi dan Gani et al., (2010) yang memakai metode support 
vector regression. Kriteria perbandingan metode yang lebih baik adalah dengan melihat nilai  
Root Mean Square Error (RMSE). Jika didapatkan nilai RMSE  yang lebih kecil maka dapat 
dikatakan bahwa metode pemodelan lebih baik dibandingan dengan metode Regresi dan 
support vector regression. 
 
3.6 Residual Control Chart Berdasarkan Least Square Support Vector Regression dan 
Genetic Algorithm Support Vector Regression 
Salah satu metode pemodelan yang dapat digunakan untuk membuat residual control 
chart adalah least square support vector regression dan Genetic algorithm support vector 
regression. Pada penelitian ini dilakukan pemodelan data menggunakan metode least square 
support vector regression serta Genetic algorithm support vector regression dan selanjutnya 
residual diplot dalam individual control chart.  
 
3.7 Analisa dan Pembahasan 
Pada tahap ini dilakukan analisis terhadap langkah dan metode yang telah dilakukan. Hal 
ini meliputi analisa statistika deskriptif, pengujian kenormalan data, pengujian autokorelasi 
data, pemodelan menggunakan Least square support vector regression dan Genetic algorithm 
support vector regression, pemetaan residual pemodelan terhadap individual control chart. 
 
3.8 Kesimpulan dan Saran 
Pada tahap ini dilakukan penarikan kesimpulan dari penelitian yang telah dilakukan dan 
memberikan saran baik itu untuk perusahaan maupun untuk penelitian selanjutnya. 











4.1. Data Penelitian 
Data yang digunakan pada penelitian ini adalah data yang berasal dari penelitian Pérez-
Rave et al. (2017) yang berjudul Use of control charts with regression analysis for 
autocorrelated data in the context of logistic financial budgeting. Data didapatkan dari 
sebuah perusahaan di Kolombia. Peubah terikat yaitu biaya bahan bakar (c.combu.ret). 
Penggunaan data financial dilatarbelakangi karena sebuah departemen pada suatu perusahaan 
dapat meminta jumlah anggaran yang lebih besar atau lebih kecil dari anggaran sebenarnya. 
Perbedaan ini cenderung diselesaikan berdasarkan pengalaman masa lalu, yaitu berdasarkan 
rata-rata data historis keuangan. Karena itu, perlu untuk memantau, memahami dan 
mengendalikan variabilitas proses keuangan, agar tidak mempengaruhi operasi normal 
perusahaan. Data dalam penelitian ini dikumpulkan berdasarkan urutan waktu sehingga 
disebut data time series. Data kedua adalah data yang digunakan dalam penelitian Gani et al. 
(2010) yang berjudul Support vector regression based residual control charts. Data dalam 
penelitian ini diambil dari Montgomery (2013) halaman 514 tabel 11.5. Data penelitian Pérez-
Rave et al. (2017) merupakan data timeseries yang terdiri dari tiga variabel, peubah terikat 
yang dimasukkan adalah biaya bahan bakar kendaraan (Y) dengan peubah bebas banyaknya 
barang yang diangkut (X1) dan harga satu galon bahan bakar (X2)  yang ditampilkan pada 
Tabel 4.1. Data data training ditampilkan pada Tabel 4.2 terdiri dari 27 data in control dan 
data testing ditampilkan pada Tabel 4.3 terdiri dari 9 data out of control yang digunakan untuk 
memvalidasi diagram kontrol yang didapatkan dari data training. Selanjutnya set data ini 
disebut data autokorelasi dan cacat (DAC) yang ditampilkan sebagai berikut : 
Tabel 4.1 Peubah dari Anggaran Keuangan Logistik  
Model  Tipe Peubah  Notasi  Keterangan 
Fungsi  Peubah Terikat c.combu.ret biaya bahan bakar kendaraan (Y) 
 Peubah Bebas  uds  banyaknya barang yang diangkut (X1) 








Tabel 4.2 Data Training DAC 
Ytrain c.combu.ret Xtrain precio.comb uds 
 













































































































Tabel 4.3 Data Testing DAC 
c.combu.ret precio.comb uds 
2,880131 91,53585 6,4885 
3,02107 92,46036 6,887237 
2,700987 92,37077 6,526485 
1,94584 92,36729 7,03607 
3,136504 91,91344 6,526132 
3,907488 90,39892 6,798976 
3,722022 92,15555 7,472415 
3,669491 92,96415 7,43883 
3,596199 94,03364 7,853144 
 (Sumber: Pérez-Rave et al., 2017) 
Data kedua adalah data yang digunakan pada penelitian Gani et al. (2010) yang berjudul 
Support Vector Regression Based Residual Control Chart dimana data bukan merupakan data 
time series yang memiliki satu peubah terikat (Y1) dan 9 peubah bebas (X1, X2, …, X9). Data 
terdiri dari 40 data in control yang dibagi menjadi 30 data training dan 10 data testing. 
Selanjutnya set data ini disebut data autokorelasi (DA) yang disajikan pada Tabel 4.4 sebagai 
berikut: 
Tabel 4.4 Data DA 
Y1 x1 x2 x3 x4 x5 x6 x7 x8 x9 
951,5 12,78 0,15 91 56 1,54 7,38 1,75 5,89 1,11 
952,2 14,97 0,1 90 49 1,54 7,14 1,71 5,91 1,109 
952,3 15,43 0,07 90 41 1,47 7,33 1,64 5,92 1,104 
951,8 14,95 0,12 89 43 1,54 7,21 1,93 5,71 1,103 
952,3 16,17 0,1 83 42 1,67 7,23 1,86 5,63 1,103 
952,2 17,25 0,07 84 54 1,49 7,15 1,68 5,8 1,099 
950,2 16,57 0,12 89 61 1,64 7,23 1,82 5,88 1,096 
950,5 19,31 0,08 99 60 1,46 7,74 1,69 6,13 1,092 
950,6 18,75 0,04 99 52 1,89 7,57 2,02 6,27 1,084 
949,8 16,99 0,09 98 57 1,66 7,51 1,82 6,38 1,086 
951,2 18,2 0,13 98 49 1,66 7,27 1,92 6,3 1,089 
950,6 16,2 0,16 97 52 2,16 7,21 2,34 6,07 1,089 
948,9 14,72 0,12 82 61 1,49 7,33 1,72 6,01 1,092 




951,5 11,02 0,1 83 56 1,56 7,14 1,73 6,14 1,102 
951,3 9,82 0,1 86 53 1,26 7,32 1,54 6,15 1,112 
952,9 11,41 0,12 87 49 1,29 7,22 1,57 6,13 1,114 
953,9 14,74 0,1 81 42 1,55 7,17 1,77 6,28 1,114 
953,3 14,5 0,08 84 53 1,57 7,23 1,69 6,28 1,109 
952,6 14,71 0,09 89 46 1,45 7,23 1,67 6,12 1,108 
952,3 15,26 0,13 91 47 1,74 7,28 1,98 6,19 1,105 
952,6 17,3 0,12 95 47 1,57 7,18 1,86 6,06 1,098 
952,9 17,62 0,06 95 42 2,05 7,15 2,14 6,15 1,096 
953,9 18,21 0,06 93 41 1,46 7,28 1,61 6,11 1,096 
954,2 14,38 0,1 90 46 1,42 7,29 1,73 6,13 1,1 
951,9 12,13 0,14 87 50 1,76 7,21 1,9 6,31 1,112 
952,3 12,72 0,1 90 47 1,52 7,25 1,79 6,25 1,112 
953,7 17,42 0,1 89 51 1,33 7,38 1,51 6,01 1,111 
954,7 17,63 0,11 87 45 1,51 7,42 1,68 6,11 1,103 
954,6 16,17 0,05 83 57 1,41 7,35 1,62 6,14 1,105 
954,8 16,88 0,16 86 58 2,1 7,15 2,28 6,42 1,105 
954,4 13,87 0,16 85 46 2,1 7,11 2,16 6,44 1,106 
955 14,56 0,05 84 41 1,34 7,14 1,51 6,24 1,113 
956,5 15,35 0,12 83 40 1,52 7,08 1,81 6 1,114 
955,3 15,91 0,12 81 45 1,76 7,26 1,9 6,07 1,116 
954,2 14,32 0,11 85 47 1,58 7,15 1,72 6,02 1,113 
955,4 15,43 0,13 86 43 1,46 7,15 1,73 6,11 1,115 
953,8 14,47 0,08 85 54 1,62 7,1 1,78 6,15 1,118 
953,2 14,74 0,07 84 52 1,47 7,24 1,66 5,89 1,112 
954,2 16,28 0,13 86 49 1,72 7,05 1,89 5,91 1,109 
(Sumber: Gani et al., 2010) 
4.2. Statistika Deskriptif 
Statistika deskriptif digunakan untuk mengetahui pusat dan penyebaran dari data. Pusat 
data dapat diketahui melalui rata-rata, nilai tengah dan modus sedangkan penyebaran dapat 
dilihat melalui variansi, standar deviasi, dan range. Tabel 4.5 menampilkan statistika 
deskriptif DAC, sedangkan Tabel 4.6 menampilkan statistik deskriptif dari DA sebagai 
berikut: 
Tabel 4.5 Statistik Deskriptif DAC 
Variable       Mean  SE Mean  StDev  Minimum      Q1  Median      Q3  Maximum 
c.combu.ret   4,473    0,198  1,187    1,946   3,615   4,259   5,332    6,860 
precio.comb  90,483    0,237  1,425   87,723  89,187  90,328  91,441   94,034 






Tabel 4.6 Statistik Deskriptif DA 
Variable     Mean  SE Mean    StDev  Minimum       Q1   Median       Q3 Maximum 
Y1         952,78    0,271     1,71   948,90   951,55   952,60   954,20 956,50 
x1         15,339    0,333    2,107    9,820   14,432   15,305   16,962 19,310 
x2        0,10425  0,00491  0,03104  0,04000  0,08000  0,10000  0,12750 0,16000 
x3         88,125    0,831    5,254   81,000   84,000   87,000   90,750 99,000 
x4          49,67     1,00     6,35    40,00    45,00    49,00    54,00 63,00 
x5         1,5872   0,0357   0,2256   1,1600   1,4600   1,5400   1,6675 2,1600 
x6         7,2582   0,0224   0,1414   7,0500   7,1500   7,2300   7,3275 7,7400 
x7         1,7907   0,0312   0,1970   1,5000   1,6725   1,7400   1,8975 2,3400 
x8         6,0955   0,0286   0,1810   5,6300   6,0025   6,1150   6,2275 6,4400 
x9         1,1042  0,00143  0,00906   1,0840   1,0965   1,1050   1,1120 1,1180 
 
4.3. Uji Normalitas 
Salah satu asumsi diagram kontrol adalah bahwa data mengikuti distribusi normal. Untuk 
mengetahui apakah data telah mengikuti distribusi normal atau tidak maka digunakan uji 
normalitas. Uji normalitas dalam penelitian ini menggunakan histogram dan Q-Q plot untuk 
menguji normalitas dari data. Hasil uji normalitas dengan menggunakan histogram dan Q-Q 
plot dengan nilai uji Shapiro Wilks untuk peubah DAC ditampilkan pada Gambar 4.1 dan 
Gambar 4.2, sedangkan histogram dan Q-Q plot dengan nilai uji Shapiro Wilks untuk DA 























































Probability Plot of c.combu.ret
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Probability Plot of Y1
Normal 
 
Gambar 4.4 QQ Plot DA 
 
4.4. Diagram Kontrol Residual Berdasarkan Model Regresi Berganda Dan Support 
Vector Regression 
Data aktual dalam penelitian Pérez-Rave et al. (2017) dan Gani et al. (2010) 
menampilkan 7 titik data yan berada di luar batas kontrol seperti yang ditampilkan pada 
Lampiran 1.a dan Lampiran 1.b, sehingga dapat disimpulkan bahwa data tidak terkendali 
secara statistik. Hal ini disebabkan karena adanya autokorelasi pada kedua data tersebut 
seperti yang ditampilkan pada Lampiran 2.a dimana Lag pertama dari data signifikan yang 
ditunjukkan dengan nilai sig. sebesar 0.001. Pada subbab ini ditampilkan plotting data 
residual dari penelitian sebelumnya yang dilakukan oleh Pérez-Rave et al. (2017) dan 
Gani et al. (2010) dengan maksud agar dapat melihat baha pada model yang digunakan 
sebelumnya dengan model yang dipakai pada penelitian ini. Gambar 4.5 menampilkan 
diagram kontrol individual dari residual regresi pada data training DAC, Gambar 4.6 
menampilkan diagram kontrol individual dari residual regresi pada data testing DAC dan 





Gambar 4.5 Individual Control Chart Data Training DAC berdasarkan Model Regresi 
 





Gambar 4.7 Individual Control Chart DA berdasarkan Model Support Vector Regression 
 
4.5   Least Square Support Vector Regression dan Genetic Algoritma Support 
Vector Regression 
 Tahapan pertama dalam membuat diagram kontrol residual berdasarkan model Least 
square support vector regression adalah memodelkan data pengamatan. Hasil pemodelan 
data menggunakan metode Least square support vector regression dan Genetic algorithm 
support vector regression dibandingkan dengan data aktual untuk melihat seberapa dekat 
hasil prediksi yang ditampilkan pada Gambar 4.8, Gambar 4.9, Gambar 4.10 dan Gambar 






Gambar 4.8 Plot Data Testing DAC dengan Data Hasil Pemodelan LSSVR 
 
 






Gambar 4.10 Plot DA dengan Data Hasil Pemodelan LSSVR 
 
Gambar 4.11 Plot DA dengan Data Hasil Pemodelan GASVR 
 
Tabel 4.7 Perbandingan Metode Pemodelan DAC 
Metode SSE   MSE   RMSE  
Regresi 40,15330  4,461480  2,112220                    
LS-SVR 25,16083  2,795648  1,672019 





Tabel 4.8 Perbandingan Metode Pemodelan DA 
Metode SSE   MSE   RMSE  
Regresi 16,28064  1,6281   1,2760           
SVR  12,0099  1,2001   1,0959  
LS-SVR 11,106   1,0539   1,0266   
GA-SVR 2,47753  0,3094   0,5565 
 
4.6 Diagram Kontrol Residual Berdasarkan Least Square Support Vector Regression 
dan Genetic Algorithm Support Vector Regression 
Diagram kontrol residual didapatkan dari data residual dari selisih antara data aktual 
dikurangi dengan data hasil pemodelan menggunakan metode Least square support vector 
regression dan Genetic algorithm support vector regression. Selanjutnya residual 
diplotkan pada diagram kontrol individual. Plot data residual berdasarkan Least square 
support vector regression ditampilkan pada Gambar 4.12 dan Gambar 4.13, sedangkan 
Gambar 4.14 dan Gambar 4.15 menampilkan plot residual dari model Genetic Algorithm 



































I Chart of resid.secal testing
 
Gambar 4.12 Diagram Kontrol Residual Data Testing DAC Berdasarkan Model Least square 








































I Chart of Resid.Escal
 
Gambar 4.14  Diagram Kontrol Residual Data Testing DAC Berdasarkan Model Genetic 













ANALISIS DAN INTERPRETASI HASIL 
 
Bab analisis dan interpretasi hasil berisi tentang penjelasan dari bab 4 yang memuat hasil 
output dan juga perbaikan dari metode pemodelan yang dilakukan pada penelitian sebelumnya. 
 
5.1  Statistik Deskriptif 
 Langkah pertama analisis data adalah menghitung statistik deskriptif. Statistik 
deskriptif adalah statistik yang berfungsi untuk mendeskripsikan atau memberi gambaran 
terhadap objek yang diteliti melalui data sampel atau populasi sebagaimana adanya, tanpa 
melakukan analisis dan membuat kesimpulan yang berlaku untuk umum. Statistik deskriptif   
mencakup tentang penyajian data, ukuran pemusatan data dan ukuran penyebaran data. Dalam 
penelitian ini statistic deskriptif digunakan untuk melihat pola penyebaran data sehingga akan 
dapat dilihat bagaimana bentuk distribusi data. Statistik yang ditampilkan adalah mean, SE 
mean, standar deviasi, minimum, kuartil 1 (Q1), median, kuartil 3 (Q3) dan maksimum. Mean 
menunjukkan pusat dari nilai data. Dari hasil perhitungan dapat dilihat mean peubah terikat 
dari DAC adalah sebesar 4,473 dan mean untuk peubah terikat dari DA adalah sebesar 952,78. 
Standart deviasi digunakan untuk melihat homogenitas dari data. Sedangkan range yang 
merupakan selisih antara nilai terbesar dan terkecil merupakan ukuran yang paling sederhana 
dari ukuran penyebaran data. Berdasarkan dari perhitungan, range dari peubah terikat DAC 
adalah 4,914 yang berarti nilai ini relatif kecil, sehingga data akan mengumpul disekitar nilai 
mean. Range dari peubah terikat DA adalah sebesar 5,44 yang berarti nilai ini relatif kecil, 
sehingga data akan mengumpul disekitar nilai mean. 
 
5.2 Uji Normalitas  
Asumsi dasar dalam penggunaan diagram kontrol adalah data proses saat terkontrol 
mengikuti distribusi normal dengan rata-rata µ dan standar deviasi σ. Ada banyak jenis 
distribusi data baik itu untuk data diskrit maupun kontinyu. Untuk menguji normalitas data 
dapat menggunakan cara visual atau menggunakan uji statistik. Salah satu cara untuk 
melakukan uji normalitas secara visual adalah menggunakan Histogram. Jika pola data pada 




disimpulkan data mengikuti distribusi normal. Gambar 4.1 menunjukkan pola Histogram DAC 
dan Gambar 4.3 yang menunjukkan pola Histogram DA yang memiliki pola hampir sama 
dengan pola kurva normal. Secara visual dapat disimpulkan ketiga set data tersebut mengikuti 
distribusi normal. 
 Uji normalitas pada penelitian ini juga dilakukan dengan menggunakan quantile-
quantile (QQ) plot berdasarkan uji statistik Shapiro Wilks. Gambar 4.2 menunjukkan QQ plot 
DAC. Pada Gambar 4.2 juga menampilkan nilai statistik uji Shapiro Wilks, berdasarkan 
gambar dapat diketahui bahwa nilai Shapiro Wilks data adalah 0,985 dan p_value sebesar 
>0,100. Sesuai dengan kriteria pengujian statistik, jika nilai Shapiro Wilks data dan p_value 
pengujian statistik lebih besar dari nilai kritis yang ditetapkan peneliti maka dapat disimpulkan 
bahwa data mengikuti distribusi normal. Karena nilai p-value yang dihasilkan lebih besar dari 
nilai kritis yang ditetapkan sebesar 0,05 maka DAC berdistribusi normal. Pada Gambar 4.4 
menunjukkan QQ plot DA. Pada Gambar 4.4 juga menampilkan nilai statistik uji Shapiro 
Wilks, berdasarkan gambar dapat diketahui bahwa nilai Shapiro Wilks data adalah 0,996 dan 
p_value sebesar >0,100. Karena nilai p-value yang dihasilkan lebih besar dari nilai kritis yang 
ditetapkan sebesar 0,05 maka data berdistribusi normal. Setelah diketahui bahwa DAC dan DA 
berdistribusi normal maka dapat dilakukan pengontrolan kualitas  menggunakan diagram 
kontrol. 
5.3   Diagram Kontrol Residual Berdasarkan Model Regresi dan Support Vector 
Regression 
Residual control chart pada penelitian Pérez-Rave et al. (2017) dibuat dengan 
menggunakan diagram kontrol individual. Gambar 4.5 menunjukkan diagram kontrol 
individual dari residual data training DAC berdasarkan model regresi. Berdasarkan Gambar 
4.5, dapat dilihat bahwa ada satu titik yang berada pada garis batas kendali control chart yang 
artinya proses telah terkontrol secara statistik namun satu titik ini harus lebih diperhatikan 
karena bisa menimbulkan kesimpulan yang berbeda jika jumlah datanya diperbesar. 
Selanjutnya, Gambar 4.6 menunjukkan individual control chart dari residual data testing DAC 
berdasarkan model regresi. Berdasarkan Gambar 4.6, dapat dilihat bahwa ada 8 dari 9 titik data 
yang berada pada diluar batas kendali control chart dimana 9 data ini adalah data kurang baik 
yang digunakan untuk menguji apakah model yang telah didapatkan sudah baik atau belum. 




menggunakan diagram kontrol individual. Gambar 4.7 menunjukkan diagram kontrol 
individual dari residual data berdasarkan model Support vector regression. Berdasarkan 
Gambar 4.7, dapat dilihat bahwa ada satu titik yang berada diluar garis batas kendali control 
chart yang artinya proses telah terkontrol secara statistik namun satu titik ini harus lebih 
diperhatikan karena bisa menimbulkan kesimpulan yang berbeda jika jumlah datanya 
diperbesar. Dari penelitian yang dilakukan oleh Pérez-Rave et al. (2017) dan Gani et al. (2010) 
dapat dilihat bahwa terdapat data yang masih berada pada garis batas diagram kontrol, hal ini 
dipengaruhi oleh keakuratan model yang digunakan. Semakin akurat model yang digunakan 
maka diagram kontrol yang dihasilkan akan semakin baik. 
 
5.4   Least Square Support Vector Regression dan Genetic Algorithm Support Vector 
Regression 
Tahapan awal dari pembentukan model Least square support vector regression dan 
Genetic Algorithm Support Vector Regression adalah menghitung parameter model. Setelah 
parameter diketahui maka di buat modelnya untuk melakukan pemodelan pada DAC dan DA. 
Untuk mengevaluasi kebaikan dari model digunakan Root Mean Square Error (RMSE) dimana 
semakin kecil nilai RMSE maka model yang dihasilkan semakin baik yang akan menghasilkan 
data hasil pemodelan yang hampir sama dengan data aktual. Nilai RMSE akan mempengaruhi 
kinerja diagram kontrol. Dengan nilai RMSE yang semakin kecil maka residual dari 
pemodelan akan semakin kecil sehingga penyebaran data dalam diagram kontrol tidak jauh 
dari nilai tengahnya. Titik- titik data yang menyebar di sekitar nilai tengah akan menyebabkan 
tidak ada data yang keluar dari batas diagram kontrol sehingga akan menghasilkan diagram 
kontrol yang tepat.  
Tabel 4.7 menampilkan perbandingan RMSE antara model regresi, model Least square 
support vector regression dan Genetic algorithm support vector regression untuk DAC, 
sedangkan Tabel 4.8 menampilkan perbandingan RMSE antara model regresi, Support vector 
regression, Least square support vector regression dan Genetic algorithm support vector 
regression untuk DA. Dapat dilihat pada Tabel 4.7 nilai RMSE dari model regresi untuk DAC 
adalah sebesar 2,11222. Sedangkan pada Tabel 4.8 nilai RMSE dari model regresi untuk DA 
adalah sebesar 1,1296. Hasil pemodelan dari penelitian dengan menggunakan metode Least 




penelitian sebelumnya yang menggunakan metode regresi. Pada Tabel 4.7 dapat dilihat nilai 
RMSE dari metode Least square support vector regression untuk DAC adalah sebesar 
1,672019 namun Genetic algorithm support vector regression  menghasilkan nilai RMSE 
terkecil yaitu sebesar 1,554310. Pada Tabel 4.8 dapat dilihat nilai RMSE dari model regresi, 
SVR, LS SVR dan GA SVR. Dari tabel terlihat bahwa nilai RMSE paling kecil adalah 
berdasarkan model GA-SVR yaitu sebesar 0,5565 dibandingkan dengan regresi sebesar 
1,1296, SVR sebesar 1,0959 dan LS-SVR sebesar 1,0266. Berdasarkan nilai RMSE dapat 
disimpulkan bahwa model yang terbaik adalah model Genetic Algorithm Support Vector 
Regression.  
 
5.5  Diagram Kontrol Residual Berdasarkan Model Least Square Support Vector 
Regression dan Genetic Algorithm Support Vector Regression 
Sebagai pengembangan dari diagram kontrol  residual yang telah dilakukan pada 
penelitian Pérez-Rave et al. (2017) dan Gani et al. (2010), pada penelitian ini digunakan 
metode Least square support vector regression dan Genetic algorithm support vector 
regression dalam pembentukan control chart yang juga memakai nilai residual dari peramalan. 
Tujuan dari residual diagram kontrol  berdasarkan Least square support vector regression dan 
Genetic algorithm support vector regression adalah untuk mengevaluasi proses pada diagram 
kontrol  residual menggunakan model regresi dan Support vector regression agar tingkat 
ketepatan pemodelan lebih akurat sehingga akan berdampak pada semakin baiknya diagram 
kontrol. 
 Gambar 4.12 menunjukkan individual control chart berdasarkan residual Least square 
support vector regression dengan menggunakan kernel RBF dari data testing DAC. 
Berdasarkan Gambar 4.12 dapat dilihat bahwa ada 8 titik data dari 9 data yang berada di luar 
batas kendali. Dapat disimpulkan bahwa diagram kontrol yang dihasilkan berdasarkan model 
Least square support vector regression menghasilkan diagram kontrol yang sesuai dengan 
keadaan data yang sebenarnya. Gambar 4.13 menampilkan diagram kontrol residual dari DA 
berdasarkan model Least square support vector regression. Berdasarkan Gambar 4.13 dapat 
dilihat bahwa ada 1 titik data berada di luar batas kendali. Gambar 4.14 menunjukkan 
individual control chart berdasarkan residual Genetic algorithm support vector regression 




ada 8 titik data dari 9 data yang berada di luar batas kendali. Dapat disimpulkan bahwa diagram 
kontrol yang dihasilkan berdasarkan model Genetic algorithm support vector regression 
menghasilkan diagram kontrol yang sesuai dengan keadaan data yang sebenarnya. Gambar 
4.15 menampilkan diagram kontrol residual dari DA berdasarkan model Genetic algorithm 
support vector regression. Dapat dilihat bahwa diagram kontrol yang dihasilkan lebih baik 
dibandingkan diagram kontrol yang dihasilkan berdasarkan model Support vector regression 
dikarenakan tidak ada data yang keluar batas kontrol.  
 Secara keseluruhan, dapat disimpulkan bahwa evaluasi proses menggunakan residual 
Least square support vector regression dengan kernel RBF menunjukkan hasil yang hampir 
sama dengan residual control chart berdasarkan model Regresi. Residual control chart 
berdasarkan model Least square support vector regression menghasilkan kesimpulan bahwa 
DAC sesuai dengan keadaan data yang sebenarnya namun masih ada data yang terletak pada 
garis batas kendali. Sedangkan, Residual control chart berdasarkan model Genetic algorithm 
support vector regression menghasilkan kesimpulan bahwa DAC dan DA terkendali secara 
statistik. Sehingga dapat disimpulkan bahwa model Least square support vector reression dan 
Genetic algorithm support vector regression lebih sesuai untuk mengatasi data yang 











KESIMPULAN DAN SARAN 
 
6.1   Kesimpulan  
Berdasarkan hasil evaluasi dengan diagram kontrol menggunakan metode Least square 
support vector regression dan Genetic algorithm support vector regression, maka dapat 
disimpulkan beberapa hal sebagai berikut: 
1. Setelah dilakukan plotting menggunakan diagram kontrol pada data aktual, didapat 
kesimpulan bahwa DAC dan DA tidak terkontrol secara statistik. Keadaan ini menghasilkan 
error tipe I dimana produk yang seharusnya baik namun di tolak karena adanya 
autokorelasi. 
2. Berdasarkan uji normalitas data, didapatkan bahwa DAC dan DA mengikuti distribusi 
normal. 
3. Berdasarkan plot data aktual dan residual hasil pemodelan, data hasil prediksi berhimpit 
mengikuti pola data aktual. Nilai RMSE yang didapatkan untuk DA adalah : 
 Gani (2010) RMSE = 1,0959 
 LSSVR  RMSE = 1,0266 
 GA SVR  RMSE = 0,5565 
Nilai RMSE untuk metode Least square Support vector regression sebesar 1,0266 yang 
lebih kecil 7% dibandingkan Support vector regression pada penelitian Gani et al. (2010). 
Sedangkan nilai RMSE untuk metode Genetic algorithm Support vector regression sebesar 
0,5565 yang lebih kecil 51% dibandingkan metode support vector regression pada 
penelitian Gani et al. (2010) dan 46% lebih kecil dibandingkan Least square support vector 
regression. Berdasarkan nilai RMSE, metode yang paling sesuai untuk DA adalah Genetic 
algorithm support vector regression. 
4. Berdasarkan plot data aktual dan residual hasil pemodelan, data hasil prediksi berhimpit 
mengikuti pola data aktual. Nilai RMSE yang didapatkan untuk DAC adalah : 
 Perez (2017)  RMSE = 2,11222 
 LSSVR  RMSE = 1,67209 
 GASVR  RMSE = 1,55431 




1,67209 untuk DAC yang lebih kecil 21% dibandingkan metode regresi yang digunakan 
dalam penelitian Pérez-Rave et al. (2017). Sedangkan nilai RMSE untuk metode Genetic 
algorithm support vector regression sebesar 1,554310 yang lebih kecil 26% dibandingkan 
metode regresi pada penelitian Pérez-Rave et al. (2017) dan 7% lebih kecil dibandingkan 
Least square support vector regression. Berdasarkan nilai RMSE, metode yang paling 
sesuai untuk DAC adalah Genetic algorithm support vector regression. 
4. Untuk DA, kesimpulan diagram kontrol residual yang dihasilkan dari pemodelan Least 
square support vector regression sama dengan penelitian Gani et al. (2010) yaitu masih 
terdapat satu data yang berada diluar batas kontrol.  Sedangkan berdasarkan diagram kontrol 
residual yang dihasilkan dari pemodelan Genetic algorithm support vector regression lebih 
baik dibandingkan support vector regression untuk DA. Pada data penelitian Gani et al. 
(2010) dengan menggunakan support vector regression dan Least square support vector 
regression ada satu titik data terdapat diluar batas kontrol, sedangkan diagram kontrol 
residual yang dihasilkan dari pemodelan Genetic algorithm support vector regression 
semua data di dalam batas kontrol. 
5. Berdasarkan diagram kontrol residual yang dihasilkan dari pemodelan, Least square 
support vector regression lebih baik dibandingkan dengan menggunakan metode regresi 
untuk DAC. Pada penelitian Pérez-Rave et al. (2017) ada satu titik data terdapat pada batas 
kontrol sedangkan pada penelitian ini semua data di dalam batas kontrol. Berdasarkan 
diagram kontrol residual yang dihasilkan dari pemodelan Genetic algorithm support vector 
regression lebih baik dibandingkan dengan menggunakan metode regresi untuk DAC. Pada 
penelitian Pérez-Rave et al. (2017) ada satu titik data terdapat pada batas kontrol sedangkan 
pada penelitian ini semua data di dalam batas kontrol.  
6. Nilai RMSE yang lebih kecil menandakan metode yang digunakan lebih sesuai untuk data, 
metode yang sesuai dapat mempengaruhi kinerja diagram kontrol. Nilai residual akan 
semakin mendekati nol ketika model yang dipakai semakin sesuai karena hasil prediksi akan 
mendekati nilai aktualnya. Rata- rata akan berkisar pada nol ketika semakin banyak nilai 
residual yang mendekati nol dan titik data akan menyebar disekitar nilai rata- rata sehingga 
tidak akan terjadi tipe error I. Tidak adanya tipe error I akan berdampak pada jumlah 






Saran bagi perusahaan dan bagi penelitian selanjutnya adalah sebagai berikut: 
1. Pengawasan proses produksi agar dilakukan dengan inspeksi secara langsung serta 
menggunakan diagram kontrol, jika hasil pengawasan menggunakan diagram kontrol 
menunjukkan keadaan tidak terkontrol, selanjutnya dilakukan uji autokorelasi agar dapat 
diketahui apakah terdapat autokorelasi pada data. 
2. Dalam mengatasi adanya autokorelasi, diharapkan dilakukan pemodelan terhadap data 
terlebih dahulu agar dihasilkan residual yang tidak berautokorealasi untuk diplotkan pada 
diagram kontrol. 
3. Pada penelitian selanjutnya agar menggunakan data yang lebih banyak dikarenakan metode 
machine learning seperti support vector regression akan lebih baik jika data semakin 
banyak.  
4. Pada penelitian selanjutnya diharapkan menggunakan lebih banyak metode sehingga akan 
didapatkan metode yang benar- benar menggmbarkan data sehinga didapatkan diagram 
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Lampiran 2.a Uji Autokorelasi Data Aktual DAC 
Autocorrelations 
Series:   c.combu.ret   
Lag Autocorrelation Std. Errora 
Box-Ljung Statistic 
Value df Sig.b 
1 .615 .182 11.373 1 .001 
2 .520 .179 19.852 2 .000 
3 .430 .175 25.896 3 .000 
4 .315 .171 29.263 4 .000 
5 .319 .168 32.889 5 .000 
6 .241 .164 35.056 6 .000 
7 .011 .160 35.062 7 .000 
8 -.047 .156 35.151 8 .000 
9 -.069 .152 35.358 9 .000 
10 -.121 .147 36.029 10 .000 
11 -.153 .143 37.171 11 .000 
12 -.209 .138 39.451 12 .000 
13 -.312 .134 44.882 13 .000 
14 -.386 .129 53.859 14 .000 
15 -.338 .124 61.330 15 .000 
16 -.349 .119 69.977 16 .000 
a. The underlying process assumed is independence (white noise). 








Lampiran 2.b Uji Autokorelasi Data Residual DAC Dari Model LSSVR 
 
Autocorrelations 
Series:   resid.escal2   
Lag Autocorrelation Std. Errora 
Box-Ljung Statistic 
Value df Sig.b 
1 -.104 .182 .326 1 .568 
2 -.144 .179 .978 2 .613 
3 .292 .175 3.766 3 .288 
4 -.140 .171 4.429 4 .351 
5 .033 .168 4.467 5 .484 
6 -.015 .164 4.476 6 .613 
7 -.145 .160 5.295 7 .624 
8 .180 .156 6.627 8 .577 
9 -.074 .152 6.864 9 .651 
10 -.176 .147 8.298 10 .600 
11 -.107 .143 8.855 11 .635 
12 .013 .138 8.864 12 .715 
13 .000 .134 8.864 13 .783 
14 -.303 .129 14.411 14 .420 
15 .014 .124 14.424 15 .494 
16 .111 .119 15.294 16 .503 
a. The underlying process assumed is independence (white noise). 







Lampiran 2.c Uji Autokorelasi Data Residual DAC Dari Model GASVR 
Autocorrelations 
Series:   Resid.escal   
Lag Autocorrelation Std. Errora 
Box-Ljung Statistic 
Value df Sig.b 
1 .173 .182 .896 1 .344 
2 .025 .179 .916 2 .633 
3 .326 .175 4.378 3 .223 
4 .095 .171 4.689 4 .321 
5 .109 .168 5.115 5 .402 
6 -.046 .164 5.194 6 .519 
7 -.113 .160 5.697 7 .576 
8 .019 .156 5.711 8 .680 
9 -.081 .152 5.996 9 .740 
10 -.160 .147 7.172 10 .709 
11 -.101 .143 7.675 11 .742 
12 -.164 .138 9.075 12 .697 
13 -.250 .134 12.572 13 .481 
14 -.279 .129 17.253 14 .243 
15 .001 .124 17.253 15 .304 
16 -.089 .119 17.812 16 .335 
a. The underlying process assumed is independence (white noise). 






Lampiran 3.a Koding Matlab Untuk Metode Pemodelan Data Menggunakan Least 
Square Support Vector Regression 
 
Xtrain = []; 
Ytrain = []; 
Xtest = []; 
Ytest = []; 
type = 'function estimation'; 
model = initlssvm(Xtrain,Ytrain,'f',[],[], 'RBF_kernel','o');  








Error_train = (Ytrain-Ypred_train) 
SSEtrain = Error_train.^2 
SSEtrain2 = sum(SSEtrain) 
Ypred_test=simlssvm({Xtrain,Ytrain,type,gam,sig2,'RBF_kernel','preprocess'
},{alpha,b},Xtest) 
Error_test = (Ytest-Ypred_test) 
SSEtest = Error_test.^2 
SSEtest2 = sum(SSEtest) 
st = controlchart(Error_train,'chart',{'i'}) 
 
Lampiran 3.b Koding Rstudio Untuk Metode Pemodelan Data Menggunakan Genetic 






jumlah.bit <- function(mins1,maks1,mins2,maks2,mins3,maks3, 
                       ketelitian1,ketelitian2,ketelitian3){ 
  calc.jumlah.bit <- function(Data){ 
    range <- Data[2]-Data[1]  
    j <- range*(10^Data[3]) 
    n <- 1 
    while ((2^n < j) && (2^(n+1) < j) ){ 
      n <- n+1 
    } 
    returnValue(n+1) 
  } 
  var.1 <- c(mins1,maks1,ketelitian1) 
  var.2 <- c(mins2,maks2,ketelitian2) 
  var.3 <- c(mins3,maks3,ketelitian3) 
  var.all <- rbind(var.1,var.2,var.3) 
  nbit <- apply(var.all,1,FUN=calc.jumlah.bit) 







inisialisasi <- function(nbit,npop){ 
  populasi <- matrix(ncol=nbit,nrow=npop) 
  for ( i in 1:npop){ 
    populasi[i,] <- sample(0:1, nbit, replace=T) 
  } 
  returnValue(populasi) 
} 
 
#Konversi Biner ke Integer untuk semua variabel 
bit2int <- function(populasi,nvar,mins1,maks1,mins2,maks2,mins3,maks3, 
                    bit1,bit2,bit3){ 
  bit2int.aux <- 
function(populasi,var_ke,nvar,mins1,maks1,mins2,maks2,mins3,maks3, 
                          bit1,bit2,bit3){ 
    r <- c(0,bit1,bit2,bit3) 
    ranges <- c((maks1-mins1),(maks2-mins2),(maks3-mins3)) 
    mins <- c(mins1,mins2,mins3) 
    X <- NULL 
    for (i in 1:dim(populasi)[1]){ 
      x <- 0 
      k <- 1 
      for (j in (sum(r[1:var_ke])+1):(sum(r[1:(var_ke+1)]))){ 
        if (populasi[i,j]==1){ 
          x = x+2^(r[var_ke+1]-k)} 
        k <- k+1 
      } 
      xint <- mins[var_ke] + (x*ranges[var_ke]/(2^r[var_ke+1]-1)) 
      X <- c(X,xint) 
    } 
    returnValue(X) 
  } 
  x <- NULL 
  for (i in (1:nvar)){ 
    aux <- 
bit2int.aux(populasi,i,nvar,mins1,maks1,mins2,maks2,mins3,maks3, 
                       bit1,bit2,bit3) 
    x <- cbind(x,x=aux) 
  } 




seleksi.roulette <- function(solusi,fitness){ #solusi biner 
  sum.fitness <- sum(fitness) 
  cum.prob <- matrix(ncol=1,nrow=nrow(solusi)) 
  prob <- 0 
  for (i in 1:length(fitness)){ 
    prob <- prob + fitness[i]/sum.fitness 
    cum.prob[i,] <- prob 
  } 
  random <- runif(nrow(solusi)) 
  new.solusi <- solusi 
  for (i in 1:nrow(solusi)){ 
    for (j in 1:nrow(solusi)){ 
      if (random[i] <= cum.prob[j]){ 




        break 
      } 
    } 
  } 




reproduce <- function(individu,pc,pm){ #individu adalah luaran seleksi 
  #one point crossover 
  crossover <- function(parent.1,parent.2){ 
    cutpoint <- sample(1:(length(parent.1)-1),1) 
    child.1 <- 
c(parent.1[1:cutpoint],parent.2[(cutpoint+1):length(parent.2)]) 
    child.2 <- 
c(parent.2[1:cutpoint],parent.1[(cutpoint+1):length(parent.1)]) 
    child <- rbind(child.1,child.2) 
    returnValue(child) 
  } 
  mutation <- function(offspring,pm){ 
    n.mut <- floor(pm*length(offspring))#banyaknya yang akan dimutasi 
    for (i in 1:length(n.mut)){ 
      x <- sample(1:nrow(offspring),1) # x dan y adalah letak offspring 
yang akan dikenai mutasi 
      y <- sample(1:ncol(offspring),1) 
      if (offspring[x,y]==0) 
        offspring[x,y]=1 
      else 
        offspring[x,y]=0 
    } 
    returnValue(offspring) 
  } 
   
  rn <- runif(nrow(individu),0,1) #Membangkitkan bilangan acak untuk tiap 
kromosom 
  p.index <- NULL #Memilih kromosom sebagai parent 
  for ( i in 1:length(rn)){ 
    if (rn[i] < pc) 
      p.index <- c(p.index,i) 
  } 
  n.p.index <- length(p.index) 
  if (n.p.index%%2!=0){ #Jika banyak parent yang terpilih ganjil, maka 
yang terakhir dibuang 
    p.index <- p.index[-n.p.index] 
    n.p.index <- n.p.index-1 
  } 
   
  if (length(p.index)==0){ #Tidak ada yang dipindahsilang 
    offspring <- individu 
  } else { 
    offspring <- individu 
    for(i in seq(1, n.p.index, by = 2)){ #Proses crossover 
      child <- crossover(individu[p.index[i],],individu[p.index[i+1],]) 
      offspring[p.index[i],] <- child[1,] 
      offspring[p.index[i+1],] <- child[2,] 
    } 




  offspring.mutation <- mutation(offspring,pm) 




fitness <- function(dataset,solusi){ 
  calc.rmse <- function(parameter.svr,dataset,K=5){ 
    Kfold <- cvFolds(nrow(dataset),K=K) 
    rmse.folds <- matrix(ncol=2,nrow=K) 
    indeks.test <- matrix(ncol=nrow(dataset)/K,nrow=K) 
    for (i in 1:K){ 
      indeks.train <- Kfold$subsets[which(Kfold$which!=i)] 
      indeks.test[i,] <- Kfold$subsets[which(Kfold$which==i)] 
      data.train <- dataset[indeks.train,] 
      data.test <- dataset[indeks.test[i,],] 
      svr.model <- svm(Y1 ~ . , 
data=data.train,kernel="radial",gamma=parameter.svr[1],cost=parameter.svr[
2],epsilon=parameter.svr[3]) 
      rmse.train <- sqrt(mean(svr.model$residuals^2)) 
      pred <- predict(svr.model,data.test[,2:ncol(data.test)]) 
      rmse.test <- sqrt(mean((data.test["Y1"]-pred)^2)) 
      rmse.folds[i,] <- c(rmse.test,rmse.train) 
    } 
    id.min <- which(rmse.folds[,1]==min(rmse.folds[,1])) 
    returnValue(c(rmse.folds[id.min,],indeks.test[id.min,])) 
  } 
  rmse <- apply(solusi,1,FUN=calc.rmse,dataset=dataset) 
  rmse.t <- t(rmse) 
  fitness.value <- 1/(1+rmse.t[,1]) 
  result <- cbind(fitness.value,rmse.t[,1],rmse.t[,2]) 
  colnames(result) <- c("fitness",'rmse.test','rmse.train') 
  data <- rmse.t[,3:ncol(rmse.t)] 
  returnValue(list('fitness'=result,'data'=data)) 
} 
 
#PARAMETER GENETIC ALGORITHM 
npop <- 20 #25 
nvar <- 3 
mins1 <- 2^-10;maks1 <- 2^10 #gamma #2^-1 sd 2^2 
mins2 <- 2^-10;maks2 <- 2^10 #cost ##2^-1 sd 2^2 
mins3 <- 2^-5;maks3 <- 1 #1.92553 #2.04211 #Epsilon - Max  
 
ketelitian1 <- 3; ketelitian2 <- 3; ketelitian3 <- 3 
pc <- 0.9  
pm <- 0.01  




bit1 <- nbit[1];bit2 <- nbit[2];bit3 <- nbit[3] 
total.bit <- sum(nbit) 
 
#LOAD DATA 






Testing <- "E:/Baca/Coba/Research Teknik Industri 
(Hasan)/TransformedDatasets_CC_2017/TransformedDatasets_CC_2017/Validation 
sample c_combu_ret.txt" 
Training_dataset <- read.table(Training,heade=T) 
Testing_dataset <- read.table(Testing,header=T) 
 
Dataset <- rbind(Training_dataset,Testing_dataset) 
K <- 5 
 
#MAIN PROCESS 
solusi.int.best <- matrix(ncol=nvar, nrow=max.iter) 
colnames(solusi.int.best) <- c("gamma","cost","epsilon") 
ga.summary <- matrix(ncol=(nvar+3),nrow=max.iter) 
colnames(ga.summary) <- 
c("gamma","cost","epsilon","fitness","rmse.test","rmse.train") 
fit.summary <- matrix(ncol=2,nrow=max.iter) 
colnames(fit.summary) <- c("max.fit","mean.fit") 
populasi <- inisialisasi(total.bit,npop) 
saved.test.data <- matrix(ncol=nrow(Dataset)/K,nrow=max.iter) 
for (i in 1:max.iter){ 
  print(paste('iteration - ',i,sep="")) 
  int.populasi <- 
bit2int(populasi,nvar,mins1,maks1,mins2,maks2,mins3,maks3, 
                          bit1,bit2,bit3) 
  fitness.value <- fitness(Dataset,int.populasi) 
  indeks <- 
which(fitness.value$fitness[,1]==max(fitness.value$fitness[,1])) 
  parent <- seleksi.roulette(populasi,fitness.value$fitness[,1]) 
  new.individu <- reproduce(parent,pc,pm) 
  populasi <- new.individu 
  solusi.int.best [i,] <- int.populasi[indeks[1],] 
  saved.test.data[i,] <- fitness.value$data[indeks[1],] 
  fit.summary[i,] <- 
c(max(fitness.value$fitness[,1]),mean(fitness.value$fitness[,1])) 








loc.data <- which(ga.summary[,5]==min(ga.summary[,5])) 
index.test.data <- saved.test.data[loc.data,] 
parameter_optimal <- ga.summary[loc.data,1:3] 
Data_train_solution <- Dataset[-index.test.data,] 
Data_test_solution <- Dataset[index.test.data,] 
 
write.csv(Data_train_solution,file="Data Training Selected.csv") 
write.csv(Data_test_solution,file="Data Testing Selected.csv") 
write.csv(ga.summary,file='Solusi Each Generation.csv') 
write.csv(parameter_optimal,file='Optimal Parameter.csv') 
 
#Re-Run Model using Optimal Parameter generated using GA 






                 gamma=parameter_optimal['gamma']) 
RMSE.training <- sqrt(mean(svr.model$residuals^2)) 
RMSE.training 
#Testing Process 
pred <- predict(svr.model,Data_test_solution[,2:ncol(Data_test_solution)]) 
RMSE.Testing <- sqrt(mean((Data_test_solution["Y1"]-pred)^2)) 
RMSE.Testing 
RMSE.all <- c(RMSE.training,RMSE.Testing) 
names(RMSE.all) <- c("RMSE Training",'RMSE Testing') 
write.csv(svr.model$residuals,'Residual Model Training.csv') 
write.csv((Data_test_solution["Y1"]-pred),'Residual Testing.csv') 







      side=3, outer=TRUE, line=-3,cex=2) 
legend('bottomright',legend=c("Maximum Fitness","Average 
Fitness"),col=c("red","blue"), cex=1, 
       horiz=F,box.lty=2,bty='n',pch=c(15,15)) 
dev.off() 
 
Residual.test <- unlist(Data_test_solution["Y1"]-pred) 
Residual.train <- as.vector(svr.model$residuals) 







mtext('Residual Control Chart', 
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