Uniqueness of Polish group topology  by Gartside, Paul & Pejić, Bojana
Topology and its Applications 155 (2008) 992–999
www.elsevier.com/locate/topol
Uniqueness of Polish group topology
Paul Gartside ∗, Bojana Pejic´
University of Pittsburgh, Department of Mathematics, Pittsburgh, PA, USA
Received 8 May 2007; received in revised form 16 August 2007; accepted 4 January 2008
Abstract
We show the limits of Mackey’s theorem applied to identity sets to prove that a given group has a unique Polish group topology.
Verbal sets in Abelian Polish groups and full verbal sets in the infinite symmetric group are Borel. However this is not true in
general.
A Polish group with a neighborhood π -base at 1 of sets from the σ -algebra of identity and verbal sets has a unique Polish group
topology. It follows that compact, connected, simple Lie groups, as well as finitely generated profinite groups, have a unique Polish
group topology.
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1. Introduction
A classical result due to Mackey [9], says that if a Polish group has a countable point-separating family of sets that
are Borel in any Polish group topology on that group, then the group admits only one Polish group topology. (Here,
a family C of subsets of G is point-separating if for any pair of distinct points x and y in G, there is C ∈ C such that
x ∈ C and y /∈ C.) The difficulty in applying Mackey’s theorem is deciding which sets are Borel in any Polish group
topology on the group.
If G is a topological group, the subsets of G of the form {x ∈ G | w(x;a1, . . . , am) = 1} = w−1{1}, where w is a
free word and a1, . . . , am are constants in G, are called identity sets. The sets of the form {w(x1, . . . , xn;a1, . . . , am) |
x1, . . . , xn ∈ G}, are said to be verbal. If no constants are used in the definition of a verbal set then we call it a full
verbal set. For example, centralizers are identity sets, conjugacy classes are (non-full) verbal sets, while mth powers
and commutators are examples of full verbal sets.
Note that identity sets are necessarily closed, and hence Borel, in any Polish group topology on a given Polish
group. Hence they are ideal candidates for the countable point-separating family in Mackey’s theorem. Indeed, Kall-
man [7] used identity sets to show that the autohomeomorphism groups of manifolds admit a unique Polish group
topology. Also, identity sets can be used to show that S∞ admits only one Polish group topology. However, identity
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collection of identity sets separates points, and so identity sets alone cannot be used in applying Mackey’s result.
Thus we are forced to move beyond identity sets. Verbal sets are natural candidates. But while verbal sets are
clearly analytic (the continuous images of a Polish space) it is not clear they are Borel, as demanded by Mackey’s
theorem. In Section 2 below we show that in Abelian Polish groups all verbal sets are Borel (Theorem 1), and in
the infinite symmetric group S∞ all full verbal sets are Borel (Theorem 2). However the authors have shown else-
where [4] that the set of squares (a full verbal set) in the Polish group of autohomeomorphisms of the circle is not
Borel.
This leads us to try to extend Mackey’s theorem by allowing analytic (but not necessarily Borel) sets in the count-
able point-separating family. The authors cannot completely rule out such an extension, but in Section 3 we show that
any such result cannot be proved by the same technique as used by Mackey.
However, other variants of Mackey’s theorem bring success. Theorems 8 and 9 of Section 4, give sufficient condi-
tions for the uniqueness of a Polish group topology that avoid the problem of verbal sets not being necessarily Borel. It
only requires sets that possess the Baire property, and the collection of all Baire property sets is a σ -algebra containing
all analytic sets. Thus, any set from the σ -algebra generated by identity and verbal sets may be used in applying this
theorem.
We give two applications of these results. The first (Theorem 11) is that the compact, connected, simple Lie groups
(for example, the special orthogonal group SO(3,R)) have a unique Polish group topology. The second application is
that the finitely generated profinite groups admit a unique Polish group topology (Theorem 16).
2. Verbal sets are sometimes Borel
Here we give two circumstances where verbal sets are Borel.
Theorem 1. In an Abelian Polish group all verbal sets are Borel.
Proof. Let (G,+) be an Abelian Polish group, w(x1, . . . , xn;y1, . . . , ym) a free word, and c1, . . . , cm constants
in G. We show that the verbal set V = {w(g1, . . . , gn; c1, . . . , cm) | g1, . . . , gn ∈ G} is Borel. Since G is Abelian,
w(g1, . . . , gn; c1, . . . , cm) = i1g1 + · · · + ingn + c, for some integers i1, . . . , in and some constant c ∈ G. Let Gn act
on G via (g1, . . . , gn) . h = i1g1 + · · · + ingn + h. Note that because G is Abelian, this is a well-defined continuous
action of the Polish group Gn on the Polish space G. By an important result of Miller [10], all orbits of this action are
Borel. In particular, the verbal set V , which is precisely the orbit of the element c, is Borel. 
The infinite symmetric group, S∞, is the group of permutations of N. With the relative topology as a subset of NN,
S∞ is a topological group and it is a Polish group since it is a Gδ set in the Polish space NN. If we endow N with its
usual discrete topology, we can also think of S∞ as the group of autohomeomorphisms of N.
Theorem 2. All full verbal sets in S∞ are Borel.
To prove this we first appeal to [3] where it is shown that if w(x1, . . . , xn) is a free word that is not a proper power,
then the verbal set w(Sn∞) is the whole of S∞, in which case it is certainly Borel. In case w(x1, . . . , xn) = vm, for
some m> 1 and free word v (which may be assumed not to be a proper power itself), the verbal set w(Sn∞) equals the
set S(m)∞ := {πm | π ∈ S∞} of all mth powers in S∞. Thus, it remains to show that S(m)∞ is Borel.
Let X be any set. For a1, . . . , an, distinct elements of X, let (a1a2 · · ·an) denote the permutation of X that maps ai
to ai+1 for i = 1,2, . . . , n− 1 and an to a1, leaving the other elements of X fixed. We call such a permutation a finite
cycle or, more specifically, an n-cycle or a cycle of length n. Similarly, for a sequence (ai)i∈Z of distinct elements
of X, let (· · ·a−1a0a1a2 · · ·) denote the permutation of X that maps each ai to ai+1 and is otherwise the identity. We
call such a permutation an infinite cycle or a cycle of infinite length. Any permutation of X can be represented by an
unordered formal composition of disjoint cycles in a unique way. We say that a permutation f contains a cycle σ if σ
is one of the cycles in the unique disjoint cycle representation of f .
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B(k;n) := {π ∈ S∞ ∣∣ π contains (at least) k cycles of length n}
is Borel.
Proof. When n is finite,
π ∈ B(k;n) ⇔ ∃a1, . . . , ak distinct, ∀i, j ∈ {1, . . . , k}, ∀0 < < n:
πn(ai) = ai and π(ai) = aj ,
and when n = ∞,
π ∈ B(k;n) ⇔ ∃a1, . . . , ak distinct, ∀i, j ∈ {1, . . . , k}, ∀ = 0:
π(ai) = aj ,
which are clearly Borel conditions. 
We will now characterize the elements of the set S(m)∞ of mth powers in S∞, and then show it is Borel.
Lemma 4.
(a) The unique disjoint cycle representation of the mth power of a cycle of length N consists of d cycles, each of
length  := N
d
, where d = (N,m).
(b) The unique disjoint cycle representation of the mth power of an infinite cycle consists of m infinite cycles.
Proof. (a) Let σ = (a1 · · ·aN). By symmetry, σm consists of finite cycles of equal length. The elements in the cy-
cle that contains a1 are all ak’s with k = (1 + jm) mod N , for some j = 0,1,2, . . . . (Here, s mod N denotes the
remainder in the integer division of s by N .) Let x be the smallest positive integer solution of the equation
1 + xm ≡ 1 (modN).
Then there are exactly x indices k of the form (1 + jm) mod N . In other words, the length of the cycle containing a1
is precisely x. Now, 1 + xm ≡ 1 (modN) if and only if xm = yN for some integer y. The smallest positive solution
to this equation is x = N
d
. It follows that the length of each cycle in σm is N
d
, and the number of the cycles clearly
must be d .
(b) It is clear that
(· · ·a1a2 · · ·)m = (· · ·a1am+1 · · ·)(· · ·a2am+2 · · ·) · · · (· · ·ama2m · · ·),
so the statement follows. 
Lemma 5 (Characterization of mth powers). Let m =∏si=1 pαii , where for each i, pi is prime and αi > 0, be the
unique prime factorization of m 1. For a permutation π ∈ S∞ the following are equivalent:
(i) π ∈ S(m)∞ ,
(ii) for every 1 n∞ the number of pin-cycles is divisible by pαii . (Here, ∞ · n = ∞ and ∞ is considered to be
divisible by any finite number. Note that in particular, the number of infinite cycles is divisible by m.)
Proof. Suppose that π ∈ S(m)∞ and let ρ ∈ S∞ be such that π = ρm.
Let n ∈ {1,2, . . .}. By Lemma 4, cycles of a given length in π appear in groupings of equal size, more precisely: if
π contains a cycle of length pin, then there exist k  1, disjoint pin-cycles σ2, . . . , σk in π , and a pink-cycle σ in ρ
such that
σm = σ1σ2 · · ·σk
P. Gartside, B. Pejic´ / Topology and its Applications 155 (2008) 992–999 995and
(m,pink) = k.
Writing m = pαii m1, n = pβii n1, and k = pγii k1, where (m1,pi) = (n1,pi) = (k1,pi) = 1, we get(
p
αi
i m1,p
1+βi+γi
i n1k1
)= pγii k1.
It follows that γi = min(αi,1 + βi + γi), so γi = αi . Thus, k is divisible by pαi . We conclude that the number of
pin-cycles in π is divisible by pαii (possibly infinite).
If n = ∞, and σ1 is an infinite cycle in π , then by Lemma 4, there exist disjoint infinite cycles σ2, . . . , σm in π and
an infinite cycle σ in ρ such that
σm = σ1σ2 · · ·σm.
Thus, the number of infinite cycles in π is divisible by m.
Conversely, let π be a permutation in S∞ satisfying (ii). We will construct a permutation ρ such that ρm = π .
Fix 1  ∞. By (ii), the number of cycles in π of length  is divisible by pαii , for each i with pi |. Thus, the
number of -cycles in π is divisible by
d :=
∏
pi |
p
αi
i
(possibly infinite). Let
N := d (N = ∞ if  = ∞).
Note that for finite , d = (N,m). For  = ∞, d =∏si=1 pαii = m.
Divide the cycles of length  in π into pairwise disjoint groupings of d-many. Let σ1, σ2, . . . , σd be one such
grouping of -cycles in π . By Lemma 4, the product σ1σ2 · · ·σd can be written as the mth power of a cycle σ of
length N . Put the cycle σ into the permutation ρ.
Doing this for each length , 1 ∞, and each grouping of -cycles in π , we complete the construction of ρ.
It is clear by design that ρm = π . 
Theorem 6. For all m 1, the set S(m)∞ of mth powers in S∞ is Borel.
Proof. Let m =∏si=1 pαii , αi > 0, be the unique prime factorization of m. By Lemma 5, a permutation π is in S(m)∞ if
and only if for all prime factors pi of m, for all n ∈ {1,2, . . .} ∪ {∞} and for all k ∈ {1,2, . . .}, if π has pαii (k − 1)+ 1
pin-cycles, then π has pαii k pin-cycles. Thus,
S(m)∞ =
⋂
pi,n,k
(
S∞ \B
(
p
αi
i (k − 1)+ 1;pin
)∪B(pαii k;pin)),
where B(k;n) denotes the set of permutations that have (at least) k cycles of length n. By Lemma 3, it follows that
S
(m)∞ is Borel. 
3. Difficulties extending to analytic sets
For a topological space (X, τ), we write B(X, τ) or B(X) for the set of Borel sets in X.
Mackey’s result on the uniqueness of Polish group topology follows from:
Theorem 7. Let (X, τ) be a Polish space and A a countable, point-separating family of Borel sets in X. Then
B(X, τ) ⊆ σ(A).
The authors do not know if Theorem 7 would hold with ‘Borel’ replaced by ‘analytic’. But the following example
suggests otherwise.
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which is the union of an analytic and a co-analytic set, such that σ(A) does not contain B(C).
Proof. Let U = {x ∈ C | x(0) = 0}. Note that U is homeomorphic to C. Fix an uncountable analytic, but not Borel
(in C) subset A of U . By the Perfect Set Theorem for Analytic Sets, A contains a copy of the Cantor space. Thus,
there exists a homeomorphic embedding g1 of U into A. On the other hand, A ⊆ U , so the inclusion map h1 :A → U
is a homeomorphic embedding of A into U . From the injections g1 and h1, we construct a bijection f1 :U → A
using a Schröder–Bernstein argument as follows. Define subsets Kn of U , for n 0 recursively by: K0 = U \ h1(A),
Kn = h1(g1(Kn−1)), for n 1. Let C1 =⋃n Kn, B1 = U \C1. It is easy to see that the set C1 is co-analytic, and B1
is analytic. The bijection f1 :U → A is now defined as
f1(x) =
{
h−11 (x) = x, if x ∈ B1,
g1(x), if x ∈ C1.
Similarly, let g2 :UC → AC be the inclusion map, and let h2 :C → UC be the right shift map given by h2(x)(0) = 1
and h2(x)(n) = x(n − 1), for n = 1,2, . . . , where x ∈ C. Then g2 and h2AC are homeomorphic embeddings, and
once again we use a Schröder–Bernstein construction; this time, to define a bijection f2 :UC → AC . Define subsets
Ln of UC recursively as follows: L0 = UC \h2(AC), Ln = h2(g2(Ln−1)), for n 1. Let B2 =⋃n Ln, C2 = UC \B2,
D2 = g2(B2) = B2, E2 = h−12 (C2). We see that B2 is analytic, and C2 is co-analytic. The bijection f2 :UC → AC is
given by
f2(x) =
{
g2(x) = x, if x ∈ B2,
h−12 (x), if x ∈ C2.
Let f = f1 ∪ f2. Let Un = {x ∈ C | x(n) = 0} and An = f (Un) for n  0, and let U = {Un | n  0} and A = {An |
n  0} ∪ {ACn | n  0}. We claim that the family A has the desired properties. To show that A is point-separating,
let x and y be distinct points in C. Then there exists n ∈ N such that f−1(x)(n) = f−1(y)(n). If f−1(x)(n) = 0
and f−1(y)(n) = 1, then f−1(x) ∈ Un and f−1(y) /∈ Un, so x ∈ An and y /∈ An. Similarly, if f−1(x)(n) = 1 and
f−1(y)(n) = 0, then x ∈ ACn and y /∈ ACn . Each An (and similarly, each ACn ) is the (disjoint) union of an analytic set
and a co-analytic set. To see this, write:
An =
(
h−11 (Un ∩B1)∪ g2(Un ∩B2)
)∪ (g1(Un ∩C1)∪ h−12 (Un ∩C2)).
Lastly, we need to show that σ(A)  B(C). Since (C, σ (U)) is a standard Borel space (note, σ(U) = B(C)), and
f : (C, σ (U)) → (C, σ (A)) is a Borel isomorphism, it follows that (C, σ (A)) is also a standard Borel space. These
are two different standard Borel spaces, since A ∈ σ(A), but A /∈ B(C). Distinct Borel σ -algebras on the same set are
incomparable (this follows immediately from Corollary 15.2 [8, p. 89], for example), so σ(A)  B(C). 
4. Analytic variants of Mackey’s theorem
Recall that a collection N of subsets of a topological space X is called a network for X if whenever x ∈ V , with V
open in X, we have x ∈ N ⊆ V for some N in N .
Theorem 8. If a Polish group G has a countable network of sets that have the Baire property in any Polish group
topology on G, then G has a unique Polish group topology.
In particular, if a Polish group G has a countable network of sets from the σ -algebra generated by identity and
verbal sets, then G has a unique Polish group topology.
Proof. Let τ be the given Polish group topology on G and N a countable network as in the statement of the theorem.
Let σ be a Polish group topology on G, potentially different from τ . Consider the identity map id : (G,σ ) → (G, τ).
We will show that id is Baire measurable, so that by Theorem 1.2.6 in [1], id is a homeomorphism, and so τ = σ . Let
V be an open set in (G, τ). Then V can be written as the union of a countable collection of sets from the network N :
V =⋃n∈ω An, with An ∈N for n ∈ ω. Since each An has the Baire property in (G,σ ), it follows that their (countable)
union also has the Baire property. So, id−1(V ) = V has the Baire property in (G,σ ). Thus, id is Baire measurable as
required. 
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nonempty interior, and for every open U containing x, there exists P ∈ P such that P ⊆ U . Clearly, a neighborhood
base at a point is a neighborhood π -base at the same point.
Theorem 9. Let G be a Polish group with a neighborhood π -base at the identity consisting of sets that have the Baire
property in every Polish group topology on G. Then G has a unique Polish group topology.
In particular, if G is a Polish group with a neighborhood π -base at the identity of sets from the σ -algebra generated
by identity and verbal sets, then G has a unique Polish group topology.
Proof. Let τ be the given Polish group topology on G, P a τ -neighborhood π -base at 1 as in the statement of
the theorem, and σ an arbitrary Polish group topology on G. We show that the identity map id : (G,σ ) → (G, τ)
is a homeomorphism; by Theorem 1.2.6 of [1], it is sufficient to show that id is continuous. Let V be a τ -open
neighborhood of 1 and find a τ -open set W containing 1 such that WW−1 ⊆ V . Choose P ∈ P such that P ⊆ W .
Then PP−1 ⊆ V . If D is a countable τ -dense subset of G, one can show, using the fact that P has nonempty τ -interior,
that the countable collection {dP | d ∈ D} of translates of P covers G. By the Baire Category Theorem applied to
(G,σ ), at least one of the translates dP , where d ∈ D, is σ -non-meager, and so P is σ -non-meager. Recall that by
assumption, P has the Baire property in (G,σ ). By Pettis’s Theorem, PP−1 contains a σ -open neighborhood U of 1.
Now, id(U) = U ⊆ PP−1 ⊆ V , so id is continuous. 
5. Compact Lie groups
For a group G and a ∈ G, let M(a) = {cbab−1a−1c−1 | b, c ∈ G}. We take this definition from [2], where this
set is studied and used to prove van der Waerden’s Continuity Theorem [13]: Every homomorphism from a compact,
connected, simple Lie group with trivial center into a compact topological group is continuous. The following lemma
is taken from the same source:
Lemma 10.
(a) Let K be a compact group and let (aλ) be a net in K such that aλ → 1. Then for every neighborhood V of the
identity, there is λ such that M(aλ) ⊆ V.
(b) Let G be an m-dimensional compact, connected, simple Lie group, and let a be a non-central element of G. Then
the set N(a) = {∏mi=1 hi | hi ∈ M(a)} is a neighborhood of the identity.
Theorem 11. If G is a compact, connected, simple Lie group (for example, SO(3,R)), then G has a unique Polish
group topology.
Proof. We show that the family {N(a) | a is a non-central element of G} forms a neighborhood base at the identity for
the topology on G. Indeed, the members of the family are neighborhoods of 1, by Lemma 10(b). Also, given an open
neighborhood U of 1, we find a non-central element a such that N(a) ⊆ U . First, choose an open neighborhood V
of 1 such that Vm ⊆ U . Since 1 is not isolated, we can find a sequence of distinct points an in G such that an → 1.
Since the center of G is finite [5], we may assume without loss of generality that all elements of the sequence (an) are
non-central. By Lemma 10(a), there exists an n such that M(an) ⊆ V . Write a = an. Then N(a) ⊆ Vm ⊆ U .
Observe that each of the sets N(a) is verbal. The uniqueness of the Polish group topology now follows from
Theorem 9. 
This uniqueness result could not be obtained by applying Mackey’s theorem with identity sets:
Lemma 12. If G is a connected Lie group, no countable family of identity sets separates points in G.
Proof. First we show that identity sets in G are either closed nowhere dense or equal to G. To see this, let A be an
identity set in G. Then A = f−1{1}, where f :G → G is given by f (x) = w(x; c1, . . . , cm), for some free word w and
some fixed elements c1, . . . , cm in G. Suppose that A is not closed nowhere dense. Then A contains a nonempty open
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Then the analytic functions f and g coincide on U , so by the identity theorem, f = g. It follows that A = G.
Now suppose A is a countable family of identity sets that separate points in G. Assume, without loss of gener-
ality, that G /∈ A. Then A is a countable cover of G by nowhere dense sets, which contradicts the Baire category
theorem. 
6. Profinite groups
A profinite group is a zero-dimensional compact topological group, or equivalently a compact group whose open
subgroups form a base for the neighborhoods of the identity. Note that if G is a profinite group and U is an open
normal subgroup, then G/U is a finite group.
A profinite group G such that for every open normal subgroup U , the group G/U is a p-group is called a pro-p
group. A topological group G is said to have the finite index property if every subgroup of G of finite index is
necessarily open.
Serre (see [12], or [6]) proved that every (topologically) finitely generated pro-p group has the finite index property.
Serre went on to conjecture that every finitely generated profinite group has the finite index property. Serre’s conjecture
has recently been proved by Nikolov and Segal [11].
If H is a group and W is a set of free words, then the verbal subgroup associated with W is the group W(H)
generated by all w-values in H , with w ∈ W :
W(H) = 〈{w(h1, . . . , hn(w)) ∣∣w ∈ W,h1, . . . , hn(w) ∈ H}〉,
where n(w) is the number of letters in w. If W = {w}, we write w(H) for W(H).
Lemma 13. If G is a Polish group and W is a set of free words, the verbal subgroup W(G) is the union of a countable
collection of verbal sets, and hence analytic.
Proof. We may assume without loss of generality that W is closed under taking inverses (otherwise, replace W with
W ∪ {w−1 | w ∈ W }). Further note that W is countable (there are only countably many different—up to relabeling of
the variables—free words). Then every element in W(G) is the product of finitely many values of words from W . Let
SN be the set of those elements of W(G) that can be written as the product of N values of words from W . Then SN
is the countable union of verbal sets:
SN =
⋃
w1,...,wN∈W
{
w1
(
x1
) · · ·wN (xN ) ∣∣ xj ∈ Gmj },
where mj is the number of letters in wj . The verbal subgroup W(G) is the countable union W(G) =⋃∞N=0 SN , so it
is itself the union of a countable collection of verbal sets. 
A free word w is said to be d-locally finite if every d-generator (abstract) group H satisfying w(H) = 1 is neces-
sarily finite. Lemmas 14 and 15 below are key results from [11], we include the proof of the latter as it is not explicitly
stated.
Lemma 14. Let w be a d-locally finite free word and let G be a d-generator profinite group. Then the verbal subgroup
w(G) is open in G.
Lemma 15. If G is a finitely generated profinite group, then every open normal subgroup of G contains an open
verbal subgroup.
Proof. Let G be a d-generator profinite group and N an open normal subgroup of G (so G/N is finite). Let F be the
free group on free generators x1, . . . , xd and let
D =
⋂{
ker θ
∣∣ θ :F → G/N is a homomorphism}.
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that D is a free group of finite rank m (given by the Schreier index formula):
D = 〈w1(x1, . . . , xd), . . . ,wm(x1, . . . , xd)〉.
From the definition of D, it follows that wi(u) ∈ D for each i and any u ∈ Fd . Thus, setting
w(y1, . . . ,ym) = w1(y1)w2(y2) · · ·wm(ym),
where y1, . . . ,ym are disjoint d-tuples of variables, we have w(F) = D. We show that this implies that the word w is
d-locally finite. If H is a d-generator abstract group, then H = F/K for some normal subgroup K of the free group
on d generators. If w(H) = 1, then w(F) ⊆ K . But now K has finite index in F because it contains w(F) = D which
has finite index in F . So H = F/K is finite, as required. Also, w(G) ⊆ N , since wi(g) ∈ N for each i and any g ∈ Gd .
By Lemma 14, w(G) is an open verbal subgroup of G contained in N . 
Theorem 16. Let G be a finitely generated profinite group. Then G has a unique Polish group topology.
Proof. By definition, G has a neighborhood base at the identity of open subgroups. Each open subgroup in a profinite
group contains a normal open subgroup, and by Lemma 15, each open normal subgroup contains an open verbal
subgroup. Thus, G has a neighborhood base at the identity of verbal subgroups, which are analytic in any Polish
group topology on G (Lemma 13). By Theorem 9, G has a unique Polish group topology. 
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