This paper studies the rater identification problem in recommender systems. We propose to approach rater identification by fusing influence from various factors that relate to users. The rater likelihood is modeled from a probabilistic point of view as the conditional probability of a user given sources of contextual information, resulting in an aggregation model that fuses all the available information sources pertaining to a particular user. The result is a relational context-aware graph. A random walk with restart is used to calculate the proximity scores over this graph, which are used to identify raters. We compare our approach with several baselines in a set of experiments performed on the CAMRa2011 challenge dataset. The results demonstrate the superiority of our approach in predicting the identity of a rater who rated a particular movie within a given household.
INTRODUCTION
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objectives can be taken into account and even realized, such as examples from the Context-aware Movie Recommendation Challenge 2010 1 [15] , i.e., to recommend movies for a particular time [6] [14] , to recommend movies for a particular emotional status [16] , etc. Recently, more and more scenarios in recommender systems involve recommending items to a group of users rather than an individual user [3, 4, 5, 9] . The key issue in this research is twofold: to discover the common preference among a group of users and to discover the personal preference of individual users. Specifically addressing the two aspects, Context-aware movie recommendation challenge 2011 2 (CAMRa2011) is organized with two tracks, referred to "Group recommendation" track and "Rater identification" track. In the first track, the objective is to improve recommendation quality for individual households (consisting of a few users), while in the second track, the objective is to identify raters from households. Our work in this paper studies research issues in the second track. Rater identification is important for group recommendation, since it could help to distinguish common preference from personal preference, thus, have great potential for improving group recommendation models. In addition, we also envision that rater identification could be useful for targeted advertising in online sites.
We consider that the main difficulty for rater identification is the fact that various factors could exert impact on raters. For example in movie recommendation scenario, we may predict a user (among several candidate users) to be a rater, because she is most likely to be the one in favor of the movie that has been rated, or because she is most likely to be the one to use rating 5 (which has been assigned to the movie), or because she is most likely to be the one who likes to watch movies on Monday (when the movie was rated), etc. It is desired that multiple factors can be all taken into account for rater identification. In this paper, we specifically address this issue from probabilistic point of view. We model the rater likelihood as an aggregation of all the sources of contextual information relating to the user. The approach of random walk with restart is used to mine proximity scores of different factors from a relational context-aware graph. Using the CAMRa2011 challenge dataset, we demonstrate the proposed algorithm achieves a lower error rate for rater identification than other alternatives.
Our contributions in this paper can be summarized as:
modeling rater likelihood by taking into account all the factors under a given context.
• We propose to construct a relational context-aware graph, which is interpretable, and can be used to mine proximity of different factors to a user.
• We experimentally demonstrate that the proposed algorithm could be effective for rater identification, as large improvement is achieved over other baseline approaches.
The paper is organized as follows. After presenting an overview of the "Rater identification" challenge and our understanding of it in Section 2, we discuss the related previous work and its relationship to our own work in Section 3. In Section 4, we present the detail of the proposed algorithm. Our experimental evaluation is reported Section 5, and Section 6 summarizes the key aspects of our work in this paper and briefly discusses the possible directions for future work.
PROBLEM STATEMENT
As mentioned before, this paper focuses on the "rater identification" track in CAMRa2011 challenge. The problem of this track can be stated as: Given the users in a household (the candidate users), and given the rating that was assigned to a given movie, and also given the timestamp in which the rating was made, identify which user (one and only one) from the household is the rater. In other words, if we know there was a user from a specific household who rated a specific movie with a specific rating at a specific time, how to identify which user in the household is the rater.
We summarize our understanding of this particular problem in two points.
1. We consider that a proper solution for this problem is to address "which user from the household is more likely to have rated the given movie" rather than to address "which user's rating for the given movie could be the given rating". There might be the case that more than one user from the same household rates a movie with a similar rating. In this case, the two users can not be distinguished, even if a good rating prediction algorithm is available. Note that most rating prediction algorithms would still have more than 10% prediction error, as can be seen from Netflix competition [12] . For this reason, our solution presented in this paper follows the first direction, and no rating prediction algorithms are involved.
2. We consider that the rater can be identified by taking into account multiple factors. For examples, users in the same household may have different preference for a movie, or they may have different preference for the time to watch movies, or they may have different preference to the usage of ratings (some users may never use the highest rating for any movies), etc. This consideration motivates our solution to the challenge, as described in detail in Section 4.
RELATED WORK
One of the most widely used techniques in recommender systems is collaborative filtering (CF) [1] . Our work in this paper is closest to the branch of graph-based approaches in CF. Inspired by link prediction problem in social networks [13] , researchers in recommender systems have exploited link prediction / graph-based approaches for recommending products to individual users. Random walk and its variants [8, 17] have attracted lots of attention in recommender systems [2, 7, 11, 18] . Taking the user-item rating matrix as a bipartite graph, random walk methods have been applied to rank items (nodes in the graph) for each user [7, 18] . Konstas et al. [11] proposed to place all the metadata (e.g., user friendships, item tags) along side the user-item matrix into a graph, for which random walk with restart (RWR) is applied to recommend items to individual users. Although this work succeeds in integrating multiple information sources into recommendation, the graph was constructed from binary matrices. The problem of integrating matrices with different scales into a graph has not been addressed. Our work in this paper has substantial difference regarding this issue. In the graph that we construct, all the relations among different nodes can be interpreted as interaction frequency, a key innovation in this paper. Recent work has proposed to use rich node information to guild random walk for improved link recommendation in social networks [2] . In a case in which content-based information were available, the approach we present in this paper could build on this previous work and take the information into account. We do not explore the possibility at this time, since contentbased information is not included in the CAMRa2011 data set.
RELATIONAL CONTEXT-AWARE GRAPH MINING

Rater Likelihood
According to the problem statement as described in section 2, we formulate that the rater identification can be attained by estimating the conditional probability of a user given the item, the rating, and the time, i.e., p(u|i, r, t), which actually indicates the likelihood of the user u to be the rater. By using Bayes rule and ignoring the irrelevant prior, i.e., p(i, r, t) irrelevant to u, we can obtain:
We further make two assumptions in this work: 1) The item, the rating and the time are independent to each other. 2) the user prior follows a uniform distribution. We consider the first assumption is reasonable, since it may be probably the case (similar argumentation in other cases) that what rating a user uses would not relate to when she watches a movie. The second assumption is arguable, since it depends on the prior knowledge about the user distribution. However, our proposed model can be expanded if more priors are known exactly. Following the two assumptions, we finally factorize the rater likelihood as three conditional probabilities, as shown below: (2) Using this inference, the likelihood of the user u to be the rater depends on the likelihoods of user u being associated with item i, user u being associated with rating r, user u being associated with time t, as shown in Eq. (2). We choose to encode each of the three likelihoods in an exponential function, as below: 
where
is an aggregated normalization coefficient. By taking the log-likelihood and ignoring the normalization coefficient that is irrelevant to u, we can formulate the estimate of the rater likelihood as L(u):
In this formulation, the rater likelihood turns out to be a fusion of proximity scores based on items, ratings and time. α and β, each of which ranges from 0 to 1, are actually tradeoff parameters that controls the relative contributions from different factors. We emphasize that this formulation is approximate to address the problem of the "Rater identification" challenge as stated in Section 2. For a given item, a given rating, and a given time, we first estimate the rater likelihood for each user (each of the candidate users) in the given household according to the proposed algoritgm in Eq. (5), and then choose the most likely one as the rater. In the following, we will detail an efficient approach to compute f i (u), fr(u) and f t (u) by using a relational context-aware graph.
Relational Context-aware Graph
In this subsection, we present the construction of the relational context-aware graph (RCG). In this work, RCG consists of four types of nodes, i.e., user, item, rating and time, and the relations between them. An illustration of RCG is shown in Fig. 1 . Each of the elements (subgraphs/matrices) in RCG is introduced as below:
• UI: UI is a matrix that encodes the relations between users and items. In this work, the entry in UI is binary, i.e., UI ij = 1, if the ith user rated the jth item, 0 otherwise.
• UR: UR is a matrix that encodes the relations between users and ratings. The value of an entry UR ij denotes the number of times (the frequency) of the ith user using the jth rating.
• UT: UT is a matrix that encodes the relations between users and time. The value of an entry UT ij denotes the number (the frequency) of the ith user rating actions in the jth time interval. Note that in this work, we set the time interval as a day, which is available from the challenge dataset. • IR: IR is a matrix that encodes the relations between items and ratings. The value of an entry IR ij denotes the number of times (the frequency) of the ith item rated by the jth rating.
• IT: IT is a matrix that encodes the relations between items and time. The value of an entry IT ij denotes the number (the frequency) of ratings that are used by users to the ith item in the jth time interval.
• RT: RT is a matrix that encodes the relations between ratings and time. The value of an entry RT ij denotes the number of times (the frequency) the ith rating was used by users in the jth time interval.
We emphasize that all the relations in RCG can be interpreted as interaction frequencies between different nodes. In this sense, RCG avoids the scaling artifacts that could exsit among different types of nodes, as discussed in section 3. The relations that are mined from RCG would also indicate the likelihood that the two nodes have an interaction. We also emphasize that RCG can be used to involve all the available contextual information. Although in this paper RCG only exploits the available contextual information in the challenge dataset, RCG can be easily expanded to take additional information nodes into the graph.
Random Walk with Restart
As mentioned in Section 3, RWR is one of the most wellknown algorithms in ranking nodes in networks/graphs. In this paper, we adopt RWR to compute proximity scores in our proposed algorithm. For notation convenience, we use S to denote the above RCG in the following. For a given node (supposing the kth node) in S, and supposing that S is column normalized, RWR actually estimates the probabilities (denoted as a column vector p) of the proximity between the kth node and all the other nodes (e.g., p j indicates the proximity between the kth node and the jth node), according to the iteration rule, as shown below:
in which q denotes the "start status" of the kth node, i.e., a column vector that is equal to the kth column of S. θ is a parameter that controls the influence of the "start status". The vector p converges to a stable/stationary status during ALGORITHM 1: Computation of f i (u) using RWR Input: S, an item with index i, a household H containing the candidate users with index u ∈ H, restart parameter θ, maximal number of iterations numiter, a stop condition . Output: f i (u), u ∈ H. Column normalizing S; Find in S the kth node, which corresponds to the item with index i; Initialize a column vector p (of the length as the number of rows in S) with all zeros;
Find in S the kth node, which corresponds to the user with index u; f i (u) = p k (n) ; end the iterations. Applying a certain convergence condition, we can obtain p in which px indicates the probability that the node k is related to the node x.
The proximity scores of f i (u), fr(u) and f t (u) in Eq.(5) can be computed in a similar procedure. Here, we present the computation for f i (u) as an example shown in Algorithm 1.
Finally, the rater is identified as the one who attains the largest rater likelihood as in Eq. (5). In other words, the rater is identified as userû for a given household H, according to Eq. (8).û = arg max u∈H L(u) (8) Note that the complexity of the proposed algorithm is quadratic to the size (the number of rows or columns) of S. However, the computation of each proximity score is independent of all the others, meaning that the approach can be parallelized, a design advantage in online systems. We refer to the work of EigenTrust [10] for the readers who have interest in this issue.
EXPERIMENTAL EVALUATION
In this section we present a series of experiments that evaluate the proposed algorithm. We first give a detailed description of the dataset in the challenge, the experimental protocol and the evaluation metric that is used in our experiments. Then, we investigate the impact of tradeoff parameters in the proposed algorithm. Finally, we evaluate and analyze the rater identification performance of the proposed algorithm and compared it with other baselines.
We designed the experiments in order to answer two research questions:
1. Could the proposed algorithm improve the rater identification performance by fusing multiple factors for rater likelihood?
2. Could the proposed algorithm indeed benefit from RCG that encodes the relations among all the available contextual nodes? 
Experimental Setup
The dataset of the challenge is provided by the organizers of CAMRa2011. The dataset contains several subsets, including one subset as the training set, one subset as the validation set together with the groundtruth. In addition, a subset contains all the relationships between users and households. Some statistics of the dataset are summarized in Table 1 . The data provided in the training set is under the structure < user id , item id , rating, timestamp >, indicating a user's rating (discretely scaled 0-100) to an item and the time of the action. Note that in this work we group the timestamps into time intervals with the unit as a day, in order to construct the graph. As a result, we have 367 different time interval nodes in RCG.
The data provided in the validation set is of the structure < household id , item id , rating, timestamp >. Specifically, the task is to identify which user in the household is the rater. Note that the memberships of users to households are given, the candidate users are known for each identification case. The total number of cases to be identified in the validation set is 5450.
The evaluation metric we used to assess the accuracy of different algorithms is classification error rate, as expressed below:
in which δ(x) = 0, if x = 0, otherwise δ(x) = 1. |T s| denotes the number of testing cases in the validation set.û i denotes the predicted user (usually represented by the identifier of the user) for the ith case in the validation set, and u i denotes the ground truth of the user (also represented by the identifier) in the household. Note that the result of rater identification in each case can be either true or false, i.e., a binary result. The value of Error rate is within the range of 0 to 1, in which the lower value means the better identification performance. In the case that all the households contain two users/members, the identification Error rate by a random selection algorithm would be 0.5.
We also notice that we skipped the discussion of restart parameter θ, since it has been widely studied in related work [2, 11] . The value of θ is empirically tuned to 0.8, which is nearly the optimal value for the identification performance by the proposed algorithm. In addition, the maximal number of iterations in Algorithm 1 is set to 10, which is sufficiently large for the algorithm convergence.
Impact of Tradeoff Parameters
Our first experiment is to investigate the impact of the tradeoff parameters α and β in Eq. (5) on the proposed algorithm. By setting β = 0, we vary α in order to observe its impact on the proposed algorithm. As can be seen in Eq.(5), in the case of β = 0, the proposed algorithm actually only fuses proximity scores based on items and time, while the proximity scores based on ratings are not involved. The result is shown in Fig. 2 , in which we can observe that the Error rate increases as α increases. The optimal performance is achieved at α = 0, indicating that the proximity scores based on items would only introduce a negative effect for identifying raters, in the case that proximity scores based on time are used. Note that we cannot conclude that the item-proximity is useless for rater identification in general, since there might be dependence on the dataset and the framework we use in this work. We leave the issue of investigating the usefulness of user-movie interaction relations for rater identification in future work, while continuing to explore the upper limit performance that could be attained from RCG.
By fixing α = 0 (in other words, neglecting f i (u)) in Eq. (5), we investigate the impact of β on the proposed algorithm. As can be seen in Fig. 3 , the optimal performance is achieved at around β = 0.5. This result indicates that by fusing timeproximity and rating-proximity, a better identification performance can be attained than only using each of the two. This observation also implies a positive answer to our first research question.
Performance Comparison
By adopting the optimal tradeoff parameters based on the observation from the previous subsection, i.e., α = 0 and β = 0.5, we compare the identification performance of the proposed algorithm, denoted as "Optimal fusion", with other baseline approaches, which are listed below:
• Random: It represents a naive baseline approach that identifes the rater for a given case by randomly selecting a user from the candidate users in the household.
• Activeness: It represents another naive baseline that identifies the rater for a given case by selecting the most active user from the candidate users in the household. We define the activeness of the user according to the number of his ratings in the training set. Note that by this approach, the most active user in each household is always identified as the rater in the corresponding case.
• Item-proximity: It represents the proposed algorithm where only item-proximity is used, i.e., α = 1, and β = 0 in Eq.(5).
• Rating-proximity: It represents the proposed algorithm where only rating-proximity is used, i.e., α = 0, and β = 1 in Eq.(5).
• Time-proximity: It represents the proposed algorithm where only time-proximity is used, i.e., α = 0, and β = 0 in Eq.(5).
The experimental results on Error rate for all the approaches are shown in Table 2 . We summarize our observations into three aspects:
First, Optimal fusion outperforms all the other approaches. Note that improvements achieved by Optimal fusion over all the baselines are statistically significant, according to Wilcoxon signed rank significance test with p < 0.05, which was measured across all of the 5450 cases. Compared to the naive baselines, Optimal fusion achieves ca. 400% improvement over Random approach and ca. 300% over Activeness approach. Compared to the variants, each of which only takes into account one factor to estimate the rater likelihood from RCG, Optimal fusion achieves improvements ca. 500% over Item-proximity, ca. 200% over Rating-proximity and 3% over Time-proximity. Note that although the improvement of Optimal fusion over Time-proximity is much smaller compared to all the other cases, this improvement is still statistically significant with p = 0.033. As a result, we can confirm a positive answer to our first research question.
Second, we observe that the improvement of Optimal fusion over Time-proximity is much smaller than its improvements over other approaches. Note that the performance of Time-proximity is much better than the other baseline approaches, indicating that time is the most effective factor for identifying the raters. We notice it is critical to examine the performance that can be attained solely by exploiting the time factor, i.e., without other contextual information nodes (items and ratings). For this reason, we estimate the rater likelihood by RWR on a bipartite graph which consists of user nodes and time interval nodes. The result is compared with the proposed algorithm using RCG, as shown in Table 3. We can observe that Time-proximity using RCG outperforms Time-proximity using the bipartite graph by 4%, and Optimal fusion using RCG outperforms Time-proximity using the bipartite graph by 7%. This observation allows us to confirm a positive answer to our second research question, i.e., the proposed algorithm does benefit from RCG Finally, we look into the rater identification performance for households with different household sizes, i.e., the number of users (usually family members) in a household. Note that in the challenge dataset, the minimal number of users in a household is 2, and the maximal number is 4. The number of cases for each of the household size in the validation set is 4953 for household size 2, 320 for household size 3, and 177 for household size 4. As can be seen in Table 4 , Optimal fusion succeeds in improving over Random, Activeness, Item-proximity and Rating-proximity to a large extent across all the household sizes. Compared to Time-proximity, Optimal fusion achieves improvement in the case of household size 2, the majority of all the cases. The result indicates that the proposed algorithm is robust for identifying raters from different households.
CONCLUSION AND FUTURE WORK
We present a novel algorithm for rater identification in this paper. The proposed algorithm is experimentally demonstrated to be effective in fusing various factors for estimating rater likelihood. Our experimental results also reveal that time could be the most critical factor for rater identification, while additional improvement can still be achieved by exploiting all the other contextual information regarding the user.
Our future work on this topic would involve several directions. We are interested in investigating finer time measures for our appraoch. We will also investigate the possibility of improving our approach by exploiting content-based node information as studied in [2] . We are also interested in investigating novel discriminative approaches for rater identification, by taking experience and lessens concerning "rated item identification" from another recent challenge on Yahoo music recommendation 3 .
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