during each of these manipulations also revealed a strong effect on bias in the same 1 0 5 direction as during behavior. Thus, changes in bias can be driven by changes in either 1 0 6 cognitive factors or sensory encoding, and the lack of a change in sensitivity does not 1 0 7 preclude a change in sensory encoding. To explore whether purely sensory changes can affect measured bias in perceptual 1 1 2 decision-making, we designed an orientation discrimination task to allow measures of 1 1 3 hit and false alarm (FA) rate (Figure 1b) . In this task, a head-fixed mouse presses a 1 1 4 lever to initiate trials and releases it to report a target orientation. Each trial begins with 1 1 5 the repeated presentation of at least two (and up to nine) iso-oriented gratings 1 1 6 ('distractors', 100 ms duration) followed by a counterclockwise change in orientation 1 1 7 relative to the distractor ('target', range: 9-90°; Figure 1c ). If the mouse releases the 1 1 8 lever within a window 200-550 ms following the onset of the target stimulus, it is 1 1 9 considered a hit; if the mouse releases the lever within the same window following a 1 2 0 distractor stimulus, it is considered a FA. Thus, we can use these behavioral measures 1 2 1 to calculate sensitivity and bias using SDT (Green and Swets, 1966) . In addition to being appropriate for making measurements of SDT, this task has a 1 2 4 couple of additional advantages. First, the mice can perform the task at a high level of 1 2 5 proficiency with low lapse rates (0.053±0.008; range 0.003-0.107; n=14 mice), FA rates 1 2 6 (0.048±0.004; range 0.032-0.098; n=14 mice) and threshold for orientation concerns about changes in motivational state or arousal that could influence our 1 2 9 measures of bias. Second, we have a good idea of how neuronal activity in primary 1 3 0 visual cortex (V1) is used to perform the behavior (Jin et al., 2018) . Namely, the 1 3 1 decision-making circuits sum V1 spike rates, with particular weight on the neurons that 1 3 2 prefer targets. Thus, the decision variables and decision criterion are in units of firing 1 3 3 rate, and manipulations that coincidently alter firing rates in response to distractors and 1 3 4 targets will change the optimal criterion and therefore induce a change in measured 1 3 5 bias (Figure 1a) . To directly test the contribution of sensory encoding in V1 to measures of bias, we 1 4 1 optogentically manipulated the firing rates (FR) of V1 neurons. We virally or genetically 1 4 2 expressed excitatory opsins (ChR2 or Chronos) in either inhibitory or excitatory neurons 1 4 3 using transgenic mouse lines (PV::Cre or VGAT-ChR2 and EMX1::Cre). We then used 1 4 4 blue light to suppress or excite V1 neurons specifically during presentation of targets or 1 4 5 distractors either during performance of the orientation discrimination task (Figure 1b-c or in passively viewing mice (Figure 1d-e ). Indeed, extracellular recordings from V1 1 4 7 neurons reveal that optogenetic activation of inhibitory neurons significantly reduces 1 4 8 neuronal responses to both targets near the animals' discrimination threshold and The optogenetic and stimulus manipulations applied in this study altered the quality of 2 9 0 stimulus encoding. These manipulations each either increase or decrease neuronal 2 9 1 responses to both targets and distractors, thereby increasing or decreasing the optimal 2 9 2 criterion. Thus, the coincident change in both hit and FA rate are interpreted in SDT as 2 9 3 a change in measured bias, even in the absence of a change in decision criterion 2 9 4 (Figure 1a ). Neuronal recordings in V1 confirmed that the optogenetic and stimulus 2 9 5 manipulations shifted the target and distractor response distributions in the same 2 9 6 direction, although not necessarily by the same amount. For instance, we find that V1 2 9 7 excitation increases the response to distractors slightly more than for targets Importantly, measurements of bias from the neuronal activity clearly demonstrate that 3 0 4 there can be changes in bias without changes in the decision criterion. We recorded 3 0 5 from passively viewing mice to rule out the possibility that feedback from cognitive 3 0 6 structures might influence the sensory responses. Moreover, in these analyses, we set 3 0 7
and fix the decision criterion across conditions. While it is possible that the optogenetic 3 0 8 and stimulus manipulations affect the animals' decision criterion, we think it is unlikely. First, the optogenetic and stimulus conditions were varied on a presentation-by-
presentation basis such that the animal could not predict the upcoming condition. Therefore, it is unlikely that the mouse could adjust its decision criterion on these short 3 1 2 time scales. Even if optogenetic manipulations in V1 did change the decision criterion, 3 1 3 the decision criterion would likely remain shifted for the immediately following stimulus 3 1 4 after optogenetic termination within a trial. However we did not observe any changes in 3 1 5 the behavior measures at the current stimulus when its preceding stimulus was 3 1 6 suppressed or excited (c for 22.5°: V1 Stim N-1 suppression vs. Stim N-1 control: 0.9±0.2 3 1 7 vs. 0.8±0.2, p=0.51, n=4 mice; V1 Stim N-1 excitation vs. Stim N-1 control: 1.0±0.1 vs.
3 1 8 0.9±0.1, p=0.31, n=4 mice; paired t-test; Figure S2 ). Second, these manipulations do 3 1 9 not significantly affect lapse rate across conditions (control vs. V1 suppression: p=0.13, 3 2 0 n=4 mice, paired t-test; control vs. V1 excitation: p=0.18, n=4 mice, paired t-test; across 3 2 1 contrasts: p=0.32, n=5 mice, one-way anova; across ISIs: p=0.97, n=11 mice, one-way 3 2 2 anova). However, if the animal were to compensate for the changes in sensory encoding by 3 2 5 shifting its decision criterion, this could cancel the effects of sensory encoding on bias, 3 2 6 making it seem as though there were no change in bias at all. Therefore, a lack of a 3 2 7 change in bias does not guarantee a stable decision criterion. As we have shown, changes to sensory encoding that alter the target and distractor distributions in the and bias (Treue and Maunsell, 1996; Treue and Martinez-Trujillo, 1999) . In contrast, 3 3 2 changes to sensory encoding that proportionally change target and distractor 3 3 3 distributions in opposite directions, such that the optimal criterion is stable, are less 3 3 4 common. Notably, these manipulations are able to induce large shifts in bias in part because of 3 3 7 the strategy that the mouse is using to perform the task (Jin et al., 2018) . The circuits 3 3 8 downstream of V1 are monitoring the total firing rates of a population of target- We find that the effects of optogenetic manipulation of neuronal activity in V1 on 3 4 9 neuronal and behavioral bias go in the same direction. However, since we do not know 3 5 0 the quantitative transform between sensory responses and behavior, these data cannot changes in sensory encoding. Thus, while our optogenetic data is most consistent with 3 5 3 a sensory role for V1, we cannot rule out some cognitive contributions. This reveals that to perceptual decision-making in distinct brain circuits is not straightforward. Realizing and cognitive contributions through SDT analyses. One such approach is to take 3 5 8 advantage of the temporal separability between these processes. For instance, studies normally use pre-stimulus cues to bias the behavioral choice, but by adding a post- and response bias (Bang and Rahnev, 2017) . Other groups have taken advantage of 3 6 2 clever stimulus design. For instance, using noisy stimulus sets to generate trial-by-trial 3 6 3 variability enables experimenters to use regression-based approaches to measure 3 6 4 stimulus sensitivity across conditions, and thereby dissociate of perceptual and 3 6 5 response bias (Wyart et al., 2012; Kloosterman et al., 2018) . Together, these 3 6 6 approaches can be combined with optogenetics to determine the extent to which brain 3 6 7 areas and circuits contribute to the various stages of perceptual decision-making. Animals. All animal procedures conformed to standards set forth by the NIH, and were (Jackson Labs #000654)) were used in this study. Pvalb-cre (tm1(cre)Arbr, Jackson Jackson Labs #014548; n=2) and Emx1-IRES-Cre (tm1(cre)Krj, Jackson Labs # 3 7 7 005628; n=6; EMX1::Cre) were crossed to C57/B6J mice for in vivo extracellular PV::Cre and one Emx1::Cre) were used in both behavior and recording. Using aseptic technique, a headpost was secured using cyanoacrylate glue and C&B The mice were allowed to recover for one week before habituation to head 3 9 0 restraint. Habituation to head restraint increased in duration from 15 min to >2 h over 1- while either allowed to freely run on a circular disc (InnoWheel, VWR) or rest in a plastic Visual stimulation. Visual stimuli were presented either on a 144-Hz (Asus) or 120-Hz 3 9 6 (Samsung) LCD monitor, calibrated with an i1 Display Pro (X-rite), for electrophysiology 3 9 7
and behavior experiments, respectively. The monitor was positioned 21 cm from the 3 9 8 contralateral eye. Circular gabor patches containing static sine-wave gratings alternated 3 9 9
with periods of uniform mean luminance (60 cd/m 2 ). Visual stimuli for electrophysiology 4 0 0
and behavior experiments were controlled with MWorks (http://mworks-project.org). were varied on a trial-by-trial or presentation-by-presentation basis were randomly 4 1 6
interleaved. Retinotopic mapping. Retinotopic maps generated from intrinsic autofluorescence or 4 1 9 cortical reflectance (for VGAT-ChR2-EYFP mice). For intrinsic autofluorescence, the 4 2 0 brain was illuminated with blue light (473 nm LED (Thorlabs) or a white light source 4 2 1 (EXFO) with a 462 ± 15 nm band pass filter (Edmund Optics)), and emitted light was 4 2 2 measured through a green and red filter (500 nm longpass); for cortical reflectance, the 4 2 3 brain was illuminated with orange light (530 nm LED (Thorlabs)), and all of the reflected 4 2 4 light was collected. Images were collected using a CCD camera (Rolera EMC-2, 4 2 5
Qimaging) at 2 Hz through a 5x air immersion objective (0.14 numerical aperture (NA), Microsystems). Visual stimulation synchronization signals were also acquired through 4 5 5
the same system via a photodiode directly monitoring LCD output. On the day of recording, the cranial window was removed, and a small durotomy 4 5 7
performed to allow insertion of the electrode into V1. A ground wire was connected via a 4 5 8 gold pin cemented in a burrhole in the anterior portion of the brain. The probe was 4 5 9
slowly lowered into the brain (over the course of 15 min with travel length of around 800 4 6 0 μm) until the most superficial recording site was in the brain and allowed to stabilize for Of the 11 mice that were used for extracellular electrophysiology, 3 were 4 6 8
previously trained in the orientation discrimination task, 3 were trained in a contrast 4 6 9 discrimination task, and 5 were naïve. were rewarded for holding the lever for at least 400 ms (required hold time) but no more reliably responding to the target orientation, we added a random delay between lever 4 8 2 press and target stimulus to discourage adoption of a timing strategy. Over the course stimuli to more eccentric positions, 5) adding a mean-luminance ISI to mask the motion 4 8 7 signal in the orientation change, and finally 6) introducing hard targets (range: 9-90°).
8 8
Delays after errors were also added to discourage lapses and early releases. In the final form of the task, each trial was initiated when the ITI (3s) had elapsed 4 9 0 and the mouse had pressed the lever. Trial start triggered the presentation of a 100 ms mice (n=5, Figure 3) , the contrast of each presentation was also randomized 4 9 5
(Michelson contrast: 30%, 50% and 70%); in these experiments the stimulus size was 4 9 6
reduced to 20° and the SF increased to 0.16 cycle/deg, at 5°-15° in azimuth and 10° in 4 9 7 elevation to 1) reduce the surround suppression and 2) compensate for the difficulty responses and have independent reaction windows for adjacent stimuli with short ISIs.
0 6
For optogenetic stimulation (Figure 1-2) , we delivered blue light to the brain (either the distractor two stimuli before the target, the distractor before the target, the 5 1 6
target, or the distractor after the target) was targeted with equal probability. The light 5 1 7
was turned on around 30ms before the time of visual presentation onset for the duration 5 1 8 of the stimulus (100 ms). Behavioral control was done with MWorks, and custom 5 1 9
software in MATLAB (MathWorks).
2 0
Notably, there are overlapping animals in dataset of the optogenetic (Figure 1-2) , 5 2 1 contrast (Figure 3) and ISI manipulations (Figure 4) . Below, we provided a table (Table   5 2 2 1) that describes the mice overlap and difference in time in collecting these datasets.
2 3
Numbers (1-3) indicate the time sequence of the tasks that were tested and data was 5 2 4
collected for each mouse, while 0 reflects no training on that task. Four mice were 5 2 5 trained in a single task, 9 mice were trained on two tasks thus belonged to two datasets, 5 2 6
and only 1 mouse was included in all datasets. were used to automatically cluster the spikes. The resulting clusters were then 5 3 7
inspected and adjusted manually using a MATLAB GUI. Clusters with refractory period 5 3 8
violations (< 2 ms, >1% violation) in the auto-correlogram and that were not stable 5 3 9
across the whole recording session were discarded from the dataset. Clusters were 5 4 0 combined if they met each of three criteria by inspection: 1) similar waveforms; 2) offset. Signal and noise ratio of the trough value of the waveform shape was calculated 5 5 0 as mean divided by SD across spikes. All of the subsequent analysis was performed in 5 5 1 MATLAB.
2
Visually-evoked responses of each unit in V1 were measured based on average distractor responses that is higher than the artificial decision criterion, respectively.
8 7
Signal detection theory (Green and Swets, 1966) was applied to measure hit rate and FA rate, it is adjusted as follows to allow calculate sensitivity (d') and bias 5 9 0 (c): rates of 0 was replaced with 0.5/n, and rates of 1 was replaced with (n-0.5)/n, where Todorov, 1999). d' and c were then calculated as follows: data (n = 19 cells, 4 mice). to the 0° distractor. Comparison of hit (left, 22.5° target) and FA rate (right, 0° distractor) between two ISIs Optogenetically suppressing or exciting V1 decreases or increases both signal and noise distributions in an orientation discrimination task. (a) Schematic of effect of shifting signal and noise distributions on bias measured using signal detection theory. Top: distributions of target (22.5°, solid black) and distractor (0°, solid gray) responses. Note that bias (c) is measured as the distance between the actual (black vertical line) and optimal (c=0, gray vertical line) criterion. Bottom: manipulations that decrease both the target and distractor distributions shift the optimal criterion to the left, and therefore result in an increase in bias. (b) Schematic of behavior setup and trial progression. Blue light is turned on for a single target or distractor presentation on each trial. V1 suppression (blue) and excitation (red) is achieved via optogenetically driving PV+ or VGAT+ neurons and Emx1+ neurons respectively. (c) Hit rate and FA rate (inset) for control (black) and V1 suppression (blue, left) or excitation (red, right) for one example mouse each. Hit rates are fit with a Weibull function; vertical dotted lines are threshold, error is 95% confidence interval. 
