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ABSTRACT
High-frequency data are observations collected at fine time scale. Such data
largely incorporates pricing and transactions, of which institutional rules prevent
from drastically rising or falling within a short period of time. This results in data
changes based on the measure of one tick, a measure of the minimum upward or
downward movement in the price of a security. The discreteness brings that the
observations are in Z. A Skellam distribution has a unique property that returns
values in Z.
We are interested in studying the Skellam process where the time-dependent
intensities are Gaussian process. Such doubly stochastic Poisson process, also
known as Cox process, is a point process which is a generalization of a Poisson pro-
cess. We then investigate if this Skellam model provide better fit to high frequency
financial data and how Gaussian process can capture the market microstructure.
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CHAPTER 1
Introduction
High-frequency data consists of observations collected at a fine time scale.
Each single observation (transaction, quote, price movement, etc) is character-
ized by one logical unit of information. Such data largely incorporates pricing
and transactions which institutional rules prevent from drastically rising or falling
within a short period of time. This results in data changes based on the measure
of one tick, a measure of the minimum upward or downward movement in the price
of a security. For instance, an uptick indicates a trade where the transaction has
occurred at a price higher than the previous transaction, and a downtick indicates
a transaction that has occurred at a lower price. The development in computer
technology and data recording and storage have made these datasets increasingly
accessible to researchers and have driven the data frequency to its limit for some
financial markets. For equity markets, the Trades and Quotes (TAQ) database of
the New York Stock Exchange (NYSE) contains all recorded trades and quotes on
NYSE, AMEX, NASDAQ, and the regional exchanges from 1992 to present. The
Berkeley Options Data Base recorded similar data for options markets from 1976
to 1996.
These high-frequency financial datasets have been widely used to study numer-
ous market microstructure related questions, including price discovery, competition
among related markets, strategic behavior of market participants, and modeling of
real time market dynamics. Moreover, high frequency data is also useful for study-
ing statistical properties, volatility, in particular, of asset returns at lower frequen-
cies. There are many methods of modeling market microstructures with different
procedures and underlying assumptions. For instance, the GARCH model is one
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popular statistical instrument that captures the dynamics of asset return volatility.
The models are standard tools for describing and forecasting time-varying volatil-
ity. Luca (2006) [10] discussed GARCH modeling on high frequency data to predict
short term volatility and understand how the use of high frequency data could be
a support for the analysis carried out on daily data. Visser (2011) [7] developed
a quasi maximum likelihood estimator that uses volatility proxies to estimate the
parameters of a discrete-time, daily GARCH model. Chavez-Demoulin and McGill
(2012) [2] were interested in events that lead to extreme losses and concentrated on
the left tail of the distribution function of the log-returns. They modeled excesses
of high frequency financial time series via a Hawkes process. Some other excellent
reviews on the use of high frequency financial datasets in financial econometrics
can be found in [1, 3, 4, 5, 6].
Due to the discreteness of the observations in high frequency data, the recent
literature includes models that use the difference of two Poisson processes, and
incorporate a Skellam distribution for forward prices. Kerss et al. (2014) [9] defined
the fractional Skellam processes via time changes in ordinary Skellam processes.
Although the exponential distribution of inter-arrival times in models is not always
supported by data, this fractional Skellam model incorporates the Mittag-Leffler
distribution of inter-arrival times and overcomes that limitation. Koopman et al.
(2017) [8] developed the dynamic Skellam model that is empirically relevant for
the discrete time series of tick-by-tick price changes. They capture the intraday
seasonal patterns by including a spline function over the time period of a single
day. In addition, they also allowed for autoregressive intraday stochastic volatility
dynamics to capture any remaining volatility dynamics over the course of the
trading day.
These models present possible efficient estimators and predictors for volatility,
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time-varying correlation structures, trading volume, bid-ask spreads, depth, trad-
ing costs, and liquidity risks. The estimates from these models provide valuable
input regarding trading algorithms and academic research. Modeling and under-
standing the interaction between liquidity supply and demand is fundamental to
characterizing various aspects of the trading process and investors behavior. In
this study, we build a new statistical model that has more flexibility to capture
the market microstructure in high frequency data. The model is built on the Skel-
lam process, the difference of two Poisson processes. Such random variables take
values in Z and hence the tick-by-tick price change can be treated as the Skel-
lam distribution. We then use Gaussian processes to model the intensities of the
Poisson processes in the logarithmic scale the intensity functions of the two Pois-
son processes whose difference yields the Skellam process. This semiparametric
approach allows us to model data collected at not-equally spaced intervals, while
accounting for nonlinearities in their time evolution. The rest of Chapter 1 will
briefly introduce the definition of the Skellam process and the Gaussian process,
then illustrate the main objective of the thesis.
1.1 The Skellam distribution
Definition 1.1. Poisson distribution is a discrete probability distribution that
expresses the probability of a given number of events occurring in a fixed interval
of time with known intensity.
The probability mass function of a Poisson distribution with given intensity
λ > 0 is
p(k;λ) = e−λ
λk
k!
.
The positive real number λ is equal to the expected value and also to its variance.
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Definition 1.2. The Skellam distribution [12],
S(λ1, λ2) = Poisson(λ1)− Poisson(λ2),
is the discrete probability distribution of the difference of two independent Poisson
distributions. Each Poisson distributed with respective intensities λ1 and λ2.
The probability mass function of S(λ1, λ2) is
s(k;λ1, λ2) = e
−(λ1+λ2)
(λ1
λ2
)k/2
Ik(2
√
λ1λ2)
where k ∈ Z and Ik(z) =
∞∑
m=0
1
m!Γ(m+ k + 1)
(z
2
)2m+k
is the modified Bessel
function of the first kind. The expected value is λ1 − λ2, while the variance is
λ1 + λ2. Moreover,
s(k;λ1, λ2) = s(−k;λ2, λ1)
such that the Skellam distribution is symmetric when λ1 = λ2, right-skewed when
λ1 > λ2, and left-skewed when λ1 < λ2.
1.2 The Skellam Process
Definition 1.3. A Skellam process is defined as
St = S(λ1,t, λ2,t) = Poisson(λ1,t)− Poisson(λ2,t)
where t ≥ 0 and P (λ1,t) and P (λ2,t) are two independent Poisson processes with
intensities λ1,t ≥ 0 and λ2,t ≥ 0.
1.3 The Gaussian Process
A Gaussian process (GP) is a stochastic process, which provides a powerful
tool for probabilistic inference directly on distributions over functions and which
has gained much attention in recent years. While being well known and exten-
sively used in the statistical literature (for instance in spatial and spatio-temporal
4
models) Gaussian processes have received considerable attention in the machine
learning literature in several nonlinear regression and classification problems [11].
It offers a flexible non-parametric Bayesian framework for estimating latent func-
tions from data.
Definition 1.4. A Gaussian process is a collection of random variables, any finite
number of which have a joint Gaussian distribution.
A GP is completely specified by its mean function and covariance function
which determine the smoothness and variability of the functions. Given input
vectors x and x′, we define mean function m(x) and the covariance function k(x,x′)
of a real process f(x) as
m(x) = E[f(x)]
k(x,x′) = E[(f(x)−m(x))(f(x′)−m(x′))]
and will write the Gaussian process as
f(x) ∼ GP(m(x), k(x,x′)).
1.4 Main goals
Market microstructure is the study of financial markets and how they operate.
It is one of the fastest growing fields of financial research due to rapid development
of algorithm and electronic trading. Such high speed evolution of financial markets
results in tremendously amount of trading venues and exchanges. The major thrust
of market microstructure research examines the ways in which the working pro-
cesses of a market affect determinants of transaction costs, prices, quotes, volume,
and trading behavior. We introduce a new modeling extension for the Skellam
process, which includes a non parametric GP specification for the log intensity
functions. We test the new model with simulated data. For illustrative purposes
we show also the analysis of some real data, collected at moderate frequency.
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Chapter 2 describes the Skellam process model with Gaussian process priors.
We then introduce the Laplace approximation and MCMC methods to approach
the conditional posterior with Skellam likelihood.
Next, we use simulated data to investigate the performance of the Skellam
model in terms of prediction in Chapter 3. In addition, we compare the prediction
between Gaussian likelihood and Skellam likelihood.
Chapter 4 presents the empirical results related to model fit and the forecasting
performance on three high frequency datasets from S&P 500 index, NASDAQ, and
IBM stock trading data in 1-min frequency.
In the last chapter, we will discuss the results and direction of future research.
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CHAPTER 2
Non parametric modeling of Skellam processes. A Gaussian Process
approach.
When the likelihood is also a Gaussian, the posterior over the latent function
is described by a new GP that is obtained analytically. In all other non-Gaussian
cases, e.g. Skellam likelihood, exact inference is intractable and approximate infer-
ence methods are needed. In this chapter, we introduce the Laplace approximation
and Markov chain Monte Carlo (MCMC) algorithms for inference in GP models.
Without loss of generality, we denote the Skellam process
Yt ∼ S(λ1,t, λ2,t), t = 1, 2 · · · , n
where λ1,t = exp(f1,t) and λ2,t = exp(f2,t). Let f = {f1, f2} be the latent variables
in the Skellam process and θi the hyperparameters of fi.
2.1 The Model
In this Skellam model, we consider the intensities λ1 and λ2 are exponential
of Gaussian processes. We then summarize the model as follows:
Observation model: Y|f ∼
n∏
t=1
s(yt;λ1,t, λ2,t) =
n∏
t=1
s(yt; exp(f1,t), exp(f2,t))
GP prior: fi(x)|θ ∼ GP(mi(x), ki(x,x′|θi))
hyperprior: θi ∼ p(θi).
Given X =

x1
x2
...
xn
, hyperparameter θi and the covariance function k(x,x′|θi),
the GP prior over function fi(x) have a multivariate Gaussian distribution
p(fi|X, θi) = N(fi|0,Kfi,fi)
8
where the covariance matrix Kfi,fi = (k(xs,xt)|θi)n×n is the covariance matrix.
Assume that we want to predict the values f˜i at new input locations X˜. The joint
prior for latent variables fi and f˜i is[
fi
f˜i
]
|X, X˜, θi ∼ N(0,
[
Kfi,fi Kfi,f˜i
Kf˜i,fi Kf˜i,f˜i
]
).
Therefore, the conditional distribution of f˜i given f is
f˜i|fi,X, X˜, θi ∼ N(Kf˜i,fK−1fi,fif ,Kf˜i,f˜i −Kf˜ifiK−1fi,fiKfi,f˜i).
The posterior distribution contains all information about the latent function
delivered from the data D = {X,y},
p(f |D, θ) = p(y|f)p(f |X, θ)∫
p(y|f)p(f |X, θ)df .
Given the conditional posterior distribution p(f |D, θ), we can evaluate the posterior
predictive distribution from the conditional mean Ef˜ |f ,θ[f(x˜)] = k(x˜,X)K
−1
f ,f f and
the posterior predictive covariance between any set of latent variables, f˜ is
Covf˜ |D,θ[f˜ ] = Ef |D,θ[Covf˜ |f [f˜ ]] + Covf |D,θ[Ef˜ |f [f˜ ]].
The posterior predictive distribution is
f˜ |f ,D, θ ∼ GP(mp(x˜), kp(x˜, x˜′))
where
mp(x˜) = k(x˜,X|θ)K−1f ,fEf |D,θ[f ]
and
kp(x˜, x˜
′|D, θ) = k(x˜, x˜′|θ)− k(x˜,X|θ)(K−1f ,f −K−1f ,f Covf |D,θ[f ]K−1f ,f )k(X, x˜′|θ).
To approximate the predictive posterior distribution, we will introduce
Laplace approximation and MCMC in the next 2 sections.
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2.2 Laplace approximation
Laplace approximation can compute very accurate approximations to the pos-
terior marginals. Rue et al. (2009)[2] showed that the approximations provide more
precise estimates in much shorter time. The other advantage of this approach is its
generality, which makes it possible to perform Bayesian analysis in an automatic,
streamlined way. The Laplace approximation is constructed form the second or-
der Taylor expansion of log p(f |y, θ) around the mode fˆ , which gives a Gaussian
approximation to the conditional posterior
p(f |D, θ) ∼ N(f |fˆ ,Σ)
where fˆ = arg maxf p(f |D, θ) and Σ−1 is the Hessian of the negative log conditional
posterior at the mode:
Σ−1 = −∇∇ log p(f |D, θ)|f=fˆ = K−1f ,f + W
where W is a diagonal matrix with entries Wi,i = ∇fi∇fi log p(y|fi)|fi=fˆi .
Using K−1f ,f fˆ = ∇ log p(y|f)|f=fˆ , the approximate posterior predictive distribu-
tion is given by
f˜ |D, θ ∼ GP(mp(x˜), kp(x˜, x˜′))
where
mp(x˜) = k(x˜,X)∇ log p(y|f)f=fˆ
and
kp(x˜, x˜
′) = k(x˜, x˜′)− k(x˜,X)(Kf ,f + W)−1k(X, x˜)).
The approximate conditional predictive density of y˜i can now be evaluated with
quadrature integration over each f˜1,i and f˜2,i separately.
10
2.3 Markov Chain Monte Carlo
In MCMC methods, one constructs a Markov chain whose stationary distri-
bution is the posterior distribution and uses the Markov chain samples to obtain
Monte Carlo estimates. An advantage of MCMC over deterministic approximate
inference is that it provides an arbitrarily precise approximation to the posterior
distribution in the limit of long runs. We now follow Titsias et al. (2011)[1] to
construct the MCMC algorithm and the sampling strategies.
Let θ = {θ1, θ2} be the set of parameters in the Gaussian prior f = {f1, f2}.
We first sample from the conditional posterior distribution
p(f (j+1)|D, θ(j)) ∝ p(y|f (j))p(f (j)|X, θ(j)) ∝ S(exp f (j)1 , exp f (j)2 ) ·N(0,Kf (j),f (j)).
Next, we sample the hyperparameters in the latent variables (GPs). Sampling from
such distributions is carried out by using some proposal distribution, for instance
a log uniform.
p(θ(j+1)|f (j+1)) ∝ p(f (j+1)|θ(j))p(θ(j)) ∝ N(0,Kf (j+1),f (j+1))p(θ(j)).
After having the posterior sample of latent variables, we can sample from the
posterior predictive distribution of any set of f˜ by sample with each f (j) from
p(f˜ |f (j), θ). We can obtain a sample of y˜ from
p(y˜|f˜ , θ) ∼ S(exp f˜1, exp f˜2).
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CHAPTER 3
Simulation Study
In this chapter, we generate two datasets to evaluate this Skellam model and
compare with Gaussian model. We first use different covariance functions of Gaus-
sian processes to simulate the intensities in the Skellam process. Next, we will use
Laplace approximation and MCMC to show the performance in terms of predic-
tion. When fitting the model, we will utilize GPStuff [1], a Matlab package, which
is developed by BECS Bayes group, Aalto University. GPstuff is a versatile col-
lection of Gaussian process models and computational tools required for inference.
This toolbox is designed to allow adding new model blocks in the package, e.g.
likelihood, covariance function, and prior. Therefore, we add Skellam likelihood
into this package and use Laplace approximation and MCMC.
3.1 Dataset I
Consider the most widely-used covariance function, the squared exponential
k(x, x′) = σ2 exp(−||x− x
′||2
2 · l2 ).
The generating process is describe as below: we select different values for the length
scale l and the magnitude σ2 to generate GPs. Let
k1(x, x
′) = σ21 exp(−
||x− x′||2
2 · l21
) = 0.5 · exp(−||x− x
′||2
2 · 0.452 )
and
k2(x, x
′) = σ22 exp(−
||x− x′||2
2 · l22
) = exp(−||x− x
′||2
2 · 1.732 ).
f1 and f2 are Gaussian process with covariance functions k1 and k2, respectively.
We now let the Skellam model
Y ∼ Poisson(λ1)− Poisson(λ2)
12
Figure 1: Simulated Data I: 3000 observations
where the intensities λi = exp(fi + N(0, σ
2)) are the GPs with noise σ = 0.1.
Figure 1 is the generated dataset.
3.1.1 Laplace approximation
We now fit this dataset into the Skellam model via Laplace approximation.
We simply assign log uniform distribution to all hyperparameters of the Gaussian
priors. Then the Laplace approximation to the posterior distribution which can
estimate the latent values and prediction of y. We will discuss the comparisons
between the actual values of the latent variables and y below.
Recall that latent values are generated via Gaussian process. The intensities
in the Poisson distributions are created by adding noise to the latent values. Figure
2 compares the latent values between true values and predicted values. In Figure
3, we can see that the prediction of Skellam model is well centered in the noisy
true values.
Comparison of the difference of Poisson distributions and the difference of the
predicted latent values, Eλ1 − Eλ2, are shown in Figure 4. In this figure, we also
find the comparison between y and difference of Poisson processes.
3.1.2 MCMC approach
We now use MCMC to approximate the model. Although MCMC is a power-
ful algorithm in Bayesian methods, sampling posterior with MCMC is still time-
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Figure 2: Comparison of true and predicted latent values
Figure 3: Prediction of the Skellam models via Laplace approximation
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Figure 4: Comparison of the difference of Poisson distributions and the difference
of the predicted latent values (Laplace)
consuming. Therefore, we use less observations, 600 observations, to process the
MCMC. Unlike the Laplace approximation, assigning a log uniform prior to the
logarithm of the hyperparameters of the covariance function lead to inefficient
sampling. Therefore I used a N(0, 2).
Sampling multiple hyperparameters can be a complex process. It sometimes
is difficult to converge well and hard to predict well on all hyperparameters. Figure
5 shows the trace plots of hyperparameters of the Gaussian priors and Figure 6
are the posterior distributions of each hyperparameters. Recall that, in Figure 5,
σ2i and li correspond to the hyperparameters in the covariance functions
k1(x, x
′) = σ21 exp(−
||x− x′||2
2 · l21
) and k2(x, x
′) = σ22 exp(−
||x− x′||2
2 · l22
).
Table 1 present the mean and 95% credible interval (CI) in the sampled hy-
perparameters. It tells the true values of signal variance, σ21.
The MCMC algorithm seems did not recover the values of hyperparameters
well. However, in Figure 7, if we compare the true latent values and predicted latent
values, one can see that the trends of latent values are moderately recovered.
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True Value mean 95% CI
σ21 0.5 1.7057 (0.6242, 3.4795)
l1 0.45 0.5977 (0.3667, 0.8619)
σ22 1 0.4303 (0.0265, 1.9220)
l2 1.73 1.875 (0.4150, 3.7924)
Table 1: Summary statistics of the hyperparameters of the posterior distribution:
Simulated Data I
Figure 5: Trace plots
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Figure 6: Posterior kernel density estimates
Figure 7: The comparison of true and predicted latent values via MCMC approach
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Figure 8: The comparison of true and predicted Skellam models (MCMC)
Figure 8 gives predictions on MCMC approaches. Although MCMC might
not well recover the latent values and hyperparameters, it still well predicted the
trends of the intensities of two Poisson process in the Skellam process.
3.1.3 Dataset II
We now consider one of the covariance function to be the periodic covariance
function
k(x, x
′) = σ2 exp(−2 sin
2(pi(x− x′)/γ)
l2
)
where the parameter γ controls the inverse length of the periodicity and l the
smoothness of the process. We simulate the data with one squared exponential
and one periodic covariance functions
k1(x, x) = 0.5 · exp(−||x− x
′||2
2 · 0.452 )
k2(x, x
′) = 1 · exp(−2 sin
2(pi(x− x′)/4)
32
).
Again, the Skellam model is
Y ∼ Poisson(λ1)− Poisson(λ2)
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Figure 9: Simulated Data II: 3000 observations
Figure 10: Comparison of true and predicted latent values (Laplace)
where λi = exp(fi +N(0, σ
2)) and fi is GP with covariance function ki.
The generated data is shown in Figure 9.
3.1.4 Laplace approximation
The comparison of true and predicted latent values is in Figure 10, and the
prediction of Skellam model, yˆ can be seen in Figure 11. Comparison of the
difference of Poisson distributions and the difference of the predicted latent values,
Eλ1−Eλ2, are shown in Figure 12. In this figure, we will again find the comparison
between y and difference of Poisson processes.
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Figure 11: Prediction of the Skellam models (Laplace)
Figure 12: Comparison of the difference of Poisson distributions and the difference
of the predicted latent values (Laplace)
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True Value mean 95% CI
σ21 0.5 1.7156 (0.6457, 3.4064)
l1 0.45 0.6200 (0.3849, 0.8557)
σ22 1 0.5370 (0.0203, 2.0931)
l2 3 1.4430 (0.3454, 3.1813)
Table 2: Summary statistics of the hyperparameters of the posterior distribution:
Simulated Data II
Figure 13: Trace plots
3.1.5 MCMC approach
Figure 13 show the trace plots of hyperparameters of the Gaussian priors and
Figure 14 are the posterior distributions of each hyperparameters. Recall that, in
Figure 13, σ2i and li correspond to the hyperparameters in the covariance functions
k1(x, x) = σ
2
1 · exp(−
||x− x′||2
2 · l21
) and k2(x, x
′) = σ22 · exp(−
2 sin2(pi(x− x′)/4)
l22
).
Table 2 present the mean and 95% CI in the sampled hyperparameters. Figure
15 compares the true latent values and predicted latent values. Figure 16 gives
predictions of the second dataset.
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Figure 14: Posterior kernel density estimates
Figure 15: The comparison of true and predicted latent values (MCMC)
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Figure 16: The comparison of true and predicted Skellam models(MCMC)
Skellam likelihood Gaussian likelihood
Simulated Data I -1.7995 -1.8579
Simulated Data II -1.8615 -1.8551
Table 3: DIC
3.2 Skellam likelihood and Gaussian likelihood
According to the problems that we are interested in, we fit the data to the
model that suitable to our purpose. In this section, we fit the datasets into a
single latent variable model, Gaussian likelihood. Gaussian likelihood might be
cheaper in computation, but it obvious can not model the intensities in the Poisson
processes. Therefore, we use Gaussian likelihood only to compare the predictive
distribution. Figure 17 and 18 compares the predictions via Laplace approximation
and MCMC. Skellam and Gaussian likelihoods have similar performance in Laplace
approximation and MCMC. The deviance information criterion (DIC) in table 3
also gives the same conclusion. .
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(a) Simulated Data I (b) Simulated Data II
Figure 17: Skellam and Gaussian likelihoods (Laplace)
(a) Simulated Data I (b) Simulated Data II
Figure 18: Skellam and Gaussian likelihoods (MCMC)
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CHAPTER 4
Application to high frequency financial data
The datasets used in this chapter are the price changes in 1-min frequency
from S&P 500 index, NASDAQ, and IBM stock trading data. S&P 500 index and
NASDAQ are futures contract data. A futures contract is a legal agreement to
buy or sell a particular commodity or asset at a predetermined price at a specified
time in the future. Futures contracts are standardized for quality and quantity
to facilitate trading on a futures exchange. The buyer of a futures contract is
taking on the obligation to buy the underlying asset when the futures contract
expires. The seller of the futures contract is taking on the obligation to provide
the underlying asset at the expiration date.
We will discuss the model fitting for each datasets below. We use 5000 ob-
servations to fit the model via Laplace approximation and 1000 observations via
MCMC approach. In this chapter, we assign Gaussian priors with squared expo-
nential covariance functions. That is,
Y ∼ S(exp(f1), exp(f2))
where fi(x)|θi ∼ GP(mi(x), ki(x,x′|θi)) and ki(x,x′) = σ2i exp(
||x− x′||2
2 · l2i
).
4.1 S&P 500 index
The time period for this dataset is 2019/06/17 09:01 to 2019/06/21 01:33 in
1-minute scale. Figure 19 gives the price change during this time period of SP 500.
The prediction via Laplace approximation of price changes and latent values are
shown in Figure 20. Figure 21, 22 and 23 are the trace plots and the predictions
via MCMC approach.
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Figure 19: SP 500: Price changes on 2019/06/17 to 2019/06/21
Figure 20: The prediction of SP500 via Laplace approximation
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Figure 21: SP500: Trace plots
Figure 22: SP 500: posterior kernel density estimates
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Figure 23: The prediction of SP500 via MCMC approach
4.2 NASDAQ
The time period of NASDAQ dataset is also 2019/06/17 09:01 to 2019/06/21
01:33 in 1-minute scale. Unfortunately, Laplace approximation is not working on
this dataset due to computational stability reason. We can see that the price
change rapidly in Figure 24. Therefore, we will present the result of MCMC
approach here. Figure 25 and 26 are the trace plots and the posterior distributions
of the hyperparameters. The predictions of the Skellam model and latent values
are in Figure 27.
4.3 IBM Trading
For the IBM trading data, the time period is 2019/06/10 8:31 to 2019/06/26
13:27 in 1-minute scale. Unlike futures contract financial data, the market opens
at 8:00 and closes at 15:15 everyday. There are gaps of the data between days (see
Figure 28). In Figure 29, we bridge the gaps to fit into the model.
While fitting the data into Skellam model via Laplace approximation, we
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Figure 24: NASDAQ: Price changes on 2019/06/17 to 2019/06/21
Figure 25: NASDAQ: Trace plots
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Figure 26: NASDAQ: posterior kernel density estimates
Figure 27: NASDAQ: MCMC predictions
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Figure 28: IBM: Price changes on 2019/06/10 8:31 to 2019/06/26 13:27
Figure 29: IBM: Price changes on 2019/06/10 8:31 to 2019/06/26 13:27 after
bridging
32
Figure 30: IBM: Trace plots
face the same issue as NASDAQ. Therefore, we will show the result with MCMC
approach. Figure 30 are the trace plots of the MCMC sampling and Figure 31 are
the posterior distributions of the hyperparameters. Figure 32 is the predictions of
the Skellam model and latent values.
4.4 Discussion
These three datasets present relatively quiet market. Figure 23, 27, and 32
show that the predictions of latent values are almost overlapping to each other.
While fitting the three datasets into Skellam model via Laplace approximation, we
faced computational stability challenges in NASDAQ and IBM datasets. It might
be caused by the larger range of price changes in NASDAQ and IBM. We need
further study to understand the issues.
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Figure 31: IBM: posterior kernel density estimates
Figure 32: The prediction of IBM via MCMC approach
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CHAPTER 5
Discussion and future research
Recent academic research has focus on valuation techniques to uncover the
market microstructure such as trading and market structure, market rules and
fairness, and price discovery, etc, in high frequency financial data. In modeling
such data, Skellam process provides not only the price change prediction, also
captures the latent variables that are correlated to the transaction volume, supply
and demand, in a tick time.
Laplace approximation and Markov chain Monte Carlo approaches have dif-
ferent advantages. Laplace approximation offers the efficiency in predicting the
price change and unfolding the latent variables. Laplace approximation has lim-
itation in time scale. Inappropriate time scale leads to computational burden.
Thus, sometimes the time variable needs to be rescaled. However, we don’t always
find a good time scale for a specific dataset. MCMC provides more flexibility in
data selection and capacity in obtaining the estimations of hyperparameters in the
latent variables.
In our simulation study, the two algorithms perform very well in estimating
the latent trajectories of the intensity functions While we fitting the Skellam model
into S&P 500, NASDAQ, and IBM dataset via Laplace approximation approach,
the time scale was sensitive. We had to adjust the scale on time variable. However,
we haven’t find the general rule in scaling the time variable.
Future research directions:
1. Improve the computational efficiency of the Skellam process due to the high
volume of data.
2. Discover the subtlety of time variable among the indices and stocks datasets.
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3. Apply Skellam model to other types of data with Skellam distributed counts.
4. Investigate the Skellam model when the intensities, λ1 and λ2, are not inde-
pendent.
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