Abstract. Signal-noise ratio is an important parameter in modern wireless communication systems and an important indicator to reflect signal quality. An accuracy signal-noise ratio can provide signal quality information required for power control and channel decoder, etc. This paper proposes a blind signal-noise ratio estimation algorithm, which makes use of singular value decomposition of signal autocorrelation matrix to estimate the signal-noise ratio. The algorithm does not require prior information related to the signal and has no special equipments on signal sampling rate and signal type. It is relatively easier, with a certain acceptable complexity to some estimated accuracy extent.
Introduction
Signal-noise ratio estimation is always important in the wireless communication field. On one hand, by estimating signal-noise ratio, an effective and adaptable demodulation algorithm can be adopted to improve demodulation capacity; on the other hand, in mobile communication, the system employs signal-noise ratio as measurement criteria for communication quality to provide channel quality information required for power control, etc. Commonly-used signal-noise ratio algorithms include data-aided and non-data-aided signal-noise ratio algorithms. However, as there is no information in the actual satellite communication to support the estimation of signal-noise ratio, the estimation of signal-noise ratio generally relies on non-data-aided signal-noise ratio algorithm.
In 1967, Benedict and Soong [1] early applied second-order moment and fourth-order moment to estimate the intensity of separation of carrier and noise in white Gaussian noise channel. In 1994, by using results of Benedict and Soong, Matzner [2] proposed in details a signal-noise ratio estimation method for multiplex channels. Pauluzzi [3] compared the signal-noise estimation algorithms of white Gaussian noise channel in his paper, among which the maximum-likelihood based estimation algorithm used decision feedback sequence or training sequence to construct the likelihood function. Although such algorithm could achieve a result with certain degree of precision when estimating the medium and high signal-noise ratio, it required more research steps and was highly complex for long data. The matrix-based method estimated used the relationship between second-order moment and fourth-order moment to estimate the signal-noise ratio. It performed well for signal sampled at a chip rate, but performed relatively badly for oversampling signals. Most literature was about statistic-based signal-noise ratio estimation algorithms, and few studied signal-noise ratio estimation algorithms based on joint frequency-phase modulation.
Based on those above, we applied another non-data-aided estimation algorithm: signal-noise ratio estimation algorithm based on singular value decomposition. This algorithm mainly uses the subspace [4] concept to distinguish the noise and the signal by decomposing the singular values, further estimating the signal-noise ratio. It has no special equipment on signal sampling rate and signal type, with a certain acceptable complexity to some estimated accuracy extent.
Signal model
After sampling the lossless receiving signal through additive white Gaussian noise channel, the modulating signal s(t) can be expressed with the formula: ( ) ( ) ( ) y n s n w n = + (1) Where, y(n) is the receiving signal of Gaussian noise channel, s(n) is the modulating signal with the type unknown, w(n) is the white Gaussian noise with 0 of the mean value and 2 w σ of the variance.
The signal and the noise are independently distributed.
Autocorrelation matrix[10] of receiving signal is shown as follows:
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Where, the order of the autocorrelation matrix is m, and H is the conjugate transpose of the matrix. It can be seen from the above formula that the autocorrelation matrix of receiving signal y(n) is equal to the sum of autocorrelation matrixes of the signal s(n) and the noise w(n), because the noise is separated from the signal and their cross-correlative function is 0. [5] After sampling the lossless receiving signal through additive white Gaussian noise channel, the modulating signal s(t) can be expressed with the formula:
Singular Value Decomposition(SVD)
As yy R , ss R and ww R are symmetric, the following SVD can be conducted:
Where, V is the orthogonal matrix. σ . Thus, the signal-noise ratio can be obtained with the following formula: λ λ λ ≥ ≥ ≥  is obtained. The dimensionp of signal subspace and the dimension m of space of signals and associated noises is determined. Estimation precision of dimension p of the signal subspace will directly influence the estimation effect of the algorithm.
In the practical application, band-limiting filtering and oversampling are processed before digitalization of the receiving signal. As the white Gaussian noise channel is generally of narrowband type, which is slightly wider than the signal bandwidth, the dimensionm m < (where m is the number of steps of the autocorrelation matrix) of the space of signal and the associated noise. The average power of each harmonic wave of the noise can be calculated by the following formula: 
Simulation Performance
Take the white Gaussian noise channel as an example, modulation type of the signal is selected as QPSK and the simulation software uses Matlab Ver7.11. This paper mainly starts from estimation range of the signal-noise ratio to study the influence on estimation performance of the algorithm.
Actual signal-noise ratio of the signal increases from initially 5dB to 30dB. Fig. 1 shows the comparison chart of the actual signal-noise ratio and the estimated signal-noise ratio, and Fig. 2 is the varying curvature of normalized mean squared error between actual signal-noise ratio and the estimated signal-noise ratio vs. signal-noise ratio. The two figures show that along with an increase in actual value of the signal-noise ratio, the error between the actual and the estimated signal-noise ratio is gradually increased. Thus, make sure that the signal-noise ratio falls within 25dB. 
Conclusion
This paper proposes an estimation algorithm for signal-noise ratio based on singular value decomposition, which is not subject to prior information of the signal and works more precisely to a certain signal-noise ratio extent for signals with different modulation type. However, a further study is needed about how to acquire good autocorrelation matrix length m and how to obtain good recognition results under the circumstance of large signal-noise ratio.
