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2 第 1章 序論
1.2 先行研究
近年の物体モデルに基づく人物検出手法では、対象物体の局所的な情報である局所
特徴量と、Adaboost [18]やReal Adaboost [19]に代表されるブースティング、サポー
































































































また、近年ではConvolutional Neural Network (CNN)に代表される、ディープラー
ニングを用いた高精度な物体検出が実現されている。人物検出においても、ディー
プラーニングを用いた手法が提案されており [48,49]、高精度な検出を実現している。
文献 [48, 49]はともに、Region proposal ベースの検出手法であり、フレーム画像中
から物体候補領域を検出した後に、それらをネットワークへ入力することで人物か
否かの識別を行っている。[48]では、Single Shot MultiBox Detector (SSD) [50]で検
出された候補領域を入力とするネットワークによる検出結果と、Fully Convolutional
Networkによるセグメンテーション結果を統合することにより、人物検出を行う。[49]































































べる。1節では、Histograms of Oriented Gradients (HOG) 特徴量について、2節で
は、Color Self Similarity (CSS) 特徴量について述べる。3節にて、性能評価に用いる
Detection Error Tradeo (DET)カーブとFalse Positive Per Window (FPPW)、False
Positive Per Image (FPPI) という 2つの評価指標について述べる。
2.2 Histograms of Oriented Gradients




まず、各ピクセルの輝度値 Lから勾配強度mと勾配方向 を式 (2.1)及び (2.2)に
より算出する。次に算出した勾配強度とmと勾配方向 を用い、セル内において勾
配方向ヒストグラムを作成する。ここで、fx(x; y)と fy(x; y)は、注目ピクセル位置
(x; y)における隣接ピクセル (図 2.2)の輝度値の差分であり、式 (2.3)で算出される。
m(x; y) =
q






8><>: fx(x; y) = L(x+1;y)   L(x 1;y)fy(x; y) = L(x;y+1)   L(x;y 1) (2.3)
10 第 2章 関連手法
ただし、算出された勾配方向は 0から 180度へ変換する。得られた勾配方向は、20
度ずつに分割し、9方向のヒストグラムを作成する。最後に、式 (2.4)により、任意の






















図 2.3に HOG特徴量を可視化した例を示す。図 2.3(b)中に示される白い線分が、
その局所領域内のエッジであり、明るさにより強度を表している。このように、HOG
特徴量では局所領域内のエッジを捉えることができる。




12 第 2章 関連手法
2.3 Color Self Similarity


















fC(H; 1); C(H; 2); :::; C(H;N); C(S; 1); C(S; 2); :::; C(S;N); C(V; 1); C(V; 2); :::; C(V;N)g
を作成する。ここで、fH;S; V gは、色相 (Hue)、彩度 (Saturation)、明度 (Value)で
表されるHSV色空間での各要素であり、N は量子化数である。
2.4. 性能評価手法 13
C(r 2 fH;S; V g; n)は、以下の式 (2.5)で算出される。このようにC(r; n)はセル内






[f(Pc(x; y; r); n)] (2.5)
ここで、Mはセルの大きさ (ピクセル)、nは量子化の番号n = (1; 2; :::; N)、f(Pc(x; y; r))
は Pc(x; y; r)を量子化した値である。
上記のようにして作成した色ヒストグラムを用いて、セル i; jからヒストグラムイ


















物体検出などの検出タスクの評価手法として、Detection Error Tradeo (DET)カー
ブ [56]が挙げられる。DETカーブとは、横軸に誤検出率 (False positive rate)、縦軸





DETカーブは、横軸に誤検出率 (False positive rate)、縦軸に感度 (True positive









































ど性能が良いことを表す。また、図 2.7に図 2.6と同様のデータの ROCカーブを示
す。図より、DETカーブの方が性能差を容易に把握できることがわかる。











ンする (図 2.8(a))。この場合、検出対象物体付近でその物体が何度も検出される (図
2.8(b))。そのため、検出結果の領域を 1つに統合する必要がある (図 2.8(c))。先行研








本章では、Histograms of Oriented Gradients (HOG)特徴量とColor Self Similarity
(CSS) 特徴量、性能評価手法であるDetection Error Tradeo (DET) カーブと False












16 第 2章 関連手法


















Internationale de l’Eclairage（CIE: 国際照明委員会）により体系化された表色系で
あり、CIE-RGB、CIE-XYZ、CIE-L*u*v*、CIE-L*a*b*など、様々な表色系が定義さ
れている。
































































MAX MIN + 60; ifMIN = B
60 B G
MAX MIN + 180; ifMIN = R
60 R B














色空間のような 3次元色空間上での 2色間の差は、図 3.2のようにユークリッド距離
として算出される [58]。CIE-L*u*v*色空間上での色差計算式を式 (3.4)、CIE-L*a*b
色空間上での色差計算式を式 (3.5)に示す。






(L)2 + (u)2 + (v)2 (3.4)
Dab =
q





各要素を fu; r; vgで表現される直交座標系へと変換する。
8>>>><>>>>:
u = cosH  S



















































ル) 内で注目ピクセルと近傍ピクセル (図 4.1) との色類似度を計算する。3章で述べ
た手順と同様にして色コントラスト算出を行う。また、注目ピクセルは、セルの中
心ピクセルである。注目ピクセルと近傍ピクセルそれぞれのHSV各要素を直交座標




































fx(x; y)2 + fy(x; y)2 (4.3)





























確認する。提案手法とHOGは、Real Adaboost [19]、サポートベクタマシン (Support
Vector Machine : SVM) [20]、ランダムフォレスト (Random Forest) [21]により学習
を行い、識別器を構築する。Real Adaboostは筆者が実装したものを、SVMとランダ
ムフォレストは、それぞれLIBSVM [63]と Scikit-learn [64]を用いた。Real Adaboost
では弱識別器の数を 500として、ランダムフォレストでは木の数を 300、深さを 4と
して学習を行っている。
性能評価手法として、2章で述べたDetection Error Tradeo (DET) カーブ [56]を
用いる。また、False Positive Per Window (FPPW)により、提案手法と HOGの比
較を行う。本実験で用いる人物画像データセットは、INRIA Person Dataset [25]と
NICTA Pedestrian Dataset [65]である。学習やテストに用いた画像数内訳を表 4.1に
示す。また、INRIA、NICTAデータセットの例を図 4.3に示す。
表 4.1 INRIA, NICTAデータセットにおける学習・テスト画像数内訳
データセット 学習/テスト ポジティブサンプル ネガティブサンプル 計
INRIA 学習 2,416 4,832 7,248
テスト 1,132 1,132 2,264
NICTA 学習 3,000 6,500 9,500
テスト 1,000 1,000 2,000
4.3.2 実験結果






26 第 4章 局所色相関分布に基づくHistograms of Oriented Gradients
(a) INRIA Person Dataset








Operating Characteristic (ROC) カーブと Area Under the Curve (AUC) を用いる。
図 4.6及び 4.7に INRIAデータセット、NICTAデータセットにおけるROCカーブを
示す。それぞれの図はともに、(a)がReal Adaboost、(b)がSVM、(c)がランダムフォ
レストでの結果を示している。また、表 4.4及び 4.5に INRIAデータセット、NICTA
データセットにおけるAUCを示す。
図 4.4に示す INRIAデータセットにおける実験結果より、提案手法は、Real Ad-
aboost、SVM、ランダムフォレストによる、どの識別器においても、10 3FPPW以下
でのMiss rateの削減が確認できた。表4.2より、提案手法はHOGのMiss rateを、Real






下でのMiss rateの削減が確認できた。表 4.3より、提案手法はHOGのMiss rateを、
Real Adaboostで 2.50ポイント、SVMでは 16.40ポイント、ランダムフォレストでは
7.90ポイント削減した。また、表 4.5より、提案手法はHOGのAUCをReal Adaboost
で 0.0014、SVMでは 0.0047、ランダムフォレストでは 0.0040増加させた。















































































































































































図 4.5 NICTAデータセットでの実験結果 DETカーブ















































































































図 4.7 NICTAデータセットでの実験結果 ROCカーブ









































































36 第 4章 局所色相関分布に基づくHistograms of Oriented Gradients
4.5 おわりに
本章では、色コントラストに基づく勾配特徴量である、局所色相関分布に基づく


































算出する。注目ピクセルと隣接ピクセルそれぞれの HSV各要素を直交座標 fu; r; vg
へ変換した後、式 (5.1)でユークリッド距離Di:nを算出し、式 (5.2)で類似度 Snを算
出する。ここで、iは注目ピクセルの位置 (x; y)を表す。nは隣接ピクセル位置を表
し、n 2 f(x  1; y); (x+ 1; y); (x; y   1); (x; y + 1)gである。
38 第 5章 ピクセル間色コントラストに基づく Histograms of Oriented Gradients
Di:n2f(x 1;y);(x+1;y);(x;y 1);(x;y+1)g =
q





算出した類似度を用いてHistograms of Oriented Gradients (HOG) [25]と同様の勾
配計算を行う。式 (5.3)及び (5.4)で勾配強度と方向を算出し、勾配方向ヒストグラム









































40 第 5章 ピクセル間色コントラストに基づく Histograms of Oriented Gradients
の有効性を確認する。また、前章で提案した局所色相関分布に基づくHOGとの精度
比較も行う。
前章と同様に、Real Adaboost [19]、SVM [20]、ランダムフォレスト [21]により学
習を行って識別器を構築し、実験を行う。Real Adaboostとランダムフォレストの弱
識別器数、木の数、深さは前章の実験と同様の値としている。
性能評価手法として、Detection Error Tradeo (DET)カーブ [56]を用いる。また、
FPPWにより、提案手法と局所色相関分布に基づく HOG及び HOGの比較を行う。
本実験で用いる人物画像データセットは、前章の実験で用いたデータセットと同様の
INRIA Person Dataset [25]とNICTA Pedestrian Dataset [65]である。学習やテスト
に用いた画像数内訳を表 5.1に示す。
表 5.1 INRIA, NICTAデータセットにおける学習・テスト画像数内訳
データセット 学習/テスト ポジティブサンプル ネガティブサンプル 計
INRIA 学習 2,416 4,832 7,248
テスト 1,132 1,132 2,264
NICTA 学習 3,000 6,500 9,500
テスト 1,000 1,000 2,000
5.3.2 実験結果









るため、Receiver Operating Characteristic (ROC) カーブと Area Under the Curve
(AUC)を用いる。図 5.4及び 5.5に INRIAデータセット、NICTAデータセットにおけ
5.3. 実験 41
るROCカーブを示す。それぞれの図はともに、(a)がReal Adaboost、(b)が SVM、
(c)がランダムフォレストでの結果を示す。表 5.4及び 5.5に INRIAデータセット、
NICTAデータセットにおけるAUCを示す。
図 5.2に示す INRIAデータセットにおける実験結果より、Real Adaboost、SVM、
ランダムフォレストそれぞれによる識別器において、提案手法 IIは従来法のHOGと
比較して、10 3FPPW以下でのMiss rate削減が確認できた。表 5.2より、提案手法
IIは、HOGのMiss rateをReal Adaboostで 1.76ポイント、SVMでは 25.18ポイン
ト、ランダムフォレストでは 23.32ポイント削減した。また、表 5.4より、提案手法
IIは、HOGのAUCをReal Adaboostで 0.0043、SVMでは 0.0080、ランダムフォレ
ストでは 0.0071増加させた。
提案手法 IのMiss rateと比較すると、Real Adaboostで 1.95ポイント増加、SVM
では 4.24ポイント増加している。ランダムフォレストにおいては、3.27ポイント削
減となった。AUCにおいては、Real Adaboostで 0.0004、SVMでは 0.0006、ランダ
ムフォレストでは 0.0006減少となった。
図 5.3に示す NICTAデータセットにおける実験結果でも、提案手法 IIは、Real
Adaboost、SVM、ランダムフォレストによる識別器において、10 3FPPW以下での
Miss rate削減が確認できた。表 5.3より、提案手法 IIは、HOGのMiss rateをReal
Adaboostでは2.70ポイント、SVMでは11.80ポイント、ランダムフォレストでは13.50
ポイント削減した。表 5.5より、提案手法 IIは、HOGのAUCを SVMでは 0.0003増
加させた。Real Adaboost、ランダムフォレストでは、それぞれ、0.0001、0.0016減
少している。提案手法 IのMiss rateと比較すると、Real Adaboostで 0.20ポイント
削減、SVMでは 4.60ポイント増加、ランダムフォレストにおいては、5.60ポイント
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提案手法 Iの計算時間は 520.26[ms]、提案手法 IIの計算時間は 346.16msであり、色
エッジ検出のための計算時間を短縮することができた。なお、上記の計算時間は特徴
計算処理の最適化や並列化を行っていない状態であり、さらなる高速化が可能である。



































































































































































































































































































































用し、False Positive Per Image (FPPI) により比較を行う。また、2章 3節で述べた
































図 5.6 INRIAデータセットでの FPPI評価
図 5.7 本実験における検出結果例




































































54 第 5章 ピクセル間色コントラストに基づく Histograms of Oriented Gradients
5.6 おわりに
本章では、色コントラストに基づく勾配特徴量である、ピクセル間色コントラスト





















4章と 5章にて、局所色相関分布に基づくHistograms of Oriented Gradients (HOG)
とピクセル間色コントラストに基づくHistograms of Oriented Gradients (HOG)を提
案した。またこれらの性能評価実験において、Real Adaboost [19]、SVM [20]、ランダ
ムフォレスト [21]といった複数の学習法で識別器を構築し、INRIA Person Dataset [25]
及びNICTA Pedestrian Dataset [65]を用いて評価を行った。実験結果より、各識別


















56 第 6章 全体を通しての考察と今後の課題
対して、10 10ピクセルのセルサイズで特徴量を算出した場合、次元となり、提案

























































58 第 6章 全体を通しての考察と今後の課題




















































































ented Gradiets (HOG) 、ピクセル間色コントラストに基づくHistograms of Oriented
Gradients (HOG) の 2つの特徴量を提案した。
第 2章では、提案手法の基となったHistograms of Oriented Gradients (HOG) 特徴
量とColor Self Similarity (CSS) 特徴量、性能評価手法であるDetection Error Trade-

















62 第 7章 結論
ラスト状況下でのエッジ検出を可能にし、色エッジが人物検出の精度向上に有効であ
ることを示した。
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