Recent work in audio information retrieval has demonstrated the effectiveness of combining semantic information, such as descriptive, tags with acoustic content. However, these methods largely ignore the possibility of tag queries that do not yet exist in the database and the possibility of similar terms. In this work, we propose a network structure integrating similarity between semantic tags, content-based similarity between environmental audio recordings, and the collective sound descriptions provided by a user community. We then demonstrate the effectiveness of our approach by comparing the use of existing similarity measures for incorporating new vocabulary into an audio annotation and retrieval system.
INTRODUCTION
There has been much recent work within the audio signal processing community in combining audio content analysis with semantic information such as user-provided tags or descriptions (which we will also refer to as concepts). These methods include connecting audio features with semantic words through hierarchical clusters [1] , using audio features to train classifiers for each word in a vocabulary [2, 3] , and using a WordNet [4] based taxonomy to automatically describe sounds based on the descriptions of their nearest neighbors in an audio feature space [5] .
However, almost no techniques take into consideration semantic queries where the words used as queries have not yet been used to describe a sound. In a social network or other interactive application, this can correspond to the time before a tag has been applied enough times (most likely by the same person who introduced it) to significantly influence retrieval results. Additionally, these techniques do not leverage semantic similarity between concepts. For example, if the This material is based upon work supported by Science Foundation Arizona and the National Science Foundation under Grant No. 0504647.
words "purr" and "meow" are independently applied to separate sounds, the retrieval system has no way of knowing that these sounds may have been emitted from the same physical source even though they are widely separated in the acoustic feature space.
Fortunately, several techniques have been developed for measuring semantic similarity between concepts. These techniques include using dictionaries to compare definitions of terms, using thesauri to compare overlaps in synonymous words, and using hierarchical ontologies such as WordNet to compute path-related distances [6] .
In the present work, we extend our previous approach for unifying semantic and content-based approaches to audio information retrieval [7] by incorporating quantitative measures of semantic similarity for the concepts used to describe sounds. Inspired by the success in organizing lexical databases such as WordNet, we utilize an ontological framework where all sounds and tags in the database each represent a node in a network. Specifically, sounds are linked to other sounds based on a measure of perceptual similarity, semantic tags are linked to each other through an external similarity computed with WordNet, and semantic tags and sounds are connected based on descriptions provided by a user community. Obtaining the connections between semantic tags and sounds requires user input and is often achieved by incorporating a social or game element into the tag collection process [8] . Once all links in the ontological framework are obtained, it forms a flexible system that allows for contentbased retrieval, automatic tagging of unlabeled audio, and text-based search as discussed in [7] .
By including quantitative measures of semantic similarity our system allows for two new audio information retrieval tasks: a) text-based retrieval with foreign concepts and b) annotation with foreign concepts. In (a), one can retrieve sounds based on semantic tags that do not yet exist in the database. Similarly, with (b), one can use a sound query to obtain a distribution over a set of concepts that do not exist in the database. Experimental results on a database of sounds with community semantic descriptions demonstrate the ability of the proposed approach for the retrieval tasks mentioned above while also comparing the performance of different semantic similarity measures.
RETRIEVAL NETWORK
The application we have described requires the storage and retrieval of acoustic, semantic, and social information. To perform retrieval in such a way that is consistent, a unifying structure is needed that represents all types of knowledge present in the database. To this end, we have developed [7] an undirected network that can be used to perform probabilistic queries over any subset of nodes, i.e. sounds or concepts. The network ( Figure 1 ) consists of a weighted, undirected graph of nodes, each of which can be sounds (s 1:N ) or concepts (c 1:M ). Possible link types include sound-tosound, concept-to-concept, and sound-to-concept links that have weights W (i, j).
Acoustic information: sound-to-sound links
Sound-to-sound weights can be computed by comparing the acoustic content of each sound. This process begins with acoustic feature extraction, where six features are calculated using overlapping 40ms Hamming windows hopped every 20ms. The feature trajectory for a sound file is given by Y
is the ith feature value at frame t. The six features we use include loudness, the dB-scaled RMS level over time; temporal sparsity, the ratio of ∞ and 1 norms calculated over all short-term RMS levels computed in a one-second interval; spectral sparsity, the ratio of ∞ and 1 norms calculated over the short-time Fourier Transform (STFT) magnitude spectrum; bark-weighted spectral centroid, a measure of the average frequency content of a sound at any point in time; transient index, the 2 norm of the difference of Mel frequency cepstral coefficients (MFCC's) between consecutive frames; and harmonicity, a probabilistic measure of whether or not the STFT spectrum for a given frame exhibits a harmonic frequency structure. For more details on how these features are calculated, see [9] . This feature set was developed for a broad range of environmental sounds rather than any specific class of sounds (e.g. speech or music) and with a focus on ecological validity, such that the features would best relate to qualities of the human auditory mechanism by using perceptual scalings of spectral content [10, 9] .
To compare sounds, [11] describes a method of estimating L(s i , s j ) = log(P (Y
(1:P ) (s j ))), the loglikelihood that the feature trajectory of sound s i was generated by the hidden Markov Model (HMM) λ (1:P ) (s j ) built to approximate the simple feature trends of sound s j .
For retrieval, however, it is helpful to have a semi-metric,
. In [7, 12] , a semi-metric that holds these properties is given as:
(1)
Semantic information: concept-to-concept links
For concepts, we obtain a fully connected concept-to-concept similarity matrix using a similarity metric from the WordNet::Similarity library [13] . Specifically, we have used the jcn, lin, lch, res, and vector metrics. The vector metric computes the co-occurrence of two concepts within the collections of words used to describe other concepts (their glosses) [13] and lch is based on the shortest-path distance between two concepts in a taxonomy, while jcn, lin, and res are all based on the information content of the terms and their ancestors within a corpus (for a full review, see [6, 13] .) For consistency in comparing different metrics, we compute the network weights from the following normalization of similarities, S(c i , c j ): divided by the total number of users who have tagged sound s i , we can compute the joint probability between s i and c j as
We can then define the weight as W (s i , c j ) = − log P (s i , c j ), which is a simple approximation of the Kullback-Leibler weight learning technique proposed in [7] . In our application, the votes matrix is obtained through tagging, but in the future it could be expanded to reflect more implicit community activity, such as discussions, rankings, or page navigation on a website.
Retrieval
Given a subset of nodes, A and query node, q, a posterior distribution from the network can be calculated as follows:
where d * (q, a) is the shortest-path distance in the network between nodes q and a, which can be efficiently computed using Dijkstra's algorithm [14] . Note that, in the case of a query node that does not yet exist in the database, such as a new sound or concept, the distances between the query node and all other nodes of its type can be computed on demand.
RESULTS
Our experiment consists of 178 sounds recorded from 7 separate field recording sessions, lasting anywhere from 10 to 30 minutes each and sampled at 44.1KHz. Each session was recorded continuously and then hand-segmented by the authors into segments lasting between 2-60s. The recordings took place at three light rail stops (75 segments), outside a stadium during a football game (60 segments), at a skatepark (16 segments), and at a college campus (27 segments). To obtain tags, study participants were directed to a website containing ten random sounds from the set and were asked to provide one or more single-word descriptive tags for each sound.
With 90 responses, each sound was tagged an average of 4.62 times. We have used 88 of the 100 most popular tags, leaving 12 out due to part-of-speech incompatibility with certain semantic similarity measures.
Retrieval performance
The retrieval tasks tested are those summarized in Figure 1 i.e., a) text-based retrieval with foreign concepts, where a tag not present in the database is used to retrieve a ranked list of sounds, and b) annotation with foreign concepts, where a sound is annotated with tags not in the database. To test these tasks, we have used a five-fold cross-validating approach, partitioning tags (or sounds, respectively) into 5 random nonoverlapping subsets used for queries and using the remaining 80% to build the network.
To compute two common measures of information retrieval performance, mean average precision (MAP) and mean area under the receiver operation characteristic curve (MAROC), we first rank the number of retrieved nodes (sounds for task (a), tags for task (b)) in order of decreasing probability. A precision curve can then be plotted moving down this list, computing the running percentage of results that are relevant to the query. MAP can then be calculated as the mean of this curve averaged over queries and trials. A ROC curve is computed similarly, but is defined as a the running ratio of true-positive to false-negative retrieval results. MAROC is then the integral of this curve averaged over queries and trials. Both MAP and MAROC are then averaged over all five cross-validation runs to give the final results. [15] seems to perform best, which is consistent with findings for other applications, such as determining word senses in text [16] . Precision values are much lower for both tasks than corresponding tasks in [7, 2, 3] , however, it should be noted that the use of foreign terms makes the tasks inherently more difficult. MAROC is quite high in all cases, but this could be misleading, as using the top 100 most popular tags may inflate recall significantly. However, from this data we are able to form a clear idea of which semantic similarity measures work best for audio annotation and retrieval. Future studies will need to include all or randomlyselected user-submitted tags for more accurate performance results. It would also be prudent to test the system across more semantic similarity measures.
Multidimensional scaling
One way to visualize how social, semantic, and acoustic information are combined is to organize their nodes using multidimensional scaling [17] . In MDS a distance matrix (in this case obtained by finding shortest-path distances between all node pairs) is used to organize points into a suitably low dimensionality in such a way that retains their distances.
Figures 2(a) and 2(b) display the two-dimensional MDS for a subset of hand-picked tags. In Figure 2 (a) the distance matrix is calculated from a network containing only tag nodes, i.e., only semantic information, while Figure 2 (b) contains both sound and tag nodes and the links between them, i.e., acoustic, social, and semantic information. The differences between the absolute scales of the axes in Figures 2(a) and 2(b) result from the different distance matrices, furthermore, in a retrieval/annotation context when a ranked list is returned we are only concerned with comparing relative tag positions. From Figure 2 (a), we can see that natural clusters form from the semantic information, such as {vehicle, bicycle, motorcycle, bus}. Similarly, synonyms such as outside/outdoor are near each other. However, some concepts we would think as similar do not cluster, such as chat/speech.
By including social and acoustic information in the network in Figure 2(b) , the concepts organize into clusters that are informed by which concepts sound alike. For example, chat/speech are now quite near other. Similar new clusterings can be seen between word pairs such as gravel/crunch and bird/chirp. Some clusterings are more vague in the reorganization, such as that which formerly grouped all vehicles, as we are now also capturing information of what concepts typically are heard together or in similar circumstances.
CONCLUSIONS
Previous methods of text-based retrieval, annotation, and query-by-example in acoustic information retrieval do not leverage semantic similarity between concepts tagged to sounds. In some cases, such as querying or annotating with tags that do not yet exist in the database, this can be prohibitive. Using existing techniques for measuring semantic similarity, such as through measures on the WordNet lexical database, can assist in these cases. Similarly, using a flexible retrieval system such as our demonstrated ontological framework can allow a retrieval system to be augmented quite easily for different applications.
