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In this paper, meta-heuristic optimization techniques are introduced and their applications to water resources
engineering, particularly in hydrological science are introduced. In recent years, meta-heuristic optimization
techniques have been introduced that can overcome the problems inherent in iterative simulations. These methods
are able to find good solutions and require limited computation time and memory use without requiring complex
derivatives. Simulation-based meta-heuristic methods such as Genetic algorithms (GAs) and Harmony Search (HS)
have powerful searching abilities, which can occasionally overcome the several drawbacks of traditional mathematical
methods. For example, HS algorithms can be conceptualized from a musical performance process and used to achieve
better harmony; such optimization algorithms seek a near global optimum determined by the value of an objective
function, providing a more robust determination of musical performance than can be achieved through typical
aesthetic estimation. In this paper, meta-heuristic algorithms and their applications (focus on GAs and HS) in
hydrological science are discussed by subject, including a review of existing literature in the field. Then, recent trends
in optimization are presented and a relatively new technique such as Smallest Small World Cellular Harmony Search
(SSWCHS) is briefly introduced, with a summary of promising results obtained in previous studies. As a result, previous
studies have demonstrated that meta-heuristic algorithms are effective tools for the development of hydrological
models and the management of water resources.
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Optimization is the process of ensuring that an object
or system is as useful or effective as possible; that is,
optimization involves finding the best solutions to satisfy
specific objectives and conditions. In conventional theoret-
ical problems, traditional mathematical techniques such as
linear programming (LP), non-linear programming (NLP),
and dynamic programming (DP) can guarantee global op-
tima in simple idealized models. However, in real world
problems, factors such as non-linearity and complexity
produce obstacles to obtaining global optima.
Heuristic algorithms can be used to overcome such
shortcomings of mathematical techniques and produce
distinguished outcomes when applied to specific prob-
lems; however, they remain inapplicable in a broad range
of situations. To address this, meta-heuristic optimization* Correspondence: jaykim@korea.ac.kr
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in any medium, provided the original work is ptechniques based on iterative simulations have been intro-
duced, allowing appropriate solutions to be found using
limited computation time and memory and without re-
quiring any complex derivatives. Many meta-heuristic al-
gorithms that combine rules and randomness mimicking
natural phenomena have been developed, including ant
colony optimization (ACO), genetic algorithms (GAs),
particle swarm optimization (PSO), simulated annealing
(SA), and tabu search (TS). Such simulation-based meta-
heuristic methods have powerful searching abilities, often
allowing them to overcome the several drawbacks of trad-
itional mathematical methods. For example, harmony
search (HS) algorithms can be conceptualized based on
musical performances (e.g., by a jazz trio or an orchestra)
and used to improve harmony. Typically, musical per-
formers aim for a near-optimal state (i.e., fantastic harmony)
that is determined by aesthetic estimation; conversely,
optimization algorithms seek a best state (i.e., a global
optimum, represented by the minimum cost or maximum
benefit or efficiency) that can be determined according toan open access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly cited.
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achieved by practicing the set of sounds achieved by a com-
bination of instruments, whereas the value of the objective
function is evaluated by investigating the set of the values
produced by composed variables. Moreover, just as “better”
aesthetic sounds can be achieved through practice, the
minimization/maximization of the objective function can
be achieved by repeated iterations [1,2].
Here, meta-heuristic optimization techniques are in-
troduced and their applications are discussed with refer-
ence to recent trends in water resources engineering,
particularly in hydrological science. In Section 2, meta-
heuristic algorithms and their applications to hydro-
logical science are discussed by subject, including a
review of existing literature in the field. In Section 3, HS
algorithms and their application in hydrological science
are described. Then, in Section 4, recent trends in
optimization are presented and relatively new technique
such as Smallest Small World Cellular Harmony Search
(SSWCHS) is briefly introduced with a summary of
promising results obtained in previous studies. Finally,
Section 5 presents concluding remarks.
Methods
Meta-heuristic algorithms and their applications in
hydrological science
A meta-heuristic is a higher level procedure that can be
used to find a near global optimal solution to optimization
problems that include incomplete or imperfect information
or limited computation capacity. Meta-heuristics often
make few assumptions about the optimization problem be-
ing solved, which makes them suitable for a wide variety of
problems. Moreover, because they can search through
large sets of feasible solutions, meta-heuristics can often
find good solutions with less computational effort than
traditional iterative methods or simple heuristics [3,4].
In hydrological science, meta-heuristics such as ACO,
GAs, PSO, SA, and TS are used in various sub-disciplines.
GAs (which are search algorithms based on natural evolu-
tionary mechanisms) are the most widely known meta-
heuristic algorithms and were initially proposed by Holland
[5]; they are also utilized more widely in hydrological sci-
ence than any other algorithm. Figure 1 describes historical
applications of GAs in various sub-disciplines of hydro-
logical science. First, Savic and Walters [6] applied a GA to
minimize the cost of a water distribution system, illustrat-
ing the potential of GAs as tools for planning of water dis-
tribution networks. Subsequently, Wang and Zheng [7]
coupled a GA and SA to obtain the optimal pumping rate
for a groundwater system, finding that their GA-based
model was able to obtain almost identical solutions to
other programming methods (or even offer improve-
ments). Similarly, Samuel and Jha [8] developed computer
code to optimize various aquifer parameters underdifferent hydrogeological conditions using the GA tech-
nique. GAs have also been applied in water resources man-
agement: Sharif and Wardlaw [9] developed an optimal
multi-reservoir system using a GA; Wardlaw and Bhaktikul
[10] investigated problems with water allocation in an irri-
gation system; and Chen et al. [11] forecasted stream flow
to help ensure more effective use of water resources. Re-
cently, a methodology for determining the optimum reuse
discharges of agriculture drainage water was proposed by
Fleifle et al. [12]. Water-related disasters such as drought
[13] and flood [14] have also been solved using GAs; for
example, Sen and Oztopal [15] adopted a GA to achieve
the optimum classification of rainy and non-rainy day oc-
currences based on selected hydrological data. In the field
of rainfall–runoff modeling, Nasseri et al. [16] forecasted
rainfall using a GA coupled with artificial neural networks,
and Ragab et al. [17] used a GA to conduct parameter esti-
mation for rainfall–runoff models. Recently, optimal con-
trol of sediment has become a key issue in watershed
management. Accordingly, some studies have investigated
the use of GAs as an optimization tool [18-20]. At present,
water quality issues (from the environmental perspective)
are some of the most pressing optimization problems that
can be solved by meta-heuristic algorithms. For instance,
Maringanti et al. [21] utilized a GA to investigate best
management practices (BMPs) in a watershed and select
optimal locations for nonpoint-source pollution control.
Additionally, GAs have been used to solve a chlorine injec-
tion optimization problem in a water distribution system
[22] and to predict the distribution of suitable habitats
for selected species in deep water [23]. Based on the vari-
ous applications described above, it is clear that GA
optimization techniques are effective tools for the develop-
ment of hydrological models and management of water re-
sources. Other meta-heuristic algorithms (including ACO,
PSO, SA, and TA) have also been applied in hydrological
sciences, although their applications are much more lim-
ited than those of GAs. Since the 2000s, the application of
meta-heuristic algorithms has focused on a few key fields,
particularly reservoir operation, groundwater management,
and water distribution network design. Nevertheless, other
meta-heuristic techniques have the potential to exhibit
good performance in various hydrological sectors based on
the positive results achieved for GAs.
Harmony search algorithms as a tool in hydrological
science
As discussed above, HS algorithms can be used to achieve
better harmony in the process of musical performance,
unlike other meta-heuristic algorithms. Musical perfor-
mances seek fantastic harmony, which is typically deter-
mined by aesthetic estimation, whereas optimization
algorithms seek a global optimum that can be determined
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Figure 1 Historical application of genetic algorithms in hydrological science.
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tation rate during computation. Moreover, as with GAs,
HS algorithms manage several vectors simultaneously, al-
though HS algorithms are different from GAs in many re-
spects. HS algorithms offer two primary advantages: 1)
they produce a new vector after considering all existing
vectors, rather than considering only two parent vectors














Figure 2 Applications of HS algorithms according to published literatdecision variables to be specified. Thus, it can be generally
said HS algorithms offer more flexibility and better solu-
tions than GAs.
Since the HS algorithm was first developed in 2001, it
has been applied to various engineering problems and
has garnered increasing attention globally. According to
Google Scholar, the study that introduced the concept of









Figure 3 Construction of SSWCHS model.
Figure 4 Flowchart of SSWCHS model [28].
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Figure 5 Hanoi network [29].
Yoo and Kim Geoscience Letters 2014, 1:4 Page 5 of 7
http://www.geoscienceletters.com/content/1/1/4to August 2013). In case of major literature, the number
of citation is increased up to 541 times in Web of sci-
ence (Science Citation Index Expanded (SCIE), Social
Science Citation Index (SSCI), Arts & Humanities Cit-
ation Index (A&HCI)). Approximately 50% of the exist-
ing literature pertaining to HS algorithms relates to the
fields of civil engineering and mathematics/algorithms
(Figure 2); thus, it is clear that HS algorithms have been
utilized in various ways, both applied (e.g., engineering)
and theoretical.
Applications of HS algorithms in hydrological science
can be divided by discipline, as with other meta-heuristic
algorithms, and the first hydrological applications of the
HS technique were described in 2001. HS algorithms were
applied to minimize the cost of a pipe network during the
design process and to estimate parameters for the non-
linear Muskingum routing model [1,2]. Subsequently, Paik
et al. [24] developed a parameter calibration method for
rainfall–runoff models and demonstrated how adopting
powerful meta-heuristic optimization algorithms such as
HS algorithms can enable researchers to focus on aspectsTable 1 Comparison of SSWCHS results with those of
other algorithms
Solving algorithms Minimum cost ($M) Minimum no.
of evaluations
SSWCHS (Lim [28]) 6.081 4,623
ACO [30] 6.134 35,433
Cross-entropy [31] 6.081 97,000
Scatter Search [32] 6.081 43,149
Particle Swarm HS [33] 6.081 17,980
GA [34] 6.173 26,457of the rainfall–runoff model other than parameter calibra-
tion. Ayvaz [25] first introduced HS algorithms to aquifer
modeling, using the technique to determine aquifer
parameters and the zonal structure of these parameters
based on a given set of observations of piezometric head.
More recently, Kougias and Theodossiou [26] solved
problems related to dam operation using HS techniques;
in particular, they investigated the optimum operation
of a four-reservoir system over one day, with the aim
of maximizing the daily benefits obtained from the
reservoir system. The studies cited here represent
only a small portion of the existing literature in this
field, yet their results demonstrate the potential for
use of HS algorithms in solving complex optimization
problems successfully and efficiently.
Results and discussion
Recent trends in optimization in hydrological science
The latest trends in meta-heuristic optimization in
hydrological science can be classified into three primary
categories as follows: 1) Hybrid algorithms involve com-
binations of existing algorithms and are designed
to increase the possibility of solving complex problems
by adopting the favorable properties of different
optimization methods. 2) Recently, an automatic assign-
ment technique has been developed for the setting of al-
gorithm parameters. Existing meta-heuristic algorithms
require decision-makers to set some parameters, and the
efficiency of many processes can be affected considerably
by parameter selection. Moreover, setting parameters
often involves time-consuming tasks such as sensitivity
analyses. However, in recent years, algorithms have been
developed that do not require any parameters to be set;
such algorithms can change parameters automatically
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tion or the number of iterations. These algorithms have
been shown to achieve similar results to those obtained
using more traditional meta-heuristic algorithms and
can be very useful tools for decision-makers. 3) A particu-
larly interesting branch of optimization research focuses
on the expansion from single-objective to multi-objective
optimization. Multi-objective optimization seeks to obtain
the Pareto-optimal sets between conflicting objectives,
where Pareto-optimal sets comprise the sets of solutions
that are better than all other solutions for at least one ob-
jective; these sets were referred to as non-dominated or
Pareto-optimal solutions by Pareto [27]. Multi-objective
optimization is effective for use in real-world problems,
particularly because most real practical problems involve
many trade-offs between objectives.
Here, a relatively new hybrid version of HS algorithm,
the Smallest Small World Cellular Harmony Search
(SSWCHS), is introduced. Lim et al. [28] proposed an
improved HS algorithm that uses the cellular automata
theory and topological structure of the smallest small-
world network (Figure 3). A cellular automaton is a
discrete model utilized in many fields, including compu-
tation theory, mathematics, physics, complexity science,
and theoretical biology. SSWCHS uses the concept of
cellular automaton space arranged into regularly spaced
grid cells, where individual cells are updated simultan-
eously in each discrete time step and each cell is a finite
state machine. Each cell entered the state of its own and
neighboring and, then, printout the state in the next
time step. In the case of the smallest small-world net-
work, it can be expressed by two parameters: the average
path length (L), which measures the efficiency of com-
munication or the time required to travel between
nodes; and the clustering coefficient (C), which repre-
sents the degree of local order. The average path length
(L) is defined as the average number of links in the
shortest path between a pair of nodes in the network.
Then, the clustering coefficient (C) can be defined as the
probability that two nodes connected to a common node
are also connected to each other. On this basis, short
average path lengths and high clustering coefficients lead
to good exploration efficiency and good exploitation ef-
fects, respectively (Figure 3). Therefore, a new hybrid HS
algorithm (SSWCHS) can have high clustering coeffi-
cient (from smallest small-world) and short characteris-
tic path length (from cellular automata theory). In
addition, unlike most previous studies focusing on im-
provements to HS algorithms, SSWCHS modifies the
memory structure itself. The flowchart of the SSWCHS
is shown in Figure 4.
The developed algorithm has been applied in assess-
ment of the optimal design of a pipe network designed
to supply water to Hanoi (Figure 5), where it wasused to determine the minimum cost of constructing
sufficient pipelines to satisfy the water pressure require-
ments at all nodes. Although most of the algorithms
investigated produced similar optimal values (Table 1),
SSWCHS showed a superior performance than the other
techniques in terms of the number of iterations required
to reach the optimal value. The results prove that the
developed algorithm displays better exploration and
exploitation efficiencies.
Conclusions
In this paper, meta-heuristic optimization techniques are
introduced and recent trends in their application in water
resources engineering particularly hydrological science
are discussed. The information presented here can be
summarized as follows: 1) In hydrological science, GAs
is the most widely utilized meta-heuristic algorithm. 2)
Several previous studies have shown that meta-heuristic
techniques can be used as effective tools for the develop-
ment of hydrological models and the management of
water resources. 3) Some recent trends in optimization in
hydrological science (e.g., hybrid algorithms, parameter-
free techniques, multi-objective optimization) have the
potential to provide efficient solutions to real-world prob-
lems. 4) Hybrid type algorithms, the SSWCHS algorithm
for example, can produce very competitive solutions with
less iteration than other algorithms. It is recommended
that meta-heuristic algorithms be utilized as tools for per-
tinent studies in hydrological science.
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