Using PIRLS (Progress in International Reading Literacy Study) data, we investigate which countries' schools can be be classified as significantly better or weaker than Germany's as regards the reading literacy of primary school children. The 'standard' approach is to conduct separate tests for each country relative to the reference country (Germany) and to reject the null of equally good schools for all those countries whose p-value satisfies p i 0.05. We demonstrate that this approach ignores the multiple testing nature of the problem and thus overstates differences between schooling systems by producing unwarranted rejections of the null. We employ various multiple testing techniques to remedy this problem. The results suggest that the 'standard' approach may overstate the number of significantly different countries by up to 30%.
Introduction
Multi-country comparisons of student achievement regularly cause lively debate, both in academic circles and, perhaps even more so, the wider public. In view of belowaverage results in recent Programme for International Student Assessments (PISA), this seems to be particularly the case in Germany. Germany's place in the international ranking is tracked closely across different editions of the assessment, and comparatively better performances in other exercises, such as PIRLS (Progress in International Reading Literacy Study), are widely acclaimed. Of course, the professional literature (as well as the better media) recognizes that a country being placed before another one in a ranking does not necessarily have a better educational system than worse-placed one. To keep the effort of student assessments manageable, all of these are inevitably based on samples from the countries' student population. Thus, any comparison of any two country must make use of the tools of statistical inference. In particular, it is to be investigated whether differences found between two countries are statistically significant. If the only analysis of interest was one single comparison of two countries, this could be done routinely with, say, a suitable t-test.
However, large-scale international student assessments typically have several dozens of participating countries. The relevant issue then becomes to test whether any of n countries' schools is better (or weaker) than the reference country of interest. The literature typically investigates this question by conducting separate t-tests for each country relative to the reference country, and declares all those countries' schools as significantly different from the reference country's for which the corresponding p-value is sufficiently small, say,
0.05 [e.g., Bos, Hornberg, Arnold, Faust, Fried, Lankes, Schwippert, and Valtin, Unfortunately, this simple and intuitive way of investigating whether countries', say, reading performances are significantly different from each other is problematic from a statistical point of view. Effectively, it ignores the multiple testing nature inherent of the approach. To illustrate the problem, consider the following artificial numerical example.
Suppose one has achievement data on a panel of, say, n = 20 countries (plus one reference country). Also assume for simplicity that the the countries are statistically independent and that all countries' performances are identical. 1 When conducting tests on each country at the α = 0.05 level, one might casually expect the probability to erroneously find evidence in favor of significant differences in at most one case to equal 5%, because 1/20 = 0.05. However, the event of a rejection is a Bernoulli random variable with "success" probability 0.05. Hence, P k , the probability of finding k rejections in n tests, is the probability mass function of a Binomial random variable,
Therefore, the probability of (at least) one erroneous rejection, also known as the Familywise Error Rate 2 (FWER), equals
Even if all countries have identically good schools, one will falsely find some evidence of 1 This assumption is only made to justify the following calculation. It is not needed for any of the procedures we shall employ later.
2 Let P be the true data generating mechanism and I 0 (P ) ⊂ {1, . . . , n} the units for which corresponding null hypothesis H i is true. A precise definition is then given by FWER P = Pr P {Reject at least one H i : i ∈ I 0 (P )} More generally, the j-FWER is defined as P k j , the probability of j or more false rejections.
differences with a rather high probability. Of course, the problem only worsens if one adds more units to the panel. If one has data on a broader set of 100 countries, the corresponding probability equals 0.9941. That is, one is then practically bound to declare at least one-and potentially quite a few more-countries' schools as significantly different from the average even if all are equal.
This so-called "multiplicity" problem, while not widely recognized in the broader econometrics literature [Savin, 1984] , has of course been realized long ago in the statistics literature [see Lehmann and Romano, 2005] . Several solutions to controlling the FWER at some specified level α have been suggested. Among the most popular are the Bonferroni and the the Holm [1979] procedure. These procedures have however been less successful in applications because ensuring FWER α typically comes at the price of reducing the ability to identify false hypotheses. That is, the procedures are conservative or have low "power."
3 Hence, often quite reasonably, researchers have tended to ignore the issue of multiplicity.
There has been substantial research on improving the ability of multiple testing approaches to detect false hypotheses while still controlling the FWER. Romano and Wolf [2005] put forward a bootstrap scheme that exploits the dependence structure of the statistics in order to improve the power of the multiple test. Hommel [1988] , in turn, works with a computationally less demanding p-value combination technique. Benjamini and Hochberg [1995] suggest a procedure that is likely to detect more false hypotheses in particular in situations with a large n.
The present study uses data from the 2006 edition of the PIRLS assessment-better known as IGLU in Germany-to investigate the effect of multiplicity on the classification of countries' schools into those better or weaker than Germany's. We analyze which countries have better or weaker schools as regards the reading literacy of 4th grade students. Our main finding is that not controlling for multiplicity via suitable multiple testing techniques overstates the number of significantly different countries by up to 30%.
The next section summarizes the multiple testing procedures used in the present study.
Section 3 provides some background on the PIRLS study. Section 4 presents the empirical results, while the last section summarizes and provides an outlook for possible further research.
Multiple Testing Procedures
We now briefly outline the multiple testing procedures used here. For a full discussion of the properties of the procedures, the reader is referred to the original contributions. Also, Dudoit and van der Laan [2007] and Romano and Wolf [2008] provide recent surveys of the literature.
Classical FWER-controlling techniques
Probably the most widely used techniques to control the FWER are the Bonferroni and the Holm [1979] procedures. Recall that the former rejects the null hypothesis H i if the p-value p i corresponding to the test statisticτ i satisfies p i α/n. The Holm [1979] procedure first sorts the p-values from smallest to largest, p (1) . . . p (n) . Relabel the hypotheses accordingly as
with j ∈ N k shorthand for j = 1, . . . , k. The cutoff value for the first hypothesis is identical for both methods, but unlike the Bonferroni method, the Holm [1979] procedure uses gradually less challenging criteria for H (2) , . . . , H (n) . Table I -Hommel's [1988] procedure for n = 3
Hommel's Procedure
Hommel [1988] suggests the following procedure to control the FWER.
A. Compute
B1. If the maximum does not exist, reject all
B2. If the maximum exists, reject all H i with p i α/j.
For concreteness, consider an illustrative example where n = 3. We find j as the largest i such that all adjacent conditions in Table I hold. If j does not exist, then even p (n) α, so that we can 'safely' reject all hypotheses. If the p-values are given by, say, 3α/5, 2α, α/5, then j = 2 such that we only reject H 3 .
Graphically, the procedure works as sketched in Figure I . We depict n = 5 sorted p-values and take α = 0.05. In this case, j = 2 because, starting from the left, the second-to-last of the blue (darker) lines is the first one such that all corresponding sorted p-values are above that line. Hence, we reject all those H i for which p i α/2. That is, the first three hypotheses. Originally, Hommel's Procedure was only known to control the FWER under independence, an overly strong assumption in our setup. Indeed, student achievement is likely to be affected by background variables such as the extent to which learning is valued in a society. Since that valuation is typically more prevalent in certain geographically related groups of countries, achievement data will not be independent from one country to the next. Fortunately, Sarkar [1998] shows that the assumption of independence is not necessary and can, in fact, be weakened substantially. The following is adapted from Sarkar [1998, Prop. 3.1] 4 Proposition 1.
If the test statistics for testing the H i , i ∈ N n , are multivariate totally positive of order 2 (MTP 2 ), then, for j from (1),
where P H 0 denotes the probability under the null hypothesis.
A vector of random variables
for any two points (T 1 , . . . , T n ) and (U 1 , . . . , U n ). The MTP 2 class is rather large, including the multivariate normal with nonnegative correlations, the absolute-valued multivariate normal with some specific covariance structures, multivariate gamma, absolute-valued central multivariate t, and central multivariate F distributions. Sarkar [1998] further verifies that even the MTP 2 condition of Proposition 1 is not necessary.
Benjamini and Hochberg [1995]
When the number of multiple tests n is large, control of the FWER is often an overly strict criterion, as ensuring a low probability of only one false rejection then comes at the price of low power of the procedures. Also, one might be willing to tolerate more than one false rejection if there are a larger number of total rejections. Put differently, one might be willing to tolerate a small share of false rejections out of the total rejections. To that end, Benjamini and Hochberg [1995] suggest the "False Discovery Rate" (FDR). Let V n the number of false rejections and R n the total number of rejections. The FDR is then defined as
A multiple testing method is said to control the FDR at level γ if FDR γ for any P . Unless all null hypotheses are true, the FDR is a more liberal error rate. That is, if a procedure controls the FWER, it will also control the FDR, but generally not vice
.) The Benjamini and Hochberg [1995] is a "stepup" method, which first examines the largest p-value, and then proceeds "up" to the more significant hypotheses.
It works as follows.
A. Sort the p-values from small to large,
Relabel the hypotheses accordingly as H (k) .
B. Choose some (small) γ.
C. Define
D2. If not, reject no hypotheses. Benjamini and Hochberg [1995] show this procedure to control the FDR at γ under independence of the test statistics. Importantly, Benjamini and Yekutieli [2001] extend this result and show that this procedure controls the FDR under the more general and practically relevant "positive regression dependency on each one from a subset" (PRDS)
condition. See Benjamini and Yekutieli [2001] for a precise definition of the PRDS condition, which is somewhat similar to the MTP 2 condition stated above.
PIRLS
Inaugurated in 2001 and conducted every 5 years, PIRLS-Progress in International Reading Literacy Study-is an assessment of students' reading achievement in the fourth grade (9-10 years old). It aims to monitor international trends in primary school reading achievement [Mullis, Martin, and Foy, 2007] . The 2006 edition of PIRLS was implemented in 40 This yields 45 participants in total-see Figure II for a list of participating countries.
5
Each country selected at least 150 schools, some of which were subsequently excluded from the sample. See Mullis et al. [2007] for a detailed discussion of the reasons.
6
Figure II depicts an example of a text to be read by students, as well as a corresponding question. (Of course, texts and questionnaires were provided in the students' mother tongues.) Table II provides some descriptive statistics. It is readily apparent that the countrywise averages have a rather skewed distribution, with many countries exceeding the international average of 500, and correspondingly fewer countries having a substantially lower average score. We further see that there is quite some variation in the number of partici- 
Results
As argued in the Introduction, the extent to which different educational systems are found to be statistically significantly different may be overstated in the literature, as the employed testing procedures typically do not account for multiplicity. This section presents an application of the above multiple testing procedures to identify those countries that have statistically significantly better primary schools than Germany as regards reading literacy, while controlling for multiplicity.
7
We first aggregate student achievement data at the school level. Due to missing data, the PIRLS database constructs imputation-based results for all students, so called "Plausible
Values". The PIRLS reading achievement scale is standardized to have a mean of 500.
All our results are based on "Plausible Value: Overall Reading PV5". 8 Then, let T i be the number of schools in country/region i; andx T,i and s
countrywise averages und variances across schools. We keep the statistical approach to the countrywise comparisons to Germany deliberately simple to focus on the effect of multiplicity on the test results. 9 Accordingly, we conduct a standard t-test, defined by the rejection of the null H 0 : µ = µ 0 if average score is 548 (see Table II ), we have µ 0 = 548.
Results are presented in Figure III . (See Table II Although, as seen above, the particular distribution of the p-values in this application implies that Hommel's procedure is no more rejective than Bonferroni's here, this underscores that the former is likely to be more powerful in general. According to the more liberal FDR-controlling Benjamini and Hochberg [1995] -procedure (with γ = 0.025) we find 24 rejections, as Scotland is also declared significantly different from Germany. All in all, the multiple testing procedures indicate 5-6 countries less for which significant differences in the ability of schools to foster reading literacy in primary school children relative to Germany can be found. This implies that the number of different countries may be overstated by up to 30% by the 'standard' approach.
Of course, the two-sided p-values plotted in Figures III and IV give no indication as to whether schools in countries with small p-values are better or weaker than in Germany. Kong-are significantly more successful than Germany at conferring reading literacy to its students.
Conclusion
This study has investigated which countries' schools can be be classified as significantly better or weaker than Germany's as regards the reading literacy of primary school children. The 'standard' approach is to conduct separate tests for each country relative to the reference country (Germany) and to reject the null of equally good schools for all those countries whose p-value satisfies p i 0.05. It is discussed that this approach suffers from not controlling for multiplicity. That is, it overstates the difference between schooling systems by producing unwarranted rejections of the null. We demonstrate how various multiple testing techniques can remedy this problem. The results suggest that the 'standard' approach may overstate the number of significantly different countries by Furthermore, the approach used here could be extended to for instance efficiency analyses of countries' schools by comparing residuals from a suitable (e.g. panel) estimator relating reading achievement scores to input variables such as class size or investment per student.
We believe the framework put forward here may prove valuable in related applications.
For instance, Jürges and Schneider [2007] propose a 'fair' ranking of teachers based on German PIRLS data (fair meaning that determinants of student achievements that are beyond the control of the teacher are controlled for). They then rank teachers into three different groups: average teachers and teachers that are 'significantly' better/weaker than the average, depending on whether suitable confidence intervals of a teacher's performance does (not) straddle the overall average efficiency. In view of the duality of tests and confidence intervals, such an approach will also suffer from "multiplicity", in the sense that a certain number of teachers will unduly be declared above or below average. When controlling for multiplicity, one would quite likely find that based on the available data, it would only be possible to declare fewer than Jürges and Schneider's 36.7% of teachers as truly different from the average.
Similarly, Wößmann and West [2006] conduct a multi-country study to investigate whether smaller classes lead to significant improvements in student achievement. They only find 'significantly' positive effects for Greece and Iceland. This finding is rationalized by noting that teachers in these countries are relatively less qualified and hence likely less well equipped to deal with large classes. It is beyond the scope of the present study to discuss whether the rationale put forward by Wößmann and West [2006] holds true-we do however tentatively suggest that these two significant findings might be induced by not controlling for multiplicity, rather than a genuine positive effect of smaller class sizes in these countries.
Similar issues arise in many studies in this and related literatures, see e.g. Hanushek and
