A growing number of modern statistical learning problems involve estimating a large number of parameters from a (smaller) number of observations. In a subset of these problems (matrix completion, matrix compressed sensing, and multi-task learning) the unknown parameters form a high-dimensional matrix, and two popular approaches for the estimation are trace-norm regularized linear regression or alternating minimization. It is also known that these estimators satisfy certain optimal tail bounds under assumptions on rank, coherence, or spikiness of the unknown matrix.
Introduction
We consider the problem of estimating an unknown parameter matrix B ∈ R dr×dc from n noisy observations
for i = 1, . . . , n where each ε i ∈ R is a zero mean noise and each X i ∈ R dr×dc is a known measurement matrix, sampled independently from a distribution P X over R dr×dc . We also assume the high-dimensional setting (when n d r × d c ).
Over the last decade, this problem has been studied for several families of distributions P X that span a range of applications. It is constructive to look at the following four sub-classes of this problem:
• Matrix-completion: Let P X be uniform distribution on canonical basis matrices for R dr×dc , the set of all matrices that have all entries equal to zero except one entry that is equal to 1. In this case we recover the well-known matrix completion problem, that is recovering B when n noisy observations of (uniformly randomly) selected entries are available [2, 8] . A more general version of this problem is when P X a non-uniform probability distribution over the basis matrices [20, 15, 10] .
• Compressed sensing via Gaussian ensembles: If we view the matrix as a high-dimensional vector of size d r d c , then the estimation problem can be viewed as an example of the compressed sensing problem, given certain structural assumptions on B . In this literature it is known that Gaussian matrices, when each X i is a random matrix with entries filled with i.i.d. samples from N (0, 1), provide a suitable family of measurement matrices [1] .
• Compressed sensing via factored measurements: Consider the previous example. One draw-back of the Gaussian ensembles is the need to store n large matrices that requires memory of size O(nd r d c ).
Recht et al. [18] propose factored measurements to reduce this memory requirement. They suggest to use rank 1 matrices X i of the form U V , where U ∈ R dr and V ∈ R dc are random vectors. With this trick, the memory requirement significantly reduces to O(nd r + nd c ).
A popular estimator for (1) is given by solution of the following convex program,
where λ is a regularization parameter, and B * is the trace-norm of B (defined in §2) which favors low-rank matrices. This type of estimator was initially introduced by Candes and Recht [2] for the noise-free version of the matrix completion problem and has been later studied in more general cases. A few notable examples are Candès and Tao [3] , Mazumder et al. [14] , Gross [6] , Recht [17] , Rohde et al. [19] , Koltchinskii et al. [11] , Negahban and Wainwright [15, 16] , Klopp et al. [10] . Another class of estimators, studied by Srebro et al. [21] , Keshavan et al. [8, 9] , changes the variable B in (2) to UV where U and V are explicitly low-rank matrices, and replaces the trace-norm penalty by a ridge type penalty term on entries of U and V, see (5) of §3.2 for details. These two bodies of literature provide tail bounds for the estimation error of the corresponding estimators, under certain assumptions on rank, coherence (or spikiness) of B for a few classes of distributions P X . We defer a detailed discussion of these results to Davenport and Romberg [5] , Hastie et al. [7] and references therein.
Contributions. Our paper extends the aforementioned literature, and makes the following contributions:
1. We introduce a general notion of spikiness and rank for B , introduced in §3.1 and denoted by α(B ) and β(B ) respectively, and construct tail bounds (building on analysis of Klopp et al. [10] ) for the estimation error of a large family of estimators, when α(B ) and β(B ) are bounded.
2. We apply our result to the four classes of problems discussed above. While for matrix completion and compressed sensing with Gaussian ensembles we obtain matching tail bounds as the ones in the existing literature (Negahban and Wainwright [16] , Klopp et al. [10] and Candes and Plan [1] respectively), we prove (to the best of our knowledge) the first tail bounds for the multi-task learning problem and for compressed sensing with factored measurements.
We note that Rohde et al. [19] , Negahban and Wainwright [15] also consider the trace regression problem under general sampling distributions. However, they only provide tail bounds for the estimation error, when the corresponding sampling operator satisfies restricted isometry property (RIP) or restricted strong convexity (RSC), defined in §3.3. However, none of these papers proves whether these conditions hold for the multi-task learning problem or compressed sensing with factored measurements. In fact, Rohde et al. [19] explicitly mention their analysis cannot prove RIP for the multi-task learning problem.
Similarly, Recht et al. [18] discusses that their proof does not cover compressed sensing with factored measurements.
We indeed prove that RSC holds for all four classes of problems, leveraging our unifying method of proving the RSC condition via bounding α(B ) and β(B ).
3. Our results are the first such theoretical analysis that are (to some degree) estimator independent. Specifically, we prove our results for a general family of estimators B, that include solutions to both convex relaxation (2) as well as the alternating minimization problem, (5) of §3.2.
Organization of the paper. We introduce additional notation and state the precise formulation of the problem in §2. Then in §3 we provide the main theoretical results and discuss roadmap of the proof, and then apply these results to the aforementioned four classes of problems in §4. Details of the proofs are discussed in §A-B.
Notation and Problem Formulation
We use bold caps notation (e.g., A) for matrices and non-bold capital letters for vectors (e.g., V ). For any positive integer m, e 1 , e 2 , . . . , e m denotes the standard basis for R m , and I m is the m by m identity matrix. The trace inner product of matrices A 1 and A 2 with the same dimensions is defined as
where by [k], we denote the set {1, 2, · · · , k}.
For a norm 1 N : X → R + ∪ {0} defined on the vector space X , let N * : X → R + ∪ {0, ∞} be its dual norm defined as
X, Y for all X ∈ X .
In this paper, we use several different matrix norms. A brief explanation of these norms is brought in the following. Let B be a matrix with d r rows and d c columns,
{|B ij |} .
Frobenius norm is defined by
3. Operator norm is defined by
An alternative definition of the operator norm is given by using the singular value decomposition (SVD) of B = UDV , where D is a r × r diagonal matrix and r denotes the rank of B. In this case, it is well-known that
1 N can also be a semi-norm.
Trace norm is defined by
5. L p,q -norm, for p, q ≥ 1, is defined by
where, for each r ∈ [d r ], B r is row r of B.
6. L 2 (Π)-norm is defined for any probability measure Π on R dr×dc , by
where X has distribution Π.
7. Orlicz norm is defined for any p ≥ 1 and probability measure Π on R dr×dc as
Now, we will state the main trace regression problem that is studied in this paper.
Problem 1. Let B be an unknown d r × d c matrix with real-valued entries that is also low-rank, specifically, r min(d r , d c ). Moreover, assume that P X is a distribution on R dr×dc and X 1 , X 2 , · · · , X n are i.i.d. samples drawn from P X , and their corresponding sampling operator is X : R dr×dc → R n . Our regression model is given by
where observation Y and noise E are both vectors in R n . Elements of E are denoted by ε 1 , . . . , ε n where
is a sequence of independent mean zero random variables with variance at most σ 2 . The goal is to estimate B from the observations.
Estimation Method and Corresponding Tail Bounds
This section is dedicated to the tail bounds for the trace regression problem. The results and the proofs in this section are based on (with slight generalizations) those found in Klopp et al. [10] . For the sake of completeness, the proofs are reproduced (adapted) for our setting and are presented in §B.
General notions of rank and spikiness
It is a well-known fact that, in Problem 1, the low-rank assumption is not sufficient for estimating B from the observations Y . For example, changing one entry of B increases the rank of the matrix by (at most) 1 while it would be impossible to distinguish between these two cases unless the modified single entry is observed. To remedy this difficulty, Candes and Recht [2] , Keshavan et al. [8] propose an incoherence assumption. If singular value decomposition (SVD) of B is UΣV, then the incoherence assumption roughly means that all rows of U and V have norms of the same order. Alternatively, Negahban and Wainwright [16] studied the problem under a different (and less restrictive) assumption, which bounds the spikiness of the matrix B . Here, we define a general notion of spikiness and rank for a matrix that includes the one by Negahban and Wainwright [16] as a special case. First, let N(·) be a norm on R dr×dc and let N * (·) be its dual norm. For this choice of norm, we define the spikiness and low-rankness of a matrix B ∈ R dr×dc as
The spikiness used in Negahban and Wainwright [16] can be recovered by setting
This choice of norm, however, is not suitable for many distributions for X i 's. Two notable cases are presented in §4.2 and §4.4. In this paper, we show better choices for N(·) for a given distribution.
Next, we state our assumptions and describe the estimation procedure.
Note that in the above, we only require a bound on N(B ) and not the spikiness of B .
Estimation
Our theoretical results enjoy from a certain notion of algorithm independence. To make this point precise, we start by considering the trace-norm penalized least squares loss functions, also stated in a different format in (2),
However, we do not necessarily need to find the global minimum of (3). Specifically, all of our bounds are stated for any any B in R dr×dc that satisfies
While the global minimizer arg min N(B)≤b * L(B), satisfies (4), we can also achieve this condition by using other loss minimization problems. A notable example would be to use the alternating minimization approach which aims to solve ( U, V) = arg min
where r is a pre-selected value for the rank. If we find the minimizer of (5), then it is known that B = U V satisfies (4) (see for example [8] or [14] ).
Restricted Strong Convexity and the Tail Bounds
Definition 1 (Restricted Strong Convexity Condition). The upper bound that we will state relies on the restricted strong convexity (RSC) condition which will be proven to hold with high probability. For a constraint set C ⊆ R dr×dc , we say that X(·) satisfies RSC condition over the set C if there exists constants α(X) > 0 and β(X) such that
for all B ∈ C.
For the upper bound, we need the RSC condition to hold for a specific family of constraint sets that are parameterized by two positive parameters ν, η. Define C(ν, η) as:
Next result (proved in §B.1) provides the upper bound on the estimation error, when λ is large enough and the RSC condition holds C(ν, η) for some constants α and β.
Theorem 1. Let X(·) satisfy the RSC condition for C(ν, η) defined as in Definition 1 with constant α = α(X) and β = β(X). In addition, assume that λ is chosen such that
where Σ = 1 n n i=1 ε i X i . Then, let B be any matrix satisfying (4). Then,
Theorem 1 states that, if for some values of α, β, ν, η, and λ, the assumptions of the theorem hold, then the stated upper bound is valid. Even though the assumptions involve the noise and the observation matrices X i , but no distributional assumption is required and the result is deterministic. However, we resort to probabilistic results to show that the assumptions of the theorem hold. Specifically, the condition (7) for λ is guaranteed to hold with high probability, using a version of Bernstein tail inequality for the operator norm of matrix martingales. This is stated as Lemma 4 in §B.2 that also appears as Proposition 11 in [10] .
The other condition in Theorem 1, RSC for C(ν, η), can also be shown to hold with high probability (Theorem 2 below). Before stating this result, we need two distributional assumptions for X(·).
Before stating these assumptions, recall that the distribution (over R dr×dc ) from which our observation matrices {X i } n i=1 are sampled is denoted by P X . Assumption 2. For constants γ min , γ max > 0, the following inequalities hold:
Assumption 3. There exists c > 0, such that
for all B with N(B) ≤ 1, where the expectations are with respect to P X . Remark 1. We will show later (Corollary 3 of §A) that whenever Var( X, B ) ≈ 1 uniformly over B with N(B) = 1, then c is a small constant that does not depend on the dimensions.
Next, we state a result that shows a slightly more general form of the RSC condition holds with high probability.
Then, the inequality
holds with probability greater than 1 − 2 exp − Cnθ c 2 where C > 0 is an absolute constant, provided that Cnθ > c 2 , and
is an i.i.d. sequence with Rademacher distribution.
Note that Theorem 2 states RSC holds for C (θ, η) which is slightly different than the set C(ν, η) defined in (6) . But, using Assumption 2, we can see that
Therefore, the following variant of the RSC condition holds.
holds with probability greater than 1 − 2 exp − Cnγmin ν c 2
where C > 0 is an absolute constant, provided that
We conclude this section by stating the following corollary. This corollary puts together the RSC condition (the version in Corollary 1) and the general deterministic error bound (Theorem 1) to obtain the following probabilistic error bound.
Corollary 2. Let λ be such that
Then, under assumptions of Theorem 1 and Corollary 1,
holds with probability at least 1−P λ ≥ 3 Σ op −exp − we observe that
for sufficiently large constant C > 0. The rest follows immediately from Theorem 1 and Corollary 1.
Remark 2 (Optimality). We will see in §4 that Corollary 2 provides the same upper bound as in Corollary 1 of [16] , for the matrix completion problem, and as in Theorem 2.4 of [1] , for the compressed sensing case. In both of these papers the bounds are shown to be optimal.
Applications
In this section, we will show the benefit of proving Corollary 2 with a more general notion of spikiness. Specifically, we will look at four different special cases for the distribution P X . In each case, the only we compute various constants. Two of these cases ( §4.1 and §4.3) recover existing results by Negahban and Wainwright [16] , Klopp et al. [10] and Candes and Recht [2] respectively. The other two cases are new. Specifically, in §4.2 and §4. 4 we show (to the best of our knowledge) the first results for the cases of multi-task learning and compressed sensing with factored measurements (stated as an open problem in [18] ). To simplify the notation, we assume d r = d c = d throughout this section, however it is easy to see that the arguments hold for d r = d c as well. We also assume, for simplicity, that ε i ∼ N 0, σ
Matrix completion
Let B be a d × d matrix and recall that e 1 , e 2 , . . . , e d denotes the standard basis for R d . Let, also, for each i ∈ [n], r i and c i be integers in [d] , selected independently and uniformly at random. Then, let X i = ξ i · e ri e ci where, for each i, ξ i is an independent 4d 2 -sub-Gaussian random variable that is also independent of r j and c j , j ∈ [n]. If we set ξ i := d almost surely, then ξ i ψ2 = d/ log 2 ≤ 2d, and so, satisfies our requirement. This corresponds to the problem studied in [16] . One can alternatively use ξ i ∼ N 0, 4d 2 . It, then, follows that
and
To see the latter, note that
We can know use Lemma 4 (from §B.2) for Z i := ε i X i to find a tail bound inequality for P λ ≥ 3 Σ op .
Define ν := dσe/(e − 1) and let G 1 and G 2 be two independent standard normal random variables. Then, it follows that
Next, notice that
Therefore, Lemma 4 leads to
The same argument for ζ i X i yields
provided that n ≥ Cd log 3 d. We can also take b := 2d B ∞ and c := 9. Noting that γ min = 1, we can put all these pieces together to get the following result: for any λ ≥ Cb d log d/n and n ≥ Cd log 3 d, the inequality
holds with probability at least 1 − exp − C nλ σεd
. In particular, setting
for some ρ ≥ log d, we have that
with probability at least 1 − exp(−C ρ), which resembles Corollary 1 in [16] whenever ρ = log d.
Multi-task learning
Similar as in §4.1, let B be a d × d matrix and let for each i ∈ [n], r i be an integer in [n], selected independently and uniformly at random. Then let X i = e ri · X i where, for each i, X i is an independent
Let Z i and ν be as in §4.1 and (G i ) d i=0 be a sequence of d + 1 independent standard normal random variables. We see that
e−1 2e
≤ e.
Furthermore, we have
This implies that (12) and (13) hold in this case as well. It is easy to verify that γ min = 1 and c = 9 meets the requirements for these parameters, and so, by taking any b ≥ √ d B ∞,2 , we conclude that (14) holds in this case as well, with the same probability. 
Compressed sensing via Gaussian ensembles

Compressed sensing via factored measurements
Recht et al. [18] propose factored measurements to alleviate the need to a storage of size nd 2 for compressed sensing applications with large dimensions. The idea is to make measurements of the form U V where U and V are random vector of length d. Even though U V is still a d × d matrix, but, we only need a memory of size O (nd) to store all the input, which is a huge improvement compared to Gaussian ensembles. Now, we study this problem when U and V are both N (0, I d ) vectors that are independent of each other. We have
Next, let B = O 1 DO 2 be the singular value decomposition of B. Then, we get
As the distribution of U and V is invariant under multiplication of unitary matrices, for any t > 0, we have
Using Lemma 2 (from §A), we realize that the necessary condition for B, U V ψ1 ≤ t to hold is
This, in particular, implies that
or equivalently
. By taking derivatives and concavity of logarithm, we can observe that −2x ≤ log(1 − x) ≤ −x for all x ∈ [0, 3 4 ]. This implies that, whenever (15) holds, we have
and thus
ii , the above can be simplified to
Putting all the above together, we may conclude that B, X ψ1 ≤ t implies
Therefore, we have
Next, define
It follows from (16) that
Using Lemma 2, we can conclude that
So, the same bound as in §4.3 works for the factored measurement model with slightly different numerical constants.
A Auxiliary proofs Lemma 1. Let Z be a random variable such that Z ψp = ν holds for some p ≥ 1, and assume c > 0 is given. Then, we have
Proof. Without loss of generality, we can assume that Z has a density function f (z) and ν = 1. Moreover, let F (z) := P(Z ≤ z) be the cumulative distribution function of Z. The assumption that Z ψp = 1 together with Markov inequality yields
Corollary 3. Let Z be a mean-zero random variable satisfying the assumptions of Lemma 1 and E Z 2 = σ 2 .
Then, for c σ := ν · min{5, (10 log
Proof. Without loss of generality, we can assume that ν = 1. It follows from Lemma 1 that, for any c ≥ 5
Next, it is easy to show that, for any c ≥ 5,
Therefore, letting c σ be defined as in the corollary, we get
which completes the proof of this corollary.
Corollary 4. Let Z be a mean zero normal random variable with variance σ 2 . Then, c σ ≤ 9ν.
Proof. It is well-known that for any λ > 0, we have
This implies that Z ψ2 = The Orlicz norm of a random variable is defined in terms of the absolute value of that random variable, and it is usually easier to work with the random variable rather than its absolute value. The next lemma relates the Orlicz norm to the mgf of a random variable.
Lemma 2. Let X be a mean zero random variable and
Then, we have
Proof. The first inequality follows from monotonicity of the exponential function. For the second one, note that for any t > 0,
Markov inequality leads to the following tail bound for |X|:
Hence, we have
Next, assuming that X is an independent copy of X and ε is a Rademacher random variable independent of X and X , we have
where (i) follows from |a| − |b| ≤ a − b and the fact that the function z → Therefore, from the above inequalities, we can deduce that
Now, by setting t := 8α and using Jensen's inequality, we get
This implies that X ψ1 ≤ t = 8α.
B Trace regression proofs, adapted from [10] B.1 Proof of Theorem 1
First off, it follows from the second part of (4) that
By substituting Y with X(B ) + E and doing some algebra, we have
Then, using the duality between operator norm and nuclear norm, we get
For a given set of vectors S, we denote by P S the orthogonal projection on the linear subspace spanned by elements of S. For matrix B ∈ R dr×dc , let S r (B) and S c (B) be the linear subspace spanned by the left and right orthonormal singular vectors of B, respectively. Then, for A ∈ R dr×dc define
We can alternatively express P B (A) as
In particular, it follows from the above that rank(P B (A)) ≤ 2 rank(B).
Moreover, the definition of P B ⊥ implies that the left and right singular vectors of P B ⊥ (A) are orthogonal to those of B. We thus have
By setting B := B and A := B − B , the above equality entails
We can then use the above to get the following inequality:
Combining (18) with (22), we get
where, in the last inequality, we have used (7) . Using this and (20), we have
The next lemma makes a connection between B and the constraint set C(ν, η).
2 is a convex function. We can then use the convexity at B to get
It follows from (4) and (22) that
Using the triangle inequality, we have
Lemma 3, the triangle inequality, and (20) imply that Now, we consider the following two cases:
Case 2: Otherwise, A ∈ C(ν, η). We can, now, use the ARI condition, as well as, (23) to get
which completes the proof of this theorem.
B.2 Matrix Bernstein inequality
The next Lemma is a variant of the Bernstein inequality (Proposition 11 of [10] ).
be a sequence of d r × d c independent random matrices with zero mean, such that
, for some ν, σ > 0. Then, there exists numerical constant C > 0 such that, for all t > 0
with probability at least 1−exp(−t) where d = d r +d c . Moreover, whenever (24) holds, for n ≥ we get
where C > 0 is a numerical constant.
B.3 Proof of Theorem 2
Here, we bring a slighlty modified version of the proof of Lemma 12 in [10] to adapt to our case. Set β := We thus need to bound the probability that this event happens. Set α = The following lemma helps us control the probability that each of these B l 's happen.
Lemma 5. Define
Then, assuming that (X i ) n i=1 are i.i.d. samples drawn from P X , we get
for some numerical constant C > 0.
Proof. We follow the lines of the proof of Lemma 14 in [10] . For a d r × d c matrix A, define f (X; A) := X, A 2 · I (| X, A | ≤ c) .
Next, letting
it follows from the definition of c that Z T ≤ W T almost surely, and hence P(Z T ≥ t) ≤ P(W T ≥ t).
Next, we find an upper bound for E[W T ]. It follows from the symmetrization argument (e.g. Lemma 6.3 in [12] ) that
≤ exp − ln log(α)θ c 2 .
Then, by setting the numerical constant C > 0 appropraitely, the union bound implies that
Finally, assuming that C nθ > c 2 , we get that
which complete the proof of Theorem 2.
