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Abstrakt
Cı´lem te´to diplomove´ pra´ce bylo nahle´dnout do problematiky detekce na´vrhovy´ch vzoru˚
ve zdrojovy´ch ko´dech platformy .NET. Sezna´menı´ se s problematikou prˇevodu kompo-
nent a vzoru˚ do matice a provedenı´ analy´zy pomocı´ vybrany´ch metod.
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Abstract
The main objective of this diploma thesis is to introduce to design pattern detection. In this
work is short description of design pattern and detection technics. Then is implemente
one of algorithm Similarity scoring on .NET framework.
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71 U´ vod
Beˇhem na´vrhu a na´sledne´ho vy´voje software se velice cˇasto sta´va´, zˇe proble´my, ktere´
se vyskytujı´, majı´ stejne´ rˇesˇenı´. V roce 1991 se te´to problematice veˇnovala skupina pro-
grama´toru˚, kterˇı´ te´to problematice dali jisty´ rˇa´d a pravidla. O historii pojedna´va´ dalsˇı´
kapitola. Na´vrhove´ vzory (da´le jen vzory) hrajı´ v dnesˇnı´ dobeˇ velmi du˚lezˇitou roli prˇi na´-
vrhu a na´sledne´m vy´voji softwaru prˇedevsˇı´m v komercˇnı´ sfe´rˇe. Znalost a pouzˇitı´ vzoru˚
napoma´ha´ softwarovy´m architektu˚m a analytiku˚m rˇesˇit kazˇdodennı´ proble´my prˇi na´-
vrhu aplikacı´. Vzory popisujı´ postupy, ktere´ se beˇhem vy´voje cˇasto opakujı´, a ktere´ se
velice cˇasto pouzˇı´vajı´ pro rˇesˇenı´ konkre´tnı´ho proble´mu. Nejedna´ se vsˇak o neˇjakou cˇa´st
zdrojove´ho ko´du nebo komponentu, ktera´ se prˇipojı´ k programu, ale jedna´ se o textovy´
(veˇtsˇinou doplneˇny´ UML diagramem) popis rˇesˇenı´, jak dany´ proble´m vyrˇesˇit. Pouzˇitı´
vzoru˚ prˇi vy´voji software je take´ du˚lezˇity´m meˇrˇı´tkem prˇi hodnocenı´ kvalit a technolo-
gicke´ zralosti softwarove´ spolecˇnosti. V ra´mci modelu CMMI (Capability maturity model
integrity) je pouzˇitı´ vzoru˚ vhodne´ od stupneˇ trˇi a vy´sˇ. Model CMMI popisuje kvalitu
organizace v ra´mci vy´voje software. Model byl poprve´ zaveden v roce 1990 a ma´ peˇt
u´rovnı´. Kazˇda´ u´rovenˇ modelu popisuje zralost vy´vojove´ho ty´mu a tı´m vlastneˇ poskytuje
meˇrˇı´tko kvality dane´ organizace. U´rovneˇ modelu jsou tyto:
1. Pocˇa´tecˇnı´ (Initial) - ty´m nerealizuje zˇa´dny´ proces vy´voje nebo jen velice minima´lneˇ
2. Rˇı´zene´ (Managed) - vy´vojovy´ proces je rˇı´zeny´ a cˇinnosti s tı´m spjate´ take´
3. Definovane´ (Defined) - postupy jsou definova´ny a podrobneˇ dokumentova´ny
4. Kvantitativnı´ rˇı´zenı´ (Quantitaviely managed) - procesy jsou rˇı´zeny a kontrolova´ny
kvantitativneˇ
5. Optimalizujı´cı´ (Optimizing) - vy´vojovy´ ty´m neusta´le optimalizuje svou cˇinnost
Model CMMI je nepostra´datelnou soucˇa´stı´ v kazˇde´ spolecˇnosti, ktera´ se snazˇı´ vyvı´jet
kvalitnı´ a modernı´ software.
V dnesˇnı´ dobeˇ je vhodne´ posoudit a zpeˇtneˇ analyzovat vytvorˇene´ aplikace, zdali beˇ-
hem vy´voje softwarove´ho syste´mu byly pouzˇity na´vrhove´ vzory, ktere´ napoma´hajı´ analy-
tiku˚m nebo vy´voja´rˇu˚m rˇesˇit proble´my prˇi vy´voji syste´mu. Analy´za je mozˇna´ bud’„okem“
zkusˇene´ho softwarove´ho experta anebo pomocı´ neˇjaky´ch algoritmu˚. Proto je cı´lem te´to
diplomove´ pra´ce sezna´menı´ se s postupy automatizovane´ detekce vzoru˚ ve zdrojovy´ch
ko´dech na platformeˇ .NET. Pra´ce se strucˇneˇ zameˇrˇuje na popis jednotlivy´ch metod de-
tekce, a da´le se podrobneˇji zaby´va´ jednou zvolenou metodou. Tato metoda se nazy´va´
Similarity Scoring, kterou jsem si vybral na za´kladeˇ cˇla´nku v zˇurna´lu IEEE transactions
on software engineering z roku 2006. Tato metoda vyuzˇı´va´ teorii grafu˚, proto jsou zde
grafy definova´ny a je zde take´ definova´na jejich reprezentace pomoci matice. V druhe´
cˇa´sti textu je pak uvedeny´ podrobneˇjsˇı´ popis aplikace, ktera´ v ra´mci te´to pra´ce vznikla.
Na za´veˇr je pak uvedena sada experimentu˚, ktera´ byla provedena na ru˚zny´ch vstupnı´ch
datech. Data byla bud’ specia´lneˇ pro tuto pra´ci vytvorˇena´ nebo byly otestova´ny rea´lne´
aplikace (neˇktera´ data jsou na prˇilozˇene´m CD).
82 Na´vrhove´ vzory
Jak jizˇ bylo zmı´neˇno v u´vodnı´ kapitole, na´vrhove´ vzory jsou velice du˚lezˇite´ prˇi na´vrhu a
na´sledne´ implementaci softwarove´ aplikace. Vzory mu˚zˇeme deˇlit do ru˚zny´ch kategoriı´,
ktere´ si v na´sledujı´cı´ch podkapitola´ch uvedeme. Nejacˇasteˇji se vzory prezentujı´ jako
sche´ma trˇı´d a vezb mezi neˇmi, to ale cˇasto nestacˇı´ a proto se jesˇteˇ uva´dı´ slovnı´ popis. Mezi
za´kladnı´ informace o vzoru bychom tak mohli zarˇadit:
• Na´zev - jednoznacˇne´ vzor urcˇuje a co nejprˇesneˇji vystihuje jeho podstatu
• Proble´m - u´vod do proble´mu, ktery´ vzor rˇesˇı´
• Podmı´nky - vsˇechny mozˇne´ situace, ktere´ mohou vzor ovlivnit. Neˇktere´ situace
mohou pouzˇitı´ vzoru pomoci a jine´ naopak pouzˇitı´ vzoru zhorsˇujı´
• Rˇesˇenı´ - popis jak dany´ vzor rˇesˇi konkre´tnı´ situaci. Obsahuje detailnı´ popis vsˇech
nutny´ch kroku˚
• Prˇı´klady - uka´zkova´ rˇesˇenı´ ru˚zny´ch situacı´, ve ktery´ch se dany´ vzor mu˚zˇe pouzˇı´t.
Jedna´ se tak trˇeba i o konkre´tni uka´zku implementace ve zvolene´m programovacı´m
jazyce
• Struktura - graficke´ zna´zorneˇnı´ vzoru
• Souvı´sejı´cı´ vzory - obsahuje seznam dalsˇı´ch vzoru˚, ktery´ch se ty´ka rˇesˇenı´ dane´
problematiky
2.1 Historie vzoru˚
Historie vzoru˚ je spojena se stavebnı´ architekturou. V te´to souvislosti se totizˇ poprve´
pouzˇil termı´n „na´vrhovy´ vzor“. Vyslovil ho architekt Christopher Alexander v sˇedesa´ty´ch
letech dvaca´te´ho stoletı´. Jednalo se o popis architektonicky´ stylu˚, ktere´ meˇly vlastneˇ stejny´
pu˚vod, ale rozdı´lnou vlastnı´ realizaci. Trˇeba gotika, baroko a dalsˇı´.
Ve sveˇteˇ pocˇı´tacˇu˚ se s tı´mto termı´nem poprve´ setka´va´me v roce 1987 na konferenci
OOPSLA v Orlandu (ve sta´teˇ Florida). Pouzˇili jej pa´nove´ Kent Beck a Ward Cunningham
na za´kladeˇ neˇkolika prˇipraveny´ch vzoru˚ v jazyce SmallTalk, ktere´ slouzˇily pro zacˇı´najı´cı´
programa´tory v tomto jazyce.
Dalsˇı´m vy´znamny´m milnı´kem pro zavedenı´ vzoru˚ bylo utvorˇenı´ skupiny Gang Of
Four na zacˇa´tku devadesa´ty´ch let dvaca´te´ho stoletı´, konkre´tneˇ v roce 1991. Skupinu GoF
(jak se cˇasto zkracuje) jak samotny´ na´zev napovı´da´, tvorˇilo uskupenı´ cˇtyrˇ muzˇu˚ a to
Ericha Gammy, Richarda Helma, Ralpha Johnsona a Johna Vlissidese, kterˇı´ se zaby´vali
problematikou objektoveˇ orientovane´ho na´vrhu softwaru.
2.2 Jak vzory vznikajı´
Te´meˇrˇ vsˇechna veˇtsˇina vzoru˚ vznika´ tak, zˇe je vytva´rˇejı´ expreti, kterˇı´ se o tuto proble-
matiku zajı´majı´. Jak jizˇ bylo napsa´no vy´sˇe, jedna´ se o rˇesˇenı´ urcˇite´ho proble´mu, ktery´ se
cˇasto opakuje. Fa´ze vytvorˇenı´ na´vrhove´ho vzoru by se dala shrnout do trˇech bodu:
9• Na´pad vzoru - expert sepı´sˇe a uverˇejnı´ rˇesˇenı´ neˇjake´ho proble´mu v ra´mci vy´voje
aplikace
• Zverˇejneˇnı´ - na´vrhovy´ vzor se dosta´va´ do poveˇdomı´ odborne´ verˇejnosti a na´sledneˇ
je o neˇm diskutova´no
• Zpeˇtna´ vazba - kdokoliv kdo ma´ za´jem mu˚zˇe vzor posoudit a navrhnout u´pravy
nebo zmeˇny
K problematice na´vrhovy´ch vzoru˚ se mohou vyjadrˇovat jak jednotlivci tak ru˚zne´ spolecˇ-
nosti, ktere´ cˇasto majı´ internı´ postupy rˇesˇenı´ proble´mu˚ a na´sledneˇ je zverˇejnˇujı´. Takovou
spolecˇnostı´ je naprˇı´klad Microsoft.
2.3 Rozdeˇlenı´ na´vrhovy´ch vzoru˚
Vzory deˇlı´me (podle GoF) do trˇech hlavnı´ch kategoriı´:
1. Vytva´rˇejı´cı´ vzory (creational patterns)
2. Struktura´lnı´ vzory (structual patterns)
3. Vzory chova´nı´ (behavioral patterns)
Da´le jsou na uka´zku uvedeny typicke´ prˇı´klady vzoru˚, po jednom z kazˇde´ kategorie. Pro
detailneˇjsˇı´ studium vzoru˚ lze doporucˇit [2] nebo [19].
2.3.1 Vytva´rˇejı´cı´ vzory
Tento typ vzoru˚ nabı´zı´ rˇesˇenı´, jaky´m zpu˚sobem vytva´rˇet v ra´mci syste´mu jednotlive´
objekty. Rˇesˇı´ problematiku jaky´m zpu˚sobem vybrat spra´vnou trˇı´du a jak ji inicializovat
a tı´m ji zarˇadit do syste´mu.
Do te´to kategorie patrˇı´ ty´to vzory:
• Abstraktnı´ tova´rna (Abstract factory)




Prˇı´klady vzoru˚ z te´to kapitoly jsou vzory Tova´rnı´ metoda, Prototyp, Singleton a Abs-
traktnı´ tova´rna, ktere´ jsou velice cˇasto vyuzˇı´va´ny.
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2.3.1.1 Abstraktnı´ tova´rna
U´cˇelem na´vrhove´ho vzoru abstraktnı´ tova´rna je poskytnou rozhranı´ pro vytva´rˇenı´ rodin
prˇı´buzny´ch objektu˚ bez nutnosti specifikovat jejich trˇı´dy. Tento vzor je vysˇsˇı´m zobecneˇnı´m
na´vrhove´ho vzoru Tova´rnı´ metoda. Abstraktnı´ tova´rna (viz. obra´zek 1) je tvorˇena trˇı´dou
AbstractFactory, ktera´ deklaruje rozhranı´ pro vytva´rˇenı´ produktu˚ s rozhranı´m de-
klarovany´m ve trˇı´deˇ AbstractProduct. Trˇı´da ConcreteFactory pak implementuje







Obra´zek 1: Na´vrhovy´ vzor Abstraktnı´ tova´rna
Se vzoremAbstraktnı´ tova´rna cˇasto souvisı´ vzorTova´rnı´ metoda aSingleton.
2.3.1.2 Stavitel
Pomocı´ tohoto vzoru lze rˇesˇit problematiku konstrukce vza´jemeˇ podobny´ch objektu˚ s
tı´m, zˇe jejich na´sledna´ prezentace je odlisˇna´.
Director Builder
ConcreteBuilder Product
Obra´zek 2: Na´vrhovy´ vzor stavitel
Trˇı´da Builder prˇedstavuje abstraktnı´ rozhranı´ (viz. obra´zek 2) pro vytva´rˇenı´ cˇa´stı´
objektu Product. Trˇı´dy, ktere´ implementujı´ rozhranı´ Builder (nebo deˇdı´ z abstraktnı´
trˇı´dy), znajı´ proces, jak vytvorˇit konkre´tnı´ cˇa´sti produktu a da´t je dohromady. Instance
trˇı´dy Director zı´ska´va´ od klienta urcˇenı´, ktery´ Builder ma´ pouzˇı´t. Tı´m je i defino-
va´no, ktery´ produkt bude vyra´beˇn. Director rˇı´dı´ vytvorˇenı´ produktu vola´nı´m metod
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pro zhotovenı´ jednotlivy´ch cˇa´stı´ z rozhranı´ Builder. Po vytvorˇenı´ pozˇadovane´ cˇa´sti vy´-
sledne´ho produktu je tato do neˇho zacˇleneˇna. Director je odstı´neˇn od zpu˚sobu, jaky´m
se vytva´rˇejı´ konkre´tnı´ cˇa´sti a jak se skla´dajı´. Urcˇuje ovsˇem kdy se majı´ cˇa´sti vyrobit a tı´m
rˇı´dı´ proces vytva´rˇenı´ produktu˚.
S tı´mto vzorem je velice cˇasto spojovany´ vzor Kompozit a da´le jsou to vzory Tova´rnı´
metoda a Iterpreter.
2.3.1.3 Tova´rnı´ metoda
Tento na´vrhovy´ vzor (neˇkdy se take´ uva´dı´ jen Tova´rna) (viz. obra´zek 3) popisuje zpu˚sob









Obra´zek 3: Na´vrhovy´ vzor Tova´rnı´ metoda
Prˇedpokladem pouzˇitı´ toho vzoru je existence neˇkolika trˇı´d, ktere´ majı´ spolecˇne´ho
prˇedka a tyto trˇı´dy poskytujı´ ru˚zne´ sluzˇby nad ru˚zny´mi daty. Vzor tova´rna, pak umozˇnˇuje
vybrat v pru˚beˇhu beˇhu aplikace potrˇebnou instanci konkre´tni trˇı´dy.
Na UML diagramu (viz. obra´zek 3) lze videˇt trˇı´du Creator, ktera´ zastupuje vstup
k tomu vzoru. Klient si vyzˇa´da´ instanci trˇı´dy ConcreteCreator, o ktere´ trˇı´da Creator
rozhodne v ra´mci vlastnı´ logiky a pozˇadovany´ch parametru˚. Trˇı´da ConcreteCreator
pak vra´tı´ klientovi vlastnı´ trˇı´du typu ConcreteProduct.
Tento vzor se pouzˇı´va´ v prˇı´padech, kdyzˇ potrˇebujeme odstı´nit logiku vytva´rˇenı´ in-
stanci trˇı´d od vlastnı´ logiky aplikace. Na tento vzor existuje neˇkolik variacı´, trˇeba s vı´ce
trˇı´d typu ConcreteCreator. Typicky´m prˇı´kladem pouzˇitı´ tohoto vzoru bychom mohli
najı´t v problematice prˇipojova´nı´ k databa´zovy´m syste´mu˚m.
Se vzoremTova´rnı´ metodamajı´ souvislost vzoryAbstaktnı´ tova´rna a Sˇablona.
2.3.1.4 Prototyp
Dalsˇı´m typicky´m vzorem z kategorie vytva´rˇejı´cı´ch vzoru˚, je vzor Prototyp. Tento vzor
rˇesˇı´ problematiku vytva´rˇenı´ kopie existujı´cı´ho objektu anizˇ by musela by´t vytvorˇena nova´
instance trˇı´dy. Tento prˇı´stup je vhodny´ ve chvı´li, kdy instance objektu˚ je cˇasoveˇ na´rocˇna´,
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proto je vy´hodne´ vytvorˇit instanci trˇı´dy a zbytek naklonovat.









Obra´zek 4: Na´vrhovy´ vzor Prototyp
kopie jizˇ existujı´cı´ho objektu˚.
Klient (viz obra´zek 4) k tomuto vzoru prˇistupuje tak, zˇe ma´ referenci na trˇı´duPrototype,
ta ma´ v sobeˇ implementovanou metoduClone(), ktera´ je schopna´ vytvorˇit vlastnı´ kopii.
Tomuto rˇesˇenı´ odpovı´da´ take´ na´vrhovy´ vzor Tova´rna, ktery´ mu˚zˇe by´t pouzˇit jako
alternativa. S tı´mto vzorem majı´ souvislost naprˇı´klad vzory Kompozit, Abstraktnı´
tova´rna, Dekora´tor a Fasa´da.
2.3.1.5 Singleton
Cı´lem vzoru je zajisˇteˇnı´ existence pouze jedne´ instance dane´ trˇı´dy a poskytnutı´ globa´l-
nı´ho prˇı´stupu k nı´. Sche´ma tohoto vzoru tedy obsahuje pouze jednu trˇı´du (viz. obra´zek
5). Pouzˇitı´ tohoto vzoru je odlisˇne´ v ru˚zny´ch programovacı´ch jazycı´ch.
Singleton
+getInstance(): static
Obra´zek 5: Na´vrhovy´ vzor Singleton
Tento vzor se beˇhem vy´voje softaware velice cˇasto pouzˇı´va´. S tı´mto vzorem se take´
cˇasto spojujı´ vzory Stav, Fasa´da, Prototyp, Abstraktnı´ tova´rna a Stavitel.
2.3.2 Struktura´lnı´ vzory
Struktura´lnı´ vzory popisujı´ mozˇnosti, jaky´m zpu˚sobem v syste´mu usporˇa´dat jednotlive´
trˇı´dy poprˇ. komponenty. Snazˇı´ se maxima´lneˇ zprˇehlednit cˇitelnost takto navrzˇene´ho sys-
te´mu.







• Musˇı´ va´ha (Flyweight)
• Proxy
2.3.2.1 Adapte´r
S tı´mto vzorem lze rˇesˇit problematiku konverze rozhranı´ trˇı´dy ke komunikaci s jinou
trˇı´dou.
Soucˇa´sti na´vrhove´ho vzoru Adapte´r (viz. obra´zek 6) je trˇı´da Target definujı´cı´ rozhranı´
specificke´ pro vyuzˇitı´ trˇı´dou Client. Trˇı´da Adaptee definuje funkcionalitu a rozhranı´,
ktere´ je trˇeba prˇizpusobit. Trˇı´da Adapter pak prˇizpu˚sobuje rozhranı´ trˇı´dy Adaptee na
cı´love´ rozhranı´ definovane´ trˇı´dou Target.
Client Target
Adapter Adaptee
Obra´zek 6: Na´vrhovy´ vzor Adapte´r
Vzory, ktere´ se nejcˇasteˇji pouzˇı´vajı´ se vzoremAdapte´r jsouFasa´da,Proxy,Itera´tor
a Strategie.
2.3.2.2 Dekora´tor
S pomocı´ tohoto vzoru je mozˇne´ rˇesˇit proble´m zmeˇny vlastnostı´ instance trˇı´dy, bez toho
anizˇ by se vytvorˇit nova´ odvozena´ trˇı´da. Dekora´tor nabı´zı´ mozˇnost jak dynamicky ovliv-
nˇovat chova´nı´ objektu˚ za beˇhu aplikace.
Na UML diagramu (viz. obra´zek 7) je videˇt trˇı´da Component, ktera´ reprezentuje
abstraktnı´ rozhranı´ pro skupinu objektu˚, ktery´m se bude dynamicky upravovat chova´nı´.
Trˇı´da ConcreteComponent je pak konkre´tni trˇı´da, se kterou se bude da´l pracovat. Ve










Obra´zek 7: Na´vrhovy´ vzor Dekora´tor
tı´m pa´dem vsˇechny operace, ktere´ se volajı´ na trˇı´deˇ Decorator jsou prˇesneˇrˇova´ny na
trˇı´dy ConcreteComponent.
Typicky´m pouzˇitı´m toho vzoru je situace, kdy k neˇktery´m objektu˚m ze stejne´ skupiny
je zapotrˇebı´ prˇidat nebo odebrat neˇjakou dalsˇı´ funkcˇnost. Pouzˇitı´ vzoru take´ rozsˇirˇuje
flexibilitu funkcˇnosti objektu˚, nezˇ je prˇi pouzˇitı´ deˇdicˇnosti.
S tı´mto vzorem souvisı´ da´le vzory Kompozit,Strategie a Sˇablona.
2.3.2.3 Kompozit
Neˇkdy se take´ tomu vzoru rˇı´ka´ Strom a to z toho du˚vodu,zˇe rˇesˇı´ problematiku usporˇa´da´nı´
objektu˚ do stromove´ struktury. Rˇesˇı´ take´ problematiku prˇı´stupu k jednotlivy´m objektu˚m
anebo k nim slozˇeny´m (kompozitnı´) objektu˚m.
Slozˇeny´m objektem v tomto vzoru rozumı´me objekt, ktery´ je slozˇen z jiny´ch objektu˚.
Tyto objekty mu˚zˇou by´t opeˇt slozˇene´ anebo jednoduche´. Jednoduchy´m objektem pak
rozumı´me takovy´ objekt, ktery´ nema´ referenci na jiny´ objekt.
Z UML diagramu (viz. obra´zek 8) je patrne´, zˇe klient prˇistupuje ke trˇı´deˇ Component,
ktera´ reprezentuje jednoduche´ rozhranı´ ke stromove´ strukturˇe. V tomto objektu jsou de-
finova´ny metody Add(Component), Remove(Component) atd.,ktere´ majı´ za u´kol
pracovat s jednotlivy´mi objekty zarˇazeny´mi do struktury. Da´le je ve vzoru definova´na















Obra´zek 8: Na´vrhovy´ vzor Kompozit
Vyuzˇitı´ tohoto vzoru je velice rozmanite´, hodı´ se vsˇude tam, kde je zapotrˇebı´ skla´dat
objekty do stromove´ struktury a da´le kategorizovat. Obvykle se tento vzor vyuzˇı´va´ prˇi
pra´ci s uzˇivatelsky´m rozhranı´m.
Vzor Kompozit mu˚zˇe by´t da´le kobinova´n se vzory Rˇeteˇzec zodpoveˇdnosti,
Itera´tor anebo Na´vsˇteˇvnı´k.
2.3.2.4 Fasa´da
Tento vzor se pouzˇı´va´ v situaci, kdy je zapotrˇebı´ vytvorˇit jeden bod, pro prˇı´stup do sys-
te´mu. Tato trˇı´da ma´ za u´kol komunikovat mezi jednotlivy´mi cˇa´stmi syste´mu, nepatrˇı´
tak do vlastnı´ho syste´mu, ale tvorˇı´ tak vysˇsˇı´ stupenˇ prˇı´stupu. Trˇı´da, ktera´ reprezentuje









Obra´zek 9: Na´vrhovy´ vzor Fasa´da
Uzˇitecˇnost tohoto vzoru je v tom, zˇe klient (naprˇ. jina´ cˇa´st syste´mu) nemusı´ komu-
nikovat s jednotlivy´mi trˇı´dami syste´mu, ale ma´ tak zajisˇteˇny´ centra´li bod. Ve spojenı´ se
vzorem Fasa´da se cˇasto zminˇujı´ vzory Adapte´r,Abstrkatnı´ tova´rnaaSingleton.
2.3.2.5 Proxy
U´kolem na´vrhove´ho vzoru Proxy je poskytnout za´stupce (na´hradnı´ka) za jiny´ objekt a







Obra´zek 10: Na´vrhovy´ vzor Proxy
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Soucˇa´stı´ tohoto na´vrhove´ho vzoru (viz. obra´zek 10) je trˇı´da Proxy umozˇnujı´cı´ prˇı´-
stup instance trˇı´dy Client k objektu RealSubject vy´hradneˇ prˇes sve´ rozhranı´. Trˇı´da
Subject definuje spolecˇne´ rozhranı´ pro oba z uvedeny´ch objektu˚, tedy RealSubject i
jeho za´stupce Proxy. S tı´mto vzorem souvisı´ vzory Dekora´tor a Fasa´da.
2.3.3 Vzory chova´nı´
Vzory chova´nı´ se zajı´majı´ o to, jaky´m zpu˚sobem se syste´m chova´ a to prˇedevsˇı´m, jak
spolu jednotlive´ algoritmy a objekty spolupracuji.
Tato kategorie vzoru˚ obsahuje:









• Sˇablona (Template method)
• Na´vsˇteˇvnı´k (Visitor)
2.3.3.1 Prˇı´kaz
Tento vzor rˇesˇı´ proble´m odstı´neˇnı´ klienta od zpracova´nı´ jeho pozˇadavku. Klient pouze
definuje pozˇadavek a urcˇı´ zpracovatele, ale uzˇ se nezajı´ma´ o zpu˚sob a cˇas vykona´nı´ jeho
pozˇadavku.
Tento na´vrhovy´ vzor (viz. obra´zek 11) je specifikova´n trˇı´dou Command deklarujı´cı´
rozhranı´ pro vykona´nı´ prˇı´kazu. ConcreteCommand je podtrˇı´dou, ktera´ definuje vazbu
na prˇı´jemce prˇı´kazu (trˇı´da Receiver) a implementuje operaci execute cestou vola´nı´ od-
povı´dajı´cı´ch operacı´ asociovane´ho prˇı´jemce. Receiver tak implementuje tyto operace,
zatı´mco Invoker da´va´ pokyn k provedenı´ prˇı´kazu. Se vzorem Prˇı´kaz jsou cˇasto vyuzˇı´-










Obra´zek 11: Na´vrhovy´ vzor Prˇı´kaz
2.3.3.2 Itera´tor
Rˇesˇı´ proble´m, jak se pohybovat mezi prvky, ktere´ jsou sekvencˇneˇ usporˇa´da´ny, bez znalosti













Obra´zek 12: Na´vrhovy´ vzor Itera´tor
Na´vrhovy´ vzor Itera´tor specifikuje trˇı´du (viz. obra´zek 12) Iterator deklarujı´cı´
rozhranı´ pro prˇı´stup k prvku˚m kolekcı´ sekvencˇnı´m zpu˚sobem. ConcreteIterator
implementuje prˇevzate´ rozhranı´ pro konkre´tnı´ typ kolekce se kterou je asociova´n. Trˇı´da
Aggregate je supertrˇı´da vsˇech typu konkre´tnı´ch kolekcı´ (ConcreteAggregate).Aggregate
deklaruje operaci createIterator, ktera´ je pak prˇedefinova´na pro konkre´tnı´ kolekce
tak, zˇe k nim vytva´rˇı´ jim odpovı´dajı´cı´ itera´tory. Na tento vzor cˇasto navazujı´ vzory
Memento a Kompozit.
2.3.3.3 Pozorovatel
Tı´mto vzorem se rˇesˇı´ proble´m za´vislosti jednoho objektu na dalsˇı´ch objektech. Jedna´














Obra´zek 13: Na´vrhovy´ vzor Pozorovatel
Vzor Pozorovatel se da´ pouzˇı´t v situaci, kdy je definova´na za´vislost objektu na neˇjake´m
jine´m objektu. Za´vislost je pak mysˇlena tak, zˇe zmeˇny v neza´visle´m objektu jsou da´le
sˇı´rˇeny objektu˚m za´visly´m. Neza´visly´ objekt tak musı´ informovat ostatnı´ objekty o zmeˇneˇ
uda´lostı´, ktere´ mohou za´visle´ objekty ovlivnit. Podmı´nkou pouzˇitı´ na´vrhove´ho vzoru je
pak take´ mozˇnost udrzˇenı´ si seznamu za´visly´ch objektu˚.
Na UML diagramu (viz. obra´zek 13) je definova´na trˇı´da Subject, ktera´ reprezen-
tuje rozhranı´ pro neza´visly´ objekt. Da´le je v ra´mci trˇı´dy Subject vytvorˇena metoda
Notify(), ktera´ ma´ za u´kol informovat za´visle´ objekty o zmeˇna´ch. Trˇı´da Observer
pak prˇesdtavuje rozhranı´, ktere´ reprezentuje za´visle´ objekty. Vlastnı´ objekt, ktery´ je za´-
visly´ na instanci trˇı´dy Subject je instance trˇı´dy ConcreteObserver. Tento objekt ma´
pak referenci na objekt vznikly´ z trˇı´dy ConcreteSubject.
Typicky´m pouzˇitı´m toho vzoru jsou graficka´ rozhranı´, poprˇı´padeˇ ru˚zne´ vı´cevrstve´
architektury, naprˇı´klad MVC. S tı´mto vzorem jsou pak spojeny vzory jako je Rˇeteˇzec
zodpoveˇdnosti, Prostrˇednı´k, Prˇı´kaz.
2.3.3.4 Prostrˇednı´k
Cˇasteˇji se na´zev tohoto vzoru uda´va´ v anglicke´m jazyce a to Mediator. Vzor nabı´zı´ rˇesˇenı´
komunikace dvou komponent syste´mu anizˇ by navza´jem znaly sve´ metody. Velice cˇasto
se tento vzor pouzˇı´va´ v kombinaci s jı´zˇ prezentovany´m vzorem Pozorovatel.
Pouzˇitı´ vzoru Prostrˇednı´k je jednı´m z rˇesˇenı´ problematiky komunikace objektu˚ nebo
komponent mezi sebou. V rozsa´hly´ch syste´mech nenı´ mozˇne´, aby jednotlive´ objekty anebo




Obra´zek 14: Na´vrhovy´ vzor Prostrˇednı´k
Na UML diagramu (viz. obra´zek 14) lze videˇt trˇı´duMediator, ktera´ definuje komuni-
kaci jednotlivy´ch trˇı´d s trˇı´douConcreteMediator, ktera´ zapouzdrˇuje komunikaci mezi
objekty - komponentami. Trˇı´dy ConcreteColleague jsou pak samotne´ trˇı´dy, ktere´ by
mezi sebou komunikovaly, ale mı´sto toho vyuzˇı´vajı´ sluzˇeb prostrˇednı´ka.
Tomuto vzoru jsou velmi podobne´ vzory Pozorovatel a Fasa´da.
2.3.3.5 Strategie
U´cˇelem na´vrhove´ho vzoru Strategie je definovat rodinu algoritmu zapouzdrˇeny´ch do
objektu a zajistit tak jejich zameˇnitelnost. Tento vzor umozˇnuje zameˇnˇovat algoritmy ne-
za´visle na objektu, ktery´ je vyuzˇı´va´.
Context Strategy
ConcreteStrategy1 ConcreteStrategy2
Obra´zek 15: Na´vrhovy´ vzor Strategie
Na´vrhovy´ vzor Strategie (viz. obra´zek 15) je tvorˇen trˇı´dou Strategy deklarujı´cı´
rozhranı´ pro pouzˇitı´ konkre´tnı´ch algoritmu˚ vyuzˇı´vany´ch trˇı´douContext.ConcreteStrategy
implementuje tyto algoritmy. Trˇı´da Context ma´ pak jediny´ u´kol, a to udrzˇovat vazbu
na aktua´lneˇ vybrany´ algoritmus. Vzor Strategie se obvykle vyuzˇı´va´ se vzory Most,
Sˇablonova´ metoda a Stav.
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2.4 Dalsˇı´ rozdeˇlenı´ vzoru˚
Du˚lezˇite´ je take´ podotknout, zˇe rozdeˇlenı´ podle GoF, nenı´ jedine´ mozˇne´ rozdeˇlenı´. Exis-
tujı´ dalsˇı´ rozdeˇlenı´ vzoru˚ podle ru˚zny´ch te´mat a zameˇrˇenı´. Mezi dalsˇı´ kategorie patrˇı´
naprˇı´klad Application architecture patterns, Data access patterns, Enterprise Integration
Patterns a User Interface Patterns. V na´sledujı´cı´ch podkapitola´ch si jentotlive´ kategorie
vzoru˚ kra´tce prˇedstavı´me.
2.4.1 Application architecture patterns
Toto rozdeˇlenı´ vzoru˚ vycha´zı´ z knihy Patterns of Enterprise Application Architecture od
autora Martina Fowlera (viz. [15]). Vzory jsou rozdeˇleny do skupin, ktere´ v ra´mci aplikace
zastupujı´ ru˚zne´ komponenty syste´mu. Skupiny jsou na´sledujı´cı´:
• Domain logic patterns
• Data source architecural patterns
• Object-relational behavioral patterns
• Object-relational structural patterns
• Object-relational metadata mapping patterns
• Web presenation patterns
• Distribution patterns
• Offline concurrency patterns
• Session state patterns
• Base patterns
2.4.2 Data access patterns
Tento typ vzoru˚ se zaby´va´ ru˚zny´mi metodami prˇı´stupu k datu˚m. Vzory se v tomto
rozdeˇlenı´ nedeˇlı´ da´l na kategorie, proto si vyjmenujeme nejvy´znamneˇjsˇı´ vzory, ktere´







2.4.3 Enterprise Integration Patterns
Tato kategorie vzoru˚ popisuje integraci slozˇity´ch a rozsa´hly´ch podnikovy´ch syste´mu˚.
Vzory popisujı´ technologicky´ postup samotny´ch integracı´. Tyto vzory nejcˇasteˇji najdou
uplatneˇnı´ prˇi budova´nı´ bankovnı´ch a ru˚zny´ch ekonomicky´ch syste´mu˚. Vı´ce se o teˇchto









2.4.4 User Interface Patterns
Dalsˇı´ vy´znamnou kategoriı´, ktera´ rozdeˇluje na´vrhove´ vzory je kategorie vzoru˚ uzˇiva-
telske´ho rozhranı´. Tato kategorie vzoru˚ popisuje rˇesˇenı´ a techniky, jaky´m zpu˚sobem
navrhnout a realizovat uzˇivatelske´ rozhranı´. Zaby´va´ se jak uzˇivatelsky´m rozhranı´m pro
webove´ aplikace tak aplikace desktopove´. Za´kladnı´ deˇlenı´ vzoru˚:
• Organizing the Content
• Getting Around
• Organizing the Page
• Getting Input From Users
• Showing Complex Data




Zajimavou skupinou na´vrhovy´ch vzoru˚ jsou vzory bezpecˇnosti. Kazˇda´ vzor z kategorie
GoF ma´ svu˚j bezpecˇnostnı´ ekvivalent. Touto skupinou vzoru˚ se zaby´va´ naprˇ. [17].
Vı´ce o rozdeˇlenı´ vzoru naprˇı´klad na www.pattron.net[8]. Nebo na www.objects.cz[18].
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3 Teorie grafu˚
Prˇi vlastnı´ realizaci te´to pra´ce se pracuje s neˇktery´mi du˚lezˇity´mi pojmy z oblasti teorie
grafu˚. V te´to kapitole budou popsa´ny pouze nezbytne´ pojmy, pro vı´ce informacı´ lze
doporucˇit [3].
Teorie grafu˚ je vy´znamnou kapitolou teoreticke´ informatiky a take´ ma´ sˇiroke´ prakticke´
vyuzˇitı´. Pomocı´ grafu˚ se mu˚zˇou rˇesˇit u´lohy, jako je tok v sı´ti, proble´m cˇtyrˇ barev a jine´.
Grafy se mohou reprezentovat neˇkolika zpu˚soby:
• Diagramem
• Definicı´ (slovnı´m popisem)
• Maticı´
• Datovy´ma strukturama
Mezi nejcˇasteˇji pouzˇı´vanou reprezentaci v pocˇı´tacˇi, bychom mohli zarˇadit reprezentaci
pomoci matice, v du˚sledku tedy ve formeˇ dvojrozmeˇrne´ho pole. Vı´ce si o reprezentaci
napı´sˇeme na konci te´to kapitoly.
Definice 3.1 Graf je trojice G = (H,U,P ), kde
• H je mnozˇina hran H = {h1, h2, . . . .., hn}
• U je mnozˇina uzlu˚ U = {u1, u2, . . . ., un}
• P je incidencˇnı´ funkce, ktera´ je da´na prˇedpisem:
– Pro neorientovany´ graf: H → U ⊗ U , kde U ⊗ U oznacˇuje mnozˇinu vsˇech neusporˇa´-
dany´ch dvojic prvku˚ z mnozˇiny U .
– Pro orientovany´ graf H → U × U , kde U × U oznacˇuje karte´zsky´ soucˇin (mnozˇinu
vsˇech usporˇa´dany´ch dvojic prvku˚ z mnozˇiny U ).
Pro pocˇet hran v mnozˇineˇ H pouzˇı´va´me za´pis |H| a pro pocˇet uzlu˚ v mnozˇineˇ U
pouzˇı´va´me za´pis |U |.
Graf mu˚zˇe take´ obsahovat uzly, do ktery´ch nevedou zˇa´dne´ hrany, v takove´m prˇı´padeˇ
nazy´va´me graf nesouvisly´.
Grafy tedy mu˚zˇeme podle definice rozdeˇlit na orientovane´ a neorientovane´. Neorien-
tovany´ graf obsahuje symetricke´ vztahy mezi objekty, kdezˇto orientovany´ graf ma´ vazby
nesymetricke´. Orientace vztahu se v takove´mto grafu vyznacˇuje pomocı´ sˇipky.
Da´le si musı´me zave´st pojmy podgraf a isomorfismus grafu˚.
Definice 3.2 Meˇjme graf G = (H,U,P ). Pak graf G′ = (H ′, U ′, P ′) takovy´, zˇe
• H ′ ⊆ H mnozˇina hran grafu G′ je podmnozˇinou mnozˇiny hran grafu G
24
• U ′ ⊆ U mnozˇina uzlu˚ grafu G′ je podmnozˇinou mnozˇiny uzlu˚ grafu U
• Pro kazˇdou hranu h ∈ H platı´ p′(h) = p(h) incidencˇnı´ funkce grafu G′ je zu´zˇenı´m
incidencˇnı´ funkce grafu G
se nazy´va´ podgraf grafu G.
Definice 3.3 Dva grafy G a G′ jsou isomorfnı´ pra´veˇ tehdy, kdyzˇ existuje takove´ zobrazenı´ f :
V (G)→ V (G′), zˇe platı´ {i, j} ∈ E(G)⇔ {f(i), f(j)} ∈ E(G′)
3.1 Reprezentace grafu v pocˇı´tacˇi
Jak jizˇ bylo napsa´no na zacˇa´tku te´to kapitoly, matice se dajı´ v pocˇı´tacˇi reprezentovat
neˇkolika zpu˚soby. Prvnı´ z nich je pomocı´ dvou rozmeˇrne´ho pole. Tato reprezentace je
vy´hodna´ pro svou jednoduchost pouzˇitı´ a snadnou prˇedstavivost. Proble´m ale mu˚zˇe
nastat ve chvı´li, kdy je matice prˇı´lisˇ velka´. V te´to situaci mu˚zˇe dojı´t k nedostatku pameˇti
a ztra´teˇ dat.
Druhy´ zpu˚sob reprezentace je mozˇny´ pomocı´ dvou dvou polı´. V prvnı´m poli o ve-
likosti pocˇtu uzlu˚ grafu jsou ulozˇeny indexy do druhe´ho pole, ktere´ reprezentuji mı´sto
od ktere´ho jsou ulozˇeny indexy na sousednı´ uzly dane´ho uzlu. Je zde jesˇteˇ nutne´ zave´st
oddeˇlovacˇ, ktery´m jasneˇ rˇekneme, kde koncˇı´ vy´cˇet dane´ho uzlu, veˇtsˇinou se pouzˇı´va´
hodnota −1.
Poslednı´ cˇasto pouzˇı´vanou reprezentacı´ matice je dynamicka´ datova´ struktura. Tou
se myslı´ trˇı´da, ktera´ obsahuje pole sousednı´ch uzlu˚.
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4 Matice
Dalsˇı´m du˚lezˇity´m pojmem, se ktery´m se v te´to pra´ci bude pracovat je pojem matice.
Definice 4.1 MaticeM se definuje nad cˇı´selny´m teˇlesemP jako zobrazenı´ {1, 2, ..., n}×{1, 2, ...,m} →
P . Jedna´ se vlastneˇ o tabulku, ktera´ obsahuje n sloupcu˚ a m rˇa´dku, kazˇdy´ prvek matice se da´ jed-
noznacˇne´ urcˇit pomocı´ indexu, ktery´ je da´n z rozsahu {1, ..., n} poprˇ. {1, ...,m}. Pokud n = m,
pak hovorˇı´me o tzv. cˇtvercovy´ch maticı´ch. S tı´mto typem matic budeme da´le pracovat. S maticemi
mu˚zˇeme prova´deˇt ru˚zne´ operace, ktery´m se obecneˇ rˇı´ka´ maticovy´ pocˇet.
Mezi za´kladnı´ operace s maticemi, ktere´ v te´to pra´ci budeme pouzˇı´vat, jsou scˇı´ta´nı´, na´so-
benı´, deˇlenı´ matic, transpozice matice a shoda matic.
Definice 4.2 Necht’ A,B jsou rea´lne´ matice tvaru n × n, pak normu matice ‖A‖ definujeme
teˇmito vlastnostmi:
1. ‖A‖ > 0;‖A‖ = 0 jestlizˇe A je nulova´ matice
2. ‖αA‖ = |α|‖A‖ pro libovolny´ skala´r α
3. ‖A+B‖ ≤ ‖A‖+ ‖B‖
4. ‖AB‖ ≤ ‖A‖ · ‖B‖
S maticemi se da´le mu˚zˇou prova´deˇt operace, jako jelibovolna´ za´meˇna rˇa´dku a sloupcu˚.
Vı´ce je mozˇne´ naleznou trˇeba zde [4].
4.1 Reprezentace grafu jako matice
Graf mu˚zˇeme reprezentovat neˇkolika zpu˚soby. Obvykly a jizˇ zde prezentovany´ zpu˚sob
je graficky´, tzn. pomocı´ diagramu. Dalsˇı´ zpu˚sob je uzˇ vı´ce forma´lnı´ a to pomoci matice.
K tomuto u´cˇelu se zava´dı´ pojem matice sousednosti a jejı´ definice znı´ takto:
Definice 4.3 Meˇjme grafG = (H,U,P ) s mnozˇinou hranH = {h1, h2, ..., hn} a mnozˇinou uzlu˚
U = {u1, u2, ..., um}. Matice sousednosti je cˇtvercova´ matice rˇa´du m. Jejı´ prvky pro orientovany´
graf jsou da´ny prˇedpisem:
• Sjk = 1, jestlizˇe je hrana z uzlu uj do uzlu uk
• Sjk = 0, jestlizˇe mezi uzly uj a uk nenı´ hrana.
26
4.2 Prˇevod vzoru do grafu
Na na´vrhovy´ vzor mu˚zˇeme nahlı´zˇet jako na orientovany´ graf, kde jednotlive´ uzly jsou
trˇı´dy a orientovane´ hrany jsou vazby mezi trˇı´dami. Prˇi prˇevodu vzor na graf musı´me
vytvorˇit zvla´sˇt’graf, ktery´ reprezentuje asociaci a zvla´sˇt’generalizaci mezi trˇı´dami. Du˚vod
je ten, zˇe operace s teˇmito grafy je pak jednodusˇsˇı´. Orientovany´ graf da´le prˇevedeme na
cˇtvercovou matici, kde rˇa´d matice je roven pocˇtu uzlu˚ v grafu.
Jako prˇı´klad uvedeme prˇevod vzoru dekora´tor na graf a na´sledneˇ na matici sou-
sednosti. Vzor dekora´tor podle obra´zku (viz. obra´zek 7). obsahuje cˇtyrˇi trˇı´dy. Ve vzoru
je zastoupena jak deˇdicˇnost, tak asociace a proto se vytvorˇı´ dva orientovane´ grafy, ktere´
reprezentujı´ tyto dveˇ vlastnosti a da´le grafy prˇevedeme na matice sousednosti.

















1 2 3 4
1 0 0 0 0
2 0 0 0 0
3 1 0 0 0














1 2 3 4
1 0 0 0 0
2 1 0 0 0
3 1 0 0 0
4 0 0 1 0


Z tohoto prˇı´kladu je patrny´ prˇevod grafu na matice sousednosti, ktere´ na´m da´le umozˇnı´
operace spojene´ s detekcı´ vzoru.
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5 Vzory vhodne´ pro analy´zu
Jednotlive´ vzory se dajı´ reprezentovat jako matice za prˇedpokladu, zˇe ve vzorech jsou
mezi trˇı´dami obsazˇeny vazby typu asociace a generalizace. Toto pravidlo, ale neplatı´
u vsˇech vzoru˚, ktere´ jsou zastoupeny v rozdeˇlenı´ podle GoF. Vzor, ktery´ se nehodı´ je vzor
Fasa´da (Facade). Tento vzor nabı´zı´ rˇesˇenı´, jak zjednodusˇit vstup do syste´mu. Tento vzor
vytvorˇı´ vstupnı´ bod do syste´mu a nabı´zı´ tak rozhranı´, prˇes ktere´ mu˚zˇeme se syste´mem
komunikovat. Vzor je ale „povy´sˇen“ nad vlastnı´ syste´m a nemeˇl by se cha´pat jako sou-
cˇa´st syste´mu z pohledu vazeb asociace a generalizace. Vzor Singleton take´ nenı´ vhodny´
pro analy´zu, protozˇe jeho u´kolem je zajistit instanci pouze jednoho objektu ze zvolene´
trˇı´dy. Tohoto stavu se v ra´mci .NET frameworku dosa´hne pomocı´ klı´cˇove´ho slova static
a nejedna´ se tedy o zˇa´dnou vazbu typu generalizace/asociace.
Du˚lezˇite´ je take´ zmı´nit velkou podobnost mezi neˇktery´mi vzory, ktera´ na´sledneˇ vede
k tomu, zˇe se v analyzovane´ aplikaci mohou tyto vzory velice jednodusˇe zameˇnit. Velmi
podobny´mi vzory jsou mysˇleny takove´ vzory, ktere´ se lisˇı´ trˇeba jen v jednom typu vazby
a tı´m mohou by´t velice snad zameˇnitelne´. Jako prˇı´klad mu˚zˇeme zmı´nit vzory Kompozit
a Dekora´tor, ktere´ se lisˇı´ prˇedevsˇı´m v tom, zˇe vzor dekora´tor je rozsˇı´rˇen deˇdicˇnostı´
o trˇı´du, ktera´ reprezentuje konkre´tnı´ trˇı´du s rozsˇı´rˇeny´ma vlastnostmi. Dalsˇı´ vzory ktere´
jsou si vza´jemeˇ podobne´ jsou vzory Prototyp a Proxy, kdy vlastneˇ jejich jediny´ rozdı´l je
ve vazbeˇ typu asociace u vzoru Proxy, mezi trˇı´dami, ktere´ deˇdı´ z nadtrˇı´dy.
5.1 Vzory z kategorie Application architecture patterns
V ra´mci te´to diplomove´ pra´ce jsem se take´ pokusil vyzkousˇet vzory z kategorie enter-
prise application architecture (neˇkdy take´ nazy´va´ny vzory dle Fowlera). Tyto vzory jsou v
dnesˇnı´ dobeˇ velice aktua´lnı´, protozˇe se cˇasto vyuzˇı´vajı´ prˇi vy´voji aplikacı´. Je tedy vhodne´
take´ je vyzkousˇet detekovat pomocı´ algoritmu Similarity Scoring. Pokud se podı´va´me na
strukturu teˇchto vzoru˚ je velice podobna´ vzoru˚m z kategorie GoF. Toto zjisˇteˇnı´ tedy da´va´
mozˇnost vzory prˇeve´st do grafove´ podoby a na´sledneˇ sestavit matice sousednosti, ktere´
jsou vstupem pro algoritmus Similarity Scoring.
Jako prˇı´klad si uvedeme na´vrhovy´ vzor Transaction script (viz. obra´zek 18), ktery´ ma´
za u´kol organizaci logiky programu, tak aby kazˇda´ procedura zpracova´vala jen jeden
pozˇadavek z prezencˇnı´ vrstvy.
Dalsˇı´ na´vrhovy´ vzor je Query Object. Tento vzor je skupina objektu˚, ktere´ reprezentujı´
databa´zove´ dotazy. Na obra´zku (19) je uvedeno sche´ma vzoru Query Object, jeho struk-












Obra´zek 19: Na´vrhovy´ vzor Query Object
Poslednı´m vzorem z kategorie Enterprise application architecture je vzor Front Con-
troller(viz. obra´zek 20). Tento vzor spada´ do podkategorie vzoru˚ pro webove´ prezentace
a jeho u´cˇelem je kontrolovat vsˇechny zˇa´dosti o jednotlive´ webove´ stra´nky. Podı´va´me-li se
na sche´ma tohoto vzoru, je stejne´ jako sche´ma vzoru Prototyp. Prˇi prˇevodu do maticove´











Obra´zek 20: Na´vrhovy´ vzor Front Controller
Tyto trˇi vzory, ktere´ jsou zde uvedeny, jsou zahrnuty i v aplikaci, ktera´ v ra´mci te´to di-
plomove´ pra´ce vznikla. Proble´mem teˇchto vzoru˚ vzhledem k jejich podobeˇ vu˚cˇi vzoru˚m
z GoF je ten, zˇe pro algoritmus Similarity scoring nenı´ rozlisˇitelny´ zda-li se jedna´ o vzory
z kategorie GoF anebo z kategorie Application architecture patterns.
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6 .NET framework
K tomu abychom mohli analyzovat zdrojove´ ko´dy, je zapotrˇebı´ si vybrat neˇjake´ prostrˇedı´,
ve ktere´m se analy´za realizuje. Mu˚zˇeme zvolit jaky´koliv objektovy´ jazyk, jako je trˇeba C++
nebo C#, ale cˇasto se sta´va´, zˇe komponenty a ru˚zne´ cˇa´sti syste´mu jsou napsa´ny v ru˚zny´ch
jazycı´ch, cozˇ je pro potrˇeby analy´zy nevhodne´. Proto je vhodne´ zvolit za prostrˇedı´ neˇjaky´
framework,ktery´ tyto vysˇsˇı´ programovacı´ jazyky prˇekla´da´ do neˇjake´ho nı´zko u´rovnˇove´ho
mezijazyka. Du˚lezˇitou vlastnostı´ zvolene´ho frameworku je, aby byl framework objektovy´.
Jednı´m z nejrozsˇı´rˇeneˇjsˇı´ch frameworku˚ pro vy´voj aplikacı´ na sveˇteˇ a plneˇ objektovy´m
prostrˇedı´m je .NET framework.
Drˇı´ve nezˇ popı´sˇeme vlastnı´ .NET framework je nutne´ poznamenat, zˇe samotny´ .NET
framework je jen soucˇa´sti platformy .NET, cozˇ je kolekce technologiı´ vyvı´jena´ prˇedevsˇı´m
spolecˇnostı´ Microsoft. Platforma nabı´zı´ technologie nejen pro operacˇnı´ syste´m Windows,
ale take´ webove´ technologie a take´ trˇeba technologie pro mobilnı´ zarˇı´zenı´.
Samotny´ .NET framework je hlavnı´ soucˇa´sti platformy .NET a slouzˇı´ pro provoz
aplikacı´, tak i pro samotny´ vy´voj teˇchto aplikacı´. Nabı´zı´ knihovny, ktere´ velice usnadnˇujı´
vy´voj aplikacı´ v prostrˇedı´ .NET. Hlavnı´m vy´vojovy´m prostrˇedkem pro platformu .NET
je Visual Studio (aktua´lneˇ ve verzi 2010).
.NET framework obsahuje neˇkolik programovacı´ch jazyku˚ a tı´m nabı´zı´ vy´voja´rˇi sˇirsˇı´
mozˇnosti prˇi vy´voji samotne´ aplikace. Mezi nejzna´meˇjsˇı´ patrˇı´ C#, Visual Basic a J#. Ob-
sahuje take´ ale „me´neˇ obvykle´“ jazyky ve Windows, jako je trˇeba IronPython, F# nebo
LSharp. At’uzˇ si programa´tor vybere jaky´koliv jazyk, prˇi samotne´m prˇekladu programu
je zdrojovy´ ko´d prˇeveden do jazyka Common intermediate language (CIL). Tomuto ja-
zyku je veˇnova´na samostatna´ podkapitola da´le.
6.1 Historie
.NET framework byl poprve´ vyda´n v roce 2002 a to ve verzi 1. Soucˇa´sti frameworku bylo
uvedenı´ jazyka C#, ktery´ vycha´zel z jazyku˚ C++ a Java. Dalsˇı´ novou a prˇevratnou verzı´
.NET frameworku byla verze 2, ktera´ vysˇla v roce 2005 a jejı´ soucˇa´sti byl jazyk C# 2.0.
V soucˇasne´ dobeˇ je aktua´lnı´ verze frameworku 4, ktere´ obsahuje programovacı´ jazyk C#
3.0. Mezi du˚lezˇite´ soucˇa´sti aktua´lnı´ verze frameworku mu˚zˇeme rˇadit tyto technologie:
• ASP.NET – pro tvorbu webovy´ch aplikacı´
• Windows presenation foundation - technologie pro vytva´rˇenı´ nove´ho uzˇivatelske´ho
• Windows communication foundation – technologie pro tvorbu distribuovany´ch
aplikacı´
• Language integrated query (LINQ) – nova´ objektova´ technologie pro prˇı´stup k da-
tu˚m
Samotny´ framework se neusta´le vyvı´jı´ a nabaluje na sebe nove´ technologie a mozˇnosti
tvorby software. V brzke´ dobeˇ by se meˇla uvolnit verze 4.5.
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6.2 Common Intermediate Language
Common Intermediate Language (ve zkratce CIL) je nejnizˇsˇı´ programovacı´ jazyk (nazy´-
va´n take´ neˇkdy jako mezijazyk) v ra´mci platformy .NET. Do jazyka CIL se prˇekla´dajı´
vsˇechny programovacı´ jazyky, ktere´ jsou obsazˇeny v ra´mci .NET frameworku. Jazyk je
neza´visly´ na hardwarove´ platformeˇ. Mezi jeho za´kladnı´ charakteristiky a vlastnosti patrˇı´:
• Objektova´ orientace
• Prˇı´sna´ typizace dat
• Osˇetrˇenı´ chyb prostrˇednictvı´m vyjı´mek
• Uzˇitı´ atributu˚
Tyto vlastnosti a prˇı´stupy daly mozˇnost vytvorˇit jazyk CIL a tak poskytnout za´kladnı´
platformu pro .NET framework.
6.3 Reflexe
Reflexe (take´ se pouzˇı´va´ termı´n reflection) je obecny´ termı´n, ktery´ v platformeˇ .NET ob-
sahuje trˇı´dy a metody, pro dynamicky´ prˇı´stup k typu˚m a objektu˚m v programech. Jak
jizˇ bylo napsa´no vy´sˇe, za´kladnı´m stavebnı´m kamenem .NET frameworku je matajazyk
CIL, do ktere´ho jsou zkompilova´ny vesˇkere´ programovacı´ jazyky v ra´mci .NETu. Reflexe
na´m nabı´zı´ mozˇnost sestavit zdrojovy´ ko´d do metajazyka CIL, z jizˇ zkompilovane´ho pro-
gramu. A proto mu˚zˇeme zkompilovany´ ko´d analyzovat. Protozˇe jazyk CIL zachova´va´
i logickou strukturu programu, mu˚zˇeme tak zjistit vazby mezi jednotlivy´mi objekty. Trˇı´dy
a metody reflexe jsou dostupne´ ve jmenne´m prostoru System.Reflection.
Mezi du˚lezˇite´ metody v ra´mci jmenne´ho prostoru reflexe mu˚zˇeme zahrnou prˇedevsˇı´m
tyto metody a vlastnosti:
GetTypes()
Metoda, ktera´ zajisˇt’uje prˇı´stup k metadatu˚m neˇjake´ho typu.
Type[]
Kolekce typu˚, ktere´ jde jednotliveˇ procha´zet a u kazˇde´ho typu lze vyuzˇı´t jeho vlastnosti.
V ra´mci implementace byly na teˇchto typech nejcˇasteˇji vyuzˇı´vany vlastnosti:
• Name - vracı´ na´zev typu
• isClass - vracı´ ano/ne je-li typ trˇı´dou
• isAbstract - vracı´ ano/ne je-li typ abstraktnı´ trˇı´dou
• isInterface - vracı´ ano/ne je-li typ rozhranı´m
• BaseType.Name - vlastnost v sobeˇ nese na´zev nadobjektu zkoumane´ho typu
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GetFields()
Dı´ky te´to metodeˇ se mu˚zˇeme dozveˇdeˇt podrobnosti o datovy´ch cˇlenech neˇjake´ho typu.
FieldInfo
Tato trˇı´da umozˇnˇuje prˇı´stup k jednotlivy´m cˇlenu˚m GetFields a umozˇnˇuje prˇı´stup k
matainformacı´m o jednotlivy´m atributech. Tato trˇı´da byla vyuzˇita k identifikaci vazeb
asociacı´. Ke zjisˇteˇnı´ asociace byla vyuzˇita vlastnost FieldType.Name.
Toto je jen strucˇny´ vy´klad nejdu˚lezˇiteˇjsˇı´ch metod a vlastnostı´, ktere´ potrˇebujeme k te´to
pra´ci. Podrobneˇji se teˇmto metoda´m budeme veˇnovat v kapitole veˇnovane´ implementaci
aplikace PatFinder.
6.4 Prˇevod zdrojove´ho ko´du do grafu
Jak jizˇ bylo napsa´no vy´sˇe, reflexe a metajazyk CIL na´m slouzˇı´ k vytvorˇenı´ seznamu trˇı´d
a rozhranı´ a na´sledneˇ lze sestavit grafy reprezentujı´cı´ vazby mezi nimi. Pro to, abychom
mohli analyzovat zdrojovy´ ko´d aplikace pomocı´ reflexe, musı´ by´t program tedy prˇelozˇen
do bina´rnı´ podoby. Jakmile je tedy program (take´ komponenta) prˇelozˇena´ do bina´rnı´ po-
doby, je tedy mozˇne´ pomocı´ reflexe ji analyzovat. Reflexe na´m umozˇnˇuje zı´skat kompletnı´
seznam trˇı´d a da´le zjistit vazby mezi jednotlivy´mi trˇı´dami. Na za´kladeˇ teˇchto trˇı´d a vazeb
je pak mozˇne´ sestavit grafy, ktere´ reprezentujı´ analyzovany´ program. Grafy se popisujı´
pomocı´ matic sousednosti, se ktery´mi se pracuje da´l.
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7 Metody detekce
K problematice detekce na´vrhove´ho vzoru lze prˇistoupit neˇkolika ru˚zny´mi zpu˚soby, ktere´
si v na´sledujı´cı´ch podkapitola´ch rozebereme. Nezˇ ale zacˇneme, je vhodne´ si take´ uve´st
zpu˚soby reprezentace vztahu˚ mezi objekty a dalsˇı´ potrˇebne´ informace v analyzovane´m
syste´mu. Protozˇe v ra´mci te´to pra´ce vznikla aplikace, ktera´ implementuje algoritmus
SimilarityScoring (viz. da´le) je zde pracova´no s maticı´ jako s reprezentacı´ vstupnı´ch dat.
Tato reprezentace se v informatice realizuje pomocı´ datove´ struktury vı´cerozmeˇrne´ pole.
Mezi dalsˇı´ reprezentace se rˇadı´:
• Abstraktnı´ syntakticky´ strom (AST)
• Abstraktnı´ se´manticky´ graf (ASG)
• A dalsˇı´ (naprˇ. Euleru˚v model)
V na´sledujı´cı´ch odstavcı´ch si popı´sˇeme dveˇ mozˇne´ reprezentace, vcˇetneˇ demonstrace na
prˇı´kladu.
7.1 Abstraktnı´ syntakticky´ strom
Tato datova´ struktura vycha´zı´ z teorie prˇekladacˇu˚, pomocı´ ktere´ se realizuje struktura
programu beˇhem prˇekladu do bina´rnı´ podoby. Jedna´ se ted o konecˇny´ orientovany´ strom,
kde kazˇdy´ uzel reprezentuje trˇı´du analyzovane´ho syste´mu a jeho potomci jsou uzly, ktere´
reprezentujı´ atributy, metody a deˇdicˇnost. Na UML diagramu jednoduche´ho syste´mu si
uka´zˇeme prˇevod na AST viz. obra´zek 21. Tato reprezentace se da´ v programove´m ko´du
velice dobrˇe implementovat za pouzˇitı´ na´vrhove´ho vzoru kompozit.
7.2 Abstraktnı´ se´manticky´ graf
V te´to reprezentaci se vyuzˇı´vajı´ dva typy uzlu˚ a to uzel element a uzel vztahu. Uzlem
element jsou mysˇleny elementy analyzovane´ho syste´mu jako jsou trˇı´dy, metody, atributy.
Uzlem vztahu je pak mysˇleny´ vztah mezi jednotlivy´mi elementy, tedy vztah generalizace
a asociace. Na obra´zku 21 a 22 je jednoducha´ uka´zka prˇevodu syste´mu na abstraktnı´
se´manticky´ graf.
Jak jizˇ bylo napsa´no vy´sˇe, problematikou detekce se zaby´va´ vı´ce ru˚zny´ch metod. Tyto
metody vycha´zejı´ z ru˚zny´ch pohledu˚ na charakteristiku na´vrhovy´ch vzoru˚. Vzory lze
tedy cha´pat a popsat takto:
• Struktura vzoru˚
• Chova´nı´ vzoru v ra´mci syste´mu








































Obra´zek 22: Vy´sledny´ ASG
7.3 Struktura vzoru
Tato charakteristika je nejcˇasteˇji vyuzˇı´vanou (existuje neˇkolik metod), je to z du˚vodu toho,
zˇe tato charakteristika pouze zkouma´ vztahy mezi objekty a na´sledneˇ tak sestavı´ datovou
strukturu, ktera´ syste´m reprezentuje. Pomocı´ tohoto prˇı´stupu se mu˚zˇe detekovat veˇtsˇina
na´vrhovy´ch vzoru˚ dle rozdeˇlenı´ GoF. Mezi ty, ktere´ lze identifikovat hu˚rˇe patrˇı´ vzory,
ktere´ patrˇı´ do skupiny vzoru˚ chova´nı´.
7.4 Chova´nı´ vzoru
Tato charakteristika na vzory nenahlı´zˇı´ z pohledu vazeb mezi objekty, ale z pohledu toho,
jak na´vrhovy´ vzor ovlivnˇuje chova´nı´ analyzovane´ho syste´mu. Tato charakteristika se
te´meˇrˇ nikdy nepouzˇı´va´ samostatneˇ, ale v kombinaci s charakteristikou struktury vzoru˚.
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7.5 Se´mantika vzoru
Se´mantika vzoru nema´ prˇesnou definici. Tato charakteristika se snazˇı´ jemny´m zpu˚sobem
rozlisˇit cˇa´sti syste´mu a tak vytvorˇit celkovy´ na´hled na zkoumany´ syste´m. Naprˇı´klad se
zkouma´ zda dva objekty jsou spojeny k sobeˇ vazbou 1 : 1 nebo 1 : n a zda-li jsou vztahy
povinne´ nebo nepovinne´. Tyto informace pak slouzˇı´ k vytipova´nı´ potencia´lneˇ pouzˇity´ch
vzoru˚ v aplikaci.
7.6 Prˇehled metod detekce
V na´sledujı´ci tabulce je prˇehled vybrany´ch metod rozdeˇleny´ch podle toho, jakou chara-
kateristiku vzoru˚ potrˇebujı´ k identifikaci.
Charakteristika vzoru Metoda
Struktura vzoru
Fingerprinting design pattern [20]
Design pattern mining enhanced by machine learning [21]
Efficient Identification of Design Patterns
with Bit-vector Algorithm [22]
Design Pattern Detection Using Similarity Scoring [1]
Chova´nı´ vzoru
A static reference analysis to understand design pattern
behavior [23]
Kombinace metod Design Pattern Detection By Template Matching [24]
Tabulka 2: Vybrane´ metody detekce
7.6.1 Fingerprinting design pattern
Tato metoda vyuzˇı´va´ pro popis syste´mu mikro-architekturu, touto architekturou je po-
psa´n i vzor (vyuzˇı´va´ struktury XML). Pak jsou tyto achitektury porovna´va´ny a zjisˇt’ova´ny
podobnosti. O te´to metodeˇ je vı´ce napsa´no v [20].
7.6.2 Design pattern mining enhanced by machine learning
Metoda je zalozˇena na stanovenı´ mozˇny´ch kandida´tu˚, ktere´ jsou vhodny´m zpu˚sobem po-
psa´ny. Popsa´ny syste´m je na´sledneˇ pomocı´ strojove´ho ucˇenı´ vyhodnocen. Prvnı´ prˇı´stup
se zaby´va´ vyuzˇitı´m neuronove´ sı´teˇ, a to konkre´tneˇ algoritmu zalozˇene´m na backpropa-
gation. Druhy´ prˇı´stup vyuzˇı´va´ rozhodovacı´ stromy. Podrobnosti viz. [21].
7.6.3 Efficient Identification of Design Patterns with Bit-vector Algorithm
Tento vy´pocˇet je zalozˇeny´ na bit-vektorove´m algoritmu. Vstupnı´ strukturou do algoritmu
je vektor, ktery´ jednoznacˇneˇ popisuje vztahy kazˇde´ trˇı´dy s ostatnı´mi trˇı´dami v ra´mci
analyzovane´ho syste´mu. Podrobnosti viz. [22].
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7.6.4 A static reference analysis to understand design pattern
Metoda, ktera´ prˇeva´dı´ analyzovany´ syste´m a jednotlive´ metody na graf, ktery´ da´le´
zkouma´ a hleda´ potrˇebne´ vzory z kategorie vzoru˚ chova´nı´. Jednotlive´ uzly popisujı´
metody a pole. Hrany pak jednotliva´ vola´nı´ mezi metodami. Podrobnosti viz. [23].
7.6.5 Design Pattern Detection By Template Matching
V te´to metodeˇ se podobneˇ jako v metodeˇ Similarity scoring vyuzˇı´va´ matice. Principem
te´to metody je vy´pocˇet na za´kladeˇ normalizovane´ korelace dvou matic (syste´mu a vzoru).
Ja´drem algoritmu je vy´pocˇet pomocı´ vzorce CCn =
∑
f(x)g(x)
|f(x)||g(x)| ,kde f(x) a g(x) jsou vek-
tory, ktere´ popisujı´ syste´m a vzor. Vı´ce podrobnostı´ o te´to metodeˇ cˇla´nek [24], kde je
uvedeny´ prˇı´klad na na´vrhove´m vzoru Strategie.
V dalsˇı´ cˇa´sti te´to pra´ce se budeme vy´hradneˇ zaby´vat metodou Similarity Scoring.
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8 Metody detekce pomoci grafu˚
V te´to pra´ci se zameˇrˇı´me na detekci vzoru na za´kladeˇ prˇevodu analyzovane´ho syste´mu
na orientovany´ graf a na´sledne´ho porovna´nı´ s grafem, ktery´ reprezentuje na´vrhovy´ vzor.
Problematikou porovna´nı´ dvou grafu˚ se zaby´va´ tzv. graph matching (do cˇesˇtiny volneˇ
prˇelozˇeno jako porovna´va´nı´ grafu˚). V soucˇasne´ dobeˇ existuje neˇkolik technik a prˇı´stupu˚
k te´to problematice. Tento zpu˚sob detekce tak vyuzˇı´va´ struktura´lnı´ popis analyzovane´
aplikace a vzoru (tedy vztahu˚ mezi jednotlivy´mi objekty).
Hlavnı´ rozdeˇlenı´, ktere´ se v odborne´ literaturˇe uva´dı´ ([9]), rozdeˇluje mozˇnosti detekce
do takzvany´ch prˇesny´ch a prˇiblizˇny´ch metod, ktere´ se da´le deˇlı´ do dalsˇı´ch podkatego-
riı´(viz. obra´zek 23).
8.1 Slozˇitost
Slozˇitost porovna´nı´ dvou grafu patrˇı´ do kategorie NP-u´plne´. Je to da´no prˇedevsˇı´m tı´m,
zˇe u´lohy rˇesˇenı´ vedou ke komibnatoricky´m rˇesˇenı´m, ktere´ cˇasto majı´ slozˇitost n!. Du˚lezˇite´
je, ale zmı´nit, zˇe ne vsˇechny porovna´nı´ grafu majı´ NP-u´plnou slozˇitost, jedna´ se prˇedevsˇı´m
o grafy, ktere´ jsou plana´rnı´.
8.2 Prˇesne´ metody
V anglicˇtineˇ se take´ pouzˇı´va´ termı´n exact graph matching. Tyto metody jsou zalozˇeny na
izomorfizmu dvou grafu˚. Je tedy nutne´, aby graf reprezentujı´cı´ vzor a zdrojovy´ ko´d meˇly
stejny´ pocˇet uzlu˚. Protozˇe cˇasto je graf reprezentujı´cı´ zdrojovy´ ko´d veˇtsˇı´ nezˇ graf vzoru,
je nutne´ prˇistoupit k vytva´rˇenı´ podgrafu˚ grafu zdrojove´ho ko´du o velikosti grafu vzoru.
Pak je mozˇne´ tyto grafy porovnat a zjistit, zdali jsou vza´jemneˇ izomorfnı´.
Vstupy algoritmu:
• Matice reprezentujı´cı´ syste´m
• Matice reprezentujı´cı´ vzor
Popis algoritmu:
1. Vytvorˇenı´ permutace mnozˇiny o pocˇtu prvku˚, ktera´ je rovna stupni matice repre-
zentujı´cı´ syste´m
2. Vytvorˇenı´ vsˇech matic (ozn. All(M)) ze vstupnı´ matice reprezentujı´cı´ analyzovany´
syste´m se za´meˇnou porˇadı´ v rˇa´dcı´ch a sloupcı´ch




Přesné metody Nepřesné metody
Obra´zek 23: Grafove´ rozdeˇlenı´ metod detekce
4. Porovna´nı´ vsˇech matic ze SubAll(M)maticı´, ktera´ reprezentuje vzor.
Prˇı´klad:











Obra´zek 24: Cˇa´st syste´mu a jednoduchy´ vzor





A 0 0 0
B 0 0 0











A 0 0 0
B 1 0 0








Pro dalsˇı´ uka´zku porovna´nı´ si zvolı´me matice generalizace. Nynı´ je zapotrˇebı´ vytvo-
rˇit vsˇechny podmatice matice Sysgeneralizace o rˇa´du matice Pattgeneralizace. Nynı´ kdyzˇ
ma´me vytvorˇene´ vsˇechny podmatice matice Sysgeneralizace, mu˚zˇeme tyto matice porov-
nat s maticı´ Pattgeneralizace. Kdyzˇ se matice sobeˇ rovnajı´, je nalezena shoda a byl tak
v matici Sysgeneralizace identifikova´n vzor. Tuto metodu musı´me da´le prove´st i s maticı´,
ktera´ reprezentuje asociace mezi trˇı´dami.
Vy´sledkem te´to metody je tedy seznam podmatic, ktere´ se rovnajı´ matici sousednosti,












Tyto metody detekce rˇesˇı´ proble´m slozˇitosti u prˇesny´ch metod. Proble´mem prˇiblizˇny´ch
metod je ten, jak jizˇ samotny´ na´zev napovı´da´, zˇe nedovedou prˇesneˇ odpoveˇdeˇt na ota´zku,
je-li na´vrhovy´ vzor obsazˇen ve zdrojove´m ko´du. Vy´hodou teˇchto metod je i to, zˇe graf
vzoru a graf aplikace nemusı´ mı´t stejny´ pocˇet uzlu˚. V te´to pra´ci jsem se zameˇrˇil na
algoritmus „Similarity scoring“ a drˇı´ve nezˇ si ho detailneˇ popı´sˇeme, prˇedstavı´me si jesˇteˇ
jine´ metody detekce.
8.3.1 Editacˇnı´ vzda´lenost
Tato metoda je zalozˇena na principu pocˇtu jednoduchy´ch operacı´, pomocı´ ktery´ch lze
prˇeve´st jeden graf na druhy´. Operace jsou prˇida´ni, odebra´ni a prˇejmenova´nı´ hrany nebo
uzlu. Jako vy´sledek je pak uva´deˇne´ cˇı´slo, ktere´ znamena´ nejmensˇı´ pocˇet operacı´, ktere´
byly pouzˇity k prˇechodu z jednoho grafu na druhy´. Tato metoda se velice cˇasto pouzˇı´va´
prˇi pra´ci s textem a take´ s grafy. Vı´ce se o te´to metodeˇ lze najı´ v [10].
8.3.2 Neuronove´ sı´teˇ
Pomocı´ neuronovy´ch sı´tı´ se da´ rˇesˇit mnoho proble´mu˚ spojena´ s teoriı´ grafu˚ a podobnosti
dvou grafu˚. Vzˇdy se na konkre´tnı´ proble´m volı´ konkre´tnı´ neuronova´ sı´t, se specifickou
tre´ninkovou mnozˇinou. Typy proble´mu˚, ktere´ jsou spojeny s neuronovy´mi sı´teˇmi a grafy
jsou naprˇ. autentifikace pomocı´ oblicˇeje, da´le pak prˇedpoveˇdi chova´nı´ tropicky´ch cyklo´nu˚
anebo zkouma´nı´ mozku. Vı´ce k te´to problematice lze najı´t v [11].
8.3.3 Fuzzy mnozˇiny
Pomocı´ teorie fuzzy mnozˇin lze rˇesˇit problematiku porovna´nı´ grafu˚. Fuzzy mnozˇiny
slouzˇı´ jako prostrˇedek pro definici hran a uzlu˚ grafu a na´sledne´ aplikace na analyzovany´
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graf. Typicky´m pouzˇitı´m te´to metody je k detekci vzda´lenosti v obrazech. Vı´ce se o te´to
problematice mu˚zˇeme docˇı´st naprˇı´klad [15]
8.3.4 Similarity scoring
Tento algoritmus jsem si vybral pro implementaci z kategorie prˇiblizˇny´ch metod. Jeho
principem je vy´pocˇet podobnostnı´ matice, ktera´ uda´va´, jak moc je na´vrhovy´ vzor obsazˇen
ve zdrojove´m ko´du. Vycha´zı´ ze vzorce, ktery´ vypocˇte podobnostnı´ matici na za´kladeˇ dvou
ru˚zny´ch grafu˚ (vı´ce viz. [12]). Algoritmus je zalozˇen na iterativnı´m zpu˚sobu vy´pocˇtu
podobnostnı´ matice. Dokud se dveˇ prˇedchozı´ matice nelisˇı´ o prˇedem nadefinovanou
hodnotu, vy´pocˇet pokracˇuje da´l.
Vstupem vy´pocˇtu jsou dveˇ matice A a B, ktere´ reprezentujı´ zdrojovy´ ko´d a na´vrhovy´
vzor. Podobnostnı´ matice S velikosti na × nb je definova´na prvky sij , ktere´ reprezentujı´,
jak moc uzel j z grafu Ga a tedy matice sousednostiA, je podobny´ uzlu i z grafu Gb tedy
matice B. Hodnota v sij je nazy´va´na podobnostnı´ sko´re.
Popis algoritmu:
1. Z0 = 1, v maticiZ jsou ulozˇeny docˇasne´ vy´sledky vy´pocˇtu. Na zacˇa´tku jsou vsˇechny
prvky matice nastaveny na 1





3. Vy´sledna´ matice S je poslednı´ matice Zk
Vysveˇtlivky:
A,B jsou matice sousednosti grafu˚ Ga a Gb
‖.‖1 je vy´pocˇet 1-normy.
Vy´pocˇet prvnı´ normy:






Vzorec vypocˇte maxima´lnı´ hodnotu sloupcu˚ zadane´ matice.
Konvergence matice:
Vy´pocˇet podobnostnı´ matice koncˇı´ ve chvı´li, kdy matice konverguje. K tomu, aby se urcˇilo
zdali matice konverguje existuje neˇkolik prˇı´stupu˚. Ve sve´ pra´ci jsem si zvolil konvergenci
matice na za´kladeˇ vy´pocˇtu normy matice a na´sledne´m porovna´nı´ s hodnotou normy v









Jako dalsˇı´ normy by se daly pouzˇı´t normy rˇa´dkove´ nebo sloupcove´.
Prˇı´klad:
Jako uka´zku vy´pocˇtu pomocı´ tohoto algoritmu, pouzˇijeme jizˇ vy´sˇe uvedeny´ prˇı´klad u
prˇesny´ch metod. Po prˇevodu male´ho syste´mu (viz. obra´zek 24) a na´vrhove´ho vzoru, mu˚-
zˇeme prˇejı´t k samotne´mu vy´pocˇtu podobnostnı´ matice.
Nejprve vypocˇteme matici, ktera´ reprezentuje asociace v programu a v na´vrhove´m vzoru:
Vstup:
• Matice asociace reprezentujı´cı´ aplikaci











Da´le provedeme vy´pocˇet s maticemi reprezentujı´cı´mi generalizaci:
Vstup:
• Matice generalizace reprezentujı´cı´ aplikaci











Nynı´ ma´me k dispozici dveˇ matice, ktere´ reprezentujı´ podobnostnı´ sko´re za pouzˇitı´
matic asociacı´ a generalizacı´. K vy´sledne´ podobnostnı´ matici se dostaneme tak, zˇe matice
secˇteme a vy´slednou matici normalizujeme. Matice, kterou vy´sledek normalizujeme ma´
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na hlavnı´ diagona´le hodnoty 1/k. Cˇı´slo k je rovno pocˇtu matic ve ktery´ch se vzor popiso-
val, tzn. v nasˇem prˇı´padeˇ k = 2.










Vy´sledna´ matice S se tedy da´ cˇı´st tak, zˇe jednotlive´ rˇa´dky jsou trˇı´dy reprezentujı´cı´
analyzovany´ syste´m a sloupce jsou trˇı´dy vzoru. Kdyzˇ tedy vy´slednou matici budeme
analyzovat, z matice vyply´va´, zˇe existuje silna´ podobnost mezi trˇı´dami (A, 1) a (C, 2).
Podle obra´zku 24 jsou tedy uka´zkovy´ syste´m a uka´zkovy´ vzor vza´jemneˇ podobne´.
Jako poslednı´ cˇa´st te´to kapitoly si uvedeme vlastnı´ implementaci algoritmu Similarity




int x = MatrixCode.GetLength(0);
int y = MatrixPattern.GetLength(0);
double[,] MatrixResult = MatrixFill (1, y, x) ;
double[,] TempMatrix = new double[y, x];
double[,] MatrixTemp = null;
double[,] MatrixTemp1 = null;
double[,] MatrixTemp2 = null;









MatrixTemp = math.MatrixAdd(MatrixTemp1, MatrixTemp2);
MatrixResult = math.MatrixDivide(MatrixTemp, math. 1norm(
MatrixTemp));









double euclid a = 0;
for ( int i = 0; i < A.GetLength(0); i++)
{
for ( int j = 0; j < A.GetLength(1); j++)
{
euclid a += Math.Pow(A[i, j ], 2);
}
}
euclid a = Math.Sqrt(euclid a);
double euclid b = 0;
for ( int i = 0; i < B.GetLength(0); i++)
{
for ( int j = 0; j < B.GetLength(1); j++)
{
euclid b += Math.Pow(B[i, j ], 2);
}
}
euclid b = Math.Sqrt(euclid b);










Vy´pis 1: Algoritmus Similarity Scoring
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9 Uzˇivatelska´ prˇı´rucˇka
Abychom mohli vybrane´ metody oveˇrˇit pomocı´ experimentu˚, vytvorˇil jsem aplikaci Pat-
Finder, ktera´ implementuje metodu Similarity Scoring. Jedna´ se o jednoduchou aplikaci,
ktera´ obsahuje neˇkolik vzoru˚ vhodny´ch pro experimenty a da´le nabı´zı´ za´kladnı´ mozˇnosti
pra´ce s nacˇtenou komponentou. Vy´sledky detekcˇnı´ch metod jsou pak jednodusˇe zobra-
zeny. Obsahem uzˇivatelske´ prˇı´rucˇky je sezna´mit cˇtena´rˇe s vlastnı´m ovla´da´nı´m aplikace
a jejı´mi mozˇnostmi. Aplikace PatFinder je vytvorˇena´ jako klasicka´ desktopova´ aplikace
v prostrˇedı´ Microsoft Windows. K jejı´mu spusˇteˇnı´ je zapotrˇebı´ mı´t nainstalovany´ .NET
framework 2.0 nebo vysˇsˇı´. Aplikace nevyzˇaduje instalaci, proto je mozˇne´ aplikaci spousˇ-
teˇt prˇı´mo. Po spusˇteˇnı´ aplikace se zobrazı´ okno (viz. obra´zek 25), v tuto chvı´li mu˚zˇeme
zacˇı´t s aplikacı´ pracovat. Aplikace je rozdeˇlena na trˇi za´lozˇky. V prvnı´ za´lozˇce lze nacˇı´st
zdrojovy´ ko´d a da´le nastavit na´vrhovy´ vzor k porovna´nı´.
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Obra´zek 25: U´vodnı´ obrazovka aplikace
Po nacˇtenı´ zkompilovane´ho zdrojove´ho ko´du, se zobrazı´ seznam trˇı´d, ktere´ byly nale-
zeny. Mezi trˇı´dami je mozˇne´ listovat a prohlı´zˇet si tak jejich vazby asociace a generalizace
a take´ je mozˇne´ podı´vat se na seznam metod (viz. obra´zek 26).
Obra´zek 26: Aplikace po nacˇtenı´ komponenty
Uzˇivatel ma´ mozˇnost vybrat si na´vrhovy´ vzor, na ktere´m chce prove´st analy´zu a po
dvojkliku na na´zev vzoru se mu zobrazı´ sche´ma vzoru a kra´tky popis. Viz obra´zek 27.
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Obra´zek 27: Aplikace s detailem vybrane´ho vzoru
Jakmile je nacˇtena´ analyzovana´ komponenta a je vybra´n na´vrhovy´ vzor. Aktivuje se
tlacˇı´tko „Prove´st analy´zu“. Na konci vy´pocˇtu je pak v prave´ cˇa´sti aplikace - oznacˇenou
textem „Vy´sledky“, zobrazen vy´sledek analy´zy (viz. obra´zek 28).
Obra´zek 28: Vy´sledky analy´zy
Da´le je mozˇne´ zobrazit si grafickou podobu na´vrhove´ho vzoru, ktery´ byl analyzo-
va´n. Mı´sto na´zvu˚ trˇı´d na´vrhove´ho vzoru jsou ale zobrazeny na´zvy trˇı´d, ktere´ se nejvı´ce
podobajı´ jednotlivy´m trˇı´da´m vzoru(viz. obra´zek 29).
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Obra´zek 29: Vy´sledky analy´zy - zobrazenı´ vzoru
Take´ je mozˇne´ si zobrazit vy´slednou matici vy´pocˇtu. Obsah okna je mozˇne´ si zkopı´-
rovat a tak da´le s vy´sledkem pracovat(viz. obra´zek 30).
Obra´zek 30: Vy´sledky analy´zy - zobrazenı´ matice
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V aplikaci je da´le mozˇnost vyuzˇit vyhleda´va´nı´ prostrˇednictvı´m agrega´toru, kde si lze
vybrat vı´ce vzoru˚ pro analy´zu a na´sledneˇ se provede vy´raz pro jednotlive´ zvolene´ vzory.
Vı´ce viz. obra´zek 31
Obra´zek 31: Analy´za pomocı´ agrega´toru
Poslednı´ mozˇnostı´ je ulozˇenı´ vy´sledne´ matice do standartnı´ho forma´tu CSV (viz ob-
ra´zek 32)
Obra´zek 32: Export do forma´tu CSV
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10 Popis implementace
V te´to cˇa´sti pra´ce se budeme zaby´vat popisem prakticke´ cˇa´sti diplomove´ pra´ce. Aplikace,
kterou jsem vytvorˇil, se jmenuje PatFinder a aplikuje vybranou metodu similarity scoring.
Nejprve si napı´sˇeme neˇco o analy´ze pozˇadavku˚, pak se zameˇrˇı´me na na´vrh aplikace a
klı´cˇove´ funkce. Da´le pak se sezna´mı´me s uzˇivatelskou prˇı´rucˇkou a nakonec, v programa´-
torske´ cˇa´sti, popı´sˇeme jednotlive´ metody aplikace. Na obra´zku 33 je zna´zorneˇn datovy´
tok analy´zy vybrane´ komponenty.
10.1 Specifikace pozˇadavku˚
U´kolem aplikace je nacˇı´st prˇekompilovany´ program v prostrˇedı´ .NET framework, da´le
pak pomocı´ reflexe detekovat vsˇechny trˇı´dy a rozhranı´ a na za´kladeˇ vazeb typu aso-
ciace a generalizace sestavit orientovany´ graf, ktery´ se v aplikaci reprezentuje pomocı´
matice sousednosti. Da´le je v aplikaci umozˇneˇn vy´beˇr na´vrhove´ho vzoru, je mozˇnost
nahle´dnout na jeho strukturu a na´sledneˇ prove´st analy´zu na za´kladeˇ algoritmu similarity
scoring. Vy´sledky jsou pak zobrazeny tak, zˇe se vypisujı´ na´zvy trˇı´d, mezi ktery´mi byla na-
lezena podobnost. V aplikaci je mozˇne´ nastavovat pra´h, prˇes ktery´ se budou podobnosti
vypisovat.
10.2 Na´vrh aplikace
Na´vrhem aplikace se myslı´ prˇedevsˇı´m diagram trˇı´d a diagram vrstev. Protozˇe samotna´
aplikace nenı´ prˇı´lisˇ slozˇita´, stacˇila jednoducha´ analy´za, ktera´ ve sve´m vy´sledku navrhuje
vytvorˇit dvou-vrstvou aplikaci, kde uzˇivatelske´ rozhranı´ nabı´zı´ za´kladnı´ ovla´da´nı´ ze
strany uzˇivatel, tak jak je standardneˇ zvykem a pak business vrstvu, ktera´ se stara´ jak o
vlastnı´ logiku programu, tak i o vstupy a vy´stupy aplikace.
10.2.1 Diagram trˇı´d
V te´to podkapitole si vyjmenuje a popı´sˇeme trˇı´dy, ktere´ se nacha´zejı´ v tzv. business vrstveˇ
aplikace a ktere´ majı´ za u´kol nacˇı´st zdrojovy´ ko´d a na´sledneˇ na neˇm prove´st detekci
vybrane´ho vzoru.
V aplikaci jsou tyto trˇı´dy:
• Facade - trˇı´da, ktera´ umozˇnˇuje vstup do logiky aplikace
• FileOperation - tato trˇı´da zajisˇt’uje operace se soubory komponent
• LoadAssembly - v te´to trˇı´deˇ se analyzujı´ a nacˇı´tajı´ jednotlive´ assembly (kompo-
nenty)
• MathOperation - trˇı´da s metodami pro pocˇı´ta´nı´ s maticemi










Obra´zek 33: Datovy´ tok
• SimilarityScoring - tato trˇı´da obsahuje metody pro vy´pocˇet algoritmu similarity
scoring
• PatternAnalyze - tato trˇı´da zpracova´va´ vy´sledky vy´pocˇtu˚




































Obra´zek 34: Diagram trˇı´d
10.2.2 Diagram vrstev
Jak jizˇ bylo napsa´no na u´vod te´to kapitoly, jedna´ se o dvou-vrstvou aplikaci. Proto tzv.
business vrstva kromeˇ vlastnı´ logiky aplikace pracuje i se vstupy a vy´stupy.
GUI
Business
Obra´zek 35: Diagram vrstev
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10.3 Klı´cˇove´ funkce
V aplikaci PatFinder mu˚zˇeme najı´t neˇkolik du˚lezˇity´ch funkcı´, mezi ty klı´cˇove´ bychom
mohli zarˇadit tyto trˇi:
• Nacˇtenı´ assembly
• Sestavenı´ matic asociace a generalizace mezi trˇı´dami a rozhranı´mi
• Detekce vzoru na za´kladeˇ similarity scoringu
Ke kazˇde´ klı´cˇove´ funkci si uvedeme sekvencˇnı´ diagram, ktery´ na´m zna´zornˇujı´ cˇasove´
usporˇa´da´nı´ uda´lostı´ mezi jednotlivy´mi objekty.
10.3.1 Nacˇtenı´ assembly
Pomocı´ te´to klı´cˇove´ funkce se nacˇtou vsˇechny potrˇebne´ assembly, ktere´ da´le poskytnou






Obra´zek 36: Nacˇtenı´ assembly
10.3.2 Sestavenı´ matic asociace a generalizace
V te´to klı´cˇove´ funkci se nacˇtou jednotlive´ assembly s prˇekompilovany´mi zdrojovy´mi
ko´dy, na´sledneˇ vytvorˇı´ seznam trˇı´d a rozhranı´ a vytvorˇı´ dveˇ matice, ktere´ reprezentujı´
asociaci a generalizaci mezi trˇı´dami. Sekvencˇnı´ diagram je uveden zde 37.
10.3.3 Detekce vzoru na za´kladeˇ similarity scoring
V te´to poslednı´ klı´cˇove´ funkci se realizuje detekce vzoru za pouzˇitı´ neprˇesne´ metody a to






















Obra´zek 38: Detekce vzoru na za´kladeˇ similarity scoring
10.4 Slovnı´ popis implementace
Prvnı´ cˇa´st aplikace (prvnı´ modul) ma´ na starosti nacˇtenı´ analyzovane´ho programu a na´-
sledne´ sestavenı´ matic, ktere´ reprezentujı´ asociaci a generalizaci v analyzovane´ aplikaci.
K tomu abych nacˇetl analyzovanou aplikaci vyuzˇı´va´m v ra´mci .NET frameworku tech-
nologii reflexe. Tato technologie umozˇnˇuje zpeˇtnou analy´zu a pra´ci s aplikacemi, ktere´
byly v ra´mci .NET frameworku zkompilova´ny. Postup prˇi sestavenı´ matic je takovy´, zˇe
se nacˇte dll nebo exe soubor jako datovy´ typ Assembly,ktery´ da´le nabı´zı´ seznam vsˇech
objektu˚ a vztahu˚ mezi nimi.
Nacˇtenı´ assembly se prova´dı´ pomocı´ trˇı´dy Assembly:
Assembly assembly = Assembly.LoadFrom(path);
V tuto chvı´li jsou v promeˇnne´ assembly nacˇtene´ metainformace k analyzovane´ kompo-
nenteˇ. Protozˇe jsou veˇtsˇinou vyvı´jene´ aplikace rozdeˇleny do vı´ce komponent (naprˇ. jedna
realizuje logiku aplikace, druha´ naprˇı´klad prˇı´stup k datu˚m) je vhodne´ k analy´ze kom-
ponenty prˇipojit i ostatnı´ komponenty, ktere´ logicky do aplikace patrˇı´. K te´to informaci
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(seznamu referencı´) je mozˇne´ se dostat pomocı´ metodyGetReferencedAssemblies().
Metoda na´m tedy vracı´ seznam referencı´ a na´sledneˇ je adresa´rˇ, kde se samotna´ kompo-
nenta nacha´zı´ prozkouma´n, zdali neobsahuje komponenty, ktere´ patrˇı´ do referencı´. Jsou
li nalezeny´, jsou prˇipojeny k analy´ze a k sestavenı´ matic.
Jakmile je sestaven seznam vsˇech mozˇny´ch komponent k analy´ze, je vytvorˇen seznam
jednotlivy´ch trˇı´d, ktere´ jsou obsazˇeny v metainformacı´ch od jednotlivy´ch komponent.
K teˇmto informacı´m se dostaneme pomocı´ metody GetTypes(), ktera´ vracı´ podrobne´
informace o vsˇech typech, ktere´ jsou v assembly zastoupeny. Jednı´m z typu˚, ktere´ jsou v
metainformacı´ch obsazˇeny jsou jednotlive´ trˇı´dy, ze ktery´ch je komponenta slozˇena. Trˇı´dy,
ktere´ jsou zarˇazeny do seznamu, jsou testovany´ vlastnostmi isClass, isInterface a
isAbstract a to z toho du˚vodu, zˇe v metainformacı´ch se nacha´zejı´ i trˇı´dy, ktere´ nejsou
prˇı´mo soucˇa´stı´ syste´mu, ale kompila´tor je tam z du˚vodu˚ optimalizace prˇida´va´.
Ve chvı´li, kdy je sestaven kompletnı´ seznam trˇı´d, je mozˇne´ vytvorˇit matice, ktere´
reprezentujı´ vztahy generalizace a asociace mezi trˇı´dami.
Sestavenı´ matice, ktera´ reprezentuje generalizaci – deˇdicˇnost slouzˇı´ vlastnostBaseType.
Tato vlastnost v sobeˇ zanecha´va´ na´zev trˇı´dy, ktera´ je nadrˇazena´ analyzovane´ trˇı´deˇ. Vzˇdy
se otestuje, zdali nadrˇazena´ trˇı´da je obsazˇena v seznamu trˇı´d, pokud je, pak je mezi
analyzovanou trˇı´dou a nadrˇazenou trˇı´dou vytvorˇena vazba.
K vytvorˇenı´ matice reprezentujı´cı´ asociace mezi trˇı´dami je zapotrˇebı´ si ke kazˇde´ ana-
lyzovane´ trˇı´deˇ nacˇı´st pomocı´ metody GetFields() informace, ktere´ popisujı´ verˇejne´
informace v analyzovane´ trˇı´deˇ. Jedna z teˇchto informacı´ je seznam trˇı´d, na ktere´ se ana-
lyzovana´ trˇı´da odkazuje. Tato vlastnost na´m tedy umozˇnı´ sestavit matice asociacı´. Nutno
podotknout, zˇe prˇi sestavova´nı´ matice mu˚zˇe dojı´t k situaci, kdy nenı´ asociace mezi trˇı´dami
detekova´na. To je zpu˚sobeno sˇpatnou deklaracı´. Vı´ce informacı´ k technologii reflection je
mozˇna´ najı´t naprˇ. [25].
10.5 Popisy metod
V te´to kapitole si prˇiblı´zˇı´me nejdu˚lezˇiteˇjsˇı´ metody, ktere´ se v aplikaci vyskytujı´. Jejich
rozdeˇlenı´ je podle jednotlivy´ch trˇı´d, do ktery´ch patrˇı´ a da´le abecedneˇ serˇazene´.
10.5.1 FileOpertion
Tato trˇı´da zajisˇt’uje oveˇrˇenı´ a nacˇtenı´ dll nebo exe souboru.
• public void LoadAllDllFiles(string pFolder) - nacˇte vsˇechny dll sou-
bory ze zadane´ho adresa´rˇe a vsˇech podadresa´rˇu˚
10.5.2 LoadAssembly
V te´t trˇı´deˇ se nacˇtou jednotliva´ sestavenı´ a vytvorˇı´ se seznam jednotlivy´ch trˇı´d analyzo-
vane´ho syste´mu.
• public List<string> ListOfRefAssembly() - nacˇte vsˇechny assembly, na
ktere´ se anaylzovana´ assembly odkazuje
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• public void TestAssemblyFromDirectory() - otestuje prˇı´tomnost assem-
bly v zadane´m a adresa´rˇi
• public bool isInList(string assName) - test na prˇı´tomnost assembly v
seznamu
• public Assembly LoadOtherAssembly(string path) - nacˇtenı´ assembly
• public void MakeListOfClasses() - vytvorˇenı´ seznamu trˇı´d
10.5.3 Metody trˇı´dy MathOperation
Trˇı´da poskytuje matematicke´ operace nad maticemi.
• Public double 1norm(double[,] A) - vy´pocˇet prvnı´ normy matice
• Public double[,] MatrixAdd(double[,] A, double[,] B) - metoda na
soucˇet dvou matic
• Public double[,] MatrixDivide(double[,] A, double[,] B) - deˇlenı´
matice konstantou
• Public double[,] MatrixMultiple(double[,] A, double[,] B) - na´-
sobenı´ dvou matic
• Public double[,] MatrixTranspone(double[,] A) - transpozice matice
10.5.4 Metody trˇı´dy MatrixMake
V te´to trˇı´deˇ se vytva´rˇı´ matice asociace a generalizace
• public void MakeMatrix() - za´kladnı´ inicializace promeˇnny´ch a vola´nı´ jed-
notlivy´ch metod pro sestavenı´ matic asociace a deˇdicˇnosti
• private void MakeMatrixAssociation(Type[] types) - vytvorˇı´ matici
sousednosti, ve ktere´ jsou reprezentova´ny vazby typu asociace mezi trˇı´dami
• private void private void MakeMatrixGeneraliztion(Type[] types)
- vytvorˇı´ matici sousednosti, ve ktere´ jsou reprezentova´ny vazby typu generalizace
mezi trˇı´dami
• Private bool isClass(string cname) - v te´to metodeˇ se otestuje, je-li za-
dana´ trˇı´da v seznamu trˇı´d
• Private int PositionInList(string cname) - metoda, ktera´ urcˇı´ pozici
matice v ra´mci matice
• public List<string> ListOfAssocClass(string cname) - pomocna´ me-
toda pro vazby typu asociace
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• public List<string> ListOfGenClass(string cname) - pomocna´ metoda
pro vazby typu generalizace
10.5.5 Metody trˇı´dy SimilarityScoring
Ve trˇı´deˇ se realizuje vy´pocˇet pomocı´ metody Similarity scoring.
• Public double[,] CalculationSimilarityScore(double[,] MatrixCode,
double[,] MatrixPattern) - metoda na vlastnı´ vy´pocˇet similarity score
• Public bool Convergence(double[,] A, double[,] B) - metoda vy´po-
cˇtu na konvergenci matice
• Public double[,] MatrixFill(double what, int x, int y) - pomocna´
metoda prˇed-vyplneˇnı´ matice
10.5.6 Metody trˇı´dy PatternAnalyze
Tato trˇı´da analyzuje vy´sledne´ matice a sestavuje je do uzˇivatelsky prˇı´veˇtive´ho vzhledu.
• public List<int[,]> Analyze() - metoda, ktera´ analyzuje vy´sledky po vy´-
pocˇtu podobnostnı´ matice
• public bool isNull(double[,] mat) - test nulove´ matice
10.5.7 Metody trˇı´dy ExportToCSV
V te´to trˇı´deˇ se vy´sledna´ matice exportuje do forma´tu CSV.
• public void ExportCSV(double[,] arr, List<String> list, string
path) - metoda na export CSV
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11 Experimenty
Soucˇa´sti te´to pra´ce jsou experimenty, ktere´ byly provedeny v aplikaci PatFinder. Experi-
mentem tedy myslı´me, pokus na vstupnı´ch datech (komponenta´ch), ktere´ na´m poskytnou
vy´sledky o tom, je-li neˇjaky´ vzor obsazˇeny´ v komponenteˇ nebo ne. Ma´me tedy k dispozici
komponenty a da´le ma´me mozˇnost pomocı´ reflexe sestavit vztahy mezi trˇı´dami v kom-
ponenteˇ. Tyto vstupnı´ informace, tedy matice asociacı´ a generalizacı´ jsou vstupem pro
prˇesne´ a prˇiblizˇne´ metody.
V te´to cˇa´sti pra´ce si popı´sˇeme pokusy, ktere´ byly v ra´mci aplikace PathFinder pro-





Teˇmito vstupnı´mi daty jsou mysˇlena´ takove´ data, u ktery´ch vı´me, zˇe na´vrhovy´ vzor
je obsazˇen ve zdrojove´m ko´du programu. Teˇmito daty mu˚zˇeme tak proka´zat spolehlivost
detekcˇnı´ch metod a posoudit jejich kvalitu. Do pozitivnı´ch dat tedy zvolı´me data, ktere´
jsou specia´lneˇ vytvorˇena pro tuto aplikaci, a tedy to nejsou data rea´lny´ch programu˚.
Vytvorˇili jsme tedy sadu testovacı´ch vstupnı´ch dat, ktere´ jsme pote´ analyzovali. Jedna´
se o velice jednoduchou komponentu, ktera´ je jizˇ uvedena v prˇı´kladech u jednotlivy´ch
metod.
11.2 Negativnı´ prˇı´pady
Negativnı´mi prˇı´pady jsou mysˇlena´ takova´ vstupnı´ data, o ktery´ch vı´me, zˇe v nich nejsou
vzory obsazˇeny. Pouzˇite´ metody detekce by meˇly proka´zat, zˇe vzory nejsou detekova´ny.
Jak se ale uka´zˇe nı´zˇe, ne vzˇdy se ale tato domneˇnka potvrdı´.
11.3 Vlastnı´ experimenty
Experimenty jsou tedy provedeny jak na komponenta´ch, ktere´ jsou vytvorˇeny prˇı´mo
pro overˇenı´ platnosti metody detekce, tak na komponenta´ch rea´lny´ch aplikacı´. Vsˇechny
testovane´ komponenty jsou k nalezenı´ na prˇilozˇene´m CD v adresa´rˇi DATA.
11.3.1 Experiment cˇ. 1
Prvnı´ experiment byl proveden na testovacı´ komponenteˇ, ktera´ byla pro tuto potrˇebu
vytvorˇena. Jedna´ se o malou cˇa´st syste´mu, na ktere´ jizˇ vy´sˇe byla demonstrova´na metoda
detekce (24). Vzor je zde reprezentova´n maly´m vzorem, ktery´ se jmenuje element.
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Vy´sledek analy´zy je uveden v tabulce:
Vyhodnocenı´:
Analyzovany´ syste´m Vzor element
Class1 A
Class3 B
Tabulka 3: Experiment cˇ. 1
Tı´mto experimentem se na jednoduche´ komponenteˇ a jednoduche´m vzoru demonstrovala
uka´zka toho, zˇe obeˇ metody nasˇly vztah mezi komponentou a vzorem.
11.3.2 Experiment cˇ. 2
V tomto experimentu jsem se pokusil oveˇrˇit metodu na na´vrhove´m vzoru Adapte´r. Vzor
adapte´r popisuje rˇesˇenı´ proble´mu konverze rozhranı´ trˇı´dy na rozhranı´ jine´ trˇı´dy (viz.
obra´zek 6).
Vy´sledek analy´zy na provedene komponenteˇ, lze shrnout v tabulce:












Tabulka 4: Experiment cˇ. 2
Vyhodnocenı´:
Z tabulky je patrna´ sı´lna´ podobnost mezi trˇı´dami Adaptee z analyzovane´ komponenty a
trˇı´douTarget z na´vrhove´ho vzoru. Da´le je videˇt silna´ podobnost mezi trˇı´dami Adapter
a Adapter.
11.3.3 Experiment cˇ. 3
Dalsˇı´ experiment je provedeny na na´vrhove´m vzoru Kompozit (viz. obra´zek 8). Tento
vzor rˇesˇı´ problematiku usporˇa´da´nı´ objektu˚ do stromove´ struktury a na´sledny´ prˇı´stup k
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objektu˚m nebo skupineˇ objektu˚. K testova´nı´ byla pouzˇita aplikace, ktera´ skla´da´ graficke´
objekty (cˇa´ra,kruh) do slozˇiteˇjsˇı´ch objektu˚, ktere´ jsou z teˇchto objektu˚ poskla´da´ny.
Vy´sledky analy´zy jsou shrnuty v tabulce.










Tabulka 5: Experiment cˇ. 3
Vyhodnocenı´:
Z tabulky (??), ve ktere´ jsou zobrazeny vy´sledky je patrne´, zˇe mezi trˇı´dami, ktere´ reprezen-
tujı´ v analyzovane´ komponenteˇ trˇı´dy na´vrhove´ho vzoru je silna´ podobnost. Podobnost je
nejslineˇji videˇt u trˇı´d DrawingElement a Component.
11.3.4 Experiment cˇ. 4
V dalsˇı´m experimentu je provedena analy´za na komponenteˇ, ktera´ ma´ za u´kol logovat
provoz v ra´mci syste´mu. Na komponenteˇ byla provedena se´rie testu˚ s ru˚zny´mi vzory.
O komponenteˇ je zna´mo, zˇe v nı´ byl pouzˇit vzor Dekora´tor (viz. obra´zek 7). Tento vzor
slouzˇı´ k prˇida´va´ni funkcˇnosti beˇhem beˇhu objektu.
Vy´sledky analy´zy jsou shrnuty v tabulce.








Tabulka 6: Experiment cˇ. 4
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Vyhodnocenı´:
Mezi trˇı´dami cObject a Decorator byla detekova´na silna´ podobnost. Tato podobnost
je da´na tı´m, zˇe cObject v syste´mu je navrhnuta jako trˇı´da vzoru Decorator.
11.3.5 Experiment cˇ. 5
V tomto experimentu byla metoda detekce vyzkousˇena na na´vrhove´m vzoru Tova´rna
(viz. obra´zek 3). testovana´ komponenta byla pro tento experiment specia´lneˇ vytvorˇena´.
Vy´sledky analy´zy jsou shrnuty v tabulce.













Tabulka 7: Experiment cˇ. 5
Vyhodnocenı´:
U tohoto experimentu byla nalezena silna´ vazba mezi trˇı´dami uvedeny´mi v tabulce.
Vazba byla detekova´na pouze u generalizace, ale jizˇ nebyla detekova´na u asociace. Tento
experiment uka´zal, zˇe metoda funguje, pokud jsou dobrˇe sestaveny matice asociace a ge-
neralizace. Jednı´m z proble´mu prˇi vyuzˇitı´ reflexe je ten, zˇe nedoka´zˇe dostatecˇneˇ dobrˇe
detekovat vazby typu asociace. Experiment da´le uka´zal, zˇe metoda jizˇ nedoka´zˇe rozlisˇit
to, ktere´ trˇı´dy k sobeˇ patrˇı´ a ktere´ ne. Patrne´ je to z tabulky u trˇı´d Product a Creator.
11.4 Shrnutı´ experimentu˚
Z provedeny´ch experimentu˚ na ru˚zny´ch vstupnı´ch datech jsem dosˇel k za´veˇru, zˇe metoda











Obdobna´ skupina na´vrhovy´ch vzoru˚, ktere´ metoda Similarity scoring detekovala je uve-
dena v cˇla´nku: A review of design pattern mining techniques (vı´ce viz [26]). Tento cˇla´nek
shrnuje jednotlive´ metody detekce a nalezene´ vzory. Metoda Similarity scoring se tak
neda´ pouzˇı´t pro detekci vsˇech na´vrhovy´ch vzoru˚ v ra´mci rozdeˇlenı´ GoF a musı´ tak by´t
doplneˇna jesˇteˇ dalsˇı´ metodou. Du˚vodem procˇ nelze detekovat vsˇechny na´vrhove´ vzory
je ten, zˇe metoda se zaby´va´ syntakticky´m popisem vzoru a analyzovane´ho syste´mu.
Neˇktere´ vzory (prˇedevsˇı´m vzory chova´nı´) ale ke sve´mu spra´vne´mu pouzˇitı´ potrˇebujı´
vyuzˇı´t metody, ktere´ majı´ implementova´ny. Z tohoto du˚vodu metoda Similarity scoring
nepokry´va´ vsˇechny na´vrhove´ vzory rozdeˇlene´ dle GoF.
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12 Za´veˇr
V te´to diplomove´ pra´ci jsem se pokusil popsat metody a prˇı´stupy k vyhleda´va´nı´ na´vrho-
vy´ch vzoru˚ v ra´mci .NET frameworku.
Vybral jsem si metodu Similarity scoring, kterou jsem teoreticky popsal a da´le jsem
je implementoval a vytvorˇil aplikaci PatFinder, ktera´ metodu implementuje. Vy´sledkem
te´to pra´ce jsou provedene´ experimenty, pomoci ktery´ch jsem oveˇrˇil, zˇe metoda funguje
a da´va´ zajı´mave´ vy´sledky o analyzovany´ch komponenta´ch. Metoda proka´zala, zˇe neˇktere´
na´vrhove´ vzory nalezne a je pak jen na expertovi, zdali nalezene´ podobnosti odpovı´dajı´
i tomu, jak je syste´m navrzˇen a realizova´n. Aby bylo mozˇne´ dosa´hnout lepsˇı´ch vy´sledku˚
bylo by vhodne´ mı´t jesˇteˇ neˇjakou jinou metodu, ktera´ by se ale na na´vrhove´ vzory dı´vala
z jine´ho u´hlu pohledu a ne jen z pohledu syntakticke´ho.
Vy´sledky te´to pra´ce mi poslouzˇı´ k dalsˇı´mu zkouma´nı´ v te´to oblasti a k vytvorˇenı´ opti-




I tried to describe the methods and approaches to the design patterns detection in .NET
Framework in my diploma thesis.
I chose similarity score method which I described, after that I implemented it and
developed application called PatFinder. The results of my thesis are the experiments due
to them I have verified that the chosen method works and give the interesting results
about the analyzed components. Unambiguously is confirmed that if the design pattern
contained in a component, the methods detected it. The method showed that some design
patterns are found and then it´s up to the expert if the similarities are consistent with how
the system is designed and implemented. In order to achieve better results it would
be appropriate for some other method would be to design patterns, but looked from
another perspective and not just in terms of syntax.
The results of the thesis will allow me another research in this area and creation of
an optimization procedure in creating of anadjacency matrix and analysis.
63
14 Literatura
[1] Nikolaos Tsantalis, Alexander Chatzigeorgiou, George Stephanides, Spyros T. Hal-
kidis: Design pattern detection using similarity scoring,
IEEE Transactions on Software Engineering, 2006
[2] Erich Gamma, Richard Helm, Ralph Johnson, John Vlissides: Design Patterns: Ele-
ments of Reusable Object-Oriented Software, 1994
[3] Arnosˇt Vecˇerka: Grafy a grafove´ algoritmy, Olomouc, 2007
[4] Daniel Hort, Jirˇı´ Rachu˚nek : Algebra I, VUP, Olomouc, 2003
[5] Judith Bishop: C# 3.0 Design Patterns, O’REILLY, 2007
[6] Jim Arlow, Ils Neustadt: UML 2 a unifikovany´ proces vy´voje aplikacı´,
Computer Press, 2007
[7] Simon Robinson,K.Scott Allen,Ollie Cornes,Jay Glynn,Zach Greenvoss,
Burton Harvey,Christian Nagel,Morgan Skinner,Karli Watson:
C# Programujeme profesiona´lneˇ, Computer Press, 2003
[8] Ondrˇej Lehecˇka: PATTRON patterns online, 2005
[9] Endika Bengoetxea: Inexact Graph Matching Using Estimation of Distribution Algori-
thms, 2002
[10] Kaspar Riesen: Bipartite Graph Matching for Computing the Edit Distance of Graphs ,
Bern, 2007
[11] P.N. Suganthan, E.K. Teoh, D.P. Mital: Pattern recognition by homomorphic graph
matching using Hopfield neural networks , Singapore, 1995
[12] V.D.Blonde, A. Gajaro, M. Heymans, P.Senellart, P. Van Dooren: A measure of
similarity between graph vertices:Applications to synonym extraction and web searching,
SIAM Rev., vol. 46, no. 4, pp. 647-666, 2004
[13] Craig Larman: Applying UML and Patterns, Prentice Hall, 2009
[14] Vondra´k I., Kozˇusznik J., Ochodkova´ E.: Metody specifikace softwarovy´ch syste´mu˚,
VSˇB, 2006
64
[15] Isabelle Bloch: Fuzzy Relative Position Between Objects in Image Processing: A Morpholo-
gical Approach, IEEE Transactions on Pattern Analysis and Machine Intelligence , 1999
[16] Fowler M.: Patterns of enterprise application architecture, Addison Wesley, 2003
[17] Wikipedia: Security Patterns
[18] Kraval Ilja, RNDr.: Vzory, ktere´ byste meˇli zna´t,Object conculting s.r.o.,2007
[19] Data & Object Factory, LLC.: http://www.dofactory.com/Patterns/Patterns.aspx,
Data & Object Factory, LLC.
[20] Y. Gue´he´neuc, H. Sahraoui, a F. Zaidi: Fingerprinting design patterns.,
Proceedings of the 11th Working Conference on Reverse Engineering (WCRE), 2004
[21] R. Ferenc, A. Beszedes, L. Fulop, a J. Lele: Design pattern mining enhanced by machine
learning.,
In Proceedings of the 21st IEEE International Conference on Software Maintenance
(ICSM’05), 2005.
[22] Kaczor, Y. Gue´he´neuc a S. Hamel: Efficient Identification of Design Patterns with
Bit-vector Algorithm,
Proceedings of the Conference on Software Maintenance and Reengineering
(CSMR), 2006.
[23] C. Park, Y. Kang, C. Wu, a K. Yi: A static reference analysis to understand design pattern
behavior.,
In Proceedings of the 11th Working Conference on Reverse Engineering
(WCRE’04),2004.
[24] Jing Dong, Yongtao Sun, Yajing Zhao: Design Pattern Detection By Template Matching,
Proceedings of the 23rd Annual ACM Symposium on Applied Computing (SAC),
pages 765-769, Ceara´, Brazil, March 2008.
65
[25] Syed Fahad Gilani, Michael J Gillespie, Andy Olsen, Benny Mathew, James Hart:
Visual Basic.NET Reflection Handbook, Wrox 2002




Na prˇilozˇene´m CD jsou k dispozici zdrojove´ soubory k aplikaci a k dokumentaci a take´
je zde adresa´rˇ DATA, ve ktere´m jsou testovane´ data. Nejsou zde vsˇak vsˇechny testovane´
data a to z licencˇnı´ch du˚vodu˚.
