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Povzetek
Problem elektricˇne dominacije je optimizacijski problem, ki se je pojavil v novo-
dobnem cˇasu skupaj z razvojem elektricˇnih omrezˇij. V elektricˇnem omrezˇju je
potrebno nadzorovati tok in napetost na vseh sticˇiˇscˇih in povezavah. Merilne na-
prave so drage, zato vlada tezˇnja h postaviti najmanjˇsega sˇtevila naprav tako, da
bi omrezˇje ostalo v celoti nadzorovano. Problem elektricˇne dominacije se posplosˇi
na problem k-elektricˇne dominacije. V diplomski nalogi so z definicijo obeh pro-
blemov predstavljena pravila za sˇirjenje nadzora v omrezˇju. Za tem je podan in
dokazan linearen algoritem za iskanje optimalne k-elektricˇne dominantne mnozˇice
na drevesih. Sledi implementacija algoritma v programskem jeziku Java. V za-
kljucˇku pa je dokazana NP-polnost problema elektricˇne dominacije na dvodelnih
grafih.
Kljucˇne besede: elektricˇna dominacija, posplosˇena elektricˇna dominacija, drevo,
Java, NP-poln problem.

Abstract
The power domination problem is an optimization problem that has emerged to-
gether with the development of the power networks. It is important to control
the voltage and current in all the nodes and links in a power network. Measu-
ring devices are expensive, which is why there is a tendency to place a minimum
number of devices in a power network so that the network remains fully supervi-
sed. The k-power domination is a generalization of the power domination. The
thesis represents the rules of the dissemination of the control in the network. A
linear algorithm is provided for finding the optimal k-power dominating set on
trees and followed by the implementation of the algorithm in Java. At the end
NP-completeness for the power domination problem on bipartite graphs is proved.
Keywords: power domination, general power domination, tree, Java, NP-complete
problem.

Poglavje 1
Uvod
Zacˇetki elektrike segajo vse do starih Grkov, ki so poznali staticˇno elektriko. Kos
palice, ki je bil drgnjen ob krzno, je namrecˇ privlacˇil krzno. Okoli leta 1800 je nato
Alessandro Volta odkril baterijo, prvo javno oskrbo z elektricˇno energijo pa so leta
1881 s prizˇigom ulicˇnih svetilk predstavili v mestu Surrey v Veliki Britaniji [6, 7, 8].
V 20. stoletju se je razvoj nadaljeval, zacˇele so nastajati sˇtevilne elektrarne,
s tem pa so se pojavila velika elektricˇna omrezˇja. Z vecˇanjem omrezˇij je bilo po-
trebno nadzorovati tok in napetost na kablih. Za merjenje toka in napetosti so
obstajale fazne merilne naprave (PMU – phase measurement units), ki so predsta-
vljale precejˇsen strosˇek za vzdrzˇevalca omrezˇja. Da bi se strosˇki nabave in vgradnje
v omrezˇje minimizirali, bi bilo idealno postaviti minimalno sˇtevilo teh naprav v
omrezˇje. Ker obstajajo dodatna pravila, ki napravam omogocˇajo nadzirati tudi od-
daljene tocˇke in povezave, postane iskanje mest za postavitev najmanjˇsega sˇtevila
naprav precej zahtevno. Od tod se je razvil problem elektricˇne dominacije.
Problem elektricˇne dominacije je splosˇnejˇsa oblika klasicˇnega problema domi-
nantne mnozˇice, kjer je potrebno na grafu G poiskati najmanjˇso mnozˇico vozliˇscˇ
S ⊆ G tako, da so vsa vozliˇscˇa grafa G nadzorovana. Pri tem vozliˇscˇe v mnozˇici
S nadzoruje sebe in vse svoje sosede [4].
Pri problemu elektricˇne dominacije iˇscˇemo najmanjˇso mnozˇico vozliˇscˇ na enak
nacˇin, vendar je to le prvi korak. Nadzor iz posameznega vozliˇscˇa se lahko to-
krat tudi sˇiri. Cˇe so vsa sosednja vozliˇscˇa nadzorovanega vozliˇscˇa razen enega
nadzorovana, postane nadzorovano tudi preostalo vozliˇscˇe.
k-elektricˇna dominacija se od preproste elektricˇne dominacije razlikuje v doda-
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tnem parametru k, ki dolocˇa stopnjo posplosˇenosti problema. Natancˇneje, para-
meter k pove, najvecˇ koliko nenadzorovanih sosedov lahko ima neko nadzorovano
vozliˇscˇe, da lahko sˇiri nadzor med preostale nenadzorovane sosede.
V prvem poglavju bomo natancˇno definirali oba problema: elektricˇno domi-
nacijo in k-elektricˇno dominacijo. Nato se bomo osredotocˇili na k-elektricˇno do-
minacijo in pokazali, v kaksˇnih povezavah so med sabo elektricˇne dominacije pri
razlicˇnih parametrih k. Nato bomo na podlagi parametra k in velikosti grafa G
podali omejitev za najvecˇjo mozˇno optimalno k-elektricˇno dominantno mnozˇico.
Drugo poglavje namenjamo iskanju k-elektricˇne dominantne mnozˇice na dre-
vesih. Predstavili bomo linearen algoritem in nato implementacijo v program-
skem jeziku Java. Pri implementacij bomo za graficˇni vmesnik uporabili knjizˇnico
GraphStream.
V zadnjem poglavju pa dokazˇemo, da je problem elektricˇne dominacije NP-
poln problem. Dokler je NP 6= P pomeni, da je nesmiselno iskati algoritem, ki
bi problem resˇil v polinomskem cˇasu. Zato je bolje razviti kaksˇen aproksimacijski
algoritem, hevristicˇni algoritem, ali pa se posluzˇiti drugacˇnih metod.
Poglavje 2
Elektricˇna dominacija
V tem poglavju si bomo najprej ogledali osnovno elektricˇno dominacijo, ki ji bo
sledila posplosˇena elektricˇna dominacija in vecˇ trditev v povezavi s splosˇno elek-
tricˇno dominacijo. Najprej moramo definirati dve razlicˇni sosesˇcˇini, ki ju bomo
uporabljali v nadaljevanju.
Naj bo graf G = (V,E), kjer je mnozˇica V mnozˇica vozliˇscˇ grafa G, mnozˇica E
pa mnozˇica povezav grafa G. Mnozˇico vseh sosedov vozliˇscˇa v oznacˇimo z N(v),
torej N(v) = {u ∈ V (G) : uv ∈ E(G)}. Mnozˇici N(v) pravimo odprta sosesˇcˇina
vozliˇscˇa v. Cˇe odprti sosesˇcˇini dodamo vozliˇscˇe v, dobimo zaprto sosesˇcˇino N [v],
kjer je N [v] = N(v) ∪ {v}.
2.1 Osnovna elektricˇna dominacija
Problem elektricˇne dominacije smo opisali zˇe v uvodu. V tem poglavju bomo
uvedli nove oznake in definirali nove pojme.
Oznacˇimo za nadzorovano mnozˇico mnozˇico vseh nadzorovanih vozliˇscˇ v dolo-
cˇenem trenutku. Tedaj je sˇirjenje nadzora na grafu dolocˇeno takole.
Definicija 2.1. [1, 2] (Nadzorovana mnozˇica) Naj bo G = (V,E) graf in S ⊆
V (G). Nadzorovana mnozˇica (P iG(S))i≥0 na koraku i je dolocˇena z zacˇetnim pra-
vilom P1 in sˇiritvenim pravilom P2:
• P1: Za vsako vozliˇscˇe v ∈ S so vozliˇscˇe v in vsa njegova sosednja vozliˇscˇa
dodani v nadzorovano mnozˇico P 0G(S).
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• P2: Cˇe je vozliˇscˇe v ∈ P iG(S) in je vozliˇscˇe u edino sosednje vozliˇscˇe vo-
zliˇscˇa v, ki ni v nadzorovani mnozˇici P iG(S), potem je vozliˇscˇe u dodano v
nadzorovano mnozˇico v naslednji iteraciji: u ∈ P i+1G (S).
Opazimo, da se nadzorovana mnozˇica z vsako iteracijo povecˇa. Sˇirjenje se
zakljucˇi, ko v drugem pravilu ne najdemo nadzorovanega vozliˇscˇa z enim nenad-
zorovanim sosedom, ki bi omogocˇal sˇirjenje.
Definicija 2.2. [2] (Elektricˇna dominantna mnozˇica) Mnozˇica S je elektricˇna
dominantna mnozˇica takrat, kadar velja
P∞G (S) = V (G).
Najmanjˇsi kardinalnosti taksˇne mnozˇice pravimo elektricˇno dominantntno sˇtevilo
γP(G). γP(G)-mnozˇica je najmanjˇsa elektricˇna dominantna mnozˇica grafa G.
Cˇe je P iG(S) = V (G) za nek i ≥ 0, potem s podano elektricˇno dominantno
mnozˇico S uspesˇno nadzorujemo celoten grafG, vendar pri tem nimamo zagotovila,
da je elektricˇna dominantna mnozˇica S tudi optimalna. Tako dobimo problem
elektricˇne dominacije, kjer je potrebno poiskati najmanjˇso elektricˇno dominantno
mnozˇico S, da bo P∞G (S) = V (G).
2.2 Posplosˇena elektricˇna dominacija
Posplosˇena elektricˇna dominacija se od osnovne razlikuje v tem, da lahko vozliˇscˇe
sˇiri nadzor med svoje sosede, tudi cˇe ima nenadzorovanih sosedov vecˇ kot enega.
Definicija 2.3. [2] (Nadzorovana mnozˇica) Naj bo G = (V,E) graf in S ⊆ V (G).
Nadzorovana mnozˇica (P iG(S))i≥0 na koraku i je dolocˇena z zacˇetnim pravilom P1
in sˇiritvenim pravilom P2:
• P1: P 0G(S) = N [S],
• P2: P i+1G (S) = ∪{N [v] : v ∈ P iG(S) in |N [v]\P iG(S)| ≤ k}.
Definicija 2.4. [2] (k-elektricˇna dominantna mnozˇica) Mnozˇica S je k-elektricˇna
dominantna mnozˇica, cˇe velja P∞(S) = V (G). Najmanjˇso kardinalnost taksˇne
mnozˇice oznacˇimo z γP,k(G). γP,k(G)-mnozˇica pa je mnozˇica z najmanjˇso kardi-
nalnostjo.
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Opazka 2.5. [2] Vzemimo graf G in mnozˇici S, S′ ⊆ V (G). Cˇe je P i(S) ⊆ P j(S′)
za neki naravni sˇtevili i in j, je potem tudi P i+1(S) ⊆ P j+1(S′) in zato P∞(S) ⊆
P∞(S′). Torej, cˇe je mnozˇica S tudi k-elektricˇna dominantna mnozˇica, je mnozˇica
S′ tudi k-elektricˇna dominantna mnozˇica.
2.3 Povezava med k- in (k+1)-elektricˇno do-
minacijo
Poglejmo si, v kaksˇni povezavi so k-elektricˇne dominacije pri razlicˇnih vrednosti
parametra k.
Trditev 2.6. [2] Naj bo mnozˇica S tudi k-elektricˇna dominantna mnozˇica. Potem
je mnozˇica S tudi k′-dominantna mnozˇica za vsak k′ ≥ k in velja naslednja veriga
neenakosti:
γ(G) = γP,0(G) ≥ γP,1(G) ≥ γP,2(G) ≥ · · ·
Dokaz. Najprej dokazˇimo trditev, da je mnozˇica S tudi k′-dominantna mnozˇica za
vsak k′ ≥ k.
Cˇe najprej vzamemo i = 0, dobimo
P 0G,k′(S) = N [S] = P
0
G,k(S).
Za vsak naslednji korak i uporabimo pravilo P2. Cˇe je pravilo P2 izpolnjeno za
parameter k, sledi, da je izpolnjeno tudi za parameter k′. To vidimo iz pogoja
|N [v]\P iG(S)| ≤ k ≤ k′.
Tedaj velja P iG,k(S) ⊆ P iG,k′(S) za vsak i. Cˇe mnozˇica S nadzoruje celoten graf,
velja
V (G) = P∞G,k(S) ⊆ P iG,k′(S).
Torej je P iG,k′(S) = V (G) in zato je mnozˇica S tudi k
′-elektricˇna dominantna
mnozˇica.
Da neenakosti iz trditve 2.6 ne moremo izboljˇsati, sledi iz naslednjega rezultata.
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Trditev 2.7. [2] Naj bo {x}ni=0 koncˇno nenarasˇcˇajocˇe zaporedje naravnih sˇtevil.
Potem obstaja graf G tako, da je γP,k(G) = xk za vsak k, 0 ≤ k ≤ n.
Dokaz. Za vsak k, 0 ≤ k ≤ n, vzamemo xk − xk+1 kopij grafa K1,k+1 in xn+1
nastavimo na 0. Iz centrov zvezd sestavimo kliko tako, da vsak center povezˇemo z
vsakim drugim centrom. Tedaj mora k-elektricˇna dominantna mnozˇica S vsebovati
vsaj eno vozliˇscˇe iz vsake zvezde K1,j , kjer je j ≥ k + 1. Recimo, da to ni res.
Naj obstaja zvezda K1,i, ki ne vsebuje vozliˇscˇa v mnozˇici S. Potem bo prvo
nadzorovano vozliˇscˇe v zvezdi K1,i centralno vozliˇscˇe zvezde. Ker ima centralno
vozliˇscˇe vsaj k + 1 nenadzorovanih sosedov (listov zvezde K1,i), ne more sˇiriti
nadzora med njimi. To je v protislovju s predpostavko, da je mnozˇica S tudi k-
elektricˇna dominantna mnozˇica. Torej mnozˇica S res vsebuje vsaj eno vozliˇscˇe iz
vsake zvezde K1,j .
Naj bo sˇtevilo z enako sˇtevilu zvezd K1,j , za katere je j ≥ k + 1. Tedaj vemo,
da je γP,k(G) ≥ z. Pokazˇimo, da velja γP,k(G) = z. V mnozˇico S dodamo centre
zvezd K1,j . Oznacˇimo eno od teh vozliˇscˇ z v. Ker je vozliˇscˇe v v mnozˇici S, so
po pravilu P1 nadzorovana vsa vozliˇscˇa v kliki, ki jo sestavljajo centri zvezd. V
naslednji iteraciji sˇirijo nadzor centri zvezd K1,j′ , kjer je j
′ ≤ k. Torej smo pokrili
celoten graf G in dobimo γP,k(G) = z. Za konec sˇe natancˇno presˇtejmo sˇtevilo
zvezd K1,j :
z = (xk − xk+1) + (xk+1 − xk+2) + · · ·+ (xn − xn+1) = xk − xn+1 = xk.
Torej je γP,k(G) = xk.
2.4 Implementacija grafa – zvezde v kliki
V tem razdelku je podana implementacija primera iz trditve 2.7.
Vhodni podatek za program je seznam nenarasˇcˇajocˇih pozitivnih celih sˇtevil
seq in parameter k za stopnjo posplosˇenosti.
V rezultatu dobimo izrisan graf, ki ima oznacˇeno kliko in optimalno k-elektricˇno
dominantno mnozˇico.
V dokazu trditve smo najprej definirali zvezde K1,i(G) in nato iz korenov zvezd
sestavili kliko. Pri implementaciji smo ta vrstni red obrnili. Za zacˇetek ustvarimo
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nov razred ConnectedStars, ki mu nastavimo atribut id. Ta je potreben zgolj za
kreiranje novih vozliˇscˇ in nima pomembnih funkcij. S funkcijo createClique zgra-
dimo kliko. S funkcijo compute in createStar graf dopolnimo do ustreznih zvezd
K1,i(G), ki bi nastale ob odstranitvi povezav klike. Vse komponente nato povezˇemo
v glavnem programu main.
1 pub l i c s t a t i c Node [ ] c r ea t eC l i que ( Graph g , i n t s i z e ) {
2
3 Node [ ] nodes = new Node [ s i z e ] ;
4 f o r ( i n t i = 0 ; i < s i z e ; i++ ) {
5 Node n = g . addNode ( In t eg e r . t oS t r i ng ( id += 1 ) ) ; // u s t va r i v o z l i s c e
6 nodes [ i ] = n ; // dodaj v seznam
7 f o r ( i n t j = 0 ; j < i ; j++ ) { // dodaj povezave s p r e o s t a l im i
v o z l i s c i
8 g . addEdge ( In t eg e r . t oS t r i ng ( id += 1 ) , nodes [ j ] , n ) ; // dodaj
povezovo
9 }
10 }
11 r e turn nodes ;
12 }
Program 2.1: Funkcija kreira kliko.
1 pub l i c s t a t i c void compute ( Graph g , i n t [ ] seq , Node [ ] nodes , i n t domNum )
{
2 i n t counter = 0 ;
3 // zanka po r a z l i c n i h vrstah zvezd
4 f o r ( i n t k = 0 ; k < seq . l ength − 1 ; k++ ) {
5 i n t d i f = seq [ k ] − seq [ k+1] ;
6 // kop i j e zvezd z enakim stev i l om l i s t o v
7 f o r ( i n t j = 0 ; j < d i f ; j++ ) {
8 c r e a t eS ta r ( g , nodes [ counter+j ] , 1 , k+1 ) ; // funkc i j a , k i u s t va r i
zvezdo
9 // pobarvaj c en te r zvezde , ce l e to u s t r e za pogoju
10 i f ( k>= domNum ) {
11 nodes [ counter+j ] . s e tAt t r i bu t e ( ” u i . c l a s s ” , ” r equ i r ed ” ) ;
12 }
13 }
14 // p r e s t av i counter na zacetek nas l edn j ega sk lopa centrov
15 counter += d i f ;
16 }
17 }
Program 2.2: Funkcija za izdelavo pravilnega sˇtevila kopij zvezd.
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1 pub l i c s t a t i c void c r e a t eS ta r ( Graph g , Node root , i n t length , i n t dens i ty
) {
2 f o r ( i n t i = 0 ; i < dens i ty ; i++ ) {
3 Node parent = root ; // parent j e v o z l i s c e , k i bo dob i l o novega soseda
4 f o r ( i n t j = 0 ; j < l ength ; j++ ) {
5 Node ch i l d = g . addNode ( In t eg e r . t oS t r i ng ( id += 1 ) ) ; // nov sosed
6 g . addEdge ( In t eg e r . t oS t r i ng ( id += 1 ) , parent , c h i l d ) ; // nova
povezava
7 parent = ch i l d ; // nas tav i novo v o z l i s c e
8 }
9 }
10 }
Program 2.3: Funkcija kreira zvezdo.
1 pub l i c s t a t i c void main ( S t r ing [ ] a rgs ) {
2
3 // nenarascu joce zapored je p o z i t i v n i h c e l i h s t e v i l
4 i n t [ ] seq = {7 , 5 , 5 , 3 , 2 , 0} ;
5 i n t k = 3 ;
6
7 // u s t va r i g r a f in ga i n i c i a l i z i r a
8 Graph g = new SingleGraph ( ”Graph” ) ;
9 g . addAttr ibute ( ” u i . s t y l e s h e e t ” , s t y l eShe e t ) ;
10 g . d i sp l ay ( ) ;
11
12 Node [ ] nodes = c r ea t eC l i que (g , seq [ 0 ] ) ; // f unk c i j a nared i k l i k o in vrne
seznam v o z l i s c
13 c o l o r i z eC l i q u e ( nodes ) ; // f unk c i j a pobarva v o z l i s c a v k l i k i modro
14 compute ( g , seq , nodes , k ) ; // f unk c i j a k r e i r a zvezde , k j e r so c e n t r i
zvezd v o z l i s c a i z k l i k e
15 }
Program 2.4: Glavni program.
Primer, ki smo si ga izbrali, je enak primeru iz cˇlanka [2]. Za seznam smo
vzeli sˇtevila {7, 5, 5, 3, 2, 0} in k = 3. Ta dva parametra lahko v skladu s pravili
poljubno spremenimo in tako dobimo drugacˇen rezultat.
Rezultat za primer v prejˇsnjem odstavku prikazuje slika 2.1. Rdecˇa vozliˇscˇa
predstavljajo vozliˇscˇa v k-elektricˇni dominantni mnozˇici. Modra in rdecˇa vozliˇscˇa
skupaj pa predstavljajo kliko.
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Slika 2.1: Graf, kjer so centri zvezd med sabo povezani v kliko.
2.5 Meja za k-elektricˇno dominantno sˇtevilo
V nadaljevanju bomo spoznali nekaj trditev in lem, nato pa na podlagi sˇtevila
vozliˇscˇ in parametra k v trditvi podali zgornjo mejo za k-elektricˇno dominantno
sˇtevilo.
Trditev 2.8. [2] Naj bo G povezan graf in naj bo najvecˇja stopnja grafa ∆(G) ≤
k + 1. Potem velja
γP,k(G) = 1.
Dokaz. Trdimo, da je mnozˇica S = {v} tudi k-elektricˇna dominantna mnozˇica
grafa G za vsako vozliˇscˇe v. Naj bo w ∈ P iG(S) poljubno nadzorovano vozliˇscˇe na
koraku i razlicˇno od v, i ≥ 0. Vozliˇscˇe w mora imeti v P iG(S) vsaj eno sosednje
vozliˇscˇe, saj drugacˇe vozliˇscˇe w ne bi moglo biti nazdorovano iz mnozˇice S = {v}.
Zato je
|N(w)\P iG(S)| ≤ d(w)− 1 ≤ k.
Druga neenakost velja po predpostavki ∆(G) ≤ k + 1. Od tod sledi N(w) ⊆
P i+1(S). To pomeni, da lahko vsako vozliˇscˇe, ko postane nadzorovano, v nasle-
dnji iteraciji doda med nadzorovane sˇe vse svoje sosede. Torej velja P i+1G (S) =
N [P iG(S)]. Zaradi povezanosti grafa G pa dobimo
P∞G (S) = V (G).
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Grafi z maksimalno stopnjo ∆(G) manjˇso ali enako k+1 teoreticˇno niso posebej
zanimivi, saj je dovolj v k-elektricˇno dominantno mnozˇico vstaviti eno poljubno
vozliˇscˇe in graf bo v celoti nadzorovan. V nadaljevanju bomo zato obravnavali grafe
z maksimalno stopnjo vsaj k+2. Takrat resˇitev problema k-elektricˇne dominantne
mnozˇice ni trivialno dolocˇena.
Trditev 2.9. [2] Naj bo mnozˇica S tudi k-elektricˇna dominantna mnozˇica na
grafu G. Cˇe mnozˇica S vsebuje vozliˇse v stopnje najvecˇ k + 1, potem je mnozˇica
S\{v} ∪ {u} tudi k-elektricˇna dominantna mnozˇica na grafu G za vsak u ∈ N(v).
Dokaz. Naj bo S′ = (S\{v}) ∪ {u}. Ker je u ∈ S′ in u ∈ N(v), po pravilu
P1 k-elektricˇne dominacije velja, da je u, v ∈ P 0(S′). Ob uporabi predpostavke
d(v) ≤ k + 1 je sˇtevilo nenadzorovanih sosedov vozliˇscˇa v v P 0(S′) najvecˇ k:
|N(v)\P 0(S′)| ≤ d(v)− 1 ≤ k.
Vozliˇscˇe v izpolnjuje pogoj sˇirjenja iz pravila P2, zato je N [v] ⊆ P 1(S′). Torej
velja P 0(S) ⊆ P 1(S′). Po opazki 2.5 je mnozˇica S′ tudi k-elektricˇna dominantna
mnozˇica na grafu G.
Trditev 2.10. [2] Naj bo G povezan graf z najvecˇjo stopnjo vsaj k + 2. Potem
obstaja γP,k(G)-mnozˇica, ki vsebuje zgolj vozliˇscˇa stopnje vsaj k + 2.
Dokaz. Naj bo mnozˇica S γP,k(G)-mnozˇica, ki vsebuje najvecˇje mozˇno sˇtevilo
vozliˇscˇ stopnje vsaj k+ 2. Predpostavimo, da obstaja vozliˇscˇe v ∈ S, ki je stopnje
najvecˇ k + 1. Naj bo w vozliˇscˇe, ki je najblizˇje vozliˇscˇu v in je stopnje vsaj k + 2.
To pomeni, da je na poti med v in w minimalno sˇtevilo vozliˇscˇ in so vsa vozliˇscˇa
stopnje najvecˇ k + 1.
Vzemimo torej najkrajˇso pot p = (x0, x1, . . . , xj), kjer je x0 = v in xj = w.
Cˇe uporabimo trditev 2.9 iterativno, je mnozˇica Si = S\{v} ∪ {xi} k-elektricˇna
dominantna mnozˇica na grafu G za vsak i, 1 ≤ i ≤ j. To je res tudi za i = j. Ker
je xj = w, dobimo v mnozˇici Sj = S\{v} ∪ {w} eno vozliˇscˇe stopnje vsaj k + 2
vecˇ kot v S. Vozliˇscˇe v s stopnjo najvecˇ k + 1 namrecˇ zamenjamo z vozliˇscˇem w,
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ki pa je stopnje vsaj k+ 2. Torej smo v protislovju s predpostavko, da mnozˇica S
vsebuje najvecˇje mozˇno sˇtevilo vozliˇscˇ stopnje vsaj k + 2.
Definicija 2.11. [2] S-privatna sosesˇcˇina vozliˇscˇa v ∈ S je mnozˇica tistih sose-
dnjih vozliˇscˇ vozliˇscˇa v, ki nimajo soseda v mnozˇici S\{v}. S-privatno sosesˇcˇino
oznacˇimo z eps(v, S) (elektricˇna privatna sosesˇcˇina).
Trditev 2.12. [2] Naj bo graf G povezan graf z maksimalno stopnjo vozliˇscˇa
∆(G) ≥ k + 2. Potem obstaja γP,k(G)-mnozˇica S tako, da ima vsako vozliˇscˇe v v
mnozˇici S vsaj k + 1 S-privatnih sosedov: |eps(v, S)| ≥ k + 1 za vsak v ∈ S.
Dokaz. Naj bo mnozˇica S γP,k(G)-mnozˇica z vozliˇscˇi, ki imajo po trditvi 2.10
stopnjo vsaj k + 2. Cˇe za vsako vozliˇscˇe v ∈ S velja |eps(v, S)| ≥ k + 1, potem
trditev velja.
Predpostavimo sedaj, da obstaja vozliˇscˇe v ∈ S tako, da je |eps(v, S)| ≤ k.
Obravnavajmo dve mozˇnosti.
1) Naj bo vozliˇscˇe w ∈ S sosednje vozliˇscˇu v. Trdimo, da je mnozˇica S′ = S\{v}
tudi k-elektricˇna dominantna mnozˇica na grafu G. Ker je w ∈ S, je v ∈ P 0(S′) in
po predpostavki |eps(v, S)| ≤ k dobimo
|N(v)\P 0(S′)| = |eps(v, S)| ≤ k.
Dalje velja N [v] ⊆ P 1(S′) in zato je P 0(S) ⊆ P 1(S′). Po opazki 2.5 je mnozˇica S′
tudi k-elektricˇna dominantna mnozˇica na G. To pa je v protislovju z minimalnostjo
mnozˇice S, saj je
|S′| = |S\{v}| < |S|.
2) Naj bo vozliˇscˇe v ∈ S brez soseda v mnozˇici S. Ker je d(v) ≥ k+2 in je mocˇ
S-privatne sosesˇcˇine vozliˇscˇa v enaka |eps(v, S)| ≤ k, obstaja vozliˇscˇe w ∈ N(v)
in vozliˇscˇe x ∈ S tako, da je vozliˇscˇe w ∈ N(x). Vozliˇscˇe w zaradi vozliˇscˇa v ni
privatni sosed vozliˇscˇa x.
Naj bo
S′ = (S\{v}) ∪ {w},
cˇe je d(w) ≥ k + 2, sicer naj bo
S′ = S\{v}.
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Sedaj trdimo, da je mnozˇica S′ tudi k-elektricˇna dominantna mnozˇica. V obeh
primerih velja
v ∈ N(w) ⊆ P 1(S′).
V prvem primeru je vozliˇscˇe w ∈ S′ in zato je
v ∈ P 0(S′) ⊆ P 1(S′).
V drugem primeru imamo d(w) ≤ k + 1 in vozliˇscˇe x ∈ S′. Zato lahko uporabimo
sˇiritveno pravilo P2. Cˇe sedaj uposˇtevamo predpostavko |eps(v, S)| ≤ k, velja
|N(v)\P 1(S′)| ⊆ |eps(v, S)| ≤ k.
Od tod sledi, da lahko vozliˇscˇe v v naslednji iteraciji razsˇiri nadzor na svoje sosede.
Torej je N [v] ⊆ P 2(S′) in zato dobimo P 0(S) ⊆ P 2(S′). Po opazki 2.5 sedaj sledi,
da je mnozˇica S′ tudi k-elektricˇna dominantna mnozˇica. Ker ima mnozˇica S′ eno
vozliˇscˇe manj kot mnozˇica S, ki je po definiciji optimalna mnozˇica, smo priˇsli do
protislovja.
Torej ima vsako vozliˇscˇe v optimalni k-elektricˇni dominantni mnozˇici S vsaj
k + 1 S-privatnih sosedov.
Priˇsli smo do glavne trditve v tem poglavju. Poiskati zˇelimo ostro zgornjo
mejo za velikost optimalne k-elektricˇne dominantne mnozˇice. Poznavanje zgornje
meje nam pomaga pri iskanju resˇitve. Cˇe je mnozˇica S tudi k-elektricˇna dominan-
tna mnozˇica in je velikost mnozˇice S vecˇja od zgornje meje, lahko sklepamo, da
mnozˇica S zagotovo ni optimalna resˇitev. Cˇe pa je velikost mnozˇice S pod zgornjo
mejo, smo optimalni resˇitvi relativno blizu. Mozˇno je, da smo optimalno resˇitev
tudi nasˇli, vendar nam v splosˇnem zgornja meja ne da tega zagotovila.
Izrek 2.13. Naj bo G povezan graf reda n = |V | ≥ k + 2. Potem velja
γP,k(G) ≤ n
k + 2
. (2.1)
Meja je najboljˇsa mozˇna.
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Dokaz. Veljavnost neenakosti 2.1 dobimo neposredno iz trditve 2.8 in trditve 2.12.
Cˇe je ∆(G) ≤ k + 1, po trditvi 2.8 velja γP,k(G) = 1. Po predpostavki izreka 2.13
imamo n ≥ k + 2, zato dobimo
γP,k(G) = 1 ≤ n
k + 2
.
Cˇe je ∆(G) ≥ k + 2, po trditvi 2.12 obstaja γP,k(G)-mnozˇica S, ki vsebuje samo
vozliˇscˇa z vsaj k+ 1 S-privatnimi sosedi. Od tod sledi, da je sˇtevilo vseh privatnih
sosedov mnozˇice S enako
|S|∑
i=1
(k + 1) = |S|(k + 1).
Zraven priˇstejemo sˇe vsa vozliˇscˇa iz mnozˇice S in vsota le-teh ne more prerasti
sˇtevila vseh vozliˇscˇ v grafu G:
|S|(k + 1) + |S| = |S|(k + 2) ≤ |V (G)| = n
oziroma
|S|(k + 1) + |S| ≤ |V (G)|.
Ker je γP,k(G) ≤ |S|, dobimo
γP,k(G)(k + 2) ≤ |S|(k + 2) ≤ n
in od tod γP,k(G) ≤ nk+2 .
Poiskati moramo sˇe primer, s katerim dosezˇemo zgornjo mejo. Naj bo G pove-
zan graf reda n. Vozliˇscˇa grafa G oznacˇimo z v1, v2, . . . , vn. Naj bo H1, H2, . . . ,
Hn druzˇina grafov na k + 1 vozliˇscˇih. Nov graf G
′ zgradimo tako, da vzamemo
disjunktivno unijo teh grafov in dodamo povezave tako, da vozliˇscˇe vi povezˇemo z
vsemi vozliˇscˇi v Hi za vsak i, 1 ≤ i ≤ n.
Pokazˇimo, da mora k-elektricˇna dominantna mnozˇica grafa G′ vsebovati vsaj
eno vozliˇscˇe iz mnozˇice vozliˇscˇ V (Hi)∪ {vi}. Dokazujemo s protislovjem. Recimo,
da obstaja sˇtevilo j, 1 ≤ j ≤ n, in k-elektricˇna dominantna mnozˇica S, ki ne
vsebuje vozliˇscˇa iz mnozˇice V (Hj) ∪ {vj}.
Na zacˇetku, pred uporabo pravil P1 in P2, v mnozˇici Hj po predpostavki
ni nadzorovanega vozliˇscˇa, zato je P 0(S) ∩ V (Hj) = ∅. Naj bo i ∈ N taksˇno
najmanjˇse sˇtevilo, da obstaja vozliˇscˇe x ∈ V (Hj) ∩ P i(S). Vozliˇscˇe x in sˇtevilo
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Preostali del grafa G′Graf Hi
Graf G′
Slika 2.2: Primer grafa G′ z vozliˇscˇem vi ter podgrafom Hi na petih vozliˇscˇih.
i zagotovo obstajata, saj je mnozˇica S tudi k-elektricˇna dominantna mnozˇica, ki
lahko s pomocˇjo pravil P1 in P2 nadzoruje celoten graf. To pomeni, da od i-
te iteracije naprej nadzorujemo tudi x. Ker je vozliˇscˇe x dodano v nadzorovano
mnozˇico P i(S), obstaja sosed y ∈ N(x), za katerega velja y ∈ P i−1(S). Vozliˇscˇe
x ima natanko k + 1 sosedov, vozliˇscˇe vj ter k vozliˇscˇ v Hj . Ker je eno od teh
vozliˇscˇe y, ki je nadzorovano, ima vozliˇscˇe x najvecˇ k sosedov, ki niso v P i−1(S).
Ker je N(x) ⊆ V (Hj) ∪ {vj} in V (Hj) ∩ P i−1(S) = ∅, sledi vj = y ∈ P i−1(S). Cˇe
pogledamo vozliˇscˇe vj , velja N [vj ]\P i−1(S) ⊇ V (Hj). Zato je
|N [vj ]\P i−1(S)| ≥ |V (Hj)| = k + 1.
To pomeni, da vozliˇscˇa v grafu Hj ne morejo biti nadzorovana, saj sˇiritvenega
pravila P2 na vozliˇscˇu vj ne moremo uporabiti. Sˇtevilo nenadzorovanih sosedov
vozliˇscˇa vj je namrecˇ vecˇ kot k. Tako pridemo do protislovja.
Torej mora k-elektricˇna dominantna mnozˇica grafa G′ vsebovati vsaj eno vo-
zliˇscˇe iz mnozˇice V (Hi) ∪ {vi} za vsak i, 1 ≤ i ≤ n. To pomeni, da k-elektricˇna
dominantna mnozˇica izmed vozliˇscˇ v V (G′) vsebuje vsaj n vozliˇscˇ. Ker je |V (G′)| =
n(k + 2) in γP,k(S) = n, v trditvi dosezˇemo enakost
γP,k(G
′) = n =
n(k + 2)
k + 2
=
|V (G′)|
k + 2
.
Poglavje 3
Elektricˇna dominacija na
drevesih
Resˇitev problema k-elektricˇne dominacije je v splosˇnem NP-poln problem. Mi si
bomo ogledali iskanje k-elektricˇne dominantne mnozˇice na drevesih. Predstavili
bomo algoritem ter implementacijo algoritma v programskem jeziku Java.
Problem k-elektricˇne dominacije na drevesih je linearne cˇasovne zahtevnosti.
Algoritme za iskanje k-elektricˇne dominantne mnozˇice najdemo v [2, 4, 5].
Predstavili bomo algoritem iz cˇlanka [2]. Glavna ideja je postopno brisanje
listov. V ta namen za vsako vozliˇscˇe uvedemo posebne oznake, ki nosijo dodatne
informacije. Algoritem jih uporablja za svoje izvajanje in dolocˇanje k-elektricˇne
dominantne mnozˇice.
3.1 Predpriprave
Preden se lotimo algoritma, najprej vsakemu vozliˇscˇu dodamo dve oznaki: av, bv.
Oznaka av lahko zavzame tri vrednosti: av ∈ {R,F,B}. Oznaka R (required)
oznacˇuje vozliˇscˇe v k-elektricˇni dominantni mnozˇici. Oznaka F (free) oznacˇuje
nadzorovano vozliˇscˇe, ki lahko sˇiri nadzor, in oznaka B (bound) oznacˇuje nenad-
zorovano vozliˇscˇe. V nadaljevanju bomo rekli, da je vozliˇscˇe v v stanju R, cˇe je
av = R, in enako za stanji F in B [2].
Druga oznaka je bv. To je sˇtevilo, ki se uporablja predvsem v stanjih F in
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B. Oznaka pove, h koliko sosedom lahko pripadajocˇe vozliˇscˇe sˇiri nadzor. Pri
k-elektricˇni dominaciji vrednost oznake ne presezˇe vrednosti k [2].
Poglejmo si definicijo L-elektricˇne dominantne mnozˇice, ki je splosˇnejˇsa oblika
definicije k-elektricˇne dominantne mnozˇice.
Definicija 3.1. [2] Vsakemu vozliˇscˇu grafa G pripnemo oznako L(v) := (av, bv),
kjer je av ∈ {R,F,B} in bv ∈ {0, 1, . . . , k}. L-elektricˇna dominantna mnozˇica
S grafa G je podmnozˇica mnozˇice vozliˇscˇ V (G) tako, da za vsako vozliˇscˇe v z
oznako av = R velja v ∈ S. Nadzorovana mnozˇica P iG,L(S) na koraku i, i ≥ 0, je
definirana po naslednjih dveh pravilih:
(PL1) P 0G,L(S) = N [S] ∪ {v : av = F},
(PL2) P i+1G,L(S) = P
i
G,L(S) ∪ {N [v] : v ∈ P iG,L(S) in |N [v]\P iG,L(S)| ≤ bv}.
Zacˇetno nadzorovano mnozˇico L-elektricˇne dominantne mnozˇice inicializiramo
z N [S], kar je enako kot pri k-elektricˇni dominaciji. Dodamo pa sˇe vozliˇscˇa v
stanju F . Posplosˇi se tudi sˇiritveni pogoj. V k-elektricˇni dominaciji je pogoj
sˇirjenja nadzora iz nadzorovanega vozliˇscˇa v izpolnjen, cˇe je sˇtevilo nenadzorovanih
sosedov |N [v]\P iG,L(S)| manjˇse od k. Sˇtevilo k je skupno vsem vozliˇscˇem. V L-
elektricˇni dominaciji pa je pogoj sˇirnjena nadzora dolocˇen z oznako bv za vsako
vozliˇscˇe posebej. Cˇe vsakemu vozliˇscˇu v ∈ V (G) nastavimo L(v) = (B, k), dobimo
ravno k-elektricˇno dominacijo.
Kadar bo vozliˇscˇe v ∈ P iG,L(S) zadosˇcˇalo pogoju |N [v]\P iG,L(S)| ≤ bv, bomo
rekli, da vozliˇscˇe v zadosˇcˇa sˇiritvenemu pogoju L-PC (L-propagation condition).
Z γP,L(G) bomo oznacˇili L-elektricˇno dominantno sˇtevilo, ki je definirano kot
najmanjˇsa kardinalnost L-elektricˇne dominantne mnozˇice na grafu G. γP,L(G)-
mnozˇica pa naj bo optimalna L-elektricˇna dominantna mnozˇica na grafu G.
Sedaj je za algoritem vse pripravljeno.
3.2 Algoritem
Algoritem Naj bo G drevo in L oznaka vozliˇscˇ: L(v) := (av, bv). Naj bo
vozliˇscˇe x list drevesa G in vozliˇscˇe y sosednje vozliˇscˇe vozliˇscˇa x. Naj bo G′ = G−x
in L′ funkcija oznak na mnozˇici vozliˇscˇ V ′ = V \{x}. Velja naslednje:
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(1) Cˇe je ax = R, potem je γP,L(G) = γP,L′(G
′) + 1 in a′y = F , kjer je ay = B.
Sicer za trditve od (2) do (5) predpostavimo ax 6= R.
(2) Cˇe je (ay = R) ali (ax = F in bx = 0), potem je γP,L(G) = γP,L′(G
′).
(3) Cˇe je ax = B in by > 0, potem je γP,L(G) = γP,L′(G
′) in b′y = by − 1.
(4) Cˇe je ax = B in by = 0, potem je γP,L(G) = γP,L′(G
′) in a′y postane R.
(5) Cˇe je ax = F , bx > 0 in ay 6= R, potem je γP,L(G) = γP,L′(G′) in a′y = F .
Dokaz. (1) Naj bo S γP,L(G)-mnozˇica. Ker je ax = R, je vozliˇscˇe x v dominantni
mnozˇici S. Naj bo mnozˇica S′ = S\{x}. Z indukcijo pokazˇimo, da za korak i velja
P iG′,L′(S
′) = P iG,L(S)\{x}. Opomnimo, da je vozliˇscˇe x list.
Baza indukcije: Na koraku i = 0 imamo v mnozˇici P 0G,L(S)\{x} vsa vozliˇscˇa
iz mnozˇice S ter njihove sosede. Odstraniti moramo le vozliˇscˇe x, medtem ko
edino sosednje vozliˇscˇe y ostaja v nadzorovani mnozˇici. V nadzorovani mnozˇici
P 0G′,L′(S
′) je vse enako, razen pri vozliˇscˇu x in njegovemu edinemu sosedu y, saj
vozliˇscˇe x /∈ S′. Ker pa je ay 6= B, je vozliˇscˇe y nadzorovano. Torej je P 0G′,L′(S′) =
P 0G,L(S)\{x}.
Indukcijska predpostavka: Naj bo sedaj enakost P iG′,L′(S
′) = P iG,L(S)\{x}
resnicˇna do koraka i ≥ 0.
Indukcijski korak: Naj bo vozliˇscˇe v ∈ P iG,L(S)\{x}. Po indukcijski predpo-
stavki je vozliˇscˇe v ∈ P iG′,L′(S′). Dalje velja NG[v]\P iG,L(S) = NG′ [v]\P iG′,L′(S′).
V enakosti bi edini problem povzrocˇili vozliˇscˇi x in y, ki pa tako nista vsebovani niti
na levi niti na desni strani enakosti. Zato enakost velja. Od tod dobimo b′v = bv za
vse v ∈ P iG′,L′(S′). To velja tudi, cˇe je v = y. Povezava xy je namrecˇ nadzorovana,
ali pa je ni, zato ne dodaja vrednosti oznaki by. Torej sledi, da vozliˇscˇe v zadosˇcˇa
L-PC na G natanko tedaj, ko zadosˇcˇa L′-PC na G′.
Od tod sledi, da je P iG′,L′(S
′) = P iG,L(S)\{x} za vsak i in zato je mnozˇica
S′ tudi L′-elektricˇna dominantna mnozˇica na grafu G′. Ker je S′ = S\{x},
kjer je mnozˇica S optimalna L-elektricˇna dominantna mnozˇica, velja γP,L(G) ≥
γP,L′(G
′) + 1.
Ugotovili smo, da je kardinalnost mnozˇice S′ vsaj za eno manjˇsa od kardinalno-
sti optimalne L-elektricˇne dominantne mnozˇice S. Zanima nas, ali je to optimum.
Naj bo sedaj mnozˇica S′ tudi γP,L′(G′)-mnozˇica. Naj bo S = S′+{x}. Podobno
velja P iG,L(S) = P
i
G′,L′(S
′)∪{x} za vsak i. Vozliˇscˇe x ne vpliva na sˇirjenje nadzora,
ker se edinemu sosedu y oznaka by ne spremeni: by = b
′
y. Vozliˇscˇe x poskrbi le
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zase, da postane nadzorovano. Tako je mnozˇica S tudi L-elektricˇna dominantna
mnozˇica na G. Torej velja, da je kardinalnost optimalne L-elektricˇne dominantne
mnozˇice na grafu G najvecˇ za 1 vecˇja od kardinalnosti optimalne mnozˇice S′:
γP,L(G) ≤ γP,L′(G′) + 1. Od tod sledi
γP,L(G) = γP,L′(G
′) + 1.
Obdelali smo primer, ko je ax = R. V nadaljevanju bomo privzeli ax 6= R. Naj
bo S γP,L(G)-mnozˇica. Predpostavimo, da vozliˇscˇe x /∈ S. V nasprotnem primeru
lahko vzamemo mnozˇico S′ = S\{x} ∪ {y}. Torej vozliˇscˇe x, ki je list na drevesu
G, v mnozˇici S zamenjamo s starsˇem y. Ker velja P 0L(G) ⊆ P 0L(S′), je mnozˇica S′
po opazki 2.5 tudi L-elektricˇna dominantna mnozˇica. Mnozˇici S in S′ sta istega
reda, zato je mnozˇica S′ prav tako optimalna mnozˇica.
(2) Cˇe je ay = R, postane vozliˇscˇe x na grafu G nadzorovano v zacˇetni iteraciji
i = 0. Za sˇirjenje nadzora na ostalih vozliˇscˇih je to enako, kot da bi vozliˇscˇe x
odstranili z grafa G, saj je by v obeh primerih enak: by = b
′
y. Z odstranitvijo
vozliˇscˇa x dobimo ravno graf G′. Cˇe sˇe uposˇtevamo, da vozliˇscˇe x ni v L-elektricˇni
dominantni mnozˇici, sledi γP,L(G) = γP,L′(G
′).
Preostane nam sˇe drugi del, kjer je ax = F in bx = 0.
Naj bo mnozˇica S ⊆ V (G)\{x} mnozˇica, ki ne vsebuje vozliˇscˇa x. Trdimo, da
je
P iG′,L′(S) ∪ {x} = P iG,L(S)
za vsak i, i ≥ 0. Dokazˇimo z indukcijo.
Baza indukcije: Cˇe uposˇtevamo ax = F , po uporabi pravila PL1 enakost za
i = 0 velja: P 0G′,L′(S) ∪ {x} = P 0G,L(S). Natancˇneje, razmislek je enak razmisleku
v bazi indukcije primera (1).
Indukcijska predpostavka: Predpostavimo, da enakost P iG′,L′(S)∪{x} = P iG,L(S)
velja do koraka i ≥ 0.
Indukcijski korak: Vsako vozliˇscˇe, ki zadosˇcˇa L′-PC na grafu G′ na koraku i,
zadosˇcˇa tudi L-PC na grafu G in obratno. Edino vozliˇscˇe, za katerega to mogocˇe ne
velja, je vozliˇscˇe y. Vozliˇscˇe y lahko zadosˇcˇa pogoju L′-PC na G′, vendar ne zadosˇcˇa
pogoju L-PC na grafu G, saj ima na grafu G enega soseda vecˇ. Dodatni sosed je
vozliˇscˇe x. Ker pa je ax = F , je po pravilu PL1 vozliˇscˇe x ∈ P 0G,L(S) ⊆ P iG,L(S)
3.2. ALGORITEM 19
in zato
NG[y]\P iG,L(S) ⊆ NG′ [y]\P iG′,L′(S).
Torej tudi vozliˇscˇe y zadosˇcˇa pogoju L-PC tedaj, ko zadosˇcˇa pogoju L′-PC.
Pokazali smo, da vsako vozliˇscˇe, razen vozliˇscˇe x, zadosˇcˇa pogoju L′-PC na-
tanko tedaj, ko zadosˇcˇa pogoju L-PC. Ker je bx = 0, je vozliˇscˇe x nepomembno
tako za L′-PC kot tudi za L-PC. Sedaj uposˇtevamo sˇe indukcijsko predpostavko
ter dobimo
P i+1G,L(S) = P
i+1
G′,L′(S) ∪ {x}.
(3) Naj bo S γP,L(G)-mnozˇica, ki ne vsebuje vozliˇscˇa x. Trdimo, da je mnozˇica
S tudi L′-elektricˇna dominantna mnozˇica na grafu G′. Najprej pokazˇimo, da za
vsak i ≥ 0 velja
P iG,L(S)\{x} ⊆ P iG′,L′(S).
Baza indukcije: Pri i = 0 uporabimo pravilo PL1 na grafu G in na grafu
G′. Dobimo nadzorovani mnozˇici P 0G,L(S) ter P
0
G′,L′(S). Obe vsebujeta mnozˇico
S in sosednja vozliˇscˇa mnozˇice S: N(S). Cˇe vozliˇscˇe x /∈ P 0G,L(S), potem sta
nadzorovani mnozˇici enaki. Cˇe je vozliˇscˇe x ∈ P 0G,L(S), je potem x ∈ N(S) zaradi
ax 6= R in dobimo P 0G,L(S)\{x} = P 0G′,L′(S). Torej trditev velja.
Indukcijska predpostavka: Predpostavimo, da velja inkluzija P iG,L(S)\{x} ⊆
P iG′,L′(S) do koraka i ≥ 0.
Indukcijski korak: Naj poljubno vozliˇscˇe v 6= x zadosˇcˇa pogoju L-PC na grafu
G. To pomeni, da izpolnjuje pogoje sˇirjenja nadzora k preostalim svojim sosedom.
Cˇe je v 6= y, velja bv = b′v in zato vozliˇscˇe v zadosˇcˇa tudi L′-PC na grafu G′.
Pokazˇimo, da velja enako za vozliˇscˇe y. Torej predpostavimo, da vozliˇscˇe y
zadosˇcˇa pogoju L-PC in glede na vozliˇscˇe x obravnavajmo dve mozˇnosti.
A) Naj bo vozliˇscˇe x ∈ P iG,L(S). Torej je vozliˇscˇe x zˇe nadzorovano in je zato
v nazdorovani mnozˇici. Ponovno locˇimo dve mnozˇnosti glede na to, kako vozliˇscˇe
x postane nadzorovano:
(I) Cˇe velja x ∈ P 0G,L(S), pomeni, da je y ∈ S. Zato je N [y] ⊆ P 0G,L(S).
(II) Sicer je vozliˇscˇe x bilo dodano v nadzorno mnozˇico kasneje. To pomeni, da
je vozliˇscˇe y zadosˇcˇalo pogojem sˇirjenja, torej pogoju L-PCju na enem od prejˇsnjih
korakov j < i.
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V obeh primerih je N [y] ⊆ P iG,L(S). Ker je NG′ [y] ⊆ NG[y], po indukcijski
predpostavki velja NG′ [y] ⊆ P iG′,L′(S′). Torej vozliˇscˇe y zadosˇcˇa pogoju L′-PC na
grafu G′.
Do sedaj smo ugotovili, da vozliˇscˇe y zadosˇcˇa pogoju L′-PC, cˇe zadosˇcˇa pogoju
L-PC in je x ∈ P 0G,L(S).
B) Poglejmo sedaj drugo mozˇnost za vozliˇscˇe x: x /∈ P iG,L(S). Tedaj velja
NG[y]\P iG,L(S) = NG′ [y]\P iG′,L′(S) ∪ {x}.
Zato iz pogoja |NG[y]\P iG,L(S)| ≤ by (iz pravila PL2) sledi, da je
|NG′ [y]\P iG′,L′(S)| ≤ by − 1 = b′y
v grafu G′, saj vozliˇscˇe y v grafu G′ ne vsebuje vozliˇscˇa x. Torej, cˇe vozliˇscˇe y
zadosˇcˇa pogoju L-PC, zadosˇcˇa tudi pogoju L′-PC. Tukaj uposˇtevamo tudi pred-
postavko by > 0, ker mora biti b
′
y ≥ 0.
Pripomnimo, cˇe vozliˇscˇe x zadosˇcˇa pogoju L-PC na grafuG, potem mora zaradi
pogoja v PL2 veljati x ∈ P iG,L(S). Vozliˇscˇe x pa je lahko postalo nadzorovano
zgolj preko vozliˇscˇa y, zato je tudi y ∈ P iG,L(S). Torej ta primer ni pomemben za
posebno obravnavo, saj je zˇe vkljucˇen v primer A. To zakljucˇi nasˇ dokaz trditve,
da je mnozˇica S tudi L′-elektricˇna dominantna mnozˇica na grafu G′.
Naj bo sedaj S′ γP,L′(G′)-mnozˇica. Najprej opazimo, da za vsak korak i ≥ 0
velja P iG′,L′(S
′) ⊆ P iG,L(S′). Cˇe na desni strani grafu G odvzamemo vozliˇscˇe x
in ustrezno popravimo oznacˇevanje L, dobimo enakost. Pri tem imamo v mislih,
da je vozliˇscˇe x sˇe vedno list drevesa. Torej do edinega problema pridemo, cˇe na
nekem koraku i vozliˇscˇe y zadosˇcˇa pogoju L′-PC na grafu G′ in ne zadosˇcˇa pogoju
L-PC na grafu G. Do tega lahko pride, ker ima vozliˇscˇe y na grafu G enega soseda
vecˇ kot na grafu G′ : NG[y]\NG′ [y] = {x}. Da bi omenjeni problem nastal, bi
moralo veljati by ≤ b′y. Ker pa med by in b′y velja zveza by = b′y + 1, do problema
ne pridemo.
Odkar je mnozˇica S′ tudi L′-elektricˇna dominantna mnozˇica na grafu G′, mora
na nekem koraku vozliˇscˇe y zadosˇcˇati pogoju L′-PC na grafu G′. Ker velja
P iG′,L′(S
′) ⊆ P iG,L(S′), vozliˇscˇe v zadosˇcˇa tudi pogoju L-PC na grafu G. Tako
vozliˇscˇe x postane nadzorovano na naslednjem koraku.
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(4) Cˇe je a′y = R, potem poljubna L′-elektricˇna dominantna mnozˇica S′ na
grafu G′ vsebuje vozliˇscˇe y. Zato je mnozˇica S′ tudi L-elektricˇna dominantna
mnozˇica na grafuG, saj vozliˇscˇe y nadzoruje tudi vozliˇscˇe x. Od tod sledi γP,L(G) =
γP,L′(G
′), saj lahko za mnozˇico S′ vzamemo tudi optimalno L′-elektricˇno domi-
nantno mnozˇico na grafu G′.
Naj bo S γP,L(G)-mnozˇica, ki ne vsebuje vozliˇscˇa x. S protislovjem dokazˇimo,
da mora veljati y ∈ S. Recimo, da y /∈ S. Potem velja naslednje. Cˇe vozliˇscˇe
x /∈ P 0G,L(S), vozliˇscˇe y zaradi by = 0 nikoli ne ustreza pogoju L-PC. V tem primeru
vozliˇscˇe x ne bo nikoli nadzorovano in pridemo v protislovje s predpostavko, da
je S γP,L(G)-mnozˇica. Torej je vozliˇscˇe x ∈ P 0G,L(S). Ker je ax = B, mora biti
vozliˇscˇe x ∈ N(S). Ker je N(x) = {y}, mora biti vozliˇscˇe y ∈ S. Priˇsli smo v
protislovje s predpostavko, da y /∈ S. Torej je y ∈ S.
Od tod sedaj velja a′y = R in γP,L(G) = γP,L′(G′).
(5) Naj velja ax = F , bx > 0 in ay 6= R. Za vsako mnozˇico S, ki ne vsebuje
vozliˇscˇa x, trdimo, da je
P iG,L(S) ⊆ P iG′,L′(S) ∪ {x} ⊆ P i+1G,L(S).
Od tod bi sledilo, da je mnozˇica S tudi L-elektricˇna dominantna mnozˇica na grafu
G natanko tedaj, ko je mnozˇica S tudi L′-elektricˇna dominantna mnozˇica na grafu
G′.
Za i = 0 prva inkluzija velja, saj je
P 0G,L(S) = N [S] ∪ {v : av = F} = N [S] ∪ {v : av = F, v 6= x} ∪ {x} ⊆
⊆ N [S] ∪ {v : a′v = F, v 6= x} ∪ {x} = P 0G′,L′(S) ∪ {x}.
Ker je a′y = F in je tudi pogoj L-PC enak L′-PC na preostalih vozliˇscˇih v /∈ {x, y},
velja inkluzija tudi za vsak naslednji korak i:
P iG,L(S) ⊆ P iG′,L′(S) ∪ {x}.
Za drugo inkluzijo opazimo, da je P 0G′,L′(S)\{y} ⊆ P 0G,L(S), saj je ay = B
in a′y = F . Enakost ay = B ugotovimo iz bx > 0. Ker je x ∈ P 0G,L(S) in x
zadosˇcˇa pogojem L-PC na grafu G, je vozliˇscˇe y ∈ P 1G,L(S). Druga inkluzija
torej velja za i = 0. Vozliˇscˇe y je torej edino vozliˇscˇe, ki je en korak kasneje v
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nadzorovani mnozˇici P 0G,L(S) kot v nadzorovani mnozˇici P
0
G′,L′(S). Zato so tudi
sosednja vozliˇscˇa vozliˇscˇa y najvecˇ za eno iteracijo kasneje v nadzorovani mnozˇici.
Od tod sledi, da vsako vozliˇscˇe, ki zadosˇcˇa L′-PC na grafu G′ na koraku i, zadosˇcˇa
tudi L-PC na grafu G na koraku i ali pa i+1. Torej velja P iG′,L′(S)∪{x} ⊆ P i+1G,L(S)
in s tem smo dokazali tudi drugo inkluzijo.
Naj bo mnozˇica S optimalna L-elektricˇna dominantna mnozˇica. Ker je mnozˇica
S tudi L-elektricˇna dominantna mnozˇica na grafu G natanko tedaj, ko je mnozˇica
S tudi L′-elektricˇna dominantna mnozˇica na grafu G′, dobimo γP,L(G) = γP,L′(G′).
3.3 Implementacija
Pri implementaciji bomo potrebovali drevo, zato bomo najprej implementirali ge-
nerator drevesa, nato bo pa sledil algoritem iz razdelka 3.2.
Majhnih dreves z nekaj vozliˇscˇi ni tezˇko sprogramirati. Vozliˇscˇa in povezave
lahko eksplicitno zakodiramo v kodo. Problem se pojavi, ko zˇelimo zgraditi vecˇje
drevo z 100, 1000 ali vecˇ vozliˇscˇi. V tem primeru zˇelimo imeti generator.
Algoritem, ki smo ga razvili za generiranje dreves, je naslednji:
ALGORITEM ZA GENERIRANJE DREVES
vhod: p - sˇtevilo vozlisˇcˇ
izhod: G - drevo
begin
dodaj v graf G zacˇetno vozlisˇcˇe v;
while (sˇtevilo vozlisˇcˇ ne dosezˇe podanega sˇtevila vozlisˇcˇ)
dodaj v graf G novo vozlisˇcˇe u;
dodaj povezavo med u in poljubnim preostalim vozlisˇcˇem v grafu G;
end
end
Vhod v algoritem je parameter p, ki podaja red drevesa. V izhodu pa dobimo
zgenerirano drevo G.
Pokazˇimo, da je rezultat algoritem res drevo. Ker je z vsako dodano povezavo
na enem od krajiˇscˇ dodano tudi novo vozliˇscˇe, ki nima drugih povezav, algoritem
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nikoli ne sklene cikla. Ob ugotovitvi, da je graf tudi povezan, sledi, da je graf
drevo. Sˇe vecˇ! Graf je drevo na vsaki iteraciji zanke.
Zanima nas tudi, ali lahko z nasˇim algoritmom za generiranje dreves zgeneri-
ramo poljubno drevo. Odgovor je da!
Dokaz. Naj bo graf G poljubno drevo koncˇne razsezˇnosti. Vsako drevo reda vsaj
2 ima vsaj en list, sicer graf vsebuje cikel in zato ni drevo. Cˇe drevo torej ne bi
imelo lista, bi bilo vsako vozliˇscˇe stopnje vsaj 2. Zato bi lahko na vsakem vozliˇscˇu
pot nadaljevali. Ker je vozliˇscˇ koncˇno mnogo, je nujno, da enkrat naletimo na
vozliˇscˇe, ki je zˇe na poti. To pomeni, da smo sklenili cikel.
Torej si na grafu G izberemo list x in pripadajocˇo povezavo e ter ju zbriˇsemo.
Ker nismo sklenili nobenega cikla, je graf tudi sedaj drevo. Postopek rekurzivno
ponavljamo, dokler nam ne ostane eno vozliˇscˇe.
Cˇe postopek izvedemo v obratni smeri, na vsakem koraku dodamo list s pove-
zavo. To pa je ravno nasˇ zgoraj opisani algoritem za generiranje dreves.
To pomeni, da lahko zgeneriramo poljubno drevo. Dodatno vprasˇanje pa
je, ali imajo vsa drevesa reda n enako verjetnost generiranja. Iskanje odgovora
prepusˇcˇamo bralcu, saj podrocˇje presega meje nasˇe diplomske naloge.
Spodaj je prikazana implementacija generatorja drevesa v programskem jeziku
Java.
1 pub l i c s t a t i c Graph generateTree ( i n t s i z e ) {
2
3 Graph g = new SingleGraph ( ”Graph” ) ;
4 Random rnd = new Random( ) ;
5 Node [ ] nodes = new Node [ s i z e ] ;
6
7 Node root = g . addNode ( ”0” ) ; // dodajanje korena v seznam
8 nodes [ 0 ] = root ; // dodajanje korena v seznam
9
10 // i t e r a t i v n o dodajanje v o z l i s c
11 f o r ( i n t i = 1 ; i < s i z e ; i++){
12
13 Node n = g . addNode ( In t eg e r . t oS t r i ng ( i ) ) ; // novo v o z l i s c e
14 nodes [ i ] = n ; // dodajanje v o z l i s c a v seznam
15 i n t rndNum = rnd . next Int ( i ) ; // nakl jucno s t e v i l o za do locan j e
naklk jucnega soseda
16 Node parent = nodes [ rndNum ] ; // do locan j e s t a r s a
17
18 // dodajanje povezave med n ( l i s t om ) in parent ( starsem )
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19 g . addEdge ( In t eg e r . t oS t r i ng ( i ) + ” ” + In t eg e r . t oS t r i ng ( rndNum ) ,
n , parent ) ;
20 }
21 r e turn g ; // vrnemo gene r i r an g ra f
22 }
Program 3.1: Funkcija generira drevo.
Funkcija generateTree v argumentu sprejme parameter size. Parameter pove
funkciji, koliko vozliˇscˇ mora drevo vsebovati. Rezultat funkcije je objekt Graph,
ki predstavlja drevo.
1 pub l i c s t a t i c LinkedList<Node> t reeAlgor i thm ( Graph g , i n t k param ) {
2
3 k = k param ; // s topnja po sp l o s i t v e
4 LinkedList<Node> r e qu i r e dL i s t = new LinkedList<Node>() ; // seznam
v o z l i s c v s tan ju R
5 i n i t ( g ) ; // zacetna i n i c i a l i z a c i j a
6 ArrayList<Node> l e a v e s = getLeaves ( g ) ; // p r idob i seznam l i s t o v drevesa
7
8 whi le ( l e av e s . s i z e ( ) > 1 ) {
9 s l e e p (50) ;
10 Node n = l e av e s . remove (0 ) ; // od s t r an i p rv i l i s t v seznamu l i s t o v
11 System . out . p r i n t l n ( ”Brisem l i s t : ”+n . get Id ( ) ) ;
12 Node parent = getParent (n) ; // p r idob i s t a r s a
13
14 St r ing a n = n . ge tAt t r ibut e ( a ) ; // p r idob i oznako ’ a v ’ za l i s t
15 i n t b n = n . ge tAt t r ibute (b) ; // p r idob i oznako ’ b v ’ za l i s t
16
17 St r ing a p = parent . g e tAt t r ibute ( a ) ; // p r idob i oznako ’ a v ’ za s t a r s a
18 i n t b p = ( i n t ) parent . g e tAt t r ibute (b) ; // p r idob i oznako ’ b v ’ za
s t a r s a
19
20 // dodatek za g r a f i k o
21 i f ( n . g e tAt t r ibut e ( ” u i . c l a s s ” ) . equa l s ( ”B0” ) ) n . s e tAt t r i bu t e ( ” u i .
c l a s s ” , B) ;
22
23 // ALGORITEM
24 // (1 )
25 i f ( a n . equa l s (R) ) {
26 i f ( a p . equa l s (B) ) {
27 parent . s e tAt t r i bu t e ( a , F) ;
28 parent . s e tAt t r i bu t e ( ” u i . c l a s s ” , F) ; // dodatek za g r a f i k o
29 }
30 }
31 // (2 )
32 e l s e i f ( a p . equa l s (R) | | ( a n . equa l s (F) && b n == 0) ) {
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33 // n i sprememb
34 }
35 // (3 )
36 e l s e i f ( a n . equa l s (B) && b p > 0 ) {
37 parent . s e tAt t r i bu t e ( ”b” , b p − 1 ) ;
38 }
39 // (4 )
40 e l s e i f ( a n . equa l s (B) && b p == 0 ) {
41 parent . s e tAt t r i bu t e ( a , R) ;
42 parent . s e tAt t r i bu t e ( ” u i . c l a s s ” , R) ; // dodatek za g r a f i k o
43 r e qu i r e dL i s t . add ( parent ) ; // v o z l i s c e n j e v s tan ju R, zato gre v
r e qu i r e dL i s t
44 }
45 // (5 )
46 e l s e i f ( a n . equa l s (F) && b n > 0 && ! a p . equa l s (R) ) {
47 parent . s e tAt t r i bu t e ( a , F) ;
48 parent . s e tAt t r i bu t e ( ” u i . c l a s s ” , F) ; // dodatek za g r a f i k o
49 }
50 e l s e
51 System . e r r . p r i n t l n ( ” treeAlgor i thm ( ) : Napaka v algor i tmu ” ) ;
52
53 n . s e tAt t r i bu t e (DELETED, true ) ; // v o z l i s c e n oznacimo za zbr i sano ;
dodatek za g r a f i k o
54
55 // i s k an j e s t e v i l a sosedov s t a r s a potem , ko j e l i s t zb r i s an
56 i n t ne ighbours = 0 ;
57 f o r ( Edge e : parent . getEachEdge ( ) ) {
58 Node op = e . getOppos ite ( parent ) ;
59 i f ( ( boolean ) op . ge tAt t r ibute (DELETED) == f a l s e ) {
60 neighbours++;
61 }
62 }
63
64 // p r ev e r j an j e a l i s t a r s postane l i s t v gra fu G’
65 i f ( ne ighbours == 1 ) {
66 l e a v e s . add ( parent ) ; // dodaj v o z l i s c e parent v seznam l i s t o v
67 System . out . p r i n t l n ( ”Dodajam s t a r s a med l i s t e . . . ” ) ;
68 System . out . p r i n t l n ( l e av e s ) ;
69 }
70 }
71 r e turn r e qu i r e dL i s t ; // vrne seznam dominantnih v o z l i s c
72 }
Program 3.2: Funkcija z algoritmom za iskanje optimalne k-elektricˇne
dominantne mnozˇice na drevesih.
Funkcija treeAlgorithm v argumentih sprejme objekt Graph, ki mora biti
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drevo, in parameter k param, ki predstavlja stopnjo posplosˇenosti elektricˇne do-
minacije. Pred zanko izvedemo zacˇetne nastavitve, medtem ko v zanki izvajamo
algoritem 3.2. Pri implementaciji operacije izvajamo ves cˇas na istem grafu in
spremembe zabelezˇimo v atributih knjizˇnice GraphStream. Operacija G′ = G− x
iz algoritma je implementirana tako, da vozliˇscˇu x njegov atribut DELETED
nastavimo na true (vrstica 53). To se potem z ignoriranjem vozliˇscˇa uposˇteva pri
njegovem sosedu oziroma starsˇu v vrstici 59.
Slika 3.1: Drevo reda 200. Z rdecˇo barvo so oznacˇena vozliˇscˇa v 3-elektricˇni
dominantni mnozˇici. Z modro barvo so oznacˇena vozliˇscˇa v stanju F .
Na sliki 3.1 je prikazan rezultat funkcije generateTree, ki je zgradila drevo
reda 200, in nato uporabe funkcije treeAlgorithm, ki je poiskala 3-elektricˇno do-
minantno mnozˇico. 3-elektricˇna dominantna mnozˇica je prikazana z rdecˇo barvo.
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Slika 3.2: Drevo reda 500. Z rdecˇo barvo so oznacˇena vozliˇscˇa v 5-elektricˇni
dominantni mnozˇici. Z modro barvo so oznacˇena vozliˇscˇa v stanju F .
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Poglavje 4
Cˇasovna zahtevnost
Problem iskanja elektricˇne dominantne mnozˇice je NP-poln problem. V tem po-
glavju bomo dokazali, da imamo NP-poln problem tudi, cˇe se omejimo na dvodelne
grafe.
Odlocˇitveni problem P je NP-poln, kadar velja
(1) P ∈ NP ,
(2) P ∈ NP -tezˇek, kar pomeni, da lahko vsak problem iz prostora NP preve-
demo nanj.
Definicija problema elektricˇne dominacije je naslednja.
Definicija 4.1. [5] Naj bo podan graf G in pozitivno celo sˇtevilo k > 1. Ali ima
graf G elektricˇno dominantno mnozˇico S, katere mocˇ je |S| ≤ k?
V nadaljevanju bomo potrebovali sˇe definicijo problema 3-SAT.
Definicija 4.2. [5] Naj bo mnozˇica U = {u1, u2, . . . , un} mnozˇica spremenljivk
ui ∈ {true, false}. Naj bo stavek Ci mnozˇica treh literalov li, kjer je li ∈ {ui, ui}.
Naj bo stavek C = {C1, C2, . . . , Cm}. Naj bo stavek Ci resnicˇen takrat, ko je
resnicˇen vsaj en literal: lj = true. Naj bo stavek C resnicˇen, ko so resnicˇni vsi
stavki Ci. Ali obstaja prireditev vrednosti true ali false elementom ui tako, da bo
stavek C resnicˇen?
Velja naslednja trditev.
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Izrek 4.3. [5] Problem iskanja elektricˇne dominantne mnozˇice na dvodelnih grafih
G je NP -poln problem.
Dokaz. Oznacˇimo problem iskanja elektricˇne dominantne mnozˇice s Pe. Najprej
bomo pokazali, da je Pe ∈ NP . To bo veljalo, ko bomo lahko resˇitev problema
Pe preverili v polinomskem cˇasu. Resˇitev problem Pe je elektricˇna dominantna
mnozˇica S. Veljavnost neenakosti |S| ≤ k lahko s sprehodom po elementih mnozˇice
S preverimo v polinomskem cˇasu O(|S|). V polinomskem cˇasu O(V (G)) pa lahko
s sprehodom po vozliˇscˇih grafa G po pravilih P1 in P2 s podano elektricˇno domi-
nantno mnozˇico preverimo tudi, ali mnozˇica S nadzoruje celoten graf. Torej smo
dokazali Pe ∈ NP .
Za dokaz Pe ∈ NP -tezˇek bomo uporabili poznan NP -poln problem: 3-SAT
(iz definicije 4.2). Uporabili ga bomo za prevedbo na nasˇ problem Pe. V dokazu
bomo za stavke, literale in spremenljivke uporabili enake oznake kot v definiciji
4.1 in definiciji 4.2.
Zgradimo graf G iz spremenljivk ui in stavkov Cj na naslednji nacˇin. Za
vsako spremenljivko ui zgradimo cikel Ri iz sˇtirih vozliˇscˇ. Eno vozliˇscˇe dodelimo
spremenljivki ui, nasprotno vozliˇscˇe dodelimo komplementu spremenljivke ui z
oznako u¯i, preostali dve vozliˇscˇi pa oznacˇimo z Ai in Bi.
Za vsak stavek Cj dodamo na graf dve novi vozliˇscˇi in ju poimenujemo Cj,1
in Cj,2. Obe vozliˇscˇi povezˇemo s tistimi spremenljivkami iz mnozˇice U , ki so
zastopane v literalih stavka Cj .
Primer grafa za U = {u1, u2, u3, u4} in C = {{u1, u2, u3}, {u2, u3, u4}, {u2, u3, u4}}
prikazuje slika 4.1.
Pokazˇimo, da je stavek C resnicˇen natanko tedaj, ko ima graf G elektricˇno
dominantno mnozˇico mocˇi najvecˇ k = n.
(⇒) Naj bo stavek C resnicˇen. Elektricˇno dominantno mnozˇico S na grafu G
zgradimo po naslednjem pravilu. Cˇe je spremenljivka ui = true, potem jo vstavimo
v mnozˇico S, sicer v mnozˇico S vstavimo ui. Pokazˇimo, da je mnozˇica S resnicˇno
elektricˇna dominantna mnozˇica.
V vsakem ciklu Ri je vsaj ena spremenljivka izmed ui in ui enaka true. Re-
cimo, da je ui = true, potem je spremenljivka ui dodana v elektricˇno dominantno
mnozˇico S. Po pravilu P1 sta v nadzorovano mnozˇico dodani tudi vozliˇscˇi Ai ter
Bi. Obema vozliˇscˇema ostane eno nenadzorovano vozliˇscˇe (ui), zato izpolnjujeta
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u1 u1 u2 u2 u3 u3 u4 u4
C1,1 C1,2 C2,1 C2,2 C3,1 C3,2
Slika 4.1: Graf, ki je generiran iz 3-SAT problema.
pogoj sˇirjenja nadzora. Torej je nadzorovano tudi vozliˇscˇe ui in s tem je celoten
cikel Ri nadzorovan. Enako dobimo, cˇe nastavimo ui = true.
Po predpostavki je vsak stavek Cj resnicˇen, zato obstaja tudi literal l stavka
Cj , ki je resnicˇen. Ker je l resnicˇen, je dodan v dominantno mnozˇico S. Zato sta
po pravilu P1 tudi vozliˇscˇi Cj,1 in Cj,2 nadzorovani.
Torej elektricˇna dominantna mnozˇica S nadzoruje celoten graf.
(⇐) Sedaj pa vzemimo elektricˇno dominantno mnozˇico mocˇi najvecˇ k = n.
Dokazˇimo, da mora potem biti stavek C resnicˇen.
V dominantni mnozˇici S mora biti vsaj eno vozliˇscˇe iz vsakega cikla Ri. Sicer
vozliˇscˇi Ai in Bi ne bi bili nadzorovani, saj bi vozliˇscˇi ui in ui imeli vsaj dve sosednji
vozliˇscˇi nenadzorovani (Ai in Bi) in ne bi izpolnjevali sˇiritvenega pogoja P2.
Sˇtevilo ciklov Ri je enako n, zato je |S| ≥ n. Ker smo predpostavili, da je |S|
najvecˇ k = n, sledi |S| = n.
Elektricˇna dominantna mnozˇica S ima vse svoje elemente iz ciklov Ri. Sˇe
vecˇ! Iz vsakega cikla ima natanko enega. Po predpostavki elektricˇna dominantna
mnozˇica S nadzoruje celoten graf. Zato so nadzorovani tudi vsi stavki Cj,∗ za vsak
j in ∗, kjer je ∗ ∈ {1, 2}. Vsak stavek je nadzorovan s strani kaksˇnega literala
iz mnozˇice S. Cˇe to ne bi veljalo za kaksˇen stavek Cx,∗ (opomnimo, da je Cx,1
nadzorovan natanko tedaj, ko je nadzorovan Cx,2, saj sta povezana z istimi literali),
bi bil ta stavek nadzorovan iz nekega dominantnega vozliˇscˇa Ai (enako je za Bi).
Ker pa ima spremenljivka ui (oziroma ui, cˇe je stavek povezan s to spremenljivko)
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dva nenadzorovana soseda Cx,1 in Cx,2, ne more sˇiriti nadzora. Tako pridemo v
protislovje.
Torej so resnicˇni vsi stavki. S tem zakljucˇimo dokaz.
Dokazali smo, da je iskanje elektricˇne dominantne mnozˇice NP-poln problem
na dvodelnih grafih. Ker so dvodelni grafi podmnozˇica splosˇnih grafov, enako velja
za splosˇne grafe.
Ker je elektricˇna dominacija poseben primer k-elektricˇne dominacije, je NP-
poln problem tudi k-elektricˇna dominacija.
Za konec si oglejmo definicijo grafov Sierpin´skega. Grafi Sierpin´skega so po-
leg dreves do zdaj edini znani netrivialni razred grafov, za katere je problem k-
elektricˇne dominantne mnozˇice polinomske cˇasovne zahtevnosti.
Za n ∈ N definirajmo mnozˇici [n]0 = {0, . . . , n− 1} in [n] = {1, . . . , n}.
Definicija 4.4. [3] Naj bosta n, p ∈ N. Mnozˇica vozliˇscˇ grafa Sierpin´skega Snp
je mnozˇica [p]n0 , pri kateri vozliˇscˇe oznacˇimo s sn−1 . . . s0, si ∈ [p]0. Vozliˇscˇi
s = sn−1 . . . s0 in t = tn−1 . . . t0 sta sosednji natanko tedaj, ko obstaja δ ∈ [n] tako,
da velja:
(1) sd = td za d ∈ [n]\[δ];
(2) sδ 6= tδ;
(3) sd = tδ in td = sδ za d ∈ [δ − 1].
Tabela 4.1 primerja cˇasovno kompleksnost iskanja optimalne dominantne mnozˇice
in optimalne elektricˇne dominantne mnozˇice na razlicˇnih grafih. Pri dvodelnih, te-
tivnih, ciklicˇnih, ravninskih in razcepljenih grafih je problem v obeh primerih NP-
poln. Na drevesih in grafih Sierpin´skega pa lahko optimalno dominantno mnozˇico
in tudi elektricˇno dominantno mnozˇico poiˇscˇemo v polinomskem cˇasu.
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Razredi grafov Dominantna mnozˇica Elektricˇna dominantna mnozˇica
Dvodelni NP-poln NP-poln
Tetivni NP-poln NP-poln
Ciklicˇni NP-poln NP-poln
Ravninski NP-poln NP-poln
Razcepljeni NP-poln NP-poln
Drevesa P P
Grafi Sie´rpinskega P P
Tabela 4.1: Cˇasovna zahtevnost posameznih grafov pri iskanju optimalne
dominantne in optimalne elektricˇne dominantne mnozˇice. Podatki za grafe
Sierpin´skega so pridobljeni iz [3], podatki preostalih grafov pa iz [4].
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Poglavje 5
Zakljucˇek
V diplomski nalogi smo predstavili problem osnovne in posplosˇene elektricˇne do-
minacije ter pokazali, da sta problema na drevesih resˇljiva v polinomskem cˇasu.
S pomocˇjo knjizˇnice GraphStream smo postopek iskanja k-elektricˇne dominantne
mnozˇice na drevesih tudi vizualizirali. Dokazali smo, da je poljubna k-elektricˇna
dominantna mnozˇica na grafu G tudi k′-elektricˇna dominantna mnozˇica, kjer je
k′ > k. Nato smo pokazali, da je nk+2 zgornja meja za k-elektricˇno dominantno
sˇtevilo in v poglavju cˇasovne zahtevnosti na dvodelnih grafih dokazali sˇe NP-
polnost problema osnovne elektricˇne dominacije.
Svet je danes poln tehnolosˇkih inovacij, vendar to ne ustavi nadaljnega razvoja
in novih idej. Sˇtevilna brezzˇicˇna omrezˇja, ki omogocˇajo brezzˇicˇen prenos slike,
zvoka in ostalih podatkov, so v polnem razmahu. V nekaterih elektricˇnih zobnih
sˇcˇetkah pa se uporablja celo brezzˇicˇni prenos elektricˇne energije.
Mogocˇe se lahko z razvojem brezzˇicˇnih elektricˇnih omrezˇij izognemo problemu
osnovne in posplosˇene elektricˇne dominacije, verjetno pa bo na to potrebno pocˇakati
sˇe kar nekaj cˇasa. Problem osnovne in posplosˇene elektricˇne dominacije vsaj za-
enkrat ostaja aktualen.
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Dodatek A
V dodatku so prilozˇeni celotni Java razredi za programe v poglavju 2.4 in poglavju
3.3.
1 import org . graphstream . graph . Graph ;
2 import org . graphstream . graph . Node ;
3 import org . graphstream . graph . implementat ions . SingleGraph ;
4
5 pub l i c c l a s s ConnectedStars {
6
7 pub l i c s t a t i c i n t id = 0 ;
8
9 pub l i c s t a t i c void main ( S t r ing [ ] a rgs ) {
10
11 // nenarascu joce zapored je p o z i t i v n i h c e l i h s t e v i l
12 i n t [ ] seq = {7 , 5 , 5 , 3 , 2 , 0} ;
13 i n t k = 3 ;
14
15 // u s t va r i g r a f in ga i n i c i a l i z i r a
16 Graph g = new SingleGraph ( ”Graph” ) ;
17 g . addAttr ibute ( ” u i . s t y l e s h e e t ” , s t y l eShe e t ) ;
18 g . d i sp l ay ( ) ;
19
20 Node [ ] nodes = c r ea t eC l i que (g , seq [ 0 ] ) ; // f unk c i j a nared i k l i k o in vrne
seznam v o z l i s c
21 c o l o r i z eC l i q u e ( nodes ) ; // f unk c i j a pobarva v o z l i s c a v k l i k i modro
22 compute ( g , seq , nodes , k ) ; // f unk c i j a k r e i r a zvezde , k j e r so c e n t r i
zvezd v o z l i s c a i z k l i k e
23 }
24
25
26 pub l i c s t a t i c void c r e a t eS ta r ( Graph g , Node root , i n t length , i n t
dens i ty ) {
27 f o r ( i n t i = 0 ; i < dens i ty ; i++ ) {
28 Node parent = root ; // parent j e v o z l i s c e , k i bo dob i l o novega soseda
29 f o r ( i n t j = 0 ; j < l ength ; j++ ) {
30 Node ch i l d = g . addNode ( In t eg e r . t oS t r i ng ( id += 1 ) ) ; // nov sosed
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31 g . addEdge ( In t eg e r . t oS t r i ng ( id += 1 ) , parent , c h i l d ) ; // nova
povezava
32 parent = ch i l d ; // nas tav i novo v o z l i s c e
33 }
34 }
35 }
36
37 pub l i c s t a t i c Node [ ] c r ea t eC l i que ( Graph g , i n t s i z e ) {
38
39 Node [ ] nodes = new Node [ s i z e ] ;
40 f o r ( i n t i = 0 ; i < s i z e ; i++ ) {
41 Node n = g . addNode ( In t eg e r . t oS t r i ng ( id += 1 ) ) ; // u s t va r i v o z l i s c e
42 nodes [ i ] = n ; // dodaj v seznam
43 f o r ( i n t j = 0 ; j < i ; j++ ) { // dodaj povezave s p r e o s t a l im i
v o z l i s c i
44 g . addEdge ( In t eg e r . t oS t r i ng ( id += 1 ) , nodes [ j ] , n ) ; // dodaj
povezovo
45 }
46 }
47 r e turn nodes ;
48 }
49
50 pub l i c s t a t i c void compute ( Graph g , i n t [ ] seq , Node [ ] nodes , i n t domNum
) {
51 i n t counter = 0 ;
52 // zanka po r a z l i c n i h vrstah zvezd
53 f o r ( i n t k = 0 ; k < seq . l ength − 1 ; k++ ) {
54 i n t d i f = seq [ k ] − seq [ k+1] ;
55 // kop i j e zvezd z enakim stev i l om l i s t o v
56 f o r ( i n t j = 0 ; j < d i f ; j++ ) {
57 c r e a t eS ta r ( g , nodes [ counter+j ] , 1 , k+1 ) ; // funkc i j a , k i u s t v a r i
zvezdo
58 // pobarvaj c en te r zvezde , ce l e to u s t r e za pogoju
59 i f ( k>= domNum ) {
60 nodes [ counter+j ] . s e tAt t r i bu t e ( ” u i . c l a s s ” , ” r equ i r ed ” ) ;
61 }
62 }
63 // p r e s t av i counter na zacetek nas l edn j ega sk lopa centrov
64 counter += d i f ;
65 }
66 }
67
68 pub l i c s t a t i c void c o l o r i z eC l i q u e ( Node [ ] nodes ) {
69
70 f o r ( Node n : nodes ) {
71 n . s e tAt t r i bu t e ( ” u i . c l a s s ” , ”marked” ) ;
72 }
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73 }
74
75 protec ted s t a t i c S t r ing s t y l eShe e t =
76 ”node {” +
77 ” f i l l −c o l o r : b lack ; ” +
78 ”}” +
79 ”node . marked {” +
80 ” f i l l −c o l o r : b lue ; ” +
81 ” s i z e : 15 px ; ” +
82 ”}” +
83 ”node . r equ i r ed {” +
84 ” f i l l −c o l o r : red ; ”
85 + ” s i z e : 15 px ; ” +
86 ”}” ;
87 }
Program 5.1: ConnectedStars.java.
1 import org . graphstream . graph . Graph ;
2 import org . graphstream . graph . implementat ions . SingleGraph ;
3
4 pub l i c c l a s s RunTree {
5
6 pub l i c s t a t i c i n t k = 3 ; // e l e k t r i c n o dominantno s t e v i l o
7 pub l i c s t a t i c i n t s i z e = 200 ; // s t e v i l o v o z l i s c
8
9 pub l i c s t a t i c void main ( S t r ing [ ] a rgs ) {
10
11 Graph g = new SingleGraph ( ”Graph” ) ;
12 g . d i sp l ay ( ) ;
13
14 RandomTreeGenerator . generateTree ( g , s i z e ) ;
15 g . addAttr ibute ( ” u i . s t y l e s h e e t ” , TreeAlgorithm . s t y l eShe e t ) ;
16 TreeAlgorithm . treeAlgor i thm (g , k ) ;
17 }
18 }
Program 5.2: RunTree.java.
1 import java . u t i l .Random ;
2 import org . graphstream . graph . Graph ;
3 import org . graphstream . graph . Node ;
4
5 pub l i c c l a s s RandomTreeGenerator {
6
7 pub l i c s t a t i c Graph generateTree ( i n t s i z e ) {
8
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9 Graph g = new SingleGraph ( ”Graph” ) ;
10 Random rnd = new Random( ) ;
11 Node [ ] nodes = new Node [ s i z e ] ;
12
13 Node root = g . addNode ( ”0” ) ; // dodajanje korena v seznam
14 nodes [ 0 ] = root ; // dodajanje korena v seznam
15
16 // i t e r a t i v n o dodajanje v o z l i s c
17 f o r ( i n t i = 1 ; i < s i z e ; i++){
18
19 Node n = g . addNode ( In t eg e r . t oS t r i ng ( i ) ) ; // novo v o z l i s c e
20 nodes [ i ] = n ; // dodajanje v o z l i s c a v seznam
21 i n t rndNum = rnd . next Int ( i ) ; // nakl jucno s t e v i l o za do locan j e
naklk jucnega soseda
22 Node parent = nodes [ rndNum ] ; // do locan j e s t a r s a
23
24 // dodajanje povezave med n ( l i s t om ) in parent ( starsem )
25 g . addEdge ( In t eg e r . t oS t r i ng ( i ) + ” ” + In t eg e r . t oS t r i ng ( rndNum ) ,
n , parent ) ;
26 }
27 r e turn g ; // vrnemo gene r i r an g ra f
28 }
29 }
Program 5.3: RandomTreeGenerator.java.
1 import java . u t i l . ArrayList ;
2 import java . u t i l . L inkedLis t ;
3 import org . graphstream . graph . Edge ;
4 import org . graphstream . graph . Graph ;
5 import org . graphstream . graph . Node ;
6
7 pub l i c c l a s s TreeAlgorithm {
8
9 pub l i c s t a t i c f i n a l S t r ing R = ”R” ;
10 pub l i c s t a t i c f i n a l S t r ing B = ”B” ;
11 pub l i c s t a t i c f i n a l S t r ing F = ”F” ;
12 pub l i c s t a t i c f i n a l S t r ing a = ”a” ;
13 pub l i c s t a t i c f i n a l S t r ing b = ”b” ;
14 pub l i c s t a t i c f i n a l S t r ing DELETED = ”DELETED” ;
15 pub l i c s t a t i c i n t k = 3 ;
16
17 pub l i c s t a t i c LinkedList<Node> t reeAlgor i thm ( Graph g , i n t k param ) {
18
19 k = k param ; // s topnja po sp l o s i t v e
20 LinkedList<Node> r e qu i r e dL i s t = new LinkedList<Node>() ; // seznam
v o z l i s c v s tan ju R
21 i n i t ( g ) ; // zacetna i n i c i a l i z a c i j a
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22 ArrayList<Node> l e a v e s = getLeaves ( g ) ; // p r idob i seznam l i s t o v drevesa
23
24 whi le ( l e av e s . s i z e ( ) > 1 ) {
25 s l e e p (50) ;
26 Node n = l e av e s . remove (0 ) ; // od s t r an i p rv i l i s t v seznamu l i s t o v
27 System . out . p r i n t l n ( ”Brisem l i s t : ”+n . get Id ( ) ) ;
28 Node parent = getParent (n) ; // p r idob i s t a r s a
29
30 St r ing a n = n . ge tAt t r ibut e ( a ) ; // p r idob i oznako ’ a v ’ za l i s t
31 i n t b n = n . ge tAt t r ibute (b) ; // p r idob i oznako ’ b v ’ za l i s t
32
33 St r ing a p = parent . g e tAt t r ibute ( a ) ; // p r idob i oznako ’ a v ’ za s t a r s a
34 i n t b p = ( i n t ) parent . g e tAt t r ibute (b) ; // p r idob i oznako ’ b v ’ za
s t a r s a
35
36 // dodatek za g r a f i k o
37 i f ( n . g e tAt t r ibut e ( ” u i . c l a s s ” ) . equa l s ( ”B0” ) ) n . s e tAt t r i bu t e ( ” u i .
c l a s s ” , B) ;
38
39 // ALGORITEM
40 // (1 )
41 i f ( a n . equa l s (R) ) {
42 i f ( a p . equa l s (B) ) {
43 parent . s e tAt t r i bu t e ( a , F) ;
44 parent . s e tAt t r i bu t e ( ” u i . c l a s s ” , F) ; // dodatek za g r a f i k o
45 }
46 }
47 // (2 )
48 e l s e i f ( a p . equa l s (R) | | ( a n . equa l s (F) && b n == 0) ) {
49 // n i sprememb
50 }
51 // (3 )
52 e l s e i f ( a n . equa l s (B) && b p > 0 ) {
53 parent . s e tAt t r i bu t e ( ”b” , b p − 1 ) ;
54 }
55 // (4 )
56 e l s e i f ( a n . equa l s (B) && b p == 0 ) {
57 parent . s e tAt t r i bu t e ( a , R) ;
58 parent . s e tAt t r i bu t e ( ” u i . c l a s s ” , R) ; // dodatek za g r a f i k o
59 r e qu i r e dL i s t . add ( parent ) ; // v o z l i s c e n j e v s tan ju R, zato gre v
r e qu i r e dL i s t
60 }
61 // (5 )
62 e l s e i f ( a n . equa l s (F) && b n > 0 && ! a p . equa l s (R) ) {
63 parent . s e tAt t r i bu t e ( a , F) ;
64 parent . s e tAt t r i bu t e ( ” u i . c l a s s ” , F) ; // dodatek za g r a f i k o
65 }
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66 e l s e
67 System . e r r . p r i n t l n ( ” treeAlgor i thm ( ) : Napaka v algor i tmu ” ) ;
68
69 n . s e tAt t r i bu t e (DELETED, true ) ; // v o z l i s c e n oznacimo za zbr i sano ;
dodatek za g r a f i k o
70
71 // i s k an j e s t e v i l a sosedov s t a r s a potem , ko j e l i s t zb r i s an
72 i n t ne ighbours = 0 ;
73 f o r ( Edge e : parent . getEachEdge ( ) ) {
74 Node op = e . getOppos ite ( parent ) ;
75 i f ( ( boolean ) op . ge tAt t r ibute (DELETED) == f a l s e ) {
76 neighbours++;
77 }
78 }
79
80 // p r ev e r j an j e a l i s t a r s postane l i s t v gra fu G’
81 i f ( ne ighbours == 1 ) {
82 l e a v e s . add ( parent ) ; // dodaj v o z l i s c e parent v seznam l i s t o v
83 System . out . p r i n t l n ( ”Dodajam s t a r s a med l i s t e . . . ” ) ;
84 System . out . p r i n t l n ( l e av e s ) ;
85 }
86 }
87 r e turn r e qu i r e dL i s t ; // vrne seznam dominantnih v o z l i s c
88 }
89
90 // i n i c i a l i z a c i j a
91 pr i va t e s t a t i c void i n i t (Graph g ) {
92
93 f o r ( Node n : g . getEachNode ( ) ) {
94 n . s e tAt t r i bu t e ( a , B) ; // nas tav i l a b e l o a
95 n . s e tAt t r i bu t e ( ” u i . c l a s s ” , ”B0” ) ; // dodatek za g r a f i k o
96 n . s e tAt t r i bu t e ( ”b” , n . getDegree ( ) < k ? n . getDegree ( ) : k ) ; // nas tav i
l a b e l o b
97 n . s e tAt t r i bu t e (DELETED, f a l s e ) ; // v o z l i s c e n i zbr i s ano ; dodatek za
g r a f i k o
98 }
99 System . out . p r i n t l n ( ” I n i c i a l i z a c i j a koncana . . . ” ) ;
100 }
101
102 // pr idob i seznam l i s t o v g ra f a g
103 pr i va t e s t a t i c ArrayList<Node> getLeaves (Graph g ) {
104
105 ArrayList<Node> a = new ArrayList<Node>() ;
106 f o r ( Node n : g . getEachNode ( ) ) {
107 i f ( n . getDegree ( ) == 1 )
108 a . add (n) ;
109 }
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110 System . out . p r i n t l n ( ” L i s t i p r i d o b l j e n i . . . ” ) ;
111 r e turn a ;
112 }
113
114 pub l i c s t a t i c void s l e e p ( i n t n) {
115 t ry {
116 Thread . s l e e p (n) ;
117 } catch ( Inter ruptedExcept ion e ) {
118 e . pr intStackTrace ( ) ;
119 }
120 }
121
122 // pr idob i prvega nezbr i sanega s t a r s a v o z l i s c a n
123 pub l i c s t a t i c Node getParent (Node n) {
124 f o r ( Edge e : n . getEachEdge ( ) ) {
125 Node parent = e . getOppos ite (n) ;
126 i f ( ( boolean ) parent . g e tAt t r ibute (DELETED) == f a l s e )
127 r e turn parent ;
128 }
129 System . out . p r i n t l n ( ” Voz l i s c e nima s t a r s e v . ” ) ;
130 r e turn nu l l ;
131 }
132
133 protec ted s t a t i c S t r ing s t y l eShe e t =
134 ”node {” +
135 ” f i l l −c o l o r : #00CC00 ; ” +
136 ” s i z e : 13 px ; ” +
137 ”}” +
138 ”node .R {” +
139 ” f i l l −c o l o r : red ; ” +
140 ” s i z e : 17 px ; ” +
141 ”}” +
142 ”node .B0 {” +
143 ” f i l l −c o l o r : #00CC00 ; ” +
144 ”}” +
145 ”node .F {” +
146 ” f i l l −c o l o r : b lue ; ” +
147 ” s i z e : 11 px ; ” +
148 ”}”+
149 ”node .B {” +
150 ” f i l l −c o l o r : #EB99FF ; ” +
151 ” s i z e : 7 px ; ” +
152 ”}” ;
153 }
Program 5.4: TreeAlgorithm.java.
