In this paper we present the outline of a novel electrostatic, second order Particle-in-Cell (PIC) algorithm, that makes use of 'ghost particles' located around true particle positions in order to represent a charge distribution. We implement our algorithm within EMPIRE-PIC, a PIC code developed at Sandia National Laboratories. We test the performance of our algorithm on a variety of many-core architectures including NVIDIA GPUs, conventional CPUs, and Intel's Knights Landing. Our preliminary results show the viability of second order methods for PIC applications on these architectures when compared to previous generations of many-core hardware. Specifically, we see an order of magnitude improvement in performance for second order methods between the Tesla K20 and Tesla P100 GPU devices, despite only a 4× improvement in the theoretical peak performance between the devices. Although these initial results show a large increase in runtime over first order methods, we hope to be able to show improved scaling behaviour and increased simulation accuracy in the future.
Introduction
The behaviour of plasmas within various environments is of great interest to the scientific community, especially within the area of fusion energy research. For example, ventures such as the ITER project in France aim to develop the world's largest magnetic confinement fusion experiment. However, conducting these experiments can be both dangerous and prohibitively expensive. Therefore a common use of modern high performance systems is the simulation of plasmas under various conditions. The Particle-in-Cell (PIC) method is commonly used to carry out such simulations.
The emergence of modern many-core architectures that offer an extreme level of parallelism makes methods that were previously infeasible due to computational expense now viable. PIC codes often fail to fully leverage this increased performance potential due to their high use of memory bandwidth. The use of higher order PIC methods may offer a solution to this by improving simulation accuracy significantly for an increase in calculation intensity when compared to their first order counterparts. This greater expense is accompanied with a growth in the amount of memory throughput required during the simulation.
In this paper we will show the performance of a second order PIC algorithm. Our implementation uses second order finite elements and particles that are represented with a collection of surrounding ghost particles. These ghost particles each have associated weights and offsets around the true particle position and therefore represent a charge distribution. We also test our PIC implementation against a first order algorithm on various modern compute architectures.
Specifically, the contributions of this work are the following:
-We present the outline of a novel second order, electrostatic, Particle-in-Cell algorithm developed within Sandia National Laboratories' EMPIRE-PIC code. The method implements the standard PIC procedures at second order, and makes use of 'ghost particles' in order to represent a smoother particle charge distribution;
-We compare the performance of our second order algorithm to its first order counterpart on a variety of compute architectures. These include conventional Intel CPUs, NVIDIA Tesla GPUs (Kepler and Pascal architectures), and Intel's Xeon Phi Knights Landing. In this analysis we consider metrics such as overall execution time, the execution time of various key PIC kernels, and the average memory bandwidth achieved by the application;
-We highlight key performance issues within EMPIRE-PIC in order to facilitate future research and performance tuning.
The remainder of this paper is structured as follows: Section 2 outlines the relevant previous work related to PIC codes, and higher order PIC methods; Section 3 introduces EMPIRE-PIC, and the fundamentals of the PIC algorithm; Section 4 contains a description of our new algorithm; Sections 5 and 6 define the test cases used to examine the performance of our algorithm, and present the findings obtained from these results; finally, in Section 7 we conclude the paper, and highlight potential avenues for future research.
Related Work
There are many production codes that make use of the PIC algorithm to model the behaviour of charged particles under the influence of fields. EPOCH is an electromagnetic PIC code that models a staggered Yee grid to represent the electric and magnetic fields [1, 18] . This allows the code to use Yee's finite-difference timedomain (FDTD) method to solve Maxwell's equations. A leapfrog method is then applied in order to update the particle positions. In addition, EPOCH also makes use of higher order interpolation schemes. Attempts at the optimisation of EPOCH through the use of mini-applications have also been made, with particle sorting and improving the amount of autovectorisation carried out by the compiler leading to a notable speedup [2] .
The WARP code, developed at Lawrence Berkeley National Laboratory (LBNL) and Lawrence Livermore National Laboratory (LLNL) implements an explicit and three-dimensional PIC algorithm in order to model the behaviour of high intensity ion beams [6] . Like EPOCH, WARP applies a second order leapfrog method to advance particles, but only uses linear interpolation functions between the particles and the grid points. Instead of the FDTD method, an electrostatic Poisson solver is used to conduct the field solve. There have been several versions of WARP, these include a code capable of Adaptive Mesh Refinement (AMR), and both twodimensionial and three-dimensional electromagnetic implementations.
Wang et al. present GTC-P, maintained by Princeton University, an attempt at the development of a modern, highly parallelised PIC code [16] . GTC-P solves the 5-dimensional Vlasov equations in toroidal geometry in order to conduct simulations of magnetic confinement fusion experiments within tokamak devices. The application employs multiple layers of parallelism and has been ported to a variety of modern compute architectures such as NVIDIA's CUDA, and Intel's Xeon Phi. The performance of GTC-P has been tested on many notable HPC systems such as Sequoia, Piz Daint, Titan, and Tianhe-2 [14, 15, 17] . This work found that the application performed well in terms of both strong and weak problem scaling on a variety of input sizes, with the largest problem consisting of 80 million individual grid points.
Decyk proposes a streaming PIC algorithm optimised for graphics processing units, and demonstrates results using a two-dimensional, electrostatic PIC code [4] . Similarly to EPOCH, in order to improve streaming access and data locality, particles are sorted based on location such that the grid points required by closely located particles are more likely to be kept in cache or registers. In the ideal case of a cold plasma where particles never leave their cells, the streaming algorithm showed a speedup of 30× per particle, per timestep, on GPUs when compared to the CPU version.
Kong et al. detail another GPU PIC implementation [11] . The significant contribution of this work is the proposal of a method to reduce the impact of write conflicts between threads when depositing charge from particles in the simulation back onto the grid nodes -one of the most significant performance bottlenecks within the PIC method. This is accomplished by splitting the problem space into equally sized clusters, and only allowing particles within non-adjacent clusters to deposit charge simultaneously, in what is essentially a 'colouring' approach. While this does not eliminate the need for atomics entirely, it does reduce the overall amount of atomic operations used.
Other authors have also conducted research into the application of higher order methods to the PIC algorithm. Pointon presents a second order, charge conserving algorithm for accumulating charge and current in electromagnetic PIC simula-tions [13] . The algorithm uses second order weighting functions to deposit charge on all cells adjacent to the particle. At problem boundaries the charge weighting is smoothly changed from second to first order, becoming entirely first order once the particle is on the boundary itself. Through the use of a test problem that consists of a conducting sphere in the centre of a square grid it was shown that charge is exactly conserved within the bounds of round off error. However, the algorithm requires further testing to determine its performance on three dimensional problems with strong electric and magnetic fields.
Jacobs and Hesthaven show a PIC algorithm that is capable of handling 4th order problems that make use of unstructured grids [9] . In order to solve Maxwell's equations on an unstructured grid, a Galerkin method is used which partitions the problem space into non-overlapping, triangular finite elements [8] . The interpolation used is similar to a method proposed by the same author, but is extended to be of the correct order [10] . Particles are translated into a Eulerian frame in order to weight the effects of their charge back onto the problem grid. Similarly to the algorithm discussed above, this method is also charge conserving. Through testing the algorithm on a variety of both one and two dimensional cases the authors show that it is capable of simulating basic plasma phenomena while also offering a large amount of geometric flexibility.
Moon et al. also present a higher order, charge conserving algorithm for unstructured grids [12] . The method is unique in that charge conservation is achieved from first principles instead of using correction steps to remove error that has been accumulated in the charge values over time. The preservation of Gauss' law is shown both analytically and through numerical testing.
In this paper we present a novel second order, electrostatic, PIC method for unstructured grids. In contrast to previous work, our algorithm makes use of particles surrounded by a set of ghost particles in order to mimic a charge distribution. Our implementation makes heavy use of the Trilinos library [7] and uses Kokkos as its parallel programming model [5] . We also test the performance of our algorithm on a variety of modern many-core hardware including NVIDIA GPUs, Intel CPUs, and Intel's Knights Landing.
Background
EMPIRE-PIC is an unstructured PIC application developed at Sandia National Laboratories (SNL) that is capable of both electrostatic and electromagnetic plasma simulations in two and three dimensional spaces. It makes use of many of the packages of the Trilinos library [7] , particularly its linear solvers, and uses Kokkos [5] as its parallel programming model. This makes the code usable on a wide variety of compute architectures without requiring alteration of the original program source code. These architectures include traditional CPUs and Intel's Knights Landing (KNL) using OpenMP for multithreading, and NVIDIA GPUs using CUDA.
The Particle-in-Cell Method
The PIC method implemented within EMPIRE-PIC is used to model the behaviour of plasmas through representation of an electric field (E) and magnetic field (B) on an unstructured grid. The values of these fields are stored at each of the grid nodes, with interpolation being used to determine the field values at a specific point within a cell. The simulation also contains discrete particles that represent the plasma being simulated. Each of these is associated with a position on the grid, an electrical charge, a mass, and a velocity.
The standard PIC algorithm essentially consists of four main computational steps. These are summarised by the flow chart in Figure 1 . The first of these is solving for the new values of E and B at the current timestep. In order to do this we must solve Maxwell's equations. However, due to the electrostatic approximation we only need to solve Gauss' law:
Where ρ is the charge density, 0 is the permittivity of free space, and ∇ is the divergence operator. Using a Finite Element Method (FEM) we then generate a stiffness matrix S which can be solved through a variety of iterative or direct techniques in order to obtain the values for electric potential φ. The electric field can then be determined via the following equation, wherev represents the basis function for the type of finite element being used:
Once the values of the electric field at the grid nodes have been obtained, it is necessary to determine the exact value of E at the position of each particle via interpolation before updating their velocity and position. In structured codes this is often accomplished by using simple methods such as area weighting (or volume weighting in three dimensions). This is especially applicable to those codes that make use of staggered grids such as that proposed by Yee [18] . However, in the unstructured case we must apply a different approach as grid cells can take arbitrary shapes. Within EMPIRE-PIC we gather the electric field to the particle position as described in Equation 3 , whereê is the relevant basis function, and x i is the particle position.
The next step is to update the velocity of the particles within the simulation, which can be found by determining the force applied to the particles by the fields present. This force is described by the Lorentz force law: The standard method for solving for the Lorentz force and hence updating particle velocity within PIC codes is known as the Boris Method [3] (sometimes referred to as the Boris Pusher). In our electrostatic case, #» B = 0, so the calculation reduces to a multiplication of the charge to mass ratio of the given particle, and the value of the electric field at its current location. Once the velocity has been determined, we can update the particle position trivially by multiplying by the timestep size to calculate how much the particle should be moved. In the event of crossing an element boundary, the move is broken up into segments and the process is applied to each of these segments in turn.
The final step of the core electrostatic PIC algorithm is for the particles to deposit their contribution of electrical charge back onto the grid nodes before the beginning of the next field solve. The process is almost identical to that of weighting the fields to the particles: basis functions are used to calculate how much charge a particle must contribute to each node, and the relevant nodes are updated accordingly. However, the node updates must be carried out using atomic addition operations in order to prevent multiple threads attempting to update the charge value of the same node simultaneously, which would lead to erroneous results.
Algorithm
In this section we present the outline of our second order algorithm along with some of its implementation details. Pseudocode for this algorithm is shown in Algorithm 1. Before summarising the second order algorithm implemented within EMPIRE-PIC, it is first necessary to introduce the concept of both first and second order finite elements. Consider a two dimensional grid made up of quadrilateral elements. As outlined in Section 3 the values of the electric field are stored at the nodes of each element of this grid. In the first order situation nodes are situated at each of the four corners of the cell, and basis functions must be used to interpolate the value of E at a specific location within the cell.
At second order we must still conduct interpolation to determine exact grid values. Using a second order element gives us more points with which to interpolate Algorithm 1 Pseudocode of our second order PIC algorithm 1: Conduct initial field solve for E 2: for i ← 0 to timesteps do 3: for each central particle do 4: Accumulate field values from each associated subparticle 5: end for 6: for each central particle do 7: Update velocity with the Boris method 8: end for 9: for each central particle do 10: Update position based on new velocity 11: end for 12: for each central particle do 13: Deposit charge from each associated subparticle 14: end for 15: Conduct field solve for E 16: end for values from, thus leading to a more accurate solution. However, this increased accuracy comes at a significantly higher computational cost with a smaller increase in the required memory bandwidth. For clarity, Figure 2 shows an example of both a first and second order quadrilateral finite element, where the highlighted points represent the interpolation points for the electric field.
To raise the core algorithm of EMPIRE-PIC to this increased level of accuracy, the majority of the components of the traditional PIC algorithm were modified to make use of these second order elements. The one exception to this is that of the field solve, to which standard FEM can be applied as before, though the calculation is now more complex.
A unique feature of our algorithm is the use of 'ghost particles' in order to represent a smooth charge distribution. Unlike traditional PIC where each particle occupies a location on the grid, each physical particle is replaced by a set of ghost particles where the central particle occupies the 'true' position. Each of these is associated with a weight determining the proportion of the total charge carried by the ghost particle, and an offset which determines its position relative to the main central particle. Figure 3 shows a simple example of a particle in our algorithm.
Field Weighting to Particles
When weighting the values of E determined by the field solve to our new type of particle we follow a process very similar to that defined in Section 3, multiplying the electric field by the value of the element's basis function at the particle position. However, in our second order algorithm, we must accumulate the contribution of the electric field to all of the subparticles associated with the particle being processed before we can determine the correct value of the field at the position of the main central particle. To do so, we first obtain the basis function values at the position 3 . An example of a particle in our second order algorithm. Ghost particles are shown in grey, and the true particle position in white of the subparticle (through addition of its offset to the central particle position) which are then multiplied by the electric field value as normal. This result is then weighted according to the weight associated with the specific subparticle. In this way we compute the value of the electric field felt by each subparticle, it is then trivial to obtain the value on the true particle by simply summing the contributions of each subparticle for each grid dimension.
Particle Move
The use of the Boris push to compute the velocity of the particles is unchanged within our algorithm. This is due to the fact that all subparticles are positioned at a specific offset from the true particle position. Therefore we do not need to compute a new location for a subparticle based on its velocity -we can simply obtain it from its offset and the location of the central particle. However, we cannot simply bypass the subparticles during the particle move routine as it is necessary to update which finite element each subparticle is located in. This is accomplished by taking the velocity of the central particle and position of the subparticle, and then using these to determine whether the motion of the subparticle will lead to it staying in the same element, or crossing a boundary into an adjacent element. The element location of the subparticle is then updated accordingly. While this does lead to some redundant computation of data, the amount of calculations conducted is small thus leading to a very low impact on application performance. The position of the central particle is updated using the previously computed velocity, as normal.
Weighting Charge to the Grid
Much like the traditional PIC algorithm, particles in our second order method must deposit their charge contribution back to the grid nodes before the next field solve can be carried out. This follows a procedure much like our field weighting process, except in reverse. For each particle, each of its subparticles deposit their charge individually. As usual we obtain the subparticle position from its offset in order to determine the values of the element basis function at its location. We then multiply the particle charge by its weight, the basis function values, and the amount of physical particles that the particle is representing within our simulation before depositing it at each of the grid nodes. It should be noted that our algorithm still suffers from the issue of race conditions between threads when depositing this charge. Currently this issue is resolved through the use of atomic operations as in many other codes, though this leads to a performance overhead due to reduced parallelism.
Experiment Setup
In order to examine the peformance of our algorithm we compare its behaviour to that of the first order implementation. To this end we use a two dimensional two stream instability problem as our primary test case. This consists of two beams of electrons travelling in opposite directions separated by a stationary stream of positively charged ions. This leads to an increase in the energy of plasma waves. We also present performance results for Landau damping problems, where we simulate the effects of exponentially decreasing the energy of longitudinal waves in a charged plasma environment. This can be thought of as the inverse of the described two stream scenario.
Our largest test cases use a total of 1 million particles on a grid consisting of 64 cells in the x dimension, and 2 in the y dimension, for a total of 500 timesteps. This leads to a large amount of particles per grid cell, facilitating the later investigation of the effects of the overhead of atomic operations on the performance of the algorithm. Besides this, we use simulations with a variety of particle counts to assess the scalability of our PIC implementation. In addition to total execution time, and the timing of various key kernels, we also examine the average memory bandwidth used by the application at both first and second order in order to establish whether the move to second order drastically alters the degree to which the code is memory bound.
We test EMPIRE-PIC on the following compute architectures: NVIDIA Kepler GPUs, NVIDIA Pascal GPUs, Intel Broadwell CPUs, and Intel's Knights Landing (KNL). Information on the hardware used in this work can be found in Table 1 . For the purposes of this work, all systems used consist of a single node. For the experiments run on the Broadwell system, we used 28 threads, with threads bound to cores, and hyperthreading disabled. On the KNL we found that using bound threads, with two hyperthreads per core, lead to the best results, therefore we used a total of 128 threads for the KNL experiments. Fig. 4 . Execution time of a two stream problem using 1 million particles, 500 steps
Results

Two Stream Problem
In order to obtain a general overview of the performance of EMPIRE-PIC on the two stream problems, we first compare the total execution time of the code on all of the architectures described in Table 1 . Figure 4 shows the timings obtained from running the simulations at both first and second order levels of accuracy. It is clear to see that the more modern systems perform much better than the Tesla K20 when considering both first and second order problems. Specifically we see an order of magnitude difference between the K20 and P100 at second order, despite the theoretical peak performance of the P100 being only 4× greater than that of the K20. One possible explanation for such a difference is the hardware implementation of atomic operations on the Pascal architecture, as opposed to the lock-based software implemented atomics of Kepler. As a result of this, the heavy use of atomic operations when weighting particle charge back onto the grid nodes would be much more noticeable on the Tesla K20.
While the KNL performed approximately half as well as the P100 at second order, it performs almost as well at first order. Despite the disparity between the KNL and P100, the KNL performs on par with the Broadwell CPUs, taking only marginally longer on both first and second order experiments. Figure 5 shows the time taken to execute the key kernels of the code on both first and second order experiments, where each kernel represents one of the four phases of the PIC algorithm. On all of the architectures used, we see a noticeable increase in execution time in the kernels responsible for weighting the fields to the particles, and for weighting the particle charge back onto the grid. As each of these kernels require basis functions to be evaluated at the position of each particle this difference is unsurprising as second order basis functions are more expensive to evaluate than their first order counterparts. The growth in the amount of charge deposits required due to the existence of ghost particles also contributes to this increase as the number of atomic operations carried out per timestep is larger. This overhead is less noticeable on the P100 when compared to the other three systems, again because of the hardware implementation of atomic operations. Also responsible for the high performance cost of the kernels that perform weighting operations is the expense of converting physical points to reference points in order to evaluate the basis functions. This is an iterative process involving matrix computation and is therefore expensive even for simple geometry. With regards to the field solve we observe almost no change in the amount of time taken to solve for E, with disparities of approximately 1 second across all systems. This is to be expected as the method used is essentially the same, instead we are simply using a slightly more complicated element with a larger number of nodes. To assess the overhead of atomic operations on the charge weighting kernel, we also conducted experiments where the atomic access restriction to the charge array was disabled. We note that while this produces an incorrect simulation result due to the ensuing data hazards, it does provide insight into kernel and application performance. Figure 6 shows the time taken to execute the weight charge kernel with and without atomics enabled at first and second order. At first order we see the most pronounced difference on the Tesla K20 with a performance difference of greater than one order of magnitude. However, we see much smaller differences on the remaining systems with the difference in execution time on the Tesla P100 being indistinguishable from machine noise. At second order the differences remain visible, with the K20 continuing to show an order of magnitude difference in runtime. A performance gap also becomes far more noticeable on both Broadwell and the KNL. The disparity on the P100 remains small, highlighting the impact of hardware implemented atomic operations. These findings suggest that the issue of fast charge deposition in electrostatic PIC is less relevant on modern NVIDIA accelerators. However, a solution to this problem would be valuable to PIC application performance on all modern architectures -including the P100, as the impact is still nonzero.
We also consider how the execution time of EMPIRE-PIC varies as the amount of particles in the simulation is increased. Figure 7 shows the time taken for EMPIRE-PIC to run on various particle counts at first order and also using our second order algorithm. Unsurprisingly, the K20 scales much worse than the modern architectures, with its largest first order runs taking longer than the largest second order runs on all of the modern systems. At first order we see that the P100 performs slightly worse than the Broadwell system due to the overhead of transferring particle data from the host to the device. This difference decreases as the amount of particles grows because of the increase in the amount of compute required reducing the impact of the cost of data transfers on overall performance.
At second order the P100 scales much better than both Broadwell and the KNL, although all three systems are comparable. Broadwell is brought about by the increase in FLOPs per byte moved from DRAM due to the higher floating point intensity of the second order method. As can be seen from Figure 7b , the P100 overtakes the Broadwell system at relatively low particle counts, in contrast to the similar behaviour at first order.
The Intel systems show very comparable scaling, with the initial gap between the two systems narrowing as problem size is increased. Therefore, while the nonaccelerator systems are competitive with each other, on our algorithm the P100 is clearly superior and it is reasonabe to conclude that this would be the case on much larger problem sizes. However, at first order all three modern architectures exhibit similar scaling with very little difference between the three. The scaling behaviour does suggest that if first order problem size were to continue to increase a performance gap would appear between the P100 and Intel systems.
While there is a notable disparity between the time taken to execute our second order algorithm when compared against first order runs at all problem sizes, it is clear to see that second order methods are far more viable on modern many-core hardware versus earlier generations of these systems. Table 2 shows the average memory bandwidth achieved by EMPIRE-PIC in our experiments. We see almost no difference in the bandwidth achieved by the Tesla K20, whereas there is a noticeable increase for second order problems on both the Tesla P100 and the KNL. However, these increases do not make the application significantly more memory bound due to the high bandwidth limit for both systems. Surprisingly we observe a decrease of approximately 1 GB/s in the achieved bandwidth on the Broadwell system at second order. This result warrants further investigation.
Landau Damping Problem
Figures 8-10 show the results of carrying out the same testing procedure used on the two stream problem on the Landau damping experiments. The Landau damping problems exhibit almost identical performance to those of the two stream problems with the exception of the particle move kernel. On all architectures the execution time of this kernel is increased by a noticeable amount. This can be explained by the fact that the physical space represented within the problem is smaller in size than that of the two stream inputs. Therefore because the number of cells remains the same, the amount of physical space represented by one cell is reduced. This leads to particles potentially crossing more boundaries within a single step, leading to the move routine being executed on average more times per particle (as a move is split into a series of smaller moves when a boundary is crossed). Scaling behaviour is also consistent across both types of problem, with the Landau damping experiments scaling only slightly worse across all architectures at both first and second order accuracy. This decline in scaling ability is brought about by the increased execution time of the particle move. The effects of the growth are most visible in second order runs with high particle counts where the particle move is executed more often. Table 3 shows the average memory bandwidth achieved by EMPIRE-PIC for our Landau damping experiments. We see almost identical behaviour to the two stream problems for both the Tesla K20, Broadwell, and KNL, whereas the Tesla P100 shows similar results for both first and second order runs. 
Conclusion
In this paper we have presented a novel electrostatic, second order Particle-in-Cell algorithm and its implementation within EMPIRE-PIC, a PIC application developed at Sandia National Laboratories. We have examined the performance and scaling of this algorithm when compared to its first order counterpart on a vari- ety of many-core systems including traditional CPUs, NVIDIA GPUs, and Intel's Knights Landing. Our results show an order of magnitude difference in performance between the Kepler and Pascal GPU architectures for second order problems, and also that both first and second order methods performed best on NVIDIA's Tesla P100. However, the other modern many-core systems remain competitive with each other and comparable with the P100. For example, Intel's Broadwell and KNL show almost identical performance at large particle counts for both two stream and Landau damping experiments. We have also shown that the move from first order to second order has not made the application significantly more memory bound due to the high bandwidth available on modern systems. While second order methods currently perform and scale worse versus first order, our results suggest that second order PIC methods are becoming more viable on modern architectures when compared to previous generations of many-core hardware. We have also highlighted that, for our unstructured code, the significant performance issues are located within routines that involve weighting the values of the electric field to particle locations, or vice versa. This is both due to the usage of atomic operations, and also the conversion of physical points to reference points in order to determine basis function values.
Future Work
This is the first paper to document our electrostatic second order algorithm and its performance behaviour on various compute architectures. In future work we aim to use convergence analysis to quantify the accuracy improvement gained through using our method. Additionally, through resolution of performance issues we hope to show improved performance and scaling behaviours versus first order problems. Finally, we will extend our algorithm to function on electromagnetic simulations, where particles are influenced by both magnetic and electric fields.
