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Abstract
Recently, so-called full-history recursive multilevel Picard (MLP) approximation schemes
have been introduced and shown to overcome the curse of dimensionality in the numerical
approximation of semilinear parabolic partial differential equations (PDEs) with Lipschitz
nonlinearities. The key contribution of this article is to introduce and analyze a new variant of
MLP approximation schemes for certain semilinear elliptic PDEs with Lipschitz nonlinearities
and to prove that the proposed approximation schemes overcome the curse of dimensionality
in the numerical approximation of such semilinear elliptic PDEs.
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1 Introduction
Partial differential equations (PDEs) are widely used as a modelling tool, e.g., in the natural
sciences, in the engineering sciences, or in the financial industry. Usually the exact solutions to
specific PDE problems in applications can hardly be found. Thus, there is a high demand for
approximative solution techniques. In the scientific literature, there are several well-established
approximation methods for PDEs like finite difference methods or finite element methods which
work well in low dimensions. However, such classical deterministic approximation methods cannot
be used in high dimensions as they suffer from the so-called curse of dimensionality in the sense
that the computational effort for calculating an approximation grows at least exponentially in
the PDE dimension d P N. Probabilistic approximation methods like Monte Carlo averaging, on
the other hand, do not suffer from the curse of dimensionality in the numerical approximation of
linear second-order parabolic PDEs as well as linear second-order elliptic PDEs.
Recently, several probabilistic approximation methods for high-dimensional nonlinear PDEs
have been proposed in hopes of overcoming the curse of dimensionality in the numerical approxi-
mation of nonlinear PDEs. We refer, e.g., to [3, 4, 5, 8, 9, 14, 16, 20, 21, 24, 26, 29, 34, 35, 36, 38,
41, 50, 51, 52, 54, 57] for deep learning based approximation methods for possibly nonlinear PDEs,
e.g., to [1, 10, 12, 13, 15, 37, 39, 40, 53, 55, 58, 59] for approximation methods for nonlinear second-
order parabolic PDEs based on branching diffusions, and, e.g., to [7, 22, 23, 27, 42, 44, 45, 46]
for full-history recursive multilevel Picard (MLP) approximation methods for nonlinear second-
order parabolic PDEs. Numerical experiments raise hopes that deep learning based approximation
methods are able to approximate solutions of high-dimensional nonlinear PDE problems, but at
the moment there are only partial explanations for the good performance of deep learning based
approximation methods in numerical experiments for high-dimensional PDEs available (cf., e.g.,
[11, 25, 28, 30, 31, 32, 43, 47, 49, 56]). In contrast to this, there are, however, complete mathemat-
ical analyses in the scientific literature showing that branching diffusion approximation methods
can efficiently solve high-dimensional semilinear parabolic PDE problems for sufficiently small
time horizons. The branching diffusion approximation method, however, breaks down when the
time horizon is not sufficiently small anymore. MLP approximation methods are, to the best of our
knowledge, up to now the only approximation methods for high-dimensional semilinear parabolic
PDEs which are guaranteed by rigorous mathematical proofs to overcome the curse of dimension-
ality for all time horizons (see [7, 27, 44, 45]). The MLP approximation schemes proposed and
studied so far in the scientific literature, however, exclusively deal with parabolic PDE problems
and none of these schemes and their analyses can be applied to nonlinear elliptic PDEs. The key
contribution of this article is to introduce and analyze MLP approximation schemes for certain
semilinear elliptic PDEs and to prove for the first time that approximations of such semilinear
elliptic PDEs can be obtained without suffering from the curse of dimensionality. In particular,
the main result of this article, Theorem 3.16, proves that the computational effort to obtain an
approximation of a desired accuracy ε P p0,8q grows at most polynomially in the PDE dimension
d P N as well as in the reciprocal of the desired accuracy. To illustrate the findings of this article in
more detail, we present in the following result, Theorem 1.1 below, a special case of Theorem 3.16.
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Theorem 1.1. Let c, L P r0,8q, λ P pL,8q, M P NXpp?λ`?Lq2p?λ´?Lq´2,8q, Θ “ YnPNZn,
let ud P C2pRd,Rq, d P N, and fd P CpRd ˆ R,Rq, d P N, satisfy for all d P N, x P Rd that
p∆udqpxq “ fdpx, udpxqq, (1)
let pΩ,F ,Pq be a probability space, let W d,θ : r0,8q ˆ Ω Ñ Rd, θ P Θ, d P N, be i.i.d. stan-
dard Brownian motions, let Rθ : Ω Ñ r0,8q, θ P Θ, be i.i.d. random variables, assume that
pRθqθPΘ and pW d,θqpd,θqPNˆΘ are independent, assume for all d P N, x “ px1, . . . , xdq P Rd,
v, w P R, ε P p0,8q that |fdpx, vq ´ fdpx, wq ´ λpv ´ wq| ď L|v ´ w|, |fdpx, 0q| ď cdcr1 `řd
j“1 |xj |sc, supy“py1,...,ydqPRdr|udpyq| expp´ε
řd
j“1 |yj|qs ă 8, and PpR0 ě εq “ e´λε, let Ud,θn “
pUd,θn pxqqxPRd : Rd ˆ Ω Ñ R, θ P Θ, d, n P N0, satisfy for all d, n P N, θ P Θ, x P Rd that
U
d,θ
0 pxq “ 0 and
Ud,θn pxq “
´1
λMn
«
Mnÿ
m“1
fd
`
x`
?
2W
d,pθ,0,mq
Rpθ,0,mq
, 0
˘ff
`
n´1ÿ
k“1
1
λM pn´kq
«
M pn´kqÿ
m“1
ˆ
λ
”
U
d,pθ,k,mq
k
`
x`
?
2W
d,pθ,k,mq
Rpθ,k,mq
˘´ Ud,pθ,k,´mqk´1 `x`?2W d,pθ,k,mqRpθ,k,mq ˘ı
´
”
fd
´
x`
?
2W
d,pθ,k,mq
Rpθ,k,mq
, U
d,pθ,k,mq
k
`
x`
?
2W
d,pθ,k,mq
Rpθ,k,mq
˘¯
´ fd
´
x`
?
2W
d,pθ,k,mq
Rpθ,k,mq
, U
d,pθ,k,´mq
k´1
`
x`
?
2W
d,pθ,k,mq
Rpθ,k,mq
˘¯ ı˙ff
,
(2)
and let Cd,n P R, d, n P N0, satisfy for all d, n P N0 that Cd,n ď pd` 1qMn `
řn´1
k“1M
pn´kqpd` 1`
Cd,k ` Cd,k´1q. Then there exist κ P R and N : p0, 1s ˆ N Ñ N such that for all ε P p0, 1s, d P N it
holds that
Cd,Nε,d ď κdκε´κ and supxPr´c,csd
`
E
“|udpxq ´ Ud,0Nε,dpxq|2‰ 1˘{2 ď ε. (3)
Theorem 1.1 is an immediate consequence of Corollary 3.17. Corollary 3.17, in turn, follows
from Theorem 3.16, the main result of this article. In the following we add comments on some of the
mathematical objects appearing in Theorem 1.1. The functions ud : R
d Ñ R, d P N, in Theorem 1.1
above describe the solutions of the elliptic PDEs which we intend to solve approximately; see (1)
above. The functions fd : R
d ˆ RÑ R, d P N, represent the nonlinearities in the elliptic PDEs in
(1). The nonlinearities are assumed to satisfy certain Lipschitz conditions which are formulated
with the help of the real numbers L P r0,8q and λ P pL,8q in Theorem 1.1 above. The random
fields Ud,θn : R
d ˆΩÑ R, d P N, n P N0, θ P Θ, in (2) above describe the approximation algorithm
which we employ in this work to approximately calculate the PDE solutions ud : R
d Ñ R, d P N.
The motivation for the specific form of the random fields Ud,θn : R
dˆΩÑ R, d P N, n P N0, θ P Θ,
in (2) stems from multilevel Monte Carlo approximations of Picard approximations of certain
stochastic fixed point equations (SFPEs) which are satisfied by the solutions ud : R
d Ñ R, d P N,
of the elliptic PDEs in (1). The different numbers of Monte Carlo samples in (2) are determined
by the constant M P N which is restricted by the real numbers L P r0,8q and λ P pL,8q used to
formulate the Lipschitz assumptions for the nonlinearities fd : R
dˆRÑ R, d P N, in the PDEs in
(1) above. For every d, n P N, x P Rd we think of the quantity Cd,n P R in (3) in Theorem 1.1 as the
computational cost to sample one realization of Ud,0n pxq P R (cf. Section 3.6 below). Theorem 1.1
thus, roughly speaking, proves that the random fields Ud,0n : R
dˆΩÑ R, d P N, n P N0, (see (2) in
Theorem 1.1) can achieve an approximation accuracy of size ε P p0,8q with a computational cost
which is bounded by a polynomial in the PDE dimension d P N and in the reciprocal of the desired
approximation accuracy ε P p0,8q (see (3) in Theorem 1.1). The real number c P r0,8q is an
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arbitrarily large real constant which we use to express the growth assumption in Theorem 1.1 that
for all d P N, x “ px1, . . . , xdq P Rd it holds that |fdpx, 0q| ď cdcr1`
řd
j“1 |xj |sc as well as to specify
the regions r´c, csd Ď Rd, d P N, on which we measure the L2-error between the exact solutions
ud : R
d Ñ R, d P N, of the PDEs in (1) and the random approximations Ud,0Nε,d : RdˆΩÑ R, d P N,
ε P p0, 1s, in (3) in Theorem 1.1 above.
The remainder of this article is organized as follows. Section 2 is devoted to the study of
stochastic representations for suitable viscosity solutions of certain semilinear elliptic PDEs. In
particular, we establish in Section 2 a one-to-one correspondence between suitable viscosity solu-
tions of certain semilinear elliptic PDEs and solutions of SFPEs associated with such semilinear
elliptic PDEs. Section 3 focusses on the introduction and the analysis of MLP schemes for the
numerical approximation of solutions of certain SFPEs. Owing to the results in Section 2 these
MLP schemes are thus apt to numerically approximate suitable viscosity solutions of certain semi-
linear elliptic PDEs. The main error estimates for the MLP approximation schemes can be found
in Sections 3.4 and 3.5 and a computational cost analysis for the MLP approximation schemes is
carried out in Section 3.6. An overall complexity analysis for the MLP approximation schemes
is obtained in Section 3.7 by combining the error estimates from Sections 3.4 and 3.5 with the
computational cost analysis in Section 3.6.
2 Stochastic representations for elliptic partial differential
equations (PDEs)
In the main result of this section, Proposition 2.13 in Section 2.4 below, we establish a stochastic
representation formula of the Feynman–Kac type for suitable viscosity solutions of certain semi-
linear elliptic PDEs (cf. also Corollary 2.14 and Corollary 2.16 in Section 2.4). The established
Feynman–Kac type formula will be essential in our error analysis for MLP approximations in
Section 3 below. Our proof of Proposition 2.13 is particularly based on the following three tools:
(i) an existence and uniqueness result for SFPEs, see Corollary 2.7 in Section 2.2 below, (ii) a
result which identifies solutions of certain SFPEs as viscosity solutions of certain semilinear el-
liptic PDEs, see Corollary 2.11 in Section 2.2, and (iii) a uniqueness result for suitable viscosity
solutions of certain semilinear elliptic PDEs, see Proposition 2.12 in Section 2.3 below. Our proof
of the existence and uniqueness result in Corollary 2.7 in Section 2.2 (see (i) above) is based on an
elementary application of Banach’s fixed point theorem which is performed in Section 2.1 (cf. also
[6]). The identification result for certain semilinear elliptic PDEs in Corollary 2.11 in Section 2.2
(see (ii) above) follows from an approximation argument which combines a well-known conver-
gence result for viscosity solutions (cf., e.g., Hairer et al. [33, Lemma 4.8] or Barles & Perthame [2,
Theorem A.2]) with the well-known construction result for classical PDE solutions in Lemma 2.8
below (cf., e.g., Da Prato & Zabczyk [19, Theorems 7.4.5 and 7.5.1]). Our proof of the uniqueness
result for suitable viscosity solutions of certain semilinear elliptic PDEs in Proposition 2.12 in
Section 2.3 (see (iii) above) is inspired by Crandall et al. [17, Theorem 2.1].
2.1 Stochastic fixed point equations (SFPEs)
Lemma 2.1. Let d P N, c, γ, ρ P R, λ P pρ,8q, let O Ď Rd be a non-empty open set, let pΩ,F ,Pq
be a probability space, let X “ pXtqtPr0,8q : r0,8q ˆ Ω Ñ O be pBpr0,8qq b Fq/BpOq-measurable,
let h : O Ñ R be BpOq/BpRq-measurable, let V : O Ñ p0,8q be BpOq/Bpp0,8qq-measurable, and
assume for all t P r0,8q, x P O that Ere´ρtV pXtqs ď γ and |hpxq| ď cV pxq. Then it holds that
E
„ż 8
0
e´λt|hpXtq| dt

ď cγ
λ´ ρ. (4)
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Proof of Lemma 2.1. First, observe that the hypothesis that h : O Ñ R is BpOq/BpRq-measurable
and the hypothesis that X : r0,8q ˆ Ω Ñ O is pBpr0,8qq b Fq/BpOq-measurable prove that
r0,8qˆΩ Q pt, ωq ÞÑ e´λthpXtpωqq P R is pBpr0,8qqbFq/BpRq-measurable. This, the hypothesis
that for all x P O it holds that |hpxq| ď cV pxq, the hypothesis that for all t P r0,8q it holds that
Ere´ρtV pXtqs ď γ, and Fubini’s theorem ensure that
E
„ż 8
0
e´λt|hpXtq| dt

ď E
„ż 8
0
e´λtcV pXtq dt

“ c
ż 8
0
e´λt ErV pXtqs dt
ď cγ
ż 8
0
e´pλ´ρqt dt “ cγ
λ´ ρ.
(5)
This establishes (4). The proof of Lemma 2.1 is thus completed.
Lemma 2.2. Let d P N, c, γ, ρ P R, λ P pρ,8q, let }¨} : Rd Ñ r0,8q be a norm on Rd, let
O Ď Rd be a non-empty open set, let pΩ,F ,Pq be a probability space, for every n P N0 let
Xn “ pXn,tqtPr0,8q : r0,8qˆΩÑ O be pBpr0,8qqbFq/BpOq-measurable, assume for all ε, t P p0,8q
that lim supnÑ8 Pp}Xn,t ´X0,t} ě εq “ 0, let h P CpO,Rq be bounded, let V : O Ñ p0,8q be
BpOq/Bpp0,8qq-measurable, and assume for all n P N0, t P r0,8q, x P O that |hpxq| ď cV pxq and
Ere´ρtV pXn,tqs ď γ. Then
(i) it holds for all n P N0 that E
“ ş8
0
e´λt|hpXn,tq| dt
‰ ă 8 and
(ii) it holds that
lim sup
nÑ8
ˇˇˇ
ˇE
„ż 8
0
e´λthpXn,tq dt

´ E
„ż 8
0
e´λthpX0,tq dt
ˇˇˇ
ˇ “ 0. (6)
Proof of Lemma 2.2. First, observe that Lemma 2.1 (with dÐ d, cÐ c, γ Ð γ, ρ Ð ρ, O Ð O,
pΩ,F ,Pq Ð pΩ,F ,Pq, X Ð Xn, h Ð h, V Ð V for n P N0 in the notation of Lemma 2.1)
establishes Item (i). Next note that Kallenberg [48, Lemma 4.3], the assumption that for all ε, t P
p0,8q it holds that lim supnÑ8 Pp}Xn,t ´X0,t} ě εq “ 0, and the assumption that h P CpO,Rq
assure that for all ε, t P p0,8q it holds that
lim sup
nÑ8
rPp|hpXn,tq ´ hpX0,tq| ě εqs “ 0. (7)
Combining this with the assumption that h is bounded and Vitali’s convergence theorem implies
for all t P p0,8q that
lim sup
nÑ8
Er|hpXn,tq ´ hpX0,tq|s “ 0. (8)
Moreover, note that for all n P N0, t P p0,8q it holds that
e´λt Er|hpXn,tq|s ď ce´λt ErV pXn,tqs ď cγe´pλ´ρqt. (9)
Lebesgue’s dominated convergence theorem and (8) hence establish Item (ii). The proof of
Lemma 2.2 is thus completed.
Lemma 2.3. Let d P N, ρ P R, λ P pρ,8q, let }¨} : Rd Ñ r0,8q be a norm on Rd, let O Ď
Rd be a non-empty open set, for every r P p0,8q let Or Ď O satisfy Or “ tx P O : }x} ď
r and ty P Rd : }y ´ x} ă 1{ru Ď Ou, let pΩ,F ,Pq be a probability space, for every x P O let
Xx “ pXxt qtPr0,8q : r0,8qˆΩÑ O be pBpr0,8qqbFq/BpOq-measurable, assume for all ε, t P p0,8q
and all xn P O, n P N0, with lim supnÑ8 }xn ´ x0} “ 0 that lim supnÑ8 Pp}Xxnt ´Xx0t } ě εq “ 0,
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let h P CpO,Rq, V P CpO, p0,8qq satisfy for all t P r0,8q, x P O that Ere´ρtV pXxt qs ď V pxq and
infrPp0,8qrsupyPOzOrp |hpyq|V pyq qs “ 0, and let u : O Ñ R satisfy for all x P O that
upxq “ E
„ż 8
0
e´λthpXxt q dt

(10)
(cf. Lemma 2.1). Then
(i) it holds that u P CpO,Rq and
(ii) it holds in the case of suprPp0,8qrinfxPOzOr V pxqs “ 8 that
lim sup
rÑ8
«
sup
xPOzOr
ˆ |upxq|
V pxq
˙ff
“ 0. (11)
Proof of Lemma 2.3. Throughout this proof let hn : O Ñ R, n P N, be compactly supported
continuous functions which satisfy
lim sup
nÑ8
„
sup
xPO
ˆ |hnpxq ´ hpxq|
V pxq
˙
“ 0 (12)
(cf. [6, Corollary 2.4]) and let un : O Ñ R, n P N, satisfy for all n P N, x P O that
unpxq “ E
„ż 8
0
e´λthnpXxt q dt

(13)
(cf. Lemma 2.1). Note that the assumption that V is continuous implies that V is locally bounded.
Lemma 2.2 (with d Ð d, c Ð supyPOp |hnpyq|V pyq q, γ Ð supkPN0 V pxkq, ρ Ð ρ, λ Ð λ, O Ð O,
pΩ,F ,Pq Ð pΩ,F ,Pq, pXkqkPN0 Ð pXxkqkPN0, h Ð hn, V Ð V for n P N, pxkqkPN0 Ď O with
lim supkÑ8 }xk ´ x0} “ 0 in the notation of Lemma 2.2) hence ensures for all n P N, xk P O,
k P N0, with lim supkÑ8 }xk ´ x0} “ 0 that
lim sup
kÑ8
|unpxkq ´ unpx0q| “ lim sup
kÑ8
ˇˇˇ
ˇE
„ż 8
0
e´λthnpXxkt q dt

´ E
„ż 8
0
e´λthnpXx0t q dt
ˇˇˇ
ˇ “ 0. (14)
Hence, we obtain for all n P N that un is continuous. Next observe that for all n P N, x P O it
holds that
|unpxq ´ upxq| “
ˇˇˇ
ˇE
„ż 8
0
e´λthnpXxt q dt

´ E
„ż 8
0
e´λthpXxt q dt
ˇˇˇ
ˇ
“
ˇˇˇ
ˇE
„ż 8
0
e´λtphnpXxt q ´ hpXxt qq dt
ˇˇˇ
ˇ ď E
„ż 8
0
e´λt|hnpXxt q ´ hpXxt q| dt

“
ż 8
0
e´λt Er|hnpXxt q ´ hpXxt q|s dt “
ż 8
0
e´λt E
„ |hnpXxt q ´ hpXxt q|
V pXxt q
V pXxt q

dt
ď
ż 8
0
e´λt
„
sup
yPO
ˆ |hnpyq ´ hpyq|
V pyq
˙
eρtV pxq dt “ V pxq
λ´ ρ
„
sup
yPO
ˆ |hnpyq ´ hpyq|
V pyq
˙
.
(15)
This, (12), the assumption that V P CpO, p0,8qq, and the fact that punqnPN Ď CpO,Rq imply
that u is continuous. This establishes Item (i). Next we prove Item (ii). For this we assume
that suprPp0,8qrinfxPOzOr V pxqs “ 8. The assumption that V P CpO, p0,8qq hence assures that
tx P O : V pxq “ infyPO V pyqu ‰ H. The assumption that for all t P r0,8q, x P O it holds that
6
e´ρtErV pXxt qs ď V pxq therefore implies for all t P p0,8q that 0 ă e´ρtminyPO V pyq ď minyPO V pyq.
Hence, we obtain that 0 ď ρ ă λ. This, the fact that for every n P N it holds that hn : O Ñ R is
bounded, the assumption that suprPp0,8qrinfxPOzOr V pxqs “ 8, and (13) demonstrate for all n P N
that
lim sup
rÑ8
«
sup
xPOzOr
ˆ |unpxq|
V pxq
˙ff
ď
„
sup
xPO
|unpxq|

lim sup
rÑ8
«
sup
xPOzOr
ˆ
1
V pxq
˙ff
ď 1
λ
ˆ
sup
xPO
|hnpxq|
˙˜
lim sup
rÑ8
«
sup
xPOzOr
ˆ
1
V pxq
˙ff¸
“ 0.
(16)
Combining this with (15) and (12) ensures that
lim sup
rÑ8
«
sup
xPOzOr
ˆ |upxq|
V pxq
˙ff
“ 0. (17)
This establishes Item (ii). The proof of Lemma 2.3 is thus completed.
Corollary 2.4. Let d P N, L, ρ P R, λ P pρ,8q, let }¨} : Rd Ñ r0,8q be a norm on Rd, let
O Ď Rd be a non-empty open set, for every r P p0,8q let Or Ď O satisfy Or “ tx P O : }x} ď
r and ty P Rd : }y ´ x} ă 1{ru Ď Ou, let pΩ,F ,Pq be a probability space, for every x P O let
Xx “ pXxt qtPr0,8q : r0,8qˆΩÑ O be pBpr0,8qqbFq/BpOq-measurable, assume for all ε, t P p0,8q
and all xn P O, n P N0, with lim supnÑ8 }xn ´ x0} “ 0 that lim supnÑ8 Pp}Xxnt ´Xx0t } ě εq “ 0,
let f P CpO ˆ R,Rq, u P CpO,Rq, V P CpO, p0,8qq satisfy for all t P r0,8q, x P O that
Ere´ρtV pXxt qs ď V pxq, and assume for all x P O, v, w P R that infrPp0,8qrsupyPOzOrp |fpy,0q|`|upyq|V pyq qs “
0 and |fpx, vq ´ fpx, wq| ď L|v ´ w|. Then
(i) it holds for all x P O that Erş8
0
e´λt|fpXxt , upXxt qq| dts ă 8,
(ii) it holds that
O Q x ÞÑ E
„ż 8
0
e´λtfpXxt , upXxt qq dt

P R (18)
is continuous, and
(iii) it holds in the case of suprPp0,8qrinfxPOzOr V pxqs “ 8 that
lim
rÑ8
«
sup
xPOzOr
˜
|E“ş8
0
e´λtfpXxt , upXxt qq dt
‰ |
V pxq
¸ff
“ 0. (19)
Proof of Corollary 2.4. First, observe that O Q x ÞÑ fpx, upxqq P R is a continuous function which
satisfies for all x P O that
|fpx, upxqq| ď |fpx, 0q| ` |fpx, upxqq ´ fpx, 0q| ď |fpx, 0q| ` L|upxq|. (20)
The hypothesis that infrPp0,8qrsupxPOzOrp |fpx,0q|`|upxq|V pxq qs “ 0 hence ensures that
inf
rPp0,8q
«
sup
xPOzOr
ˆ |fpx, upxqq|
V pxq
˙ff
ď inf
rPp0,8q
«
sup
xPOzOr
ˆ |fpx, 0q|
V pxq ` L
|upxq|
V pxq
˙ff
“ 0. (21)
This, the hypothesis that f P CpO ˆ R,Rq, the hypothesis that u P CpO,Rq, and the hy-
pothesis that V P CpO, p0,8qq imply that supxPOp |fpx,upxqq|V pxq q ă 8. Lemma 2.1 (with d Ð d,
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c Ð supyPOp |fpy,upyqq|V pyq q, γ Ð V pxq, ρ Ð ρ, λ Ð λ, O Ð O, pΩ,F ,Pq Ð pΩ,F ,Pq, X Ð Xx,
h Ð pO Q y ÞÑ fpy, upyqq P Rq for x P O in the notation of Lemma 2.1) therefore establishes
Item (i). In addition, note that (21) and Lemma 2.3 (with d Ð d, ρ Ð ρ, λ Ð λ, }¨} Ð }¨},
O Ð O, pΩ,F ,Pq Ð pΩ,F ,Pq, pXxqxPO Ð pXxqxPO, h Ð pO Q y ÞÑ fpy, upyqq P Rq, V Ð V
in the notation of Lemma 2.3) establish Items (ii) and (iii). The proof of Corollary 2.4 is thus
completed.
Lemma 2.5. Let d P N, L, ρ P R, let O Ď Rd be a non-empty open set, let pΩ,F ,Pq be a
probability space, for every x P O let Xx “ pXxt qtPr0,8q : r0,8qˆΩÑ O be pBpr0,8qqbFq/BpOq-
measurable, let V : O Ñ p0,8q be BpOq/Bpp0,8qq-measurable, assume for all t P r0,8q, x P O
that Ere´ρtV pXxt qs ď V pxq, let f : O ˆ R Ñ R be BpO ˆ Rq/BpRq-measurable, assume for all
x P O, v, w P R that |fpx, vq ´ fpx, wq| ď L|v ´ w|, let v, w : O Ñ R be BpOq/BpRq-measurable,
and assume that
sup
xPO
„ |vpxq| ` |wpxq|
V pxq

ă 8. (22)
Then it holds for all λ P pρ,8q, x P O that
1
V pxqE
„ż 8
0
e´λs
ˇˇ
f
`
Xxs , vpXxs q
˘´ f`Xxs , wpXxs q˘ˇˇ ds

ď L
λ´ ρ
„
sup
yPO
ˆ |vpyq ´ wpyq|
V pyq
˙
. (23)
Proof of Lemma 2.5. First, note that the fact that f : OˆRÑ R is BpOˆRq/BpRq-measurable,
the fact that v, w : O Ñ R are BpOq/BpRq-measurable, and the fact that for all x P O it holds
that Xx : r0,8q ˆ Ω Ñ O is pBpr0,8qq b Fq/BpOq-measurable ensure that for all x P O it holds
that
r0,8q ˆ Ω Q pt, ωq ÞÑ ˇˇf`Xxt pωq, vpXxt pωqq˘´ f`Xxt pωq, wpXxt pωqq˘ˇˇ P R (24)
is pBpr0,8qq b Fq/BpRq-measurable. Next observe that the hypothesis that for all t P r0,8q,
x P O it holds that Ere´ρtV pXxt qs ď V pxq, the hypothesis that for all x P O, a, b P R it holds that
|fpx, aq ´ fpx, bq| ď L|a ´ b|, and Fubini’s theorem ensure that for all λ P pρ,8q, x P O it holds
that
1
V pxqE
„ż 8
0
e´λt
ˇˇ
f
`
Xxt , vpXxt q
˘´ f`Xxt , wpXxt q˘ˇˇ dt

ď E
„ż 8
0
Le´λt
|vpXxt q ´ wpXxt q|
V pxq dt

“ L
ż 8
0
e´λt E
„ˆ |vpXxt q ´ wpXxt q|
V pXxt q
˙ˆ
V pXxt q
V pxq
˙
dt
ď L
ż 8
0
e´λt
„
sup
yPO
ˆ |vpyq ´ wpyq|
V pyq
˙„
ErV pXxt qs
V pxq

dt
ď L
„
sup
yPO
ˆ |vpyq ´ wpyq|
V pyq
˙„ż 8
0
e´pλ´ρqt dt

“ L
λ´ ρ
„
sup
yPO
ˆ |vpyq ´ wpyq|
V pyq
˙
.
(25)
This establishes (23). The proof of Lemma 2.5 is thus completed.
Proposition 2.6. Let d P N, L, ρ P R, λ P pL` ρ,8q, let }¨} : Rd Ñ r0,8q be a norm on Rd, let
O Ď Rd be a non-empty open set, for every r P p0,8q let Or Ď O satisfy Or “ tx P O : }x} ď
r and ty P Rd : }y ´ x} ă 1{ru Ď Ou, let pΩ,F ,Pq be a probability space, for every x P O let Xx “
pXxt qtPr0,8q : r0,8qˆΩÑ O be pBpr0,8qqbFq/BpOq-measurable, assume for all ε, t P p0,8q and
all xn P O, n P N0, with lim supnÑ8 }xn ´ x0} “ 0 that lim supnÑ8 Pp}Xxnt ´Xx0t } ě εq “ 0, let
V P CpO, p0,8qq, f P CpOˆR,Rq satisfy for all t P r0,8q, x P O, v, w P R that Ere´ρtV pXxt qs ď
V pxq and |fpx, vq ´ fpx, wq| ď L|v ´ w|, and assume that infrPp0,8qrsupxPOzOrp |fpx,0q|V pxq qs “ 0 and
suprPp0,8qrinfxPOzOr V pxqs “ 8. Then there exists a unique u P CpO,Rq such that
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(i) it holds that
lim sup
rÑ8
«
sup
xPOzOr
ˆ |upxq|
V pxq
˙ff
“ 0 (26)
and
(ii) it holds for all x P O that E“ ş8
0
e´λt|fpXxt , upXxt qq| dt
‰ ă 8 and
upxq “ E
„ż 8
0
e´λtfpXxt , upXxt qq dt

. (27)
Proof of Proposition 2.6. Throughout this proof let V be the set given by
V “
#
u P CpO,Rq : lim sup
rÑ8
«
sup
xPOzOr
ˆ |upxq|
V pxq
˙ff
“ 0
+
(28)
and let }¨}
V
: V Ñ r0,8q satisfy for all v P V that
}v}
V
“ sup
xPO
ˆ |vpxq|
V pxq
˙
. (29)
Note that pV, }¨}
V
q is an R-Banach space. Moreover, observe that Corollary 2.4 (with d Ð d,
L Ð L, ρ Ð ρ, λ Ð λ, }¨} Ð }¨}, O Ð O, pΩ,F ,Pq Ð pΩ,F ,Pq, pXxqxPO Ð pXxqxPO , f Ð f ,
V Ð V , uÐ v for v P V in the notation of Corollary 2.4) demonstrates that there exists a unique
function Φ: V Ñ V which satisfies for all x P O, v P V that
rΦpvqspxq “ E
„ż 8
0
e´λtfpXxt , vpXxt qq dt

. (30)
Moreover, note that Lemma 2.5 (with d Ð d, L Ð L, ρ Ð ρ, O Ð O, pΩ,F ,Pq Ð pΩ,F ,Pq,
pXxqxPO Ð pXxqxPO, V Ð V , f Ð f in the notation of Lemma 2.5) ensures for all v, w P V that
}Φpvq ´ Φpwq}
V
ď L
λ´ ρ }v ´ w}V . (31)
This, the hypothesis that λ ą L ` ρ, the fact that pV, }¨}
V
q is an R-Banach space, and Banach’s
fixed point theorem demonstrate that there exists a unique u P V which satisfies Φpuq “ u. This
establishes Items (i) and (ii). The proof of Proposition 2.6 is thus completed.
2.2 On the Feynman–Kac connection between SFPEs and semilinear
elliptic PDEs
Corollary 2.7. Let d,m P N, B P Rdˆm, L, ρ P R, λ P pρ ` L,8q, let }¨} : Rd Ñ r0,8q be
a norm on Rd, let f P CpRd ˆ R,Rq, V P C2pRd, p0,8qq satisfy for all x P Rd, v, w P R that
|fpx, vq ´ fpx, wq| ď L|v ´ w| and
1
2
TracepBB˚pHess V qpxqq ď ρV pxq, (32)
assume that lim suprÑ8rsup}x}ąrp |fpx,0q|V pxq qs “ 0 and suprPp0,8qrinf}x}ąr V pxqs “ 8, let pΩ,F ,Pq be a
probability space, and let W : r0,8qˆΩÑ Rm be a standard Brownian motion. Then there exists
a unique u P CpRd,Rq such that
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(i) it holds that
lim sup
rÑ8
«
sup
}x}ąr
ˆ |upxq|
V pxq
˙ff
“ 0 (33)
and
(ii) for all x P Rd it holds that E“ ş8
0
e´λs|fpx`BWs, upx`BWsqq| ds
‰ ă 8 and
upxq “ E
„ż 8
0
e´λsfpx`BWs, upx`BWsqq ds

. (34)
Proof of Corollary 2.7. First, observe that combining [6, Lemmas 3.1 and 3.2] with (32) ensures
that for all t P r0,8q, x P Rd it holds that
E
“
e´ρtV px`BWtq
‰ ď V pxq. (35)
Moreover, note that for all ε, t P p0,8q and all xn P Rd, n P N0, with lim supnÑ8 }xn ´ x0} “ 0
it holds that lim supnÑ8 Pp}pxn `BWtq ´ px0 `BWtq} ě εq “ 0. Proposition 2.6 (with d Ð d,
L Ð L, ρ Ð ρ, λ Ð λ, }¨} Ð }¨}, O Ð Rd, pΩ,F ,Pq Ð pΩ,F ,Pq, pXxqxPRd Ð pr0,8q ˆ Ω Q
pt, ωq ÞÑ x`BWtpωq P RdqxPRd, V Ð V , f Ð f in the notation of Proposition 2.6) and (35) hence
assure that there exists a unique u P CpRd,Rq such that
(I) it holds that
lim sup
rÑ8
«
sup
}x}ąr
ˆ |upxq|
V pxq
˙ff
“ 0 (36)
and
(II) for all x P Rd it holds that E“ ş8
0
e´λs|fpx`BWs, upx`BWsqq| ds
‰ ă 8 and
upxq “ E
„ż 8
0
e´λtfpx`BWt, upx`BWtqq dt

. (37)
This establishes Items (i) and (ii). The proof of Corollary 2.7 is thus completed.
Lemma 2.8. Let T P p0,8q, d,m P N, B P Rdˆm, ϕ P C2pRd,Rq satisfy supxPRdr
řd
i,j“1p|ϕpxq| `
|p BBxiϕqpxq|`|p B
2
BxiBxjϕqpxq|qs ă 8, let pΩ,F ,Pq be a probability space, let Z : ΩÑ Rm be a standard
normal random variable, and let u : r0, T s ˆ Rd Ñ R satisfy for all t P r0, T s, x P Rd that
upt, xq “ E“ϕpx`?tBZq‰. (38)
Then
(i) it holds that u P C1,2pr0, T s ˆ Rd,Rq and
(ii) it holds for all t P r0, T s, x P Rd that
pBuBt qpt, xq “ 12 Trace
`
BB˚pHessx uqpt, xq
˘
. (39)
Proof of Lemma 2.8. Throughout this proof let e1 “ p1, 0, . . . , 0q, e2 “ p0, 1, . . . , 0q, . . . , em “
p0, . . . , 0, 1q P Rm, let x¨, ¨y : pYkPNpRk ˆ Rkqq Ñ R satisfy for all k P N, x “ px1, x2, . . . , xkq, y “
py1, y2, . . . , ykq P Rk that xx, yy “
řk
i“1 xiyi, let }¨} : Rm Ñ r0,8q be the standard norm on Rm,
and let ψt,x “ pψt,xpyqqyPRm : Rm Ñ R, t P r0, T s, x P Rd, satisfy for all t P r0, T s, x P Rd, y P Rm
that ψt,xpyq “ ϕpx `
?
tByq. Note that the assumption that ϕ P C2pRd,Rq, the assumption
that supxPRdr
řd
i,j“1p|ϕpxq| ` |p BBxiϕqpxq| ` |p B
2
BxiBxjϕqpxq|qs ă 8, the chain rule, and Lebesgue’s
dominated convergence theorem ensure that
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(I) for all x P Rd it holds that p0, T s Q t ÞÑ upt, xq P R is differentiable,
(II) for all t P r0, T s it holds that Rd Q x ÞÑ upt, xq P R is twice differentiable,
(III) for all t P p0, T s, x P Rd it holds that
pBuBt qpt, xq “ E
“xp∇ϕqpx`?tBZq, 1
2
?
t
BZy‰, (40)
and
(IV) for all t P r0, T s, x P Rd it holds that
pHessx uqpt, xq “ E
“pHessϕqpx`?tBZq‰. (41)
Observe that Items (III) and (IV), the assumption that ϕ P C2pRd,Rq, the assumption that
supxPRdr
řd
i,j“1p|ϕpxq|`|p BBxiϕqpxq|`|p B
2
BxiBxjϕqpxq|qs ă 8, the fact that Er}Z}s ă 8, and Lebesgue’s
dominated convergence theorem prove that p0, T s ˆRd Q pt, xq ÞÑ pBuBt qpt, xq P R and r0, T s ˆ Rd Qpt, xq ÞÑ pHessx uqpt, xq P Rdˆd are continuous. Next note that Item (IV) and the fact that for all
X P Rmˆd, Y P Rdˆm it holds that TracepXY q “ TracepY Xq imply that for all t P p0, T s, x P Rd
it holds that
1
2
Trace
`
BB˚pHessx uqpt, xq
˘ “ E”1
2
Trace
`
BB˚pHessϕqpx`?tBZq˘ı
“ 1
2
E
”
Trace
`
B˚pHessϕqpx`
?
tBZqB˘ı “ 1
2
E
„
mř
k“1
xek, B˚pHessϕqpx`
?
tBZqBeky

“ 1
2
E
„
mř
k“1
xBek, pHessϕqpx`
?
tBZqBeky

“ 1
2
E
„
mř
k“1
ϕ2px`
?
tBZqpBek, Bekq

“ 1
2t
E
„
mř
k“1
pψt,xq2pZqpek, ekq

“ 1
2t
E
„
mř
k“1
p B2By2
k
ψt,xqpZq

“ 1
2t
Erp∆ψt,xqpZqs.
(42)
The assumption that Z : ΩÑ Rm is a standard normal random variable and integration by parts
hence ensure that for all t P p0, T s, x P Rd it holds that
1
2
Trace
`
BB˚pHessx uqpt, xq
˘
“ 1
2t
ż
Rm
p∆ψt,xqpyq
«
expp´ xy,yy
2
q
p2piqm{2
ff
dy “ 1
2t
ż
Rm
xp∇ψt,xqpyq, yy
«
expp´ xy,yy
2
q
p2piqm{2
ff
dy
“ 1
2
?
t
ż
Rm
A
B˚p∇ϕqpx`?tByq, y
E«expp´ xy,yy
2
q
p2piqm{2
ff
dy
“ 1
2
?
t
E
“xB˚p∇ϕqpx`?tBZq, Zy‰ “ E“xp∇ϕqpx`?tBZq, 1
2
?
t
BZy‰.
(43)
Item (III) therefore proves for all t P p0, T s, x P Rd that
pBuBt qpt, xq “ 12 Trace
`
BB˚pHessx uqpt, xq
˘
. (44)
The fundamental theorem of calculus hence implies that for all t, s P p0, T s, x P Rd it holds that
upt, xq ´ ups, xq “
ż t
s
pBuBt qpr, xq dr “
ż t
s
1
2
Trace
`
BB˚pHessx uqpr, xq
˘
dr. (45)
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The fact that r0, T s ˆ Rd Q pt, xq ÞÑ pHessx uqpt, xq P Rdˆd is continuous therefore ensures for all
t P p0, T s, x P Rd that
upt, xq ´ up0, xq
t
“ lim
sŒ0
„
upt, xq ´ ups, xq
t

“ 1
t
ż t
0
1
2
Trace
`
BB˚pHessx uqpr, xq
˘
dr. (46)
This and again the fact that r0, T s ˆ Rd Q pt, xq ÞÑ pHessx uqpt, xq P Rdˆd is continuous imply for
all x P Rd that
lim sup
tŒ0
ˇˇˇ
ˇupt, xq ´ up0, xqt ´ 12 Trace`BB˚pHessx uqp0, xq˘
ˇˇˇ
ˇ
ď lim sup
tŒ0
„
1
t
ż t
0
ˇˇ
1
2
Trace
`
BB˚pHessx uqps, xq
˘´ 1
2
Trace
`
BB˚pHessx uqp0, xq
˘ˇˇ
ds

ď lim sup
tŒ0
«
sup
sPr0,ts
ˇˇˇ
1
2
Trace
´
BB˚
`pHessx uqps, xq ´ pHessx uqp0, xq˘¯ˇˇˇ
ff
“ 0.
(47)
Item (I) hence establishes that for all x P Rd it holds that r0, T s Q t ÞÑ upt, xq P R is differentiable.
Combining this with (47) and (44) ensures that for all t P r0, T s, x P Rd it holds that
pBuBt qpt, xq “ 12 Trace
`
BB˚pHessx uqpt, xq
˘
. (48)
This and the fact that r0, T sˆRd Q pt, xq ÞÑ pHessx uqpt, xq P Rdˆd is continuous establish Item (i).
In addition, note that (48) establishes Item (ii). The proof of Lemma 2.8 is thus completed.
Corollary 2.9. Let T P p0,8q, d,m P N, B P Rdˆm, ϕ P C2pRd,Rq satisfy supxPRdr
řd
i,j“1p|ϕpxq|`
|p BBxiϕqpxq| ` |p B
2
BxiBxjϕqpxq|qs ă 8, let pΩ,F ,Pq be a probability space, let W : r0, T s ˆ ΩÑ Rm be
a standard Brownian motion, and let u : r0, T s ˆ Rd Ñ R satisfy for all t P r0, T s, x P Rd that
upt, xq “ E“ϕpx`BWtq‰. (49)
Then
(i) it holds that u P C1,2pr0, T s ˆ Rd,Rq and
(ii) it holds for all t P r0, T s, x P Rd that
pBuBt qpt, xq “ 12 Trace
`
BB˚pHessx uqpt, xq
˘
. (50)
Proof of Corollary 2.9. First, observe that the assumption thatW : r0, T sˆΩÑ Rm is a standard
Brownian motion ensures for all t P r0, T s, x P Rd that
upt, xq “ Erϕpx`BWtqs “ E
„
ϕpx`?tBWT?
T
q

. (51)
The fact that WT?
T
: Ω Ñ Rm is standard normally distributed and Lemma 2.8 hence establish
Items (i) and (ii). The proof of Corollary 2.9 is thus completed.
Lemma 2.10. Let d,m P N, B P Rdˆm, λ P p0,8q, ρ P p´8, λq, let }¨} : Rd Ñ r0,8q be a norm
on Rd, let h P CpRd,Rq, V P C2pRd, p0,8qq, assume for all x P Rd that
1
2
TracepBB˚pHess V qpxqq ď ρV pxq, (52)
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assume that suprPp0,8qrinf}x}ąr V pxqs “ 8 and infrPp0,8qrsup}x}ąrp |hpxq|V pxq qs “ 0, let pΩ,F ,Pq be a
probability space, let W : r0,8q ˆ Ω Ñ Rm be a standard Brownian motion, and let u : Rd Ñ R
satisfy for all x P Rd that
upxq “ E
„ż 8
0
e´λshpx`BWsq ds

(53)
(cf. Item (ii) in Corollary 2.7). Then it holds that u is a viscosity solution of
λupxq ´ 1
2
TracepBB˚pHess uqpxqq “ hpxq (54)
for x P Rd.
Proof of Lemma 2.10. Throughout this proof let hn P C8pRd,Rq, n P N, be compactly supported
functions which satisfy
lim sup
nÑ8
„
sup
xPRd
ˆ |hnpxq ´ hpxq|
V pxq
˙
“ 0, (55)
let Fn : R
d ˆ Rˆ Rd ˆ Sd Ñ R, n P N0, satisfy for all n P N, x, p P Rd, r P R, A P Sd that
Fnpx, r, p, Aq “ λr´ 12 TracepBB˚Aq´hnpxq and F0px, r, p, Aq “ λr´ 12 TracepBB˚Aq´hpxq, (56)
let un : R
d Ñ R, n P N, satisfy for all n P N, x P Rd that
unpxq “ E
„ż 8
0
e´λs hnpx`BWsq ds

, (57)
and let vn : r0,8q ˆ Rd Ñ R, n P N, satisfy for all n P N, t P r0,8q, x P Rd that vnpt, xq “
Erhnpx ` BWtqs. Observe that Corollary 2.9 ensures for all n P N, t P r0,8q, x P Rd that
vn P C1,2pr0,8q ˆ Rd,Rq and
p BBtvnqpt, xq “ 12 TracepBB˚pHessx vnqpt, xqq. (58)
This, (57), the fact that for all n P N it holds that suppt,xqPr0,8qˆRdr
řd
i,j“1p|vnpt, xq|`|p BBxi vnqpt, xq|`
|p B2BxiBxj vnqpt, xq|qs ă 8, integration by parts, and Lebesgue’s dominated convergence theorem
guarantee that for all n P N, x P Rd it holds that
unpxq “
ż 8
0
e´λt vnpt, xq dt “ lim
RÑ8
„ż R
0
e´λt vnpt, xq dt

“ lim
RÑ8
„
1
λ
vnp0, xq ´ e
´λR
λ
vnpR, xq ` 1
λ
ż R
0
e´λtp BBtvnqpt, xq dt

“ 1
λ
„
vnp0, xq `
ż 8
0
e´λtp BBtvnqpt, xq dt

“ 1
λ
„
hnpxq `
ż 8
0
e´λt 1
2
TracepBB˚pHessx vnqpt, xqq dt

“ 1
λ
“
hnpxq ` 12 TracepBB˚pHess unqpxqq
‰
.
(59)
This shows for every n P N that un is a viscosity solution of
λunpxq ´ 12 TracepBB˚pHess unqpxqq “ hnpxq (60)
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for x P Rd. Next note that (55) and (56) ensure for every non-empty compact set K Ď Rd ˆ Rˆ
Rd ˆ Sd that
lim sup
nÑ8
«
sup
px,r,p,AqPK
|Fnpx, r, p, Aq ´ F0px, r, p, Aq|
ff
“ lim sup
nÑ8
«
sup
px,r,p,AqPK
|hnpxq ´ hpxq|
ff
ď lim sup
nÑ8
˜«
sup
yPRd
ˆ |hnpyq ´ hpyq|
V pyq
˙ff«
sup
px,r,p,AqPK
V pxq
ff¸
“ 0.
(61)
Moreover, note that (52), (53), and (57) guarantee for all n P N, x P Rd that
|unpxq ´ upxq|
V pxq “
1
V pxq
ˇˇˇ
ˇE
„ż 8
0
e´λs phpx`BWsq ´ hnpx`BWsqq ds
ˇˇˇ
ˇ
ď
ż 8
0
e´λs
«
sup
yPRd
ˆ |hpyq ´ hnpyq|
V pyq
˙ff
ErV px`BWsqs
V pxq ds ď
1
λ´ ρ
«
sup
yPRd
ˆ |hpyq ´ hnpyq|
V pyq
˙ff
.
(62)
This and (55) imply for every non-empty compact set K Ď Rd that
lim sup
nÑ8
„
sup
xPK
|unpxq ´ upxq|

“ 0. (63)
This, (61), the fact that for all n P N it holds that un is a viscosity solution of
Fnpx, unpxq, p∇unqpxq, pHess unqpxqq “ 0 (64)
for x P Rd (cf. (56) and (60)), and Hairer et al. [33, Lemma 4.8] (see also Barles & Perthame [2])
imply that u is a viscosity solution of
F0px, upxq, p∇uqpxq, pHessuqpxqq “ 0 (65)
for x P Rd. This establishes (54). The proof of Lemma 2.10 is thus completed.
Corollary 2.11. Let d,m P N, B P Rdˆm, L, ρ P R, λ P pL`ρ,8q, let }¨} : Rd Ñ r0,8q be a norm
on Rd, let f P CpRdˆR,Rq, u P CpRd,Rq, V P C2pRd, p0,8qq satisfy suprPp0,8qrinf}x}ąr V pxqs “ 8
and infrPp0,8qrsup}x}ąrp |fpx,0q|`|upxq|V pxq qs “ 0, assume for all x P Rd that
1
2
Trace
`
BB˚pHess V qpxq˘ ď ρV pxq, (66)
let pΩ,F ,Pq be a probability space, let W : r0,8qˆ ΩÑ Rm be a standard Brownian motion, and
assume for all x P Rd, v, w P R that |fpx, vq ´ fpx, wq| ď L|v ´ w| and
upxq “ E
„ż 8
0
e´λtfpx`BWt, upx`BWtqq dt

(67)
(cf. Corollary 2.7). Then it holds that u is a viscosity solution of
λupxq ´ 1
2
Trace
`
BB˚pHess uqpxq˘ “ fpx, upxqq (68)
for x P Rd.
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Proof of Corollary 2.11. Throughout this proof let h : Rd Ñ R satisfy for all x P Rd that hpxq “
fpx, upxqq. Observe that the assumptions that V P CpRd, p0,8qq and suprPp0,8qrinf}x}ąr V pxqs “ 8
imply that tx P Rd : V pxq “ infyPRd V pyqu ‰ H. This, the fact that for all x P ty P Rd : V pyq “
infzPRd V pzqu it holds that pHess V qpxq ě 0, and (66) ensure that ρ ě 0. Hence, we obtain that
λ P p0,8q. Next note that (67) and Lemma 2.10 prove that u is a viscosity solution of
λupxq ´ 1
2
Trace
`
BB˚pHess uqpxq˘ “ hpxq (69)
for x P Rd. This implies for all x P Rd, ϕ P C2pRd,Rq with ϕ ě u and ϕpxq “ upxq that
0 ě λϕpxq ´ 1
2
Trace
`
BB˚pHessϕqpxq˘´ hpxq
“ λϕpxq ´ 1
2
Trace
`
BB˚pHessϕqpxq˘´ fpx, ϕpxqq. (70)
Moreover, note that (69) implies for all x P Rd, ϕ P C2pRd,Rq with ϕ ď u and ϕpxq “ upxq that
0 ď λϕpxq ´ 1
2
Trace
`
BB˚pHessϕqpxq˘´ hpxq
“ λϕpxq ´ 1
2
Trace
`
BB˚pHessϕqpxq˘´ fpx, ϕpxqq. (71)
This and (70) demonstrate (68). The proof of Corollary 2.11 is thus completed.
2.3 On a comparison principle for viscosity solutions of semilinear el-
liptic PDEs
Proposition 2.12 (Comparison principle). Let d,m P N, B P Rdˆm, L, ρ P R, λ P pρ ` L,8q,
let }¨} : Rd Ñ r0,8q be the standard norm on Rd, let f P CpRd ˆ R,Rq, g, h, u, v P CpRd,Rq,
V P C2pRd, p0,8qq satisfy for all x P Rd, a, b P R that rfpx, aq´ fpx, bq ´Lpa´ bqspa´ bq ď 0 and
1
2
TracepBB˚pHess V qpxqq ď ρV pxq, (72)
assume that lim suprÑ8rsup}x}ąrp |fpx,0q|`|gpxq|`|hpxq|`|upxq|`|vpxq|V pxq qs “ 0, assume that u is viscosity
supersolution of
λupxq ´ 1
2
TracepBB˚pHess uqpxqq “ fpx, upxqq ` gpxq (73)
for x P Rd, and assume that v is a viscosity subsolution of
λvpxq ´ 1
2
TracepBB˚pHess vqpxqq “ fpx, vpxqq ` hpxq (74)
for x P Rd. Then it holds that
sup
xPRd
„
max
"
vpxq ´ upxq
V pxq , 0
*
ď 1
λ´ pL` ρq
„
sup
xPRd
ˆ
max
"
hpxq ´ gpxq
V pxq , 0
*˙
. (75)
Proof of Proposition 2.12. Throughout this proof let x¨, ¨y : Rd ˆ Rd Ñ R be the standard scalar
product on Rd, let w1, w2 P CpRd,Rq satisfy for all x P Rd that w1pxq “ upxqV pxq and w2pxq “ vpxqV pxq , and
let ηα : R
dˆRd Ñ R, α P p0,8q, satisfy for all α P p0,8q, x, y P Rd that ηαpx, yq “ w2pxq´w1pyq´
α
2
}x´ y}2. Note that (75) is clear in the case of v ď u. Therefore, we assume in the following
that there exists x P Rd such that vpxq ´ upxq ą 0. This implies that there exists x P Rd such
that w2pxq ´ w1pxq ą 0. Next note that the hypothesis that lim suprÑ8rsup}x}ąrp |upxq|`|vpxq|V pxq qs “ 0
demonstrates that
lim sup
rÑ8
«
sup
}x}ąr
´
|w1pxq| ` |w2pxq|
¯ff
“ 0. (76)
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Combining this with the fact that w1, w2 P CpRd,Rq and the fact that supxPRdpmaxtw2pxq ´
w1pxq, 0uq P p0,8s implies that there exists x0 P Rd which satisfies that
w2px0q ´ w1px0q “ sup
yPRd
´
w2pyq ´ w1pyq
¯
ą 0. (77)
In addition, note that (76) and the fact that w1, w2 P CpRd,Rq ensure that supxPRdp|w1pxq| `
|w2pxq|q ă 8. This and (77) imply for all α P p0,8q, β P pα,8q that
8 ą
„
sup
xPRd
|w1pxq|

`
„
sup
xPRd
|w2pxq|

ě sup
x,yPRd
pw2pxq ´ w1pyqq ě sup
zPRdˆRd
ηαpzq
ě sup
zPRdˆRd
ηβpzq ě sup
xPRd
ηβpx, xq “ sup
xPRd
pw2pxq ´ w1pxqq ą 0.
(78)
Next let rα P p0,8q, α P p0,8q, satisfy for all α P p0,8q that rα “ r 2αprsupxPRd |w1pxq|s `
rsupxPRd |w2pxq|sqs1{2 and let R P p0,8q satisfy that for all x P Rd with }x} ą R it holds that
|w1pxq| ` |w2pxq| ă 14 supyPRdpw2pyq ´ w1pyqq. Furthermore, observe that for all α P p0,8q,
x, y P Rd with }x´ y} ą rα it holds that w2pxq ´w1pyq ´ α2 }x´ y}2 ď 0. Hence, we obtain for all
α P p0,8q, x, y P Rd with maxt}x} , }y}u ą R ` rα that
ηαpx, yq
#
ď 0 : }x´ y} ą rα,
ď 1
2
supzPRdpw2pzq ´ w1pzqq : }x´ y} ď rα.
(79)
Combining this with (78) demonstrates for all α P p0,8q that
sup
zPRdˆRd
ηαpzq “ sup
maxt}x},}y}uďR`rα
ηαpx, yq. (80)
Hence, we obtain that for every α P p0,8q there exist xα, yα P Rd which satisfy thatmaxt}xα} , }yα}u ď
R ` rα and
w2pxαq ´ w1pyαq ´ α
2
}xα ´ yα}2 “ sup
zPRdˆRd
ηαpzq ą 0. (81)
Crandall et al. [18, Theorem 3.2] (with k Ð 2, N1 Ð d, N2 Ð d, O1 Ð Rd, O2 Ð Rd, u1 Ð w2,
u2 Ð ´w1, ϕ Ð pRd ˆ Rd Q px, yq ÞÑ α2 }x´ y}2 P Rq, xˆ Ð pxα, yαq for α P p0,8q in the notation
of [18, Theorem 3.2]) therefore guarantees that there exist Xα, Yα P Sd, α P p0,8q, which satisfy
for all α P p0,8q that pαpxα ´ yαq, Xαq P pJˆ2`w2qpxαq, pαpxα ´ yαq, Yαq P pJˆ2´w1qpyαq, and
´ 3α
ˆ
I 0
0 I
˙
ď
ˆ
Xα 0
0 ´Yα
˙
ď 3α
ˆ
I ´I
´I I
˙
(82)
(see Hairer et al. [33, Definition 4.3] for definitions of Jˆ2`w2 and Jˆ
2
´w1). Next observe that (73)
implies that w1 is a viscosity supersolution of
λw1pxq ´
„
1
2
Trace pBB˚pHessw1qpxqq `
A
BB˚ p∇V qpxq
V pxq , p∇w1qpxq
E
` 1
2
Trace
´
BB˚ pHessV qpxq
V pxq
¯
w1pxq ` 1V pxqf
`
x, V pxqw1pxq
˘` gpxq
V pxq

“ 0
(83)
for x P Rd. Combining this and (82) assures for all α P p0,8q that
λw1pyαq ´
„
1
2
Trace pBB˚Yαq `
A
BB˚ p∇V qpyαq
V pyαq , αpxα ´ yαq
E
` 1
2
Trace
´
BB˚ pHess V qpyαq
V pyαq
¯
w1pyαq ` 1V pyαqf
`
yα, V pyαqw1pyαq
˘` gpyαq
V pyαq

ě 0.
(84)
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In addition, note that (74) ensures that w2 is a viscosity subsolution of
λw2pxq ´
„
1
2
Trace pBB˚pHessw2qpxqq `
A
BB˚ p∇V qpxq
V pxq , p∇w2qpxq
E
` 1
2
Trace
´
BB˚ pHess V qpxq
V pxq
¯
w2pxq ` 1V pxqf
`
x, V pxqw2pxq
˘` hpxq
V pxq

“ 0
(85)
for x P Rd. Combining this and (82) implies for all α P p0,8q that
λw2pxαq ´
„
1
2
Trace pBB˚Xαq `
A
BB˚ p∇V qpxαq
V pxαq , αpxα ´ yαq
E
` 1
2
Trace
´
BB˚ pHessV qpxαq
V pxαq
¯
w2pxαq ` 1V pxαqf
`
xα, V pxαqw2pxαq
˘` hpxαq
V pxαq

ď 0.
(86)
This and (84) assure for all α P p0,8q that
λpw2pxαq ´ w1pyαqq ď 12 TracepBB˚pXα ´ Yαqq `
A
BB˚
´
p∇V qpxαq
V pxαq ´
p∇V qpyαq
V pyαq
¯
, αpxα ´ yαq
E
` 1
2
Trace
´
BB˚
´
pHessV qpxαq
V pxαq w2pxαq ´
pHessV qpyαq
V pyαq w1pyαq
¯¯
` 1
V pxαqf
`
xα, V pxαqw2pxαq
˘´ 1
V pyαqf
`
yα, V pyαqw1pyαq
˘` hpxαq
V pxαq ´
gpyαq
V pyαq .
(87)
Next note that (82) ensures for all α P p0,8q that Xα ď Yα. This and (87) imply for all α P p0,8q
that
λpw2pxαq ´ w1pyαqq ď
A
BB˚
´
p∇V qpxαq
V pxαq ´
p∇V qpyαq
V pyαq
¯
, αpxα ´ yαq
E
` 1
2
Trace
´
BB˚
´
pHessV qpxαq
V pxαq w2pxαq ´
pHessV qpyαq
V pyαq w1pyαq
¯¯
` 1
V pxαqf
`
xα, V pxαqw2pxαq
˘´ 1
V pyαqf
`
yα, V pyαqw1pyαq
˘` hpxαq
V pxαq ´
gpyαq
V pyαq .
(88)
Moreover, observe that (78) implies that limαÑ8rsupzPRdˆRd ηαpzqs P R exists. Hairer et al. [33,
Lemma 4.9] (with d Ð 2d, O Ð Rd ˆ Rd, η Ð pRd ˆ Rd Q px, yq ÞÑ w2pxq ´ w1pyq P Rq,
φÐ pRdˆRd Q px, yq ÞÑ 1
2
}x´ y}2 P r0,8qq, xÐ pp0,8q Q α ÞÑ pxα, yαq P RdˆRdq in the notation
of Hairer et al. [33, Lemma 4.9]) and (81) therefore ensure that lim supαÑ8rα }xα ´ yα}2s “ 0.
This, the fact that lim supαÑ8 rα “ 0, the fact that ∇VV : Rd Ñ Rd is locally Lipschitz continuous,
and (81) imply that
lim sup
αÑ8
ˇˇˇA
BB˚
´
p∇V qpxαq
V pxαq ´
p∇V qpyαq
V pyαq
¯
, αpxα ´ yαq
Eˇˇˇ
“ 0. (89)
In addition, note that the fact that lim supαÑ8 rα “ 0 and (81) assure that there exist xˆ P Rd and
αn P p0,8q, n P N, which satisfy that lim infnÑ8 αn “ 8 and lim supnÑ8 }xαn ´ xˆ} “ 0. This, the
fact that pHess V q P CpRd, Sdq, the fact that f P CpRd ˆ R,Rq, the fact that V P CpRd, p0,8qq,
the fact that u, v, g, h P CpRd,Rq, and the fact that lim supαÑ8rα2 }xα ´ yα}2s “ 0 prove that
(i) it holds that
lim sup
nÑ8
« ˇˇˇ
1
2
Trace
´
BB˚ pHessV qpxαn q
V pxαnq w2pxαnq
¯
´ 1
2
Trace
´
BB˚ pHessV qpxˆq
V pxˆq w2pxˆq
¯ˇˇˇ
`
ˇˇˇ
1
2
Trace
´
BB˚ pHessV qpyαn q
V pyαn q w1pyαnq
¯
´ 1
2
Trace
´
BB˚ pHessV qpxˆq
V pxˆq w1pxˆq
¯ˇˇˇ ff
“ 0,
(90)
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(ii) it holds that
lim sup
nÑ8
« ˇˇˇ
1
V pxαn qf
`
xαn , V pxαnqw2pxαnq
˘´ 1
V pxˆqf
`
xˆ, V pxˆqw2pxˆq
˘ˇˇˇ
`
ˇˇˇ
1
V pyαn qf
`
yαn, V pyαnqw1pyαnq
˘´ 1
V pxˆqf
`
xˆ, V pxˆqw1pxˆq
˘ˇˇˇ ff “ 0,
(91)
(iii) and it holds that
lim sup
nÑ8
”ˇˇˇ
hpxαn q
V pxαn q ´
hpxˆq
V pxˆq
ˇˇˇ
`
ˇˇˇ
gpyαn q
V pyαn q ´
gpxˆq
V pxˆq
ˇˇˇı
“ 0. (92)
Combining this with (88) and (89) shows that
λpw2pxˆq ´ w1pxˆqq
ď 1
2
Trace
´
BB˚ pHessV qpxˆq
V pxˆq
¯
pw2pxˆq ´ w1pxˆqq ` fpxˆ,V pxˆqw2pxˆqq´fpxˆ,V pxˆqw1pxˆqqV pxˆq ` hpxˆqV pxˆq ´ gpxˆqV pxˆq .
(93)
Next note that the second part of the statement of Hairer et al. [33, Lemma 4.9] (with dÐ 2d, O Ð
RdˆRd, η Ð pRdˆRd Q px, yq ÞÑ w2pxq´w1pyq P Rq, φÐ pRdˆRd Q px, yq ÞÑ 12 }x´ y}2 P r0,8qq,
x Ð pp0,8q Q α ÞÑ pxα, yαq P Rd ˆ Rdq, pαnqnPN Ð pαnqnPN, x0 Ð pxˆ, xˆq in the notation of Hairer
et al. [33, Lemma 4.9]) demonstrates that w2pxˆq´w1pxˆq “ supxPRdpw2pxq´w1pxqq ą 0. This, (93),
(72), and the assumption that for all x P Rd, a, b P R it holds that rfpx, aq´fpx, bqspa´bq ď L|a´b|2
ensure that
λ
„
sup
zPRd
pmaxtw2pzq ´ w1pzq, 0uq

“ λ pw2pxˆq ´ w1pxˆqq ď ρ pw2pxˆq ´ w1pxˆqq ` LrV pxˆqw2pxˆq´V pxˆqw1pxˆqsV pxˆq ` hpxˆqV pxˆq ´ gpxˆqV pxˆq
ď pρ` Lqpw2pxˆq ´ w1pxˆqq ` sup
zPRd
”
max
!
hpzq´gpzq
V pzq , 0
)ı
“ pρ` Lq
„
sup
zPRd
pmaxtw2pzq ´ w1pzq, 0uq

` sup
zPRd
”
max
!
hpzq´gpzq
V pzq , 0
)ı
.
(94)
Hence, we obtain that”
λ´ pL` ρq
ı „
sup
xPRd
´
max
!
vpxq´upxq
V pxq , 0
)¯
ď sup
xPRd
”
max
!
hpxq´gpxq
V pxq , 0
)ı
. (95)
This establishes (75). The proof of Proposition 2.12 is thus completed.
2.4 Existence and uniqueness results for viscosity solutions of semilinear
elliptic PDEs
Proposition 2.13 (Existence and uniqueness of viscosity solutions). Let d,m P N, B P Rdˆm,
L, ρ P R, λ P pρ ` L,8q, let }¨} : Rd Ñ r0,8q be a norm on Rd, let f P CpRd ˆ R,Rq, V P
C2pRd, p0,8qq satisfy for all x P Rd, v, w P R that |fpx, vq ´ fpx, wq| ď L|v ´ w| and
1
2
TracepBB˚pHess V qpxqq ď ρV pxq, (96)
assume that infrPp0,8qrsup}x}ąrp |fpx,0q|V pxq qs “ 0 and suprPp0,8qrinf}x}ąr V pxqs “ 8, let pΩ,F ,Pq be a
probability space, and let W : r0,8q ˆ ΩÑ Rm be a standard Brownian motion. Then
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(i) there exists a unique u P tv P CpRd,Rq : infrPp0,8qrsup}x}ąrp |vpxq|V pxq qs “ 0u which satisfies that
u is a viscosity solution of
λupxq ´ 1
2
Trace
`
BB˚pHess uqpxq˘ “ fpx, upxqq (97)
for x P Rd and
(ii) it holds for all x P Rd that E“ ş8
0
e´λt|fpx`BWt, upx`BWtqq| dt
‰ ă 8 and
upxq “ E
„ż 8
0
e´λtfpx`BWt, upx`BWtqq dt

. (98)
Proof of Proposition 2.13. First, observe that Corollary 2.7 (with d Ð d, m Ð m, B Ð B,
LÐ L, ρÐ ρ, λÐ λ, }¨} Ð }¨}, f Ð f , V Ð V , pΩ,F ,Pq Ð pΩ,F ,Pq, W Ð W in the notation
of Corollary 2.7) guarantees that there exists u P CpRd,Rq which satisfies for all x P Rd that
lim suprÑ8rsup}y}ąrp |upyq|V pyq qs “ 0, E
“ ş8
0
e´λt|fpx`BWt, upx`BWtqq| dt
‰ ă 8, and
upxq “ E
„ż 8
0
e´λtfpx`BWt, upx`BWtqq dt

. (99)
Corollary 2.11 (with d Ð d, m Ð m, B Ð B, L Ð L, ρ Ð ρ, λ Ð λ, }¨} Ð }¨}, f Ð f , u Ð u,
V Ð V , pΩ,F ,Pq Ð pΩ,F ,Pq, W Ð W in the notation of Corollary 2.11) therefore implies that
u is a viscosity solution of
λupxq ´ 1
2
Trace
`
BB˚pHess uqpxq˘ “ fpx, upxqq (100)
for x P Rd. Furthermore, observe that Proposition 2.12 (with d Ð d, m Ð m, B Ð B, L Ð L,
ρ Ð ρ, λ Ð λ, f Ð f , g Ð pRd Q x ÞÑ 0 P Rq, h Ð pRd Q x ÞÑ 0 P Rq, V Ð V in the notation of
Proposition 2.12) demonstrates that for every v P tw P CpRd,Rq : infrPp0,8qrsup}x}ąrp |wpxq|V pxq qs “ 0u
which satisfies that v is a viscosity solution of
λvpxq ´ 1
2
Trace
`
BB˚pHess vqpxq˘ “ fpx, vpxqq (101)
for x P Rd it holds that u “ v. Combining this with (99) and (100) establishes Item (i). In
addition, note that (99), (100), and (101) establish Item (ii). The proof of Proposition 2.13 is thus
completed.
Corollary 2.14. Let d,m P N, B P Rdˆm, L, ρ P R, λ P pρ ` L,8q, let }¨} : Rd Ñ r0,8q be
a norm on Rd, let f P CpRd ˆ R,Rq, V P C2pRd, p0,8qq satisfy for all x P Rd, v, w P R that
|fpx, vq ´ fpx, wq ´ λpv ´ wq| ď L|v ´ w| and 1
2
TracepBB˚pHess V qpxqq ď ρV pxq, assume that
infrPp0,8qrsup}x}ąrp |fpx,0q|V pxq qs “ 0 and suprPp0,8qrinf}x}ąr V pxqs “ 8, let pΩ,F ,Pq be a probability
space, and let W : r0,8qˆ ΩÑ Rm be a standard Brownian motion. Then
(i) there exists a unique u P tv P CpRd,Rq : infrPp0,8qrsup}x}ąrp |vpxq|V pxq qs “ 0u which satisfies that
u is a viscosity solution of
1
2
Trace
`
BB˚pHess uqpxq˘ “ fpx, upxqq (102)
for x P Rd and
(ii) it holds for all x P Rd that E“ ş8
0
e´λt|λupx`BWtq ´ fpx`BWt, upx`BWtqq| dt
‰ ă 8 and
upxq “ E
„ż 8
0
e´λtpλupx`BWtq ´ fpx`BWt, upx`BWtqqq dt

. (103)
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Proof of Corollary 2.14. Throughout this proof let g : Rd ˆ R Ñ R satisfy for all x P Rd, v P R
that gpx, vq “ λv ´ fpx, vq. Note that the assumption that for all x P Rd, v, w P R it holds that
|fpx, vq´fpx, wq´λpv´wq| ď L|v´w| ensures that for all x P Rd, v, w P R it holds that |gpx, vq´
gpx, wq| ď L|v ´ w|. Moreover, observe that the assumption that infrPp0,8qrsup}x}ąrp |fpx,0q|V pxq qs “ 0
implies that infrPp0,8qrsup}x}ąrp |gpx,0q|V pxq qs “ 0. In addition, note that for all u P CpRd,Rq it holds
that ¨
˝ u is a viscosity solution of1
2
Trace
`
BB˚pHess uqpxq˘ “ fpx, upxqq
for x P Rd
˛
‚
ô¨
˝ u is a viscosity solution ofλupxq ´ 1
2
Trace
`
BB˚pHess uqpxq˘ “ gpx, upxqq
for x P Rd
˛
‚.
(104)
Proposition 2.13 (with dÐ d, mÐ m, B Ð B, LÐ L, ρÐ ρ, λÐ λ, }¨} Ð }¨}, f Ð g, V Ð V ,
pΩ,F ,Pq Ð pΩ,F ,Pq, W ÐW in the notation of Proposition 2.13) therefore establishes Items (i)
and (ii). The proof of Corollary 2.14 is thus completed.
Lemma 2.15. Let d,m P N, B P Rdˆm, ε P p0,8q, }¨} : pYkPNRkq Ñ r0,8q satisfy for all k P N,
x “ px1, . . . , xkq P Rk that }x} “ r
řk
i“1 |xi|2s1{2 and let V : Rd Ñ p0,8q satisfy for all x P Rd that
V pxq “ exp`εp1` }x}2q1{2˘. (105)
Then
(i) it holds for all x P Rd that
}B˚p∇V qpxq}2
V pxq ď ε
2
«
sup
yPRmzt0u
ˆ}By}
}y}
˙ff2
V pxq (106)
and
(ii) it holds for all x P Rd that
Trace
`
BB˚pHess V qpxq˘ ď pε2 ` εdq
«
sup
yPRmzt0u
ˆ}By}
}y}
˙ff2
V pxq. (107)
Proof of Lemma 2.15. Throughout this proof let ~¨~ : Rdˆm Ñ r0,8q be the Frobenius norm on
Rdˆm. Observe that for all x P Rd it holds that
p∇V qpxq “ εxp1` }x}2q1{2V pxq and
pHess V qpxq “
„
ε2xb x
1` }x}2 `
ε IdRd
p1` }x}2q1{2 ´
εxb x
p1` }x}2q3{2

V pxq.
(108)
Hence, we obtain for all x P Rd that
}B˚p∇V qpxq}2
V pxq “
ε2 }B˚x}2
1` }x}2 V pxq ď ε
2
«
sup
yPRmzt0u
ˆ}By}
}y}
˙ff2
V pxq. (109)
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This establishes Item (i). Moreover, note that (108) demonstrates for all x P Rd that
Trace
`
BB˚pHess V qpxq˘ “
«
ε2 }B˚x}2
1` }x}2 `
ε~B~2
p1` }x}2q1{2 ´
ε }B˚x}2
p1` }x}2q3{2
ff
V pxq
ď pε2 ` εdq
«
sup
yPRmzt0u
ˆ}By}
}y}
˙ff2
V pxq.
(110)
This establishes Item (ii). The proof of Lemma 2.15 is thus completed.
Corollary 2.16. Let d,m P N, B P Rdˆm, L P R, λ P pL,8q, f P CpRd ˆ R,Rq satisfy for all
x P Rd, v, w P R that |fpx, vq´fpx, wq´λpv´wq| ď L|v´w|, assume that f is at most polynomially
growing, let pΩ,F ,Pq be a probability space, and let W : r0,8qˆΩÑ Rm be a standard Brownian
motion. Then
(i) there exists a unique u P tv P CpRd,Rq : p@ ε P p0,8q : rsupx“px1,...,xdqPRdp |vpxq|exppεřdi“1 |xi|qqs ă 8qu
which satisfies that u is a viscosity solution of
1
2
Trace
`
BB˚pHess uqpxq˘ “ fpx, upxqq (111)
for x P Rd and
(ii) it holds for all x P Rd that E“ ş8
0
e´λt|λupx`BWtq ´ fpx`BWt, upx`BWtqq| dt
‰ ă 8 and
upxq “ E
„ż 8
0
e´λtpλupx`BWtq ´ fpx`BWt, upx`BWtqqq dt

. (112)
Proof of Corollary 2.16. Throughout this proof let }¨} : Rd Ñ r0,8q be the standard norm on Rd,
let β, p P r0,8q satisfy
sup
xPRd
ˆ |fpx, 0q|
1` }x}p
˙
ă 8 and β “ 1
2
«
sup
x“px1,...,xmqPRmzt0u
˜
}Bx}2řm
i“1 |xi|2
¸ff
, (113)
and let Vε : R
d Ñ p0,8q, ε P p0,8q, satisfy for all ε P p0,8q, x P Rd that
Vεpxq “ exp
`
εp1` }x}2q1{2˘. (114)
Observe that Item (ii) in Lemma 2.15 (with d Ð d, m Ð m, B Ð B, ε Ð ε for ε P p0,8q in the
notation of Lemma 2.15) demonstrates for all ε P p0,8q, x P Rd that
1
2
Trace
`
BB˚pHess Vεqpxq
˘ ď pε2 ` εdqβVεpxq. (115)
In addition, note that for all ε P p0,8q, x P Rd it holds that
exppε}x}q ď Vεpxq ď eε exppε}x}q. (116)
Moreover, note that for all ε P p0,8q it holds that suprPp0,8qrinf}x}ąr Vεpxqs “ 8 and
lim sup
rÑ8
«
sup
}x}ąr
ˆ |fpx, 0q|
Vεpxq
˙ff
“ lim sup
rÑ8
«
sup
}x}ąr
ˆ |fpx, 0q|
1` }x}p
1` }x}p
Vεpxq
˙ff
ď lim sup
rÑ8
˜„
sup
xPRd
ˆ |fpx, 0q|
1` }x}p
˙«
sup
}x}ąr
ˆ
1` }x}p
Vεpxq
˙ff¸
ď
„
sup
xPRd
ˆ |fpx, 0q|
1` }x}p
˙«
lim sup
rÑ8
˜
sup
}x}ąr
ˆ
1` }x}p
exppε}x}q
˙¸ff
“ 0.
(117)
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This, (115), (116), and Corollary 2.14 (with d Ð d, m Ð m, B Ð B, L Ð L, ρ Ð pε2 ` εdqβ,
λ Ð λ, f Ð f , V Ð Vε, pΩ,F ,Pq Ð pΩ,F ,Pq, W Ð W for ε P p0,8q in the notation of
Corollary 2.14) ensure for every ε P p0,8q with pε2 ` εdqβ ă λ ´ L that there exists a unique
uε P tv P CpRd,Rq : infrPp0,8qrsup}x}ąrp |vpxq|Vεpxqqs “ 0u which satisfies that uε is a viscosity solution of
1
2
TracepBB˚pHess uεqpxq
˘ “ fpx, uεpxqq (118)
for x P Rd. Corollary 2.14 hence assures for all ε P p0,8q, x P Rd with pε2 ` εdqβ ă λ´ L that
uεpxq “ E
„ż 8
0
e´λtpλuεpx`BWtq ´ fpx`BWt, uεpx`BWtqqq dt

. (119)
Next note that the fact that for all ε P p0,8q, η P p0, εq, x P Rd it holds that Vηpxq ď Vεpxq
and (118) ensure that for all ε P p0,8q, η P p0, εq, x P Rd with pε2 ` εdqβ ă λ ´ L it holds that
uεpxq “ uηpxq. Hence, we obtain that there exists u : Rd Ñ R which satisfies for all ε P p0,8q,
x P Rd with pε2 ` εdqβ ă λ ´ L that upxq “ uεpxq. This and (118) ensure that for every
v P tw P CpRd,Rq : p@ ε P p0,8q : supxPRdrp |wpxq|Vεpxq qs ă 8qu which satisfies that v is a viscosity
solution of
1
2
TracepBB˚pHess vqpxqq “ fpx, vpxqq (120)
for x P Rd it holds that v “ u. This and (118) establish Item (i). Next note that (119) and the fact
that there exist εn P p0,8q, n P N, with lim supnÑ8 εn “ 0 such that u “ uεn establish Item (ii).
The proof of Corollary 2.16 is thus completed.
2.5 A priori estimates for solutions of SFPEs
Proposition 2.17 (A priori estimate). Let d,m P N, B P Rdˆm, L P R, λ P pL,8q, ε P
pL2{λ,8q, let pΩ,F ,Pq be a probability space, let W : r0,8q ˆ Ω Ñ Rm be a standard Brownian
motion, let f : Rd ˆ R Ñ R be BpRd ˆ Rq/BpRq-measurable, assume for all x P Rd, v, w P R
that |fpx, vq ´ fpx, wq| ď L|v ´ w| and ş8
0
e´λt Er|fpx ` BWt, 0q|s dt ă 8, let u : Rd Ñ R be
BpRdq/BpRq-measurable, and assume for all x P Rd that ş8
0
epε´λqt Er|upx`BWtq|2s dt ă 8 and
upxq “
ż 8
0
e´λt Erfpx`BWt, upx`BWtqqs dt. (121)
Then
(i) it holds for all t P r0,8q, x P Rd that
e´λt E
“|upx`BWtq|2‰ ď 1
λ
ż 8
t
e´λs E
“|fpx`BWs, upx`BWsqq|2‰ ds, (122)
(ii) it holds for all x P Rd that
„ż 8
0
epε´λqt E
“|upx`BWtq|2‰ dt
1{2
ď 1?
ελ´ L
„ż 8
0
epε´λqs E
“|fpx`BWs, 0q|2‰ ds
1{2
,
(123)
and
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(iii) it holds for all x P Rd that
|upxq| ď
?
ε?
ελ´ L
„ż 8
0
epε´λqt E
“|fpx`BWt, 0q|2‰ dt
1{2
. (124)
Proof of Proposition 2.17. Throughout this proof let νt,x : BpRdq Ñ r0, 1s, t P r0,8q, x P Rd,
satisfy for all t P r0,8q, x P Rd, A P BpRdq that νt,xpAq “ Ppx ` BWt P Aq. Observe that (121)
and the Cauchy-Schwarz inequality ensure for all x P Rd that
|upxq|2 ď
„ż 8
0
e´λt dt
 „ż 8
0
e´λt |Erfpx`BWt, upx`BWtqqs|2 dt

ď 1
λ
ż 8
0
e´λt E
“|fpx`BWt, upx`BWtqq|2‰ dt.
(125)
This, Fubini’s theorem, and the fact that for all t, s P r0,8q, x P Rd, A P BpRdq it holds that
νt`s,xpAq “
ş
Rd
νs,ypAq νt,xpdyq ensure for all t P r0,8q x P Rd that
E
“|upx`BWtq|2‰ “
ż
Rd
|upyq|2 νt,xpdyq
ď 1
λ
ż
Rd
ż 8
0
e´λs E
“|fpy `BWs, upy `BWsqq|2‰ ds νt,xpdyq
“ 1
λ
ż 8
0
e´λs E
“|fpx`BWt`s, upx`BWt`sqq|2‰ ds
“ e
λt
λ
ż 8
t
e´λs E
“|fpx`BWs, upx`BWsqq|2‰ ds.
(126)
This establishes Item (i). Combining Item (i) with Fubini’s theorem ensures for all x P Rd thatż 8
0
epε´λqt E
“|upx`BWtq|2‰ dt ď
ż 8
0
eεt
λ
ż 8
t
e´λs E
“|fpx`BWs, upx`BWsqq|2‰ ds dt
“
ż 8
0
„ż s
0
eεt
λ
dt

e´λs E
“|fpx`BWs, upx`BWsqq|2‰ ds
ď 1
ελ
ż 8
0
epε´λqs E
“|fpx`BWs, upx`BWsqq|2‰ ds.
(127)
Minkowski’s inequality hence shows for all x P Rd that
„ż 8
0
epε´λqt E
“|upx`BWtq|2‰ dt
1{2
ď 1?
ελ
„ż 8
0
epε´λqs E
“|fpx`BWs, upx`BWsqq|2‰ ds
1{2
(128)
ď 1?
ελ
„ż 8
0
epε´λqs E
“|fpx`BWs, 0q|2‰ ds
1{2
` L?
ελ
„ż 8
0
epε´λqs E
“|upx`BWsq|2‰ ds
1{2
.
This implies for all x P Rd that
„ż 8
0
epε´λqt E
“|upx`BWtq|2‰ dt
1{2
ď 1?
ελ´ L
„ż 8
0
epε´λqt E
“|fpx`BWt, 0q|2‰ dt
1{2
. (129)
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This establishes Item (ii). Next observe that the triangle inequality, Fubini’s theorem, the as-
sumption that for all x P Rd, a, b P R it holds that |fpx, aq ´ fpx, bq| ď L|a´ b|, and (121) ensure
for all x P Rd that
|upxq| ď
ż 8
0
e´λt Er|fpx`BWt, 0q|s dt` L
ż 8
0
e´λt Er|upx`BWtq|s dt. (130)
The Cauchy-Schwarz inequality and Item (ii) hence prove for all x P Rd that
|upxq| ď 1?
λ
„ż 8
0
e´λt E
“|fpx`BWt, 0q|2‰ dt
1{2
` L?
λ
„ż 8
0
e´λt E
“|upx`BWtq|2‰ dt
1{2
ď 1?
λ
„
1` L?
ελ´ L
 „ż 8
0
epε´λqt E
“|fpx`BWt, 0q|2‰ dt
1{2
“
?
ε?
ελ´ L
„ż 8
0
epε´λqt E
“|fpx`BWt, 0q|2‰ dt
1{2
.
(131)
This establishes Item (iii). The proof of Proposition 2.17 is thus completed.
3 Full-history recursive multilevel Picard (MLP) approxima-
tions
In this section we introduce and analyze MLP approximation schemes for SFPEs related to semi-
linear elliptic PDEs (see Setting 3.1 in Section 3.1 below). In Sections 3.2–3.3 we establish some
rather technical results concerning measurability, distributional, and integrability properties of
MLP approximations. Section 3.4 contains fundamental estimates for the biases and variances
of MLP approximations (see Lemmas 3.6 and 3.7 below). These fundamental estimates for the
biases and variances of MLP approximations are merged in Proposition 3.9 and Corollary 3.10
in Section 3.5 below to obtain a full error analysis for MLP approximations in Corollary 3.11 in
Section 3.5 below. In Section 3.6 we provide an upper bound for the computational cost to sample
realizations of MLP approximations. In Section 3.7 we finally relate the error analysis for MLP
approximations established in Corollary 3.11 in Section 3.5 with the computational cost analysis
for MLP approximations established in Section 3.6 to obtain in Theorem 3.16 in Section 3.7 an
overall complexity analysis for the proposed MLP approximation schemes.
3.1 MLP approximations
Setting 3.1. Let d,M P N, λ P p0,8q, Θ “ YnPNZn, B P Rdˆd, f P CpRd ˆ R,Rq, let pΩ,F ,Pq
be a probability space, let W θ : r0,8q ˆ Ω Ñ Rd, θ P Θ, be i.i.d. standard Brownian motions, let
Rθ : ΩÑ r0,8q, θ P Θ, be i.i.d. random variables which satisfy for all t P r0,8q that PpR0 ě tq “
e´λt, assume that pRθqθPΘ and pW θqθPΘ are independent, and let Uθn “ pUθnpxqqxPRd : Rd ˆ ΩÑ R,
θ P Θ, n P N0, satisfy for all θ P Θ, n P N, x P Rd that Uθ0 pxq “ 0 and
Uθnpxq “
n´1ÿ
k“1
1
λM pn´kq
«
M pn´kqÿ
m“1
´
f
`
x`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,mq
k px`BW pθ,k,mqRpθ,k,mqq
˘
´ f`x`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,´mq
k´1 px`BW pθ,k,mqRpθ,k,mqq
˘¯ff` 1
λMn
«
Mnÿ
m“1
f
`
x`BW pθ,0,mq
Rpθ,0,mq
, 0
˘ff
.
(132)
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3.2 Measurability properties of MLP approximations
Lemma 3.2. Assume Setting 3.1. Then
(i) it holds for all n P N0, θ P Θ that Uθn : Rd ˆ ΩÑ R is a continuous random field,
(ii) it holds for all n P N0, θ P Θ that σΩpUθnq Ď σΩppRpθ,ϑqqϑPΘ, pW pθ,ϑqqϑPΘq,
(iii) it holds that Rd ˆ Ω Q px, ωq ÞÑ x ` BW θ
Rθpωqpωq P Rd, θ P Θ, are identically distributed
random fields, and
(iv) it holds for all n P N0 that Uθn, θ P Θ, are identically distributed random fields.
Proof of Lemma 3.2. First, we prove Item (i). For this let A and B be the sets given by
A “
"
n P N0 :
ˆ
For all θ P Θ it holds that
Uθn : R
d ˆ ΩÑ R is a continuous random field
˙*
(133)
and B “ tn P N : t0, 1, . . . , n´ 1u Ď Au. Observe that the assumption that for all θ P Θ, x P Rd
it holds that Uθ0 pxq “ 0 shows that 0 P A. Hence, we obtain that 1 P B. Next note that the
assumption that W θ, θ P Θ, are Brownian motions, the assumption that f P CpRd ˆ R,Rq, and
(132) demonstrate for all n P B, θ P Θ that Uθn : RdˆΩÑ R is a continuous random field. Hence,
we obtain for every n P B that n P A. This shows for all n P N that pn P B ñ n ` 1 P Bq.
Combining this with the fact that 1 P B and induction demonstrates that N Ď B. Hence, we
obtain that N0 Ď A. This establishes Item (i). Next we prove Item (ii). For this let A and B be
the sets given by
A “
"
n P N0 :
ˆ
For all θ P Θ it holds that
σΩpUθnq Ď σΩppRpθ,ϑqqϑPΘ, pW pθ,ϑqqϑPΘq
˙*
(134)
and B “ tn P N : t0, 1, . . . , n´ 1u Ď Au. Observe that the assumption that for all θ P Θ, x P Rd it
holds that Uθ0 pxq “ 0 shows that 0 P A. This implies that 1 P B. Next note that Item (i) ensures for
all n P N0, θ P Θ that Uθn : RdˆΩÑ R is pBpRdqbσΩpUθnqq/BpRq-measurable. Combining this with
the fact that for every θ P Θ it holds that W θ : r0,8q ˆ Ω Ñ Rd is pBpr0,8qq b σΩpW θqq/BpRdq-
measurable, the fact that for every θ P Θ it holds that Rθ : Ω Ñ r0,8q is σΩpRθq/Bpr0,8qq-
measurable, the assumption that f P CpRdˆR,Rq, and (132) demonstrates for all n P B, θ P Θ that
Uθn : R
d ˆ ΩÑ R is pBpRdq b σΩppRpθ,ϑqqϑPΘ, pW pθ,ϑqqϑPΘqq/BpRq-measurable. This shows that for
every n P B it holds that n P A. Hence, we obtain for all n P N that pn P B ñ n`1 P Bq. This, the
fact that 1 P B, and induction demonstrate that N Ď B. Therefore, we obtain that N0 Ď A. This
establishes Item (ii). Next we prove Item (iii). For this note that Hutzenthaler et al. [44, Corollary
2.5] (with U1 Ð pr0,8qˆΩ Q pt, ωq ÞÑ ϕpW θt pωqq P Rq, U2 Ð pr0,8qˆΩ Q pt, ωq ÞÑ ϕpW 0t pωqq P Rq,
Y1 Ð pRd ˆ Ω Q px, ωq ÞÑ Rθpωq P r0,8qq, Y2 Ð pRd ˆ Ω Q px, ωq ÞÑ R0pωq P r0,8qq for θ P Θ,
ϕ “ pRd Q px1, x2, . . . , xdq ÞÑ
řd
i“1 aixi P Rq for a1, a2, . . . , ad P R in the notation of Hutzenthaler
et al. [44, Corollary 2.5]) ensures for all θ P Θ that W θ
Rθ
and W 0
R0
are identically distributed
random variables. Hence, we obtain for all θ P Θ that RdˆΩ Q px, ωq ÞÑ x`BW θ
Rθpωqpωq P Rd and
RdˆΩ Q px, ωq ÞÑ x`BW 0
R0pωqpωq P Rd are identically distributed random fields. This establishes
Item (iii). Next we prove Item (iv). For this let A and B be the sets given by
A “
"
n P N0 :
ˆ
Uθn : R
d ˆ ΩÑ R, θ P Θ,
are identically distributed random fields
˙*
(135)
and B “ tn P N : t0, 1, . . . , n ´ 1u Ď Au. Observe that the assumption that for all θ P Θ, x P Rd
it holds that Uθ0 pxq “ 0 shows that 0 P A. This implies that 1 P B. Next note that Item (i),
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Item (ii), Item (iii), and Hutzenthaler et al. [44, Corollary 2.5] ensure for all n P B, θ P Θ that
Uθn and U
0
n are identically distributed random fields. This demonstrates that for all n P B it holds
that n P A. Hence, we obtain that for all n P N it holds that pn P B ñ n ` 1 P Bq. This, the fact
that 1 P B, and induction establish Item (iv). The proof of Lemma 3.2 is thus completed.
3.3 Integrability properties of MLP approximations
Lemma 3.3. Assume Setting 3.1, let p P r1,8q, k P N0, θ, ϑ P Θ, assume that θ R tpϑ, ηq : η P Θu,
and let νt,x : BpRdq Ñ r0,8q, t P r0,8q, x P Rd, satisfy for all t P r0,8q, x P Rd, A P BpRdq that
νt,xpAq “ Ppx`BW 0t P Aq. Then
(i) it holds for all x P Rd that
E
“|Uϑk px`BW θRθq|p‰ “
ż 8
0
E
“|Uϑk px`BW θs q|p‰ `RθpPq˘pdsq
“
ż 8
0
λe´λs E
“|Uϑk px`BW θs q|p‰ ds
(136)
and
(ii) it holds for all x P Rd, t P r0,8q that
E
“|Uϑk px`BW θt q|p‰ “
ż
Rd
E
“|U0k pyq|p‰ νt,xpdyq. (137)
Proof of Lemma 3.3. First, observe that Item (ii) in Lemma 3.2 and the fact that W θ : r0,8q ˆ
ΩÑ Rd is pBpr0,8qq b σΩpW θqq/BpRdq-measurable ensure for all x P Rd that
r0,8qˆ Ω Q pt, ωq ÞÑ |Uϑk px`BW θt pωq, ωq|p P r0,8q (138)
is pBpr0,8qq b σΩpW θ, pW pϑ,ηqqηPΘ, pRpϑ,ηqqηPΘqq/Bpr0,8qq-measurable. In addition, note that the
assumption that θ R tpϑ, ηq : η P Θu proves thatRθ is independent of σΩpW θ, pW pϑ,ηqqηPΘ, pRpϑ,ηqqηPΘq.
Hutzenthaler et al. [44, Lemma 2.2] (with pΩ,F ,Pq Ð pΩ,F ,Pq, G Ð σΩpW θ, pW pϑ,ηqqηPΘ, pRpϑ,ηqqηPΘq,
pS,Sq Ð pr0,8q,Bpr0,8qqq, U Ð pr0,8qˆΩ Q pt, ωq ÞÑ |Uϑk px`BW θt pωq, ωq|p P r0,8qq, Y Ð Rθ
for x P Rd in the notation of Hutzenthaler et al. [44, Lemma 2.2]) therefore demonstrates for all
x P Rd that
E
“ˇˇ
Uϑk px`BW θRθq
ˇˇp‰ “ ż 8
0
E
“ˇˇ
Uϑk px`BW θt q
ˇˇp‰ `
RθpPq˘pdtq. (139)
This and the assumption that for all t P p0,8q it holds that PpRθ ě tq “ e´λt establish
Item (i). Next observe that the assumption that θ R tpϑ, ηq : η P Θu ensures that W θ and
σΩppW pϑ,ηqqηPΘ, pRpϑ,ηqqηPΘq are independent. Combining this with Item (ii) in Lemma 3.2 and
Hutzenthaler et al. [44, Lemma 2.2] (with pΩ,F ,Pq Ð pΩ,F ,Pq, G Ð σΩppW pϑ,ηqqηPΘ, pRpϑ,ηqqηPΘq,
pS,Sq Ð pRd,BpRdqq, U Ð pRdˆΩ Q py, ωq ÞÑ |Uϑk py, ωq|p P r0,8qq, Y Ð pΩ Q ω ÞÑ x`BW θt pωq P
R
dq for t P r0,8q, x P Rd in the notation of Hutzenthaler et al. [44, Lemma 2.2]) demonstrates for
all x P Rd, t P r0,8q that
E
“ˇˇ
Uϑk px`BW θt q
ˇˇp‰ “ ż
Rd
E
“|Uϑk pyq|p‰ νt,xpdyq. (140)
Item (iv) in Lemma 3.2 hence establishes Item (ii). The proof of Lemma 3.3 is thus completed.
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Lemma 3.4. Assume Setting 3.1, let ε P p0,8q, p P r1,8q, L P R, and assume for all x P Rd,
v, w P R that |fpx, vq ´ fpx, wq| ď L|v ´ w| and ş8
0
epε´λqs Er|fpx ` BW 0s , 0q|ps ds ă 8. Then it
holds for all n P N0, x P Rd thatż 8
0
epε´λqs E
“|U0npx`BW 0s q|p‰ ds ă 8. (141)
Proof of Lemma 3.4. Throughout this proof let x P Rd, let A Ď N be the set given by
A “
"
n P N :
ˆ
@ k P t0, 1, . . . , n´ 1u :
ż 8
0
epε´λqs E
“|U0k px`BW 0s q|p‰ ds ă 8
˙*
, (142)
and let νt,y : BpRdq Ñ r0,8q, t P r0,8q, y P Rd, satisfy for all t P r0,8q, y P Rd, A P BpRdq
that νt,ypAq “ Ppy ` BW 0t P Aq. Observe that the assumption that for all y P Rd it holds that
U00 pyq “ 0 ensures that 1 P A. Moreover, note that (132), the fact that for all a, b P R it holds
that |a ` b|p ď 2p´1|a|p ` 2p´1|b|p, and the assumption that for all y P Rd, v, w P R it holds that
|fpy, vq ´ fpy, wq| ď L|v ´ w| ensure for all n P N, y P Rd that
|U0npyq|p ď 2p´1
«
n´1ÿ
k“1
1
λM pn´kq
M pn´kqÿ
m“1
ˇˇˇ
ˇf`y `BW p0,k,mqRp0,k,mq , U p0,k,mqk py `BW p0,k,mqRp0,k,mqq˘
´ f`y `BW p0,k,mq
Rp0,k,mq
, U
p0,k,´mq
k´1 py `BW p0,k,mqRp0,k,mqq
˘ˇˇˇˇ
ffp
` 2p´1
«
1
λMn
Mnÿ
m“1
ˇˇˇ
fpy `BW p0,0,mq
Rp0,0,mq
, 0q
ˇˇˇffp
ď 2p´1
«
n´1ÿ
k“1
1
λM pn´kq
M pn´kqÿ
m“1
L
ˇˇˇ
U
p0,k,mq
k py `BW p0,k,mqRp0,k,mqq ´ U
p0,k,´mq
k´1 py `BW p0,k,mqRp0,k,mqq
ˇˇˇffp
(143)
` 2p´1
«
1
λMn
Mnÿ
m“1
ˇˇˇ
fpy `BW p0,0,mq
Rp0,0,mq
, 0q
ˇˇˇffp
.
This and the fact that r0,8q Q t ÞÑ tp P r0,8q is convex guarantee for all n P N, y P Rd that
|U0npyq|p ď
2p´1
λpMn
Mnÿ
m“1
ˇˇˇ
fpy `BW p0,0,mq
Rp0,0,mq
, 0q
ˇˇˇp
`
n´1ÿ
k“1
2p´1npLp
λpM pn´kq
M pn´kqÿ
m“1
ˇˇˇ
U
p0,k,mq
k py `BW p0,k,mqRp0,k,mqq ´ U
p0,k,´mq
k´1 py `BW p0,k,mqRp0,k,mqq
ˇˇˇp
ď 2
p´1
λpMn
Mnÿ
m“1
ˇˇˇ
fpy `BW p0,0,mq
Rp0,0,mq
, 0q
ˇˇˇp
`
n´1ÿ
k“1
4p´1npLp
λpM pn´kq
M pn´kqÿ
m“1
”ˇˇˇ
U
p0,k,mq
k py `BW p0,k,mqRp0,k,mqq
ˇˇˇp
`
ˇˇˇ
U
p0,k,´mq
k´1 py `BW p0,k,mqRp0,k,mqq
ˇˇˇpı
.
(144)
Item (iii) in Lemma 3.2 hence ensures for all n P N, y P Rd that
E
“|U0npyq|p‰ ď 2p´1λp E“
ˇˇ
fpy `BW 0R0 , 0q
ˇˇp‰
`
n´1ÿ
k“1
4p´1npLp
λpM pn´kq
M pn´kqÿ
m“1
E
”ˇˇˇ
U
p0,k,mq
k py `BW p0,k,mqRp0,k,mqq
ˇˇˇp
`
ˇˇˇ
U
p0,k,´mq
k´1 py `BW p0,k,mqRp0,k,mqq
ˇˇˇpı
.
(145)
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Next note that Item (i) in Lemma 3.3 (with k Ð k, p Ð p, θ Ð p0, k,mq, ϑ Ð p0, k,mq for
k,m P N in the notation of Lemma 3.3) demonstrates for all k,m P N, y P Rd that
E
”
|U p0,k,mqk py `BW p0,k,mqRp0,k,mqq|p
ı
“
ż 8
0
λe´λs E
”
|U p0,k,mqk py `BW p0,k,mqs q|p
ı
ds. (146)
Moreover, Item (i) in Lemma 3.3 (with k Ð k ´ 1, p Ð p, θ Ð p0, k,mq, ϑ Ð p0, k,´mq for
k,m P N in the notation of Lemma 3.3) proves for all k,m P N, y P Rd that
E
”
|U p0,k,´mqk´1 py `BW p0,k,mqRp0,k,mqq|p
ı
“
ż 8
0
λe´λs E
”
|U p0,k,´mqk´1 py `BW p0,k,mqs q|p
ı
ds. (147)
This, (145), and (146) ensure for all n P N, y P Rd that
E
“|U0npyq|p‰ ď 2p´1λp´1
ż 8
0
e´λs E
“ˇˇ
fpy `BW 0s , 0q
ˇˇp‰
ds (148)
`
n´1ÿ
k“1
4p´1npLp
λp´1M pn´kq
M pn´kqÿ
m“1
ż 8
0
e´λs E
”ˇˇˇ
U
p0,k,mq
k py `BW p0,k,mqs q
ˇˇˇp
`
ˇˇˇ
U
p0,k,´mq
k´1 py `BW p0,k,mqs q
ˇˇˇpı
ds.
Item (ii) in Lemma 3.3 (with k Ð k, p Ð p, θ Ð p0, k,mq, ϑ Ð p0, k,mq for k,m P N in the
notation of Lemma 3.3) and Item (ii) in Lemma 3.3 (with k Ð k ´ 1, p Ð p, θ Ð p0, k,mq,
ϑ Ð p0, k,´mq for k,m P N in the notation of Lemma 3.3) hence guarantee for all n P N, y P Rd
that
E
“|U0npyq|p‰ ď 2p´1λp´1
ż 8
0
e´λs E
“ˇˇ
fpy `BW 0s , 0q
ˇˇp‰
ds
`
n´1ÿ
k“1
4p´1npLp
λp´1
ż 8
0
e´λs E
“ˇˇ
U0k py `BW 0s q
ˇˇp ` ˇˇU0k´1py `BW 0s qˇˇp‰ ds.
ď 2
p´1
λp´1
ż 8
0
e´λs
«ż
Rd
˜
|fpz, 0q|p ` 2pnpLp
n´1ÿ
k“0
E
“ˇˇ
U0k pzq
ˇˇp‰¸
νs,ypdzq
ff
ds.
(149)
Item (ii) in Lemma 3.3 (with k Ð n, pÐ p, θ Ð 0, ϑÐ 0 for n P N in the notation of Lemma 3.3)
therefore implies for all n P N, t P r0,8q that
E
“|U0npx`BW 0t q|p‰ “
ż
Rd
E
“|U0npyq|p‰ νt,xpdyq
ď 2
p´1
λp´1
ż
Rd
ż 8
0
e´λs
«ż
Rd
˜
|fpz, 0q|p ` 2pnpLp
n´1ÿ
k“0
E
“ˇˇ
U0k pzq
ˇˇp‰¸
νs,ypdzq
ff
ds νt,xpdyq.
(150)
Fubini’s theorem hence proves for all n P N, t P r0,8q that
E
“|U0npx`BW 0t q|p‰
ď 2
p´1
λp´1
ż 8
0
e´λs
ż
Rd
«ż
Rd
˜
|fpz, 0q|p ` 2pnpLp
n´1ÿ
k“0
E
“ˇˇ
U0k pzq
ˇˇp‰¸
νs,ypdzq
ff
νt,xpdyq ds.
(151)
The fact that for all t, s P r0,8q, A P BpRdq it holds that νt`s,xpAq “
ş
Rd
νs,ypAq νt,xpdyq therefore
ensures for all n P N, t P r0,8q that
E
“|U0npx`BW 0t q|p‰
ď 2
p´1
λp´1
ż 8
0
e´λs
«ż
Rd
˜
|fpz, 0q|p ` 2pnpLp
n´1ÿ
k“0
E
“ˇˇ
U0k pzq
ˇˇp‰¸
νt`s,xpdzq
ff
ds.
(152)
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Combining this with Item (ii) in Lemma 3.3 (with k Ð k, p Ð p, θ Ð 0, ϑ Ð 0 for k P N in the
notation of Lemma 3.3) demonstrates for all n P N, t P r0,8q that
E
“|U0npx`BW 0t q|p‰
ď 2
p´1
λp´1
ż 8
0
e´λs
«
E
“|fpx`BW 0t`s, 0q|p‰` 2pnpLp n´1ÿ
k“0
E
“|U0k px`BW 0t`sq|p‰
ff
ds
“ eλt 2
p´1
λp´1
ż 8
t
e´λs
˜
E
“|fpx`BW 0s , 0q|p‰` 2pnpLp n´1ÿ
k“0
E
“|U0k px`BW 0s q|p‰
¸
ds.
(153)
Hence, we obtain for all n P N thatż 8
0
epε´λqt E
“|U0npx`BW 0t q|p‰ dt
ď 2
p´1
λp´1
ż 8
0
eεt
ż 8
t
e´λs
˜
E
“|fpx`BW 0s , 0q|p‰` 2pnpLp n´1ÿ
k“0
E
“|U0k px`BW 0s q|p‰
¸
ds dt
“ 2
p´1
λp´1
ż 8
0
e´λs
˜
E
“|fpx`BW 0s , 0q|p‰` 2pnpLp n´1ÿ
k“0
E
“|U0k px`BW 0s q|p‰
¸„ż s
0
eεt dt

ds
ď 2
p´1
λp´1ε
ż 8
0
epε´λqs
˜
E
“|fpx`BW 0s , 0q|p‰` 2pnpLp n´1ÿ
k“0
E
“|U0k px`BW 0s q|p‰
¸
ds.
(154)
This implies for all n P A that ş8
0
epε´λqs Er|U0npx ` BW 0s q|ps ds ă 8. Therefore, we obtain for
all n P N that pn P A ñ n ` 1 P Aq. Combining this with the fact that 1 P A and induction
demonstrates that N Ď A. This establishes (141). The proof of Lemma 3.4 is thus completed.
3.4 Bias and variance estimates for MLP approximations
Lemma 3.5 (Mean). Assume Setting 3.1, let L P R, ε P p0,8q, and assume for all x P Rd,
v, w P R that |fpx, vq ´ fpx, wq| ď L|v ´ w| and ş8
0
epε´λqs Er|fpx`BW 0s , 0q|s ds ă 8. Then
(i) it holds for all n P N, x P Rd that ş8
0
epε´λqs Er|fpx`BW 0s , U0n´1px`BW 0s qq|s ds ă 8 and
(ii) it holds for all n P N, θ P Θ, x P Rd that
E
“
Uθnpxq
‰ “ 1
λ
E
“
f
`
x`BW 0R0 , U0n´1px`BW 0R0q
˘‰
. (155)
Proof of Lemma 3.5. First, observe that Lemma 3.4 (with ε Ð ε, p Ð 1, L Ð L in the notation
of Lemma 3.4) assures for all n P N0, x P Rd thatż 8
0
epε´λqt Er|U0npx`BW 0t q|s dt ă 8. (156)
Combining this with the assumption that for all x P Rd it holds that ş8
0
epε´λqs Er|fpx`BW 0s , 0q|s ds ă
8 and the assumption that for all x P Rd, v, w P R it holds that |fpx, vq ´ fpx, wq| ď L|v ´ w|
ensures for all n P N, x P Rd thatż 8
0
epε´λqt E
“|fpx`BW 0t , U0n´1px`BW 0t qq|‰ dt
ď
ż 8
0
epε´λqt E
“|fpx`BW 0t , 0q|‰ dt` L
ż 8
0
epε´λqt E
“|U0n´1px`BW 0t q|‰ dt ă 8.
(157)
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This establishes Item (i). Next note that Items (i)–(iv) in Lemma 3.2 and Hutzenthaler et al. [44,
Corollary 2.5] ensure
• for all θ P Θ, k,m P N that Rd ˆ Ω Q px, ωq ÞÑ fpx ` BW pθ,k,mq
Rpθ,k,mqpωqpωq, U
pθ,k,mq
k px `
BW
pθ,k,mq
Rpθ,k,mqpωqpωq, ωqq P R and RdˆΩ Q px, ωq ÞÑ fpx`BW 0R0pωqpωq, U0k px`BW 0R0pωqpωq, ωqq P
R are identically distributed random fields and
• for all θ P Θ, k,m P N that Rd ˆ Ω Q px, ωq ÞÑ fpx ` BW pθ,k,mq
Rpθ,k,mqpωqpωq, U
pθ,k,´mq
k´1 px `
BW
pθ,k,mq
Rpθ,k,mqpωqpωq, ωqq P R and RdˆΩ Q px, ωq ÞÑ fpx`BW 0R0pωqpωq, U0k´1px`BW 0R0pωqpωq, ωqq P
R are identically distributed random fields.
Combining this with Item (i) shows for all θ P Θ, n P N, x P Rd that
E
“
Uθnpxq
‰ “ n´1ÿ
k“1
1
λM pn´kq
M pn´kqÿ
m“1
ˆ
E
”
f
´
x`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,mq
k
`
x`BW pθ,k,mq
Rpθ,k,mq
˘¯ı
´ E
”
f
´
x`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,´mq
k´1
`
x`BW pθ,k,mq
Rpθ,k,mq
˘¯ı˙` 1
λMn
Mnÿ
m“1
E
”
f
`
x`BW pθ,0,mq
Rpθ,0,mq
, 0
˘ı
“
n´1ÿ
k“1
1
λ
ˆ
E
“
f
`
x`BW 0R0 , U0k px`BW 0R0q
˘‰´ E“f`x`BW 0R0 , U0k´1px`BW 0R0q˘‰
˙
(158)
` 1
λ
E
“
f
`
x`BW 0R0 , 0
˘‰
.
The assumption that for all x P Rd it holds that U00 pxq “ 0 hence proves for all θ P Θ, n P N,
x P Rd that
E
“
Uθnpxq
‰ “ 1
λ
´
E
“
f
`
x`BW 0R0 , 0
˘‰
` E“f`x`BW 0R0 , U0n´1px`BW 0R0q˘‰´ E“f`x`BW 0R0 , U00 px`BW 0R0q˘‰ ¯
“ 1
λ
E
“
f
`
x`BW 0R0 , U0n´1px`BW 0R0q
˘‰
.
(159)
This establishes Item (ii). The proof of Lemma 3.5 is thus completed.
Lemma 3.6 (Bias). Assume Setting 3.1, let L P R, ε P p0,8q, p P r1,8q, assume for all x P Rd,
v, w P R that |fpx, vq´fpx, wq| ď L|v´w| and ş8
0
epε´λqs Er|fpx`BW 0s , 0q|s ds ă 8, let u : Rd Ñ R
be BpRdq/BpRq-measurable, and assume for all x P Rd that ş8
0
e´λs Er|upx`BW 0s q|s ds ă 8 and
upxq “ 1
λ
E
“
fpx`BW 0R0 , upx`BW 0R0qq
‰ “ E„ż 8
0
e´λsfpx`BW 0s , upx`BW 0s qq ds

. (160)
Then it holds for all n P N, θ P Θ, x P Rd that
ˇˇ
E
“
Uθnpxq
‰´ upxqˇˇp ď Lp
λp
E
“|U0n´1px`BW 0R0q ´ upx`BW 0R0q|p‰. (161)
Proof of Lemma 3.6. First, observe that Lemma 3.5 (with ε Ð ε, L Ð L in the notation of
Lemma 3.5) and (160) guarantee for all n P N, θ P Θ, x P Rd that
E
“
Uθnpxq
‰´ upxq “ 1
λ
E
“
fpx`BW 0R0 , U0n´1px`BW 0R0qq ´ fpx`BW 0R0 , upx`BW 0R0qq
‰
. (162)
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The assumption that for all x P Rd, v, w P R it holds that |fpx, vq ´ fpx, wq| ď L|v ´w| therefore
implies for all n P N, θ P Θ, x P Rd that
ˇˇ
E
“
Uθnpxq
‰´ upxqˇˇ ď L
λ
E
“|U0n´1px`BW 0R0q ´ upx`BW 0R0q|‰. (163)
Jensen’s inequality hence establishes (161). The proof of Lemma 3.6 is thus completed.
Lemma 3.7 (Variance). Assume Setting 3.1, let L P R, ε P p0,8q, and assume for all x P Rd,
v, w P R that |fpx, vq ´ fpx, wq| ď L|v ´ w| and ş8
0
epε´λqs Er|fpx ` BW 0s , 0q|s ds ă 8. Then it
holds for all n P N, θ P Θ, x P Rd that
VarrUθnpxqs
ď 1
λ2
„
1
Mn
E
“|fpx`BW 0R0 , 0q|2‰` n´1ÿ
k“1
L2
M pn´kq
E
“|U0k px`BW 0R0q ´ U1k´1px`BW 0R0q|2‰

.
(164)
Proof of Lemma 3.7. First, observe that Item (ii) in Lemma 3.2 and Setting 3.1 ensure for all
θ P Θ, x P Rd that
N0 ˆ N Q pk,mq ÞÑ$’’&
’’%
˜
Ω Q ω ÞÑ fpx`BW pθ,k,mq
Rpθ,k,mqpωqpωq, U
pθ,k,mq
k px`BW pθ,k,mqRpθ,k,mqpωqpωq, ωqq
´fpx`BW pθ,k,mq
Rpθ,k,mqpωqpωq, U
pθ,k,´mq
k´1 px`BW pθ,k,mqRpθ,k,mqpωqpωq, ωqq P R
¸
: k ě 1
Ω Q ω ÞÑ fpx`BW pθ,0,mq
Rpθ,0,mqpωqpωq, 0q P R : k “ 0
(165)
is an independent family of random variables. This, Item (i) in Lemma 3.5, and (132) imply for
all n P N, θ P Θ, x P Rd that
VarrUθnpxqs “
1
λ2
˜
Mnÿ
m“1
Var
«
fpx`BW pθ,0,mq
Rpθ,0,mq
, 0q
Mn
ff
`
n´1ÿ
k“1
M pn´kqÿ
m“1
Var
«
fpx`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,mq
k px`BW pθ,k,mqRpθ,k,mqqq
M pn´kq
. . .
. . .´ fpx`BW
pθ,k,mq
Rpθ,k,mq
, U
pθ,k,´mq
k´1 px`BW pθ,k,mqRpθ,k,mqqq
M pn´kq
ff¸
.
(166)
Items (i)–(iv) in Lemma 3.2 and Hutzenthaler et al. [44, Corollary 2.5] hence imply for all n P N,
θ P Θ, x P Rd that
Var
“
Uθnpxq
‰ “ 1
λ2
«
1
Mn
Varrfpx`BW 0R0 , 0qs
`
n´1ÿ
k“1
1
M pn´kq
Var
“
fpx`BW 0R0 , U0k px`BW 0R0qq ´ fpx`BW 0R0 , U1k´1px`BW 0R0qq
‰ ff
.
(167)
Combining this with the fact that for every random variable Y : ΩÑ R with Er|Y |s ă 8 it holds
that Var
“
Y
‰ ď ErY 2s P r0,8s guarantees that for all n P N, θ P Θ, x P Rd it holds that
Var
“
Uθnpxq
‰ ď 1
λ2
„
1
Mn
E
“|fpx`BW 0R0 , 0q|2‰
`
n´1ÿ
k“1
1
M pn´kq
E
“|fpx`BW 0R0 , U0k px`BW 0R0qq ´ fpx`BW 0R0 , U1k´1px`BW 0R0qq|2‰

.
(168)
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The assumption that for all x P Rd, v, w P R it holds that |fpx, vq ´ fpx, wq| ď L|v ´w| therefore
ensures for all n P N, θ P Θ, x P Rd that
Var
“
Uθnpxq
‰
ď 1
λ2
„
1
Mn
E
“|fpx`BW 0R0 , 0q|2‰` n´1ÿ
k“1
L2
M pn´kq
E
“|U0k px`BW 0R0q ´ U1k´1px`BW 0R0q|2‰

.
(169)
This establishes (164). The proof of Lemma 3.7 is thus completed.
3.5 Error analysis for MLP approximations
Lemma 3.8 (Recursive overall error estimate). Assume Setting 3.1, let L P R, ε P p0,8q, assume
for all x P Rd, v, w P R that |fpx, vq´fpx, wq| ď L|v´w| and ş8
0
epε´λqs Er|fpx`BW 0s , 0q|s ds ă 8,
let u : Rd Ñ R be BpRdq/BpRq-measurable, assume for all x P Rd that ş8
0
e´λs Er|upx`BW 0s q|s ds ă
8 and
upxq “ 1
λ
E
“
fpx`BW 0R0 , upx`BW 0R0qq
‰ “ E„ż 8
0
e´λsfpx`BW 0s , upx`BW 0s qq ds

, (170)
and let α, β : Bpr0,8qq Ñ r0,8q be measures which satisfy for all A P Bpr0,8qq that βpAq ěş
A
e´λspşr0,ss eλt αpdtqq ds. Then it holds for all n P N, θ P Θ, x P Rd that
„ż
r0,8q
E
“|Uθnpx`BW θt q ´ upx`BW θt q|2‰αpdtq
1{2
ď 1?
λMn
„ż
r0,8q
E
“|fpx`BW 0s , 0q|2‰ βpdsq
1{2
`
n´1ÿ
k“0
Lp1`?Mq?
λM pn´kq
„ż
r0,8q
E
“|U0k px`BW 0s q ´ upx`BW 0s q|2‰βpdsq
1{2
.
(171)
Proof of Lemma 3.8. Throughout this proof let νt,x : BpRdq Ñ r0,8q, t P r0,8q, x P Rd, satisfy
for all t P r0,8q, x P Rd, A P BpRdq that
νt,xpAq “ Ppx`BW 0t P Aq. (172)
Observe that the triangle inequality ensures for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď `E“|Uθnpxq ´ E“Uθnpxq‰ |2‰ 1˘{2 ` `E“|E“Uθnpxq‰´ upxq|2‰ 1˘{2
“ `E“|Uθnpxq ´ E“Uθnpxq‰ |2‰ 1˘{2 ` ˇˇE“Uθnpxq‰ ´ upxqˇˇ “aVarrUθnpxqs ` ˇˇE“Uθnpxq‰´ upxqˇˇ. (173)
Lemma 3.6 (with L Ð L, ε Ð ε, p Ð 2, u Ð u in the notation of Lemma 3.6) and Lemma 3.7
(with LÐ L, εÐ ε in the notation of Lemma 3.7) hence prove for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď Lλ `E“|U0n´1px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2
` 1
λ
„
1
Mn
E
“|fpx`BW 0R0 , 0q|2‰ ` n´1ÿ
k“1
L2
M pn´kq
E
“|U0k px`BW 0R0q ´ U1k´1px`BW 0R0q|2‰
1{2
.
(174)
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Combining this with the fact that for all n P N, a1, a2, . . . , an P r0,8q it holds that
ařn
k“1 ak ďřn
k“1
?
ak shows for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
ď L
λ
`
E
“|U0n´1px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2 ` 1
λ
?
Mn
`
E
“|fpx`BW 0R0 , 0q|2‰ 1˘{2
`
n´1ÿ
k“1
L
λ
?
M pn´kq
`
E
“|U0k px`BW 0R0q ´ U1k´1px`BW 0R0q|2‰ 1˘{2 .
(175)
The triangle inequality hence ensures for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
ď L
λ
`
E
“|U0n´1px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2 ` 1
λ
?
Mn
`
E
“|fpx`BW 0R0 , 0q|2‰ 1˘{2
`
n´1ÿ
k“1
L
λ
?
M pn´kq
« `
E
“|U0k px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2
` `E“|U1k´1px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2
ff
.
(176)
This, Items (ii) and (iv) in Lemma 3.2, and Hutzenthaler et al. [44, Lemma 2.2] (with pΩ,F ,Pq Ð
pΩ,F ,Pq, G Ð σΩppW p1,ϑqqϑPΘ, pRp1,ϑqqϑPΘq, pS,Sq Ð pRd,BpRdqq, U Ð pRd ˆ Ω Q py, ωq ÞÑ
|U1k´1py, ωq ´ upyq|2 P r0,8qq, Y Ð pΩ Q ω ÞÑ x ` BW 0R0pωqpωq P Rdq for x P Rd, k P N in the
notation of Hutzenthaler et al. [44, Lemma 2.2]) demonstrate for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď 1
λ
?
Mn
`
E
“|fpx`BW 0R0 , 0q|2‰ 1˘{2
`
n´1ÿ
k“1
L
λ
?
M pn´kq
`
E
“|U0k px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2
`
nÿ
k“1
L
λ
?
M pn´kq
`
E
“|U0k´1px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2 .
(177)
Hence, we obtain for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď 1
λ
?
Mn
`
E
“|fpx`BW 0R0 , 0q|2‰ 1˘{2
`
n´1ÿ
k“0
L1Npkq ` L
?
M
λ
?
M pn´kq
`
E
“|U0k px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2
ď 1
λ
?
Mn
`
E
“|fpx`BW 0R0 , 0q|2‰ 1˘{2
`
n´1ÿ
k“0
Lp1 `?Mq
λ
?
M pn´kq
`
E
“|U0k px`BW 0R0q ´ upx`BW 0R0q|2‰ 1˘{2 .
(178)
Item (ii) in Lemma 3.2 and Hutzenthaler et al. [44, Lemma 2.2] hence ensure for all n P N, θ P Θ,
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x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď 1?
λMn
ˆż 8
0
e´λs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
`
n´1ÿ
k“0
Lp1 `?Mq?
λM pn´kq
ˆż 8
0
e´λs E
“|U0k px`BW 0s q ´ upx`BW 0s q|2‰ ds
1˙{2
.
(179)
Moreover, note that Items (ii) and (iv) in Lemma 3.2, Hutzenthaler et al. [44, Lemma 2.2] (with
pΩ,F ,Pq Ð pΩ,F ,Pq, G Ð σΩppW pθ,ϑqqϑPΘ, pRpθ,ϑqqϑPΘq, pS,Sq Ð pRd,BpRdqq, U Ð pRd ˆ Ω Q
py, ωq ÞÑ |Uθnpy, ωq ´ upyq|2 P r0,8qq, Y Ð pΩ Q ω ÞÑ x ` BW θt pωq P Rdq for θ P Θ, t P r0,8q,
x P Rd, n P N in the notation of Hutzenthaler et al. [44, Lemma 2.2]), and (172) prove for all
n P N, θ P Θ, t P r0,8q, x P Rd that
`
E
“|Uθnpx`BW θt q ´ upx`BW θt q|2‰ 1˘{2 “
„ż
Rd
E
“|Uθnpyq ´ upyq|2‰ νt,xpdyq
1{2
.
“
„ż
Rd
E
“|U0npyq ´ upyq|2‰ νt,xpdyq
1{2
.
(180)
The triangle inequality and (179) hence show for all n P N, θ P Θ, t P r0,8q, x P Rd that`
E
“|Uθnpx`BW θt q ´ upx`BW θt q|2‰ 1˘{2
ď 1?
λMn
„ż
Rd
ż 8
0
e´λs E
“|fpy `BW 0s , 0q|2‰ ds νt,xpdyq
1{2
`
n´1ÿ
k“0
Lp1 `?Mq?
λM pn´kq
„ż
Rd
ż 8
0
e´λs E
“|U0k py `BW 0s q ´ upy `BW 0s q|2‰ ds νt,xpdyq
1{2
.
(181)
Combining this with the fact that for all t, s P r0,8q, x P Rd, A P BpRdq it holds that νt`s,xpAq “ş
Rd
νs,ypAq νt,xpdyq and Fubini’s theorem proves for all n P N, θ P Θ, t P r0,8q, x P Rd that`
E
“|Uθnpx`BW θt q ´ upx`BW θt q|2‰ 1˘{2
ď 1?
λMn
„ż 8
0
e´λs E
“|fpx`BW 0t`s, 0q|2‰ ds
1{2
`
n´1ÿ
k“0
Lp1`?Mq?
λM pn´kq
„ż 8
0
e´λs E
“|U0k px`BW 0t`sq ´ upx`BW 0t`sq|2‰ ds
1{2
.
(182)
The triangle inequality hence ensures for all n P N, θ P Θ, x P Rd that„ż
r0,8q
E
“|Uθnpx`BW θt q ´ upx`BW θt q|2‰αpdtq
1{2
ď 1?
λMn
„ż
r0,8q
ż 8
0
e´λs E
“|fpx`BW 0t`s, 0q|2‰ ds αpdtq
1{2
`
n´1ÿ
k“0
Lp1`?Mq?
λM pn´kq
„ż
r0,8q
ż 8
0
e´λs E
“|U0k px`BW 0t`sq ´ upx`BW 0t`sq|2‰ ds αpdtq
1{2
“ 1?
λMn
„ż
r0,8q
eλt
ż 8
t
e´λs E
“|fpx`BW 0s , 0q|2‰ ds αpdtq
1{2
`
n´1ÿ
k“0
Lp1`?Mq?
λM pn´kq
„ż
r0,8q
eλt
ż 8
t
e´λs E
“|U0k px`BW 0s q ´ upx`BW 0s q|2‰ ds αpdtq
1{2
.
(183)
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Fubini’s theorem therefore implies for all n P N, θ P Θ, x P Rd that
„ż
r0,8q
E
“|Uθnpx`BW θt q ´ upx`BW θt q|2‰αpdtq
1{2
ď 1?
λMn
„ż 8
0
ˆż
r0,ss
eλt αpdtq
˙
e´λs E
“|fpx`BW 0s , 0q|2‰ ds
1{2
`
n´1ÿ
k“0
Lp1`?Mq?
λM pn´kq
„ż 8
0
ˆż
r0,ss
eλt αpdtq
˙
e´λs E
“|U0k px`BW 0s q ´ upx`BW 0s q|2‰ ds
1{2
.
(184)
The assumption that for all A P Bpr0,8qq it holds that βpAq ě ş
A
e´λspşr0,ss eλt αpdtqq ds hence
ensures for all n P N, θ P Θ, x P Rd that
„ż
r0,8q
E
“|Uθnpx`BW θt q ´ upx`BW θt q|2‰αpdtq
1{2
ď 1?
λMn
„ż
r0,8q
E
“|fpx`BW 0s , 0q|2‰ βpdsq
1{2
`
n´1ÿ
k“0
Lp1 `?Mq?
λM pn´kq
„ż
r0,8q
E
“|U0k px`BW 0s q ´ upx`BW 0s q|2‰ βpdsq
1{2
.
(185)
This establishes (171). The proof of Lemma 3.8 is thus completed.
Proposition 3.9 (Overall error estimate). Assume Setting 3.1, let L P p0, λq, assume for all
x P Rd, v, w P R that |fpx, vq ´ fpx, wq| ď L|v ´ w| and ş8
0
epL´λqs Er|fpx ` BW 0s , 0q|s ds ă 8,
let u : Rd Ñ R be BpRdq/BpRq-measurable, and assume for all x P Rd that ş8
0
epL´λqs Er|upx `
BW 0s q|2s ds ă 8 and
upxq “ 1
λ
E
“
fpx`BW 0R0 , upx`BW 0R0qq
‰ “ E„ż 8
0
e´λsfpx`BW 0s , upx`BW 0s qq ds

. (186)
Then it holds for all n P N0, θ P Θ, x P Rd that`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
ď 1?
λ´?L
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
1?
Mn
«
1` p1`
?
Mq
c
L
λ
ffn
.
(187)
Proof of Proposition 3.9. Throughout this proof let δ0 : Bpr0,8qq Ñ r0,8q satisfy for all A P
Bpr0,8qq that
δ0pAq “
#
1 : 0 P A
0 : 0 R A. (188)
Observe that
(i) for all A P Bpr0,8qq it holds thatż
A
e´λs
ż
r0,ss
eλt δ0pdtq ds “
ż
A
e´λs ds ď
ż
A
epL´λqs ds (189)
and
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(ii) for all A P Bpr0,8qq it holds thatż
A
e´λs
ż
r0,ss
eλt epL´λqt dt ds “
ż
A
e´λs
eLs ´ 1
L
ds ď 1
L
ż
A
epL´λqs ds. (190)
Note that Item (ii) and Lemma 3.8 (with ε Ð L, L Ð L, u Ð u, α Ð pBpr0,8qq Q A ÞÑş
A
epL´λqt dt P r0,8qq, β Ð pBpr0,8qq Q A ÞÑ 1
L
ş
A
epL´λqt dt P r0,8qq in the notation of Lemma 3.8)
ensure for all n P N, x P Rd thatˆż 8
0
epL´λqt E
“|U0npx`BW 0t q ´ upx`BW 0t q|2‰ dt
1˙{2
ď 1?
LλMn
ˆż 8
0
epL´λqt E
“|fpx`BW 0t , 0q|2‰ dt
1˙{2
`
n´1ÿ
k“0
c
L
λ
1`?M?
M pn´kq
ˆż 8
0
epL´λqt E
“|U0k px`BW 0t q ´ upx`BW 0t q|2‰ dt
1˙{2
.
(191)
For the next step let η
pxq
n P r0,8s, n P N0, x P Rd, satisfy for all n P N0, x P Rd that
ηpxqn “
?
Mn
ˆż 8
0
epL´λqt E
“|U0npx`BW 0t q ´ upx`BW 0t q|2‰ dt
1˙{2
(192)
and let a
pxq
1 , a
pxq
2 P r0,8s, x P Rd, satisfy for all x P Rd that
a
pxq
1 “
1?
Lλ
ˆż 8
0
epL´λqt E
“|fpx`BW 0t , 0q|2‰ dt
1˙{2
and a
pxq
2 “ p1`
?
Mq
c
L
λ
. (193)
Note that (191) ensures for all n P N, x P Rd that
ηpxqn ď apxq1 ` apxq2
n´1ÿ
k“0
η
pxq
k . (194)
The discrete Gronwall inequality therefore proves for all n P N, x P Rd that
ηpxqn ď papxq1 ` apxq2 ηpxq0 qp1` apxq2 qn´1. (195)
Next observe that Item (ii) in Proposition 2.17 (with d Ð d, m Ð d, B Ð B, L Ð L, λ Ð λ,
ε Ð L, pΩ,F ,Pq Ð pΩ,F ,Pq, W Ð W 0, f Ð f , u Ð u in the notation of Proposition 2.17)
demonstrates for all x P Rd that
η
pxq
0 “
ˆż 8
0
epL´λqt E
“|upx`BW 0t q|2‰ dt
1˙{2
ď 1?
Lλ ´ L
ˆż 8
0
epL´λqt E
“|fpx`BW 0t , 0q|2‰ dt
1˙{2
“ a
pxq
1
1´
b
L
λ
.
(196)
This and (195) ensure for all n P N0, x P Rd that ηpxqn ď r1 ´
a
L{λs´1apxq1 p1 ` apxq2 qn. Hence, we
obtain for all n P N0, x P Rd thatˆż 8
0
epL´λqt E
“|U0npx`BW 0t q ´ upx`BW 0t q|2‰ dt
1˙{2
ď 1?
Mn
«
1` p1`
?
Mq
c
L
λ
ffn
1?
Lλ´ L
ˆż 8
0
epL´λqt E
“|fpx`BW 0t , 0q|2‰ dt
1˙{2
.
(197)
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Next note that Item (i) and Lemma 3.8 (with ε Ð L, L Ð L, u Ð u, α Ð δ0, β Ð pBpr0,8qq Q
A ÞÑ ş
A
epL´λqs ds P r0,8qq in the notation of Lemma 3.8) imply for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď 1?
λMn
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
`
n´1ÿ
k“0
Lp1 `?Mq?
λM pn´kq
ˆż 8
0
epL´λqs E
“|U0k px`BW 0s q ´ upx`BW 0s q|2‰ ds
1˙{2
.
(198)
This and (197) demonstrate for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď 1?
λMn
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
(199)
`
n´1ÿ
k“0
Lp1`?Mq?
λMn
1?
Lλ ´ L
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2 «
1` p1`
?
Mq
c
L
λ
ffk
.
Hence, we obtain for all n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď 1?
λMn
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
¨
»
–1` n´1ÿ
k“0
Lp1`?Mq?
Lλ ´ L
˜
1` p1`
?
Mq
c
L
λ
k¸
fi
fl. (200)
The fact that for all q P R, n P N it holds that pq ´ 1qřn´1k“0 qk “ qn ´ 1 therefore implies for all
n P N, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď 1?
λMn
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
¨
«
1`
?
Lλ?
Lλ ´ L
˜
1` p1`
?
Mq
c
L
λ
n¸
´
?
Lλ?
Lλ ´ L
ff
.
(201)
The fact that
?
Lλ?
Lλ´L ą 1 hence implies for all n P N, θ P Θ, x P Rd that`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
ď 1?
λMn
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2 ?
Lλ?
Lλ´ L
«
1` p1`
?
Mq
c
L
λ
ffn
“ 1?
λ´?L
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
1?
Mn
«
1` p1`
?
Mq
c
L
λ
ffn
.
(202)
Combining this with the fact that for all θ P Θ, x P Rd it holds that Uθ0 pxq “ 0 and Item (iii) in
Proposition 2.17 establishes (187). The proof of Proposition 3.9 is thus completed.
Corollary 3.10. Assume Setting 3.1, let ε P p0,8q, assume for all x P Rd, v P R that fpx, vq “
fpx, 0q and ş8
0
epε´λqs Er|fpx`BW 0s , 0q|2s ds ă 8, let u : Rd Ñ R be BpRdq/BpRq-measurable, and
assume for all x P Rd that
upxq “ E
„ż 8
0
e´λsfpx`BW 0s , upx`BW 0s qq ds

“ E
„ż 8
0
e´λsfpx`BW 0s , 0q ds

. (203)
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Then it holds for all n P N0, θ P Θ, x P Rd that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2 ď 1?
λMn
ˆż 8
0
e´λs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
. (204)
Proof of Corollary 3.10. Throughout this proof let νt,x : BpRdq Ñ r0,8q, t P r0,8q, x P Rd,
satisfy for all t P r0,8q, x P Rd, A P BpRdq that νt,xpAq “ Ppx ` BW 0t P Aq. Observe that the
Cauchy-Schwarz inequality and (203) ensure for all y P Rd that
|upyq|2 ď 1
λ
ż 8
0
e´λs E
“|fpy `BW 0s , 0q|2‰ ds. (205)
Fubini’s theorem therefore shows for all x P Rd thatż 8
0
epε´λqt E
“|upx`BW 0t q|2‰ dt “
ż 8
0
epε´λqt
ż
Rd
|upyq|2 νt,xpdyq dt
ď
ż 8
0
epε´λqt
ż
Rd
1
λ
ż 8
0
e´λs E
“|fpy `BW 0s , 0q|2‰ ds νt,xpdyq dt
“ 1
λ
ż 8
0
epε´λqt
ż 8
0
e´λs
ż
Rd
E
“|fpy `BW 0s , 0q|2‰ νt,xpdyq ds dt.
(206)
The fact that for all t, s P r0,8q, x P Rd, A P BpRdq it holds that νt`s,xpAq “
ş
Rd
νs,ypAq νt,xpdyq
and Fubini’s theorem hence ensure that for all x P Rd it holds thatż 8
0
epε´λqt E
“|upx`BW 0t q|2‰ dt ď 1λ
ż 8
0
epε´λqt
ż 8
0
e´λs E
“|fpx`BW 0t`s, 0q|2‰ ds dt
“ 1
λ
ż 8
0
eεt
ż 8
t
e´λs E
“|fpx`BW 0s , 0q|2‰ ds dt
“ 1
λ
ż 8
0
„ż s
0
eεt dt

e´λs E
“|fpx`BW 0s , 0q|2‰ ds
ď 1
ελ
ż 8
0
epε´λqs E
“|fpx`BW 0s , 0q|2‰ ds ă 8.
(207)
Proposition 3.9 (with L Ð L, u Ð u for L P p0,mintε, λuq in the notation of Proposition 3.9)
therefore proves for all L P p0,mintε, λuq, n P N0, θ P Θ, x P Rd that`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
ď 1?
λ´?L
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
1?
Mn
«
1` p1`
?
Mq
c
L
λ
ffn
.
(208)
Lebesgue’s dominated convergence theorem hence ensures for all n P N0, θ P Θ, x P Rd that`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
ď lim
LŒ0
˜
1?
λ´?L
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
1?
Mn
«
1` p1`
?
Mq
c
L
λ
ffn¸
“ 1?
λMn
ˆż 8
0
e´λs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
.
(209)
This establishes (204). The proof of Corollary 3.10 is thus completed.
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Corollary 3.11. Assume Setting 3.1, let L P r0, λq, η P p0,8q, assume for all x P Rd, v, w P R
that |fpx, vq´fpx, wq| ď L|v´w| and ş8
0
epmaxtL,ηu´λqs Er|fpx`BW 0s , 0q|2s ds ă 8, let u : Rd Ñ R
be BpRdq/BpRq-measurable, and assume for all x P Rd that ş8
0
epL´λqs Er|upx ` BW 0s q|2s ds ă 8
and
upxq “ 1
λ
E
“
fpx`BW 0R0 , upx`BW 0R0qq
‰ “ ż 8
0
e´λs E
“
fpx`BW 0s , upx`BW 0s qq
‰
ds. (210)
Then it holds for all θ P Θ, n P N0, x P Rd that`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
ď 1?
λ´?L
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
1?
Mn
«
1` p1`
?
Mq
c
L
λ
ffn
.
(211)
Proof of Corollary 3.11. First, observe that the assumption that for all x P Rd it holds thatş8
0
epmaxtL,ηu´λqs Er|fpx ` BW 0s , 0q|2s ds ă 8 guarantees for all x P Rd that
ş8
0
epL´λqs Er|fpx `
BW 0s , 0q|2s ds ă 8 and
ş8
0
epη´λqs Er|fpx ` BW 0s , 0q|2s ds ă 8. Therefore, we obtain that Propo-
sition 3.9 (with L Ð L, u Ð u in the notation of Proposition 3.9) establishes (211) in the case
L P p0, λq and Corollary 3.10 (with ε Ð η, u Ð u in the notation of Corollary 3.10) establishes
(211) in the case L “ 0. The proof of Corollary 3.11 is thus completed.
Corollary 3.12. Assume Setting 3.1, let L, ρ P r0,8q, assume that λ P pL`2ρ,8q, let }¨} : Rd Ñ
r0,8q be the standard norm on Rd, let u P CpRd,Rq, V P C2pRd, p0,8qq satisfy for all x P Rd,
v, w P R that |fpx, vq ´ fpx, wq| ď L|v ´ w| and
TracepBB˚pHess V qpxqq ` }B˚p∇V qpxq}2
V pxq ď 2ρV pxq, (212)
assume that suprPp0,8qrinf}x}ąr V pxqs “ 8 and infrPp0,8qrsup}x}ąrp |fpx,0q|`|upxq|V pxq qs “ 0, and assume
that u is a viscosity solution of
λupxq ´ 1
2
Trace
`
BB˚pHess uqpxq˘ “ fpx, upxqq (213)
for x P Rd (cf. Proposition 2.13). Then it holds for all θ P Θ, n P N0, x P Rd that˜
E
«ˇˇˇ
ˇUθnpxq ´ upxqV pxq
ˇˇˇ
ˇ
2
ff 1¸{2
ď 1p?λ´?Lqaλ´ pL` 2ρq
«
sup
yPRd
ˆ |fpy, 0q|
V pyq
˙ff«
1?
M
˜
1` p1`
?
Mq
c
L
λ
¸ffn
.
(214)
Proof of Corollary 3.12. Throughout this proof let c P R satisfy for all x P Rd that |upxq| ď cV pxq.
Note that (212) ensures that
(I) for all x P Rd it holds that 1
2
TracepBB˚pHess V qpxqq ď ρV pxq and
(II) for all x P Rd it holds that
1
2
Trace
`
BB˚pHess V 2qpxq˘
“ 1
2
Trace
`
BB˚p2V pxqpHess V qpxq ` 2p∇V qpxq b p∇V qpxqq˘
“ V pxq
”
Trace
`
BB˚pHess V qpxq˘` }B˚p∇V qpxq}2
V pxq
ı
ď 2ρrV pxqs2.
(215)
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Item (I) and Proposition 2.13 (with d Ð d, m Ð d, B Ð B, L Ð L, ρ Ð ρ, λ Ð λ, }¨} Ð }¨},
f Ð f , V Ð V , pΩ,F ,Pq Ð pΩ,F ,Pq, W ÐW 0 in the notation of Proposition 2.13) demonstrate
for all x P Rd that
upxq “ E
„ż 8
0
e´λsfpx`BW 0s , upx`BW 0s qq ds

. (216)
Next note that [6, Lemmas 3.1 and 3.2] and Item (II) guarantee for all t P r0,8q, x P Rd that
E
“|V px`BW 0t q|2‰ ď e2ρtrV pxqs2. (217)
The fact that supyPRdp |fpy,0q|V pyq q ă 8 hence implies for all x P Rd, η P r0,8q with L ` 2ρ ` η ă λ
that ż 8
0
epL`η´λqs E
“|fpx`BW 0s , 0q|2‰ ds
ď
ż 8
0
epL`η´λqs
«
sup
yPRd
ˆ |fpy, 0q|
V pyq
˙ff2
E
“|V px`BW 0s q|2‰ ds
ď
«
sup
yPRd
ˆ |fpy, 0q|
V pyq
˙ff2 „ż 8
0
epL`η`2ρ´λqs ds

|V pxq|2
“ |V pxq|
2
λ´ pL` η ` 2ρq
«
sup
yPRd
ˆ |fpy, 0q|
V pyq
˙ff2
ă 8.
(218)
In addition, note that the fact that for all x P Rd it holds that |upxq| ď cV pxq and (217) prove for
all x P Rd thatż 8
0
epL´λqs E
“|upx`BW 0s q|2‰ ds ď
ż 8
0
epL´λqs c2 E
“|V px`BW 0s q|2‰ ds
ď c2|V pxq|2
ż 8
0
epL`2ρ´λqs ds “ rcV pxqs
2
λ´ pL` 2ρq ă 8.
(219)
This, (216), (218), and Corollary 3.11 assure for all θ P Θ, n P N0, x P Rd that`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
ď 1?
λ´?L
ˆż 8
0
epL´λqs E
“|fpx`BW 0s , 0q|2‰ ds
1˙{2
1?
Mn
«
1` p1`
?
Mq
c
L
λ
ffn
ď 1?
λ´?L
V pxqa
λ´ pL` 2ρq
«
sup
yPRd
ˆ |fpy, 0q|
V pyq
˙ff
1?
Mn
«
1` p1`
?
Mq
c
L
λ
ffn
.
(220)
This establishes (214). The proof of Corollary 3.12 is thus completed.
Corollary 3.13. Let d,M P N, B P Rdˆd, L P R, λ P pL,8q, Θ “ YnPNZn, f P CpRd ˆ R,Rq
satisfy for all x P Rd, v, w P R that |fpx, vq ´ fpx, wq ´ λpv ´ wq| ď L|v ´ w|, assume that f
is at most polynomially growing, let }¨} : Rd Ñ r0,8q be the standard norm on Rd, let pΩ,F ,Pq
be a probability space, let W θ : r0,8q ˆ Ω Ñ Rd, θ P Θ, be i.i.d. standard Brownian motions, let
Rθ : ΩÑ r0,8q, θ P Θ, be i.i.d. random variables, assume for all t P r0,8q that PpR0 ě tq “ e´λt,
assume that pRθqθPΘ and pW θqθPΘ are independent, let Uθn “ pUθnpxqqxPRd : Rd ˆ Ω Ñ R, θ P Θ,
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n P N0, satisfy for all θ P Θ, n P N, x P Rd that Uθ0 pxq “ 0 and
Uθnpxq “
´1
λMn
«
Mnÿ
m“1
fpx`BW pθ,0,mq
Rpθ,0,mq
, 0q
ff
`
n´1ÿ
k“1
1
λM pn´kq
«
M pn´kqÿ
m“1
ˆ
λ
”
U
pθ,k,mq
k px`BW pθ,k,mqRpθ,k,mqq ´ U
pθ,k,´mq
k´1 px`BW pθ,k,mqRpθ,k,mqq
ı
´
”
f
´
x`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,mq
k px`BW pθ,k,mqRpθ,k,mqq
¯
´ f
´
x`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,´mq
k´1 px`BW pθ,k,mqRpθ,k,mqq
¯ ı˙ff
,
(221)
and let u P tv P CpRd,Rq : p@ ε P p0,8q : rsupx“px1,...,xdqPRdp|vpxq| expp´ε
řd
i“1 |xi|qqs ă 8qu be a
viscosity solution of
1
2
Trace
`
BB˚pHess uqpxq˘ “ fpx, upxqq (222)
for x P Rd (cf. Corollary 2.16). Then it holds for all n P N0, θ P Θ, x P Rd, ε P p0,8q with
2pε2 ` εdqrsupyPRdzt0up}By} }y}´1qs2 ă λ´ L that
´
E
”ˇˇ
Uθnpxq ´ upxq
ˇˇ2ı 1¯{2 ď
«
1?
M
˜
1` p1`
?
Mq
c
L
λ
¸ffn «
sup
yPRd
ˆ |fpy, 0q|
exppεp1` }y}2q1{2q
˙ff
¨ exp
`
εp1` }x}2q1{2˘
p?λ´?Lq
b
λ´ pL` 2pε2 ` εdqrsupyPRdzt0up}By} }y}´1qs2q
.
(223)
Proof of Corollary 3.13. Throughout this proof let g : Rd ˆ R Ñ R satisfy for all x P Rd, v P R
that gpx, vq “ λv´ fpx, vq, let β P r0,8q satisfy β “ rsupyPRdzt0up }By}}y} qs2, and let Vε : Rd Ñ p0,8q,
ε P p0,8q, satisfy for all ε P p0,8q, x P Rd that
Vεpxq “ exp
`
εp1` }x}2q1{2˘. (224)
Observe that Lemma 2.15 implies for all ε P p0,8q, x P Rd that
Trace
`
BB˚pHess Vεqpxq
˘` }B˚p∇Vεqpxq}2
Vεpxq ď 2pε
2 ` εdqβVεpxq. (225)
In addition, note that the fact that for all x P Rd, v P R it holds that gpx, vq “ λv ´ fpx, vq and
(221) ensure for all θ P Θ, n P N, x P Rd that
Uθnpxq “
n´1ÿ
k“1
1
λM pn´kq
«
M pn´kqÿ
m“1
ˆ
g
´
x`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,mq
k px`BW pθ,k,mqRpθ,k,mqq
¯
´ g
´
x`BW pθ,k,mq
Rpθ,k,mq
, U
pθ,k,´mq
k´1 px`BW pθ,k,mqRpθ,k,mqq
¯˙ff
` 1
λMn
«
Mnÿ
m“1
gpx`BW pθ,0,mq
Rpθ,0,mq
, 0q
ff
.
(226)
Moreover, observe that the fact that for all x P Rd, v P R it holds that gpx, vq “ λv ´ fpx, vq and
(222) ensure that u is a viscosity solution of
λupxq ´ 1
2
Trace
`
BB˚pHess uqpxq˘ “ gpx, upxqq (227)
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for x P Rd. In addition, note that the fact that for all ε P p0,8q it holds that supxPRdp |gpx,0q|`|upxq|Vεpxq q ă
8 guarantees for all ε P p0,8q that infrPp0,8qrsup}x}ąrp |gpx,0q|`|upxq|Vεpxq qs “ 0. Corollary 3.12 (with
d Ð d, M Ð M , λ Ð λ, Θ Ð Θ, B Ð B, f Ð g, pΩ,F ,Pq Ð pΩ,F ,Pq, pW θqθPΘ Ð pW θqθPΘ,
pRθqθPΘ Ð pRθqθPΘ, L Ð L, ρ Ð pε2 ` εdqβ, u Ð u, V Ð Vε for ε P p0,8q in the notation
of Corollary 3.12), (225), (226), and (227) therefore demonstrate for all θ P Θ, n P N0, x P Rd,
ε P p0,8q with 2pε2 ` εdqβ ă λ ´ L that
`
E
“|Uθnpxq ´ upxq|2‰ 1˘{2
Vεpxq
ď
”
supyPRd
´
|gpy,0q|
Vεpyq
¯ı
p?λ ´?Lq
b
λ´ pL` 2pε2 ` εdqrsupyPRdzt0up }By}}y} qs2q
«
1?
M
˜
1` p1`
?
Mq
c
L
λ
¸ffn
.
(228)
This and the fact that for all y P Rd it holds that ´fpy, 0q “ gpy, 0q establish (223). The proof of
Corollary 3.13 is thus completed.
3.6 Computational cost analysis for MLP approximations
Lemma 3.14. Let α, β P r0,8q, M P r1,8q, pCnqnPN0 Ď r0,8q satisfy for all n P N that
Cn ď αMn `
n´1ÿ
k“1
M pn´kqpβ ` Ck ` Ck´1q. (229)
Then it holds for all n P N that
Cn ď
„
α ` β ` C0
2

p2M ` 1qn ď
„
α ` β ` C0
2

p3Mqn. (230)
Proof of Lemma 3.14. Throughout this proof let cn P r0,8q, n P N0, satisfy for all n P N0 that
cn “ CnMn and let Sn P r0,8q, n P N0, satisfy for all n P N0 that
Sn “ βn
1` 1{M `
β
p1` 1{Mq2 `
α ´ c0
1` 1{M `
nÿ
k“0
ck. (231)
Note that (229), the fact that pcnqnPN0 Ď r0,8q, and the assumption that M ě 1 ensure for all
n P N that
cn ď α `
n´1ÿ
k“1
M´kpβ ` Ck ` Ck´1q ď α ` pn´ 1qβ `
n´1ÿ
k“1
pck ` ck´1
M
q
“ α ` pn ´ 1qβ `
n´1ÿ
k“1
ck ` 1
M
n´2ÿ
k“0
ck ď α ´ c0 ` pn ´ 1qβ ` p1` 1
M
q
n´1ÿ
k“0
ck
“ p1` 1
M
qSn´1 ´ β
1` 1{M .
(232)
Combining this with (231) proves for all n P NX r2,8q that
Sn “ Sn´1 ` β
1` 1{M ` cn ď p2`
1
M
qSn´1. (233)
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This implies for all n P N that Sn ď p2` 1M qn´1S1. Combining this with (232) and the assumption
that β ě 0 demonstrates for all n P N X r2,8q that
cn ď p1` 1{MqSn´1 ´ β
1` 1{M ď p1`
1{MqSn´1 ď p1` 1{Mqp2` 1{Mqn´2S1. (234)
Next observe that (232) implies that c1 ď α. Combining this with (231) ensures that
S1 “ β
1` 1{M `
β
p1` 1{Mq2 `
α ´ c0
1` 1{M ` c0 ` c1
ď β
1` 1{M `
β
p1` 1{Mq2 `
α ´ c0
1` 1{M ` c0 ` α
“ 2`
1{M
1` 1{M
„
β
1` 1{M ` α

`
1{M
1` 1{MC0 ď
2` 1{M
1` 1{M pα ` β ` c0q.
(235)
This and (234) show for all n P NX r2,8q that
cn ď p2` 1{Mqn´2p1` 1{Mq
„
2` 1{M
1` 1{M

pα ` β ` c0q “ p2` 1{Mqn´1pα ` β ` c0q
ď p2` 1{Mqn
„
α ` β ` c0
2

.
(236)
Combining this with the fact that c1 ď α ď p2 ` 1{Mqα`β`c02 and the fact that for all n P N0 it
holds that Cn “ cnMn establishes (230). The proof of Lemma 3.14 is thus completed.
Lemma 3.15. Let m P N0, α, β, κ1, κ2 P R satisfy 0 ă α ă 1 ă β, let cn, en P r0,8q, n P
N0 X rm,8q, assume for all n P N0 X rm,8q that en ď κ1αn and cn ď κ2βn, and let N : p0, 1s Ñ
N0 X rm,8q satisfy for all ε P p0, 1s that
Nε “ mintn P N0 X rm,8q : κ1αn ď εu. (237)
Then it holds for all ε P p0, 1s that eNε ď ε and
cNε ď κ2max
"
βm, βκ
p lnpβq
lnp1{αq
q
1
*„
1
ε
p lnpβq
lnp1{αq
q
. (238)
Proof of Lemma 3.15. First, observe that (237) ensures for all ε P p0, 1s that eNε ď ε. Moreover,
note that (237) guarantees for all ε P p0, 1s with Nε ě m` 1 that κ1αNε´1 ą ε. Hence, we obtain
for all ε P p0, 1s with Nε ě m` 1 that
pNε ´ 1q lnp1{αq ă lnpκ1q ´ lnpεq. (239)
This implies for all ε P p0, 1s with Nε ě m` 1 that
cNε ď κ2βNε “ κ2β expppNε ´ 1q lnpβqq ď κ2β exp
ˆ
plnpκ1q ´ lnpεqq lnpβq
lnp1{αq
˙
“
„
κ2βκ
p lnpβq
lnp1{αq
q
1
„
1
ε
p lnpβq
lnp1{αq
q
.
(240)
Next note that the assumption that for all n P N0 X rm,8q it holds that cn ď κ2βn and the fact
that lnpβq
lnp1{αq P p0,8q ensure that for all ε P p0, 1s with Nε “ m it holds that
cNε “ cm ď κ2βm ď κ2βm
„
1
ε
p lnpβq
lnp1{αq
q
. (241)
This and (240) establish (238). The proof of Lemma 3.15 is thus completed.
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3.7 Overall complexity analysis for MLP approximations
Theorem 3.16. Let κ, L, n, p, q, r, s P r0,8q, λ P pL,8q, M P NXpp?λ`?Lq2p?λ´?Lq´2,8q,
α “ ´ lnp3Mqrlnp1{?M`p1`1{?MqaL{λqs´1, Θ “ YnPNZn, let ud P CpRd,Rq, d P N, let Bd P Rdˆd,
d P N, let fd P CpRd ˆ R,Rq, d P N, assume for every d P N that ud is a viscosity solution of
1
2
TracepBdpBdq˚pHess udqpxqq “ fdpx, udpxqq (242)
for x P Rd, let pΩ,F ,Pq be a probability space, let W d,θ : r0,8q ˆ Ω Ñ Rd, θ P Θ, d P N, be
i.i.d. standard Brownian motions, let Rθ : Ω Ñ r0,8q, θ P Θ, be i.i.d. random variables, assume
that pRθqθPΘ and pW d,θqpd,θqPNˆΘ are independent, let }¨} : pYdPNRdq Ñ r0,8q satisfy for all d P N,
x “ px1, . . . , xdq P Rd that }x} “ r
řd
i“1 |xi|2s1{2, assume for all d P N, ε P p0,8q, x P Rd, v, w P R
that }Bdx} ď κdr}x}, |fdpx, 0q| ď κdsp1 ` }x}pq, |fdpx, vq ´ fdpx, wq ´ λpv ´ wq| ď L|v ´ w|,
supyPRdr|udpyq| expp´ε}y}qs ă 8, and PpR0 ě εq “ e´λε, let Ud,θn “ pUd,θn pxqqxPRd : Rd ˆ Ω Ñ R,
θ P Θ, d, n P N0, satisfy for all d, n P N, θ P Θ, x P Rd that Ud,θ0 pxq “ 0 and
Ud,θn pxq “
´1
λMn
«
Mnÿ
m“1
fdpx`BdW d,pθ,0,mqRpθ,0,mq , 0q
ff
`
n´1ÿ
k“1
1
λM pn´kq
«
M pn´kqÿ
m“1
ˆ
λ
”
U
d,pθ,k,mq
k px`BdW d,pθ,k,mqRpθ,k,mq q ´ U
d,pθ,k,´mq
k´1 px`BdW d,pθ,k,mqRpθ,k,mq q
ı
´
”
fd
´
x`BdW d,pθ,k,mqRpθ,k,mq , U
d,pθ,k,mq
k px`BdW d,pθ,k,mqRpθ,k,mq q
¯
´ fd
´
x`BdW d,pθ,k,mqRpθ,k,mq , U
d,pθ,k,´mq
k´1 px`BdW d,pθ,k,mqRpθ,k,mq q
¯ ı˙ff
,
(243)
and let Cd,n P R, d, n P N0, satisfy for all d, n P N0 that Cd,n ď pd` 1qMn `
řn´1
k“1M
pn´kqpd` 1`
Cd,k `Cd,k´1q. Then there exist c P R and N : p0, 1s ˆNÑ pZX rn,8qq such that for all ε P p0, 1s,
d P N it holds that
Cd,Nε,d ď cd1`αps`pmaxtq,2r`1uqε´α and supxPRd,}x}ďκdq
`
E
“|udpxq ´ Ud,0Nε,dpxq|2‰ 1˘{2 ď ε. (244)
Proof of Theorem 3.16. Throughout this proof let r¨s : R Ñ Z satisfy for all x P R that rxs “
minpZ X rx,8qq, let c1, c2, c3 P R satisfy for all d P N, x P Rd that }Bdx} ď c1dr}x}, |fdpx, 0q| ď
c2d
sp1` }x}pq, and
c3 “ 4c2pprpsq!qp?λ´?Lq2 max
"
1,
„
8|c1|2
λ´ L
p*
expp1` κq, (245)
and let ηd P p0,8q, d P N, satisfy for all d P N that ηd “ suptt P r0,8q : p8|c1|2d2r`1t ď
λ ´ L and tdq ď 1qu. Observe that the fact that for all d P N it holds that ηd ď 1, the fact that
for all d P N, x P Rd it holds that }Bdx} ď c1dr }x}, and the fact that for all d P N it holds that
8ηd|c1|2d2r`1 ď λ´ L ensure that for all d P N it holds that
|ηd|2
«
sup
xPRdzt0u
ˆ}Bdx}
}x}
˙ff2
ď dηd
«
sup
xPRdzt0u
ˆ}Bdx}
}x}
˙ff2
ď ηd|c1|2d2r`1 ď λ ´ L
8
. (246)
This implies for all d P N that
λ´ L´ 2p|ηd|2 ` dηdq
«
sup
xPRdzt0u
ˆ}Bdx}
}x}
˙ff2
ě λ´ L
2
. (247)
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Next note that the fact that for all d P N, x “ px1, . . . , xdq P Rd it holds that }x} ď
řd
i“1 |xi| and
the assumption that for all d P N, ε P p0,8q it holds that supxPRdr|udpxq| expp´ε }x}qs ă 8 prove
that for all d P N, ε P p0,8q it holds that
sup
x“px1,...,xdqPRd
«
|udpxq|
exppεřdi“1 |xi|q
ff
ď sup
xPRd
„ |udpxq|
exppε}x}q

ă 8. (248)
Corollary 3.13 (with d Ð d, M Ð M , B Ð Bd, L Ð L, λ Ð λ, Θ Ð Θ, f Ð fd, pΩ,F ,Pq Ð
pΩ,F ,Pq, pW θqθPΘ Ð pW d,θqθPΘ, pRθqθPΘ Ð pRθqθPΘ, u Ð ud for d P N in the notation of
Corollary 3.13) therefore ensures for all d P N, n P N0, x P Rd that`
E
“|Ud,0n pxq ´ udpxq|2‰ 1˘{2
ď
„
1?
M
´
1` p1`
?
Mq
a
L{λ
¯n «
sup
yPRd
ˆ |fdpy, 0q|
exppηdp1` }y}2q1{2q
˙ff ?
2 exppηdp1` }x}2q1{2q
p?λ´?Lq?λ´ L
ď 2c2
„
1?
M
´
1` p1`
?
Mq
a
L{λ
¯n «
sup
yPRd
ˆ
dsp1` }y}pq
exppηdp1` }y}2q1{2q
˙ff
exppηdp1` }x}2q1{2q
p?λ´?Lq2
ď 4c2
„
1?
M
´
1` p1`
?
Mq
a
L{λ
¯n «
sup
yPRd
˜
dsp1` }y}2qp{2
exppηdp1` }y}2q1{2q
¸ff
exppηdp1` }x}2q1{2q
p?λ´?Lq2 .
(249)
The fact that for all x P p0,8q it holds that xp ď pprpsq!q exppxq and the fact that for all d P N it
holds that ηdd
q ď 1 hence imply that for all d P N, n P N0 it holds that
sup
xPRd,}x}ďκdq
`
E
“|Ud,0n pxq ´ udpxq|2‰ 1˘{2
ď 4c2pprpsq!qp?λ´?Lq2
„
1?
M
´
1` p1`
?
Mq
a
L{λ
¯n ds
η
p
d
expp1` κq
ď c3max
 
ds`pq, ds`pp2r`1q
( „ 1?
M
´
1` p1`
?
Mq
a
L{λ
¯n
.
(250)
Moreover, observe that Lemma 3.14 (with α Ð d ` 1, β Ð d ` 1, M Ð M , pCnqnPN0 Ð
pmaxtCd,n, 0uqnPN0 for d P N in the notation of Lemma 3.14) ensures for all d, n P N that
Cd,n ď 3dp3Mqn. Combining this with the fact that for all d P N it holds that Cd,0 ď d ` 1 ď 3d
implies that for all d P N, n P N0 it holds that Cd,n ď 3dp3Mqn. Next let N : p0, 1s ˆ N Ñ N0
satisfy for all d P N, ε P p0, 1s that
Nε,d “ min
"
n P N0 X rn,8q : c3ds`pmaxtq,2r`1u
„
1?
M
´
1` p1`
?
Mq
a
L{λ
¯n
ď ε
*
. (251)
Lemma 3.15 (with α Ð 1?
M
r1 ` p1 ` ?MqaL{λs, β Ð 3M , κ1 Ð c3ds`pmaxtq,2r`1u, κ2 Ð
3d, m Ð rns, penqnPZXrn,8q Ð psupxPRd,}x}ďκdqpEr|Ud,0n pxq ´ udpxq|2sq1{2qnPZXrn,8q, pcnqnPZXrn,8q Ð
pmaxtCd,n, 0uqnPZXrn,8q for d P N in the notation of Lemma 3.15), the fact that for all d P N,
n P N0 it holds that Cd,n ď 3dp3Mqn, and (250) therefore imply that for all d P N, ε P p0, 1s it
holds that supxPRd,}x}ďκdqpEr|Ud,0Nε,dpxq ´ udpxq|2sq
1{2 ď ε and
Cd,Nε,d ď 3dmax
 p3Mqrns, 3Mpc3ds`pmaxtq,2r`1uqα(
„
1
ε
α
ď max  3p3Mqrns, 9Mcα3( d1`ps`pmaxtq,2r`1uqα
„
1
ε
α
.
(252)
This establishes (244). The proof of Theorem 3.16 is thus completed.
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Corollary 3.17. Let c, L P r0,8q, λ P pL,8q, M P N X pp?λ ` ?Lq2p?λ ´ ?Lq´2,8q, Θ “
YnPNZn, let ud P CpRd,Rq, d P N, let Bd P Rdˆd, d P N, let fd P CpRd ˆ R,Rq, d P N, assume for
every d P N that ud is a viscosity solution of
1
2
TracepBdpBdq˚pHess udqpxqq “ fdpx, udpxqq (253)
for x P Rd, let pΩ,F ,Pq be a probability space, let W d,θ : r0,8q ˆ Ω Ñ Rd, θ P Θ, d P N, be
i.i.d. standard Brownian motions, let Rθ : Ω Ñ r0,8q, θ P Θ, be i.i.d. random variables, assume
that pRθqθPΘ and pW d,θqpd,θqPNˆΘ are independent, let }¨} : pYdPNRdq Ñ r0,8q satisfy for all d P N,
x “ px1, . . . , xdq P Rd that }x} “ r
řd
i“1 |xi|2s1{2, assume for all d P N, x P Rd, v, w P R, ε P p0,8q
that }Bdx} ď cdc}x}, |fdpx, vq ´ fdpx, wq ´ λpv ´ wq| ď L|v ´ w|, |fdpx, 0q| ď cdcp1 ` }x}cq,
supyPRdr|udpyq| expp´ε}y}qs ă 8, and PpR0 ě εq “ e´λε, let Ud,θn “ pUd,θn pxqqxPRd : Rd ˆ Ω Ñ R,
θ P Θ, d, n P N0, satisfy for all d, n P N, θ P Θ, x P Rd that Ud,θ0 pxq “ 0 and
Ud,θn pxq “
´1
λMn
«
Mnÿ
m“1
fdpx`BdW d,pθ,0,mqRpθ,0,mq , 0q
ff
`
n´1ÿ
k“1
1
λM pn´kq
«
M pn´kqÿ
m“1
ˆ
λ
”
U
d,pθ,k,mq
k px`BdW d,pθ,k,mqRpθ,k,mq q ´ U
d,pθ,k,´mq
k´1 px`BdW d,pθ,k,mqRpθ,k,mq q
ı
´
”
fd
´
x`BdW d,pθ,k,mqRpθ,k,mq , U
d,pθ,k,mq
k px`BdW d,pθ,k,mqRpθ,k,mq q
¯
´ fd
´
x`BdW d,pθ,k,mqRpθ,k,mq , U
d,pθ,k,´mq
k´1 px`BdW d,pθ,k,mqRpθ,k,mq q
¯ ı˙ff
,
(254)
and let Cd,n P R, d, n P N0, satisfy for all d, n P N0 that Cd,n ď pd` 1qMn `
řn´1
k“1M
pn´kqpd` 1`
Cd,k ` Cd,k´1q. Then there exist κ P R and N : p0, 1s ˆ N Ñ N such that for all ε P p0, 1s, d P N it
holds that
Cd,Nε,d ď κdκε´κ and supxPr´cdc,cdcsd
`
E
“|udpxq ´ Ud,0Nε,dpxq|2‰ 1˘{2 ď ε. (255)
Proof of Corollary 3.17. Throughout this proof let α P R satisfy α “ ´ lnp3Mqrlnp1{?M ` p1 `
1{?MqaL{λqs´1. Note that Theorem 3.16 (with κ Ð c, L Ð L, n Ð 1, p Ð c, q Ð c ` 1{2, r Ð c,
s Ð c, λ Ð λ, M Ð M , Θ Ð Θ, pudqdPN Ð pudqdPN, pBdqdPN Ð pBdqdPN, pfdqdPN Ð pfdqdPN,
pΩ,F ,Pq Ð pΩ,F ,Pq, pW d,θqpd,θqPNˆΘ Ð pW d,θqpd,θqPNˆΘ, pRθqθPΘ Ð pRθqθPΘ, pCd,nqpd,nqPN0ˆN0 Ð
pCd,nqpd,nqPN0ˆN0 in the notation of Theorem 3.16) ensures that there exist γ P p0,8q andN : p0, 1sˆ
NÑ N which satisfy for all ε P p0, 1s, d P N that
Cd,Nε,d ď γd1`2pc
2`cqαε´α and sup
xPRd,}x}ďcdpc`1{2q
´
E
”ˇˇ
U
d,0
Nε,d
pxq ´ udpxq
ˇˇ2ı 1¯{2 ď ε. (256)
This, the fact that for all d P N, x P r´cdc, cdcsd it holds that }x} ď cdc`1{2, and the fact that for all
d P N, ε P p0, 1s it holds that γd1`2pc2`cqαε´α ď maxt1, γ, α, 1` 2pc2 ` cqαupd{εqmaxt1,γ,α,1`2pc2`cqαu
establish (255). The proof of Corollary 3.17 is thus completed.
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