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Introduction
The term microwaves refers to electromagnetic waves with frequencies ranging
from 300 MHz to 300 GHz in the electromagnetic spectrum. The corresponding
wavelengths associated with these frequencies in vacuum are 1 m and 1 mm re-
spectively. The wavelength values comprised between 1 m and 1 mm are usually
of the order of the size of structures and devices where microwaves propagate.
This similarity in size makes the theoretical and mathematical treatment of mi-
crowave propagation be actually complex, unlike the propagation of waves at
the optics regime, or below radio frequency.
From a circuit point of view, the understanding of high-frequency signals
behavior has been a challenge until, practically, the end of the XIX century. In
principle, for lower frequencies, voltage and current signals are considered to
propagate instanteneously across the circuit, as long as the circuit dimensions
are small in comparison with the wavelength of the signals. Under these cir-
cumstances Kirchhoff’s circuit laws works properly. However, at microwaves
and even at radio frequencies, the wavelength and the circuit size can usually
have similar dimensions, and it occurs that the propagation of voltage and cur-
rent signals is not instanteneous across the circuit. Consequently, voltage and
current values also presents a spatial variation and Kirchhoff’s laws become in-
sufficient to describe the behavior of the circuit. It is worth mentioning that dur-
ing the XIX century, there were several attemps to undertake the construction
of an underwater cable to connect the United Kingdom and the United States
[1]. Several attemps failed due to, among other factors, the non-existence of a
clear model to describe the propagation of signals along a very long cable. Later,
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O. Heaviside developed the current version of the transmission line model by
deducing the telegrapher equations and introducing the outstanding concept
of distributed circuit element [2].
From the point of view of the field analysis and wave propagation, the pub-
lication of Maxwell equations [3] and the corresponding unification of the elec-
tric and magnetic phenomena revealed than optics, radiowaves or microwaves
are governed by the same principles. A priori, that means that any solution of
a problem involving microwaves is obtained by solving directly Maxwell equa-
tions. By the beginning of the XX century problems involving the calculation
of modal solutions in metallic tubes and the scattering field of waves after in-
teracting with an obstacle were addressed [4]. Specifically, the calculation of
modes inside bounded regions with a certain cylindrical symmetry brought in
the concept of waveguides, due to the possibility of guiding energy from one
point to another inside such bounded regions. The search of modal solutions
for different types of waveguides was the main contribution to microwaves in
the twenties and thirties of the XX century.
At that time, there was no clear connection between the circuit theory and
the electromagnetic theory. S. A. Schelkunoff, at the end of the thirties, bridged
both theories by means of the concept of impedance [5]. This concept was orig-
inally employed by O. Heaviside as the ratio between the voltage and the current
in a RL circuit [4]. Schelkunoff, some decades later, developed and generalized
the concept for some oscillatory systems. For instance, he defined the char-
acteristic impedance of a transmission line, and the impedance of an electro-
magnetic field inside a waveguide, and discovered that there exist a relation-
ship between them. In fact, he found that the description of the propagation
along a transmission line and along a waveguide was analogous. In conse-
quence, complex problems involving waveguides could be posed in terms of a
transmission-line formalism. Although this equivalence was actually helpful for
the comprehension of guiding problems, real waveguide problems used to in-
corporate some discontinuity regions inside. From the modal analysis of waveg-
uides, researchers knew that the interaction between the propagating wave and
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the discontinuity region gave rise to the excitation of higher-order modes which,
provided their reactive nature, were localized around such a discontinuity. The
concentration of the electromagentic energy in a certain limited region encoun-
ters certain analogy with the energy stored in capacitors and inductors. It was
then suggested to model the discontinuity regions by means of networks formed
by interconnections of capacitors and inductors. The description of the field
propagation by distributed and lumped circuit elements was the origin of the
Microwave Network Theory [6]. During the next years the main challenge was to
find the appropriate topology and the proper values of the circuit elements for
a given waveguide discontinuity geometry (this challenge remains nowadays).
Among many researchers, one of the most prominent was N. Marcuvitz who
found, through an elegant mathematical treatment, analytical topologies for a
large variety of waveguide types and waveguide discontinuities. All this infor-
mation is included in his reputed book Waveguide handbook [7].
The performance and efficiency of equivalent circuits and their reliability
was actually good, although their use was always limited in frequency [8, 9].
The effort of researchers was then focused on the derivation of fully analyti-
cal circuit models. Circuit models with analytical expressions for all their el-
ements facilitated enormously the calculation of solutions since computation
was not available yet. In parallel, in the fifties of the XX century, the complex-
ity of the waveguide geometries got increased due to the technical limitations
of the classical prototypes (coaxial line, rectangular waveguide, circular waveg-
uide). Novel topologies appeared at that time: the microstrip, the stripline, and
the use of periodic structures.
Bonus attention will be paid in this thesis to the evolution of periodic struc-
tures and their application in Microwave Engineering. The study of periodic
structures as guiding devices is a classical problem in physics. An excellent
historical review is summarized in [10], written by Louis Brilloin. This book,
in fact, presents an exhaustive study about the guiding properties of periodic
structures, inspiring the first papers about guiding properties for microwaves
[11, 12]. These papers describe the appearance of stopbands and passbands,
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and the dispersion relation in terms of the Microwave Network Theory since the
periodic extension of the structure can be represented by a cascade of an indefi-
nite number of loaded transmission lines. Periodic structures, however, provide
a larger variety of properties not only related with guidance. The history of the
diffraction grating is a proof of it [13]. The diffraction grating has long been a
subject of study due to the interesting properties when it interacts with the inci-
dent radiation. They exhibits a varying response in frequency as was originally
reported by Rittenhouse [14] some centuries ago, or more recently (indeed an
almost century ago) by Professor R. W. Wood, who discovered a surprising phe-
nomenon that carries his name (Wood’s anomaly) [15]. While the spectral prop-
erties of periodic gratings were originally reported in optics, applications in the
millimeter range would be proposed several decades after.
The beginning of the extensive use of periodic structures for taking advent-
age of filtering properties goes back to the context of the cold war [16]. The con-
trol of the radar cross section of aircrafts was an emerging issue at the end of the
fifties. According to "Foreword I" in Munk’s book Frequency selective surfaces
[17], Ed Kennaugh proposed a solution for the control of the radar cross section
based on a device called "frequency selective surface" (FSS). FSSs are actually
periodic structures, conceived as periodic distributions of slots perforated in a
metallic screen or patches printed on a dielectric slab, and whose operation fea-
tures are quite similar to the gratings mentioned above. That is, the behavior of
the structure changes with frequency. This original proposal of Kennaugh in-
spired the further increment of the study of FSSs. It is worth highlighting the
effort devoted by B. Munk during the sixties. In particular, he developed the
mutual impedance approach for the analysis of FSSs. This technique tried to
solve the problem of mutual couplings in arrays, since each single slot/patch
feels the presence of, at least, their inmediate neighbours. The further progress
and application of FSSs motivated the development and improvement of other
analysis methods. For instance, the application of Floquet theorem [19] reduced
the problem to the analisys of the unit cell of the array, which is analogous to a
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waveguide problem. In addition, the formulation of the problem in the spec-
tral domain also was a helpful step, since the periodic nature of the structures
turned the convolutions form of the integral equation into an algebraic system.
The formulation of the problem via the spectral domain was originally carried
out by the group headed by R. Mittra, who also was a prominent researcher in
the field of FSSs [18].
At the end of the last century, the discovery of extraordinary transmission
(ET) in a FSS constituted by metallic holes at optics frequencies regained the
study of FSSs [20]. The phenomenon of ET was actually surprising because it
was found for wavelengths larger than the size of the holes. This result was in
apparent contradiction with Bethe’s theory [21], stated a half century before.
The discovery of ET also at millimeter frequencies [22] excluded the first hy-
pothesis to explain the phenomenon, based on the excitation of surface plas-
mons [20]. In addition, the numerical techniques developed for FSSs at mil-
limeter ranges could be applied to study the ET. Provided the analogy between
the unit-cell problem and a waveguide problem, and also the analogy between
this last and the transmission-line theory, the problem could be posed from the
perspective of the Microwave Network Theory. A first paper explaining ET from
a circuit-model perspective was carried out in our research group [23]. This pa-
per provides a simple and comprehensive interpretation of the phenomenon
from the perspective of the circuit theory. The same authors developed another
paper regarding 1-D periodic gratings instead of 2-D from the same circuit per-
spective [24], corroborating that under certain circumstances a new variant of
ET is given in 1-D structure, called anomalous extraordinary transmission. The
circuit models proposed in both papers were originally derived from an heuris-
tic rationale. During the following years, a lot of effort was devoted to improve
these models. Part of this improvement has been the main subject of the re-
search detailed in the present dissertation.
In the present dissertation the main goal consists in the derivation of ana-
lytical circuit models for different types of 1-D periodic structures by a method
based on the integral equation. As we mentioned before, to find a fully-analytical
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equivalent circuit has been a challenge from the forties of the past century (as
well as to obtain a wideband performance). The equivalent circuits which will
be presented in this work are the result of previous attemps carried out by our
research group. While, for the first proposed models, the topology of the cir-
cuit was intuitively proposed according to the geometry of the unit cell and the
values of the circuit elements were extracted from simulations from commer-
cial softwares, the following ones were incorporating improvements and were
derived using some mathematical approaches. This increasing tendency has
ended up in the resulting models and the corresponding concluding remarks
presented in this thesis.
Thus, in Chapter 1 the techique to derive the equivalent circuits is described
in detail. It is applied for 1-D periodic structures, although for 2-D periodic
structures it can be applied in a similar manner. Single-slit gratings and com-
pound gratings are analyzed by using a slit-array formulation. For the derivation
of the model we assume the grating to be sandwiched by two semi-infinite di-
electric susbtrates. Extensions to more complex environments are left for the
following chapters. We will also present in the same chapter the strip-array for-
mulation, which is adequate for slit gratings with large slit apertures. The ob-
taining of the circuits will be explained in detail, step by step, in order to see
clearly the implicit physical insights.
In Chapter 2 the investigation is focused on the study of the scattering re-
sponse of a periodic single slit- and strip-grating under TE and TM normal and
oblique incidence. Their corresponding circuit models, derived in Chapter 1
assuming that the array is sandwiched by two semi-infinite dielectric slabs, are
now extended to account for multilayer systems. Additionally, we will also con-
sider a pair of coupled gratings, which, under certain symmetry conditions, can
be studied from the perspective of a single grating by using an analysis based
on even and odd excitations. It will be checked the excellent agreement shown
by the circuit model in comparison with results provided by HFSS [25]. In par-
ticular, the appearance of some kind of resonances such as Wood’s anomaly or
anomalous extraordinary transmission are well catched by the model. Finally, a
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discussion about the range of validity of the models is provided.
In Chapter 3, the scattering response of the well-known mushroom struc-
ture [26] under TM normal and oblique incidence is analyzed in depth. The
mushroom periodic structure is actually a periodic corrugated surface. Its cor-
responding equivalent circuit will be used not only to check the excellent per-
formance and the reliability to reproduce complex resonant behaviors but also
as an efficient design tool. In order to corroborate this, an absorber is easily de-
signed by filling the corrugations with a lossy silicon dielectric. The model also
incorporate modifications in order to account for possible ohmic losses in the
metallic surfaces. At the end of the chapter a brief discussion about the perfor-
mance of the model is carried out.
Chapter 4 is devoted to the study of the scattering response of compound
gratings under TM incidence. Periodic compound gratings contain more than
one slit per period. The existence of two, three, or a more number of slit aper-
tures per each period and its mutual coupling introduces a new type of reso-
nant: the so-called phase resonance [27]. The appearance of phase resonance
is accompanied with several phenomena whose study is quite interesting. The
circuit model will provide an alternative explanation of phase resonance, and
will allow us to undertand the associated complexity in a simple manner. The
inclusion of ohmic and dielectric losses are incoporated in the model. Further-
more, it will also be checked that the model is capable to work accurately for
frequencies close to the optic regime, by taking into account the properties of
metals at these frequencies by the Drude model. This fact reveals that the Mi-
crowave Network Theory can be sucessfully extended to other frequency ranges
under certain circumstances.
Finally, Chapter 5 shows an exhaustive study about the scattering properties
of coupled slit gratings under TE and TM incidence. Departing from the model
of a single slit grating, a Π topology is mathematically deduced to account for
a pair of coupled gratings. These gratings can be geometrically different and
be misaligned each other, but their period must coincide. Systems containing
several gratings stacked will also be considered. From the circuit point of view, a
8 Introduction
stack of gratings is readily modelled by cascading their corresponding Π circuits.
A brief discussion about the limits of validity of the model is also provided.
Chapter 1
Circuit models: characterization of
discontinuities for 1 – D periodic
structures
1.1 Introduction
The interaction of electromagnetic waves with periodic arrangements of planar
scatterers have been widely studied due to their interesting properties. They
generally exhibit a varying response in frequency after being excited by an ex-
ternal radiation, reason for which they are also commonly known as Frequency
Selective Surfaces (FSS) [17, 28, 29]. This chapter, and basically the whole disser-
tation, is fundamentally focused on the study of one-dimensional FSSs exposed
to incoming plane waves from different incident angles. In particular we are
mainly interested in the description of the reflected, transmitted and diffracted
powers resulting from the interaction of the incident wave with the FSS. The
FSSs under consideration here generally consists of a one-dimensional distribu-
tion of an infinite number of elements periodically spaced. The analysis of the
response of an infinite number of elements periodically distributed can be ad-
dressed in terms of Floquet’s theorem (interesting discussions about Floquet’s
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theorem are found in [30, 31]). Floquet’s theorem states that the wave func-
tion, in this case the electric or magnetic field, evaluated at a given point of the
structure concides with the value of the wave funtion if we move one period for-
ward (also backward), but multiplied by a complex constant that indicates the
phase shift between both points. The phase shift between both points is im-
posed by the incident wave in this case. Therefore, the function describing the
fields along the periodic-structure plane is a ”quasi-periodic” funtion, formed
by the product between a periodic function and a complex exponential factor.
In turn, the periodic-function contribution can be expressed as a Fourier series
in terms of a sum of exponentials or spatial harmonics. The description of the
fields by means of Floquet’s theorem allows us to analyze the entire FSS con-
sidering one period only, namely, a unit cell. The unit cell contains just a sin-
gle element and is bounded by periodic boundary conditions (PBC). Periodic
boundary conditions account for the phase shift between the bottom and top
walls of the unit cell, as well as the phase shift between the left and right verti-
cal walls. Thus the original problem is reduced to solve a discontinuity problem
inside a generalized waveguide bounded by PBC [33].
Waveguide discontinuity problems have been studied for decades. The first
studies concerning discontinuities were carried out in the 1930’s for diaphrams
apertures inside waveguides [8, 9]. Basically, the discontinuity inside a homo-
geneus waveguide is a cross-sectional boundary condition at certain plane along
the propagation axis, or it can be part of a junction between two waveguide re-
gions [7]. It is well known that the interaction of an incoming wave with the
discontinuity generates reflected and transmitted waves, as well as storage of
reactive energy in the vicinity of the discontinuity [32]. Propagative fields along
the generalized waveguide are described by harmonics whose cutoff frequency
is lower than the working frequency. On the contrary, the reactive field close to
the discontinuity is described by evanescent harmonics which decay exponen-
tially, with their cutoff frequency being higher than the working frequency.
For many practical problems only the fundamental harmonic is propagative,
consisting in some cases on a TEM wave with no field components along the
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propagation direction. The propagation of such a TEM wave through a general-
ized waveguide admits a transmission line representation in terms of their asso-
ciated voltage and currents [34, 35]. The remaining harmonics are evanescent
and their corresponding fields are concentrated near the discontinuity region.
The harmonics can be divided in two groups according to their TM (transverse
magnetic) or TE (transverse electric) nature. The set of TM and TE harmon-
ics form and orthonormal basis in the space bounded by the unit cell walls,
and for waveguides with traslational symmetry, both sets are independent of
each other. TM harmonics are actually field configurations with an electric-
field component along the propagation (or longitudinal) direction. The excited
evanescent TM harmonics have an excess of electric energy that is mostly lo-
calized in the vicinity of the discontinuity. This fact can be somehow identified
with the electric energy stored in capacitors, so such an excess electric energy
around the discontinuity region can be modeled as a regular capacitor in an
equivalent circuit. The same rationale can be used for TE harmonics. They have
a magnetic-field component directed along the longitudinal direction and thus
we can find a similar connection between their excess magnetic energy associ-
ated with the energy stored in a regular inductor. On account of these equiva-
lences, the discontinuity regions surrounded by reactive fields admit a descrip-
tion in terms of capacitors and inductors from a circuit point of view. These
capacitors and inductors are interconnected forming a circuit network.
The use of circuit models is advantageous because the simple rules of the
conventional circuit analysis can be applied to obtain the solution of complex
problems. For instance a simple circuit modelling the propagation of the fun-
damental harmonic (represented by a transmission line) and the interaction
and coupling of the rest of harmonics around the discontinuity (information
included into lumped elements) is expected to work for frequencies below the
first Wood’s anomaly [15]. Beyond Wood’s anomaly (also recognized as the on-
set of the first grating lobe), the propagative field is not uniquely represented
by the fundamental harmonic but also by additional diffracted fields. That is,
some evanescent harmonics associated to the near-field at lower frequencies
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become propagative beyond the onset of the first grating lobe, so they also re-
quire a description by means of transmission lines. It is worth mentioning that
the non-TEM nature of the additional propagative harmonics demands an ap-
propiate definition of their associated voltages and currents in order to find a
transmission line model [34].
In the present chapter, a rigorous method to obtain an equivalent circuit that
reproduces the scattering properties of 1-D periodic structures will be devel-
oped. Thus, in the following sections we will deduce the equivalent circuit for
three different types of unit cell problems. These unit cell problems are moti-
vated by the structures analyzed in the rest of chapters. Analytical expressions
will be given for all the circuit elements, which is a fundamental advantage com-
pared with other models proposed in the literature.
1.2 Circuit model for a slit/strip-discontinuity prob-
lem in a waveguide
1.2.1 Motivation
The study of the problem concerning a slit- or strip-like discontinuity inside a
waveguide is motivated by the analysis of the structures shown in Fig.1.1. The
figure shows the lateral view of four different types of a classical 1-D periodic
gratings. For instance, the gratings in Fig. 1.1(a) and Fig. 1.1(b) are made of a
periodic distribution of metal strips with narrow thickness. On the contrary,
the gratings depicted in Fig.1.1(c) and Fig.1.1(d) comprise a periodic distribu-
tions of thick slits. All the structures in Fig.1.1 are periodic along the y direction,
which will be called periodicity direction. Furthermore they are invariant along
the invariance direction, x. The gratings are located at the interface between two
semi-infinite dielectric media. This plane will be henceforth called discontinu-
ity plane. Finally, the structures are excited by a TE- or TM-polarized incident
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Figure 1.1: 1-D periodic gratings. (a): 1-D grating consisting on a periodic
distribution slits in a thin metallic screen. (b): 1-D periodic grating consist-
ing on a periodic distribution of thin metal strips. (c): 1-D periodic grating
consisting on a periodic distribution of slits in a thin metallic screen. (d):
Same as (c) but incorporating irises at the discontinuity plane.
plane wave. Throughout this dissertation, the incidence plane will always coin-
cide with the YZ-plane (according to the coordinate system in Fig.1.1).
The analysis of the structures in Fig. 1.1 is reduced to their corresponding
unit cells, shown in Fig. 1.2. In a general context, the problem has been re-
duced to a waveguide discontinuity problem. At this point, we can distinguish
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Figure 1.2: Unit cells corresponding to the structures in Fig.1.1. PBC denotes
periodic boundary conditions. PEC denotes perfect electric conductor.
between two different discontinuity problems: the slit-like discontinuity prob-
lem, which takes place when the discontinuity consists of a small-sized slit aper-
ture; namely the unit cell problems in Fig. 1.2(a), Fig. 1.2(c) and Fig. 1.2(d). On
the contrary, Fig.1.2(b) corresponds to a strip-like discontinuity problem, where
the discontinuity is actually a small-sized metal strip placed at the dielectric in-
terface. In the following subsections, a circuit model to analyze the scattering
response in both the strip- and slit-like discontinuity problems will be derived.
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Figure 1.3: General problem concerning a slit discontinuity at the junction
plane between two different waveguides.
1.2.2 Equivalent circuit for the slit discontinuity
In order to derive the equivalent circuit corresponding to a slit-discontinuity
problem, we will consider the general structure depicted in Fig. 1.3, which in-
cludes all the cases shown in Fig.1.2. In this general problem, a slit discontinuity
is located at the junction plane between two different and semi-infinite (along
the propagation direction) homogeneus parallel-plate generalized waveguides.
The lateral view shown in the figure is invariant along the x-direction. A TM or
TE incident plane wave, coming from the left, meets the discontinuity plane at
z = 0. For the scope of this dissertation, the transverse field profile of the inci-
dent wave will always coincide with the field profile of the fundamental mode
supported by the left waveguide. The interaction of the incoming wave with the
discontinuity plane generates reflected, transmitted and diffracted fields which
can be described in terms of the modes supported by the corresponding waveg-
uides.
Let us try to find the equivalent circuit of the structure in Fig. 1.3 assuming
a TM-polarized incident wave. Owing to invariance along the x direction, the
interaction of a TM-polarized plane wave with the discontinuity plane only ex-
cites TM modes. Thus, assuming an implicit time-harmonic dependence of the
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type exp(jωt), with ω being the angular frequency, the transverse electric field at
the waveguide regions (1) and (2) can be expanded in terms of their respective
TM modes:
E(1)(y, z) =
[
e−jβ
(1)
0 z +Rejβ
(1)
0 z
]
e
(1)
0,TM(y) +
∑′
n
E(1)n e
(1)
n,TM(y)e
jβ
(1)
n z (1.1)
E(2)(y, z) = T ejβ
(2)
0 ze
(2)
0,TM(y) +
∑′
n
E(2)n e
(2)
n,TM(y)e
jβ
(2)
n z (1.2)
where
∑′
n
=
∑
∀n6=0
indicates that the summation includes all the modes except
for the zeroth one, the amplitude of the impinging wave have been normalized
to unity, R and T represent the reflection and transmission coefficient of the
fundamental mode, E(1)n and E
(2)
n are the unknown normalized amplitudes of
the nth mode at the waveguide regions (1) and (2), e(1)n,TM and e
(2)
n,TM are the cor-
responding transverse field profiles, and β(1)n and β
(2)
n represent the nth-order
wavenumbers along the longitudinal direction given by
β(i)n =
√
ε
(i)
r k20 − [k(i)n ]2 i = 1, 2 (1.3)
with ε(i)r being the relative permittivity in medium (i), k0 the wavenumber in
free-space and k(i)n the cutoff wavenumber of a nth-order mode supported by
the waveguide region (i). The modal profiles e(i)n,TM(y) form an orthonormal basis
for the waveguide region (i), so that∫
σ
en,TM · e∗m,TM dσ = δn,m (1.4)
where σ is the integration domain, given by the dimensions of the waveguide
cross-section (normal to the propagation direction). Due to the invariance along
x, the integration domain σ is actually the distance between plates. The corre-
sponding modal expansion for the magnetic field in regions (1) and (2) is ex-
pressed as follows:
H(1)(y, z) = Y
(1)
0 (e
−jβ(1)n z −Rejβ(1)n )[zˆ× e(1)0,TM(y)]−
∑′
n
E(1)n [zˆ× e(1)n,TM(y)] (1.5)
H(2)(y, z) = Y
(2)
0 T e
−jβ(1)n [zˆ× e(2)0,TM(y)] +
∑′
n
Y (2)n E
(2)
n [zˆ× e(2)n,TM(y)] (1.6)
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where we have made use of the nth-order TM admittance:
Y (i)n =
ωε
(i)
r ε0
β
(i)
n
i = 1, 2 . (1.7)
Let Es(ω, y) be the electric field at the slit aperture. A priori, this field is not
known but, under certain circumstances, its associated spatial profile is not ex-
pected to change significantly with frequency. In such case, we could approxi-
mate the field at the slit aperture as
Es(ω, y) = g(ω)f(y) (1.8)
where we have factorized the frequency and spatial dependence. In principle,
f(y) can be a complex function. Thus, at z = 0 we have
(1 +R)e
(1)
0,TM +
∑′
n
E(1)n e
(1)
n,TM = Es(ω, y) (1.9)
Te
(2)
0,TM +
∑′
n
E(2)n e
(2)
n,TM = Es(ω, y) (1.10)
where we have used the modal expansions in (1.1) and (1.2). The unknown coef-
ficients of the field expansion in (1.1) and (1.2) are determined by the projection
of the modes over the aperture field at z = 0,∫
σ1
(1 +R)e
(1)
0,TM · [e(1)0,TM]∗dy = g(ω)
∫
slit
f(y) · [e(1)0,TM]∗dy (1.11)∫
σ2
Te
(2)
0,TM · [e(2)0,TM]∗dy = g(ω)
∫
slit
f(y) · [e(2)0,TM]∗dy (1.12)∫
σ1
E(1)n e
(1)
n,TM · [e(1)n,TM]∗dy = g(ω)
∫
slit
f(y) · [e(1)n,TM]∗dy (1.13)∫
σ2
E(2)n e
(2)
n,TM · [e(2)n,TM]∗dy = g(ω)
∫
slit
f(y) · [e(2)n,TM]∗dy . (1.14)
Using the orthogonality of the modes, these expressions can be written as
(1 +R) = g(ω)f˜
(1)
0 (1.15)
T = g(ω)f˜
(2)
0 (1.16)
E(1)n = g(ω)f˜
(1)
n (1.17)
E(2)n = g(ω)f˜
(2)
n (1.18)
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where, by definition,
f˜ (i)n =
∫
slit
f(y) · [e(i)0,TM(y)]∗dy i = 1, 2 . (1.19)
From (1.15)-(1.18) we can deduce the following equalities:
T = (1 +R)
f˜
(2)
0
f˜
(1)
0
(1.20)
E(1)n = (1 +R)
f˜
(1)
n
f˜
(1)
0
(1.21)
E(2)n = (1 +R)
f˜
(2)
n
f˜
(1)
0
(1.22)
which will be quite helpful below. Now, we impose the continuity of the power
flux through the slit aperture,
zˆ ·
∫
slit
[Es(ω, y)]
∗ ×H(1)(y, 0) dy = zˆ ·
∫
slit
[Es(ω, y)]
∗ ×H(2)(y, 0) dy . (1.23)
Introducing the modal expansion of the magnetic field in (1.5) and (1.6), (1.23)
is rewritten as
(1−R)Y (1)0 [f˜ (1)0 ]∗−
∑′
n
E(1)n Y
(1)
n [f˜
(1)
n ]
∗ = TY (2)0 [f˜
(2)
0 ]
∗+
∑′
n
E(2)n Y
(2)
n [f˜
(2)
n ]
∗ . (1.24)
Using the expressions in (1.20)-(1.22) in (1.24) we obtain
(1−R)Y (1)0 − (1 +R)
∑′
n
Y (1)n
∣∣∣∣ f˜ (1)n
f˜
(1)
0
∣∣∣∣2 = (1 +R)Y (2)0 ∣∣∣∣ f˜ (2)0
f˜
(1)
0
∣∣∣∣2− (1 +R)∑′
n
Y (1)n
∣∣∣∣ f˜ (2)n
f˜
(1)
0
∣∣∣∣2
(1.25)
which, after some manipulations, leads to write the reflection coefficient as
R =
Y
(1)
0 − Y (2)0
∣∣∣∣ f˜ (2)0
f˜
(1)
0
∣∣∣∣2 −∑′n Y (1)n
∣∣∣∣ f˜ (1)nf˜ (1)0
∣∣∣∣2 −∑′n Y (1)n
∣∣∣∣ f˜ (2)nf˜ (1)0
∣∣∣∣2
Y
(1)
0 + Y
(2)
0
∣∣∣∣ f˜ (2)0
f˜
(1)
0
∣∣∣∣2 + ∑′n Y (1)n
∣∣∣∣ f˜ (1)nf˜ (1)0
∣∣∣∣2 + ∑′n Y (1)n
∣∣∣∣ f˜ (2)nf˜ (1)0
∣∣∣∣2
. (1.26)
On the one hand, the admittances Y (1)0 and Y
(2)
0 in (1.26) can be identified as
the characteristic admittances of the input and output transmission lines (both
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with semi-infinite extension) where the fundamental modes propagate (imping-
ing, reflected and transmitted waves). Furthermore, the factor
∣∣∣∣ f˜ (2)0
f˜
(1)
0
∣∣∣∣ indicates
the coupling level between the incident and transmitted mode. From a circuit
point of view, this factor can be identified with the turns ratio of an ideal trans-
former connected at the input of the line Y (2)0 [6]. On the other hand, after com-
paring (1.26) with the reflection-coefficient expression given in conventional
transmission line theory [34], we can deduce an expression for the equivalent
admittance met by the incident mode,
Yeq =
∑′
n
Y (1)n
∣∣∣∣ f˜ (1)n
f˜
(1)
0
∣∣∣∣2 + ∑′
n
Y (2)n
∣∣∣∣ f˜ (2)n
f˜
(1)
0
∣∣∣∣2 (1.27)
which includes the contribution of the remaining modes. The above expression
consists of an infinite sum of modal admittances weighted by their correspond-
ing factor. From a circuit point of view, each modal admittance can be identified
with the characteristic admittance of a semi-infinite transmission line. The lon-
gitudinal wavenumber of a nth-order line is exactly the one of the correspond-
ing mode (1.3). In addition, the weighting factor is recognized as the turns ratio
of a transformer connected at the line input. Taking into account the above
ideas, the equivalent circuit is schematically represented as a parallel connec-
tion of an infinite number of nth-order transmission lines in Fig. 1.4 through
their respective transformers.
At this point it is important to mention that usually, most of modes con-
tributing to the equivalent circuit are reactive; that is, their cutoff frequencies
are far above the frequency of operation. Their respective transmission lines
have purely imaginary characteristic admittances and their longitudinal wavenum-
bers are actually attenuation constants. When the operation frequency is higher
than the cutoff frequency of a particular mode, this mode becomes propagative
resulting in the appearance of a grating lobe. The onset of a nth grating lobe in
a given dielectric region takes place when β(i)n = 0, so that the cutoff frequency
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Figure 1.4: Illustration of the equivalent circuit derived for the general slit
discontinuity in Fig. 1.3, consisting of an infinite number of transmission
lines connected in parallel.
f
(i)
n is calculated according to:
β(i)n = 0⇒ k(i)n = (ε(i)r )1/2k0; ⇒ f (i)n =
√
1
µ0ε0ε
(i)
r
k
(i)
n
2pi
. (1.28)
Modes with cutoff frequencies far above the operation frequency admit the fol-
lowing approximation:
β(i)n = −jk(i)n (1.29)
where we have used k(i)n  k0 in (1.3). Introducing (1.29) in the TM-admittance
expression (1.7) we obtain
Y
(i)
n,ho = jω
ε0ε
(i)
r
k
(i)
n
, (1.30)
expression that can be identified with the admittance of a regular capacitor,
with
C(i)n =
ε0ε
(i)
r
k
(i)
n
(1.31)
being the capacitance associated with a nth-order mode in the medium (i). The
label “ho” in (1.30) stands for high order, indicating that all the modes under
the approximation in (1.29) are denoted as high-order modes. The parallel con-
nection of all of them (according to the expression in (1.27)) results in a global
Chapter 1 21
Figure 1.5: Example of the equivalent circuit for the slit-discontinuity prob-
lem assuming TM incidence and N = 1.
equivalent capacitor,
Cho =
∑
∀n>N
(
C(1)n
∣∣∣∣ f˜ (1)n
f˜
(1)
0
∣∣∣∣2 + C(2)n ∣∣∣∣ f˜ (2)n
f˜
(1)
0
∣∣∣∣2) . (1.32)
The expression in (1.32) does not depend on frequency, so the infinite series
can just be calculated once and stored. The parameter N denotes the number
of modes excluded from the high-order group and are called low-order modes.
In our experience, N can be taken as the number of propagative modes in the
highest-permittivity medium at the highest frequency of interest, although in
some situations it is also necessary to include the lowest-order evanescent mode.
In any case, N is rarely higher than 2 or 3 for most practical cases. Finally, (1.27)
is reduced to the following analytical expression,
Yeq =
N∑
n=1
(
Y (1)n
∣∣∣∣ f˜ (1)n
f˜
(1)
0
∣∣∣∣2 + Y (2)n ∣∣∣∣ f˜ (2)n
f˜
(1)
0
∣∣∣∣2)+ jωCho (1.33)
whose corresponding equivalent circuit is depicted in Fig.1.5.
An identical procedure to derive the equivalent circuit can be carried out
for TE incidence. A TE-polarized plane wave impinging on the discontinuity
plane only excites TE modes; hence, the electromagnetic field at both sides of
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the discontinuity is expanded in terms of TE modes,
E(1)(y, z) = (e−jβ
(1)
0 z +Rejβ
(1)
n z)e
(1)
0,TE(y) +
∑′
n
E(1)n e
(1)
n,TE(y)e
jβ
(1)
n z (1.34)
E(2)(y, z) = T e−jβ
(2)
n ze
(2)
0,TE(y) +
∑′
n
E(2)n e
(2)
n,TE(y)e
−jβ(2)n z (1.35)
H(1)(y, z) = Y
(1)
0 (e
−jβ(1)0 z −Rejβ(1)n z)(zˆ× e(1)0,TE(y))−
∑′
n
Y (1)n E
(1)
n (zˆ× e(1)n,TE(y))ejβ
(1)
n z
(1.36)
H(2)(y, z) = Y
(2)
0 T e
−jβ(2)n z(zˆ× e(2)0,TE(y))−
∑′
n
Y (2)n E
(2)
n (zˆ× e(2)n,TE(y))e−jβ
(2)
n z ,
(1.37)
with
e
(i)
n,TE(y) = e
(i)
n,TM(y)× zˆ (1.38)
being the nth-order modal field profile associated with a nth-order TE mode
and
Y (i)n =
β
(i)
n
ωµ0
(1.39)
thenth-order modal admittance associated with TE-polarized waves. The modal
profiles e(i)n,TE also form an orthonormal basis.
After following the same procedure as for TM incidence, an identical expres-
sion for the reflection coefficient as the one in (1.26) is obtained. Thus, the ex-
pression of the equivalent admittance of the circuit is the same in (1.27) but with
TE admittances and with the transformers calculated according to
f˜ (i)n =
∫
slit
f(y) · [e(i)n,TE(y)]∗dy . (1.40)
This equivalent admittance Yeq is also split into low- and high-order modes.
High-order modes admit the approximation in (1.29), which after being intro-
duced in the nth-order modal admittance for TE waves in (1.39), yields:
Y
(i)
n,ho = −j
k
(i)
n
ωµ0
. (1.41)
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Figure 1.6: Example of the equivalent circuit for the slit-discontinuity prob-
lem assuming TE incidence and N = 1
The expression in (1.41) corresponds to the expression of an admittance associ-
ated with a regular inductor, thus we can define
L(i)n =
µ0
k
(i)
n
. (1.42)
The parallel connection of an infinite number of inductors results in a global
high-order inductor,
Lho =
[∑
∀n>N
(
1
L
(1)
n
∣∣∣∣ f˜ (1)n
f˜
(1)
0
∣∣∣∣2 + 1
L
(2)
n
∣∣∣∣ f˜ (2)n
f˜
(1)
0
∣∣∣∣2)
]−1
. (1.43)
The expression in (1.43) is frequency-independent so it can be calculated once
and stored. After introducing the Lho inductance, (1.27) reduces to
Yeq =
N∑
n=1
(
Y (1)n
∣∣∣∣ f˜ (1)n
f˜
(1)
0
∣∣∣∣2 + Y (2)n ∣∣∣∣ f˜ (2)n
f˜
(1)
0
∣∣∣∣2)− j 1ωLho (1.44)
whose equivalent circuit is schematically shown in Fig.1.6.
1.2.3 Equivalent circuit for the strip discontinuity
The strip-like problem inferred from the unit cell configuration in Fig. 1.2(b)
leads us to deal with the general situation shown in Fig.1.7. In this figure, a lat-
eral view of the junction between two waveguides is presented. A zero-thickness
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Figure 1.7: Lateral view of the strip-waveguide problem. Now the dimen-
sions of the leftmost and rightmost waveguides are identical.
strip obstacle is placed at the junction plane. The cross-section remains invari-
ant along the x-direction. The left and right waveguides are, for this problem,
considered identical (except for the dielectric filling). The reason behind this
decision concerns the orthonormality properties of the characteristic modes of
each waveguide. We will check below that the method that we present to obtain
the equivalent circuit requires the set of characteristic modes of both waveg-
uides to be identical. Fortunately, the unit-cell problem in Fig. 1.2(b) satisfies
this restriction. The starting point for the derivation is again the TM- and TE-
field expansions. According to the aforementioned restriction, we now have
e
(1)
n,TM(y) = e
(2)
n,TM(y) = en,TM(y) (1.45)
e
(1)
n,TE(y) = e
(2)
n,TE(y) = en,TE(y) . (1.46)
Of course, the field profiles en,TM and en form an orthonormal basis. Now, let
Js(y) be the surface current density at the strip surface. Similar to the approxi-
mation used for the slit aperture field in the previous section, the spatial profile
is assumed to be invariant with frequency, namely
Js(y) = g(ω)f(y) . (1.47)
The coefficients of the field expansion can be related to the surface current
through the magnetic-field jump condition at the discontinuity plane (z = 0):
Js(y) = zˆ× [H(2)(y)−H(1)(y)] . (1.48)
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Introducing the magnetic field expansions (1.5), (1.6) for TM incidence, or (1.36),
(1.37) for TE incidence, into (1.48) we obtain
(1 +R)Y
(2)
0 − Y (1)0 (1−R) = f˜0 (1.49)
(Y (2)n + Y
(1)
n )E
(i)
n = f˜n i = 1, 2 (1.50)
with
f˜n =

∫
strip
Js · [en,TM]∗dy TM incidence∫
strip
Js · [en,TE]∗dy TE incidence
. (1.51)
Combining (1.49) and (1.50), the nth-order coefficient is expressed in terms of
the reflection coefficient as
E(i)n =
f˜n
f˜0
R(Y
(1)
0 + Y
(2)
0 ) + Y
(2)
0 − Y (1)0
Y
(1)
n + Y
(2)
n
. (1.52)
It is worth remarking again that the expressions in (1.49) and (1.50) are obtained
because the set of charasteristic modes of both waveguides are identical (a nth-
order mode, characteristic of the waveguide (1) is orthonormal to all the cha-
rasteristic modes of the waveguide (2) excepting, of course, the nth one). The
projection of the fundamental mode over the surface-current profile in (1.49)
would have given rise to
f˜
(1)
0 = −(1−R)Y (1)0 + T
∫
σ
e
(2)
0,TM · [e(1)0,TM]∗dy +
∑′
n
E(2)n Y
(2)
n
∫
σ
e
(2)
n,TM · [e(1)0,TM]∗dy .
(1.53)
if both waveguides were different, and consequently, also their characteristic
modes. The integral within the sum would not vanish, precluding the obtaining
of the equivalent circuit. Note that the rightmost integral in (1.53) would only
vanish if e(1)n,TM = e
(2)
n,TM, recovering the expression in (1.51).
Imposing now the electric-field boundary condition at the metallic surface
of the strip, ∫
strip
E(1)(y, 0) · [Js(y)]∗dy = 0 (1.54)
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Figure 1.8: Equivalent circuit obtained for strip arrays. The equivalent
impedance is now a series connection of pairs of admittances connected to
their respective nth transformer.
and after introducing the corresponding field expansion in (1.54), we obtain
(1 +R)f˜0 +
∑
∀n6=0
Enf˜n = 0 . (1.55)
Introducing (1.52) into (1.55) and after some manipulations, the reflection co-
efficient is expressed in the following way:
R =
Y
(1)
0 − Y (2)0 −
[∑′
n
1
Y
(1)
n +Y
(2)
n
∣∣∣∣ f˜nf˜0
∣∣∣∣2
]−1
Y
(1)
0 + Y
(2)
0 +
[∑′
n
1
Y
(1)
n +Y
(2)
n
∣∣∣∣ f˜nf˜0
∣∣∣∣2
]−1 (1.56)
where the equivalent impedance of the circuit can be identified as
Zeq =
∑′
n
1
Y
(1)
n + Y
(2)
n
∣∣∣∣ f˜nf˜0
∣∣∣∣2 . (1.57)
From the expressions in (1.56) and (1.57) we deduce the topology of the equiv-
alent circuit shown in Fig. 1.8. It consists of a series connection of an infinite
number of pairs of parallel-connected transmission lines with characteristic ad-
mittances Y (i)n and weighted by the factor
∣∣∣∣∣ f˜nf˜0
∣∣∣∣∣ (nth-order turns ratio of its asso-
ciated transformers). Again, as in the previous subsection, the infinite series in
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Figure 1.9: (a): Equivalent circuit obtained under TM incidence. (b): Equiv-
alent circuit derived for TE incidence. N = 2 in both examples.
(1.57) can be split in two groups following the strategy of low- and high-order
modes. The modal admittance of a nth high-order mode, after approximating
its corresponding longitudinal wavenumber according to (1.29), is reduced to
Y (i)n =
{
jωC
(i)
n TM incidence
−j 1
ωL
(i)
n
TE incidence
(1.58)
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where C(i)n and L
(i)
n have already been calculated in (1.31) and (1.42) respec-
tively. A high-order capacitance/inductance is defined in terms of the high-
order modes,
C
(i)
ho =
[∑
∀n>N
1
C
(1)
n + C
(2)
n
∣∣∣∣ f˜nf˜0
∣∣∣∣2
]−1
TM incidence (1.59)
L
(i)
ho =
∑
∀n>N
L
(1)
n
2
∣∣∣∣ f˜nf˜0
∣∣∣∣2 TE incidence (1.60)
so that the expression in (1.57) is finally reduced to
Zeq =
N∑
n=1
1
Y
(1)
n + Y
(2)
n
∣∣∣∣ f˜nf˜0
∣∣∣∣2 + 1jωCho TM polarization (1.61)
Zeq =
N∑
n=1
1
Y
(1)
n + Y
(2)
n
∣∣∣∣ f˜nf˜0
∣∣∣∣2 + jωLho TE polarization (1.62)
where the parameter N indicates the number of low-order modes, calculated
as the number of propagative modes in the highest-permitivity medium at the
highest frequency of operation plus the first evanescent mode. It is worth men-
tioning that the profile functions appearing in (1.61) and (1.62) are generally
different for each polarization. The equivalent circuit for both TM and TE inci-
dence is shown in Fig.1.9.
1.3 Circuit model for a discontinuity involving three
different waveguides
1.3.1 Motivation
Periodic gratings containing more than one slit per period are also quite in-
teresting structures. In the literature, these kind of structures are commonly
known as compound gratings. Specially our study will be focused on the anal-
ysis of the scattering properties associated with 1-D compound gratings con-
sisting of a thick metallic screen with more than one slit per period. The present
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Figure 1.10: Compound grating structures (a): Compound grating with two
different slits per period. (b): Compound grating with three slits per period
symmetrically placed along the unit cell. (c): Compound gratings with four
slits per period symmetrically placed. They all can be analyzed through a
two-slits waveguide problem. Grey color represents metalized zones.
chapter will be only interested in obtaining the equivalent circuit for compound
gratings whose unit cell is reducible to a discontinuity problem involving three
different waveguides (in Chapter 4 we will extend the model for a larger number
of slits per unit cell, based on the model for two slits per unit cell).Examples of
structures having this property are sketched in Fig.1.10. It will be discussed in
Chapter 4 that the unit cell for gratings with three and four slits per period re-
duces to a two-slits problem under certain symmetry conditions. In this sense,
a generalized unit-cell problem corresponding with the structures in Fig.1.10 is
shown in Fig. 1.11. The derivation of the corresponding equivalent circuit will
be carried out in next subsection.
1.3.2 Equivalent circuit
The junction of three different-sized parallel-plate waveguides at z = 0 is de-
picted in Fig.1.11. The lateral view shown in the figure remains invariant along
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Figure 1.11: Generalized waveguide discontinuity problem corresponding
to the unit cell of the structures in Fig.1.10.
the x-direction. The waveguide region at the left-hand side of the discontinuity
plane (z < 0)will be called external region, labelled by the superscript (0). At
the right-hand side of the discontinuity plane (z > 0), two waveguides make
up the so called internal region, labelled (1) and (2). The size of these waveg-
uides is considered to be small compared with the size of the external one. This
fact allows us to approximate the description of the transverse components of
the electromagnetic field inside such waveguides in terms of their fundamen-
tal TEM mode (if supported by the waveguide under consideration). Thus for
i = 1, 2, these modes are given by
E(i)(y, z) = E
(i)
0 e
−jβ(i)0 z ·
{
e
(i)
0,TM TM incidence
e
(i)
0,TE TE incidence
(1.63)
H(i)(y, z) = Y
(i)
0 E
(i)
0 e
−jβ(i)0 zzˆ×
{
e
(i)
0,TM TM incidence
e
(i)
0,TE TE incidence
(1.64)
Chapter 1 31
with E(i)0 being the unknown amplitude of the fundamental mode propagating
in waveguide (i). The wvanumber β(i)0 and the admittance Y
(i)
0 are those charac-
teristic of a TEM plane wave,
β
(i)
0 = ω
√
ε
(i)
r ε0µ0 (1.65)
Y
(i)
0 =
√
ε0ε
(i)
r
µ0
. (1.66)
In the external region (0), the transverse electromagnetic field is described in
terms of the modes supported by its corresponding waveguide, which for TM
incidence is
E(0)(y, z) =
[
e−jβ
(0)
0 z +Rejβ
(0)
0 z
]
e
(0)
0,TM +
∑′
n
E(0)n e
(0)
n,TMe
jβ
(0)
n z (1.67)
H(0)(y, z) =
[
e−jβ
(0)
0 z −Rejβ(0)0 z]Y (0)0 (zˆ× e(0)0,TM)−∑′
n
E(0)n Y
(0)
0 (zˆ× e(0)n,TM)ejβ
(0)
n z
(1.68)
where again, we have considered that the incident wave is the fundamental
mode. For TE incidence we have
E(0)(y, z) =
[
e−jβ
(0)
0 z +Rejβ
(0)
0 z
]
e
(0)
0,TE +
∑′
n
E(0)n e
(0)
n,TEe
jβ
(0)
n z (1.69)
H(0)(y, z) =
[
e−jβ
(0)
0 z −Rejβ(0)0 z]Y (0)0 (zˆ× e(0)0,TE)−∑′
n
E(0)n Y
(0)
0 (zˆ× e(0)n,TE)ejβ
(0)
n z .
(1.70)
All the terms have been normalized to the amplitude of the impinging wave:
E
(0)
n is the nth-order modal amplitude and R represents the reflection coeffi-
cient associated with the fundamental mode. The expressions for the longitu-
dinal wavenumbers β(0)n and the modal admittances Y
(i)
n are those in (1.3) and
(1.7), (1.39) respectively. Note that (1.67),(1.68) and (1.69), (1.70) indicate that
TM incidence only excites TM modes at the discontinuity plane, as well as TE
incidence only excites TE modes, which is the case for 1-D structures where
the incidence plane is normal to the invariance direction. Of course, the set of
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modal profiles e(0)n,TM and e
(0)
n,TE form respectively an orthonormal basis of TM and
TE fields in the external waveguide.
To proceed with the derivation of the circuit model, the aperture field at the
discontinuity plane (z = 0) is assumed to have the following form:
Es =
[
g1(ω)f
(1)(y) + g2(ω)f
(2)(y)
]
yˆ (1.71)
where the frequency and the spatial dependence of the fields are factorized,
with f (i)(y) being the proposed field pattern at the i-th slit aperture. This im-
plies that the spatial field profiles at the apertures are considered independent
of frequency, although their complex amplitudes g1 and g2 may vary strongly
with frequency. The amplitudes g1 and g2 can readily be related to the coeffi-
cients of the modal expansion in the external region by projecting the modes
over the aperture field. Thus, we obtain
(1 +R) = g1(ω)f˜
(1)
0 + g2(ω)f˜
(2)
0 (1.72)
E(0)n = g1(ω) f˜
(1)
n + g2(ω) f˜
(2)
n (1.73)
where
f˜ (i)n =
∫
slit i
f (i)(y) · [e(0)n,TM]∗dy . (1.74)
Also, the coefficients of the field in slits (1) and (2) are calculated according to
E
(1)
0 = g1(ω)
∫
slit 1
f (1) · [e(1)0,TM]∗dy = g1(ω)S˜(1)0 (1.75)
E
(2)
0 = g2(ω)
∫
slit 2
f (2) · [e(2)0,TM]∗dy = g2(ω)S˜(2)0 (1.76)
Let us writte the expressions in (1.72), (1.73), (1.75) and (1.76) in the following
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way:
V0 = V1 + V2 (1.77)
E(0)n = V1
f˜
(1)
n
f˜
(1)
0
+ V2
f˜
(2)
n
f˜
(2)
0
(1.78)
E
(1)
0 = V1
S˜
(1)
0
f˜
(1)
0
(1.79)
E
(2)
0 = V2
S˜
(2)
0
f˜
(2)
0
(1.80)
where
V0 = (1 +R) (1.81)
V1 = g1(ω)f˜
(1)
0 (1.82)
V2 = g2(ω)f˜
(2)
0 . (1.83)
The next step in the derivation is to impose the continuity of the power flux
through the slit apertures:
zˆ ·
∫
slit 1
f (1)(y)×H(0)(y, 0) dy = zˆ ·
∫
slit 1
f (1) ×H(1)(y, 0) dy (1.84)
zˆ ·
∫
slit 2
f (2)(y)×H(0)(y, 0) dy = zˆ ·
∫
slit 2
f (2) ×H(2)(y, 0) dy . (1.85)
Introducing (1.64) and (1.68) into (1.84) yields
(1−R)Y (0)0 f˜ (1)0 −
∑′
n
Y (0)n E
(0)
n f˜
(1)
n = Y
(1)
0 E
(1)
0 S˜
(1)
0 . (1.86)
Using (1.78) and (1.79), this last equation can be rewritten as
I0 = Y¯
(1)
0 V1 + Y¯11V1 + Y¯12V2 (1.87)
with
Y¯11 =
∣∣∣∣ 1
f˜
(1)
0
∣∣∣∣2∑′
n
Y (0)n |f˜ (1)n |2 (1.88)
Y¯12 =
1
f˜
(1)
0 [f˜
(2)
0 ]
∗
∑′
n
Y (0)n f˜
(1)
n [f˜
(2)
n ]
∗ (1.89)
Y¯
(1)
0 =
∣∣∣∣ S˜(1)0
f˜
(1)
0
∣∣∣∣2 Y (1)0 (1.90)
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and where the I0 current, is given by
I0 = (1−R)Y (0)0 (1.91)
which represents the current associated with the fundamental mode at the dis-
continuity plane. Similarly, using (1.85) we can obtain
I0 = Y¯
(2)
0 V2 + Y¯21V1 + Y¯22V2 (1.92)
with
Y¯21 =
1
[f˜
(1)
0 ]
∗f˜ (2)0
∑′
n
Y (0)n [f˜
(1)
n ]
∗f˜ (2)n (1.93)
Y¯22 =
∣∣∣∣ 1
f˜
(2)
0
∣∣∣∣2∑′
n
Y (0)n |f˜ (2)n |2 (1.94)
Y¯
(2)
0 =
∣∣∣∣ S˜(2)0
f˜
(2)
0
∣∣∣∣2 Y (2)0 . (1.95)
Using (1.77) to eliminate V2 in (1.87), (1.92), the following system of equations is
achieved:
I0 = V1(Y¯
(1)
0 + Y¯11 − Y¯12) + V0Y¯12 (1.96)
I0 = V1Y¯21 + V0(Y¯
(2)
0 + Y¯22 − Y¯21) . (1.97)
so that (after eliminating V1) I0 and V0 are related according to
I0 = V0
[
Y¯12 + (Y¯
(1)
0 + Y¯11 − Y¯12)
Y¯
(2)
0 + Y¯22 − Y¯21 − Y¯12
Y¯
(1)
0 + Y¯11 − Y¯21 − Y¯12
]
(1.98)
where the equivalent load admittance met by the impinging wave is straighford-
wardly derived by imposing the ratio Yeq = I0/V0, so
Yeq = Y¯12 + (Y¯
(1)
0 + Y¯11 − Y¯12)
Y¯
(2)
0 + Y¯22 − Y¯21 − Y¯12
Y¯
(1)
0 + Y¯11 − Y¯21 − Y¯12
(1.99)
A priori, the complicated mathematical expression in (1.99) make it difficult to
identify a simple topology. However, the complex-conjugate admittances Y¯12
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and Y¯21 may become identical under certain circumstances. In these cases, the
expression in (1.99) reduces to
Yeq = Y12 +
[
1
Y11 + Y¯
(1)
0
+
1
Y22 + Y¯
(2)
0
]−1
(1.100)
where
Y12 = Y¯21 = Y¯12 , Yii = Y¯ii − Y12 . (1.101)
It is important to remark that, as we will see in detail in Chapter 4, there are
relevant practical situations in which Y12 = Y21. Indeed, when the grating is
illuminated by a normally-oriented wave, such condition is satisfied, and there-
fore the equivalent admittance in (1.100) can be used. This expression is fully
Figure 1.12: Topology of the circuit model derived for the discontinuity that
couples the impinging wave (input line) to the slit transmission lines.
consistent with the circuit topology in Fig.1.12. Again, the admittances Y11, Y22
and Y12 are given by infinite series, which can be split into two contributions:
low- and high-order elements. The longitudinal wavenumbers associated with
high-order modes admits the approximation in (1.29). In consequence, their
modal admittances become capactive admittances for TM incidence (1.31), and
inductive admittances for TE incidence (1.42). A global capacitance/inductance
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is obtained by the contribution of all the high-order modes. For TM incidence,
C12 =
1
f˜
(1)
0 [f˜
(2)
0 ]
∗
∑
∀n>N
C(0)n f˜
(1)
n [f˜
(2)
n ]
∗ (1.102)
Cii =
∣∣∣∣∣ 1f˜ (i)0
∣∣∣∣∣
2 ∑
∀n>N
C(0)n
∣∣∣f˜ (i)n ∣∣∣2 − C12 , (1.103)
and for TE incidence,
L12 =
[
1
f˜
(1)
0 [f˜
(2)
0 ]
∗
∑
∀n>N
1
L
(0)
n
f˜ (1)n [f˜
(2)
n ]
∗
]−1
(1.104)
Lii =
[∣∣∣∣ 1
f˜
(i)
0
∣∣∣∣2 ∑
∀n>N
1
L
(0)
n
|f˜ (1)n |2
]−1
− L12 (1.105)
with i = 1, 2. These global inductances and capacitances are frequency inde-
pendent, so their respective infinite series are calculated once and stored. The
equivalent admittance in (1.100) reduces to
Yii = Y
(lo)
ii +
 jωCii TM incidence−j 1
ωLii
TE incidence
(1.106)
Y12 = Y
(lo)
12 +
 jωC12 TM incidence−j 1
ωL12
TE incidence
(1.107)
Figure 1.13: Circuit model in Fig.1.12 but now showing the separate contri-
bution of the low-order (lo), i.e., propagative or close to cutoff, modes and
the frequency-independent capacitances that incorporate the global contri-
bution of all the remaining high-order evanescent modes.
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with Y (lo)ij representing the low-order elements group, formed by a few modes
according to
Y
(lo)
12 =
1
f˜
(1)
0 [f˜
(2)
0 ]
∗
N∑
n=1
Y (0)n f˜
(1)
n [f˜
(2)
n ]
∗ (1.108)
Y
(lo)
ii =
∣∣∣∣ 1
f˜
(i)
0
∣∣∣∣2 N∑
n=1
Y (0)n |f˜ (i)n |2 − Y (lo)12 . (1.109)
Finally, the equivalent circuit for both TM and TE incidence are sketched in
Fig.1.13 and Fig.1.14.
Figure 1.14: Circuit model in Fig.1.12 but now showing the separate contri-
bution of the low-order (lo), i.e., propagative or close to cutoff, modes and
the frequency-independent capacitances that incorporate the global contri-
bution of all the remaining high-order evanescent modes.

Chapter 2
Thin strip/slit gratings loaded with
dielectric slabs
2.1 Introduction
The analysis of the electromagnetic response of diffraction gratings has been a
topic of interest for decades. To mention some applications, they can be used
as selective frequency surfaces (FSSs) [17], polarizers [38, 39], artificial magnetic
conductors [40], high-impedance surfaces [41], or partially reflective surfaces
[42]. Some other examples of applications can be found in the terahertz regime
[43, 44] and in the visible range [45–47]. In this chapter we will focus our study
on the 1-D grating shown in Fig. 2.1. It consists of an infinite distribution of
periodically-spaced lossless metal strips with zero thickness [37].
Some pioneering theoretical studies concerning this structure date back more
than a century [48, 49]. These works detail the description of the diffractive field
resulting from the interaction between a plane wave and an array of periodically
distributed strips. In particular, early researchers paid much attention to an in-
teresting property inherent to periodic structures: Wood’s anomaly [15, 50]. Ac-
cording to the textual description given in [15], Wood’s anomaly is a resonance
phenomenon consisting of "a drop from maximum illumination to minimum,
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Figure 2.1: Sketch of a 1-D classical diffraction grating.
a drop certainly of from 10 to 1“. In fact, such a drop from maximum illumina-
tion to minimum appears as a sudden and sharp variation in the spectrum. A
first explanation about the phenomenon was reported in [50], associating its ap-
pearance with the excitation of grating lobes. At present, a modern explanation
of Wood’s anomaly is established, based on the appearance of surface waves
supported by the gratings [51, 52]. For further information, a good discussion
about Wood’s anomaly is found in [53].
One-dimensional periodic gratings also exhibit other types of resonances as-
sociated to a high transmission response. We first highlight Fabry-Pérot reso-
nances. Rigorously speaking, a Fabry-Pérot resonance is not a resonance inher-
ent to the periodicity of the structure but rather to the thickness of the screen.
In this sense, Fabry-Pérot condition requires the thickness of the grating to be
close to an integer factor of λ/2 (λ is the wavelength of the mode propagating
along the structure). Under these circumstances the grating can exhibit full
transmission, even for gratings with subwavelength slits [54–56]. Thin gratings,
on the contrary, do not fullfill the Fabry-Pérot condition unless they are sup-
ported by or printed on a sufficiently thick dielectric substrate. In these cases,
the appearance of a Fabry-Pérot resonance is mainly related to the dielectric
slab.
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Another interesting resonant transmission phenomenon, discovered at the
end of the last century, is the so-called extraordinary optical transmission (EOT)
[20, 57]. EOT is, in contrast to Fabry-Pérot resonances, inherent to the periodic
nature of the gratings. The phenomenon refers to the appearance, around a cer-
tain frequency, of a narrow and strong peak of transmission through an opaque
screen periodically perforated with small holes. Moreover, it appears at wave-
lengths much larger than the dimensions of the holes, which in principle, would
be in apparent contradiction with Bethe’s predictions [21]. Originally the phe-
nomenon was reported in the optics regime, as the response of a 2-D periodic
structure of circular holes in a metallic screen. It was initially interpreted as
the consequence of a constructive coupling between the incident wave and the
surface plasmons supported by the grating [20, 57–60]. Surface plasmons are
surface waves supported by metallic structures near the visible range, where
the metal behaves as a plasma [61]. However the EOT phenomenon was also
experimentally reported at millimeter frequencies in [22, 62], where the pen-
etration of the magnetic field in metals is marginal, and therefore no surface
plasmons can be excited. A new interpretation of extraordinary-transmission
(ET) phenomena was then given, based on the surface waves (also called spoof
plasmons) supported by the periodic structure under consideration [63]. At this
point it is important to remark that extraordinary transmission, in the sense de-
scribed above, can only be found in 2-D gratings composed of holes. For 1-D
strip arrays the situation is slighly different, because extraordinary transmis-
sion is observed only when the incident field has its electric-field component
directed along the periodicity direction. Additionally, the strips must necessar-
ily be either thick or, on the contrary, the strips might be electrically thin but
supported or printed on a thick dielectric substrate. Thus, in the context of 1-D
thin gratings, extraordinary transmission has been called anomalous extraordi-
nary transmission [150, 151].
In the microwave regime, extraordinary transmission and the rest of reso-
nances previously mentioned can be accurately analyzed by full-wave diffrac-
tion models. Full-wave models provide accurate solutions in numerical form,
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although in most cases, they are computationally expensive. An alternative way
of addressing problems of this nature can be found in the microwave circuit
theory. As outlined in the previous chapter, the analysis of a periodic structure
is reduced to solve a discontinuity problem in a waveguide, interpreted as an
equivalent circuit composed of lumped elements and transmission lines. A first
equivalent circuit was proposed in the framework of extraordinary transmission
through 2-D thin and thick screens with holes [23]. Following the guidelines
given in [23], the problem of extraordinary transmission in 1-D gratings was
also dealt with in [24], providing an heuristic circuit topology for both simple
and compound gratings. An extension of the 1-D case is presented in [64, 65],
which consider finite-thickness dielectric layers at both sides of the slit array.
It is worth mentioning that the several circuit elements involved in the models
reported in [23, 24, 64, 65] are not given in analytical form; that is, some circuit
elements have to be calculated via numerical results extracted from an external
full-wave simulator. Our contribution here will be consists of deriving a fully-
analytical equivalent circuit for 1-D periodic structures of thin strips. Specifi-
cally, for the structure under consideration in the present chapter, we will use
the analytical models developed in Sec. 1.2 of Chapter 1. These models were
derived assuming semi-infinite dielectric media at both sides of the periodic ar-
ray. Here we will also extend the use of the circuits to more complex situations
involving stratified dielectric media at both sides of the grating. Numerous nu-
merical results will be shown in order to check the performance of the model.
Finally, at the end of the chapter we will explore the limits of validity of the cir-
cuit.
2.2 Equivalent circuit
The equivalent circuit for the structure of interest in Fig.2.1 is a particular case of
the circuits derived in the previous chapter. A periodic grating as the one shown
in Fig.2.1 can be viewed from two different perspectives, depicted in Fig.2.2(a)
and Fig.2.2(b): the slit- and strip-like grating. The problem concerning gratings
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with large strips is posed in terms of the slit-like problem, described in the pre-
vious chapter (small slit size). On the contrary, the problem concerning gratings
with small strips is treated by the strip-like-grating approach, also described in
the previous chapter. The reason behind this separation lies on the accuracy
of the circuit models. As we will check at the end of the chapter, the models
become more accurate as the slits/strips are smaller (in comparison with the
operation wavelength).
Fig. 2.2(c) and Fig. 2.2(d) show the unit-cell problem corresponding to the
slit- and strip-like grating. They both represent a waveguide discontinuity prob-
lem, where the geometry of the waveguides (1) and (2) is identical (except for
the dielectric filling). The distance between the upper and lower walls of the
waveguide is given by the period of the structure p, and the size of scatterer is
denoted by w. Due to the periodicity of the grating and the excitation, the walls
of both waveguides are periodic boundary conditions (PBC) so that the waveg-
uides are actually generalized waveguides. These boundary conditions deter-
mine the specific expression of the modes and their cutoff wavenumbers. In
fact, the modes of a generalized waveguide with PBC are commonly known as
Floquet harmonics, which form an orthonormal basis. Mathematically, for the
1-D periodic case, they are expressed as
e
(1)
n,TM = e
(2)
n,TM =
1√
p
e−jknyyˆ TM incidence (2.1)
e
(1)
n,TE = e
(2)
n,TE =
1√
p
e−jknyxˆ TE incidence (2.2)
with n ∈ Z. The cutoff wavenumber of a nth-order harmonic is given by the
following expression,
k(1)n = k
(2)
n = kn =
2npi
p
+ kt n ∈ Z (2.3)
with kt being the transverse component of the incident wavevector,
kt = (ε
(1)
r )
1/2ω
√
ε0µ0 sin(θ) . (2.4)
As it was mentioned in the previous chapter, the incidence plane is always taken
as the YZ-plane. In consequence, kt is directed along the y-direction in all cases.
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Figure 2.2: (a): slit-like grating. (b): strip-like grating. (c): unit cell corre-
sponding to the grating in (a). (d): unit cell corresponding to the grating in
(b).
2.2.1 1-D slit-like grating. Electric-field profile function
Let us begin by proposing an appropiate profile function for the electric field at
the slit aperture. It is desirable that the function takes into account the edge be-
haviour of the field in the proximity of the strip edges. As is well known [31] the
electric-field component parallel to the periodicity direction and perpendicular
to the strip edge diverges as it approaches the border of the strip. On the con-
trary, electric-field components parallel to the strip edge tends to zero as they
approach the edge of the strip.
Assuming first TM incidence, an appropiate function representing the field
distribution would be:
f(y) =
2
pi
1√
1− (2y/w)2 yˆ − w/2 < y < w/2 (2.5)
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withw being the slit width. The projection of a nth-order harmonic over the pro-
file f(y) coincide with the nth-order Fourier transform due to the mathematical
expression of the harmonics. Then, we have
f˜ (1)n = f˜
(2)
n = f˜n =
2
wpi
∫ w/2
−w/2
1√
1− (2y/w)2 e
−jknydy = J0
(
knw/2
)
(2.6)
so that the expression for the nth-order transformer is in this case
f˜n
f˜0
=
J0
(
knw/2
)
J0
(
ktw/2
) . (2.7)
where J0(·) is the zeroth-order Bessel function of the first kind. The parameter
kt plays here the role of the lowest-order cutoff wavenumber, obtained for n = 0
in (2.3).
For the case of TE incidence, the electric field component tends to zero as it
approaches the edges of the strip. An appropiate profile in this case is
f(y) =
4
pi
√
1− (2y/w)2 xˆ (2.8)
whose nth Fourier transform is expressed as
f˜n = 2
J1
(
knw/2
)
knw/2
(2.9)
with J1(·) being the first-order Bessel function of the first kind. For this case the
expression of the transformers is finally written as follows:
f˜n
f˜0
=
J1
(
knw/2
)
J1(ktw/2)
kt
kn
(2.10)
Some other profile functions for reproducing the electric field at the slit aper-
ture can be considered. For instance a constant aperture field could be used for
TM incidence. However, this choice is expected to be less accurate because the
edge singularities are not properly taken into account. The transformers would
be given by
f˜n
f˜0
=
sinc
(
knw/2
)
sinc
(
ktw/2
) , (2.11)
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Figure 2.3: Equivalent circuit for slit gratings. (a): TM incidence using the
profile function in (2.5). (b): TE incidence using the profile function in (2.8).
Both circuits take the harmonic n = 1 as a low-order harmonic. The rest of
the harmonics are all included in the lumped element.
where sinc(·) = sin(·)
(·) is the cardinal sine which corresponds to the Fourier trans-
form of a rectangular function. This constant aperture field is not adequate to
represent the electric field profile at the slit under TE incidence. The boundary
conditions at the discontinuity force the electric field to become zero at the bor-
ders of the strip. The constant profile does not satisfy this condition and it could
cause some numerical problems in the convergence of the series involved in the
expressions of the circuit elements.
The choice of the electric-field profile functions given in (2.7) and (2.10)
causes the equivalent circuits in Fig.1.5 and Fig.1.6 to become those in Fig.2.3.
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Note that thenth-order Fourier transforms of the profile function are real-valued,
so that the turns ratio of the nth-order transformers become real quantities. Ad-
ditionally the transformer associated to the zeroth-order harmonic in the region
(2) disappears due to f˜ (1)0 = f˜
(2)
0 = f˜0 ⇒
f˜
(2)
0
f˜
(1)
0
= 1 .
2.2.2 1-D strip-like grating. Surface-current profile function
In order to determine an appropiate surface current profile needed for the strip-
like case, it is also convenient to take into account the edge behaviour of the cur-
rent at the border of the strip. A current component perpendicular to the strip
edges becomes zero as it approaches the edge of the strips. On the contrary, a
current component parallel to the strip edges shows a divengent behaviour at
the edges. It suggests us to model the surface current for TE and TM incidence at
the strip in terms of the functions already used in the slit case, but interchanged
with respect to the polarization:
f(y) =
4
pi
√
1− (2y/w)2 yˆ TM incidence (2.12)
f(y) =
2
pi
1√
1− (2y/w)2 xˆ TE incidence . (2.13)
Their corresponding nth Fourier transforms are thus
f˜n = 2
J1
(
knw/2
)
knw/2
TM incidence (2.14)
f˜n = J0
(
knw/2
)
TE incidence . (2.15)
The constant profile could also be employed to model the surface current for
the case of TE incidence. Note that for TM incidence the boundary conditions
force the current to be null at the strip border. A constant profile does not fullfill
this condition and the surface current would be discontinuous at the strip edge,
which again leads to convergence problems. The equivalent circuit for both TM
and TE incidence are sketched in Fig.2.4.
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Figure 2.4: Equivalent circuit for strip gratings. (a): TM incidence using
the profile function in (2.12). (b): Equivalent TE incidence using the profile
function in (2.13). In both cases, the harmonics n = 1, n = −1 are consid-
ered low-order harmonics. The rest of the harmonics are included into the
lumped element.
2.2.3 Dielectric slabs of finite thickness and grounded dielec-
tric layers
Let us now extend the model to account for more complex structures involv-
ing dielectric layers. A schematic example is shown in Fig.2.5, where the peri-
odic array is embedded in stratified dielectric materials. The presence of finite-
thickness dielectric slabs can readily be incorporated in our equivalent circuit,
since the propagation of a plane wave through a stratified medium composed of
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incident
wave
slit
grating
strip
grating
TM polarization:
TE polarization:
(a) (b)
Figure 2.5: Schematic representation of the multilayer structure. TM and
TE polarizations and oblique incidence of the impinging wave are consid-
ered. (a) Slit-like 1-D planar grating with an stratified medium. (b) Strip-like
planar grating in the same stratified enviroment.
several dielectric layers admits a representation in terms of a cascade of trans-
mission lines lengths. The presence of such a multilayer medium must be in-
corporated not only for the fundamental harmonic, but also for each harmonic
taking part in the equivalent admittance, including high-order evanescent har-
monics. Although the latter can be represented by a lumped capacitor or induc-
tor, each single high-order harmonic is originally conceived in (1.27) and (1.57)
as a transmission line with purely imaginary characteristic admittance, associ-
ated with evanescent fields that are mainly localized around the discontinuity.
The original transmission-line representation associated with high-order har-
monics allows us to proceed identically as in the case of low-order elements.
All of the above considerations necessarily demand for the modification of
the expressions of the equivalent admittance and impedance in (1.27) and (1.57).
According to standard transmission line theory, the admittances seen from the
slit/strip discontinuity to the left and to the right are just the input admittances
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Figure 2.6: Equivalent network for a TM wave impinging obliquely from the
left on a strip grating printed on a slab with relative permitivity εr. (a): Struc-
ture under analysis. (b): Equivalent network. The propagation of low-order
harmonics through the dielectrics has been modelled by including the cor-
responding transmission line lengths. The capacitance Cho is also affected
by the presence of the stratified medium at the left side of the strip disconti-
nuity. (c): The cascade of transmission lines can be replaced with its corre-
sponding input admittance for each harmonic.
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seen from the grating plane at both sides. Thus both expressions can be rewrit-
ten in this context as follows:
Yeq =
∑′
n
(Y in, Ln + Y
in, R
n )
f˜ 2n
f˜ 20
Slit grating (2.16)
Zeq =
∑′
n
1
Y in, Ln + Y
in, R
n
f˜ 2n
f˜ 20
Strip grating (2.17)
where Y in, Ln and Y
in, R
n are the input admittances seen from the slit/strip discon-
tinuity to the left and to the right, respectively.
As an example we will consider the case of a TM-polarized plane wave im-
pinging on a strip grating. The grating is printed on a dielectric substrate of
thickness d and relative permitivity εr, as shown in Fig.2.6(a). The correspond-
ing equivalent circuit has also been depicted in Fig.2.6(b) and Fig.2.6(c). Note
that low-order elements incorporate the corresponding length of transmission
line associated with the propagation of their corresponding harmonics through
the different dielectric layers. In consequence, the nth input admittance to the
right side from the discontinuity Y in, Rn can be written as
Y in, Rn = Y
(εr)
n
Y
(0)
n + jY
(εr)
n tan(β
(εr)
n d)
Y
(εr)
n + jY
(0)
n tan(β
(εr)
n d)
(2.18)
according to transmission line theory. At the left side of the strip discontinuity
there is only free-space, so that the corresponding nth input admittance Y in, Ln
coincides with the nth admittance of the harmonic in this medium, Y (0)n .
For the case of high-order harmonics, the general expression in (2.18) (same
for high- and low-order elements) can be simplified by introducing the approx-
imation in (1.29) into the modal admittance expressions. This leads to the fol-
lowing expression for the global high-order capacitance:
1
Cho
=
2
ε0f˜ 20
∞∑
n=N+1
f˜ 2n kn
[
1 + εr
1 + εr tanh(knd)
εr + tanh(knd)
]−1
(2.19)
where the second member of the right-hand side of the equation indicates that
the high-order capacitance is also affected by the presence of the multilayer. If
the dielectric slab is thick enough, tanh(knd) ≈ 1.
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Figure 2.7: (a): Structure formed by a slit grating printed grounded dielectric
slab of ε1 embedded in vacuum. TM normal incidence is impinging on the
structure. (b): Equivalent circuit considering N = 1 low-order harmonic.
The transmission lines are of length d are short-terminated. The lumped
element Cho also is also affected by the presence of the electric wall.
Note that this result could also be extended to structures having a grounded
dielectric slab. In that case, the corresponding transmission line section asso-
ciated with the propagation of each harmonic through the grounded dielectric
layer is then terminated with a short-circuit. In Fig.2.7(a) an example is shown
considering a slit grating printed on a grounded dielectric slab. The equivalent
circuit, depicted in Fig. 2.7(b) has been considered to include the N = 1 low-
order elements. The expression of the nth-order input admittance to the right
side of the discontinuity is obtained by translating the short-circuit through its
corresponding transmission-line section, namely
Y in, Rn = −jY (1)n cot(β(1)n d) . (2.20)
At the left side of the discontinuity the nth input admittance coincides with the
nth-order admittance of the wave in vacuum,
Y in, Ln = Y
(0)
n . (2.21)
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These expressions for the input admittances at each side are applied for both
low- and high-order elements. After introducing (1.29), the contribution of all
high-order elements (at both sides of the discontinuity) is given by
Yho = jωCho = jω
2ε0
f˜ 20
∞∑
n=N+1
f˜ 2n
kn
[
1 + ε
(1)
r coth(knd)
]
(2.22)
where the influence of the ground plane on the equivalent capacitance is given
by the coth(·) function. Note that for thick dielectrics coth(knd) → 1, indicating
that the reactive field around the slit aperture does not reach the electric wall,
and therefore the high-order capacitor can be calculated assuming two semi-
infinite dielectric slabs.
2.3 Numerical results and discussion
The proposed analytical model has been developed on the basis of a certain
number of assumptions concerning the width of slits (or strips) and the field
distribution (current distribution) on those slits (strips). Moreover, some deci-
sions have to be considered before generating numerical results concerning the
number of TE/TM harmonics of relatively low order that must be explicitly re-
tained in the formulation (the remaining infinite higher order harmonics are ac-
counted for by the lumped elements). Although these issues have been treated
in detail in [65], the main difference between the model reported in [65] and
the model derived here lies in the development of a fully analytical circuit-like
model (the lumped parameters in [65] were extracted from a numerical calcu-
lation for a single frequency point). Here we have provided analytical formulas
for all the relevant parameters, and it is necessary to check the accuracy of such
formulas. However the physical considerations about the number of modes that
have to be retained to account for the (possibly) complex frequency-dependent
behaviour of the fields at the dicontinuity are exactly the same as in [65]. The
criterion here (it was also mentioned in the previous chapter) is to retain all the
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TE/TM harmonics that operate above cutoff plus the first evanescent higher or-
der mode. Since the cutoff frequencies of the TE/TM harmonics are known in
advance, this task can readily be implemented in a computer code. For com-
parison purposes, a method of moments (MoM) in the spectral domain has
been applied to solve the electric-field/surface-current integral equations for
the slit/strip arrays. A sufficient number of entire domain basis functions that
include the edge behavior have been employed to ensure high accuracy and fast
convergence. The MoM data will then be considered as virtually "exact".
In order to have a global idea about the performance of the model, a first
structure under study is shown in Fig. 2.8(a), which consists of a strip grating
printed on a grounded dielectric slab illuminated by a normally-incident TE
polarized wave. Our aim is to show the importance of selecting an appropi-
ate number of low-order elements to obtain accurate results. Traditionally this
kind of structures are dealt with in an approximate manner by using a lumped
inductor to account for the reactive field around the discontinuity and a trans-
mission line section terminated in short circuit to represent the grounded di-
electric slab. Note that inside the dielectric slab, this simplified model accounts
for the propagation of the TEM harmonic only, but it does not consider the in-
fluence of the ground plane on the lumped element. Thus this representation
ignores the possibility of high-order mode interaction of the grating with the
ground plane. Under this assumption, the model is expected to work properly
if there are not higher-order progagative harmonics inside an electrically thick
slab or the value of w is extremely small. Significant differences can be found
between such a simple analytical model and exact numerical calculations if the
frequency of operation is close or higher than the cutoff frequency of the first
high-order harmonic inside the dielectric slab. Certainly this effect cannot be
taken into account by simple quasi-static models. If we make N = 0 in our for-
mulation, our model reduces to a quasi-static model similar to the aforemen-
tioned simpler approach. Actually, with N = 0 in our formulation we still keep
the influence of the ground plane on the quasi-static inductance characteriz-
ing the discontinuity. However this quasi-static model does not account for the
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Figure 2.8: (a). Structure under analysis together with the equivalent circuit
showing a general shunt impedance Zeq. The rest of graphs shows the phase
of the reflection coefficient. Structure parameters: w = 0.1p, εr = 10.2, d =
0.2p. (b): N = 0. (c): N = 1. (d): N = 2. c©2012 IEEE
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coupling through propagative harmonics at higher frequencies. To clarify this
point we show in Figs. 2.8(b) – (d) the reflection coefficient versus the normal-
ized frequency in terms of p/λ0, with λ0 being the wavelength in vacuum. The
number of low-order modes, N , is different in each plot. Since the amplitude
of the reflection coefficient is unity due to the presence of the ground plane, we
plot the phase of the reflection coefficient. Although the quasi-static (N = 0)
model gives accurate results up to p/λ0 = 0.3, noticeable differences can be ap-
preciated above that frequency. Indeed, the results provided by the quasi-static
model are qualitatively incorrect for p/λ0 > 0.6. If N = 2 (N = 2 indicates that
we are taking as low-order harmonics those with n = 1,−1 and n = 2,−2; for
normal incidence, pairs of harmonics with opposite sign form a single mode),
the analytical model perfectly captures the details of the phase behaviour up to
the frequency of the onset of the first grating lobe. The model is still valid above
that frequency but, in such a case, the magnitude of the specular reflection co-
efficient is not unity.
A second study concerning the accuracy of the model in terms of the pro-
file function is presented in Fig.2.9(a) which shows the transmission coefficient
versus the normalized frequency, p/λ0, for a slit grating under TM incidence.
The transmission coefficient for TE incidence on a strip grating is shown in
Fig.2.9(b). Two profile functions have been considered: the edge singular pro-
file in (2.5) and the constant profile function whose Fourier transform is given
by (2.11). Results obtained with the MoM and with both profiles are included in
each plot in order to check the accuracy of the model for different profile func-
tions. In general, the model is less accurate when using the constant profile. The
deviations of the results given by such a profile with respect to the ’exact’ MoM
results becomes clearer as the slit/strip width increases. The reason lies in the
better description of the edge behaviour of the field/current given by the edge-
singular profile. However the use of this function also has some limitations due
to the frequency-dependence of the field/current distribution at the slit/strip
for higher frequencies. These limitations will be studied in detail in next sec-
tion. It is worth noting that the transmission/reflection spectra obtained for
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Figure 2.9: Transmission/reflection coefficient versus normalized fre-
quency. (a): Slit grating in vacuum under normal TM incidence. (b): de-
scribes the reflection coefficient obtained under TE incidence for strip grat-
ings. Line and points in red denote w = 0.02p, line and points in green de-
notew = 0.1p, line and points in blue denotew = 0.2p and line and points in
black denote w = 0.4p.
TM/TE incidence coincide for cases having the same slit/strip size. This is a
direct consequence of Babinet’s principle [43, 44].
A third example is analyzed in Fig.2.10 which shows, for different incidence
angles, the phase of the reflection coefficient versus the normalized frequency
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for strip/slit gratings printed on a grounded dielectric slab with the structures
parameters defined in the caption of the figure. The MoM numerical results
are also shown, and the comparison with the analytical results shows an excel-
lent agreement for all the cases. It is well known that, as frequency increases,
these structures present a near-zero phase for the reflection coefficient (namely
artificial magnetic conductor behaviour) in a given frequency range. In the
normal incidence case considered in Fig.2.10(b), this behaviour occurs around
p/λ0 ≈ 0.52 for the strip grating under TE illumination. This behaviour re-
mains basically the same for the oblique incidence results shown in Fig.2.10(c) –
Fig.2.10(d). For the high-frequency portion of the spectrum, the phase exhibits
a faster and more complicated variation with frequency, specially for oblique
incidence.
As a last example and in order to obtain a global idea about the performance
of the model, we have included in Fig.2.11 several illustrative color maps. These
maps show the magnitude of the transmission coefficient for the configuration
depicted in Fig.2.11(a) as a function of the normalized frequency p/λ0 and the
angle of incidence. The left plot in Fig.2.11(b) has been generated with the an-
alytical model described in this chapter corresponding to a TM wave incidence
on a grating of narrow slits sandwiched between two different slightly lossy di-
electric slabs. The numerically generated results (MoM) have been plotted in
the right plot of Fig.2.11(b). We can observe that both plots are almost identical.
The drawn spectra are very complex for frequencies beyond p/λ0 > 0.4 due to
the presence of the dielectric slabs. Note that one of the dielectric slabs has a
high permitivity, which implies it supports propagative high-order harmonics
favoring the appearance of complex spectra. It is worth mentioning that due to
the analytical nature of the model, all the results were generated in a few sec-
onds. Similar plots for TE illuminated slit-like planar metal grating are shown
in Fig.2.11(c). A wider slit is considered here in order to enhance the high trans-
mission frequency regions. Once again the agreement between the numerical
results and the analytical data is very good. Specifically, in these figures a nar-
row high transmission peak in the frequency range going from p/λ0 ≈ 0.47 to
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Figure 2.10: . Phase of the reflection coefficient for a strip grating under TE
incidence and a slit grating under TM incidence, both printed on a grounded
dielectric slab (a). Solid lines: results provided by a MoM numerical code.
Circles and squares: results obtained with our circuit model. Structure pa-
rameters: w = 0.1p, d = 0.3p, εr = 4. (b) Incidence angle θ = 0o. (c) Incidence
angle θ = 30o, (d) Incidence angle θ = 60o. (e) Incidence angle θ = 80o.
c©2012 IEEE
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(a)
(b)
(c)
Figure 2.11: (a) Structure under analysis. (b) Magnitude of the transmission
coefficient under TM incidence for a slit grating w = 0.1p. (c) Magnitude of
the transmission coefficient under TE incidence for a slit grating w = 0.2p.
They both are embedded between two dielectric layers with ε(1)r = 2.2 and
ε
(2)
r = 10.2, and d1 = 0.4p and d2 = 0.2p. Both dielectric layers are lossy with
tan(δ) = 0.001. Left plot shows the results obtained with the circuit model
and right plots show MoM results. Normalized frequency is p/λ0 being λ0
the wavelength in vacuum. c©2012 IEEE
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p/λ0 ≈ 0.6 can be clearly appreciated. Right after this peak, a transmission zero
appears (Fano-like resonances). This is the so-called anomalous extraordinary
transmission [150]. For this polarization and grating geometry, low transmis-
sion regions rather than transmission peaks should be expected in the absense
of electrically thick dielectric layer. It is the presence of dielectric slabs what
introduces the possibility of having transmission peaks.
2.4 Range of application of the equivalent circuits.
Although the accuracy shown by the equivalent circuits in the previous exam-
ples is actually good, the obtaining of the model is based on the assumption
of a specific frequency-independent spatial profile. This assumption can be
appropiate for wavelengths much larger than the slit/strip widths. When the
working wavelength is similar to the slit/strip width, the dependence of the
field/current distribution with frequency should not be ignored and, conse-
quently, the precision of the equivalent circuit deteriorates. Also, the chosen
profile functions are symmetric with respect to the horizontal middle plane
of the slit/strip. Rigorously speaking, the electric field/current at the slit/strip
discontinuity is symmetric under normal incidence. However this symmetry
breaks down for oblique incidence so that the use of a symmetric function to
reproduce the field/current profile at the discontinuity is expected to be less
accurate for oblique incidence.
The aim here is to investigate the limits of validity of the equivalent circuit in
terms of the slit/strip size. For that purpose, we will represent below the trans-
mission coefficient of slit/strip arrays surrounded by a homogeneus media or
embedded by stratified dielectric media. In all cases we will compare with re-
sults from a MoM code, considered "exact". After exploring several results, a
generalized criterion for the range of application of the equivalent circuit of a
given structure under a particular incident polarization will be established.
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2.4.1 Validity of the equivalent circuit for TM incidence.
We will begin with the case of TM incidence on slit gratings. In Fig. 2.12 the
transmission coefficient of two different structures is plotted versus normal-
ized frequency for normal incidence. For the structure depicted in the left of
Fig.2.12(a), which consists of a slit grating in vacuum, the normalized frequency
is defined in terms of the wavelength in vacuum. The right picture in Fig.2.12(a)
shows a slit grating in a stratified environment. Here, the normalized frequency
is defined in terms of the wavelength in the highest permittivity medium. In
fact, this last definition of normalized frequency is the general criterion (for vac-
uum, it reduces to the definition in the left pictures). We observe in Fig.2.12(b)
that the results provided by the circuit model and by the MoM are in good agree-
ment for frequencies up to w/λ ≈ 0.4 in all cases. The left column of results in
Fig. 2.12(b) show the transmission coefficient in vacuum for two different val-
ues of w. Beyond w/λ0 = 0.4 the results obtained using both methods devi-
ate slighly. This deviation is also appreciated in the right column plots (to a
lesser degree), obtained for gratings embedded between two different dielec-
tric layers. In these plots the differences between both results are significant
beyond w/λ ≈ 0.5 with λ the wavelength in the highest-permittivity medium,
λ = λ0/(ε
(2)
r )
1/2. It is worth mentioning that we have also checked that the ad-
ditional dielectric layers with are not in contact with the array do not have a
relevant effect on the validity limits found above.
Next, a similar study is carried out for TM normal incidence on strip grat-
ings. The same structures as in Fig. 2.12 are taken into account, replacing the
slit aperture with a metal strip as shown in Fig. 2.13(a). The transmission co-
efficient is again represented versus normalized frequency. For the strip array
in vacuum, this normalized frequency is defined in terms of the wavelength in
vacuum. However, for the grating in a multilayered environment we have now
used the effective wavelength, λeff. The effective wavelength is calculated via the
effective permittivity, which is the average of the permittivities of the dielectric
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Figure 2.12: Transmission coefficient versus normalized frequency under
TM normal incidence for two different values of w. (a): Two different struc-
tures are considered. The left picture represents the slit grating inmmersed
in vacuum. For this case, the normalized frequency is defined in terms of the
wavelength in vacuum. The rigth picture represents a slit grating in a multi-
layered structure, with d1 = d2 = 0.2p, ε
(1)
r = 4, ε
(2)
r = 9. The normalized
frequency is obtained in terms of the wavelength in the highest-permittivity
medium. (b): Transmission coefficient.
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media at both sides of the strip array,
εeff =
εLr + ε
R
r
2
(2.23)
where the indexes L and R refer to the the materials at the left and at the right of
the strip array. It is remarkable that the criterion to normalize the frequency for
this case is different comparing to the slit-grating case. This criterion was taken
after observing a large number of results involving strip gratings embedded in
several layered environments under TM normal incidence, concluding that, the
as we will check below, the model works properly for frequencies up to w/λeff =
0.6− 0.7.
The transmission coefficients represented in the plots in Fig. 2.13(b) by the
circuit model and the MoM code are in good agreement up to w/λeff ≈ 0.6− 0.7.
This good agreement is even better for the layered structure. In this case, some
differences start to be appreciated for w/λeff ≈ 0.7, although the agreement be-
tween both results beyond 0.7 is still good. It is also worth remarking that the
presence of additional dielectric media does not seem to modify the limit of va-
lidity.
According to the limit of validity deduced for both slit and strip gratings,
it seems that the strip model is more accurate. To better illustrate this fact,
Fig. 2.14 represents results provided by both the slit- and strip-grating for the
same structure. A TM-polarized plane wave impinges normally on the struc-
ture depicted in Fig. 2.14(a). The corresponding transmission coefficient ob-
tained from each equivalent circuit is plotted in Fig.2.14(b)-(f) for different slit
widths versus the normalized frequency p/λ0. The slit model is accurate for slit
widths much smaller than the period. On the other hand, the strip circuit shows
a better accuracy for slit widths close to the period (small strip width). The most
interesting result is, perhaps, that plotted in Fig.2.14(d), where the slit (and the
strip) occupies half unit cell. The figure confirms that the strip equivalent circuit
is more accurate. In fact, the model for strip gratings provides accurate results
for frequencies beyond p/λ0 = 0.8 whereas the slit model starts to deviate for
frequencies around p/λ0 = 0.4. Some further discussions on the fact that for TM
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Figure 2.13: Same as Fig. 2.12 but for strip gratings. Now, the normalized
frequency is defined in terms of an effective wavelength (see main text). (a):
Structure under analysis. (b): Transmission coefficient.
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Figure 2.14: Comparison between the transmission coefficient obtained by
using both the slit and the strip models for the structure in (a) under TM
normal incidence. Relative permittivity of the dielectric slab is εr = 10.2. The
slit/strip widths are shown in the corresponding plots, (b)–(f).
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Figure 2.15: Oblique TM incidence with θ = 30o. (a): Slit grating in vacuum
with w = 0.2p. (b): Slit grating in a multilayered structure with w = 0.2p,
d1 = d2 = 0.2p, ε
(1)
r = 4, ε
(2)
r = 9 and λ = λ0/(ε
(2)
r )
1/2. (c): Same as (a) but for
strip grating. (d): Same as (b) but for strip grating.
incidence the strip model has a wider range of application than the slit model
will be given in section 2.4.3. It is also important to mention that the most accu-
rate model in each example provides reliable results, at least, up to frequencies
around p/λ0 ≈ 0.8.
Our final comparison study is for the case of TM-oblique incidence. Fig.2.15
shows some results for different structures including slit and strip gratings. We
always consider w = 0.2p and θ = 30o. As it was mentioned above, the degree
of accuracy is expected to be less than for normal incidence due to the lack of
symmetry of the field/current distributions. According to the results obtained
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for the case of slit gratings under normal incidence, we deduced a limit of va-
lidity of w/λ ≈ 0.4 in the worst case, where λ is the wavelength in the highest-
permittivity medium forming the dielectric interface. For oblique incidence we
observe that this limit is reduced to half its value. That is, the equivalent circuit
can reliably reproduce results up to frequencies around w/λ = 0.2 but the dete-
rioration is not dramatic before frequencies of about w/λ ≈ 0.4. The equivalent
circuit for strip gratings show a wider application range. We observe that the
results are reliable at least for normalized frequencies w/λeff around 0.5 − 0.6.
This validity limit is slightly less than the limit found for normal incidence.
2.4.2 Validity of the equivalent circuit for TE incidence.
In general, the conclusions extracted for TM incidence can be applied here be-
cause the profile functions used are the same. That is, the equivalent circuit
for TE incidence on slit (strip) gratings uses the same profile function as for TM
incidence on strip (slit) gratings, and therefore the same degree of accuracy is
expected.
In order to corroborate these predictions several results are shown in Fig.2.16
for slit gratings. From the plots showing results in vacuum (those at the left in
Fig.2.16), we can deduce the same limit of validity as for case of TM incidence
on strip gratings,w/λ0 = 0.6. For a slit grating printed at the interface of a multi-
layered structure under TE incidence, similar conclusions as for the case of TM
incidence on strip arrays can be extracted.
Regarding TE incidence on strip gratings, two different structures are shown
in Fig. 2.17. The left plots deal with the case of a strip grating in vaccum. The
right plots show results obtained in a multilayered structure. From both plots
we can obtain the same conclusions as in the case of TM incidence on slit grat-
ings. The general limit of good accuracy in that case was found to be w/λ ≤ 0.4,
with λ being the wavelength in the highest-permittivity medium forming the in-
terface where the grating is printed. For TE incidence on strip gratings such a
limit also applies.
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Figure 2.16: (a): Slit gratings under TE normal incidence. Parameters of the
multilayer: ε(1)r = 4, ε
(2)
r = 9, d1 = d2 = 0.2p. (b): Transmission coefficient
versus effective wavelength.
For oblique incidence, after making a similar study (not included here) as
the one presented in Fig. 2.15, we conclude that the model for strip gratings is
accurate up to frequencies aroundw/λ = 0.2 whereas for slit gratings, the model
is accurate up to w/λeff = 0.5 − 0.6. These conclusions are actually “dual” to
those obtained in the previous subsection for TM oblique incidence, which is
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Figure 2.17: Same as Fig.2.13 but for TE incidence.
somehow expected since the slit aperture field profile here is similar to the strip
current profile for TM incidence, and viceversa.
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2.4.3 Discussion about the different range of validity of the strip
and slit models
We have checked in section 2.4.1 above that for TM incidence the strip-like
model has a wider application range than the slit model. In this section we
will try to provide some further insight into this different performance of the
two models. First, Fig. 2.18 shows the TM reflection coefficient obtained us-
ing both models as a function of the strip width at two different frequency val-
ues. For the sake of simplicity, the case of a free-standing grating under nor-
mal TM incidence is considered. The results provided by the model are com-
pared against those obtained from the MoM, which can be considered exact.
For the case shown in Fig. 2.18(a) the frequency is f = 0.75f1, with f1 being
the onset frequency of the first higher-order mode (first grating lobe). It can be
observed in this plot that the strip model provides reliable results for virtually
any strip width, whereas the slit model results deteriorate for strips narrower
than 30% of the period (corresponding to slits wider than 70% of the period). In
the high-frequency case shown in Fig.2.18(b), already in the diffraction regime
(f = 1.5f1), it is similarly observed that the strip model is more robust. Indeed,
it can provide reliable results for strip widths up to wstrip ≈ 0.5p, whereas the slit
model results already start to deviate at wstrip/p ≈ 0.7, i.e., for slits wider than
30% of the unit cell.
Since the main assumption in the derivation of the models is that the strip
current and the slit field profiles are independent of frequency, the observed
difference in the performance of both models seems to indicate that, for TM in-
cidence, the actual slit aperture field profile shows a stronger tendency to vary
with frequency than the strip current profile. In order to explore this, we resort
to our MoM implementation, where for each frequency value the aperture field
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Figure 2.18: Reflection coefficient versus normalized strip size for a free-
standing grating. The results obtained using both the strip and slit circuit
models are compared against those provided by the MoM. (a): f/f1 = 0.75
with f1 the onset frequency of the first grating lobe. (b): f/f1 = 1.5.
at the slit and the surface current in the strip are expanded into a linear combi-
nation of basis functions as
JMoM(ω, y) =
4
pi
∞∑
n=0
An(ω)Un(2y/w)
√
1− (2y/w)2 strip formulation (2.24)
EMoM(ω, y) =
2
pi
∞∑
n=0
An(ω)
Tn(2y/w)√
1− (2y/w)2 slit formulation . (2.25)
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Note that the zero-th order terms in the above expansions correspond to the
profiles used in the circuit models. The magnitude of the coefficents in the ex-
pansions, An(ω), provides information about the relevance of the correspond-
ing basis function in the actual strip current or slit aperture field profiles. Thus,
Fig. 2.19 shows the frequency behavior of the first three basis functions coef-
ficients in both the strip and the slit MoM formulations (the odd terms in the
expansions are not excited in this case due to symmetry). In order to have a sig-
nificant comparison, the strips/slits in the considered grating occupy half of the
unit cell. As it can be observed in Fig.2.19(a), for the strip formulation the rele-
vance of the second-order basis function is quite low in all the frequency range
shown, which extends up to the onset frequency of the second grating lobe. This
means that the strip current profile is approximately constant and equal to the
profile of the zero-th order basis function, which is indeed the current profile
assumed in the cicuit model. On the contrary, Fig. 2.19(b) shows that in the
slit formulation the second-order basis function for the aperture field becomes
comparatively much more relevant, and its relative weight in the aperture field
expansion varies considerably with frequency. In consequence, the profile of
the electric field at the slit aperture exhibits a significant frequency dependence.
A qualitative argument for the above behavior can be given as follows. The
magnetic field at the left-hand side of the discontinuity can be written in terms
of the modal expansion
H(y, z) = Y
(0)
0 (1−R)h0,TM −
∑′
n
Y (0)n Enhn,TM . (2.26)
If the operation frequency approaches the onset of the n-th grating lobe, the
corresponding TM modal admittance,
Y (0)n =
ε0ω
βn
(2.27)
diverges since βn approaches zero. According to the slit formulation in chap-
ter 1, the En coefficients are given by
En = (1 +R)
f˜n
f˜0
, (2.28)
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Figure 2.19: Magnitude of the lowest-order basis functions coefficients (n =
0, 2, 4) versus frequency for a free-standing strip grating with w = 0.5p. (a):
MoM strip formulation. (b): MoM slit formulation.
and therefore (2.26) takes the form
H(y, z) = Y
(0)
0 (1−R)h0,TM − (1 +R)
∑′
n
Y (0)n
f˜n
f˜0
hn,TM , (2.29)
where f˜n represents the projection of the slit aperture field profile over the n-th
modal field. On the other hand, using the strip formulation the coefficients can
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be written as
En = − f˜
′
n
f˜ ′0
RY
(0)
0
Y
(0)
n
(2.30)
which leads to
H(y, z) = Y
(0)
0 (1−R)h0,TM +RY (0)0
∑′
n
f˜ ′n
f˜ ′0
hn,TM , (2.31)
where f˜ ′n denotes the projection of the strip current profile over the n-th modal
field. It can be observed that the f˜n/f˜0 factors in (2.29) are multiplied by the
higher-order modal admittances Y (0)n , but that is not the case in (2.31). In or-
der to keep the coefficients in the modal expansion finite, the f˜n/f˜0 factors in
the slit formulation have to somehow compensate for the singular behavior of
the modal admittances, and thus they exhibit a more pronounced frequency
dependence than the f˜ ′n/f˜ ′0 coefficients in the strip formulation.
Finally, it should be mentioned that a completely similar analysis can be car-
ried out for the dual case of free-standing gratings under TE incidence, leading
to similar arguments about the wider application range of the slit model in that
case.
2.5 Conclusions
A circuit model has been derived for the analysis of the scattering properties of a
single slit grating embedded in a leyered dielectric environment. Two different
models have been presented, one for narrow slit and one for narrow strip grat-
ings. Fully-analytical expressions are derived for all the circuit elements. The
circuit elements are split into low- and high-order elements, where low-order
elements have mostly a propagative nature and high-order elements are purely
reactive. In practice, only a few low-order elements are considered, whereas the
rest of high-order elements are accounted for by a global high-order lumped
element. The agreement between results provided by the models and by an in-
house method of moments is excellent both for normal and oblique incidence
within a wide frequency band. An exhaustive study has determined that the
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model provides reliable results for normalized frequencies up to w/λ = 0.2 in
the worst case, with w being the slit/strip width and λ the wavelength in the
highest-permittivity medium. In the most favourable case, the model is accu-
rate up to normalized frequencies of w/λeff = 0.8, with λeff being the effective
wavelength, calculated using the average value of the permittivity of the dielec-
tric layers in contact with the grating.
Chapter 3
1-D periodic T-shaped corrugated
surfaces
3.1 Introduction
Corrugated conducting surfaces have long been employed in microwave and
antenna engineering for their unique and special electromagnetic properties.
This kind of surfaces can act as guiding systems for bound surface waves and
leaky waves, as well as artificial magnetic conductors in the framework of the
scattering of plane waves. The control of the features of the bound and scattered
waves by the manipulation of the geometry of the corrugations is one of the
main adventages provided by corrugated surfaces.
The study of corrugated surfaces is a classical topic in the microwaves field.
Pioneer researchers focused their study of these structures on the propagation
characteristics along corrugated planes [67–70], corrugated cylindrical waveg-
uides [68, 69, 71] or corrugated rectangular waveguides [72]. Corrugated sur-
faces were first applied in the design on hybrid-mode horns antennas [73–75]
due to, among other properties, the anisotropic propagation features exhibited
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Figure 3.1: (a): Three-dimensional view of a 1D periodic corrugated-surface
prototype. (b): Cross-sectional view of the same structure.
by waves supported by them. The anisotropic characteristics in corrugated sur-
faces comes from the existence of a particular direction where the wave prop-
agation along the surface is suppressed whereas enhanced in a different direc-
tion. These anisotropic properties in corrugated surfaces and many other struc-
tures inspired a more general classification reported in [76, 77], where the con-
cept of soft and hard surfaces is proposed for surfaces that suppress and en-
hance the wave propagation, respectively. Soft and hard surfaces can both be
defined in terms of an equivalent surface impedance.
Periodic corrugated surfaces can also be applied to manipulate the scatter-
ing behavior of an incident plane wave. First researchers on this topic paid at-
tention to the effect of corrugations on the field scattered from perfectly con-
ducting circular cylinders with transverse corrugations [78–80]. This problem
was posed for the design of low-blockage feed-support struts in reflector anten-
nas [81]. In the optics range, planar corrugated surfaces are applied in [82] to
exploit the field enhancement at certain zones of the structure by manipulating
the scattering properties of the incoming plane wave.
The basic geometry of a 1-D periodic corrugated surface is depicted Fig.3.1.
As was mentioned above, corrugated surfaces are mainly applied as guiding
structures and to tailor the scattering features when they are excited by external
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Figure 3.2: Cross section of the different types of corrugated planar surfaces
analyzed in this chapter. a): T-shaped corrugated structure with a symmet-
rically centered slit aperture. b): T-shaped corrugated structure with a non
symmetrical slit position. c): T-shaped corrugation with the maximum slit
displacement. d): Classical corrugated plane. The structures are periodic
along the y direction and invariant along the x direction. c©2014 IEEE
plane waves. Similar to other periodic structures, they can exhibit frequency
bands allowing the wave propagation (passbands) and frequency bands sup-
pressing the wave propagation (stopbands) [12, 35]. Moreover, corrugated sur-
faces also behave as artificial magnetic conductors (AMC) at certain frequency
bands. AMC condition is attained when a plane wave impinging on the struc-
ture is reflected with a near-zero phase shift. By tailoring adequately the struc-
ture parameters of corrugated surfaces, the stopband and AMC properties can
simultaneously be achieved at approximately the same frequency band. This
particular result has been efficiently applied in the fabrication of low-profile
antennas [26, 83, 84]. The idea of overlapping both phenomena (in frequency)
was first reported in [26] where both properties appear naturally at the same
frequency band. Although there are some counterexamples in the literature de-
mostrating that the stopband and AMC properties are actually independent of
each other in 2-D periodic structures [85], it can be demostrated that certain
configurations of planar corrugated surfaces at subwavelength frequencies ex-
hibit both AMC and stopbands simultaneously (models proposed in [26]).
In this chapter we focus on in the analysis of the scattering properties of the
structures depicted in Fig.3.2. These same configurations have been treated and
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reported in [86] where the scattered field is calculated by solving the integral
equation using the method of moments. The results provided in that paper are
very accurate but require an important computational effort. Some previous
works as [87] and [88] addressed the scattering problem by replacing the cor-
rugated surface by an impedance boundary condition. Of course the computa-
tional cost is reduced considerably, but the applicability of this method imposes
restrictions on the geometrical parameters of the structure. In a recent paper
[89], the symmetric T-shaped corrugated structure shown in Fig. 3.2(a) is ana-
lyzed. A simple formula is derived (with certain parameters to be fitted) using
the transverse resonance technique to calculate the phase of the reflection co-
efficient when the structure is illuminated by an obliquely-incident wave. This
formula works properly for narrow corrugations but fails in predicting the be-
haviour of the structure if the groove size is similar to the period. An enhanced
theory was reported in [90] by the same author but it is valid only for the case of
the simpler corrugation shown in Fig.3.2(d).
Here we propose an alternative way to analyze 1-D planar corrugated struc-
tures by using an equivalent circuit approach. This approach was also previ-
ously adopted in [91], but for the analysis of the classical corrugated structure
in Fig.3.2(d) only. As far as we know, there are not many works in the literature
using the circuit-model approach to analyze corrugated surfaces. Note that the
basic details concerning the characterization of the discontinuity have already
been described in Chapter 1. In the present chapter, and following [23, 65],
we extend the model to more complex cases including stratified dielectrics and
ohmic losses. Several results for TM incidence (it interacts strongly with the
structure, in contrast to TE incidence) will be plotted, comparing them with
the models provided in [89], [91], an in-house method of moments and ANSYS
HFSS. Some possible applications of 1-D corrugated surfaces will also be pro-
posed after an efficient and fast design by using the equivalent circuit. Finally,
the limits of validity of the model will be discussed.
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Figure 3.3: General unit cell of any of the structures shown in Fig. 3.2 in-
cluding a cover slab and a cavity dielectric filling. Structural parameters: pe-
riod a, groove size s, slit width w, slit displacement h, external slab thickness
d1, corrugation depth d2, relative permittivity of the dielectric in the cavity
ε
(2)
r , relative permittivity in the external slab ε
(1)
r , external relative permittiv-
ity ε(0)r , incidence angle θ. c©2014 IEEE
3.2 Analytical circuit model
3.2.1 Lossless grating
The T-shaped corrugated structures under consideration in this work are those
shown in Fig.3.2, including also the possible presence of a dielectric cover. The
whole structure extends indefinitely along the x direction, which makes the
structure be one-dimensional (1-D) periodic along the y-direction. A plane wave
with TM polarization impinges on the structure, exciting electric currents on
the metallic surfaces. The response of the structure under TE incidence will not
be treated in the present chapter because the structure practically behaves as
a perfect electric wall, and thus no interesting phenomena are observed. Due
to the periodic nature of the structure, Floquet theory allows us to restrict the
analysis to the unit cell of period p shown in Fig. 3.3 (it should be noted that
all the configurations sketched in Fig.3.2 are particular cases of the generalized
unit cell depicted in Fig.3.3).
An equivalent circuit for thick metal gratings has already been derived in
Chapter 1, section 1.2.1, where the problem is interpreted as a waveguide junc-
tion. Two different waveguides are clearly distinguished in Fig.3.3. The external
region, denoted by the superscript (1) (z < 0), is a generalized parallel-plate
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waveguide with periodic boundary conditions at its upper and lower bound-
aries. The modal profiles e(1)n,TM of the characteristic modes in this region are
actually Floquet harmonics and are formally those described in (2.1). The cut-
off wavenumber of a particular nth-order harmonic is given by (2.3). A dielec-
tric overlay can eventually be placed in this region above the corrugations at
−d1 < z < 0. The cavity or internal region, denoted by (2), is a parallel-plate
waveguide with electric-wall boundary conditions at the top and bottom walls,
and short-circuited at its right end (z = d2). The modal profile of its charasteris-
tic modes is now expressed as
e
(2)
2n,TM =
√
(2− δ2n,0)
s
cos(k
(2)
2n y)yˆ (3.1)
e
(2)
2n+1,TM =
√
2
s
sin(k
(2)
2n+1y)yˆ (3.2)
with
k(2)q =
qpi
s
q ∈ N (3.3)
and where (3.1) represents even modes of the cavity, whereas (3.2) represents
odd modes of the cavity. They all together form an orthonormal basis.
The equivalent admittance expression for this kind of slit-discontinuity prob-
lems in (1.27) must now incorporate the presence of the dielectric interfase at a
distance−d1 and also the presence of the electric wall at d2. This is readily done
by considering the input admittances seen from the slit discontinuity to the left-
and to the right-hand side. In this way we obtain
Yeq =
∞∑
|n|≥1
Y in, Ln
∣∣∣∣∣ f˜ (1)nf˜ (1)0
∣∣∣∣∣
2
+
∞∑
n=1
Y in, Rn
∣∣∣∣∣ f˜ (2)2nf˜ (1)0
∣∣∣∣∣
2
(3.4)
where the admittances Y in, L/Rn denote the admittance of thenth harmonic/mode
at the left/right of the slit aperture. Specifically, at the left-hand side there is
a dielectric interface between the finite-thickness slab with ε(1)r and the semi-
infinite dielectric medium with ε(0)r . Thus the nth admittance seen from the slit
grating is calculated as
Y in, Ln = Y
(1)
n
Y
(0)
n + jY
(1)
n tan(β
(1)
n d1)
Y
(1)
n + jY
(0)
n tan(β
(1)
n d)
. (3.5)
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At the right-hand side of the discontinuity, there is a grounded dielectric layer
of thickness d2. The input admittance associated with a nth-order mode in this
medium is
Y in, Rn = −jY (2)n cot(β(2)n d2) . (3.6)
The series in (3.4) is composed of low- and high-order harmonics/modes. Low-
order elements keep their full dynamical frequency dependence on the admit-
tance expression. On the contrary, the combination of high-order modes/harmonics
gives rise to the following global capacitance:
Cho =
∞∑
n=N+1
C(1)n
ε
(1)
r + ε
(0)
r tanh(k
(1)
n d1)
ε
(0)
r + ε
(1)
r tanh(k
(1)
n d1)
[
f˜
(1)
n
f˜
(1)
0
]2
+ 2
∞∑
n=M
C(2)n coth(k
(2)
n d2)
[
f˜
(2)
n
f˜
(1)
0
]2
(3.7)
with C(i)n =
ε0ε
(i)
r
k
(i)
n
. This infinite series does not depend on the incidence an-
gle or the frequency, and thus it can be calculated only once and stored. The
numbers N and M denote the number of low-order harmonics/modes respec-
tively. At this point, we need to choose the electric-field profile function. For
this slit-discontinuity problem we can again use the field profile chosen in the
previous chapter for TM incidence (2.5), but centered at the middle plane of the
slit aperture,
f(y) =
2/pi√
1−
(
2(y − h)
w
)2 yˆ . (3.8)
The corresponding projections over the harmonics and modes give rise to the
following expressions:
f˜ (1)n =
√
1
p
J0
(
k(1)n w/2
)
e−jk
(1)
n h (3.9)
f˜
(2)
2n =
√
2− δ2n,0
s
J0
(
k
(2)
2nw/2
)
cos(k
(2)
2n h) (3.10)
f˜
(2)
2n+1 =
√
2
s
J0
(
k
(2)
2n+1w/2
)
sin(k
(2)
2n+1h) (3.11)
with J0(·) being the zeroth-order Bessel function of the first kind. With the help
of (3.9), (3.10) and (3.11), the equivalent admittance of the circuit model is given
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by
Yeq =
∞∑
|n|≥1
Y in, Ln
∣∣∣∣∣J0(k(1)n w/2)J0(ktw/2)
∣∣∣∣∣
2
+
2p
s
∞∑
n=1
Y in, R2n
[
J0(k
(2)
2nw/2)
J0(ktw/2)
cos(k
(2)
2n h)
]2
+
2p
s
∞∑
n=1
Y in, R2n+1
[
J0(k2n+1w/2)
J0(ktw/2)
sin(k
(2)
2n+1h)
]2
(3.12)
where kt denotes the lowest-order cutoff wavenumber in the external region.
We observe the scaling factor
2p
s
appearing in (3.12) for the admittances of the
internal region. It basically consists of a ratio involving the dimensions of each
waveguide. We can redefine the characteristic admittances of the lines in the
internal region as
Y¯ (2)q =
2p
s
Y (2)q . (3.13)
This scaled definition is in agreement with the classical definition of the char-
acteristic admittance in terms of the ratio between the equivalent voltage and
current associated with the fields of the mode under consideration [34]. That
is, after defining the equivalent voltage and current of an individual mode, the
scaling factor appears in a natural way in the expression of its associated char-
acteristic admittance. In our method, this scaling factor is implicit in the trans-
former expressions. Of course, when the waveguide regions (1) and (2) are iden-
tical, the scaling factor disappears after normalizing to the size of any of the
guides. The fundamental mode propagating in the internal region also incor-
porates its corresponding scaling factor. According to the expression in (1.26)
and using (3.9) and (3.10), the zeroth-order transformer is given by∣∣∣∣∣ f˜ (2)0f˜ (1)0
∣∣∣∣∣
2
=
p
s
1∣∣J0(ktw/2)∣∣2 . (3.14)
The scaling factor
p
s
allows us to redefine the characteristic admittance of their
associated transmission line as
Y¯ in, R0 =
p
s
Y in, R0 . (3.15)
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(a)
(b)
(c)
Figure 3.4: (a) Equivalent circuit of the periodic structure under analysis.
(b) Topology of the equivalent admittance Yeq that represents the high-order
harmonics and modes excited at the slit discontinuity. (c) Definition of the
input admittances in Yeq.
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With the help of these new definitions, the final topology of the equivalent cir-
cuit is shown in Fig.3.4.
3.2.2 Resistive overlay
If the dielectric overlay [medium (1)] is lossy (this is an interesting situation if
the structure is intended to be used as an absorber), its permittivity is complex
and can be written as εˆ(1) = ε0εˆ
(1)
r with
εˆ
(1)
r = ε
(1)
r (1− j tan δ)− j σ1
ωε0
(3.16)
where tan(δ) represents the dielectric loss tangent and σ1 the conductivity of the
medium. The complex longitudinal wavenumber of the n-th harmonic in this
medium is then given by
βˆ(1)n =
√
εˆ
(1)
r k20 − [k(1)n ]2 . (3.17)
The complex values of the relative permittivity and the wavenumber given in
(3.16) and (3.17) must now be taken into account to obtain the associated com-
plex characteristic admittance in this lossy medium,
Yˆ (1)n =
εˆr
(1)k0
η0βˆ
(1)
n
. (3.18)
A completely similar treatment applies in case the dielectric filling the cavity is
lossy.
3.2.3 Ohmic losses in the cavity walls
For completeness, ohmic losses in the cavity walls are also incorporated in the
model. Since the metallic materials usually employed in the fabrication of prac-
tical structures are good conductors, the conventional strong skin-effect ap-
proximation is used here. The effect of losses in the lateral walls at y = ±s/2,
the back wall at z = d2, and the periodic slit screen are considered separately. In
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any case, an additional approximation is made that conductor ohmic losses are
attributed to propagative modes only.
Ohmic losses in the lateral walls cause the wavenumbers of the parallel plate
waveguide modes to become complex. Their quantitative impact is obtained
via the well-known perturbation method [34], which provides not only a resis-
tive but also an inductive contribution due to the penetration of the magnetic
field into the metal (the inductive contribution is usually negligible, but may be-
come noticeable for very high frequencies and/or very narrow cavities). Thus,
the complex wavenumber of each modal transmission line in the cavity can now
be written as
βˆ(2)n =
√
(β
(2)
n )2 + (∆βn)2 (3.19)
where β(2)n is the propagation constant calculated in the lossless case, and (∆βn)2
is the contribution of the ohmic losses obtained by the perturbation method
[34],
(∆βn)
2 = (2− δn,0)(1− j)δs
s
ε
(2)
r k
2
0 (3.20)
with δs =
√
2/ωµ0σm being the skin depth and σm the conductivity of the metal.
The complex characteristic admittance of the corresponding nth-order trans-
mission line, Yˆ (2)n , is obtained using (3.18) but with ε
(2)
r and βˆ
(2)
n .
Concerning ohmic losses in the back wall of the cavity, its effect is introduced
by placing an imperfect short-circuit load at the end of the modal transmission
lines. Assuming strong skin effect, the value of the admittance of this load is
given directly by the surface admittance [34],
Ys =
1
2
(1− j)σmδs (3.21)
which is the same for all the cavity modes.
For the two previous cases of lateral walls and back wall it has been possi-
ble to account approximately for the effect of ohmic losses individually for each
mode in the cavity, and then it is straightforward to compute the corresponding
input admittances seen at the slit aperture. These input admittances incorpo-
rate the combined effect of the lateral and back wall losses and are obtained
88 Chapter 3
Figure 3.5: Equivalent circuit of the periodic structure under analysis with
ohmic losses.
by transforming the imperfect load Ys along the lossy transmission line with
wavenumber βˆ(2)n and characteristic admittance Yˆ
(2)
n , thus giving the following
expression that substitutes (3.6):
Yˆ in, Rn = Yˆ
(2)
n
Ys + jYˆ
(2)
n tan(βˆ
(2)
n d2)
Yˆ
(2)
n + jYs tan(βˆ
(2)
n d2)
. (3.22)
Finally, for ohmic losses in the slit screen, since all modes and harmon-
ics couple together at the slit discontinuity, it is not easy to find an approxi-
mate analytical expression that accounts for the effect of each individual mode.
However, an heuristic reasoning suggests to model approximately the resistive
screen by a similar equivalent surface admittance as that used in the back wall
case, but excluding now the contribution corresponding to the aperture. Thus,
this ohmic effect is here taken into account as a series resistance connected to
each transmission line (propagative modes/harmonics), whose value is given
by
R
(1)
s,n =
p− w
p
1
σmδs
(3.23)
R
(2)
s,n = 2(1− δn,0)p
s
s− w
s
1
σmδs
. (3.24)
The resulting final equivalent circuit is schematically shown in Fig.3.5.
3.3 Numerical Results
In the derivation of our equivalent circuit model, a given electric field profile at
the slit aperture was assumed. For the strip/slit gratings studied in Chapter 2,
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this approximated profile was proven to give sufficient accuracy, even in the
oblique incidence case. This fact suggests that the same profile could also work
properly for both the symmetric and the non-symmetric planar T-shaped cor-
rugated structures. In this latter case, the asymmetry is partly considered in our
analysis by the inclusion of odd modes in the proposed modal expansion for the
cavity. An additional approximation in our study is that the effect of higher order
harmonics/modes is accounted for by a global lumped capacitance. Hence, due
to the existence of such approximations, the accuracy of our model needs to be
validated against some independent numerical results. This validation is next
carried out by comparing our results with the data obtained from an in-house
full-wave MoM numerical code that uses several basis functions for the electric
field at the slit (for our purposes, this carefully implemented MoM is considered
“exact”). With the aim of exploring how other previously proposed equivalent-
circuit models behave with respect to our equivalent-circuit approach in terms
of accuracy, robustness and range of applicability, our results are also com-
pared with those computed from the formula provided in [89, Eq.27] (hence-
forth called Kehn’s formula) and with those obtained following Woo’s circuit re-
ported in [91]. The examples showing ohmic losses are compared with simula-
tions obtained with HFSS.
3.3.1 Comparison with MoM and Kehn’s formula
A first comparison is shown in Fig. 3.6, where the phase of the reflection co-
efficient is plotted versus frequency for three different configurations (see the
caption for the structure parameters). The slit aperture is symmetrically placed,
so there is no contribution of the odd modes inside the cavity in our model. As
expected, as frequency increases, the structure departs from the low-frequency
electric wall behavior to achieve a near-zero phase of the reflection coefficient
(the well known artificial magnetic conductor, AMC, or high-impedance sur-
face) in a given frequency range. This can be understood as the “quarter-wave
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Figure 3.6: Phase of the reflection coefficient vs. frequency for three differ-
ent configurations. Top: p = 1 mm, s = 0.25 mm, w = 0.75s, d2 = 4 mm,
h = 0 mm, ε(1)r = 1, ε
(2)
r = 5, θ = 30◦, in our model N = 2, M = 1. Center:
same as top, except s = 0.5 mm, w = 0.2s. Bottom: p = 5 mm, s = 4 mm,
w = 0.2s, d2 = 1 mm, h = 0 mm, ε
(1)
r = 1, ε
(2)
r = 5, θ = 10◦. In our model,
N = 2, M = 2. c©2014 IEEE
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transformer” effect caused by the transmission line corresponding to the funda-
mental TEM mode inside the groove [the transmission line (2) shown in Fig.3.4(a)].
Rigorously, the magnetic wall condition occurs at a frequency slightly lower
than that for which p
w
Y
in, right
0 = 0, since this admittance has to compensate for
the capacitive admittance Yeq introduced by the high-order modes/harmonics
excited at the slit discontinuity so that p
w
Y
in, right
0 + Yeq = 0. In the case shown
at the top of Fig.3.6, the agreement between the three sets of data (our equiva-
lent circuit, the MoM, and Kehn’s formula in [89, 90]) is very good in all the fre-
quency range shown. However, in this case, the groove width is electrically small
in the considered frequency range (s/λ0 ≤ 1/20, with λ0 being the free-space
wavelength) and the slit aperture is relatively wide with respect to the groove
(w/s = 3/4). Hence, the high-order modes excited at the discontinuity are not
expected to have a relevant effect (Khen’s formula was derived neglecting the
effect of high order modes). In the case shown at the central panel of Fig. 3.6,
the groove has been enlarged to half the size of the unit-cell period (s/p = 1/2),
and the slit aperture has been narrowed to 20% of the groove size (w/s = 1/5).
In this situation, Kehn’s formula clearly deviates from the MoM numerical re-
sults as frequency increases, whereas the results provided by our circuit model
remain remarkably accurate. With the set of dimensions chosen in the bottom
panel in Fig. 3.6, Kehn’s formula is not capable of reproducing the correct be-
havior of the phase of the reflection coefficient. The reason behind such a poor
behavior of Kehn’s expression is related to the relatively small value of the cor-
rugation depth. Under these circumstances, the implicit assumption in Kehn’s
model linking the phase evolution to the existence of Fabry-Pérot resonances
along the z-direction is no longer valid. Our model makes no assumption in
this regard but takes into account analytically the influence of high order cav-
ity modes, which turns out to be essential in this situation. Indeed, the cutoff
frequency of the first high order mode inside the cavity is 33.54 GHz. At this fre-
quency, the admittance of this high order mode diverges, giving rise to a short-
circuit in the equivalent admittance associated with the discontinuity. This fact
is perfectly captured by our model, in good agreement with MoM, but seems to
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be ignored by other simplified equivalent circuits. (In order to show a validation
of our MoM code, HFSS results are also included in this last plot. The agreement
between MoM and HFSS results is similarly good for all the cases without ohmic
losses studied.)
3.3.2 Classical corrugated surface. Comparison with Woo’s cir-
cuit model
Fig.3.7 shows results for the classical corrugated surface recently studied in [91]
by means of an analytical circuit model (here called Woo’s circuit model). Ac-
tually, for the case of TM incidence, the circuit model in [91] resembles the one
proposed by some of the authors in [24] for transmission slit structures. The
purpose of Fig. 3.7 is to compare the predictions of the model in [91] with the
new proposal in the present chapter. The top plot shows the phase of the re-
flection coefficient when the groove size is 1/10 of the unit cell period. As ex-
pected, our circuit approach gives accurate results, which agree very well with
MoM data, due to the small electrical size of the aperture. Woo’s circuit model
also provides acceptable agreement with MoM numerical code results, although
slightly less precise. It should be reminded that Woo’s model considers only the
TEM mode inside the cavity; i.e., the reactive field is ignored. Hence, as the
groove size grows, the accuracy of this model is expected to worsen, as observed
in the bottom plot of Fig.3.7 even in the low frequency regime. In this last case,
the groove size is now 4/10 of the period and its electrical size is not negligible
at the high end of the studied frequency spectrum, thus raising a non-negligible
reactive field inside the cavity. Although our model does account for the reac-
tive field excited in the discontinuity, its numerical results are not expected to
be very accurate at high frequencies where the width of the cavity is not electri-
cally small (@45 GHz, s/λ0 = 3/10) and the approximation for the aperture field
in (3.8) is not sufficiently valid.
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Figure 3.7: Phase of reflection coefficient vs. frequency for two different
configurations. Top: p = 5 mm, s = 0.5 mm, w = s, d = 3 mm, h = 0 mm,
ε
(1)
r = 1, ε
(2)
r = 6, θ = 0◦, in our model N = 1, M = 1. Bottom: same as top,
except s = 2 mm and M = 2. c©2014 IEEE
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3.3.3 T-shaped corrugated structure beyond the onset of the first
grating lobe
An interesting example is shown in Fig.3.8, where the magnitude and phase of
the reflection coefficient is plotted versus frequency for a T-shaped and non-
symmetric corrugated structure. Since an obliquely incident plane wave im-
pinges on the corrugated surface, purely specular reflection is expected only be-
low approximately 34 GHz, the onset frequency at which the n = −1 harmonic
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Figure 3.8: Magnitude (top) and phase (bottom) of the reflection coefficient
vs. frequency for a structure with p = 5 mm, s = 1 mm, w = 0.5 mm, d2 =
5 mm, h = 0.1 , ε(1)r = 1, ε
(2)
r = 6, θ = 50◦. In our model, N = 2, M = 1. The
frequency swept in the top plot has been removed, but it is exactly the same
as the one used for the bottom plot. c©2014 IEEE
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becomes propagative. Above that onset frequency, the reflected power is car-
ried away by the two propagative harmonics (n = 0,−1) outside the cavity. As
frequency increases, the power ratio transferred to each propagative harmonic
varies. The top plot in Fig. 3.8 shows that, around 42 and 54 GHz, the fraction
of the reflected power channeled into the zero-order harmonic is very low. In
certain frequency bands centered at these two frequencies, most of the power
is then “diffracted” to the n = −1 harmonic, thus preventing specular reflec-
tion. This behavior can readily be understood in terms of our circuit model, as
explained next. In the bottom plot of Fig.3.8, it can be observed that the reflec-
tion phase is close to zero at these two reflectivity minima. Indeed, the minima
occur when the corrugation depth d2 is below but close to 7/4λ
(2)
0 and 9/4λ
(2)
0 ,
with λ(2)0 being the wavelength of the TEM (zero-order) mode inside the cavity.
At these frequencies the zero-order mode input admittance, p
w
Y in, R0 , is inductive
and small (recall that p
w
Y in, R0 = 0 when the corrugation depth is an odd multiple
of λ(2)0 /4). Hence, the
p
s
Y in, R0 admittance can compensate for the small capaci-
tive admittance introduced by evanescent harmonic/modes excited at the slit
discontinuity (namely, p
s
Y in, R0 + Y˜eq ≈ 0, where Y˜eq stands for the equivalent ad-
mittance excluding the effect of the n = −1 propagative harmonic). Under these
circumstances, the load met at z = 0 by the impinging signal in the circuit model
is just the real admittance of the n = −1 propagative harmonic. If this real ad-
mittance is close to the characteristic admittance of the input transmission line
(Y (0)0 in this case), there will be good matching and most of the impinging power
is transferred to the n = −1 propagative harmonic (this matching is found to be
better at 41.2 GHz than at 52.7 GHz). At approximately 49 GHz, the whole power
returns again along the input line since, at this frequency, d2 = 2λ
(2)
0 and then
Y
in,(2)
0 = ∞, causing a short circuit in the corresponding equivalent circuit. It
should be noted that the groove size was chosen small enough to avoid the exci-
tation of propagative modes inside the cavity in the considered frequency range
(s/λ(2)0 < 1/2). Thus, the present structure could be used in applications where
specular reflections are not desired. Finally, it should be pointed out that the
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numerical results provided by our approach and the MoM agree very satisfac-
torily, showing a slight deviation at high frequencies as a consequence, once
again, of the limitations introduced by the assumed electric field profile. This
satisfactory agreement has also been found for other incident angles, even for
the limiting case of grazing incidence.
3.3.4 T-shaped corrugated structure with narrow grooves: high-
impedance-surface behavior
Previously it has been discussed that the possible application of the T-shaped
corrugated structure as a high impedance surface (HIS, obtained when it be-
haves as an AMC) can be related to corrugation depths satisfying the condition
d2 ≈ (2m + 1)λ(2)0 /4. However, this HIS behavior can also be obtained in a dif-
ferent way by using wide and shallow grooves to make that the first propagative
mode inside the cavity appears at a frequency lower than that of the first AMC
condition (this situation requires s > 2d2). At this point it is convenient to recall
that the TM modal admittances grow to infinity as the frequency approaches
any of the corresponding modal cutoff frequencies. Thus, for frequencies lower
than the cutoff frequency of a given high order mode, the corresponding modal
admittance is capacitive and can be as high as desired. For wide and shallow
grooves, it implies that, at some frequency below the cutoff of the first high order
mode inside the cavity, the capacitive admittance of the high order modes can
compensate for the inductive admittance associated with the zero-order TEM
standing wave inside the cavity (so that the admittance of the resulting LC tank
is zero). For that frequency, the corrugated structure resonates and behaves as
a magnetic conductor (open circuit). This situation is reported in Fig.3.9, which
shows the phase of the reflection coefficient versus the normalized frequency
for two different configurations. In the top plot, a symmetric structure is ana-
lyzed. Since odd high order modes inside the cavity are not considered due to
symmetry, the onset of the first high order mode takes place at s/λ(2)0 = 1. A
near-zero phase is observed at d2/λ
(2)
0 ≈ 0.052, corresponding to s/λ(2)0 ≈ 0.466.
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Figure 3.9: Phase of reflection coefficient vs. frequency for two different
configurations. Top: p = 5 mm, s = 4.5 mm, w = 0.5 mm, d2 = 0.5 mm,
h = 0 mm, ε(1)r = 1, ε
(2)
r = 5, θ = 30◦. Bottom: Same as top, except h = 2 mm.
N = 1, M = 2. c©2014 IEEE
The bottom plot shows results obtained for an asymmetric structure with the
slit fully displaced. In this case, the onset of the first odd high-order mode is
half lower than that of the first even high-order mode, which causes the HIS be-
havior to be found also at a lower frequency (d2/λ
(2)
0 ≈ 0.0284, corresponding
to s/λ(2)0 ≈ 0.255). It is interesting to note that these HIS behaviors occur when
the groove size is roughly λ(2)0 /2 and λ
(2)
0 /4, respectively. This is consistent with a
possible alternative view [84] that considers the propagation of the TEM mode
98 Chapter 3
along the vertical y direction inside the cavity, with the screen and the back wall
now forming the parallel-plate waveguide. Under this standpoint, the structure
is expected to behave as an AMC when either the upper (seen from the slit aper-
ture) or the lower TEM line is roughly a quarter wavelength long.
3.3.5 Design of an absorber
The AMC behavior of the T-shaped planar corrugated structure discussed above
can also be used to design a very thin narrow-band absorber. The underlying
reasoning is based on the familiar idea that the electric field is maximum at
the aperture under resonance condition, and therefore it may be strongly dis-
sipated by placing a resistive overlay with the appropriate conductivity on top
of the corrugations. In principle, this appropriate value of conductivity can be
found by matching the real part of the input admittance of the resistive overlay
(terminated with an open circuit) to the characteristic admittance of the input
transmission line, namely,
Y
(0)
0 = Re
[
Y in, L0
]
= Re
[
jYˆ
(1)
0 tan(βˆ
(1)
n d1)
]
. (3.25)
Assuming that the resistive slab is electrically thin, the above condition leads to
Y
(0)
0 ≈ Re
[
j
ωε0εˆ
(1)
r
βˆ
(1)
n
βˆ(1)n d1
]
= σ1d1 . (3.26)
However, it should be noted that the condition (3.26) has been obtained con-
sidering only the effect that the resistive overlay has on the zeroth-order har-
monic. Certainly, the higher-order harmonics will also be affected, and their
corresponding admittances in the model also contribute with a real (resistive)
part. In other words, the value of the overlay conductivity in (3.26) provides
optimum absorption as long as the total field inside the resistive slab is well
accounted for by the zeroth-order harmonic field, thus neglecting the strong
inhomogeneity of the field in the aperture region. Nevertheless, the value of
the conductivity obtained from the proposed coarse matching condition (3.26)
can be used as an initial guess in an optimization procedure to enhance the
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Figure 3.10: Magnitude of reflection coefficient vs. frequency. Structure
parameters: p = 5 mm, s = 4.5 mm, w = 0.5 mm, d1 = 0.5 mm, d2 = 0.5 mm
h = 2 mm, ε(0)r = 1, ε
(1)
r = 12, ε
(2)
r = 5, θ = 0◦, σ1 = 1.088 S/m, N = 2, M = 3.
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level of absorption. Here it should be pointed out that the very fast numerical
nature of our circuit model makes it particularly suitable for this optimization
procedure. An example under normal incidence is given in Fig.3.10, where the
initial conductivity value given by (3.26) was σ1 = 5.308 S/m, and the final over-
lay conductivity that provides the good levels of absorption shown in the figure
is σ1 = 1.088 S/m (the relative permittivity of the cover layer is taken as ε
(1)
r = 12
to simulate a silicon substrate). Strong dissipation is observed at certain narrow
frequency bands where an AMC resonance condition exists, as expected. These
bands alternate with broad bands of high reflection when the frequency is far
from the mentioned resonance conditions.
If the incidence angle of the impinging plane wave varies, the admittances of
the lines in the model change and so does the optimal value of the conductivity.
In order to study this issue, Fig.3.11 shows an incidence angle scanning for dif-
ferent slab thicknesses at the maximum-dissipation frequency (6.34 GHz). For
each substrate thickness, the conductivity of the resistive cover layer has been
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optimized to obtain minimum reflection at normal incidence. It can be ob-
served how the absorption deteriorates as the incidence angle increases. Never-
theless, the reflection coefficient magnitude is kept below 0.1 (-20 dB) for angles
up to around 35◦. Thus, for incidence between -35◦ and 35◦, a reflection level
below -20 dB is expected. Fig.3.11 also shows the remarkable fact that the an-
gular variation of the reflection coefficient is almost independent of the overlay
thickness.
3.3.6 Lossy grating
As a last example, the accuracy of our equivalent circuit to model a cavity with
ohmic losses is studied. In most practical cases, the cavity is usually fabricated
with a good conductor and an almost negligible effect of dissipation is expected.
In the present example, a lossy conductor is used in order to increase the influ-
ence of the ohmic losses. In Fig.3.12 the reflection coefficient is plotted versus
frequency when an oblique plane wave impinges on an asymmetric T-shaped
corrugated structure. The dissipation level is low except around the frequencies
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Figure 3.12: Magnitude of the reflection coefficient vs. normalized fre-
quency. Structure parameters: p = 5 mm, s = 3 mm, w = 0.6 mm, d2 =
1 mm, h = −0.6 mm, ε(1)r = 1, ε(2)r = 6, θ = 50◦, σm = 106 S/m, N = 2, M = 2.
c©2014 IEEE
for which the structure behaves as an AMC. At these particular frequencies, the
reactive admittances of the corresponding equivalent circuit cancel out, result-
ing in a purely resistive equivalent admittance. Beyond 34 GHz, the structure
works in the first grating-lobe regime and the power is split into both propaga-
tive harmonics (n = 0, n = −1), making the effect of losses difficult to visualize.
The comparison between our model and HFSS is good for low frequencies and
deteriorates at higher frequencies because of the limitations of the model.
3.4 Limits of validity of the model
In the present section we will study the limits of validity of the equivalent cir-
cuit for the structure considered in this chapter. In the previous chapter, a study
concerning the accuracy of the model in terms of the slit size was carried out.
Now, we will extend the study to the analysis of the accuracy of the model in
terms of the position of the slit, given by the parameter h, and the proximity of
the back electric wall to the slit aperture plane, represented by d. In principle,
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setting the slit at a non-symmetric position with respect to the horizontal mid-
dle plane of the unit cell introduces a non-negligible odd contribution in the
field at the discontinuity, even for normal incidence. We will now check if this
effect is properly taken into account by the profile in (3.8), which is symmetric
with respect to the middle plane of the slit, but non-symmetric with respect to
the horizontal middle plane of the unit cell. The position of the electric wall also
influences the slit-aperture field, specially when the wall is close enough to the
slit-aperture plane.
3.4.1 Influence of the position of the slit
As a first example, we consider the results plotted in Fig.3.13, which show three
different plots for three different positions of the slit aperture (3 different val-
ues of h). The structure is immersed in vacuum and TM normal incidence is
assumed. Due to the full reflection exhibited by these kind of structures, the
phase of the reflection coefficient is plotted versus the normalized frequency.
The frequency has been normalized in terms of the wavelength in vacuum. At
this point it is important to highlight that following the criterion to normalize
the frequency used in the previous chapter for TM incidence on slit gratings
(w/λ, with λ being the wavelength in the highest permittivity medium), the con-
clusions obtained for the case in vacuum could readily be extended to more
complex cases with different dielectric media at both sides of the discontinuity.
On account on this, we only show results in vacuum in this section. The plot in
Fig. 3.13(a) have been obtained for h = 0. Results from the MoM and the cir-
cuit model are almost identical up to w/λ0 = 0.6. Beyond this frequency some
differences can be clearly appreciated. The plots in Fig.3.13(b) and Fig.3.13(c),
obtained for h = 0.15p and h = 0.35p respectively, show some differences be-
tween both kind of results around w/λ0 ≈ 0.4. In addition, there is not a perfect
matching in the results beyond w/λ0 = 0.2 in both cases although the differ-
ences are minor. It is worth mentioning that according to the structure parame-
ters of the structure (see the caption of the figure), the maximum value allowed
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(c) h = 0.35p
Figure 3.13: Phase of the reflection coefficient versus normalized frequency
for TM normal incidence in vacuum. Structure parameters: p = 5 mm, s =
4.5 mm, w = 1 mm, d = 1 mm.
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for h is h = 0.35p (larger values would place the slit at the same height than
the vertical walls of the metallic waveguide), so we can conclude that the model
works accurately even up to w/λ0 = 0.4 in the most extreme case (highest value
allowed for h). Of course this limit is increased, up to w/λ0 = 0.6, if the slit is
symmetrically placed with respect the horizontal middle plane of the unit cell,
h = 0.
3.4.2 Influence of the back electric wall
The results discussed above have been obtained for a groove depth (distance
between the back electric wall and the slit discontinuity) of d = 0.2p. At this
position the influence of the electric wall over the field at the slit aperture is ex-
pected to be negligible. However, this influence should not be neglected if the
wall is closer to the slit-aperture plane. In this sense, in Fig.3.14 we have plotted
the phase of the reflection coefficient of a normally-impinging TM plane wave
for different groove depths when the structure has the slit centered (h = 0, left
column) and the structure has the slit at h = 0.35p (right column). The groove
depths chosen are, from top to bottom, d = 0.4p, 0.1p, 0.02p in both columns.
As expected, the top plots keep the limit of validity deduced in the previous
case when the influence of the wall was considered negligible. The middle plots
(both right and left), on the contrary, show a deterioration of the results at lower
frequencies. The left figure, obtained for a centered slit, begins to deteriorate
beyond w/λ0 = 0.4 whereas the right figure, with the slit in a non-symmetric
position with respect to the horizontal middle plane, shows accurate results up
to w/λ0 = 0.2. Similar conclusions can be extracted from the bottom plots so
that it is clear that the presence of the electric wall affects the field at the slit
in these cases. Anyhow, in the worst case and under normal incidence, we ob-
serve that the model provides accurate results up to w/λ0 = 0.2. In fact, we can
also add that the model provides reliable results, in the most extreme case, up
to w/λ0 = 0.4, and up to w/λ0 = 0.6 for the structure with the slit symmetrically
placed.
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Figure 3.14: Phase of the reflection coefficient versus normalized frequency
for TM normal incidence. Structure parameters: p, s, w, ε(1)r , ε
(2)
r are identical
those used in Fig.3.13. The left column shows results obtained for h = 0 mm.
The right column shows results for h = 0.35p. From top to bottom: d =
0.4p, 0.1p, 0.02p in both columns.
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(c) d = 0.1p
Figure 3.15: Phase of the reflection coefficient for TM oblique incidence.
Structure parameters: p, s, w, ε(1)r , ε
(2)
r are identical to those used in Fig.3.13.
h = 0.35p and θ = 30o.
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3.4.3 Influence of the incidence angle
Finally, some results are shown for oblique incidence at θ = 30o in Fig. 3.15.
Three different groove depths are considered for the case of h = 0.35p. From top
to bottom, they are d = 0.4p, 0.2p, 0.1p. The top and middle plots show a good
agreement up to frequencies around w/λ0 = 0.3, which coincides with half the
limit deduced above for normal incidence. The bottom plot also shows reliable
results up to w/λ0 ≈ 0.3. In this sense we can conclude that, for oblique in-
cidence, reliable results are obtained up to w/λ0 = 0.3 in all cases, although,
of course, the level of accuracy improves slighly as the groove depth is longer.
All these conclusions can be extended to more complicated cases considering
different dielectric slabs at both sides of the discontinuity if, as we have men-
tioned above, the normalization of the frequency is carried out according to the
criterion employed in the previous chapter for TM incidence on slits gratings.
3.5 Conclusions
A novel equivalent circuit approach has been presented to deal with the scatter-
ing of a TM-polarized plane wave obliquely incident on a 1-D periodic T-shaped
corrugated surface with an overlay. The key features of our approach are that the
topology of the circuit is deduced rigorously from an integral equation formu-
lation and that closed-form expressions are given for all the circuit parameters.
This last feature makes that the computational cost required by the present ap-
proach is very low, which can be very advantageous for design and/or optimiza-
tion purposes. The numerical results obtained with the present circuit model
have been compared with a rigorous full-wave MoM method and with the HFSS
simulator, as well as with other circuit approaches previously reported in the lit-
erature. The agreement is quite good with MoM and HFSS for relatively narrow
slits even well beyond the diffraction regime, deteriorating slightly as the elec-
trical size of the corrugation aperture increases. An additional advantage of our
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approach comes from the fact that the equivalent circuit allows for a straight-
forward understanding of the underlying physics of some relevant phenomena
in terms of circuital and transmission line concepts. This provides us with the
capability of predicting new interesting configurations with potential practical
applications. Some of the possible applications that have been discussed in this
chapter are an electrically thin high-impedance surface, a structure that avoids
specular reflection, and a very thin narrow-band absorber. The equivalent cir-
cuit approach has also been extended to incorporate the effect of ohmic losses
in the cavity walls.
Chapter 4
1-D Periodic Compound Gratings.
4.1 Introduction
The study of the scattering response of periodic compound gratings has at-
tracted much attention due to their interesting properties. Compound gratings
refers to gratings that have more than one scatterer per period. In particular,
in the present chapter we will deal with thick gratings having several slits per
period. The study of thick compound gratings was linked to their superdirectiv-
ity properties in the field of passive antennas in the last century [92]. The su-
perdirectivity concept, however, has been known for many decades [94–96] and
denotes an arbitrary ultra-directive sharp beam given in a finite-sized radiation
system. Based on previous analysis on planar structures with periodically per-
forated cavities [97–101], the work in [102] predicts that the scattered field from
a structure formed by a finite number of slotted cylinders exhibits superdirectiv-
ity at certain frequencies. According to the result in [102], in [92] a similar study
about superdirectivity was carried out in metal thick and planar screens with 1-
D rectangular and different-sized corrugations. In that work the appearance of
superdirectivity was directly related to the excitation of a particular resonance,
appearing where the fields in different cavities differs in pi radians. Such a reso-
nance phenomenon is accompanied with a strong magnetic-field enhancement
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inside the resonant cavities. This particular resonance is the so-called phase res-
onance [27].
Phase resonance, mainly given in structures containing several individual
resonators, is exhibited when, at least, two of these resonators resonate between
them [102]. For instance, a particular case of such resonant structure is a corru-
gated surface with different cavities, as the one reported in [92]. Further studies
concluded that corrugated surfaces consisting of periodic gratings comprising
several identical corrugations per period also show phase resonance. In [27] an
exhaustive study about phase resonance is carried out in gratings having sev-
eral rectangular corrugations per period, also called reflection compound grat-
ing. Assuming a TM plane wave impinging normally on the structure, citeFan-
itno01 explores the connection between the number of slits per unit cell and the
number of phase resonances excited along a wide frequency band. The study
determined that, for a symmetrical unit cell with identical slits, at least three
grooves are required to excite a phase resonance. According to this, compound
gratings having one or two identical slits per period will not support phase res-
onances. Following the line in [27], a in-depth study about the influence of the
geometry of the compound-grating unit cell on phase resonances is reported
in [103]. Phase resonances are also studied in detail when the gratings are ex-
posed to obliquely-incidence radiation [104]. The possible practical interest of
phase resonances is not linked only to superdirectivity. At frequencies far below
the first grating lobe, phase resonance is manifested in lossy compound grat-
ings as a strong absorption peak [105]. No clear interpretations are found in
the literature about this surprising phenomenon (a 60%-absorption peak can
be achieved in copper-gratings).
Transmission compound gratings also present interesting properties linked
to phase resonances. Transmission compound gratings are, for the scope of this
chapter, thick metallic gratings having several slits per period. In transmission
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compound gratings, phase resonance is theoretically reported [106–108] and ex-
perimentally measured [109–111] as a narrow transmission dip inside a Fabry-
Pérot (FP) transmission band. These spectral properties in transmission grat-
ings have been exploited in two-slit compound gratings at optical frequencies.
As was mentioned above, compound gratings with two identical slits do not ex-
hibit phase resonance [112, 113]. On the contrary, gratings with two different
slits per period [114, 115] or two identical slits per period exposed to obliquely-
incident radiation [116] do exhibit phase resonance.
In this chapter we will study in detail the rich phenomenology associated
with compound gratings. Most of the theoretical studies reported in the pa-
pers cited above addressed the compound-grating problem in terms of a mode-
matching method. Mode matching provides accurate numerical results but it is
computationally demanding. In the literature, previous heuristic circuit mod-
els were proposed in [24, 117] in order to explain extraordinary transmission
(which also appears in compound gratings). The circuit elements of the circuit
were obtained via external full-wave simulations, and they do not work prop-
erly beyond the onset of the first grating lobe. In order to extend the use of the
circuit model to a wider range of frequencies, here we present an equivalent
circuit derived from the electric field integral equation. In fact, this derivation
was explicitally developed in Chapter 1 for a compound grating whose unit cell
is reducible to a two-slit discontinuity problem. The approach provides fully-
analytical and self-consistent expressions for all the circuit elements, includ-
ing the dynamical behaviour of the structure. The derivation of such a circuit
is now extended to compound gratings having a higher number of slits per pe-
riod, symmetrically and non-symmetrically distributed along the unit cell of the
structure. We will also briefly consider the case of oblique incidence, giving a
solution for the problem although not providing an explicit topology for the cir-
cuit model. Ohmic losses will be included in the model by using the strong skin
effect of the approximation already used for T-shaped corrugations in Chap-
ter 3. Finally, we will also include the plasma behaviour of metals in the circuit
model, in order to reproduce the scattering properties of compound gratings
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operating in THz/infrared regime. Many comparisons with commercial solvers
are provided, both for frequency ranges far below and above the onset of the
first grating lobe. Finally, a brief discussion about the limits of validity of the
model is also added at the end of the present chapter.
4.2 Compound grating whose unit cell is reducible
to a two-slit discontinuity problem.
In the present section we will deal with 1-D compound gratings whose unit cell
reduces to the two-slit discontinuity problem previously analyzed in Chapter 1.
This kind of gratings includes not only compound gratings with two slits per
period, but also gratings with three and four slits per period when they satisfy
some symmetry restrictions; namely, the slit distribution must be symmetrical
with respect to the middle plane of the unit cell (slits located at opposite posi-
tions with respect to the middle plane must be identical, and the incidence of
the plane wave must be normal). These conditions ensure that the field distri-
bution at slits located at opposite positions with respect the horizontal middle
plane of the unit cell are identical. This fact allows us to reduce the analysis
to a half unit-cell problem, thus reducing the three- and four-slit discontinuity
problem to a two-slit discontinuity problem. The restriction concerning the in-
cident direction of the impinging plane wave is also necessary for the case of
compound grating with two slits per period. In fact, this restriction is crucial in
order to derive the equivalent circuit, as it was advanced in Chapter 1, in order
to satisfy the condition in (1.101). Summarizing, the model obtained in Chap-
ter 1 is valid for gratings with two slits per period, which may be different and
can be arbitrarily distributed along the unit cell, and for gratings with three and
four slits per period simmetrically distributed within the unit cell. In all cases,
the incidence must be normal.
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PBC
PBC
Figure 4.1: (a): Structure to be characterized. The discontinuity is consti-
tuted by two different slits. (b): Corresponding unit cell.
4.2.1 Equivalent circuit for 1-D compound gratings with two
slits per period. Characterization of the discontinuity
We will first particularize the equivalent circuit in Fig. 1.12 for the compound
grating with two slits per period. The structure under consideration is shown
in Fig.4.1(a), and its corresponding unit cell is sketched in Fig.4.1(b). The unit
cell shows a general situation, where the metallic structure has two slits with
different sizes. The center of each slit is separated h1 and h2 from the horizontal
middle plane of the unit cell, so that the distance between the center of both
slits is h2 − h1. The external region, denoted by (0), is bounded by PBC (gener-
alized waveguide), so that the field in this region can be represented in terms of
Floquet harmonics. At this point, it is important to remark that only TM inci-
dence will be considered in the present chapter. The interaction of TM waves
with the structure provides a rich phenomenology associated with the scattered
fields whereas TE waves barely interact with the structure. Then, the proper set
of modes for the external region is described by the following orthonormal basis
of TM Floquet harmonics,
e
(0)
n,TM =
1√
p
e−jkny yˆ . (4.1)
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On the other hand, the internal region involves the metallic structure. Both
slits, which might be filled with a dielectric substrate, are actually parallel-plate
waveguides bounded by perfect electric conductors. Due to the assumed small
size of the slits with respect the operation wavelength, the field inside can be
described in terms of the fundamental or TEM mode supported by each waveg-
uide. Introducing the appropiate normalization constants, the modal profile of
the TEM mode for each waveguide is given by
e
(i)
0,TM =
1√
wi
i = 1, 2 . (4.2)
Now, let the electric field distribution at each slit aperture be represented by
a constant profile; that is,
Es(ω, y) = g1(ω)A1 + g2(ω)A2, (4.3)
with Ai being the field profile corresponding to slit (i) and defined for the inter-
val−wi/2 +hi < y < wi/2 +hi. Therefore, the specific expression in (1.74) corre-
sponding to the projection of a nth-order harmonic e(0)n,TM over the field profiles
Ai are
f˜ (i)n =
Aiwi√
p
sinc(knwi/2)e
jknhi i = 1, 2 (4.4)
with sinc(·) being the cardinal sine function. Analogously, the expressions in
(1.75) and (1.76) involve the projection of the TEM mode over the field profile at
each aperture. Assuming the profile in (4.3), we now have
S
(i)
0 = Ai
√
wi i = 1, 2 . (4.5)
Using (4.4) and (4.5), the turn ratios of the transformers previously defined for
the admittance expressions in (1.88), (1.89), (1.90), (1.93), (1.94) and (1.95) now
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become ∣∣∣∣∣ f˜ (i)nf˜ (i)0
∣∣∣∣∣
2
= sinc2(knwi/2) i = 1, 2 (4.6)
f˜
(1)
n [f˜
(2)
n ]∗
f˜
(1)
0 [f˜
(2)
0 ]
∗
= sinc(knw1/2)sinc(knw2/2)e
jkn(h1−h2) (4.7)
f˜
(2)
n [f˜
(1)
n ]∗
f˜
(2)
0 [f˜
(1)
0 ]
∗
= sinc(knw1/2)sinc(knw2/2)e
−jkn(h1−h2) (4.8)∣∣∣∣∣ S˜(i)0f˜ (i)0
∣∣∣∣∣
2
=
p
wi
i = 1, 2 . (4.9)
From (4.7) and (4.8) we construct Y12 and Y21 according to the expressions in
(1.89) and (1.93). Although the nature of the individual nth-order transformers
in (4.7) and (4.8) is complex, it can be demostrated that for Y12,
Y12 =
∑′
n
Y (0)n sinc(knw1/2)sinc(knw2/2)e
jkn(h1−h2)
= 2
∞∑
n=1
Y (0)n sinc(knw1/2)sinc(knw2/2) cos[kn(h1 − h2)] (4.10)
resulting in a purely real admittance. Proceeding identically with Y21 we finally
obtain the same result, satisfying Y12 = Y21. This condition is fullfilled because
the admittances become real-valued functions, which come from the consid-
eration of normal incidence. This would not have been possible for oblique
incidence. The expression in (4.9) shows a ratio between the dimensions of
both waveguides. Actually, such a factor can be used to redefine the charac-
teristic admittances of the lines that model the propagation of the TEM mode
inside the slits. As discussed in the previous chapter, this factor is in agreement
with the classical definition of the characteristic admittances for transmission
lines in terms of their associated voltages and currents. The equivalent circuit
can finally be represented as the one in Fig. 4.2, where the elements are those
in (1.102), (1.103), (1.108) and (1.109), which are calculated by introducing the
corresponding expressions of the transformers.
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Figure 4.2: Equivalent circuit for the discontinuity shown in Fig. 4.1. The
characteristic admittances of the lines have been adequately scaled.
4.2.2 1-D compound gratings with three and four slits per pe-
riod. Characterization of the discontinuity
As mentioned above, the unit cell of compound gratings with three and four
slits per period must be symmetrical with respect to its horizontal middle plane
in order to be analyzed as a two-slit discontinuity problem. In Fig. 4.3(a) and
Fig. 4.3(b) both structures are shown. Their corresponding two-slit unit cells
are depicted in Fig. 4.3(c) and Fig. 4.3(d). Due to the symmetry with respect to
y = 0, and the normal incidence, the external region is now bounded by virtual
electric walls. It is then interpreted as a parallel-plate waveguide whose plates
are separated p/2. The field in this region is described in terms of the modes of
such a waveguide, whose nth-order modal profiles are now described as
e
(0)
n,TM =
√
4− 2δn,0
p
cos(kny) (4.11)
with kn = 2npip . The internal region is identical as the one described for the previ-
ous case, although it is important to remark that for the compound grating with
three slits per period, the waveguide (1) is, for the resulting unit cell in Fig.4.3(c),
w1/2 wide and its center is placed at h1 = 0. Assuming the electric field in (4.3) at
the slit aperture plane, the projection of the modes over such a profile is written
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Figure 4.3: (a): Three-slit compound grating. (b) Four-slit compound grat-
ing. (c) and (d) represent the half unit cell for the three- and four-slit com-
pound grating respectively.
for the three-slit compound grating as follows:
f˜ (1)n = A
√
4− 2δn,0
p
sinc(knw1/2) cos(knh1) (4.12)
f˜ (2)n = B
√
4− 2δn,0
p
sinc(knw2/2) cos(knh2) (4.13)
S˜
(1)
0 = A
√
w1
2
(4.14)
S˜
(2)
0 = B
√
w2 . (4.15)
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In consequence, the transformer ratios can be expressed in the following way:∣∣∣∣∣ f˜ (i)nf˜ (i)0
∣∣∣∣∣
2
= 4 sinc2(knwi/2) cos
2(knhi) i = 1, 2 (4.16)
f˜
(1)
n f˜
(2)
n
f˜
(1)
0 f˜
(2)
0
= 4 sinc(knw1/2)sinc(knw2/2) cos(knh1) cos(knh2) (4.17)∣∣∣∣∣ S˜(1)0f˜ (1)0
∣∣∣∣∣
2
=
p
w1
(4.18)∣∣∣∣∣ S˜(2)0f˜ (2)0
∣∣∣∣∣
2
=
p
2w2
(4.19)
where h1 = 0. The scaling factor "2" appearing in (4.19) refers to the ratio be-
tween the dimensions of the unit cell, p/2 and the waveguide (2), w2.
For the four-slits compound grating, the above expressions are identical ex-
cepting (4.14) and, consequently, (4.18) because the size of the slit (1) is w1.
Thus,
S˜
(1)
0 = A
√
w1 (4.20)
and ∣∣∣∣∣ S˜(1)0f˜ (1)0
∣∣∣∣∣
2
=
p
2w1
. (4.21)
The equivalent circuit is identical to the one in Fig.4.2 but considering the cor-
responding scaling factors for the characteristic admittances of the lines.
4.2.3 Complete model for the reflection and transmission loss-
less structures
Once the equivalent circuit of the discontinuity that couples the impinging wave
to the slits is known, the complete models for both the reflection and trans-
mission structures are obtained quite straightforwardly. For a reflection grating
such as, for example, that sketched in Fig. 4.4, we just have to incorporate the
termination of the slits into the model. This is achieved simply by placing a
short-circuit termination at the corresponding distance from the discontinuity
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slits
metal
unit
cell 
Figure 4.4: . Sketch of a reflection three-slit structure.
Figure 4.5: Complete circuit model for a reflection compound grating such
as that in Fig.4.4. c©2016 IEEE
in each slit transmission line, as shown in Fig. 4.5. The equivalent load admit-
tance met by the impinging wave is then given by
Yeq = Y12 +
[
1
Y11 +
p
w1
Y
(1)
in
+
1
Y22 +
p
2w2
Y
(2)
in
]−1
(4.22)
where Y (i)in is the input admittance to the short-circuited length of transmission
line corresponding to slit i, namely,
Y
(i)
in = −jY (i)0 cot(β(i)0 di) (4.23)
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middle plane
Figure 4.6: Sketch of a transmission compound grating with three slits per
period distributed symmetrically in the unit cell. The structure is symmetric
with respect to the middle plane. c©2016 IEEE
with
β
(i)
0 = k0
√
ε
(i)
r (4.24)
being the wavenumber of the i-th slit TEM mode. The reflection coefficient is
finally obtained using standard transmission line theory as
R =
Y
(0)
0 − Yeq
Y
(0)
0 + Yeq
. (4.25)
For the case of a transmission grating such as that sketched in Fig. 4.6, we
can take advantage of the symmetry of the structure with respect to the verti-
cal middle plane of the screen to decompose the problem into even- and odd-
excitation half problems [24]. For the even excitation case, the middle plane
behaves as a virtual magnetic wall. This magnetic wall condition at the mid-
dle of the screen translates into open circuit terminations of the slit transmis-
sion lines at a distance d/2 from the discontinuity (d is the screen thickness).
For the odd excitation case, the middle plane behaves as a virtual electric wall,
corresponding to short-circuit terminations. Taking into account these consid-
erations, the circuit models for the even- and odd-excitation half problems are
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(a)
(b)
Figure 4.7: Circuit models for the (a) even and (b) odd excitation of the
transmission structure in Fig. 4.6. The models differ in the open/short cir-
cuit terminations of the slit transmission lines at a distance d/2, which cor-
respond to the middle plane behaving as a virtual magnetic/electric wall.
c©2016 IEEE
depicted in Fig.4.7. The equivalent load admittance for the even/odd excitation
circuits, Y (e/o)eq , is thus given by (4.22), but replacing the input admittances with
the ones corresponding to the circuits in Fig.4.7, namely,
Y
(i)
in = jY
(i)
0 ×
tan(β
(i)
0 d/2) even excitation
− cot(β(i)0 d/2) odd excitation .
(4.26)
The reflection coefficients for the even/odd excitations half problems are then
computed from
S
(e/o)
11 =
Y
(0)
0 − Y (e/o)eq
Y
(0)
0 + Y
(e/o)
eq
. (4.27)
Finally, the reflection and transmission coefficients for the complete structure
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are obtained as
R =
1
2
(S
(e)
11 + S
(o)
11 ) (4.28)
T =
1
2
(S
(e)
11 − S(o)11 ) . (4.29)
4.2.4 Introduction of losses
Material losses are separately considered (as usual) as dielectric losses in the
media filling the slits and ohmic losses in the metallic screen. The dielectric
losses are accounted for by simply taking their corresponding complex-valued
permittivities:
εˆ(i)r = ε
(i)
r (1− j tan δ(i)) (4.30)
where tan δ(i) is the dielectric loss tangent of the medium inside slit i. From a
practical point of view, dielectric losses are rigorously incorporated in the model
by introducing the complex permittivities into the expressions of the slit char-
acteristic admittances and wavenumbers.
Although high-conductivity metals behave almost as perfect conductors at
microwave frequencies, ohmic losses may be significant at the frequencies of
interest when resonances appear. In order to incorporate ohmic losses in the
present circuit model, the basic ideas in Chapter 3 can similarly be applied here.
In brief, the slits are now considered lossy parallel plate waveguides with com-
plex wavenumbers which, under the good conductor approximation and strong
skin effect conditions, are given by
βˆ
(i)
0 = β
(i)
0
√
1 + (1− j)δs/wi (4.31)
where β(i)0 is the wavenumber for the lossless structure and δs =
√
2/ωµ0σ is
the skin penetration depth into the metallic walls (σ is the screen conductivity).
Assuming a three-slit grating, the characteristic admittances of the slit trans-
mission lines are then obtained considering that
Yˆ
(i)
0 =
[εˆ
(i)
r ]
1/2
η0
i = 1, 2 . (4.32)
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Figure 4.8: Sketch of the circuit model for a lossy reflection grating, showing
the complex load admittances at the termination of the slit lines. c©2016
IEEE
For a transmission grating, ohmic losses are introduced in the model just by
replacing Y (i)0 and β
(i)
0 with their corresponding complex values Yˆ
(i)
0 and βˆ
(i)
0
in (4.26). In the case of a reflection grating, the losses at the bottom wall of
the slits can also be accounted for by terminating the slit transmission line with
imperfect short loads, as sketched in Fig.4.8. Including these loads is important
because high current density levels can appear in the short-circuit termination
of the slits at resonance. Under strong skin effect, the values of the load admit-
tances are given by
p
w1
Yˆload =
p
w1Zs
;
p
2w2
Yˆload =
p
2w2Zs
(4.33)
where
Zs =
1 + j
σδs
(4.34)
is the surface impedance of the metal. In consequence, the input admittances
in (4.23) have to be replaced with
Y
(1)
in =
p
w1
Yˆ
(1)
0
Yˆ
(1)
load + jYˆ
(1)
0 tan(βˆ
(1)
0 d1)
Yˆ
(1)
0 + jYˆ
(1)
load tan(βˆ
(1)
0 d1)
. (4.35)
where we have considered arbitrarily the slit (1).
It should be pointed out that the above considerations account for ohmic
losses in all the slit walls, but not in the metallic surfaces out of the slits. This
effect could be approximately introduced by adding appropriate resistors. How-
ever, as already mentioned above, this contribution can be neglected for good
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conductors (e.g., metals at microwave frequencies) since ohmic losses are sig-
nificant only under specific resonance conditions where most of the power is
dissipated inside the slits.
4.2.5 Extension of the equivalent circuit for THz/infrared fre-
quencies.
In the previous section we have described the introduction of ohmic losses in
the equivalent circuit. The approximation used in terms of the DC conductivity
is valid for good conductors in the microwave regime. However for THz/infrared
frequencies, metallic materials become dispersive and the approximations based
on a fixed finite DC conductivity becomes inaccurate. A better description of the
electromagnetic response of metals at these frequencies is given by the well-
known Drude model [61], which considers that the metal behaves as a gas of
free electrons moving in a fixed background of positive ion cores. The response
of a metallic material to an incoming radiation is described by the following
frequency-dependent complex permittivity (Drude permittivity):
εDruder (ω) = ε∞ −
ω2p
ω2 − jγω (4.36)
with ωp being the plasma angular frequency, γ the collision frequency, and ε∞
a dielectric constant accounting for residual polarization. A particular metal is
characterized by its own plasma and collision frequency [119]. For the scope of
this work, ε∞ = 1.
Introducing the properties of the metals into the circuit model, the electrical
features of the metallic walls of each groove are described by the Drude permit-
tivity [see Fig. 4.9(a)]. Generally, the modes supported by this kind of parallel-
plate waveguides are different to the modes supported by a waveguide delim-
ited by perfect electric conductors (especially at higher frequencies). We are
interested in finding the propagation constant of the fundamental TM mode,
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(a)
(b)
Figure 4.9: (a): Sketch of a plane wave propagating within a parallel-plate
waveguide bounded by a Drude material. (b): Equivalent transmission-line,
in this case, particularized for the slit 2.
which is obtained after solving the next system of equations [34],
εDruder k
(i)
y tan(k
(i)
y wi/2) = ε
(i)
r k
Drude
y (4.37)
ε
(i)
r k
2
0 − [k(i)y ]2 = εDruder k20 − [kDrudey ]2 (4.38)
where k(i)y and kDrudey represents the transverse component of the wavevector at
the media (i) and the metal respectively. The equation in (4.37) is a trascen-
dental equation whose solution can be found numerically by using, for intance,
the Muller root-finding method [120]. Once the transverse component of the
wavevector is found, its associated propagation constant is calculated accord-
ing to
β
(i)
0 =
√
ε
(i)
r k20 − [k(i)y ]2 . (4.39)
As a first approximation, this propagation constant is introduced into the con-
ventional TM-admittance expression,
Yˆ
(i)
0 =
√
εrk0
η0βˆ
(i)
0
. (4.40)
Thus, having βˆ(i)0 and Yˆ
(i)
0 , an equivalent transmission can be defined, as shown
in Fig. 4.9(b). This transmission line is therefore a generalized version of the
lossy line defined in the previous section.
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(a)
(b)
Figure 4.10: (a): Sketch of the back wall found by the propagating wave. (b):
transmission-line representation for the slit 2.
The plasma properties of the bottom wall (case of reflection grating) must
also be taken into account in the equivalent circuit. This wall can be modelled
by using a proper surface admittance [see Fig.4.10(a)], which to a first approxi-
mation is described according to
Yˆload =
[εDruder ]
1/2
η0
. (4.41)
At lower frequencies, ω/γ << 1 in (4.36), so that
εDruder ≈ −j
γωp
ω
= −j σ
ε0ω
(4.42)
with σ being the DC conductivity of the metal. Introducing this permittivity into
(4.41), it reduces to
Yˆload =
σ1/2
η0(ωε0)1/2
=
1− j
2
σδs =
1
Zs
(4.43)
which coincides with the expression obtained in the previous section.
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4.2.6 Equivalent circuit for a compound gratings with more than
four slits per period.
This subsection presents the generalization of the circuit model to structures
with a higher number of slits in the irreducible unit cell or half unit cell prob-
lem. Consider, for instance, a structure with five slits per period distributed
symmetrically within the unit cell. The corresponding generalized waveguide
discontinuity associated with the half unit cell problem is depicted in Fig.4.11.
By following the same line of reasoning as in Chapter 1 for the voltages at the
ports, we will have
V0 = V1 + V2 + V3 (4.44)
and for the current at the input port we now have the following three equations
with a similar structure as (1.87) and (1.92):
I0 =
[
Y¯11 +
p
w1
Y
(1)
0
]
V1 + Y¯12V2 + Y¯13V3 (4.45)
I0 = Y¯12V1 +
[
p
2w2
Y¯22 + Y
(2)
0
]
V2 + Y¯23V3 (4.46)
I0 = Y¯13V1 + Y¯23V2 +
[
Y¯33 +
p
2w3
Y
(3)
0
]
V3 . (4.47)
The obtaining of the above three equations comes from imposing the continuity
of the power flow at each slit aperture, similarly as was proceeded in Chapter 1.
Now consider the topology shown in Fig.4.12, which is the natural extension of
waveguide 0 waveguide 2
waveguide 1
waveguide 3
Figure 4.11: (a) Generalized waveguide discontinuity problem associated
with the half unit cell of a structure with five slits per period and symmetric
unit cell. c©2016 IEEE
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Figure 4.12: Topology of the equivalent circuit for a structure in which the
irreducible unit cell or half unit cell problem has three slits. c©2016 IEEE
the topology previously derived in Chapter 1. In this equivalent circuit we can
distinguish three coupling orders: a first coupling order represented by the Y12
and Y23 admittances, which accounts for the interaction between adjacent slits
(nearest neighbors); a second order coupling represented by Y13 (second nearest
neighbor interaction); and a zero-th order coupling (self reaction) associated
with the Yii admittances. The current flowing downward through a longitudinal
cut placed at the height of the transmission line corresponding to slit 1 can be
written as
I0 = Y13V0 + Y12(V1 + V2) +
[
Y11 + Y
(1)
0
]
V1 . (4.48)
Similarly, the current flowing through longitudinal cuts at slits 2 and 3 are
I0 =Y13V0 + Y12(V1 + V2) + Y23(V2 + V3) +
[
Y22 + Y
(2)
0
]
V2 (4.49)
I0 =Y13V0 + Y23(V2 + V3) +
[
Y33 + Y
(3)
0
]
V3 . (4.50)
Substituting (4.44) into these last three equations and identifying them with (4.45),
(4.46), and (4.47), respectively, we obtain
Y13 = Y¯13 (4.51)
Y12 = Y¯12 − Y13 (4.52)
Y23 = Y¯23 − Y13 (4.53)
Y11 = Y¯11 − Y12 − Y13 (4.54)
Y22 = Y¯22 − Y23 − Y12 − Y13 (4.55)
Y33 = Y¯33 − Y23 − Y13 . (4.56)
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In other words, the admittance Yij of a given element in the circuit is given by
the corresponding barred admittance, Y¯ij , minus the admittances of all the ele-
ments of higher order coupling that cover the ij element between their connec-
tions.
At the light of the above derivation, the generalization to a compound grat-
ing whose irreducible unit cell or half unit cell problem comprises Ns slits is
rather straightforward. The topology of the circuit model is the natural exten-
sion of that in Fig. 4.12, with Ns coupling levels (from 0 to Ns − 1). The barred
admittances are defined as
Y¯ij = 2
∞∑
n=1
Y (0)n sinc(k
(0)
n wi/2)sinc(k
(0)
n wj/2) cos[k
(0)
n (hi − hj)] (4.57)
for structures with non-symmetrical unit cell, and
Y¯ij = 2
∞∑
n=1
Y (0)n sinc(k
(0)
n wi/2)sinc(k
(0)
n wj/2) cos(k
(0)
n hi) cos(k
(0)
n hj) (4.58)
for structures with symmetrical unit cell (in this case, if the unit cell has an odd
number of slits, in the above formula the h parameter of the central slit is taken
as zero, and its w parameter corresponds to half its width). The admittances of
the elements in the equivalent circuit are given by (i ≤ j)
Yij = Y¯ij −
∑
n,m
Ynm (4.59)
with n ≤ i ,m ≥ j , (n,m) 6= (i, j) .
4.3 Numerical results
4.3.1 Structures far below the first grating lobe
The present subsection will be devoted to the study of three-slit compound grat-
ings at frequencies far below the onset of the first grating lobe. The same phe-
nomenology that will be explained here is also found in the two- and four-slit
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Figure 4.13: Quasi-static circuit model.
Figure 4.14: Second branch of the circuit, showing two resonators con-
nected in series. Each resonator, formed by a capacitance and the input ad-
mittance of the slit transmission line, is labeled as tank 1 or tank 2.
compound gratings. Since the model deduced for the present chapter is topo-
logically more complex than those presented in the previous chapters, we will
first introduce a simple discussion of its main characteristics and behavior for
frequencies far below the onset of the first grating lobe. At low frequencies, the
admittances Yii and Yij are well described by their quasi-static approximations,
corresponding to purely capacitive admittances whose capacitances are given
by(1.102) and (1.103), withN = 0. Under this circumstance, the resulting equiv-
alent circuit (shown in Fig.4.13) will be referred to as “quasi-static”.
The elements C11,ho and C22,ho are actually the edge capacitances of the slit
grooves, which are accounted for by the short-terminated transmission lines.
Note that the model in Fig.4.13 corresponds to a reflection compound grating,
which will be subject of study in the present subsection. The shunt connection
Chapter 4 131
between each edge capacitance and the input admittance of its corresponding
short-terminated line can be recognized as an individual resonator. The right-
most branch (henceforth second branch) of the circuit in Fig.4.13 is schemati-
cally represented in Fig.4.14, showing both resonators (or tanks). At lower fre-
quencies, the shorted line of each tank behaves as a small inductance (high in-
ductive susceptance), so that the whole tank has an inductive nature. As the
frequency increases, the inductive contribution of the tank decreases, whereas
the capacitance increases. At certain frequency, it is expected both reactive con-
tributions to be equal, giving rise to the resonance of the tank. Beyond the res-
onance frequency, the resonator becomes capacitive.
Let us now consider the series connection of both tanks shown in Fig.4.14.
At lower frequencies, the inductive nature of both tanks results in a global in-
ductive impedance of this second branch. In the frequency range between be-
tween the resonance frequencies of the two tanks (in general, the individual
resonances are found at different frequency values), one of them has already
become capacitive whereas the other one is still inductive. In consequence, a
series resonance may take place at some frequency value within that frequency
range. This series resonance (short circuit) is actually the phase resonance of
the circuit. It is important to note that the coupling capacitance C12 in the left-
most branch does not play a decisive role in the phase resonance mechanism,
and therefore it will not be considered in the discussions presented next about
phase resonances.
A first example is shown in Fig.4.15. These numerical results correspond to
a lossless and symmetric reflection compound grating having three slits per pe-
riod and excited by a TM-polarized and normally incident wave. The phase of
the reflection coefficient is plotted versus the frequency (its magnitude is unity).
The phase resonance can be recognized in the curve as an abrupt and sudden
variation of the phase of the reflection coefficient around 12.1 GHz. The ap-
pearance of such a strong and sudden variation within a very narrow band can
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Figure 4.15: Phase of the reflection coefficient versus frequency. Structure
parameters: p = 10 mm, w1 = w2 = 0.8 mm, d1 = d2 = 5.7 mm,
h = 1.6 mm.
be explained in terms of the frequency evolution of the impedances in the sec-
ond branch, as mentioned above. Thus, the frequency evolution of the reac-
tances of the two tanks is plotted in Fig.4.16(a). Additionally, the equivalent re-
actance associated with the series connection of both tanks is also shown in this
figure (in green). The phase resonance takes place at the frequency where this
last curve crosses zero (short circuit), which, as expected, appears at an inter-
mediate frequency between the individual resonance frequency of both tanks.
Phase resonances are usually accompanied with a magnetic field enhance-
ment [27], which consists of a strong increase of the magnetic field inside the
grooves. From a circuit point of view, the magnetic field behavior inside the
grooves is directly related to the current flowing into the transmission lines. As
shown in Fig. 4.16(b), at phase resonance these currents tend to be consider-
ably larger than the current flowing through the input line Y (0)0 (which is related
to the magnetic field of the incident and reflected waves). In order to give an
appropriate and simple interpretation of the current enhancement, let us con-
sider the sketch in Fig.4.17. At phase resonance the second branch behaves as
a short circuit and there is a current flowing through it whose value is twice the
current associated to the impinging wave. In contrast, we observe in Fig.4.16(a)
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Figure 4.16: (a): Frequency evolution of the reactive impedances in the
phase resonance region. (b): Current flowing into each transmission line
around the phase resonance frequency. (c): Susceptances associated with
tank 1. Structure parameters: same as inFig.4.15.
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Figure 4.17: Representation of the equivalent circuit and the value of the
|Z1| and |Z2| reactances at phase resonance.
that each individual tank has a relatively big equivalent impedance (the reac-
tance of both tanks is around 2.5kΩ). The voltage associated with each tank is
therefore expected to be very high (of course, the voltages in the two tanks have
opposite phase since the total voltage in the branch is zero). Focusing on tank
1, whose equivalent impedance has been denoted as Z1 in Fig.4.17 and numer-
ically represented in Fig.4.16(c), the voltage between its terminals is calculated
as V1 = Z1I. Its impedance, Z1, is actually the result of a shunt connection be-
tween a capacitor and an input impedance [see for intance Fig.4.14]:
1
Z1
= j
(
ωC11,ho − p
w1
|Y (1)in |
)
(4.60)
From Fig.4.16(a), we realize that Z1 has already become capacitive at phase res-
onance. Additionally. from Fig.4.16(c), we check that
1
|Z1| ≈
1
9
ωC11,ho (4.61)
1
|Z1| ≈
1
8
p
w1
|Y (1)in | . (4.62)
Since I = V1/Z1, multiplying the right and left member of (4.61) by V1 we deduce
that
I ≈ 1
9
jωC11,hoV1 ⇒ |Ic| ≈ 9|I| (4.63)
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Figure 4.18: Second branch of the circuit including ohmic losses. Ohmic
losses are represented by a third element in each tank Y realin (wi).
with Ic being the current flowing through the capacitive admittance. Similarly,
it can be deduced from (4.62) that
|I| ≈ 1
8
p
w1
|Y (1)in ||V1| ⇒ |Iin| ≈ 8|I| (4.64)
with Iin being the current flowing through the input impedance seen from the
aperture plane. This current is the one related to the magnetic field inside the
grooves, which is, according to (4.64) and Fig.4.16(b), about 8 times greater than
the current in the branch I. It is worth mentioning that the currents Ic and Iin
satisfy Kirchhoff’s rule,
I = Ic + Iin , (4.65)
but, since they have opposite sign (due to the opposite signs of the reactances
of the circuit elements they flow through), Ic and Iin might therefore be several
order of magnitude greater than I. An identical rationale can be used to explain
the current enhancement in tank 2, also shown in Fig.4.16(b).
The current-enhancement phenomenon could be exploited to obtain a high
absorption if we consider a lossy grating instead of a lossless one. The appro-
priate equivalent circuit for this case is the one drawn in Fig.4.8. Now the res-
onators forming the second branch include a non-negligible resistive contribu-
tion (see Fig. 4.18) which is responsible for the absorption. The degree of ab-
sorption can readily be controlled by tuning this equivalent resistances varying
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the geometrical parameters of the unit cell. Indeed for some unit-cell geome-
tries most of the incoming power is efficiently absorbed.
An illustrative example of a compound grating designed to be an efficient
absorber is shown in Fig.4.19(a) and Fig.4.19(b), where we have plotted the re-
flection coefficient, both in magnitude and phase, obtained from a lossy grating
with three slits per period under TM normal incidence. The phase-resonance
frequency is well recognized in Fig.4.19(b) as the sudden variation in the curve
at approximately 12.2 GHz. In the magnitude plot, phase resonance is recog-
nized as a remarkable reflection dip. Note that the absorption level obtained is
quite stricking taking into account that the grating material is copper. However
it can readily readily understood in terms of an impedance-matching problem
between the admittance of the input transmission line, Y (0)0 , and the equivalent
admittance Yeq. Specifically, the impedance-matching problem can be analyzed
in terms of the behavior of the second branch of the equivalent circuit. Thus
the reactances and resistances in each resonator are plotted in Fig.4.19(c) and
Fig.4.19(d) respectively. The evolution of the reactances in Fig.4.19(c) gives rise
to a series resonance between both resonators at a frequency close to 12.2 GHz
(zero-crossing of the green line). At this same frequency, the real values of the
resistances associated with each individual tank in Fig.4.19(d) are 265 Ω and 122
Ω. The total resistance of the second branch (there is no reactance at phase res-
onance) is 265+122 = 388 Ω. This value of the resistor matches the characteristic
impedance of the input line Z(0)0 = 377 Ω, so that
R =
388− 377
388 + 377
≈ 0.014 (4.66)
is the expected value of the reflection coefficient of the incident wave. Practi-
cally no power is reflected, but it is dissipated in the lossy walls of the grooves.
The reflection dip is quite narrow due to the narrow-band nature of the phase
resonance, associated to the strong frequency-dependence of the impedances
forming the branch at this frequency range.
The frequency dependence of the equivalent resistances/reactances become
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Figure 4.19: (a): reflection coefficient versus frequency in a three-slit com-
pound grating fabricated with a lossy metal. (b): phase of the relfection co-
efficient. (c): evolution of the reactive impedances in the second branch.
The different resonances are also indicated. (d): evolution of the resisi-
tive impedances of each tank. Their values are explicitally indicated at the
phase resonance. Structure paramaters: p = 10 mm, w1 = w2 = 0.8 mm,
d1 = 5.7 mm, d2 = 5.641 mm, h = 1.6 mm, σ = 5.8 · 107 S/m.
smoother in frequency regions far from the resonance frequency of each indi-
vidual tank. The smooth variation in frequency of the equivalent resistances
and reactances would facilitate a wider absorption band. However, we will also
check that the matching deteriorates irremediably, thus affecting the perfor-
mance of the absorber. In order to have a quantitative idea concerning this
issue, an example is given in Fig. 4.20. We took the structure in Fig. 4.15, but
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modifying d1 from 5.7 mm to 5 mm and considering ohmic losses (copper). The
different groove depths moves away the resonance frequency of the tank. We
observe in Fig.4.20(c) and Fig.4.20(d) that, both frequencies differ in more than
1 GHz. Under these circumstances, the resistive contribution of the tanks at
phase resonance is quite small, and causes a strong mismatching, as shown in
Fig.4.20(e).The resulting reflection dip is shown in Fig.4.20(a). The bandwidth
has been enlarged in comparison with the previous case, but the absorption ef-
ficiency is actually poor.
A last example is depicted in Fig. 4.21, which considers a reflection com-
pound grating with three equidistant and identical slits per period. A grating
with equidistant slits can actually be analyzed as a single-slit grating problem
(cases in the previous chapters). No phase resonance is expected to appear, so
from the point of view of the circuit of the present chapter, it should happen
that the individual resonance frequencies associated with both resonators co-
incide. In Fig.4.21(a) and Fig.4.21(b) the corresponding magnitude and phase of
the reflection coefficient are plotted versus frequency. No sharp variation in fre-
quency is appreciated in the phase curve. For instance, the highest absorption
level is reached at the frequency where the phase crosses the zero axis, asso-
ciated with a quarter-of-a-wavelength resonance. The reflection coefficient is
practically unity along the entire frequency band of interest, as a consequence
of a strong mismatching between the resistive contribution of tanks and the in-
put transmission line, as can be inferred from the behaviour of the impedances
in Fig. 4.21(c) and Fig. 4.21(d). Finally we remark the excellent agreement be-
tween the numerical results provided by the model and the numerical results
from HFSS in all cases.
Phase resonance also appears in the infrared range. A proof of that is the
result illustrated in Fig. 4.22, where we have reproduced the reflection coeffi-
cient for a three-slit compound grating under an impinging TM-polarized plane
wave. The dimensions of the unit cell have been adequately scaled in order to
use the quasi-static version of the circuit model at the frequency band of inter-
est. The metallic parts of the grating are described by the Drude model. In this
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Figure 4.20: (a): reflection coefficient versus frequency in a three-slit com-
pound grating fabricated with a lossy metal. (b): phase of the reflection co-
efficient. (c): evolution of the reactive impedances in the second branch.
(d): zoom of the plot showing the evolution of the reactances. This zoom
is made in order to see clearer the frequency of phase resonance. (e): evolu-
tion of the resistive impedances in the second branch. Structure parameters:
p = 10 mm, w1 = w2 = 0.8 mm, d1 = 5 mm, d2 = 5.7 mm, h = 1.66 mm,
σ = 5.8 · 107 S/m.
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Figure 4.21: (a): reflection coefficient versus frequency in an equidistant
three-slit compound grating fabricated with a lossy metal. (b): phase of the
reflection coefficient. (c): evolution of the reactive impedances in the second
branch. (d): evolution of the resistive impedances in the second branch.
Structure parameters: p = 10 mm, w1 = w2 = 0.8 mm, d1 = d2 = 5.7 mm,
h = 3.33 mm, σ = 5.8 · 107 S/m.
case, we have selected the Drude parameters of silver, extracted from [119]. It
is demonstrated experimentally in that document that, for the range of interest
in Fig. 4.22, the theoretical values of the Drude model reproduce well the ex-
perimental properties of silver. In addition, at this range, the penetration depth
of the fields in the metal is less than 20 nanometers, so the field penetrating
through the lateral walls in one of the grooves do not reach the adjacent groove.
In Fig.4.22 three curves are plotted versus frequency. The red solid line presents
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Figure 4.22: Reflection coefficient versus frequency for a three-slit com-
pound grating of silver. at the tera hertz regime. The ’exact’ results have been
extracted from CST. The results from the model have been obtained by using
the Drude model for the metals and by using a fixed-conductivity. Struc-
ture parameters: p = 1µm, d1 = d2 = 0.57µm, w1 = w2 = 0.08µm,
h = 0.2µm. Drude parameters of silver: ωp = 1.3914 · 1016 rad/s,
γ = 3.2258 · 1013 Hz. Fixed conductivity used: σ = 5.13 · 107 S/m.
the results obtained from CST, where a Drude material can be readily consid-
ered by introducing its corresponding collition and plasma frequencies. The
points represent the results provided by the circuit model. Blue points corre-
sponds to the reflection coefficient calculated considering the Drude model in
our circuit. The black points are the reflection coefficient, also provided by the
equivalent circuit, but using the approximated model for lossy and good con-
ductors (valid in the millimeter-wave range). The fixed-conductivity value for
silver has been calculated at low frequency using the expression in (4.42), after
introducing the Drude parameters of silver. The differences between both mod-
els are significant. The circuit that uses the Drude model agrees satisfactorily
with the results provided by CST. On the contrary, the results from the model
with fixed conductivity clearly deviate. In conclusion, the figure confirms the
importance of accounting for the plasma behavior of metals at high frequen-
cies.
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Figure 4.23: Comparison of the transmission coefficients (magnitude) com-
puted with HFSS (red solid line) with the quasi-static [24] (old circuit) predic-
tions (green solid line) and with the dynamical circuit in this paper (blue cir-
cles). The considered structure is the three slits per period compound grat-
ing analyzed in [24, Fig.5]. Dimensions: period, p = 10 mm; metal slab thick-
ness, d = 11.4 mm, w1 = w2 = 0.8 mm and separation between the centers
of the slits of 1.6 mm. c©2016 IEEE
4.3.2 Structures close or beyond the first grating lobe.
This section presents some results to check the validity and accuracy of the pro-
posed dynamical model for compound gratings at frequencies close or beyond
the first grating lobe, as well as the advantages of this model over the previously
reported quasi-static version [24]. The quasi-static version is adequate to study
the phenomena occurring at frequencies whose associated wavelength is much
larger than the dimensions of the unit cell. On the contrary, the dynamic char-
acter of the structure at frequencies close to the onset of the first grating lobe
makes the quasi-static circuit reported in [24] and the equivalent circuit here
derived different from each other. The derivation of the quasi-static model was
heuristic and it is limited to grating configurations having structure parameters
much smaller than the operation wavelength. The dynamical features intro-
duced systematically by our approach will allow the model to cover situations
beyond the onset of the first grating lobe.
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In order to appreciate the limits of the quasi-static model and the capabil-
ities of the dynamical one, a first example considering the transmission-like
compound gratings analyzed in [24, Fig. 5] is presented. In that paper it was
shown that the quasi-static model was suitable to explain the existence of nar-
row transmission dips inside the Fabry-Pérot transmission bands for transmis-
sion compound gratings based on groups of three or more slits per period (nor-
mal incidence case). This phenomenon is closely related to the so-called classi-
cal electromagnetically induced transparency. In [24, Fig. 5] it could be seen that
the quantitative agreement between the heuristic circuit model predictions and
full-wave simulations (HFSS) was quite good for the FP resonance occurring
at frequencies for which λ0/p ≈ 2.5, with λ0 being the free space wavelength.
However, the quantitative agreement significantly deteriorates as the operation
frequency approaches the onset of the diffraction regime (λ0/p . 1). A detailed
exploration of this frequency range for the three slits per period structure in [24,
Fig. 5] is now shown in Fig.4.23. In this figure numerical (HFSS) results are com-
pared with the predictions of the quasi-static model [24] (old model) and with
the dynamical model introduced in the present chapter. From the figure it is
clear that the quasi-static model still predicts the existence of the transmission
dip in the middle of the Fabry-Pérot resonance (λ0/p ≈ 1.23), but its quantita-
tive accuracy is very poor. In contrast, the results obtained with the dynamical
model are indistinguishable from numerical data. This good matching is caused
by the incorporation of the frequency-dependent behavior of the capacitances
in the model, which is quite relevant in that frequency region. These capaci-
tances exhibit a singular behavior around the Rayleigh-Woods (RW) frequency
(λ0/p = 1), in such a way that an extraordinary transmission peak followed by
a Rayleigh transmission zero (Fano-like resonance) is predicted. This fact is in
perfect agreement with the numerical calculation (see region around λ0/p = 1
in Fig.4.23) but it is completely lost by the quasi-static model. The results pro-
vided by the quasi-static model above the diffraction threshold (λ0/p < 1) are
completely meaningless, while the data computed with the dynamical model
perfectly match the HFSS results within the diffraction region. The above results
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show then that the dynamical circuit model is advantageous when used at rel-
atively high frequencies to characterize transmission-like compound gratings,
and it is indispensable for frequencies around and above the first RW anomaly.
The case of lossless reflection gratings is of interest in the context of the
present section because many interesting properties appear in the diffraction
regime. For lossless structures within the sub-diffraction regime, nothing rel-
evant is observed in the magnitude of the reflection coefficient; although its
phase experiences fast variations around certain frequency points (phase res-
onance studied in the previous section dedicated to the grating at frequencies
far below the onset of the first grating lobe). We observed a very good agree-
ment with the results from HFSS assuming quasi-static capacitors because the
frequency of interest is far below the onset of the first grating lobe. However
if the operation frequency is sufficiently close to the onset of any high-order
mode, the corresponding previously-taken static capacitor should now incor-
porate a frequency-dependent contribution associated with the involved TM
mode. This contribution is singular at cutoff and explains, in the frame of the
circuit model, the observation of perfect specular reflection at the RW anomaly
frequency points. (Specular reflection is the reflection corresponding to the zero
order impinging mode according to the terminology of the equivalent waveg-
uide problem used in this chapter and also in Chapter 1.) Note that RW anoma-
lies of the grating correspond to the onset of TM modes in the waveguide model.
Thus, perfect specular reflection at RW anomalies is trivially explained, in the
frame of the circuit model, by the singular behavior of the frequency-dependent
capacitors. Moreover, the model also accounts for the transfer of power to the
successive diffraction orders by means of additional transmission lines that are
shunt-connected to the capacitors. For lossless conductors and below the on-
set of the first grating lobe, it is obvious that the magnitude of the specular re-
flection coefficient must be unity. However, above the first RW frequency, the
specular reflection coefficient drastically drops because a significant part of the
impinging power is transferred to non-specular grating lobes. This is what hap-
pens with simple gratings (case studied in Chapter 3 for gratings containing one
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Figure 4.24: (a) Magnitude of S11 (specular efficiency) for the three slits per
period compound reflection grating considered in [27, Fig. 2(b)] (see inset
for unit cell). Normalized dimensions: p/d = 6.0, w/d = 0.30, h/d = 0.50.
(b) Transmission to the first diffraction order (magnitude). (c) Dashed lines:
Imaginary parts of the admittances associated with the resonant circuits in-
volved in the modeling of the two independent slits. Solid line: real part of
the overall equivalent admittance loading the input transmission line [see
Eq. (4.22)]. c©2016 IEEE
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slit per period) in all the frequency span between any two successive RW points.
However, in the case of compound gratings, narrow peaks of perfect specular
reflection have been reported at some intermediate frequencies between RW
anomalies [27, 103]. These peaks were attributed to the existence of phase res-
onance phenomena. Our circuit model can also provide a simple explanation
to this effect. In the case of a lossless system involving three slits per period,
the pertinent equivalent circuit is the one in Fig. 4.5. The results provided by
HFSS and our dynamical circuit model for the specular efficiency pattern of a
the three-slit per period reflection compound grating analyzed in [27, Fig. 2(b)]
are shown in Fig. 4.24(a). The transmission from the impinging wave to the
first diffraction order is plot in Fig. 4.24(b). Normalized frequency is used as
in [27]. Very good agreement between analytical and numerical data can be ob-
served. Similar good agreement has been verified with the curve reported in [27,
Fig. 2(b)], which was obtained using a mode-matching scheme. Note that a per-
fect specular reflection peak appears at about k0d = 1.35. This peak is asso-
ciated with the existence of a zero of the real part of the equivalent admittance
[see (4.22)] loading the transmission line that represents the impinging uniform
plane wave. This zero always appears in the range of frequencies defined by the
resonances of the individual resonators composed by the short-circuited slits
with their associated external edge capacitances. These resonances are high-
lighted in Fig.4.24(c) with circles and correspond to the points where the imagi-
nary parts of the overall admittances (dashed lines) associated with slits 1 and 2
are null. The real part of (4.22) is represented in the same figure as a solid line. It
can be observed that this quantity vanishes at around k0d = 1.35. Therefore, at
certain frequency point, all the impinging power is specularly reflected and no
transfer of power to grating lobes is allowed, as it was numerically predicted in
[27]. Our circuit model provides a simple explanation for this fact.
As previously examined, our model can also deal with lossy materials (metal
and dielectric). In Fig.4.25 it is plotted the magnitude and phase of the reflection
coefficient of the structure studied in Fig. 4.24 but including metal losses (alu-
minium is considered in this example). Note that normalized frequency values
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Figure 4.25: (a): Magnitude of the reflection coefficient versus frequency.
(b): Phase of the reflection coefficient versus frequency. Structure param-
eters: p = 10 mm, w1 = w2 = 0.8 mm, d1 = 5.641 mm, d2 = 5.7 mm,
h = 1.6 mm, ε(1)r = ε
(2)
r = 1, σ(Al) = 3.8×107 S/m. c©2016 IEEE
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cannot be used in this case. A specific choice has been done for the dimensions
(maintaining their relative values) and thus a specific frequency range must be
explored. It can be appreciated that circuit-model and numerical (HFSS) re-
sults agree very well over the whole analyzed frequency band. As it can be ob-
served in Fig. 4.25(a), the specular reflection peak is greatly affected by metal
losses (the magnitude of S11 is now about 0.84 instead of 1). It can also be rec-
ognized a small transmission dip in the magnitude of S11 close to the onset of
the diffraction regime. This dip is related to both phase resonance and extraor-
dinary transmission and it is again accurately reproduced with our dynamical
circuit model. In this example the phase of the reflection coefficient has also
been plotted in Fig.4.25(b) to show the good performance of our model even for
phase calculations.
The analytical model described in Sect. 4.2.6 has been used to reproduce the
data reported in [103, Fig. 2a] (five slits per period). These data are shown in
Fig.4.26(a) (note that normalized frequencies are used, as in [103]). Agreement
with full-wave computations is very good and the two expected specular reflec-
tion points are reproduced very accurately. The reason for the existence of those
points can be appreciated in Fig.4.26(b), where two zeros of the real part of the
loading equivalent admittance can be clearly noticed. Note that those zeros are
again around the resonance region of the three slits of the irreducible unit cell.
The equivalent circuit allows us to predict again the existence of such zeros and
then perfect specular reflection peaks.
As a final example, in Fig.4.27 it is studied the transmission compound grat-
ing with experimental data reported in [109]. This figure clearly shows that our
model matches the measured transmission coefficients very accurately. For the
given values of the groove depth, the two explored frequency regions plotted in
Figs. 4.27(a) and (b) correspond to FP-like resonances which could have been
reasonably reproduced with the quasi-static model reported in [24]. Neverthe-
less, the dynamical-circuit results shown in these figures show a better quanti-
tative matching.
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Figure 4.26: Results obtained for a compound grating with five identical
slits per period. (a): Magnitude of the reflection coefficient; (b): Imaginary
parts (dashed lines) of the admittances of the individual independent slits
and real part (solid line) of the admittance loading the input transmission
line. Dimensions: p = 10.0 mm, w1 = w2 = w3 = 0.37 mm, d1 = d2 = d3 =
1.852 mm, h2 = 2h1 = 1.37 mm. c©2016 IEEE
150 Chapter 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
12 12.5 13 13.5 14 14.5 15 15.5 16
Tr
an
sm
is
si
vi
ty
Freq (GHz)
Experimental
Circuit model
(a)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
20 21 22 23 24 25
Tr
an
sm
is
si
vi
ty
Freq (GHz)
Experimental
Circuit model
(b)
Figure 4.27: Transmissivitty versus frequency for two different FP bands of
the compound grating experimentally studied in [109]. Red solid line corre-
sponds to the analytical results and the circles are samples of the experimen-
tal results in [109]. Structure parameters: p = 10 mm, w1 = w2 = 0.5 mm,
d1 = d2 = 9.9 mm, h = 3.375 mm, ε
(1)
r = ε
(2)
r = 1, σ = 3.816 · 107 S/m. c©2016
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Figure 4.28: Sketch representing the unit cell of a general non-symmetric
compound grating with three slits per period.
4.4 Compound gratings under oblique incidence.
Thus far, we have analyzed several geometries of compound gratings, both in
transmission and reflection, and both symmetric or non-symmetric with re-
spect the horizontal middle plane of the unit cell. However, all the above cases
has been examined under normal incidence. Normal incidence provides sev-
eral advantages for its analysis in contrast to oblique incidence. For instance
the unit cell of a compound grating symmetric with respect the horizontal mid-
dle plane can be reduced to its half, reducing the number of slits for the analy-
sis, and therefore lowering the complexity of the problem. Under oblique inci-
dence, however, this reduction cannot be carried out. Furthermore, there also
exists an additional disadvantage for oblique incidence. As it will be checked
next, the condition involving the coupling terms, Yij = Yji, is not satisfied and
in consequence, a topology for the equivalent circuit cannot be derived.
Let us focus our attention to the compound grating depicted in Fig. 4.28.
The figure represents a discontinuity problem inside a generalized waveguide,
bounded by periodic boundary conditions (PBC). Now the discontinuity is formed
by three different slits distributed along the discontinuity plane. Note that the
unit cell has similar features to the unit-cell problem posed for the case of 5 (or
6) slits per period symmetrically distributed under normal incidence, Fig.4.11.
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In principle it is suggested to address the problem in a similar way. Let next
function be the electric field at the discontinuity plane,
Es = g1(ω)A1 + g2(ω)A2 + g3(ω)A3 (4.67)
with A1 a constant slit profile at the central slit, and A2 and A3 the slit profile
at the lower and upper slits respectively. The transverse fields on the external
region, also denoted as “waveguide 0”, are represented by a Floquet expansion
of harmonics,
E(y, z) =
[
(e−jβ
(0)
0 z−jkty +Rejβ
(0)
0 z−jkty) +
∑′
n
Ene
jβ
(0)
n z−jkny
]
ejkty yˆ (4.68)
H(y, z) =
[
(e−jβ
(0)
0 z−jkty −Rejβ(0)0 z−jkty)Y (0)0 −
∑′
n
EnY
(0)
n e
jβ
(0)
n z−jkny
]
ejkty (−xˆ)
(4.69)
with Y (0)n =
εrk0
η0β
(0)
n
the TM modal admittance and kt = ε
(0)
r k0 sin(θ) the transverse
component of the incident wavevector. The field inside the grooves is repre-
sented by the TEM propagating mode,
E(i) = E(i)e−jβ
(i)
0 zyˆ; H(i) = E(i)Y
(i)
0 e
−jβ(i)0 z(−xˆ) (4.70)
with i = 1, 2, 3.
After imposing the boundary conditions to be satisfied by the electric and
magnetic field at the discontinuity plane, a system of three equations is ob-
tained, similar to the one formed by (4.45), (4.46) and (4.47):
I0 =
[
Y¯11 +
1∣∣f˜0(w1)∣∣2 pw1Y (1)0
]
V1 + Y¯12V2 + Y¯13V3 (4.71)
I0 = Y¯21V1 +
[
Y¯22 +
1∣∣f˜0(w2)∣∣2 pw2Y (2)0
]
V2 + Y¯23V3 (4.72)
I0 = Y¯31V1 + Y¯32V2 +
[
Y¯33 +
1∣∣f˜0(w3)∣∣2 pw3Y (3)0
]
V3 (4.73)
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with
V0 = V1 + V2 + V3 (4.74)
Vi = gi(ω)wif˜0(wi) i = 1, 2, 3 (4.75)
I0 = (1−R)p (4.76)
Y¯ii =
∑′
n
Y (0)n
∣∣∣∣ f˜n(wi)f˜n(wi)
∣∣∣∣2 (4.77)
Y¯ij =
∑′
n
Y (0)n
f˜n(wi)
[
f˜n(wj)
]∗
f˜0(wi)
[
f˜0(wj)
]∗ (4.78)
f˜n(wi) = sinc
(
[kn + kt]wi/2
)
ej(kn+kt)hi i = 1, 2, 3 . (4.79)
Notice that the cross terms Y¯ij and Y¯ji are different in general. In particular they
are related as
Y¯ij = [Y¯ji]
∗ . (4.80)
According to the problem of five slits, the system of equations formed by (4.45),
(4.46) and (4.47) contained six different admittances, since the cross terms were
identical, Y¯ij = Y¯ji. This result allowed us to deduce the topology of the equiva-
lent circuit depicted in Fig.4.12. Now, the condition in (4.80) precludes deducing
expressions similar to those in (4.51)-(4.56), which is crucial to derive a corre-
sponding topology. Thus, the way of proceeding will consist of solving directly
the system of equations formed by (4.71)-(4.73), and the equivalent admittance
will be found after imposing the ratio between the current and voltage at the
discontinuity, Yeq =
I0
V0
.
Following the steps in Sec. 4.2.3, the reflection and transmission grating can
readily be accounted for. For the reflection compound grating, a ground plane
is placed at a certain distance from each slit aperture. Therefore, we use the
input admittance seen from the slit aperture
p
wi
Y
(i)
in instead of the admittance of
the TEM wave p
wi
Y
(i)
0
Y
(i)
in = −j
p
wi
Y
(i)
0 cot(β
(i)
0 d) . (4.81)
with d being the groove depth. The transmission grating is solved by superpos-
ing the solutions obtained after applying even/odd excitation. The admittances
154 Chapter 4
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 10 20 30 40 50 60
S
11
m
ag
ni
tu
de
freq (GHz)
HFSS
Circuit model
(a)
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
15 16 17 18 19 20
S
11
m
ag
ni
tu
de
freq (GHz)
HFSS
Circuit model
(b)
Figure 4.29: (a): Reflection coefficient versus frequency for a reflection grat-
ing containing 3 slits per period under TM oblique incidence. (b): Detail of
the phase-resonance region. Structure parameters: p = 5 mm, w1 = w2 =
w3 = 0.25 mm, d1 = d2 = d3 = 4 mm, h2 = −0.75 mm, h3 = 0.75 mm,
ε
(0)
r = ε
(1)
r = ε
(2)
r = ε
(3)
r = 1, σ = 5.8 · 107 S/m, θ = 30o.
to be used in each analysis are written as
Yin, even = j
p
wi
Y
(i)
0 tan(β
(i)
0 d/2) (4.82)
Yin, odd = −j p
wi
Y
(i)
0 cot(β
(i)
0 d/2) (4.83)
with d screen thickness. The transmission and reflection coefficients are finally
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Figure 4.30: (a): Transmission coefficient versus frequency for a transmis-
sion grating containing three slits per period under TM oblique incidence.
(b): Detail of the phase-resonance region. Structure parameters: p = 5 mm,
w1 = w2 = w3 = 0.5 mm, d1 = d2 = d3 = 4 mm, h2 = −1 mm, h3 = 1 mm,
ε
(0)
r = ε
(1)
r = ε
(2)
r = ε
(3)
r = 1, σ = 5.8 · 107 S/m, θ = 30o.
expressed as
S11 =
1
2
(Seven11 + S
odd
11 ) (4.84)
S21 =
1
2
(Seven11 − Sodd11 ) . (4.85)
The inclussion of ohmic losses and the extension of the model to higher fre-
quency regimes as THz or infrared can be carried out as described in Sec. 4.2.4
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and Sec. 4.2.5.
As a final example, two more cases are analyzed in Fig.4.28 and Fig.4.30. In
Fig. 4.28(a) we have plotted the reflection coefficient of a reflection lossy grat-
ing with three slits per period. A TM plane wave impinges with θ = 30o. Below
the frequency of the first grating lobe the grating is highly reflective, except for
a narrow frequency range exhibiting two consecutive reflection dips. Both dips,
zoomed in Fig. 4.28(b) are expected according to [104]. It is important to re-
mark that the gratings have identical slits. However, the reactive field at each slit
aperture is different in general from each other. The interaction between those
fields allows for the appearance of two phase resonances. If the plane wave im-
pinges normally to the discontinuity plane, phase resonance appears just at a
single frequency, due to the equality between the fields in the upper and lower
slits. Similar arguments can be applied to the transmission compound grating,
whose response in frequency is plotted in Fig.4.30 versus frequency. The agree-
ment with results from HFSS is excellent in both cases, even beyond the onset
of the first grating lobe.
4.5 Range of validity of the model
In the previous section we have checked that the performance of the equiva-
lent circuit is very good, even for frequencies beyond the onset of grating lobes.
In the present section we will try to explore the limits of validity of the model
in terms of the normalized frequency w/λ. For the derivation of the model we
have always neglected the reactive field inside the slits. Therefore, we will check
the influence of the geometry of the cavities on the range of validity. In princi-
ple, we expect that this approximation becomes inaccurate when the operation
wavelength is comparable to the slit widths.
A first result is shown in Fig.4.31, where the reflection coefficient of three dif-
ferent geometries of the three-slit compound grating is plotted versus normal-
ized frequency. The only difference between these three gratings lies in their
slit widths. Specifically, Fig. 4.31(a) represents results obtained for w1 = w2 =
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Figure 4.31: Reflection coefficient for three different geometries of the re-
flection compound gratings with three slits per period under TM normal in-
cidence. Common parameters: p = 5 mm, d1 = 1 mm, d2 = 1 mm,
h2 = 1.5 mm, ε
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(2)
r = 1.
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(b) Six slits: h1 = 0.5 mm, h2 =
1.2 mm, h3 = 2 mm
Figure 4.32: Reflection coefficient for two different reflection compound
gratings under TM normal incidence, with five and six slits per period re-
spectively. Common parameters: p = 5 mm, w1 = w2 = w3 = 0.5 ,
d1 = 1 mm, d2 = 1 mm, d3 = 1 mm, ε
(0)
r = ε
(1)
r = ε
(2)
r = ε
(3)
r = 1.
0.5 mm, Fig.4.31(b) shows results provided by the grating with w1 = w2 = 1 mm,
and finally Fig. 4.31(c) shows the reflecion coefficient of a grating with w1 =
0.5 mm and w2 = 1 mm. We observe in all cases that there exists a very good
agreement between the results provided by the circuit model and HFSS up to
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w/λ0 = 0.5. In Fig.4.31(c) the normalization has been carried out in terms of the
wider slit, w2. It is worthy to note that, according to the structure parameters
in the caption of the figure, w/λ0 = 0.5 corresponds to a frequency of 300 GHz
for the case in (a), and 150 GHz for (b)-(c) respectively. These frequencies are
actually very high frequencies, where several diffraction lobes are expected to
be propagating, and far away from typical ranges of application.
A second brief study is carried out in Fig.4.32 concerning the number of slits
per unit cell, and its possible influence on the accuracy of the model. The figure
shows results obtained with two different compound gratings having five and
six slits per period. The slit size is w = 0.5 mm for all the slits. The agreement
between results from HFSS and the circuit model is good up to w/λ0 ≈ 0.5, sim-
ilarly to the limit deduced in the previous cases.
4.6 Conclusions
An equivalent circuit model has been rigorously deduced for compound grat-
ings with an arbitrary number of slits per unit cell, either simmetrically or non-
simmetrically distributed and illuminated with a TM-polarized normally im-
pinging uniform plane wave. The equivalent circuit incorporates dynamical
features that were absent in previous circuit models reported in the literature.
All the parameters of the proposed circuit model can easily be computed using
analytical expressions in such a way that a very low computational effort is re-
quired. Moreover, the equivalent circuit provides an alternative and easy way to
understand the complex behavior of compound gratings working both in trans-
mission and reflection. A detailed and simple explanation of phase resonances
has been provided in terms of the behaviour of the circuit element. The influ-
ence of phase resonances in the scattering properties of the structure are also
explained in a very wide frequency range. Material losses have also been added
to the model in a straightforward manner. In addition, the model can be used
at THz/infrared frequencies by incorporating the Drude model of metals in the
circuit model. Our analytical data agree very well with HFSS simulations and
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with previously reported experimental results. Finally, for oblique incidence an
equivalent-admittance expression for a compound grating can be derived by
using our model, but no explicit topology can be identified from such expres-
sion. The agreement with results from full wave simulations is also excellent.
Chapter 5
1-D periodic stacked arrays.
5.1 Introduction
Thus far in the present dissertation, the study of the scattering properties of pe-
riodic structures has been focused on systems containing a single 1-D periodic
grating. The spectral features associated with a single array can be modified by
stacking additional periodic arrays. In this sense, the interest of studying the
spectral features of stacked arrays lies in the additional degrees of freedom in-
troduced [17].
Pioneering researchers studied the electromagetic response of stacks of peri-
odic arrays for the design of artificial dielectrics in the framework of lens anten-
nas [121]. At certain frequency bands, the stack behaves similarly to a conven-
tional dielectric medium. The “dielectric” properties associated with a stack can
be tailored by tuning its geometrical parameters. Systems composed of stacked
arrays were then conceived as a convenient substitute of solid dielectrics, not
only because of their dielectric properties but also because of their low weigth
and cost. Several extensions and improvements of the work reported in [121]
were published in the following years [122–125]. More recently, artificial di-
electrics made of stack arrays have been studied in depth and applied in the
context of integrated antennas [126, 127]. Other practical applications of stacked
arrays were oriented to enhance the radiation pattern of microstrip antennas
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slit gratings
Figure 5.1: Cross-section of a pair of periodic coupled slit arrays under TM
or TE normal incidence. The metal strips are infinitely thin and infinitely
long along the x direction. Parameters: period of the arrays, p; slit width, w;
distance between gratings (or dielectric thickness), d1; relative permittivity
of the dielectric slab, ε(1)r ; and relative permittivity of the external medium,
ε
(0)
r . c©2016 APS.
[128, 129], or to fabricate filters for radioastronomy applications [130].
The design of applications that makes use of stacked arrays requires the pro-
posal of a theoretical and efficient design tool. Many of the theoretical analysis
concerning these structures were originally based on previous results achieved
in the context of single arrays [131–133]. In [134] analytical formulas are pro-
vided for the tranmission coefficient of an impinging plane wave through a sin-
gle array, and are applied to more complex configurations involving stacked ar-
rays. The authors highlight the low CPU time required to obtain the solution,
but also remark the limitations of the formulas, only valid for normal incidence
and assuming a long space between adjacent arrays (no reactive-field coupling
between gratings is considered). In [135–137] the scattering of stacked arrays is
explored by using the mutual impedance method, which includes the contribu-
tion of the near reactive field. This field is specially important for closely-spaced
arrays, where the mutual coupling between gratings is actually strong. A more
recent method, also including the mutual coupling between pair of arrays, is
the generalized scattering matrix-method, applied in the context of stacked ar-
rays [138–140] and multilayer structures [141]. Generally, the scattering-matrix
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formulation is a quite efficient approach to evaluate the scattering of a mul-
tilayered system. The approach consists of cascading the matrices associated
with each individual layer/array, resulting in a global scattering matrix. The ob-
taining of the individual matrices in [138–140] is carried out by a method-of-
moments formulation. Other papers calculate such matrices by using an itera-
tive method [142–144].
The analysis of stacked-gratings systems based on equivalent circuits has
also been reported in the literature. For instance, applications in the fishnet-
metamaterials topic[145–147] required simple models for describing negative-
index materials [148, 149]. In the context of extraordinary transmission, circuit
models were employed for understanding the anomalous extraordinary trans-
mission [150, 151]. Studies with grephene-gratings were also conducted by the
proposal of circuit models [152, 153].
In this chapter we will develop a method to explore the scattering properties
of 1-D stacked arrays. Our method, according to the rationale followed in this
dissertation, will consist of finding an equivalent circuit to reproduce the scat-
tering response of stacked arrays. However, the analysis will be first carried out
for a pair of 1-D coupled and identical slit gratings as the one sketched in Fig.5.1,
which will be properly represented by an equivalent Π-topology. The resulting
Π topology is readily applied to construct the equivalent circuit of a stack of
several identical slit-arrays. The case of different and misaligned coupled slits
gratings (having the same period) is also treated in this chapter. Varied numeri-
cal results, including comparisons with results from a in-made MoM code, from
HFSS, and also with experimental results reported in [155] will be given. Finally,
the limits of validity of the Π-network are studied in detail in order to evaluate
the performance of the model. The issues reported in this chapter have been
published in a series of two papers. The first one [154] includes the model for
identical arrays. The second, considering non-identical and non-aligned cou-
pled gratings, has recently been submitted.
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5.2 Two coupled and identical slit arrays under nor-
mal incidence
In the present section the equivalent Π-circuit for a pair of coupled, identical
and periodic 1D slit gratings under normal TM/TE incidence will be derived.
The starting point is the equivalent circuit for a single slit array presented in
Chapter 2, where fully analytical circuit models were derived for single slit grat-
ings with an electric or magnetic wall placed at a certain distance from the
slit array. These problems actually correspond to the odd/even excitation half-
problems [34] of the symmetrical coupled grating. This fact is illustrated in
Fig. 5.2, where the rightmost drawing shows a transmission line (representing
the fundamental mode propagating in the external region) loaded with appro-
priate equivalent admittances. These admittances correspond to the input ad-
mittances of the slit array printed on a dielectric slab of thickness d1/2 termi-
nated with a magnetic (open-circuit, Y eeq) or an electric (short-circuit, Y
o
eq) wall.
The surperscripts “e” and “o” stand for even and odd excitation, respectively. Ac-
cording to the previous derivation in [66], Y eeq and Y
o
eq are given by the following
magnetic/electric
wallslit gratings
Figure 5.2: Even-odd excitation analysis using magnetic or electric walls in
the symmetry plane and its circuit representation, already derived in Chap-
ter 2. Superscript “e” stands for even excitation; “o” for odd excitation.
c©2016 APS.
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infinite sum of modal admittances:
Y eeq = 2
∞∑
n=1
[
f˜n
f˜0
]2
Y (0)n + 2j
∞∑
n=0
[
f˜n
f˜0
]2
Y (1)n tan(β
(1)
n d1/2) (5.1)
Y oeq = 2
∞∑
n=1
[
f˜n
f˜0
]2
Y (0)n − 2j
∞∑
n=0
[
f˜n
f˜0
]2
Y (1)n cot(β
(1)
n d1/2) (5.2)
where
[
f˜n
f˜0
]2
=

J20 (knw/2) TM incidence[
2
J1(knw/2)
knw/2
]2
TE incidence
n ≥ 1 (5.3)
Y (i)n =
1
η0
×
ε
(i)
r k0/β
(i)
n TM incidence
β
(i)
n /k0 TE incidence
n ≥ 1 (5.4)
β(i)n =
√
ε
(i)
r k20 − k2n n ≥ 1 (5.5)
k0 =
ω
c
, kn =
2pin
p
n ≥ 1 (5.6)
with Ji(·) being the Bessel function of the first kind and i-th order, η0 =
√
µ0/ε0
the intrinsic impedance of free space, ω the angular frequency, c the speed of
light in free space, kn the cutoff wavenumber of the n-th mode supported by the
parallel-plate waveguide associated with the unit cell, and β(i)n the correspond-
ing longitudinal wavenumber of the n-th mode in medium (i). The coefficient[
f˜n
f˜0
]2
is the nth Fourier coefficient of the electric-field profile assumed at the slit
aperture (y ∈ [−w/2, w/2], with w being the width of the slit), which according
to Chapter 2, is taken as
Eslit(y) =
 2piw [1− (2y/w)2]
−1/2 TM incidence
4
piw
[1− (2y/w)2]1/2 TE incidence
(5.7)
Starting from the basic circuit models for the even- and odd-excitation-half
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(a)
middle plane
(b)
(c) (d)
Figure 5.3: (a) Equivalent Π-circuit for a pair of coupled gratings. (b) The
same circuit as in (a), showing the middle symmetry plane. (c), (d) The
circuits that result from applying open or short circuit terminations (corre-
sponding to even or odd excitations) at the middle symmetry plane. c©2016
APS.
problems shown in Fig. 5.2, our first goal next section will be to find an equiv-
alent circuit for the pair of coupled gratings in the form of an equivalent Π-
network. Then, the following section will present a detailed study of the el-
ements in the Π-circuit, leading to a further decomposition into different el-
ements that allows for their efficient computation and provides an insightful
physical interpretation. Later, it will be presented the strategy proposed for the
computation of the Π-circuit elements. Finally various numerical results will
illustrate and support the previous discussion as well as demonstrate the quan-
titative performance of the Π-network circuit model.
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5.2.1 Equivalent Π-network for coupled gratings
In order to find the equivalent Π-network that describes the behavior of the cou-
pled screens
(
see Fig. 5.3a
)
, an even-odd excitation analysis is also applied to
this Π-circuit by placing open- or short-circuit terminations in the middle plane(
Fig.5.3b
)
. As a result, the half-problem circuits shown in Figs. 5.3c and 5.3d are
obtained. Identifying the latter two circuits with the one in Fig.5.2, it is clear that
the parallel and series admittances (Yp and Ys) can readily be obtained from the
even and odd equivalent admittances as
Yp = Y
e
eq , Ys =
1
2
[Y oeq − Y eeq] (5.8)
and, therefore, from (5.1) and (5.2)
Yp =
∞∑
n=1
[
f˜n
f˜0
]2
Y (0)n + j
∞∑
n=0
[
f˜n
f˜0
]2
Y (1)n tan(β
(1)
n d1/2) (5.9)
Ys = −j
∞∑
n=0
[
f˜n
f˜0
]2
Y (1)n csc(β
(1)
n d1) . (5.10)
It should be noted that the first summation in (5.9)
Y
(0)
p =
∞∑
n=1
[
f˜n
f˜0
]2
Y (0)n (5.11)
only accounts for the external field, whereas the second summation is associ-
ated with the field in region (1) (hencefort internal region):
Y
(1)
p = j
∞∑
n=0
[
f˜n
f˜0
]2
Y (1)n tan(β
(1)
n d1/2) . (5.12)
This fact will be key in Sec. 5.3 to obtain the equivalent circuit for stacked struc-
tures involving an arbitrary number of gratings.
5.2.2 Interpretation of the admittances deduced for the
Π-circuit
The analytical expressions found in previous sections for the circuit elements of
the Π-network have been derived as infinite series and, certainly, these formal
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expressions are not well suited for a qualitative understanding of the behavior of
the fields, nor are they convenient from a computational perspective. However,
it will be shown that they can easily be manipulated and rewritten in a more
insightful and suitable form. First, it is convenient to split the infinite series
in (5.10), (5.11) and (5.12) into two separate contributions. The first contribu-
tion comprises the low-order terms, which correspond to propagating modes at
the highest frequency of interest. It is also advisable to add the first evanescent
mode to this low-order group . The second contribution is formed by an infinite
series of evanescent modes whose cutoff frequencies are far above the working
frequency, namely, high-order (“ho”) evanescent modes. Expressions in (5.10),
(5.11), and (5.12) are thus regrouped as
Y
(0)
p =
N∑
n=1
[
f˜n
f˜0
]2
Y (0)n +
∞∑
n=N+1
[
f˜n
f˜0
]2
Y (0)n︸ ︷︷ ︸
Y
(0)
p,ho
(5.13)
Y
(1)
p =j
N∑
n=0
[
f˜n
f˜0
]2
Y (1)n tan(β
(1)
n d1/2) + j
∞∑
n=N+1
[
f˜n
f˜0
]2
Y (1)n tan(β
(1)
n d1/2)︸ ︷︷ ︸
Y
(1)
p, ho
(5.14)
Ys =− j
N∑
n=0
[
f˜n
f˜0
]2
Y (1)n csc(β
(1)
n d1)− j
∞∑
n=N+1
[
f˜n
f˜0
]2
Y (1)n csc(β
(1)
n d1)︸ ︷︷ ︸
Ys, ho
(5.15)
whereN is the number of low-order (“lo”) terms. According to the above-mentioned
criterion, N will be given by
N =
⌈√
εr,max
p
λ0,min
⌉
(5.16)
where d·e represents the smallest following integer (ceiling function), εr,max is
the greater of the two surrounding permittivities, and λ0,min is the minimum
vacuum wavelength value of interest. Since the modes that contribute to the
Y
(i)
p,ho and Ys,ho high-order admittances are far below their cutoff frequencies, the
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following approximation (also employed in the previous chapters) can be used
kn 
√
ε
(i)
r k0 , β
(i)
n,ho ≈ −jkn (i = 0, 1) . (5.17)
The expressions for the TM and TE characteristic admittances of these modes
then reduce to
Y
(i)
n,ho ≈ jω
ε0ε
(i)
r
kn
= jωC(i)n TM case (5.18)
Y
(i)
n,ho ≈
1
jω
kn
µ0
=
1
jωLn
TE case (5.19)
whose frequency dependence is readily recognized as standard reactive lumped
elements (inductors and capacitors). Depending on the polarization of the im-
pinging wave, a lumped n-order capacitor C(i)n or n-order inductance Ln is de-
fined for the n-th order mode (note that Ln does not depend on the permittivity
of the medium, as expected for a standard inductance).
For TM polarization, introducing (5.18) in Y (i)p and Ys, we obtain
Y
(0)
p, ho = jω
∞∑
n=N+1
[
f˜n
f˜0
]2
C(0)n = jωC
(0)
p (5.20)
Y
(1)
p, ho = jω
∞∑
n=N+1
[
f˜n
f˜0
]2
C(1)n tanh(knd1/2) = jωC
(1)
p (5.21)
Ys, ho = jω
∞∑
n=N+1
[
f˜n
f˜0
]2
C(1)n csch(knd1) = jωCs (5.22)
where C(1)p and Cs are capacitors that account for the global effect of all the
higher-order evanescent modes.
Similarly, for TE polarization the following equivalent inductances associ-
ated with the effect of all the higher-order modes are obtained:
Y
(0)
p, ho =
1
jω
∞∑
N+1
[
f˜n
f˜0
]2
1
Ln
=
1
jωL
(0)
p
(5.23)
Y
(1)
p, ho =
1
jω
∞∑
N+1
[
f˜n
f˜0
]2
1
Ln
tanh(knd1/2) =
1
jωL
(1)
p
(5.24)
Ys, ho =
1
jω
∞∑
N+1
[
f˜n
f˜0
]2
1
Ln
csch(knd1) =
1
jωLs
. (5.25)
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(a) TM polarization
(b) TE polarization
Figure 5.4: (a) Equivalent circuit showing separately the contribution of the
fundamental mode (Π-network) and the higher-order modes (lumped ca-
pacitors and inductors). c©2016 APS.
The circuit models in the form obtained thus far are depicted in Fig.5.4, with
the high-order capacitances and inductances explicitly shown. For simplicity,
in these drawings it is assumedN = 0; i.e., the frequently encountered situation
in which only the fundamental zero-order term contributes to the low-order
admittances that appear in the internal Π-network. All the higher-order modes
are then included in the lumped elements.
As pointed out for the single-grating problem, a more specific physical inter-
pretation of these lumped reactive elements can be found after noting that they
represent the reactive field excited in the vicinity of the slit aperture (since they
account for the evanescent modes). This interpretation can directly be trans-
lated to the external high-order element (C(0)p or L
(0)
p ), which represents the re-
active near field around the slit in the external region. For the internal region
it is also desirable to find an interpretation for both the series and the parallel
reactive lumped elements. For the series element in (5.22) or (5.25), the expo-
nential behavior of the csch(·) function for large arguments makes this series
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admittance decrease exponentially as the two coupled screens are separated,
which clearly suggests that the series element is basically related to the cou-
pling between both screens through evanescent fields. From (5.22) or (5.25) it is
apparent that only the evanescent modes that reach the other screen will con-
tribute to the series element, with the contribution of the remaining modes be-
ing negligible. On the contrary, the parallel element in (5.21) or (5.24) does not
vanish for distant screens, since the tanh(·) function approaches unity instead.
Therefore, for coupled screens sufficiently separated (so that the reactive field
around the slits does not reach the other screen), the parallel lumped element
approaches its single-grating value. This suggests further splitting the parallel
element as
C
(1)
p =
∞∑
n=N+1
[
f˜n
f˜0
]2
C(1)n︸ ︷︷ ︸
C
(1)
p, single
−
∞∑
n=N+1
[
f˜n
f˜0
]2
C(1)n [1− tanh(knd1/2)]︸ ︷︷ ︸
Cp, coup
. (5.26)
The first term, C(1)p, single represents the value of the reactive element in the ab-
sence of coupling with a second screen (single-grating value). The second one,
Cp,coup, is a coupling term that accounts for the modification of the single-screen
capacitance due to the presence of the other screen. The fact that this term is
subtracted from C(1)p, single indicates that the overall parallel capacitance tends to
decrease as a consequence of the coupling, and this can be interpreted as a par-
allel connection between the single-screen capacitance and a negative capac-
itance, −Cp,coup. A similar decomposition can be made for the parallel induc-
tance in the TE case as
1/L
(1)
p =
∞∑
n=N+1
[
f˜n
f˜0
]2
1
Ln︸ ︷︷ ︸
1/Lp, single=1/L
(0)
p
−
∞∑
n=N+1
[
f˜n
f˜0
]2
1
Ln
[1− tanh(knd1/2)]︸ ︷︷ ︸
Lp, coup
. (5.27)
As found for the series coupling elements in (5.22) and (5.25), only those higher-
order modes whose evanescent field significantly gets to the other screen need
to be included in the parallel coupling elements in (5.26) and (5.27). A conve-
nient criterion to determine the highest-order mode,M , to be considered in the
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Cs, Ls, Cp,coup and Lp,coup summations in (5.22), (5.25) (5.26), and (5.27) is found
to be
kMd1 ≈ 1 =⇒ M =
⌈
1
2pi
p
d1
⌉
. (5.28)
This criterion has been satisfactorily checked in situations in which coupling
through evanescent modes plays a significant role.
Finally, in Fig.5.4 the contribution of the zero-order mode is accounted for by
the internal Π-circuit formed by the Y (1)p, 0 and Ys,0 admittances. After some ma-
nipulations (with the help of the ABCD matrix [34]), it can be shown that such a
low-order Π-circuit is equivalent to a transmission-line section with character-
istic admittance Y (1)0 and length d1.
The above ideas are illustrated in the circuits shown in Fig.5.5 with the aim of
gaining a graphical insightful interpretation (it is again assumed that the zero-
order mode is the only low-order term, N = 0). The internal transmission line
with admittance Y (1)0 accounts for the coupling between both screens through
the propagating zero-order wave. The reactive elements labeled as “single” rep-
resent the reactive field around the slits for a single grating (i.e., in the absence
of coupling through evanescent fields). For TM polarization this element is ob-
tained as the sum (parallel connection) of C(0)p in (5.20) and C
(1)
p,single in (5.26) (for
TE polarization it is given by the parallel connection between the correspond-
ing inductances). If the two coupled screens are distant enough so that there
is not significant coupling through evanescent modes (namely, if M = 0 for
the cases in Fig. 5.5a and Fig. 5.5b, or M ≤ N in general), then the reactive
coupling elements can be neglected. This situation, with only one propagat-
ing mode and no reactive coupling, is obtained when the period is electrically
small and the dielectric slab is electrically thick. In the literature, many authors
restrict themselves to the analysis of such a situation. However, closely spaced
gratings are important for many practical cases of interest and, in such cases,
the coupling through evanescent fields should actually be taken into account,
which can conveniently be carried out by introducing the series and parallel
coupling capacitors or inductors. Furthermore, in order to extend the range of
application of the model to higher frequencies where one or more higher-order
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(a)
(b)
(c)
Figure 5.5: Circuit models for (a) TM and (b) TE polarizations considering
the fundamental mode as the only distributed element (transmission line of
admittance Y (1)0 ). The higher-order modes contribution is included in the
lumped elements. (c) Circuit model for the case of two distributed modes
(only the TM polarization case). c©2016 APS.
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modes become propagative in the slab between the gratings, the full dynamic
frequency dependence of their modal admittances and propagation wavenum-
bers has to be considered. AsN > 0, these higher-order modes must contribute
to the low-order sums in (5.13), (5.14) and (5.15) and their respective effect can
similarly be separated from the high-order elements to form another Π-circuit,
which is again equivalent to another transmission line with its corresponding
admittance Y (1)i and length d1. This fact is sketched in Fig. 5.5c for N = 1 and
TM polarization. The appearance of transformers of turn ratio
f˜1
f˜0
placed at both
ends of the transmission line is noteworthy.
5.2.3 Computation of the Π-circuit admittances
Taking into account the ideas discussed above, we now discuss the systematic
strategy followed in this work to compute the Y (0)p , Y
(1)
p , and Ys admittances that
make up the Π-circuit. First, given the structural parameters and frequency
range of interest, the value of N is computed following the criterion proposed
in (5.16). Using this value of N , the C(0)p and C
(1)
p,single lumped elements in (5.20)
and (5.26) are computed as
C
(0)
p = wε0ε
(0)
r
∞∑
n=N+1
[J0(knw/2)]
2
knw/2
(5.29)
C
(1)
p,single =
ε
(1)
r
ε
(0)
r
C
(0)
p . (5.30)
Similarly, for the TE case, the L(0)p and L
(1)
p,single elements in (5.23) and (5.27) are
obtained from
1
L
(0)
p
=
1
L
(1)
p,single
=
16
wµ0
∞∑
n=N+1
[J1(knw/2)]
2
knw/2
. (5.31)
Chapter 5 175
Next, the value of M is obtained from the criterion in (5.28). If M > N , then the
coupling reactive elements are computed as
Cp,coup = wε0ε
(1)
r
M∑
n=N+1
[J0(knw/2)]
2
knw/2
[1− tanh(knd1/2)] (5.32)
Cs = wε0ε
(1)
r
M∑
n=N+1
[J0(knw/2)]
2
knw/2
csch(knd1) (5.33)
or
1
Lp,coup
=
16
wµ0
M∑
n=N+1
[J1(knw/2)]
2
knw/2
[1− tanh(knd1/2)] (5.34)
1
Ls
=
16
wµ0
M∑
n=N+1
[J1(knw/2)]
2
knw/2
csch(knd1) . (5.35)
If M ≤ N these coupling elements are ignored. Once all of the above lumped
elements are known, the high-order admittances in (5.13)–(5.15) are given by
Y
(0)
p,ho = jωC
(0)
p (5.36)
Y
(1)
p,ho = jω
(
C
(1)
p,single − Cp,coup
)
(5.37)
Ys,ho = jωCs (5.38)
and the corresponding expressions for the TE case are obtained by replacing
jωC with 1/jωL. It is important to note that none of the above lumped elements
depends on frequency. Hence, they have to be evaluated only once when per-
forming a frequency sweep. Furthermore, the elements with infinite summa-
tions in (5.29)–(5.31) do not depend on d1 either, and therefore it is not neces-
sary to recalculate them when varying the distance between the gratings, pro-
vided the period p or the slit width w is not modified. Finally, for each value of
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frequency, the admittances in the Π-circuit are obtained as
Y
(0)
p =
N∑
n=1
[
f˜n
f˜0
]2
Y (0)n + Y
(0)
p,ho (5.39)
Y
(1)
p = j
N∑
n=0
[
f˜n
f˜0
]2
Y (1)n tan(β
(1)
n d1/2) + Y
(1)
p, ho (5.40)
Ys = −j
N∑
n=0
[
f˜n
f˜0
]2
Y (1)n csc(β
(1)
n d1) + Ys, ho . (5.41)
5.2.4 Results and discussion
Some numerical results are next presented in order to check the validity and
accuracy of the equivalent-circuit approach for a pair of coupled gratings and
to illustrate the previous discussion. Fig.5.6 shows the transmission coefficient
of a pair of coupled gratings printed on either side of a dielectric slab, for two
different values of the slab thickness d1 (separation between the gratings).
For comparison purposes, we have developed an in-house numerical code
based on the Method of Moments (MoM) solution of the integral equation for
the aperture field. This MoM implementation, which uses several basis func-
tions to reproduce the aperture field, has been carefully checked and the nu-
merical results it provides can be considered virtually "exact" for our purposes.
In the first case shown in Fig.5.6a, the separation between the metallic screens
is relatively large (the slab thickness is 2.5 times smaller than the periodicity of
the slit gratings). Indeed, the value of the ratio p/(2pid1) is quite low (≈ 0.4)
and, consequently, the coupling through evanescent fields is not expected to
be relevant. Hence, the Cp,coup and Cs capacitors do not have to be considered
in the circuit model [in other words, M = 0 is taken for the circuit model re-
sults shown in Fig. 5.6a, although M = 1 could have been taken according to
our more conservative general criterion given in (5.28)]. It is shown in the fig-
ure that the circuit-model results obtained withN = 0 reproduce accurately the
transmission spectrum at low frequencies, but they tend to deviate as the fre-
quency increases until they become qualitatively wrong. The reason is that the
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Figure 5.6: Magnitude of the transmission coefficient (|S21|) for two cou-
pled gratings versus normalized frequency for TM incidence and for differ-
ent thicknesses (d1) of the dielectric slab between the gratings (i. e., for dif-
ferent values of the separation between the gratings). Parameters: w = 0.1p,
ε
(0)
r = 1, ε
(1)
r = 4. (a) Relatively distant gratings. (b) Closely-spaced gratings.
c©2016 APS.
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first higher-order mode becomes propagative in the dielectric slab at p/λ0 = 0.5.
Thus, the N = 0 results start to deviate at lower frequencies (p/λ0 & 0.2) where
the n = 1 evanescent mode is no longer far below its cutoff frequency and
its increasingly dynamic behavior starts to have an effect on the transmission
spectrum. The circuit model can accommodate this situation by simply setting
N = 1; i.e., by incorporating the corresponding Π-network for the n = 1 mode
(together with that for the fundamental n = 0 wave, which is always present).
This is confirmed by theN = 1 results in Fig.5.6a, which show a very good agree-
ment with the MoM curve up to p/λ0 & 0.6. For higher frequencies, these results
show some deviation with respect to the MoM data, although still being able to
reproduce the main features of the spectrum. Once again, this deviation is due
to the fact that the next higher order mode (n = 2) is approaching its cutoff fre-
quency inside the dielectric slab (p/λ0 = 1). The circuit model with N = 2 does
provide very accurate results over the whole frequency range.
Next, Fig. 5.6b shows the transmission spectrum for the same two coupled
slit gratings as in Fig. 5.6a, but now with a much thinner dielectric slab (d1 =
p/50) and hence the gratings are tightly coupled. Two total transmission peaks
are observed, each one followed by a transmission zero. If only the zero-order
wave is considered as distributed element in the model through its correspond-
ing Π-network (curve labeled as N = 0), the resulting equivalent circuit is not
able to reproduce the transmission behavior at all. When the first higher-order
mode is considered as a “low-order” mode and thus its dynamic distributed na-
ture is taken into account through the corresponding Π-network (N = 1 curve),
the first transmission peak and zero are captured by the circuit model, though
slightly blue-shifted. The inclusion of the second higher-order mode (N = 2)
mostly corrects this frequency shift and makes the proposed circuit model able
to reproduce the second peak and zero. However, even with N = 2 the results
are not satisfactory, since a significant difference in the transmission level with
respect to MoM results is observed throughout the considered frequency range.
The reason is that the circuit used to compute the N = 0, N = 1, and N = 2
curves in Fig.5.6b did not include the Cp,coup and Cs coupling capacitors, which
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Figure 5.7: Comparison of our circuit approach data with experimental re-
sults [155] for the transmissivity coefficient (|S21|2) of a pair of tightly coupled
1-D gratings when a TM-polarized normally incident plane wave impinges
on the structure. Parameters: p = 10.02 mm, w = 0.29 mm, d1 = 0.356 mm,
ε
(0)
r = 1, ε
(1)
r = 4.17, tan(δ) = 0.0167 . c©2016 APS.
implies that the coupling through evanescent modes is being neglected. As the
gratings are now very close to one another, this coupling is expected to be sig-
nificant. Indeed, for the present configuration and according to our criterion
in (5.28), M should be set to 8. This means that, for the circuit model with
N = 2, higher-order evanescent modes from n = 3 to n = 8 should contribute
to the Cp,coup and Cs capacitors. When these capacitors are also introduced in
the circuit model (curve labeled N = 2, M = 8), the agreement with the MoM
results is very good over all the frequency range shown. At this point, it is also
worth highlighting the computational efficiency of the proposed equivalent cir-
cuit method. Even in this quite stringent case (with three distributed modes
and up to eight modes contributing to the evanescent coupling), the CPU time
needed for the computation of the ≈ 1000 values represented in Fig.5.6b is al-
most negligible (it takes about 100 ms in a modest laptop computer).
A second example is given in Fig.5.7, which shows a comparison between our
equivalent-circuit results and experimental results reported in [155]. The trans-
missivity coefficient is plotted versus the frequency when a normally incident
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Figure 5.8: Transmission coefficient (magnitude) versus frequency for TE
incidence. Parameters: w = 0.2 p , d1 = 0.5 p, ε
(0)
r = 1, ε
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r = 9.8. c©2016 APS.
TM plane wave impinges on a pair of coupled arrays. The gratings are printed
on the two sides of an electrically very thin and lossy FR4 substrate. It should be
pointed out that losses in the substrate can be straightforwardly incorporated in
the circuit model through the admittances, (5.4), and wavenumbers, (5.5), just
by replacing the lossless real value of permittivity, ε(i)r , with its complex value
for lossy substrates, ε(i)r (1 − j tan δ(i)). According to our general criteria in (5.16)
and (5.28), the circuit-model results in Fig.5.7 are computed withN = 2,M = 5.
As it can be observed, the agreement with the experimental results is remark-
ably good.
The case of TE incidence is studied in Fig.5.8, where it is shown the frequency
behavior of the transmission coefficient when a normally incident plane wave
impinges on a pair of coupled gratings. For this polarization the interaction
of the incident wave with the slits is weaker than for the TM case and an elec-
trically thick medium is needed to observe transmission peaks, which are ex-
tremely frequency selective. Four low-order terms were taken as distributed el-
ements (N = 4) because of the high permittivity of the substrate. These terms
are associated with propagating modes in the dielectric region since the inter-
action through evanescent modes is almost negligible because the screens are
far enough to be affected by them (M = 0). Once again, the accuracy shown by
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Figure 5.9: Topology of the equivalent circuit defining the internal Π-circuit
(building block) and the external part. c©2016 APS.
the circuit model compared with the numerical MoM data is very good.
5.3 Stacked arrays
The previous section presented the derivation of the Π-circuit model for a pair
of coupled slit gratings, together with a detailed in-depth physical interpreta-
tion of its elements. All the previous derivations and discussions will be found
very pertinent for the study of stacked arrays since its corresponding equiva-
lent circuit will be systematically built up from the Π-circuit model for a pair
of coupled slit gratings. As already pointed out in Sec. 5.2.1, the key fact is that
the Yp admittance in the Π-network is given by the sum (parallel connection) of
the external, Y (0)p , and internal, Y
(1)
p , parallel admittances. Since these admit-
tances independently account for the field in medium (0) [external medium]
and medium (1) [internal medium], there can be defined an “internal” Π-block
associated with medium (1) characterized by Y (1)p and Ys, as shown in Fig. 5.9.
This internal Π-circuit can be employed as a “building block” to build up the
equivalent circuit of a series of stacked arrays, as shown in Fig.5.10. The stacked
structure amenable to be analyzed with this procedure may have the dielectric
layers of different thickness and permittivity, but the slit arrays must be identical
and aligned among them to preserve the periodicity in the transverse direction.
It should be noted that the employed strategy is applicable to stacked structures
thanks to the initial “aperture” formulation of the problem, which made it pos-
sible to define two independent sub-problems at both sides of the apertures
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Figure 5.10: (a) Stacked structure with different dielectric slabs. (b) Equiva-
lent circuit made by cascading Π-building blocks. c©2016 APS.
(slits).
The above rationale can also be employed to study an infinite set of periodi-
cally stacked slit gratings. In this case, the equivalent network of this longitudi-
nally periodic structure is formed by the periodic repetition of the correspond-
ing Π building block (the “unit cell” of the structure along the longitudinal z
direction), as illustrated in Fig.5.11. As the elements of this Π building block are
known in closed form, the dispersion relation of the Bloch modes of the infinite
periodic stack is readily obtained as [34]
cosh(γd1) = 1 +
Yp
Ys
(5.42)
where γ = α+jβ is the complex propagation constant of the Bloch mode, with β
being the phase constant andα the attenuation constant. The Bloch admittance
at the longitudinal unit cell terminals is also derived immediately as [34]
YB =
√
Yp(Yp + 2Ys) . (5.43)
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Figure 5.11: (a) Infinite periodic stack of slit gratings. (b) Equivalent circuit
consisting of an infinite cascade of Π-building blocks. c©2016 APS.
5.3.1 Results and discussion
As a first example to check the validity of the circuit approach for stacked arrays,
the transmission coefficient of a set of four cascaded arrays printed on three di-
electric slabs under normal TM incidence is plotted in Fig.5.12. A high reflection
behavior is observed at the center of the plot from 0.25p/λ0 up to about 0.7p/λ0.
At low frequencies, a high level of transmission is expected because the slit grat-
ings interact weakly with the incident wave. Additional transmission peaks are
also found between 0.7p/λ0 and 0.9p/λ0. For comparison purposes, the results
provided by the commercial simulator Ansys HFSS (based on the finite-element
method in the frequency domain) are also shown. An excellent agreement is
found between the two sets of data.
Next, the case of an infinite periodic stack of identical gratings is studied in
Fig.5.13. The Brillouin diagram for the Bloch mode of this periodic structure ob-
tained from (5.42) is plotted in Fig.5.13a, which shows four passbands separated
by three stopbands (SB). It is interesting to note that the slope of the dispersion
relation is positive in the first two passbands (often called forward passbands),
whereas it is negative in the two higher-frequency bands (backward passbands).
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Since no losses are assumed in any element of the present structure, the second
member of (5.42) is always real, providing two possibilities for the propagation
constant:
γ = jβ if
[
1 +
Yp
Ys
]
∈ [−1, 1] (5.44)
γ = α + j
0pid if
[
1 +
Yp
Ys
]
6∈ [−1, 1] . (5.45)
Clearly, passbands occur when α = 0 (γ = jβ) and stopbands when α 6= 0 and
β = 0 or pid. The existence of a passband is then subject to the following two
conditions:
• (i) the reactive nature (capacitive/inductive) of Ys and Yp has to be different
in order to satisfy Yp/Ys < 0
• (ii) |Yp| < 2|Ys|.
For instance, these conditions are satisfied if the Π-network has a relatively small
capacitance as a parallel element (close to open circuit) and a small induc-
tance as a series element (close to short circuit), which allows the power to pass
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through the structure thus obtaining a forward band [34]. On the other hand,
the above two conditions can also be satisfied if Ys is capacitive and Yp induc-
tive; for instance, a Π-network with a high capacitance as a series element and
a high inductance as the parallel element. This would also allow the power to
travel along the stacked structure, but now the passband would be of backward
nature.
If a finite (truncated) version of the previous longitudinally periodic struc-
ture is now considered, a clear correspondence is expected between the Bril-
louin diagram and the behavior of the transmission coefficient of the finite stack.
This fact is illustrated in Fig. 5.13b, which shows the transmission coefficient
through a finite stack with 10 gratings. This figure shows the presence of suc-
cessive passbands or stopbands that perfectly correlate with the associated Bril-
louin diagram in Fig.5.13a. The circuit-model results (solid lines) are compared
with those provided by Ansys HFSS (circles), showing an excellent agreement.
Another feature of this transmission behavior worthy to mention is the high
level of ripples observed in the passbands. This is due to an impedance mis-
matching between the impinging wave (whose characteristic impedance is the
intrinsic impedance of free space, η0 ≈ 377 Ω) and the Bloch input impedance
(Bloch impedance) of the stack. Fig.5.13c shows the real and imaginary parts of
the Bloch impedance (ZB = 1/YB) obtained from (5.43). Since the considered
structure is lossless, ZB is real-valued at passband and purely imaginary at stop-
band frequencies. For the most part of the first three passbands, the ZB value
is much lower than the free space impedance, although it tends to grow within
each band, which is consistent with the decreasing trend of the ripples. Also,
ZB is higher in the first (low-frequency) passband, and hence the ripples in this
band are smaller than in the next two passbands. Finally, the last passband (at
the higher frequencies) is the one showing by far the highest mismatching, due
to the particularly low value of ZB at these frequencies.
As a last example, in Fig.5.14a a lossy stack with the space between the grat-
ings filled with resistive silicon slabs is studied. The complex effective permit-
tivity of the slabs is given by ε(1) = ε0ε
(1)
r − jσ/ω, where σ is the dc conductivity of
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Figure 5.14: (a) Power absorbed in a lossy system formed by eight stacked
arrays separated by seven resistive (ohmic) dielectric slabs (σ = 0.2 S/m).
(b) Bloch impedance versus frequency. Parameters: p = 5 mm, w = 1.4 mm,
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the layers. Fig.5.14a shows the power absorbed in a finite stack (normalized to
the incident power), whereas the Bloch impedance of the corresponding infinite
stack is plotted in Fig. 5.14b. Since the structure is lossy, the Bloch impedance
takes complex values at any frequency. The most interesting feature is the high-
absorption band at high frequencies, with a fractional bandwidth of 4.5% for
a central frequency of 22.5 GHz. As shown in Fig. 5.14b, this absorption band
can be related to a Bloch impedance as well as a relatively constant real part
that is close to the free-space impedance and with a relatively small imaginary
part in the same frequency range. This behavior of the Bloch impedance has
been obtained by properly adjusting the geometrical parameters and the value
of the slab conductivity. Note that, for frequencies between approximately 17
and 20 GHz, ZB is mostly real-valued as well. However, its small value implies a
strong mismatch with the incident wave that causes most of the incident power
to be reflected rather than absorbed in the resistive silicon slabs.
5.4 Oblique incidence
The extension of the circuit model to the case of a plane wave that impinges
obliquely with an incident angle θ is straightforward. Assuming that the inci-
dence is in the yz plane (see Fig.5.1), the corresponding incident wave vector is
given by
k =
√
ε
(0)
r k0(cos θ zˆ+ sin θ yˆ) . (5.46)
The parallel and series admittances obtained in Sec. 5.2 are defined in terms of
an infinite sum of modes. For oblique incidence, the transverse boundary con-
ditions of the unit cell are no longer electric or magnetic walls but periodic walls,
which implies that the series of modes now become series of Floquet spatial
harmonics. Thus, the series and parallel admittances in Fig.5.9 can be written
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as
Y
(0)
p =
∑′
n
[
f˜n
f˜0
]2
Y (0)n (5.47)
Y
(1)
p =
∞∑
n=−∞
[
f˜n
f˜0
]2
Y (1)n tan(β
(1)
n d1/2) (5.48)
Ys =
∞∑
n=−∞
[
f˜n
f˜0
]2
Y (1)n csc(β
(1)
n d1) (5.49)
where
β(i)n =
√
ε
(i)
r k20 − (kn + kt)2 (5.50)
kt =
√
ε
(0)
r k0 sin(θ) (5.51)
with kt being the transverse (to z) y-component of the wavevector. For the defi-
nition of the
[
f˜n
f˜0
]
coefficients, the same field profiles as in (5.7) are considered,
and therefore their expressions are similar to those in (5.3) but now incorporate
the phase shift imposed by the incident plane wave,
[f˜n]
2 =

[
J0((kn + kt)w/2)
]2
TM incidence[
2
J1((kn + kt)w/2)
(kn + kt)w/2
]2
TE incidence .
(5.52)
Regarding the criterion for the number of low-order harmonics, we now de-
fine N as the number of propagative negative harmonics (n < 0) plus 1 inside
the highest-permittivity medium at the highest frequency of interest, namely:
N =
⌈(√
εr,max +
√
ε
(0)
r sin θ
)
p
λ0,min
⌉
(5.53)
(for positive angles of incidence, the number of propagative positive harmon-
ics is at most equal to the number of propagative negative harmonics). All the
harmonics with |n| ≤ N are thus considered low-order harmonics whose con-
tribution to the above sums is taken rigorously without any approximation. The
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harmonics with |n| ≥ N + 1 are all far below the cutoff in the frequency range of
interest, and thus we can use the following approximation:
kn + kt ≈ kn (5.54)
βn ≈ −jk|n| (5.55)
which implies that, once again, their global contribution to the equivalent cir-
cuit can be accounted for by frequency-independent capacitances or induc-
tances. Taking into account (5.55), the same criterion for M as in (5.28) can be
applied here, and only those high-order harmonics with |n| ≤M are considered
in the elements that represent coupling through evanescent fields.
As an example of application, Fig.5.15 shows the reflection coefficient versus
frequency for the case of four stacked slit arrays under oblique TM incidence
with θ = 20o. As in previous comparisons, the agreement with the results from
HFSS is very good.
Finally, it should be mentioned that the range of application of the model is
more reduced for oblique incidence than for normal incidence, as expected. In
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order to check quantitatively the limitations of both normal and oblique inci-
dence, an exhaustive analysis of the accuracy of the model (similar to the one
reported in Chapter 2) will be next carried out.
5.5 Range of validity of the model for two identical
coupled slit arrays.
In this section we will establish the limits of validity of the models, both for TE
and TM incidence. Since the circuit models presented in the present chapter are
actually extensions of the models derived in Chapter 2, it is expected to observe,
at least for largely-spaced arrays, similar limits of validity. The main point of dis-
cussion will then concern how the limits of validity are affected as the gratings
separation decreases.
5.5.1 TM incidence
Pairs of coupled slits arrays under TM normal incidence are considered in this
section. It is worth mentioning that the range of validity of the model deduced
for a pair of gratings is also applicable to a set of stacked gratings (composed of
more than two gratings). It should be reminded that, for TM normal incidence,
the limit of validity deduced for a single slit grating was given by w/λ = 0.4
(according to the criterion established in Chapter 2), with w being the width
of the slit aperture and λ the wavelength at the highest-permitivitty medium
forming the interface where the grating is located.
In order to check whether this limit remains the same for closely spaced
staked arrays, we show in Fig.5.16 and Fig.5.17 several results representing the
transmission coefficient versus the normalized frequency. In particular, Fig.5.16
considers a pair of slit gratings in vacuum with w/p = 0.4. The figure is com-
posed of four plots, each obtained for a different value of the separation be-
tween gratings. In all cases, the results provided by the model are compared
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with results from a in-house MoM code. Generally, the agreement between
both curves is excellent up to w/λ0 = 0.4 although there exist sligh deviations
in Fig. 5.16c and Fig. 5.16d beyond w/λ ≈ 0.3. These cases account for a sepa-
ration between arrays smaller than the slit width. A similar limit of validity can
be extracted from the plots in Fig.5.17, where the aperture width is w/p = 0.2.
It is important to highlight, however, than now the agreement shown between
the curves obtained from the model and the MoM is good up to w/λ0 = 0.4 in
all cases. It seems that as the slit width is becoming smaller with respect the
period, the accuracy of the model is greater. Despite these minor differences,
it is reasonable to conclude that the limit of validity of the model for a pair of
coupled gratings is still the same as for a single grating.
This range of validity is satisfied if a dielectric slab is filling the region be-
tween gratings. In Fig. 5.18 three plots are shown representing the transmis-
sion coefficient versus normalized frequency for a pair of coupled gratings with
three different values of the separation d. The dielectric slab have a permittivity
of εr = 9, so the normalized frequency is now defined as w(εr)1/2/λ0 = w/λdiel.
We now observe how the agreement between both curves is quite good up to
w/λdiel ≈ 0.4. At higher frequencies, the degree of deterioration comparing with
the case in vacuum is actually lesser. Consequently, w/λdiel ≈ 0.4 can be stated
as a reliable limit.
A final TM-incidence example is shown in Fig. 5.19. The structure parame-
ters are identical to the previous example, but oblique incidence with 30o inci-
dence angle is now considered. The accuracy of the model is now restricted to
frequencies below w/λdiel ≈ 0.15 − 0.2. This reduced range is expected since
the assumed electric-field profile at the aperture is symmetrical with respect the
horizontal middle plane of the unit cell, whereas the actual field at the aperture
is clearly non-symmetrical. In practice, it reduces the limit of accuracy to the
half, as we observe in the figures in accord with that previously observed for
single gratings in Chapter 2.
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Figure 5.16: Magnitude of the transmission coefficient for two coupled slit
gratings in vacuum under TM normal incidence for different values of the
separation between the gratings. The slits are considerably wide w/p = 0.4.
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Figure 5.17: Same as Fig.5.16, but for a slit width w = 0.2p.
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Figure 5.18: Same as Fig.5.17, but with a dielectric slab sith εr = 9 between
the gratings. Note that the normalized frequency values in the abscissa now
use the wavelength inside the dielectric λdiel = λ0/
√
εr.
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(c) w/d = 4
Figure 5.19: Same as Fig.5.18, but under oblique incidence with θ = 30◦.
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Figure 5.20: Magnitude of the transmission coefficient for two coupled slit
gratings in vacuum under TE normal incidence for two different values of
the separation between the gratings (d). The slits occupy 20% of the unit cell,
w/p = 0.2.
5.5.2 TE incidence
Let us now check the accuracy of the model for TE incidence. According to the
studied carried out in Chapter 2 for a single slit grating in vacuum under TE
normal incidence, the limit of validity of the model was set around w/λ0 = 0.6.
Considering now a pair of coupled slits gratings, we will check how this accuracy
limit is barely modified. Fig.5.20 and Fig.5.21 represent the transmission coef-
ficient obtained for a pair of coupled slit gratings in vacuum under TE normal
incidence. Each figure is composed of two different plots, referring to two differ-
ent gratings separations. The plots in Fig.5.20 have been obtained forw/p = 0.2.
The agreement between the results provided by the circuit model and the MoM
is excellent up to w/λ0 = 0.6 although the deviation between both curves is not
dramatic beyond this limit. Same conclusions can be inferred from the results
in Fig. 5.21, where the slit width has been increased to w/p = 0.7 (70% of the
period). The deviations beyondw/λ0 = 0.6− 0.65 are now, however, much more
noticeable.
Placing a dielectric slab in the region between gratings, the limit of validity is
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Figure 5.21: Same as Fig.5.20, but for very wide slits w/p = 0.7.
now governed by a normalized frequency in terms of the effective wavelength
λeff = λ0/(εeff)
1/2 (5.56)
with εeff being
εeff =
εL + εR
2
(5.57)
where εL and εR are the permittivity of the medium at the left- and right-hand
side of the grating. This normalization was already used for single gratings, and
we will check that it is appropriate also for stacked gratings. In order to cor-
roborate this, an example is depicted in Fig.5.22 where the transmission coeffi-
cient is represented versus the normalized frequency. The effective wavelength
is calculated using the permittivity of vacuum (external medium) and εr = 9
(internal slab). The slit widths of both gratings are w/p = 0.2 for this example.
A safe limit can be established at w/λeff ≈ 0.7 − 0.8, although the deterioration
is not dramatic beyond this limit. A final example regarding oblique incidence
is represented in Fig.5.23 for w/p = 0.7. The limit of validity can be set around
w/λeff ≈ 0.5−0.6, as observed in Fig.5.23a. However, if the variation of the spec-
trum with frequency is smoother (as the one in Fig. 5.23b), the differences are
appreciated around and beyond w/λeff ≈ 0.7. In conclusion, no significant dif-
ferences are introduced in the limit of accuracy of the model, by the presence of
the second grating, and thus the limit established in Chapter 2 for slits gratings
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Figure 5.22: Same as Fig. 5.20, but with a high permittivity slab (εr = 9)
between the gratings. The wavelength used for the normalized frequency
values is λeff = λ0/
√
εeff, corresponding to an effective medium with relative
permittivity εeff = (1 + εr)/2. In this example, εeff = 5.
remains practically the same for stacked gratings.
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Figure 5.23: Same as Fig.5.22, but for oblique incidence at θ = 30◦ and with
w/p = 0.7.
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5.6 A pair of non-aligned and different coupled ar-
rays. Generalization of the equivalent circuit.
The equivalent Π topology derived above has been shown to exhibit a very good
performance. The model is accurate for a wide frequency range, even well be-
yond the onset of the grating-lobes regime (if the slits are not very wide). How-
ever, the model can only be used to analyze the scattering response of a pair
of identical gratings. Its derivation required the structure to be symmetric with
respect the vertical middle plane of the unit cell. Under this circumstance, the
problem could be treated by considering an even/odd excitation analysis, which
led to an equivalent Π network according to the procedure detailed above. This
symmetry condition is not satisfied when, for instance, a pair of two different
coupled and aligned arrays are considered; the term aligned indicates here that
the middle planes of both slit apertures are set at the same height in the unit
cell [see Fig.5.24]. In this case the methodology detailed above for deriving the
Π equivalent circuit is clearly insufficient. Fortunately, next it will be shown that
there exists an alternative procedure to obtain a Π-topology for different cou-
pled slit arrays as long as they have the same period. This new procedure is
based on the matrix formalism of microwave network analysis [34]. This equiv-
alent Π circuit can also be extended to find an equivalent circuit for a pair of
non-aligned coupled gratings, although in this latter case, an equivalent circuit
with an explicit topology can only be derived for normal incidence.
5.6.1 Equivalent Π network for two different and aligned cou-
pled gratings.
The basic structure under study is schematically shown in Fig. 5.24. Two 1-D
aligned periodic arrays with different slit widths (w1 and w2), having the same
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slit gratings
Figure 5.24: Cross-section of a pair of periodic coupled slit arrays. The metal
strips are infinitely thin and infinitely long along the x direction. The slit
widths of each grating are, in general, different. TM or TE incidence is con-
sidered.
lattice parameter (period p), are sandwiching a dielectric slab with permittiv-
ity ε(1)r and thickness d. The lack of a vertical symmetry plane along the lon-
gitudinal z-direction clearly precludes the use of the even/odd analysis to de-
rive the corresponding equivalent Π circuit. In this subsection a new strategy
is provided to obtain an appropriate Π-network that models the scattering of a
TE/TM-polarized plane wave that impinges obliquely on the structure. Before
dealing with the coupled-grating case, it will be first considered the multimode
equivalent network for a single-slit grating surrounded by two semi-infinite di-
electric media, previously obtained in Chapter 2. The correspondig expression
for the equivalent admittance of the aperture discontinuity is the following:
Yeq =
∑′
n
[
f˜n
f˜0
]2
(Y (0)n + Y
(1)
n ) (5.58)
where Y (i)n is the TM/TE admittance of the nth Floquet harmonic in the medium
i = 0, 1. The corresponding schematic representation of the equivalent circuit
associated with (5.58) is shown in Fig. 5.25. It consists of an interconnection
among an infinite number of transmission lines, each associated with a differ-
ent n-th harmonic. Let us now assume a system formed by two coupled gratings
spaced a certain distance d. Taking each individual grating separately, their re-
spective circuit models, depicted in Fig. 5.26(a), have the same representation
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Figure 5.25: Multimode equivalent circuit for a single grating placed be-
tween two semi-infinite half spaces.
as the one in Fig.5.25. The information about the slit width of the gratings is in-
corporated into the tranformer-ratio expressions. For a slit discontinuity, they
are given by
f˜n(wi)
f˜0(wi)
=

J0([kn + kt]wi/2)
J0(ktwi/2)
TM incidence
J1([kn + kt]wi/2)
J1(ktwi/2)
kt
kn + kt
TE incidence .
(5.59)
Clearly, the transformer ratios for each of the two single-grating model will be
different whenw1 = w2. On the contrary, the charasteristic admittances and the
propagation constants of the nth transmission lines in a particular medium are
identical regardless of the geometry of the gratings under consideration (they
basically depend on the periodicity of the structure and the permitivity of the
medium). This fact allows us to construct the multimode circuit for the coupled-
array system by simply connecting the transmission lines associated with har-
monics of the same order within medium (1), as shown in Fig. 5.26(b). The
length of each nth-order internal line (grey line in the figure) is precisely the
dielectric thickness d. In principle, the internal circuit comprises an infinite
number of internal lines. However, in practice, there are only a few propagative
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(a)
(b)
Figure 5.26: (a): Individual equivalent circuits for the slit arrays forming the
coupled system. (b): Equivalent circuit of the coupled system, obtained after
connecting the nth-order transmission lines of each individual circuit.
harmonics in the region between gratings, with the remaining ones being of
evanescent nature. Depending on the electrical distance between screens, sev-
eral evanescent harmonics could have an attenuation constant low enough to
allow for a direct interaction between the two slits discontinuities. In this sense,
they should be treated as propagating harmonics although the characteristic
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admittance of their equivalent transmission line would be purely imaginary in-
stead of real. As the distance between gratings decreases, more evanescent har-
monics are required to be represented by transmission lines. This idea has been
studied in depth in the present chapter, in Sec 5.2.2 and Sec. 5.2.3 for identical
and aligned arrays, and will be similarly used below for the case under study.
Now our attention will focus on the so-called “internal” region [grey lines in
Fig. 5.26(b)] in order to find an equivalent Π topology to describe the field be-
haviour in this region. First it will be defined a nth-order internal block, formed
by the nth-order left tranformer, the nth-order transmission line and the nth-
order right transformer. This block admits the following matrix representation
in terms of the product of their associated ABCD matrices [34]:
[ABCD]n =

1[
f˜n(w1)
f˜0(w1)
] 0
0
[
f˜n(w1)
f˜0(w1)
]

×
(
cos(β
(1)
n d) jZ
(1)
n sin(β
(1)
n )
jY
(1)
n sin(β
(1)
n d) cos(β
(1)
n d)
)
×

[
f˜n(w2)
f˜0(w2)
]
0
0
1[
f˜n(w2)
f˜0(w2)
]
 (5.60)
where the leftmost/righmost matrix represents thenth-order transformer placed
at the left/right- hand termination of the line, and the middle matrix is the
ABCD matrix for the nth-order transmission line. The resulting nth-order ABCD
matrix is found to be
[ABCD]n =

f˜n(w2)
f˜0(w2)
f˜0(w1)
f˜n(w1)
cos(β
(1)
n d) jZ
(1)
n
f˜0(w1)
f˜n(w1)
f˜0(w2)
f˜n(w2)
sin(β
(1)
n d)
jY
(1)
n
f˜n(w1)
f˜0(w1)
f˜n(w2)
f˜0(w2)
sin(β
(1)
n d)
f˜n(w1)
f˜0(w1)
f˜0(w2)
f˜n(w2)
cos(β
(1)
n d)
 .
(5.61)
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The nth ABCD matrix is next converted into the following nth-order admittance
matrix [Y ]n,
[Y ]n =

−jY (1)n
[
f˜n(w1)
f˜0(w1)
]2
cot(β
(1)
n d) jY
(1)
n
f˜n(w2)
f˜0(w2)
f˜n(w1)
f˜0(w1)
csc(β
(1)
n d)
jY
(1)
n
f˜n(w2)
f˜0(w2)
f˜n(w1)
f˜0(w1)
csc(β
(1)
n d) −jY (1)n
[
f˜n(w2)
f˜0(w2)
]2
cot(β
(1)
n d)
 . (5.62)
Such a nth-admittance matrix characterizes the corresponding two-port net-
work. Since Y12 = Y21 in (5.62) and all the matrix elements are imaginary, the ad-
mittance matrix leads to a reciprocal lossless Π network in a natural way [6, 34].
The circuit elements of such a Π network [Fig.5.27(a)] are given by
Ys,n = −Y12 = −jY (1)n
f˜n(w1)
f˜0(w1)
f˜n(w2)
f˜n(w2)
csc(β(1)n d) (5.63)
Y Lp,n = Y11 + Y12 = −jY (1)n
[
f˜n(w1)
f˜0(w1)
]2
cot(β(1)n d) + Ys,n (5.64)
Y Rp,n = Y22 + Y12 = −jY (1)n
[
f˜n(w2)
f˜0(w2)
]2
cot(β(1)n d) + Ys,n . (5.65)
This nth-order Π circuit can now substitute the nth-order block previously
defined, thus obtaining the equivalent network represented in Fig.5.27(b). No-
tice that the internal region is then described by an infinite number of Π blocks
connected in parallel, where each block represents the contribution of a differ-
ent harmonic in this region. The parallel admittances of a particular Π-block
(Y Lp,n and Y
R
p,n) account for the near field around the slit regions whereas the se-
ries admittance (Ys,n) accounts for the coupling field between both slit arrays
associated with thenth-order harmonic (which can be of propagative or evanes-
cent). At this point, the same rationale employed in Sec. 5.2.2 to interpret the ad-
mittances can be similarly applied. In this sense, Π blocks associated with low-
order harmonics keeps the dynamical frequency dependence of the modal ad-
mittances. The number of low-order harmonics, N , necessary for the accurate
representation of the electrical response is taken according to the criterion in
(5.53) (namely, the number of propagative harmonics in the highest-permitivity
medium plus the first evanescent one). High order harmonics, on the contrary,
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(a)
(b)
Figure 5.27: (a): nth-order Π block. (b): Equivalent circuit resulting from the
subsititution of the Π blocks. In principle, the circuit consists of an infinite
number of Π circuits connected in parallel.
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Figure 5.28: Final version of the equivalent circuit.
represent a pure reactive field. The series admittance for high-order elements
accounts for a purely reactive coupling field between both screens. For largely
spaced gratings the contribution of this series admittance is practically negligi-
ble for all these high-order blocks. On the contrary, for closely spaced arrays,
the contribution of the series admittance associated with the lowest-order har-
monics of high-order nature can be significant, and their contribution has to be
explicitly taken into account. The number of high-order harmonics with signif-
icant value of Ys,n is well established by the parameter M previously defined in
(5.28).
In summary, low-order Π blocks keep the dynamical frequency dependence
of the modal admittances. They all form a global Π-block whose admittances
are given by
Y
(1),L
p,lo =
n=N∑
n=−N
Y Lp,n (5.66)
Y
(1),R
p,lo =
n=N∑
n=−N
Y Rp,n (5.67)
Ys,lo =
n=N∑
n=−N
Ys,n . (5.68)
High-order harmonics also form a global Π-block. The parallel admittances of
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this global Π block include the contribution of the parallel admittances asso-
ciated with all the individual nth-order Π blocks. On the contrary, the series
admittance of this global high-order pi-circuit is the result of the contribution of
a few individual series admittances. It results in the following expressions:
Y
(1),L
p, ho =
∞∑
∀|n|≥N+1
Y Lp,n (5.69)
Y
(1),R
p, ho =
∞∑
∀|n|≥N+1
Y Rp,n (5.70)
Ys, ho =
|M |∑
∀|n|≥N+1
Ys,n . (5.71)
Certainly, for TM incidence, the admittances in (5.69), (5.70) and (5.71) become
capacitive, and for TE incidence, they become inductive. The final version of the
equivalent circuit for both TM and TE incidence is illustrated in Fig.5.28. In this
figure we have boxed the block containing all the information about the internal
region (internal block). The external region is characterized by the high-order
admittance Y (0)ho which accounts for the reactive field around the external face
of the slit gratings, in addition to some transmission lines accounting for the
low-order field. Following a similar procedure as in Sec. 5.3, internal blocks can
be cascaded to build up an equivalent circuit for dealing with a stack formed by
any given number of slit arrays.
5.6.2 Equivalent Π network for two different and non-aligned
coupled gratings.
In Sec. 5.6.1 an equivalent circuit has been deduced for a pair of strongly-coupled
non-identical but aligned arrays. Non-aligned arrays are also of interest in the
literature, as reported in several works [139, 140]. The general methodology
above described can still be employed to deal with the non-aligned case al-
though the derivation of a compact Π circuit for the internal region is found
to be restricted to the normal incidence case.
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slit gratings
(a)
(b)
Figure 5.29: (a): Two coupled non-aligned slit gratings. (b): Unit cell of the
problem.
A sketch of the system under consideration is depicted in Fig.5.29(a) together
with its corresponding unit cell in Fig.5.29(b). Both arrays have the same period.
The misaligment between the center of both slit apertures (within the same unit
cell) is given by the variable h. The center of the left-side slit has been set to co-
incide with the y-axis (reference plane at y = 0). The corresponding equivalent
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admittance of the left-side arrays is the same as in (5.58),
Yeq =
∑′
n
[
f˜n(w1)
f˜0(w1)
]2
(Y (0)n + Y
(1)
n ) (5.72)
with f˜n(w1) defined in (5.59). The second slit, shifted upward with respect the
left one, also admits a representation by means of an equivalent circuit. As the
slit center is placed at y = h, its corresponding equivalent admittance is ex-
pressed as
Yeq =
∑′
n
∣∣∣∣ f˜n(w2)f˜0(w2)
∣∣∣∣2(Y (0)n + Y (1)n ) (5.73)
where
f˜n(w2)
f˜0(w2)
is actually a complex number given by
f˜n(w2)
f˜0(w2)
=

J0([kn + kt]w2/2)
J0(ktw2/2)
ejknh TM incidence
J1([kn + kt]w2/2)
J1(ktw2/2)
kt
kn + kt
ejknh TE incidence .
(5.74)
The additional term ejknh in (5.74) comes from the evaluation of the Fourier in-
tegral of the field in the second slit in a non-symmetric interval with respect to
y = 0. It is worth noting that the expressions in (5.74) are related to a trans-
former of complex turn ratio. This can be interpreted as an ideal transformer
which, in addition, also introduces a phase shift in the output voltage and cur-
rent with respect the input magnitudes.
Once both equivalent circuits have been defined individually, the entire equiv-
alent circuit is readily achieved by connecting their corresponding nth-order
lines as showm in Fig. 5.30. In order to find an equivalent Π-topology for the
whole internal region, it is first considered the admittance-matrix formalism
[Y ]n, applied to each single nth-order block system, formed by the nth-order
left tranformer, the nth-order line, and the nth-order right transformer:
[Y ]n =

−jY (1)n
∣∣∣∣ f˜n(w1)f˜0(w1)
∣∣∣∣2 cot(β(1)n d) jY (1)n [ f˜n(w2)f˜0(w2)
]∗
f˜n(w1)
f˜0(w1)
csc(β
(1)
n d)
jY
(1)
n
f˜n(w2)
f˜0(w2)
f˜n(w1)
f˜0(w1)
csc(β
(1)
n d) −jY (1)n
∣∣∣∣ f˜n(w2)f˜0(w2)
∣∣∣∣2 cot(β(1)n d)
 .
(5.75)
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Figure 5.30: Equivalent circuit corresponding to a pair of coupled and non-
aligned slits arrays. The complex transformers turn rations are given in
(5.59).
Again, the matrix in (5.75) represents a two-port network. However, no equiva-
lent Π circuit composed of regular admittances can be inferred from it since the
reciprocity condition is not satisfied Y12 6= Y21 [34]. The responsible of such a
“non-reciprocity” is the complex tranformer associated to right-slit discontinu-
ity,
f˜n(w2)
f˜0(w2)
, which forces instead
Y12 = − [Y21]∗ . (5.76)
It is worth mentioning that (5.76) still guarantees the lossless condition of the
structure. In fact, as reported in [6, 156], a non-reciprocal lossless two-port net-
work necessarily forces the condition in (5.76) for its corresponding admittance
matrix. Furthermore this implies a further result, which ensures that the scat-
tering parameters S12 and S21 satisfy
|S12| = |S21| (5.77)
although the phase associated each scattering parameter does not generally co-
incide. A possible interpretation about the the non-recripocity associated with
the circuit is outlined in Appendix A by applying the reciprocity theorem [34].
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Figure 5.31: Two admittance matrices defined for two networks connected
in parallel can be added to give rise to a new single matrix representing the
whole system. This result is useful to find a Π topology for non-aligned arrays
under normal incidence.
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The non-reciprocity of the admittance matrix is not present for the case of
normal incidence. In this case, harmonics of opposite orders have the following
properties:
β(1)n = β
(1)
−n (5.78)
Y (1)n = Y
(1)
−n (5.79)
f˜n(w2)
f˜0(w2)
=
∣∣∣∣ f˜−n(w2)f˜0(w2)
∣∣∣∣∗ . (5.80)
These properties can be used to construct an overall nth-order modal admit-
tance matrix as a combination of two matrices associated with harmonics of
opposite order. Basic circuit analysis shows that two admittance matrices rep-
resenting two different networks connected in parallel can be added resulting
in a single and global admittance matrix which would represent such a paralell
connection. An schematic drawing is illustrated in Fig.5.31. If we construct the
resulting matrix by the admittance matrices of two harmonics of opposite or-
der, we can apply the properties in (5.78), (5.79) and (5.80). After applying these
properties, the entries of the resulting admittance matrix are
Yˆ11,n = Y11,n + Y11,−n = −2jY (1)n
∣∣∣∣ f˜n(w1)f˜0(w1)
∣∣∣∣2 cot(β(1)n d) (5.81)
Yˆ22,n = Y22,n + Y22,−n = −2jY (1)n
∣∣∣∣ f˜n(w2)f˜0(w2)
∣∣∣∣2 cot(β(1)n d) (5.82)
Yˆ12,n = Y12,n + Y12,−n = 2jY (1)n
f˜n(w1)
f˜0(w1)
Re
[
f˜n(w2)
f˜0(w2)
]
csc(β(1)n d) (5.83)
Yˆ ov21,n = Y21,n + Y21,−n = 2jY
(1)
n
f˜n(w1)
f˜0(w1)
Re
[
f˜n(w2)
f˜0(w2)
]
csc(β(1)n d) (5.84)
Since this resulting matrix represents the field of two harmonics of opposite or-
der, it can be called as modal matrix. Since this modal matrix is symmetric, it
represents a reciprocal network for which a Π topology can be straighforwardly
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derived [6, 34] as follows:
Ys,n = −Y ov12,n = −2jY (1)n
f˜n(w1)
f˜0(w1)
Re
[
f˜n(w2)
f˜0(w2)
]
csc(β(1)n d) (5.85)
Y Lp,n = Y
ov
11,n + Y
ov
12,n = −2jY (1)n cot(β(1)n d)
∣∣∣∣ f˜n(w1)f˜0(w1)
∣∣∣∣2 + Ys,n (5.86)
Y Rp,n = Y
ov
22,n + Y
ov
12,n = −2jY (1)n cot(β(1)n d)
∣∣∣∣ f˜n(w2)f˜0(w2)
∣∣∣∣2 + Ys,n . (5.87)
From this point, the same procedure as in the previous sections can be applied.
The infinite number of Π blocks admits a decomposition into low-order blocks
and high-order blocks. Low order blocks keep the Π-topology and the admit-
tances composing the network elements retain their dynamical frequency de-
pendence. The parallel connection of the low-order Π-blocks gives rise to a
global Π-block whose elements are defined as
Y
(1),L
p, lo =
N∑
n=0
Y Lp,n (5.88)
Y
(1),R
p, lo =
N∑
n=0
Y Rp,n (5.89)
Ys, lo =
N∑
n=0
Ys,n . (5.90)
The Π-blocks associated with high order harmonics also give rise to a global Π
circuit whose parallel admittances are the result of the contribution of all the in-
dividual parallel admittances of the high-order Π blocks. The series admittance
of the global high-order Π-circuit is the result of the contribution of a few series
admittances.
Y
(1),L
p, ho =
∞∑
n=N+1
Y Lp,n (5.91)
Y
(1),R
p, ho =
∞∑
n=N+1
Y Rp,n (5.92)
Ys, ho =
M∑
n=N+1
Ys,n . (5.93)
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The admittances in (5.91), (5.92) and (5.93) are purely capacitive for TM inci-
dence and purely inductive for TE incidence (in absence of dielectric losses).
The resulting equivalent circuit has the same topology as the one depicted in
Fig.5.28.
For oblique incidence, no Π-topology can be derived from the matrix for-
malism. However according to Fig.5.31, it is still feasible to build a global admit-
tance matrix resulting from the summation of all the individual nth-admittance
matrices (both high- and low-order),
[Y ]global =

−j
∞∑
n=−∞
Y (1)n
∣∣∣∣ f˜n(w1)f˜0(w1)
∣∣∣∣2 cot(β(1)n d) j ∞∑
n=−∞
Y (1)n
[
f˜n(w2)
f˜0(w2)
]∗
f˜n(w1)
f˜0(w1)
csc(β(1)n d)
j
∞∑
n=−∞
Y (1)n
f˜n(w2)
f˜0(w2)
f˜n(w1)
f˜0(w1)
csc(β(1)n d) −j
∞∑
n=−∞
Y (1)n
∣∣∣∣ f˜n(w2)f˜0(w2)
∣∣∣∣2 cot(β(1)n d)
 .
(5.94)
The global matrix in (5.94) keeps on being non-reciprocal, Y12 = −[Y21]∗. If we
convert the matrix [Yglobal] into its associated scattering matrix [34], its corre-
sponding cross terms S12 and S21 can be written as
S12 =
−2Y12Y (0)0
∆[Y ]global
(5.95)
S21 =
−2Y21Y (0)0
∆[Y ]global
(5.96)
with
∆[Y ]global = (Y11 + Y
(0)
0 )(Y22 + Y
(0)
0 )− Y12Y21 . (5.97)
Note that according to (5.95) and (5.96), S12 = [S21]∗, which indicates that the
magnitude of the transmission coefficient is “reciprocal” whereas the phase of
the scattering parameters is “non-reciprocal”, as was expected according to the
results reported in [156].
5.6.3 Numerical results.
In order to check the performance of the model, some results are shown next.
A first example is shown in Fig. 5.32 where three plots represent the reflection
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coefficient obtained for three different structures under normal TM incidence.
Fig. 5.32(a) corresponds to a pair of two aligned and identical coupled arrays
sandwiching a lossy FR4-dielectric layer of thickness d = 2 mm (remember that
dielectric losses are readily taken into account by introducing the complex-valued
permittivity associated with the dielectric under consideration into the corre-
sponding admittance expressions). Assuming this same structure, but modi-
fying the slit width of the right array, w2, its reflection coefficient is plotted in
Fig. 5.32(b). The third structure analyzed in Fig. 5.32(c) is the same as the one
in Fig.5.32(b), but shifting the right array 1 mm upward. It can be observed the
influence of the geometrical modifications in the reflection spectra, especially
at higher frequencies. There is a reflection minimum close to 10 GHz appearing
for all these structures. At higher frequencies the differences are more notice-
able, specially in the non-aligned case. The aligned cases in Fig. 5.32(a) and
Fig.5.32(b) show four reflections dips above 30 GHz located, approximately, at
the same frequencies. On the contrary, the non-aligned case provides an addi-
tional reflection minimum. The agreement with HFSS results is quite good in
all cases.
A second example is shown in Fig. 5.33 and consists of a stack of three dif-
ferent and non-aligned slit arrays (Fig. 5.33(a)) excited by a normally-incident
TM plane wave. This configuration provides a complex transmission spectrum,
as shown in Fig. 5.33(b). It is remarkable that the analytical equivalent circuit
matches the numerical results provided by HFSS. It is worth mentioning that,
for frequencies above 30 GHz, there are two propagative modes within the denser
dielectric slab(ε(2)r = 4).
Fig.5.35 shows a comparison between the results provided by our model and
experimental data reported in [155]. The plotted transmissivity coefficient cor-
responds to a pair of identical non-aligned slit arrays under TM normal inci-
dence (the gratings are printed on both faces of a lossy FR4-dielectric slab).
Even though two transmission maxima appear around 13 and 26 GHz, no full
transmission is achieved due to the losses associated with the dielectric layer.
The agreement shown between both curves is excellent.
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Figure 5.32: Reflection coefficient magnitude versus frequency under TM
normal incidence. (a): coupled and aligned pair of identical slit arrays.
Structure parameters: p = 5 mm, w1 = w2 = 0.5 mm, ε
(0)
r = 1,
ε
(1)
r = 4.4 − j0.088, d = 2 mm, h = 0 mm. (b): coupled and aligned pair of
different slit arrays. Structure parameters: same as (a) exceptingw2 = 1 mm.
(c): coupled and non-aligned pair of different slit arrays. Structure parame-
ters: same as (b) excepting h = 1 mm.
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Figure 5.33: (a): Unit cell of the structure under analysis. (b): Transmission
coefficient versus frequency for the structure in (a) for TM normal incidence.
Structure parameters: p = 5 mm,w1 = 0.5 mm,w2 = 1 mm,w3 = 0.8 mm,
d1 = 2 mm, d2 = 1.5 mm, h2 = 0 mm, h3 = 1.5 mm, ε
(0)
r = 1, ε
(1)
r = 2.2,
ε
(2)
r = 4.
Finally, a last example is given in Fig. 5.35 for a pair of non-identical and
non-aligned coupled gratings illuminated by TM/TE oblique impinging waves(
structure in Fig.5.29(b)
)
. In this situation, as explained previously, there is not
an equivalent Π circuit for the structure. Thus the scattering parameters of the
structure are obtained after calculating the matrix in (5.94). In the figure it is
plotted the magnitude of the transmission coefficient. The results from HFSS
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Figure 5.34: Transmissivity versus frequency. Comparison of the results
from the model with experimental data extracted from [155]. Results ob-
tained for a pair of two coupled and non-aligned slit arrays under TM nor-
mal incidence. Structure parameters: p = 10.01 mm,w1 = w2 = 0.33 mm,
h = p/2 , d = 0.356 mm, ε(0)r = 1 , ε
(1)
r = 4.17 − j0.07.
and the circuit model shown in Fig.5.35(a) fit quite well for the frequency range
under consideration. This particular plot deals with TE incidence, where the
structure is practically opaque except for some narrow frequency intervals, as-
sociated with the excitation of higher-order modes and Fabry-Pérot resonances
in the dielectric medium, with ε(1)r . The case of TM incidence plotted in Fig.5.35(b)
also shows a good agreement with results from HFSS although some differences
appear in the frequency interval between 48 and 53 GHz approximately.
5.7 Conclusions
A wideband equivalent Π-circuit has been derived for a pair of coupled, dif-
ferent and not aligned slit arrays illuminated by TM or TE normally incident
plane waves. Fully analytical expressions are derived for the Π-circuit elements,
which are valid both for slightly and tightly coupled gratings. The numerical
series defining the circuit components are physically interpreted in terms of
distributed (low-order-mode) and lumped (high-order-mode) contributions, in
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Figure 5.35: Transmission coefficient versus frequency for an obliquely-
incident wave. (a): TE incidence. Structure parameters: p = 5 mm,
w1 = 1 mm, w2 = 0.5 mm, d = 1.5 mm, h = 1 mm, ε
(0)
r = 1, ε
(1)
r = 4,
θ = 30o. (b): TM incidence. Structure parameters: Same as (a) excepting
ε
(1)
r = 9.
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such a way that explicit networks can be obtained for each specific configu-
ration and a wide frequency band. The deduced Π-circuit model shows sepa-
rate contributions of the internal and external fields to the parallel elements,
which allows for a straightforward extension of the circuit model to the case of
stacked structures with an arbitrary number of slit gratings separated by dielec-
tric slabs. Specifically, the equivalent circuit is obtained just by cascading the
elementary internal Π-building blocks. The model can also be used for the dis-
persion analysis of the Bloch modes of infinitely long periodic stacks. The valid-
ity of the derived circuit models has been systematically checked by compari-
son with numerical data generated by the MoM code, the commercial simulator
HFSS, and also some available experimental results. Specifically, for the case of
non-aligned slit arrays, the obtaining of the equivalent circuit is not possible for
oblique incidence, due to the complex tranformers which naturally appear in
the derivation of the model. The non-aligned structure is actually reciprocal,
and can be demostrated by using the reciprocity theorem.
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Appendix A
About the non-reciprocity of the
circuit model
The reciprocity theorem for the electromagnetic field in a source-free region
states that ∮
S
(E(a) ×H(b) − E(b) ×H(a)) · dS = 0 (A.1)
whereS is the surface enclosing the considered region and the superscripts refer
to two independent excitations “a” and “b”. If the considered region is a given
waveguide section, then we can split the integration surface into the input and
output ports (P ) and the lateral walls of the waveguide (L):
∫
P
(E(a) ×H(b) − E(b) ×H(a)) · dS
+
∫
L
(E(a) ×H(b) − E(b) ×H(a)) · dS = 0 . (A.2)
For an actual metallic waveguide or a virtual waveguide bounded by perfect
electric or magnetic walls (discontinuities may exist within the considered waveg-
uide section), the lateral integrals vanish because the tangential electric field, or
magnetic field in the case of a virtual magnetic wall, is zero. In this case, reci-
procity guarantees that the integrals of the “a” and “b” fields at the two ports P1
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"a" excitation: "b" excitation:
Figure A.36: Two plane-wave excitations of the coupled gratings, impinging
from different sides but with the same incidence angle θ. For θ 6= 0, the trans-
mission coefficients for the “a” and “b” excitations have the same magnitude
but different phase.
and P2 satisfy
∫
P1
(E(a) ×H(b) − E(b) ×H(a)) · dS
+
∫
P2
(E(a) ×H(b) − E(b) ×H(a)) · dS = 0 . (A.3)
It is easy to show (see, for instance, [34]) that (A.3) directly implies that the
transmission coefficients between the two ports are the same in either direc-
tion (S12 = S21) and thus the considered waveguide problem can be modeled,
in principle, using a reciprocal equivalent circuit.
In the case under study in this work, the virtual waveguide is not bounded
by perfect electric or magnetic walls but by periodic boundary conditions that,
for a given incidence angle, impose a fixed phase shift between the fields at the
boundaries of the unit cell waveguide. Thus, let us consider excitations “a” and
“b” as plane waves impinging with an incidence angle θ from either side of the
structure, as shown in Fig.A.36. For both excitations, the fields at the lower (say
y = 0) and upper (y = p) unit cell boundaries are related in the following way:
A(a/b)|y=p = e−jktpA(a/b)|y=0 , (A.4)
where A stands for either E or H. Each term in the lateral integrals (per unit
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length in the x direction) can then be written as
∫
y=0
(E(a/b) ×H(b/a)) · (−yˆ) dz +
∫
y=p
(E(a/b) ×H(b/a)) · yˆ dz
= (e−2jktp − 1)
∫
y=0
(E(a/b) ×H(b/a)) · yˆ dz (A.5)
In general, the contribution of the lateral integrals is not zero, which implies
that (A.3) is not satisfied and, consequently, S21 6= S12. Nevertheless, it is not
possible that the transmission coefficients of a lossless structure have differ-
ent magnitude. Necessarily, |S21| = |S12| and only phase nonreciprocity is al-
lowed [156]. This fact causes the appearance of the phase-shifting (complex)
transformers in our circuit model. For normal incidence, however, kt = 0 and
therefore (A.5) is identically zero. In this case equation (A.3) does hold and it is
indeed possible to derive a reciprocal circuit model.
Finally, it is interesting to consider the case in which the structure is excited
by plane waves that impinge with opposite angles, as shown in Fig. A.37. This
might seem a more natural scenario when considering reciprocity in the com-
plete electromagnetic problem. In this situation we have
A(a)|y=p = e−jktpA(a)|y=0 (A.6)
A(b)|y=p = e+jktpA(b)|y=0 (A.7)
"a" excitation: "b" excitation:
Figure A.37: Two plane-wave excitations impinging from different sides and
with opposite incidence angle. The transmission coefficients for the “a” and
“b” excitations have the same complex value (magnitude and phase).
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which, because of the different signs in the phase shifts, clearly implies that
[E(a/b) ×H(b/a)]y=p = [E(a/b) ×H(b/a)]y=0 (A.8)
and hence the lateral integrals in the upper and lower unit cell boundaries can-
cel out and (A.3) is satisfied once again. In consequence, the transmission coef-
ficients for the “a” and “b” excitations in Fig.A.37 have the same complex value
(magnitude and phase). The reader can verify that our model is consistent with
this observation since it implies S21(θ) = S12(−θ). A relevant consequence of
this fact is that, for the aligned coupled gratings, the transmission coefficients
for the “a” and “b” excitations in Fig. A.36 also have the same complex value.
Indeed, for vertically aligned gratings, the symmetry of the structure with re-
spect to the slits’ middle plane (see Fig.5.1 and Fig.5.24) clearly implies that the
problem is invariant with respect to a change of sign in the incidence angle, and
therefore S21(θ) = S12(−θ) = S12(θ). This is consistent with the reciprocal nature
of their corresponding circuit models for oblique incidence.
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