Speech comprehension in noisy environments depends on complex interactions between sensory 37 and cognitive systems. In older adults, such interactions may be affected, especially in those individuals 38 who have more severe age-related hearing loss. Using a data-driven approach, we assessed the temporal 39 (when in time) and spatial (where in the brain) characteristics of the cortex's speech-evoked response that 40 distinguish older adults with or without mild hearing loss. We used source montage to model scalp-41 recorded during a phoneme discrimination task conducted under clear and noise-degraded conditions. We 42 applied machine learning analyses (stability selection and control) to choose features of the speech-43 evoked response that are consistent over a range of model parameters and support vector machine (SVM) 44 classification to investigate the time course and brain regions that segregate groups and speech clarity. 45
as the P1 wave).We observed lower accuracy of 78.39% [AUC=78.74%; F1-score=79.00%] and delayed 48 classification performance when the speech token were embedded in noise, with group segregation at 60 49 ms. Separate analysis using left (LH) and right hemisphere (RH) regions showed that LH speech activity 50 was better at distinguishing hearing groups than activity measured over the RH. Moreover, stability 51
INTRODUCTION 61
Hearing impairment (HI) is the fifth leading disability worldwide (Vos et al., 2015) and the third most 62 common chronic disease behind heart disease and arthritis (Blackwell, Lucas, & Clarke, 2014; Liberman, 63 2017) . It is one of the core contributors to the growing disability problem in the United States (Murray et 64 al., 2013) . In older adults, HI has been associated with poor cognitive health, social isolation, and 65 loneliness (Diaz, Johnson, Burke, Truong, & Madden, 2018; Lin et al., 2013) . Robust speech processing 66 in the elderly relies on a complex network of interacting brain regions (Bidelman, Mahmud, et al., 2019) . 67
Age-related HI is thought to occur due to a myriad of changes in both the central auditory pathways 68 (fMRI) has shown older adults have greater activation than younger adults in widespread cortical brain 74 regions (Diaz et al., 2018; Mudar & Husain, 2016) . Older adults with hearing impairment show even 75 greater activation in right hemisphere (RH) than the left hemisphere (LH) during speech perception in 76 noise (Mudar & Husain, 2016) . 77
Speech-in-noise (SIN) comprehension can be difficult for older adults, especially in those with 78 hearing loss. The neurophysiological factors that influence SIN comprehension are not fully understood, 79 but likely depends on rapid temporal processing. As such, tracking the neural encoding of speech 80 processing necessitates use of neuroimaging techniques with excellent temporal resolution, such as event-81 related potentials (ERPs). EEG/ERPs also offer a non-invasive means for clinical diagnostics, including 82 those related to cognitive aging as well as tracking how the brain encodes important features of the speech 83 signal (Bidelman, Lowther, Tak, & Alain, 2017) . For instance, the auditory cortical ERPs, comprised of 84 the P1, N1, and P2 waves, are highly sensitive to the acoustic features of speech ( Evidence suggests that older adults incorporate more attentional resources than younger adults in 88 auditory perceptual tasks (Alain, McDonald, Ostroff, & Schneider, 2004; Grady, 2008) . This could 89 account for some of the age-related increases in ERP amplitudes reported in HI vs. NH listeners (Alain, 90 2014; Bidelman, Price, et al., 2019) . Prior neuroimaging studies (Erb & Obleser, 2013 regions to perceive speech in noisy environments. In our earlier study (Bidelman, Mahmud, et al., 2019) , 96
we used functional connectivity analysis to demonstrate that older listeners with mild hearing loss had 97 more extended (less integrated) communication pathways and less efficient information exchange across 98 the brain than their normal-hearing peers; directed connectivity analysis further showed that age-related 99 hearing impairment reverses the direction of neural signaling within important hubs of the auditory-100 linguistic-motor loop of the dorsal-ventral pathways (e.g., primary auditory cortex-inferior frontal 101 gyrus-primary motor cortex), implying a rerouting of information within the same speech circuitry 102 (Bidelman, Mahmud, et al., 2019) . However, our previous study focused on a restricted set of speech-103 relevant brain regions compared to the widespread and distributed networks involved in speech-language 104 function (Du, Buchsbaum, Grady, & Alain, 2014; Du et al., 2016; Rauschecker & Scott, 2009 ). Extending 105 prior work, we used here a comprehensive machine learning approach to identify the most probable 106 global set of brain regions that are sensitive to senescent changes in speech processing. To our 107 knowledge, this is the first study to apply decoding and machine learning techniques to map 108 spatiotemporal differences in speech processing in older listeners at the full-brain level. 109
5
The current study aimed to further investigate the neural correlates of hearing loss on full-brain 110 functionality using a data driven multivariate approach (machine learning). In this study, we used a source 111 montage to analyze scalp-recorded speech-evoked responses to (i) develop a robust model to characterize 112 neural activities involved in speech perception and (ii) categorize hearing loss based on speech-ERPs in 113 different acoustic environments (e.g., clear and noise conditions). 114
We hypothesized that speech-evoked responses among normal hearing (NH) and HI listeners differ 115 with regards to time and spatial regions that are recruited during phoneme discrimination. We further 116 hypothesized that the core speech network "decoded" via machine learning vary as a function of the 117 clarity of the speech signal. We applied a data-driven approach (support vector machine (SVM), stability 118 selection) to source-level EEG data to identify when (in time) and where (brain regions of interest, ROIs) 119 hearing status could be decoded from speech-evoked responses. We used a sliding window decoder to 120 address the temporal dynamics of decoding and identify when speech-evoked responses distinguished 121 older adults with normal hearing of mild hearing loss. In addition, stability selection, a machine learning 122 approach to identify highly consistent data features, was used to examine where in the brain group 123 responses best separated older adults with normal or mild hearing impairment. 124
MATERIALS & METHODS

125
Analyses of the ERPs and behavioral data associated with this dataset have been reported 126 elsewhere (Bidelman, Mahmud, et al., 2019; Bidelman, Price, et al., 2019) . In this study, we present a 127 new machine learning analysis to identify the most discriminating spatiotemporal features of full-brain 128 6 hearing thresholds being better (NH) or poorer (HI) than 25 dB HL across both ears ( Figure 1 ). The 135 groups were matched in age (NH: 66.2±6.1 years, HI: 70.4±4.9 years; t22.2=-2.05, p = 0.052) and gender 136 balance (NH: 5/8 male/female; HI: 11/8; Fisher's exact test, p=0.47). Age and hearing loss were not 137 correlated (Pearson's r=0.29, p=0.10). All originally gave written informed consent in accordance with a 138 protocol approved by the Baycrest Research Ethics Review Board. 
Stimuli & task 143
Speech tokens (/ba/, /pa/, and /ta/; 100 ms) (Dubno & Schaefer, 1992) were presented back-to-144 back in random order with a jittered interstimulus interval (95-155 ms). Frequent (/ba/, /pa/; 3000 each) 145 and infrequent (/ta/; 210) tokens were presented according to a pseudo-random schedule where at least 146 two frequent stimuli intervened between target /ta/ tokens. Listeners were asked to detect target /ta/ 147 tokens. For noise blocks, the speech triplet was mixed with noise babble (Killion, Niquette, Gudmundsen, 148 Revit, & Banerjee, 2004) at 10 dB SNR. Thus, there were 6 blocks in total (3 clear, 3 noise). Stimuli were 149 presented binaurally at 75 dBA SPL (noise at 65 dBA SPL). Further stimulus and task details as well as the 150 behavioral data associated with this task are reported in (Bidelman, Mahmud, et al., 2019) . 151 7
EEG recording 152
During the behavioral task, neuroelectric activity was originally recorded from 32 channels at 153 standard 10-20 electrode locations on the scalp (Oostenveld & Praamstra, 2001) . Preprocessing 154 procedures are described fully in our previous reports 2019b) . Data were re-155 referenced off-line to a common average. Following ocular artifact correction (Picton et al., 2000) cleaned 156
EEGs were then filtered (1-100 Hz; notched filter 60 Hz), epoched (-10-200 ms), and averaged in the time 157 domain (described in Sect. 2.5) to derive ERPs for each stimulus condition per participant. Responses to 158 non-targets (/ba/ and /pa/ tokens) were collapsed to reduce the dimensionality of the data. Infrequent /ta/ 159 responses were not analyzed given their limited number of trials. 160
EEG source localization 161
We localized the sources of the scalp-EEG data by performing a distributed source analysis. We surface. From the pre-stimulus interval, the noise covariance matrix was estimated. We then used 171 standard low-resolution brain electromagnetic tomography (sLORETA) to create inverse solutions 172 (Pascual-Marqui, Esslen, Kochi, & Lehmann, 2002). We used Brainstorm's default regularization 173 parameters (regularized noise covariance = 0.1; SNR = 3.00). sLORETA provides a smoothness 174 constraint that ensures the estimated current changes little between neighboring neural populations on the 175 brain (Michel et al., 2004; Picton et al., 1999) . Mean localization error for sLORETA is estimated to be 176 1.45 mm for 32 channels (Michel et al., 2004) . From each single trail sLORETA brain volume, we 177 8 extracted the time-course of source activity within regions of interest (ROI) defined by the Killany (DK) atlas parcellation (Desikan et al., 2006) . This atlas has 68 ROIs (e.g., LH: 34 ROIs, and RH: 179 34 ROIs). Subsequently, these time-courses were used as input to the SVM and stability selection to 180 investigate when and where brain activity distinguishes NH and HI groups. kernel function, which can be used to map nonlinearly separable data to linearly separable space. Other 204 tunable parameters (e.g., kernel, C, γ) also alter performance (Hsu, Chang, & Lin, 2003) . As such, we 205 used a grid search approach (range of C = 1e-2 to 1e2, and γ = 1e-2 to 7e-4) to find the optimal kernel, C, 206
and γ values (kernels = 'RBF'). We randomly split the data into training and test sets (80% and 20%, 207 respectively) (Park, Luo, Parhi, & Netoff, 2011). 208
During the training phase, we fine-tuned the C and γ parameters to find optimal values for the 209 classifier that maximally distinguished observations from the NH vs. HI group. The SVM learned the 210 support vectors from the training data that comprised the attributes (e.g., ERPs amplitudes) and class 211 labels (e.g., NH and HI). The resulting hyperplanes were fixed with maximum margin (e.g., maximum 212 separation between the two classes) and used for predicting the unseen test data (by providing only the 213 attributes but no class labels). Classification performance was calculated from standard formulas 214 (accuracy, F1-score, and area under the curve (AUC)) (Saito & Rehmsmeier, 2015) . AUC is a 215 discriminating metric which describes the degree to which the model is capable of distinguishing between 216
classes. An excellent model has AUC near to 1, meaning it has a good measure of separability. On the 217 other hand, a poor model has AUC close to 0, meaning it has poor separability. 218
Stable feature selection (Stability selection) 219
A robust model should be complete enough to allow generalization and be easy to interpret. On 220 the contrary, large numbers of feature variables (several thousand, as measured here) are susceptible to 221 overfitting and can lead to models that are difficult to interpret. This requires selecting a set of the most 222 salient discriminating features that are consistent across a range of model parameters. selection. In the Lasso algorithm, the feature scores were scaled between 0 to 1, where 0 is the lowest 246 score (i.e., irrelevant) and 1 is the highest score (i.e., most salient or stable feature). We estimated the 247 regularization parameter from the data using the LARs algorithm 
SVM classification of hearing status using ERP features 270
We separately analyzed group classification performance using whole-brain source waveform 271 data as well as each hemisphere (e.g., LH and RH) individually. We submitted ERP amplitudes and 272 corresponding class labels to the SVM using a sliding window (10 ms) basis over the entire 210 ms epoch 273 window (see Fig. 2 ). We used 5-fold cross-validation (Bhasin & Raghava, 2004 ) and carried out the grid 274 search approach during the training period to determine the optimal parameters of the classifier. We then 275 selected the best model and performance metrics from the predicted class labels, which were obtained 276 from the unseen test data as well as true class labels. The time-varying SVM classifier accuracy is 277 presented in Figure 3 ; maximum accuracy and its corresponding latency are shown in Figure 4 and 278 summarized in Table 1 . 279
For ERP responses elicited by clear speech, the classifier conducted on full-brain data (all 68 ROIs) 280 yielded a maximum accuracy in labeling groups of 82.03% at 50 ms. Classification was still quite accurate 281 using LH (34 ROIs) responses alone (80.83%), but group segregation occurred at later latency at 120 ms. 282
The poorest accuracy was obtained using RH (34 ROIs) features alone (78.64%) at a latency of 60 ms. 283
For ERP responses to noise-degraded speech, the maximum classifier accuracy was 78.39% at 60 ms 284 using full-brain data. The LH features showed slightly lower accuracy (75.06%) than the whole brain at a 285 latency of 60 ms. RH features provided the lowest accuracy (73.40% at 20 ms), among the three feature 286 scenarios. Still, these group classification results are well above chance (i.e., 50%) and reveal the 287 temporal dynamics of cortical speech activity robustly identifies older listeners with mild hearing loss. 
Stability selection coupled with SVM 303
We used stability selection to identify the most important brain ROIs that can segregate groups 304 with minimal computation and without overfitting. ERPs features were considered stable if they yielded 305 higher stability scores at an 80% criterion level of classification performance (i.e., > 80% group 306 separation). During pilot modeling, we roved stability thresholds which yielded different levels of 307 classification performance. The effect of stability selection threshold on model performance is delineated 308 in Figure 5A (clear) and Figure 5B The selected subset of features from the whole-brain identified via stability selection were then 317 submitted to an SVM. For both clear and noise-degraded speech, the SVM classifier performance 318 changed with the choice of stability threshold. We found that for clear speech detection, 81% of the 319 features had scores (0 to 0.1) whereas 76% for noise-degraded speech detection. This means that the 320 majority of ERP features were not selected among 1000 model iterations (i.e., carried near zero 321 importance). Thus, 81% of the features were not related to segregating groups for clear speech, and 76% 322 were irrelevant features for noise-degraded conditions. 323 Maximum accuracy in distinguishing groups was achieved using a stability score threshold of 332 0.10. Where the number of selected features 276 (19%) out of 1428 from 68 ROIs which yielded 92.0% 333 accuracy (with AUC 91.3%, F1-score 92%) for clear speech responses; for noise degraded speech, 334 stability selection selected 339 (24%) out of 1428 features from 68 ROIs, corresponding to 86.4% 335 accuracy (with AUC 86.1%, F1-score 86%). Less than or greater than this optimal stability threshold the 336 classifier showed poorer performance. Below the optimal threshold of 0.1, classifier performance was 337 lower because irrelevant features were selected, whereas above the 0.1 threshold, relevant features to 338 finishing hearing status were discarded. 339
Moreover, even when we selected a stability threshold of 0.7 (more conservative feature 340 selection), clear speech responses could segregate groups with 62.3% accuracy using only two 341 ROI. In contrast, noise-degraded speech yielded an accuracy of 62.7% with four ROIs. These 342 results indicate that hearing status can be decoded still above chance levels using only a few 343 brain regions engaged during speech perception. It is also notable that a larger number of brain 344 ROIs were selected in noise-degraded speech perception as compared to clear speech perception 345 corresponding to the same threshold and same accuracy. 346 Balancing these lax vs. strict models, we found that mid-level stability threshold of 0.5 347 segregated groups with an accuracy of 82.8% [AUC (82.5%) and F1-score (83.0)] by selecting 348 only 16 features from 13 unique ROIs (reported in the % from optimal accuracy (86.4%)] but well above chance level even in noise-degraded 354 conditions. Thus, we considered a stability selection threshold of 0.5 which provided reasonable In this study, we applied state-of-the-art machine learning techniques to EEG to decode the 377 spatiotemporal dynamics of neural speech processing and identify when and where auditory brain activity 378 is most sensitive to age-related declines in hearing. 379
Hearing status is decoded early within the time-course of speech processing 380
Our data corroborate previous studies showing speech-ERPs are higher in amplitude for clear 381 compared to noise-degraded speech detection and HI compared to NH listeners, consistent with the 382 effects of hearing loss and background noise on auditory cortical responses Bidelman, 383 Price, et al., 2019; Bidelman et al., 2014). Extending previous work, we used these ERPs attributes in 384 SVM classification to assess the time-course of the brain's response to speech and their ability to 385 segregate normal and hearing-impaired listeners. Among the three classification scenarios (e.g., whole-386 brain, LH, and RH analyses), whole-brain data provided the best group differentiation in the time frame 387 of the P1 wave (~50 ms). Additionally, LH activity provided better differentiation of groups' speech 388 processing than the RH. 389 20 Classification based on the sliding window analysis (full-brain level) showed maximum group 390 decoding accuracy at 50 ms for clear speech, whereas noise-degraded speech, maximum accuracy was 391 observed later at 60 ms. These results suggest that the P1 can be a useful attribute to segregate NH and HI 392 listeners' neurophysiological processing of speech but also depends on the clarity (i.e., SNR) of the 393 speech signal. Since the P1 wave is thought to be generated by the thalamus and primary auditory cortex 394 McMillan, & Ellis, 2015). Thus, the delay in maximum decoding accuracy we find in the SIN condition is 404 consistent with prior work. Moreover, the better performance by LH compared to RH activity in 405 distinguishing groups is consistent with the dominance of LH in auditory language processing (Frost et 406 al., 1999; Tervaniemi & Hugdahl, 2003; Zatorre, Evans, Meyer, & Gjedde, 1992) . 407
Degraded speech processing requires more (right hemisphere/frontal) neural resources than clear 408 speech processing 409
We extend previous neuroimaging studies by demonstrating the most stable, consistent, and 410 invariant functional brain regions supporting age-related speech and SIN processing using a data-driven 411 approach (stability selection coupled with SVM). Stability selection with randomized Lasso on full-brain 412 neural data identified the most important brain regions associated with hearing loss over a range of model 413 parameters. Our analysis revealed the most stable brain regions could segregate groups at >80% accuracy 414 21 from the ERP features alone corresponding to an optimal stability score (0.1). Group segregation was still 415 reasonably accurate using a more stringent stability score of 0.5 which identified a sparser subset of brain 416 regions that described age-related declines in speech processing (Table 2) precentral gyrus (precentral R, precentral L) in our speech tasks is probably also anticipated given the role 432 of primary motor areas in phoneme processing, particularly in noise (Du et al., 2014; Hickok, 2014) . 433
Superior temporal areas-especially in left hemisphere (l/rBKS, lSTS)-were also recruited, consistent 434 with their role in the phonological network supporting speech perception and processing (Hickok & 435 Poeppel, 2007) . 436
Interestingly, for noise-degraded speech perception, we found several non-overlapping regions 437 including dorsolateral prefrontal cortex (rostral middle frontal, caudal middle frontal). The additional 438 recruitment of these areas in noise most probably reflects compensatory processing associated with 439 22 working memory and higher-order speech processing (Gabrieli, Poldrack, & Desmond, 1998; Wong, 440 Parsons, Martinez, & Diehl, 2004; Zatorre et al., 1992) that would necessarily need to be engaged during 441 the more complex listening demands of noise. Perhaps involvement of the other non-overlapping regions 442 also aids noise-degraded speech perception, in a yet unknown way. For example, we speculate that the 443 dual involvement of the pericalcarine and superiorparietal areas in the noise condition may reflect a form 444 of visual or motor imagery listeners use as a strategy to cope with task difficulty (Ganis, Thompson, & 445 Kosslyn, 2004; Tian & Poeppel, 2012) . It is noticeable that for clear speech, about half (6/13 = 46%) of 446 the stable regions were from LH. However, LH involvement was reduced for noisy speech perception 447 (6/15 = 40%) which was paralleled by stronger RH involvement (i.e., 9/15 = 60% stable regions were 448 right lateralized). These findings are broadly consistent with previous neuroimaging studies 449 demonstrating that noise-degraded speech perception requires additional RH brain regions to compensate 450 for the impoverished acoustic signal ( perception increases recruitment of frontal brain regions (i.e., upregulation of frontal areas). Our data 456 driven approach corroborates previous studies by confirming more brain regions are allocated to process 457 acoustically-degraded compared to clear speech. 458
CONCLUSION 459
We developed a robust and efficient computational framework to investigate when and where 460 cortical brain activity segregates NH and HI listeners by using a data-driven approach. Data driven 461 machine learning analysis showed that the P1 wave of the auditory ERPs (~50 ms) robustly distinguished 462 NH and HI groups, revealing speech-evoked neural responses are highly sensitive to age-related hearing 463 loss. Our results further suggest that identifying listeners with mild hearing impairment based on their 464 23 EEGs is also more robust when using LH compared to RH features of brain activity, particularly under 465 listening conditions that tax the auditory system (i.e., noise interference). From stability selection and 466 SVM classifier analyses, we identified sparse (<15 regions) yet highly robust networks that describe older 467 adults' speech processing. Yet, we found 3-5% more neural resources are required to distinguish hearing-468 related declines in speech processing in noise, particularly those in the frontal lobe and right hemisphere. 
