Quasi-invariance under translation is established for the σ-finite measure unifying Brownian penalisations, which has been introduced by Najnudel, Roynette and Yor ([10]). For this purpose, the theory of Wiener integrals for centered Bessel processes, due to Funaki, Hariya and Yor ([5]), plays a key role.
Introduction
Let Ω = C([0, ∞) → R). Let (X t : t ≥ 0) denote the coordinate process and set F ∞ = σ(X t : t ≥ 0). We consider the following σ-finite measure on (Ω, F ∞ ):
where Π (u) • R is given as follows:
(i) Π (u) denotes the law of the Brownian bridge from 0 to 0 of length u;
(ii) R denotes the law of the symmetrized 3-dimensional Bessel process;
(iii) Π (u) • R denotes the concatenation of Π (u) and R.
This measure W has been introduced by Najnudel, Roynette and Yor ( [10] and [11] ) so that it unifies various Brownian penalisations. The Brownian penalisations can be explained roughly as follows (we will discuss details in Section 2): For a "good" family {Γ t (X)} of non-negative F ∞ -functionals such that Γ t (X) → Γ(X) as t → ∞, it holds that
for any bounded F s -measurable functional F s (X).
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The purpose of this paper is to establish quasi-invariance of W under h-translation when h belongs to the Cameron-Martin type space:
Now we state our main theorem. f (s)dX s of a deterministic function f . (To avoid confusion, we give the following remark: In [3] and [4] , the Wiener integral means the integral with respect to the Wiener measure.) The author has proved in his recent work [17] that this Wiener integral is well-defined if
), i.e., Note the obvious inclusion:
). We will discuss details in Section 3. One may conjecture that Theorem 1.1 is valid for h t = t 0
), but we have not succeeded at this point.
We should keep in mind that
W [E(f ; X)] = ∞.
(1.7)
We can verify this by taking F ≡ 1 in (1.4). Now the following question arises:
W [E(f ; X)Γ(X)] < ∞ (1. 8) holds for what functional Γ(X)? The problem is that we do not know the distribution of the Wiener integral ∞ 0 f (s)dX s under W ; in fact, it is no longer Gaussian! In Theorem 4.2, we will appeal to a certain penalisation result and establish (1.8) for Feynman-Kac functionals Γ(X), the class of which we shall introduce in Subsection 2.2.
We give several remarks which help us to understand Theorem 1.1 deeply.
1
• ). Rephrasing the main theorem. Let g(X) denote the last exit time from 0 for X:
(1.9)
For u ≥ 0, let θ u X denote the shifted process: (θ u X) s = X u+s , s ≥ 0. Then the definition (1.1) says that the measure W can be described as follows:
(ii) For (Lebesgue) a.e. u ∈ [0, ∞), it holds that, given g(X) = u, (iia) (X s : s ≤ u) is a Brownian bridge from 0 to 0 of length u;
(iib) ((θ u X) s : s ≥ 0) is a symmetrized 3-dimensional Bessel process.
In the same manner as this, Theorem 1.1 can be rephrased as the following corollary. We write T * h W for the image measure of X + h under W . For u ∈ [0, ∞), we define
where
(1.14)
In other words, the law of the process X + h under W may be described as follows:
. Sketch of the proof. We will divide the proof of Theorem 1.1 into the following steps:
Step 1.
Step 2.
Step 3.
Note that, in Steps 2 and 3, we will confine ourselves to certain particular classes of test functions F .
One may think that Step 1 should be immediate from the following rough argument using (1.2): For any "good"
This observation, however, should be justified carefully, because the functional E T (f ; X) is not bounded. We shall utilize Markov property for {(X t ), W } (see Subsection 2.4 for the details):
where W x is the image measure of x + X under W (dX). The identity (1.18) suggests, in a way, that {W x : x ∈ R} is a family of exit laws whose transition up to finite time is the Brownian motion, while the Markov property of the Brownian motion asserts that
This makes a remarkable contrast with Itô's excursion law n (see [8] ), which satisfies the Markov property:
where {(X t ), (W 0 x )} denotes the Brownian motion killed upon hitting the origin. In other words, n produces a family of entrance laws whose transition after positive time is the killed Brownian motion.
In order to prove necessary estimates involving Wiener integrals in Step 2, we utilize the theory of Wiener integrals for centered Bessel processes, which is due to Funaki, Hariya and Yor [5] . For the 3-dimensional Bessel process {(X t ), R + a } starting from a ≥ 0, we define
and call {( X (a) t ), R + a } the centered Bessel process. We shall apply, to the convex function ψ(x) = (e |x| − 1) 2 , the following theorem, which was proved by Funaki-Hariya-Yor [5] via Brascamp-Lieb inequality [2] , and from which we derive our necessary estimates.
2 (ds) and any non-negative convex function ψ on R, it holds that
For the proof of Theorem 1.3, see [5, Prop.4.1] .
Comparison with the Brownian case. Let us recall the well-known CameronMartin formula for Brownian motion (see [3] and [4] ) and give some remarks. Let W stand for the Wiener measure on Ω with W (X 0 = 0) = 1.
for any non-negative F ∞ -measurable functional F (X). It is also well-known that, if h / ∈ H, the image measure of X + h under W (dX) is mutually singular on F ∞ to W (dX).
We do not know what happens on W (dX) when h / ∈ H or when f / ∈ L 1 (ds).
(ii) It is well-known that, if
for any non-negative F t -measurable functional F t (X) where
In the case of W (dX), however, we find a drastically different situation (see Theorem 2.5): For any non-negative F t -measurable functional F t (X),
Integration by parts formulae. From the Cameron-Martin theorem (1.23) in the Brownian case, we immediately obtain the following integration by parts formula:
f (s)ds with f ∈ L 2 (ds) and for any good functional F (X), where ∇ denotes the Gross-Sobolev-Malliavin derivative (see, e.g., [16] ). In the case of W , from Theorem 1.1, we may expect the following integration by parts formula:
ds) and for any good functional F (X), where ∂ h is in the Gâteaux sense. We have not succeeded in finding a reasonable class of functionals F for which both sides of (1.28) make sense and coincide.
Let us give a remark about 3-dimensional Bessel bridge of length u from 0 to 0, which we denote by {(X s : s ∈ [0, u]), R +,(u) }. Although we do not have the Cameron-Martin formula for the bridge, there is a remarkable result due to Zambotti ([19] and [20] ) that the following integration by parts formula holds:
f (s)ds with f satisfying a certain regularity condition and for any good functional F (X), where ∂ h is in the Gâteaux sense and where
The remainder term (BC) may describe the boundary contribution. Indeed, the measure R +, (1) is supported on the set of non-negative continuous paths on [0, 1], while the measure
is supported on the subset of paths which hit 0 once and only once; the latter set may be regarded in a certain sense as the boundary of the former. See also Bonaccorsi-Zambotti [1] , Zambotti [21] , Hariya [7] and Funaki-Ishitani [6] for similar results about integration by parts formulae.
The organization of this paper is as follows. In Section 2, we recall several results of Brownian penalisations. In Section 3, we study Wiener integrals for the processes considered. Section 4 is devoted to the proofs of our main theorems.
Brownian penalisations 2.1 Notations
Let X = (X t : t ≥ 0) denote the coordinate process of the space Ω = C([0, ∞); R) of continuous functions from [0, ∞) to R. Let F t = σ(X s : s ≤ t) for 0 < t < ∞ and
For a ∈ R, we denote by W a the Wiener measure on Ω with W a (X 0 = a) = 1. We simply write W for W 0 .
2
• ). Brownian bridge. We denote by Π (u) the law on Ω (u) of the Brownian bridge:
The process
For a ≥ 0, we denote by R + a the law on Ω of the 3-dimensional Bessel process starting from a, i.e., the law of the process ( √ Z t ) where (Z t ) is the unique strong solution to the stochastic differential equation
with (β t ) a one-dimensional standard Brownian motion. Under R + a , the process X satisfies
with {(B t ), R + a } a one-dimensional standard Brownian motion. For a > 0, we denote by R − −a the law on Ω of (−X t ) under R + a . We define
and
in other words, R is the law on Ω of (εX t ) under the product measure P (dε) ⊗ R + 0 (dX) where P (ε = 1) = P (ε = −1) = 1/2.
4
• ). The σ-finite measure W . For u > 0 and for two processes
We define the concatenation
For x ∈ R, we define W x as the image measure of x + X under W (dX); in other words,
for any non-negative F ∞ -measurable functional F (X).
5
• ). Random times. For a ∈ R, we denote the first hitting time of a by
For a ≥ 0, we denote the last exit time from [−a, a] by
In particular,
Under W (dX), we have X 0 = 0 and |X t | → ∞ a.e., and hence we have
Feynman-Kac penalisations
Let L y t (X) denote the local time by time t of level y: For W x (dX)-a.e. X, it holds that
For a non-negative Borel measure V on R and a process (X t ) under W (dX), we write
The following theorem is due to Roynette-Vallois-Yor [13] . Let V be a non-negative Borel measure on R and suppose that
Then the following statements hold:
] and the limit exists in R + ;
(ii) ϕ V is the unique solution of the Sturm-Liouville equation
subject to the boundary condition: 
21)
the process (X t ) solves the stochastic differential equation
x , (F t ))-Brownian motion starting from 0; in particular, the process (X t ) is a transient diffusion which admits the following function γ V (x) as its scale function:
(2.23) Remark 2.2. By (ii) of Theorem 2.1, we see that the function ϕ V also enjoys the following properties:
(vi) ϕ V (x) ≤ c|x| for any x ∈ R for some constant c.
Example 2.3 (A key example for [13] ). Suppose that V = λδ 0 with some λ > 0 where δ 0 denotes the Dirac measure at 0. That is,
Then we can solve equation (2.18)-(2.19) and consequently we obtain 
Theorem 2.4 ([11])
. Let x ∈ R and let V be a non-negative measure on R satisfying (2.17). Then it holds that
for any t ≥ 0 and any non-negative F t -measurable functional Z t (X), where K(V ; X) has been defined as (2.16). Consequently, it holds that
and that
The following theorem can be found in [11, p.6 
In particular, W is σ-finite on F ∞ ;
(ii) For A ∈ F t with 0 < t < ∞,
We also need the following property.
Proposition 2.6. For x ∈ R, it holds that
Hence it follows from Example 2.3 and Theorem 2.4 that
(2.31)
Since ϕ δ 0 (x) = 1 + |x| and since γ δ 0 (x) = |x| 1+|x|
, we have
The proof is complete.
Markov property of
Since the measure W x has infinite total mass, we cannot consider conditional expectation in the usual sense. But we can introduce a counterpart in the following sense.
Proposition 2.7 ([10] and [11] ; see also [18] ). Let x ∈ R and t ≥ 0. Let F be a
for any bounded F t -measurable functional Z t (X).
Proof. Since F ∈ L 1 (W x ), the measure F dW x is a finite measure on F t . By (ii) of Theorem 2.5, we see that the measure F dW x is absolutely continuous on F t with respect to W . Therefore we obtain the desired result by applying the Radon-Nikodym theorem.
, then the family of the conditional expectations {W x [F |F t ] : t ≥ 0} is a uniformly integrable martingale. In contrast with the above fact, if F ∈ L 1 (W x ), the martingale {M t [F ; X] : t ≥ 0} under W x converges to 0 as t → ∞, and consequently, it is not uniformly integrable.
, we do not have a counterpart of the tower property for the usual conditional expectation.
We may say that {(X t ), (F t ), (W x )} possesses Markov property in the following sense.
Theorem 2.10 ([10] and [11] ). Let x ∈ R and t ≥ 0. Let F be a F ∞ -measurable functional which is in L 1 (W x ). Then it holds that
or in other words, it holds that
for any bounded F t -measurable functional Z t (X). Moreover, the constant time t in (2.35) may be replaced by any finite (F t )-stopping time τ .
Proof. Let s > 0 and let G s (X) be any F s -measurable functional. Then we have
This proves (2.35) for any constant time t ≥ 0.
The formula (2.35) with t replaced by a finite stopping time τ , can be obtained in the same way as in proving strong Markov property for Feller processes; see Section III.3 of [12] . We omit the details.
Example 2.11. Let V be a non-negative measure on R satisfying (2.17). Then (iv) and (v) of Theorem 2.1 may be rewritten as
(2.41) From this and from Remark 2.2, we see that
In particular, formula (2.26) may be rewritten as
Wiener integrals
Let S denote the set of all step functions f on [0, ∞) of the form:
with n ∈ N, c k ∈ R (k = 1, . . . , n) and 0 = t 0 < t 1 < · · · < t n < ∞. Note that S is dense in L 2 (ds). For a function f ∈ S and a process X, we define
f (t)dX t can be defined as the limit in some sense of ∞ 0 f n (t)dX t for an approximating sequence {f n } of f , then we will call it Wiener integral of f for the process X.
We have the following facts: If a sequence {f n } ⊂ S approximates f in L 2 (ds), then it holds that
and that, for any u > 0,
Wiener integral for 3-dimensional Bessel process
Let p t (x) denote the density of the Brownian semigroup:
Let a ≥ 0 be fixed. It is well-known (see, e.g., [12, §VI.3] ) that, for t > 0 and x > 0,
Hence we easily see that, for t > 0 and x > 0,
Since p t (x) ≤ p t (0), it is obvious by definition that
Note that φ a (t) has the following asymptotics as t → 0+:
Now the following lemma is obvious. (s)ds) . Then, according to the stochastic differential equation (2.4) , the Wiener integral may be defined as
If a sequence {f n } ⊂ S approximates f both in L 2 (ds) and in L 1 (φ a (s)ds), i.e., 
Noting that
we obtain the following lemma.
For G ∈ L 1 + (W ), we define a probability measure W G on (Ω, F ) by
We recall the following notion of convergence.
Proposition 3.3. Let Z, Z 1 , Z 2 , . . . be F ∞ -measurable functionals. Then the following statements are equivalent:
(i) For any ε > 0 and any A ∈ F with W (A) < ∞, it holds that
If one (and hence all) of the above statements holds, then we say that
For the proof of Proposition 3.3, see, e.g., [17] .
Wiener integral for X under W (dX) may be defined with the help of the following theorem.
(Note that this condition is strictly weaker than the condition (3.11).) Then it holds that
Moreover, there exists a functional J(f ; u, X) measurable with respect to the product σ- and that it holds a.e. with respect to
The following lemma allows us to use the same notation for Wiener integrals under W (dX) and W (dX). Let us temporarily write I W (f ; X) (resp. I W (f ; X)) for the Wiener integral I(f ; X) under W (dX) (resp. W (dX)).
holds for any bounded measurable functional H(X).
for any bounded Borel function ϕ on R.
Proof. This is obvious by Theorem 3.4 and by the dominated convergence theorem.
Integrability lemma
For later use, we need the following lemma.
(ii) This is obvious from (i).
(iii) If it held that f(t) ≥ 2 −1 for any t ≥ 1, then it would hold for any a ≥ 1 that
which leads to contradiction because the first quantity is unbounded as a → ∞. Thus there exists t(1) ≥ 1 such that f(t(1)) < 2 −1 . In the same way, we may take a sequence {t(n)} such that t(n) ≥ n and f (t(n)) < 2 −n for every n. The proof is now complete.
Cameron-Martin formula
For a function h t = t 0 f (s)ds with f ∈ L 2 (ds) and a process (X s ) under W x for x ∈ R, we write
In what follows, let V be a non-negative Borel measure satisfying (2.17).
The first step
f (s)ds with f ∈ L 2 (ds) and let T > 0. Then, for any non-negative F ∞ -measurable functional F (X), it holds that
Proof. Let t ≥ T be fixed. By the multiplicativity property of K(δ 0 ; ·) and since h (·+t)∧T = h T , we have
Let G t (X) be a non-negative F t -measurable functional. Then, by the Markov property (2.34), by (2.9) and by (2.25), we have
Hence we obtain
By the Cameron-Martin formula (1.23), by formula (2.43), and then by the Markov property (2.35), we have
(4.11)
Since t ≥ T is arbitrary, we see that
holds for any non-negative F ∞ -measurable functional G(X). Replacing the functional G(X) by F (X)K(δ 0 ; X) −1 , we obtain (4.3).
where q is the conjugate exponent to p: (1/p) + (1/q) = 1. The proof is now complete.
Integrability under W , when weighed by Feynman-Kac functionals
We need the following theorem.
Proof. By Theorem 2.4, we have
By (v) of Theorem 2.1, we see that 
and where
The proof is now complete.
The second step
We utilize the following lemma.
Lemma 4.3. Let x = 0. Then it holds that
Proof. By the strong Markov property (2.35), we see that
Again by the strong Markov property (2.35), we see that
Let ε > 0. We take T large enough so that
e −u < ε and that e −T < ε. Then, for any t ≥ 2T , we obtain 
Proof. Let 0 < s < ∞ be fixed. By the Markov property (2.35), we see, for t > s, that
By Lemma 4.3 and by the dominated convergence theorem, we obtain the desired conclusion.
Proof. By the Schwarz inequality, we see that 
we obtain (4.34).
, t > 0, (4.40) and set
where N stands for the standard Gaussian variable and c = 2/π. Then it holds that R a |E(f (· + t); ·) − 1| 2 ≤ E(t) for any t > 0 and any a ∈ R. Proof. By Lemmas 4.4 and 4.5, it suffices to prove that W e −g(X) K(V ; X) |E(f ; X) − E t (f ; X)| ; g(X) ≤ t (4.48) converges to 0 along some sequence t = t(n) → ∞.
By the multiplicativity:
E(f ; X) = E t (f ; X)E(f (· + t); θ t X),
we have (4.48) =W e −g(X) K(V ; X)E t (f ; X) |E(f (· + t); θ t X) − 1| ; g(X) ≤ t . Therefore we see that (4.48) is dominated by E(t) up to a multiplicative constant. The proof is now completed by (iii) of Lemma 3.6.
The third step
In what follows, we take and utilize a non-negative, bounded, continuous function v on R such that v 0 (x) = 1 for |x| ≤ 2 and v(x) = 0 for |x| ≥ 3. We write v 1 = 1 [−1,1] . We set V 0 (dx) = v 0 (x)dx and V 1 (dx) = v 1 (x)dx. For any V , we write Γ(V ; X) = e −g(X) K(V ; X). for any non-negative F ∞ -measurable functional G(X). Replacing G(X) by F (X)Γ(V 0 ; X) −1 , we obtain the desired conclusion.
