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INTERFACE FOLIATION NEAR MINIMAL SUBMANIFOLDS IN
RIEMANNIAN MANIFOLDS WITH POSITIVE RICCI
CURVATURE
MANUEL DEL PINO, MICHAL KOWALCZYK, JUNCHENG WEI, AND JUN YANG
Abstract. Let (M, g˜) be an N-dimensional smooth compact Riemannian
manifold. We consider the singularly perturbed Allen-Cahn equation
ε2∆g˜u + (1 − u
2)u = 0 inM,
where ε is a small parameter. Let K ⊂M be an (N − 1)-dimensional smooth
minimal submanifold that separatesM into two disjoint components. Assume
that K is non-degenerate in the sense that it does not support non-trivial
Jacobi fields, and that |AK|
2 + Ricg˜(νK, νK) is positive along K. Then for
each integer m ≥ 2, we establish the existence of a sequence ε = εj → 0, and
solutions uε with m-transition layers near K, with mutual distance O(ε| ln ε|).
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2 M. DEL PINO, M. KOWALCZYK, J. WEI, AND J. YANG
1. Introduction
In the gradient theory of phase transitions by Allen-Cahn [2], two phases of
a material, +1 and −1 coexist in a region Ω ⊂ RN separated by an (N − 1)-
dimensional interface. The phase is idealized as a smooth ε-regularization of the
discrete function, which is selected as a critical point of the energy
Iε(u) =
∫
Ω
ε
2
|∇u|2 + 1
4ε
(1 − u2)2,
where ε > 0 is a small parameter. While any function with values ±1 minimizes
exactly the second term, the presence of the gradient term conveys a balance in
which the interface is selected asymptotically as stationary for perimeter. The
energy Iε may be regarded as an ε-relaxation of the surface area: indeed, in [25]
it is established that a sequence of local minimizers uε, with uniformly bounded
energy, must converge in L1loc-sense to a function of the form χE − χEc so that
∂E locally minimizes perimeter, thus being a (generalized) minimal surface. This
is the starting point of the Γ-convergence theory, in which the constraint of Iε to
a suitable class of separating-phase functions, converges to the perimeter function
of the interface. Indeed, analogous assertions hold true for general families of
critical points, and for stronger notions of interface convergence, see [6, 29, 33]. The
principle above applies to modeling phase transition phenomena in many contexts:
material science, superconductivity, population dynamics and biological pattern
formation, see for instance [31] and references therein.
It is natural to consider situations in which phase transitions take place in a
manifold rather than in a subset of Euclidean space. In this paper we consider
a compact N -dimensional Riemannian manifold (M, g˜), and want to investigate
critical points in H1(M) of the functional
Jε(u) =
∫
M
ε
2
∣∣∇g˜u˜∣∣2 + 1
4ε
(
1− u˜2)2,
with sharp transitions between −1 and 1 taking place near a (N − 1)-dimensional
minimal submanifolds of M. Critical points of Jε correspond precisely to classical
solutions of the Allen-Cahn equation in M,
ε2∆g˜u˜ +
(
1− u˜2)u˜ = 0 inM, (1.1)
where ∆g˜ is the Laplace-Beltrami operator onM.
We let in what follows K be a minimal (N − 1)-dimensional embedded submani-
fold ofM, which dividesM into two open componentsM±. (The latter condition
is not needed in some cases.) The Jacobi operator J of K, corresponds to the second
variation ofN -volume along normal perturbations of K insideM: given any smooth
small function v on K, let us consider the manifold K(v), the normal graph on K
of the function v, namely the image of K by the map p ∈ K 7→ expp
(
v(p)νK(p)
)
.
If H(v) denotes the mean curvature of K(v), defined as the arithmetic mean of
the principal curvatures, then the linear operator J is the differential of the map
v 7→ nH(v) at v = 0. More explicitly, it can be shown that
Jψ = ∆Kψ + |AK|2ψ +Ricg˜(νK, νK)ψ, (1.2)
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where ∆K is the Laplace-Beltrami operator on K, |AK|2 denotes the norm of the
second fundamental form of K, Ricg˜ is the Ricci tensor of M and νK is a unit
normal to K. We will briefly review these concepts in Section 2.
The minimal submanifold K is said to be nondegenerate if the are no nontrivial
smooth solutions to the homogeneous problem
Jψ = 0 in K. (1.3)
This condition implies that K is isolated as a minimal submanifold of M.
In [28], Pacard and Ritore´ assume that K is non-degenerate and, and proved
that there exists a solution uε to equation (1.1) with values close to ±1 inside
M±, whose (sharp) 0-level set is a smooth manifold which lies ε-close to K. More
precisely, let w(z) := tanh
(
z√
2
)
be the unique solution of the problem
w′′ + w − w3 = 0 in R, w(0) = 0, w(±∞) = ±1, (1.4)
and denote by c∗ its total energy, namely
c∗ :=
∫
R
1
2
|w′|2 + 1
4
(1− w2)2.
Then the solution uε in [28] resembles near K the function w(t/ε), where t is a
choice of signed geodesic distance to Γ. In particular
Jε(uε) → c∗ |K| .
In this paper we describe a new phenomenon induced by the presence of positive
curvature in the ambient manifold M: in addition to non-degeneracy of K, let us
assume that
K := |AK|2 +Ricg˜(νK, νK) > 0 on K. (1.5)
Then, besides the solution by Pacard and Ritore´, there are solutions with multiple
interfaces collapsing onto K. In fact, given any integer m ≥ 2, we find a solution
uε such that u
2
ε − 1 approaches 0 in M± as ε → 0, with zero level set constituted
by m smooth components O(ε| log ε|) distant one to each other and to K, and such
that
Jε(uε) → mc∗ |K| .
Condition (1.5) is satisfied automatically if the manifoldM has non-negative Ricci
curvature. If N = 2, K corresponds simply to the Gauss curvature ofM measured
along the geodesic K.
The nature of these solutions is drastically different from the single-interface
solution by Pacard and Ritore´[28]. They are actually defined only if ε satisfies a
nonresonance condition in ε. In fact, in the construction ε must remain suitably
away from certain values where a shift in Morse index occurs. We expect that
the solutions we find have a Morse index O(| log ε|a) for some a > 0 as critical
points of Jε, while the single interface solution is likely to have its Morse index
uniformly bounded by the index of K (namely the number of negative eigenvalues
of the operator J ).
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Theorem 1. Assume that K is nondegenerate and embedded, and that condition
(1.5) is satisfied. Then, for each m ≥ 2, there exists a sequence of values ε = εj → 0
such that problem (1.1) has a solution uε such that u
2
ε−1→ 0 uniformly on compact
subsets of M±, while near K, we have
uε =
m∑
ℓ=1
w
(
z˜ − εfℓ(y˜)
ε
)
+
1
2
(
(−1)m−1 − 1)+ o(1),
where (y˜, z˜) are the Fermi coordinates defined near K through the exponential map
(see Section 2.1), and the functions fℓ satisfy
fℓ(y˜) =
(
ℓ− m+ 1
2
) [√
2 log
1
ε
− 1√
2
log log
1
ε
]
+O(1). (1.6)
Moreover, when N = 2, there exist positive numbers ν1, . . . , νm−1 such that given
c > 0 and all sufficiently small ε > 0 satisfying∣∣∣ 1
log 1
ε
− νi
j2
∣∣∣ > c
j3
, for all i = 1, . . . ,m− 1, j = 1, 2, . . . . (1.7)
a solution uε with the above properties exists.
We observe that the same result holds if m is even andM\K consists of just one
component. Thus the condition that K dividesM into two connected components
is not essential in general.
As we will see in the course of the proof, the equilibrium location of the interfaces
is asymptotically governed by a small perturbation of the Jacobi-Toda system
ε2
(
∆Kfj+
(|AK|2+Ricg˜(νK, νK))fj) − a0 [ e−(fj−fj−1) − e−(fj+1−fj) ] = 0, (1.8)
on K, j = 1, . . . ,m, with the conventions f0 = −∞, fm+1 = +∞. Heuristically,
the interface foliation near K is possible due to a balance between the interfacial
energy, which decreases as the interfaces approach each other, and the fact that the
length or area of each individual interface increases as the interface is closer to K
sinceM is positively curved near K.
What is unexpected, is the need of a nonresonance condition in order to solve the
Jacobi-Toda system. A question which is of independent interest is the solvability
of the Jacobi-Toda system without the condition (1.5). Similar resonance has been
observed the problem of building foliations of a neighborhood of a geodesic by CMC
tubes considered in [17, 22]. This has also been the case for (simple) concentration
phenomena for various elliptic problems, see [8, 16, 19, 20].
Our result deals with situations in which the minimal submanifold is locally but
not globally area minimizing. In fact, since condition (1.5) holds, the Jacobi op-
erator has at least one negative eigenvalue, and near K, M cannot have parabolic
points. In the case of a bounded domain Ω of R2 under Neumann boundary condi-
tions, a multiple-layer solution near a non-minimizing straight segment orthogonal
to the boundary was built in [9]. In ODE cases for the Allen-Cahn equation,
clustering interfaces had been previously observed in [7, 26, 27]. No resonance phe-
nomenon is present in those situations, constituting a major qualitative difference
with the current setting.
INTERFACE FOLIATION ON RIEMANNIAN MANIFOLDS 5
The method consists of linearizing the equation around the approximation
u0(x, z) =
m∑
ℓ=1
w
(
z˜ − εfℓ(y˜)
ε
)
+
1
2
(
(−1)m−1 − 1),
and then consider a projected form of the equation which can be solved boundedly
after finding a satisfactory linear theory, and then applying the contraction mapping
principe. In that process the functions fj are left as arbitrary functions under some
growth constraints. At the last step one gets an equation which can be described
as a small perturbation of the Jacobi-Toda system
We do not expect that interface foliation occurs if the limiting interface is a
minimizer of the perimeter since in such a case both perimeter of the interfaces and
their interactions decrease the energy, so no balance for their equilibrium locations
is possible. On the other hand, negative Gauss curvature seems also prevent inter-
face foliation. This is suggested by a version of De Giorgi-Gibbons conjecture for
problem (1.1) with M the hyperbolic space, established in [3].
2. Geometric background and the ansatz
In the first preliminary part of this section, we list some necessary notions from
differential geometry: Fermi coordinates near a submanifold of M, minimal sub-
manifold, as well as Laplace-Beltrami and Jacobi operators. We then express the
problem in a suitable form, define an approximate solution and estimate its error.
2.1. Local coordinates. Let M be an N ≥ 2-dimensional smooth compact Rie-
mannian manifold without boundary with given metric g˜. We assume that K is
an N − 1 dimensional submanifold of M. For each given point p ∈ K, TpM splits
naturally as
TpM = TpK ⊕NpK,
where TpK is the tangent space to K and NpK is its normal complement, which
spanned respectively by orthonormal bases {Ei : i = 1, · · · , N−1} and {EN}. More
generally, we have for the tangent and normal bundles over K the decomposition
TM = TK⊕NK.
Let us denote by ▽ the connection induced by the metric g˜ and by ▽N the corre-
sponding normal connection on the normal bundle.
Notation: Up to section 2.4, we shall always use the following convention for
the indices
i, j, k, l · · · ∈ {1, 2, · · · , N − 1}, a, b, c, · · · ∈ {1, 2, · · · , N}.
Given p ∈ K, we use some geodesic coordinates y˜ centered at p. More precisely,
in a neighborhood of p in K, we consider normal geodesic coordinates
y˜ = Yp(y˜) := exp
K
p (y˜iEi), y˜ = (y˜1, · · · , y˜N−1) ∈ V , (2.1)
where expK is the exponential map on K and summation over repeated indices is
understood. V is a neighborhood of the origin in RN−1.
This yields the coordinate vector fields Xi = f∗(∂i), i = 1, · · · , N − 1 where
f(y˜) = Yp(y˜). For any E ∈ TpK, the curve
s→ γE(s) = expKp (sE)
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is a geodesic in K, so that
▽XiXj |p ∈ NpK for any i, j = 1, · · · , N − 1.
We recall that the Christoffel symbols ΓNij , i, j = 1, · · · , N − 1 are given by
∇XiXj|p = ΓNijEN , i. e. ΓNij = g˜(∇XiXj , EN ).
We also assume that at p the normal vector EN is transported parallelly (with
respect to ▽N) through geodesics γE(s) from p. This yields a frame field XN for
NK in a neighborhood of p which satisfies
∇XiXN |p ∈ TpK, i.e. g˜(∇EiEN , EN )|p = 0, i = 1, · · · , N − 1.
We define the numbers ΓjiN , i, j = 1, · · · , N − 1, by
∇XiXN |p =
N−1∑
j=1
ΓjiNEj , i.e. Γ
j
iN = g˜(∇XiXN , Ej).
In a neighborhood of p in M, we choose the Fermi coordinates (y˜, z˜) on M
defined by
Φ0(y˜, z˜) = expYp(y˜)(z˜EN ) with (y˜, z˜) = (y˜1, · · · , y˜N−1, z˜) ∈ V ×
(−δ0, δ0), (2.2)
where expYp(y˜) is the exponential map at Yp(y˜) in M. We also have corresponding
coordinate vector fields
Xi = Φ
0
∗(∂y˜i), XN = Φ
0
∗(∂z˜).
By construction, XN |p = EN .
2.2. Taylor expansion of the metric. In this section we will follow the notation
and calculations of [17]. By our choice of coordinates and the Gauss Lemma, on K
the metric g˜ splits in the following way,
g˜(p) =
N−1∑
i,j=1
g˜ijdy˜i ⊗ dy˜j + g˜NNdz˜ ⊗ dz˜, p ∈ K. (2.3)
As usual, the Fermi coordinates above are chosen so that the metric coefficients
satisfy
g˜ab = g˜(Xa, Xb) = δab at p.
Furthermore, g˜(Xi, XN ) = 0 in some neighborhood of p in K. Then
Xig˜(Xj , XN ) = g˜(▽XiXj , XN) + g˜(Xj , ▽XiXN ) on K,
yield the identity
ΓNij + Γ
j
iN = 0 at p. (2.4)
We denote by Γji : NK → R, i, j = 1, · · · , N − 1, the 1-forms defined on the
normal bundle of K as
Γji (EN ) = g˜(▽EiEj , EN ). (2.5)
The second fundamental form AK : TK× TK → NK of the submanifold K and its
corresponding norm are then given by
AK(Ei, Ej) = Γ
j
i (EN )EN , |AK|2 =
N−1∑
i,j=1
(
Γji (EN )
)2
. (2.6)
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For X,Y, Z,W ∈ TM, the curvature operator and curvature tensor are respectively
defined by the relations
R(X,Y, Z) = ▽X ▽Y Z −▽Y ▽X Z −▽[X,Y ]Z, (2.7)
R(X,Y, Z,W ) = g˜
(
R(Z,W )Y,X
)
. (2.8)
The Ricci tensor of (M, g˜) is defined by
Ricg˜(X,Y ) = g˜
abR(X,Xa, Y,Xb). (2.9)
We now compute higher order terms in the Taylor expansions of the metric
coefficients. The metric coefficients at q = Φ0(0, z˜) are given in terms of geometric
data at p = Φ0(0, 0) and |z˜| = distg˜(p, q), which is expressed by the next lemmas,
see Proposition 2.1 in [17] and the references therein.
Lemma 2.1. At the point q = Φ0(0, z˜), the following expansions hold
▽XN XN = O(|z˜|)Xa, (2.10)
▽Xi Xj = Γji (EN )XN +O(|z˜|)Xa, i, j = 1, · · · , N − 1, (2.11)
▽Xi XN = ▽XNXi =
N−1∑
j=1
Γji (EN )Xj +O(|z˜|)Xa, i = 1, · · · , N − 1. (2.12)
Lemma 2.2. In the above coordinates (y˜, z˜), for any i, j = 1, 2, · · · , N−1, we have
g˜ij(0, z˜) = δij − 2Γji (EN )z˜ −R(XN , Xj , XN , Xi)|z˜|2
+
N−1∑
k=1
Γki (EN )Γ
j
k(EN )|z˜|2 +O(|z|3), (2.13)
g˜iN (0, z) = O(|z˜|2), (2.14)
g˜NN (0, z) = 1 +O(|z˜|3). (2.15)
2.3. The Laplace-Beltrami and Jacobi operators. If (M, g˜) is anN -dimensional
Riemannian manifold, the Laplace-Beltrami operator on M is defined in local co-
ordinates by the formula
∆M =
1√
detg˜
∂a
(√
detg˜ g˜ab∂b
)
, (2.16)
where g˜ab denotes the inverse of the matrix (g˜ab). Let K ⊂ M be an (N − 1)-
dimensional closed smooth embedded submanifold associated with the metric g˜0
induced from (M, g˜). Let ∆K be the Laplace-Beltrami operator defined on K.
Let us consider the space C∞(NK), which identifies with that of all smooth
normal vector fields on K. Since K is a submanifold of codimension 1, then given
a choice of orientation and unit normal vector field along K, denoted by νK ∈ NK,
we can write Ψ ∈ C∞(NK) as Ψ = φνK, where φ ∈ C∞(K).
For Ψ ∈ C∞(NK), we consider the one-parameter family of submanifolds t →
Kt,Ψ given by
Kt,Ψ ≡
{
expy˜
(
tΨ(y˜)
)
: y˜ ∈ K
}
. (2.17)
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The first variation formula of the volume functional is defined as
d
dt
∣∣∣
t=0
Vol(Kt,Ψ) =
∫
K
< Ψ, h >N dVK, (2.18)
where h is the mean curvature vector of K in M, < ·, · >N denotes the restriction
of g˜ to NK, and dVK the volume element of K.
The submanifold K is said to be minimal if it is stationary point for the volume
functional, namely if
d
dt
∣∣∣
t=0
Vol(Kt,Ψ) = 0 for any Ψ ∈ C∞(NK), (2.19)
or equivalently by (2.18), if the mean curvature h is identically zero on K. It is a
standard fact that if Γji (EN ) is as in (2.5), then
K is minimal ⇐⇒
N−1∑
i=1
Γii(EN ) = 0. (2.20)
The Jacobi operator J appears in the expression of the second variation of the
volume functional for a minimal submanifold K
d2
dt2
∣∣∣
t=0
Vol(Kt,Ψ) = −
∫
Γ
< JΨ, Ψ >N dVK for any Ψ ∈ C∞(NK), (2.21)
and is given by
Jφ = −∆Kφ− Ricg˜(νK, νK)φ− |AK|2φ, (2.22)
where Ψ = φνK, as has been explained above.
The submanifold K is said to be non-degenerate if the Jacobi operator J is
invertible, or equivalently if the equation J φ = 0 has only the trivial solution in
C∞(K)
2.4. Laplace-Beltrami Operator in Stretched Fermi Coordinates. To con-
struct the approximation to a solution of (1.1), which concentrates near K, after
rescaling, in M/ε, we introduce stretched Fermi coordinates in the neighborhood
of the point ε−1p ∈ ε−1K by
Φε(y, z) =
1
ε
Φ0(εy, εz), (y, z) = (y1, · · · , yN−1, z) ∈ ε−1V ×
(
− δ0
ε
,
δ0
ε
)
. (2.23)
Obviously, in Mε = ε−1M the new coefficients gab’s of the Riemannian metric,
after rescaling, can be written as
gab(y, z) = g˜ab(εy, εz), a, b = 1, 2, · · · , N.
Lemma 2.3. In the above coordinates (y, z), for any i, j = 1, 2, · · · , N−1, we have
gij(y, z) = δ
j
i − 2εΓji (EN )z − ε2R(Xj , XN , XN , Xi)|z|2
+ ε2
N−1∑
k=1
Γki (EN )Γ
j
k(EN )|z|2 +O(|εz|3), (2.24)
giN (y, z) = O(|εz|2), (2.25)
gNN (y, z) = 1 +O(|εz|3). (2.26)
Here R(·) and Γba are computed at the point p ∈ K parameterized by (0, 0).
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Now we will focus on the expansion of the Laplace-Beltrami operator defined by
∆Mε =
1√
detg
∂a
(
gab
√
detg ∂b
)
= gab ∂a∂b + (∂ag
ab) ∂b +
1
2
∂a
(
log (detg)
)
gab ∂b.
(2.27)
Using the assumption that the submanifold K is minimal as in formula (2.20), direct
computation gives that
detg = 1− ε2K(εy)z2 +O(ε3|z|3),
where we have, using (2.6) and (2.9), denoted
K = Ricg˜(νK, νK) + |AK|2. (2.28)
This gives
log (detg) = −ε2K(εy)z2 +O(ε3|z|3).
Hence, we have the expansion
∆Mε = ∂zz + ∆Kε + ε
2zK(εy) ∂z + B (2.29)
where the operator B has the form
B = εz a1ij ∂ij + ε
2z2 a2iN ∂iz + ε
3z3 a3NN ∂zz + ε
2z b1i ∂i + ε
3z2 b2N ∂z . (2.30)
and all the coefficients are smooth functions defined on a neighborhood of K inM,
evaluated at (εy, εz).
2.5. The local approximate solution. If we set u(x) := u˜(εx), then problem
(1.1) is thus equivalent to
∆Mε u + F (u) = 0 in Mε, (2.31)
where F (u) ≡ u − u3. In the sequel, we denote by Mε and Kε the ε−1-dilations
ofM and K.
To define the approximate solution we observe the heteroclinic solution to (1.4)
has the asymptotic properties
w(z) − 1 = −2 e−
√
2 |z| + O
(
e−2
√
2 |z|), z > 1,
w(z) + 1 = 2 e−
√
2 |z| + O
(
e−2
√
2 |z|), z < −1,
w′(z) = 2
√
2 e−
√
2 |z| + O
(
e−2
√
2 |z|), |z| > 1,
(2.32)
For a fixed integer m ≥ 2, we assume that the location of the m phase transition
layers are characterized in the coordinate (y, z) defined in (2.23) by the functions
z = fj(εy), 1 ≤ j ≤ m with
f1(εy) < f2(εy) < · · · < fm(εy),
separated one to each other by large distances O(| log ε|), and define in coordinates
(y, z) the approximation
u0(y, z) :=
m∑
j=1
wj
(
z − fj(εy)
)
+
(−1)m−1 − 1
2
, wj(t) := (−1)j−1w(t), (2.33)
with this definition we have that u0(y, z) ≈ wj(z − fj(εy)) for values of z close to
fj(εy).
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The functions fj : K → R will be left as parameters, on which we will assume a
set of constraints that we describe next.
Let us fix numbers p > N , M > 0, and consider functions hj ∈ W 2,p(K),
j = 1, . . . ,m, such that
‖hj‖W 2,p(K) := ‖D2Khj‖Lp(K) + ‖DKhj‖Lp(K) + ‖hj‖L∞(K) ≤ M . (2.34)
For a small ε > 0, we consider the unique number ρ = ρε with
e−
√
2 ρ = ε2ρ. (2.35)
We observe that ρε is a large number that can be expanded in ε as
ρε =
√
2 log
1
ε
− 1√
2
log
(√
2 log
1
ε
)
+O
( log log 1
ε
log 1
ε
)
.
Then we assume that the m functions fj : K → R are given by the relations
fk(y˜) =
(
k − m+ 1
2
)
ρε + hk(y˜), k = 1, . . . ,m, (2.36)
so that
fk+1(y˜)− fk(y˜) = ρε + hk+1(y˜)− hk(y˜) , k = 1, 2, . . . ,m− 1. (2.37)
We will use in addition the conventions h0 ≡ −∞, hm+1 ≡ +∞.
Our first goal is to compute the error of approximation in a δ0/ε neighborhood
of Kε, namely the quantity:
S(u0) ≡ ∆Mε u0 + F (u0). (2.38)
For each fixed ℓ, 1 ≤ ℓ ≤ m, this error reproduces a similar pattern on each set
of the form
Aℓ =
{
(y, z) ∈ Kε ×
(−δ0
ε
,
δ0
ε
) / |z − fℓ(εy)| ≤ 1
2
ρε +M
}
. (2.39)
For (y, z) ∈ Aℓ, we write t = z − fℓ(εy) and estimate in this range the quantity
S(u0)
(
y, t+ fℓ(εy)
)
. We have the validity of the following expression.
Lemma 2.4. For ℓ ∈ {1, . . . ,m} and (y, z) ∈ Aℓ we have
(−1)ℓ−1S(u0)(y, t+ fℓ)
= 6(1− w2(t))ε2ρε
[
e−
√
2(hℓ−hℓ−1)e
√
2t − e−
√
2(hℓ+1−hℓ)e−
√
2t
]
(2.40)
− ε2
(
∆Khℓ + (t+ fℓ)K
)
w′(t) + ε2| ▽K hℓ|2w′′(t) + (−1)ℓ−1Θℓ(εy, t) .
where for some τ, σ > 0 we have
‖Θℓ(·, t)‖Lp(K) ≤ Cε2+τe−σ|t|.
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Proof. From (2.29), using that w′′j + F (wj) = 0, we derive that, for (y, z) ∈ Aℓ
S(u0) = F
(
u0(y, z)
) − m∑
j=1
F
(
wj(z − fj(εy)
)
+ ε2
m∑
j=1
| ▽K hj(εy)|2w′′j
(
z − fj(εy)
)
− ε2
m∑
j=1
(
∆Khj(εy) + zK(εy)
)
w′j(z − fj(εy))
+ ε3z
[
a1ik(εy, εz) ∂ikhj(εy) + b
1
i (εz, εy) ∂ihj(εy)
]
w′j
(
z − fj(εy)
)
+ ε3
[
z3 a3NN(εy, εz) + z
2 a2iN (εy, εz) ∂ihj(εy)
]
w′′j
(
z − fj(εy)
)
+ ε3 z a1ik(εy, εz) ∂ihj(εy) ∂khj(εy)w
′′
j
(
z − fj(εy)
)
. (2.41)
Let us consider first the case 2 ≤ ℓ ≤ m− 1.
We begin with the term
F
(
u0(y, t+ fℓ)
) − m∑
j=1
F
(
wj(t+ fℓ − fj)
)
, |t| < ρε
2
.
Since
w(s) = ±(1− 2e−√2|s|) + O(e−2√2|s|) as s→ ±∞,
we find that for j < ℓ,
w
(
t+ fℓ − fj
)− 1 = −2e−√2(fℓ−fj)e−√2t + O (e−2√2|t+fℓ−fj | ) , (2.42)
while for j > ℓ,
w
(
t+ fℓ − fj
)
+ 1 = 2e−
√
2(fj−fℓ)e
√
2t + O
(
e−2
√
2|t+fℓ−fj |
)
. (2.43)
Now, since
F (w) = w(1 − w2), |t| < ρε
2
+O(1),
|fℓ − fj | = |ℓ− j|ρε +O(1), e−
√
2ρε = ε2ρε,
we find that if |j − ℓ| ≥ 2 and 0 < σ < √2, then for some τ > 0,
|F (wj(t+ fℓ − fj))| ≤ Ce−
√
2|t+fℓ−fj | ≤ ε2+τ e−σ|t|. (2.44)
On the other hand, for certain numbers s1, s2 ∈ (0, 1) we have
F
(
w(t+ fℓ − fℓ−1)
)
= F ′(1) a1,+
1
2
F ′′(1 + s1a1) a21, (2.45)
F
(
w(t+ fℓ − fℓ+1)
)
= F ′(1) a2 +
1
2
F ′′(1 − s2a2) a22. (2.46)
where
a1 := w(t+ fℓ − fℓ−1)− 1, a2 := w(t+ fℓ − fℓ+1) + 1.
Now, we find
(−1)ℓ−1u0 = w(t) − a1 − a2 − a3, a3 = O
(
max
|j−ℓ|≥2
e−
√
2|t+fℓ−fj |
)
.
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Thus for some s3 ∈ (0, 1),
(−1)ℓ−1F (u0) =F (w) − F ′(w) (a1 + a2) + 1
2
F ′′(w − s3(a1 + a2))(a1 + a2)2
+ O
(
max
|j−ℓ|≥2
e−
√
2|t+fℓ−fj |
)
. (2.47)
Combining relations (2.44)-(2.47) and using that
F ′(1)− F ′(w) = 3(1− w2), |a1|+ |a2| = O(e−
√
2 ρε
2 ) = O(e−
√
2|t|),
we obtain
(−1)ℓ−1
(
F (u0)−
m∑
j=1
F
(
wj(t+ fℓ − fj)
) )
= 3(1− w2) (a1 + a2)
+
1
2
[
F ′′(1− s2a2)− F ′′(w − s3(a1 + a2))
]
(a21 + a
2
2) + O
(
ε2+τe−σ|t|
)
= 3(1− w2) (a1 + a2) + O
(
ε2+τe−σ|t|
)
.
Hence, recalling relations (2.37), (2.35), the definitions of a1, a2 and the asymptotic
expansions (2.42), (2.43) for j = ℓ− 1 and j = ℓ+ 1, we find
F (u0)−
m∑
j=1
F (wj(t− fj)) =
6(−1)ℓ−1(1−w2(t))ε2ρε
[
e−
√
2(hℓ−hℓ−1)e
√
2t − e−
√
2(hℓ+1−hℓ)e−
√
2t
]
+ θℓ. (2.48)
where θℓ = O
(
ε2+τe−σ|t|
)
.
Substituting (2.48) in expression (2.41) we then find
(−1)ℓ−1S(u0)(y, t+ fℓ)
= 6(1− w2(t))ε2ρε
[
e−
√
2(hℓ−hℓ−1)e
√
2t − e−
√
2(hℓ+1−hℓ)e−
√
2t
]
− ε2
(
∆Khℓ + (t+ fℓ)K
)
w′(t) + ε2| ▽K hℓ|2w′′(t)
+ (−1)ℓ−1Θℓ(εy, t) . (2.49)
Here we have denoted
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Θℓ(εy, t) = θℓ(εy, t)− ε2
∑
j 6=ℓ
(
∆Khj + (t+ fℓ)K
)
w′j(t+ fℓ − fj)
+ ε2
∑
j 6=ℓ
| ▽K hj |2w′′j (z − fj)
+ ε3(−1)ℓ−1z a1ik ∂ihj ∂khj w′′j (t+ fℓ − fj)
+ ε3(t+ fℓ)
[
a1ik ∂ikhj + b
1
i ∂ihj
]
w′j(t+ fℓ − fj)
+ ε3
[
z3 a3NN + z
2 a2iN ∂ihj
]
w′′j (t+ fℓ − fj), (2.50)
where the coefficients are understood to be evaluated at εy or
(
εy, ε(t+ fℓ(εy))
)
.
While this expression has been obtained assuming 2 ≤ ℓ ≤ m− 1, we see that it
also holds for ℓ = m, ℓ = 1. The cases ℓ = 1 and ℓ = m are dealt similarly. The
only difference is that the term
[
e−
√
2(hℓ−hℓ−1)e
√
2t − e−
√
2(hℓ+1−hℓ)e−
√
2t
]
gets
respectively replaced by
− e−
√
2h1e−
√
2t , ℓ = 1 and e−
√
2hme
√
2t , ℓ = m. (2.51)
2.6. Size of the error. Examining expression (2.50) we see that the error in the
considered region is made up by terms that can be bounded by a power of ε times a
factor with exponential decay in t. We introduce the following norm for a function
g(y, t) defined on Kε × R. Let σ > 0, 1 < p ≤ +∞. We set
‖g‖p,σ = sup
(y,t)∈Kε×R
eσ|t|‖g‖
Lp
(
B((y,t),1)
). (2.52)
We want to consider the error associated to points in the set Aℓ as a function
defined in the entire space Kε×R. To do so, we consider a smooth cut-off function
ζ(s) with ζ(s) = 1 for s < 1 and ζ(s) = 0 for s > 2 and define
ζε(t) = ζ
(|t| − ρε
2
− 2M).
We extend the error as follows. Let us set
Sℓ(u0) := 6
(
1− w2(t))ε2ρε [ e−√2(hℓ−hℓ−1)e√2t − e−√2(hℓ+1−hℓ)e−√2t ] ζε(t)
− ε2
(
∆Khℓ + (t+ fℓ)K
)
w′(t) + ε2| ▽Kε hℓ|2w′′(t)
+ (−1)ℓ−1 ζε(t)Θℓ(εy, t) , (2.53)
where the cut-off expressions are understood to be zero outside the support of ζε.
We see that
(−1)ℓ−1S(u0)(εy, t+ fℓ) = Sℓ(u0)(y, t) for all (y, t) ∈ Aℓ.
The following lemma on the accuracy of the error is readily checked.
Lemma 2.5. For a given 0 < σ <
√
2 and any p > 1 we have the estimates
‖Sℓ(u0)‖p,σ ≤ C ε2−τ , ‖ζεΘℓ‖p,σ ≤ C ε3−τ , (2.54)
where τ is any number with τ > 1
2
√
2
σ and τ > N−1
p
.
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Proof. The proof amounts to a straightforward verification of the bound term by
term. Let us consider for instance
E1 = 6
(
1− w2(t))ε2ρε [ e−√2(hℓ−hℓ−1)e√2t − e−√2(hℓ+1−hℓ)e−√2t ] ζε(t).
Then for |t| ≤ ρε2 we get
|E1| ≤ Cε2| log ε| ≤ Ce−
√
2ρε ≤ e−σ ρε2 e−(
√
2− 1
2
σ)ρε ≤ e−σ|t| ε2−τ ,
where τ > 1
2
√
2
σ. This implies ‖E1‖p,σ ≤ Cε2−τ for any 1 < p ≤ +∞. Now, let us
consider the term
E2(y, t) = ε
2∆Khℓ(εy)w′(t).
Then for any σ ≤ √2 we have
eσ|t|‖E2‖Lp(B((t,y),1) ≤ Cε2‖∆Khℓ(εy˜)‖Lp(B(y,1)
≤ Cε2−N−1p ‖∆Khℓ‖Lp(K) ≤ Cε2−
N−1
p .
The rest of the terms are dealt similarly, being in fact roughly at least ε times
smaller than those above. 
Very important for subsequent developments is the Lipschitz character of the
error in the parameter function h = (h1, . . . , hN ). Let us write Sj(h) to emphasize
the dependence on this function. We have
Lemma 2.6. Let us assume that the vector-valued functions h1, h2 satisfy the
constraints (2.34). We have the validity of the following Lipschitz conditions.
‖Sj(h1)− Sj(h2)‖p,σ ≤ Cε2−τ‖h1 − h2‖W 2,p(K),
‖ζεΘℓ(h1)− ζεΘℓ(h2)‖p,σ ≤ Cε3−τ‖h1 − h2‖W 2,p(K),
for τ > 1
2
√
2
σ and τ > N−1
p
.
Proof. Again the proof consists in establishing the bound for each of its individual
terms, more precisely, we need to bound now for instance ∂∂ihjSj(h). Since the
dependence on this object, and as well on second derivatives comes in linear or
quadratic way, always multiplied by exponentially decaying factors and small pow-
ers of ε, the desired result directly follows. The dependence on the values of the
functions hj appears in a more nonlinear fashion, however smooth and exponen-
tially decaying. We omit the details. The complete arguments are rather similar
to those in the proof of Corollary 5.1 of [10]. 
2.7. The global approximation. The approximation u0 is so far defined only in
a neighborhood of Kε in Mε, where the local Fermi coordinates make sense. Let
us assume that m is an odd number. In this case we require that Kε separatesMε
into two components that we denoteM−ε andM+ε .
Let us use the convention that the normal to Kε points in the direction of M+ε .
Let us consider the function H defined in Mε \ Kε as
H(x) :=
{
1 if x ∈ M+ε ,
−1 if x ∈M−ε . (2.55)
Then our approximation u0(x) approachesH(x) at an exponential rateO(e
−√2|t|) as
|t| increases. The global approximation we will use consists simply of interpolating
u0 with H sufficiently well-inside Mε \ Kε through a cut-off in |z|. Let Nδ be the
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set of points in Mε that have Fermi coordinates (y, z) well-defined and |z| < δε .
with some positive constant δ < δ0/10.
Let η(s) be a smooth cut-off function with η(s) = 1 for s < 1 and = 0 for s > 2
and define
ηδ(x) :=
{
η( |z| − δ
ε
) if x ∈ Nδ ,
0 if x 6∈ Nδ. (2.56)
Then we let our global approximation w(x) be simply defined as
w := ηδu0 + (1− ηδ)H, (2.57)
where H is given by (2.55) and w is just understood to be H(x) outside Nδ.
Since H is an exact solution in RN \ Mε, the global error of approximation is
simply computed as
S(w) = ∆w + F (w) = ηδS(u0) + E, (2.58)
where
E = 2∇ηδ∇u0 + ∆ηδ(u0 −H) + F
(
ηδu0 + (1− ηδ)H
) − ηδF (u0) .
Observe that E has exponential size O(e−
c
ε ) inside its support, and hence the
contribution of this error to the entire error is essentially negligible.
If m is even, we simply define
w := ηδu0 + (1− ηδ)(−1). (2.59)
In this case there is no need that K separatesM into two components.
3. The gluing procedure
Once the global approximation w(x) in (2.57) or (2.59) has been built, we then
want to find a solution to the full problem of the form
u(x) = w(x) + ϕ(x), x ∈ Mε
where ϕ(x) is a small function. Thus ϕ must satisfy
∆Mεϕ+ F
′(w)ϕ = −S(w)−N(ϕ) in Mε (3.1)
where
N(ϕ) = F (w + ϕ)− F (w)− F ′(w)ϕ.
We shall look for a solution of the form
u(x) =
m∑
j=1
ζj2(x)φ˜j(y, z) + ψ(x),
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where the functions φ˜j are defined in the entire space Kε × R. Then the equation
is equivalent to
m∑
j=1
ζj2
[
∆Mε φ˜j + F
′(w)φ˜j + ζj1(F ′(w) + 2)ψ + ζj1N(ψ + φ˜j) + S(w)
]
+
m∑
j=1
[
2
〈∇Mεζj2,∇Mε φ˜j〉+ φ˜j∆Mεζj2] + ∆ψ − (2− F ′(w)(1− m∑
j=1
ζj1
))
ψ
+
(
1−
m∑
j=1
ζj1
)
N
(
ψ +
m∑
i=1
ζi2φ˜i
)
+
(
1−
m∑
j=1
ζj2
)
S(w) = 0 in Mε.
This system will be satisfied if the (m+ 1)-tuple (φ˜1, . . . , φ˜m, ψ) solves the system
∆Mε φ˜j + F
′(w)φ˜j + ζj1
(
F ′(w) + 2
)
ψ + ζj1N
(
ψ + φ˜j
)
+ S(w) = 0, (3.2)
for |z| < C| log ε|, j = 1, . . . ,m, and
−∆Mεψ + 2ψ = Q(ψ, x) in Mε, (3.3)
where we have denoted
Q(ψ, x) :=
(
1−
m∑
j=1
ζj1
){ [
2 + F ′(w)
]
ψ + N
(
ψ +
m∑
i=1
ζi2φ˜i
)}
(3.4)
+
(
1−
m∑
j=1
ζj2
)
S(w) +
m∑
j=1
[
2
〈∇Mεζj2,∇Mε φ˜j〉+ φ˜j∆Mεζj2] .
The gluing procedure consists in solving equation (3.3) for ψ in terms of a given
φ˜ = (φ˜1, . . . , φ˜m) chosen arbitrary but sufficiently small, and then substituting the
result in equation (3.2). Let us assume the following constraints on the φ˜j ’s:
φ˜j(y, z) =: φj
(
y, z − fj(εy)
)
, ‖φj‖2,p,σ ≤ 1 for all j = 1, . . .m. (3.5)
Lemma 3.1. Given functions φj and h satisfying respectively constraints (3.5) and
(2.34), there exists a unique solution ψ = Ψ(φ, h) to equation (3.3) with
‖ψ‖∞ ≤ C(ε4−τ + ε2−τ‖φ‖2,p,σ),
for a small τ > 0. In addition the operator Ψ satisfies the Lipschitz condition
‖Ψ(φ1, h1)−Ψ(φ2, h2)‖∞ ≤ Cε2−τ
[ ‖φ1 − φ2‖2,p,σ + ‖h1 − h2‖2,p ]. (3.6)
Proof. Let us consider first the linear equation
−∆Mεψ + 2ψ = E(x) in Mε. (3.7)
We claim that if we set
‖E‖p,0 = sup
x∈Mε
‖E‖Lp(B(x,1)),
then problem (3.7) has, for all small ε > 0, a unique bounded solution ψ = A(E),
which in addition satisfies
‖DMεψ‖+ ‖ψ‖∞ ≤ C‖E‖p,0,
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provided that p > m. To prove this claim, it suffices to establish the a priori
estimate in L∞-norm. If that was not true, there would be sequences ε = εn, ψn,
En, with ‖En‖p,0 → 0, ‖ψn‖∞ = 1 such that
−∆Mεψn + 2ψn = En in Mε.
Using local normal coordinates around a point pn ∈ Mε where |ψn(pn)| = 1, the
same procedure as in the proof of the a priori estimate in Proposition 4.1 leads us
to local convergence of ψn to a nontrivial bounded solution of
−∆RNψ + 2ψ = 0 in RN ,
and a contradiction is reached.
To solve equation (3.3) we write it in fixed point form as
ψ = A(Q(ψ, ·)). (3.8)
In the region where the functions (1 −∑i ζ1i)ζ2j , ∇Mεζ2j , ∆Mεζ2j are supported
we have, thanks to (3.5),
|φ˜(x)| + |∇Mε φ˜(x)| ≤ C e−σ|ξj−ξj−1| ‖φj‖2,p,σ ≤ ε2−τ‖φj‖2,p,σ,
for a small τ > 0. We also notice that
|Q(0, x)| ≤ Cε4−τ
(
|D2Kh(εy)|+ |DKh(εy)|+ |h(εy)|+ 1
)
+ ε2−τ
m∑
j=1
‖φj‖2,p,σ.
We observe then that
‖Q(0, ·)‖0,p ≤ Cε4−τ−Np ‖h‖W 2,p(K) + ε2−τ‖φ‖2,p,σ ≤ C(ε4−τ + ε2−τ‖φ‖2,p,σ) .
We check next the Lipschitz character of this operator, not just in ψ , but also in
the rest of its arguments. Let us write Q = Q(ψ, h, φ) and assume
‖φ‖2,p,σ ≤ 1, ‖ψ‖2,p,σ ≤ βε2−τ , ‖h‖W 2,p(K) ≤M. (3.9)
We consider (ψl, φl, hl), l = 1, 2, satisfying (3.9), and denote Ql = Q(ψl, φl, hl). We
will show that
‖Q(ψ1, φ1, h1)−Q(ψ2, φ2, h2)‖0,p
≤ Cε2−τ [ ‖ψ1 − ψ2‖∞ + ‖φ1 − φ2‖2,p,σ + ‖h1 − h1‖2,p ]. (3.10)
Let us observe that for (ψ, φ, h) satisfying (3.9),
Q(x) = Q(ψ, φ, h)(x) = Q
(
ψ(x), h(x), Dh(x), D2h(x), φ(x), Dφ(x), x
)
.
We decompose
Q(x) =
(
1−
m∑
j=1
ζj2
)
S(w)
︸ ︷︷ ︸
Q1
+
m∑
j=1
[
2
〈∇Mεζj2,∇Mε φ˜j〉+ φ˜j∆Mεζj2]︸ ︷︷ ︸
Q2
+
(
1−
m∑
j=1
ζj1
) ( [
2 + F ′(w)
]
ψ + N
(
ψ +
m∑
i=1
ζi2φ˜i
))
︸ ︷︷ ︸
Q3
. (3.11)
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Then we find
∂ψQ = ∂ψQ3 =
(
1−
m∑
j=1
ζj1
){[
2 + F ′(w)
]
+ N ′
(
ψ +
m∑
i=1
ζi2φ˜i
)}
where N ′(s) = F ′(w + s) − F ′(w) = O(|s|). It follows that ∂ψQ = O(ε2−τ ) in the
considered range for the parameters. Now,
∂hkQ3 =
(
1−
m∑
j=1
ζj1
){
F ′′(w)ψ + N ′
(
ψ +
m∑
i=1
ζi2φ˜i
)}
w′(z − fj(εy)),
since ∂hkw = w
′(z − fj(εy)). Thus ∂hkQ3 = O(ε4−τ ). We also have ∂hkQ1 =
O(ε4−τ ) and
∂DlhkQ = ∂DlhkQ1 =
(
1−
m∑
j=1
ζj2
)
∂DlhkS(w) = O(ε
4−τ ), l = 1, 2.
Finally,
∂φjQ = ∂φjQ3 = ∆Mεζj2 = O(1), ∂DφjQ = 2∇ζj2 = O(1).
As a conclusion, using the mean value formula and the facts
|φ1 − φ2|+ |Dφ1 −Dφ2| ≤ e−σ|t|‖φ1 − φ2‖2,p,σ,
‖D2h1(εy)−D2h2(εy)‖0,p ≤ Cε−mp ‖D2h1 −D2h2‖Lp(K),
we readily find the validity of (3.10). In particular, we obtain that for ‖ψl‖∞ ≤
βε2−τ , l = 1, 2, and
‖Q(ψ1, φ, h)−Q(ψ2, φ, h)‖p,0 ≤ Cε2−τ‖ψ1 − ψ2‖∞. (3.12)
Thus, from the contraction mapping principle, we find that for certain β > 0 large
and fixed, problem (3.8) has a unique solution ψ = Ψ(φ, h) such that
‖Ψ(φ, h)‖∞ ≤ C(ε3 + ε2−τ‖φ‖2,p,σ). (3.13)
The Lipschitz dependence of Ψ (3.6) in its arguments follows immediately from
(3.12) and the fixed point characterization (3.8). 
Now, assuming that ‖φ‖2,p,σ is in the considered range, we substitute ψ = Ψ(φ, h)
in (3.2) and then obtain that
ϕ = Ψ(φ, h) +
m∑
j=1
ζj2φ˜j , φ˜j(y, z) = φj(y, z − fj(εy)),
solves problem (3.1) if the vector φ = (φ1, . . . , φj) satisfies the system of equations
∆Mε φ˜j + F
′(w)φ˜j + ζj1
(
F ′(w) + 2
)
ψ + ζj1N
(
Ψ(φ, h) + φ˜j
)
+ ζj1S(w) = 0, (3.14)
in the support of ζj2. We want to extend these equations to the entire Kε×R. We
recall that in (y, z) coordinates we can write
∆Mε = ∂
2
zz +∆Kε − ε2zK(εy)∂z +B,
where B is a small operator given by (2.30). It is convenient to rewrite equations
(3.14) in terms of the functions φj defined as
φj(y, t) = φ˜j(y, t+ fj(εy)).
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We find in coordinates (y, t),
∆Mε φ˜j = ∂
2
ttφj + ∆Kεφj + B
1
jφj + B
2
jφj , (3.15)
where
B1jφ = ε
2
∣∣∇Khj(εy)∣∣2 ∂2ttφ − ε2∆Khj(εy) ∂tφ
− ε2K(εy) (t+ fj(εy))∂tφ − 2ε〈∇Khj(εy) , ∇Kε∂tφ〉,
and, expressed in local coordinates (y, t), y = Yp(y), the operator B
2
jφ becomes
B2jφ = ε
3
(
t+ fj(εy)
)3
a3NN ∂tt + ε
2
(
t+ fj(εy)
)
b1i
(
∂iφ− ε∂ihj(εy) ∂tφ
)
+ ε
(
t+ fj(εy)
)
a1il
[
∂ilφ− 2ε∂lhj(εy) ∂itφ (3.16)
− ε2∂ilhj(εy) ∂tφ + ε2∂ihj∂lhj(εy) ∂ttφ
]
+ ε2
(
t+ fj(εy)
)2
a2iN
(
∂itφ− ε∂ihj(εy) ∂ttφ
)
+ ε3
(
t+ fj(εy)
)2
b2N ∂t ,
with coefficients evaluated at (εy, εt + εfj(εy)). The difference between the oper-
ators B1j and B
2
j is that the expression for B
1
j actually makes sense for all (y, t),
while B2j does only up to |t| < δ/ε. We set χ0(t) = ζ(|t| − 10 log ε), where, we
recall, ζ(τ) = 1 for τ < 1 and = 0 for τ > 2. Then we extend the operator B1j +B
2
j
to entire space (y, z) setting
Bj := B
1
j + χ0B
2
j .
Let us relabel
χjs(y, t) := ζjs(t+ fj(εy)) = ζ(|t+ hj(εy)| − dε − s),
and denote
Ψj(φ, h)(y, t) := Ψ(φ, h)(y, t+ fj(εy)),
Sj(h)(y, t) := χj3S(w)(y, t+ fj), (3.17)
(observe that this is the same Sj introduced in (2.53))
wj := w(y, t+ fj) = w(t) + θj ,
where θj(y, t) = O(ε
−2+τ ). We have
∂2zzφ˜j +∆Kε φ˜j + F
′(wj)φ˜j + ζj3 Bφ˜j + ζj3
(
F ′(w)− F ′(wj)
)
φ˜j
+ ζj1
[ (
F ′(w) + 2
)
Ψ(φ, h) +N
(
Ψ(φ, h) + φ˜j
)
+ S(w)
]
= 0 in Kε × R, (3.18)
where wj(y, z) = w(z − fj(εy)). Finally, we recast equations (3.18) as
∂2ttφj +∆Kεφj + F
′(w(t))φ˜j + Sj(h) + Nj(φ, h) = 0 in Kε × R, (3.19)
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for all j = 1, . . . ,m, where
Nj(φ, h) = Bj(φj) + χj1
[ (
F ′(wj) + 2
)
Ψj(φ, h) +N
(
Ψj(φ, h) + φj
) ]
, (3.20)
with
Bj(φj) = χj3
[
Bjφj +
(
F ′(wj)− F ′(w)
)
φj
]
, Bj given by (3.16). (3.21)
We will concentrate in what follows in solving system (3.19). We will do this in two
steps: 1. solving a projected version of the problem, carrying h as a parameter, and
2. finding h such that the solution of this projected problem is an actual solution
of (3.19). We consider then the system, for all j = 1, . . . ,m
∂2ttφj + ∆Kεφj = −Sj(h)− Nj(φ, h) + cj(y)w′(t) in Kε × R,
∫
R
φj(y, t)w
′(t) dt = 0 on Kε , cj(y) =
∫
R
(
Sj(h) + Nj(φ, h)
)
w′ dt∫
R
w′2dt
.
(3.22)
To solve it we need a suitable invertibility theory for the linear operator involved
in the above equation. We do this next.
4. The auxiliary linear projected problem
Crucial for later purposes is a solvability theory for the following linear problem:
∂2ttφ + ∆Kεφ = g(y, t) + c(y)w
′(t) in Kε × R,
∫
R
φ(y, t)w′(t) dt = 0 for all y ∈ Kε , c(y) = −
∫
R
g(y, t)w′dt∫
R
w′2dt
.
(4.1)
We have the following result.
Proposition 4.1. Given p > m and 0 < σ <
√
2, there exists a constant C > 0
such that for all sufficiently small ε > 0 the following holds. Given g with ‖g‖p,σ <
+∞, then Problem (4.1) has a unique solution φ with ‖φ‖∞,σ < +∞, which in
addition satisfies
‖D2φ‖p,σ + ‖Dφ‖∞,σ + ‖φ‖∞,σ ≤ C‖g‖p,σ . (4.2)
The main fact needed is that the one-variable solution w of (1.4) is nondegenerate
in L∞(Rm) in the sense that the linearized operator
L(φ) = ∆yφ+ ∂
2
ttφ+ F
′(w(t))φ, (y, t) ∈ RN−1 × R,
is such that the following property holds.
Lemma 4.1. Let φ be a bounded, smooth solution of the problem
L(φ) = 0 in RN−1 × R. (4.3)
Then φ(y, t) = Cw′(t) for some C ∈ R.
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Proof. This fact is by now standard, so we only sketch the proof. The one-
dimensional operator L0(ψ) = ψ
′′ + F ′(w)ψ is such that L0(w′) = 0 and w′ > 0,
hence 0 is its least eigenvalue. Using this, it is easy to show that there is a constant
γ > 0 such that whenever
∫
R
ψw′ = 0 with ψ ∈ H1(R) we have that∫
R
( |ψ′|2 − F ′(w)ψ2 ) dt ≥ γ ∫
R
( |ψ′|2 + |ψ|2 ) dt. (4.4)
Let φ be a bounded solution of equation (4.3). Since F ′(w(t)) ∼ −2 for all large |t|
an application of the maximum principle shows that if 0 < σ <
√
2 and t0 > 0 is
large then
|φ(y, t)| ≤ C‖φ‖∞e−σ|t| if |t| > t0 .
On the other hand, the function
φ¯(y, t) = φ(y, t) − w
′(t)∫
R
w′2
∫
R
w′(ζ)φ(y, ζ) dζ,
also satisfies L(φ¯) = 0 and, in addition,∫
R
w′(t) φ¯(y, t) dt = 0 for all y ∈ RN−1. (4.5)
Now, the function
ϕ(y) :=
∫
R
∣∣φ¯(y, t)∣∣2 dt,
is well defined and smooth. We compute
∆yϕ(y) = 2
∫
R
∆yφ¯ · φ¯dt + 2
∫
R
∣∣∇yφ¯∣∣2 dt,
and hence
0 =
∫
R
(
L(φ¯) · φ¯)
=
1
2
∆yϕ−
∫
R
∣∣∇yφ¯∣∣2 dt− ∫
R
( |φ¯t|2 − F ′(w)φ¯2 ) dt . (4.6)
From (4.5) and (4.4), we then get 12∆yϕ− γϕ ≥ 0. Since ϕ is bounded, it must
be zero. In particular this implies that the bounded function
g(y) =
∫
R
wζ(ζ)φ(y, ζ) dζ
is harmonic and bounded, hence a constant. We conclude that φ(y, t) = Cw′(t), as
desired. 
Proof of Proposition 4.1: We begin by proving a priori estimates. Let 0 <
σ <
√
2. We first claim that there exists a constant C > 0 such that for all small ε
and every solution φ to Problem (4.1) with ‖φ‖∞,ν,σ < +∞ and right hand side g
satisfying ‖g‖p,σ < +∞ we have
‖D2φ‖p,σ + ‖Dφ‖∞,σ + ‖φ‖∞,σ ≤ C‖g‖p,,σ. (4.7)
To establish this fact, it clearly suffices to consider the case c(y) ≡ 0. By local
elliptic estimates, it is enough to show that
‖φ‖∞,σ ≤ C‖g‖p,σ. (4.8)
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Let us assume by contradiction that (4.8) does not hold. Then we have sequences
ε = εn → 0, gn with ‖gn‖p,σ → 0, φn with ‖φn‖∞,σ = 1 such that
∂ttφn +∆Kεφn + F
′(w(t))φn = gn in Kε × R,∫
R
φn(y, t)w
′(t) dt = 0 for all y ∈ Kε .
(4.9)
Then we can find points (pn, tn) ∈ Kε × R such that
e−σ|tn| |φn(pn, tn)| ≥ 1
2
.
We will consider different possibilities. Let us consider the local coordinates for
Kεn around pn,
Ypn,εn(y) = ε
−1
n Yεnpn(εny), |y| <
1
εn
,
where Yp(y) is given by (2.1). Let us assume first that |tn| ≤ C. Then, the Laplace-
Beltrami operator of Kεn takes locally the form
∆Kεn = a
0
ij(εny)∂ij + εnb
0
j(εny)∂j
where
a0ij(εny) = δij + o(1), b
0
i (εny) = O(1).
Thus
a0ij∂ij φ˜n + εnb
0
j∂j φ˜n + ∂ttφ˜n + F
′(w(t))φ˜n = g˜n(y, t), |y| < 1
ε
,
where g˜n(y, t) := gn
(
Yn(εy), t
)
. We observe that this expression is valid for y inside
the domain ε−1Uk which is expanding to entire RN−1. Since φ˜n is bounded, and
g˜n → 0 in Lploc(RN ), we obtain local uniform W 2,p-bounds. Hence we may assume,
passing to a subsequence, that φ˜n converges uniformly in the compact subsets of
RN to a function φ˜(y, t) that satisfies
∆RN−1 φ˜+ ∂ttφ˜+ F
′(w(t))φ˜ = 0 .
Thus φ˜ is non-zero and bounded. Hence Lemma 4.1 implies that, necessarily,
φ˜(y, t) = Cw′(t). On the other hand, we have
0 =
∫
R
φ˜n(y, t)w
′(t) dt −→
∫
R
φ˜(y, t)w′(t) dt as n→∞.
Hence, necessarily φ˜ ≡ 0. But |φ˜n(0, tn)| ≥ 12 , and tn was bounded, the local
uniform convergence implies φ˜ 6= 0. We have reached a contradiction.
Now, if tn is unbounded, say, tn → +∞, the situation is similar. The variation
is that we define now
φ˜n(y, t) = e
σ(tn+t)φn(y, tn + t), g˜n(y, t) = e
σ(tn+t)gn(y, tn + t).
Then φ˜n is uniformly bounded, and g˜n → 0 in Lploc(RN ). Now φ˜n satisfies
a0ij(εny) ∂ij φ˜n + ∂ttφ˜n + εnbj(yn + εny) ∂j φ˜n
−2σ ∂tφ˜n + F ′
(
w(t + tn) + σ
2
)
φ˜n = g˜n.
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We fall into the limiting situation
∆RN−1 φ˜ + ∂
2
ttφ˜ − 2σ ∂tφ˜ − (2− σ2) φ˜ = 0 in RN (4.10)
with φ˜ 6= 0 bounded. The maximum principle implies that φ˜ ≡ 0. We obtain a
contradiction that proves the validity of (4.7).
It remains to prove existence of a solution φ of problem (4.1) with ‖φ‖∞,σ < +∞.
We assume first that g has compact support. For such a g, Problem (4.1) has a
variational formulation. Let
H =
{
φ ∈ H10 (Kε × R) /
∫
R
φ(y, t)w′(t) dt = 0 for all y ∈ Kε
}
.
H is a closed subspace of H10 (Kε × R), hence a Hilbert space when endowed with
its natural norm,
‖φ‖2H =
∫
Kε
∫
R
(
|∂tφ|2 + |∇Kεφ|2 − F ′(w(t))φ2
)
dVKε dt .
φ is then a weak solution of Problem (4.1) if φ ∈ H and satisfies
a(φ, ψ) :=
∫
Kε×R
(
∇Kεφ · ∇Kεψ − F ′(w(t))φψ
)
dVKε dt
= −
∫
Kε×R
g ψ dVKε dt for all ψ ∈ H.
It is standard to check that a weak solution of Problem (4.1) is also classical provided
that g is regular enough. Let us observe that because of the orthogonality condition
defining H we have that
γ
∫
Kε×R
ψ2 dVKε dt ≤ a(ψ, ψ) for all ψ ∈ H.
Hence the bilinear form a is coercive in H, and existence of a unique weak solution
follows from Riesz’s theorem. If g is regular and compactly supported, ψ is also
regular. Local elliptic regularity implies in particular that φ is bounded. Since for
some t0 > 0, the equation satisfied by φ is
∆φ+ F ′(w(t))φ = c(y)w′(t), |t| > t0, y ∈ Kε, (4.11)
and c(y) is bounded, then enlarging t0 if necessary, we see that for σ <
√
2, a
suitable barrier argument shows that |φ| ≤ Ce−σ|t|, hence ‖φ‖p,σ < +∞. From
(4.7) we obtain that
‖D2φ‖p,σ + ‖Dφ‖∞,σ + ‖φ‖∞,σ ≤ C‖g‖p,σ. (4.12)
Now, for an arbitrary ‖g‖p,σ < +∞ we consider a sequence of compactly supported
approximations uniformly controlled in ‖ ‖p,σ (thus inheriting corresponding control
on the approximate solutions). Passing to a subsequence if necessary, we obtain
local convergence to a solution φ˜ to the full problem which respects the estimate
(4.2). This concludes the proof. 
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5. Solving the nonlinear projected problem
To solve Problem (3.22) and for the subsequent step of adjusting h so that the
quantities cl(y) are all identically zero, it is important to keep track of the Lipschitz
character of the operators involved in this equation. We have the following result.
Lemma 5.1. There is a constant C > 0 such that for all hl satisfying (3.9) and
all φl with ‖φl‖2,p,σ ≤ ε2−τ , l = 1, 2 we have
‖Nj(φ1, h1)−Nj(φ2, h2)‖p,σ ≤ Cε4−τ‖h1−h2‖W 2,p(K)+ε2−τ‖φ1−φ2‖2,p,σ, (5.1)
‖Sj(h1)− Sj(h2)‖p,σ ≤ Cε3−τ‖h1 − h2‖W 2,p(K). (5.2)
Proof. We have to check the Lipschitz character of the operators Nj(φ, h) in (3.20)
in the norm ‖ ‖p,σ. Let us consider each of the terms in formula (3.20). Let us
consider first the operator Bjφj in (3.21). On φ and h we assume
‖φ‖2,p,σ ≤ ε2−τ , ‖h‖W 2,p(K) ≤M. (5.3)
This operator has the form in local coordinates
Bjφj(y, t) = B
(
hj , ∂ikhj , ∂ihj , φj , y, t
)
.
Let us consider the operator Bjφj in (3.16). We see that the explicit dependence on
hj comes only from the coefficients aik and bi, more precisely on smooth functions
of the form a
(
εy, εt+ εfj(εy)
)
, fj = ξj + hj , so that ∂hja = O(ε). We also find
∂hjχj3 = O(1), ∂hjF
′(wj) =
∑
k 6=j
w′
(
t− (fk − fj)
)
= O(ε2−τ ).
Taking these facts into account we then find that for arbitrarily small τ > 0,
∂hjBjφj = O(ε
1−τ )D2Mεφj + O(ε
2−τ )DMεφj + O(ε
2−τ )φj ,
and hence
‖∂hjBjφj‖0,p,σ ≤ Cε1−τ‖φ‖2,p,σ .
Observe that we have as well that
‖Bjφj‖0,p,σ ≤ Cε1−τ‖φ‖2,p,σ .
Let us consider the dependence on the derivatives of h. We easily check that
∂DKhBjφj = O(ε)D
2φ, ∂D2
K
hBjφj = O(ε)Dφj .
As a conclusion we find that, emphasizing the dependence on h of the operator Bj,
‖Bj(φ1, h1)− Bj(φ2, h2)‖0,p ≤ ε1−τ‖φ1 − φ2‖2,p,σ + ε3−τ ‖h1 − h2‖W 2,p(K). (5.4)
Let us consider the remaining operator in Nj,
N (φ, h) := χj1 [ (F ′(wj) + 2)Ψj(φ, h) +N(Ψj(φ, h) + φj) ] .
We write it as
N (φ, h)(y, t) = N˜ (φ, ψ, h, y, t), ψ = Ψj(φ, h),
and recall from Lemma 3.1 that ‖ψ‖∞ = O(ε4−τ ). Observe first that
∂ψN˜ = χj1 [ (F ′(wj) + 2) +N ′(ψ + φj) ] = O(εe−σ|t|),
∂φj N˜ = χj1N ′(ψ + φj) = O(|ψ| + |φj |) = O(ε2−τ ).
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In addition, we also check that
∂hN˜ = O(|ψ|e−σ|t| + |φ|2) = O(ε4−τ ).
Using these estimates, and writing ψl = Ψj(φ
l, hl) we find
‖N (φ1, h1)−N (φ2, h2)‖p,σ = ‖N˜(φ1, ψl, h1, ·)− N˜(φ2, ψ2, h2, ·)‖p,σ
≤ Cε‖ψ1 − ψ2‖∞ + Cε2−τ‖φ1 − φ2‖2,p,σ + Cε4−τ‖h1 − h2‖∞.
Recalling now, (3.6), and combining this with estimate (5.4) we arrive to the desired
result. The proof of (5.1) is concluded. The proof of estimate (5.2) is similar, taking
into account the explicit form of the error. 
Proposition 5.1. Given h satisfying (2.34), problem (3.22) has a unique solution
φ = Φ(h) with ‖φ‖2,p,σ ≤ ε2−τ . Moreover, we have the validity of the Lipschitz
conditions
‖Φ(h1)− Φ(h2)‖2,p,σ ≤ C ε2−τ ‖h1 − h2‖W 2,p(K). (5.5)
In addition, we have that
‖Nj(Φ(h1), h1)− Nj(Φ(h2), h2)‖2,p,σ ≤ C ε4−τ ‖h1 − h2‖W 2,p(K). (5.6)
Proof. Let T (g) be the operator defined as the solution of (4.1) predicted by Propo-
sition 4.1. Then we find a solution to (3.22) if we solve the fixed point problem for
φ = (φ1, . . . , φN )
φj = Bj(φ, h) := −T
(
Sj(h) + Nj(φ, h)
)
for all j = 1, . . . , N. (5.7)
We will check that the operatorB(φ, h) =
(
B1(φ, h), . . . ,BN (φ, h)
)
is a contraction
mapping in φ in a ball for the norm ‖ ‖2,p,σ. We will do more, checking as well the
Lipschitz dependence in h. Using the above lemma we conclude that the operator
B is a contraction mapping on the region ‖φ‖2,p,σ ≤ ε2−τ . Now, using (3.13),
|B(0)| ≤ χj1
( (
F ′(wj) + 2
)|Ψ(0)|+ |Ψ(0)|2 + |Sj(w)|).
Thus
|B(0)| ≤ ε4−τe−σ|t| + χj1ε7 + Cε2|D2Kh(εy)|e−σ|t| + Cε2e−σ|t|,
and hence
‖B(0)‖p,σ ≤ Cε2−τ .
As a conclusion, we can apply the contraction mapping principle, and find a unique
solution φ of problem (5.7) such that
‖φ‖2,p,σ ≤ βε2−τ ,
for a suitably large choice of β.
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6. The Jacobi-Toda system
Once problem (3.22) has been solved by φ = Φ(h), according to Proposition 5.1,
the remaining task is to find an h such that for all ℓ = 1, . . . ,m, we have
Iℓ(y) =
∫
R
(
Sℓ(h) + Nj(Φ(h), h)
)
w′ dt = 0 for all y ∈ Kε. (6.1)
Using the definition of Sℓ in (3.17), expansion (2.53), Lemma 2.5 and the definition
of Nj(Φ(h), h), we get
ε−2Iℓ(ε−1y) = b1
(
∆Khℓ +K(y)fℓ,
)
− b2ρε
[
e−
√
2(hℓ−hℓ−1) − e−
√
2(hℓ+1−hℓ)
]
+ θℓ(h), (6.2)
where θℓ is a small operator:
‖θℓ(h)‖Lp(K) = O(ε1−τ ),
for any τ > N−1
p
, uniformly on h. The constants b1, b2 are given by
b1 =
∫
R
w′(t)2 dt, b2 =
∫
R
6(1−w2(t))e
√
2tw′(t)dt =
∫
R
6(1−w2(t))e−
√
2tw′(t)dt.
Part I: Recall the relation in (2.37)
fℓ(y) =
(
ℓ− m+ 1
2
)
ρε + hℓ(y).
Since we want that the functions hℓ make the quantities Iℓ as small as possible, it
is reasonable to find first an h such that the equations, for ℓ = 1, . . .m,
b1
(
∆Khℓ +K(y)fℓ,
)
− b2ρε
[
e−
√
2(hℓ−hℓ−1) − e−
√
2(hℓ+1−hℓ)
]
= 0, (6.3)
be approximately satisfied. We set
Rℓ(h) := σ
(
∆Khℓ +K(y)fℓ,
)
−
[
e−
√
2(hℓ−hℓ−1) − e−
√
2(hℓ+1−hℓ)
]
, (6.4)
where
σ := σε = ρ
−1
ε b1b
−1
2 ∼ (log
1
ε
)−1 ,
and
R(h) :=

R1(h)...
Rm(h)

 . (6.5)
We would like to find a solution h to the system R(h) = 0. To this end, we find
first a convenient representation of the operatorR(h). Let us consider the auxiliary
variables
v :=
[
v¯
vm
]
, v¯ =

 v1...
vm−1

 ,
defined in terms of h as
vℓ = hℓ+1 − hℓ with ℓ = 1, . . . ,m− 1, vm =
m∑
ℓ=1
hℓ,
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with the conventions v0 = vm+1 = +∞ and define the operators
S(v) :=
[
S¯(v¯)
Sm(vm)
]
, S¯(v¯) =

 S1(v¯)...
Sm−1(v¯)

 .
where we have setted
Sℓ(v) := Rℓ+1(h)−Rℓ(h) =
σ
(
∆Kvℓ+K(y)(ρε+vℓ)
)
+


e−
√
2v2 − 2e−
√
2v1 if ℓ = 1,
e−
√
2vℓ+1 − 2e−
√
2vℓ + e−
√
2vℓ−1 if 1 < ℓ < m− 1,
−2e−
√
2vm−1 + e−
√
2vm−2 if ℓ = m− 1,
and
Sm(vm) :=
m∑
ℓ=1
Rℓ(h) = σ
(
∆Kvm +K(y)vm
)
.
Then the operators R and S are in correspondence through the formula
S(v) = BR
(
B−1v
)
, (6.6)
where B is the constant, invertible N ×N matrix
B =


−1 1 0 · · · 0
0 −1 1 · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 −1 1
1 · · · 1 1 1

 , (6.7)
and then the system R(h) = 0 is equivalent to S(v) = 0, which setting β = b2b
−1
1
decouples into
S¯(v¯) = σ
[
∆Kv¯+K(y)v¯
]
+ βK(y)

1...
1

 + S¯0(v¯) = 0, (6.8)
Sm(vm) = σ (∆Kvm +K(y)vm) = 0, (6.9)
where
S¯0(v¯) := −C

 e
−√2v1
...
e−
√
2vm−1

 , C =


2 −1 0 · · · 0
−1 2 −1 · · · 0
...
. . .
. . .
. . .
...
0 · · · −1 2 −1
0 · · · −1 2

 . (6.10)
In system (6.8)-(6.9), the second relation and our non-degeneracy assumption force
vm = 0. Thus we look for a solution v = (v¯, 0) of the system, where v¯ satisfies
(6.8). Rather than finding an exact solution v¯ of S¯(v¯) = 0 we will find a good
28 M. DEL PINO, M. KOWALCZYK, J. WEI, AND J. YANG
approximation. More precisely, by means of a simple iterative procedure, we will
find for each k ≥ 1 a function v¯k with the property that
S¯(v¯k) = O(σk). (6.11)
Let us find a function v¯1 with the desired property (6.11) for k = 1. We consider
the vector v¯1(y) defined by the relations
S¯0(v¯
1) = −C


e−
√
2v11
...
e−
√
2v1m−1

 = −βK(y)

1...
1

 .
We compute explicitly
v1ℓ (y) =
1√
2
log
[
β
2
K(y) (m− ℓ) ℓ
]
, ℓ = 1, . . . ,m− 1, (6.12)
and get from (6.8)
S¯(v¯1) = σ
[
∆Kv¯1 +K(y)v¯1
]
= O(σ).
This approximation can be improved to any order in powers of σ, as the following
lemma states.
Lemma 6.1. Given k ≥ 1, there exists a function of the form
v¯k(y, σ) = v¯1(y) + σξk(y, σ),
where v¯1(y) is defined by (6.12), ξ1 ≡ 0, and ξk is smooth on K× [0,∞), such that
S¯(v¯k) = O(σk)
as σ → 0, uniformly on K. In particular,
hk := B−1
[
v¯k
0
]
,
with B is given by (6.7), solves approximately system (6.3) in the sense that
R(hk) = O(σk).
Proof. In order to find a subsequent improvement of approximation beyond v1, we
set v¯2 = v¯1 + ω1. Let us expand
S¯(v¯1+ω) = σ
[
∆Kω+K(y)ω
]
+ σ
(
∆Kv1+K(y)v1
)
+DS¯0(v¯
1)ω +N(ω), (6.13)
where
DS¯0(v¯
1) =
√
2C


e−
√
2v11 0 · · · 0
0 e−
√
2v12 · · · 0
...
. . .
...
0 0 · · · e−
√
2v1m−1


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=
β√
2
K(y)


2a1 −a2 0 · · · 0
−a1 2a2 −a3 · · · 0
0 −a2 2a3 · · · 0
...
. . .
. . .
. . .
...
0 · · · −am−3 2am−2 −am−1
0 · · · −am−2 2am−1


, (6.14)
with
aℓ = (m− ℓ) ℓ, ℓ = 1, . . . ,m− 1, (6.15)
and
N(v¯) =
β
2
C

 a2( e
−√2v01 − 1 +√2 v01 )
...
am( e
−√2v0m − 1 +√2 v0m )

 .
The matrix DS¯0(v¯
1) is clearly invertible. Let us consider the unique solution
ω1 = O(σ) of the linear system
DS¯0(v¯
1)ω1 = −σ
(
∆Kv¯1 +K(y)v¯1
)
= O(σ), (6.16)
and define v¯2 = v¯1 + ω1. Then from (6.13) we have
S¯(v¯2) = σ
(
∆Kω1 +K(y)ω1
)
+N(ω1) = O(σ
2). (6.17)
Next we define v¯3 = v¯2 + ω2 where ω2 = O(σ
2) is the unique solution of
−DS¯0(v¯1)ω2 = σ
(
∆Kω1 +K(y)ω1
)
+N(ω1). (6.18)
Then from (6.13) we get
S¯(v¯3) = σ
(
∆Kω¯2 +K(y)ω¯2
)
+N(ω1 + ω2)−N(ω1) = O(σ2). (6.19)
In general, we define inductively, for k ≥ 3, v¯k+1 = v¯k + ωk where ωk is the
unique solution of the linear system
−DS¯0(v¯1)ωk = σ
(
∆Kωk−1 +K(y)ωk−1
)
+ N(ω1 + · · ·+ ωk−1)
− N(ω1 + · · ·+ ωk−2). (6.20)
Then clearly ωk = O(σ
k). Let us estimate the size of S¯(v¯k+1). From (6.13) we have
S¯(v¯k+1) = σ
(
∆Kv¯1 +K(y)v¯1
)
+
[
σ(∆K +K) +DS0(v¯1) +N
] ( k∑
i=1
ωi
)
.
Now, using (6.16), (6.18) and (6.20) we get
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[
σ(∆K +K) +DS0(v¯1)
] ( k∑
i=1
ωi
)
= σ(∆Kv¯1 +Kv¯1) + DS¯0(v¯1)ω1 + σ(∆Kωk +Kωk)
+
k∑
i=2
[
σ(∆Kωi−1 +Kωi−1) +DS¯0(v¯1)ωi
]
= −N(ω1)−
k∑
i=3
[N(ω1 + · · ·+ ωi−1)−N(ω1 + · · ·+ ωi−2)]
= −N(ω1 + · · ·+ ωk) .
Hence,
S¯(v¯k+1) = σ(∆Kωk +Kωk) + N(ω1 + · · ·+ ωk−1 + ωk) − N(ω1 + · · ·+ ωk−1)
= O(σk+1). (6.21)
Finally, the functions ξ1 ≡ 0 and
ξk := σ
−1(ω1 + · · ·+ ωk−1), k ≥ 2,
clearly satisfy the conclusions of the lemma, and the proof is concluded. 
Part II: The question now, is how to use the approximation hk just constructed
to find an exact h solution to system (6.1). This system takes the form
R(h) = g, (6.22)
where g is a small function, actually a small nonlinear operator in h. For the
moment we will think of g as a fixed function. Since the operator R decouples as in
(6.6) when expressed in terms of S, it is more convenient to consider the equivalent
problem
S(v) = g, (6.23)
which, according to expressions (6.8) and (6.9), decouples as
S¯(v¯) = σ
[
∆Kv¯+K(y)v¯
]
+ βK(y)

1...
1

 + S¯0(v¯) = g¯, (6.24)
Sm(vm) = σ (∆Kvm +K(y)vm) = gm. (6.25)
Equation (6.25) has a unique solution vm for any given function gm, thanks to
the nondegeneracy assumption. Therefore we will concentrate in solving Problem
(6.24), for a small given g¯. Let us write
v¯ = v¯k + ω,
where v¯k is the approximation in Lemma 6.1. We express (6.24) in the form
L˜σ(ω) := −σ
[
∆Kω +K(y)ω
]
−DS¯0(v¯k)ω = S¯(v¯k) +N1(ω) + g¯, (6.26)
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where
N1(ω) := S¯0(v¯
k + ω)− S¯0(v¯k)−DS¯0(v¯k)ω , (6.27)
and S0 is the operator in (6.10).
The desired solvability theory will be a consequence of a suitable invertibility
statement for the linear operator L˜σ. Thus we consider the equation
L˜σ(ω) = g˜ in K. (6.28)
This operator is vector valued. It is convenient to express it in self-adjoint form
by replacing the matrix DS¯0(v¯
k) with a symmetric one. We recall that we have
DS¯0(v¯
k) =
√
2C


e−
√
2vk1 0 · · · 0
0 e−
√
2vk2 · · · 0
...
. . .
...
0 0 · · · e−
√
2vkm−1

 ,
where the matrix C is given in (6.10). C is symmetric and positive definite. Indeed,
a straightforward computation yields that its eigenvalues are explicitly given by
1,
1
2
, . . . ,
m− 1
m
.
We consider the symmetric, positive definite square root matrix of C and denote
it by C
1
2 . Then setting
ω := C
1
2ψ, g := C−
1
2 g˜,
we see that equation (6.28) becomes
Lσ(ψ) := −σ∆Kψ −A(y, σ)ψ = g in K, (6.29)
where A is the symmetric matrix
A(y, σ) = σK(y) Im−1 +
√
2C
1
2


e−
√
2vk1 0 · · · 0
0 e−
√
2vk2 · · · 0
...
. . .
...
0 0 · · · e−
√
2vkm−1

 C
1
2 . (6.30)
Since
v
k = v1(y) + σξk(y, σ),
we have that A is smooth in its variables and
A(y, 0) =
β√
2
K(y)C
1
2


a1 0 · · · 0
0 a2 · · · 0
...
. . .
...
0 0 · · · am−1

 C 12 . (6.31)
where aℓ = ℓ(m − ℓ). In particular, A(y, σ) has uniformly positive eigenvalues
whenever σ is sufficiently small.
Our main result concerning uniform solvability of Problem (6.29) is the following.
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Proposition 6.1. There exists a sequence of values σ = σℓ → 0 such that Lσ
is invertible. More precisely, for any g ∈ L2(K) there exists a unique solution
ψ = L−1σ g ∈ H1(K) to equation (6.29). This solution satisfies
σ‖D2Kψ‖L2(K) + ‖ψ‖L2(K) ≤ Cσ−
N−1
2 ‖g‖L2(K). (6.32)
Moreover, if p > N − 1, there exist C, ν > 0 such that the solution satisfies besides
the estimate
‖D2Kψ‖Lp(K) + ‖DKψ‖L∞(K) + ‖ψ‖L∞(K) ≤ Cσ−
N−1
2
−ν ‖g‖Lp(K).
In addition, for N = 2, we have the existence of positive numbers ν1, ν2, . . . , νm−1
such that for all small σ with
|νiσ − j2| > cσ− 12 for all j ≥ 1, i = 1, . . . ,m− 1,
for some c > 0, then ψ = L−1σ g exists and estimate (6.32) holds.
We postpone the proof of this result in the last section. Assuming its validity, we
will use it to derive a solvability statement for the Problem (6.22), and to conclude
the corresponding solvability of system (6.1), hence that of Theorem 1.
7. Solving system (6.1): Conclusion of the proof of Theorem 1
7.1. Solving Problem (6.22). Here we refer to objects and notation introduced
in the previous section.
Because of the definition of Lσ, the statement of Proposition 6.1 holds as well
for the operator L˜σ in equation (6.28). Choosing σ as in the proposition, we write
this equation as the fixed point problem
ω = T (ω) := L˜−1σ
(
S¯(v¯k) + g¯ +N1(ω)
)
. (7.1)
By construction, we have that
‖S¯(v¯k)‖Lp(K) ≤ Cσk.
On the other hand, if ‖ω‖L∞(K) ≤ δ, with δ sufficiently small we also have that
‖N1(ω)‖L∞(K) ≤ Cδ2,
and in this region
‖N1(ω1)−N1(ω2)‖L∞(K) ≤ Cδ‖ω1 − ω2‖L∞(K).
We observe then that, for ν as in Proposition 6.1,
‖T (ω1)− T (ω1)‖W 2,p(K) ≤ Cδσ−
N−1
2
−ν‖ω1 − ω2‖L∞(K),
and
‖T (ω)‖W 2,p ≤ Cσ−
N−1
2
−ν (σk + δ2 + ‖g‖Lp(K) ).
Thus if we choose
k > 2
(N − 1
2
+ ν
)
,
and g with
‖g‖Lp(K) ≤ σk,
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then the choice δ = µσk−
N−1
2
−ν with µ large and fixed yields, thanks to the con-
traction mapping principle, the existence of a unique solution ω to Problem (7.1),
with
‖ω‖W 2,p(K) ≤ µσk−
N−1
2
−ν .
Let us call ω =: Ω(g). Then, in addition Ω satisfies the Lipschitz condition
‖Ω(g1)− Ω(g2)‖W 2,p(Ω) ≤ C σ−
N−1
2
−ν ‖g1 − g2‖Lp(K)
for all g1, g2 with ‖g‖Lp(K) ≤ σk. It follows that the equation (6.23)
S(v) = g (7.2)
can be solved under these conditions. In the form
v = V (g) :=
[
v¯k +Ω(g¯)
σ−1(∆K +K)−1gm
]
,
and therefore the equation R(h) = g˜ can be solved for any given small g˜ ∈ Lp(K)
by means of the correspondence
S(v) = BR
(
B−1v
)
.
This yields the following result.
Lemma 7.1. Given k > 2(N−12 + ν), then for all sufficiently small σ satisfying the
statement of Proposition 6.1, and all functions g˜ with
‖g˜‖Lp(Ω) ≤ σk,
there exists a solution of the equation
R(h) = g˜, (7.3)
of the form
h = hk +H(g˜),
where the operator H satisfies
‖H(g˜1)‖W 2,p(Ω) ≤ C σk−
N−1
2
−ν ,
and
‖H(g˜1)−H(g˜2)‖W 2,p(Ω) ≤ C σ−
N−1
2
−ν ‖g˜1 − g˜2‖Lp(K).

7.2. Proof of Theorem 1. We need to prove the existence of h satisfying System
(6.1). According to expansion (6.2), we have that
σ
b2
ε−2Iℓ(ε−1y) = R(h) − G(h), (7.4)
where
G(h) = −σ σ
b2
θℓ(y),
and θℓ is the remainder in (6.2). We will estimate this operator. We have that
θℓ(y) = (−1)ℓ−1ε−2
∫
R
ζεΘℓ(h)(ε
−1y, t)w′(t) dt︸ ︷︷ ︸
Q1(h)
+ ε−2
∫
R
Nℓ(Φ(h), h)(ε
−1y, t)w′ dt︸ ︷︷ ︸
Q2(h)
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where Θℓ is described in (2.53). We have, using Lemma 2.5,
‖Q1(h)‖Lp(K) ≤ ε
N−1
p
−2
∫
R
‖ζεΘℓ(h)(·, t)‖Lp(Kε) w′(t) dt
≤ Cε−2‖ζεΘℓ(h)(·, t)‖p,σ ≤ Cε1−τ .
And similarly, using Lemma 2.6 we get
‖Q1(h1)−Q1(h2)‖Lp(K) ≤ Cε1−τ‖h1 − h2‖W 2,p(K).
whenever the vector-valued functions h1, h2 satisfy constraints (2.34). A similar
argument, using the estimates for the operator Nj(Φ(h), h) in Proposition 5.1 yields
‖Q2(h)‖Lp(K) ≤ Cε2−τ , ‖Q2(h1)−Q2(h2)‖Lp(K) ≤ Cε2−τ‖h1 − h2‖W 2,p(K).
As a consequence, the operator G(h) satisfies
‖G(h)‖Lp(K) ≤ Cε2−τ , ‖G(h1)−G(h2)‖Lp(K) ≤ Cε1−τ‖h1−h2‖W 2,p(K), (7.5)
Thus we need to solve the system
R(h) = G(h), (7.6)
which can be rewritten in the form
R(hk + q) = G(hk + q). (7.7)
We use the operator H(g) defined in Lemma 7.1, and look for a solution of (7.7)
by solving
h = H(G(hk + q)) =: D(q), (7.8)
for a sufficiently large k, in the region
R =
{
q ∈W 2,p(K) / ‖q‖W 2,p(K) ≤ µσk−
N−1
2
−ν
}
,
for a sufficiently large µ. From Lemma 7.1 and (7.5), we get that
‖D(q1)−D(q2)‖W 2,p(K) ≤ C σ−
N−1
2
−ν ‖G(hk + q1)−G(hk + q2)‖Lp(K)
≤ C σ−N−12 −ν ετ‖q1 − q2‖W 2,p(K),
Hence D is a contraction mapping in R. Besides we have
‖D(0)‖W 2,p(Ω) ≤ C σk−
N−1
2
−ν .
From here it follows the existence of a fixed point q = O(σk−
N−1
2
−ν) for Problem
(7.8), and hence h = hk + q satisfies constraints (2.34) and solves System (6.1).
This concludes the proof of the theorem. 
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8. Inverting the linearized Jacobi-Toda operator
In this section we will prove Proposition 6.1. The first part of the result holds in
larger generality. Actually the properties we will use in the matrix function A(y, σ)
are its symmetry, its smooth dependence in its variables on K× [0, σ0), and the fact
that for certain numbers γ± > 0, we have
γ−|ξ|2 ≤ ξTA(y, σ)ξ ≤ γ+|ξ|2 for all ξ ∈ Rm−1, (y, σ) ∈ K × [0, σ0). (8.1)
Most of the work in the proof consists in finding the sequence σℓ such that 0
lies suitably away from the spectrum of Lσℓ , when this operator is regarded as self-
adjoint in L2(K). The result will be a consequence of various considerations on the
asymptotic behavior of the small eigenvalues of Lσ as σ → 0. The general scheme
below has already been used in related settings, see [19, 20, 21, 16, 17], using the
theory of smooth and analytic dependence of eigenvalues of families of Fredholm
operators due to T. Kato[12]. Our proof relies only on elementary considerations
on the variational characterization of the eigenvalues of Lσ and Weyl’s asymptotic
formula.
As in the above mentioned works, the assertion holds not only along a sequence,
but actually for all values of σ inside a sequence of disjoint intervals centered at the
σℓ’s of width O(σ
N−1
2
ℓ ). The corresponding assertion for N = 2 can be made much
more precise.
Thus, we consider the eigenvalue problem
Lσφ = λφ in K. (8.2)
For each σ > 0 the eigenvalues are given by a sequence λj(σ), characterized by the
Courant-Fisher formulas
λj(σ) = sup
dim(M)=j−1
inf
φ∈M⊥\{0}
Qσ(φ, φ) = inf
dim(M)=j
sup
φ∈M\{0}
Qσ(φ, φ), (8.3)
where
Qσ(φ, φ) =
∫
K Lσφ · φ∫
K |φ|2
=
∫
K σ|∇φ|2 − φTA(y, σ)φ∫
K |φ|2
.
We have the validity of the following result.
Lemma 8.1. There is a number σ∗ > 0 such that for all 0 < σ1 < σ2 < σ∗ and all
j ≥ 1 the following inequalities hold.
(σ2 − σ1) γ−
2σ22
≤ σ−12 λj(σ2)− σ−11 λj(σ1) ≤ 2(σ2 − σ1)
γ+
σ21
. (8.4)
In particular, the functions σ ∈ (0, σ∗) 7→ λj(σ) are continuous.
Proof. Let us consider small numbers 0 < σ1 < σ2. We observe that for any φ with∫
K |φ|2 = 1 we have
σ−11 Qσ1(φ, φ) − σ−12 Qσ2(φ, φ) = −
∫
K
φT (σ−11 A(y, σ1)− σ−12 A(y, σ2))φ
= (σ1 − σ2)
∫
K
φT (σ−2A(y, σ)− σ−1∂σA(y, σ))φ, (8.5)
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for some σ ∈ (σ1, σ2). From the assumption (8.1) on the matrix A we then find
that
σ−11 Qσ1(φ, φ) + (σ2 − σ1)
γ−
2σ22
≤ σ−12 Qσ2(φ, φ) ≤ σ−11 Qσ1(φ, φ) + 2(σ2 − σ1)
γ+
σ21
.
From here, and formulas (8.3), inequality (8.4) follows. 
Corollary 8.1. There exists a number δ > 0 such that for any σ2 > 0 and j such
that
σ2 + |λj(σ2)| < δ,
and any σ1 with
1
2σ2 ≤ σ1 < σ2, we have that
λj(σ1) < λj(σ2).
Proof. Let us consider small numbers 0 < σ1 < σ2 such that σ1 ≥ σ22 . Then from
(8.4) we find that
λj(σ1) ≤ λj(σ2) + (σ2 − σ1) 1
σ2
[λj(σ2)− γ σ1
σ2
],
for some γ > 0. From here the desired result immediately follows. 
8.1. Proof of Proposition 6.1, general N . Let us consider the numbers σ¯ℓ :=
2−ℓ for large ℓ ≥ 1. We will find a sequence of values σℓ ∈ (σ¯ℓ+1, σ¯ℓ) as in the
statement of the lemma.
We define
̥ℓ =
{
σ ∈ (σ¯ℓ+1, σ¯ℓ) : kerLσ 6= {0}
}
. (8.6)
If σ ∈ ̥ℓ then for some j we have that λj(σ) = 0. It follows that λj(σ¯l+1) < 0.
Indeed, let us assume the opposite. Then, given δ > 0, the continuity of λj implies
the existence of σ˜ with 12σ ≤ σ˜ < σ and 0 ≤ λj(σ˜) < δ. If δ is chosen as in Corollary
8.1, and ℓ is so large that 2−ℓ < δ, we obtain a contradiction.
As a conclusion, we find that for all large ℓ
card (̥ℓ) ≤ N(σ¯ℓ+1), (8.7)
where N(σ) denotes the number of negative eigenvalues of problem (8.2). We
estimate next this number for small σ. Let us consider a+ > 0 such that
ξTA(y, σ)ξ ≤ a+|ξ|2 for all ξ ∈ Rm−1, (y, σ) ∈ K × [0, σ0),
and the operator
L+σ = −∆K −
a+
σ
. (8.8)
Let λ+j (σ) denote its eigenvalues. From the Courant-Fisher characterization we see
that λ+j (σ) ≤ λj(σ). Hence N(σ) ≤ N+(σ), where the latter quantity designates
the number of negative eigenvalues of L+σ .
Let us denote by µj the eigenvalues of −∆K. Then Weyl’s asymptotic formula
for eigenvalues of the Laplace-Beltrami operator, see for instance [5, 15, 23], asserts
that for a certain constant CK > 0,
µj = CKj
2
N−1 + o(j
2
N−1 ) as j → +∞. (8.9)
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Using the fact that λ+j (σ) = µj − a
+
σ
and (8.9) we then find that
N+(σ) = Cσ
−N−1
2 + o(σ−
N−1
2 ) as σ → 0. (8.10)
As a conclusion, using (8.7) we find
card (̥ℓ) ≤ N(σ¯ℓ+1) ≤ Cσ¯−
N−1
2
ℓ+1 ≤ C2ℓ
N−1
2 . (8.11)
Hence there exists an interval (aℓ, bℓ) ⊂ (σ¯ℓ+1, σ¯ℓ) such that aℓ, bℓ ∈ ̥ℓ, Ker (Lσ) =
{0}, σ ∈ (aℓ, bℓ) and
bℓ − aℓ ≥ σ¯ℓ − σ¯ℓ+1
card (̥ℓ)
≥ Cσ¯1+
N−1
2
ℓ . (8.12)
Let
σℓ :=
1
2
(bℓ + aℓ).
We will analyze the spectrum of Lσℓ . If some c > 0, and all j we have
|λj(σℓ)| ≥ cσ¯
N−1
2
ℓ , (8.13)
then we have the validity of the existence assertion and estimate (6.32). Assume
the opposite, namely that for some j we have |λj(σℓ)| ≤ δσ
N−1
2
ℓ , with δ arbitrarily
small. Let us assume first that 0 < λj(σℓ) < δσ
N−1
2
ℓ . Then we have from Lemma
8.1,
λj(aℓ) ≤ λj(σℓ)− (σℓ − aℓ) 1
σℓ
[λj(σℓ) + γ
aℓ
2σℓ
].
Hence, (8.12) and (8.13) imply that
λj(aℓ) ≤ δσ
N−1
2
ℓ − C
σ¯ℓ
2σℓ
σ¯
N−1
2
ℓ
[
λj(σℓ) +
γ−aℓ
2σℓ
]
< 0,
if δ was chosen a priori sufficiently small. It follows that λj(σ) must vanish at
some σ ∈ (aℓ, σℓ), and we have thus reached a contradiction with the choice of the
interval (aℓ, bℓ).
The case −δσ
N−1
2
ℓ < λj(σℓ) < 0 is handled similarly. In that case we get λj(bℓ) >
0. The proof of existence and estimate (6.32) is thus complete.
Let us consider now a number p > N − 1. Now we want to estimate the inverse
of Lσℓ in Sobolev norms. The equation satisfied by ψ = L
−1
σℓ
g has the form
∆Kψ = O(σ−1)[ψ + g]
for σ = σℓ. Then from elliptic estimates we get
‖ψ‖W 2,q(K) ≤ Cσ−1[‖ψ‖Lq(K) + ‖g‖Lq(K)] (8.14)
Using this for q = 2 and estimate (6.32) we obtain
‖ψ‖W 2,2(K) ≤ Cσ−1[‖ψ‖L2(K) + ‖g‖L2(K)] ≤ Cσ−N2 −1‖g‖Lp(K).
From Sobolev’s embedding we then find
‖ψ‖Lq(K) ≤ Cσ−
N−1
2
−1‖g‖Lp(K).
for any 1 < q ≤ 2(N−1)
N−5 if N > 5, and any q > 1 if N ≤ 5. If q = p is admissible
in this range, the estimate follows from (8.14). If not, we apply it for q = 2(N−1)
N−5 ,
and then Sobolev’s embedding yields
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‖ψ‖Ls(K) ≤ Cσ−
N−1
2
−2‖g‖Lp(K).
for any 1 < s ≤ 2(N−1)
N−6 if N > 6, and any s > 1 if N ≤ 6. Iterating this argument,
we obtain the desired estimate after a finite number of steps. The proof of the first
part of the proposition is concluded. 
8.2. The case N = 2. Conclusion of the proof. We consider now the problem
of solving system (6.29) when N = 2. We consider first the problem of solving
− σ∆Kψ −A(y, 0)ψ = g in K. (8.15)
A main observation is the following: the linear system (8.15) can be decoupled:
If Λ1, . . . ,Λm−1 denote the eigenvalues of the matrix
Q := C
1
2


a1 0 · · · 0
0 a2 · · · 0
...
. . .
...
0 0 · · · am−1

 C 12 ,
which coincide with those of

2a1 −a2 0 · · · 0
−a1 2a2 −a3 · · · 0
0 −a2 2a3 · · · 0
...
. . .
. . .
. . .
...
0 · · · −am−3 2am−2 −am−1
0 · · · −am−2 2am−1


,
then system (8.15) expressed in coordinates associated to eigenfunctions of Q de-
couples into m− 1 equations of the form
− σ∆Kψj − β√
2
ΛjK(y)ψj = gj in K, j = 1, . . . ,m− 1. (8.16)
When N = 2 this problem reduces to an ODE. K is then a geodesic of M and
K(y) will simply be Gauss curvature measured along K. Using y as arclength
coordinate, and dropping the index j, Equations (8.16) take the generic form
−σψ′′ − µK(y)ψ = g in (0, ℓ),
ψ(0) = ψ(ℓ), ψ′(0) = ψ′(ℓ),
(8.17)
where µ is given and fixed, and ℓ is the total length of K.
For this problem to be uniquely solvable, we need that µσ−1 differs from the
eigenvalues λ = λj of the problem
−ϕ′′ = λK(y)ϕ in (0, ℓ),
ϕ(0) = ϕ(ℓ), ϕ′(0) = ϕ′(ℓ).
(8.18)
More precisely, in such a case we have that the solution of (8.17) satisfies
‖ψ‖L2(K) ≤ σ
−1
minj |λj − σ−1µ| ‖g‖L2(K). (8.19)
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Now, we restate Problem (8.18) using the following Liouville transformation:
ℓ0 =
∫ ℓ
0
√
K(y) d y, t =
π
ℓ0
∫ y
0
√
K(θ) d θ, t ∈ [0, π),
Ψ(y) = K(y)−
1
4 , e(t) = ϕ(y)/Ψ(y), q(t) =
ℓ20Ψ
′′(y)
π2Ψ2(y)K(y)
.
Equation (8.18) then becomes
−e′′ − q(t) e = ℓ
2
0
π2
λ e in (0, π), e(0) = e(π), e′(0) = e′(π).
A result in [14] shows that, as j →∞ we have
λj =
4π2j2
ℓ20
+ O(j−2).
Hence, if for some c > 0 we have that
∣∣∣σ−1µ− 4π2j2
ℓ20
∣∣∣ > cσ− 12 for all j ≥ 1,
and σ is sufficiently small, then the problem will be solvable, and thanks to (8.19),
we will have the estimate
‖ψ‖L2(K) ≤ Cσ− 12 ‖g‖L2(K), (8.20)
for the unique solution of Problem (8.17). It follows that, under these conditions
System (8.16) is uniquely solvable and its solution ψ = −(σ∆Kψ + A(y, 0))−1g
satisfies estimate (8.20).
Now, for σ as above, we can write system (6.29) in the fixed point form in L2(K),
ψ + T (ψ) = −(σ∆Kψ +A(y, 0))−1g, ψ ∈ L2(K), (8.21)
where
T (ψ) := (σ∆Kψ +A(y, 0))−1[(A(y, σ) −A(y, 0))ψ] .
We observe that, as an operator in L2(K), ‖T ‖ = O(σ 12 ). Thus, for small σ,
Problem (8.21) is uniquely solvable, and satisfies (8.20). Finally, for the Lp case,
we argue with the same bootstrap procedure of §8.1.
The proof of the proposition is complete. 
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