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Abstract
A set of 418 Mini-Mental State Examinations (MMSE) is analysed with the goal of identifying linguistic markers for
discriminating between Alzheimer’s Disease and Vascular Dementia. The markers are identiﬁed by automatically annotating
the sentence writing question of the MMSE with syntactic information. 101 variables are extracted from the annotations which
are compared with the MMSE questions for information about the diagnosis. Out of the 101 variables, 14 are identiﬁed which
are within the top 10 of the MMSE questions. Words per sentence, maximal word length, use of adjectives, nouns, verbs and
number of subject clauses are discussed in detail.
c© 2013 The Authors. Published by Elsevier B.V.
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1. Introduction
Dementia is a term which describes a set of symptoms which include loss of cognitive faculties such as
memory, communication and abstract thinking or reasoning. The Alzheimer’s Society report on Dementia for
2012 estimates that there are 800,000 people with dementia in the Britain with another 670,000 family and friends
acting as primary carers [1]. The number of people with dementia has rapidly grown from 680,000 in 2005 [2]
and is expected to continue growing due to falling birth rate and increased life expectancy.
The most widely used tool to screen for dementia is the Mini-Mental State Examination (MMSE) [3]. The
MMSE is a questionnaire with 30 questions which assess orientation to time and place; productive and receptive
language faculties; attention and recall as well as as visuoconstructive skills. Typically the test is scored by
counting one point for each correct answer and using a cut-oﬀ point on the total score to decide upon further
investigation.
One of the MMSE questions is to prompt the person being tested to write a sentence. The question is scored
with 1 point for a successful attempt and correct sentence and 0 points otherwise. The goal of this research is
to extract more diagnostic cues from the sentence writing question than just a binary score. Although language
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impairment in dementia patients is well researched [4], little literature reports success in identifying linguistic
markers applicable to the MMSE. Nevertheless, researchers report indirect evidence for the relevance of the sen-
tence in the MMSE [5, 6].
In this research 101 grammatical and syntactical cues are evaluated for their contribution to discriminating
between Alzheimer’s (AD) and Vascular Dementia (VaD) using the MMSE.
The remainer of the paper is structured as follows: section 2 reviews related work in sentence analysis of
the MMSE, linguistic markers for dementia and automated language processing for diagnosing dementia; section
3 describes the data used in this research as well as the analysis for parsing language and identifying relevant
variables; section 4 presents results and discusses selected linguistic markers indepth; section 5 concludes by
putting the presented research in a larger context and outlining future work.
2. Related Work
Previous research has investigated the sentence in the MMSE for additional information. Shenkin et al. [5]
compared several metrics (word count, frequency, ﬁrst person use, time orientation and letter case) but found
none which can be associated with cognitive decline. However, lay estimates of intelligence were signiﬁcant in
predicting cognitive state indicating that while the authors were unable to identify useful metrics, the sentence
carries information beyond a binary score. Press et al. [6] measure the number of words per sentence in the
MMSE as well as positive or negative emotional polarity. The authors ﬁnd that the number of words correlates
with the degree of cognitive impairement while polarity can be associated with depression.
2.1. Linguistic Markers for Dementia
Several authors report evidence for signiﬁcant diﬀerence in the use of language between people with and
without dementia.
Deleon et al. [7] prompt test subjects to produce sentences with varying syntactic complexity. They then draw
conclusions from the number of successfully produced sentences. The study targets 11 sentence structures with
two items for each of them. For example, a test administrator will prompt: “She owes her friend a dollar. She
goes to see her friend. She takes out a dollar. What next?” expecting the response: “She gives her the dollar.” The
goal is to use the test results to discriminate between diﬀerent types of neurodegenerative dementias and normal
aging. The authors report that patients with non-ﬂuent agrammatic primary progressive aphasia (PPA) produce
fewer correct sentences than other dementias they considered or the norm. However, due to the relatively small
sample of 58 individuals and the imbalance of subject group sizes it stands to reason that the reported outcome
may be the result of sample bias.
Gross et al. target [8] sentence processing rather than producing. They present test subjects with a sentence
and ask them to match the sentence to one of two pictures. The result of the test is used to discriminate between
patients with Parkinsons Disease and patients Parkinson Dementia (PD) or Dementia with Lewy Bodies (DLB).
The authors report that sentences lenghtened with a prepositional phrase as well as sentences with a centre embed-
ded clause were good discriminators. The result is consistent with other research [9] which argues that deviations
from the typical parse tree of the english language, which tends to be right-heavy, indicate increased syntactic
diﬃculty.
These ﬁndings are of limited value in investigating the MMSE as the researchers assume an imposed linguistic
diﬃculty. In the MMSE on the other hand, the test subjects are free to vary the complexity of the sentence,
typically choosing to write a sentence of up to 9 words (see section 3.1). This length is too short to demonstrate
complex sentence structure.
A more directly applicable ﬁnding is reported by Vigliocco et al [10] who look at whether nouns and verbs are
processed in separate neural networks in the brain. The outcome is that the neural network is shared implicating
that grammatical class is not an organizational principle in the brain. Nevertheless the authors argue that verbs
demand higher cognitive load than nouns because verbs have necessarily more participants than nouns and because
verbs are more complex morphologically. Their ﬁndings indicate that while the count of verbs and nouns may
give indication to impairment, it does not point at disease in speciﬁc brain regions.
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A further question, investigated by Bencini et al. [11], is whether linguistic markers for cognitive impairment
are language speciﬁc. The authors compare the underuse of subject phrases between 12 Italian and 10 English
speaking dementia patients and conclude that Italian speakers omit more subjects than English speakers. This is
explained with the grammatical structure of the italian language which allows subject omission.
2.2. Automated Assessment of Linguistic Markers for Dementia
While there is research reporting on sentence structure in language used by dementia patients, the availability
of automated sentence analysis tools has been largely neglected with some noteable exceptions.
Roark et al. [9] derive measures for detecting Mild Cognitive Impairment (MCI) in spoken language. To
produce a corpus of data, the authors ask 74 test subjects (37 with MCI and 37 at norm) to retell a story. The
audio is recorded, transcribed and analysed with natural language processing tools [12]. The hypothesis of the
analysis is that when english sentences are parsed, the parse tree tends to branch to the right. Three metrics are
applied to measure the right tendency of sentences: Yingve and Frazier scores as well as dependency distance. In
addition, the number of propositions and content density are also measured. The authors report that the number of
words per sentence clause and the Yingve score are highly signiﬁcant in identifying MCI the other measures are
beneath the signiﬁcance threshold. The results are further conﬁrmed by Ahmed et al. [13] on 18 cases of autopsy
conﬁrmed early stage of dementia.
The research conducted on the largest number of sentences per patient however also on the smallest number
of patients is reported by Pakhomov et al. [14]. The authors analyse 4 books written by Iris Murdoch, an irish
author with Alzheimer’s Dementia. Murdoch was known to prohibit editing of his works prior to publishing and
is thus particularly suitable for an analysis of the progression of language impairment as the disease progresses.
The metrics with signiﬁcant decline between books are words per sentence as well as Yingve and Frazier score.
The research reviewed in this section is conducted on spoken language and on connected text, both of which
are diﬀerent from theMMSEwhere a test subject is asked to write a sentence with a pen. While the ﬁndings are not
directly applicable to the MMSE, the research demonstrates that by using automated sentence parsing, the number
of sentences and the number of indicators which can be tested can be dramatically increased in comparison to the
manual approach.
3. Method
The analysis of the sentences in the MMSEs was conducted in three steps: ﬁrst, data was collected and
processed; second, the sentences in the data are parsed to produce linguistic metrics such as word counts, number
of verbs, number of nouns, number of subject relations and others; third, linguistic cues are identiﬁed which
contribute more information about the diagnosis than the least informative MMSE question.
3.1. Data
The data analysed in this study were provided by the Memory Clinic at University Hospital Llandough (Great
Britain). It was collected between the years 1991 and 2009 from 697 patients and includes answers given to
each MMSE question, patient age, gender and diagnosis. Of the 697 records analysed, 426 are of female patients
and 271 are of male patients. Patient age varies between 35 and 96 years, with the vast majority of patients being
between 60 and 95 years old. The imbalance in gender can be explained with the longer life expectancy of women.
Twenty-seven diﬀerent diagnoses are found within the dataset. Many of these 27 types of dementia have been
observed too infrequently to allow quantitative analysis. In this study, only the two most prevalent conditions
were considered: Alzheimer’s Disease, observed in 285 patients; and Vascular (or Mixed) Dementia, which was
observed in 194. Both diagnoses were made using standard criteria. The decision for focusing on these two
categories was made because the presence or absence of vascular problems signiﬁcantly changes the clinical
management of the patient. Of the 479 patients with AD or VaD, 418 attempted the sentence writing question.
A second clinically motivated transformation of the data is the interpretation of missing answers. In this study
missing answers are interpreted as wrong. Some more severely impaired patients are not asked every question if
it is clear, that they would not be able to provide an answer, for example because of comprehension problems.
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Another example are questions the correct answer of which depends on the correct answer of previous questions.
If the patient struggled with the previous question, the administrator of the test has to skip any questions which
build on it.
After collecting the data, the sentences were typed up manually preserving spelling mistakes, capitalisation
and punctuation. In addition, information was stored on whether the sentence was written in cursive.
3.2. Linguistic Processing
The sentences in the data were parsed using the Stanford syntactic parser [12]. The Stanford parser is reported
to have high accuracy when matched against annotations made by linguists. The accuracy of automated parsing in
detecting MCI has been conﬁrmed by Roark et al. [9] who report coincident signiﬁcance levels for data produced
manually and automatically. Automatic parsing allows annotating a larger corpus of text with more syntactic
information than is feasible if the annotation is done manually.
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Fig. 1. Distribution of the number of words per sentence in the MMSE data.
The 418 sentences were annotated with 48 types of parts of speech (for example noun, verb, adjective...) and
53 types of grammatical dependencies (for example subject to object, auxiliar verb to verb...). The median number
of words per sentence is 5 with 75% of the sentences being shorter than 6 words (see ﬁgure 1). Such relatively
short sentences do not allow for complex grammatical structures to emerge. For this reason, complexity measures
scoring the shape of the parse tree of a sentence were not considered.
Out of the 101 assessed measures, in the scope of this research only those are reported which carry more infor-
mation about the diagnosis than the least informative MMSE question. These measures are (listed in descending
order of information):
1. words per sentence
2. maximal word length
3. adjectives (adjectives in the comparative and superlative form are included in the count)
4. nouns (singular and plural forms of nouns and proper nouns are counted)
5. determiners (e.g. which, the, a)
6. auxiliar verb relationships (e.g. should do)
7. adjective complements (e.g in “She looks very beautiful.” the adjective “beatiful” complements the verb
“looks” - it acts as an object of the verb)
8. verbs (all verb inﬂections are counted)
9. prepositions
10. adverbs (the count includes comparative and superlative forms)
11. adjectival, temporal and noun compound modiﬁers
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12. coordinating conjunctions
13. occurences of the word “to”
14. subject clauses
The relevance of the rules matching for nouns, verbs, number of words per sentence has been conﬁrmed in
related research [10, 9]. The rule counting the number of subject clauses has been investigated by Bencini et al.
[11] and they found that compared to Italian native speakers English native speakers do not omit subject clauses.
3.3. Variable Selection
To order the 101 linguistic markers, the 30 MMSE questions as well as the gender of the patient in decreasing
order to their contribution to the diagnosis an entropic dimensionality reduction method was chosen. Classical
dimensionality reduction methods, such as factor analysis or principial components analysis, were avoided because
they are biased when applied on discrete data [15]. The method used in this research is a combination of the naive
information theoretic method and an extension of the entropic dimensionality reduction method proposed by
Todorov et al. [16].
The classical method, Information Gain (IG), to reduce dimensions using an information theoretic criterion, is
to consider the amount of uncertainty about the target variable Y that is reduced by selecting a single dimension
Xi of the multi-variate random variable X [17]. To select a subset of k dimensions of X, the function I(Y; X) is
evaluated for all pairs of Xi and Y after which k dimensions are chosen with the highest mutual information with
Y . The term I(Y; X) is deﬁned as:
I(Y; X) = H(Y) − H(Y |X) (1)
where H(X) is the entropy of a random variable deﬁned as:
H(X) = −
∑
p(X)log(p(X)) (2)
The conditional entropy H(Y |X) for the discrete random variables X and Y is deﬁned as:
H(X) = −
∑
p(X)log(p(X)) (3)
The IG function I(Y; X) requires the estimation of at most two dimensional probabilities and it is evaluated p
times, where p is the number of dimensions of X. When the logarithm in the equations 2 and 3 is to the base 2,
the magnitude of I(Y; X) is measured in bits.
A limitation of this method is that it disregards redundancy in the data. Let Xi and Xj be two variables
which explain Y very well, but which are also functionally dependent on each other (there is an f (x) such that
f (Xi) = Xj). Including Xj in the model, if Xi has already been chosen, will contribute no additional information.
The goal function will however still score Xj as high as Xi.
To mitigate this limitation, in a previous investigation of the same data a method was proposed which estimates
conditional mutual information I(Y; Xi|Xj), or the amount of uncertainty about Y reduced by Xi when Xj is known:
I(Y; Xi|Xj) = H(Y |Xj) − H(Y |Xi, Xj) (4)
While conditional mutual information reduces redundancy, it introduces the diﬃculty of a large problem space
with a non-obvious optimal traversal. The previously proposed method is fast enough to feasibly compute a con-
ditional mutual information estimate for all triplets of Y , Xi and Xj, however an exhaustive forward search as well
as an exhaustive backward search through the triplets gives sub-optimal results [18]. The attempts to resolve this
issue range from algorithmic solutions [19] to introducing corrective terms [20]. An approach which completely
sidesteps the issue of sequential searching is Minimal Relevant Redundancy Clustering (mRRC) proposed by So-
toca et al [21]. In this approach a distance metric based on CMI is deﬁned. Using this metric a distance matrix is
calculated for each pair of features after which the matrix is used to perform a clustering. The distance measure is
deﬁned as:
D(Xi; Xj) = I(Y; Xi|Xj) + I(Y; Xj|Xi) (5)
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and the clustering algorithm used is Ward’s method. The reasoning is that variables which carry similar
information will be close to each other within the proposed metric and thus will be in the same cluster. The
number of clusters required of the clustering method is equal to the number of desired variables. Once each
variable has been labelled, one variable per cluster is chosen for the ﬁnal subset of selected features. A variable
Xi belonging to a cluster C is chosen if the measure I(Y; Xi) is maximal when the index i goes over all variables
within that cluster.
In this research a version of the mRRC method is used which is implemented ontop of the parallel algorithm
for estimating mutual information reported previously [16, 22]. After the clustering step, it can be assumed that
the remaining variables are orthogonal and the classical IG method can be used to order them by decreasing
information about the diagnosis.
4. Results
After the linguistic markers listed in section 3.2 are assessed and the most signiﬁcant markers are identiﬁed,
it is relevant to know the relationship between each marker and the diagnosis. This relationship is reported in an
exploratory manner for two reasons: ﬁrst, the discrete distribution of the variables severely limits the usefulness
of classical statistical tools. A χ2 test can be used to compare the histograms of the number of words per sentence
for AD and VaD patients for example, however such a test would yield potentially misleading results because of
the long distributional tails. The second reason is that the relationship between the variables and the diagnosis is
not linear in all cases. Providing a linear model would obscure information and a non-linear model would be more
diﬃcult to interpret intuitively.
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Fig. 2. Information of linguistic markers about diagnosis measured in bits.
The amount of information each of the linguistic markers contributes to the ﬁnal diagnosis is shown in ﬁgure
2. Although there are more linguistic markers which are better than the worst MMSE question in discriminating
between groups, it is decided to only present the markers with information within the margins of the best 10
MMSE questions in order to reduce noise. In the following the relationship of the best 3 markers, words per
sentence, length the longest word and number of adjectives, with the diagnosis will be discussed more closely. In
addition the results are put in context with related work by discussing the number of nouns and verbs in sentences
[10] as well as the number of subject clauses [11].
The relationship between each variable and the class is reported with a graph containing two histograms, one
obtained from the AD patients in the data and one from VaD patients, and a third graph depicting the diﬀerence
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of both histograms calculated by subtracting the corresponding variable values for AD and VaD patients. For
example, ﬁgure 3 depicts the diﬀerence in the number of words per sentence for both patient groups. By examining
the bar representing sentences with 3 words in histogram a) and histogram b) it can be seen that there is no large
diﬀerence between patient groups. In graph c) it can be seen that the diﬀerence between both histograms is indeed
close to 0.
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Fig. 3. Comparison of words per sentence in diﬀerent patient groups.
The most signiﬁcant linguistic marker for distinguishing between AD and VaD is at the same time the best
predictor among the 30 MMSE questions, the 101 linguistic markers and knowledge of the gender of the patient.
In related literature a decreased number of words per sentence is associated with Alzheimer’s disease [11, 14].
This result is conﬁrmed however it only seems to hold for sentences up until 6 words in length. Although this is
true for the majority of sentences (see also ﬁgure 1), AD patients have written most of the longest sentences. A
possible explanation for this diﬀerence is that the patients were asked to actively write a sentence. Stopping an
action is an activity which is aﬀected in patients with AD.
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Fig. 4. Comparison of the length of the longest word in a sentence for diﬀerent patient groups.
The next best linguistic marker, the length of the longest word in a sentence, is preceded in goodness by
6 questions of the original MMSE. From the histograms in ﬁgure 4 it can be concluded that there is no large
diﬀerence between diﬀerent groups of patients for sentences in which the longest word was up to 5 letters long.
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However a signiﬁcant diﬀerence can be observed for sentences in which the longest word is 6 or 7 letters long.
Patients with AD write fewer sentences in which the longest word is 6 letters than sentences in which it is 7 letters
long. In VaD patients this relationship is reversed - the relative diﬀerence between patients who prefer 6 letter
words and those who prefer 7 letter words is more than 10%. A preliminary investigation of semantic diﬀerences
in the longest words of sentences does not yield additional insight and further investigation is warranted.
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Fig. 5. Comparison of adjectives per sentence in diﬀerent patient groups.
The information content of the maximal word length variable is immediatly followed by the variable counting
the number of adjectives in a sentence. In ﬁgure 5 it can be seen that AD patients are more likely to use an adjective
in a sentence than VaD patients. In the english language adjective are often associated with overly dramatic, less
informative language. Considering this aspect, the ﬁnding is consistent with results reported in related work [9]
which associate reduced idea density in use of language with AD.
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Fig. 6. Comparison of nouns per sentence in diﬀerent patient groups.
The comparison of the number of nouns (ﬁgure 6) and the number of verbs (ﬁgure 7) yields less information
about the diﬀerence between groups. However, the results found in the data conﬁrm the ﬁndings reported by
Vigliocco et al. [10]: 1) verbs place a higher load on working memory - which is impaired in AD patients, and
2) the use of nouns and the use of verbs diﬀer in a similar way between groups which can be explained with the
shared brain region used for producing both types of words. The number of nouns as well as the number of verbs
258   Diman Todorov et al. /  Procedia Computer Science  22 ( 2013 )  250 – 259 
0 1 2 3 4 8 9
a) Alzheimer's
verbs
%
0
10
20
30
40
50
0 1 2 3 4 5
b) Vascular
verbs
%
0
10
20
30
40
50
0 1 2 3 4 8 9 5
c) Alzheimer's − Vascular
verbs
D
iff
e
re
n
ce
 in
 %
−
2
−
1
0
1
2
Number of verbs.
Fig. 7. Comparison of verbs per sentence in diﬀerent patient groups.
per sentence is lower in AD patients. The higher diﬃculty of verbs over nouns is reﬂected in the lower overall
number of verbs compared to nouns in all sentences.
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Fig. 8. Comparison of subject clauses per sentence in diﬀerent patient groups.
Bencini et al. [11] report an aﬀected use of subject clauses in AD patients. The authors report that English
native speakers with AD do not omit subject clauses while Italian native speakers do. A trend for subject clause
omission however is clearly visible in ﬁgure 8: AD patients write more sentences with 0 or 1 subject clauses and
fewer sentences with more than one subject clause than VaD patients. While this ﬁnding is consistent with Bencini
et al’s research, it implies that subject clause usage may be aﬀected across languages with the diﬀerence lieing in
the shape of the aﬀection.
5. Conclusion
This research proposes an automated method for identifying linguistic markers for discerning between AD and
VaD. The automation of the task allows testing more markers on a larger text corpus than is feasible by manual
annotation. Related research using automated methods to quantify language for the purpose of diagnostic support
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for dementia is scarce [9, 14, 13]. The ﬁndings of comparable related work yield results which are not readily
transferable to screening for dementia in clinical practice.
In the scope of this research 14 markers were identiﬁed which provide more information about the type of
dementia a patient may have than 2 thirds of the original MMSE questions. The identiﬁed markers can be tested
for by test administrators without knowledge of linguistics (number of words, number of adjectives, nouns...).
In future work the signiﬁcance of adjectives in distinguishing between AD and VaD patients will be inves-
tigated. Further, a non-linear model will be proposed which integrates the MMSE and the identiﬁed linguistic
markers for the purpose of predicting the type of dementia.
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