Abstract This paper describes and tests an approach to improve the temporal processing capabilities of the neuroevolution of augmenting topologies (NEAT) algorithm. This algorithm is quite popular within the robotics community for the production of trained neural networks without having to determine a priori their size and topology. The main drawback of the traditional NEAT algorithm is that, even though it can implement recurrent synaptic connections, which allow it to perform some time related processing tasks, its capabilities are rather limited, especially when dealing with precise time dependent phenomena. NEAT's ability to capture the underlying dynamics that correspond to complex time series still has a lot of room for improvement. To address this issue, the paper describes a new implementation of the NEAT algorithm that is able to generate artificial neural networks (ANNs) with trainable time delayed synapses in addition to its previous capacities. We show that this approach, called τ-NEAT improves the behavior of the neural networks obtained when dealing with complex time related processes. Several examples are presented, both dealing with the generation of ANNs that are able to produce complex theoretical signals such as chaotic signals or real data series, as in the case of the monthly number of international airline passengers or monthly CO 2 concentrations. In these examples, τ-NEAT clearly improves over the traditional NEAT algorithm in these tasks. A final example of the integration of this approach within a robot cognitive mechanism is also presented, showing the clear improvements it could provide in the modeling required for many cognitive processes.
Introduction
Over the years, artificial neural networks (ANNs) have become a very important tool for the construction of robotic control and signal processing systems, especially within the realm of intelligent robotics. However, for quite a long time, one of the main issues within the ANN research community was how to determine the appropriate topology for a neural network to address a given task. The particular area of the application of ANNs to intelligent robotic systems is a paradigmatic case, as these systems are often required to create or train ANNs for perception or control tasks on the fly as they interact with the world. In other words, a need for creating algorithms that automatically produce trained ANN structures was detected. This need is even more pressing now as cognitive architectures (CAs) have become more popular in the autonomous robotics field. These architectures are the computational implementation of cognitive models [1] , and as such, constitute the substrate of functionalities like perception, attention, action selection, learning, reasoning, etc. The high level processing involved in these functionalities requires concentrating on developing models instead of simple controllers. That is, prediction structures are required that can be used by the robot's CA when deciding internally what to do in the future.
Lately, the subfield of cognitive developmental robotics (CDR) [2] has become a source of many of the most popular CAs. The bases of CDR were described by Weng in [3] . He wrote: "a developmental architecture requires not only a specification of processors and their interconnections, but also their online, incremental, automatic generation from real-time experience". That is, the models required by a CA to provide all of its functionalities must be obtained autonomously by the robot through interaction with its environment and not produced through some explicit prior design.
Thus, when considering on-line neural network based modeling, an obvious need for algorithms that can produce ANNs with the appropriate size and structure for a given set of input-output relationships arises. Different strategies, mostly based on evolution, have been proposed by many authors in order to automatically produce ANNs that adapt their structure and processing to the task that is required from them [4] [5] [6] . However, one of the most successful algorithms in this line has been the neuroevolution of augmenting topologies (NEAT) algorithm [7, 8] . This evolutionary algorithm has been applied successfully for obtaining the weights and structure of ANNs in different domains going from data classification [9, 10] to evolutionary robotic design [11] . However, its main application field has been that of learning in dynamic domains, like video games [12] [13] [14] or vehicle crash simulation [15] .
The operation of this algorithm is based on the use of history markers in genes to promote crossover between similar topologies. Thus, species or niches in the population are preserved by avoiding reproduction between historically different individuals. NEAT starts from simple feed-forward ANNs that contain only input and output neurons and it incrementally increases their complexity through structural mutation operators: the add connection mutation and the add node mutation [16] . This way, a designer does not need to predetermine the architecture and number of nodes of the ANN required for a given task or function.
The world is full of time dependent processes, and, as a consequence, for a CA to be successful it must be able to produce models that take time dependent relationships into account. This obviously means that the ANNs produced within the CA must intrinsically be able to somehow model these temporal aspects. To this end, NEAT intrinsically supports the generation and training of classical recurrent neural networks (RNN) to manage time dependent phenomena through recurrent or feedback connections inserted between neurons using its add connection mutation operator. However, it is well known that classical RNN present several drawbacks when dealing with problems that require precise timing [17] , especially when modeling the underlying structure of complex time series.
In the literature we can find different approaches that have been developed to try to address these shortcomings [17, 18] , and one of the most popular implies introducing controllable time delays in the feedforward or feedback synapses of the networks. Two approaches can be followed here: to introduce time dependent processing strictly through time delays, without any recurrences, obtaining what have been called time delay neural networks [19, 20] or to produce networks that include both, time delays and recurrent connections, which leads to the concept of time delay recurrent neural networks (TDRNN) [21] [22] [23] .
Considering synaptic delays in ANN synapses as a way to introduce time dependent processing capabilities is supported by theoretical results in signal processing that are based on the embedding theorem [24, 25] . This theorem states that an unambiguous model of any dynamical system characterized by a measured signal can be obtained by embedding this signal in a higher dimensional space of dimension D. This embedding can be achieved by taking D samples of the signal spaced by an amount t. In signal processing terminology, the dynamic reconstruction of the signal is possible this way. From this point of view, the only problem that remains is how to obtain D and t, and most time delay based ANNs assume that by appropriately training a set of synaptic delays in the networks, one automatically obtains these two parameters in an intrinsic manner. From a neural network based perspective, these delays can be taken as a representation of the different lengths of these connections and different synaptic lengths imply different amounts of time for the signals to traverse them.
The embedding theorem considers evenly spaced signal samples when constructing the embedding space, often leading to very high dimensionalities where many of the samples do not really provide any relevant discriminating power. This is mainly due to the mathematical complexity that arises in trying to work with unevenly spaced samples. However, lower dimensional embedding spaces with appropriate discriminative power could be attained if the samples were not evenly spaced in time. Thus, by considering an uneven distribution of delays, many dynamic processes could be modeled unambiguously using a smaller number of signal points [20] . ANNs with synaptic delays provide an appropriate mechanism to work within these embedding spaces resulting from unevenly spaced samples of the temporal signal avoiding the complexities they would imply. The ANN training or construction algorithm intrinsically absorbs these complexities.
Unfortunately, most current training algorithms for synaptic delay based ANNs [26, 27] do not provide for these networks to adapt their topology and weights to the problems they try to solve. As indicated before, this is highly relevant in on-line modeling processes like those that arise in CAs. Consequently, in this paper, we argue that by adding the capability of incorporating and managing delays to NEAT, better signal modeling ANNs can be obtained. In fact, we discuss how this capability may be added to NEAT and present some experimental results showing how this improves the networks obtained and, consequently, how this new algorithm can be useful in the modeling processes performed in the CAs for robots. The first experiments we have carried out in this line [28, 29] , show that the simultaneous optimization of recurrent connections and delays with NEAT (TDRNN) leads to highly unstable evolutionary processes, where only some cases finish with successful networks. This issue is a consequence of the high number of parameters that must be evolved with strong temporal dependencies between them, and it is under study at the moment. Consequently, this work focuses on the analysis of TDNNs obtained with NEAT, without considering recurrent connections. This new algorithm has been called τ-NEAT.
The rest of the paper is organized as follows. Section 2 presents the modifications performed over the original NEAT algorithm to obtain τ-NEAT. Section 3 shows the results of some experiments carried out over seasonal and chaotic time series often used in order to test temporal modeling structures. In Sect. 4 we apply τ-NEAT to a real robotic CA, the multilevel Darwinist brain (MDB), in two different experiments. Finally, Sect. 5 presents a series of conclusions of the experiments.
Modification of the NEAT Algorithm
As commented above, this section presents the extensions of the NEAT algorithm to be able to manage synaptic delays. The resulting algorithm has been called τ-NEAT. It is, basically, a neuroevolutionary algorithm for growing neural networks that may include recurrent connections and synaptic delays. Figure 1 displays the structure of a general or prototypic neural network that τ-NEAT may obtain. For every synapse between neurons i and j, this network includes a synaptic delay τ i j , in addition to the synaptic weight w i j . This synaptic delay is modeled by means of a FIFO buffer containing the last n input values to traverse that synapsis. Thus, the values that reach a neuron from the inputs or from other neurons through a delayed synapsis are input to that buffer, moving along it as time passes. Only after τ i j instants of time are they actually considered by the neuron. Concerning the operation of the algorithm, it follows the same basic structure as NEAT (fully described in [7] ) with some slight modifications, mainly in the way the mutations are carried out. On the one hand, and as indicated before, the synaptic delays have been included in the NEAT chromosome and their value is applied to regulate the size of the synaptic buffers, thus determining the length of the synaptic connection and, consequently, the time the signal needs to traverse it. They are handled much in the same way as if they were synaptic weights in the original implementation and a parametric mutation operator can also be applied over them. Thus, in terms of evolution, the τ-NEAT approach works in a very similar manner to the original NEAT algorithm with the exception of the operators that are necessary to evolve and manage the τ values and small adaptations to the mutation of the weights.
As modeling temporal time series requires a high precision level and due to the influence of the mutation operator on this precision, here we propose an adaptation of the standard weight mutation operator of NEAT. It is based on the Michalewicz non-uniform mutation operator [30] , which automatically adjusts the mutation step size during the evolutionary process. At the beginning of evolution the mutation step size is large, so the algorithm explores the search space extensively. The step size decreases with the number of generations. Thus, in the final generations the delays change by a very small amount, allowing for a more precise honing of the final value. Based on this policy of non-uniform modifications, the weight mutation operator used in τ-NEAT, hereafter called NU-mutation, works as follows:
being g the current generation, r ∼ U (0, 1) a random number between 0 or 1, and δ:
where g max is the maximum number of generations.
A mutation operator is also necessary for the delay parameter (τ ), which, unlike the weight, is an integer, and not a real valued parameter. Thus, a second mutation operator has been developed, hereafter called τ -mutation. Each generation, the delay values are modified as follows:
The standard deviation σ real is computed using:
where g is the current generation, g max is the maximum number of generations, τ max is the synapses' maximum buffer size, τ g the current delay value, σ min is the minimum value of the standard deviation set by the user, and α is randomly 0 or 1. The real standard deviation is divided by 3.0 to ensure that, with a 99 % probability, the modification of the delay parameter will belong to the interval [−σ real , σ real ]. After this modification, the effective τ value is τ . In terms of the operation of the network created by the τ-NEAT algorithm, it is obvious that the delays must affect the inputs to each neuron, that is, the time at which each output of the previous neuron must reach the target neuron. The inputs to the target neuron are now dependent on the τ values and should be calculated as follows:
The new input is stored in the buffer, which works as a FIFO with a maximum capacity corresponding to the value of τ . Once the new input is stored, the oldest value is removed, as it has already been considered by the neuron. It is important to take into account that in synaptic delay based networks the output of a neuron depends on a series of inputs that correspond to the outputs of previous neurons at different instants of time. This means that the operation of the τ-NEAT network is only correct when all the buffers have been filled. Only then can the network outputs be relied on. This is, in order to produce significant outputs, every neuron in the network must have a complete set of inputs and, as there are synaptic delays throughout the network, it takes a given number of iterations for all the neurons to have relevant values in all of their inputs, that is, to fill the synaptic buffers.
Summarizing, with respect to the original NEAT algorithm τ-NEAT introduces three basic changes. On the one hand, it modifies how the networks operate by introducing a buffer in each synapsis that implements its time delay. On the other, it introduces two operators within the evolutionary algorithm that are applied in order to mutate the weight and the synaptic delay values. Finally, and in order to take into account the fact that time related processes require precision, slight modifications to how the general parameters of evolution are handled throughout the evolutionary process have been made. All of these changes lead to a new algorithm that allows the neuroevolution of networks that may include time delays in their synapses.
Tests with Temporal Series
This section is devoted to the presentation of the results of a series of tests over benchmark functions that were carried out in order to compare the performance of the τ-NEAT algorithm to that of the standard NEAT algorithm when modeling temporal series. More specifically, the two algorithms have been tested on the forecasting of seasonal time series and chaotic time series. The objective of these experiments is to produce ANNs that are able to model temporal processes, learning from a signal obtained by measuring the corresponding dynamic system and then being able to generate a version of this signal autonomously by using its own outputs as inputs for the next instant of time. The common parameters of the two algorithms in every experiment are shown in Table 1 , while the specific parameters of each algorithm in each experiment will be described in the following subsections. These parameters are those recommended by the developers of the ANJI library [31] .
In both cases, seasonal and chaotic series, error values between the data produced by the networks and the values of the original signals were used to compare the individuals of the population in a minimization process. These errors are only added up from the moment the buffers of the time-delayed synapses are filled. As explained in the previous section, it would make no sense to consider errors in instants when some of the neurons may To compute the fitness value, a training dataset is presented each generation to the ANN models. In this work, two options have been tested to create the training dataset used to evolve the models:
• Fixed training dataset the same training dataset is presented each generation to each ANN model that needs testing.
• Variable training dataset each generation a fixed number of values of the time series are presented to each ANN model. However, the initial position of the training dataset is generated randomly each generation. Thus, different data windows of the time series are used to evaluate the fitness value. This allows evaluating the precision of the ANN models in a broader range of the time series than in the case of a fixed dataset where the same values are tested every generation.
Thus, for the evolutionary processes the fitness value is directly obtained from the MSE error. In particular, as the ANJI NEAT library evolves by maximizing the fitness value, This value is computed as follows:
With these configurations, the two algorithms were run in order to obtain the optimum ANN for each problem. Each experiment was carried out 50 times, i.e. 50 independent evolutions were carried out. In the following sections, the two specific cases are explained and the results obtained in each one are displayed.
Seasonal Temporal Series
Firstly, the τ-NEAT algorithm has been tested on two well-known seasonal benchmark time series: monthly CO 2 concentrations (hereafter, CO 2 ) [32] , and monthly number of international airline passengers [33] (hereafter, APTS). Both of them present a monthly multiplicative seasonal pattern. The time plots of these time series are shown in Fig. 2 . Each data set consists of 144 values, out of which 132 (11 periods) were used for training the models, and 12 (1 period) were used for testing in a multistep fashion the models obtained. In multistep prediction, the ANN is producing its outputs using as inputs its previous outputs (predictions) for as long as the stage lasts. It is a signal generation process and, consequently, no data from the original signal is used once the test point is reached. The resulting generated signal is then compared to the 12 values selected from the real signal in order to determine the error values. The specific configuration parameters used in these experiments are displayed in Table 2 . The τ-NEAT algorithm includes delays in the synaptic connections and the NEAT algorithm is allowed to create recurrences using the "best-guess" policy of the ANJI library, as the authors recommend. The selected τ-NEAT parameters were those that provided the best results after an initial adjustment stage.
The ANNs provided by the two algorithms have been compared in terms of two error measurements: mean squared error (MSE) and mean absolute percentage error (MAPE). These error measurements are defined as follows:
where y t andŷ t are the real and predictied outputs, respectively, and N is the size of the dataset sample. As indicated before, the MSE was used in the fitness function during evolution. During the multistep prediction phase, both error values, MSE and MAPE, were computed. Figure 3 shows the average MSE providedshows the average MSE provided by the best individuals in 50 independent runs. The left graph displays the results obtained for the CO 2 dataset, whereas the right one corresponds to the APTS dataset. The red line represents the results obtained using the τ-NEAT algorithm while the dashed blue line corresponds to the NEAT algorithm. As it can be observed in the Fig. 3 and in Table 3 , which contains the error results obtained for the multistep prediction phase, is seems clear that the ANN evolved using τ-NEAT outperforms the one evolved using NEAT in both datasets. The forecasting and multistep prediction results are displayed in Figs. 4 and 5 for the CO 2 and APTS experiments, respectively. The top plots correspond to the τ-NEAT algorithm, while the bottom ones correspond to NEAT. In both cases, the solid red line represents the original time series whereas the blue dashed line represents the time series predicted by the best ANN provided by each algorithm. The values obtained in the multistep prediction phase, i.e. those obtained using as inputs the network's previous output instead of the original series value, are those presented in the shaded area. As these results show, the ANN obtained using the τ-NEAT algorithm is able to capture the underlying dynamic system much better than the NEAT one, which is capable of forecasting the series in a approximate way when predicting one step into the future, but clearly fails in the multistep prediction process for both datasets.
Mackey-Glass Time Series
As a second comparison, we carried out an experiment using the Mackey-Glass delay differential equation as the underlying dynamical system. This equation is given by:
which is a rather complex chaotic time series for values of τ of 17 or more. It presents non-linearities, limit cycle oscillations and aperiodic waveforms. For these tests we have generated a Mackey-Glass time series using the 4th order Runge-Kutta method. The values for τ, a, b and x (t = 0) were set to 17, 0.2, 0.1 and 0.8, respectively, and the time step size t was set to 1. The configuration parameters used for this experiment are shown in Table 4 . Figure 6 displays the evolution of the average fitness value for this experiment. In this case, the fitness function uses the penalized mean square error that is calculated as follows:
pv · abs (y t − 0.5) · y t −ŷ y where pv is the penalty value, which is set to 8.0 in this work. Unlike the seasonal time series experiments, in this case a different training dataset is used each generation to compute the fitness value of the ANN models (the whole dataset is made up of 15000 values). As it can be seen on the evolution of the error displayed in Fig. 6 , the τ-NEAT algorithm again outperforms the NEAT algorithm in this task. More specifically, at the end of the evolutionary process, the penalized MSE value of the τ-NEAT algorithm was 9.88 × 10 −6 , whereas the error value achieved by the standard model was an order of magnitude higher: 9.49 × 10 −5 . To validate the results, we have generated 15,000 values of the series using each ANN in two different situations. Firstly, applying the original time series value as input to the ANN in each time step. Secondly, applying the output value of the ANN as input for the next step in a multistep fashion, in the same way as in the previous section. Figures 7 and 8 display the validation results by comparing τ-NEAT and the standard NEAT outputs to the original time series spectra. These spectra are created by averaging 4096 spectra of 4096 point overlapping rectangular windows of the signal. The plots in Fig. 7 show the power spectra in the case where the ANNs are fed with the original time series. In this case, the difference between the results of the τ-NEAT and the NEAT algorithms are not very significant as when predicting one step ahead both approaches more or less capture the frequential components of the Mackey-Glass series. This is not very relevant in this signal, as very simple strategies for predicting one step ahead can yield reasonable results without really capturing the essence of the signal dynamics. For this reason, it is necessary to see how the networks behave as signal generators. The reasoning behind this is that the closer the frequential behaviors of the signals that are generated are to the behavior of the original signal, the better the underlying dynamics have been captured. Thus, as shown in the plots of Fig. 8 , there are differences in the behavior of the two ANNs when they are used for multistep prediction. In this case, the τ-NEAT clearly outperforms NEAT capturing the underlying behavior of the dynamics of the Mackey Glass time series better, albeit with in a frequentially simpler structure than the original time series. Consequently, τ-NEAT is able to obtain an ANN that provides a higher precision confirming the intuition of the appropriateness of synaptic delays in this kind of precise temporal prediction.
The experiments that have been carried out in this section have shown a weak point of the NEAT algorithm. In spite of the favorable results provided by the original NEAT algorithm in other complex tasks, the high precision level required by forecasting tasks leads to a decrease in the performance of the ANJI NEAT algorithm. This weak point has been addressed by means of the addition of time delayed synaptic connections and through the modification of the mutation operators. The results obtained over theoretical benchmark problems with the approach presented in this work are promising. In the following section, the τ-NEAT algorithm will be used in a robotic experiment with the aim of testing its capabilities in real-world problems.
Tests in a Cognitive Architecture for Robots
To show the relevance of using the τ-NEAT algorithm in the on-line modeling processes required in CAs for robots, in this section two simple but illustrative examples that make use of the MDB cognitive architecture [34] are described. This architecture has been under development for a few years and it allows robots to learn to cope with different environments through autonomous interaction. It performs an on-line modeling based on neuroevolution, that is, in the MDB the models are represented through ANNs that are adjusted using an evolutionary algorithm. The application of an algorithm like NEAT in this architecture is almost mandatory, because it permits avoiding the manual design of the ANN topology. However, in the general operation of an autonomous cognitive robot, it must face very different situations that may show temporal patterns or not, and the modeling technique should support both cases intrinsically. This is the main motivation of introducing the τ-NEAT algorithm in the MDB.
The Multilevel Darwinist Brain
The MDB is based on four main elements:
1. Episodes real world samples that are obtained from the robot sensors and actuators after applying an action. Formally:
• External perception (e) sensory information the robot is capable of acquiring through its sensors from the environment in which it operates.
• Internal perception or proprioception (i) sensory information provided by the internal sensors (i.e. battery, cpu load).
• Satisfaction (s) degree of fulfillment of the motivations.
• Action (a) actuation performed by the robot in the environment.
The episodes are made up of the sensorial information plus the applied action in time t and the sensorial information derived from the execution of the action in time t + 1.
2. Models prediction structures that conform the declarative knowledge a robot has. Three types of models are considered:
• World model (W ) function that predicts the external perception in t + 1 from the perception in the current instant t after applying an action.
• Internal model (I ) function that predicts the internal perception in t + 1 from the perception in the current instant t after applying an action.
• Satisfaction model (S) function that predicts the satisfaction in t +1 from the internal and external perceptions in t + 1.
These models W , I and S must be learned during the robot's lifetime using the episodes as the known samples that must be predicted and generalized.
3. Behaviors they make up the procedural knowledge the robot has, and they can be assimilated to learned skills. A behavior (B) is a decision structure that provides the action to be applied in time t from the sensorial inputs in t.
As in the case of models, the behaviors should not be predefined in a cognitive mechanism like the MDB, and they must also be learned on line.
4.
Memories two main kinds of memory elements are considered: long-term (LTM) and short-term (STM) [35] . The STM is made up of a set of model and behavior memories, Fig. 9 Diagram of the learning and execution scales in the MDB which contain models and behaviors that are relevant to the current task, and a set of episodic buffers (E B) that store the last episodes experienced by the robot. The EB has a very limited capacity according to the temporal nature of the STM. The LTM is made up of a declarative memory (DM), which contains the models that have been consolidated due to their significance and reliability, and a procedural memory (P M) that stores the consolidated behaviors. It is important to highlight that both DM and PM are filled during the robot lifetime in a completely autonomous fashion, that is, no predefined library of models or behaviors are considered.
The MDB is structured into three asynchronous time scales: execution, learning and knowledge consolidation. Details about the overall operation of the architecture can be found in [35] , but here we will concentrate only in the first two scales. Figure 9 displays a functional diagram of the MDB elements involved in this work. As commented above, there are two time scales, one devoted to the execution of actions in the environment in real time (execution scale) and another that deals with the knowledge acquisition (learning scale). The elements present in the execution scale necessarily run in the robot's physical hardware while the elements present in the learning scale can run on it if the computational power allows it, but they can also run in distributed computers.
In the learning scale, all the learning processes are executed in parallel, both for the models (World Model Evolution, Internal Model Evolution and Satisfaction Model Evolution blocks) and behaviors (Behavior Evolution block). Each time the robot executes an action in the environment, a new episode is acquired and a new MDB iteration starts. This episode is a candidate to be stored in the EB of each type of model (WorldM EB, InterM EB, SatisfM EB) if it is passes an attention filter (explained in detail in [35] ). At this moment, the model evolution starts using as population the models stored in the model memory (WorldM Memory, InterM Memory, SatisfM Memory). The fitness function is the same for all models: the minimization of the error between the model prediction and the episodes stored in the EB. To avoid a premature convergence of the model towards a specific EB, and thus to produce gradual learning, the evolution is carried out during a small number of generations each iteration and the model memories are preserved through iterations.
Each iteration, the best models in the evolved populations are selected as the current model for each type (Current InterM, Current WorldM and Current SatisfM). The set of current models in a given iteration make up the best internal representation the robot has in that instant of time, and they are applied, as "simulators" of the real world, in the behavior learning process. Behavior learning follows the same structure as in the case of models. They are also evolved starting from a population of behavior candidates (Behavior Memory block), which is stored and preserved through iterations. The evolution of behaviors is also carried out for a small number of generations each iteration, and once it finishes, the best individual is selected as the current behavior and, if it is better than the current behavior, it is transferred to the execution scale to be used to select the action with the aim of having the most updated behavior in use.
In what follows we will present two experiments using this architecture in which the models require temporal processing.
Safe Crossing
This first experiment involves a robot deciding when to traverse a corridor that is being monitored by a "security guard" that moves across it with different motion patterns. For the robot to cross safely, it must avoid touching the guard. However, as it takes some time to move across the monitored section, the decision to move must come about as a consequence of predicting the motion of the guard several instants in advance. In terms of the MDB, this means creating a model of the guard motion, that is, producing an ANN that can be used to provide a prediction of when the guard will not be in the robot's path. Figure 10 displays six snapshots of the "safe crossing" experiment. We have an Aibo ERS-7 robot and an e-puck robot with a pink ball on its top (guard) that crosses in front of the Aibo. As indicated in the previous paragraph, the objective of the MDB is to learn the models required by the Aibo to advance without running over the guard using, in this case, the τ-NEAT and NEAT algorithms. The desirable situation is the one shown in the bottom left image while an undesirable one is that displayed in the bottom right image. A schematic overview of this setup can be observed in the top image of Fig. 11 . As shown, the robot is placed at a fixed distance from the guard, which performs a continuous and linear movement in front of the robot according to a pre-specified temporal pattern. The Aibo must select the appropriate instant to move and cross without running over the guard. Depending on the temporal pattern followed by the guard, this selection may become very complex requiring a precise temporal modeling to anticipate the guard position.
In this configuration, the robot has a permanent vision of the guard (pink ball) from its starting position. The Aibo employs its camera, located in its head, to obtain an estimation of the distance and the angle to the ball. Specifically, in each iteration, the robot moves its neck from 90 • left to 90 • right, thus obtaining a complete view of the environment in front of it. If a ball is detected during this neck displacement, the robot centers this ball in the camera image. After that, the distance is calculated as a function of the size of the detected ball and the angle to the ball is the angle of the neck actuator.
The robot can perform two actions: move forward or not move. Moving forward is a straight motion that is carried out in one iteration while the guard is in movement (using the same temporal scale as the ball patterns displayed in the bottom graphs of Fig. 11 ). If the robot decides to move forward when the guard is crossing the "y" axis, it collides with it and, consequently, the distance and the angle are zero. In any other case, when the robot moves forward, it reaches the origin of coordinates but cannot see the guard, so the distance the sensor returns after processing the image is 3 m (out of range). Otherwise, the specific values of distance and angle are in a continuous range from 0 to 1 (distance) and from −1 to 1 (angle). The robot objective is then obtaining the "out of range" distance because it means that is has crossed guarded bridge successfully. Four different patterns of guard motions have been implemented to illustrate the response of τ-NEAT in different situations. They are precise temporal patterns, so it is assumed that τ-NEAT will perform successfully over them. For each case, the position of the guard with respect to a static Aibo in each iteration can be viewed in the four bottom graphs of Fig. 11 (for example, Function 0 corresponds to a repetitive movement of the guard from [0,0] to [1, 0] and back to [0,0]). To be able to address this experiment in the MDB, two models must be considered and learned: a world model and a satisfaction model. Here we will concentrate on the world model, which, in this case, has three inputs (distance, angle and action) and two outputs (predicted distance and angle). This model is represented through an ANN obtained by the τ-NEAT algorithm. Figure 12 displays the evolution of the mean squared error averaged for the two outputs of the world model provided by the NEAT (with recurrent connections but no delays) and τ-NEAT algorithms when the guard follows the four dynamic patterns shown in the bottom plots of Fig. 11 . It can be clearly observed that the τ-NEAT algorithm outperforms the original one in all cases, which was the main objective of this real robotic experiment. In practical terms, the AIBO robot successfully accomplished the task when the error level was below 1e−02, while in any other cases the robot behavior was unstable. As displayed in Fig. 12 , such error level was obtained by the τ-NEAT algorithm in all the experiments.
Mimic Motion
In this second experiment, we have a simulated a moving Pioneer 2 robot trying to copy the motion of an object that follows a temporal pattern. In other words, it must learn to follow the object and extract a representation of this motion. Consequently, the robot must now learn the temporal motion pattern of the object and, at the same time, how its own motion affects its relative position to that object. The typical problem of learning the models within the MDB involved in reaching an object has been solved several times [34, 35] , but when the object also follows a temporal pattern it is much harder to solve due to the complexity that can arise from the coupled motions.
After learning this coupled model, the robot should be able to infer the distance to the object (a cylinder in this case) after making a movement. Once the MDB has learnt the model and it is capable of mimicking the cylinder movement, the robot will be able to continue with the pattern even if it loses the perception of the cylinder because it can feedback its predictions as new inputs. This is the same situation as in multistep prediction commented in Sect. 3, but now with a clear application in real robotic operation.
To carry out this experiment, a simulated Pioneer 2 robot was used in the Webots robotics simulator, with a cylinder placed 1.5 m to the right, as shown in Fig. 13 . The initial position represents the origin of the pattern, and it will be identified by (0). The movements allowed for the robot and the cylinder are one forward/backward step (1 m approximately), 
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Hidden neuron activation Sigmoid so their position will be incremented/decreased by one unit each iteration (see the diagram in Fig. 13 ).
In this experiment the cylinder follows the temporal pattern displayed by the green line of Fig. 15 (0, 1, 0, 1, 0, −1) , which could seem easier than those shown in the "safe crossing" experiment. This is not so because for each position of this pattern the robot must learn all the possible temporal sequences depending on the movement it performed. Again, it must be pointed out that in this experiment, the consequences of the robot movements over its perceptions must be learned at the same time, so during this learning process several movements that move the robot away from the cylinder are performed. These wrong movements make up a complex temporal sequence. Fig. 14 Evolution of the MSE in the evolution of τ-NEAT and NEAT during the first 500 iterations of the mimic motion experiment
The robot uses its sonar sensors to identify the cylinder position with respect to it. For instance, if the cylinder is in position (1) and the robot in position (−1), a calculation from its sonar will indicate that the robot is 2 m from the cylinder. Regarding the encoding of the actions, they represent the position towards which the robot aims to go. As explained before, only one position change is allowed, creating thus a discrete encoding both in sensing and acting. As a consequence, the world model that must be learned using the MDB has two inputs, the action and the cylinder position (see Fig. 12 ), and one output, the predicted cylinder position. The model learning has been performed using both the NEAT and τ-NEAT algorithms, as in the previous sections. The common parameters chosen for these experiments are shown in Table 5 and the specific ones are in Table 6 .
The experiment has been divided into three stages. In a first phase, the first 500 iterations, the actions performed by the robot are random in order to obtain representative perceptions for the whole model of the motion pattern (this initial exploratory stage is typical in developmental cognitive systems). Figure 14 shows the evolution of the MSE for the NEAT and τ-NEAT algorithms in this initial stage. As it can be observed, the error is low in both cases but τ-NEAT seems to be able to escape from local minima and it again outperforms NEAT.
During the following 500 iterations the learnt ANN model was used to choose the actions instead of the random selection, so the MDB starts to work in its normal operation mode. As commented above, the objective here is to mimic the object motion, so the target is to place the robot next to the cylinder and move following the same pattern (a relative position to the cylinder of 0). Figure 15 (top) shows the position of the cylinder (green line) and the position of the robot (red line) from iteration 475 to 550, that is, in the change between stages one and two when τ-NEAT was used to obtain the model. Figure 15 (bottom) shows the equivalent result for the NEAT algorithm (the position of the robot is now displayed in blue). As it can be seen, the τ-NEAT model is successful and the actions obtained with it allow the robot to perform the task properly while the NEAT model is not successful. It seems clear now that the NEAT error level displayed in Fig. 13 was insufficient to learn the temporal pattern underlying this model. Figure 16 represents the relative cylinder position during this phase for the execution of the two algorithms, showing how in the case of τ-NEAT it is always near 0 and in the case of NEAT it is much higher, meaning that the model obtained using τ-NEAT does not fail when following the cylinder pattern. It must be clarified that the irregular pattern shown in this position is a consequence of the sonar sensor that is being used in the simulator, which incorporates a noise function to make sensing more realistic. What is relevant here is that a relative position below 1 means that the prediction is accurate enough to solve the task.
Finally, the third stage of the experiment consists in trying to mimic the cylinder movement once its perception has been lost, that is, the model is working as a multistep predictor. To do it, in iteration 1000 the cylinder disappears and the MDB will use as inputs to the model its previous output. This phase was executed only with the τ-NEAT algorithm, because the NEAT one did not achieve a minimum error level to work properly. Figure 17 shows the cylinder and robot position (top plot) and the relative cylinder position (bottom plot) in this change of stage, around iteration 1000. Again, it can be observed that the τ-NEAT algorithm was able to obtain an ANN that works successfully even in multistep prediction, mimicking the cylinder movement perfectly. The consequence of this modeling capacity in the MDB is quite evident, because now the robot is able to continue with the task even in the absence of the main stimulus, providing the CA with a high capacity in long term planning and internal reasoning processes. 
Conclusion
The objective of this paper was to introduce an extension to the NEAT algorithm in order to allow it to produce better signal modelers by providing an additional way to handle time within the ANNs it produces. To accurately handle time related processes is a very important requirement in the high level reasoning processes present in CAs for robots. This has been achieved in this work through the incorporation to NEAT of the capability of including and managing synaptic delays in the synapses it introduces in its networks. The resulting algorithm has been called the τ-NEAT algorithm.
The main features of τ-NEAT have been described in the paper. Basically, it introduces controllable delay buffers within the synapses of the ANNs evolved by the algorithm. To work with them, it proposes a mutation operator that facilitates the evolution of the synaptic delays as well as a non-uniform mutation strategy in order to allow the evolutionary process to reach more precise values for weights and delays so as to be able to address precise temporal modeling.
The performance of the new algorithm is compared favorably to the standard NEAT algorithm over a set of signal modeling cases involving a group of standard benchmark seasonal datasets and a chaotic time series. In addition, as this work has the main objective of producing models that can be used in robot cognitive architectures, two different experiments were carried out where the τ-NEAT algorithm was incorporated to the MDB CA. In these experiments the aim was to obtain online the world models that allow the MDB to internally select actions in order to accomplish a given task. This models required precise temporal processing, and in both cases it was clearly shown that the τ-NEAT algorithm again outperformed the standard NEAT algorithm.
It is important to highlight that the incorporation of the τ-NEAT algorithm within a CA like the MDB is a very relevant improvement, because it provides the topology and parameters of the ANN that represents the world model without any predefinition imposed by the designer. Moreover, in the case of having to deal with temporal patterns in the data, which is something that is a priori unknown, the algorithm would be able to provide a model that can capture the underlying pattern and use it in internal reasoning and planning processes.
Finally, regarding future work, we are now studying how to incorporate synaptic delays and recurrent connections in the same ANN using the τ-NEAT algorithm and how to control the instability of these complex structures. Moreover, we are working on integrating the ANN models provided by the τ-NEAT algorithm in other cognitive aspects of the MDB, like the long term memory.
