Biological oscillations can be controlled by a small population of rhythmic pacemaker cells, or in the brain, they also can emerge from complex cellular and circuit-level interactions. Whether and how these mechanisms are combined to give rise to oscillatory patterns that govern cognitive function are not well understood. For example, the activity of hippocampal networks is temporally coordinated by a 7-to 9-Hz local field potential (LFP) theta rhythm, yet many individual cells decouple from the LFP frequency to oscillate at frequencies $1 Hz higher. To better understand the network interactions that produce these complex oscillatory patterns, we asked whether the relative frequency difference between LFP and individual cells is retained when the LFP frequency is perturbed experimentally. We found that rhythmic optogenetic stimulation of medial septal GABAergic neurons controlled the hippocampal LFP frequency outside of the endogenous theta range, even during behavioral states when endogenous mechanisms would otherwise have generated 7-to 9-Hz theta oscillations. While the LFP frequency matched the optogenetically induced stimulation frequency, the oscillation frequency of individual hippocampal cells remained broadly distributed, and in a subset of cells including interneurons, it was accelerated beyond the new base LFP frequency. The inputs from septal GABAergic neurons to the hippocampus, therefore, do not appear to directly control the cellular oscillation frequency but rather engage cellular and circuit mechanisms that accelerate the rhythmicity of individual cells. Thus, theta oscillations are an example of cortical oscillations that combine inputs from a subcortical pacemaker with local computations to generate complex oscillatory patterns that support cognitive functions.
In Brief Zutshi et al. found that optogenetic control of medial septal GABAergic projection neurons to the hippocampus effectively controlled hippocampal LFP oscillations but that subpopulations of CA1 principal cells and interneurons responded with cellular oscillation frequencies that were faster than the LFP frequency.
Biological oscillations can be controlled by a small population of rhythmic pacemaker cells, or in the brain, they also can emerge from complex cellular and circuit-level interactions. Whether and how these mechanisms are combined to give rise to oscillatory patterns that govern cognitive function are not well understood. For example, the activity of hippocampal networks is temporally coordinated by a 7-to 9-Hz local field potential (LFP) theta rhythm, yet many individual cells decouple from the LFP frequency to oscillate at frequencies $1 Hz higher. To better understand the network interactions that produce these complex oscillatory patterns, we asked whether the relative frequency difference between LFP and individual cells is retained when the LFP frequency is perturbed experimentally. We found that rhythmic optogenetic stimulation of medial septal GABAergic neurons controlled the hippocampal LFP frequency outside of the endogenous theta range, even during behavioral states when endogenous mechanisms would otherwise have generated 7-to 9-Hz theta oscillations. While the LFP frequency matched the optogenetically induced stimulation frequency, the oscillation frequency of individual hippocampal cells remained broadly distributed, and in a subset of cells including interneurons, it was accelerated beyond the new base LFP frequency. The inputs from septal GABAergic neurons to the hippocampus, therefore, do not appear to directly control the cellular oscillation frequency but rather engage cellular and circuit mechanisms that accelerate the rhythmicity of individual cells. Thus, theta oscillations are an example of cortical oscillations that combine inputs from a subcortical pacemaker with local computations to generate complex oscillatory patterns that support cognitive functions.
INTRODUCTION
Neuronal oscillations can arise from rhythmic activity in a small group of pacemaker cells, which impose oscillatory activity onto a broader network [1] [2] [3] . Alternatively, oscillations can also arise from cellular and synaptically driven resonance [4] [5] [6] . However, there is limited knowledge on how afferent signals from neuronal pacemakers are combined with local mechanisms to give rise to the diversity of single-neuron activity. Hippocampal theta oscillations are an ideal paradigm to study this interaction, not only because of their functional relevance to memory and navigation but also because they consist of at least two oscillators at closely related frequencies [7] [8] [9] . The spiking rhythmicity of individual hippocampal place cells occurs at a frequency that is approximately 1 Hz faster than the ongoing local field potential (LFP) frequency, and, thus, spiking exhibits a systematic phase advance across theta cycles. Theories of phase precession have proposed various mechanisms on how the frequency difference between the field potential and cellular oscillations emerges. This includes models that utilize two oscillators to achieve interference [7, 10] and models that use a single base oscillator in combination with an increasing ramp potential [11] [12] [13] . Despite differences in implementation, all of these models assume that the baseline LFP theta frequency is determined by an external pacemaker. In contrast, one theory of theta generation and phase precession has questioned whether intracellular and extracellular oscillations truly arise from different sources, and it has raised the possibility that a precisely phase-shifted summation of the faster spiking oscillations can generate the slower LFP in the theta range without an external source to generate a baseline theta frequency [14] .
Although mechanisms that support theta generation without external pacemakers have been observed at the cellular level [15] and when only local hippocampal circuits are preserved [6] , it has long been known that long-range projections from the medial septal area to the hippocampus and medial entorhinal cortex are necessary for the presence of high-amplitude theta oscillations in awake, behaving animals. Lesions or inactivation of the medial septal area (MSA) cause a near-complete reduction of the amplitude of hippocampal and entorhinal theta [16] [17] [18] [19] [20] [21] . In further support of a pacemaker within the septal area, subsets of MSA neurons exhibit rhythmic bursting that is phase locked to hippocampal theta oscillations [2, 22, 23] . Juxtacellular recordings from anatomically identified MSA cells suggest that these cells correspond to parvalbumin (PV)-expressing neurons in the medial septum [24] . These septal PV neurons are known to give rise to GABAergic long-range projections that terminate onto hippocampal and entorhinal GABAergic neurons, thus forming a disinhibitory circuit that is well positioned to mediate rhythmic disinhibition in hippocampal principal neurons [25] [26] [27] .
Persistent theta oscillations are most prominent during locomotion [28] , but they can also be artificially elicited in anesthetized, immobile, or slow-moving mice by rhythmic optogenetic stimulation of the MSA PV neurons or fibers [29, 30] . Similarly, rhythmic hippocampal oscillations can also be driven by electrical stimulation of the fornix while the MSA is inactivated [31, 32] or by nonselective optical stimulation of septal cells [33, 34] . Taken together, these recordings have shown that MSA stimulation can elicit theta-like oscillations in brain states when the theta rhythm is not typically observed. However, if the MSA were the pacemaker for theta oscillations, it would be expected that stimulation does not only artificially add an oscillatory signal but also supersedes the ongoing oscillation. To test this hypothesis, we optogenetically stimulated MSA PV cells while mice were running on a track and while recording hippocampal LFP. In addition, we simultaneously recorded from place cells to examine the effects of optogenetic control of the MSA pacemaker on the oscillation frequency and phase coupling of individual cells. By performing the combined LFP and place cell recordings, we tested whether hippocampal circuits are prewired to generate an upward shift in the cellular oscillation frequency or whether cellular and LFP oscillation frequencies are controlled by separate circuit mechanisms.
RESULTS

Optogenetic Stimulation of Medial Septal PV Neurons Was Sufficient to Supersede Endogenous Theta Oscillations
Optogenetic stimulation of PV neurons in the MSA has been shown to control the hippocampal LFP frequency in anesthetized and immobile/slow-moving animals [29, 30] . We began by testing whether using a similar strategy during behavioral states when animals normally generate high-amplitude theta oscillations is adequate for not only driving hippocampal LFP but also superseding theta oscillations that are endogenously generated during movement. Channelrhodopsin (ChR2, 10 mice; oChIEF, 5 mice) was selectively expressed in MSA PV cells using an adeno-associated virus vector (AAV-Ef1a-DIO-hChR2-eYFP or AAV-Ef1a-DIO-oChIEF-mCitrine) in parvalbumin-cre (PV-cre) transgenic mice ( Figure 1A ; Figure S1A ). An optic fiber (200-mm core diameter, 0.48 numerical aperture [NA]) was positioned just dorsal to the MSA for blue light laser stimulation (473 nm) at a total power of $1-2 mW (32-63.6 mW/mm 2 ) at the tip of the fiber. In addition, a microdrive was implanted so that recording tetrodes could be advanced into the CA1 cell layer to chronically monitor LFP and the spiking of hippocampal pyramidal neurons ( Figure S1B ). Animals were trained to run 10-14 laps counterclockwise on a large rectangular linear track (1.5 3 0.5 m) for sugar pellets provided at one corner (Figure S2A ). While mice were running, rhythmic blue light stimulation (50% duty cycle) was delivered to the MSA. For analysis of LFP data, we also used periods of stimulation in the home cage.
Septal Control of Theta Oscillations Depended on the Extent of Opsin Expression
We performed rhythmic optogenetic stimulation of PV neurons in the MSA at 10 Hz (at the border of the endogenous theta frequency range) and at 12 Hz (beyond the endogenous range) to test whether we could precisely control the frequency of hippocampal field potentials while mice were running on the track. The onset of stimulation immediately caused a change in the frequency of hippocampal LFP oscillations that matched the stimulation frequency and superseded endogenously generated theta oscillations. Moreover, endogenous theta oscillations promptly returned upon the cessation of blue light stimulation (Figures 1B and 1C ; Figure S1C ). Green and amber light stimulation were used as controls and had substantially less effect on theta oscillations ( Figure S1D ), consistent with weaker activation of channelrhodopsin at these wavelengths [35] . In addition, we did not observe detectable pacing of theta oscillations in mice in which the expression level of the viral vectors in the septum appeared weak or absent ( Figure 1D ).
To quantify the relation between channelrhodopsin expression and pacing efficiency, we measured the volume of viral expression in the MSA and defined a metric for optogenetic control over theta. For the metric, we computed a wavelet-based amplitude ratio between the power within the endogenous range (7-9 Hz) and the power at the stimulation frequency (9-11 Hz for 10-Hz stimulation and 11-13 Hz for 12-Hz stimulation) ( Figure S1E ; STAR Methods, quantification of theta pacing). As designed, the amplitude ratio clearly differentiated between stimulation and non-stimulation periods ( Figure 1E ; Figure S1F ). Beyond a minimum threshold for opsin expression, we found a striking linear relation between MSA volume with opsin expression and pacing efficiency (Pearson correlation, n = 10, R = 0.93, p = 0.0001) ( Figure 1D ). We also found no relationship between either the anteroposterior or dorsoventral position of the optic fiber and pacing efficiency (Pearson correlation, anteroposterior: n = 10, R = 0.33, p = 0.36; dorsoventral: n = 10, R = 0.069, p = 0.85) (Figures S1G and S1H). All animals that were included in subsequent analysis showed opsin expression levels in the MSA that resulted in a minimum pacing efficiency (increase in amplitude ratio of at least 0.3 compared to no stimulation).
Theta Frequency Was Controlled by Septal Stimulation while Theta Amplitude Remained Modulated by Running Speed Even in animals with substantial control of LFP oscillations, we noted variability in the amplitude of paced oscillations. Because pacing of PV cells during urethane anesthesia has been reported to lead to more consistent amplitudes [29] , we reasoned that the variability in the awake animal may be due to the running speed of the animal. With the high-temporal resolution of wavelet analysis, it was feasible to analyze the frequency and power as a function of the instantaneous running speed (computed from position sampled at 30 Hz). The wavelet analysis revealed that the LFP frequency was locked to the stimulation frequency at all running speeds but that power increased with running speed to the same extent as in no-stimulation controls (analysis of covariance [ANCOVA], 10 Hz: n = 42 sessions, F(1,1674) = 3.5, p = 0.06; 12 Hz: n = 39 sessions, F(1,1551) = 2.62, p = 0.1055) (Figure 2 ). The amplitude of theta oscillations thus remained subject to endogenous modulation by the running speed of the animal, while external optogenetic modulation of MSA PV-expressing neurons efficiently set the frequency of theta oscillations. These results are consistent with models of theta generation in which the septum dictates theta frequency while cortical and/ or cholinergic inputs determine the amplitude of theta oscillations [9, 19, 36] .
Because stimulation of GABAergic septal terminals in hippocampus has previously been reported to decrease running speed [30] , we next tested effects of our optical septal stimulation on movement. We observed an apparent increase in movement speed at the onset of light stimulation on the track, but control analysis revealed that the increase incidentally emerged from the condition that the animal is required to move across a boundary to initiate the light stimulation at the beginning of the lap ( Figures S2A and S2B ). To further confirm that light onset, when not conditional on animal movement, does not result in altered running speed, we performed recordings in the home cage where light stimulation was turned on and off at regular intervals irrespective of the animal's behavior ( Figure S2C ). Under these conditions, theta frequency was effectively controlled by the stimulation, but effects on movement speed were not observed ( Figures S2D and S2E ). We also addressed whether the efficiency of pacing is dependent on the running speed, and we found that, at 10 Hz, pacing by MSA stimulation was particularly effective at rest and low running speeds, consistent with previous reports that theta can be paced optogenetically in this state [30, 34] ( Figure S2F ). However, at 12 Hz in the home cage and at both stimulation frequencies on the track, the pacing efficiency was found to be similar across all running speeds ( Figure S2G ).
Place Coding by Individual Hippocampal Cells Remained Intact during Optogenetic Pacing of Hippocampal Theta Oscillations
After confirming that septal stimulation resulted in pacing of theta-like oscillations, we examined the effect of pacing on the spiking activity of CA1 pyramidal cells. We optogenetically stimulated the medial septum on alternate laps to compare the same cells in light-off versus light-on trials. This design allowed for spatial firing patterns, oscillatory patterns, and phase precession of the same set of neurons to be examined with and without stimulation. A lap-by-lap analysis of spatial maps showed a substantial but reversible spatial reorganization between stimulation and no-stimulation laps (repeated-measures one-way ANOVA, rate map stability, 10 Hz: n = 150 cells, F(1.9, 288.9) = 121. To determine whether this reorganization was a result of altered theta oscillations or a consequence of blue light shining into the animal's eyes during periods of optogenetic stimulation, we repeated the same paradigm in mice (n = 3) injected with a virus expressing cre-dependent GFP in the MSA. Recordings of CA1 cells in these control mice revealed that hippocampal neurons remapped to the same extent as in opsin-injected mice, while there were no optically mediated changes in their hippocampal LFP patterns ( Figures S3C-S3F ). Therefore, differences in place fields between light-off and light-on trials arose due to sensory-mediated remapping. As expected for remapping, field locations differed but the spatial properties of the set of active cells in each condition (light-on versus light-off) remained otherwise largely unchanged. Compared to laps with no light stimulation, hippocampal neurons in opsin-expressing mice retained similar spatial coding properties and firing rates during stimulation at 10 and 12 Hz, although there were minor differences of mean rate at 12 Hz and of peak rates and the number of fields per cell at both stimulation frequencies (Wilcoxon matched-pairs signed-rank test, 10 Hz: n = 150 cells, mean firing rate, p = 0.095; peak firing rate, p = 0.004; number of fields, p = 0.009; spatial information, p = 0.91; 12 Hz: n = 116 cells, mean firing rate, p = 0.02; peak firing rate, p = 0.003; number of fields, p = 0.0001; spatial information, p = 0.70) ( Figure 3E ). Note that the preserved firing rates at 10 Hz and the minor decrease at 12 Hz imply that the average number of spikes per cycle decreased during optically driven compared to endogenous theta. In addition, place fields tiled the entire track for both baseline and stimulation laps ( Figure 3F ; Figures S3G and S3H). Thus, the preservation of spatial coding allowed us to examine the precise timing of place cell firing without the need to correct for potential confounds from differences in place field size. However, in order to account for the spatial reorganization, place field boundaries were identified independently for light-on and light-off conditions.
The Frequency of Spiking Rhythmicity Partially Scaled with Optogenetically Induced Theta Oscillations
We next analyzed the relation between place cell spiking and the optogenetically controlled hippocampal LFP. First, we did not find any difference in the spiking phase preference or mean resultant length of the cells' spiking between endogenous or Figure S4A ). To then examine whether septal PV stimulation exhibited control of the rhythmic frequency of place cells, we calculated the spike-time autocorrelation for each neuron, and we used a fast-Fourier transform to obtain the predominant frequency (Figure 4A) . As previously reported for controls [7] , the modulation frequency of the majority of principal cells ($65 %) was accelerated with respect to the endogenous LFP frequency during lightoff laps. With light stimulation, there was an increase in the proportion of cells oscillating within 1 Hz above the optogenetically paced LFP frequency (10-to 11-Hz band for 10-Hz stimulation: 30% during stimulation versus 16% during no stimulation; 12-to 13-Hz band for 12-Hz stimulation: 25% during stimulation versus 11% during no stimulation) (Figures 4B and 4C ; Figures  S4B and S4C ). These shifts in the frequency of a subset of the principal cells while their overall distribution remained broad were in contrast to a more consistent shift in the frequency of interneurons to oscillation bands slightly above the stimulation frequency (10 Hz: from 0% to 83.3% in the 10-to 11-Hz band; 12 Hz: from 0% to 78.3% in the 12-to 13-Hz band) ( Figures  4D and 4E ; Figures S4D and S4E ). We thus found that the acceleration was more consistent for interneurons in the pyramidal cell layer than for the population of pyramidal cells.
Importantly, these results also demonstrate that the cumulative proportion of principal cells that were spiking at frequencies above the predominant LFP frequency was lower during optogenetic stimulation compared to no stimulation (10 Hz: 56% during stimulation versus 66% during no stimulation; 12 Hz: 32% during stimulation versus 63% during no stimulation) ( Figure S4C ), which would predict that phase precession with reference to optically driven oscillations is reduced. We therefore next examined whether hippocampal neurons retained phase precession in conditions with accelerated LFP frequency. We found that the average slope of phase precession was negative during no-stimulation laps but that phase precession was, on average, not retained during rhythmic optical stimulation at either 10 Hz (fields with significant slopes: no-stimulation laps, n = 54/207, stimulation laps, 36/175; mean ± SEM of all slopes: no-stimulation laps, À0.19 ± 0.07, one-sample t test against slope of zero, t(188) = 2.84, p = 0.005, stimulation laps, À0.08 ± 0.09, one-sample t test, t(148) = 0.93, p = 0.35) or 12 Hz (fields with significant slopes: no-stimulation laps, n = 48/174, stimulation laps, 29/133; mean ± SEM of all slopes: no-stimulation laps, À0.18 ± 0.08, one-sample t test, t(153) = 2.25, p = 0.026, stimulation laps, 0.01 ± 0.10, one-sample t test, t(115) = 0.078, p = 0.94) ( Figures  4F-4I ). Because cells no longer showed a consistent relation to LFP during 10-and 12-Hz stimulation, it can be expected that the temporal organization among the cells in the population is substantially disrupted.
DISCUSSION
We investigated how hippocampal circuits responded to the pacing of theta oscillations by rhythmic optogenetic stimulation of MSA PV neurons. We found that stimulation controlled the frequency of hippocampal theta throughout the entire range of running speeds in freely moving mice. The finding that septal pacing of only PV neurons could supersede the endogenous theta oscillator is the most definite evidence so far for the hypothesis that these neurons function as a pacemaker for theta oscillations in the hippocampus. Interestingly, we also found a dissociation between the control of theta frequency and theta amplitude. The amplitude of the oscillations remained modulated by running speed [37] while the frequency was optogenetically controlled. Most strikingly, analysis of the firing patterns of hippocampal CA1 cells revealed complex interactions between the neuronal pacemaker for theta oscillations and local hippocampal computations. Rather than phase locking to the septal stimulation, a subset of hippocampal principal cells and most interneurons in the pyramidal cell layer responded with accelerated oscillation frequencies compared to the optogenetically imposed oscillation frequency. Taken together, our findings show that the MSA PV cells set the base frequency for LFP theta oscillations while local hippocampal mechanisms generate partially accelerated rhythmic spiking frequencies in response to oscillatory subcortical input to the network.
In agreement with previous studies, we confirmed that hippocampal theta oscillations could be controlled by stimulation of septal long-range projections to the hippocampus. However, previous studies showed these effects in anesthetized, headfixed, or immobile/slowly moving mice [29, 30, 38, 39] or in rats only during immobility/slow movement [34] or while the endogenous septal oscillator was not active [31, 32] . The previous studies therefore showed that septal stimulation is sufficient for eliciting hippocampal LFP oscillations, but the conclusion that the septum is the pacemaker for endogenous theta oscillations requires that ongoing theta oscillations can be reliably occluded (C) A correlation matrix was computed to determine the stability of place cells across multiple laps in a session. Odd-numbered laps are light ON and evennumbered laps are light OFF. The chessboard appearance of the matrix shows that rate maps were stable within light-on and light-off trials but reorganized between the two. (D) Mean (±SEM) stability of rate maps. Within light-off and within light-on stability was higher than stability between conditions. Significantly different groups are assigned separate letters (a, b, and c).
(E) The firing properties of place cells (mean firing rate, peak firing rate, and number of place fields per cell) showed minor differences between no-stimulation and stimulation trials, but importantly, the spatial information of cells was not affected despite remapping during stimulation. Histograms depict mean ± SEM. (F) The positions of the fields along the linear track for all cells that were recorded during baseline and stimulation laps. Cells are ordered by their position on the track independently for the no-stimulation and the stimulation conditions. Fields were distributed along the entire track in all conditions. *p < 0.05 and **p < 0.01. by septal stimulation. Here we show that it is possible with ChR2 and oChIEF expression in a high fraction of septal PV cells to fully pace oscillations at any running speed, which strongly suggests that we had control over a key element of the endogenous oscillator. In particular, the effectiveness of optogenetic pacing increased with increasing volume of medial septal opsin expression, which indicates that increasingly complete septal control over oscillations can supersede other endogenous oscillatory inputs to hippocampus, such as from the supramammillary nucleus. While we identified that control over frequency can be gained by stimulation of MSA PV cells, the relation between oscillation amplitude and the animal's running speed was not altered. The dissociation between frequency and amplitude is consistent with the possibility that amplitude is not controlled by PV cells but rather by cholinergic mechanisms or entorhinal inputs, or a combination thereof [19, 36, 40, 41] . Furthermore, the retained relation between oscillation amplitude and running speed, while we applied rhythmic optical stimulation during a wide range of speeds, also indicates that there were minimal indirect or circuit effects of our manipulations on neural mechanisms that control amplitude. In addition to finding that septal PV neurons controlled hippocampal LFP frequency, we also found that the rhythmic stimulation generated an upward shift in the cellular oscillation frequency, which was more pronounced for interneurons than for principal cells. An elegant theoretical model by Geisler et al. [14] proposed that there is a direct coupling between the lower LFP frequency and the somewhat higher oscillation frequency of individual hippocampal cells. In their model, they considered that the next subpopulation of active hippocampal cells is activated with a delay, which adds to the cycle time of the cellular oscillator such that a secondary LFP oscillation with a longer cycle time and thus a lower frequency emerges. Although our findings are not consistent with the proposed dependence of the slower on the faster oscillator, we find effects in the reverse direction, with the slower frequency as the primary frequency, which then engages local mechanisms that generate a coupled but accelerated secondary oscillation in interneurons and a small subset of principal cells. Furthermore, the retention of a broad range of frequency differences between the LFP and the remaining principal cells also shows that septal pacing does not simply result in the phase locking of hippocampal principal cells, in contrast to what has been shown when local hippocampal PV cells or long-range GABAergic projections from entorhinal cortex are directly optogenetically stimulated [42, 43] . It can, therefore, be inferred that the preserved wide range of oscillation frequencies, along with the emergence of upward-shifted oscillations in only a subpopulation of cells while LFP oscillations are paced, is likely the result of the indirect targeting of principal cells by septal afferents through multiple local interneuron types in different hippocampal subregions ( Figure S4F) [23, 25, 27, 44] .
The decoupling of cellular oscillators from a single pacing frequency raises the question about the nature of the local cellular or circuit mechanisms that give rise to the second oscillation frequency. One of the early models for phase precession [10] [11] [12] [13] proposed that the accelerated frequency can emerge by combining a base inhibitory oscillation with a ramping excitation in excitatory cells. A prediction of the model is that it allows for oscillatory inhibition to generate an accelerated frequency for any cell that shows ramping excitation. Together with intracellular recording studies that showed that intracellular membrane potentials ramp up as a cell's place field is traversed [45] , our results support that this class of models may apply to the small subpopulation of principal cells that was accelerated beyond the optical stimulation frequency. However, intracellular recordings did not only show excitatory ramps but also revealed membrane potential oscillations that were tightly phase locked to the precise spike timing of the cells [45] . Because our optogenetic pacing frequency differed in most cases from the frequency of the cellular oscillations, the pacing could not have directly imposed oscillations that are synchronized with the spike timing of hippocampal principal cells. The observed dissociation between spike timing and the stimulation frequency thus suggests that intracellular oscillations are generated more indirectly than by direct coupling to the septal pacemaker. For example, once time differences in spiking compared to the base frequency have emerged in a subset of principal cells, these oscillatory inputs could be propagated within the entorhino-hippocampal network through inhibitory interneurons, such that a combination of ramping inputs and oscillatory interference determines spike timing [45] [46] [47] .
While many of the local circuit and cellular mechanisms for generating neuronal oscillations remain to be determined, our findings establish that two separate types of oscillations emerge within the hippocampus. Only the LFP frequency, which is thought to arise from synaptic currents [48] , strongly depended on the pacemaker input from medial septal GABAergic cells. At the same time, the synaptic oscillations that were phase locked to the stimulation frequency did not result in a phase locking of (B) Color-coded power (blue to red) calculated from the autocorrelation function of individual pyramidal cells during no-stimulation laps is compared to the mean LFP frequency (black dots). Most cells (i.e., those with peak power to the right of the black dots) were spiking rhythmically at frequencies higher than the LFP frequency during no-stimulation laps. During stimulation, the oscillation frequency of a subset of principal cells was accelerated compared to the stimulation frequency. interneurons within the CA1 cell layer but rather in a consistent acceleration of these cells. The emergence of dual oscillations with a faster cellular than LFP frequency is consistent with the possibility that dendrite-targeting interneurons are paced by the subcortical inputs while interneurons within the cell layer continue to mediate feedback inhibition of principal cells and, thus, remain synchronized to the local cellular oscillations (Figure S4F) . Taken together, our results therefore support both dual oscillator and ramping models of phase precession and that the complexity of the endogenous oscillation patterns may emerge from interactions between both mechanisms. Furthermore, we show that only the synaptic oscillations are directly controlled by the septal pacemaker while more complex local oscillatory patterns in CA1 are only indirectly and partially controlled by these inputs. These results do not only advance our understanding of the emergence of complex biological oscillators but also indicate that optogenetically controlling theta oscillations leaves many aspects of hippocampal circuit function intact. Such retained network behavior while artificially controlling a neural pacemaker has important implications for the potential use of brain stimulation therapies to treat memory disorders, and it suggests that improvements may in particular be achieved when returning the system to a state during which multiple oscillators can effectively interact. For example, theta oscillation frequency in animal models of Alzheimer's disease differs from controls [49] , and our data suggest that artificial stimulation of the medial septum could restore an important aspect of the complexity of cortical oscillations in the theta frequency band.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: amplified (5,000-20,000 x) and bandpass filtered (600-6,000 Hz) to isolate spiking events. Spike waveforms above a trigger threshold (25-55 mV) were time-stamped and digitized at 32 kHz for 1 ms. LFP signals were band-pass filtered (0.1-9,000 Hz), sampled at 32,000 Hz, and amplified (5,000-20,000 x; Neuralynx, Bozeman, MT).
Experimental design
Recordings were conducted as animals ran 10-14 laps counterclockwise on a rectangle track. The rectangle track [150 3 50 cm with a track width of 10 cm] was constructed of black Plexiglas. Translucent guiderails (3 cm) were installed and a thin rubber sheet was applied to the track floor. The track was positioned in the center of a cue-rich room that contained a white light in one corner to serve as an orienting landmark. Following recovery from surgery, animals were trained daily on the track for a minimum of one week prior to recordings while tetrode tips were gradually advanced to the CA1 pyramidal cell layer.
Position estimation
To track the position of the animal during each recording session, a ceiling-mounted video camera detected an array of light emitting diodes (LEDs) mounted on the recording head stage just above the head of the animal. The position of the LEDs was sampled at 30 Hz and the rat's x-y coordinate was calculated as the centroid of the LED array. Up to five consecutive missing samples, due to occlusion of the LEDs or reflections in the environment, were replaced by linear interpolation of position before and after the lost samples.
Optogenetic laser stimulation A fiber optic patch cord was secured to the recording tether and connected to an OEM diode pumped steady state laser (DPSS, 473 nm wavelength). The DPSS laser was triggered with a TTL sent directly from a custom microprocessor controlled by MATLAB through the Neuralynx NetCom development library. To control the output of the laser based on the animal's position on the track, position data collected by Cheetah was passed directly into the MATLAB environment. The entire maze was divided into 116 3.5 cm-wide bins. A custom script determined whether the animal crossed a user-defined boundary on the track. Based on these calculations, the MATLAB script would then turn the laser on and off every alternate lap. Either 10 Hz or 12 Hz-stimulation was performed during each recording session. Laser stimulation was performed at a total power of $1-2 mW (32-63.6 mW/mm 2 ) at the tip of the fiber. Light power above 2 mW did not further increase the efficacy of theta pacing.
Postmortem confirmation of recording locations
Tetrodes were not moved after the final recording session. Animals were overdosed with Sodium Pentobarbital and perfused intracardially with phosphate-buffered saline and then 4 % formaldehyde. Brains were extracted and stored in 4 % formaldehyde at 6 C for at least 24 hours. Approximately 24 hours prior to slicing, brains were transferred into a 30 % sucrose solution for cryoprotection. A microtome was used to obtain coronal sections through the MSA and hippocampus. Hippocampal tissue was mounted on glass slides and stained with cresyl violet. Tetrodes that recorded well-isolated neurons were confirmed to have terminated in or near the principal cell layer of region CA1 ( Figure S1B ). Medial septum tissue was mounted using VectaShield medium and imaged. Fluorescent microscopy confirmed that viral vector expression was robust and restricted to the MSA (the lateral septum does not contain PV-expressing neurons) and that the tips of fiber optics were just dorsal to or within the medial septum in animals with robust viral expression ( Figures 1A and 1D, Figures S1A, S1G , and S1H).
Quantification of viral vector expression and optic fiber placement Sections containing the MSA of mice injected with a cre-dependent viral vector (AAV1.EF1a.DIO.hChR2(H134R)-eYFP.WPRE.hGH or AAV DJ .EF1a.DIO.oChIEF-mCitrine) were imaged using a virtual slide microscope (Olympus, VS120) at 10x magnification using the same laser power and exposure time. Three sections (0.24 mm apart) along the antero-posterior extent of the MSA were chosen for each animal and subsequently analyzed using Fiji ImageJ. One region of interest (ROI) was drawn around the medial septum, and two ROIs were drawn around the diagonal band of Broca in each hemisphere. The area of virus expression was calculated by subtracting the background from each image and calculating the area of opsin expression above a threshold of 0. The volume of opsin expression was then calculated by adding the area across the three sections per animal and multiplying by the distance between the sections. In addition, the depth of the optic fiber was determined from the section with the tip of the optic fiber cannula by calculating the distance from the top of the cortex to the tip of the optic fiber cannula.
Single unit identification
Methods for cluster cutting and cell tracking were the same as described previously [21] . Briefly, single-units were manually isolated offline using MClust, MATLAB 2009b (Redish, A.D. MClust. http://redishlab.neuroscience.umn.edu/MClust/MClust.html). Neurons were separated based on the peak amplitude, peak-to-valley amplitude, and energy of spike waveforms. Evaluation of the presence of biologically realistic inter-spike intervals, temporal autocorrelations, and cross correlations was used to confirm single-unit isolation. Neurons that were not separable in cluster space were removed from the analysis.
Amplitude ratio score Local field potentials (LFPs) obtained from the hippocampus were referenced to ground. For each experiment, LFP from the tetrode with the highest mean power between 5-10 Hz was selected for analysis. A Morlet wavelet was used to compute the power across e2 Current Biology 28, 1179-1188.e1-e3, April 23, 2018 frequencies. LFP was downsampled to 500 Hz, and an amplitude ratio ( Figure 1E , Figure S1E ) was calculated, defined as the ratio of power within a ± 1 Hz band of the stimulation frequency to power in the endogenous frequency band of 7-9 Hz. This permitted a sample-by-sample metric for determining the efficacy of optogenetic control of the LFP oscillation frequency.
Place field characterization Position on the rectangular track was linearized into 116 3.5 cm-bins for analysis of spatial properties of hippocampal neurons. Rate maps were then computed as the number of spikes per time spent in each spatial bin and were smoothed by a pseudo-Gaussian kernel with a standard deviation of 1 bin. Spatial information was calculated as,
where I is the spatial information in bits/spike, p i is the probability of occupancy in bin I, F i is the mean firing rate for bin I, and F is the mean firing rate. Rate map stability was determined by calculating the correlation between rate maps for the 1 st half of trials compared to the 2 nd half of trials. Place fields were defined as cells that had a peak spatial firing rate greater than 5 Hz, and maintained > 20 % of the peak rate for at least 20 cm and less than 140 cm. Cell were classified as principal cells if they had an average firing rate < 5 Hz, and as interneurons if their average firing rate exceeded this threshold.
Single-cell temporal autocorrelations and frequency For each cell, spike times were binned at a sampling rate of 500 Hz. The temporal autocorrelation between spike times was calculated from the resulting vector. The power spectrum of the temporal autocorrelation was obtained via the Chronux function mtspectrumumc() using a padding factor equal to six powers of 2 over the sample size. The single-cell frequency was then taken as the frequency with maximum power in the 6-14 Hz range.
Theta phase detection and phase precession analysis
We used a waveform-based estimation of theta phase as described in ref. [50] . For each tetrode in the CA1 cell layer, the LFP signals were bandpass filtered between 1-60 Hz and used to find peaks, troughs, and zero crossings. Theta peaks were defined as 0 degrees, troughs as 180 degrees, and zero crossing as 90 and 270 degrees. We then interpolated phase values between these phase quadrants. Using these phase values, phase precession was then analyzed as described in detail in ref. [36] . Briefly, place fields were normalized between 0 and 1 from the beginning to end of the field. A circular-linear regression was then generated for spikes occurring within the bounds of the place field, and the slope of the regression line is reported. Data was analyzed separately for when laser stimulation was on or off, and analysis included within-session comparisons between 10 Hz-stimulation laps and no-stimulation laps or a comparison between 12 Hz-stimulation laps and no-stimulation laps. The data that are reported in the main text used boundaries of ± 2.0 cycles to constrain the circular-linear regression, as in ref. [36] . We also repeated the analysis with the more conservative boundaries of ± 1.1 and ± 1. 
QUANTIFICATION AND STATISTICAL ANALYSIS
All statistical comparisons were calculated using MATLAB r2015b. Wilcoxon's paired, two-sided sign rank test (signrank, MATLAB) was used when comparing firing properties between no-stimulation and stimulation conditions. This test does not assume normality. An analysis of covariance (ANCOVA) test was performed to test for changes in speed modulation of theta power across running speed. Two-sided one-sample t tests were used to compare phase precession slopes to the null hypothesis that the slope is equal to zero.
DATA AND SOFTWARE AVAILABILITY
Requests for the reported recording data and for the custom-written MATLAB scripts that were used for data analysis should be directed to the lead contact.
