ABSTRACT. Let α ě 0, 1 ă p ă 8, and let H n be the Heisenberg group. Folland in 1975 showed that if f : H n Ñ R is a function in the horizontal Sobolev space S
What is the relation between horizontal and vertical regularity of real-valued functions defined on the Heisenberg group H n -pR 2n`1 ,¨, dq? For precise definitions, see Section 2. As a motivating example, consider a bounded Lipschitz function f : H n Ñ R. We denote the space of such functions by W 1,8 pH n q; this notation is justified e.g. by [8, Theorem 8] and the references therein. The restriction of f P W 1,8 pH n q to any vertical line is Euclidean 1 2 -Hölder continuous. Conversely, any bounded Euclidean 1 2 -Hölder function defined on a fixed vertical line is Lipschitz in the metric d, and can be extended to a function in W 1,8 pH n q. Thus, Euclidean 1 2 -Hölder continuity on vertical lines is the sharpest "pointwise" conclusion that can be drawn about the regularity in vertical directions from f P W 1,8 pH n q. Corollary 1.6 below shows that "on average", every f P W 1,8 pH n q actually has a little more vertical regularity:
This cannot be improved to T 1{2 f P L 8 pH n q; a counterexample is f pxq " mint}x} H , 1u.
A general framework for our results is provided by the fractional order horizontal Sobolev spaces S p α pH n q, for 1 ă p ă 8 and α ě 0, introduced by Folland [7] in the 70s, see Definition 2.6. For α P N, these spaces coincide with the standard horizontal Sobolev spaces W α,p pH n q consisting of functions with L p horizontal derivatives of all orders between 0 and α. Folland [7, Theorem (4.16) ] showed that if f P S p 2α pH n q, then ϕf P S p α pR 2n`1 q for every test function ϕ : R 2n`1 Ñ R. Here S p α pR 2n`1 q refers to the standard Euclidean Sobolev space, see Definition 2.9. In other words, In fact, Folland proves an analogue of (1.1) for all Carnot groups. The need for localisation in (1.1) follows from formulae such as
which express Euclidean partial derivatives as second order horizontal derivatives with polynomial coefficients. In contrast, B 2n`1 " T " rX i , Y i s is a constant coefficient second order horizontal derivative. This suggests that the localisation in the inclusion (1.1) can be omitted if one is only interested in the regularity of horizontal Sobolev functions in the vertical "T " direction. Such a "global" inclusion was critical for the applications we had in mind, namely Corollary 1.6 and inequality (1.8) . In Definition 2.10, we will define the vertical Sobolev space V p α pH n q. With this notation in place, our main result is the following: Theorem 1.2. S p 2α pH n q Ă V p α pH n q for α ě 0 and 1 ă p ă 8. The inclusion map is continuous. Having established Theorem 1.2 in Section 3, we study the existence of "pointwise" t-derivatives of horizontal Sobolev functions. A natural fractional t-derivative of order α P p0, 1q is given by the principal value T α f pz, tq :" lim εÑ0ˆR zp´ε,εq f pz, t`rq´f pz, tq |r| 1`α dr, pz, tq P R 2nˆR .
(1.3)
Relying on a result of Wheeden [22] , we can conclude the following: Proposition 1.4. Let 0 ă α ă 1, 1 ă p ă 8, and f P S p 2α pH n q. Then the limit in (1.3) exists a.e. and in L p pH n q. The function T α f P L p pH n q is also a distributional derivative in the sense thatˆH
Finally, neither result above covers directly the case of bounded Lipschitz functions mentioned earlier, but a small additional argument yields the promised conclusion: Corollary 1.6. Let f P W 1,8 pH n q. Then T 1{2 f exists a.e. and in the distributional sense (1.5), and T 1{2 f P BMOpH n q with }T 1{2 f } BMO }∇ H f } 8 .
The proofs of Proposition 1.4 and Corollary 1.6 can be found in Section 4.
1.1. Connections to previous work. We now briefly discuss a collection of topics closely related to the results explained above.
1.1.1. Vertical versus horizontal Poincaré inequalities. The connection between horizontal and vertical regularity of functions on the Heisenberg group has been recently studied by Austin-Naor-Tessera [1] , Lafforgue-Naor [12] , and Naor-Young [17] . They established a number of estimates named vertical versus horizontal Poincaré inequalities. A general form, taken from [12, Theorem 2.1], reads as follows:ˆR "ˆHˆ| f pz, t`rq´f pz, tq| |r| 1{2˙p dz dt
for f P D, q ě 2, and 1 ă p ď q ă 8. The same estimate with p " q " 2 was essentially contained in [12] . In [17, Theorem 35] , the authors prove that (1.7) remains valid for p " 1 and q " 2 in H n for n ě 2; the case p " 1 in H 1 remains open (see however [17, Remark 12] , and the "Added in proof " remark at the end of [17] Here 0 ă α ă 1, q ě 2, and 1 ă p ď q ă 8, see Theorem 5.4. Our technique gives nothing for p " 1, and possible analogues of Theorem 1.2 in this case present an interesting open problem. ‚ Theorem 1.2 is (likely) a little sharper than (1.7)-(1.8) in the cases p " q ‰ 2. This additional sharpness turns out crucial in the application to Proposition 1.4, so we discuss it further. Fix p " q ě 2, 0 ă α ă 1, and let f P S p 2α pH n q. For z P R 2n , consider the functions f z : R Ñ R, defined by f z ptq " f pz, tq. Theorem 1.2 will imply that f z P S p α pRq for a.e. z P R 2n . On the other hand, (1.8) implies that
So, the question on the relationship between Theorem 1.2 and (1.7) (in the case p " q) boils down to: what is the connection between the conditions f z P S p α pRq and (1.9)? This question has complete answers, see [19, V §3.5.2] , and they depend on p. The conclusion is that for p " 2, the conditions are equivalent (for functions a priori in L 2 pRq), but for p ą 2, only the implication
holds. Counterexamples against the other implication can be found in [19, p. 161, §6.8].
As mentioned above, the sharper conclusion f z P S p α pRq will be needed in the proof of Proposition 1.4.
1.1.2. Regularity theory of subelliptic equations. In the study of certain subelliptic partial differential equations on R 2n`1 of the form
it is natural to consider weak solutions f P W 1,p pH n q without a priori assumptions on T f . Then, in order to establish regularity for the full gradient ∇f , one has to derive information about the integrability and smoothness of T f . An overview on this topic can be found in Section 1.3 of [14] . The first results on the Hölder continuity of gradients of solutions to quasi-linear sub-elliptic equations in divergence form on H n were obtained by Capogna [ [13, Chapter III] introduced the notion of parabolic Lipschitz functions. They are certain real-valued functions defined on the parabolic space pR n , d par q " pR n´1ˆR , |¨|ˆa|¨|q. Domains in R n`1 bounded by the graphs of these functions have turned out to be the natural analogue (in the parabolic setting) of Euclidean Lipschitz domains (in the elliptic setting), see for example [10, 11] . Parabolic Lipschitz functions are, by definition, Lipschitz continuous in the first pn´1q "horizontal" variables. In the last "vertical" variable, they are required to have a 1 2 -order partial derivative in BMOpR n , d par q. A first motivation for this paper was, in fact, to find out if Lipschitz functions in H n "automatically" satisfy this last condition, which needs to be assumed in the parabolic world. Corollary 1.6 shows that this is indeed the case.
2. PRELIMINARIES 2.1. The Heisenberg group. Recall that the Heisenberg group H n is R 2n`1 equipped with the group product px, y, tq¨px
where x " px 1 , . . . , x n q, y " px 1 , . . . , y n q P R n , and t P R. A frame for the left-invariant vector fields on H n is given by
We also use the notation X n`i :" Y i , pi " 1, . . . , nq, where convenient. The horizontal gradient of a function f : 
Function spaces.
In this section, we introduce the spaces studied in the paper. Unless otherwise specified, integration over H n is performed with respect to the Lebesgue measure L 2n`1 , which is a left-and right-invariant Haar measure on H n . We writé f pxq dx (or simply´f ) instead of´f pxq dL 2n`1 pxq.
Definition 2.4 (Schwartz functions)
. The Schwartz space S " SpH n q consists of the standard Schwartz functions on R 2n`1 , see for instance [6, Definition 1.6.8 and §3.1.9]. The Schwartz functions on R will also appear, and will be denoted by SpRq.
We will need horizontal Sobolev spaces of fractional order in this paper. The definition involves the fractional Laplace operators p´△ p q α and p1´△ p q α , for α P C and 1 ă p ă 8, defined initially on 5) respectively. We will never need, in full generality, the definitions of the operators´△ p , p´△ p q α , and p1´△ p q α , so we will not give them here, lengthy as they are. Some special cases are elaborated on in Section 3, and for more information, we refer to either the original work of Folland [7, p. 181,186] (where the notation J p and I`J p was used), or the monograph [6] , Section 4.3.1 onwards. We will denote by △ (without subscript) the standard sub-Laplacian △ "
Definition 2.6 (Horizontal Sobolev spaces of fractional order). Let α ě 0, 1 ă p ă 8.
The horizontal Sobolev space of order α is
where }¨} p,α is the norm
We briefly discuss some fundamental properties of the spaces S p α pH n q; for more information, see [6, Section 4.4] .
Remark 2.7. (a) For α " k P N and 1 ă p ă 8, the space S p k pH n q coincides with "standard" horizontal Sobolev space
n q for all γ P t1, . . . , 2nu˚with |γ| ď ku.
Here X γ " X γ 1¨¨¨X γ l f stands for the distributional horizontal derivative corresponding to the multi-index γ " pγ 1 , . . . , γ l q P t1, . . . , 2nu˚. Also, the quantity
is equivalent }f } p,k . For the proof of these statements, see [7, Corollary (4.13) ]. In this paper, we will only need the special case
The space D of smooth and compactly supported functions is dense in pS p α , }¨} p,α q for all α ě 0 and 1 ă p ă 8, see [7, Theorem (4.5) ].
(c) For α ě 0 and 1 ă p ă 8, the space S p α pH n q coincides with Dompp1´△ p q α{2 q and the following norms are equivalent to }¨} p,α : 
The relationship between the spaces S p α pH n q and Λ p,p α pH n q is described in [18, Theorem 18 & 20] : for α P p0, 1q, the following inclusions hold:
In particular, Λ 2,2 α pH n q " S 2 α pH n q. For us, the main benefit of using the Sobolev spaces S p α pH n q (over Λ p,p α pH n q) is that the definition works for all α ě 0, and the spaces coincide with the standard horizontal Sobolev spaces for α P N.
Having now defined the horizontal Sobolev spaces, we turn to the definition of vertical Sobolev spaces. We first need to recall the definition of fractional order Sobolev spaces in R n . We are not being very efficient here, since the Sobolev spaces in H n and R n are both covered by Folland's framework [7] , and hence we could have given a single definition to cover both cases. However, the Fourier-analytic definition below will be convenient to work with. We also remark that these spaces are sometimes called Bessel potential spaces. Definition 2.9 (Sobolev spaces in R n ). Let α ą 0, 1 ď p ď 8, and let J α : R n zt0u Ñ R be the Bessel kernel of index α. Thus,
For α " 0, we also define
The double meaning for the notation }f } p,α should cause no confusion, since the right interpretation will always be clear from the domain of f . For more information on the spaces S p α pR n q, see [19, Section V.3.3] . Definition 2.10 (Vertical Sobolev spaces in H n ). Let α ě 0 and 1 ď p ă 8. For f : H n Ñ R and z P R 2n , define a function f z : R Ñ R by f z ptq :" f pz, tq. We write f P V p α pH n q if f z P S p α pRq for a.e. z P R 2n , and
Finally, we define the space BMOpH n q which appeared in Corollary 1.6.
Definition 2.11 (BMOpH
where the supremum is taken over all balls B in pH n , dq and f B :" ffl B f pxq dx.
VERTICAL VERSUS HORIZONTAL SOBOLEV SPACES
This section contains the proof of Theorem 1.2, which we repeat below.
Theorem 3.1. Let 1 ă p ă 8, α ě 0, and f P S p 2α pH n q. Then f P V p α pH n q, and
Remark 3.3. To explain our strategy for proving Theorem 3.1, we first outline Folland's argument for the local embedding
see [7, Theorem (4.16) ]. Folland shows that if ϕ P D, then the map f Þ Ñ T ϕ pf q :" ϕf extends to a bounded operator between S p 2α pH n q and S p α pR 2n`1 q. This is straightforward for α P N, and Folland deduces the other cases from an interpolation theorem for linear operators between horizontal Sobolev spaces associated to sub-Laplacians spaces on two, possibly different, Carnot groups [7, Theorem (4.7)]; here, the groups are H n and R 2n`1 equipped with the standard (sub-)Laplacians.
To obtain Theorem 3.1, we cannot afford to multiply f with a test function. However, as in Folland's case, the continuous inclusion S p 2α pH n q Ă V p α pH n q remains clear for α P N. The main problem is, then, that V p α pH n q is not a horizontal Sobolev space associated to any sub-Laplacian on H n or R 2n`1 , and therefore Folland's interpolation theorem is not directly applicable. It turns out that (complex) interpolation still works, but we need to write it down from "first principles".
3.1. The operators |T | α and p1´△q´α. We begin by introducing certain operators Λ α , Re α ě 0. They are initially defined on Schwartz functions, and have the following form:
So, Λ α is the composition of the operators |T | α and p1´△q´α. Here |T | α is the following (Euclidean) Fourier multiplier:
An equivalent definition would be
where p´△q α{2 is the standard fractional Laplacian on R, i.e. the Fourier multiplier with symbol p2π|τ |q α . It is evident from Plancherel's theorem that
We then discuss the operators p1´△q´α for α P C. First, for f P L p pH n q, 1 ď p ď 8, and Re α ą 0, we define p1´△q´αf as the convolution p1´△q´αf :" f˚B α , where B α : H n Ñ C is the following Bessel kernel (see [6, §4.3.4] ):
Here px, sq Þ Ñ h s pxq, px, sq P H nˆp 0, 8q, is the heat kernel, see [7, . The heat kernel is non-negative on H nˆp 0, 8q, and satisfies h s px´1q " h s pxq for x P H n and s ą 0. It follows that also
Moreover, }h s } 1 " 1 for s ą 0, and consequently B α P L 1 pH n q with
Thus, by Young's inequality, see [7, Proposition (1.10) ], the convolution f˚B α is welldefined for f P L p pH n q, 1 ď p ď 8, and
If the reader is not familiar with the operators p1´△q´α, it will appear rather confusing that we also mentioned the operators p1´△ p q´α in (2.5). For Re α ą 0, these operators coincide for all 1 ă p ă 8: the action of p1´△ p q´α on L p pH n q, initially defined as in [6, §4.3.2] , is in fact given by convolution with the kernel B α P L 1 pH n q, see [6, Corollary 4.3.11(ii)]. For this reason, writing p1´△q´α for Re α ą 0 is justified. For the case Re α " 0, the "abstract" definition of p1´△ p q´α no longer coincides with convolution by an L 1 pH n q function. This case is discussed extensively in [6, §4.3.3] . The conclusion relevant here that p1´△ p q´α is, for Re α " 0 and 1 ă p ă 8, given by convolution with a tempered distribution (independent of p) which is smooth outside the origin and satisfies Calderón-Zygmund estimates, see [6, (4.31) ]. So, in brief, p1´△ p q´α is a Calderón-Zygmund operator, and hence extends to a bounded operator on L p pH n q for 1 ă p ă 8. We will denote by p1´△q´α this Calderón-Zygmund operator. In the special case α " 0, we have, as expected, p1´△q 0 " Id; see [6, 
With these definitions in place, a key feature of the family of p1´△q´α, Re α ě 0, is the following, see [7, Theorem (3.15 )(iv)]:
is an analytic L p -valued function on Re α ą 0 and a continuous L p -valued function on Re α ě 0.
Finally, for Re α ă 0 and f P S, we define p1´△q´αf as in [7, §3] or [6, §4.3.2] ; for these parameters p1´△ p q´α does not extend to a bounded operator on L p pH n q. However, we will only use the definition for f P S, and then (i) below justifies the shorthand notation p1´△q´αf . We record the following facts:
Remark 3.11.
(i) For all α P C, the operators f Þ Ñ p1´△q´αf are well-defined on S and preserve S, see [6, Corollary 4.3.16] .
(ii) If f P S and α P C, then p1´△q´αrp1´△q α f s " f . This follows from [6, Theorem 4.3.
This follows simply by recalling that p1´△q´α is given by convolution with B α P L 1 pH n q for Re α ą 0, and recalling (3.7).
After these considerations, the meaning of the definition stated in (3.4) is clear: for Re α ě 0 and ϕ P S, we recall from (3.6) that g " |T | α ϕ P L 2 pH n q, and then Λ α pϕq " p1´△q´αg P L 2 pH n q. For Re α ě 0, we will also consider the "formal adjoint" of Λ α , namely Λαψ :" |T | α rp1´△q´αψs, ψ P S. The object on the right is well-defined, and in L 2 pH n q, because p1´△q´αψ P S (recall (i) above). By the statement that Λα is the formal adjoint of Λ α , we mean that
This equation (for Re α ą 0) easily follows from (i) and (iii) above, and Plancherel.
Remark 3.13. The equation (3.12) is an understatement in at least two ways. First, it would also extend to the case Re α " 0, since p1´△q´α is self-adjoint on L 2 pH n q, see [7, Theorem (3.15 )(v)]. Second, using the following formula for the (Euclidean) Fourier transform z f˚gpξ, τ q "¨e´2
πipξ,τ q¨pz,tqf`ξ´1
cf. [21, (3.13) ], it would be easy to justify that the operators |T | α and p1´△q´α commute on S at least when Re α ą 0, and hence actually Λ α " Λα for Re α ą 0.
Here is finally the main result of the section: Theorem 3.14. Let α ě 0, 1 ă p ă 8, and ϕ P S. Then, Λ α ϕ, Λαϕ P L p pH n q, and To the best of our knowledge, Theorem 3.14 for α ą 0 is not explicitly contained in [21, 15, 16] . On the other hand, there is little doubt that the techniques in those papers would give an alternative proof. It seemed, however, that Theorem 3.14 is rather more elementary than the level of the most general results in [21, 15, 16] , and therefore it was clearest to give a self-contained argument.
We are mostly interested in the following corollary of Theorem 3.14:
Corollary 3.16. Let α ě 0, 1 ă p ă 8, and ϕ P S. Then,
Proof. Fix 0 ă α ď 1. We simply use the L p -boundedness of the operator Λα. For ϕ P S, using (ii) in Remark 3.11, we write
recalling also from Remark 3.11(i) that p1´△q α ϕ P S, so the expression on the right is well-defined. Now (3.17) follows from Theorem 3.14.
Theorem 3.1 is now an easy consequence of the result above:
Proof of Theorem 3.1. Fix α ě 0 and 1 ă p ă 8. We start by establishing the inequality (3.2) for ϕ P S. First, by [19, Lemma 2, p. 133], we have
where p´△q α{2 refers to Fourier multiplication on R by p2π|τ |q α . Consequently, by Fubini's theorem, and recalling that the symbol of |T | α is also p2π|τ |q α , we infer that
, where the second inequality follows from Corollary 3.16. But, by the Remark 2.7(c),
Thus (3.2) holds for ϕ P S. We then consider a general function f P S p 2α pH n q. We choose a sequence tf j u jPN Ă D such that }f j´f } p,2α Ñ 0 as j Ñ 8 and }f j } p,2α ď 2}f } p,2α for all j P N; this is possible as we discussed in Remark 2.7(b). Then f j z P SpRq Ă S p α pRq for every j P N and z P R 2n fixed, so we may find g If we define g j pz, tq :" g j z ptq, we find from the S-version of (3.2) that
Since 1 ă p ă 8, we may therefore assume, after passing to a subsequence, that g j converges weakly to some g P L p pH n q.
In this proof only, we consider the vertical convolution ϕ˚v ψpz, tq :"ˆR ϕpz, t´rqψprq dr,
By Fubini's theorem, and Young's inequality on R, we have ϕ˚v ψ P L p pH n q with }ϕ˚v ψ} L p pH n q }ϕ} L p pH n q }ψ} L 1 pRq . In this notation, (3.18) can be rewritten as
and we now claim that f " g˚v J α . First, using the convergences
we can writê
for any ϕ P D, using that J α˚v ϕ P L q pH n q with 1{p`1{q " 1. Finally, since g P L p pH n q, it is easy to justify thatˆH
and this gives f " g˚v J α a.e. in combination with (3.19) . Since g z P L p pRq for a.e. z P R 2n , this immediately gives f P V p α pH n q, as desired. 3.2. Proof of the main estimate. The main task will be to prove the following estimate for α ě 0 and 1 ă p ă 8:ˇˇˇˆH n pΛ α ϕqpxqψpxq dxˇˇˇˇ α,p }ϕ} p }ψ} q , ϕ, ψ P S,
For α ą 0, the formal adjointness of the operators Λ α and Λα, recall (3.12), then implies the same estimate for Λα. This shows that both Λ α and Λα are bounded on L p pH n q for Re α ą 0, and the case α " 0 is trivial, as Λ α " Λα " Id. Omitting all (admittely very standard) details, the proof of (3.20) can be condensed in the following three steps.
(a) Λ α is bounded on L p pH n q for all Re α " 0 (and not just α " 0), (b) If α " A P 2N, then Λ A is (almost) a Calderón-Zygmund operator, hence bounded on L p pH n q. The L p -boundedness actually holds for all Re α " A. (c) The operator family α Þ Ñ Λ α is analytic (in a suitable sense) for Re α ą 0 and continuous on Re α ě 0, so complex interpolation gives the L p pH n q boundedness of Λ α for all 0 ď α ď A. Since A P 2N is arbitrary, (3.20) follows. We then begin executing the steps (a)-(c) carefully. We will need the following "vertical Hilbert transform": Lemma 3.21. For ϕ P S, define the operator Hϕpz, tq :"
Then H extends to a bounded operator on L p pH n q, for 1 ă p ă 8.
Proof. Note that pHϕq z is, up to a constant, the usual Hilbert transform of ϕ z and use Fubini's theorem.
The following lemma states that the operator |T | α maps all sufficiently smooth functions into L p pH n q: Lemma 3.22. Let Re α ě 0 and f P S. Then,
For p " 2, the term |Im α| can be omitted.
Proof. We write m α pτ q :" p2π|τ |q α for the symbol of the fractional Laplacian p´△q α{2 on R. Fix z P R 2n , f P S, α " α 1`i α 2 P C, and 1 ă p ă 8. We note that if β P R, then p´△q iβ is bounded on L p pRq with operator norm }m iβ } L p ÑL p " }m iβ } L 8 pRq`} τ Þ Ñ |τ |pm iβ q 1 pτ q} L 8 pRq p 1`|β| by the Marcinkiewicz multiplier theorem. For p " 2, the term involving the derivative can be omitted. Consequently,
and hence }|T | α f } p p1`|Im α|q}|T | α 1 f } p by Fubini's theorem. Further, noting that that |T | k and T k differ by at most the vertical Hilbert transform H for k P N, we obtain
To proceed, we temporarily denote by p1`|T |q β , β P R, the Fourier multiplication on
by Fubini's theorem and [19, Lemma 2, p. 133]. Also, the operators p1`|T |q´β, β ě 0, are bounded on L p pH n q (even contractions on L p pH n q), since p1´4π 2 |τ | 2 q´β {2 is the Fourier transform of the Bessel kernel J β , recall Definition 2.9. Thus, the right hand side of (3.24) is further bounded by a constant times
The last inequality is a special case of [19, Lemma 3, p. 136 ]. The proof is complete.
The following corollary is immediate:
Corollary 3.25. Let Re α " 0. Then |T | α is bounded on L p pH n q. In particular, both Λ α and Λα are bounded on L p pH n q, anďˇˇˇˆH n pΛ α ϕqpxqψpxq dxˇˇˇˇ p p1`|Im α|qe π|Im α| }ϕ} p }ψ} q , ϕ, ψ P S,
Proof. Recall that Λ α and Λα are compositions of |T | α and p1´△q´α. Then, combine Lemma 3.22 with (3.9).
Next, we prepare for complex interpolation by establishing the necessary analyticity and continuity properties of the operator-valued map α Þ Ñ |T | α . Proposition 3.27. For f P S, the L 2 pH n q-valued map α Þ Ñ |T | α f is analytic on Re α ą 0 and continuous on Re α ě 0.
Proof. As before, write m α pτ q :" p2π|τ |q α . We first record that, for τ P R fixed, n α pτ q :" d dα m α pτ q " p2π|τ |q α ln 2π|τ | and d dα n α pτ q " p2π|τ |q α pln 2π|τ |q 2 (3.28)
for α P C. Then, we consider the function ρ defined by ρpz, tq " " pξ, τ q Þ Ñ n α pτ qf pξ, τ q ıˇp z, tq, pz, tq P H n .
Clearly ρ P L 2 pH n q by Plancherel, and we claim that
as β Ñ α inside the half-space Re β ě 0. To see this, fix any g P S, let k :" rRe αs{2`1,
and consider
where η α,β pτ q :" m β pτ q´m α pτ q pβ´αqp1`4π 2 |τ | 2 q k´n α pτ q p1`4π 2 |τ | 2 q k , Re α, Re β ě 0, τ P R.
We will show in a moment that }η α,β } L 8 |α´β|, if β is close enough to α. Once this has been verified, we can estimate (for such β)ˇˇˇˆH
Taking a supremum over g P S with }g} 2 ď 1 gives (3.29) (recalling that f P S, so any finite sum of derivatives of f is in L 2 pH n q). It remains to show that }η α,β } L 8 pRq |α´β| for β close enough to α. For τ P R fixed, two applications of the mean value theorem givěˇˇˇm β pτ q´m α pτ q β´α´n α pτ qˇˇˇˇ" |n γ pτ q´n α pτ q| ďˇˇˇˇd dα pα Þ Ñ n α pτ qq| α"ζˇ| α´β| (3.30)
for some γ, ζ P rα, βs. Now, the α-derivative on the right was computed in (3.28), and we obtain |η α,β pτ q| ď |α´β| p2π|τ |q Re ζ pln 2π|τ |q 2 p1`4π 2 |τ | 2 q k |α´β|, assuming that β is sufficiently close to α so that Re ζ P rRe α, Re βs Ă r0, 2kq. In particular, }η α,β } L 8 pRq |α´β|, as desired, and the proof of (3.29) is complete. Both claims of the proposition follow immediately from (3.29).
Now the desired analyticity and continuity properties of α Þ Ñ Λ α easily follow by combining Proposition 3.27 with Proposition 3.10.
Lemma 3.31. For f P S, the L 2 pH n q-valued map f Þ Ñ Λ α f is analytic on Re α ą 0 and continuous on Re α ě 0.
Proof. Namely, for f P S fixed and Re α, Re β ą 0, we write
Since |T | α f P L 2 pH n q by Plancherel, the first term converges in L 2 pH n q as β Ñ α by Proposition 3.10. On the other hand, for β contained in any compact subset of Re β ě 0, the operators p1´△q´β are equicontinuous on L 2 pH n q by (3.9), or even (3.8). Thus, the L 2 -convergence of the second term, as β Ñ α, follows from Proposition 3.27. The continuity on Re α ě 0 follows by a similar argument, writing
The first term tends to zero in L 2 pH n q as β Ñ α by Proposition 3.10, and and the second term does the same by Proposition 3.27, and the local L 2 -equicontinuity of the family tp1´△q β u βě0 .
We are now almost prepared to prove the main estimate (3.20) . We will use the following variant of the Phragmén-Lindelöf principle (see [ We are now prepared to prove the estimate (3.20) .
Proof of (3.20) . Fix f, g P S with }f } p " 1 " }g} q . Fix also A P 2Nzt0u. We consider the map G " G f,g defined by
Lemma 3.31 shows that G is analytic on 0 ă Re α ă A and continuous on 0 ď Re α ď A.
We also have the following a priori estimate |Gpαq| ď }Λ α f } 2 }g} 2 e π|Im α| }|T | α f } 2 }g} 2 e π|Im α| r}f } 2`} T f } 2 s}g} 2 , (3.34) using Cauchy-Schwarz, then (3.9), and finally Lemma 3.22 for p " 2. This certainly implies that G satisfies the double exponential growth bound (3.33) in Lemma 3.32. So, it remains to study Gpαq for Re α P t0, Au.
For Re α " 0, we have already noted in (3.26) that |Gpαq| p p1`|Im α|qe π|Im α| }f } p }g} q " p1`|Im α|qe π|Im α| , (3.35)
where 1{p`1{q " 1.
We then need to prove a similar estimate for Re α " A. Note that |τ | α " |τ | α´A τ A for τ P R by A P 2N. Using this, and that B α pxq " B α px´1q by (3.7), we may write
The functions appearing above are so well integrable (recall in particular that g˚B α P S) that the manipulations are easily justified.
To proceed, we note that Repα´Aq " 0, so p2π|τ |q α´A is one of the multipliers we already encountered during the proof of Lemma 3.22. Consequently, the multiplier with symbol p2π|τ |q α´A defines an L p -multiplier for all 1 ă p ă 8 with operator norm p 1`|Im α|. Since moreover T A pg˚B α q P S, we may apply Parseval's identity one more time, and then Hölder's inequality, and all of this leads to
To attain an analogue of (3.35) in the case Re α " A, it therefore remains to prove that
First, as g P S and B α P L 1 pH n q, we find that T A pg˚B α q " pT A gq˚B α " p1´△q´αpT A gq. Then, using also the semigroup property p1´△q´αψ " p1´△q A´α p1´△q´Aψ for ψ P S, see [7, Theorem (3.15 )], we find that
The last inequality was an application of (3.9). So, it remains to prove that p1´△q´ApT A gq is bounded on L q . Since p1´△q´Aϕ " p1´△q´1p1´△q´1¨¨¨p1´△q´1ϕ for ϕ P S, again by the semigroup property stated in [7, Theorem (3.15) ], and the T -derivative commutes with convolutions, we find that p1´△q´ApT A gq " rp1´△q´1T srp1´△q´1T s¨¨¨rp1´△q´1T spgq.
Thus, also observing that each application of p1´△q´1T preserves the Schwartz class, the L q -boundedness of g Þ Ñ p1´△q´ApT A gq will follow from the L q -boundedness of g Þ Ñ p1´△q´1pT gq " pT gq˚B 1 . To this end, we will simply verify that g Þ Ñ pT gq˚B 1 is a Calderón-Zygmund operator on H n in the sense described in [20, XII.5.2] . Let L be the distribution
Then, one easily checks that rpT gq˚B 1 spxq " pg˚Lqpxq for g P S and x P H n (recalling that convolution with a distribution is defined as pϕ˚Lqpxq " Lpφ˝τ x´1 q, where τ x´1 is right translation by x´1, andφpyq " ϕpy´1q). Also, L clearly coincides on H n zt0u with the smooth function T B 1 . If X γ stands for any horizontal derivative of order |γ| P NYt0u (notably T " X i X n`i´Xn`i X i ), we have
by [6, Lemma 4.3.8] , so in particular
This gives the correct "size and smoothness" assumptions required from the distribution L in [20, (80) - (82), p.562]. 1 We then verify the cancellation condition [20, (83) ]: if Φ is a smooth function supported on Bp0, 1q, R ą 0, and Φ R P DpH n q is the function defined by Φ R pxq " Φpδ 1{R pxqq, we have the uniform bound
This gives [20, (83) ]. Therefore, by [20, Corollary 5.2.4, p. 567], the convolution ϕ Þ Ñ ϕ˚L extends to a bounded operator on L p pH n q, 1 ă p ă 8, and in particular }p1´△q´1pT gq}}g} q " 1, as desired. We have now established (3.36), and therefore shown that (3.35) holds for Re α P t0, Au. Now (3.20) follows immediately from the Phragmén-Lindelöf principle, Lemma 3.32. Namely,
for 0 ă α ă A. Together with the boundary cases α P t0, Au treated separately, this implies (3.20) with implicit constant given by the expression on the right hand side above.
POINTWISE FRACTIONAL T -DERIVATIVES
We have now established that horizontal Sobolev functions of parameters pα, pq are vertical Sobolev functions with parameters pα{2, pq. In this section, as the first application, we infer that horizontal Sobolev functions therefore have pointwise a.e. defined fractional T -derivatives. In short, we prove Proposition 1.4 and Corollary 1.6. We begin with a remark.
Remark 4.1. If 1 ď p ď 8, and f P L p pH n q, then f z P L p pRq for almost every z P R 2 . In particular, in the L p -equivalence class of any f P L p pH n q there exists a representativef such thatf z P L p pRq for every z P R 2n . Whenever we write f P L p pH n q in this section, we will have such a representative in mind.
We now introduce the notions of fractional T -derivatives we are interested in.
Definition 4.2 (Fractional T -derivatives). Let
(i) We say that the fractional T -derivative of order α exists at pz, tq P H n if the sequence
3)
converges to a finite limit as ε ą 0. Note that, for ε ą 0 fixed, the integral in (4.3) is absolutely convergent, since f z P L p pRq by the previous remark, and r Þ Ñ χ Rzr´ε,εs prq|r|´1´α P L 1 pRq X L 8 pRq. In this case, we write
(ii) We say that the fractional T -derivative of order α exists in
It is easy to see that T α ϕ P L 1 pH n q X L 8 pH n q for 0 ă α ă 1 and ϕ P D, so the integral on the right is absolutely convergent for f P L p pH n q, 1 ď p ď 8.
We begin by observing that L p -existence implies distributional existence.
Proof. Fix ϕ P D and let q be the dual exponent of p. Since T α f exists in L p , and ϕ P L q pH n q, we can first writê
For z P R 2n fixed, we define ϕ z P DpRq and f z P L p pRq as before. Note that
These manipulations are justified, because the function ps, tq Þ Ñ f z psqϕ z psq´f z ptqϕ z ptq |s´t| 1`α is integrable over the domain tps, tq P RˆR : |s´t| ą εu, for ε ą 0, and its integral is clearly zero. Hence,ˆH
This means that tT α,ε f u εą0 is a Cauchy sequence in L p pH n q, as claimed.
It remains to show the existence of T α ϕ in L p for ϕ P D.
Lemma 4.11. Let 0 ă α ă 1 and 1 ď p ď 8. Then T α ϕ exists in L p for ϕ P D.
Proof. We begin with the case p " 8. Fix 0 ă ε 1 ă ε 2 ă 8, and note that
|ϕpz, t`rq´ϕpz, tq| |r| 1`α dr ": I ε 2 pz, tq.
We claim that }I ε } 8 α,ϕ ε 1´α for all ε ą 0 small enough, which implies, by the estimate above, that tT α,ε ϕu εą0 is a Cauchy sequence in L 8 . To prove this, let R ą 0 be such that spt ϕ Ă r´R, Rs 2n`1 . Let 0 ă ε ă R. First, if pz, tq P R 2n`1 zr´2R, 2Rs 2n`1 , it is clear that I ε pz, tq " 0, since pz, t`rq R spt ϕ for |r| ă ε. On the other hand, for pz, tq P r´2R, 2Rs 2n`1 , the mean value theorem gives the estimate
This completes the proof of the case p " 8. The case p " 1 follows from this estimate, and the observation that spt I ε Ă r´2R, 2Rs 2n`1 for 0 ă ε ă R. Indeed,
, which implies that tT α,ε ϕu εą0 is a Cauchy sequence in L 1 pH n q. The cases 1 ă p ă 8 can, finally, be deduced from the convexity of L p -norms, or proven directly using the argument above.
The case of bounded Lipschitz functions.
In this section, we consider functions in
f is bounded and Lipschitzu.
Comparing with Proposition 4.6, and viewing W 1,8 pH n q as the "p " 8" endpoint of the scale tS p 1 pH n qu 1ăpă8 " tW 1,p pH n qu 1ăpă8 , one might guess that T 1{2 f P L 8 pH n q. This is false: for f pxq " mint}x} H , 1u, the 1 2 -derivative T 1{2 f has a logarithmic singularity at 0, see Example 4.21 below for details. A possible explanation is that W 1,8 pH n q is not the "right" endpoint of tS p 1 pH n qu 1ăpă8 , and one should rather consider the space S 8 1 pH n q discussed in [6, Definition 4.4.2] -and more generally S 8 2α pH n q for 0 ă α ă 1. We do not know if 
is a Cauchy sequence in the BMO norm. We do not know if this is true; the proof below would only imply that tT 1{2,ε f u εą0 is a bounded sequence in BMO. Yet another open question is the generalisation of Corollary 4.14 for α P p0, 1qzt 1 2 u. One could conjecture (4.13), or perhaps the same with BMOpH n q on the right hand side; it seems that the weaker conclusion would follow from our proof if S 8 2α pH n q Ă C 0,2α pH n q, but we do not know if this is true. On the other hand, our proof does not imply that T α maps bounded functions in C 0,2α pH n q to BMOpH n q; neither do we have a counterexample.
Proof of Corollary 4.14. We will use without further mention that Lipschitz functions have a pointwise a.e. defined horizontal gradients in L 8 pH n q, see [2, Proposition 6.12] ; this is a genuinely easier statement than the Pansu-Rademacher theorem.
To establish, first, the pointwise existence of T 1{2 f , we fix a ball B Ă H n , and then a function ψ " ψ B P D with χ 2B ď ψ ď χ 3B . For pz, tq P B and ε ą 0 fixed, we write
Here certainly ψf P W 1,2 pH n q " S 2 1 pH n q, so T 1{2 pψf qpz, tq exists for a.e. pz, tq P B (4.18)
by Proposition 4.6; moreover T 1{2 pψf q P L 2 pHq, and T 1{2,ε pψf q Ñ T 1{2 pψf q in L 2 pH n q as ε Ñ 0. On the other hand, if pz, tq P B is arbitrary, we note that pr1´ψsqf pz, tq " 0 " pr1´ψsf qpz, t`rq for all 0 ă |r| ă δ, where δ " δ B ą 0, since p1´ψq vanishes on a neighbourhood of B. Thus,
for all pz, tq P B and 0 ă ε ă δ, and in particular the limit, as ε Ñ 0, exists. We also point out that T 1{2 pr1´ψsf q P L 8 pBq. Combined with (4.18), this establishes the existence of T 1{2 f pz, tq for a.e. pz, tq P B. But since B was arbitrary (and the value of T 1{2 f pz, tq is independent of the choice of B, when it exists), we have shown that T 1{2 f pz, tq exists for a.e. pz, tq P H n . We also remark that the previous argument gives
for any fixed ball B Ă H n ; indeed, performing the decomposition (4.17) relative to B, we infer from (4.19) that
for 0 ă ε ă δ. Therefore, (4.20) follows from the L 2 -convergence T 1{2,ε pψf q Ñ T 1{2 pψf q. Of course, a corollary of (4.20) is that T 1{2 f P L 2 loc pH n q Ă L 1 loc pH n q, which is needed to make sense of various integrals below.
We next prove (4.15). We need to show that
We may evidently assume that x 0 " 0, f p0q " 0, and Lippf q ą 0 (since T 1{2 annihilates constants). Replacing f by g " f {Lippf q if necessary, we may assume that Lippf q " 1.
Moreover, one easily checks that pT 1{2 f qpδ r pxqq " T 1{2 f r pxq almost everywhere, where f r " 1 r rf˝δ r s. Observing moreover that Lippf r q " Lippf q " 1 for r ą 0, and
we conclude that it suffices to consider r " 1. We then write B :" Bp0, 1q.
As before, fix a function ψ P D with χ 2B ď ψ ď χ 3B , and a constant c P R. Then,
To handle I 1 , we use Cauchy-Schwarz, then (3.2), and finally (2.8):
In the last inequality we also used the assumption f p0q " 0. The estimate p˚q can be seen rigorously in various ways; one is to use the L 2 -existence of T 1{2 pψf q and write the left hand side as the limit of the numbers }T 1{2,ε pψf q} 2 . Then, one can safely use Fubini's theorem in H n " R 2nˆR , and finally apply (4.8) to each pψf q z , z P R 2n . To estimate I 2 pcq, we first record that rf p1´ψqspz, t`sq " 0, pz, tq P B, 0 ď |s| ă δ, recalling that χ 2B ď ψ ď 1; here δ ą 0 is a constant depending only on the ambient dimension. Therefore, Finally, recalling that Lippf q " 1, we estimate |rf p1´ψqspz, t`sq´rf p1´ψqsp0, sq| ď dppz, t`sq, p0, sqq " }pz, tq} H ď 1 for pz, tq P B. It follows that
and the proof of (4.15) is complete.
The fact that T 1{2 f is a derivative in the distributional sense follows from (4.20) and the proof of Proposition 4.5. Namely, fix ϕ P D. Since the support of ϕ is contained in some ball B Ă H n , and (4.20) holds, one can first writê
Then, exchanging the order of integration as in the proof of Proposition 4.5, one finds thatˆH
The last equation used f P L 8 pH n q, and that T 1{2 ϕ exists in L 1 pH n q by Lemma 4.11. The proof of Corollary 4.14 is complete.
4.2.
A counterexample for T 1{2 f P L 8 pH n q. We conclude the section by showing that the vertical 1 2 -derivative of f 1 pxq :" mint}x} H , 1u has a singularity at 0. For convenience, we prove the same for f pxq " mint}x} H , 3u, but the statement for f 1 could be obtained by precomposing f with a suitable dilation.
Example 4.21. Consider the function f P W 1,8 pH n q defined by f pxq " mint}x} H , 3u. For illustrative purposes, we first note that T 1{2 f p0, 0q does not exist. Indeed, we havê |r|ąε f p0, rq´f p0, 0q |r| 3{2 dr "ˆ| r|ąε mint2|r| 1{2 , 3u |r| 3{2 dr Ñ 8
as ε Ñ 0. More is true: T 1{2 f is not essentially bounded in the domain Ω :" tpz, tq P Bp0, 1q : t ą 0, |z| 4 ă 16t 2 u.
To see this, we will derive the following lower bounďˇˇˇˆR f pz, t`rq´f pz, tq |r| 3{2 drˇˇˇˇě max " 1 2 lnˆt`1 4t˙´1 0, 0 * , pz, tq P Ω. To prove (4.22), we first consider those values of r for which the integrand in (4.22) is negative. Since pz, tq P Ω Ă Bp0, 3q, we have f pz, tq " }pz, tq} H . If r P R is such that pz, t`rq R Bp0, 3q, then f pz, t`rq´f pz, tq ě 3´}pz, tq} H ě 0, so it suffices to consider those r where pz, t`rq P Bp0, 3q and f pz, t`rq´f pz, tq " This last expression is negative exactly for r P p´2t, 0q and clearly pz, tq P Ω implies that pz, t`rq P Bp0, 3q for such r. We first show thaťˇˇˇˆ0 2t f pz, t`rq´f pz, tq |r| 3{2 drˇˇˇˇ"ˇˇˇˇˆ0 2t }pz, t`rq} H´} pz, tq} H |r| 3{2 drˇˇˇˇď 10 (4.23)
for pz, tq P Ω. By the mean value theorem, there exists for every pz, tq P Ω and all r P R a number τ P rt, t`rs such that 4 a |z| 2`1 6pt`rq 2´4 a |z| 2`1 6t 2 " 8τ r }pz, τ q} 3 H .
(4.24)
We split the domain of integration in (4.23) in two intervals p´2t,´t{2q and p´t{2, 0q. In the range r P p´t{2, 0q, we apply (4.24) as follows: The second inequality in (5.5) is nothing but (3.2), and (5.6) will follow from (5.5) and a homogeneity argument. So, essentially the only task is the first inequality in (5.5). For this purpose, we introduce two more auxiliary seminorms. Let 1 ď p, q ă 8 and 0 ă α ă 1. The first new seminorm is the standard Besov space Λ The second seminorm is the "vertical Besov seminorm" on H n , defined for ϕ P SpH n q:
}ϕ} To proceed, we recall some continuous inclusions between Besov and Sobolev spaces on R, which can be found in Stein's book [19] . 
