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WEIGHTED MULTILINEAR POINCARE´ INEQUALITIES FOR
VECTOR FIELDS OF HO¨RMANDER TYPE
DIEGO MALDONADO, KABE MOEN, AND VIRGINIA NAIBO
Abstract. As the classical (p, q)-Poincare´ inequality is known to fail for 0 < p < 1,
we introduce the notion of weighted multilinear Poincare´ inequality as a natural
alternative when m-fold products and 1/m < p are considered. We prove such
weighted multilinear Poincare´ inequalities in the subelliptic context associated to
vector fields of Ho¨rmader type. We do so by establishing multilinear representation
formulas and weighted estimates for multilinear potential operators in spaces of
homogeneous type.
1. Introduction and main result
The classical Poincare´ inequality
(1.1)
(∫
B
|u(x)− uB|
q dx
)1/q
≤ C
(∫
B
|∇u(x)|p dx
)1/p
, u ∈ C1(B),
where B is an Euclidean ball in Rn and uB =
1
|B|
∫
B
u(x) dx, holds when 1 ≤ p < n
and q = np
n−p
. However, simple examples prove that this inequality is false for every
0 < p < 1, see for instance Buckley-Koskela [3, p.224], where it is shown that even the
following weaker version of (1.1) fails for 0 < p < 1 and any Euclidean ball B ⊂ Rn,
(1.2) inf
a∈R
(∫
B
|u(x)− a|q dx
)1/q
≤ C
(∫
B
|∇u(x)|p dx
)1/p
.
We mention in passing that (1.1) does hold for some 0 < p < 1 if u satisfies extra
conditions such as being a solution to a suitable elliptic PDE (Haj lasz-Koskela [18],
Chapter 13) or having |∇u| bounded by a weight with a weak reverse Ho¨lder inequal-
ity (Buckley-Koskela [3]).
We now focus on the case u = fg with f, g ∈ C1(B). By the previous comment,
the following Poincare´ inequality for the product of two functions
(1.3) inf
a∈R
(∫
B
|(fg)(x)− a|q dx
)1/q
≤ C
(∫
B
|∇(fg)(x)|p dx
)1/p
,
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(C independent of f and g), also fails for every 0 < p < 1 and every Euclidean ball
B. On the other hand, note that for any numbers 0 < p, r, s, r˜, s˜ <∞ with
(1.4)
1
p
=
1
r
+
1
s
=
1
r˜
+
1
s˜
,
the inequality (∫
B
|∇(fg)|p
)1/p
.
(∫
B
|∇f |r dx
)1/r (∫
B
|g|s dx
)1/s
(1.5)
+
(∫
B
|f |r˜ dx
)1/r˜ (∫
B
|∇g|s˜ dx
)1/s˜
,
with constant depending only on p, holds as a consequence of Ho¨lder’s inequality.
Hence, a natural alternative to (1.3) for arbitrary functions f and g and 0 < p < 1
is given by the inequality
inf
a∈R
(∫
B
|(fg)(x)− a|q dx
)1/q(1.6)
≤ C
((∫
B
|f |r dx
)1/r (∫
B
|∇g|s dx
)1/s
+
(∫
B
|∇f |r˜ dx
)1/r˜ (∫
B
|g|s˜ dx
)1/s˜)
,
or the following stronger inequality, which we will call bilinear Poincare´ inequality
(∫
B
|(fg)(x)− fBgB|
q dx
)1/q(1.7)
≤ C
((∫
B
|f |r dx
)1/r (∫
B
|∇g|s dx
)1/s
+
(∫
B
|∇f |r˜ dx
)1/r˜ (∫
B
|g|s˜ dx
)1/s˜)
,
where p, r, s, s˜, r˜ are related through (1.5) and C is independent of f , g, and B.
The purpose of this article is to derive weighted inequalities of the type (1.7) where
p is allowed to be bigger than 1/2 and, more generally, p > 1/m when m factor func-
tions are involved. Moreover, we do so in the subelliptic setting associated to vector
fields satisfying Ho¨rmander’s condition. Since D. Jerison’s fundamental work [19] on
subelliptic Poincare´ inequalities, the research on Poincare´-type inequalities in strati-
fied groups and more general Carnot-Carathe´odory structures has continued to gain
substantial momentum, see, for instance, [4, 5, 6, 10, 11, 12, 13, 14, 15, 16, 17, 18, 21,
22, 25, 26, 27, 29, 36, 40] and references there in. In particular, Buckley-Koskela-Lu
[4] have established the validity of weighted versions of (1.1) for 0 < p < 1 in the
Carnot-Carathe´odory setting under the assumption that the subelliptic gradient of u
satisfies a weak reverse Ho¨lder condition. Along these lines, our main result is moti-
vated by the exploration of inequalities such as (1.7) and the search for a substitute
to (1.1) in the case 0 < p < 1, also in the general Carnot-Carathe´odory setting, when
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the function u in question is an m-fold product of differentiable functions, with no
extra assumptions. Namely, we prove
Theorem 1. Let m ∈ N, 1
m
< p ≤ q < ∞ and 1 < p1, · · · , pm < ∞ such that
1
p
= 1
p1
+ · · ·+ 1
pm
. For a connected bounded open set Ω ⊂ Rn, let Y = {Yk}
M
k=1 be a
collection of vector fields on Ω verifying Ho¨rmander’s condition and denote by ρ the
associated Carnot-Carathe´odory metric. Let u, vk, k = 1, · · · , m, be weights defined
on an open set Ω0 ⊂⊂ Ω and satisfying condition (1.8) if q > 1 or condition (1.9) if
q ≤ 1, where
(1.8)
sup
B=Bρ(x,r), x∈Ω0
diamρ(B) |B|
1/q−1/p
(
1
|B|
∫
B
uqtdx
)1/qt m∏
j=1
(
1
|B|
∫
B
v
−tp′i
i dx
)1/tp′i
<∞,
for some t > 1,
(1.9)
sup
B=Bρ(x,r), x∈Ω0
diamρ(B) |B|
1/q−1/p
(
1
|B|
∫
B
uqdx
)1/q m∏
j=1
(
1
|B|
∫
B
v
−tp′i
i dx
)1/tp′i
<∞,
for some t > 1, where |B| denotes the Lebesgue measure of the ρ-ball B. Then, there
exist positive constants r0 and C such that for all ρ-ball B ⊂ Ω0 with radius less than
r0 and for all fk ∈ C
1(B), k = 1, · · · , m, the following weighted m-linear subelliptic
Poincare´ inequality holds true(∫
B
(∣∣∣∣∣
m∏
k=1
fk −
m∏
k=1
fkB
∣∣∣∣∣ u
)q
dx
)1/q
(1.10)
≤ C
m∑
k=1
(∫
B
(|Y fk| vk)
pk dx
)1/pk∏
i 6=k
(∫
B
(|fi| vi)
pi dx
)1/pi
,
where
fkB =
1
|B|
∫
B
fk(x) dx, k = 1, . . . , m.
Remark 1. We point out that Theorem 1, as well as notion of weighted multilinear
Poincare´ inequality (1.10), are new even in the Euclidean setting. When m = 2,
Theorem 1 provides a substitute to (1.3) for p > 1/2, and, in general, for p as close
to 0 as desired, as long as m factor functions, with m > 1/p, are considered.
Remark 2. It is clear that, when p < 1, inequality (1.7) cannot follow from an
application of the linear Poincare´ inequality (1.1). In addition, (1.7) does not seem
to follow (at least in a straightforward way) from an application of the linear Poincare´
inequality even in cases when p > 1. Indeed, to illustrate why the linear approach
breaks down, in the Euclidean setting consider the particular choices n = 2, r = r˜ = 2,
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s = s˜ = 4, and p = 4/3, which yields q = 4. If we write
(1.11) |f(x)g(x)− fBgB|
4 . |f(x)|4|g(x)− gB|
4 + |gB|
4|f(x)− fB|
4
and use, for instance, Ho¨lder’s inequality with any auxiliary index l ≥ 1 in the first
summand to get(∫
B
|f(x)|4|g(x)− gB|
4 dx
)1/4
≤
(∫
B
|f(x)|4l
′
dx
)1/4l′ (∫
B
|g(x)− gB|
4l dx
)1/4l
we realize that it is impossible to utilize a linear Poincare´ inequality of the type
(1.12)
(∫
B
|g(x)− gB|
4l dx
)1/4l
≤ C
(∫
B
|∇g|s dx
)1/s
,
since
1
s
−
1
n
=
1
4
−
1
2
= −
1
4
6=
1
4l
for any l ≥ 1. We then notice that any attempt to use a linear Poincare´ inequality
with these exponents s and r will be unsuccessful, since in this example we have
1/s−1/n < 0 and 1/r−1/n = 0. As opposed to separately considering the fractions
1/r and 1/s, the bilinear approach is based on the sum 1/r + 1/s, which verifies
1
r
+
1
s
−
1
n
=
1
4
=
1
q
.
Also, if we try a different way and write
|f(x)g(x)− fBgB|
4 . |f(x)g(x)− (fg)B|
4 + |(fg)B − fBgB|
4,
then the linear Poincare´ inequality allows to control the first summand by(∫
B
|f(x)g(x)− (fg)B|
4 dx
)1/4
≤ C
(∫
B
|∇(fg)(x)|4/3 dx
)3/4
,
which, in turn, can be bounded as in (1.5). However, given any l ≥ 1, for the constant
term |(fg)B − fBgB| we have,
|(fg)B − fBgB| =
1
|B|
∣∣∣∣
∫
B
f(x)(g(x)− gB) dx
∣∣∣∣ ≤ 1|B|
∫
B
|f(x)||g(x)− gB| dx
≤
(
1
|B|
∫
B
|f(x)|l
′
dx
)1/l′ (
1
|B|
∫
B
|g(x)− gB|
l dx
)1/l
,
so that∫
B
|(fg)B − fBgB|
4 dx ≤ |B|
(
1
|B|
∫
B
|f(x)|4l
′
dx
)1/l′ (
1
|B|
∫
B
|g(x)− gB|
4l dx
)1/l
=
(∫
B
|f(x)|4l
′
dx
)1/l′ (∫
B
|g(x)− gB|
4l dx
)1/l
,
where we used Jensen’s inequality to avoid loose powers of |B|. We now see that if
we intend to bound the last term by means of the linear Poincare´ inequality, we run
into the same problem as in (1.12) since 1/s− 1/n < 0 6= 1/4l.
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In a sense, controlling the oscillation |f(x)g(x)−fBgB| (rather than the oscillation
|f(x)g(x)− (fg)B|) requires bilinear methods, even for some p larger than 1.
Remark 3. In the linear case (m = 1), representation formulas and Poincare´ in-
equalities imply embedding theorems on Campanato-Morrey spaces, see, for instance,
Lu [23, 24] for such embeddings in the Carnot-Carathe´odory context. In order to il-
lustrate the multilinear analogs of these embeddings associated to Theorem 1, let us
focus on the Euclidean setting and the bilinear case m = 2. Let w ≥ 0 be a weight
and for p, λ > 0 and f ∈ L1loc(R
n, wp), f is said to belong to the weighted Morrey
space Lp,λ(w) if
‖f‖Lp,λ(w) = sup
B
(
1
|B|λ/n
∫
B
|f(x)w(x)|p dx
)1/p
<∞,
and f is said to belong to the weighted Campanato space Lp,λ(w) if
‖f‖Lp,λ(w) = sup
B
inf
a∈C
(
1
|B|λ/n
∫
B
(|f(x)− a|w(x))p dx
)1/p
<∞.
Then, Theorem 1 (with m = 2 and in the Euclidean setting) implies a variety of
weighted inequalities of the form
(1.13) ‖fg‖Lp,λ(w) . ‖∇f‖Lp1,λ1(u)‖g‖Lp2,λ2 (v) + ‖f‖Lp1,λ1 (u)‖∇g‖Lp2,λ2(v),
for a larger class of weights u, v, w (and, therefore, a larger range of indices p, λ, p1, λ1,
p2, and λ2) than one could possibly obtain by iteration of the linear weighted estimates
and Ho¨lder’s inequality. See remark 5.
Inequalities of the form (1.13) are related to the so-called Kato-Ponce inequality,
where the Lp-norm of the derivative of the product is being replaced by another
measure of the oscillation (i.e., the Campanato norm) of the product, and the Morrey
spaces play the role of the Lebesgue spaces.
Regarding the organization of the article, we prove Theorem 1 in § 5 after conve-
niently adapting the usual approach to the classical Poincare´ inequality (1.1). That
is, by proving a multilinear analog to the representation formula
|f(x)− fB| . IB,1(|∇f |)(x), x ∈ B,
where IB,1(h)(x) =
∫
B
h(y) |x− y|1−n dy (see Corollary 4 in § 5). Then, in § 2 we
use the framework of spaces of homogeneous type to introduce a class of multilinear
potential operators that includes the multilinear counterpart to IB,1 and we estab-
lish their weighted Lebesgue estimates in § 3. These weighted estimates are further
conveyed into the context of Orlicz spaces in § 4, producing natural multilinear alter-
natives to their linear counterparts and allowing for a strictly wider range of indices,
see Theorem 3 and Remark 7.
Acknowledgments. The authors would like to thank Carlos Pe´rez and Rodolfo
Torres for useful conversations regarding the topics in this article. Part of the work
presented here originated in the interaction among the authors that took place during
the Prairie Analysis Seminar 2008 in Lawrence, Kansas. The participation of the
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authors in such conference was supported in part by the National Science Foundation
grant DMS 0848357.
2. Multilinear potential operators in spaces of homogeneous type
We introduce in this section the theory of multilinear potential operators in the
ample context of spaces of homogeneous type and state their weighted boundedness
properties.
Recall that a space of homogeneous type (in the sense of Coifman-Weiss [9]) is a
triple (X, ρ, µ), where X is a nonempty set, ρ is a quasi-metric defined on X, that
satisfies
(2.1) ρ(x, y) ≤ κ(ρ(x, z) + ρ(z, y)) x, y, z ∈ X
for some κ ≥ 1 and µ is a Borel measure on X (with respect to the topology defined
by ρ) such that there exists a constant L ≥ 0 verifying
(2.2) 0 < µ(Bρ(x, 2r) ≤ Lµ(Bρ(x, r)) <∞
for all x ∈ X and 0 < r < ∞, and where Bρ(x, r) = {x ∈ X : ρ(x, y) < r} is the
ρ-ball of center x and radius r. It can be assumed without loss of generality that the
ρ-balls are open subsets of X , see [28]. Given a ball B = Bρ(x, r) and θ > 0 we will
usually write r(B) to denote the radius r and θB to denote Bρ(x, θr).
Condition (2.2) is known as the doubling property of µ. We will also assume that
µ satisfies the reverse doubling property, that is, for all η > 1 there are constants
c(η) > 0 and δ > 0 such that
(2.3)
µ(Bρ(x1, r1))
µ(Bρ(x2, r2))
≥ c(η)
(
r1
r2
)δ
,
whenever Bρ(x2, r2) ⊂ Bρ(x1, r1), x1, x2 ∈ X and 0 < r1, r2 ≤ η diamρ(X), where
diamρ(X) = sup{ρ(x, y) : x, y ∈ X}. Note that η is not needed when diamρ(X) =∞
and that when diamρ(X) < ∞ the inequality (2.3) for, say, η = 2 implies (2.3) for
any η > 1 with the same value of δ.
For x, y1, . . . , ym ∈ X and µ-measurable functions f1, . . . , fm defined on X , we
will write ~y = (y1, . . . , ym) ∈ X
m, dµ(~y) = dµ(y1) . . . dµ(ym), ~f = (f1, . . . , fm),
~f(~y) = f1(y1) . . . fm(ym), and ρ(x, ~y) = ρ(x, y1) + · · · ,+ρ(x, ym). With some abuse
of notation we will write ρ(~x, ~y) = ρ(x1, y1) + · · ·+ ρ(xm, ym) for ~x, ~y ∈ X
m. Given
a measurable function g on X , we denote the average of g over a measurable subset
E ⊂ X by
−
∫
E
g dµ =
1
µ(E)
∫
E
g dµ.
For α > 0 we define the multilinear fractional integral operator of order α as
(2.4) IX,α(~f)(x) =
∫
Xm
~f(~y)
(ρ(x, ~y))α
(µ(Bρ(x, ρ(x, ~y))))m
dµ(~y).
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More generally, we define multilinear potential operators associated to a nonnegative
kernel K(x, ~y) as
(2.5) T (~f)(x) =
∫
Xm
~f(~y)K(x, ~y) dµ(~y).
We will always assume that the kernel K is the restriction of a nonnegative continuous
kernel K˜(~x, ~y) (i.e. K(x, ~y) = K˜((x, . . . , x), ~y) for (x, ~y) ∈ Xm+1) that satisfies the
following growth conditions: for every c > 1 there exists C > 1 such that
K˜(~x, ~y) ≤ CK˜(~z, ~y) if ρ(~z, ~y) ≤ cρ(~x, ~y), and
(2.6)
K˜(~x, ~y) ≤ CK˜(~y, ~z) if ρ(~y, ~z) ≤ cρ(~x, ~y).
The reverse doubling property implies that if the growth condition (2.6) is true for
some c > 1, then it also holds for all c > 1 with a possibly different value of C.
We notice that the kernel
(2.7) Kα(x, ~y) =
ρ(x, ~y)α
µ((Bρ(x, ρ(x, ~y)))m
associated to the operator (2.4) is the restriction of
(2.8) K˜α(~x, ~y) =
ρ(~x, ~y)α
µ(Bρ(x1, ρ(~x, ~y))) · · ·µ(Bρ(xm, ρ(~x, ~y)))
.
Following [40] we define the functional ϕ associated to K which acts on balls by
ϕ(B) = sup{K(x, ~y) : (x, ~y) ∈ Bm+1, ρ(x, ~y) ≥ c r(B)}
for a sufficiently small positive constant c and for B such that r(B) ≤ η diamρ(X),
for some fixed η > 1. We note that the reverse doubling property (2.3) ensures that
the set {K(x, ~y) : (x, ~y) ∈ Bm+1, ρ(x, ~y) ≥ cr(B)} is non-empty if c is sufficiently
small (any c satisfying 0 < cδ < c(η) will work).
Under the assumptions (2.6) on K, we have the following properties of ϕ.
(P1) If θ ≥ 1 and B is a ρ-ball in X with θr(B) ≤ η diamρ(X), and (x, ~y) ∈ (θB)
m+1
then ϕ(B) ≤ CθK(x, y) and therefore
(2.9) ϕ(B) ≤ Cϕ(θB).
(P2) If B′ ⊂ B are ρ-balls in X with r(B′), r(B) ≤ η diamρ(X), then
(2.10) ϕ(B) ≤ Cϕ(B′).
Note that (P1) implies that ϕ(B) < ∞. Moreover, (2.9) and (2.10) assure that ϕ
is well-defined in the sense that if Bρ(x1, r1) = Bρ(x2, r2), 0 < r1, r2 ≤ η diamρ(X),
then ϕ(Bρ(x1, r1)) ≈ ϕ(Bρ(x2, r2)). We provide a short proof of property (P1) above
as the proof of (P2) is similar. Suppose (x, ~y) ∈ (θB)m+1 and (s,~t) ∈ Bm+1 with
ρ(s,~t) ≥ cr(B). If ρ(s, ~y) ≥ ρ(~t, ~y), then
ρ(x, ~y) ≤ 2mκθr(B) ≤ 4mκ2θc−1ρ(s, ~y)
so that K(s, ~y) ≤ CK(x, ~y). Further,
ρ(s, ~y) ≤ 2mκθr(B) ≤ 2mκθc−1ρ(s,~t)
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which implies K(s,~t) ≤ CK(s, ~y), and hence
K(s,~t) ≤ CK(x, ~y).
In the case when ρ(s, ~y) ≤ ρ(~t, ~y), we have ρ(x, ~y) ≤ cρ(~t, ~y). Hence,
K˜(~t, ~y) ≤ CK˜((x, . . . , x), ~y) = CK(x, ~y)
and ρ(~t, ~y) ≤ 2mκθr(B) ≤ cρ(s,~t) showing
K(s,~t) ≤ CK˜(~t, ~y) ≤ CK(x, ~y).
Taking the supremum over the proper (s,~t) we have
ϕ(B) ≤ CK(x, ~y).
When K(x, ~y) = (|x− y1|+ · · ·+ |x− ym|)
α−nm, we have
ϕ(B) ≈ r(B)α−nm
and when K is given by (2.7) we have
ϕ(B) ≈
r(B)α
µ(B)m
, r(B) ≤ η diamρ(X),
with constants that depend only on κ, L, and c as in the definition of ϕ (and therefore
on c(η) and δ).
Finally, we will assume that the functional ϕ associated to our kernel K satisfies
the following property: there exists ǫ > 0 such that for all C1 > 1 there exists C2 > 0
such that
(2.11) ϕ(B′)µ(B′)m ≤ C2
(
r(B′)
r(B)
)ǫ
ϕ(B)µ(B)m
for all balls B′ ⊂ B, with r(B′), r(B) < C1 diamρ(X). Note that the last condition is
superfluous when diamρ(X) = ∞, and that if diamρ(X) < ∞, it is enough to check
(2.11) for only, say, C1 = 2, and that ǫ can be taken to be independent of C1.
Remark 4. Notice that
K(x, ~y) = (|x− y1|+ · · ·+ |x− ym|)
α−nm
and
Kα(x, ~y) =
ρ(x, ~y)α
µ(Bρ(x, ρ(x, ~y)))m
both satisfy (2.11) with ǫ = α. In the general case Kα, if the constant C1 depends only
on κ, L, and the constants c(η) and δ in (2.3) with η = C1, so does the corresponding
constant C2.
We now state our main results concerning weighted boundedness properties for T .
Theorem 2. Suppose that 1 < p1, · · · , pm <∞,
1
p
= 1
p1
+ · · ·+ 1
pm
and 1
m
< p ≤ q <
∞. Let (X, ρ, µ) be a space of homogeneous type that satisfies the reverse doubling
property (2.3) and let K be a kernel such that (2.6) holds with ϕ satisfying (2.11).
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Furthermore, let u, vk, k = 1, · · · , m be weights defined on X that satisfy condition
(2.12) if q > 1 or condition (2.13) if q ≤ 1, where
(2.12)
sup
B ρ-ball
ϕ(B)µ(B)
1
q
+ 1
p1
′+···+
1
p′m
(
1
µ(B)
∫
B
uqtdµ
)1/qt m∏
j=1
(
1
µ(B)
∫
B
v
−tp′i
i dµ
)1/tp′i
<∞,
for some t > 1,
(2.13)
sup
B ρ-ball
ϕ(B)µ(B)
1
q
+ 1
p1
′+···+
1
p′m
(
1
µ(B)
∫
B
uqdµ
)1/q m∏
j=1
(
1
µ(B)
∫
B
v
−tp′i
i dµ
)1/tp′i
<∞,
for some t > 1. Then there exists a constant C such that(∫
X
(∣∣∣T ~f ∣∣∣ u)q dµ)1/q ≤ C m∏
k=1
(∫
X
(|fk| vk)
pk dµ
)1/pk
for all ~f ∈ Lp1(X, vp11 dµ)×· · ·×L
pm(X, vpmm dµ). The constant C depends only on the
constants appearing in (2.1), (2.2), (2.3), (2.6), (2.11), (2.12) and (2.13).
When K is given by (2.7) as noted before we have ϕ(B) ≈ diamρ(B)
α/µ(B)m,
hence we have the following result for IX,α
Corollary 1. Suppose that 1 < p1, · · · , pm <∞,
1
p
= 1
p1
+ · · ·+ 1
pm
and 1
m
< p ≤ q <
∞. Let (X, ρ, µ) be a space of homogeneous type that satisfies the reverse doubling
property (2.3) and assume that the kernel K˜α in (2.8) satisfies the growth conditions
(2.6). Let u, vk, k = 1, · · · , m be weights defined on X that satisfy condition (2.14)
if q > 1 or condition (2.15) if q ≤ 1, where
(2.14)
sup
B ρ-ball
diamρ(B)
αµ(B)1/q−1/p
(
1
µ(B)
∫
B
uqtdµ
)1/qt m∏
j=1
(
1
µ(B)
∫
B
v
−tp′i
i dµ
)1/tp′i
<∞,
for some t > 1,
(2.15)
sup
B ρ-ball
diamρ(B)
αµ(B)1/q−1/p
(
1
µ(B)
∫
B
uqdµ
)1/q m∏
j=1
(
1
µ(B)
∫
B
v
−tp′i
i dµ
)1/tp′i
<∞,
for some t > 1. Then there exists a constant C such that(∫
X
(∣∣∣IX,α ~f ∣∣∣u)q dµ
)1/q
≤ C
m∏
k=1
(∫
X
(|fk| vk)
pk dµ
)1/pk
for all ~f ∈ Lp1(X, vp11 dµ)×· · ·×L
pm(X, vpmm dµ). The constant C depends only on the
constants appearing in (2.1), (2.2), (2.3), (2.6), (2.11), (2.14) and (2.15)
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Remark 5. Moen [30, 31] proved Corollary 1 in the context of X = Rn with the
Euclidean metric and Lebesgue measure. The multilinear fractional integral operator
IX,α reduces to the Riesz potential of order α in R
n when m = 1, X = Rn and µ is
Lebesgue measure. Namely,
Iαf(x) =
∫
Rn
f(y)
|x− y|n−α
dy, 0 < α < n.
Muckenhoupt and Wheeden [32] characterized the one-weight strong type inequality(∫
Rn
(Iαfw)
q dx
)1/q
≤ C
(∫
Rn
(fw)p dx
)1/p
,
for f ≥ 0, 1 < p < n
α
and q such that 1
q
= 1
p
− α
n
. They proved that the above
inequality holds if and only if w belongs to the class Ap,q, this is
sup
Q
(
1
|Q|
∫
Q
wq dx
)1/q (
1
|Q|
∫
Q
w−p
′
dx
)1/p′
<∞,
where the supremum is taken over all cubes Q in Rn with sides parallel to the
coordinate axes. The two-weight strong type inequality for Iα(∫
Rn
(Iαfw)
q dx
)1/q
≤ C
(∫
Rn
(fv)p dx
)1/p
, f ≥ 0,
was also extensively studied. For example, Sawyer [39] gave a characterization for w
and v that basically come to testing the above inequality with f = χQv
(1−p′)p and
its dual inequality with χQw
q. Sawyer-Wheeden [40] and Pe´rez-Wheeden [36] stud-
ied two-weight conditions for weighted inequalities of fractional integral operators
on spaces of homogeneous type. In particular, (2.14) (q > 1) reduces to the condi-
tions imposed in Pe´rez-Wheeden [36, Theorem 2.2] to prove weighted boundedness
properties for IX,1 when m = 1.
We stress that, even in the Euclidean setting and with the choice u =
∏m
k=1 vi,
using iterations of the linear results mentioned above to prove multilinear ones would
lead to considering weights (v1, . . . , vm) in the class
W (p, q) :=
⋃
q1,...,qm
m∏
i=1
Api,qi,
where the union is over all qi ≥ pi that satisfy 1/q = 1/q1+ · · ·+1/qm, 1/pi− 1/qi =
1/n, i = 1, . . . , m. However, the class of weights u, v1,. . ., vm (with u =
∏m
k=1 vi)
satisfying (2.14) is strictly larger than W (p, q). See Remark 7.5 in [31] and Section
7 in [20]. See also Pradolini [37] for related results on weighted inequalities for the
multilinear fractional integral operator on Rn.
3. Proof of Theorem 2
We recall the following construction due to M. Christ [8] of dyadic cubes in a
general space of homogeneous type (X, ρ, µ) with constant κ ≥ 1 in the quasi-triangle
inequality for ρ. There exists a collection of open subsets D = {Qkα : k ∈ Z, α ∈ Ik}
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(here, for each k ∈ Z, Ik is a countable set of indices), and constants A > 2κ,
a0, a1 > 0, depending only on κ, such that
(i) µ
(
X \
⋃
αQ
k
α
)
= 0 for every k ∈ Z,
(ii) given Qlβ and Q
k
α with l ≤ k, then either Q
l
β ⊂ Q
k
α or Q
l
β ∩Q
k
α = ∅,
(iii) for each (k, α) and each l > k there is a unique β such that Qkα ⊂ Q
l
β,
(iv) diamρ(Q
k
α) ≤ a1A
k,
(v) each Qkα contains some ball Bρ(x
k
α, a0A
k),
We set Dk = {Qlα ∈ D : l = k} and note that by property (ii) the family D
k may
be assumed to be disjoint. If Q = Qkα we call xQ = x
k
α as given in property (v) the
center of Q and define B(Q) = Bρ(xQ, 2κa1A
k) where a1 is as given in property (iv).
Note that if diamρ(X) =∞ then Q 6= X for all Q ∈ D, and if diamρ(X) <∞, there
exists k0 ∈ Z such that D
k = {X} for all k ≥ k0 and X is not in D
k for k ≤ k0, in
which case we only consider k ≤ k0.
Observe that if Q ∈ Dk, Q′ ∈ Dk
′
and Q ⊂ Q′ then B(Q) ⊂ B(Q′). To see this,
note that by property (ii), we have k ≤ k′. Then if y ∈ B(Q)
ρ(y, xQ′) ≤ κ (ρ(y, xQ) + ρ(xQ, xQ′)) ≤ κ (2κa1A
k + a1A
k′) ≤ 2κ a1A
k′,
where we have used property (iv) for the cube Q′ and that A > 2κ.
Notice that by property (iii) for every Q ∈ Dk there is a unique cube Q∗ ∈ Dk+1,
called the parent of Q, such that Q ⊂ Q∗. Moreover µ(Q) ∼ µ(B(Q)) ∼ µ(B(Q∗))
since µ is doubling and
Bρ(xQ, a0A
k) ⊂ Q ⊂ B(Q) ⊂ B(Q∗) ⊂ (κ+ 1/2)AB(Q).
It is important to observe that if Q ∈ Dk and Q 6= X there exists l > k such that if
Q∗l ∈ Dl is the cube containing Q given by property (iii) (the lth ancestor of Q) then
Q ( Q∗l. This is clear when diamρ(X) <∞. When diamρ(X) =∞, if Q = Q
∗l for all
l > k then, by property (v), Q contains balls of radius a0A
l for all l > k. However, the
radius and diameter of a ball are comparable (a consequence of the reverse doubling
property (2.3)), obtaining Al ≤ C diamρ(Q) <∞ for all l > k, a contradiction.
Our first step towards the proof of Theorem 2 is a discretization of T . Let (x, ~y) ∈
(
⋂
k
⋃
αQ
k
α)
m+1 and l ∈ Z be such that
Al−1 ≤ ρ(x, ~y) ≤ Al.
There is a dyadic cube Q ∈ Dl with x ∈ Q. Let xQ be the center of B(Q), and
y1, . . . , ym be the coordinates of ~y. Since diam(Q) ≤ a1A
l (and we can assume that
a1 is larger than 1),
ρ(xQ, yi) ≤ κ(ρ(x, xQ) + ρ(x, yi)) ≤ κ(a1 + 1)A
l ≤ 2κa1A
l
for 1 ≤ i ≤ m and consequently ~y ∈ B(Q)m. Furthermore, since (x, ~y) ∈ B(Q)m+1
and ρ(x, ~y) ≥ Al−1 = r(B(Q))/2κa1A we have
K(x, ~y) ≤ ϕ(B(Q))
by the definition of ϕ (note that r(B(Q)) = 2κa1A
l ≤ 2κa1Aρ(x, ~y) ≤ 2κa1Am diamρ(X),
so we can choose a structural constant η ≥ 2κa1Am in the definition of ϕ). Since
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x ∈ Q and ~y ∈ B(Q)m it follows that
K(x, ~y) ≤ ϕ(B(Q))χQ(x)χB(Q)m(~y) ≤
∑
Q∈D
ϕ(B(Q))χQ(x)χB(Q)m(~y)
where the last inequality holds for almost all (x, ~y) ∈ Xm+1. Multiplying by ~f(~y) ≥ 0
and integrating yields
(3.1) T (~f)(x) ≤
∑
Q∈D
ϕ(B(Q))
∫
B(Q)m
~f(~y) dµ(~y)χQ(x).
Multiplying by u(x)g(x) ≥ 0 and integrating∫
X
T (~f)(x)g(x)u(x) dµ(x) ≤
∑
Q∈D
ϕ(B(Q))
∫
Q
g(x)u(x) dµ(x)
∫
B(Q)m
~f(~y) dµ(~y).
Now we switch the summation to a smaller set of dyadic cubes with better dis-
jointness properties. To define this smaller set of dyadic cubes we look at level sets
corresponding to a certain multilinear maximal function. Set
MB(D)(~h)(x) = sup
Q∈D:x∈Q
1
µ(B(Q))m
∫
B(Q)m
|~h(~y)| dµ(~y), x ∈
⋃
Q∈D
Q.
Let a > 1 be a number to be chosen later, and set
Sk = {x ∈ ∪Q∈DQ :MB(D)(~f)(x) > a
k}.
If x ∈ Sk, then there exists Q ∈ D such that x ∈ Q and
(3.2)
1
µ(B(Q))m
∫
B(Q)m
~f(~y) dµ(~y) > ak.
In particular, we have Q ⊂ Sk and the fact that
∫
Xm
~f(~y) dµ(~y) <∞ and the nested
nature of the dyadic cubes in D allow to write
Sk =
⋃
j
Qk,j,
where the cubes Qk,j belong to D, and they are disjoint and maximal relative to
inclusion and generation with respect to the property (3.2) (the existence of these
maximal cubes is guarantied by the reverse doubling property (2.3) when diamρ(X) =
∞). Notice that if Q∗k,j is the parent of Qk,j and Qk,j 6= X, by the maximality of Qk,j
we have
ak <
1
µ(B(Qk,j))m
∫
B(Qk,j)m
~f(~y) dµ(~y)
≤
c
µ(B(Q∗k,j))
m
∫
B(Q∗
k,j
)m
~f(~y) dµ(~y)
≤ cak ≤ ak+1
if a is chosen large enough.
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The next step is to estimate µ(Qk,j ∩ S
k+1). Consider x ∈ Qk,j ∩ S
k+1, then
(3.3) MB(D)(~f)(x) = sup
P∈D
x∈P
1
µ(B(P ))m
∫
B(P )m
~f(~y) dµ(~y) > ak+1
and the nested property of dyadic cubes together with the maximality of Qk,j with
respect to the inequality (3.2) imply that if P ∈ D is such that x ∈ P and
1
µ(B(P ))m
∫
B(P )m
~f(~y) dµ(~y) > ak+1,
then P ⊂ Qk,j. Therefore, we have
ak+1 <MB(D)(~f)(x) = sup
P∈D
x∈P⊂Qk,j
1
µ(B(P ))m
∫
B(P )m
~f(~y) dµ(~y)
≤ sup
P∈D
x∈P
1
µ(B(P ))m
∫
B(P )m
(f1χB(Qk,j), . . . , fmχB(Qk,j))(~y) dµ(~y),
where we have used that B(P ) ⊂ B(Qk,j) for P ⊂ Qk,j. Consequently,
µ(Qk,j ∩ S
k+1) = µ({x ∈ Qk,j :MB(D)(~f)(x) > a
k+1})
≤ µ({x ∈ Qk,j :Mµ(f1χB(Qk,j), . . . , fmχB(Qk,j))(x) > a
k+1})
≤
(
‖Mµ‖
ak+1
∫
B(Qk,j)m
~f(~y) dµ(~y)
)1/m
= µ(B(Qk,j))
(
‖Mµ‖
ak+1µ(B(Qk,j))m
∫
B(Qk,j)m
~f(~y) dµ(~y)
)1/m
≤ µ(B(Qk,j))
(
c‖Mµ‖
a
)1/m
=: θµ(B(Qk,j)) ≤ θ µ(Qk,j),
where Mµ is the multi-sublinear maximal operator
Mµ(~h)(x) = sup
x∈B
B ρ-ball
m∏
i=1
1
µ(B)
∫
B
|hi(yi)| dµ(yi)
and ‖Mµ‖ is the smallest constant in the weak inequality
µ{x ∈ X :Mµ(~f)(x) > λ}
m ≤
‖Mµ‖
λ
m∏
i=1
‖fi‖L1(µ).
Notice that such a constant ‖Mµ‖ exists because
Mµ(~f) ≤
m∏
i=1
Mµfi
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where Mµ is the Hardy-Littlewood maximal operator associated to the space of ho-
mogeneous type (X, ρ, µ). The constant θ can be made smaller than one by choosing
a sufficiently large. In particular, if we set Ek,j = Qk,j \ S
k+1, we get
(3.4) µ(Ek,j) ≥ γµ(Qk,j), Qk,j 6= X,
for some constant γ ∈ (0, 1) that depends only on structural constants.
Note that if diamρ(X) <∞ then there exists k1 ∈ Z such that a
k1 < 1
µ(X)
∫
X
f(y) dy ≤
ak1+1. If diamρ(X) =∞, set k1 = −∞. Next, for k > k1, k ∈ Z, define
Ck = {Q ∈ D : ak <
1
µ(B(Q))m
∫
B(Q)m
~f(~y) dµ(~y) ≤ ak+1},
and
Ck1 =
{
{Q ∈ D : 1
µ(B(Q))m
∫
B(Q)m
~f(~y) dµ(~y) ≤ ak1+1}, k1 6= −∞;
∅, k1 = −∞.
If k > k1, we have Qk,j ∈ C
k for all j and if Q ∈ Ck, k > k1, then Q must be
contained in Qk,j for some j. Returning to the estimate for
∫
X
(T ~f)gu dµ, we have∫
X
(T ~f)gu dµ
≤
∑
Q∈D
ϕ(B(Q))
∫
B(Q)m
~f(~y) dµ(~y)
∫
Q
g(x)u(x) dµ(x)
=
∑
k≥k1
∑
Q∈Ck
1
µ(B(Q))m
∫
B(Q)m
~f(~y) dµ(~y) ϕ(B(Q))µ(B(Q))m
∫
Q
gu dµ
≤
∑
k>k1
ak+1
∑
j
∑
Q∈Ck
Q⊂Qk,j
ϕ(B(Q))µ(B(Q))m
∫
Q
gu dµ
+
∑
Q∈Ck1
ak1+1 ϕ(B(Q))µ(B(Q))m
∫
Q
gu dµ.
We need the following lemma.
Lemma 1. If ϕ satisfies (2.11) with constants ǫ, C1 and C2 then there exists a con-
stant C = C(C1, C2, ǫ, A) such that for each Q0 ∈ D with r(B(Q0)) ≤ C1 diamρ(X)∑
Q∈D
Q⊂Q0
ϕ(B(Q))µ(B(Q))m
∫
Q
gu dµ ≤ Cϕ(B(Q0))µ(B(Q0))
m
∫
Q0
gu dµ.
Proof. Note that if Q ∈ D and Q ⊂ Q0, then r(B(Q)) ≤ r(B(Q0)) ≤ C1 diamρ(X)
and recall that B(Q) ⊂ B(Q0). We now use the condition (2.11) on ϕ to get∑
Q∈D
Q⊂Q0
ϕ(B(Q))µ(B(Q))m
∫
Q
gu dµ
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=
∞∑
l=0
∑
Q⊂Q0
ℓ(Q)=A−lℓ(Q0)
ϕ(B(Q))µ(B(Q))m
∫
Q
gu dµ
≤ C2 ϕ(B(Q0))µ(B(Q0))
m
∞∑
l=0
A−lǫ
∑
Q⊂Q0
ℓ(Q)=A−lℓ(Q0)
∫
Q
gu dµ
≤ C2
(
∞∑
l=0
A−lǫ
)
ϕ(B(Q0))µ(B(Q0))
m
∫
Q0
gu dµ.

Lemma 1 with C1 = η, where η = 2κa1Am is the structural constant chosen above,
yields∫
X
(T ~f)gu dµ ≤ C
∑
k,j, k>k1
ϕ(B(Qk,j))µ(B(Qk,j))
m
m∏
i=1
−
∫
B(Qk,j)
fi(yi) dµ(yi)
×−
∫
Qk,j
gu dµ µ(Qk,j) + Ck1,
where Ck1 = 0 if k1 = −∞ and
Ck1 = ϕ(X)µ(X)
m
m∏
i=1
−
∫
X
fi(yi)dµ−
∫
X
gu dµ µ(X)
if k1 6= −∞. We have thus fully discretized T and are ready to put everything
together to get the estimates for the case q ≥ 1. If k1 6= −∞, Ck1 can be handled in
the same way as the terms in the sum on k and j, so we will assume that k1 = −∞
and therefore Ck1 = 0. Let [u,~v] represent the finite quantity in the weight condition
(2.12). Using Ho¨lder inequality and (2.12) we have∫
X
(T ~f)gu dµ
≤ C
∑
k,j
ϕ(B(Qk,j))µ(B(Qk,j))
m
m∏
i=1
(
−
∫
B(Qk,j)
v
−tp′i
i dµ
)1/(tp′i)(
−
∫
Qk,j
utq dµ
)1/(tq)
×
m∏
i=1
(
−
∫
B(Qk,j)
(fivi)
(tp′i)
′
dµ(yi)
)1/(tp′i)′ (
−
∫
Qk,j
g(tq)
′
dµ
)1/(tq)′
µ(Qk,j)
≤ c[u,~v]
∑
k,j
m∏
i=1
(
−
∫
B(Qk,j)
(fivi)
(tp′i)
′
dµ(yi)
) 1
(tp′
i
)′
(
−
∫
Qk,j
g(qt)
′
dµ
) 1
(tq)′
µ(Qk,j)
1
q′
+ 1
p
≤ c[u,~v]

∑
k,j
m∏
i=1
(
−
∫
B(Qk,j)
(fivi)
(tp′i)
′
dµ(yi)
)q/(tp′i)′
µ(Qk,j)
q/p


1/q
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×

∑
k,j
(
−
∫
Qk,j
g(qt)
′
dµ
)q′/(tq)′
µ(Qk,j)


1/q′
≤ c[u,~v]

∑
k,j
m∏
i=1
(
−
∫
B(Qk,j)
(fivi)
(tp′i)
′
dµ(yi)
)p/(tp′i)′
µ(Ek,j)


1/p
×

∑
k,j
(
−
∫
Qk,j
g(qt)
′
dµ
)q′/(tq)′
µ(Ek,j)


1/q′
≤ c[u,~v]
m∏
i=1
(∫
X
M(tp′i)′(fivi)
pi dµ
)1/pi (∫
X
M(tq)′(g)
q′ dµ
)1/q′
,
where in the last line Ms(g) = Mµ(|g|
s)1/s is the Ls(µ) average maximal function.
Notice that since t > 1 we have∫
X
(T ~f)gu dµ ≤ c[u,~v]
m∏
i=1
‖fivi‖Lpi(µ)‖g‖Lq′(µ).
By duality we finally obtain
‖uT (~f)‖Lq(µ) ≤ C
m∏
i=1
‖fivi‖Lpi(µ).
Next, we address the case when q ≤ 1. Since q ≤ 1, using (3.1) we have
T ~f(x)q ≤
∑
Q∈D
(
ϕ(B(Q))
∫
B(Q)m
~f(~y) dµ(~y)
)q
χQ(x)
and hence ∫
X
(uT ~f)q dµ ≤
∑
Q∈D
(
ϕ(B(Q))
∫
B(Q)m
~f(~y) dµ(~y)
)q ∫
Q
uq dµ.
We may now proceed as in the case q > 1, with Ck and Qk,j defined exactly as
above. We assume again that k1 = −∞; as before, the extra term that appears when
k1 6= −∞ can be handled in the same way as the terms in the sum in k and j. Then∫
X
(uT ~f)q dµ ≤
∑
Q∈D
(
ϕ(B(Q))
∫
B(Q)m
~f(~y) dµ(~y)
)q ∫
Q
uq dµ
=
∑
Q∈D
(
ϕ(B(Q))µ(B(Q))m
m∏
i=1
−
∫
B(Q)
fi dµ
)q ∫
Q
uq dµ
≤
∑
k
a(k+1)q
∑
j
∑
Q∈Ck
Q⊂Qk,j
ϕ(B(Q))qµ(B(Q))mq
∫
Q
uq dµ
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≤ c
∑
k,j
ϕ(B(Qk,j))
qµ(B(Qk,j))
mq
(
m∏
i=1
−
∫
B(Qk,j)
fi dµ
)q ∫
Qk,j
uq dµ
= c
∑
k,j

ϕ(B(Qk,j))µ(B(Qk,j))m m∏
i=1
−
∫
B(Qk,j)
fi dµ
(
−
∫
Qk,j
uq dµ
)1/q
q
µ(Qk,j).
where the second to last inequality follows from a slight adaption of Lemma 1. We now
use Ho¨lder’s inequality with tp′i and (tp
′
i)
′ and condition (2.13). Let [u,~v] represent
the finite quantity from (2.13), we obtain∫
X
(uT ~f)q dµ
≤ c
∑
k,j

ϕ(B(Qk,j))µ(B(Qk,j))m m∏
i=1
(
−
∫
B(Qk,j)
v
−tp′i
i dµ
)1/tp′i (
−
∫
Qk,j
uq dµ
)1/q
q
×
m∏
i=1
(
−
∫
B(Qk,j)
(fivi)
(tp′i)
′
dµ
)q/(tp′i)′
µ(Qk,j)
≤ c[u,~v]q
∑
k,j
m∏
i=1
(
−
∫
B(Qk,j)
(fivi)
(tp′i)
′
dµ
)q/(tp′i)′
µ(Qk,j)
q/p
≤ c[u,~v]q

∑
k,j
m∏
i=1
(
−
∫
B(Qk,j)
(fivi)
(tp′i)
′
dµ
)p/(tp′i)′
µ(Qk,j)


q/p
≤ c[u,~v]q

∑
k,j
m∏
i=1
(
−
∫
B(Qk,j)
(fivi)
(tp′i)
′
dµ
)p/(tp′i)′
µ(Ek,j)


q/p
≤ c[u,~v]q
m∏
i=1
(∫
X
M(tp′i)′(fivi)
pidµ
)q/pi
≤ c[u,~v]q
m∏
i=1
‖fivi‖
q
Lpi (µ).
Thus concluding the proof of the case q ≤ 1. 
4. Multilinear potential operators in Orlicz Spaces
The aim of this section is twofold. We will show that it is possible to substantially
generalize conditions (2.12) and (2.13) by resorting to the theory of Orlicz spaces and
we will introduce the natural multilinear counterparts to some linear weighted esti-
mates in the context of Orlicz spaces studied in [35, 36]. These multilinear estimates
will allow for a strictly wider range of indices than in the linear case, see Theorem 3
and Remark 7 below.
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We briefly recall some basic facts about Orlicz spaces, and refer the reader to [1]
and [38] for a detailed account of the spaces. A function ψ : [0,∞)→ [0,∞) is called
a Young function if it is continuous, convex, increasing, ψ(0) = 0 and ψ(t) → ∞ as
t→∞. Moreover, we shall assume ψ is normalized so that ψ(1) = 1 and ψ satisfies
the doubling condition, namely there exists constants C and N such that
ψ(2t) ≤ Cψ(t), for all t ≥ N.
For each such function ψ there exists a complementary Young function, denoted ψ,
such that
t ≤ ψ−1(t)ψ
−1
(t) ≤ 2t, t > 0.
The Orlicz space Lψ = Lψ(X, µ) is the class of all functions such that∫
X
ψ
(
|f(y)|
λ
)
dµ(y) <∞
for some λ > 0. The space Lψ is a Banach space equipped with the norm,
‖f‖ψ = inf
{
λ > 0 :
∫
X
ψ
(
|f |
λ
)
dµ ≤ 1
}
.
The space Lψ is called the conjugate space of Lψ. Orlicz spaces satisfy the generalized
Ho¨lder inequality ∫
X
|fg| dµ ≤ c‖f‖ψ‖g‖ψ.
Notice that if ψ(t) = tr for r ≥ 1 then Lψ = L
r(X, dµ) and the complementary
function ψ(t) = tr
′
with conjugate space Lψ = L
r′(X, dµ). Other interesting examples
include ψ(t) = tr[log(1 + t)]−1−ǫ for which the complementary is ψ(t) = tr
′
[log(1 +
t)](r
′−1)(1+ǫ).
Given a ball B ⊂ X we define the Lψ average over B by
‖f‖ψ,B = inf
{
λ > 0 : −
∫
B
ψ
(
|f |
λ
)
dµ ≤ 1
}
.
Once we have defined an average over a single ball we may define a corresponding
maximal function by
Mψf(x) = sup
B:x∈B
‖f‖ψ,B
where the supremum is over all balls B that contain x. Notice that when ψ(t) = tr
we have
‖f‖ψ,B =
(
−
∫
B
|f |r dµ
)1/r
,
and hence Mψf(x) =Mµ(|f |
r)1/r. Furthermore, in this case,
Mψ : L
p(X, dµ)→ Lp(X, dµ)
if and only if p > r. For a general ψ, Pe´rez and Wheeden [36] established the following
characterization: ∫
X
(Mψf)
pdµ ≤ C
∫
X
|f |p dµ
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for all f ∈ Lp(X, dµ) if and only if there is a constant c > 0 such that
(4.1)
∫ ∞
c
ψ(t)
tp
dt
t
≈
∫ ∞
c
(
tp
′
ψ(t)
)p−1
dt
t
<∞.
In the context of Orlicz spaces we have
Theorem 3. Suppose that 1 < p1, · · · , pm <∞,
1
p
= 1
p1
+ · · ·+ 1
pm
and 1
m
< p ≤ q <
∞. Let (X, ρ, µ) be a space of homogeneous type, K is a kernel such that (2.6) holds
with ϕ satisfying (2.11) and Ψ,Φ1, . . . ,Φm be Young functions satrisfying
(4.2)
∫ ∞
c
(
tq
Ψ(t)
)q′−1
dt
t
<∞,
and
(4.3)
∫ ∞
c
(
tp
′
i
Φi(t)
)pi−1
dt
t
<∞ 1 ≤ i ≤ m
for some c > 0. Furthermore, let u, vk, k = 1, · · · , m be weights defined on X that
satisfy condition (4.4) if q > 1 or condition (4.5) if q ≤ 1, where
(4.4) sup
B ρ-ball
ϕ(B)µ(B)1/q+1/p1
′+···+1/p′m‖u‖Ψ,B
m∏
j=1
‖v−1i ‖Φi,B <∞;
(4.5) sup
B ρ-ball
ϕ(B)µ(B)1/q+1/p1
′+···+1/pm′
(
−
∫
B
uqdµ
)1/q m∏
j=1
‖v−1i ‖Φi,B <∞.
Then there exists a constant C such that(∫
X
(∣∣∣T ~f ∣∣∣ u)q dµ)1/q ≤ C m∏
k=1
(∫
X
(|fk| vk)
pk dµ
)1/pk
for all ~f ∈ Lp1(X, vp11 )× · · · × L
pm(X, vpmm ).
Remark 6. Theorem 2 is contained in Theorem 3 since it corresponds to
Ψ(t) = trq,Φ1(t) = t
rp′1, . . . ,Φm(t) = t
rp′m
whose complementary functions satisfy conditions (4.2) and (4.3).
We provide a brief sketch of the proof of Theorem 3 when q > 1 and diamρ(X) =∞.
The proof when q < 1 will be similar to that of Theorem 2.
Proof of Theorem 3. The same decomposition techniques as in the proof of Theorem
2 yield∫
X
(T ~f)gu dµ ≤ C
∑
k,j
ϕ(B(Qk,j))µ(B(Qk,j))
m
m∏
i=1
−
∫
B(Qk,j)
fi(yi) dµ(yi)
×−
∫
Qk,j
gu dµ µ(Qk,j).
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Using the generalized Ho¨lder inequality for Orlicz spaces we have∫
X
(T ~f)gu dµ
≤ C
∑
k,j
ϕ(B(Qk,j))µ(B(Qk,j))
m
m∏
i=1
‖fivi‖Φi,B(Qk,j)‖v
−1
i ‖Φi,B(Qk,j)
× ‖g‖Ψ,B(Qk,j)‖u‖Ψ,B(Qk,j) µ(Qk,j)
≤ c
∑
k,j
m∏
i=1
‖fivi‖Φi,B(Qk,j)‖g‖Ψ,B(Qk,j)µ(Qk,j)
1/q′+1/p
≤ c
(∑
k,j
(
m∏
i=1
‖fivi‖Φi,B(Qk,j)
)q
µ(Qk,j)
q/p
)1/q(∑
k,j
‖g‖q
′
Ψ,B(Qk,j)
µ(Qk,j)
)1/q′
≤ c
(∑
k,j
(
m∏
i=1
‖fivi‖Φi,B(Qk,j)
)p
µ(Ek,j)
)1/p(∑
k,j
‖g‖q
′
Ψ,B(Qk,j)
µ(Ek,j)
)1/q′
≤ c
(
m∏
i=1
(∫
X
MΦi(fivi)
pi dµ
)1/pi)(∫
X
(MΨg)
q′ dµ
)1/q′
≤ C
(
m∏
i=1
‖fivi‖Lpi (µ)
)
‖g‖Lq′(µ)
where the last line follows since Ψ,Φ1, . . . ,Φm satisfy (4.2) and (4.3) so

MΨ : L
q′(X, dµ) → Lq
′
(X, dµ)
MΦ1 : L
p1(X, dµ) → Lp1(X, dµ)
...
MΦm : L
pm(X, dµ) → Lpm(X, dµ).

We now give some applications of Theorem 3. For simplicity let q = p, and let
Ψ,Φ1, . . . ,Φm be the Young functions defined by
Ψ(t) = tp(log(1+t))p−1+ǫ,Φ1(t) = t
p′1(log(1+t))p
′
1−1+ǫ, . . . ,Φm(t) = t
p′m(log(1+t))p
′
m−1+ǫ.
Notice that these functions satisfy conditions (4.2) and (4.3). We denote the Orlicz
spaces as
LΨ = L
p(logL)p−1+ǫ, LΦ1 = L
p′1(logL)p
′
1−1+ǫ, . . . , LΦm = L
p′m(logL)p
′
m−1+ǫ.
Thus as a corollary we have the following result.
Corollary 2. Suppose that 1 < p1, . . . , pm < ∞,
1
p
= 1
p1
+ · · · + 1
pm
, (X, ρ, µ) is a
space of homogeneous type, and K is a kernel such that (2.6) holds with ϕ satisfying
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(2.11). Let ǫ > 0 and u, v1, . . . , vm be weights that satisfy
(4.6) sup
B
ϕ(B)µ(B)1/q+1/p
′
1+···+1/p
′
m‖u‖Lp(logL)p−1+ǫ,B
m∏
i=1
‖v−1i ‖Lp′i(logL)p′i−1+ǫ,B <∞
if p > 1, or
(4.7) sup
B
ϕ(B)µ(B)1/q+1/p
′
1+···+1/p
′
m
(
−
∫
B
up dµ
)1/p m∏
i=1
‖v−1i ‖Lp′i(logL)p′i−1+ǫ,B <∞
if p ≤ 1. Then (∫
X
(∣∣∣uT ~f ∣∣∣)p dµ)1/p ≤ C m∏
i=1
(∫
X
(|fi| vi)
pi dµ
)1/pi
for all ~f ∈ Lp1(X, vp11 dµ)× · · · × L
pm(X, vpmm dµ).
We now use these L(logL) results to obtain a different estimate in terms of the
fractional maximal function of a weight. Let γ be a functional on the balls of X and
define Mγ as in [36] by
Mγf(x) = sup
B:x∈B
γ(B)
∫
B
|f | dµ.
When X = Rn, γ(B) = |B|α/n−1 corresponds to the fractional maximal operator
Mα. Let M
k denote the k-th iterate of the Hardy-Littlewood maximal operator, i.e.,
Mk = Mµ
(k times)
◦ · · · ◦ Mµ. Also, for 1 < p < ∞, [p] will denote the greatest integer less
than or equal to p. We have the following result.
Corollary 3. Let 1 < p1, . . . , pm <∞, 1/p = 1/p1+ · · ·+1/pm, and T , K, and ϕ be
as in Theorem 2. Furthermore, suppose 0 < α1, · · · , αm < 1 and α1 + · · ·+ αm = 1,
and ϕ˜i is the functional: B 7→ (ϕ(B)
αiµ(B))pi/µ(B) and w be any weight. Then if
p > 1 we have
(4.8)
(∫
X
|T ~f |pw dµ
)1/p
≤ C
m∏
i=1
(∫
X
|fi|
piMϕ˜i(M
[p]w) dµ
)1/pi
and if p ≤ 1
(4.9)
(∫
X
|T ~f |pw dµ
)1/p
≤ C
m∏
i=1
(∫
X
|fi|
piMϕ˜i(w) dµ
)1/pi
.
Before we present the proof of Corollary 3 a few remarks are in order.
Remark 7. Inequalities (4.9) and (4.8) are new even in the Euclidean setting and
they constitute the multilinear counterparts to the linear ones in [36, Theorem 2.5].
Also, in the Euclidean setting and when ϕ˜i(B) ≈ r(B)
piαi/|B|, i = 1, . . . , m for
α1+· · ·+αm = α (i.e., T is the multilinear fractional integral operator Iα), inequalities
(4.9) and (4.8) read as follows: If p > 1
(4.10)
(∫
Rn
|Iα ~f |
pw dx
)1/p
≤ C
m∏
i=1
(∫
Rn
|fi|
piMpiαi(M
[p]w) dx
)1/pi
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and if p ≤ 1
(4.11)
(∫
Rn
|Iα ~f |
pw dx
)1/p
≤ C
m∏
i=1
(∫
Rn
|fi|
piMpiαi(w) dx
)1/pi
.
In turn, (4.10) and (4.11) arise as the multilinear versions of the linear inequalities
of the form
(4.12)
∫
Rn
|Iαf |
p w dx ≤ C
∫
Rn
|f |pMαp(M
[p]w) dx,
which were addressed in [35] for p > 1. It must be observed that in the linear case
(m = 1), inequality (4.11) with p = 1 is false, see [7, Theorem 2.1]. Therefore, if
m > 1, inequality (4.11) (and, more generally, inequality (4.9)) allows for a range of
indices forbidden in the linear case.
Finally, notice that inequality (4.10) does not follow (at least directly) from the
fact that,
Iα ~f ≤ Iα1f1 · · · Iαmfm.
Indeed, if one uses this product bound, followed by Ho¨lder’s inequality and (4.12),
one obtains(∫
Rn
|Iα ~f |
pw dx
)1/p
≤
(∫
Rn
Πmi=1|Iαifi|w dx
)1/p
≤
m∏
i=1
(∫
Rn
|Iαifi|
piw dx
)1/pi
≤
m∏
i=1
(∫
Rn
|fi|
piMpiαi(M
[pi]w) dx
)1/pi
.(4.13)
However, since p < pi inequality (4.10) is sharper than (4.13).
Proof of Corollary 3. In order to prove Corollary 3 we will show that there exists
ǫ > 0 such that the weights
u = w1/p, v1 =Mϕ˜1(w)
1/p1, . . . , vm = Mϕ˜m(w)
1/pm
satisfy (4.7) if p ≤ 1 or the weights
u = w1/p, v1 = Mϕ˜1(M
[p]w)1/p1, . . . , vm = Mϕ˜m(M
[p]w)1/pm
satisfy (4.6) if p > 1. We start with the case p ≤ 1. Notice that for any ball B and
x ∈ B we have
Mϕ˜i(w)(x) ≥
(ϕ(B)αiµ(B))pi
µ(B)
∫
B
w dµ.
Hence,
m∏
i=1
‖Mϕ˜i(w)
−1/pi‖
Lp
′
i(logL)p
′
i
−1+ǫ,B
≤
1
ϕ(B)µ(B)m
m∏
i=1
(
−
∫
B
w dµ
)−1/pi
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from which (4.7) follows. Now for the case p > 1. Let δ > 0 and Bˆ = (1+ δ)κB. For
any x ∈ B we have
(
Mϕ˜i(M
[p]w)(x)
)−1/pi
≤
1
ϕ(Bˆ)αiµ(Bˆ)
(
−
∫
Bˆ
M [p]w dµ
)−1/pi
.
Hence,
ϕ(B)µ(B)m‖w1/p‖Lp(logL)p−1+ǫ,B
m∏
i=1
‖Mϕ˜i(M
[p]w)−1/pi‖
Lp
′
i(logL)p
′
i
−1+ǫ,B
≤ C‖w1/p‖Lp(logL)p−1+ǫ,B
m∏
i=1
(
−
∫
Bˆ
M [p]w dµ
)−1/pi
= C‖w1/p‖Lp(logL)p−1+ǫ,B
(
−
∫
Bˆ
M [p]w dµ
)−1/p
,
where we have used the reverse doubling properties of ϕ and µ (see (2.3) and (2.9)).
Choosing ǫ = [p]− p+ 1 > 0 we have
‖w1/p‖pLp(logL)p−1+ǫ,B = ‖w‖L(logL)p−1+ǫ,B = ‖w‖L(logL)[p],B.
However, Lemma 8.5 in [36] shows that for any δ > 0,
‖w‖L(logL)[p],B ≤ C−
∫
Bˆ
M [p]w dµ.

5. Proof of Theorem 1
Let Ω be an open connected subset of Rn and Y = {Yk}
M
k=1 a family of real-
valued, infinitely differentiable vector fields. We identify the Yj’s with the first order
differential operators acting on Lipschitz functions defined on Ω by the formula
Ykf(x) = Yk(x) · ∇f(x), k = 1, · · · ,M,
and we set Y f = (Y1f, Y2f, · · · , YMf) and
|Y f(x)| =
(
M∑
k=1
|Ykf(x)|
2
)1/2
, x ∈ Ω.
Definition 1. Let Ω and Y be as above. Y is said to satisfy Ho¨rmander’s con-
dition in Ω if there exists an integer M0 such that the family of commutators of
vector fields in Y up to length M0, i.e., the family if vector fields Y1, Y2, · · · , YM0,
[Yk1Yk2], · · · , [Yk1, [Yk2, [· · · , YkM0 ]] · · · ], span R
n at every point of Ω.
Suppose that Y = {Yk}
M
k=1 satisfies Ho¨rmander’s condition in Ω. Let CY be the
family of absolutely continuous curves ζ : [a, b] → Ω, a ≤ b, such that there exist
measurable functions cj(t), a ≤ t ≤ b, j = 1, · · · ,M, satisfying
∑M
j=1 cj(t)
2 ≤ 1 and
ζ ′(t) =
∑M
j=1 cj(t)Yj(ζ(t)) for almost every t ∈ [a, b]. If x, y ∈ Ω define
ρ(x, y) = inf{T > 0 : there exists ζ ∈ CY with ζ(0) = x and ζ(T ) = y}.
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The function ρ is in fact a metric in Ω called the Carnot-Carathe´odory metric asso-
ciated to Y. A detailed study of the geometry of Carnot-Carathe´odory spaces can be
found in Nagel-Stein-Wainger [33].
Remark 8. Let Y satisfy Ho¨rmander’s condition in Ω with integer M0 and let ρ be
the associated Carnot-Carathe´odory metric. Nagel-Stein-Wainger [33] proved that for
every compact set K ⊂ Ω there exist positive constants R0, C, C1 and C2 depending
on K such that
|Bρ(x, 2r)| ≤ C |Bρ(x, r)| , x ∈ K, r < R0
and
C1 |x− y| ≤ ρ(x, y) ≤ C2 |x− y|
1/M0 , x, y ∈ K.
When Ω is bounded, as noted by Bramanti-Brandolini [2, p.534], the last inequality
implies that one can actually take R0 = ∞. Moreover, Bramanti-Brandolini [2,
p.533] proved that if B is a ρ-ball contained in K and Ω is bounded then there exists
a positive constant C = CΩ,K,Y such that
(5.1) |Bρ(x, r) ∩B| ≥ C |Bρ(x, r)| , x ∈ B, 0 < r < diamρ(B).
As a consequence, the triple (B, ρ,Lebesgue measure) becomes a space of homoge-
neous type for all ρ-balls B contained in K and with uniform doubling constants that
depend on Ω, K and Y . It is often found in the literature the claim that for any
compact set K ⊂ Ω the triple (K, ρ,Lebesgue measure) constitutes a space of homo-
geneous type. However, that is not true in general. Indeed, just in the Euclidean
setting, simple examples where K ⊂ B(0, 1) ⊂ Rn has an exponentially pronounced
cusp will show so. On the other hand, some regularity properties for ∂K will ensure,
in general, that (K, ρ,Lebesgue measure) is a space of homogeneous type. One such
property, and one that every ρ-ball B ⊂ Ω does posses, is expressed by inequality
(5.1).
Remark 9. A reverse doubling property in the context of Carnot-Carathe´odory spaces
was proved by Franchi-Wheeden [16, pp.82-89]. More precisely, let Y be a collection
of vector fields satisfying Ho¨rmander’s condition in Ω and let ρ be the associated
Carnot-Carathe´odory metric. If Ω0 ⊂⊂ Ω is an open bounded set and τ > 1, then
there are positive constants R0 = R0(Ω,Ω0, Y ) and C = C(Ω,Ω0, Y ) such that if B
is a ρ-ball contained in Ω0 of radius smaller that R0 and B1 and B2 are ρ-balls such
B1 ⊂ B2 ⊂ τB then
(5.2)
|B2|
|B1|
≥ C
r(B2)
r(B1)
.
Let Ω1 ⊂ R
n1 and Ω2 ⊂ R
n2 be open connected sets. Given two families of vector
fields Y (1) on Ω1 and Y
(2) on Ω2 the union of the two sets is defined as the collection
Y of vector fields defined on Ω1×Ω2 ⊂ R
n1+n2 obtained by adjoining zero coordinates
appropriately to the vectors in Y (1) and Y (2) to obtain vectors in Rn1+n2 . We note
that if Y (1) and Y (2) satisfy Ho¨rmander’s condition in Ω1 and Ω2, respectively, then
so does Y in Ω1 × Ω2. The following lemma (Lu-Wheeden [25, Lemma 1]) describes
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the relation between the Carnot-Carathe´odory metrics associated to Y (1), Y (2) and
Y.
Lemma 2. Let d1 and d2 be Carnot-Carathe´odory metrics associated with Ho¨rmander
vector fields Y (1) and Y (2) in Ω1 and Ω2, respectively. Let d be the metric in Ω1×Ω2
associated with the union Y of the two collections. Then if x = (x1, x2) and y =
(y1, y2) are any two points in Ω1 × Ω2,
d(x, y) = max{d1(x1, y1), d2(x2, y2)}.
Remark 10. Let ~x = (x1, x2) with x1 ∈ Ω1 and x2 ∈ Ω2 and r > 0. Lemma 2 implies
that Bd(~x, r) = Bd1(x1, r)×Bd2(x2, r).
We now deduce a multilinear representation formula in the setting of Carnot-
Carathe´odory spaces. Theorem 1 will follow from Corollary 4 below and the weighted
boundedness properties of the multilinear fractional operators in Corollary 1.
Theorem 4 (Representation formula). Suppose Y is a collection of vector fields on
a connected bounded open set Ω ⊂ Rn satisfying Ho¨rmander’s condition, ρ is the
associated Carnot-Carathe´odory metric and Ω0 ⊂⊂ Ω is an open set. There exist
positive constants r0 = r0(Ω,Ω0, Y ) and CΩ,Ω0,Y such that for all ρ-ball B ⊂ Ω0 with
radius less than r0 and for all f ∈ C
1(B),
(5.3) |f(x)− fB| ≤ CΩ,Ω0,Y
∫
B
|Y f(y)|
ρ(x, y)
|Bρ(x, ρ(x, y))|
dy, x ∈ B.
Proof. This is essentially a consequence of Theorem 1 in Lu-Wheeden [26], we only
need to check that the hypotheses (H1)-(H3) in that theorem hold true for any ρ-ball
B ⊂ Ω0 with radius sufficiently small and with constants depending only on Ω and
Y .
Hypothesis (H1): In our context (H1) can be stated as the existence of positive
constants a1 ≥ 1 and C1 > 0 such that for all ρ-balls B˜ with a1B˜ ⊂ B
(5.4)
∫
B˜
|f − fB˜| dx ≤ C1 r(B˜)
∫
a1B˜
|Y f | dx,
where, again, r(B˜) denotes the radius of B˜. Inequality (5.4) holds true as a conse-
quence of Jerison’s Poincare´ estimate in [19] if the radius of B is sufficiently small.
More precisely, for every compact set K ⊂ Ω there are constants CK,Y and rK,Y such
that for u ∈ Lip(B˜) ∫
B˜
|f − fB˜| dx ≤ CK,Y r(B˜)
∫
2B˜
|Y f | dx,
whenever B˜ is a ρ-ball centered atK and radius r(B˜) < rK,Y (see Haj lasz-Koskela [18,
Theorem 11.20]). Then (H1) follows with a1 = 2 and C1 = CΩ0,Y if we choose K = Ω0
and B ⊂ Ω0 with radius smaller than rΩ0,Y . In fact, Jerison proved the inequality
with the L2 norms on both sides, but the same arguments work with the L1 norm.
He also proved that one can take a1 = 1.
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Hypothesis (H2): (H2) is the reverse doubling condition (5.2), which, as mentioned
before, was proved in Franchi-Wheeden [16, pp.82-89].
Hypothesis (H3): (H3) is the ‘segment property’ for every ball B˜ ⊂ B, which
holds for any metric induced by a collection of Carnot-Carathe´odory vector fields
(see Franchi-Wheeden [16, p.66 and Example 3 (p.82)] and note that the notion
of ‘segment property’ in Franchi-Wheeden[16] easily implies the notion of ‘segment’
property in Lu-Wheeden [26, p.580]).
We have then checked that hypotheses (H1)-(H3) hold with constants depending
only on Ω0 and Y and for any ρ-ball B ⊂ Ω0 with radius smaller than r0 defined as
the minimum of the upper bounds obtained for the radii in (H1) and (H2). Therefore,
the representation formula (5.3) holds true by Theorem 1 in Lu-Wheeden [26].
It must be noticed that (5.3) holds true for every x ∈ B and not only for a.e.
x ∈ B. The proof of Theorem 1 in Lu-Wheeden [26] depends on the representation
formula of Lemma 3 in Lu-Wheeden [26]. Lemma 3, in turn, is based on Theorem
1 in Franchi-Wheeden [16] and a close examination of its proof shows that, in our
case, it actually holds for every x ∈ B since we are assuming that f is continuous
and therefore every point in B is a Lebesgue point of f . Another explanation for
the fact that (5.3) holds for every x ∈ B would be that from Lu-Wheeden [26], the
reasoning above gives that (5.3) holds a.e. in B. This and the fact that both sides of
the inequality are continuous in x give that (5.3) holds for every x ∈ B.

Corollary 4 (Multilinear representation formula). Suppose Y is a collection of vec-
tors fields on an open bounded connected set Ω ⊂ Rn satisfying Ho¨mander’s condition
and Y˜ is the vector field defined on Ωm that is the union of m copies of Y. Denote
by ρ the Carnot-Carathe´odory metric in Ω associated to Y and by ρ˜ the Carnot-
Carathe´odory metric in Ωm associated to Y˜ . Let Ω0 ⊂⊂ Ω be an open set. There
exist positive constants r0 = r0(Ω,Ω0, Y ) and CΩ,Ω0,Y such that for all ρ-ball B ⊂ Ω0
with radius less than r0 and for all fk ∈ C
1(B), k = 1, · · · , m,
(5.5)
∣∣∣∣∣
m∏
k=1
fk(x)−
m∏
k=1
fkB
∣∣∣∣∣ ≤ CΩ,Ω0,Y
m∑
k=1
IB,1(f1χB, · · · , (Y fk)χB, · · · , fmχB)(x),
for all x ∈ B.
Proof. Let r0 be given by Theorem 4 when applied to Ω
m, Ωm0 and Y˜ . If B is a ρ-ball
of radius less than r0 contained in Ω0, by Lemma 2, B
m is a ρ˜-ball contained in Ωm0
of radius less than r0. Theorem 4 with f(~y) =
∏m
k=1 fk(yk) gives∣∣∣∣f(~x)− 1|Bm|
∫
Bm
f(~y) d~y
∣∣∣∣ ≤ CΩ,Ω0,Y
∫
Bm
∣∣∣Y˜ f(~y)∣∣∣ ρ˜(~x, ~y)
|Bρ˜(~x, ρ˜(~x, ~y))|
d~y
= CΩ,Ω0,Y
∫
Bm
∣∣∣Y˜ f(~y)∣∣∣ ρ˜(~x, ~y)∏m
k=1 |Bρ(xk, ρ˜(~x, ~y))|
d~y,
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for all ~x = (x1, · · · , xm) ∈ B
m. Taking x1 = · · · = xm = x ∈ B we obtain∣∣∣∣∣
m∏
k=1
fk(x)−
m∏
k=1
fkB
∣∣∣∣∣ ≤ CΩ,Ω0,Y
∫
Bm
∣∣∣Y˜ f(~y)∣∣∣ ρ˜(~x, ~y)
|Bρ(x, ρ˜(~x, ~y))|
m d~y
.
∫
Bm
m∑
k=1
|f1(y1)χB(y1) · · · (Y fk(yk))χB(yk) · · ·fm(ym)χB(ym)|
ρ˜(~x, ~y)
|Bρ(x, ρ˜(~x, ~y))|
m d~y,
where the constants depend only on Ω, Ω0 and Y . Since ρ˜(~x, ~y) ∼ ρ(x, ~y), it follows
from Remark 8 that |Bρ(x, ρ˜(~x, ~y))| ∼ |Bρ(x, ρ(x, ~y))| uniformly for x ∈ Ω0, and
therefore we obtain (5.5).

Proof of Theorem 1. Let r0 be the minimum of the radii given by Remark 9 and by
Corollary 4 when applied to Ω, Ω0 and Y as in the hypotheses of Theorem 1. Let B
be a ρ-ball contained in Ω0 of radius smaller than r0. The Poincare´ inequality (1.10)
will follow from the multilinear representation formula (5.5) once we have checked
that (B, ρ,Lebesgue measure) satisfies the hypotheses of Corollary 1 with uniform
constants depending only on Ω, Ω0 and Y .
As noted in Remark 8, (B, ρ,Lebesgue measure) is a space of homogeneous type
with doubling constant uniform in B depending on Ω, Ω0 and Y.
The reverse doubling condition (2.3) in this context means that there are positive
constants c and δ, depending only on Ω, Ω0 and Y, such that
|Bρ(x1, r1) ∩B|
|Bρ(x2, r2) ∩B|
≥ c
(
r1
r2
)δ
,
whenever Bρ(x2, r2) ⊂ Bρ(x1, r1), x1, x2 ∈ B, and 0 < r1, r2 ≤ 2 diamρ(B). By (5.1),
this reduces to prove that there are positive constants c and δ, depending only on Ω,
Ω0 and Y, such that
(5.6)
|Bρ(x1, r1)|
|Bρ(x2, r2)|
≥ c
(
r1
r2
)δ
,
whenever Bρ(x2, r2) ⊂ Bρ(x1, r1), x1, x2 ∈ B, and 0 < r1, r2 ≤ 2 diamρ(B). This
is the result proved by Franchi-Wheeden [16] with δ = 1 and τ = 5 as indicated in
Remark 9.
As explained in Remark 4, (2.11) is satisfied with ǫ = α and C2 depends only
on structural constants independent of B if C1 = 2κa1Am as given in the proof of
Theorem 2 at the moment of applying the result of Lemma 1.
The growth condition (2.6) for the kernel (2.8) in this context means that for every
positive constant C1 there exists a positive constant C2 = C2(Ω,Ω0, Y ) such that for
all ~x, ~y, ~z ∈ Bm,
ρ(~x, ~y)∏m
k=1 |Bρ(xk, ρ(~x, ~y)) ∩ B|
≤ C2
ρ(~z, ~y)∏m
k=1 |Bρ(zk, ρ(~z, ~y)) ∩ B|
, ρ(~z, ~y) ≤ C1 ρ(~x, ~y)
ρ(~x, ~y)∏m
k=1 |Bρ(xk, ρ(~x, ~y)) ∩ B|
≤ C2
ρ(~y, ~z)∏m
k=1 |Bρ(yk, ρ(~y, ~z)) ∩ B|
, ρ(~y, ~z) ≤ C1 ρ(~x, ~y).
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Consider the Carnot-Carathe´odory space given by Ωm and the Ho¨rmander vector
field Y˜ made of m copies of Y and let ρ˜ be the associated Carnot-Carathe´odory
metric. Recalling that (B, ρ,Lebesgue measure) is a space of homogeneous type with
uniform constants, using Lemma 2 and (5.1), the growth condition stated above
reduces to have that for every positive constant C1 there exists a positive constant
C2 = C2(Ω,Ω0, Y ) such that for all ~x, ~y, ~z ∈ B
m,
ρ˜(~x, ~y)
|Bρ˜(~x, ρ˜(~x, ~y))|
≤ C2
ρ˜(~z, ~y)
|Bρ˜(~z, ρ˜(~z, ~y))|
, if ρ˜(~z, ~y) ≤ C1 ρ˜(~x, ~y)
ρ˜(~x, ~y)
|Bρ˜(~x, ρ˜(~x, ~y))|
≤ C2
ρ˜(~y, ~z)
|Bρ˜(~y, ρ˜(~y, ~z))|
, if ρ˜(~y, ~z) ≤ C1 ρ˜(~x, ~y).
These inequalities follow from the reverse doubling property in the Carnot-Carathe´dory
space given by Ωm and Y˜ (see Remark 9) and the doubling property of Lebesgue mea-
sure on ρ-balls with center in Ω0.
Finally, the weight conditions (2.14) and (2.15) with α = 1 for balls in (B, ρ) and
with constants that do not depend on B, follow from (1.8) and (1.9), respectively,
and (5.1). 
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