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Abstract
The Escalator Boxcar Train (EBT) method is a well known and widely used numerical method for one-
dimensional structured population models of McKendrick–von Foerster type. Recently the method, in its full
generality, has been applied to aged–structured two–sex population model (Fredrickson–Hoppensteadt model),
which consists of three coupled hyperbolic partial differential equations with nonlocal boundary conditions. We
derive the simplified EBT method and prove its convergence to the solution of Fredrickson–Hoppensteadt model.
The convergence can be proven, however only if we analyse the whole problem in the space of nonnegative Radon
measures equipped with bounded Lipschitz distance (flat metric). Numerical simulations are presented to illustrate
the results.
1 Introduction
Escalator Boxcar Train (EBT) method is a numerical integrator that was introduced in [7] for a structured population
models of McKendrick–von Foerster type [22] given by a scalar hyperbolic partial differential equation. It has been
widely used because it approximates the density–function of distribution of individuals in a way that has a clear
biological interpretation: The method is based on representing the solution as a sum of masses localised in discrete
points and tracing its dynamics along the characteristic lines of the model.
The method has been popular for many years, even its convergence was proven only recently in [3], and in
[9] where the rate of convergence was also shown. Results on the convergence were obtained using a theoretical
approach to stability, where the underlying model is embedded in a space of nonnegative Radon measures (M+(R+))
equipped with a bounded Lipschitz distance (flat metric). This approach was proposed in [11, 12]. Such an external
approximation, that is approximation of functions from L1(R+) by objects from a space of nonnegative Radon
measures, is a natural consequence of the way in which the initial condition of the problem is approximated.
In this paper we focus on application of the EBT method to a system of structured population equations on
example of the Fredrickson-Hoppensteadt model that is a two–sex population model describing evolution of males
and females and the process of heterogenous couples formation. The model was originally formulated in [8] and
later developed in [17]. It consists of three population equations with structure, which are coupled through nonlocal
boundary terms and a nonlocal and nonlinear source. Dynamics of males and females is given by McKendrick type
equations, that is they consist of a transport equation with a growth term and boundary terms determining the
influx of newborn individuals. Evolution of couples is modelled by a similar equation, however it is equipped with
so called marriage function. The marriage function describes the influx of new couples between males and females
in the particular ages and at a certain moment. In reality, formation of new couples depends on many social and
economical factors , such as religion, culture, education or health, thus it is a much more complicated process than
birth and death rates for males and females. In the literature mentioned above, authors assume that the distribution
of population is given by a density, so in the system (1.1), presented below, functions um(t, x) and uf (t, y) describe
the distribution of males and females at time t and age x and y, respectively, while uc(t, x, y) is the number of
couples at time t between males at age x and females at age y. The following system of nonlinear equations describes
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dynamics of the population of males, females and couples
∂tu
m(t, x) + ∂xu
m(t, x) + cm(t, um(t, ·), uf (t, ·), x)um(t, x) = 0,
um(t, 0) =
∫
R2+
bm(t, um(t, x), uf (t, y), x, y)uc(t, x, y)dxdy,
um(0, x) = um0 (x),
∂tu
f (t, y) + ∂yu
f (t, y) + cf (t, um(t, ·), uf (t, ·), y)uf (t, y) = 0,
uf (t, 0) =
∫
R2+
bf (t, um(t, x), uf (t, y), x, y)uc(t, x, y)dxdy,
uf (0, x) = uf0 (x),
(1.1)
∂tu
c(t, x, y) + ∂xu
c(t, x, y) + ∂yu
c(t, x, y) + cc(t, um(t, ·), uf (t, ·), uc(t, ·), x, y)uc(t, x, y) = T (t, x, y),
uc(t, x, 0) = uc(t, 0, y) = 0,
uc(0, x, y) = uc0(x, y).
Functions cm, cf and cc describe the rates of disappearance of individuals, where disappearance of males or females
is related to death, while couples disappearance reflects divorce or death of one of spouses. Functions bm and bf
are birth rates of males and females. Observe that the mentioned coefficients depend on ecological pressure in a
nonlinear manner, that is they are nonlocal operators depending on the distribution of males, females and couples.
The marriage function T models the number of new marriages of males and females of age x and y, respectively,
at time t. It also depends nonlinearly on the distribution of individuals. The choice of this function is a subject
of ongoing discussions, see [14, 15, 21, 23], due to the properties like heterosexuality, homogeneity, consistency or
competition. In this paper we follow the formulation proposed in [18], namely
T (t, x, y) = F (t, um(t, x), uf (t, y), uc(t, x, y), x, y)
=
Θ(x, y)h(x)g(y)
[
um(t, x)− ∫∞
0
uc(t, x, y)dy
] [
uf (t, y)− ∫∞
0
uc(t, x, y)dx
]
γ +
∫∞
0
h(x)
[
um(t, x)− ∫∞
0
uc(t, x, y)dy
]
dx+
∫∞
0
g(y)
[
uf (t, y)− ∫∞
0
uc(t, x, y)dx
]
dy
. (1.2)
The function Θ(x, y) ∈ L1(R2+) ∩ L∞(R2+) describes the marriage rate of males of age x and females of age
y. Notice that
[
um(t, x)− ∫∞
0
uc(t, x, y)dy
]
is the amount of unmarried males and
[
uf (t, y)− ∫∞
0
uc(t, x, y)dx
]
is
the number of unmarried females. The functions h, g ∈ L1(R+) ∩ L∞(R+) describes the distribution of eligible
males/females on the marriage market. We further assume that youngsters do not marry below a certain age a, i.e.
h(x) = g(y) = 0 for x, y ∈ [0, a0) . (1.3)
The regularity of the remaining coefficients and their nonlinear dependences are presented in detail in Section 3.2.
The aim of the paper is analysis and convergence of a simplified EBT scheme, see Subsection 2.1, corresponding
to (1.1). More precisely, we show convergence of the numerical integrator embedding the underlying problem (1.1)
and its numerical scheme in a space of measures. The nonlinear age–structured, two–sex population model was
presented and analysed in a space of nonnegative Radon measures in [25], where the well possedness of the problem
was proved.
Recently, the EBT method has been derived in [10] for a partially linearised system of aged–structured equations
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of the Fredrickson-Hoppensteadt model. In such case, the only nonlinearity remains in function T defined by (1.2)):
∂tu
m(t, x) + ∂xu
m(t, x) + cm(t, x)um(t, x) = 0,
um(t, 0) =
∫
R2+
bm(t, x, y)uc(t, x, y)dxdy,
um(0, x) = um0 (x),
∂tu
f (t, y) + ∂yu
f (t, y) + cf (t, y)uf (t, y) = 0,
uf (t, 0) =
∫
R2+
bf (t, x, y)uc(t, x, y)dxdy,
uf (0, x) = uf0 (x),
(1.4)
∂tu
c(t, x, y) + ∂xu
c(t, x, y) + ∂yu
c(t, x, y) + cc(t, x, y)uc(t, x, y) = T (t, x, y),
uc(t, x, 0) = uc(t, 0, y) = 0,
uc(0, x, y) = uc0(x, y).
Analysis of the partially linearised model was an essential step towards the analysis of the nonlinear case (1.1),
which we present in next sections.
The remainder of this paper is organised as follows. Section 2 is devoted to the EBT schemes. In Subsection 2.1
we present a simplified EBT method for the Fredrickson-Hoppensteadt model. In Subsection 2.2 we summarise the
original EBT scheme for (1.4) recently derived in [10], while in Subsection 2.3 we show how to obtain a simplified EBT
method from the original EBT approach [10]. The simplification of the method consists in unifying the rules (ODEs)
in all cohorts, without distinction between internal and boundary ones. In Section 3, the underlying problem (1.1) is
reformulated as an evolution in a space of nonnegative Radon measures. We approximate solutions of this problem
with a linear combination of Dirac Deltas, where the masses and localisations are obtained from the simplified EBT
scheme embedded in the space of nonnegative Radon measures as well. Subsection 3.2 is devoted to the analytical
framework in the space of nonnegative Radon measures, where we introduce the necessary notation, definitions,
lemmas and assumptions. The choice of state space allows proving the rate of convergence of the simplified EBT
scheme in Section 4. Section 5 is devoted to numerical illustrations. As the computational error measurement is not
trivial in flat metric (especially in R2), some necessary details are provided in Subsection 5.1, while the obtained rate
of convergence is illustrated in Subsections 5.2 and 5.3.
2 Numerical methods based on EBT approach
In this paper we introduce and analyse a simplified EBT method for (1.4). This Section starts with the presentation of
the simplified method. In the later subsections we present the original method derived in [10], and explain derivation
of the simplified method from the original one.
2.1 The simplified EBT method
As the concept of particle methods is grouping individuals into so called cohorts and tracing their dynamics in time,
the first step of EBT algorithm consists in imposing, at time t = 0, initial J − B0 cohorts for males, females and
(J −B0)2 for couples (see Figure 1(a)) :
[lmi (0), l
m
i+1(0)), [l
f
j (0), l
f
j+1(0)) and [l
m
i (0), l
m
i+1(0))× [lfj (0), lfj+1(0)), i, j = B0, . . . , J − 1, (2.1)
respectively, in such a way, that supp(um0 ) ⊂ [lmB0(0), lmJ (0)) and supp(uf0 ) ⊂ [lfB0(0), l
f
J(0)). Cohorts evolve in time
along the characteristic lines of relevant transport operators in (1.4). As always in a case of age–structured problems,
those characteristics are straight lines, see Figure 1(a).
In the next step we impose a mesh on the time variable t ∈ [0, T ) in such a way, that t0 = 0 and
⋃NT
n=0[tn, tn+1) =
[0, T ), see Figure 1(a).
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Remark 2.1. In each time step tn, new boundary cohorts are created. Boundary cohorts account for the influx of
new males and females. In case of couples new boundary cohorts also appear, but they are empty, as we do not expect
newborns to form couples due to (1.3). In Figure 1(b) we illustrate cohorts and internalisation moments for the male
population during one time step. Notice that neither time steps nor boundaries of cohorts are to be equidistant.
(a) Cohorts and internalisation moments for male population. (b) Masses and localisations of male population evolving in time
interval [tn, tn+1).
Remark 2.2. Depending on time t, the amount of cohorts changes. Let us notice, that in the internalisation moment
tn male and female individuals are grouped into J −Bn cohorts, while couples into (J −Bn)2, that is
[lmi (tn), l
m
i+1(tn)), i = Bn, . . . , J, [l
f
j (tn), l
f
j+1(tn)), j = Bn, . . . , J
[lmi (tn), l
m
i+1(tn))× [lfj (tn), lfj+1(tn)), i, j = Bn, . . . , J,
If t ∈ (tk, tn+1) then we deal with (J − Bn + 1) cohorts for males and females and with (J − Bn + 1)2 cohorts for
couples. Obviously individuals from time tn stay in their corresponding cohorts for time t ∈ (tn, tn+1):
[t+ lmi (tn)− tn, t+ lmi+1(tn)− tn), i = Bn, . . . , J, [t+ lfj (tn)− tn, t+ lfj+1(tn)− tn), j = Bn, . . . , J
[t+ lmi (tn)− tn, t+ lmi+1(tn)− tn)× [t+ lfj (tn)− tn, t+ lfj+1(tn)− tn), i, j = Bn, . . . , J,
but also new boundary cohorts appear (see the triangles in Figure 1(b)), that is
[0, t+ lmBn(tn)− tn), [0, t+ lfBn(tn)− tn), [0, t+ lmBn(tn)− tn)× [0, t+ l
f
Bn
(tn)− tn).
Observe that the indexes of the cohorts at each of internalisation points move backward, i.e. Bn+1 = Bn − 1, with
B0 = 0 typically.
The idea of EBT algorithm is to trace the amount of individuals in cohorts, as the time changes from the moment
0 to moment T , t ∈ [0, T ). Thus each cohort is characterised by the mass and its location (see Figure 1(b)):
(mmi (t), x
m
i (t)), (m
f
j (t), x
f
j (t)) and
(
mcij(t), (x
c
ij(t), y
c
ij(t))
)
.
These quantities evolve in time intervals [tn, tn+1), n = 0, . . . , NT − 1 and are governed by the following system of
differential equations, which constitutes the simplified EBT scheme,
d
dtm
m
i (t) = −cm(t, xmi (t))mmi (t), i = Bn + 1, . . . , J
d
dtx
m
i (t) = 1, i = Bn, . . . , J
d
dtm
m
Bn
(t) = −cm(t, xmBn(t))mmBn(t) +
∑J
i,j=Bn
bm(t, xcij(t), y
c
ij(t))m
c
ij(t),

d
dtm
f
j (t) = −cf (t, yfj (t))mfj (t), j = Bn + 1, . . . , J
d
dty
f
j (t) = 1, j = Bn, . . . , J
d
dtm
f
Bn
(t) = −cf (t, xfBn(t))m
f
Bn
(t) +
∑J
i,j=Bn
bf (t, xcij(t), y
c
ij(t))m
c
ij(t),
(2.2)
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
d
dtm
c
ij(t) = −cc(t, xcij(t), ycij(t))mcij(t) + Nij(t)Dij(t) , i, j = Bn, . . . , J
d
dt (x
c
ij(t), y
c
ij(t)) = (1, 1), i, j = Bn, . . . , J
with
Nij(t)
Dij(t)
=
Θ(xcij(t), y
c
ij(t))h(x
c
ij(t))g(y
c
ij(t))
(
mmi (t)−
∑J
w=Bn
mciw(t)
)(
mfj (t)−
∑J
v=Bn
mcvj(t)
)
γ +
∑J
v=Bn
h(xcvj(t))
(
mmv (t)−
∑J
w=Bn
mcvw(t)
)
+
∑J
w=Bn
g(yciw(t))
(
mfw(t)−∑Jv=Bn mcvw(t)) (2.3)
The definition of initial conditions for these equations depends on n:
(n = 0) Firstly let us observe that t0 = 0, and the initial conditions should be consistent with the initial conditions of
(1.4). The boundary cohorts are defined with zero masses:
(mmB0(0), x
m
B0(0)) = (0, 0), (m
f
B0
(0), yfB0(0)) = (0, 0), (2.4)(
mcij(0), (x
c
ij(0), y
c
ij(0))
)
= (0, (xmi (0), y
f
j (0))), where (i = B0 ∨ j = B0) ∧ i, j ∈ {B0, . . . , J}. (2.5)
Initial conditions for the internal cohorts are derived from the biological model, where masses mean the amount
of individuals within a cohort:
mmi (0) =
∫
[lmi−1(0),l
m
i (0))
um0 (x)dx,
mfj (0) =
∫
[lfj−1(0),l
f
j (0))
uf0 (y)dy,
mcij(0) =
∫
[lmi−1(0),l
m
i (0))×[lfj−1(0),lfj (0))
uc0(x, y)dxdy, i, j = B0 + 1, . . . , J,
(2.6)
and locations mean the average value of structural variable within the underlying cohort:
xmi (0) =
{
0 if mmi (0) = 0,
1
mmi (0)
∫
[lmi−1(0),l
m
i (0))
xum0 (x)dx, otherwise,
yfj (0) =
{
0 if mmi (0) = 0,
1
mfj (0)
∫
[lfj−1(0),l
f
j (0))
xuf0 (y)dy, otherwise,
(xcij(0), y
c
ij(0)) = (x
m
i (0), y
f
j (0)), i, j = B0 + 1, . . . , J.
(2.7)
(n > 0) Like previously, the boundary cohorts are defined with zero masses
(mmBn(tn), x
m
Bn(tn)) = (0, 0), (m
f
Bn
(tn), y
f
Bn
(tn)) = (0, 0), (2.8)(
mcij(tn), (x
c
ij(tn), y
c
ij(tn))
)
= (0, (xmi (tn), y
f
j (tn))), where (i = Bn ∨ j = Bn) ∧ i, j ∈ {Bn, . . . , J}, (2.9)
while initial conditions for internal cohorts are obtained as an output of the (n − 1)–th step of the algorithm
(in the sense of limit t→ t−n ):
(xmi (tn),m
m
i (tn)) = lim
t→t−n
(xmi (t),m
m
i (t)),
(yfj (tn),m
f
j (tn)) = lim
t→t−n
(yfj (t),m
f
j (t)),(
mcij(tn), (x
c
ij(tn), y
c
ij(tn)))
)
= lim
t→t−n
(
mcij(t), (x
c
ij(t), y
c
ij(t))
) (2.10)
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2.2 The original EBT method
The original EBT method for (1.4) was derived in [10] and yields far more complicated form:
d
dtm
m
i (t) = −cm(t, xmi (t))mmi (t), i = Bn + 1, . . . , J
d
dtx
m
i (t) = 1, i = Bn + 1, . . . , J
d
dtm
m
Bn
(t) = −cm(t, 0)mmBn(t)− ∂xcm(t, 0)ΠmBn(t)
+
∑J
i,j=Bn
bm(t, xcij(t), y
c
ij(t))m
c
ij(t),
d
dtΠ
m
Bn
(t) = mmBn(t)− cm(t, 0)ΠmBn(t),
xmBn(t) =
 0 if m
m
Bn
(t) = 0,
ΠmBn (t)
mmBn (t)
, otherwise,

d
dtm
f
j (t) = −cf (t, yfj (t))mfj (t), j = Bn + 1, . . . , J
d
dty
f
j (t) = 1, j = Bn + 1, . . . , J
d
dtm
f
Bn
(t) = −cf (t, 0)mfBn(t)− ∂xcf (t, 0)ΠmBn(t)
+
∑J
i,j=Bn
bf (t, xcij(t), y
c
ij(t))m
c
ij(t),
d
dtΠ
f
Bn
(t) = mfBn(t)− cf (t, 0)Π
f
Bn
(t),
yfBn(t) =
 0 if m
f
Bn
(t) = 0,
ΠmBn (t)
mfBn (t)
, otherwise,
(2.11)

d
dtm
c
ij(t) = −cc(t, xcij(t), ycij(t))mcij(t) + Nij(t)Dij(t) , i, j = Bn, . . . , J
d
dt (x˜
c
ij(t), y˜
c
ij(t)) =
[
(1, 1)− (xcij(t), ycij(y))cc(t, xcij(t), ycij(t))
]
mcij(t) +
N¯ij(t)
Dij(t)
,
(xcij(t), y
c
ij(t)) =
 0 if m
c
ij(t) = 0,
(x˜cij(t),y˜
c
ij(t))
mcij(t)
, otherwise,
where ΠmBn(t) =
∫
[lmi−1(tn),l
m
i (tn))
xum(t, x)dx and ΠfBn(t) =
∫
[lfj−1(tn),l
f
j (tn))
yuf (t, y)dy,
(x˜cij , y˜
c
ij)(t) =
∫
[lmi−1(tn),l
m
i (tn))×[lfj−1(tn),lfj (tn))
(x, y)uc(t, x, y)dxdy,
Nij(t) = Θ(x
m
i (t), y
f
j (t))h(x
m
i (t))g(y
f
j (t))m
m
i (t)m
f
j (t)
−
J∑
v=Bn
Θ(xmi (t), y
c
vj(t))h(x
m
i (t))g(y
c
vj(t))m
m
i (t)m
c
vj(t)
−
J∑
w=Bn
Θ(xciw(t), y
f
j (t))h(x
c
iw(t))g(y
f
j (t))m
f
j (t)m
c
iw(t) (2.12)
+
J∑
v,w=Bn
Θ(xciw(t), y
c
vj(t))h(x
c
iw(t))g(y
c
vj(t))m
c
vj(t)m
c
iw(t),
6
N¯ij(t) = (x
m
i (t), y
f
j (t))Θ(x
m
i (t), y
f
j (t))h(x
m
i (t))g(y
f
j (t))m
m
i (t)m
f
j (t) (2.13)
−
J∑
v=Bn
(xmi (t), y
c
vj(t))Θ(x
m
i (t), y
c
vj(t))h(x
m
i (t))g(y
c
vj(t))m
m
i (t)m
c
vj(t)
−
J∑
w=Bn
(xciw(t), y
f
j (t))(Θ(x
c
iw(t), y
f
j (t))h(x
c
iw(t))g(y
f
j (t))m
f
j (t)m
c
iw(t)
+
J∑
v,w=Bn
(xciw(t), y
c
vj(t))Θ(x
c
iw(t), y
c
vj(t))h(x
c
iw(t))g(y
c
vj(t))m
c
vj(t)m
c
iw(t)
and
Dij(t) = γ +
J∑
i=Bn
h(xmi (t))m
m
i (t)−
J∑
i,j=Bn
h(xcij(t))m
c
ij(t) (2.14)
+
J∑
j=Bn
g(yfj (t))m
f
j (t)−
J∑
i,j=Bn
g(ycij(t))m
c
ij(t).
The functions Nij(t), N¯ij(y) and Dij(t) appear in the EBT scheme, due to the generic marriage function (1.2).
Namely, the integral of F over a cohort is approximated as∫
[lmi−1(tk),l
m
i (tk))×[lfj−1(tk),lfj (tk))
F (t, um(t, x), uf (t, x), uc(t, x, y), x, y)dxdy ' Nij(t)
Dij(t)
,
while its first moment is approximated as∫
[lmi−1(tk),l
m
i (tk))×[lfj−1(tk),lfj (tk))
(x, y)F (t, um(t, x), uf (t, x), uc(t, x, y), x, y)dxdy ' N¯ij(t)
Dij(t)
.
For further details we refer to [10]. Differential equations constituting the EBT method (2.11) are equipped with the
with initial boundary conditions (2.4)–(2.10), where instead of (2.5) and (2.9), the following constraints are applied(
mcij(tk), (x
c
ij(tk), y
c
ij(tk))
)
= (0, (0, 0)), where (i = Bn ∨ j = Bn) ∧ i, j ∈ {Bn, . . . , J}, (2.15)
for all n.
2.3 Relation between the methods
The simplified method has a far more transparent representation that the original EBT model for couples in [10],
it requires less computations while formally remaining the same order of convergence as we will show in the next
section. In case of male and female populations it only differs by the evolution of localisations in the boundary
cohorts. This simplification was already proposed in [3] for the single species case, whose convergence was proven
in [9]. Here compared to [10], we simplified the EBT scheme further by choosing the localisation of the couples in
the boundary cohorts consistently in terms of the localisations of the male and female populations. More precisely,
(2.15) is imposed compared to (2.5)-(2.9). This results in simpler approximation of the marriage function and in the
fact that the characteristics in age variable of couples, male and female populations remain the same.
In fact, we can check that under this consistent choice of the initial data for couples, female and male populations,
the simplified EBT scheme is a particular case of the original EBT scheme. Notice, that the formula for (x˜cij(t), y˜cij(t))
in (2.11) together with (xcij(t), ycij(t)) =
1
mcij(t)
(x˜cij(t), y˜
c
ij(t)) yields
d
dt
(xcij , y
c
ij)(t) =
d
dt
(x˜cij , y˜
c
ij)(t)
mcij(t)
= (1, 1)− (x
c
ij(t), y
c
ij(t))
mcij(t)
Nij(t)
Dij(t)
+
N¯ij(t)
mcij(t)Dij(t)
(2.16)
for all t ∈ [tn, tn+1). Let us remind that ddtxmi (t) = 1 and analyse only the first component of the equality (2.16), as
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the same reasoning can be made for yfij(t). We can rewrite this ODE as
d
dt
(
xcij(t)− xmi (t)
)
=
1
mcij(t)Dij(t)
[
N¯ij(t) ·
(
1
0
)
− xcij(t)Nij(t)
]
=
1
mcij(t)Dij(t)
[
(xmi (t)− xcij(t))Θ(xmi (t), yfj (t))h(xmi (t))g(yfj (t))mmi (t)mfj (t)
− (xmi (t)− xcij(t))
J∑
v=Bn
Θ(xmi (t), y
c
vj(t))h(x
m
i (t))g(y
c
vj(t))m
m
i (t)m
c
vj(t)
−
J∑
w=B
(xciw(t)− xcij(t))(Θ(xciw(t), yfj (t))h(xciw(t))g(yfj (t))mfj (t)mciw(t)
+
J∑
v,w=B
(xciw(t)− xcij(t))Θ(xciw(t), ycvj(t))h(xciw(t))g(ycvj(t))mcvj(t)mciw(t)
]
=
1
mcij(t)Dij(t)
[
(xmi (t)− xcij(t))Θ(xmi (t), yfj (t))h(xmi (t))g(yfj (t))mmi (t)mfj (t)
− (xmi (t)− xcij(t))
J∑
v=Bn
Θ(xmi (t), y
c
vj(t))h(x
m
i (t))g(y
c
vj(t))m
m
i (t)m
c
vj(t)
−
J∑
w=B
(xciw(t)∓ xmi (t)− xcij(t))(Θ(xciw(t), yfj (t))h(xciw(t))g(yfj (t))mfj (t)mciw(t)
+
J∑
v,w=B
(xciw(t)∓ xmi (t)− xcij(t))Θ(xciw(t), ycvj(t))h(xciw(t))g(ycvj(t))mcvj(t)mciw(t)
]
.
One can rewrite the previous system in terms of the auxiliary variables zij(t) = xcij(t)− xmi (t). Let us assume that
xmi (tn) = x
c
ij(tn) or equivalently zij(tn) = 0 for j = Bn, . . . , J . It is easy to observe from the previous expression that
zij(t) = 0 is a solution of the system of ODEs consistent with the initial conditions at tn, and thus by the uniqueness
of the ODE system we deduce that zij(t) = xcij(t)− xmi (t) = 0 for all t ∈ [tn, tn+1). As a consequence, we infer that
d
dt
(
xcij(t)− t
)
= 0,
which explains the last formula in the simplified EBT ODE system (2.2). Notice, that in this case, when xmi (t) = xcij(t)
and yfj (t) = y
c
ij(t) for i, j = B(t), . . . , J , expression
Nij(t)
Dij(t)
simplifies significantly as (2.3).
3 Embedding in a space of measures
As it was stated in the introduction, we are going to describe and analyse underlying problems and their solutions
in a space of nonnegative Radon measures equipped with flat metric. In fact, setting some models of population
dynamics in this space was suggested for the first time in [11]. The aged–structured two-sex population model with
age as a structure variable was, actually, embedded in a suitable space in [25], where the approach followed after
[5, 11, 12].
Alternalively one can investigate the underlying problem not in the positive cone in the space of measures
M+(RN+ ) but in the full Banach space which is a closure of space of bounded Radon measuresM(RN+ ) with respect
to bounded Lipschitz distance, [16]. See also [26] for similar Lipschitz–free space. It is important to point out that
the space defined in [16] is predual to W 1,∞(RN+ ) and is essentially smaller then
(
W 1,∞(RN+ )
)∗ .
The crucial reason to consider the predual space instead of
(
W 1,∞(RN+ )
)∗ is the lack of the continuity of the
semigroup generated by the transport operator, see Lemma 2 in [13].
So through this paper,M+(Ri+) denotes the space of nonnegative Radon measures with bounded total variation,
where Ri+ = [0,∞)i, i = 1, 2, and B ∈ B(R+) is a Borel set. We will investigate the following equivalent of system
(1.1):
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∂tµ
m
t + ∂xµ
m
t + ξ
m(t, µmt , µ
f
t )µ
m
t = 0, (t, x) ∈ [0, T ]× R+
Dλµ
m
t (0
+) =
∫
R2+
βm(t, µmt , µ
f
t )(z)dµ
c
t(z)
µm0 ∈ M+(R+)
∂tµ
f
t + ∂xµ
f
t + ξ
f (t, µmt , µ
f
t )µ
f
t = 0, (t, x) ∈ [0, T ]× R+
Dλµ
f
t (0
+) =
∫
R2+
βf (t, µmt , µ
f
t )(z)dµ
c
t(z)
µf0 ∈ M+(R+)
∂tµ
c
t + ∂z1µ
c
t + ∂z2µ
c
t + ξ
c(t, µmt , µ
f
t , µ
c
t)µ
c
t = T (t, µmt , µft , µct), (t, z) ∈ [0, T ]× R2+
µct({0} ×B) = µct(B × {0}) = 0
µm0 ∈ M+(R2+)
(3.1)
Measures µmt , µ
f
t ∈M+(R1+) and µct ∈M+(R2+) describe the distribution of males, females and couples, respec-
tively, at time t. Functions ξm, ξf and ξc are equivalents of functions cm, cf and cc and describe the disappearance
of individuals, while functions βm and βf constitute equivalents for bm and bf , birth rates of males and females,
respectively. Symbols Dλµmt (0+) and Dλµ
f
t (0
+) denote Radon–Nikodym derivatives of µmt and µ
f
t , respectively, with
respect to the one dimensional Lebesgue measure λ at point 0, as we assume that the support of singular part of
measures µmt and µ
f
t does not contain 0.
Before we make a comment on the marriage function, let us define the distribution of single males and females,
smt and s
f
t , respectively. By single smt or s
f
twe mean not only those who has never been married by time t, but also
those who are divorced or widowed at time t. Let measures σmt and σ
f
t be projections of µct on R+ and describe a
distribution of males and females respectively, who are married at time t:
σmt (B) = µ
c
t(B × R+), and σft (B) = µct(R+ ×B). (3.2)
Now smt and s
f
t can be easily defined as
smt (B) = (µ
m
t − σmt )(B × R+), and sft (B) = (µft − σft )(B × R+) (3.3)
Following [25] and [10] we adopt the following definition of generic marriage function:
T (t, µmt , µft , µct)) = F(t, µmt − σmt , µft − σft )) = (3.4)
F(t, smt , sft ) =
Θ(x, y)h(x)g(y)
γ +
∫∞
0
h(z)dsmt (z) +
∫∞
0
g(w)dsft (w)
(smt ⊗ sft ),
where (smt ⊗ sft ) is a product measure on R2+.
3.1 EBT schemes for fully nonlinear model in space of measures
The output of the numerical method should evolve in the same space that the solution of (3.1). This requirement
can be easily satisfied by defining measures νmk,t, ν
f
k,t and ν
c
k,t as a linear combination of Dirac measures:
νmk,t :=
J∑
i=Bn
mmi (t)δ{xmi (t)}, ν
f
k,t :=
J∑
j=Bn
mfj (t)δ{yfj (t)}, ν
c
k,t :=
J∑
i,j=Bn
mcij(t)δ{xcij(t),ycij(t)}, (3.5)
where t ∈ [tn, tn+1), (such that tn+1 − tn ≤ a0), and (xmi (t),mmi (t)), (yfj (t),mfj (t)), ((xcij(t), ycij(t)),mcij(t)) is the
output of the EBT algorithm (2.11). The subscript k (k = J−B0) is related to the approximation of initial condition,
as it is equal to the amount of initial cohorts for males and females,
νmk,0 :=
J∑
i=B0
mmi (0)δ{xmi (0)}, ν
f
k,0 :=
J∑
j=B0
mfj (0)δ{yfj (0)}, ν
c
k,0 :=
J∑
i,j=B0
mcij(0)δ{xcij(0),ycij(0)}. (3.6)
For the transparency of notation we will omit subscript k in the further part of the manuscript.
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For t ∈ [tn, tn+1) the system (3.1) is approximated with the following EBT scheme
d
dtm
m
i (t) = −ξm(t, νmt , νft )(xmi (t))mmi (t), i = Bn + 1, . . . , J
d
dtx
m
i (t) = 1, i = Bn, . . . , J
d
dtm
m
Bn
(t) = −ξm(t, νmt , νft )(xmBn(t))mmBn(t) +
∑J
i,j=Bn
βm(t, νmt , ν
f
t )(x
c
ij(t), y
c
ij(t))m
c
ij(t),

d
dtm
f
j (t) = −ξf (t, νmt , νft )(yfj (t))mfj (t), j = Bn + 1, . . . , J
d
dty
f
j (t) = 1, j = Bn, . . . , J
d
dtm
f
Bn
(t) = −ξf (t, νmt , νft )(yfBn(t))m
f
Bn
(t) +
∑J
i,j=Bn
βf (t, νmt , ν
f
t )(x
c
ij(t), y
c
ij(t))m
c
ij(t),
(3.7)

d
dtm
c
ij(t) = −ξc(t, νmt , νft , νct )(xcij(t), ycij(t))mcij(t) + Nij(t)Dij(t) , i, j = Bn, . . . , J
d
dt (x
c
ij(t), y
c
ij(t)) = (1, 1), i, j = Bn, . . . , J
where Nij(t)Dij(t) is defined by (2.3).
Remark 3.1. Let us notice that application of measures (3.5) to function T (defined in (3.4)) results in the formula:
T (t, νmt , νft , νct )(xcij(t), ycij(t)) =
J∑
i,j=Bn
Nij(t)
Dij(t)
δ{xcij(t),ycij(t)},
for t ∈ [tn, tn+1).
3.2 Notation, definitions and important facts
Through this paper we understand, that C1(RN+ ;R) is a class of differentiable functions from RN+ to R. Defined
below Lipschitz bounded distance (flat metric) dN is associated, in the paper, with spaceM+(RN+ ), where N ∈ N.
Definition 3.2. Let µ, ν ∈ M+(RN+ ), where N ∈ N. The distance function dN :M+(RN+ ) ×M+(RN+ ) → [0,∞) is
defined by
dN (µ1, µ2) = sup
{∫
RN+
ϕd(µ1 − µ2) : ϕ ∈ C1(RN+ ;R) and ‖ϕ‖W1,∞(RN+ ,R) ≤ 1
}
,
where ‖ϕ‖W1,∞(RN+ ,R) = max{‖ϕ‖L∞ , ‖∂x1ϕ‖L∞ , ‖∂x2ϕ‖L∞ , . . . , ‖∂xNϕ‖L∞}, N ∈ N.
The metric dN is a distance derived from the dual norm of W1,∞(RN+ ,R). For sake of simplicity we will write
‖ · ‖W1,∞ instead of ‖ · ‖W1,∞(RN+ ,R) unless it leads to misunderstandings. Space
(M+(RN+ ), dn) possesses two
favourable features which are necessary for investigating the convergence of numerical scheme. It is well-known, see
[?, ?, 12], that the metric space
(M+(RN+ ), dN) is complete separable and that the convergence in metric dN is
equivalent to narrow convergence of sequences inM+(RN+ ).
As we are concerned with linear combinations of Dirac measures it is worthy to make the following observation.
Lemma 3.3. Let µ =
∑J
i=1miδxi and µ˜ =
∑J
i=1 m˜iδx˜i , where J ∈ N, xi, x˜i ∈ RN+ and mi, m˜i ∈ R+. Then,
dN (µ, µ˜) ≤
J∑
i=1
(‖xi − x˜i‖mi + |mi − m˜i|) .
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Proof.- The proof consists in applying the triangle inequality and Definition 3.2 to get
dN (µ, µ˜) ≤ dN
(
J∑
i=1
miδxi ,
J∑
i=1
miδx˜i
)
+ dN
(
J∑
i=1
miδx˜i ,
J∑
i=1
m˜iδx˜i
)
≤ sup
{∫
RN+
ϕd
(
J∑
i=1
miδxi −
J∑
i=1
miδx˜i
)
: ϕ ∈ C1(RN+ ;R) and‖ϕ‖W1,∞(RN+ ,R) ≤ 1
}
+ sup
{∫
RN+
ϕd
(
J∑
i=1
miδx˜i −
J∑
i=1
m˜iδx˜i
)
: ϕ ∈ C1(RN+ ;R) and‖ϕ‖W1,∞(RN+ ,R) ≤ 1
}
≤ sup
{
J∑
i=1
|ϕ(xi)− ϕ(x˜i)|mi : ϕ ∈ C1(RN+ ;R) and‖ϕ‖W1,∞(RN+ ,R) ≤ 1
}
+ sup
{
J∑
i=1
ϕ(x˜i)|mi − m˜i| : ϕ ∈ C1(RN+ ;R) and‖ϕ‖W1,∞(RN+ ,R) ≤ 1
}
≤
J∑
i=1
‖xi − x˜i‖mi +
J∑
i=1
|mi − m˜i|.

Definition 3.4. Let (E, d) be a metric space. A family of bounded operators S : [0, T ] × [0, T ] × E → E is called
a Lipschitz semiflow if for steps s, t ∈ [0, T ], and times τ such that τ, τ + s, τ + t, τ + s + t ∈ [0, T ] the following
conditions are satisfied,
1. S(0; τ) = I,
2. S(t+ s; τ) = S(t; τ + s)S(s; τ),
3. d(S(t; τ)µ, S(s; τ)ν) ≤ L(d(µ, ν) + |t− s|),
Let us define product spaces
U =M+(R+)×M+(R+)×M+(R2+) and V =M+(R+)×M+(R+).
We will investigate the problem of approximation of weak solutions of model (3.1) in the metric space (U ,d), where
d = d1 + d1 + d2.
The following definition of weak solution to (3.1) was proposed in [25] (see also [5]).
Definition 3.5. A triple u = (µm, µf , µc) : [a, b] → U is a weak solution to the system (3.1) on the interval
[a, b], if µm, µf , µc are narrowly continuous with respect to time and for all (ϕm, ϕf , ϕc) such that ϕm, ϕf ∈ (C1 ∩
W1,∞)([a, b]× R+;R) and ϕc ∈ (C1 ∩W1,∞)([a, b]× R2+;R), the following equalities hold∫ b
a
∫
R+
(
∂tϕ
i(t, x) + ∂xϕ
i(t, x)− ξi(t, µmt , µft )ϕi(t, x)
)
dµit(x)dt+
∫ b
a
ϕi(t, 0)
∫
R2+
βi(t, µmt , µ
f
t )(z)dµ
c
t(z)dt
=
∫
R+
ϕi(b, x)dµib(x)−
∫
R+
ϕi(a, x)dµia(x), for i = f,m
and∫ b
a
∫
R+
(
∂tϕ
c(t, z) + ∂xϕ
c(t, z) + ∂yϕ
c(t, z)− ξc(t, µmt , µft , µct)ϕc(t, z)
)
dµct(z)dt+
∫ b
a
∫
R2+
ϕc(t, z)dT (t, µmt , µft , µct)(z)dt
=
∫
R+
ϕc(b, z)dµcb(z)−
∫
R+
ϕc(a, z)dµca(z).
Here, narrowly continuous functions are understood in a sense of narrow convergence introduced in [1].
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Assumption 3.6. We make the following assumptions on the model functions:
ξm, ξf ∈ BC0,1([0, T ]× V,W1,∞(R+;R))
βm, βf ∈ BC0,1([0, T ]× V,W1,∞(R2+;R))
ξc ∈ BC0,1([0, T ]× U ,W1,∞(R2+;R))
T ∈ BC0,1([0, T ]× U ,M+(R2+))
We understand, that spaces BC0,1([0, T ]×V, X) and BC0,1([0, T ]×U , X) are spaces of X valued functions, bounded
with respect to the ‖ · ‖X norm, continuous with respect to time and Lipschitz continuous with respect to measure
variables. We understand, that function T is bounded with respect to ‖ · ‖W1,∞ norm, as its values are in the space
of nonnegative measures. The norm ‖ · ‖BC0,1 in the BC0,1 space is defined in the following way
‖f‖BC0,1 = sup
t∈[0,T ],v∈Y
(‖f(t,v)‖X + Lipv(f(t, ·))),
where Y = V or Y = U and Lipv(f(t, ·)) is a Lipschitz constant of f(t, ·).
We will write ‖ · ‖BC instead of ‖ · ‖BC0,1 , for the sake of clarity.
Remark 3.7. It was proven in [25], under Assumption 3.6, Theorem 2.9, that solutions to (3.1) form Lipschitz
semiflows S : [0, T ]× [0, T ]× U → U .
Remark 3.8. Let νmt , ν
f
t , νct be defined by (3.5), where (xmi (t),mmi (t)), (y
f
j (t),m
f
j (t)), ((x
c
ij(t), y
c
ij(t)),m
c
ij(t)) is
the output of the EBT algorithm (3.7). Then it is easy to show, using Lemma 3.3, that the solution of numerical
method vt = (νmt , ν
f
t , ν
c
t ) : [0, T ] → (U ,d) is a Lipschitz continuous map. The rigorous proof can be seen in [13,
Lemma 4.2].
Remark 3.9. It was shown in [19], that for a given Radon measure the initial conditions um0 (x) and u
f
0 (y) can be
approximated in flat metric with an arbitrarily good precision by a combination of Dirac measures defined by (3.6).
The same reasoning can be applied to the initial condition uc0(·, x, y).
Proposition 3.10. Let S : [0, T ] × [0, T ] × E → E be a Lipschitz semiflow. For every Lipschitz continuous map
[0, T ] 3 t 7→ νt ∈ E the following estimate holds:
d(νt, S(t; 0)ν0) ≤ L
∫
[0,t]
lim inf
h→0
d(ντ+h, S(h; τ)ντ )
h
dτ.
The proof of the proposition is similar to the proof of Theorem 2.9 in [4].
Lemma 3.11. Let us consider the equation
∂tµt + ∂xµt + ξ(t, µ)µ = g(t)δ{0}, (t, x) ∈ [0, T ]× R+
µm0 ∈ M+(R+), (3.8)
where g(t) :=
∫
R2+
β(t, µt)(z)dµ
∗
t (z) with the coefficients ξ and β satisfying the conditions in Assumptions 3.6 for
the respective coefficients. Here, µ∗t (z) is a given curve of measures with finite total mass for all t ≥ 0 narrowly
continuous with respect to time. The weak solution is given by
µt = (Φ(t; ·)#µ0) exp
(
−
∫ t
0
ξ(τ, · − t+ τ)dτ
)
+ µ˜t
with Φ(t;x) = x+ t, Φ(t; ·)#µ0 refers to the push forward of a measure through the map Φ(t; ·), and
µ˜t =
∫ t
0
exp
(
−
∫ t
τ
ξ(s, ·+ s− t)ds
)
g(τ)δ{t−τ}dτ.
More precisely, µ˜t is defined by〈
ϕ,
∫ t
0
exp
(
−
∫ t
τ
ξ(s, ·+ s− t)ds
)
g(τ)δ{t−τ}dτ
〉
=
∫ t
0
ϕ(t− τ) exp
(
−
∫ t
τ
ξ(s, s− τ)ds
)
g(τ)dτ
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for all test functions ϕ, and its Radon-Nykodym derivative with respect to the Lebesgue measure λ on the line is given
by the bounded function
f(t, x) =
 h(t, t− x)−
∫ t
x
ξ(t, t− τ + x)h(t, τ − x)dτ, 0 ≤ x ≤ t,
0 x > t.
,
that is, µ˜t = f(t, ·)λ, with h(t, τ) = exp
(
− ∫ t
τ
ξ(s, s− τ)ds
)
g(τ).
Proof.- Let us denote the right-hand side of equation (3.8) as ωt. It is known that the semigroup of this McKendrick–
von Foerster equation can be written in terms of the characteristics of the flow, see [20]. More precisely, defining
now Φ(τ, t;x) = x+ t− τ for any t, τ ≥ 0, then the unique solution reads as
µt =Φ(0, t; ·)#
(
µ0 exp
(
−
∫ t
0
ξ(τ,Φ(0, τ ; ·))dτ
))
+
∫ t
0
Φ(τ, t, ·)#
(
ωτ exp
(
−
∫ t
τ
ξ(s,Φ(τ, s; ·))ds
))
dτ
By substituting ωt = g(t)δ{0} and simple algebraic manipulations, we obtain
µt = (Φ(0, t; ·)#µ0) exp
(
−
∫ t
0
ξ(τ, · − t+ τ)dτ
)
+
∫ t
0
exp
(
−
∫ t
τ
ξ(s, · − t+ s)ds
)
g(τ)δ{t−τ}dτ
as stated above. The final part of the Lemma is obtain by computing directly the Radon-Nikodym derivative using
the formula for µ˜t acting on test functions. Choosing for sufficiently small ε the test function defined as
ϕε =
1
2ε
χ(x−ε,x+ε) , where χI stands for the characterisctic function of the interval I ,
we can check that for 0 ≤ x ≤ t,
lim
ε→0
〈µ˜t, ϕε〉 = lim
ε→0
1
2ε
∫ min(0,t−x+ε)
max(0,t−x−ε)
h(t, τ)dτ =
d
dt
∫ t
x
f(t, τ − x)dτ = h(t, t− x) +
∫ t
x
∂h
∂t
(t, τ − x)dτ .
It is straightforward to check that for x > t, the previous computation gives 0, finishing the proof of the result. 
The following lemma will be used extensively in the proof of the main theorem on the convergence of the EBT
scheme
Lemma 3.12. Let t ∈ [τ, τ + h) ⊂ [tn, tn+1), and t 7→ (νmt , νft , νct ), t 7→ (ν¯mt , ν¯ft , ν¯ct ) ∈ U , where
νmt :=
J∑
i=Bn
mmi (t)δ{xmi (t)}, ν
f
t :=
J∑
j=Bn
mfj (t)δ{yfj (t)}, ν
c
t :=
J∑
i,j=Bn
mcij(t)δ{xcij(t),ycij(t)},
and
ν¯mt :=
J∑
i=Bn
m¯mi (t)δ{xmi (t)}, ν¯
f
t :=
J∑
j=Bn
m¯fj (t)δ{yfj (t)}, ν¯
c
t :=
J∑
i,j=Bn
m¯cij(t)δ{xcij(t),ycij(t)},
be certain Lipschitz continuous maps in dN such, that (νmτ , νfτ , νcτ ) = (ν¯mτ , ν¯fτ , ν¯cτ ), and
C1 =Lipt(ν
m) + Lipt(ν¯
m) + Lipt(ν
f ) + Lipt(ν¯
f )
C2 =Lipt(ν
m) + Lipt(ν¯
m) + Lipt(ν
f ) + Lipt(ν¯
f ) + Lipt(ν
c) + Lipt(ν¯
c),
where Lipt(·) stands for the Lipschitz constant with respect to t. Then the following estimates hold for i, j = Bn, . . . , J∣∣∣ξk(t, νmt , νft )(xi(t))− ξk(t, ν¯mt , ν¯ft )(xi(t))∣∣∣ ≤C1h‖ξk‖BC, k = m, f∣∣∣βk(t, νmt , νft )(xij(t), yij(t))− βk(t, ν¯mt , ν¯ft )(xij(t), yij(t))∣∣∣ ≤C1h‖βk‖BC, k = m, f∣∣∣ξc(t, νmt , νft , νct )(xij(t), yij(t))− ξc(t, ν¯mt , ν¯ft , ν¯ct )(xij(t), yij(t))∣∣∣ ≤2C2h‖ξc‖BC.
(3.9)
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Moreover, given functionsmi(t), m¯i(t) ∈W1,∞([τ, τ+h),R+) such, thatmi(τ) = m¯i(τ) (i = Bn, . . . , J) and constants
C3 = sup
t∈[0,T ]
{
‖νmt ‖TV + ‖νft ‖TV + ‖νct ‖TV + ‖ν¯mt ‖TV + ‖ν¯ft ‖TV + ‖ν¯ct ‖TV
}
,
C4 =Lipt(mBn) + Lipt(m¯Bn), C5 = C1C3 + C1, C6 = 2C2C3 + C2
we can conclude that, for k = m, f and for any ϕ ∈W 1,∞ with norm less than 1,∣∣∣∣∣
J∑
i=Bn
ϕ(xi(t))[ξ
k(t, νmt , ν
f
t )(xi(t))mi(t)− ξk(t, ν¯mt , ν¯ft )(xi(t))m¯i(t)]
∣∣∣∣∣ ≤ C5h‖ξk‖BC,∣∣∣∣∣
J∑
i=Bn
ϕ(xi(t))[β
k(t, νmt , ν
f
t )(xij(t), yij(t))mij(t)− βk(t, ν¯mt , ν¯ft )(xij(t), yij(t))m¯ij(t)]
∣∣∣∣∣ ≤ C5h‖βk‖BC,∣∣∣∣∣
J∑
i=Bn
ϕ(xij(t), yij(t))[ξ
c(t, νmt , ν
f
t , ν
c
t )(xij(t), yij(t))mij(t)− ξc(t, ν¯mt , ν¯ft , ν¯ct )(xij(t), yij(t))m¯ij(t)]
∣∣∣∣∣ ≤ C6h‖ξc‖BC,
(3.10)
and for k = m, f∣∣∣∣∣
∫ τ+h
τ
ξk(t, νmt , ν
f
t )(xBn(t))mBn(t)dt−
∫ τ+h
τ
ξk(t, ν¯mt , ν¯
f
t )(xBn(t))m¯Bn(t)dt
∣∣∣∣∣ ≤ (C4 + C1C3)h2‖ξk‖BC. (3.11)
Proof.- We will prove the above estimates for the male function ξm only since the same strategy can be used for
the remaining functions. To simplify the notation, we avoid the explicit t dependence of ξm. Let us start with (3.9).
Using the triangular inequality and the assumption (νmτ , νfτ , νcτ ) = (ν¯mτ , ν¯fτ , ν¯cτ ), we have∣∣∣ξm(νmt , νft )(x)− ξm(ν¯mt , ν¯ft )(x)∣∣∣ ≤ ∣∣∣ξm(νmt , νft )(x)− ξm(ν¯mt , νft )(x)∣∣∣+ ∣∣∣ξm(ν¯mt , νft )(x)− ξm(ν¯mt , ν¯ft )(x)∣∣∣
≤
∣∣∣ξm(νmt , νft )(x)− ξm(νmτ , νft )(x)∣∣∣+ ∣∣∣ξm(ν¯mτ , νft )(x)− ξm(ν¯mt , νft )(x)∣∣∣+∣∣∣ξm(ν¯mt , νft )(x)− ξm(ν¯mt , νfτ )(x)∣∣∣+ ∣∣∣ξm(ν¯mt , ν¯fτ )(x)− ξm(ν¯mt , ν¯ft )(x)∣∣∣
for all x ≥ 0 from which∣∣∣ξm(νmt , νft )(x)− ξm(ν¯mt , ν¯ft )(x)∣∣∣ ≤ ‖ξm‖BC sup
t∈[τ,τ+h)
(
d1(ν
m
t , ν
m
τ ) + d1(ν¯
m
τ , ν¯
m
t ) + d1(ν
f
t , ν
f
τ ) + d1(ν¯
f
τ , ν¯
f
t )
)
≤ C1h‖ξm‖BC
for all x ≥ 0.
Let us move to the proof of (3.10) now, for any ϕ ∈W 1,∞ with norm less than 1 and for all x ≥ 0, we have∣∣∣∣∣
J∑
i=Bn
ϕ(x)[ξm(νmt , ν
f
t )(x)mi(t)− ξm(ν¯mt , ν¯ft )(x)m¯i(t)]
∣∣∣∣∣ ≤
∣∣∣∣∣
J∑
i=Bn
ϕ(x)[ξm(νmt , ν
f
t )(x)mi(t)− ξm(ν¯mt , ν¯ft )(x)mi(t)]
∣∣∣∣∣+∣∣∣∣∣
J∑
i=Bn
ϕ(x)ξm(ν¯mt , ν¯
f
t )(x)[mi(t)− m¯i(t)]
∣∣∣∣∣
Using inequalities (3.9) and the fact that mi(t) ≥ 0 for i = Bn, . . . , J , the first term of the right hand side of the
above inequality can be estimated as∣∣∣∣∣
J∑
i=Bn
ϕ(x)[ξm(νmt , ν
f
t )(x)mi(t)− ξm(ν¯mt , ν¯ft )(x)mi(t)]
∣∣∣∣∣ ≤ C1h‖ξm‖BC
J∑
i=Bn
|ϕ(x)|mi(t) ≤ C1C3h‖ξm‖BC .
To estimate the second term of the right hand side, we proceed as∣∣∣∣∣
J∑
i=Bn
ϕ(x)ξm(ν¯mt , ν¯
f
t )(x)[mi(t)− m¯i(t)]
∣∣∣∣∣ ≤ ‖ξm(νmt , νft )‖L∞d1(νmt , ν¯mt ) ≤ C1h‖ξm‖BC,
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for any ϕ ∈W 1,∞ with norm less than 1 and for all x ≥ 0. Here, we used that
d1(ν
m
t , ν¯
m
t ) =
J∑
i=Bn
|mi(t)− m¯i(t)| ≤ d1(νmt , νmτ ) + d1(ν¯mτ , ν¯mt )
since both measures are combinations of Dirac Deltas at the same locations and assumption (νmτ , νfτ , νcτ ) = (ν¯mτ , ν¯fτ , ν¯cτ ).
The proof for (3.11) is easier as∣∣∣∣∣
∫ τ+h
τ
(
ξm(t, νmt , ν
f
t )(xBn(t))m
m
Bn(t)− ξm(t, ν¯mt , ν¯ft )(xBn(t))m¯mBn(t)
)
dt
∣∣∣∣∣ ≤∫ τ+h
τ
∣∣∣ξm(t, νmt , νft )(xBn(t))− ξm(t, ν¯mt , ν¯ft )(xBn(t))∣∣∣ m¯mBn(t)dt+ ∫ τ+h
τ
ξm(t, νmt , ν
f
t )(xBn(t))
∣∣mmBn(t)− m¯mBn(t)∣∣ dt
≤ C1h‖ξm‖BC
∫ τ+h
τ
m¯mBn(t)dt+ ‖ξm‖BC
∫ τ+h
τ
h(Lipt(mBn) + Lipt(m¯Bn))dt ≤ (C1C3 + C4)h2‖ξm‖BC.

4 Convergence
Theorem 4.1. Let ut = (µmt , µ
f
t , µ
c
t) : [0, T ]→ U be solution of (3.1), and v0 = (νm0 , νf0 , νc0) ∈ U be an approximation
of u0 = (µm0 , µ
f
0 , µ
c
0) given by formulas (3.6), (2.6) and (2.7) with an error
ε0 = d(u0,v0).
Let vt = (νmt , ν
f
t , ν
c
t ) : [0, T ] → U be the output of the numerical method defined in Section 3.1 with the initial
condition v0. Then, there exists such a constant C, that
d(ut,vt) ≤ ε0 + CT∆t, t ≤ T. (4.1)
where ∆t = maxn=0,...NT−1 |tn+1 − tn|, tn < T for n = 0, . . . , NT and ∆t ≤ a0, where a0 satisfies (1.3).
Proof.- As it was mentioned in Remark 3.7 and Remark 3.8, the solution of the numerical method defined in
Section 3.1 vt is a Lipschitz continues map, and the problem (3.1) generates a Lipschitz semiflow S in metric space
(U ,d). Thus, to estimate the difference between vt and ut = S(t; 0)u0, we are entitled to use Proposition 3.10 and
to consider the problem locally in time.
Without loss of generality we can assume, that interval (τ, τ +h] does not contain internalisation point time, that
is, there exists n such that (τ, τ + h] ⊂ [tn, tn+1). A remark on this assumption will be made just after the proof.
According to Proposition 3.10, we wish to estimate the following distance
d(vτ+h, S(h; τ)vτ ) = d1(νmτ+h, S
m(h; τ)νmτ ) + d1(ν
f
τ+h, S
f (h; τ)νfτ ) + d2(ν
c
τ+h, S
c(h; τ)νcτ ) (4.2)
showing that it is bounded by C(tn+1 − tn)∆t with C depending only on T and the hypotheses on the functions
involved in (3.1) given by Assumption 3.6. It is straightforward from this local estimate using the properties of the
dN -semiflow in Definition 3.4 and the triangular inequality to deduce the global estimate (4.1) by induction.
Let us recall, that components of the EBT ODE output vt, t ∈ [tn, tn+1), are defined as linear combinations of
J −Bn + 1 Dirac measures in case of males/females, and (J −Bn + 1)2 in case of couples
νmt :=
J∑
i=Bn
mmi (t)δ{xmi (t)}, ν
f
t :=
J∑
j=Bn
mfj (t)δ{yfj (t)}, ν
c
t :=
J∑
i,j=Bn
mcij(t)δ{xcij(t),ycij(t)}
Let v¯t = (ν¯mt , ν¯
f
t , ν¯
c
t ) be a solution to (3.1) on the interval [τ, τ + h] with initial condition vτ
ν¯mt := S
m(t− τ ; τ)νmτ , ν¯ft := Sf (t− τ ; τ)νfτ , and ν¯ct := Sc(t− τ ; τ)νcτ ,
The semiflow S = (Sm, Sf , Sc) generates the following solution
ν¯mt = f
m(t, ·)λ1 +
J∑
i=Bn
m¯mi (t)δ{x¯mi (t)}, ν¯
f
t = f
f (t, ·)λ1 +
J∑
j=Bn
m¯fj (t)δ{y¯fj (t)}, ν¯
c
t =
J∑
i,j=Bn
m¯cij(t)δ{x¯cij(t),y¯cij(t)},
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where λ1 is a Lebesgue measure, and fm and ff are densities arising in the boundary cohorts, such that suppfk(t, ·) ⊂
(0, t − τ), k = f,m. Observe, that ν¯ct does not have an absolutely continuous measure f c(t, )λ2 because newborns
do not form couples. This is guaranteed by marriage function (1.2) together with assumptions (1.3) and ∆t ≤ a0.
Let us write s = τ +h and notice that the first component of (4.2) can be initially estimated in the following way
d1(ν¯
m
s , ν
m
s ) = d1
(
fm(s, ·)λ1 +
J∑
i=Bn
m¯mi (s)δ{x¯mi (s)},
J∑
i=Bn
mmi (s)δ{xmi (s)}
)
≤ d1
(
fm(s, ·)λ1, p¯mBn(s)δ{x¯mBn (s)}
)
+ d1
(
p¯mBn(s)δ{x¯mBn (s)} +
J∑
i=Bn
m¯mi δ{x¯mi (s)},
J∑
i=Bn
mmi δ{xmi (s)}
)
≤ d1
(
fm(s, ·)λ1, p¯mBn(s)δ{x¯mBn (s)}
)
+ d1
((
p¯mBn(s) + m¯
m
Bn(s)
)
δ{x¯mBn (s)},m
m
Bn(s)δ{xmBn (s)}
)
+
J∑
i=Bn+1
d1
(
m¯mi (s)δ{x¯mi (s)},m
m
i (s)δ{xmi (s)}
)
(4.3)
where p¯mBn(s) is a mass generated by the absolutely continuous measures f
m(t, ·)λ1, i.e. p¯mBn(s) =
∫
R+ f
m(s, x)dx.
The previous estimate uses that the flat metric is in fact a norm. The second component of (4.2) concerning the
female population is treated analogously, while the third component will follow easily from the expression
d2(ν¯
c
s , ν
c
s) = d2
 J∑
i,j=Bn
m¯cij(s)δ{x¯cij(s),y¯cij(s)},
J∑
i,j=Bn
mcij(s)δ{xcij(s),ycij(s)}
 . (4.4)
To handle the estimates (4.3) and (4.4) it is necessary to find the locations x¯mi (s), y¯
f
j (s), (x¯
c
ij(s), y¯
c
ij(s)) and
masses m¯mi (s), m¯
f
j (s), m¯
c
ij(s), p¯mBn(s), p¯
f
Bn
(s) for i, j = Bn, . . . , J , which are generated by the semiflow S.
I - Locations. Let us start with male population and observe that locations xmi (s) and x¯mi (s), i = Bn, . . . , J
are equal in [τ, τ + h], as they are governed by the same rule (t ∈ [τ, τ + h])
d
dtx
m
i (t) = 1,
d
dt x¯
m
i (t) = 1,
x¯mi (t) = x
m
i (t), i = Bn, . . . , J.
Using similar argument for female and couple populations we end up with the following equalities
xmi (t) = x¯
m
i (t),
yfi (t) = y¯
f
i (t),
(xcij(t), y
c
ij(t)) = (x¯
c
ij(t), y¯
c
ij(t)), for i, j = Bn, . . . , J.
II - Masses. The following formulas for masses at time s = τ + h,
m¯mi (s) = m
m
i (τ)−
∫ τ+h
τ
ξm(t, ν¯mt , ν¯
f
t )(x
m
i (t))m¯
m
i (t)dt,
p¯mBn(s) =
∫ τ+h
τ
∫
R2+
βm(t, ν¯mt , ν¯
f
t )(z)dν¯
c
t (z)dt−
∫ τ+h
τ
∫
R+
ξm(t, ν¯mt , ν¯
f
t )f
m(t, x)dxdt,
m¯fj (s) = m
f
j (τ)−
∫ τ+h
τ
ξf (t, ν¯mt , ν¯
f
t )(y
f
j (t))m¯
f
j (t)dt,
p¯fBn(s) =
∫ τ+h
τ
∫
R2+
βf (t, ν¯mt , ν¯
f
t )(z)dν¯
c
t (z)dt−
∫ τ+h
τ
∫
R+
ξf (t, ν¯mt , ν¯
f
t )f
f (t, y)dydt,
m¯cij(s) = m
c
ij(τ)−
∫ τ+h
τ
ξm(t, ν¯mt , ν¯
f
t , ν¯
c
t )(x
c
ij(t), y
c
ij(t))m¯
c
ij(t)dt+
∫ τ+h
τ
N˜ij(t)
D˜ij(t)
dt,
will be derived using three different types of test functions: ϕε(t, x), ϕiε(t, x) and ϕijε (t, x, y), i, j = Bn, . . . , J .
In all those test functions parameter should be chosen in such a way, that the support of each test function
does intersect with the domain of only one, particular location function xmi (t), (xcij , ycij)(t), t ∈ [τ, τ + h) and
i, j = Bn, . . . , J . Such a choice is possible due to the regularity of cohorts boundaries, which are straight
parallel lines.
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(a) m¯mi (s), m¯
f
j (s), i, j = Bn, . . . , J .
To derive the evolution of the male population mass, which is generated by the semiflow in the i-th internal
cohorts, we use the following test functions ϕiε ∈ (C1 ∩W1,∞)([τ, τ + h]× R+;R)
ϕiε(t, x) =

1 if x ∈ [xmi (τ)− ε, xmi (τ + h) + ε],
x−(xmi (τ)−2ε)
ε if x ∈ [xmi (τ)− 2ε, xmi (τ)− ε],
−x+(xmi (τ+h)+2ε)
ε if x ∈ [xmi (τ + h) + ε, xmi (τ + h) + 2ε],
0, otherwise,
According to Definition 3.5, if the measure (ν¯mt , ν¯
f
t , ν¯
c
t ) is a weak solution to (3.1) on time interval [τ, τ+h]
(not [0, T ], as we investigate the equation locally in time) then the following equality holds∫ τ+h
τ
∫
R+
(
∂tϕ
i
ε(t, x) + ∂xϕ
i
ε(t, x)− ξm(t, ν¯mt , ν¯ft )ϕiε(t, x)
)
dν¯mt (x)dt
+
∫ τ+h
τ
ϕiε(t, 0)
∫
R2+
βm(t, ν¯mt , ν¯
f
t )(z)dν¯
c
t (z)dt
=
∫
R+
ϕiε(τ + h, x)dν¯
m
τ+h(x)−
∫
R+
ϕiε(τ, x)dν¯
m
τ (x).
The following integrals vanish:
∫ τ+h
τ
∫
R+ ∂tϕ
i
ε(t, x)dν¯
m
t (x)dt, because the test functions do not depend on
t,
∫ τ+h
τ
∫
R+ ∂xϕ
i
ε(t, x)dν¯
m
t (x)dt, because of measure ν¯mt (x) and
∫ τ+h
τ
ϕiε(t, 0)
∫
R2+
βm(t, ν¯mt , ν¯
f
t )(z)dν¯
c
t (z)dt
because of the support of test functions. Passing with ε to 0, and using dominated convergence theorem
we finally obtain the formula for the desired coefficient m¯i(s), i = Bn, . . . , J :
m¯mi (s) = m
m
i (τ)−
∫ τ+h
τ
ξm(t, ν¯mt , ν¯
f
t )(x
m
i (t))m¯
m
i (t)dt.
Formulas for female masses mfj (s), j = 1, . . . , J are derived using the same type of test function.
(b) p¯mBn(s), p¯
f
Bn
(s).
In order to find p¯mBn(s) =
∫
R+ f
m(s, x)dx we define the test function ϕε ∈ (C1∩W1,∞)([τ, τ +h]×R+;R)
in the following way
ϕε(t, x) =

1 if x ∈ [0, h+ ε],
−x+(h+2ε)
ε if x ∈ [h+ ε, h+ 2ε],
0, otherwise,
Like previously, we apply the above test function to the Definition 3.5 and observe that ∂tϕε = 0, that
the supp ∂xϕε(t, ·) ∩ supp fm(t, ·) = ∅, so the first two integrals vanish. Passing with ε to 0, we obtain
−
∫ τ+h
τ
∫
R+
ξm(t, ν¯mt , ν¯
f
t )f
m(t, x)dxdt+
∫ τ+h
τ
∫
R2+
βm(t, ν¯mt , ν¯
f
t )(z)dν¯
c
t (z)dt =
∫
R+
fm(τ + h, x)dx,
and conclude that
p¯mBn(τ + h) = −
∫ τ+h
τ
∫
R+
ξm(t, ν¯mt , ν¯
f
t )f
m(t, x)dxdt+
∫ τ+h
τ
∫
R2+
βm(t, ν¯mt , ν¯
f
t )(z)dν¯
c
t (z)dt.
The same reasoning should be applied to female case.
(c) m¯cij(s), i, j = Bn, . . . , J .
We will find the evolution of the masses for couples m¯cij(c), i, j = Bn, . . . , J , using the following test
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function ϕijε ∈ (C1 ∩W1,∞)([τ, τ + h]× R+ × R+;R):
ϕijε (t, x, y) =

1 if x ∈ [a, b], y ∈ [c, d],
x−(a−ε)
ε if x ∈ [a− ε, a], y ∈ [c, d],
−x+(b+ε)
ε if x ∈ [b, b+ ε], y ∈ [c, d],
y−(c−ε)
ε if x ∈ [a, b], y ∈ [c− ε, c],
−y+(d+ε)
ε if x ∈ [a, b], y ∈ [d, d+ ε],
x+y−(a+c−ε)
ε if x ∈ [a− ε, a], y ∈ [−x+ a+ c− ε, c],
x−y−a+ε+d
ε if x ∈ [a− ε, a], y ∈ [d, x− a+ ε+ d],
−x+y+b−c+ε
ε if x ∈ [b, b+ ε], y ∈ [x− b+ c− ε, c],
−x−y+b+d+ε
ε if x ∈ [b, b+ ε], y ∈ [d,−x+ b+ d+ ε],
0, otherwise,
where
a =xcij(τ)− ε, b = xcij(τ + h) + ε,
c =ycij(τ)− ε, d = ycij(τ + h) + ε,
Again, according to Definition 3.5, if the measure (ν¯mt , ν¯
f
t , ν¯
c
t ) is a weak solution to (3.1) on time interval
[τ, τ + h] then the following equality holds∫ τ+h
τ
∫
R+
(
∂tϕ
ij
ε (t, z) + ∂xϕ
ij
ε (t, z) + ∂yϕ
ij
ε (t, z)− ξc(t, ν¯mt , ν¯ft , ν¯ct )ϕijε (t, z)
)
dν¯ct (z)dt
+
∫ τ+h
τ
∫
R2+
ϕijε (t, z)dT (t, ν¯mt , ν¯ft , ν¯ct )(z)dt =
∫
R+
ϕijε (τ + h, z)dν¯
c
τ+h(z)−
∫
R+
ϕijε (τ, z)dν¯
c
τ (z),
which, after following similar arguments to the male population leads to
m¯cij(s) =m
c
ij(τ)−
∫ τ+h
τ
ξm(t, ν¯mt , ν¯
f
t , ν¯
c
t )(x
c
ij(t), y
c
ij(t))m¯
c
ij(t)dt
+ lim
ε→0
∫ τ+h
τ
∫
R2+
ϕijε (t, z)dT (t, ν¯mt , ν¯ft , ν¯ct )(z)dt.
Let us observe now, that the measure T , analogously to Definitions (3.2), (3.3) and (3.4), is given by
T (t, ν¯mt , ν¯ft , ν¯ct )) =
Θ(x, y)h(x)g(y)
γ +
∫∞
0
h(z)ds¯mt (z) +
∫∞
0
g(w)ds¯ft (w)
(s¯mt ⊗ s¯ft ),
where
s¯mt (B) = (µ¯
m
t − σ¯mt )(B × R+), s¯ft (B) = (µ¯ft − σ¯ft )(B × R+)
and
σ¯mt (B) = (µ¯
c
t)(B × R+), σ¯ft (B) = µ¯ct(R+ ×B).
The fact that for every fixed i, j supp ϕijε (t, ·) ∩ supp fm(t, ·) = ∅ and supp ϕijε (t, ·) ∩ supp ff (t, ·) = ∅
yields
lim
ε→0
∫ τ+h
τ
∫
R2+
ϕijε (t, z)dT (t, ν¯mt , ν¯ft , ν¯ct )(z)dt =
∫ τ+h
τ
N˜ij(t)
D˜ij(t)
dt,
where
N˜ij(t)
D˜ij(t)
=
Θ(xcij(t), y
c
ij(t))h(x
c
ij(t))g(y
c
ij(t))
(
m¯mi (t)−
∑J
w=Bn
m¯ciw(t)
)(
m¯fj (t)−
∑J
v=Bn
m¯cvj(t)
)
γ +
∑J
v=Bn
h(xcvj(t))
(
m¯mv (t)−
∑J
w=Bn
m¯cvw(t)
)
+
∑J
w=Bn
g(yciw(t))
(
m¯fw(t)−∑Jv=Bn m¯cvw(t)) .
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Having desired formulas for locations and masses derived, we can proceed with inequalities (4.3) and (4.4).
Constants C1, C2 and C3 are defined exactly like in Lemma 3.12, while C4 is defined similarly – but with respect to
the underlying mass m. Using Lemmas 3.3 and 3.12, we will show the following estimates for each term:
1. d1
(
fm(s, ·)λ1, p¯mBn(s)δ{x¯mBn (s)}
)
= O(h)∆t
Let us observe, that
d1
(
fm(s, ·)λ1, p¯mBn(s)δ{x¯mBn (s)}
)
≤ p¯mBn(s)x¯mBn(s)
≤
∣∣∣∣∣−
∫ τ+h
τ
∫ t−τ
0
ξm(t, ν¯mt , ν¯
f
t )f
m(t, x)dxdt+
∫ τ+h
τ
∫
R2+
βm(t, ν¯mt , ν¯
f
t )(z)dν¯
c
t (z)dt
∣∣∣∣∣ x¯mBn(s)
≤ (C7h2‖ξm‖BC + C8h‖βm‖BC)∆t,
because x¯mBn(t) = t−τ ≤ ∆t and fm is bounded due to Lemma 3.11 since ξm and βm are absolutely continuous
and ν¯c is finite on [0, T ]. Here, we defined C7 = maxt∈[τ,τ+h], x∈[0,t−τ ] fm(t, x) and C8 =
∫
R2+
dν¯ct (z).
2. d1
((
p¯mBn(s) + m¯
m
Bn
(s)
)
δ{x¯mBn (s)},m
m
Bn
(s)δ{xmBn (s)}
)
= O(h2)
d1
((
p¯mBn(s) + m¯
m
Bn(s)
)
δ{x¯mBn (s)},m
m
Bn(s)δ{xmBn (s)}
)
≤ |p¯mBn(s) + m¯mBn(s)−mmBn(s)| =
≤
∣∣∣∣∣
∫ τ+h
τ
∫ t−τ
0
ξm(t, ν¯mt , ν¯
f
t )f
m(t, x)dxdt
∣∣∣∣∣
+
∣∣∣∣∣
∫ τ+h
τ
ξm(t, νmt , ν
f
t )(x
m
Bn(t))m
m
Bn(t)dt−
∫ τ+h
τ
ξm(t, ν¯mt , ν¯
f
t )(x
m
Bn(t))m¯
m
Bn(t)dt
∣∣∣∣∣
+
∣∣∣∣∣
∫ τ+h
τ
J∑
i,j=Bn
βm(t, ν¯mt , ν¯
f
t )(x
c
ij(t), y
c
ij(t))m¯
c
ij(t)dt−
∫ τ+h
τ
J∑
i,j=Bn
βm(t, νmt , ν
f
t )(x
c
ij(t), y
c
ij(t))m
c
ij(t)dt
∣∣∣∣∣
≤ C5h2‖ξm‖BC + (C1C3 + C4)h2‖ξk‖BC + (C1C3 + C1)h2‖βk‖BC,
where the definitions of the masses p¯mBn , m¯
m
Bn
, and mmBn , and ν¯
c
t were used together with similar estimates as
above in the first item.
3. d1
(∑J
i=Bn+1
m¯mi (s)δ{x¯mi (s)},
∑J
i=Bn+1
mmi (s)δ{xmi (s)}
)
= O(h2)
Using that the characteristics verify xmi (s) = x¯mi (s) and (3.10), we get
d1
(
J∑
i=Bn+1
m¯mi (s)δ{x¯mi (s)},
J∑
i=Bn+1
mmi (s)δ{xmi (s)}
)
≤ sup
‖ϕ‖W1,∞≤1
∣∣∣∣∣
∫ τ+h
τ
N∑
i=1
ϕ(xi(t))[ξ
m(t, νmt , ν
f
t )(xi(t))mi(t)− ξm(t, ν¯mt , ν¯ft )(xi(t))m¯i(t)]dt
∣∣∣∣∣
≤ C5h2‖ξm‖BC.
4. d2
(∑J
i,j=Bn
m¯cij(s)δ{x¯cij(s),y¯cij(s)},
∑J
i,j=Bn
mcij(s)δ{xcij(s),ycij(s)}
)
= O(h2)
Using that the characteristics of couples satisfy (xcij(s), ycij(s)) = (x¯cij(s), y¯cij(s)) and the evolution of the masses
mcij(s) and m¯cij(s), we get that
J∑
i,j=Bn
∣∣mcij(s)− m¯cij(s)∣∣ ≤ ∫ τ+h
τ
N∑
i,j=1
∣∣∣∣∣ N˜ij(t)D˜ij(t) − Nij(t)Dij(t)
∣∣∣∣∣ dt
+
∫ τ+h
τ
N∑
i,j=1
∣∣∣ξc(t, νmt , νft , νct )(xij(t), yij(t))mij(t)− ξc(t, ν¯mt , ν¯ft , ν¯ct )(xij(t), yij(t))m¯ij(t)∣∣∣ dt
≤h2C9 + h2‖ξc‖BC(2C2C3 + C2)
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where C9 = (8(‖h‖∞,Lip + ‖g‖∞,Lip)‖Θ‖∞,Lip)C2. The estimate on C9 was derived due to the observation
that
N∑
i,j=1
∣∣∣∣∣ N˜ij(t)D˜ij(t) − Nij(t)Dij(t)
∣∣∣∣∣ ≤ d2 (T (νft , νmt , νct ), T (ν¯ft , ν¯mt , ν¯ct )) ,
taking into account (3.4). Moreover, using [25, Lemma 2.4], one obtains
d2
(
T (νft , νmt , νct ), T (ν¯ft , ν¯mt , ν¯ct )
)
≤ ‖T ‖BC0,1
(
d1(ν
f
t , ν¯
f
t ) + d1(ν
m
t , ν¯
m
t ) + d2(ν
c
t , ν¯
c
t )
)
≤ C2h (8(‖h‖∞,Lip + ‖g‖∞,Lip)‖Θ‖∞,Lip) .
Obviously distance d1(ν¯fs , νfs ) can be estimated analogously to d1(ν¯ms , νms ). It just has been shown that
d(vτ+h, S(h; τ)vτ ) = (O(h2) +O(h))∆t+O(h2).
Applying this local estimate to Proposition 3.10 we obtain the claim of the underlying theorem, namely
d(ut,vt) ≤ ε0 + L
∫
[0,t]
lim inf
h→0
d(vτ+h, S(h; τ)vτ )
h
dτ ≤ ε0 + L
∫
[0,t]
C∆t dτ ≤ ε0 + LCt∆t.
The constant C estimates a certain combination of constants C1, . . . , C7. 
Remark 4.2. At the beginning of the proof we assumed, that interval (τ, τ + h] does not contain the internalisation
point tn, then we consider (τ, τ + h] = (tn, τ + h], where τ + h < tn+1 and observe, that m¯mBn = m¯
f
Bn
= 0, that
m¯cij(t) = m
c
ij(t) = 0, j = Bn ∨ j = Bn, and that the whole argumentations of the proof does not change.
5 Numerical examples
In this Section we present two numerical examples, illustrating the theoretical results. In both cases we present tables
of errors indicating the rate of the convergence. In the second example we calculate the errors not only in bounded
Lipschits distance, but also in TV. As it turns our the convergence cannot be obtained in TV, what confirms the
need of presented theory. The measurement of the error in bounded Lipschits distance is truly necessary in those
calculations, but is far from trivial and requires additional explanation. For this reason we start with the details
concerning the error measurement in Subsection 5.1. Subsections 5.2 and 5.3 deal with the numerical examples. In
Subsection 5.2 we consider an equation with the simplest possible coefficients satisfying the theoretical assumptions,
whose solution is not known. For this reason Table 1 presents the errors between the numerical solutions and a
reference solution. It is also worth to notice here, that due to the choice of trivial/constant mortality rates (cm =
cf = 0.1), the number of males and females within any cohort never reaches 0, what is a non-realistic phenomena,
because usually it is assumed that every single individual is eventually dying. To present some more probable model,
we introduce the second example in Subsection 5.3, where the the coefficients are somewhat complicated and time-
dependent. They were chosen not only to satisfy the theoretical assumptions, but also in such a way, that we know
the exact solution of the system. More precisely we first imposed the equations describing the evolution of males,
females and couples, and derived the coefficient which meet the assumptions and for which the imposed equations
satisfy the system. Given the exact solution we can observe that all the individuals, as well as all the couples in any
cohort, will eventually extinct. This is in accordance to life observations. Moreover, knowing the exact solution of
the system, the errors presented in Table 2 measure the distance between the numerical and the analytical solutions.
5.1 Measurement of the error
Due to the definition of bounded Lipschitz distance (which is a supremum over bounded Lipschitz functions), the
calculation of an error in flat metric is not straightforward. First of all we need to consider approximation of initial
data and its error. Secondly we wish to reduce the problem of computational bounded Lipschitz distance between
two atomic measures to the problem of computational 1-Wasserstein distance. Thirdly the computational cost of
Wasserstein distance in higher dimension (2D) is troublesome itself and deserves a special attention.
Every numerical computation starts with establishing the time and space steps, here ∆t, ∆x and ∆y. Given
that in the case of aged structured population models characteristic are straight lines, it is natural to assume that
∆t = ∆x = ∆y and to divide the domain of solution into T/∆t time steps, M/∆t space cells in case of male
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and female population and (M/∆t)2 in case of couple population with M being the largest age of the population.
According to Remark 3.9, the initial condition can approximated arbitrarily accurate by a linear combination of
certain amount of Dirac measures. Special techniques of measure reconstruction described in [6] allow to present this
desired approximation with a linear combinations of only M/∆x Dirac Deltas (or (M/∆x)2 in case of couples) with
error ∆x2. It is easy to notice that the same reasoning can be applied in 2D case. Given an exact solution at time T
in Subsection 5.3, we can use the same methods. Analysing the procedures of measure reconstruction proposed in [6],
it is sufficient to approximate initial conditions with formulas (2.4) and (2.5), to attain satisfactory approximation
ε0 = O(∆t2). Obviously, presenting a method of order one only, this inaccuracy can be neglected.
Lemma 2.1 in [6] shows how to reduce the problem of bounded Lipschitz distance (in 1D) to some other measure
expressed in terms of 1-Wasserstein distance.The same reasoning can be easily adapted to two dimensional case.
Lemma 5.1. Let µ1, µ2 ∈ M+(R+) be such that Mµi =
∫
R+ dµi 6= 0 and µ˜i = µi/Mµi for i = 1, 2. Define
ρ :M+(R+)×M+(R+)→ R+ as the following
ρ(µ1, µ2) = min{Mµ1 ,Mµ2}W1(µ˜1, µ˜2) + |Mµ1 −Mµ2 |,
where W1 is the 1-Wasserstein distance. Then, there exists a constant CK = 13min
{
1, 2|K|
}
, such that
CKρ(µ1, µ2) ≤ d1(µ1, µ2) ≤ ρ(µ1, µ2),
where K is the smallest interval such that supp(µ1), supp(µ2) ⊆ K is the length of the interval K. If K is unbounded
we set CK = 0.
In all presented numerical experiments, the effective error of the method Err(∆t) will be estimated in terms of
metric ρ. To compute effectively the Wasserstein distance W1(µ˜1, µ˜2) in any dimension, we resort to the results
presented in [2], where the considerations start from approximation of µ˜1, µ˜2 by some atomic measures
∑Na
i aiδ{xai }
and
∑Nb
j bjδ{xbj} respectively (for sake of simplicity we assume that Na = Nb). Instead of computing
W1
∑
i
aiδ{xai },
∑
j
bjδ{xbj}
 := min
∑
i,j
(cijγij) : γij ≥ 0,
∑
i
γij = bj ,
∑
j
γij = ai
 (5.1)
we fix small ε > 0 and focus on
W ε1 := min
∑
i,j
(cijγij + εγij log(γij)) : γij ≥ 0,
∑
i
γij = bj ,
∑
j
γij = ai
 ,
which for ε → 0 tends to the minimization problem (5.1) in the sense of Γ-convergence. Taking ηij := e−cij/ε, we
observe that
cijγij + εγij log(γij) = εγij log
(
γij
ηij
)
= εKL(γ|η),
where KL is Kullback-Leiber divergence, that is a sort of a distance based on a relative entropy:
KL(γ|η) :=

∑
ij γij log
(
γij
ηij
)
if
γij
ηij
> 0,
0 if
γij
ηij
= 0,
+∞, if γijηij < 0,
Given a convex set C ∈ RNa×Na , the projection according to the Kullback-Leiber divergence is defined as
PKLC (η) := argminγ∈CKL(γ|η).
This means that W ε1 = KL(PKLC (η)|η), where PKLC (η) can be computed using Iterative Bergman Projections:
γ(0) := e−C/ε, γ(n) := PKLC (γ
(n−1)),
with the entries of C defined as cij = ‖xai − xbj‖. It can be shown that
γ(n) → PKLC (η), as n→∞.
For more details we refer to [24]. The rate of convergence q presented in the tables of errors is given by
q := lim
∆t→0
log[Err(2∆t)/Err(∆t)]
log 2
.
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5.2 Example 1
In the first example we approximate system (1.1) for t ∈ [0, 1) and (x, y) ∈ [0, 1)× [0, 1), where mortality and birth
rates are constant
cm(t, x) = cf (t, y) = cc(t, x, y) = 0.1
bm(t, x, y) = bf (t, x, y) = 10,
and marriage function coefficients h, g and Θ do not depend on time
h(t, x) =
{ (
1
10 − x
)
(x− 1) 110 ≤ x ≤ 1
0 otherwise
g(t, y) =
{ (
1
10 − y
)
(y − 1) 110 ≤ y ≤ 1
0 otherwise
Θ(t, x, y) =
{
10
(
1
10 − x
)
(x− 1) ( 110 − y) (y − 1) 110 ≤ x ≤ 1, 110 ≤ y ≤ 1
0 otherwise
.
The initial conditions for the system are also trivial and given by
um(0, x) = uf (0, y) = uc(0, x, y) = 1.
Table 1 shows that the scheme behaves as an scheme of order 1 as expected from our Theorem 4.1.
∆t = ∆x Err(∆t) q
10−1 5.89 · 10−2 −
5 ∗ 10−2 2.57 · 10−2 1.196499275
2.5 ∗ 10−2 1.2 · 10−2 1.09873395
1.25 ∗ 10−2 5.9 · 10−3 1.02424755
6.25 ∗ 10−3 2.93 · 10−3 1.00981429
3.125 ∗ 10−3 1.46 · 10−3 1.0049323
1.5625 ∗ 10−3 7.39 · 10−4 0.9823221
7.8125 ∗ 10−4 3.7 · 10−4 0.99804909
Table 1: Error computed in flat metric Err(∆t) and its order of convergence q.
5.3 Example 2
We now present a numerical example for the system (1.1), whose exact solution is known, evolves in [0,∞)3 and is
given by the following formulas
um(t, x) =
{ (
1− t10
)
(t− x− 1)(−t+ x− 1) 0 ≤ x ≤ t+ 1
0 otherwise
uf (t, y) =
{ (
1− t10
)
(t− y − 1)(−t+ y − 1) 0 ≤ y ≤ t+ 1
0 otherwise
uc(t, x, y) =
{ (
1− t10
) (
x− 110
)2 (
y − 110
)2
(−t+ x− 1)2(−t+ y − 1)2 110 ≤ x ≤ t+ 1 ∧ 110 ≤ y ≤ t+ 1
0 otherwise
The advantage of having the exact solution goes in pair with the disadvantage of lengthy and complicated coefficients
given by
cm(t, x) =
{
1
10−t 0 ≤ x ≤ t+ 1
0 otherwise
, cf (t, y) =
{
1
10−t 0 ≤ y ≤ t+ 1
0 otherwise
, cc(t, x, y) = 0.1 ,
bm(t, x, y) = bf (t, x, y) =
{
− 9000000000000(t−1)(t+1)(10t+9)10 10x ≥ 1 ∧ t+ 1 ≥ x ∧ 10y ≥ 1 ∧ t+ 1 ≥ y
0 otherwise
,
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h(t, x) =
{ (
1
10 − x
)
(−t+ x− 1) 110 ≤ x ≤ t+ 1
0 otherwise
, g(t, y) =
{ (
1
10 − y
)
(−t+ y − 1) 110 ≤ y ≤ t+ 1
0 otherwise ,
and
Θ(t, x, y) =
num(t, x, y)
den(t)
where
num(t, x, y) =
− t(10x(10y+199)+1990y−399)
10000
+ 2x + 2y − 2
5(
(t−10)(10t+9)5(1−10x)2(−t+x−1)
3000000000
+
(
1 − t
10
)
(t − x − 1)
)(
(t−10)(10t+9)5(1−10y)2(−t+y−1)
3000000000
+
(
1 − t
10
)
(t − y − 1)
)
and
den(t) =
(t − 10)(10t + 9)4
(
108t8 + 72 · 107t7 + 2268 · 106t6 + 40824 · 105t5 + 45927 · 105t4 + 3306744 · 103t3 + 1488034800t2 + 21382637520t − 51056953279
)
21 · 1015
+ 1 .
Given the above coefficients h, g and Θ one can check that the marriage function is given with
T (t, x, y) =
1
(−t+ x− 1)(−t+ y − 1)
(t− 10)(10t+ 9)5(1− 10x)2(t− x+ 1)2
3000000000
+
(
1− t
10
)
(t− x− 1)(−t+ x− 1)(t− 10)(10t+ 9)
5(1− 10y)2(t− y + 1)2
3000000000
+
(
1− t
10
)
(t− y − 1)(−t+ y − 1) .
We first measured the error in TV, and later in flat metric. According to our expectations, TV does not show any
convergence, see Table 2, while flat metric significantly decreases the error. The rate of the error in Table 2 is 1 as
expect from the theoretical result in Theorem 4.1.
ErrTV(∆t) ∆t = ∆x Err(∆t) q
8.12 ∗ 10−2 10−1 7.16 · 10−2 −
7.04 ∗ 10−2 5 ∗ 10−2 4.0 · 10−2 0.839959587
6.89 ∗ 10−2 2.5 ∗ 10−2 2.13 · 10−2 0, 90914657
6.72 ∗ 10−2 1.25 ∗ 10−2 1.14 · 10−2 0, 901819606
6.72 ∗ 10−2 6.25 ∗ 10−3 6.3 · 10−3 0, 855610091
6.71 ∗ 10−2 3.125 ∗ 10−3 3.2 · 10−3 0, 977279923
6.70 ∗ 10−2 1.5625 ∗ 10−3 1.6 · 10−3 1
6.70 ∗ 10−2 7.8125 ∗ 10−4 8.0 · 10−4 1
Table 2: Error computed in TV, ErrTV(∆t), error computed in flat metric, Err(∆t), and order of convergence in
obtained in flat metric q.
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