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Abstract
Robust Control System Design for a Class
of Uncertain Nonlinear Systems
The work presented in this thesis is an endeavor to combine two nonlinear
control frameworks in order to utilize the beneficial attributes of adaptive backstepping
and sliding mode control or integral sliding mode control techniques. The adaptive
backstepping method is capable of eliminating external disturbances and dynamically
estimating the unknown parameters. This technique solves the problem of relative
degree which is the main drawback of conventional sliding mode control method.
It is also globally effective for the stability of the nonlinear control systems. The
sliding mode control is another widely used method due to its robustness against
matching uncertainties. The robustness of nonlinear system can be enhanced by
adding an integral term with the sliding manifold of sliding mode control method.
This attribute is achieved by eliminating the reaching phase of sliding mode control
which makes it immune against fast parametric variations that occurs during
reaching phase.
On the basis of this synergy, new strategies have been proposed which
are named as Adaptive Backstepping Higher Order Integral Sliding Mode Control
(ABHOISMC), and Adaptive Backstepping Integral Sliding Mode Control (ABISMC),
and based on our simulation studies, they are found to be more robust against both
matching and mismatching uncertainties. During the implementation of newly
proposed techniques, it is not necessary to transform the system into triangular
form which is generally needed in the conventional backstepping procedure.
The first proposed scheme, the ABISMC, is applied to control the parameters
of continuous stirred tank regulator plant with its model expressed mathematically
in a non-triangular form. The simulation results establish the efficacy of the
ix
proposed scheme. As a second example, the ABISMC is also applied for the
tracking of the desired output in a field-controlled direct-current motor. The
simulation results are found to be very convincing. Finally, the second proposal, the
ABHOISMC, is applied on a theoretical plant expressed in a semi-strict feedback
form; the resulting simulation findings substantiate our claims.
x
“Nothing is done. Everything in the world remains to be
done or done over. The greatest picture is not yet painted,
the greatest play isnt written, the greatest poem is unsung.
There isnt in all the world a perfect railroad, nor a good
government, nor a sound law. Physics, mathematics, and
especially the most advanced and exact of the sciences are
being fundamentally revised · · · Psychology, economics, and
sociology are awaiting a Darwin, whose work in turn is
awaiting an Einstein.”
Lincoln Steffens
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Chapter 1
Introduction
“Study the past if you would define the future.”
Confucius
1.1 Historical Background
History of feedback control systems is older than humanity when the nature evolved
numerous biological systems on our planet. The man made control systems can be
traced back to 300 BC with the invention of water-clock by Greeks. In recent his-
tory, D. Papin invented steam pressure regulation system in 1681 and C. Drebbel
made a mechanical temperature control system. E. Lee developed a speed con-
troller for windmill in 1745. Speed of steam engine was controlled by a fly ball
speed governor, developed by J. Watt. J. C. Mexwell published initial stability
criterion in the year 1868 which were later extended by E. J. Ruth in 1874. In late
1920, H. W. Bode and H. Nyquist developed analysis of feedback amplifier. Root
locus method was developed by W. R. Evans in 1948. For more historical facts,
reader may refer to [1].
Control theory developed until 1950 is categorized as conventional control
whereas later developments are classified as modern control theory. Classical con-
trol deals with single-input single-output (SISO) systems using frequency domain
tools [2, 3]. This means taking the Laplace transform of the equations of motion
for the system (typically ordinary differential equations) and designing controllers
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based on performance specifications at low and high forcing frequencies. However,
the control theory developed after 1950 is categorised as modern control [4] which
often deals with multiple-input multiple-output (MIMO) systems [3, 5] and deals
directly with the ordinary differential equations in the time domain. Adaptive
control methods emerged first time in 1950 developed by the aerospace industry.
The major work on optimal control was initiated by Kalman and Bertram in 1960
based on the idea of the principle optimality. This idea was mentioned by Johann
Bernoulli in 1696 and later was applied in 1744 by Euler and Hamilton to mini-
mize the time integral of the difference between the kinetic and potential energies.
Kalman applied time domain approach and formalised the optimality in control
theory by minimizing a very general quadratic generalized energy function. He also
applied stochastic approaches for parameters estimation in time varying systems
by using recursive methods. With the advent of the computer, control strategies
have been revolutionized by its computational strength, consequently, the intelli-
gent control and discrete time digital control techniques evolved. The nonlinear
control theory emerged during 1960’s, initiated by Popov and Lyapunov and later
their work was extended by G. Zames [6], I.W. Sandberg [7], K.S. Narendra [8, 9],
and others. The Best features of classical and modern control theory were blended
by many researchers in 1980’s. In this effort J. Doyle, G. Stein [10], M.G. Safonov
[11], A.J. Laub, and G.L. Hartmann [12] are the main contributors of the newly
emerged branch of control theory who had extended the initial work of H.H. Rosen-
brock [13], A.G.J. MacFarlane and I. Postlethwaite [14]. This branch is classified
as the robust control theory or multivariable control theory. The sliding mode
control is a nonlinear controller design method that was initiated by Emelyanov
and Shin in 60’s and later has been matured by many contributors such as: Itkis
1976, Utkin 1977, Levant 1993, Zinober 1994, Spurgean 1998 and others. Another
nonlinear control approach called Backstepping, developed in early 90’s has at-
tracted many researchers due to its versatility of applications. During last two
decades the sliding mode and backstepping control methods have been the most
popular techniques among nonlinear control design community.
2
1.2 Introduction
In modern control theory, The controllers are develop that have good stability
characteristics without using too much controlling action (or actuation). There
are number of powerful tools available in dynamic systems theory which allows us
to find optimal controllers [15]. These tools can be applied to optimize controller
in respect of cost and performance. However optimal control procedures are not
always robust to the environmental disturbances or internal uncertainties of the
control systems. Thus, apart from optimal controller design, robustness of a con-
trol system is also a major concern for a control engineer. Adaptive algorithms
are applied where parameters of a system are not measurable. Abundance of pa-
pers and books are available for in-depth study of such algorithms such as [16–29]
According to [21], a robust control refers to the control of unknown plants with un-
known dynamics subject to unknown disturbances. In this context, how to deal with
problem of uncertainties remains a major concern in a control system design pro-
cess. Uncertainties can occur in the control system in the form of noise generated
by sensors, parameters variations caused by environmental disturbances and model
imperfections. Accuracy in model development of a plant is an important factor in
the development of a robust system. The physical system models can be divided
into two categories: linear models and nonlinear models. The linear control theory
is quite mature and is being applied successfully in the industrial applications for
linear time invariant (LTI) models of the systems. Systems obeying the principle
of superposition and time invariance are classified as LTI systems [26]. There are
abundance of techniques for linear models, such as root locus, bode plot, Linear
Quadratic Regulation (LQR) optimal control, Eigen structure assignment, H∞,
µ-synthesis and linear matrix inequality [18, 20]. Nonlinear system models can be
dealt with two approaches. In first method, nonlinear system model is linearized
around some operating point and then some suitable linear technique is applied
to control its output to the desired level. The second approach is, to design the
control system by using nonlinear control algorithms [23–25, 27, 28, 30].
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Controllers are designed by selecting appropriate control technique based on its
merits and limitations. In variety of situations, the linear control approaches are
quite inadequate to provide solutions to the control problems. The main reasons
for inadequacy are the stringent performance requirements, large operating range
and hard nonlinearities [30]. There are various types of hard nonlinearities such
as coulomb friction, saturation, hysteresis, backlash, and dead zones, which are
non-smooth or discontinuous functions of state variables. It is almost impossible
to obtain faithful linear approximations of hard nonlinearities in real-time opera-
tion. While designing control systems, if nonlinearities have not been taken care
of, system under control may exhibit limit cycles or lead to instability [24, 30].
Thus the motivation for applying nonlinear algorithms is evident to manage large
range of operation, tackle hard nonlinearities and model uncertainties. Beside this,
on some occasions nonlinearity is deliberately needed in controller part of the sys-
tem, so that model uncertainties can be tolerated [30]. Moreover, some nonlinear
control techniques are intuitive and simpler, such as bang-bang type controllers,
which are fast and inherently nonlinear. Advancements in computer technology
have also facilitated in synthesizing nonlinear control algorithms for various ap-
plications. Similar to the linear control algorithms, various nonlinear approaches
[24, 25, 28, 31] are available which can be applied to particular class of nonlinear
control problem. With the advancements in various technologies, performance
specifications of control systems are getting stringent and demanding, therefore
in last two and half decades, nonlinear control system design has been an active
research area. Main characteristics of nonlinear systems are: (a) the possibility
of one, multiple or no equilibrium point, (b) the stability of the system about the
equilibrium point depending on initial conditions, forcing functions, and local or
global properties, (c) does not satisfy principle of superposition and homogeneity,
and (d) there may exist Limit cycles, chaotic response or bifurcation.
Limit cycles are unique trajectories or orbits, attractive or repulsive. Bifurca-
tion is a phenomenon where change in system parameter can alter stability and
equilibrium point [30]. In conclusion, nonlinear systems exhibit a large variety
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of behaviors which makes their analysis an uphill task. Furthermore, there do
not exist any general nonlinear control design methodology. Thus, each system
must be studied separately as there are very few properties that are shared by
all nonlinear systems. This situation forces us to develop nonlinear control de-
sign techniques that are applicable to certain systems. However, there exists a
multitude of powerful methods applicable to certain class of nonlinear systems.
The variations in the systems parameters caused by environmental changes,
model imperfection and electrical noise entering in the system through sensors are
categorized as uncertainties. The robustness is a quality of the system which makes
it insensitive to the uncertainties. The tracking is a term used for controller which
can make response of a system to follow a reference trajectory. A major concern
for a design engineer is how to make a control system robust?
The design process of nonlinear feedback control system is quite complex and
challenging. A major challenge is to design a controller that guaranties some
specific behaviour of the system and is robust against un-modeled dynamics, para-
metric uncertainties and external disturbances. There are no specific method or
set of analysis and design tools that can fit universally for wide range of situations
and applications. However several tools are available which are generally applied
to control nonlinear feedback system to achieve desired regulation, output tracking
and robustness.
In present time, making design strategies more generalized, extending their
scope of applications, improving performance and making system more robust is
the active research area. The objective of this research is to propose design strategy
for enhancing the quality of robustness in existing controller design methods. The
summery of the thesis contents is given in next subsection.
1.3 Thesis Organization
The literature surveyed regarding robust controller design methods has been given
in chapter two. In first section, roots of robust control strategies have been traced,
when its need was realised and how scientist and engineers got attracted toward this
5
research area. The second section is specifically devoted for design methodologies
suitable for nonlinear uncertain systems. The motivation for my research work and
problem formulation has been derived from the literature reviewed in section two.
The motivational details have been given in section three, the problem definition
in section four.
In chapter three, all basic techniques needed in my proposed framework has
been discussed in an intuitive way supported by the simulation results of very
simple examples. The sliding mode control and backstepping methods are the
most popular among control engineers. The merits and shortcomings of both
techniques have been discussed in detail.
The chapter four and five contains the contribution of this research which al-
ready have been published. The proposed technique is based on two methods
where merits of both techniques are combined in to one. The synergy between two
methods resulted a more robust and generalised framework for uncertain nonlinear
systems. In chapter four, dynamic adaptive backstepping and integral sliding mode
techniques have been combined with the aim to enhance the robustness of the sys-
tem. The proposed technique has been applied on a practical industrial plant to
find the solution of a regulation problem. A chemical plant has been selected and
described by non-triangular form mathematical equations. The simulation results
verifies the claims regarding proposed scheme. Another practical example has been
included to show the practicability of proposed scheme. In this example a robust
controller has been designed for field control DC motor with unknown parameters.
In chapter five, the problem of output tracking has been solved for uncertain non-
linear systems expressed in semi-strict feedback (SSF) form. In this procedure the
system in (SSF) form, first converted into new error variables by using adaptive
backstepping method, then, the control law and parameter update law are designed
using error variables with the higher order integral sliding mode technique. The
stability of proposed scheme has been analyzed and proved theoretically and is
supported with a numerical example for its validation. The concluding discussion
and the direction for further research has been given in chapter six.
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This thesis yielded into the following publications:
1. M. Pervaiz, Q. Khan, A. I. Bhatti, and S. A. Malik, “Output tracking
via adaptive backstepping higher order integral sliding mode for uncertain
nonlinear systems,” Discrete Dynamics in Nature and Society, vol. 2014,
Article ID 619010, 10 pages, 2014.
2. M. Pervaiz, Q. Khan, A. I. Bhatti, and S. A. Malik, “Dynamical adaptive
integral sliding backstepping control of nonlinear nontriangular uncertain sys-
tems,” Mathematical Problems in Engineering, vol. 2014, Article ID 492824,
14 pages, 2014. doi:10.1155/2014/492824
3. A. Tahir, S. Iqbal, A. I. Bhatti, and M. Pervaiz, “Steadiness of real time
inverted pendulum.” In Applied Sciences and Technology (IBCAST) 2013,
10th International Bhurban Conference on, pp. 68-72. IEEE, 2013.
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Chapter 2
Literature Survey
“just have lots of ideas and throw away the bad ones”
Linus Pouling
In this chapter, the literature survey has been presented which is mainly focused
around the robust control systems. The motivation for this work and problem
definition have been derived from the addressed survey.
2.1 Roots of the Robust Control
Roots of the robust control method can be traced back to the mid of the twentieth
century. The control engineering community was inadequately attracted towards
robust control methods till early 70’s. During that period, the linear quadratic
regulation (LQR) and other adaptive control methods were very popular among
engineers due to their successful applications with prominent results in control
systems. A drastic change in control theory, however, occurred in the early 70’s
when the paramount focus of research shifted from optimality to robustness in
response to an unexpected failures of optimal control theory.
The need for robust systems was badly realised in 1975 when, in a control de-
sign study for F-8C Crusader aircraft [32], the results derived from LQR design
procedure were very disappointing. The concluding remarks were: the study has
pinpointed certain theoretical weaknesses · · · as well as the need for using com-
mon sense pragmatic techniques to modify the design based on ‘pure’ theory. Till
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that time, there had been highest expectations from the optimal LQR feedback
control theory. The disappointing results from initial attempts jolted the control
engineering community when applied to realistic problems. Prior to 1975, the con-
cept of robustness was captured inadequately by control theorists. However, the
implied concept of robustness existed already in literature like the procedures for
the design of vacuum tube amplifiers [33]. Historically, the foundations of mod-
ern robust control theory were laid down by Zamas [34] and Kalman [35] around
the same time (in mid 60’s). Zamas introduced the concept of small gain prin-
ciple which played an important role in establishing the robust stability criteria.
Kalman, on the other hand, demonstrated the strong robust properties of optimal
LQ state-feedback control law for SISO systems. Safonov and Athens extended
those concepts for MIMO systems [36] for gain margins and phase variations sep-
arately for each input channel to the plant. Another term – hyperstability – was
introduced by Popov [37] to describe the nonlinear robustness which was applied
implicitly in the inequalities of Lyapunov stability theory.
The term robust control first came into light in the title of a conference paper
[38] in 1973 and in an article by Pearson and Staats [39] in 1974. The seeds of
robust control theory, as planted by Zamas and Kalman, took root when a student
of Michael Athens, Wong, completed his Ms thesis in the year 1975. Wong’s work
laid the groundwork for the arising theory of multivariable stability margin. In
1977, the fundamental concepts of robust control theory were outlined by M.G.
Safonon in his PhD thesis [40] which was supervised by M. Athans. His main
contribution in robust control theory can be summarized as follows:
• Diagonal uncertainties: A new robustness analysis problem was formulated
in which multivariable feedback around a nominal system was designed by
extracting a diagonal operator of uncertain internal gains.
• Topological separation stability: The computation of topological separation
of graphs of feedback operators was used in the standard problem of robust
analysis. The dissipative stability, Lyapunov, small gain positivity and conic
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sector theories came into light as special cases.
• Multivariable robustness analysis: In this method, Bode plots of real eigen-
values associated with the separation condition were proposed for evaluating
multivariable stability margins. The quadratic topological separation condi-
tions were introduced to be used. A more familiar technique, the singular
value Bode plots separation conditions, emerged as a result of reformulation
of the eigenvalue robustness conditions.
In a parallel effort, MacFarlane and Scott-Jones [41] developed a similar theory in
which singular values re-emerged in the form of principal gains. Doyle and Stein
linked the classical open-loop Bode gain plots with mixed-sensitivity plots [10].
The µ-synthesis of controller method was introduced by Doyle in 1982 [42]. Zames
solved the sensitivity minimization problem by introducing a new method termed
as H∞ [43]. Furthermore, the development in H∞ procedure was made by Doyle,
Glover and others by using game theory [44, 45]. The small-gain stability theorem
was reinterpreted by Doyle et al. as performance robustness theorem [42]. The
emergence of Matlab robust control toolbox in 1988, with further improvement by
Balas et el. [46] in 2005, facilitated the research community and helped it become
widely accessible to the students and engineers. Now the robust control methods
have become an integral part of feedback control theory; therefore, it no longer
makes sense to distinguish robust control from field of control itself.
There are very few physical systems in nature which can be classified as linear
system. The most common practice of analysis and designing controller for a
nonlinear system is to first linearize the given system about some equilibrium point
then use some appropriate linear design techniques to achieve desired results. But
there are situations where the nonlinearities are important and needed for better
performance, and those can not be ignored. For such systems, nonlinear analysis
and controller design techniques are available which can be easily applied to yield
desired results. The available methods include:
• Feedback linearisation.
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• Sliding mode control.
• Lyapunov redesign.
• Backstepping.
• Passivity-based control.
• High-gain observers.
The conventional feedback linearisation method [30][47–49] has a drawback in the
sense that it requires a precise model around some specific equilibrium point where
some useful non-linearities (responsible for stability) may happen to disappear.
However, the backstepping method avoids wasteful cancellations to achieve the
global stability and improves the performance. The most widely used methods for
controller design and stability analysis are based on the Lyapunov theory. The
basic concept of stability analysis in Lyapunov theory lies in defining a positive
definite energy like function, if energy stored in the system is dissipative then it
ensures the stability.
In this thesis, the research work presented is based on Lyapunov theory. In next
subsection, survey of literature is presented with the aim to search such techniques
those are based on Lyapunov theory and can be applied to enhance the robustness
of the nonlinear systems.
2.1.1 Literature Survey Related to Present Work
Sliding mode control (SMC) reported by [23, 27] is well known for its ability to com-
pensate disturbances, un-modeled dynamics and parametric uncertainties which
satisfying matching conditions. In this method trajectories of the system are
steered to the properly chosen sliding manifold then maintain the motion on the
manifold thereafter by using control law which is the main feature of sliding mode
method. The control input switches between different structures with high fre-
quency to maintain the system trajectories on sliding manifold. Thus the classical
SMC suffers from this high frequency control switching which is termed as the
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chattering phenomenon that may severely damage the actuators and the system.
Another limitation of this method is that it can only be applied to the systems of
relative degree one. Relative degree is the relationship of output to the input of
the system. The relative degree number is the count of derivatives of the output
variable on which input variable appears. For example, the system which satisfies
1 relative degree condition, on taking first derivative of the output variable, input
variable appears in the equation. Many physical systems, such as mechanical sys-
tems and satellite control system do not satisfy 1 relative degree condition. The
need of the relative degree 1 and chattering reduction/elimination were handled
via different techniques (see, e.g.,[27, 30, 50, 51]).
The chattering-avoiding methods [52, 53] (also reported by [27]) are based on
saturating continuous approximation technique. Drawback of this method is that
one has to make trade-off between accuracy and robustness. In [54], authors have
presented a chattering-elimination method by incorporating some smooth control
functions; this method is usually termed as Quasi-Sliding Mode.1 The loss of
accuracy and robustness is the price that one has to pay for smooth control to
avoid chattering. Another chattering attenuation technique is reported in [54] and
is called Asymptotic Sliding Mode.2 Other chattering-avoidance methods include
real-twisting and super-twisting [51] are based on higher-order sliding mode. In
these methods, the derivatives of control input are involved, thus actual control
input is obtained by integrating the derivatives which yields continuous control
input. Generally, the sliding mode control procedure is implemented in two steps
[54]. In the first step, state trajectories are steered to sliding manifold which is
called reaching phase and in the second step, the controller slides those states to
origin which is called the sliding phase. The system shows its robust nature when
it is in sliding phase; however, it can become unstable while it is in reaching phase
due to sharp disturbances. Utkin has proposed Integral Sliding Mode method as
1Simulation results for quasi-sliding mode are provided in Fig. 3.9-3.11 which indicate that,
under the presence of disturbance, the sliding and state variables do not converge exactly to zero.
2Simulation results for asymptotic sliding mode are provided in Fig. 3.12-3.15 where an
integral action is exploited to attenuate chattering; state convergence is asymptotic and sliding
surface converge to zero in finite time.
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a solution for this shortcoming in [27] (also refer to [54]).3 The implementation
procedure of SMC is relatively simple along its robust quality against uncertainties.
Due to these advantages SMC has become very popular among control practicing
engineers. However, the robust nature of SMC is effective largely against matching
uncertainties. Also, defining Lyapunov functions for SMC is difficult; moreover, in
case of highly coupled systems, such as under actuated systems, the conventional
SMC cannot be applied directly [55]. A promising method introduced by Kristic
in [56] have answers for above shortcomings in SMC procedure.
A systematic design procedure that resolves the issue of relative degree, un-
matching uncertainties and unknown unbounded parameters is based on the Back-
stepping algorithm [56]. In this method, the system is initially expressed in para-
metric pure feedback (PPF), parametric strict feedback (PSF) or semi strict feed-
back (SSF) form, that also can be termed as triangular form of nonlinear systems.
The implementation process starts with splitting new transformed system into
small scalar subsystems and virtual control functions are designed by using Lya-
punov method via error functions for all subsystems except the last one. This is
why it is called a recursive design methodology. Generally, the system transformed
into SSF form exhibits local stability, where as the system in PSF form guarantees
global stability [57]. However, this controller is not robust against parameter varia-
tions [55]. A more generalized algorithm as developed by Rios-Bolivar et al. [58] is
called Dynamical Adaptive Backstepping-SMC (DAB-SMC) algorithm. This algo-
rithm is based upon the backstepping approach with tuning functions [56] and can
be applied to design a dynamical adaptive controller by following an input-output
linearisation method. This method is applicable to both triangular and nontrian-
gular uncertain nonlinear systems provided the systems are observable minimum
phase systems.
Sira-Ramirez [59] has combined the fundamental adaptive backstepping algo-
rithm [25] with dynamically input-output linearisation technique [47]. The blended
3Refer to Fig. 3.25- 3.27 for simulation results of integral sliding mode where the reaching
phase has been eliminated completely and consequently enhancing the robustness of the system.
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method was extended in combination with the SMC for those systems which can
be transformed into triangular form (like refer to [57, 60, 61]). Furthermore, some
interesting SMC-based techniques were put forwarded by [62, 63] for nonlinear
systems which are transferable into SSF form suffering from unmodeled and un-
matched uncertainties. In this way, the benefits of SMC and adaptive backstepping
were put together in one system. An additional benefit is that the requirement of
transformation into PPF or PSF forms and the justification of extra conditions on
parameters and sufficient condition for the existence of sliding mode [61] were not
needed. Resultantly, augmenting different techniques for combining their good
properties into one system broadens the scope of application of the system and
extends the research in the same direction.
2.2 Motivation
Recently, Khan et al. [64] reported a strategy of dynamic control for MIMO
uncertain, square, and minimum phase nonlinear system based on integral slid-
ing mode technique. This method has synthesized dynamic sliding mode control
[65, 66] and integral sliding mode strategies [27] into dynamically integral sliding
mode control (DISMC) which provided the establishment of sliding mode without
reaching phase. In this way, the robustness against uncertainties is enhanced and
performance is improved with considerable attenuation in the chattering across the
integral manifold.
Fascinated by the strategy of DISMC and the results reported in [60–62] and
[63] for controllers, has given motivation to propose a new strategy for designing
controller for nonlinear systems having matching, unmatching, bounded or un-
bounded uncertainties. Thus, in this thesis, a new strategy has been proposed in
which two algorithms, the adaptive backstepping and the Higher-Order Integral
Sliding Mode Control(HOISMC), (see, e.g., [67, 68]) has been combined into a new
technique named as Adaptive Backstepping Higher Order Integral Sliding Mode
Control (ABHOISMC). The benefit is, this will provide robustness from the ini-
tial time instant against parametric uncertainty along with considerable reduction
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in chattering. This newly proposed technique is developed for Single Input Single
Output (SISO) nonlinear systems which are transferable into SSF form in the pres-
ence of some unknown parameters. The design process involves the subdivision
of the control law into two parts, continuous control law which can be realized
by applying adaptive backstepping method and discontinuous control law which
is developed via an integral manifold. The parameter update law is also a sum of
two terms. The first term emerges from the adaptive backstepping method and
the second term is the contribution of the HOISMC. Another experiment has been
performed and reported in chapter four, where adaptive backstepping and integral
sliding mode algorithms has been augmented to design a controller for a practical
problem of MIMO uncertain system perturbed by unknown disturbances.
2.3 Problem Statement
We consider a nonlinear system perturbed by matching and unmatching uncer-
tainties expressed mathematically as follows:
ζ˙(t) = f0(ζ) + ψ(ζ)θ + (g0(ζ) + ϕ(ζ)θ)u
y(t) = h(ζ)
(2.3.1)
where ζ = [ζ1, ζ2, · · · , ζn]T is the state vector, u is the scalar control input, y is
the output of interest, ψ(ζ1, ζ2, · · · , ζi) and ϕ(ζ1, ζ2, · · · , ζi) ∈ Rn×p, 1 ≤ i ≤ n are
known and sufficiently smooth functions, f0(ζ) and g0(ζ) are known multivariable
functions in the neighbourhood R0 of the origin ζ = 0, f0(0) = 0, g0(0) 6= 0 and
h is a smooth scalar function also defined in R0, θ ∈ Rp is the vector of unknown
parameters. The control objective is to drive the system output of (2.3.1) to track
or regulate desired value yd. The procedure starts from output y(t) by taking time
derivative and proceeds up to (n − 1) times derivative of y(t) = h(ζ). With this,
the control dependent nonlinear mapping of (2.3.1) requires to define a vector of
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auxiliary variables z as follows:
z =

y
y(1)
...
y(n−1)
 (2.3.2)
Assumption 2.3.1. The nonlinear system (2.3.1) is locally observable, i.e., the
mapping (2.3.2) satisfies the rank condition
rank
(
∂z
∂ζ
)
= n (2.3.3)
in a subspace R1 ⊂ R0 ⊂ Rn.
Assumption 2.3.2. The nonlinear system (2.3.1) is minimum phase in R1 ⊂
R0 ⊂ Rn.
Remark 2.3.3. The observability condition is needed to guarantee the existence
of a local nonlinear mapping that transforms the plant into a suitable error system
form, where as the minimum phase property is required to guarantee stability of
the closed-loop system.
The aim is to transform the system recursively, design stabilising functions and
parameter update functions in n − 1 steps. Designing the actual control law and
the parameter update law in nth step by using integral sliding mode and higher
order integral sliding mode techniques supported by practical examples.
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Chapter 3
Preliminaries
“A complex system that works is invariably found to have
evolved from a simple system that works.”
John Gaule
The purpose of this chapter is to present some essential introductory topics1. The
research work presented in forthcoming chapters is based on these preliminary
concepts. The basic concepts of sliding mode control (SMC) are presented after a
brief introduction followed by the backstepping control techniques.
3.1 Introduction
The design process for the control systems starts with problem definition, math-
ematical modelling, selection of appropriate control algorithm and goes through
various design and verification stages up till synthesis of perfectly working system.
The mathematical modelling is the most crucial stage of the controller design to
achieve desired output of the system. The performance of the controller depends
on the accuracy of the mathematical model of the plant/system. In some oc-
casions, due to complex dynamics of the plant, an engineer has to compromise
on some model approximations where some plant dynamics may get ignored and
which may lead to an imperfect mathematical model. It is the responsibility of the
engineer to devise a controller that can take care of unmodeled dynamics and other
uncertainties. Uncertainties get involved due to variations in internal parameter
1The material presented in this chapter is based on the theory explained in [54] and [69].
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variations or as an input from noise sources. The uncertainty that enters through
input channel is termed as matching uncertainty and those entering through other
channels are termed as un-matching uncertainty. The controllers capable of reject-
ing (or suppressing the adverse effect of) uncertainties are classified as a robust
controller which is a desirable aspect of any control system. One of the popular
controller design approaches is the sliding mode control (SMC) technique.
A soviet union scientist, Emelyanov, and his colleagues [1] are the pioneers of
the SMC method. The control community at large was unaware of this method
until Utkin [70] published an article and Itkis [71] published a book in late seventies.
There was a gap of about twenty years between Emelyanov and Utkins work.
Since then the SMC is the most favourite method among control engineers for its
immunity to uncertainties.
The SMC is essentially a variable structure control method where control law
is deliberately switched between structures. It consists of two parts: 1) the design
of stable sliding surface is accomplished, and 2) a controller law is designed to
force the states of the plant on to sliding surface. The control law can also be
termed as switching function. The switching action occurs on measure of current
system behaviour and produces an output to be used at that instant for particular
feedback controller. This is way the SMC is usually regarded as variable structure
control method. The switching action depends on particular behaviour of the sub-
system around the sliding surface which is considered as bifurcation between two
regions. In this way, system states are constrained to lie within the neighbourhood
of the switching function. There are two advantages of this method. Firstly, the
trajectories are forced to reach sliding surface in finite time and stay on the sliding
surface for all later time. Secondly, the motion on the sliding surface is invariant to
matching uncertainties. In the quest of robust controllers, the SMC has attracted
control community and is being applied in the field of robotics, power conversion,
under water vehicles, automotive transmission systems, engines control and electric
motor drive control systems [27]. In the following subsection basics of SMC design
process have been explained, supported with simple examples and their simulation
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results.
3.1.1 Motivation For SMC Design
Here, the requirement for an SMC design process is explained in an intuitive man-
ner in [54]. Consider the motion of a unit mass in one degree of freedom in Fig. 3.1
The state variables are introduced for position and velocity as x1 and x2, respec-
Figure 3.1: One dimensional motion of a unit mass.
tively. The state equations of motion can be written as
x˙1 = x2,
x˙2 = u+ f(x1, x2, t), (3.1.1)
where f(x1, x2, t) represents disturbance (dry, viscous friction, or any other resis-
tance), u is input control force. It is assumed |f(x1, x2, t)| ≤ L. The problem is
to design a feedback control law u = u(x1, x2) that drives the mass to the origin
asymptotically i.e. limt→∞(x1, x2 = 0). It is a trivial state feedback problem to
design a linear control law as
u = −k1x1 − k2x2, k1 > 0, k2 > 0 (3.1.2)
This drives the states to origin asymptotically only when f(x1, x2, t) ≡ 0 other-
wise, it drives the states to a bounded domain Ω(k1, k2, L) for |f(x1, x2, t)| ≤ L.
The simulations results for the system in equation (3.1.1) and (3.1.2) with x1(0) =
1, x2(0) = −2, k1 = 3, k2 = 4, and f(x1, x2, t) = sin(2t), are shown in Fig. 3.2
which verifies the above statement. Here we can ask a question if there is any
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Figure 3.2: State convergence of the unit mass.
method for the system (3.1.1) which can drive states variables asymptotically to
zero in the presence of disturbance f(x1, x2, t) = sin(2t). The answer is affirma-
tive, and we can achieve this by applying SMC method; it is explained in next
subsection.
3.1.2 Basic Concepts of SMC Method
Let us consider a homogeneous linear time invariant differential equation as a
compensator for system (3.1.1) as
x˙1 + cx1 = 0, c > 0 (3.1.3)
A general solution of (3.1.3) and its derivative is
x1(t) = x1(0)e
−ct
x˙1(t) = −cx1(0)e−ct (3.1.4)
Since x˙1(t) = x2 thus both x1 and x2 converges to zero asymptotically without any
effect of disturbance f(x1, x2, t) on states dynamics. The compensated dynamics
in (3.1.4) can be designed by defining a new variable in the state variables of (3.1.1)
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as
σ = σ(x1, x2) = cx1 + x2, c > 0 (3.1.5)
Let us call σ(x1, x2) a hyper-plane or sliding surface which corresponds to a straight
line that lies in the state space (3.1.1). We need to drive it to zero in finite time by
using control input u for the convergence of x1 and x2 to zero with the convergence
rate given by (3.1.4) in the presence of bounded disturbance f(x1, x2, t). This can
be achieved by taking time derivative of σ and using (3.1.1)
σ˙ = cx2 + f(x1, x2, t) + u, (3.1.6)
In order to prove the stability of dynamics of (3.1.6) arround σ = 0, a positive
definite Lyapunove function V can be considered as
V =
1
2
σ2 (3.1.7)
which must satisfy the following stability condition:
lim
|σ|→∞
V →∞ (3.1.8a)
V˙ < 0 for σ 6= 0 (3.1.8b)
The stability condition (3.1.8a) is obviously satisfied in (3.1.7). For condition
(3.1.8b), let us modify it as
V˙ ≤ −α
√
V , α > 0 (3.1.9)
Integrating (3.1.9) over time interval 0 6 τ 6 t, by separating variables, we have√
V (t) ≤ −1
2
α t+
√
V (0) (3.1.10)
Accordingly, V (t) reaches zero in a finite time tr where
tr ≤ 2
√
V (0)
α
(3.1.11)
Thus, a input u is computed so that (3.1.9) is satisfied in order to drive σ to
zero in finite time and should keep it at zero thereafter. The time derivative V is
computed as
V˙ = σσ˙ = σ
(
cx2 + f(x1, x2, t) + u
)
(3.1.12)
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Let us consider u = −cx2 + ν, substituting into (3.1.12), consequently will make
V˙ negative definite and finally leads to zero.
V˙ = σ (f(x1, x2 + ν) = σf(x1, x2) + σν ≤ |σ|L+ σν (3.1.13)
where |f(x1, x2)| ≤ L, selecting ν = −̺ sign(σ) with ̺ > 0, where
sign(σ) =

1 if σ > 0;
−1 if σ < 0;
sign(0) ∈ [−1, 1] if σ = 0.
(3.1.14)
and substituting into (3.1.13), we can write
V˙ ≤ |σ|L− |σ|̺ = −|σ|(̺− L) (3.1.15)
Noticing (3.1.7), condition (3.1.9) can be rewritten as
V˙ ≤ −α
√
V =
α√
2
|σ|, α > 0 (3.1.16)
Combining (3.1.15) and (3.1.16) we write as
V˙ ≤ −|σ|(L− ̺) = α√
2
|σ| (3.1.17)
Lastly, we can workout ̺ as
̺ = L+
α√
2
(3.1.18)
Accordingly a control law u that leads σ to zero in finite time (3.1.11) is written
as
u = −cx2 − ̺ sign(σ) (3.1.19)
It is worth noting the following two comments:
1. Firstly, in order to design a controller (3.1.19), σ˙ must be a function of u. It
is taken care off when designing sliding surface function σ as in (3.1.5).
2. Secondly, in the control gain (3.1.18), the first term L is designed to compen-
sate for the bounded disturbance f(x1, x2, t), and second term
α√
2
takes care
for finding out sliding surface reaching time given in (3.1.11), that is directly
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proportional to α. Increase in α reduces the reaching time. We conclude this
section by redefining following definitions and presenting an example in the
support of above developments.
Definition 3.1.1. The function defined in (3.1.5) is a sliding variable, which cor-
responds to a straight line passing through the origin of state space of the system
(3.1.1) and is called sliding surface. The equation (3.1.16), rewritten as
σσ˙ ≤ − α√
2
|σ| (3.1.20)
and is called the reachability condition.
Example 3.1.1. The control law designed in (3.1.19) for the system (3.1.1) with
initial conditions as, x1(0) = 1 x2(0) = −2, the control gain ̺ = 2, the parameter
c = 1.5, and the disturbance f(x1, x2, t) = sin(2t), is validated by simulation and
the results are shown in Fig. 3.3 to 3.7
The state convergence in finite time is illustrated in Fig. 3.3 where the disturbance
invariance property of the controller is evident. Fig. 3.6 shows the external bounded
disturbance that is perturbing the system. The sliding mode control signal u,
input to the system is shown in Fig. 3.4 where high frequency switching action of
controller is evident. The chattering phenomena on sliding surface can be noticed
in Fig. 3.5 in zoomed portion. The phase portrait of states x1, x2 is shown in
Fig. 3.7 where reaching phase and sliding phase are demonstrated. The chattering
occurs due to the presence of inertia in actuators and sensors which can be harmful
for actuators or system itself. The remedies of chattering are next.
3.1.3 Chattering Avoidance: Elimination and Attenuation
Chattering is a high frequency oscillations which can be harmful for actuators,
mechanical systems and motors. It is always necessary to avoid chattering by
providing smooth control input signals. It is also desirable to make system insen-
sitive to external disturbances such as in aircraft control systems. In the following
subsections chattering avoidance methods are discussed.
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3.1.4 Chattering Elimination: Quasi-Sliding Mode
Chattering on sliding surface is due to the discontinuous term in the control input
(3.1.19), and can be eliminated by approximating discontinuous term with some
continuous function such as sigmoid function.
sign σ ≈ σ|σ|+ ε where ε > 0 (3.1.21)
The sigmoid function is shown in Fig. 3.8 and can be observed that point-wise as
lim
ε→0
σ
|σ|+ ε = sign σ (3.1.22)
The ideal performance is trade off with smooth control action which depends
upon the value of ε at σ 6= 0.
Simulation plots of system (3.1.1) are shown in Fig. 3.9-3.11, these results are
achieved by replacing signum function in control input (3.1.19) with sigmoid func-
tion (3.1.22) and with same parameters as in example one. We notice in Fig. 3.9-
3.11 that the states convergence to zero is not achieved with smooth u input.
Furthermore, sliding variable as shown in Fig. 3.11 is also not converging to zero
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Figure 3.8: Sigmoid function σ.
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Figure 3.11: Sliding surface σ.
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completely rather it remains in the vicinity of the origin with a small bias. Thus, in
order to achieve smooth control law, we had to sacrifice accuracy. However the sys-
tem’s performance with smooth control law is very close to the performance with
discontinuous control law. Another method of chattering attenuation is discussed
in next subsection.
3.1.5 Chattering Attenuation: Asymptotic Sliding Mode
In this subsection, chattering attenuation approach is discussed. The approach is
based on smooth control law which is robust against bounded disturbances. In
this method an SMC is designed in terms of control function derivative and the
actual control input is retrieved by adding an integrator. Consequently, we achieve
a smooth control law.
To proceed with this approach we rewrite system equation (3.1.1) as
x˙1 = x2
x˙2 = u+ f(x1, x2, t)
u˙ = ν
(3.1.23)
In previous example, we used sliding variable (3.1.5) which is constrained to zero in
finite time t = tr in reaching phase. For t > tr, the state variables converges to zero
asymptotically conforming with (3.1.4). Here it is assumed that the |f(x1, x2, t)|
and its derivative are smooth and bounded.
We consider another auxiliary sliding variable for the sake of chattering atten-
uation,
s = σ˙ + c¯σ, (3.1.24)
if we design a control law ν using (3.1.24), then this can provide finite time sliding
convergence s→ 0, which establishes sliding mode on sliding surface
s = σ˙ + c¯σ = 0, (3.1.25)
where σ˙, σ → 0 together with x1, x2 → 0 even in the presence of bounded uncer-
tainties |f(x1, x2, t)| ≤ L and |f˙(x1, x2, t)| ≤ L¯. This procedure will not provide
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ideal sliding mode rather an asymptotic sliding mode will be established. In order
to design control law ν, we use sliding condition σσ˙ < 0, one can obtain
ss˙ = s
[
ν + cc¯x2 + (c+ c¯)u+ (c+ c¯)f(x1, x2, t) + f˙(x1, x2, t)
]
(3.1.26)
In order to make ss˙ negative, we choose ν = −cc¯x2−(c+ c¯)u = ν1 and substituting
it into equation (3.1.26), one obtains
ss˙ = s
[
ν1 + (c+ c¯)f(x1, x2, t) + f˙(x1, x2, t)
]
≤ sν1 + |s|
(
L¯+ (c+ c¯)L
)
(3.1.27)
By selecting ν1 = −̺ sign(s) as discontinuous control law, where ̺ > 0, and
inserting in equation (3.1.27) one obtains
ss˙ ≤ |s| (−̺+ L¯+ (c+ c¯)L) = − α√
2
|s|. (3.1.28)
Now from (3.1.28), we can compute ̺ as
̺ = L¯+ (c+ c¯)L+
α√
2
(3.1.29)
to make ss˙ negative which drives s towards zero. Thus the control law ν that
drives s to zero in finite time tr ≤
√
2|s0|
α
is
ν = −cc¯x2 − (c+ c¯)u− ̺ sign(s). (3.1.30)
Example 3.1.2. Consider auxiliary sliding surface variable (3.1.24) and control
law (3.1.30) are applied on the system (3.1.23) with initial conditions as, x1(0) =
1 x2(0) = −2, the control gain ̺ = 30, the parameters c = 1.5, c¯ = 10 and
the disturbance f(x1, x2, t) = sin(2t). The chattering attenuation is achieved and
verified by simulation and the results are shown in Fig. 3.12-3.15
The chattering is evident in Fig. 3.12 caused by discontinuous part of control
law (3.1.30) and is attenuated by integral action as shown in Fig. 3.13. The
convergence of σ and s is asymptotic and in finite time, respectively, as shown
in Fig. 3.14. The states convergence is shown in Fig. 3.15.
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3.1.6 Equivalent Control
The system (3.1.1) is controlled by the SMC as specified by (3.1.5) and (3.1.19).
Suppose that the sliding surface σ = x2 + cx1 = 0 is reached at time tr and the
trajectories of states x1, x2 remain on the sliding surface thereafter. This gives
σ = σ˙ = 0 for all t ≥ tr. Using the condition σ˙ = 0, one can write
σ˙ = cx2 + f(x1, x2, t) + u = 0, σ(tr) = 0 (3.1.31)
Notice that, the control input u that satisfies equation (3.1.31) can be computed
as
ueq = −cx2 − f(x1, x2, t) (3.1.32)
Definition 3.1.2. In order to keep system trajectories on sliding surface σ =
x2 + cx1 after reaching phase in time tr, the control input u given in (3.1.32) is
needed and is called equivalent control.
One thing is to be noted that the bounded disturbance f(x1, x2, t) appear-
ing in equation (3.1.32) is not known; thus, the control input (3.1.32) cannot be
implemented explicitly. One can use estimated value of the equivalent control as
uˆeq = −cx2 − ̺LPF{sign(σ)}, t ≥ tr (3.1.33)
where LPF{·} is the low pass filter, which provides the average effect of ̺ sign(σ).
By comparing equations (3.1.32) and (3.1.33) the disturbance term can be esti-
mated as
fˆ(x1, x2, t) = ̺LPF{sign(σ)}, t ≥ tr (3.1.34)
The low pass filter can be easily implemented by using first order differential equa-
tion as
z˙ =
1
τ
(−z + sign (σ)) (3.1.35)
where τ > 0 is time constant of the filter, z is any arbitrary variable of first order
differential equation. The time constant τ > 0 should be as small as possible for
accurate estimation of ueq, but greater than the sampling time of simulation.
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Example 3.1.3. Consider the estimation of f(x1, x2, t) = sin(2t) by using (3.1.35)
and (3.1.34). The sliding mode control (3.1.5) and (3.1.19) are applied on the
system (3.1.23) with initial conditions as, x1(0) = 1 x2(0) = −2, the control gain
̺ = 2, the parameters c = 1.5, and the disturbance f(x1, x2, t) = sin(2t). The
ideal equivalent control is plotted using equation (3.1.33). The results are shown
in Fig. 3.16 and 3.17
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Figure 3.16: The disturbance estimation.
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3.1.6.1 Sliding Mode Differentiator/Observer
In this subsection, we start with system equation (3.1.1), represent x (displace-
ment) as x1 and x˙ (velocity) as x2. Notice that in previous section both state
variables x1 and x2 were measurable. There can be a situation where only one
state x1 (displacement) is measurable and x2 (velocity) is not measurable. In that
case we need a differentiator/observer (x2 = x˙1) to estimate x2. Assuming |x2| is
bounded and estimated values of x1 and x2 are denoted as xˆ1, and xˆ2, respectively.
Let the error between x1 and xˆ1 is represented by a new variable as
z1 = xˆ1 − x1 (3.1.36)
z˙1 = ˙ˆx1 − x˙1 (3.1.37)
z˙1 = −x2 + ν, where ˙ˆx1 = ν (3.1.38)
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Let us call ν as injector. The injection term is needed to be designed so that error
variable z1 = xˆ1 − x1 → 0, i.e., xˆ1 = x1 in finite time. Consider a smooth positive
definite function
v =
1
2
z21 (3.1.39)
v˙ = z1z˙1 = z1(−x2 + ν) (3.1.40)
If gradient of v, i.e., v˙ is negative definite then v → 0, one can choose ν as
ν = −̺ sign(z1), where ̺ > |x2|+ β, β > 0 (3.1.41)
v˙ = z1(−x2 − ̺ sign z1), (3.1.42)
v˙ = −z1x2 − ̺|z1|,
v˙ ≤ |z1|(|x2| − ̺), where ̺ = |x2|+ β
v˙ ≤ −β|z1| < 0 (3.1.43)
This shows, z1 → 0 or xˆ1 → x1 in finite time tr ≤ |z1(0)|/β, thus a sliding mode
exists in observer for t ≥ tr. We can estimate x2 from equation (3.1.40) by using
the concept of equivalent control as explained in previous subsection. Thus, we
can write as
˙ˆz1 = −x2 + νeq = 0 (3.1.44)
and state variable x2 can be estimated as
x2 = νeq, t ≥ tr. (3.1.45)
Average value of ν in equation (3.1.41) is extracted by using LPF, which is the
exact estimate of ν, and considered equivalent injection νeq. LPF is implemented
using first order differential equation as
˙ˆνeq =
1
τ
(−νˆ + ̺ sign (z1)), τ > 0 is the time constant. (3.1.46)
Consequently one has
x2 ≈ xˆ2 = νˆeq, t ≥ tr. (3.1.47)
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Example 3.1.4. Consider the sliding mode control (3.1.5) and (3.1.19) are being
applied on the system (3.1.1) with initial conditions as, x1(0) = 1, x2(0) = −2,
the control gain ̺ = 2, the parameters c = 1.5, and the disturbance f(x1, x2, t) =
sin(2t). The state variable x1 is measurable, and x2 is estimated by using observer
equations (3.1.38), (3.1.41), (3.1.46) and (3.1.47) with ̺ = 10 and τ = 0.01. The
results are shown in Fig. 3.18 - 3.21.
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Figure 3.18: Estimated value of x1.
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Figure 3.20: Sliding variable σ.
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Figure 3.21: Sliding variable z1.
3.1.7 Output Tracking: Relative Degree Approach
Predefined trajectory tracking is a very common practical problem of a control
system design subject. The aircraft flight control system or DC-to-DC electric
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power converters are the practical design problems of output tracking. In these
design problems, error between desired trajectory and system’s output trajectory
must converge to zero in finite time in the presence of any bounded disturbance.
To understand output tracking design procedure, let us revisit the system (3.1.1)
and redefine the problem
x˙1 = x2,
x˙2 = u+ f(x1, x2, t),
y = x1 (3.1.48)
where the position and velocity parameters are denoted by x1, x2, controlled out-
put is denoted by y, u is the control input and f(x1, x2, t) is the bounded distur-
bance, i.e., |f(x1, x2, t)| ≤ L.
The task is to design a SMC control law u such that the output y (the position
of the unit mass) follows a desired output profile yd(t) and the tracking error should
converge asymptotically to zero: limt→∞(yd(t) − y(t)) = 0 under the disturbance
f(x1, x2, t). The relative degree concept is defined as
Definition 3.1.3. In a single input single output (SISO) dynamic system defined
in a state space Rn, where state vector x ∈ Θ ⊂ Rn, output y ∈ R, and control
input u ∈ R. If y(i) is independent of u for all i = 1, 2 . . . k − 1, and u appears
in y(k), then k is called the relative degree of SISO dynamical system in a domain
Ω ⊂ Θ ⊂ R. If the relative degree of the system is equal to the order of the
system the it is called well defined relative degree then the system dose not have
any internal dynamics.
Thus the input-output dynamics of system 3.1.48 have relative degree 2 because
y(2) = u+ f(x1, x2, t)
. which is a well-defined relative degree.
Now we discuss the procedure for output tracking.The first step in designing
control input for tracking problem is to design a sliding surface variable σ based on
the variable e i.e., error between desired system profile and actual system’s output
by a first order linear differential equation as
σ = e˙ + ce, c > 0 (3.1.49)
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The next step is to design a control law u by using a classical method that should
drive σ → 0 in finite time and keep it at zero thereafter. The moment sliding
variable σ reaches zero the sliding mode starts and the output tracking e in the
sliding mode will converge to zero by obeying the first order differential equation
σ = e˙ + ce = 0, c > 0 (3.1.50)
In this step, start with sliding variable σ = e˙+ ce and its time derivative is written
as σ˙ = e¨ + ce˙. Consider the desired output yd = −2 sin(t) and the output of the
system y = x1. Thus the time derivative of e is written as e˙ = −2 cos(t)− x2 and
its second derivative is e¨ = −2 cos(t)− f(x1, x2, t)− u. By using this, now we can
derive sliding surface dynamics as
σ = e˙+ ce
σ˙ = e¨+ ce˙
σ˙ = −2 cos(t)− f(x1, x2, t)− c(2 sin(t) + x2)− u
σ˙ = ψ(x, t)− u (3.1.51)
where ψ(x, t) = −2 cos(t)−f(x1, x2, t)−c(2 sin(t)+x2) is a cumulative disturbance
term and is assumed to be bounded,i.e., | ψ(x, t) |≤M . The reachability condition
3.1.20 can be used for designing classical sliding mode control law u. Rewriting
3.1.20 as
σσ˙ = −α¯|σ|, α¯ = α√
2
(3.1.52)
resultantly we write
σσ˙ = σ
(
ψ(x, t)− u) ≤ |σ|M − σu (3.1.53)
and selecting
u = ρ sign(σ) (3.1.54)
inserting u into (3.1.53) one can write
σσ˙ ≤ |σ|(M − ρ) = −α¯|σ| (3.1.55)
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Consequently one can compute the control gain as
ρ = M + α¯ (3.1.56)
Example 3.1.5. We can simulate the system (3.1.48) by using the control law
designed above with initial conditions x1(0) = 1, x2(0) = −2, control gain ρ = 6,
the parameter c = 1.5 and the disturbance f(x1, x2, t) = sin(2t) for this simulation
example. The simulation results are shown in Fig. 3.22-3.24.
0 1 2 3 4 5
−8
−6
−4
−2
0
2
4
6
8
Time (sec)
Classical sliding mode control u
Figure 3.22: Classical SMC input.
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Figure 3.23: The tracking of desired out-
put.
The input u designed with classical SMC procedure is shown in Fig. 3.22 where
high frequency switching behaviour is evident. The tracking of the desired profile
yd(t) : y(t) → yd(t) is shown in Fig. 3.23 when system is in sliding mode phase.
The reachability condition is being verified in Fig. 3.24 where the sliding variable
σ reaches zero in finite time tr ≈ 0.45sec. which confirms the existence of sliding
mode in the system after the reaching phase, i.e.,after tr ≈ 0.45sec.
3.1.8 Integral Sliding Mode Controller Design
The controller design for output tracking problem, based on integral sliding mode
control (ISMC) is the topic of this subsection. In this procedure, tracking of
system can be achieved asymptotically when all the initial conditions of the system
are known. The drawback of the classical SMC is that the uncertainties during
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Figure 3.24: The sliding variable σ.
reaching phase may affect the system stability. A prominent benefit of ISMC is
that the reaching phase of sliding mode is eliminated, and the system enters into
the sliding mode at the moment the control process starts. Consequently, the
robustness of the system is increased.
In the design process of ISMC, the control function u is split up into two parts:
u = u1 + u2 (3.1.57)
where the first part u1 is designed to compensate bounded disturbance ψ(x, t) in
equation (3.1.51) such that the sliding phase starts right away, i.e., without going
into reaching phase, and the second part u2 is designed to drive the sliding variable
σ in (3.1.49) to zero asymptotically. We consider an auxiliary sliding variable s
and an integrator z˙ for designing u1 as s = σ − zz˙ = −u2 (3.1.58)
Taking the time derivative of s and replacing σ˙ from (3.1.51), one can write
s˙ = ψ(x, t)− (u1 + u2)− (−u2)
= ψ(x, t)− u1 (3.1.59)
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where u is replaced by (u1 + u2). The u1, the sliding mode control that drives the
auxiliary sliding variable s to zero in finite time is designed similar to (3.1.54) as
u1 = ρ1 sign(s) (3.1.60)
which compensates original sliding variable dynamics (3.1.51) and expressed as σ˙ = ψ(x, t)− u1 − u2,s˙ = ψ(x, t)− u1, (3.1.61)
In order to satisfy condition s˙ = 0, it is needed to find equivalent control u1eq to
describe the σ-dynamics in the auxiliary sliding mode (s = 0). s˙ = ψ(x, t)− u1eq = 0, ⇒ u1eq = ψ(x, t),σ˙ = ψ(x, t)− u1eq − u2, ⇒ σ˙ = −u2 (3.1.62)
Thus the original sliding variable dynamics σ˙ in (3.1.62) are invariant to distur-
bance ψ(x, t).
The reaching phase elimination in auxiliary sliding mode can be achieved by
enforcing the initial condition s(0) = 0 in equation (3.1.61). From equation (3.1.58)
one can obtain  s(0) = σ(0)− z(0) = 0, ⇒ z(0) = σ(0),z(0) = y˙d(0) + cyd(0)− x2(0)− cy(0) (3.1.63)
Thus, the initial conditions that makes s(0) = 0 for the variable z can be identified
from equation (3.1.58).
The second part u2 in equation (3.1.62) that drives the sliding variable σ˙ to
zero is selected as
u2 = kσ, k > 0 (3.1.64)
which completes the design process. The σ-dynamics controlled by the control
inputs (3.1.57), (3.1.60) and (3.1.64) become
σ˙ = −kσ, (3.1.65)
where the gain k can be selected according to the desired convergence rate.
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Example 3.1.6. Consider an integral sliding mode controller for output tracking of
the system (3.1.48); Simulink diagram of which appears in Fig. 3.28. The controller
gains are selected as ρ1 = 8, k = 6, c1 = 1.5, the desired output reference trajectory
is yd = 2 cos(t), and the bounded perturbation is f(x1, x2, t) = sin(2t). The sim-
ulation results of controller (3.1.57), (3.1.58), (3.1.60), (3.1.63) and (3.1.64) are
presented in Fig. 3.25 to 3.27. The Fig. 3.25 verifies the auxiliary sliding surface s
given in the equation (3.1.58) starts right away in the beginning of the process and
stays on zero thereafter due to selection of z(0) = 3.5 which has been calculated
from (3.1.63). The perturbation f(x1, x2, t) = sin(2t) has been compensated com-
pletely for t ≥ 0. The Fig. 3.25 also verifies the convergence of the sliding variable
σ to zero which follows the dynamics of the equation (3.1.65). The tracking of
the output is shown in Fig. 3.26 which follows very accurately the reference signal
yd(t). The Fig. 3.27 demonstrates the high frequency switching of input u in SMC
as given in the equation (3.1.57).
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Figure 3.25: Sliding variables s(t) and σ.
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3.1.9 Super-Twisting Sliding Mode
In many applications where high frequency control switching on sliding surface is
not admissible, such as the control of mechanical systems, the classical and the
integral control strategies cannot be applied due to their inherent discontinuous
nature. Under such circumstances, we thus need a continuous controller.
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The continuous control law (3.1.66) can be considered to drive the sliding vari-
able (3.1.49) to zero in finite time.
u = c|σ|1/2 sign σ, s > 0 (3.1.66)
To proceed further, let us revisit equation (3.1.51),
σ˙ = ψ(x, t)− u (3.1.67)
By considering ψ(x, t) = 0 in equation (3.1.67) and using equation (3.1.66) one
can write
σ˙ = −c|σ|1/2 sign σ, (3.1.68)
By integrating equation (3.1.68) we write
|σ(t)|1/2 − |σ0|1/2 = − c
2
t (3.1.69)
Since, at time t = tr, σ(tr) = 0, thus we can calculate
tr =
2
c
|σ0|1/2 (3.1.70)
Therefore, the control input u considered in equation (3.1.66) would drive the
sliding variable to zero in finite time (3.1.70). However, in a scenario, if ψ(x, t) 6= 0,
then the compensated dynamics will be σ˙ = ψ(x, t)− c|σ|1/2 sign σ.
40
Figure 3.28: ISM controller using Simulink.
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Here, if we manage to add a term in the equation (3.1.66) so that it starts fol-
lowing the perturbation function ψ(x, t) 6= 0 in a finite time (tr), the perturbation
will be compensated completely. The moment the disturbance is canceled out, the
sliding variable dynamics will co-occur with (3.1.68) and σ will approach zero in
finite time.
Let us assume |ψ(x, t)| ≤ C, the following control law{
u = c
√|σ| sign(σ) + w
w˙ = b sign(σ) (where c = 1.5
√
C, b = 1.1C)
(3.1.71)
will make the compensated σ-dynamics to be{
σ˙ + c
√
|σ| sign(σ) + w = ψ(x, t)
w˙ = b sign(σ)
(3.1.72)
In this way, the control law (3.1.71) fulfills our expectations, and the term w
becomes equal to perturbation function ψ(x, t) in finite time. Thus, the σ-dynamics
in (3.1.72) becomes equal to the dynamics in (3.1.68) and consequently σ converges
to zero in finite time tr. The control law defined in equation (3.1.71) is called
Super-Twisting Control.
We can notice the following properties of super-twisting control formulation:
• The super-twisting control law defined in (3.1.71) is a second-order sliding
mode, it is because, it drives both σ, σ˙ → 0 in finite time tr.
• The super-twisting control law defined in (3.1.71) is continuous in nature
as the terms c
√|σ| sign (σ) and w = b ∫ sign (σ)dt are continuous, where
the integral term filters out the high frequency switching and plant receives
continuous control input.
Example 3.1.7. Consider a super-twisting sliding mode controller for output track-
ing of the system (3.1.48); Simulink model of which is depicted in Fig. 3.29. The
controller gains selected are c = 13.5, b = 88, the parameter C = 80, the de-
sired output reference trajectory yd = 2 cos(t), and the bounded perturbation is
f(x1, x2, t) = sin(2t). The simulation results of controller (3.1.66), and (3.1.71)
are presented in Fig. 3.30-3.33.
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Remark 3.1.1. The Fig. 3.30 shows, how the sliding variable is driven to zero
in finite time. The output tracking of system is shown in Fig. 3.31 which is same
as in classical SMC and integral sliding mode implementation. In super-twisting
SMC, output tracking is achieved by a continuous control law 3.32 rather than high
frequency switching 3.22 and 3.27. The high switching term sign(σ) shown in 3.33
is mandatory to compensate disturbance while retaining a continuity of the control
function 3.32.
Finally, we summarize the results of output tracking of standard SMC and two of
its variants (integral and super-twisting) in the following table:
Table 3.1: Comparing Performances
Sliding mode Sliding variable Output tracking
controller convergence convergence Type
Classical Finite time Asymptotic Discontinuous
Integral Asymptotic Asymptotic Discontinuous
Super-twisting Finite time Asymptotic Continuous
3.2 Backstepping
Backstepping is a recursively design procedure for control systems design prob-
lems. In this procedure, the nonlinear system is split into small lower (even scalar)
order subsystems. In this way, the design process becomes more flexible in solving
stabilization, tracking and enhancing robustness. Here, in backstepping method,
the solving of control problem is less restrictive than those encountered in other
methods such as matching conditions and relative degree restrictions. Below, a
motivating example is presented which precedes the detail explanation of back-
stepping procedure.
3.2.1 A Motivating Example
Consider a control design problem of a scalar nonlinear system shown in Fig. 3.34
that can be expressed mathematically as
ζ˙ = cos(ζ)− ζ3 + u (3.2.1)
The task is to design a feedback control law to stabilize the system globally at
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Figure 3.29: ST-SM controller using Simulink.
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Figure 3.30: Sliding variable σ.
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Figure 3.32: The control input u(t).
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Figure 3.33: Time history of sign(σ).
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u-(.)
3
cos(.)
Figure 3.34: The block diagram of a scalar system.
ζ = 0. In this task, two control laws have been designed for comparison. In
feedback linearisation design procedure [30] the control law can be designed as
u = − cos(ζ) + ζ3 − ζ (3.2.2)
that cancels both nonlinearities (cos(ζ) and −ζ3) and replaces them by −ζ , con-
sequently system is transformed as ζ˙ = −ζ . The stability of this system can be
proved by considering a Lyapunov function as
V (ζ) =
1
2
ζ2 (3.2.3)
that leads to V˙ (ζ) ≤ −ζ2, which is a negative definite and proves its stability.
However, there is a obvious lacuna in this control law. It cancels −ζ3 which is
a useful nonlinearity and supports in stabilization of the system where it acts as
damping element at large value of ζ .
Design another control law which is more reasonable, where the term −ζ3 is
not cancelled which helps in stabilization of (3.2.1). Consider Lyapunov function
candidate as in (3.2.3) and its time derivative as V˙ (ζ) = ζζ˙ = ζ(cos(ζ)− ζ3 + u).
The control law that makes V˙ negative definite can be obtained as
u = − cos(ζ)− ζ (3.2.4)
where u grows only linearly with |ζ | and obtain V˙ (ζ) = −ζ2 − ζ4, which is neg-
ative definite. The system will be as ζ˙ = −ζ − ζ3 where nonlinearity ζ3 helps in
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stabilization.
The design procedure for scalar system explained above in later example mo-
tivates us to use it for higher order systems recursively by splitting systems to be
controlled into scalar subsystems for designing control law. The recursive design
procedure that stabilises higher order system globally is termed as backstepping
and is explained in next subsection.
3.2.2 Backstepping Procedure
The basic concept of backstepping procedure is explained with the help of a very
simple example. A second order nonlinear system is considered as
ζ˙ = cos(ζ)− ζ3 + ϕ
ϕ˙ = u (3.2.5)
and is shown as in Fig. 3.35.
u
-(.)
3
cos(.)
Figure 3.35: The block diagram of a second order system (3.2.5).
The design objective is the regulation of ζ → 0 as t→∞, for all ζ(0), ϕ(0) and
ϕ(t) should remain bounded. The recursive procedure can be adopted to design a
control law for (3.2.5) by splitting second order system in to two scalar subsystems.
In first part ζ˙ = cos(ζ)− ζ3 + ϕ, if ϕ were the control input, then the control law
would be designed in a similar way as shown in previous subsection for a scalar
system (3.2.1). Thus, the control Lyapunov function (CLF) would be considered
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as V (ζ) =
1
2
ζ2 and the control law, ϕ = −c1ζ − cos ζ , would be designed as a
desired input to stabilize the scalar subsystem. Thus, we define an error variable
z which is the difference between state variable ϕ and desired value of ϕ required
to stabilize the scalar subsystem as
z = ϕ− ϕdes (3.2.6)
where ϕdes = −c1ζ − cos ζ . We can write
z = ϕ+ c1ζ + cos ζ, (3.2.7)
denote ϕdes := α(ζ), call α(ζ) a stabilising function, and refer to ϕ as a virtual
control. The backstepping procedure can be illustrated with the help of Fig. 3.36
and 3.37.
u
-(.)
3
cos(.)
(.)
- ( )
Figure 3.36: Introducing α(ζ) as the desired value for ϕ.
We start with equation (3.2.5) and Fig. 3.35 where the stabilizing function α(ζ)
is added and subtracted from the expression ζ˙, and the resulting design is shown
in Fig. 3.36. In Fig. 3.37, it is shown that α(ζ) is included in the blocks inside the
dashed box and −α(ζ) is stepped back and it enters through an integrator which
is expressed as
ζ˙ = cos ζ − ζ3 + (ϕ+ c1ζ + cos ζ)− c1ζ − cos ζ = −c1ζ − ζ3 + z (3.2.8)
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3
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Figure 3.37: The parameter α is stepped back.
z˙ = ϕ˙− α˙ = ϕ˙+ (c1 − sin ζ)ζ˙ = u+ (c1 − sin ζ)(−c1ζ − ζ3 + z) (3.2.9)
Main advantage of this scheme is that we do not need to implement time derivative
α˙ in (3.2.9) for simulations. It is because α(ζ) is a known function, therefore, its
time derivative can be computed analytically as
α˙ =
∂α
∂ζ
ζ˙ = −(c1 − sin ζ)(−c1ζ − ζ3 + z) (3.2.10)
In next step, we consider an augmented CLF which is a combination of (positive
definite) V (ζ) and a quadratic function of error variable z, i.e., 1
2
z2, as given by
Vall(ζ, ϕ) = V (ζ) +
1
2
z2 =
1
2
ζ2 +
1
2
(ϕ+ c1ζ + cos ζ)
2 (3.2.11)
The derivative of Vall can be computed in the direction of (3.2.8) and (3.2.9) as
V˙all(ζ, z, u) = ζ
(− c1ζ − ζ3 + z) + z(u+ (c1 − sin ζ)(−c1ζ − ζ3 + z))
= −c1ζ2 − ζ4 + z
(
ζ + u+ (c1 − sin ζ)(−c1ζ − ζ3 + z)
)
(3.2.12)
Now it is possible to choose u in such a way that V˙all becomes negative definite.
The simplest way is to choose u as
u = −c2z − ζ − (c1 − sin ζ)(−c1ζ − ζ3 + z)
= −c2(ϕ+ c1ζ + cos ζ)− ζ − (c1 − sin ζ)(ϕ+ cos ζ − ζ3) (3.2.13)
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where c2 > 0, and by inserting (3.2.13) in (3.2.12) one can write CLF derivative as
V˙all = −c1ζ2 − c2z2 (3.2.14)
which proves that coordinates (ζ, z) converges to equilibrium point (0, 0).
The procedure explained in above example for integrator backstepping as a
general design tool is based on the following assumption:
Assumption 3.2.1. [25] Consider the system
ζ˙ = f(ζ) + g(ζ)u, f(0) = 0, (3.2.15)
where ζ ∈ Rn is the state and u ∈ R is the control input. There exist a continuously
differentiable feedback control law
u = α(ζ), α(0) = 0, (3.2.16)
and a smooth, positive definite, radially unbounded function V : Rn → R such
that
∂V (ζ)
∂ζ
[
f(ζ) + g(ζ)α(ζ)
] ≤ −W (ζ) ≤ 0, ∀ ζ ∈ Rn, (3.2.17)
where W : Rn → R is positive semidefinite.
By using this assumption and LaSalle-Yoshizawa theorem [25], the control law
(3.2.16), when applied to the system (3.2.15) achieves convergence and guarantees
global boundedness of ζ(t), also the regulation of W (ζ(t)):
lim
t→∞
W (ζ(t)) = 0 (3.2.18)
3.2.3 Adaptive Backstepping Procedure
The adaptive backstepping procedure is applied where some parameters of a system
are not known. We use another example to explain this procedure. Let us consider
a simple system augmented with an integrator as
ζ˙1 = ζ2 + θψ(ζ1) (3.2.19)
ζ˙2 = u (3.2.20)
where θ is unknown. In case, if the θ is known, then the procedure explained in
previous subsection can be applied very easily to design the stabilising function
α1(ζ1, θ) for ζ2
α1(ζ1, θ) = −c1ζ1 − θψ(ζ1) (3.2.21)
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by considering the Control Lyapunov function as
Vc(ζ, θ)− 1
2
ζ21 +
1
2
(ζ2 − α1(ζ1, θ))2 (3.2.22)
where its derivative can be made negative definite by designing the control law as
u = −c2(ζ2 − α1(ζ1, θ)− ζ1 + ∂α1
∂ζ1
(ζ2 + θψ) (3.2.23)
We notice that the parameter θ in (3.2.23) is unknown and α1 = −c1ζ1 − θψ(ζ1)
is dependent on it. The procedure, thus, can not be continued with an unknown
parameter.
If we split the system into two subsystems (3.2.19) and (3.2.20) and consider ζ2
as control input for subsystem (3.2.19), the control law would be designed recur-
sively by using dynamically estimated value of unknown parameter. The solution
of subsystem (3.2.19) is ζ1 as an output of a regulation problem, where desired
output is denoted as yd. The error between actual output and desired output can
be described as
z1 = ζ1 − yd (3.2.24)
The time variable of z1 is z˙1 = ζ˙1 − y˙d. Since desired output yd is constant for
regulation problem therefor y˙d = 0, and using (3.2.19), one can write as
z˙1 = ζ2 + θϕ(ζ1) (3.2.25)
The unknown θ can be replaced by its estimated value θˆ, where θˆ = θ − θ˜ and θ˜
is the error between actual θ and its estimated value θˆ. The equation (3.2.25) is
written as
z˙1 = ζ2 + θˆϕ(ζ1) + θ˜ϕ(ζ1) (3.2.26)
To design the stabilising function, consider the control Lyapunov function as
V1 =
1
2
z21 +
1
2
θ˜TΓ−1θ˜ (3.2.27)
where Γ is a positive definite gain matrix. Taking time derivative
V˙1 = z1z˙1 − θ˜TΓ−1 ˙ˆθ (3.2.28)
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Using equation (3.2.26) one can write
V˙1 = z1
(
ζ2 + θˆϕ(ζ1) + θ˜ϕ(ζ1)
)− θ˜TΓ−1 ˙ˆθ
= z1
(
ζ2 + θˆϕ(ζ1)
)
+ z1θ˜ϕ(ζ1)− θ˜TΓ−1 ˙ˆθ
= z1
(
ζ2 + θˆϕ(ζ1)
)
+ θ˜TΓ−1
(
ΓϕT z1 − ˙ˆθ
)
(3.2.29)
V˙1 can be made negative definite by designing stabilizing function as
ζ2 + θˆϕ(ζ1) = −c1z1 (3.2.30)
and parameter update function as
τ1 = ϕ
T z1 =
˙ˆ
θ (3.2.31)
but we notice that (3.2.30) is not a valid function, (ζ2 = −θˆϕ(ζ1)− c1z1 is required
for stability). Here one can define an error variable as
z2 = ζ2 + θˆϕ(ζ1) + c1z1 (3.2.32)
Using (3.2.32), equations (3.2.26) and (3.2.29) can be written as
z˙1 = −c1z1 + z2 + θ˜ϕ(ζ1) (3.2.33)
V˙1 = −c1z21 + z1z2 + θ˜ΓT (− ˙ˆθ + τ1) (3.2.34)
Let us define α1 = −c1z1 − θˆϕ(ζ1) and insert it in z2.
z2 = ζ2 − α1 (3.2.35)
Time variable of (3.2.35) is
z˙2 = ζ˙2 + α˙1
= u− ∂α1
∂ζ1
ζ˙1 − ∂α1
∂θˆ
˙ˆ
θ
= u− ∂α1
∂ζ1
(
ζ2 + θϕ(ζ1)
)− ∂α1
∂θˆ
˙ˆ
θ (3.2.36)
Replacing θ with θˆ+ θ˜, where θ˜ = θ− θˆ (error between actual θ and its estimated
value).
z˙2 = u− ∂α1
∂ζ1
(
ζ2 + (θˆ + θ˜)ϕ(ζ1)
)− ∂α1
∂θˆ
˙ˆ
θ (3.2.37)
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as u appears in (3.2.37), one can design control law and parameter update law by
considering control Lyapunov function for whole system as
V2 =
1
2
z21 +
1
2
z22 +
1
2
θ˜TΓ−1θ˜ (3.2.38)
the time derivative of (3.2.38) is
V˙2 = z1z˙1 + z2z˙2 − θ˜TΓ−1 ˙ˆθ (3.2.39)
inserting the values of z˙1 and z˙2 one can write
V˙2 =z1
(
− c1z1 + z2 + θ˜ϕ(ζ1)
)
− θ˜TΓ−1 ˙ˆθ
+ z2
(
u− ∂α1
∂ζ1
(
ζ2 + (θˆ + θ˜)ϕ(ζ1)
)− ∂α1
∂θˆ
˙ˆ
θ
)
=− c1z21 + z1θ˜ϕ(ζ1)− z2
∂α1
∂ζ1
θ˜ϕ(ζ1)− θ˜TΓ−1 ˙ˆθ
+ z2
(
z1 + u− ∂α1
∂ζ1
ζ2 − ∂α1
∂ζ1
θˆϕ(ζ1)− ∂α1
∂θˆ
˙ˆ
θ
)
(3.2.40)
Rearranging the equation (3.2.40), one can rewrite as
V˙2 =− c1z21 + z2
(
z1 + u− ∂α1
∂ζ1
ζ2 − ∂α1
∂ζ1
θˆϕ(ζ1)− ∂α1
∂θˆ
˙ˆ
θ
)
+ θ˜TΓ−1
(
Γ(ϕ(ζ1)z1 − ∂α1
∂ζ1
ϕ(ζ1)z2)− ˙ˆθ
) (3.2.41)
V˙2 can be made negative definite by designing control input u as
u = −z1 − c2z2 + ∂α1
∂ζ1
ζ2 +
∂α1
∂ζ1
θˆϕ(ζ1) +
∂α1
∂θˆ
˙ˆ
θ (3.2.42)
and eliminating θ˜ by designing parameter update law as
τ2 = Γ(ϕ(ζ1)z1 − ∂α1
∂ζ1
ϕ(ζ1)z2) =
˙ˆ
θ (3.2.43)
which yields
V˙2 = −c1z21 − c2z22 (3.2.44)
That verifies the stability of the system. By inserting (3.2.42) in (3.2.37) we obtain
z˙2 = −z1 − c2z2 − θ˜ ∂α1
∂ζ1
ϕ(ζ1) (3.2.45)
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The resulting closed-loop adaptive system can be expressed as error system with
the help of equations (3.2.33), (3.2.45), (3.2.31), (3.2.43) and replacing τ1 = θ˙1 and
τ2 = θ˙2 
z˙1 = −c1z1 + z2 + θ˜ϕ(ζ1)
z˙2 = −z1 − c2z2 − θ˜ ∂α1
∂ζ1
ϕ(ζ1)
˙ˆ
θ1 = ϕ
T z1
˙ˆ
θ2 = Γ
(
ϕ(ζ1)z1 − ∂α1
∂ζ1
ϕ(ζ1)z2
)
(3.2.46)
The matrix form of error system can be expressed as
d
dt
[
z1
z2
]
=
[
−c− 1 1
−1 −c2
][
z1
z2
]
+
[
ϕ 0
0 −∂α1
∂ζ1
ϕ
][
θ˜1
θ˜2
]
d
dt
[
θ˜1
θ˜2
]
= Γ
[
ϕ 0
0 −∂α1
∂ζ1
ϕ
][
z1
z2
] (3.2.47)
Where θ˜ = [θ˜1 θ˜2]
′. The matrix form expression of error system 3.2.46 is more
visible and easy to implement. We also can notice:
• The diagonal elements of constant matrix are negative, while its other ele-
ments are skew-symmetric, and
• parameter estimation is yield from the matrix that is being multiplied with
[θ˜1 θ˜2]
′ i. e., the estimation error vector.
Stability analysis: The stability of system (3.2.46) can be proved by applying
the LaSSale-Yoshizawa theorem [25] on equations (3.2.38) and (3.2.44) which es-
tablishes that z1, z2, θˆ1, θˆ2 are bounded, and z → 0 as t → ∞. The bounded z1
ensures that ζ1 is also bounded which converges to zero. The virtual control α1
defined in (3.2.21) leads to bounded value of ζ2 because the fact that ζ2 = z2+α1.
It can be seen in equation 3.2.23 that u is bounded as well. Finally we notice that
regulation of z and ζ1 does not imply the regulation of ζ2. However, from α1 in
(3.2.21) and z2 = ζ2−α1 it shows that ζ2+ θˆ1ϕ(0) will converge to zero. It means,
unless ϕ(0) = 0, we can not ensure the convergence of ζ2 to zero. However, ζ2 will
54
converge to a constant value:
lim
t→∞
= −θϕ(0) , ζ02 (3.2.48)
From first part of equation (3.2.19) i.e., ζ˙1 = ζ2 + θψ(ζ1), it can be seen that ζ1
and ζ˙1 converges to zero, so ζ2 + θϕ(0) also converges to zero.
A generalized design procedure for a nth order system can be under stood by
the schematic 3.38 that shows the transformed error states, control functions and
parameters update functions generated in each step.
α1
α1αtext
α2
α1 Z2
Z1
Zn
ϑ1
ϑ2
ϑn
 . . . . . . 
 . . . 
αn
Figure 3.38: The design procedure for backstepping
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Chapter 4
Dynamical Adaptive Integral
Sliding Backstepping Control of
Nonlinear Nontriangular
Uncertain Systems
4.1 Introduction
In this chapter, a novel strategy to control the uncertain nonlinear systems has been
presented. The aim of this strategy is to design a controller to enhance the robust-
ness of the control system by combining the benefitting properties of two existing
techniques. This has been achieved by combining the adaptive backstepping and
the integral sliding mode techniques. The adaptive backstepping method works
well against external disturbances and sliding mode technique is robust against
internal disturbances. The integral term in the sliding mode, further enhances the
robustness of the system by eliminating the reaching phase of the controller. Main
benefits of the proposed scheme are highlighted as follows:
1. It works well for both nontriangular and regular form systems.
2. It acquires enhanced robustness due to elimination of reaching phase.
3. It is able to control chattering significantly.
In the sequel, we refer to our proposed scheme as Dynamical Adaptive Back-
stepping Integral Sliding Control of Nonlinear Nontriangular Uncertain Systems
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(DAB-ISMC).
4.1.1 Dynamic Adaptive Backstepping Control Design
The DAB framework is based upon backstepping with tuning function and can be
implemented without transforming a system into canonical form. The nontriangu-
lar systems are easily controllable by using DAB procedure [72] with the condition
that system is observable and minimum phase. The observability is required for
the existence of local nonlinear mapping which is needed for controller design and
the minimum phase is required to guarantee the stability of the system in closed-
loop. The triangular systems such as parametric strict form and parametric pure
feedback form can also be controlled with DAB.
4.1.2 Problem definition
Consider an uncertain nonlinear system as described by
ζ˙ = f0(ζ) + ψ(ζ)θ + (g0(ζ) + ϕ(ζ)θ)u
y = h(ζ)
where ζ = [ζ1, ζ2, · · · , ζn]T is the state vector, u is the scalar control input, y is
the output of interest, ψ(ζ1, ζ2, · · · , ζi) and ϕ(ζ1, ζ2, · · · , ζi) ∈ Rn×p, 1 ≤ i ≤ n are
known and sufficiently smooth functions, f0(ζ) and g0(ζ) are known multivariable
functions in the neighbourhood R0 of the origin ζ = 0, f0(0) = 0, g0(0) 6= 0 and
h is a smooth scalar function also defined in R0, θ ∈ Rp is the vector of unknown
parameters. The control objective is to drive the output of the system (4.1.1)
to track or regulate desired value yd. The procedure for nonlinear mapping and
parameter tuning function design is given in next subsection.
4.1.3 Adaptive Backstepping Design Development
In this study, a generalised recursive approach analogous to that of [57] is presented
for the nonlinear mapping and tuning function design. The procedure starts from
the output y(t) by taking time derivative and proceeds up to (n−1) time derivatives
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of y(t) = h(ζ)
y˙ =
∂h
∂ζ
ζ˙ =
∂h
∂ζ
[f0(ζ) + ψ(ζ)θ + (g0(ζ) + ϕ(ζ)θ)u] (4.1.1)
The unknown parameters θ can be replaced by its estimated value θ̂. We denote
θ˜ = θ − θ̂, where θ˜ is the error between θ and θ̂. Thus equation (4.1.1) can be
written as
y˙ = L1h(ζ, θ, u)
=
∂h
∂ζ
[
f0(ζ) + ψ(ζ)θ̂ +
(
g0(ζ) + ϕ(ζ)θ̂
)
u
]
+ ω1θ˜
(4.1.2)
where ω1 =
∂h
∂ζ
(ψ(ζ) + uϕ(ζ)) and L1h(ζ, θ̂, u) is a Lie derivative operator. We can
write (4.1.2) in a convenient Lie derivative form as
y˙ = L1h(ζ, θ, u) = L̂1h(ζ, θ̂, u) + ω1θ˜ (4.1.3)
with
L̂1h(ζ, θ̂, u) =
∂h
∂ζ
[
f0(ζ) + ψ(ζ)θ̂ +
(
g0(ζ) + ϕ(ζ)θ̂
)
u
]
(4.1.4)
The second time derivative of the output y(t) = h(ζ)
y¨ =
∂(L1h)
∂ζ
ζ˙ +
∂(L1h)
∂θ̂
˙̂
θ +
∂(L1h)
∂u
u˙
=
∂(L1h)
∂ζ
[f0(ζ) + ψ(ζ)θ + (g0(ζ) + ϕ(ζ)θ)u] +
∂(L1h)
∂θ̂
˙̂
θ +
∂(L1h)
∂u
u˙ (4.1.5)
Rewriting (4.1.5) as
y¨ = L2h(ζ, θ, θ̂, u, u˙) = L̂2h(ζ, θ̂, u, u˙) + ω2θ˜ (4.1.6)
with
L2h(ζ, θ̂, u, u˙) =
∂(L1h)
∂ζ
[
f0(ζ) + ψ(ζ)θ̂ +
(
g0(ζ) + ϕ(ζ)θ̂
)
u
]
+
∂(L1h)
∂θ̂
˙̂
θ
+
∂(L1h)
∂u
u˙ (4.1.7)
and
ω2 =
∂(L1h)
∂ζ
(ψ(ζ) + uϕ(ζ)) (4.1.8)
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we can proceed in a similar way to obtain jth time derivative of the output as
y(j) = Ljh
(
ζ, θ, θ̂, u, . . . , u(j−1)
)
= L̂jh
(
ζ, θ̂, u, . . . , u(j−1)
)
+ ωj θ˜ (4.1.9)
with
L̂jh =
∂(Lj−1h )
∂ζ
[
f0(ζ) + ψ(ζ)θ̂ +
(
g0(ζ) + ϕ(ζ)θ̂
)
u
]
+
∂(Lj−1h )
∂θ̂
˙̂
θ
+
j−2∑
k=0
∂(Lj−1h )
∂u(k)
u(k+1) (4.1.10)
and
ωj =
∂(Lj−1h )
∂ζ
(ψ(ζ) + uϕ(ζ)) (4.1.11)
The generalised expression for a system with well defined relative degree, i.e. 1 ≤
ρ ≤ n can be written by using (4.1.9) and (4.1.10)
y(j) = Ljh
(
ζ, θ, θ̂, u, . . . , u(j−ρ)
)
= L̂jh
(
ζ, θ̂, u, . . . , u(j−ρ)
)
+ ωj θ˜
= L̂jh (·) + ωj θ˜ (4.1.12)
with
L̂jh (·) =
∂(Lj−1h )
∂ζ
[
f0(ζ) + ψ(ζ)θ̂ +
(
g0(ζ) + ϕ(ζ)θ̂
)
u
]
+
∂(Lj−1h )
∂θ̂
˙̂
θ
+
j−ρ−1∑
k=0
∂(Lj−1h )
∂u(k)
u(k+1) (4.1.13)
Above procedure and following recursively defined operator can be used to find
the time derivatives of the output of a nonlinear system (4.1.1) as
L0h = h(ζ)
Ljh =
∂(Lj−1h )
∂ζ
[f0(ζ) + ψ(ζ)θ + (g0(ζ) + ϕ(ζ)θ)u]
+
∂(Lj−1h )
∂θ̂
˙̂
θ +
j−ρ−1∑
k=0
∂(Lj−1h )
∂u(k)
u(k+1)
(4.1.14)
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where 1 ≤ j ≤ n. With this, the control dependent nonlinear mapping of (4.1.1)
can be defined as
z = Ξ(ζ, θ̂, . . . , u(n−ρ−1)) =

y
y(1)
...
y(n−1)
 =

L0h
L(1)h
...
L(n−1)h
 (4.1.15)
Assumption 4.1.1. The nonlinear system (4.1.1) is locally observable, i.e. the
mapping (4.1.15) satisfies the rank condition
rank
(
∂Ξ(·)
∂ζ
)
= n (4.1.16)
in a subspace R1 ⊂ R0 ⊂ Rn.
Assumption 4.1.2. The nonlinear system (4.1.1) is minimum phase in R1 ⊂
R0 ⊂ Rn.
The DAB procedure to achieve desired output of system (4.1.1) can be devel-
oped recursively as follows and is based on the assumption that system is observable
minimum phase with smooth and bounded derivatives of desired output function.
Same procedure is valid for the regulation problem of (4.1.1).
Step 1: Consider a new variable z1 that represents the error between the actual
output of the system and the desired output as expressed as z1 = y1 − yd(t) =
h(ζ)− yd(t), and its derivative along (4.1.1) yields
z˙1 = h
(1)(ζ, θ)− y˙d(t)
=
∂h
∂ζ
[f0(ζ) + ψ(ζ)θ + (g0(ζ) + ϕ(ζ)θ)u]− y˙d(t) (4.1.17)
In case relative degree ρ with respect to input u is greater than one, the term
∂h
∂ζ
(g0(ζ) + ϕ(ζ)θ)u = 0 (4.1.18)
The expression in (4.1.17) may be written in an alternate form as follows:
z˙1 = ĥ
(1)(ζ, θ̂)− y˙d(t) + ω1(t)θ˜ (4.1.19)
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with
ĥ(1)(ζ, θ̂) =
∂h
∂ζ
(
f0(ζ) + ψ(ζ)θ̂
)
(4.1.20)
ω1 =
(
∂h
∂ζ
)
ψ(ζ) (4.1.21)
where θ˜ = θ − θ̂, and θ̂ is the estimated value of unknown parameters. Now, a
virtual control input for the stabilization of subsystem in first stage is designed by
considering the Lyapunov function as
V1 =
1
2
z21 +
1
2
θ˜TΓ−1θ˜ (4.1.22)
where Γ = ΓT is a positive definite matrix used as adaptation gain. The time
derivative of V1 along (4.1.19) takes the form
V˙1 = z1
(
ĥ(1)(ζ, θ̂)− y˙d(t) + ω1(t)θ˜
)
− θ˜TΓ−1 ˙̂θ (4.1.23)
V˙1 = z1
(
ĥ(1)(ζ, θ̂)− y˙d(t)
)
+ θ˜TΓ−1
(
ΓωT1 z1 − ˙̂θ
)
(4.1.24)
V˙1 can be made negative if we define the parameter tuning function of first stage
as
˙̂
θ = τ1 = Γω
T
1 z1 and the stabilizing control law as α1 = c1z1 where −α1 is
required to be equal to ĥ(1)(ζ, θ̂) − y˙d(t). However, it is not exactly possible in a
real scenario, so we define an error variable as follows:
z2 = ĥ
(1)(ζ, θ̂)− y˙d(t) + c1z1 (4.1.25)
where c1 is a positive scalar design constant. By using (4.1.25) in (4.1.19) and
(4.1.24) one gets
z˙1 = −c1z1 + z2 + ω1(t)θ˜ (4.1.26)
and
V˙1(z1,θ̂) = −c1z21 + z1z2 + θ˜TΓ−1(τ1 − ˙̂θ) (4.1.27)
Step 2: The time derivative of the new variable defined in (4.1.25) along (4.1.1)
is expressed as
z˙2 =
∂(ĥ(1))
∂ζ
ζ˙ +
∂(ĥ(1))
∂θ̂
˙̂
θ +
∂(ĥ(1))
∂t
+
∂α1
∂ζ
ζ˙ +
∂α1
∂θ̂
˙̂
θ +
∂α1
∂t
− y¨d(t) (4.1.28)
61
In case, the relative degree ρ is greater than 2 and input n does not appear in
(4.1.28), we can write
z˙2 =
∂(ĥ(1))
∂ζ
(
f0(ζ) + ϕ(ζ)θ̂
)
+
∂(ĥ(1))
∂θ̂
˙̂
θ +
∂(ĥ(1))
∂t
+
∂α1
∂ζ
(
f0(ζ) + ϕ(ζ)θ̂
)
+
∂α1
∂θ̂
˙̂
θ +
∂α1
∂t
− y¨d(t) (4.1.29)
Now, define a Lyapunov function V2 =
1
2
z21+
1
2
z22+
1
2
θ˜TΓ−1θ˜ and its time derivative
along (4.1.26) and (4.1.29) becomes
V˙2(z1,z2, θ̂) = −c1z21 + z2
[
z1 +
(
∂h(1)
∂θ̂
+
∂α(1)
∂θ̂
) (
˙̂
θ − τ2
)
+
∂h(1)
∂θ̂
τ2 + ĥ
(2)(·)− y(2)d +
∂α1
∂t
+
∂α1
∂ζ
(f0 + ψθ̂)
]
+θ˜TΓ−1(τ2 − ˙̂θ) (4.1.30)
where τ2 = Γ(ω
T
1 z1 + ω
T
2 z2). Now, with the same reason given in step one, we
define a third error variable of the form z3 = ĥ
(2) + α2(z1,z2, θ̂, t)− y¨d(t), where
α2(z1, z2, θ̂, t) = z1 + c2z2 +
∂α1
∂ζ
(
f0(ζ) + ψθ̂
)
+
(
∂h(1)
∂θ̂
+
∂α1
∂θ̂
)
×(
˙̂
θ − τ2
)
+
∂α1
∂t
+
(
∂h(1)
∂θ̂
)
τ2 (4.1.31)
reduces (4.1.30) to the following form:
V˙2(z1, z2, θ̂) = −c1z21 − c2z22 + z2z3 (4.1.32)
where c1 and c2 are positive constant, τ2 =
˙̂
θ = Γ(ωT1 z1 + ω
T
2 z2) and
z˙2 = −z1 − c2z2 + z3 + ω2θ˜ +
(
∂h(1)
∂θ̂
+
∂α1
∂θ̂
)(
τ2 − ˙̂θ
)
(4.1.33)
Similarly, the recursive development in the new variables can be carried up till
j− 1 derivatives in which u input does not appear explicitly. In this way a generic
expression is achieved.
Step j (2 ≤ j ≤ ρ − 1): The procedure applied in step two is followed in this
step. The variable zj is defined as
zj = ĥ
j−1(ζ, θ̂, t)− y(j−1)d + αj−1
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and similarly we obtain zj+1 = ĥ
j(ζ, θ̂, t)− y(j)d + αj, where
αj = zj−1 +
(
j−1∑
i=2
zi
∂ĥi−1
∂θ̂
+
j−1∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTj +
∂αj−1
∂θ̂
τj
+
∂αj−1
∂ζ
(
f0(ζ) + ψ(ζ)θ̂
)
+ cjzj +
∂αj−1
∂t
− y(j)d (4.1.34)
The time derivative of zj in closed form appears as follows:
z˙j = −zj−1 − cjzj + zj+1 + ωj θ˜ +
(
∂h(j−1)
∂θ̂
+
∂αj−1
∂θ̂
)(
˙̂
θ − τj
)
−
(
j−1∑
i=2
zi
∂ĥi−1
∂θ̂
+
j−1∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTj (4.1.35)
The derivative of augmented Lyapunov function
Vj = Vj−1 +
1
2
z2j =
1
2
j∑
i=1
z2i +
1
2
θ˜TΓ−1θ˜
is written as
V˙j = −
j−1∑
i=1
ciz
2
i + zjzj+1 +
(
j∑
i=2
zi
∂ĥi−1
∂θ̂
+
j∑
i=3
zi
∂αi−1
∂θ̂
)(
˙̂
θ − τj
)
+θ˜TΓ−1(τj − ˙̂θ) (4.1.36)
Step k (ρ ≤ k ≤ n− 1): The variable zk is defined as
zk = ĥ
k−1(ζ, θ̂, t)− y(k−1)d + αk−1
and the time derivative of zk appears as follows
z˙k = ĥ
(k)
(
ζ, θ̂, u, . . . , u(k−ρ), t
)
− y(k)d (t) +
∂αk−1
∂θ̂
τk + ωkθ˜
+
∂αk−1
∂t
+
∂αk−1
∂ζ
×
(
f0 + ψθ̂ + (g0 + ϕ)θ̂u
)
+
k−ρ∑
i=1
∂αk−1
∂u(i−1)
u(i) +
(
∂ĥ(k−1)
∂θ̂
+
∂αk−1
∂θ̂
)(
˙̂
θ − τk
)
(4.1.37)
where
ĥ(k) (·) = ∂ĥ
(k−1)
∂θ̂
τk +
∂ĥ(k−1)
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)
+
k−ρ∑
i=1
∂ĥ(k−1)
∂u(i−1)
u(i) +
∂ĥ(k−1)
∂t
(4.1.38)
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ωk =
(
∂ĥ(k−1)
∂ζ
+
∂αk−1
∂ζ
)
(ψ + ϕu) (4.1.39)
In order to design stabilizing function and tuning function τk, we consider the
following Lyapunov function:
Vk = Vk−1 +
1
2
z2k =
1
2
k∑
i=1
z2i +
1
2
θ˜TΓ−1θ˜ (4.1.40)
whose time derivative is given by
V˙k = −
k−1∑
i=1
ciz
2
i + zk
(
∂ĥ(k−1)
∂θ̂
+
∂αk−1
∂θ̂
)(
˙̂
θ − τk
)
+
(
k−1∑
i=2
zi
∂ĥ(k−1)
∂θ̂
+
k−1∑
i=3
zi
∂αk−1
∂θ̂
)(
˙̂
θ − τk−1
)
+zk
(
zk−1 + ĥ
(k) − y(k)d +
∂αk−1
∂θ̂
τk +
k−ρ∑
i=1
∂α(k−1)
∂u(i−1)
u(i) +
∂αk−1
∂t
+
∂αk−1
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
))
+ θ˜TΓ−1
(
− ˙̂θ + τk−1 + ΓωTk zk
)
(4.1.41)
The terms containing θ˜ can be eliminated from (4.1.41) by choosing the tuning
function
˙̂
θ = τk = τk−1 + Γω
T
k zk (4.1.42)
We can manipulate
˙̂
θ as
˙̂
θ−τk−1 = ˙̂θ−τk+τk−τk−1, and inserting τk−τk−1 = ΓωTk zk
from (4.1.42), one can write,
˙̂
θ − τk−1 = ˙̂θ − τk + ΓωTk zk (4.1.43)
by using (4.1.43), equation (4.1.41) can be rewritten as
V˙k = −
k−1∑
i=1
ciz
2
i + θ˜
TΓ−1
(
− ˙̂θ + τk
)
+
(
k∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
k∑
i=3
zi
∂αi−1
∂θ̂
)
×
(
˙̂
θ − τk
)
+ zk
[(k−1∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
k−1∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTk
+
∂αk−1
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)
+
∂αk−1
∂θ̂
τk
+
k−ρ∑
i=1
∂αk−1
∂u(i−1)
u(i) +
∂αk−1
∂t
+ zk−1 + ĥ
(k) − y(k)d
]
(4.1.44)
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If τk is the tuning function and the relation(
k−1∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
k∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTk +
∂αk−1
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)
+
∂αk−1
∂θ̂
τk +
k−ρ∑
i=1
∂αk−1
∂u(i−1)
u(i) +
∂αk−1
∂t
+ zk−1 + ĥ
(k) − y(k)d = −ckzk (4.1.45)
is satisfied, then V˙ = −∑ki=1 ciz2i with the ci’s being positive scalar design con-
stants. Since aforementioned relation is not valid from the outset, we need to
define a new error variable
zk+1 = ĥ
(k)(ζ, θ̂, u, . . . , u(k−ρ), t)− y(k)d + αk(ζ, θ̂, u, . . . , u(k−ρ), t) (4.1.46)
with
αk = zk−1 +
(
k−1∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
k−1∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTk
+
∂αk−1
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)
+
∂αk−1
∂θ̂
τk +
k−ρ∑
i=1
∂αk−1
∂u(i−1)
u(i) +
∂αk−1
∂t
+ ckzk (4.1.47)
The time derivative of the zk becomes
z˙k = −zk−1 − ckzk + zk+1 + ωkθ˜ +
(
∂h(k−1)
∂θ̂
+
∂αk−1
∂θ̂
)(
˙̂
θ − τk
)
−
(
k−1∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
k−1∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTk (4.1.48)
Now, the time derivative of the Lyapunov candidate function Vk takes the form
V˙k = −
k∑
i=1
cizi
2 + zkzk+1 +
(
k∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
k∑
i=3
zi
∂αi−1
∂θ̂
)(
˙̂
θ − τk
)
+θ˜TΓ−1
(
τk − ˙̂θ
)
(4.1.49)
Step n: In the final step, the actual parameter update law and the control law
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are designed by putting k = n− 1 in (4.1.46). The derivative zn is
z˙n = ĥ
(n)
(
ζ, θ̂, u, . . . , u(n−ρ), t
)
− y(n)d (t) +
∂αn−1
∂θ̂
τn
+
∂αn−1
∂ζ
(
f0 + ψθ̂ + (g0 + ϕ)θ̂u
)
+
∂αn−1
∂t
+ ωnθ˜ +
n−ρ∑
i=1
∂αn−1
∂u(i−1)
u(i)
+
(
∂ĥ(n−1)
∂θ̂
+
∂αn−1
∂θ̂
)
(
˙̂
θ − τn) (4.1.50)
where
ĥ(n) (·) = ∂ĥ
(n−1)
∂θ̂
τn +
∂ĥ(n−1)
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)
+
n−ρ∑
i=1
∂ĥ(n−1)
∂u(i−1)
u(i) +
∂ĥ(n−1)
∂t
(4.1.51)
ωn =
(
∂ĥ(n−1)
∂ζ
+
∂αn−1
∂ζ
)
(ψ + ϕu) (4.1.52)
The following Lyapunov function can be considered to design control law and
parameter tuning law τn:
Vn = Vn−1 +
1
2
z2n =
1
2
n∑
i=1
z2i +
1
2
θ˜TΓ−1θ˜ (4.1.53)
its time derivative is
V˙n = −
n−1∑
i=1
ciz
2
i + zn
(
∂ĥ(n−1)
∂θ̂
+
∂αn−1
∂θ̂
)(
˙̂
θ − τn
)
+
(
n−1∑
i=2
zi
∂ĥ(n−1)
∂θ̂
+
n−1∑
i=3
zi
∂αi−1
∂θ̂
)(
˙̂
θ − τn−1
)
+zn
[
(zn−1 + ĥ
(n) − y(n)d +
∂αn−1
∂θ̂
τn
+
n−ρ∑
i=1
∂α(n−1)
∂u(i−1)
u(i) +
∂αn−1
∂t
+
∂αn−1
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)]
+θ˜TΓ−1
(
− ˙̂θ + τn−1 + ΓωTk zn
)
(4.1.54)
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The terms containing θ˜ can be eliminated from (4.1.54) by choosing the parameter
update law
˙̂
θ = τn = τn−1 + Γω
T
n zn = ΓW
T z, (4.1.55)
where the regressor matrix W T is composed of the regressor vectors as W T =[
ωT1 , ω
T
2 , . . . , ω
T
n
]
. We can manipulate
˙̂
θ as in (4.1.42) and (4.1.43)
˙̂
θ − τn−1 = ˙̂θ − τn + τn − τn−1 = ˙̂θ − τn + ΓωTn zn
thus (4.1.54) can be rewritten as
V˙n = −
n−1∑
i=1
ciz
2
i +
(
n∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
n∑
i=3
zi
∂αi−1
∂θ̂
)(
˙̂
θ − τn
)
+zn
[(n−1∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
n−1∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTn + ĥ
(n)
+
∂αn−1
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)
+
n−ρ∑
i=1
∂αn−1
∂u(i−1)
u(i)
+
∂αn−1
∂θ̂
τn +
∂αn−1
∂t
+ zn−1 − y(n)d
]
+ θ˜TΓ−1
(
− ˙̂θ + τn
)
(4.1.56)
In order to achieve V˙ = V˙n = −
∑n
i=1 ciz
2
i ≤ 0 the bracketed term of (4.1.56) that
is being multiplied with zn must be equal to −cnzn(
n−1∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
n−1∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTn +
∂αn−1
∂ζ
(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)
+
∂αn−1
∂θ̂
τn +
n−ρ∑
i=1
∂αn−1
∂u(i−1)
u(i) +
∂αn−1
∂t
+ zn−1
+ĥ(n)(ζ, θ̂, u, . . . , u(n−ρ), t)− y(n)d = −cnzn (4.1.57)
The control law can be retrieved from (4.1.57) by solving for
∑n−ρ
i=1
∂αn−1
∂u(i−1)
u(i) as
under
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v˙1 = v2
v˙2 = v3
...
v˙n−ρ =
1(
∂ĥ(n−1)
∂vn−ρ
+
∂αn−1
∂vn−ρ
)[− zn−1 + y(n)d −
(
∂ĥ(n−1)
∂ζ
+
∂αn−1
∂ζ
)
×
{
f0 + ψθ̂ + (g0 + ϕθ̂)v1
}
− ∂ĥ
(n−1)
∂t
− ∂αn−1
∂t
−
(
∂ĥ(n−1)
∂θ̂
+
∂αn−1
∂θ̂
)
τn −
n−1∑
i=2
(
∂ĥ(n−1)
∂θ̂
+
∂αn−1
∂θ̂
)
ziΓω
T
n
−
n−ρ−1∑
i=1
(
∂ĥ(n−1)
∂vi
+
∂αn−1
∂vi
)
vi+1 − cnzn
]
(4.1.58)
where v1 = u, and its derivative u˙, u¨, . . . are replaced by the extended state vari-
ables v2, v3, . . . respectively.
4.2 Controller Design via DAB-ISMC
In this section, we discuss the design of a control law for a nonlinear nontriangular
system by combining DAB and ISMC, as our main contribution. The design is
carried out by making use of adaptive backstepping integral sliding mode control
and is discussed in the sequel.
4.2.1 Controller Design via Integral Sliding Mode
The controller for a nonlinear system is designed by augmenting ISM method with
DAB procedure. The control law appears as sum of a continuous and discontinuous
components which may take the following mathematical form:
u = u0 + u1, (4.2.1)
where the continuous part, u0, acts as an ideal control of unperturbed nominal
system and is usually designed by linear method. The discontinuous part, u1, acts
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as control to cancel the bounded uncertainties which keeps the state trajectories
on sliding surface. It is also known as enforcing sliding mode [27]. The main ad-
vantage of this technique is that sliding mode is enforced from the very beginning
which enhances robustness against uncertainties. In addition, the system operates
in sliding mode under the action of the continuous control component u0 ∈ R
[64] which is quite robust in this development because it is designed via the adap-
tive backstepping technique. The discontinuous component u1 ∈ R comes into
action, when the system is in the vicinity of the sliding manifold. In addition, the
parameter updates law is formulated as
˙̂
θ =
˙̂
θ0 +
˙̂
θ1, (4.2.2)
where the first term comes from adaptive backstepping while the second term from
the sliding mode approach. Note that the update law (4.1.55) refers to
˙̂
θ0.
4.2.1.1 Designing Adaptive Backstepping Controller u0
The development of the continuous control component is presented in the form of
the following proposition:
Proposition 4.2.1. For a nonlinear system with auxiliary variables [z1, z2, ..., zn],
as specified in (4.1.46), and given that the set of differential equations (4.1.58) yield
the desired control function u, the parameter update law
˙̂
θ0 = τn = τn−1 + Γω
T
n zn
ensures that the energy of the transformed system decays to zero asymptotically.
Proof. Consider a Lyapunov candidate function of the form:
Vn = Vn−1 +
1
2
z2n
Calculating the time derivative of Vn along (4.1.50) and then inserting the value
of the control input u from (4.1.58) and parameter update law from (4.1.55), one
has
V˙n ≤ −
n∑
i=1
ciz
2
i (4.2.3)
which indicates that V → 0 asymptotically (analogous to that of [63]), which
ensures that the continuous control component is responsible for steering the actual
system output to the desired output asymptotically.
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4.2.1.2 Designing Discontinuous Component u1
In [63], a classical sliding surface is used for traditional adaptive sliding mode
which is by definition a Hurwitz polynomial of the states. However, in the present
development, an integral manifold is designed which results in reaching-phase-free
sliding mode. The integral manifold under study is defined as follows:
σ(z) = σ0(z) + ̺ (4.2.4)
where σ0(z) is the sliding manifold which usually appears as a linear combination
of the states, i.e., σ0(z) =
∑n
i=1 kizi where ki > 0, i = 1, · · · , n − 1 with kn = 1
are the design parameters which are chosen according to the performance of the
system. The second term on the right hand side, ̺, is the integral term which
always contains the nominal dynamics of the system. The design of ̺ is presented
in the following theorem:
Theorem 4.2.2. Consider the transformed system with the state vector z =
[z1, z2, ..., zn]
T . If the integral manifold is defined according to (4.2.4), the inte-
gral dynamics is chosen according to the following equation
·
̺=
(− k1z2 + k1c1z1 − k2z3 + k2c2z2 + · · · − kn−1zn + kn−1cn−1zn−1)
+
(
k2z1 + · · ·+ kn−1zn−2
)− kn−1
{(
∂ĥ(n−2)
∂θ̂
+
∂αn−2
∂θ̂
)(
˙̂
θ + τn−1
)
+
(
n−2∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
n−2∑
i=3
zi
∂αi−i
∂θ̂
)
ΓωTk
}
− ĥ
(n−1)
∂t
− ∂αn−1
∂t
−
(
∂ĥ(n−1)
∂θ̂
+
∂αn−1
∂θ̂
)
τn −
(
∂ĥ(n−1)
∂θ̂
+
∂αn−1
∂θ̂
)(
˙̂
θ − τn
)
−
(
∂ĥ(n−1)
∂ζ
+
∂αn−1
∂ζ
)(
f0 + ψθ̂ + (g0 + ϕθ̂)u
)
−
n−ρ∑
i=1
(
∂ĥ(n−1)
∂u
(i−1)
0
+
∂αn−1
∂u
(i−1)
0
)
u
(i)
0 + y
(n)
d (4.2.5)
and the discontinuous control component is selected as
u
(i)
1 =
−K sign(σ)
∂ĥ(n−1)
∂u(n−ρ−1)
+
∂αn−1
∂u(n−ρ−1)
(4.2.6)
where K is a positive constant. Expression (4.2.6) ensures that the sliding mode
is forced along the integral manifold asymptotically.
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Proof. We consider the Lyapunov function of the form:
V2 =
1
2
σ2 +
1
2
θ˜TΓ−1θ˜ (4.2.7)
The time derivative of the above Lyapunove function along (4.2.4) becomes
V˙2 = σ(k1z˙1 + · · ·+ kk−1z˙k−1 + z˙n + ˙̺)− θ˜TΓ−1 ˙̂θ (4.2.8)
Substituting the values of z˙i from the equation (4.1.48) where i = 1, 2, · · · , n, one
has
V˙2 = σ
[
k1
(
−c1z1 + z2 + ω1θ˜
)
+ k2
(
−z1 − c2z2 + z3 + ω2θ˜
)
+
...
+ kn−1
(
−zn−2 − cn−1zn−1 + zn + ωn−1θ˜ +
(
∂ĥ(n−2)
∂θ̂
+
∂αn−2
∂θ̂
)
×
(
˙̂
θ − τn−1
)
−
(
n−2∑
i=2
zi
∂ĥ(i−1)
∂θ̂
+
n−2∑
i=3
zi
∂αi−1
∂θ̂
)
ΓωTk
)
+
(
∂ĥ(n−1)
∂ζ
+
∂αn−1
∂ζ
)(
f0 + ψθ̂ +
(
g0 + ϕθ̂
)
u
)
+
(
∂ĥ(n−1)
∂θ̂
+
∂αn−1
∂θ̂
)
τn +
∂ĥn−1
∂t
+
∂αn−1
∂t
+
(
∂ĥ(n−1)
∂θ̂
− ∂αn−1
∂θ̂
)(
˙̂
θ − τn
)
− y(n)d (t) + ωnθ˜
+
n−ρ∑
i=1
(
∂ĥ(n−1)
∂u(i−1)
+
∂αn−1
∂u(i−1)
)
(u
(i)
0 + u
(i)
1 ) + ˙̺
]
− θ˜TΓ−1 ˙̂θ (4.2.9)
Now, inserting (4.2.5) in the above expression, one has
V˙2 = σ
[
n−ρ∑
i=1
(
∂ĥ(n−1)
∂u(i−1)
+
∂αn−1
∂u
(i−1)
1
)
u
(i)
1 +
(
∂ĥ(n−1)
∂θ̂
− ∂αn−1
∂θ̂
)(
˙̂
θ − τn
)]
+ θ˜TΓ−1(τn − ˙̂θ) (4.2.10)
The terms θ˜ in (4.2.10) vanishes by using parameter update law
˙̂
θ = τn where
τn = Γσ(
∑n−1
i=1 ω
T
i ki + ωn). Therefore, the above expression reduces to
V˙2 = σ
n−ρ∑
i=1
(
∂ĥ(n−1)
∂u(i−1)
+
∂αn−1
∂u(i−1)
)
u
(i)
1 (4.2.11)
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and using (4.2.6), the expression in (4.2.11) takes the form
V˙2 = −k |σ| (4.2.12)
which is a decreasing function. Thus, according to LaSalle-Yoshizawa theorem [25]
output tracking error is zero which proves that the sliding mode is enforced in
finite time. The overall system is asymptotically convergent.
Note that, the parameter update law retrieved from (4.2.10) is the second
component of the parameter update law in (4.2.2). Thus the algebraic sum of the
two parameter update laws is the final expression of the parameter update law.
4.3 An Illustrative Example of Regulation Prob-
lem
This section verifies the aforementioned claims by applying proposed algorithm on
continuous stirred tank reactor (CSTR). Therefore, consider a third-order nontri-
angular nonlinear system as reported in [73].
ζ˙1 = 1− (1 +Da1) ζ1 +Da2ζ22 (4.3.1a)
ζ˙2 = Da1ζ1 − ζ2 − (Da2 +Da3) ζ22 + u (4.3.1b)
ζ˙3 = Da3ζ
2
2 − ζ3 (4.3.1c)
y = ζ3 (4.3.1d)
where
ζ1: normalized concentration CA/CAF of a species A
ζ2: normalized concentration CB/CAF of a species B
ζ3: normalized concentration CC/CAF of a species C
CAF : the feed concentration of the species A (mol.m
−1)
u : the ratio of the per unit volumetric molar feed
rate of species B, denoted by NBF , and the feed concentration CAF , i.e. u =
NBF
FCAF
F : volumetric feed rate (m3.s−1)
Da1 = k1V/F constant parameter
Da2 = k2V CAF/F constant parameter
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Da3 = k3V CAF/F constant parameter
V : Volume of the reactor (m3)
k1, k2, k3: first order rate constants (s
−1)
The system has a constant stable equilibrium point, for every constant volumetric
feed rate value u = U , which is located in minimum phase region of the system.
χ1 =
1 +Da2χ
2
2
1 +Da1
(4.3.2a)
χ2 = (1 +Da1)
(−1 +√1 + 4(U + Φ)Ψ
2(Da2 +Da3 +Da1Da3)
)
(4.3.2b)
χ3 = Da3χ
2
2 (4.3.2c)
where auxiliary variables are
Φ = Da1/(1 +Da1)
and
Ψ = (Da2 +Da3 +Da1Da3)/(1 +Da1).
The operating region of the system is, evidently, the strict orthant in R3, where
all concentrations are positive. In other words
χ =
{
ζi ∈ R2, s.t. ζi > 0 for i = 1, 2, 3
}
we assume that the constant parameters Da1, Da2, and Da3 are all constant but
unknown. Thus the system (4.3.1a) can be rewritten as
ζ˙1 = 1− ζ1 + ϕT1 (ζ1, ζ2)θ (4.3.3a)
ζ˙2 = −ζ2 + u+ ϕT2 (ζ1, ζ2)θ (4.3.3b)
ζ˙3 = −ζ3 + ϕT3 (ζ2)θ (4.3.3c)
y = ζ3 (4.3.3d)
where θ = [θ1 θ2 θ3]
T = [Da1 Da2 Da3]
T is the unknown parameter vector, ϕT1 =
[−ζ1 ζ22 0], ϕT2 = [ζ1 − ζ22 − ζ22 ] and ϕT3 = [0 0 ζ22 ]. DAB-SMC controller [74]
is applied on system (4.3.3a) to reproduce results for comparison, which resulted
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coordinate transformation as
z1 = y − χ3 = ζ3 − χ3 (4.3.4a)
z2 = −ζ3 + ϕT3 (ζ2)θ̂ + c1z1 (4.3.4b)
z3 = α(ζ, θ̂) +
∂ϕT3
∂ζ2
θ̂u (4.3.4c)
and derivatives of z’s are written as
z˙1 = −ζ3 + ϕT3 θ̂ + ϕT3 θ˜ (4.3.5)
z˙2 = ζ3(1− c1)− ∂ϕ
T
3
∂ζ2
ζ2θ̂ +
∂ϕT3
∂ζ2
uθ̂ + ϕT3
˙̂
θ + ωT2 θ̂ + ω
T
2 θ˜ (4.3.6)
z˙3 =
∂α1
∂ζ1
(1− ζ1)− ∂α1
∂ζ3
ζ3 +
∂ϕT3
∂ζ2
u˙θ̂ +
(
∂α1
∂ζ2
+
∂2ϕT2
∂ζ22
uθ̂
)(
u− ζ2
)
+
(
∂α1
∂θ̂
+
∂ϕT3
∂ζ2
u
)
τ3 + ω
T
3 θ̂ + ω
T
3 θ˜ (4.3.7)
Virtual control is designed as
α1(ζ, θ̂) = z1 − (c1 − 1)ζ3 − ∂ϕ
T
3
∂ζ2
θ̂ζ2 + ω
T
2 θ̂ + ϕ
T
3 Γ(z1ϕ3 + z2ω2) + c2z2
where c1 and c2 are constant positive design parameters. The parameter update
law is designed as
˙̂
θ = τ3 = τ2 + Γσ(k1ϕ3 + k2ω2 + ω3)Γ [z1ϕ3 + z2ω2 + σ(k1ϕ3 + k2ω2 + ω3)]
where σ is the sliding manifold and is designed as
σ = k1z1 + k2z2 + z3
with ω2 and ω3 in (4.3.8) are defined as
ωT2 = (c1 − 1)ϕT3 (ζ3) +
∂ϕT3
∂ζ2
θ̂ϕT2 (ζ1, ζ2) (4.3.8)
ωT3 =
∂α1
∂ζ1
ϕT1 (ζ1, ζ2) +
∂α1
∂ζ3
ϕT3 (ζ2) +
(
∂α1
∂ζ2
+
∂2ϕT3
∂ζ22
uθ̂
)
ϕT2 (ζ1, ζ2)
(4.3.9)
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Following is the control law reported in [74], formulated in the last step of DAB-
SMC procedure
u˙ =
1
∂ϕT3
∂ζ2
θ̂
[
− z1 − (k2 + z2)ϕT3
(
τ3 − τ2
)− k1(− c1z1 + z2)
−k2
(− z1 − c2z2 + z3)− (∂α1
∂ζ2
+
∂2ϕT2
∂ζ22
uθ̂
)(
u− ζ2
)
−∂α1
∂ζ1
(
1− ζ1
)− (∂α1
∂θ̂
+ u
∂ϕT3
∂ζ2
)
τ3
+
∂α1
∂ζ3
ζ3 − ωT3 θ̂ − κ
(
σ + β sgn(σ)
)]
where Γ = ΓT is a positive definite diagonal matrix containing adoption parameters
gains. The output y = ζ3 converges asymptotically to the desired value χ3.
4.3.1 DAB-ISMC
In this section, the proposed augmented DAB-ISMC algorithm is applied to for-
mulate controller for regulation of CSTR system (4.3.3a). The DAB part of DAB-
ISMC is same as formulated in the previous section (Section 3). The coordinate
transformation achieved previously is applied in the formulation of ISMC part of
DAB-ISMC algorithm. The integral sliding mode manifold can be designed as
σ = k1z1 + k2z2 + z3 + ̺ (4.3.10)
σ˙ = k1z˙1 + k2z˙2 + z˙3 + ˙̺ (4.3.11)
Consider a Lyapunov function as follows to design ˙̺
V2 =
1
2
σ2 +
1
2
θ˜TΓ−1θ˜ (4.3.12)
with the discontinuous control component as follows:
u˙1 = −k sign(σ)(
∂ϕT3
∂ζ2
θ̂
) (4.3.13)
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The expression of the integral compensator dynamics is given by
˙̺ = −k1z2 + k1c1z1 + k2
(
z2 − ϕT3 θ̂ − c1z1(1− c1)− (z3 − α1)
−ϕT3 τ2 − ωT2 θ̂ +
∂ϕT3
∂ζ2
ζ2θ̂
)
−
(
∂α1
∂ζ2
+
∂2ϕT2
∂ζ22
uθ̂
)
×(− ζ2 + u)+ ∂α1
∂ζ3
ζ3 −
(
∂α1
∂θ̂
+
∂ϕT3
∂ζ2
u
)
τ3 − ωT3 θ̂
−∂ϕ
T
3
∂ζ2
u˙0θ̂ − ∂α1
∂ζ1
(1− ζ1) (4.3.14)
where the parameters update law in case of adaptive integral sliding mode is given
by
˙̂
θ1 = Γσ(ϕ
T
3 k1 + ω2k2 + ω3)
The final parameter update law can then becomes
τis =
˙̂
θ0 +
˙̂
θ1
and the final expression of the control law becomes
u˙ = u˙0 + u˙1
where
˙̂
θ0 = Γ(ϕ
T
3 z1 + ω2z2 + ω3z3)
u˙0 =
−1
∂ϕT3
∂ζ2
θ̂
[
z2 +
∂α1
∂ζ1
(1− ζ1)− ∂α1
∂ζ3
ζ3 +
(
∂α1
∂ζ2
+
∂2ϕT2
∂ζ22
uθ̂
)(
u− ζ2
)
+ω2θ̂ +
(
∂α1
∂θ̂
+
∂ϕT3
∂ζ2
u
)
τ3 − c3z3
]
(4.3.15)
Using the approach presented in Theorem 1, one gets
V˙2 ≤ −λ |σ|
This expression shows that the sliding mode is enforced in finite time. However
parameter convergence is asymptotic. Thus the overall system is asymptotically
convergent.
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4.3.2 Simulation results and discussion
Now we present computer simulations for the regulation of CSTR using DAB-SMC
and DAB-ISMC design methods. In this simulation, the control law and parameter
update law have the following unknown parameters:
Da1 = 3.0, Da2 = 0.5, Da3 = 1.0
and the desired equilibrium values are given as
X1 = 0.3467, X2 = 0.8796, X3 = 0.7737
which corresponds to a constant value of input u as given by U = 1. The design
parameters for DAB-SMC law have been selected as
c1 = 2, c2 = 1, k1 = 1, k2 = 2, κ = 2,
Γ = 2I, β = 1,
and the state initial values have been selected as
x(0) =
[
0.2 0.8 0.5 2.7 0.6 1.2 2
]
and for DAB-ISMC, we have
c1 = 2× 10−5, c2 = 2.5, c3 = 1, k1 = 30, k2 = 47,
κ = 0.7, Γ = 0.4I, ω = 800,
and the state initial values have been selected as
x(0) =
[
0.2 0.8 0.5 2.7 0.6 1.2 2 0 − 2.5]
Fig. 4.1 and 4.2 show the DAB-SMC controlled CSTR output, estimated parame-
ters and sliding surface responses. It can be noticed in Fig. 4.1 that the DAB-SMC
controlled response gives good transient and convergence output while in Fig. 4.2
chattering and reaching-phase phenomenon are evident. Thus, the DAB-SMC
framework is prone to the uncertainties while in reaching phase. The response of
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Figure 4.1: DAB-SMC: Concentration of species and estimated parameters.
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DAB-ISMC controller is depicted in Fig. 4.3 and 4.4 which verify the removal of
reaching-phase. Consequently, the robustness has been improved. In comparison
to DAB-SMC, it can be noticed that the DAB-ISMC removes chattering com-
pletely and enhances robustness implicitly. However, the transient performance
is affected by increase in settling time which can be trade-off with the robustness
requirements.
From the aforementioned discussion of simulation results, it can be seen that
the proposed technique exhibit robustness at the beginning of the process and is
insensitive to the parametric variations owing to the integral manifold approach
and adaptive backstepping. It is, therefore, claimed that the above development
significantly outperforms the existing adaptive sliding mode techniques in robust-
ness.
We conclude this section by the following remarks. In this study, two
different algorithms, the Dynamic Adaptive Backstepping-SMC (DAB-SMC), and
the Dynamic Adaptive Backstepping-Integral SMC (DAB-ISMC), have been com-
bined for the control of uncertain, nonlinear, nontriangular system. In DAB-SMC,
a dynamic adaptive backstepping method has been combined with sliding mode
control to synthesize a robust system against matching and unmatching uncer-
tainties. In the proposed DAB-ISMC, we rather exploited an integral sliding mode
control which resulted in a more robust controller than DAB-SMC. Simulation ex-
periments have been carried out to compare the robustness of above two methods
for continuous stirred tank reactor (which is highly nonlinear in nature). It has
been observed that the proposed method (DAB-ISMC) offers significant improve-
ment in terms of robustness and nearly eliminates the chattering. The enhanced
robustness is achieved by the elimination of reaching-phase in sliding mode where
the sliding manifold has been designed by using adaptively developed state vari-
ables. Moreover, both the DAB-SMC and DAB-ISMC laws are synthesized in a
systemic manner and the stability is proved by using a quadratic Lyapunov func-
tion.
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Figure 4.2: DAB-SMC: Applied control input and sliding surface.
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Figure 4.4: DAB-ISMC: Applied control input and sliding surface.
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4.4 An Application Example of Tracking Prob-
lem
Adaptive integral sliding backstepping control technique, easily can be applied to
design a controller for field-control DC motors. The nonlinear model of a DC
motor is expressed mathematically as
ζ˙1 = −Ra
La
ζ1 − K
La
ζ2 u+
Va
La
ζ˙2 = −B
J
ζ2 +
K
J
ζ1 u
y = ζ2
(4.4.1)
Where the states of the model in (4.4.1) are represented by ζ1 and ζ2 that repre-
sent, the armature current and angular velocity of rotating shaft respectively. Va
represents the fixed voltage applied to the armature loop and u is the input voltage
applied to the field winding as a control input. Ra is the resistance and La is the
inductance of the armature loop. Constant K expresses the torque of the motor.
The parameters, the moment of inertia and viscous damping are represented by
variables J and B respectively. By assuming that all parameters are not known,
we can rewrite equation (4.4.1) as
ζ˙1 = −θ1ζ1 − θ2ζ2 u+ θ3
ζ˙2 = −θ4ζ2 + θ5ζ1 u
y = ζ2
(4.4.2)
where
θ1 =
Ra
La
, θ2 =
K
La
, θ3 =
Va
La
, θ4 =
B
J
, θ5 =
K
J
(4.4.3)
We need to design a controller so that the rotational speed of motor should track
the known desired trajectory yd. The actual rotational velocity ζ2 of the motor
is taken as output function. The procedure described in various steps in previous
sections can be applied to design integral sliding backstepping controller for DC
motor to track the desired trajectory. In sequel controller design procedure is given
as
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Step 1: Define output error variable as
z1 = ζ2 − yd(t) (4.4.4)
Taking time derivative of (4.4.4) and using equation (4.4.2) we can write
z˙1 = −θ4ζ2 + θ5ζ1 u− y˙d(t) (4.4.5)
By considering a vector θ̂ as estimated value of unknown parameters and defining
parameter error vector as θ˜ = θ − θ̂ that can be expressed as
θ =

θ1
θ2
θ3
θ4
θ5

, θ˜ =

θ1 − θ̂
θ2 − θ̂
θ3 − θ̂
θ4 − θ̂
θ5 − θ̂

(4.4.6)
By replacing θ by θ̂ + θ˜
z˙1 = θ̂
Tω1 + (θ − θ̂T )ω1 − y˙d(t) (4.4.7)
where ω1 is a regressor vector
ω1 =
[
0 0 0 −ζ2 ζ1 u
]T
(4.4.8)
In order to design a stabilizing function for 4.4.7, consider control lyapunov func-
tion (clf)
V1 =
1
2
z21 +
1
2
(θ − θ̂)TΓ−1(θ − θ̂) (4.4.9)
where Γ is a positive definite gain matrix. By taking time derivative in the direction
of (4.4.7), one can write
V˙1 = z1z˙1 − (θ − θ̂)TΓ−1 ˙̂θ
= z1
(
θ̂Tω1 + (θ − θ̂)Tω1 − y˙d(t)
)− (θ − θ̂)TΓ−1 ˙̂θ
= z1
(
θ̂Tω1 − y˙d(t)
)
+ z1(θ − θ̂)Tω1 − (θ − θ̂)TΓ−1 ˙̂θ
= z1
(
θ̂Tω1 − y˙d(t)
)
+ (θ − θ̂)TΓ−1(− ˙̂θ + Γω1z1)
(4.4.10)
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and can achieve V˙1 = −c1z21 by using the parameter tuning function
˙̂
θ = τ1 = Γz1ω1 (4.4.11)
provided the expression
θ̂Tω1 − y˙d(t) = −c1z1
is satisfied that ensures convergence, where c1 is a positive constant. However, this
expression is not a valid expression from the outset. Thus, we need to define an
error variable as follows:
z2 = θ̂
Tω1 − y˙d(t) + c1z1 (4.4.12)
By using (4.4.12), equations (4.4.7) and (4.4.10) can be written as
z˙1 = −c1z1 + z2 + (θ − θ̂)Tω1 (4.4.13)
V˙1 = −c1z21 + z1z2 + (θ − θ̂)TΓ−1(− ˙̂θ + Γ1ω1) (4.4.14)
Equations (4.4.13) and (4.4.14) will be used in the next recursion.
Step 2: Start with error variable
z2 = θ̂
Tω1 − y˙d(t) + c1z1,
and is rewritten as
z2 = −ζ2 θ̂4 + ζ1 u θ̂5 − y˙d(t) + c1 z1 (4.4.15)
Taking time derivative
z˙2 = −ζ2 ˙̂θ4 − ζ˙2 θ̂4 + ζ1 u ˙̂θ5 + ζ1 u˙ θ̂5 + ζ˙1 u θ̂5 − y¨d(t) + c1 z˙1 (4.4.16)
Putting in the values for ζ˙1, ζ˙2, z˙1, we can write
z˙2 = θ̂
T ω2 +
˙̂
θ
T
ω1 + θ̂5 ζ1 u˙− c1 y˙d(t)− y¨d(t) + θ˜T ω2 (4.4.17)
where
ω2 =

−ζ1 u θ̂5
−ζ2 u2 θ̂5
u θ̂5
c1 ζ2 + ζ2 θˆ4
c1 ζ1 u− ζ1u θˆ4

(4.4.18)
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For designing u˙, consider Lyapunov function as
V2 = V1 +
1
2
z22 (4.4.19)
Taking time derivative and putting in the values of V˙1, and z˙2 one can write
V˙2 = −c1 z21 + z2
[
z1 + θ̂
T ω2 +
˙̂
θ
T
ω1 + θ̂5 ζ1 u˙− c1 y˙d(t)− y¨d(t)
]
+ θ˜T Γ−1
(− ˙̂θ + τ1 + Γ z2 ω2) (4.4.20)
The error variable θ˜ can be eliminated in equation (4.4.20) by designing parameter
update law as
˙̂
θ = τ2 = τ1 + Γ z2 ω2 = Γ(z1 ω1 + z2 ω2) (4.4.21)
and V˙2 can be made negative definite i. e.,
V˙2 = −c1 z21 − c2 z22
by designing control law as
u˙ =
1
θ̂5 ζ1
[− z1 − θ̂T ω2 − τT2 ω1 + y¨d(t) + c1 y˙d(t)− c2 z2] (4.4.22)
Step 3: In this step, the control law based on integral sliding mode method is
described. The procedure depends on z1, z2, u˙ and τ2, retrieved from adaptive
backstepping procedure.
The integral sliding mode manifold is designed as
σ = K1 z1 + z2 + ξ (4.4.23)
where ξ is the integral term which always contains the nominal dynamics of the
system. Tacking the time derivative of equation (4.4.23) and inserting the values
of z˙1 and z˙2 one can write
σ˙ = K1
(− c1 z1 + z2)+ θ̂T ω2 + ˙̂θT ω1 + θ̂5 ζ1(u˙0 + u˙1)
− c1 y˙d − y¨d + ξ˙ + k1 θ˜T ω1 + θ˜T ω2
(4.4.24)
In equation (4.4.24) u˙ has been replaced by u˙0 and u˙1, where u˙0 represents the
continuous part of the control law retrieved from adaptive backstepping procedure
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and u˙1 represents the discontinuous part of the control law. The integral term ξ
can be designed by considering the Lyapunov function as
V =
1
2
σ2 +
1
2
θ˜T Γ−1θ˜ (4.4.25)
Tacking time derivative of equation (4.4.25) and inserting the value of σ˙ one can
write
V˙ = σ
[
K1
(− c1 z1 + z2)+ θ̂T ω2 + ˙̂θT ω1 + θ̂5 ζ1(u˙0 + u˙1)
−c1 y˙d − y¨d + ξ˙
]
+ θ˜T Γ−1
[− ˙̂θ + Γ σ(K1 ω1 + ω2)] (4.4.26)
To remove parameter error variable θ˜, parameter update law can be designed as
˙̂
θ = Γ σ
(
K1 ω1 + ω2
)
(4.4.27)
and by putting
ξ˙ = −K1
(− c1 z1 + z2)− θ̂T ω2 − ˙̂θT ω1 − θ̂5 ζ1 u˙0 + c1 y˙d + y¨d (4.4.28)
and
u˙1 =
1
θ̂5 ζ1
[−K sign (σ)] (4.4.29)
V˙ can be made negative definite, that can be expressed as
V˙ = σ
[−K sign(σ)] = −K|σ| (4.4.30)
where K is a positive constant, which makes V˙ negative definite. Thus the control
law and integral variable designed, makes the system stable.
4.4.1 Simulation results and discussion
In this application the parameter values of a field controlled DC motor used in
simulation of a tracking problem are given as under,
Ra = 7Ω; La = 120 mH ; Va = 5V
K = 1.41× 102 Nm/A
B = 6.04× 10−6 Nms/rad
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J = 1.06× 10−6 Nms2/rad
. The desired output yd(t) is a continuous function to be tracked by the system
output which lies between two operating equilibrium points. Figures 4.5-4.7 shows
the results of simulation. In Fig. 4.5, angular velocity ζ2 and armature current ζ1
have been shown. It can be seen that the tracking starts within one second and
the controller perfectly tracks the desired trajectory that lies between 280 and 170
equilibrium points. The estimated parameters and control input have been shown
in Fig. 4.7. The unknown parameters θ1 to θ5 are estimated near to the maximum
bounds given in equation (4.4.3). This figure also clearly shows the chattering free
continuous control input u. The sliding surface σ has been shown in Fig. 4.6 that
starts from the very beginning of the process that ensures that the fast switching
parameters do not disturb sliding manifold dynamics. It is because the reaching
phase of sliding mode control has been eliminated. Thus the controller exhibits
robustness against those uncertainties which can affect the system during reaching
phase of the process, this verifies an increase in robustness.
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Chapter 5
Output Tracking via Adaptive
Backstepping Higher Order
Integral Sliding Mode for
Uncertain Nonlinear Systems
5.1 Introduction
In this chapter tracking problem of uncertain nonlinear systems those are trans-
formable into semi-strict feedback (SSF) form is discussed. The main characteristic
of this class of systems is that the unmeasured internal states are non-uniformly
detectable. This means, the internal states may appear from lst to nth dynamic
equations and no observer for these states can be designed to make the observa-
tion error zero exponentially. Furthermore, the plant contains unmodeled term
and exogenous unmeasurable disturbances which are bounded known functions
[62, 75, 76]. The objective of this work is to design a controller that guarantees
tracking of predefined trajectory for a system and must exhibit robustness against
un-modeled dynamics, parametric uncertainties and external disturbances. The
system in SSF form is first converted into new auxiliary variables via existing
adaptive backstepping control technique. The control law is obtained by combin-
ing adaptive backstepping procedure and higher order integral sliding mode. The
component of control law designed via backstepping is continuous which shows
robustness against parametric uncertainties where as the discontinuous control
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component provides robustness against unmodeled dynamics and external distur-
bances. Since, this strategy relies on an integral manifold of the adaptively devel-
oped variables, therefore, the reaching phase is eliminated, which is an advantage
in term of robustness. Furthermore, the parameters update law provides close es-
timates of true values of unknown parameters which in result enhances robustness.
The stability of proposed method is analysed theoretically and validated through
a numerical example. This chapter is organised as follows: The problem descrip-
tion/formulation and adaptive backstepping procedure are presented in Section 2,
the development of the control law is explained in Section 3, an illustrative example
is presented in Section 4 and conclusions are drawn in Section 5.
5.2 Adaptive Backstepping Procedure
An adaptive backstepping design approach is presented in a generalised form and
developed in various steps for the systems that are transferable into SSF form.
Procedure description is provided in the following subsection:
5.2.1 System Description and Problem Definition
The system description and problem formulation is presented for a class of nonlin-
ear systems that can be represented mathematically into the following SSF form
[62, 76]:
ζ˙i = ζi+1 + ϕ
T
i (ζ1, ζ2, · · · , ζi)θ + ηi(ζ, ω, t) (5.2.1a)
ζ˙n = f(ζ) + g(ζ)u+ ϕ
T
n (ζ)θ + ηn(ζ, ω, t) (5.2.1b)
y = ζ1; 1 ≤ i ≤ n− 1 (5.2.1c)
where ζ = [ζ1, ζ2, · · · , ζn]T is the state vector, u is the scalar control input, y
is the output of interest, ϕi(ζ1, ζ2, · · · , ζi) ∈ Rp, i = 1, · · · , n are known and
sufficiently smooth functions, f(ζ) and g(ζ) are known multivariable functions,
θ ∈ Rp is the vector of unknown parameters and ηi(ζ, ω, t), i = 1, · · · , n are the
unknown nonlinear scalar functions including all the disturbances where as ω is an
uncertain time-varying parameter. The problem is defined as: design a control law
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and parameter estimation law such that the output of the system follows a desired
specific bounded smooth function yd.
Assumption 5.2.1. It is assumed that the nth order time derivatives of yd ex-
ists and are bounded in nature. In addition, it is assumed, the scalar nonlinear
functions ηi(ζ, ω, t), i = 1, · · · , n. are bounded by known positive functions i.e.,
hi(ζ1, ζ2, · · · , ζi) ∈ Rp (5.2.2a)
|ηi(ζ, ω, t)| ≤ hi(ζ1, ζ2, · · · , ζi). (5.2.2b)
5.2.2 Adaptive Backstepping Design Approach Develop-
ment
In this study, a generalised recursive approach analogous to that of [57] is presented
for the tracking of a time varying signal yd(t). The step by step development of
states transformation is given in this subsection.
Step 1: Consider a new variable which represents the error between the actual
output of the system and the desired output in the following form:
z1 = ζ1 − yd(t) and its derivative z˙1 = ζ˙1 − y˙d(t) along (5.2.1a) becomes
z˙1 = ζ2 + ϕ
T
1 (ζ1)θ + η1(ζ, ω, t)− y˙d(t) (5.2.3)
The expression in (5.2.3) may be written in an alternate form as follows:
z˙1 = ζ2 + ω1(t)
T θ̂ + η1(ζ, ω, t)− y˙d(t) + ω1(t)T θ˜ (5.2.4)
where θ˜ = θ−θ̂, ω1(t) = ϕ1(ζ1) and θ̂ is the estimated value of unknown parameters.
Now a virtual control input for the stabilization of the first step is designed by
considering the Lyapunov function as follows:
V1(z1,θ̂) =
1
2
z21 +
1
2
θ˜TΓ−1θ˜ (5.2.5)
where Γ is a positive definite matrix, The time derivative of V1 along (5.2.3) takes
the form
V˙1(z1,θ̂) = z1z˙1 − θ˜TΓ−1 ˙̂θ (5.2.6)
V˙1(z1,θ̂) = z1(ζ2 + ω1(t)
T θ̂ + η1(ζ, ω, t)− y˙d(t))
+θ˜TΓ−1(Γω1z1 − ˙̂θ) (5.2.7)
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Define the parameter update function of the fist stage
˙̂
θ = τ1 = Γω1z1 and the
stabilizing control
α1(ζ1, θ̂, t) = −ω1(t)T θ̂ − c1z1 − h
2
1z1
h1 |z1|+ ǫne−at
(5.2.8)
where c1, a and ǫ are positive constants. The last term in α1 is a saturation
function which avoids the chattering in the evaluation of the control input. Now,
define a second new variable of the form
z2 = ζ2 − α1(ζ1, θ̂, t)− y˙d(t) (5.2.9)
By using (5.2.9) and (5.2.8) in (5.2.7), (5.2.4) and applying (5.2.2a) given in As-
sumption (5.2.1), one gets
V˙1(z1, θ̂) ≤ −c1z21 + z1z2 +
ǫ
n
e−at + θ˜TΓ−1(τ1 − ˙̂θ) (5.2.10)
and
z˙1 = −c1z1 + z2 + ω1(t)T θ˜ + η1(ζ, ω, t)− h
2
1z1
h1 |z1|+ ǫne−at
(5.2.11)
Step 2: The time derivative of the new variable defined in (5.2.9) along (5.2.1a)
is given by
z˙2 = ζ˙2 − α˙1(ζ1, θ̂, t)− y¨d(t)
z˙2 = ζ3 + ϕ
T
2 (ζ1, ζ2)θ + η2(ζ, ω, t)−
∂α1
∂ζ1
ζ˙1 − ∂α1
∂θ̂
˙̂
θ − ∂α1
∂t
− y¨d(t)
(5.2.12)
Now, define a Lyapunov function as
V2 =
1
2
z21 +
1
2
z22 +
1
2
θ˜TΓ−1θ˜ (5.2.13)
and tracking its time derivative along (5.2.11) and using (5.2.12) V˙2 cab be written
as
V˙2(z1,z2, θ̂) = −c1z21 +
ǫ
n
e−at + z2
[
z1 + ζ3 + ω
T
2 θ̂ +
(
η2 − ∂α1
∂ζ1
η1
)
−∂α1
∂θ̂
˙̂
θ − ∂α1
∂ζ1
ζ2 − ∂α1
∂t
− y¨d(t)
]
+ θ˜TΓ−1(τ2 − ˙̂θ)
(5.2.14)
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where τ2 = Γ(ω1z1 + ω2z2). Now, define a third new variable as
z3 = ζ3 − α2(z1,z2, θ̂, t)− y¨d(t) (5.2.15)
The selection of α2(z1,z2, θ̂, t),
α2(z1,z2, θ̂, t) = −z1 − c2z2 − ωT2 θ̂ −
h22z2
h2 |z2|+ ǫne−at
− h
2
1z2
h1
∣∣∣z2 ∂α1∂ζ1 ∣∣∣+ ǫne−at
(
∂α1
∂ζ1
)2
+
∂α1
∂ζ1
ζ2
+
∂α1
∂θ̂
τ2 +
∂α1
∂t
+ y¨d(t) (5.2.16)
and using (5.2.15), we can reduce (5.2.14) and (5.2.12) to the following forms:
V˙2(z1,z2, θ̂) ≤ −c1z21 − c2z22 + z2z3 +
3ǫ
n
e−at (5.2.17)
z˙2 = −z1 − c2z2 + z3 + ωT2 θ˜ + η2(ζ, ω, t)−
∂α1
∂ζ1
−
(
h22
h2 |z2|+ ǫne−at
− h
2
1
h1
∣∣∣z2 ∂α1∂ζ1 ∣∣∣ + ǫne−at
(∂α1
∂ζ1
)2)
z2 +
∂α1
∂θ̂
(τ2 − ˙̂θ) (5.2.18)
where c2 is a positive constant and τ2 =
˙̂
θ
Step k: (1 ≤ k ≤ n − 1) The variable zk is defined as zk = ζk − αk−1 − y(k−1)d .
The time derivative of zk appears as follows
z˙k = ζk+1 + ϕ
T
k (ζ1 · · · ζk)θ̂ + ηk(ζ, ω, t) + ϕTk θ˜ −
∂αk−1
∂t
−∂αk−1
∂θ̂
˙̂
θ − ∂αk−1
∂ζ1
˙̂
ζ1 − ∂αk−1
∂ζ2
ζ˙2 − · · · · · · − ∂αk−1
∂ζk−1
ζ˙k−1 − y(k)d
(5.2.19)
where
ζ˙k−1 = ζk + ϕ
T (ζ1, ζ2, · · · ζk−1)θ + ηk−1 (5.2.20)
The uncertain time varying function in recursive procedure appears in the following
form:
ωk = ϕk(ζ1, · · · , ζk)− ∂αk−1
∂ζ1
ϕ1(ζ1)− ∂αk−1
∂ζ2
ϕ2(ζ1, ζ2)− · · ·
−∂αk−1
∂ζk−1
ϕk−1(ζ1, · · · ζk−1), (5.2.21)
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and
ξk = ηk −
k−1∑
i=1
∂αk−1
∂ζi
ηi, (5.2.22)
where 1 ≤ k ≤ n. The time derivative of the zk becomes
z˙k = ζk+1 + ω
T
k θ̂ −
k−1∑
i=1
∂αk−1
∂ζi
ζi+1 − ∂αk−1
∂t
− ∂αk−1
∂θ̂
˙̂
θ − ωTk θ˜ + ξk − y(k)d (5.2.23)
In addition, the next variable is defined according to the following formulation:
zk+1 = ζk+1 − αk − y(k)d (5.2.24)
where the virtual control input αk appears in the subsequent form
αk(ζ, θ̂, t) = −zk−1 − ckzk − ωTk θ̂ +
k−1∑
i=1
∂αk−1
∂ζi
ζi+1 +
∂αk−1
∂t
−ξkzk + ∂αk−1
∂θ̂
τk −
( k−2∑
i=1
zi+1
∂αk−1
∂θ̂
)
Γωk (5.2.25)
where ck are positive constants. Now, substituting the previous available data, the
z˙k carry the following form
z˙k = −zk−1 − ckzk + zk+1 + ωTk θ˜ + ξk − δkzk −
∂αk−1
∂θ̂
( ˙̂
θ − τk
)
+
( k−2∑
i=1
zi+1
∂αi
∂θ̂
)
Γωk (5.2.26)
where δk is defined by
δk =
h2k
hk |zk|+ ǫne−at
+
k−1∑
i=1
(∂αk−1
∂ζi
)2 h2i
hi
∣∣∣zk ∂αk−1∂ζi ∣∣∣+ ǫne−at (5.2.27)
Now, the time derivative of a Lyapunov candidate function
Vk(ζ1, · · · , ζk, θ̂) = Vk−1 + 1
2
z2k
takes the form
V˙k ≤ −
k∑
i=1
cizi
2+ zkzk+1+
k(k + 1)ǫ
2n
e−at+ θ˜TΓ−1
(
τk − ˙̂θ
)
+
( k−2∑
i=1
zi+1
∂αi
∂θ̂
)(
τk − ˙̂θ
)
(5.2.28)
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where τk = τk−1 + Γωkzk = Γ
k∑
i=1
ωizi
Step n: Finally, define a variable zn as follows:
zn = ζn − αn−1 − yd(n) (5.2.29)
where the virtual control input αn−1 can be obtained by putting k = n − 1 in
(5.2.25). Thus, the final expression of z˙n becomes
z˙n = f(ζ) + g(ζ)u+ ω
T
n (ζ, t)θ̂ −
n−1∑
i=1
∂αn−1
∂ζi
ζi+1 − ∂αn−1
∂θ̂
˙̂
θ
−∂αn−1
∂t
+ ωTn (ζ, t)θ˜ + ξn − y(n)d (5.2.30)
where the terms ωn(ζ, θ̂) and ξn can be obtained from (5.2.21) and (5.2.22) by
substituting k = n. Note that, zn is the variable, whose time derivative bears
explicitly the actual control input u. In the next section, the control input is
developed.
5.3 Control Design via Higher Integral Sliding
Mode
In this study, a controller design for the uncertain nonlinear systems has been
considered. It is based on first order and second order adaptive backstepping
integral sliding mode control methods. The details are discussed in the following
subsections.
5.3.1 Control Design via First Integral Sliding Mode
The controller design for the systems which can be converted in to auxiliary vari-
ables [z1, z2, ..., zn]
T is the study of this section. The auxiliary variables have been
retrieved in previous section. In this effort, a control law has been developed which
is based on integral sliding mode control and adaptive backstepping techniques.
The control law appears as sum of a continuous and discontinuous components
that may take the following mathematical form:
u = u0 + u1 (5.3.1)
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The continuous control law u0 is responsible for controlling the nominal part of
the uncertain system and discontinuous part u1 makes system invariant to the
matching uncertainties and keeps the trajectories on sliding manifold. The main
advantage is, when a integral term is added in the sliding manifold equation, the
sliding mode phase is enforced from the very beginning which enhances robustness
against uncertainties. In addition, the system operates in sliding mode under the
action of the continuous control component u0 ∈ R [64] which is quite robust in
this development because it is designed via the adaptive backstepping technique.
The discontinuous component u1 ∈ R comes into action, when the system reaches
in the vicinity of the sliding manifold. In addition, the parameter updates law is
formulated as
˙̂
θ =
˙̂
θ0 +
˙̂
θ1 (5.3.2)
where the first term comes from adaptive backstepping while the second term
from the sliding mode approach. In the subsequent subsection, the development
is presented.
5.3.1.1 Designing Adaptive Backstepping Controller u0
The development of the continuous control component is presented in the form of
the following proposition.
Proposition 5.3.1. Consider the nonlinear system with new variables [z1, z2, · · · , zn].
If a control law is chosen in the following form:
u =
1
g(ζ)
[
−zn−1 − cnzn − f(ζ)− ωTn θ̂ +
n−1∑
i=1
∂αn−1
∂ζi
ζi+1 +
∂αn−1
∂θ̂
τn
+
∂αn−1
∂t
−
( n−2∑
i=1
zi+1
∂αi
∂θ̂
)
Γωn + y
(n)
d − δnzn
]
(5.3.3)
with parameter update law
˙̂
θ = τn = τn−1 + Γω
T
n zn (5.3.4)
then the energy in this newly transformed system decays to zero asymptotically.
Proof. Consider a Lyapunov candidate function of the form:
Vn = Vn−1 +
1
2
z2n
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Calculating the time derivative of Vn along (5.2.30) and then inserting the value of
the control input u from (5.3.3) and parameter update law from (5.3.4), one has
V˙n ≤ −
n∑
i=1
ciz
2
i +
(n+ 1)ǫ
2
e−at (5.3.5)
Expression in (5.3.5) indicates that V → 0 asymptotically (analogous to that of
[63]), which ensures that the continuous control component can steer the actual
system output to the desired output asymptotically.
Note that, the update law mentioned in (5.3.4) is the first components of Eq.
(5.3.2). In the forthcoming subsection, the design of the discontinuous term via
integral sliding mode is presented.
5.3.1.2 Designing Discontinuous Component u1
In [63] a conventional sliding surface is taken for conventional adaptive sliding
mode which is by definition a Hurwitz polynomial of the states. However, in the
present development, an integral manifold is designed which results in reaching
phase free sliding mode. The integral manifold under study is defined as follows:
σ(z) = σ0(z) + ̺ (5.3.6)
where σ0(z) is the sliding manifold which usually appears as a linear combination
of the states i.e.,σ0(z) =
n∑
i=1
kizi where ki > 0, i = 1, · · · , n− 1 with kn = 1 are the
designer parameters which are chosen according to the performance of the system.
The second term on the right hand side, i.e., ̺ is the integral term which always
contains the nominal dynamics of the system. The design of ̺ is presented in the
following theorem:
Theorem 5.3.2. Consider the transformed system with the state vector z =
[z1, z2, · · · , zn]T . If the integral manifold is defined according to (5.3.6), the in-
tegral dynamics is chosen according to the following equation:
˙̺ = (−k1z2 + k1c1z1 − k2z3 + k2c2z2 + · · · − kn−1zn + kn−1cn−1zn−1)
+(k2z1 + · · ·+ kn−1zn−2) +
n−1∑
i=1
∂αn−i
∂ζi
ζi+1 +
∂αn−1
∂t
+ y
(n)
d
−g(ζ)u0 + ∂αn−1
∂θ̂
τn−1 − ωTn (ζ, t)θ̂ (5.3.7)
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and the discontinuous control component is selected as follows:
u1 = −k sign(σ) (5.3.8)
where k is positive constant equal to another constant Kg(ζ)−1. Then sliding mode
can be enforced along the integral manifold asymptotically.
Proof. We consider the Lyapunov function
V2 =
1
2
σ2 +
1
2
θ˜TΓ−1θ˜ (5.3.9)
The time derivative of which along (5.3.6) becomes
V˙2 = σ(k1z˙1 + k2z˙2 · · ·kk−1z˙k−1 + z˙n + ˙̺)− θ˜TΓ−1 ˙̂θ (5.3.10)
substituting the values of z˙i from the equation (5.2.26) where i = 1, 2, · · · , n, one
has
V˙2 = σ
[
k1
(
−c1z1 + z2 + ωT1 θ˜ + η1
(
ζ, ω, t
)− h21z1
h1 |z1|+ ǫne−at
)
+k2
(
−z1 − c2z2 + z3 + ωT2 θ˜ +
(
η2
(
ζ, ω, t
)− ∂α1
∂ζ1
η1
(
ζω, t
))
−
 h22
h2 |z2|+ ǫne−at
− h
2
1
h1
∣∣∣z2 ∂α1∂ζ1 ∣∣∣+ ǫne−at
(
∂α1
∂ζ1
)2)
× z2
+
∂α1
∂θ̂
(τ2 − ˙̂θ)
)
...
+kn−1
(
−zn−2 − cn−1zn−1 + ωTn−1θ˜ + δn−1zn−1
+zn − ∂αn−2
∂θ̂
( ˙̂
θ − τn−1
)
+
( k−3∑
i=1
zi+1
∂αi
∂θ̂
)
Γωn−1
)
+f(ζ) + g(ζ)(u0 + u1) + ω
T
n θ̂ −
n−1∑
i=1
∂αn−1
∂ζi
ζi+1
−∂αn−1
∂θ̂
˙̂
θ − ∂αn−1
∂t
+ ωTn (ζ, t)θ˜ + ξn − y(n)d + ˙̺
]
− θ˜TΓ−1 ˙̂θ
(5.3.11)
Now, inserting (5.3.7) in the above expression, one gets
V˙2 = σ
[
k1η1 + k2
(
η2− ∂α1
∂ζ1
η1(ζ, ω, t)
)
+ · · ·+ kn−1ξn−1
+ g(ζ)u1 +
∂αn−1
∂θ̂
(τn − ˙̂θ)
]
+ θ˜TΓ−1(τn − ˙̂θ) (5.3.12)
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The terms θ˜ in (5.3.12) will vanish by using parameter update law
˙̂
θ = τn where
τn = Γσ(
n−1∑
i=1
ωTi ki + ωn)
Therefore, the above expression reduces to
V˙2 = σ
[
g(ζ)u1 + k1η1 + k2(η2 − ∂α1
∂ζ1η1
) + · · ·+ ξn−1
]
(5.3.13)
where we denote k1η1 + k2(η2 − ∂α1∂ζ1η1 ) + · · · = A and ξn−1 = B, and using (5.3.8),
the expression in (5.3.13) takes the form
V˙2 = −k |σ|+ |σ| [A +B] (5.3.14)
or
V˙2 ≤ |σ| [−k + |A|+ |B|] (5.3.15)
Let k > |A|+ |B| and −k + |A|+ |B| ≤ −λ where λ > 0. Thus,
V˙2 ≤ −λ |σ| (5.3.16)
This proves that the sliding mode is enforced in finite time. However, the parameter
behaves an asymptotic convergence. Thus, the overall system is asymptotically
convergent.
Note that, the parameter update law which appears before (5.3.13) is the second
component of the parameter update law in (5.3.2). The algebraic sum of the two
parameter update laws give birth to the final expression of the parameters update
law.
5.3.2 Second Order Adaptive Integral Sliding Mode Con-
trol Design
In this subsection procedure for second order adaptive integral sliding mode control
design is presented. Since higher order integral sliding modes (see for instance,
[67, 68]) are famous for its robustness from the very beginning with the use of
an integral manifold. The real twisting and super twisting controller, reported in
[51, 77], are utilized here to develop the discontinuous control component of the
control law mentioned in (5.3.1). The mathematical expressions of the universal
super twisting controller reported in [51] is given by
udis = u1 + u2
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where
u1 =
c− κ|σ0|
l sign(σ), |σ| > σ0
−κ|σ|l sign(σ), |σ| ≤ σ0
(5.3.17)
where 0 < l ≤ 0.5 and
u2 =
c− u, |u| > 1−W sign(σ), |u| ≤ 1 (5.3.18)
The beauty of this controller is that it is of relative degree one and it does not
need the derivatives of the sliding manifolds.
On the other hand, the real twisting controller needs the time derivative of the
sliding manifold which will be recovered in this work via the uniform robust exact
differentiator[78]. Assume that the error between the available signal σ1 (which is
the integral manifold in our case defined in (5.3.6)) and the estimated signal σ̂1 is
defined by σ˜ = σ̂1−σ1, then the first derivative can be estimated via the following
algorithm:
˙̂σ1 = σ̂2 −R1̟1(σ˜), ˙̂σ2 = −R2̟2(σ˜) (5.3.19)
where R1 and R2 are positive gains to be designed and
̟1(σ˜) = |σ˜|0.5 sign(σ˜) + µ|σ˜| 32 sign(σ˜)
̟2(σ˜) =
1
2
sign(σ˜) + 2µσ˜ +
3
2
µ2|σ˜|2 sign(σ˜)
The output of ˙̂σ2, by integrating once, is σ̂2 which is the first estimated derivative
of σ1 which is estimated very accurately. Since, the real twisting controller, which
appear as follows, will make use of the above estimated derivative:
udis = −r1(σ̂1)− r2 sign(σ̂2) r1 > r2 > 0 (5.3.20)
The use of udis refers to the second component of (5.3.1) which will enforce sliding
mode against intersection of the manifolds σ = σ˙ = 0 from the very beginning of
the process. Consequently, the reaching phase will be eliminated and the chattering
reduction will also occurs across the switching manifold.
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Note that, the parameter update law in this case bears the first component of
(5.3.2) because the higher order sliding manifold σ = σ˙ = 0 contributes nothing
to parameter update law. In the subsequent illustrative examples, the switching
manifold and chattering reduction claim is verified. The parameter update law in
this case becomes τ = θ0 because σ = 0 is justified from t = 0.
5.4 An Illustrative Example
This section is dedicated to verify the aforementioned claims. Therefore, consider a
second order nonlinear system reported in [62] which is in the semi strict feedback
form.
ζ˙1 = ζ2 + ζ1θ + Aζ
2
1 cos(Bζ1ζ2) (5.4.1)
ζ˙2 = u (5.4.2)
where A and B are considered unknown but it is known that |A| ≤ 2 and |B| ≤ 3.
we also assume that,
h1 = 2ζ
2
1
z1 = ζ1 − yd
α1 = −ζ1θ̂ − c1z1 + 4ζ
4
1z1
h1 |z1|+ ǫ2e(−at)
ω1 = ζ1
ω2 = −∂α1
∂ζ1
ζ1
˙̂
θ0 = Γ(ω1z1 + ω2z2)
δ2 =
4ζ41
2ζ21
∣∣∣∂α1∂ζ1 z2∣∣∣ + ǫ2e(−at)
(∂α1
∂ζ1
)2
Following the procedure of Section 2, the above system can be transformed in the
new variables z1 and z2 as follows
z˙1 = z2 − c1z1 + 2ζ21 cos(3ζ1ζ2)−
4ζ41
2ζ21
∣∣∣∂α1∂ζ1 z2∣∣∣+ ǫ2e(−at) + ζθ˜ (5.4.3)
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z˙2 = u− ∂α1
∂ζ1
ζ2 + ω
T
2 θ̂ + ω
T
2 θ˜ −
∂α1
∂ζ1
2ζ21 cos(3ζ1ζ2)−
∂α1
∂θ̂
˙̂
θ
−∂α1
∂t
− y(2)d (5.4.4)
Following the formulation of the continuous control law reported in (5.2.25), one
gets
u0 = −z1 − c2z2 − ωT2 θ̂ +
∂α1
∂ζ1
ζ2 +
∂α1
∂ζ1
ωT1 θ̂ +
∂α1
∂θ̂
τ2
+
∂α1
∂t
+ y
(2)
d − δ2z2 (5.4.5)
The discontinuous control component can be obtained by considering an integral
manifold of the form:
σ = k1z1 + z2 + ̺ (5.4.6)
σ˙ = k1z˙1 + z˙2 + ˙̺ (5.4.7)
For analysis, a Lyapunov function of the following form is considered
V2 =
1
2
σ2 +
1
2
θ˜TΓ−1
˙˜
θ (5.4.8)
with the discontinuous control component as follows
u1 = −k sign(σ) (5.4.9)
The expression of the integral compensator dynamics are give by
˙̺ = −k1z2 + k1c1z1 + ∂α1
∂ζ1
ζ2 + ω
T
2 θ̂ +
∂α1
∂t
+ y(2) − u0 + ∂α1
∂θ̂
τ2 (5.4.10)
where the parameters update law in case of Adaptive first order integral sliding
mode is given by
˙̂
θ1 = Γσ(ω
T
1 k1 + ω2)
The final parameter update law can then becomes
τ2 =
˙̂
θ0 +
˙̂
θ1
and the final expression of the control law becomes
u = u0 + u1
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Using the approach presented in Theorem 5.3.2, one gets
V˙2 ≤ −λ |σ|
This expression shows that the sliding mode is enforced in finite time. However
parameter convergence is asymptotic. Thus the overall system is asymptotically
convergent.
5.4.1 Simulation results
The simulations on above example have been performed on the control system
synthesised by control and parameter update laws developed by using the proposed
method. In this simulation the tracking of the yd = 0.05 sin(2πt) is shown in
Fig. 5.1 which indicates that the time varying signals can be tracked very accurately
in presence of uncertainties. The first order integral manifold is displayed in Fig. 5.3
ensures the sliding mode enforcement from the very beginning and, consequently,
ensure robustness. The respective control input and parameter estimates are shown
in Fig. 5.4 and Fig. 5.2, respectively. Thus it is clear from these figures that the
control input is appearing with reduced chattering.
The ABHOISMC results of tracking is some what similar to that reported in
Fig. 5.1. Therefore, it is not displayed here. The clear advantage comes in the
chattering reduction which is clear from the Fig. 5.3 and 5.6 comparison. That
higher order sliding modes with adaptation provides almost chatter free control
input. The sliding manifold convergence of this strategy is displayed in Fig. 5.5.
In addition, the phase trajectory of σ = σ˙ = 0 is given in Fig. 5.6 which, once again,
shows the establishment of higher order sliding modes from the very beginning.
This is a clear advantage of this proposed techniques over the existing adaptive
sliding modes techniques. The parameters used in simulation results are: ǫ = 1.997,
a = 0.7, k = 30, k1 = 1, c1 = 200 and c2 = 140, λ = 0.1.
From the aforementioned discussions, it is verified that the our new proposed
techniques provides robustness from the very beginning via the integral manifold
approach and the robustness against parametric variations is provided via adaptive
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backstepping. It is therefore, claimed that the above development outshines the
existing adaptive sliding mode techniques.
Remark 5.4.1. Proposed design technique is recursive; therefore it is costly in
computation and complex due to complex mathematical derivations. Thus its com-
putational cost is relatively high than adaptive sliding mode. However beauty of
this method is that its control action is global and robust.
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Figure 5.1: Output tracking of desired signal yd.
5.4.2 Discussion
The backstepping techniques which is famous for its robust nature against param-
eter variation has been utilized in combination with integral higher order sliding
mode control strategy in order to enhance the robustness of the system from the
very beginning of the process with considerable attenuation in chattering . The
approach is relying on an adaptively developed new system. The integral manifold
has been designed in the new state variables. In other word, the manifold is adap-
tive in nature because of the adaptively developed states variable. The control law
has been designed via higher order integral sliding mode with adaptation which is
capable of providing robustness against uncertainties caused by external/internal
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Figure 5.2: The estimated parameter.
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Figure 5.3: Integral manifold σ convergence.
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Figure 5.4: The applied control input.
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108
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
σ1
σ
2
 
 
Phase Portrate of σ1 = σ2 = 0
Figure 5.6: The phase portrait of σ1 = σ2 = 0 for SOAISM.
disturbances. The stability analysis is elaborated in term of a proposition and a
theorem. A numerical simulation results has verified the design approach.
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Chapter 6
Conclusions and Future Work
This chapter concludes the research undertaken in this thesis regarding “Robust
Control System Design for a Class of Uncertain Nonlinear Systems”. The discus-
sion on investigated topics and scope for future work have been presented in next
two subsections, respectively.
6.1 Conclusions
The work in this thesis is an endeavor to synergize adaptive backstepping and in-
tegral sliding mode techniques. The aim of this research was to combine the merits
of both techniques into one and propose a more generalized and robust algorithm
for a class of nonlinear uncertain systems. The adaptive backstepping technique
is generally an accepted method for its robust nature against external perturba-
tions and dynamically estimation of unknown parameters. This method solves the
problem of relative degree which is the main drawback of the conventional sliding
mode control and is also globally effective for stability of the systems. The sliding
mode technique is widely used to control nonlinear uncertain systems due to its
robustness against matching uncertainties. When an integral variable is combined
with the sliding manifold in SMC, it eliminates the reaching phase which makes it
invariant against fast parametric variations and starts sliding phase at the starting
moment. Consequently, the system becomes more robust. The proposed method
has been developed for nonlinear uncertain systems in nontriangular form with the
assumption that the systems are observable, minimum phase or convertible into
110
parametric strict feedback and semi-strict feedback form. A recursive way has been
adapted by splitting the system into small scalar subsystems and designing a con-
trolling function and parameter update function for each subsystem. This has been
achieved by defining error variables for each step, starting from the output variable
till (n − 1)th step. In the nth step of backstepping procedure where the actual
control law is designed, the integral sliding mode has been augmented with SMC to
realize a more robust method to control uncertain nonlinear systems. This newly
developed procedure has been applied on two different plants presented in chapter
four. The controllers for the continuous stirred tank (a chemical plant) and a field
controlled DC motor have been designed where both plants are having unknown
bounded dynamic parameters. The regulation control problem of chemical plant,
expressed in nontriangular form has been solved. For the solution of output track-
ing problem, the proposed method has been applied in an application example of
DC motor. The simulations have been carried out using Matlab/Simulink software
package. The results demonstrate the efficacy of the proposed control procedure.
Another academic example of an output tracking problem of a uncertain nonlinear
system convertible into semi-strict feedback form has been presented in chapter
five. In this example the system is externally perturbed by bounded disturbances.
The design approach is recursive and adaptive. The control law has been designed
via higher order integral sliding mode with adaption which is capable of provid-
ing robustness caused by external/internal disturbances. The stability analysis has
been elaborated in terms of a proposition and a theorem. The numerical simulation
results have verified the design approach.
6.2 Future Work
• The research work initiated and reported in this thesis is continued. The
framework developed in chapter five needs to be applied on real plants in
order to investigate its performance and robustness.
• The DSP processors and micro-controllers are extensively being used for
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continuous control systems. Thus, a natural extension of this work can be
to design controller in discrete form which will be easier and more effective
from implementation point of view.
• The existing optimization techniques may be combined as an another possible
extension in this work. This augmentation can be carried out in the last step
of the backstepping procedure to optimize the control effort.
• Intelligent control techniques such as, fuzzy and neural network may be an-
other possible option for extending this work.
• More practical application problems may be considered such as, robotics,
power system stabilization, electro pneumatics and avionics for using the
controller designed in this work.
• The application in the systems having hard nonlinearities may be explored.
• Another possible extension may be trying the nonlinear sliding surface design
based technique to control the transient response of the system.
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Appendix A
Definitions and Stability
Theorems
A.1 Definitions
Definition A.1.1. Lipschitz:[24] A function satisfying the following:
‖f(t, ζ)− f(t, ξ)‖ ≤ L‖ζ − ξ‖ (A.1.1)
is said to be Lipschitz in ζ, and the positive constant L is called a Lipschitz con-
stant. Let the f depends only on ζ, the function f(ζ) is said to be locally Lip-
schitz on a domain (open and connected set) D ⊂ Rn if each point of D has a
neighborhood D0 such that f satisfies the Lipschitz condition (A.1.1) for all points
in D0 with some Lipschitz constant L0. A function f(ζ) is said to be globally
Lipschitz if it is Lipschitz on Rn.
Definition A.1.2. Class k function:[25] A continuous function γ : [0, a) →
R+ is said to belong to class k if it is strictly increasing and γ(0) = 0. It is said
to belong to class k∞ if a =∞ and γ(r)→∞ as r →∞.
Definition A.1.3. Lyapunov stability:[25] Consider a time-varying system
ζ˙ = f(ζ, t), (A.1.2)
where ζ ∈ Rn and f : Rn × R+ → Rn is piecewise continuous in t and locally
Lipschitz in ζ , The solution of (A.1.2) which starts from the point ζ0 at time
t0 ≥ 0 is denoted as ζ(t; ζ0, t0) with ζ(t0; ζ0, t) = ζ0. Lyapunov stability concept
describe continuity properties of ζ(t; ζ0, t0) with respect to ζ0. If initial condition
ζ0 is perturbed to ζ¯0, then, for stability, the resulting perturbed solution ζ(t; ζ¯0, t0)
is required to stay close to ζ(t; ζ0, t0) for all t ≥ t0. In addition, for asymptotic
stability the error ζ(t; ζ¯0, t0)− ζ(t; ζ0, t0) is required to vanish as t→∞.
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Definition A.1.4. Bounded solution:[25] If there exit a constant B(ζ0, t0) > 0
such that
| ζ(t; ζ0, t0) |< B(ζ0, t0), ∀t ≥ t0 (A.1.3)
then, the solution ζ(t; ζ0, t0) of system (A.1.2) is called bounded solution
Definition A.1.5. Stable:[25] If for each ε > 0 there exist a δ(ε, t0) such that
| ζ¯0 − ζ0 |< δ ⇒| ζ(t; ζ¯0, t0)− ζ(t; ζ0, t0) |< ε, ∀t ≥ t0 (A.1.4)
then, the solution ζ(t; ζ0, t0) of system (A.1.2) is called stable solution. If it is not
stable then, it is called unstable.
Definition A.1.6. Attractive:[25] If there exist a r(t0) > 0 and for each ε > 0,
a T (ε, t0) > 0 such that
| ζ¯0 − ζ0 |< r, | ζ(t; ζ¯0, t0)− ζ(t; ζ0, t0) |< ε, ∀t ≥ t0 + T (A.1.5)
then, the solution ζ(t; ζ0, t0) of system (A.1.2) is called attractive
Definition A.1.7. Asymptotically stable:[25] If system is stable and attractive
then, it is called asymptotically stable.
A.2 Theorems
Theorem A.2.1. Uniform Stability:[69] Let ζ = 0 be an equilibrium point of
(A.1.2) and D = ζ ∈ Rn | | ζ |< r. Let V : D × Rn → R+ be a continuously
differentiable function such that ∀ t ≥ 0, ∀ ζ ∈ D, such that
γ1(| ζ |) ≤ V (ζ, t) ≤ γ2(| ζ |)
∂V
∂t
+
∂V
∂ζ
f(ζ, t) ≤ −γ3(| ζ |)
(A.2.1)
then, the equilibrium ζ = 0 is
• uniformly stable, if γ1 and γ2 are class k functions on [0, r) and γ3(·) ≥ 0 on
[0, r);
• uniformly asymptotically stable, if γ1, γ2 and γ3 are class k functions on
[0, r);
• exponentially stable, if γi(ρ) = kiρα on [0, r), ki > 0, i = 1, 2, 3;
• globally uniformly stable, if D = Rn, γ1 and γ2 are class k∞ functions, and
γ3(·) ≥ 0 on R+;
• globally uniformly asymptotically stable, if D = Rn, γ1 and γ2 are class k∞
functions, and γ3 is a class of K function on R+; and
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• globally exponentially stable, if D = Rn, and γi(ρ) = kiρα on R+, ki >
0, α > 0, i = 1, 2, 3;
Theorem A.2.2. LaSalle-Yoshizawa:[69] Let ζ = 0 be an equilibrium point of
(A.1.2) and suppose f is locally Lipschitz in ζ uniformly in t. Let V : Rn×R+ →
R+ be a continuous differentiable function such that
γ1(| ζ |) ≤ V (ζ, t) ≤ γ2(| ζ |)
V˙ =
∂V
∂t
+
∂V
∂ζ
f(ζ, t) ≤ −W (ζ) ≤ 0 (A.2.2)
∀t ≥ 0, ∀ζ ∈ Rn, where γ1 and γ2 are class K∞ functions and W is a continuous
function. Then all solutions of (A.1.2) are globally uniformly bounded and satisfy
lim
t→∞
W (ζ(t)) = 0 (A.2.3)
inaddition, if W (ζ) is positive definite, then the equilibrium ζ = 0 is globally
uniformly asymptotically stable.
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