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We study graphs whose adjacency matrix S of order n satisfies the equation 
S + S* =.I- K + kZ, where J is a matrix of order n of all I’s, K is rhe direct sum 
of n/l matrices of order I of all I’s, and I is the identity matrix. Moore grap,hs are 
the only solutions to the equation in the case I = 1 for which K = I. in the case 
k = I we can obtain Moore graphs from a solution S by a bordering process 
analogous to obtaining (u, k, I)-designs from some group divisible designs. Other 
parameters are rare. We are able to find one new interesting graph with parameters 
k = 6, I = 4 on n = 40 vertices. We show that it has a transitive automorphism 
group isomorphic to C, x S, . 
1. INTR~DLJCTT~N 
We wish to study graphs with a structure akin to Moore graphs. 
Throughout we will be dealing with undirected graphs on n vertices with no 
loops, multiple edges, or 3 cycles (“triangles”). Let G be such a graph with 
the following structure. The vertices of G are divided into n/l groups of 1 
vertices each. Any pair of vertices in the same group are not joined by a path 
of length 1 or 2. Any other pair of vertices are joined by either a unique edge 
or a unique path of length 2 and not both. We add the condition that all 
vertices have degree k > 0. Then we say that G is a Moore type graph. 
Placing any vertex of G on level 1 we get a structure corresponding to that 
in Fig. 1. Vertices in the third level are joined among themselves and to those 
in the fourth level. We note that there is no fifth level because those in the 
fourth level and below must belong in the same group as the vertex on the 
first level and so cannot be joined. Also there can be no 3 c:ycles (or there 
would be a pair of vertices joined by an edge and a path of length 2) or no 4 
cycles (or there would be a pair of vertices joined by two paths of length 2). 
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For I= 1 the fourth level is empty and we have the possibility of a Moore 
graph on kZ + 1 vertices. If it exists, it is the largest graph, regular of degree 
k, which has diameter 2. The possible values of k for which Moore graphs 
exist have been studied in [ 3). For 1 = k, we can obtain a Moore graph from 
a Moore type graph in the following way. Add a vertex for every group of 
k = 1 vertices and join it to every vertex in the group. This adds k + I 
vertices which we join to an additional vertex. The new graph is regular of 
degree k + 1. No 3 cycles or 4 cycles have been formed since two vertices in 
the same group have no path of length 1 or 2 between them. We now have 
k* + k t (k + 1) + 1 = (k + l)* t 1 vertices and so we have a Moore graph. 
This is ,equiv.alent to bordering the adjacency matrix of the graph to get the 
adjacency matrix of a Moore graph. The process is reversible. One deletes 
the first two levels of a Moore graph to get a Moore type graph with k = 1. 
This construction was used in 131. It is analogous to the construction of 
(v, k,l)-designs from group-divisible designs and vice versa. See, for 
example, [2]. 
In this paper we seek other Moore type graphs. With the use of two 
equations in the eigenvalues of the adjacency matrix we are able to restrict 
the possible parameters considerably and we are able to find a Moore type 
graph on the parameters k = 6, I= 4 with n = 40 vertices. These objects are 
rare just like Moore graphs. 
2. NOTATION AND EQUATIONS IN THE EIGENVALUES 
We will be studying certain undirected graphs on n vertices with no loops, 
multiple edges, or triangles. Let G be such a graph. Associated with G on its 
adjacency matrix S = (sjj). We set sjj = 1 if there is an edge between vertex i 
and vertex j and 0 otherwise. Thus S is a (0, I)-matrix of order n. We will 
identify the graph with its associated adjacency matrix throughout the paper. 
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The following matrix notation will be used: 
I,,* 1 the identity matrix of order n, 
on,0 the zero matrix of order n, 
J,, . J the matrix of all I’s of order n, 
K,,.,. K the direct sum of n/l matrices J, and thus a matrix 
of order n. 
We now draw on some basic matrix theory. Let S have eigenvalues 
A, 1 A, ,..., A,. Since S has no loops sii = 0 (i= 1,2,..., n) and thus 
trace(S) = 0 and 
(2.1) 
We recall that in the (i, i) position of Sj is the number of paths of length j 
from vertex i to vertex i. Since S has no loops or triangles, then there is no 
path of length 3 between a vertex and itself and thus trace(S3) = 0 and 
(2.2) 
Similar arguments can be found in [ 11. 
3. MATRIX EQUATION S+S*= J-Ktkl 
It seems appropriate to offer some motivation for studying an equation 
involving S + S2. We have the following easy result: 
Remark. Let S be the adjacency matrix of order n > 1 of a graph 
without loops, multiple edges, or triangles. Then S has as many edges as 
possible (i.e., adding another edge creates a loop, multiple edge, or triangle) 
if and only if the entries of S + S2 are positive. 
Proof: Given a pair of vertices i and j, then adding an edge between them 
creates a multiple edge or triangle if and only if there is either an edge or a 
path of length 2 between them. In that case the (i,j) entry of S + S2 is 
positive. Every vertex can be joined to at least one other vertex without 
creating a triangle so the (i, i) entries of Sz are positive. 
It is natural to consider the most uniform case 
S+S2=kl+J, (3.1) 
which is the defining equation of a Moore graph. We will be dealing with the 
equation 
S + S* = J,, -- K,,, + kl,, (3.2) 
which is the defining equation of a Moore type graph (provided we ignore 
the trivial solution S = 0,). 
We use the matrix equation (3.2) to determine possible values for k, f. 
From the block structure of K we have 
11 n. (3.3) 
We note that S is symmetric with zero trace and so from (3.2) we have that 
S has row and column sums k. Multiply both sides of (3.2) by J and we get 
the equation k + k* = n - 1 + k, which we rewrite as 
n = k2 + 1. (3.4) 
This checks with Fig. 1. From (3.3) and (3.4) we obtain 
I( k*. (3.5) 
Now S + S* has eigenvalues A, + At ,..., I,, + Ai. We let I, = k since S has 
an eigenvaiue k (S has row sums k). Let A = J - K + kl. We are able to 
determine the eigenvalues of A by determining n linearly independent eigen- 
vectors. Using (3.4) the vector of all l’s is an eigenvector of A of eigenvalue 
k+k*. Let a=(u,,a, ,..., a,) be any row vector of size 1 with C Ui = 0. Let 
p = (0, O,..., 0) be the zero vector of size 1. Then the n/l vectors 
(a,P,P,...,P), co, a,P,...,P),.*. Ga,P,...,P, a) (3.6) 
are all eigenvectors of A of eigenvalue k. Since there are 1 - 1 linearly 
independent vectors a, then there n(Z - 1)/Z linearly independent eigenvectors 
of A of eigenvalue hi. 
Let y = (1, l,..., 1) be the row vector of al1 l’s of length 1. Then the n/l - 1 
vectors 
(y, -y, P, IA..., PI9 (Y, P, -73 PY..9 P>Y. (Y, P>PV..? A -r> (3.7) 
are n/l - 1 linearly independent eigenvectors of eigenvalue k - 1. 
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Using equation (3.2) we have: 
Eigen- 
values Multi- 
ofA plicity 
Eigenvalues 
OfS 
Eigenvalues 
of S cubed 
ktk2 1 k k3 
k n(Z- 1)/2 (- 1*(4k+ 1)“‘)/2 (-1 - 3k~(k+1)(4k+1)“2)/2 
k-i n/l-l (-1*(4k-41+1)“*)/2 (3Z-1-3kzix(k-1)(4k-41+1)‘i2),/2 
Let p be the excess multiplicity of (-1 + (4k t 1)“‘)/2 over 
(-1 - (4k $ I)‘/*)/2 and let q be the excess multiplicity of 
(- 1 t (4k - 41-t 1 )I”)/2 over (-1 - (4k - 4Z+ 1)“‘)/2. From (2.1) we 
obtain 
-2k - k2 - I + 1 + p(4k + 1)“’ + q(4k - 41)“’ == 0. (3.8) 
From (2.2) we obtain 
-k3-(1 +3k)(kz+I- l)+3k2 tp(k+ 1)(4k+ 1)“2 
tq(k-I+ 1)(4k-41-f 1)“2=0. 
(3.9) 
Then (3.8) and (3.9) yield as solutions for p and 4 in terms of k and I 
p= (k*+ov- 1) k(k - 21) 
Z(4k + l)l’2 ’ q = 1(4k - 41 $ I)‘!? ’ (3.10) 
4. POSSIBLE PARAMETERS 
Now p and q in (3.10) are integers so we can considerably restrict the 
choices for k and 1. 
Case 1. (4k f 1 )I’* is irrational and hence p = 0. 
Thus (k2 + 1)(1- 1) = 0, which implies I= 1. The gives the Moore graphs. 
See [3]. Unique Moore graphs exist for k = 2,3, and 7. The only additional 
parameter possible is k = 57 and the existence of such a Moore graph 
remains in doubt. 
Case 2. (4k + l)l’* is rational, (4k - 41-t 1)1/2 is irrational and hence 
q = 0. 
Thus k(k - 21) = 0 and hence k = 21. Let (4k + i)‘,’ = 2m i- i 
(8I -t, 1 y. Thus 2m t 1 1 t 81. We have 
(41+ l)(/ -^- 1) 412 - 31.-- 1 p = --= 
2m t 1 2m+l- (4.1) 
urd hence 2m + 1 181’ - 61- 2. But 2m + 1 ( 812 + 1 so that 
2m + 1 j 7Z+ 2 and 1 + 81) 491’ + 281+ 4. 
But 
64(4912 + 281+ 4) - (1 + 81)(3921+ 175) = 8 1 (4.2) 
snd hence 1 + 81) 81, which means 1 = 1 or 10 and k = 2 or 20, respectively. 
The graph 1 + 81181, with k = 20, I= 10 on n = 410 vertices has not been 
bund but a set of eigenvalues satisfying the equations does exist for it. A 
3ossible construction technique is discussed at the end of Section 5. 
Case 3. (4k + 1)“’ = 2m $ 1, (4k - 4Z+ 1)li2 = 2t + 1 are both integral. 
Thus k=m2 tm and k-l=t2+t. Let m-t=d. Then 
‘=d(2m + 1 -d). Now 1) k2 from (3.5) so that 2dm i-d - d*/ m4 + 
2m’ + m2. But 
(2 dm + d - d2)(8m3 t (12 t 4d) mZ+(2+4dt2d2)m+(d3+d2-d-1) 
- 16d(m4 + 2m3 t m”)) = d(d’ - 1)’ (4.3) 
md hence 2m + 1 - d ( (d’ - 1)‘. Similarly, using the fact that p and q are 
ntegral, we find 
2m t 1 / (16d2 - l)(d’+ 1), 
2mtl-2d/(4d2-1)(4d2t1). 
(4.4) 
Using the necessary conditions from (4.3) and (4.4) one can search for 
,ossible parameters. A computer search was used for d < 100, k < lo*’ and 
only the following four parameter sets were found. We can have k = I= 2 on 
j vertices which gives the 6 cycle. As described in Section I, it can be 
ierived from the Moore with k = 3 (Petersen graph). We can have k = I= 6 
In 42 vertices and the graph is given in [3] in the construction of the Moore 
graph with k = 7. We can have k = 1= 56 on 3192 vertices. If the graph 
:xists, it would yield the Moore graph with k = 57 after a suitable bordering 
)f its adjacency matrix. Finally we have k = 6, 1 = 4 on 40 vertices. Such a 
graph is displayed in the next section. 
It is surprising that the possible parameters are so rare, nearly as rare as 
hose of Moore graphs. One would now conjecture that no other parameters 
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are possible. We were unable to combine (4.3) and (4.4) to prove this 
conjecture. It must be fairly difficult to prove since we have found pairs k, 1 
with 1 j k’, where p is integral and q is not and vice versa. 
5. MOORE TYPE GRAPH WITH k=6,1=4 
Let 
S= 
0 0 z z 0 
0 0 0 z z 
Z 0 0 0 z 
Z z 0 0 0 
0 z z 0 0 
___I__-- --- -~~ 
0 c c= z c3 
c3 0 c c2 z 
z c3 0 c c2 
c2 z c3 0 c 
c c= z c3 0 
0 c z c= c: 
c3 0 c z c; 
c= c3 0 c z 
z c= c3 0 0 
c z c= c3 0 
___ _.__ - ...__.~._ 
0 z 0 0 z 
z 0 z 0 0 
0 z 0 z 0 
0 0 z 0 z 
Z 0 0 z 0 
where C is the circulant matrix of order 4. We have 
S2 + S = J,, - K4,,,4 + 6Z,, 
I- 
, 
> (5-l) 
(5.2) 
and so S is a Moore type graph with parameters k = 6, I= 4. We will use 
the fact that 5’ splits into block circulants to shorten our exposition. We do 
not attempt to prove the uniqueness of S. 
Remark. If we assume a solution S of (5.2) splits into blocks of order 4 
with equal row and column sums, i.e., permutation matrices and zero 
matrices, then the pattern of zero blocks is unique. 
Proof: From Eq. (5.2) we know that there are zero blocks down the 
diagonal. Reduce S to P = (pii) of order 10, where pij = 1 if the (i, j) block 
of S is a permutation matrix and pu - 0 if the block is a zero matrix. Then P 
has line sums 6. Recalling that the product of permutation matrices is again 
a permutation matrix and four are required to sum to J4, then 
P2+P=2Z+4J. (5.3) 
Looking at the zero’s off the main diagonal, we let A = J - P -- I. Then 
A*+A=(J-P-Z)(J-P)=2Z+J. (5.4) 
But this has as its unique solution the Petersen graph, the Moore graph with 
k = 3, and so the zero blocks ,of S off the main diagonal form the adjacency 
pattern of the Petersen graph. We have ordered the blocks to correspond to 
the labelling in Fig. 2. 
It is interesting to consider the complex hermitian matrix H of order 10 
derived from S by the block substitutions Ck -+ (i)k and 0 + o. Then H 
satisfies 
HZ f H = 61, HJ= 2.J. (5.5) 
Remark. The automorphism group of the graph S is isomorphic to 
c,xs,. 
Proof. We note that the block structure of S forces any automorphism of 
the graph to split into a permutation of the blocks and permutations within 
the blocks with the blocks fixed. 
The possible permutations of the blocks correspond to the automorphisms 
of the Petersen graph whose automorphism group is isomorphic to 5,. We 
try permutations of order 2 and order 5. In applying the block permutation 
(25)(34)(710)(89) corresponding to a reflection of the Petersen graph we 
obtain (in block circulant form) 
If we let 
(0 0 I I 0) (0 c3 c2 I C) 
I (0 c3 I cz C) (0 z 0 0 I) * 
(5.6) 
FIGURE 2 
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then we find PrTP= S and so the block permutation does induce an 
automorphism. 
Similarly we try a permutation of orders (1 2 3 4 S)(6 7 8 9 10) (rotation 
of Petersen graph) and obtain S immediately without any permutations 
within the blocks. With elements of order 2 and order 5, ‘we conclude that 
every automorphism of the Petersen graph induces an automorphism of S. 
If we fix the blocks, we find that all the remaining automorphisms form a 
group isomorphic to C,. Let 
be the direct sum of 10 permutation matrices of order 4. If P is an 
automorphism, then PTSP = S. From the first row we have 
D;D, = D;D, = DTDs = I. (5.7) 
From the other rows we have 
D;D4 = D;Ds = D;Dg = D;D6 = D;D, = D;D,, = I (5.8) 
and so we conclude D, = D, = ..- = D,,. Now the only matrices D such 
that 
D*CD = C (5.9) 
are D = I, C, C*, or C3. Hence the automorphism group with the blocks 
fixed is isomorphic to C,. We conclude that the automorphism group of S is 
isomorphic to C, x S,. 
We note that this group is transitive since it is transitive on the blocks and 
it is transitive within the first block when the remaining blocks are fixed. 
A similar construction to that used for S might yield a Moore type graph 
T with k = 20, l= 10 on 410 vertices. If we assume the solution splits into 
blocks of order 10, either permutation matrices or zero matrices, then we can 
reduce T to P = (pJ of order 41, where pij = 1 if the (i, j) block of T is a 
permutation matrix and pij = 0 if the block is a zero matrix. Then P satisfies 
P2+P= 101+ 1OJ. (5.10) 
We can find such a matrix by the Paley construction by defining 
Pii = O, 
p.. = ((i -Wl) + 1 
V 2 
(ifj), (5.11) 
where (k/41) is the Legendre symbol. Unfortunately, we have been unable to 
expand P into a solution T. 
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