Introduction
An algorithm for solving a system of linear equations is said to be numerically stable if a solution x, obtained by that method, satisfy a relation {A + E)x = b, where ||.E|| is of order e HAH, e is the relative computer precision. If E = [ejj], A = [ajj] and |eij| are of order f|a«j|, then an algorithm is numerically stable in a componentwise sense. Such problems are considered in [2] , [1] , [11] etc.
An algorithm for solving linear equations is strongly stable for a class of matrices C if for each A £ C, the computed solution to Ax = b satisfies Ax = b, where A 6 C and A is close to A.
Bunch, Demmel and van Loan, [3] , show that any stable algorithm on the class of nonsingular symmetric matrices is also strongly stable on the same matrix class. Smoktunowicz [11] , considers the class of diagonally dominant symmetric matrices and obtain the strong componentwise stability.
In this paper we consider the class of symmetric H-matrices, which includes the class of symmetric diagonally dominant matrices, investigated by Smoktunowicz, and show that if an algorithm is stable for some matrix from that class it is also strongly stable in a componentwise sense. Motivation for such investigation lies in the fact that systems of linear equation with an H-matrix arise frequently in practise. Also, some well-known algorithms are stable for some subclasses of H-matrices, for example Gaussian elimination without pivoting (LU decomposition) on column diagonally dominant matrices etc. For discussion about stability one can see [2] , [3] , [9] and referenced cited there. For some subclasses of H-matrices, matrix W such that AW is an SDD matrix can be found as in the next theorem. Then the matrix AW is an SDD matrix.
H-matrices

Strong stability for symmetric H-matrices
Using a simple generalization of technique given in [11] we obtain more general result given in the next theorem.
Theorem 1. Let A be a symmetric H-matrix, W -diag (wt,w2,..., w n ) regular diagonal matrix such that AW is an SDD matrix and
hjlKI-
If (A + E)x = b, where < e\A\ and i / 0, then there exists a matrix F = F t such that (A + F)x = b, |F| < 3e|j4| and A + F is a symmetric H-matrix.
Proof. Let us introduce vector y as x = Wy.
Then, the system (A + E)x = b becomes (AW + EW)y = b,
where AW is an SDD matrix. From the previous case we can conclude that there exists a symmetric matrix 
