I. INTRODUCTION TO THE SPECIAL ISSUE
T HIS special issue addresses issues in Robot Learning by Observation, Demonstration and Imitation, topics at the heart of an international Symposium on Imitation organised during AISB in Hertforshire in 2005. The special issue contains selected extended contributions both from the symposium participants and the wider academic community following a public call for papers in 2006.
In their paper, Alissandrakis, Nevahiv and Dautenhahn focus on a key problem in imitation, that of body mapping when the demonstrator and the imitator might not share the same embodiment. They approach the problem from a mathematical perspective, formalising body mappings using "correspondence matrices" which allows them to capture different types of associations between degrees of freedom across dissimilarly embodied agents.
Calinon, Guenter and Billard in their paper present a programming by demonstration architecture that extracts the relevant features of a given task and is able to generalise the acquired knowledge to different contexts. The architecture is demonstrated on a humanoid robot learning manipulatory tasks following observation of a human demonstrator.
Belardinelli, Pirri and Carbone present a methodology for learning gaze shifts based on imitation of the gaze shifts of a human demonstrator, wearing a specially designed "gazemachine". This device allows the robot to measure gaze shifts and fixations through mutual vergence, and subsequently generalises the acquired data by learning the scene's salient features and the way saccadic programming is attained.
Wood and Bryson present a paper that addresses skill learning in the domain of a real time computer game where the imitator agent learns how to perform certain tasks within the game's environment following observation of an expert player. The agent learns what contexts are relevant to selecting appropriate actions, what sort of actions are likely to solve a problem, which actions are appropriate in which context, and how to order perception-action pairings when more than on is applicable.
Pardowitz et al in their paper present a system that records, inteprets and reasons over demonstrations of household tasks in an incremental manner. A model-based approach for representing manipulation tasks forms the basis for reasoning about the acquired task knowledge, condensing and interconnecting the acquired data, with the aim of producing more general task knowledge. The acquired data are fused with speech comments acquired during the execution of the task.
Lopes and Santos-Victor in their paper present a developmental strategy for acquiring the capability to learn by imitation. Their system follows a developmental pathway that comprises of three levels, first concentrating on sensory-motor corrodination, and subsequently on world interaction, and imitation. They demonstrate their strategy on a humanoid robot presenting results on the acquisition of perceptual and motor skills.
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