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1 The Medical Student Scheduling problem
Highlights
• Real-life medical student scheduling problem
• Scheduling of internships over the academic year
• Heuristic procedure with different types of decomposition
• Different speed-up techniques to accelerate the dynamic programming
• (Near-)optimal solutions in a very short timespan
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Abstract
In this paper, we consider a real-life medical student scheduling problem in order
to ensure students are able to complete the relevant training program to acquire the
postulated medical proficiency. A training program includes mandatory and elective
disciplines that students are able to select based on their interests and availability.
These internship positions are offered by local hospitals that specify minimum and
maximum staffing requirements. The curriculum manager tries to assign students
to particular disciplines and hospitals while considering the objectives and the large
number of requirements of different stakeholders, i.e. the educational requirements
set by the medical school, the staffing requirements set by the involved hospitals and
the student characteristics. We propose a heuristic solution methodology composed
of a constructive heuristic and two local search heuristics to improve the initial so-
lution. These heuristics embody different complementary neighbourhood structures
derived based on the decomposition of the problem in order to find high-quality
solutions very efficiently. In order to show the stable performance of the proposed
solution methodology, we conducted computational experiments on a comprehensive
synthetic dataset of smaller-sized instances and large-scale real-life instances. Re-
sults demonstrate that our approach can produce (near-)optimal solutions in a very
short timespan. A comparison is made with the real-life approach, demonstrating
significant improvements and the contribution to real-life decision-making.
Keywords: Education, Medical Student Scheduling, Heuristic optimisation, Prob-
lem decomposition
1 Introduction
During different academic years, medical students must attend a one-year residency
training program to complete their clinical training and fulfil specialty board certification
requirements. Each training program embodies a list of disciplines related to specific
∗Corresponding author.
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specialties that are provided by local hospitals with limited capacity. To fulfil the training
program, students must attend all or a subset of these disciplines and practice these
during a certain period. The students have the opportunity to focus on one or more
(sub-)specialties according to their interests. In this way, the curriculum manager has
to construct a schedule assigning all students to different disciplines offered by different
hospitals over the planning horizon while considering the student characteristics (e.g.
preferences, availability), the hospital resources and the educational requirements set
by the training program of the medical school. In practice, this process of building a
student schedule takes weeks without any guarantee that the final schedule is feasible
(Schleyer, 1994; Ryan et al., 2013; Rose et al., 2015).
In this paper, we address the medical student scheduling problem, which is a tactical
scheduling problem and assigns medical students to different disciplines period by period
over a given time horizon. These internships are based on the training program to which
the student has registered. The medical school provides different training programs,
which are linked to the seniority level of the student. The content of each training
program, i.e. the list of involved disciplines, differs from program to program and can
further be customised for individual students based on the list of elective disciplines and
the student preferences to carry out a specific discipline in a particular hospital. The
problem deals with three different stakeholders, i.e. the medical school, the hospitals
and the students. The medical school defines the curriculum design, the relevant disci-
plines and the duration of the training program. In addition, the medical school groups
the disciplines of a training program in a set of mandatory disciplines and one or multi-
ple sets of elective disciplines based on the importance of the disciplines. The involved
hospitals provide a limited number of positions for students in particular wards and
related disciplines leading to the definition of minimum and maximum student staffing
requirements per ward and time period. The medical students are able to express their
preferences related to the relevant disciplines and hospitals to carry out the training pro-
gram. Incorporating these student preferences is highly important since the quality of
the schedule has a significant impact on the students’ life and education and on the de-
livered care to patients but complicate the problem (Cohn et al., 2009; Rose et al., 2015).
The problem under study originates from real-life and is encountered at the Faculty of
Medicine and Health Sciences of the Ghent University (Belgium). This real-life problem
is characterised by multiple conflicting and possibly related objectives, a large number
of constraints and problem features and large problem dimensions, i.e. approximately
320 students, 78 hospitals, 30 disciplines and 24 time periods of two weeks. The faculty
requested a solution methodology with a stable computational performance for different
parameters and settings that is able to find feasible and high-quality solutions, coming
forwards to the large number of student complaints related to the student satisfaction
and fairness. In addition, different software requirements are stipulated, i.e. (i) new
solutions should be calculated in an acceptable timespan as the problem is needed to
be (re-)solved for different groups of students or due to frequent changes of the problem
parameters (e.g. related to the student availability) when setting up an initial sched-
ule; (ii) a seamless integration of the optimisation algorithm into the existing operating
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system of the faculty, which is bounded by certain technical specifications (CPU, RAM,
etc).
Literature revealed that (exact) solution methodologies using MIP or column generation
are evaluated on instances with much smaller problem dimensions, contain significantly
less constraints and problem features and require significant computational resources
and effort. Tackling the real-life large-scale problem under study using these types of
solution procedures, would be computationally inefficient. In order to tackle this prob-
lem, we propose a dedicated heuristic procedure thriving on a constructive heuristic and
two local search heuristics to improve the initial solution. These heuristics embody dif-
ferent complementary neighbourhood structures in order to find high-quality solutions
very efficiently. The multi-objective nature of the problem has been incorporated in the
algorithm design with components focusing on different subparts of the medical student
roster to improve different objectives, thriving on different mechanisms. The construc-
tive heuristic generates an initial solution using a time-based decomposition and assigns
the students to specific disciplines chronologically period by period. The subproblems
resulting from the decomposition embody a transportation problem, which can be solved
very efficiently using the Hungarian algorithm (Kuhn, 1955). The first local improvement
heuristic applies a student-based decomposition to improve the schedules of individual
students, selecting those with the largest potential for improvement. The underlying
subproblem resulting from this student-based decomposition is a single commodity-flow
network problem that is solved via a dynamic programming algorithm that includes
different pruning rules, which dramatically speed up the computational performance.
The second local improvement heuristic uses a decomposition based on the wards and
hospitals. This local search improves those assignments related to a ward, hospital and
period for which the student staffing requirements are violated.
Computational experiments are carried out on a large synthetic dataset of smaller-sized
instances, which has been devised in a controlled and structured manner based upon
different relevant problem parameters, motivated by the real-life problem environment.
The solution procedure is benchmarked by an MIP solution methodology and a branch-
and-price algorithm based on Belie¨n et al. (2007) and is demonstrated to produce (near-
)optimal solutions in a very short timespan. Both the MIP solution methodology and
branch-and-price method require far larger computational effort. Moreover, the dataset
design enables to explore the managerial impact of different problem characteristics and
settings. For real-life large-scale instances, the solution methodology is able to find high-
quality solutions in acceptable CPU times whereas other solution methodologies are not
able to compute a feasible solution in an efficient manner and are not competitive. A
comparison is made with the approach that is currently applied in the faculty, demon-
strating the significant improvements and contribution to real-life decision-making.
The remainder of the paper is organised as follows. In Section 2, we discuss the relevant
literature for the medical student scheduling problem. In Section 3, we give a precise
problem description and a mathematical formulation of the problem under study. Section
4 discusses the heuristic solution methodology. In Section 5, we validate the performance
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of the proposed procedure and explore different settings of the parameters characterising
the methodology. Section 6 provides concluding remarks.
2 Literature Review
The medical student scheduling problem, which assigns internships at different hospital
locations to medical students on a period-by-period basis, has been studied according to
different forms and guises. We review the problem characteristics of the studied problems
in Section 2.1. The relevant solution methodologies from the literature are discussed in
Section 2.2.
2.1 The problem characteristics
The medical student scheduling problem is a complex problem due to the involved stake-
holders, i.e. the medical school, the hospitals and the students. These stakeholders may
have different and conflicting requirements and objectives. An overview of the problem
characteristics visited in the literature is discussed below. Table 1 in the Online Ap-
pendix A provides a literature synthesis and summarises the features considered in this
paper.
Medical school
Educational requirements involve all constraints ensuring a student acquires the required
medical proficiency (Guo et al., 2014). These requirements are linked to the content of
the training program and differ based upon the seniority and the study track of the
students. Several studies consider dedicated hospital resources for different training pro-
grams and solve the problem for different programs separately (e.g. Guo et al., 2014;
Diponegoro and Rukman, 2018; Kraul et al., 2019). When the resources are shared be-
tween different training programs or junior students are coupled with senior students,
different training programs are considered together (e.g. Bard et al., 2013, 2016, 2017;
Proano and Agarwal, 2018). Educational requirements can be customised within bound-
aries based upon the track of study and the interests of an individual student enabling
the student to be a specialist in one particular field (see Ito et al., 2017). Only a few
authors modelled (in)direct precedence relationships between two disciplines (e.g., anaes-
thesiology is a predecessor for general surgery) (Ito et al., 2017; Brech et al., 2019).
Hospitals
Hospitals are in charge of offering the trainings, i.e. the hospitals prepare the accommo-
dation and the attending physicians supervise the students. As a result, many authors
have incorporated student staffing requirements in their problem formulation. Nearly
all studies consider a maximum student capacity (e.g. Smalley and Keskinocak, 2016;
Proano and Agarwal, 2018). In some studies, minimum staffing requirements have been
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imposed since hospitals may count on students as a part of the required staff to cope with
the patient workload (e.g. Ryan et al., 2013; Guo et al., 2014). All studies assumed that
hospital resources are dedicated to a particular discipline, i.e. minimum and maximum
staffing requirements are defined per discipline.
Medical students
Different studies in the literature have accounted for a limited amount of student charac-
teristics. The student availability is a common feature in many studies (e.g. Smalley and
Keskinocak, 2016; Proano and Agarwal, 2018). Further, student preferences to carry
out a particular discipline have been defined by e.g. Smalley and Keskinocak (2016),
Diponegoro and Rukman (2018), Ito et al. (2017). Other student features, such as ability,
requests, hospital-related preferences and history, have not been included before.
Objective function
Multiple objectives have been proposed for the medical student scheduling problem in
the literature. These objectives are related to the different stakeholders, i.e. the medical
school, the hospitals and the students. From the perspective of the medical school,
objectives have been defined to determine as best as possible a fair and equal training
of students (Schleyer, 1994), the assignment of all required disciplines in the training
program (e.g. Guo et al., 2014; Kraul et al., 2019) and the precedence between certain
pairs of disciplines (Ito et al., 2017). In most cases, these educational requirements are
formulated as hard constraints due to their importance. Further, Bard et al. (2013, 2016,
2017) consider the hospital perspective and minimise the violations related to the student
staffing requirements. Last, the literature reveals that most frequently objectives related
to the students have been incorporated. Belie¨n and Demeulemeester (2006, 2007) and
Smalley and Keskinocak (2016) compose a student schedule by considering the student
availability as best as possible. Smalley and Keskinocak (2016), Diponegoro and Rukman
(2018) and Ito et al. (2017) amongst others take the student discipline preferences into
account when assigning the students to particular disciplines. All studies optimise the
objectives of a single or at most two stakeholders. In this paper, we consider objectives
of all involved stakeholders.
2.2 The solution methodology
Solving the medical student scheduling problem to optimality in a real-life environment
is very difficult when different objectives and a large number of requirements are incor-
porated. The problem has been proven to be NP-complete (Guo et al., 2014). Therefore,
finding an optimal solution for a real-life large-scale problem not only requires additional
computational effort but also some technical effort (e.g. reformulating the problem or
developing dedicated solution procedures).
Table 2 in the Online Appendix A provides an overview of the relevant studies indicating
the considered problem size, a categorisation of the proposed solution approach and the
required computational effort as reported in the respective studies. In the literature,
both exact and heuristic methodologies have been devised. Different studies propose a
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greedy heuristic, which thrive on a student-based decomposition and schedule individ-
ual students (e.g. Schleyer, 1994; Diponegoro and Rukman, 2018). In this way, Schleyer
(1994); Guo et al. (2014); Diponegoro and Rukman (2018) try to improve the student
schedule with the lowest number of disciplines assigned. Other authors use mathematical
programming and solve first an easier problem relaxing some functional constraints or
the integrality conditions and then use a heuristic procedure to repair the infeasibilities
related to the relaxed constraints (Franz and Miller, 1993; Bard et al., 2013, 2016; Kraul
et al., 2019). Only a few studies propose an exact solution methodology (Belie¨n and
Demeulemeester, 2006, 2007; Ryan et al., 2013; Bard et al., 2017; Proano and Agarwal,
2018). In order to solve a large-scale variant of the problem, Belie¨n and Demeulemeester
(2006), Belie¨n and Demeulemeester (2007) and Kraul et al. (2019) reformulate the orig-
inal problem into a set partitioning problem using the Dantzig-Wolfe decomposition.
Column generation is applied to solve the LP relaxation of the reformulated model and
either heuristic principles or an exact branching scheme are used to transform the optimal
LP solution into an integer solution. Note that the problems tackled using an optimal
procedure, which requires a significant amount of computational time, contain far fewer
problem features and constraints, optimise only a single objective and are evaluated on
instances with significantly smaller problem dimensions.
3 Problem description and formulation
In this section, we formally describe the Medical Student Scheduling problem that as-
signs medical students to a predefined set and amount of medical disciplines (e.g. internal
medicine) over the course of the academic year in order to ensure the students receive an
appropriate medical training. The planning horizon is divided in multiple time periods,
which have a length of e.g. one month, and students are assigned to disciplines period
by period. The schedule has to be devised for different groups of students, who join dif-
ferent training programs in successive years. Hence, these training programs and the set
of involved disciplines are linked to the students’ seniority level and study track. During
a particular training program, students are assigned to disciplines across different wards
and hospitals, where they work during one or multiple (successive) periods under the
supervision of an attending physician to ensure that they acquire the required compe-
tencies. The problem is inspired by the real-life practices at the Faculty of Medicine
and Health Sciences of the Ghent University (Belgium) and is characterised by many
complicating constraints (Section 3.1) and multiple objectives (Section 3.2) related to
the three main stakeholders, i.e. the medical school, the local hospitals and the medical
students.
The presented formulation for the Medical Student Scheduling problem under study is
a mixed integer linear mathematical model thriving on two main decision variables, i.e.
the assignment variable vsdth, which indicates the assignment of student s to discipline
d, time period t, hospital h, and a network flow decision variable ysd¯dh, which indicates
that discipline d in hospital h is assigned to student s after completing discipline d. The
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network flow variables are used in a multi-commodity network flow model, which con-
sists of a set of nodes representing the disciplines to which the students can be assigned
and a dummy start node initiating all flow. The dummy start node is indicated by the
dummy discipline 0. The arcs in the network flow model represent the flow between
two disciplines that are carried out in successive order. We make use of the following
notation:
Sets
P The set of training programs (index p)
S The set of students (index s and s)
T The set of time periods in the planning horizon (index t)
D The set of disciplines (index d and d)
G The set of discipline groups (index g)
W The set of wards (index w)
H The set of hospitals (index h)
R The set of regions (index r)
Parameters
Medical school
ρsp 1, if student s follows training program p; 0, otherwise
κsgp The total number of disciplines student s must attend from discipline group g in
training program p
ϕsdgp 1, if discipline d is included in training program p, discipline group g for student s;
0, otherwise
Dudp Duration of discipline d in training program p
Skddp 1, if the precedence relationship (d, d) is defined in training program p, i.e. discipline
d¯ has to be carried before discipline d; 0, otherwise
ζhosphr 1, if hospital h is located in region r ; 0 otherwise
ζcaptr The number of students that can use the accommodation capacity in time period t,
region r
Λp The maximum number of disciplines that students can fulfil in a particular hospital
during training program p
Hospitals
ξdwht 1, if discipline d can be carried out in ward w, hospital h, period t
DemMinwht Minimum student requirements for ward w, hospital h, period t
DemMaxwht Maximum student requirements for ward w, hospital h, period t
RESMaxwht Maximum reserve capacity for ward w, hospital h, period t
EMRMaxwht Maximum emergency capacity for ward w, hospital h, period t
Medical students
Avst 1, if student s is available during time period t ; 0, otherwise
Absdh 1, if student s has the ability to carry out discipline d in hospital h; 0, otherwise
ff sdhp 1, if student s has already fulfilled discipline d in hospital h related to training
program p in the past; 0, otherwise
fhstd 1, if student s requests to fulfil discipline d in a hospital abroad in time period t ; 0,
otherwise
FHddp 1, if discipline d is required to be carried out in advance before discipline d is followed
abroad in training program p; 0, otherwise
ζstudsr 1, if student s needs to make a major transfer to region r and is eligible for using the
accommodation provided by the medical school; 0 otherwise
Pross 1, if student s is a prospective student; 0, otherwise
Prdiscsd Preference score for student s to perform discipline d
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Prhospsh Preference score for student s to perform a training in hospital h
PrtrPrpd Preference score to perform discipline d in training program p
ωdiscs A weight (≥ 0) related to the discipline preferences for student s
ωhosps A weight (≥ 0) related to hospital preferences for student s
ωtrPrp A weight (≥ 0) related to general discipline preferences in the training program p
ωchngs A weight (≥ 0) related to changes between hospitals for student s
ωwaits A weight (≥ 0) related to waiting times for student s
Objective function weights
αp A weight (≥ 0) related to the total preference value for all students in program p
βp A weight (≥ 0) related to the worst obtained desire in program p
γ A weight (≥ 0) related to using reserve capacity
δ A weight (≥ 0) related to using emergency capacity
λ A weight (≥ 0) related to unused accommodation
ϑ A weight (≥ 0) related to the shortage of students
Decision variables
Medical schools
y
sddh
1, if student s follows discipline d in hospital h directly after discipline d; 0, otherwise
vsdth 1, if student s starts discipline d in hospital h, time period t ; 0, otherwise
Hospitals
Reswht The total used reserve capacity related to ward w, hospital h, time period t
Emrwht The total used emergency capacity related to ward w, hospital h, time period t
SlD+wht The shortage of the number of students below the minimum student requirements
related to ward w, hospital h, time period t
Sl+tr The deficit number of students below the minimum student requirements related to
region r, time period t
Medical students
Dess The aggregated desire score for student s
Desminp The worst desire for a particular student obtained in training program p
Wsd The number of time periods student s has to wait before starting discipline d
Chsd 1, if student s changes from hospital to carry out discipline d ; 0, otherwise
3.1 Schedule requirements and constraints
Medical school
The medical school sets different educational requirements as it is responsible for the
quality of the training program for different (groups of) students in order to ensure that
each student acquires the intended final competences. A training program involves a set
of disciplines, which are categorised into groups by the curriculum manager based upon
e.g. the importance of the discipline in the training program, the type of discipline. As a
result, different groups, comprised of particular disciplines, are constructed for different
students in a particular training program. The notion of groups is typically used to create
one group of mandatory disciplines, which have to be followed by the student, and one or
multiple groups of elective disciplines, from which the student can select one or multiple
disciplines. Students are obliged to attend a predefined minimum number of disciplines
from each group during the scheduling horizon (constraint (1)). The constraint takes a
student has already fulfilled some disciplines of the training program in the past. When
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the student rejoins the training program, he does not have to retake these disciplines.
Note that though it is possible that a particular so-called mutual discipline is included
in different groups for a particular student, the total number of disciplines a student
must fulfil from the different discipline groups in the training program is equal to a
predefined number, i.e. the minimum required number of disciplines summed over all
discipline groups (equation (2)). The constraints (1) and (2) are only listed for the
relevant training program of a student (ρsp = 1). Since the same disciplines may occur
in different training programs, constraint (3) imposes that a student cannot be assigned
to a discipline that has been carried out before in another program.
In order to ensure a feasible training program for each student, different flow constraints
and start time constraints are imposed y
sddh
(constraints (4)-(9)). Equation (4) indicates
that in the network flow model the flow for each student is originated from the dummy
start node. Equation (5) indicates that a particular discipline cannot be succeeded by
the same discipline or the dummy start node. Constraint (6) is a flow conservation
constraint imposing that starting from the preceding discipline d, discipline d can only
be selected if there is also a preceding discipline d for d, such that there is a feasible flow
between disciplines. Constraints (7) and (8) determine the start time for each discipline
d, which is calculated as the start time and duration of the preceding discipline d plus
the waiting time before discipline d. These constraints rely on the network flow variables
ysddh to make the constraint relevant or redundant. The medical student carries out each
discipline for a certain duration, which may vary between training programs. Equation
(9) stipulates that each discipline can only have one start time when selected.
Further, there may be an (indirect) precedence relationship defined between a certain
pair of disciplines, i.e. a specific discipline can only be performed if the student has
completed the mandatory preceding discipline in an earlier period (constraint (10)).
Note that the preceding discipline may already be fulfilled in the past. In addition,
the hospitals, to which students are assigned to carry out the disciplines, are located in
specific regions and minimum/maximum demand requirements can be postulated for all
student positions in a particular region. More specifically, the visited medical school has
for some regions an accommodation (dormitory) at its disposal for which they want to
ensure the utilisation as best as possible and a minimum number of students should be
assigned to hospitals located in those regions (constraint (11)).
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∑
d
ϕsgdp ·
∑
dh
ysddh +
∑
h
ff sdhp
 ≥ κsgp ∀s, g, p| ρsp = 1 (1)
∑
ddh
ysddh +
∑
dh
ff sdhp =
∑
g
κsgp ∀s, p| ρsp = 1 (2)
∑
dh
ysddh +
∑
hp
ff sdhp ≤ 1 ∀s, d ≥ 1 (3)
∑
dh
ys0dh = 1 ∀s (4)
∑
sdh
ysddh +
∑
sd¯h
ysd¯0h = 0 (5)
∑
dh
ysddh ≤
∑
dh
y
sddh
∀s, d (6)
∑
th
t · vsdth ≥Wsd +
∑
th
t · vsdth +Dudp −BM
(
1−
∑
h
ysddh
)
∀s, d, d (7)
∑
th
t · vsdth ≤Wsd +
∑
th
t · vsdth +Dudp +BM
(
1−
∑
h
ysddh
)
∀s, d, d (8)
∑
t
vsdth =
∑
d
ysddh ∀s, d, h (9)∑
th
t · vsdth +BM · (1−
∑
th
vsdth) ≥
Skddp ·
∑
t
t · vsd¯th −BM ·
∑
hp
ff sdhp
 ∀s, d, d (10)
∑
sdh
t≤t∑
t≥t−Dudp
ζhosphr · ζstudsr · vsdth + Sl+tr ≥ ζcaptr ∀t, r (11)
Hospitals
The students carry out the disciplines at different hospitals. Each hospital is composed
of a number of wards referring to the physical place, where the student can carry out a
specific set of disciplines. The student staffing requirements are defined on the ward level,
which is the smallest entity for which a unique number of available student positions
are defined. This resource capacity may be dedicated to one single discipline or shared
between different related disciplines (e.g. ’Basic gynaecology’ and ’Specialised gynae-
cology’). Note that if a single department in the hospital has distinct, unique positions
for two (related) disciplines, the student staffing requirements are modelled by defining
two ward entities with appropriate staffing requirements. For each ward and hospital, a
minimum and maximum student requirement is imposed, which may be different from
period to period, indicated via equation (12) and constraint (13), respectively. Students
of different training programs are summed as they may be competing to carry out a
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particular discipline at a specific ward and hospital. In order to ensure the minimum
student requirements will be covered, only prospective students are considered when
assigning the minimum number of students to a particular ward. Prospective students
are students that will hopefully continue their education and is based on the judgement
of the curriculum manager taking the students’ past study results into account. The
maximum student requirements postulated for a particular discipline at a specific ward
and hospital is relaxed and can be augmented by so-called reserve capacity and emer-
gency capacity at a particular cost. The reserve capacity is the additional number of
positions on top of the regular maximum staffing requirements. The emergency capac-
ity is the additional number of positions on top of the regular maximum and reserve
student requirements and is only called upon in extreme situations if there are no other
possibilities for assigning students. Constraints (14) and (15) impose the upper bounds
for respectively reserve and emergency capacity in each ward.
∑
sd
t≤t∑
t≥t−Dudp
ξdwh · Pross · vsdth + SlD+wht = DemMinwht ∀t, w, h, p (12)
∑
sd
t≤t∑
t≥t−Dudp
ξdwh · vsdth −Reswht − Emrwht ≤ DemMaxwht ∀t, w, h, p (13)
Reswht ≤ RESMaxwh ∀ t, w, h (14)
Emrwht ≤ EMRMaxwh ∀ t, w, h (15)
Medical students
A student can only attend a discipline in the training program during a period conform
to the student availability (constraint (16)) and the student ability (Constraint (17)).
The student ability refers to the physical ability of the student to carry out a specific
discipline to the hospital rules for accepting students (e.g. a gender-specific rule). In
addition, a student can request in dialogue with the curriculum manager to fulfil a
particular discipline abroad during a specific time period, which is always granted in
line with the university agreements with other institutions. Equation (18) ensures that
a student carries out discipline d abroad based on the student request provided that the
discipline can be elected by the student. Equation (19) sets the requested start time for
this discipline. However, due to different training stipulations in different countries, it
is frequently the case that the student is obliged to follow particular disciplines in his
home country first before going abroad (constraint (20)).
The accommodation of the medical school can only be used by students that need to
make a major transfer from their home location to the region of the hospital(s) in which
they will carry out a discipline. In order to control the number of changes between
hospitals, a maximum can be imposed on the number of different hospitals in which a
student carries out the training program (constraint (21)). For instance, if Λp = 1, the
student can follow only one single discipline in a particular hospital.
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∑
h
Dud · vsdth ≤
t+Dud∑
t=t
Avst ∀s, t, d (16)
∑
d
ysddh ≤ Absdh ∀s, d ≥ 1, h (17)
∑
dg
ϕsgdp · ysdd(h=Abroad) =
∑
tg
ϕsgdp · fhstd ∀s, d ≥ 1, p|ρsp = 1 (18)
∑
t
t · vsdt(h=Abroad) =
∑
t
t · fhstd ∀s, d (19)
∑
t
t · vsdt(h=Abroad) ≥
∑
th
t · vsdth ∀s, d, d|FHddp = 1 (20)
∑
dd
ysddh +
∑
d
ff sdhp ≤ Λp ∀s, h, p| ρsp = 1 (21)
Domain constraints
Constraints (22) state the domain of the variables.
ysd¯dh ∈ {0, 1} ∀s, d¯, d, h
vsdth ∈ {0, 1} ∀s, d, t, h
Wsd, Chsd ≥ 0 ∀s, d
Sl+tr ≥ 0 ∀t, r
Reswht, Emrwht, SlD
+
wht ≥ 0 ∀w, h, t (22)
3.2 Objective function
In order to evaluate the medical student schedule, we consider the objectives of the
different stakeholders, which are as follows:
Medical school
In general, all educational requirements are set as hard requirements. Only the min-
imum accommodation constraint ensuring that a minimum number of students is as-
signed to a specific region, is set as a soft constraint such that the provided accom-
modation is used as best as possible (cf. constraint (11)). In this way, the shortage
related to the number of students assigned to hospitals located in the associated region
is minimised.
Hospitals
Both the minimum and the maximum student requirements per discipline and time
period related to a specific ward and hospital are set as soft constraints (cf. constraints
(12) and (13)). In this way, we minimise the number of students assigned below the
minimum demand threshold. The maximum student requirements are relaxed via the
reserve and emergency capacity using a stepwise penalty cost function. The penalty
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cost for assigning emergency capacity is higher than for assigning students using the
reserve capacity. The number of students that are assigned on top of the regular
maximum student requirements is minimised.
Medical students
A first objective related to the medical students is to optimise the total preference
value summed over all students, which consists of the following components, i.e. (i)
The student preferences for a particular discipline; (ii) The student preferences related
to the hospitals in which they intend to carry out their training program; (iii) A more
general preference for all students following a particular training program to carry out
a particular discipline, devised based on the judgement of the curriculum manager;
(iv) The student preference to be assigned to a single hospital throughout the course
of their training program for organisational reasons. To that purpose, we minimise the
total number of changes for students between different hospitals, which are calculated
via constraint (23); (v) The student preference to carry out their training program in
a consecutive manner without waiting times. To that purpose, we minimise the wait-
ing time between two consecutive assignments. In order to compromise between these
preference objectives, students can assign different weights to the different components
such that individual students can realise a balanced trade-off. In this way, an aggre-
gated preference score is calculated for every student building his/her desire towards
the schedule (constraint (24)). Note that minus signs are assigned to the total number
of changes and the waiting time such that the total preference value is maximised.
The second objective is to maximise the minimum desire score attained by one of the
students in order to improve the fairness between students. Constraint (25) finds the
student with the worst desire score.
Chsd ≥ yiddh −
∑
d
y
sddh
∀ s, d, d, h (23)
Dess ≤
∑
d
(
ωdiscs ·
∑
dh
Prdiscsd · ysddh
)
+
∑
d
(
ωhosps ·
∑
dh
Prhospsh · ysddh
)
+
∑
p
ωtrPrp ·∑
ddh
ρsp · PrtrPrpd · ysddh
−∑
d
(
ωchngs · Chsd
)
−
∑
d
(
ωwaits ·Wsd
)
∀s (24)
Desminp ≤ ρsp ·Dess ∀ s (25)
As a result, the objective function (equation (26)) considers six different objectives, i.e.
we (1) maximise the total preference value summed over all students, (2) maximise the
worst desire score for one particular student to improve the fairness between students,
(3) minimise the usage of reserve capacity, (4) minimise the usage of emergency capacity,
(5) minimise the student shortage below the minimum demand threshold set per ward
and hospital, and (6) minimise the underutilisation of the accommodation capacity of the
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medical school. The aggregation is done based on a scalarisation function formulating the
objective as a weighted sum with appropriate weights since different objective function
components are interrelated (e.g. the total preference value and the minimum desire of
the worst student schedule, the use of reserve and emergency capacity).
Maximize Z =
∑
sp
ρsp · αp ·Dess +
∑
p
βp ·Desminp −
∑
wht
γ ·Reswht
−
∑
wht
δ · Emrwht −
∑
tr
λ · Sl+tr −
∑
wht
ϑ · SlD+wht
(26)
4 Solution Methodology
In the literature, different recent methodologies for the student scheduling problem thrive
on MIP and mathematical programming (e.g. Ito et al., 2017; Proano and Agarwal, 2018).
However, the problem dimensions and features considered in these studies are signifi-
cantly smaller compared to the scale of the real-life problem encountered in this paper
(320 students, 78 hospitals, 30 disciplines and 24 time periods), which leads to more than
12×106 binary decision variables and 10.5× 106 constraints, rendering an MIP solution
methodology computationally intractable for the problem under study and incompatible
with the objectives of the faculty. As a result, we propose a heuristic procedure, further
denoted as the TSPD-heuristic, to solve the Medical Student Scheduling problem relying
on a constructive heuristic and two local search heuristics trying to improve the con-
structed initial solution. We organise the solution representation by a set of assignment
variables with three indices for which a single variable embodies the assignment of a
student to a discipline and hospital (i.e. an available internship position) at a particular
time period. In this way, a solution to the problem is represented by a three-dimensional
assignment matrix where each cell corresponds to such an assignment variable.
Each heuristic decomposes the problem and optimises a series of smaller problems ex-
ploiting the underlying problem structure. The different heuristics apply complemen-
tary neighbourhood operators, which are based upon the selection of a specific subset of
(student, period, position)-combinations and (re-)optimise the student assignments in
different ways, using different optimisation mechanisms dedicated to the problem under
study. The multi-objective nature of the problem has been incorporated in the algorithm
design as the local search heuristics focus on the improvement of different objective com-
ponents in order to create a well-balanced solution. The effort devoted by the local search
heuristics is controlled by input parameters and the roster should not be visited entirely
in order to improve the roster. Only some parts of the roster will be reconsidered based
on the objective function values and the improvement potential.
The solution approach is initialised via a constructive heuristic for which a time-based
decomposition (TD) of the problem is conducted (Section 4.1). The constructive heuris-
tic creates a medical student schedule chronologically period by period by optimally
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allocating a feasible position, i.e. a ward-hospital assignment, and associated discipline
to each student. Rationally, the assignments in previous time periods will impact the
solution in the next time period. In order to obtain an initial solution of high quality,
both an appropriate cost function and the set of feasible assignments need to be defined,
which are updated dynamically for each time period based on the assigned positions in
the past. The resulting solution is improved via two different local search heuristics,
which try to improve particular objective components. The first improvement heuristic
exploits a student-based decomposition (SD) to improve the schedule student by student
by finding their best possible schedule given the (fixed) schedules of all other students
(Section 4.2). This local search has been particularly devised (i) to ensure the feasibil-
ity towards sequence-related assignments (e.g. imposed via precedence constraints) and
(ii) to improve the objective related to the student desire by focusing on the individual
schedules of the students with the largest improvement potential. This candidate stu-
dent selection has a positive impact on the fairness objective to maximise the quality of
the student’s schedule with the worst score. The second improvement heuristic thrives
on a position-based decomposition (PD), that improves the schedule assignments posi-
tion per position (Section 4.3). This local search tries to improve primarily the student
schedule related to those positions for which the student staffing requirements are not
satisfied and reserve or emergency capacity has been used.
4.1 The constructive heuristic via Time-based Decomposition (TD)
In order to construct an initial solution, the student scheduling problem is decomposed
on a period-by-period basis into subproblems, which are solved in a chronological or-
der given the (fixed) assignments of the students in previous periods. The constructive
heuristic assembles an initial solution by optimally allocating a feasible ward-hospital
assignment or a waiting period to each student per time period. Based on this ward-
hospital assignment, the best discipline is allocated to a student. The underlying struc-
ture of the subproblem, related to a single period, embodies a transportation problem
(Ahuja et al., 1993) that assigns students to available positions during a particular period
minimising the total assignment cost. The subproblem can be depicted on a bipartite
graph consisting of a set of supply nodes, i.e. the available students, with a supply
equal to 1 and a set of demand nodes, i.e. the available ward-hospital positions, with
a demand equal to 1. The underlying assignment problem is solved to optimality using
the Hungarian algorithm (Kuhn, 1955) for the given cost matrix, which is constructed
as follows, i.e.
• Matrix structure: In constructing the assignment matrix for a particular pe-
riod t, the rows are related to the available students whereas the columns are
related to the available positions associated with a particular ward and hospital.
In order to model the student requirements correctly, we duplicate each column
related to a particular position such that each position has a number of columns
equal to the sum of the regular maximum student requirements plus the reserve
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capacity and the emergency capacity. Each column represents an available posi-
tion pos(t, w, h, k, lmin, lres, lemr), which can be identified based upon a number of
features, i.e. the time period (t), the related ward (w) and hospital (h), a demand
counter (k) and different labels indicating whether the position is associated with
the minimum student requirements (lmin), the reserve capacity (lres) or the emer-
gency capacity (lemr). The different labels show a boolean value indicating true
(1) or false (0). For example, pos(1, 1, 1, 5, 0, 0, 1) is related to the position for time
period 1, ward 1, hospital 1. This label is related to the 5th position for this ward
and hospital and represents the emergency capacity (lemr = 1).
The assignment matrix considers a column for every position related to every ward
and hospital, totalling
∑
wh(Dem
Max
wht + Reswht + Emrwht) columns for time pe-
riod t. Further, dummy columns are added equal to the number of students (|S|)
representing a free period or waiting position for a student. In addition, dummy
rows representing dummy students are included in order to balance the matrix.
• Cost structure: Based upon the (dummy) student and the position representa-
tion, a two-dimensional cost matrix is created based upon which the assignments
are carried out. This cost matrix plays a crucial role in the Hungarian algorithm
such that not only the objectives are properly represented but also infeasible as-
signments are avoided as best as possible. Each element CTDsj in the cost matrix,
related to the cell (student s, position j), considers the following components, i.e.
(i) the individual and general student preferences for hospitals and disciplines; (ii)
the student availability; (iii) the student ability; (iv) the penalty costs related to
the minimum demand, reserve and emergency capacity; (v) penalty costs in order
to ensure the precedence between certain pairs of disciplines; (vi) student requests
to fulfil a particular discipline abroad; and (vii) costs related to unused accommo-
dation. Related to the defined objective function (eq. (26)), only the objective
related to the maximisation of the quality of the worst schedule is not considered
(cf. eq. (25)).
Note that the definition of this cost function structure is very flexible. A change
in the coefficients of the objective function impacts the resulting roster. In this
way, the cost structure can be changed in between different subproblems to direct
the solution in a specific direction (e.g. to guarantee the feasibility related to some
pre-assigned duties, which is common in the real-life environment).
The constructive heuristic includes a dedicated method to adapt the solution resulting
from the Hungarian method to a solution suitable for the problem under study. The
assignments done in the Hungarian method are related to a specific ward and hospital.
However, the training programs and the student preferences are based on the fulfilment
of disciplines. When multiple disciplines can be carried out in a single ward, we have
to determine the discipline to be assigned to the student, which is specified using the
following basic rules: (1) the discipline must be related to the training program of the
student; (2) the discipline has not been fulfilled in the past; (3) the student has the
required physical ability and necessary competences; (3) the higher the preference for a
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discipline, the higher the ranking of the discipline; (4) a discipline that is involved as
a predecessor discipline in a precedence relationship has a higher ranking compared to
other disciplines. The discipline with the highest ranking is selected.
Since the medical student scheduling problem considers multiple periods, which are
solved in a chronological order, the solution in previous time periods impacts the cost
matrix in the next period. As a result, the matrix and the related costs are gradually
updated each time period and the method can be labelled as a dynamic optimisation
method. In this manner, we are able to perform some constraint lifting via changing the
cost structure in order to steer the initial solution towards a feasible solution. This fea-
sibility is primarily related to the staffing requirements and consecutiveness constraints,
referring to the precedence relationship between disciplines. Consequently, the prece-
dence constraints (10) and (20) are relaxed and set as soft constraints. These constraints
may be violated at the expense of a penalty cost to ensure feasibility as best as possible.
All other constraints defined in Section 3 are considered as hard constraints. However,
due to different discipline durations, which may span multiple time periods, the con-
structive heuristic cannot guarantee the feasibility towards constraints (1) and (2) since
an insufficient number of disciplines may be assigned to a student. Violations of these
hard and soft constraints are repaired via the improvement heuristics, which consider
all constraints (eqs. (1)-(25)) as hard constraints.
4.2 Improvement heuristic via Student-based Decomposition (SD)
In order to improve the initial solution, we decompose the student scheduling problem
student per student and optimise the schedules of individual students given the (fixed)
schedules of all other students. The improvement heuristic reconsiders all discipline-
hospital assignments allocated to a particular student. In this way, the algorithm is
able to improve sequence-related assignments involving different time periods, the stu-
dent total preference value objective and potentially the related fairness objective. In
Section 4.2.1, we discuss the selection of the candidate students for which this im-
provement heuristic is exercised. The underlying structure of a single subproblem is
a single-commodity network flow problem that assigns a particular student to available
discipline-hospital positions from his/her list over the planning horizon minimising the
total assignment cost. The subproblem can be depicted on a suitably defined acyclic
graph consisting of two special nodes, i.e. a source and sink node, and a set of trans-
shipment nodes representing the relevant discipline-hospital assignments for the student
and the waiting position for every period. Since we solve the problem for an individual
student given the fixed schedules of the other students, only the available remaining po-
sitions are taken into account. An arc (a,b) models a feasible direct succession relation
between node a, representing a relevant position at period t, to node b, representing the
position assignment to the student at period t + 1. The cost associated with the arc
(a, b) refers to the assignment cost of the position reflected by node b to the student,
which is calculated similarly as the cost for an element in the cost matrix related to
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the Hungarian method (cf. Section 4.1). The problem is a resource-constrained shortest
path problem since different resource constraints are taken into account and is solved
via a dynamic programming algorithm (Dreyfuss and Law, 1977), which is discussed in
Section 4.2.2.
4.2.1 Candidate students
The improvement heuristic is utilised to improve the schedule quality of a limited number
of students, which are selected based on two criteria, i.e.
- All students for which their schedule is infeasible are selected. As a result of
the time-based decomposition employed in the constructive heuristic, a student
schedule may be infeasible due to the wrong choice of discipline (e.g. possibly a
discipline with a long duration and high desire was selected, leading to too few
disciplines carried out by the student).
- A percentage (SD%) of the students is selected in order to improve their desire
score. These students are selected based on the difference between the maximum
desire that the student can attain and the desire score of his/her schedule. The
higher this difference is, the higher the rank of the student to be selected. In
this way, we focus on those students for which the desire score has the largest
potential for improvement and on the maximisation of the total preference value.
Note that as a result of the definition of this criterion, the improvement procedure
will frequently visit those student schedules with the lowest desire score such that
also the objective related to the minimum desire score can be improved.
4.2.2 Dynamic programming
In the proposed dynamic programming solution procedure, a stage corresponds to a sin-
gle period and we define PListsg as the ordered list of positions that has been assigned
to student s in previous stages during the course of the algorithm. The list PListsg is
related to the discipline group g from which disciplines are carried out and the involved
hospitals. Note that a visited waiting position, denoted as dw, is also added to PListsg.
The problem at a particular stage can be described as finding the position (pos) to be
added to the list which has the lowest cost, denoted by C(pos, PListsg). In the problem
under study, we assume that disciplines may have different durations, which impacts
the stage design in the dynamic programming algorithm. The developed dynamic pro-
gramming algorithm uses a forward scheme, which implies that the selected position
must start at period t =
(∑
d∈PListsg Dudp +
∑
dw∈PListsg Dudwp
)
(with Dudwp = 1). If
Copos,pos is the cost associated with arc (pos,pos), then C(pos, PListsg) can be formu-
lated recursively as follows:
C(pos, PListsg) = min
pos
{C(pos, PListsg \ {pos, pos},∀ g) + Copos,pos} ∀g (27)
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Equation (27), implies that, the cost for adding the new position pos to the student’s
schedule is only dependent on the previous position pos. In order to limit the number
of nodes explored in the dynamic programming tree, we included the following pruning
rules (PR) in the algorithm:
PR1. An optimal decision in any state for a student is independent of the sequence of
previously assigned positions, i.e. discipline-ward-hospital assignments. Considering the
sequence with the lowest cost is sufficient.
Using this lemma, the sequence with the lowest cost dominates all other sequences with
a different ordering of the positions. Other sequences with a higher cost will be pruned.
The cost is only dependent on the violations of the staffing requirements and the hospital
change cost as the student desire is indifferent between different sequences. For example,
assume that a student is assigned in the current stage to position Pos3, which is the
optimal decision regardless of the order of decisions that are taken in previous stages
(e.g. Pos1 − Pos2 − Pos3 or Pos2 − Pos1 − Pos3). Only the sequence with the lowest
cost will be retained. In the following, we discuss several incremental extensions of this
pruning rule.
PR1-1. An optimal decision at state t+1 for a student is independent of the previously
assigned positions defined by PListsg, which are characterised by a sequence of disci-
plines DLists = {d1, d2, . . . , dt} and sequence of hospitals HLists = {h1, h2, . . . , ht}
with ht and dt representing the hospital and discipline assigned in stage t. Rearranging
both list orderings for the hospitals and disciplines independently from each other will
create a new list of positions. The ordering for both the hospitals and disciplines with
the lowest cost dominates all other sequences of hospitals and disciplines.
PR1-2. Consider a path at stage t+ 1 that is characterised by PListsg containing the
decisions of the previous stages, which is further characterised by HLists and DLists.
Assume that for this path the best decision is to assign position ℵt+1 in stage t+ 1. If
there exists any other path PListsg for which the same disciplines have been visited in
previous stages (i.e. DLists = DLists) and the visited hospitals are a strict subset of
the hospital visited by the former path PListsg (i.e. HLists ⊂ HLists), we are able to
retain only the path with the lowest cost and prune the other path(s).
PR1-3. If the student can carry out all his disciplines in the same hospital (i.e.
Λp =∞), extension 1 and 2 can be considered without taking HLists into account.
PR2. Suppose that Λp = 1, i.e. a student has to change between hospitals whenever a
discipline has been carried out. If there is, in any state, a set of mandatory disciplines
(DMs , index d¯) that a student s is required to carry out in later stages (e.g. due to the
number of disciplines κsgp or a precedence relationship), a discipline d ∈ D \ DMs can
be dominated by a discipline d¯ ∈ DMs if the following conditions hold: (i) the dominated
discipline d has the same duration as the dominating discipline d¯; (ii) the dominated
discipline d uses reserve or emergency capacity; (iii) the dominating position d¯ satisfies
the minimum staffing requirements; (iv) the dominating position d¯ uses the available
accommodation in a region. If these conditions are true, the dominated discipline d can
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be neglected in the particular state.
PR3. Because of unequal discipline durations, it may occur that a path spans the entire
planning horizon and is completed whereas other paths may not be completed yet. At that
time, the completed path provides an incumbent solution value and a bound can be calcu-
lated for the incomplete paths by adding the lowest cost positions to the incomplete paths
until they are completed. Whenever the bound for an incomplete path returns a worse
solution value compared to the incumbent value, the incomplete path is pruned.
4.3 Improvement heuristic via Position-based Decomposition (PD)
In order to further improve the solution, we decompose the student scheduling problem
position per position to reduce the number of violations related to the minimum and
maximum student staffing requirements. The student shortages and the usage of reserve
and/or emergency capacity is minimised by changing the sequence of positions in the
roster of involved students via swapping whereas the attained student desire score is not
deteriorated. In Section 4.3.1, we discuss the selection of the candidate positions and
students. The neighbourhood of the swapping heuristic is discussed in Section 4.3.2.
The swapping heuristic is a hill climbing method, i.e. whenever a pairwise change leads
to a schedule with a higher quality, the improved new schedule is retained.
4.3.1 Candidate positions and students
This heuristic considers only those positions characterised by a ward and hospital for
which students are assigned to reserve and/or emergency capacity. These positions
are visited in a chronological order. For each position, all students that are assigned
to the particular position, are candidates for potentially changing their schedule via
the swapping of their assignments. From this set of candidate students, an individual
student is randomly selected.
4.3.2 Swapping mechanism
The neighbourhood structure is defined by interchanging the discipline assignments of
the selected student between the time period related to the candidate position under
consideration and another time period during which the student is assigned to another
discipline. The other time period is preferably characterised by a student shortage for
the discipline associated with the candidate position. If none such a time period is
eligible, the other time period is selected randomly. Only time periods are eligible for
which the feasibility related to the precedence relations and mandatory student requests
is retained. For example, assume that student s1 is allocated to the (student, period,
position)-assignments (s1, t1, d1-h1) and (s1, t2, d2-h2). Interchanging the disciplines
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between these two assignments will lead to the triplets (s1, t1, d2-h1) and (s1, t2, d1-
h2). Both pairs of assignments contain the same number of hospital changes, the same
disciplines and hospitals and therefore result in the same desire score for the student.
However, the reserve and emergency capacity usage and possibly the student shortage
may decrease in which case the change will be retained. For a specific position, this local
search continues until every candidate student has been visited or until the violations
related to the maximum student staffing requirements has dropped to zero. This local
search is conducted for multiple positions until a predefined percentage PD% of the total
number of relevant positions with reserve and emergency capacity has been visited. The
positions are ranked based on the violations of reserve and emergency capacity.
5 Computational experiments
In this section, we provide computational insights into the proposed procedure. In
Section 5.1, we describe the test design and elaborate on the methodology based on which
a large synthetic dataset of smaller-sized instances is constructed. In Section 5.2, we
demonstrate that the proposed approach is able to deliver a stable performance leading
to high-quality solutions on the designed set of synthetic smaller-sized instances and
provide managerial insights for different input parameter settings. Section 5.3 assesses
the computational impact of the improvement heuristics and their parameter settings
on the solution quality. In Section 5.4, managerial insight is provided in the impact of
different objective weight settings. Section 5.5 validates the applicability of the algorithm
on large-scale real-life instances retrieved from the Ghent University and makes the
comparison with the real-life approach, currently applied at the faculty. The proposed
algorithm was coded in C#, and all tests were carried out on a Windows PC with Corei7
- 3.40GHz CPU and 8 GB RAM. The applied MIP solver is CPLEX 12.7 with default
CPLEX parameters.
5.1 Input Data
A large synthetic set of test instances, characterised by a wide range of settings, is de-
signed in a controlled and random manner by systematically varying a set of parameters.
These parameters and associated settings are determined based upon the observation,
data collection and analysis of the visited real-life problem environment and are validated
via preliminary experiments and discussions with practitioners of the Ghent University,
Faculty of Medicine and Health Sciences (Ghent, Belgium). These parameters impact
the problem complexity and are relevant for real-life decision-making as they provide
insight into the problem definition. Feasibility checks are performed in order to ensure
that the generated problem instances lead to a feasible solution. Based on the proposed
parameter settings in the tables below (Table 1, 2 and 3), we specified 78,732 (39 × 22)
groups of instances and for each group 5 instances are generated. The dataset is publicly
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available on the Mendeley Data repository (doi:10.17632/7tngjsdc79.1).
Medical school
We consider a one-year planning horizon, which contains 24 time periods of two weeks
(|T | = 24). The school offers training programs for junior and senior students (|P | =
2). The disciplines are organised in a mandatory and an elective group (|G| = 2).
Table 1 contains the medical school parameters that are controlled by setting specific
parameter values. In order to define the duration of a discipline, we first calculate
the average number of disciplines that a student must attend, i.e. TotalDiscp = |D| ·
(DistD,p + RmuD,p) ·
∑
g(DistD,g · Rg,κ). The duration Dudp is randomly selected from
the range [1, |T |TotalDiscp ]. In order to define the precedence relations between disciplines
(Skddp, FHddp), we generate all pairs of disciplines related to a training program and
select a subset of these pairs with a probability equal to RTRel. We include at most
one predecessor for a particular discipline. Based on the real-life data, we consider
only one region with dormitory accommodation for students (|R| = 1). The available
accommodation ζcaptr of the medical school in that region is equal to
|S|
4 for all time
periods.
Table 1: Controlled parameter settings characterising the medical school context
Parameter Description Levels Default
|D| The total number of disciplines in all training pro-
grams.
12, 24 12
DistD,P The parameters specifying the distribution of the
number of disciplines in each training program.
[0.3, 0.7], [0.5, 0.5], [0.5, 0.5]
[0.7, 0.3]
DistD,G The parameters specifying the distribution of the
number disciplines over the different groups of a
training program.
[0.3, 0.7], [0.5, 0.5], [0.3, 0.7]
[0.7, 0.3]
RG,κ The percentage of disciplines that a student must
follow from each discipline group.
[1, 0.2], [0.8, 0.4], [0.8, 0.4]
[0.6, 0.6]
RmuD,P The probability that a discipline from one training
program also belongs to the discipline list of another
training program.
0.00, 0.10, 0.25 0.00
RmuD,G The probability that a discipline from one discipline
group also belongs to another discipline group in the
same training program.
0.00, 0.10, 0.25 0.00
RTrel The percentage of disciplines for which a preceding
discipline is required.
0.00, 0.10, 0.25 0.00
Hospitals
Table 2 contains the hospital parameters that are controlled by setting specific param-
eter values. The number of wards |W | is equal to |D| · RW,D. We define the number of
hospitals equal to |H| = max {TotalDiscpΛp , ∀ p}. A specific ward w is based in hospital
h with a probability equal to RH,W . In this ward and hospital, the main discipline
(d = w) associated with ward w is accessible. In addition, related disciplines (d > |W |)
can be offered by the ward with a probability of (1 − RW,D). The (discrete) student
staffing requirements for each existing ward of a hospital and time period are deter-
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mined in a random manner based on the observation of the real-life case study. The
maximum staffing requirement DemMaxwht is set randomly in the range [1, 3]. The mini-
mum staffing requirement DemMinwht is set to 1 with a 5% probability and is 0 otherwise.
The reserve and emergency capacity (RESMaxwht and EMR
Max
wht ) are set to 1. The pa-
rameter ζhosphr , indicating hospital h is located in region r, is determined upon a uniform
distribution.
Table 2: Controlled parameter settings characterising the hospital context
Parameter Description Levels Default
RW,D The ratio of the number of wards versus the number of disci-
plines, i.e. |W ||D| . The smaller this ratio, the larger the number
of disciplines that need to share the available resource capacity
of the ward entities.
1, 0.75, 1
0.5
RH,W The ratio of the number of hospitals versus the number of
wards, i.e. |H||W | . The smaller this ratio, the smaller the number
of wards in a hospital.
1, 0.75, 1
0.5
Medical students
Table 3 contains the student parameters that are controlled by setting specific parameter
values. Students are assigned randomly to the training program based upon a uniform
Bernoulli distribution. We further assume that all students are available during every
time period of the planning horizon (Avst = 1), are able to perform all disciplines in
the different hospitals (Absdh = 1) and have not fulfilled any discipline in the past
(ff sdhp = 0). Based upon the visited real-life context, a Bernoulli distribution with a
probability of 80% is used to label a student as prospective (Pross). Student requests
to carry out a discipline abroad (fhstd) are randomly generated with a probability Rab.
The discipline is determined based upon a uniform distribution. The parameter ζstudsr
indicating a major transfer of students to region r is determined based on a uniform
Bernoulli distribution. Based on real-life data, all disciplines in the junior program can
be carried out in a single hospital (i.e. Λ1 = ∞). In the program for senior students,
each discipline has to be carried out in a different hospital (i.e. Λ2 = 1).
Table 3: Controlled parameter settings characterising the student context
Parameter Description Levels Default
RAb The probability that a student requested to perform
a discipline abroad.
0.00, 0.10, 0.00
0.25
|S| The number of students in all training programs. 20, 40 20
Objective function
The student preferences Prdiscsd , Pr
hosp
sh and Pr
trPr
pd are selected randomly from the inter-
val of [1, 4]. The weights to calculate the weighted students’ desires (ωdiscs , ω
hosp
s , ωtrPrp ,
ωchngs and ωwaits ) are randomly generated in a range of [1, 4].
In order to aggregate the six main components of the objective function (eq. (26)), an
equal weight setting has been applied, i.e. the objective function coefficients (αp, βp,
         
25 The Medical Student Scheduling problem
γ, δ, λ and ϑ) are set to 1, which is estimated as the most appropriate setting for the
real-life case study (cf. Section 5.4).
5.2 General Performance
In this section, we deliver computational insights into the (stable) performance of the
proposed methodology and managerial insights into the impact of the problem charac-
teristics on the solution quality. To that purpose, we perform different computational
experiments exploring a fractional design that varies the settings of only the most inter-
esting parameters while the other parameters are set to their default value. Experiments
are conducted on smaller-sized instances in order to validate that the proposed heuristic
is able to find high-quality solutions and a benchmark is provided with (i) the com-
mercial solver CPLEX that solves the MIP model proposed in Section 3 with a time
limit imposed of 7,200 seconds and (ii) a dedicated branch-and-price procedure that has
been inspired by the work of Belie¨n et al. (2007) and is tailored to the problem under
study. The description of this procedure together with the problem formulation of the
restricted master and the pricing problem are discussed in the Online Appendix B. For
this procedure, a time limit of six hours is imposed after which only the created but
unexplored nodes are further investigated but no additional branching is performed. In
the remainder, we report the results on all our tests using the following symbols,
Objx,y the objective function obtained by procedure x, component y
Devx
′
x,y
the lower bound deviation of the incumbent solution value obtained by procedure
x in comparison to final solution in procedure x′, component y (=
Objx,y−Objx′,−
Objx′,−
)
%OutPx>x′ the percentage of instances that procedure x outperforms procedure x
′
%OutPx=x′ the percentage of instances that procedures x and x
′ have an equal performance
CPUx,y the required computational time in seconds for procedure x, component y
ObjCzx,y the unweighted solution value of objective component z in the incumbent solution
obtained in procedure x, component y
with x = MIP the MIP solution procedure using the commercial solver CPLEX
x = BnP the branch-and-price procedure inspired by Belie¨n et al. (2007)
x = TSPD the proposed algorithm (cf. Section 4)
y = − the entire TSPD procedure (unless otherwise stated)
z = Des the average student desire score
z = Desminp the minimum desire score for a particular student in training program p
z = ResD the amount of used reserved capacity
z = EmrD the amount of used emergency capacity
z = MinD the student shortage below the minimum staffing requirements
z = RegD the amount of unused accommodation in the different regions
5.2.1 The precedence relations
We discuss the impact of the definition of the precedence relationships between disciplines
by varying the factors RTrel and RAb. RAb specifies the number of student requests to
carry out a discipline abroad, for which another discipline needs to be performed first.
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RTrel stipulates the number of precedence relations between (domestic) disciplines. Table
4 displays the results for the full factorial design.
Table 4: The impact of precedence relations on the general performance
RTRel 0.00 0.10 0.25
Rab 0.00 0.10 0.25 0.00 0.10 0.25 0.00 0.10 0.25 all
TSPD
ObjCDesTSPD,− 59 62 63 61 65 60 61 55 55 60
ObjC
Desp=1
TSPD,− 43 48 52 54 51 54 49 44 38 48
ObjC
Desp=2
TSPD,− 35 31 33 28 31 30 30 34 37 32
ObjCResDTSPD,− 1 1 1 1 0 0 1 2 1 1
ObjCEmrDTSPD,− 0 0 0 0 0 0 0 0 0 0
ObjCMinDTSPD,− 29 37 46 26 17 34 17 21 14 27
ObjCRegDTSPD,− 5 11 0 10 4 14 10 2 13 8
CPUTSPD,− 1.6 2.0 2.0 1.0 2.0 0.8 0.4 0.6 0.8 1.3
DevMIPTSPD,− -0.4% -0.9% -0.4% -0.1% -0.5% -0.1% -0.1% 0.3% 0.2% -0.2%
DevBnPTSPD,− 0.2% 0.0% 0.2% 0.1% 0.1% 0.2% 0.2% 0.4% 0.4% 0.2%
MIP
CPUMIP,− 5939 7260 6878 6047 7322 7433 6314 6825 5916 6659
%OutPMIP>TSPD 40% 40% 40% 0% 0% 20% 20% 60% 80% 33%
%OutPMIP=TSPD 0% 0% 0% 20% 0% 0% 20% 0% 0% 4%
%OutPMIP<TSPD 60% 60% 60% 80% 100% 80% 60% 40% 20% 62%
BnP
CPUBnP,− 6080 9500 1751 2322 868 4134 958 343 178 2904
%OutPBnP>TSPD 20% 20% 80% 20% 60% 40% 40% 60% 100% 49%
%OutPBnP=TSPD 80% 80% 20% 80% 40% 60% 60% 40% 0% 51%
Computational insights - Table 4 shows that the proposed procedure manages to
obtain high-quality solutions with an optimality gap of only 0.2% (DevBnPTSPD,−) within
a very small timespan ranging between 0.4 and 2.0 seconds. A large percentage of the
solutions found by the proposed heuristic are optimal (%OutPBnP=TSPD = 51%). The
latter has been derived based on the benchmark with the branch-and-price procedure,
which is able to solve all instances to optimality within the postulated time limit. The
branch-and-price procedure requires a significantly larger computational effort with CPU
times ranging between 178 and 9500 seconds. When comparing the quality of the ob-
tained solutions, we observe that the heuristic procedure leads to slightly better average
preference scores for the students and a better desire score for the student schedule with
the worst quality. The (optimal) solutions obtained by the branch-and-price procedure
contain less violations related to the minimum and maximum student staffing require-
ments. The same effects are observed for all experiments in Section 5.2. Note that,
in this experiment, when the number of precedence relations increase, the quality of
the solutions obtained via the proposed heuristic marginally declines due to the myopic
assignment of students to disciplines period by period. As a result, the number of vio-
lations related to the maximum staffing requirements is higher.
The MIP solver performs slightly worse than the proposed heuristic in terms of solution
         
27 The Medical Student Scheduling problem
quality (DevMIPTSPD,− = −0.2%) with deviations ranging between -0.9% and 0.3% whereas
significantly more CPU time is required (CPUMIP,− = 6659). The proposed procedure
is able to find a better solution compared to the MIP solver for 62% of the instances.
Overall, the branch-and-price procedure performs better than the MIP solver both in
terms of solution quality and CPU time because of the strengthened decomposed for-
mulation.
Based upon these results, we can conclude that for smaller-sized instances the different
solution procedures are fairly competitive in terms of solution quality and these tests
are primarily used to validate that the proposed approach is able to find high-quality
solutions for the problem under study. The main competitive advantage of the heuristic
lies in the stable performance and the significantly lower CPU times required, which will
be very important to tackle large-scale real-life instances.
Managerial insights - The impact of introducing precedence relationships and timely
mandatory abroad requests embodies the trade-off between two effects. On the one
hand, an increase of the number of precedence relations between disciplines (RTrel),
has a negative impact on the desire scores because of the larger number of mandatory
assignments stipulated by the precedence constraints. On the other hand, when more
students request to perform a discipline abroad, a larger (domestic) hospital capacity
is available such that a larger number of students can be assigned to their preferred
discipline and hospital, having a positive impact on the desire scores and a negative
impact on the satisfaction of the minimum student requirements. This is especially
observed when RTrel = 0. If the medical student scheduling problem is characterised by
a large number of precedence relations (RTrel = 0.25), a negative impact on the desire
scores is observed when the number of abroad requests (RAb) rises due to the larger
number of mandatory assignments.
5.2.2 Student staffing requirements
Table 5 explores the impact of the definition of single ward entities and the associated
student staffing requirements by varying the factors RW,D and RH,W . A lower value for
RH,W leads to a smaller number of ward entities in a single hospital and impacts the
number of different positions for a given number of hospitals. A lower value for RW,D
implies that more disciplines share the resource capacity of a single ward entity.
Computational insights - Table 5 reveals that the proposed procedure is able to
obtain (near-)optimal solutions in a very short timespan. The average optimality gap
(DevBnPTSPD,−) equals 0.5% and the optimal solution has been obtained for 42% of the
instances (%OutPBnP=TSPD). Compared to the MIP solver, the solutions found by
the proposed heuristic have a better average quality (DevMIPTSPD,− = −0.2%). Both the
branch-and-price and the MIP need significantly more CPU time, i.e. on average 2838
seconds (CPUBnP,−) and 6814 seconds (CPUMIP,−).
Managerial insights - When comparing the results for different parameter values,
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Table 5: The impact of the definition of the staffing requirements on the general perfor-
mance
RW,D 1 0.75 0.5
RH,W 1 0.75 0.5 1 0.75 0.5 1 0.75 0.5 all
TSPD
ObjCDesTSPD,− 47 46 49 54 51 35 55 47 33 46
ObjC
Desp=1
TSPD,− 32 27 35 40 32 21 47 32 20 32
ObjC
Desp=2
TSPD,− 31 24 23 31 27 17 24 25 12 24
ObjCResDTSPD,− 0 1 1 0 0 1 0 0 0 0
ObjCEmrDTSPD,− 0 0 0 0 0 0 0 0 0 0
ObjCMinDTSPD,− 51 46 46 29 20 12 23 35 26 32
ObjCRegDTSPD,− 8 17 12 8 12 11 10 15 15 12
CPUTSPD,− 6.2 4.0 5.4 7.2 4.8 3.2 3.4 3.2 1.8 4.4
DevMIPTSPD,− -0.4% 0.1% 0.3% -0.2% -0.4% -0.6% 0.2% -0.4% -0.2% -0.2%
DevBnPTSPD,− 0.4% 0.8% 0.6% 0.3% 0.4% 0.2% 0.6% 0.8% 0.5% 0.5%
worse desire scores are yielded when the resource capacity at a single ward entity is shared
between a larger number of disciplines (RW,D < 1) and/or when there are a lower number
of entities within a hospital (RH,W < 1). This results from a larger competition between
students to be assigned to their preferred discipline and/or hospital and from a larger
number of changes between hospitals. This increased competition (RH,W < 1) also leads
to violations of the maximum student staffing requirements. The number of violations
related to the minimum staffing requirements, however, decrease when RW,D < 1 or
RH,W < 1 as more students are candidate to staff a particular position.
5.2.3 Groups of disciplines
We explore the impact of the definition of the discipline groups by varying the factors
RG,κ, RmuD,G and DistD,G. DistD,G specifies the number of disciplines in each group.
RG,κ indicates the number of disciplines that should be taken from each group. RmuD,G
indicates the probability that a discipline belongs to more than one group. Table 6
displays the average results for this 3× 3× 3-design.
Computational Insights - Table 6 reveals that the proposed procedure demonstrates
a stable performance for different instance classes. The average percentage deviation
from the optimal solutions is only 0.4% (DevBnPTSPD,−) and in 50% of the instances the
optimal solution has been obtained %OutPBnP=TSPD. The proposed solution procedure
requires only 5.5 seconds whereas the effort of the branch-and-price for these smaller-
sized instances is significantly larger (CPUBnP,− = 3383 seconds). The TSPD heuristic
leads on the average to better solutions compared to the MIP solver (DevMIPTSPD,− =
−0.4%) as the proposed heuristic finds a better or an equal solution in 67% of the
instances. In general, the heuristic shows a better performance when the degree of
decision freedom increases, i.e. when the mandatory character of the disciplines decreases
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Table 6: The impact of the discipline group definition on the general performance
RG,κ RmuD,G DistD,G
[1, 0.2] [0.8, 0.4] [0.6, 0.6] 0.00 0.10 0.25 [0.7, 0.3] [0.5, 0.5] [0.3, 0.7] all
TSPD
ObjCDesTSPD,− 55 59 57 53 59 59 53 57 62 57
ObjC
Desp=1
TSPD,− 41 40 45 38 43 45 37 45 45 42
ObjC
Desp=2
TSPD,− 30 35 30 29 33 33 30 30 36 32
ObjCResDTSPD,− 1 0 0 0 0 1 1 1 0 0
ObjCEmrDTSPD,− 0 0 0 0 0 0 0 0 0 0
ObjCMinDTSPD,− 48 44 52 42 49 54 43 48 54 48
ObjCRegDTSPD,− 7 7 5 8 4 7 5 8 7 6
CPUTSPD,− 4.7 4.9 6.9 4.5 4.4 7.6 3.9 3.8 8.7 5.5
DevMIPTSPD,− -0.3% -0.5% -0.4% -0.3% -0.2% -0.6% 0.1% -0.5% -0.7% -0.4%
DevBnPTSPD,− 0.6% 0.2% 0.3% 0.3% 0.4% 0.3% 0.6% 0.3% 0.2% 0.4%
and when the same discipline can be selected from multiple groups.
Managerial Insights - When (more) disciplines have a (more) mandatory character
(indicated by DistD,G and RG,κ), the desire scores, and especially the discipline pref-
erences, are lower and the reserve capacity is used more frequently. In addition, when
there are a number of mutual disciplines listed in different groups (RmuD,G > 0), a higher
discipline desire can be attained and both the desire objective are positively impacted.
When students have a larger freedom to select their disciplines, we observe a larger
number of violations related to the minimum staffing requirements as students will be
assigned to their preferred disciplines.
5.2.4 Problem Size
In order to demonstrate the impact of the problem size, we vary the number of students
(|S|) and the number of disciplines (|D|).
Computational insights - Table 7 shows that increasing the problem size declines
the performance of the MIP method and the branch-and-price procedure dramatically,
whereas the proposed heuristic procedure demonstrates a stable performance and is still
able to find high-quality results within small CPU time. For the smallest problem size
(|S| = 20, |D| = 12), the proposed heuristic leads to solutions with a quality deviat-
ing only 0.03% from the optimal solutions delivered by the branch-and-price algorithm
(DevBnPTSPD,−) whereas the MIP solver is outperformed by -0.41% (Dev
MIP
TSPD,−). In addi-
tion, the heuristic requires only 2.8 seconds of CPU time whereas the MIP model and the
branch-and-price need 4,577 and 436 seconds respectively. When the number of students
(|S|) is increased from 20 to 40 (given |D| = 12), the CPU time of the branch-and-price
method to find the optimal solution increases significantly to 9271 seconds. The solu-
tion quality delivered by the heuristic deviates only 0.35% whereas the deviation with
the MIP solver further increases up to -1.70%. The average CPU time of the heuristic
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amounts only 5.2 seconds. Note that when |D| = 12, the branch-and-price method ob-
tains for every instance the optimal solution and the proposed heuristic is able to obtain
for a large percentage of these instances the optimal solution, i.e. 80% (|S| = 20) and
40% (|S| = 40).
When increasing the number of disciplines (|D|) from 12 to 24, the branch-and-price
method is not able to find a feasible integer solution for most of the problem instances,
i.e. only 40% (|S| = 20) and 0% (|S| = 40) within a time limit of more than 10 hours.
The MIP is not able to find a solution for any of the instances due to the exponential
increase of the variables ysddh. For some instances, the standard MIP nor the branch-
and-price were even able to find the optimal linear programming (LP) solution.
When the problem dimensions are further increased as when considering the large-scale
real-life instances (cf. Section 5.5), which has a far larger problem size compared to
these synthetic instances, the standard MIP solver and the branch-and-price procedure
are not suitable due to the lack of memory or are computationally inefficient. Based
upon these observations, we can conclude that the exact branch-and-price approach or
a method that exploits mathematical programming are no feasible methods to find a
suitable solution for the real-life problem.
Managerial Insights - A larger number of disciplines (|D|) has a positive impact on the
desire objectives resulting from the larger degree of scheduling flexibility. Students are
more frequently assigned to their most preferred disciplines and hospitals. In addition,
we observe smaller waiting times and a smaller number of changes between hospitals. A
larger number of students (|S|) implies a small deterioration of the total preference value
and a significantly worse result for the student schedule with the worst quality because
of the larger competition between students.
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Table 7: The impact of the problem size on the general performance
|S| 20 40
|D| 12 24 12 24
TSPD
ObjCDesTSPD,− 60 124 52 122
ObjC
Desp=1
TSPD,− 43 103 29 103
ObjC
Desp=2
TSPD,− 38 73 24 54
ObjCResDTSPD,− 0 0 2 0
ObjCEmrDTSPD,− 0 0 0 0
ObjCMinDTSPD,− 24 177 66 165
ObjCRegDTSPD,− 7 15 15 4
CPUTSPD,− 2.8 242.4 5.2 355.8
DevMIPTSPD,− -0.41% -
(1) -1.70% -
DevBnPTSPD,− 0.03% 0.29%
(2) 0.35% -
MIP
CPUMIP,− 4577 7900 7983 7301
%OutPMIP>TSPD 20% 0% 20% 0%
%OutPMIP=TSPD 20% 0% 0% 0%
%OutPMIP<TSPD 60% 100% 80% 100%
BaP
CPUBnP,− 436 41748 9271 36907
%OutPBnP>TSPD 20% 40% 60% -
%OutPBnP=TSPD 80% 0% 40% -
(1) The benchmark algorithm (MIP or BaP) could not find a feasible solution for any instance (’-’)
(2) The value is calculated based on those instances the benchmark algorithm found a feasible solution
5.3 Algorithmic component analysis and validation
In this section, we validate the design choices of the proposed algorithm and compare
different settings related to the two improvement heuristics. In Section 5.3.1, we explore
the percentage of subproblems that are preferably visited by the improvement heuristics
making the trade-off between solution quality and CPU time. Section 5.3.2 discusses the
impact of the speed-up mechanisms incorporated in the dynamic programming algorithm
to conduct the student-based decomposition. To show the contribution of the improve-
ment heuristics, we use the problem instances generated based on various settings for
the factors RTrel and RAb (cf. Section 5.2.1).
5.3.1 Number of subproblems visited by the improvement heuristics
The percentage of subproblems visited by the improvement heuristics, SD% and PD%,
are fixed and postulated in advance. In order to calibrate these percentages, we explore
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different values for both parameters, for which the results are displayed in Table 8. The
results reveal that the parameters SD% and PD% impact the solution quality. When
no improvement heuristics are applied (SD% = PD% = 0), the deviation from the
optimal solutions equals 0.53%. When SD% increases, we see a gradual improvement of
the solution quality from 0.53% to 0.23% (DevBnPTSPD,−). The largest improvements are
yielded when SD% is equal to 50% after which the improvement more or less stagnates.
When PD% increases, the solution quality increases and the largest improvement can be
discerned when increasing the parameter PD% to a value of 10% after which the solution
quality stagnates.
Table 8: Impact of the improvement heuristics
SD%
PD% 0% 10% 25% 50% 100%
0%
CPUTSPD,− 0.24 0.07 0.04 0.04 0.27
DevBnPTSPD,− 0.53% 0.47% 0.45% 0.45% 0.45%
%OutPBnP≤TSPD 29% 36% 33% 33% 33%
25%
CPUTSPD,− 0.53 0.49 0.69 0.69 0.96
DevBnPTSPD,− 0.35% 0.31% 0.30% 0.29% 0.29%
%OutPBnP≤TSPD 42% 47% 47% 47% 47%
50%
CPUTSPD,− 1.36 1.42 1.40 1.53 1.73
DevBnPTSPD,− 0.27% 0.22% 0.22% 0.22% 0.21%
%OutPBnP≤TSPD 44% 49% 49% 49% 51%
100%
CPUTSPD,− 1.60 1.64 1.56 1.67 1.76
DevBnPTSPD,− 0.23% 0.19% 0.18% 0.18% 0.18%
%OutPBnP≤TSPD 47% 51% 53% 53% 53%
5.3.2 Performance of the dynamic programming algorithm
In order to show the added value of the speed-up mechanisms introduced in the dynamic
programming algorithm to solve a single subproblem, we composed different versions of
the proposed algorithm. Each version leaves out one specific speed-up technique leaving
the rest of the algorithm unchanged. We exclude PR1 (“w/o PR1 ”), PR2 (“w/o PR2 ”)
and PR3 (“ w/o PR3 ”). We also considered a version that excludes or includes all speed-
up techniques, i.e. (’w/o All ’) and (’All ’) respectively. Table 9 presents the impact
on the computational effort displaying the number of relevant nodes in the network
(#NodeAll), the visited number of nodes (#NodeChecked), the CPU time (CPUTSPD,−)
and the deviation to the branch-and-price procedure (DevBnPTSPD,−).
Table 9 shows that the removal of a speed-up technique deteriorates the performance of
the algorithm in terms of the CPU time (CPUTSPD,−) as a result of a larger number
of nodes (visited) (#NodeAll and #NodeChecked). The largest impact is observed when
PR1 is left out of the algorithm. When there are no speed-up techniques included (’w/o
All ’), the computational effort of the heuristic procedure (CPUTSPD,−) is increased
from 1.3 seconds to 27.3 seconds. These speed-up mechanisms are vital especially when
solving large-scale problem instances (cf. Section 5.5).
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Table 9: Impact of speed-up mechanisms in the dynamic programming algorithm
w/o w/o w/o w/o w
PR1 PR2 PR3 all all
TSPD
#NodeAll 5310 1342 1175 12960 1023
#NodeChecked 3629 775 760 12960 618
CPUTSPD,− 10.9 5.7 5.8 27.3 1.3
DevBnPTSPD,− 0.2% 0.2% 0.2% 0.2% 0.2%
5.4 Objective function structure
The proposed objective is composed out of six possibly conflicting components, which are
aggregated using appropriate weights. In the following, we obtain managerial insights
in the objective function structure by varying the objective function coefficients one
by one in order to avoid problematic values for one or multiple objectives. Based on
these results, the equal weight setting (αp = βp = γ = δ = λ = ϑ = 1, ∀p ∈ P ) has
been selected as most suitable. In addition, we validate that this equal weight setting
delivers an efficient incumbent solution that lies on the Pareto front, which is formed
by the solutions resulting from the different weight settings, and compare the quality of
the incumbent solution with a reference point, i.e. the ideal point, frequently used in
multi-objective optimisation (Li and Yao, 2019).
Further, we demonstrate in the Online Appendix C, how the proposed optimisation
method can be extended to a multi-objective optimisation method (MOEA/D) that
uses the proposed procedure as a subproblem and explores multiple weightings for the
different objectives to gradually approach a set of Pareto optimal solutions that is well-
distributed over the Pareto front. We benchmark the multi-objective decomposition-
based approach that explores multiple weight settings with the Augmented -constraint
method introduced by Mavrotas (2009). Results demonstrate that the proposed method
is well suitable to be employed as a subproblem in a multi-objective optimization method
to form a Pareto front that lies very close to the true Pareto front.
Computational and managerial insights using a one-factor-at-a-time experiment
We have performed additional computational experiments varying the weights of the
objective function components. Based on the conducted interviews with the curriculum
manager, we have tried to find the compromise between the interests of the different
stakeholders and have set all weights equal to 1, which is used as benchmark setting in
this experiment. Using a one-factor-at-a-time experiment, we change the value of one
coefficient while fixing the other coefficients to the benchmark setting recommended by
the hospital. The weights are varied according to an exponential weight setting with
base 10 such that different levels are visited, i.e. none (0), normal (100), high (101) and
very high (102). We tested 24 scenarios and for each scenario 5 instances are considered.
The solution quality of the different components resulting from the proposed heuristic
are indicated in Table 10.
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Table 10: The impact of the objective function coefficient on the solution quality
α Sum desire β Min desire γ Reserved demand
0 100 101 102 0 100 101 102 0 100 101 102
TSPD
ObjCDesTSPD,− 62.0 68.4 69.2 69.2 68.1 68.4 68.4 69.2 68.6 68.4 66.2 60.1
ObjCMinDesTSPD,− 42.5 48.6 48.9 48.9 48.3 48.6 48.6 48.9 48.4 48.6 47.7 41.4
ObjCResDTSPD,− 8.2 8.0 12.6 13.4 8.4 8.0 9.6 8.8 17.2 8.0 3.8 0.0
ObjCEmrDTSPD,− 1.4 2.8 6.4 7.4 1.8 2.8 2.6 2.6 2.4 2.8 0.4 0.0
ObjCRegDTSPD,− 9.0 8.4 8.2 9.2 8.0 8.4 10.0 8.4 8.8 8.4 8.6 10.2
ObjCMinDTSPD,− 15.2 18.2 21.4 22.6 19.6 18.2 19.6 21.8 20.0 18.2 17.2 23.8
δ Emergency demand λ Unused Acc ϑ Unfilled demand
0 100 101 102 0 100 101 102 0 100 101 102
ObjCDesTSPD,− 68.4 68.4 66.2 65.6 68.3 68.4 66.0 65.2 68.5 68.4 65.7 64.6
ObjCMinDesTSPD,− 48.6 48.6 46.6 45.1 48.7 48.6 46.0 45.4 47.4 48.6 44.3 45.7
ObjCResDTSPD,− 8.0 8.0 5.2 3.8 6.6 8.0 9.4 14.0 7.8 8.0 9.0 11.4
ObjCEmrDTSPD,− 2.8 2.8 0.0 0.0 0.8 2.8 0.8 2.6 2.0 2.8 1.2 1.8
ObjCRegDTSPD,− 8.4 8.4 9.2 8.2 10.6 8.4 7.6 7.6 8.2 8.4 11.0 10.4
ObjCMinDTSPD,− 18.2 18.2 18.2 17.2 18.0 18.2 18.8 19.6 24.6 18.2 11.0 10.6
Table 10 reveals the logical impact of the objective coefficients on the obtained sched-
ules, i.e., increasing a coefficient improves the associated objective function component.
Increasing α or β to a value larger than 100 only marginally improves the solution qual-
ity related to the total preference value and the student roster with the worst quality.
Increasing α leads to a larger number of violations with respect to the minimum and
maximum student staffing requirements. Setting α to 0 has a significant negative impact
on the desire scores. In contrast, increasing β only marginally deteriorates the viola-
tions related to the minimum and maximum student staffing requirements since a larger
degree of fairness is promoted between students and student assignments are better dis-
tributed over the hospitals and disciplines. Increasing the weights related to the student
staffing requirements (γ, δ, λ or ϑ), has a negative impact on the desire scores as less
students are assigned to their most preferred discipline or hospital. Increasing γ and
δ lower the use of reserve and emergency capacity. Setting γ to 0 leads to a dramatic
increase in the use of reserve capacity. Increasing λ or ϑ improves the satisfaction of
the minimum staffing requirements related to respectively the dormitory accommoda-
tion and the hospital requirements but leads to a rise in the number of violations of
the maximum staffing requirements. In addition, increasing λ increments the student
shortages in the hospitals since more students are assigned to the region with dormitory
capacity.
Hence, in general, varying the objective function settings leads to a trade-off between
the desire objectives and the violations of the staffing requirements. The equal weight
setting is recognised to lead to a balanced trade-off for the curriculum manager favour-
ing the student desire objectives without leading to uncomfortable values for one of the
other objectives.
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Pareto front and comparison with ideal point
In order to support the choice of the objective weights in search for a high-quality so-
lution on which the decision-maker can agree, we employ the different objective weight
settings devised in Table 10 to find the set of interesting non-dominated solutions. The
experiments validate that the solution point found by the equal weight setting is an
efficient solution point and lies on the Pareto front. Further, in order to compare the
solution points lying on the Pareto front, we calculate the aggregated normalised Eu-
clidian distance (“AggDis”) between these solution points and the ideal point (Zeleny,
1973), which is the point constructed by the best value on each objective yielded by the
solutions lying on the Pareto front. Figure 1 shows the results of these calculations by
presenting a spider-web chart with six dimensions associated with the objective func-
tion components. We display the normalised Euclidian distance to the best objective
function value related to every dimension for different solution points on the Pareto
front, i.e. the solution point with (i) the minimum aggregated distance (Min: AggDis
= 0.65; αp = βp = δ = λ = ϑ = 1 ∧ γ = 10,∀p ∈ P ); (ii) the equal weight setting
(Equal: AggDis = 0.84); (iii) the maximum aggregated distance (Max: AggDis = 1.84;
αp = βp = γ = δ = λ = 1, ϑ = 10
2, ∀p ∈ P ). Further, we also display the normalised
Euclidian distance averaged over all solution points lying on the Pareto front and every
dimension (Mean: AggDis = 1.1). Figure 1 reveals that the solution point obtained via
an equal weight setting has a better aggregated Euclidian distance to the ideal point
compared to the average Euclidian distance. When comparing the results per objective
dimension, the solution point obtained via the equal weight setting has a better perfor-
mance related to all objectives except for the use of reserve capacity. Note that the point
with the minimum aggregated Euclidian distance obtained a better performance related
to the satisfaction of the student staffing requirements at the expense of the student
desire, which is not preferred by the curriculum manager.
5.5 Validation in real-life setting
The performance of the proposed solution methodology has been validated in a real-life
context related to one training program of the Faculty of Medicine and Health Sciences,
Ghent University, Belgium. The real-life problem concerns 320 interns, 30 disciplines,
24 time periods, 1 training program, 4 discipline groups and 1 region with dormitory
accommodation provided by the faculty. The discipline groups are composed of 7, 4, 3
and 18 disciplines. The disciplines in the first group are mandatory whereas the other
three groups represent sets of elective disciplines from which per group one discipline
should be selected. As a result, each student should carry out 10 disciplines with a
duration of one month. The other parameters of the problem instance are in line with
Section 5.1. In the following, we first benchmark our approach with the current real-life
approach. Second, we show the contribution of the different components of the proposed
algorithm when solving large-scale real-life instances.
Comparison with real-life approach
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Figure 1: Normalised Euclidian distance per objective dimension for different efficient
solution points
In the approach that is currently applied in real-life (Cur), the main objective is to find
a feasible schedule whereas the optimisation of the objectives is only considered to a
limited extent. However, the team responsible for the planning is currently not able to
find a feasible student roster for the problem related to the academic year 2018-2019.
This can be deducted based upon different flaws in the schedules constructed via the
approach used in real-life, i.e. (i) for 2% of the wards and hospitals violations of the
maximum student capacity, i.e. assignments on top of the regular maximum student
requirements augmented by the reserve and emergency capacity, are incurred; (ii) 1.8%
of the individual student schedules are infeasible, violating the rules set by the medical
school (eqs. (1) to (11)); (iii) 5% of the individual student schedules are incomplete. In
contrast, the proposed heuristic (TSPD) is able to produce a feasible schedule.
For the objectives related to the satisfaction of the medical students, we observe that
the heuristic procedure improves different components, i.e. (i) the average desire score
is increased from 28.8 (Cur) to 69.1 (TSPD); (ii) the average number of waiting times
between the disciplines is reduced from 1.9 (Cur) to 1.6 periods (TSPD). Only the
average number of hospital changes per student have been increased from 2.5 (Cur) to
4.4 (TSPD), which is worse but can be partly explained as a result of the incomplete
real-life roster. Comparison between the student schedules with the worst quality is not
performed since in the current roster a large number of student schedules are incomplete
and/or infeasible. Related to the hospital objectives, the real-life approach does not
utilise any reserve or emergency capacity, whereas the proposed heuristic assigns only
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a very small number of students to these positions. However, the curriculum manager
confirmed that it is much better to use these positions than actually violate the maximum
student capacity, which is the case in the manually constructed schedules. In addition,
the manual approach requires weeks to come up with a student roster, whereas the
proposed heuristic needs less than 2 hours.
(Stable) performance of the proposed heuristic on large-scale real-life instances
In order to show the stable performance for solving real-life instances, we generated
five large-scale instances for which the student preferences, the parameter that is most
often subject to variability, are simulated using a uniform random distribution. All
other parameters and inputs are retrieved from real-life. Table 11 shows the gradual
improvement provided by the different steps in the algorithm and the contribution of
each step when solving large-scale real-life instances. This table displays (i) the average
deviation of the students’ desire scores relative to their maximum desire score (∆Des),
(ii) the deviation of the desire score to the maximum desire score for the student with
the worst roster quality (∆MDes), (iii) the utilised reserve capacity relative to the
maximum reserve capacity aggregated over all hospitals and wards (%ResD), (iv) the
utilised emergency capacity relative to the aggregated maximum emergency capacity
(%EmrD) and (v) the shortage of students to satisfy the minimum student staffing
requirements relative to the total minimum demand (%MinD). The table shows these
measures after each heuristic step (y = TD, SD or PD) and for the entire algorithm
(y = −). In addition, we show the CPU time for each heuristic (CPUTSPD,y) and the
deviation from the final solution (DevTSPD,−TSPD,y ).
Table 11: Schedule quality resulting from the heuristic applied for large-scale real-life
instances
y TD SD PD TSPD
∆Des 0.78% 0.57% 0.57% 0.57%
∆MDes 3.90% 2.95% 2.95% 2.95%
%ResD 0.43% 0.26% 0.16% 0.16%
%EmrD 0.88% 0.48% 0.41% 0.41%
%MinD 0.0% 0.0% 0.0% 0.0%
DevTSPD,−TSPD,y 0.45% 0.13% 0.00% 0.00%
CPUTSPD,y 205 6077 13 6296
Table 11 shows that for large-scale instances high-quality solutions are found by the
proposed heuristic. The deviation from the maximum desire scores averaged over all
students (∆Des) amounts only 0.57%. There are no violations of the minimum staffing
requirements. The relative amount of reserve and emergency capacity used totals 0.16%
and 0.41%, respectively. The results per heuristic shows that the constructive heuristic
attains already very good results. However, some individual student rosters may turn out
to be infeasible and are repaired using the student-based decomposition. The solution
quality is further improved via the improvement heuristics. The largest improvement
is accomplished via the student-based decomposition (SD% = 25%), which improves all
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objective components. However, the associated dynamic programming algorithm needs
by far the largest CPU time. The position-based improvement heuristic is able to further
reduce the usage of reserve and emergency capacity. The CPU time (CPUTSPD,−) was
acceptable for the curriculum manager.
6 Conclusion
In this paper, we addressed the medical student scheduling problem that assigns students
to medical disciplines and hospitals over the academic year. The contribution of this
paper is fivefold. First, we present and formulate a real-life problem considering a
multitude of features related to the medical school, the hospitals and the students,
significantly extending the characteristics visited in the literature. Second, we propose a
heuristic solution methodology relying on different methods to decompose the problem
into smaller problems. The associated heuristics are complementary in such a way that
they consider the (re-)optimisation of different subparts of the medical student roster
using different neighbourhoods, focusing on different objectives in order to create a well-
balanced solution. Inherent problem characteristics are taken into account to speed up
the computational performance, especially for the dynamic programming algorithm to
solve a subproblem derived via the student-based decomposition. A benchmark has been
provided with an MIP solution procedure and a branch-and-price algorithm, inspired
by literature, to validate the performance on smaller-sized instances. This proposed
heuristic delivers (near-)optimal solutions in a very short time span. On large-scale real-
life instances, the benchmark solution methodologies fail to deliver a feasible solution
whereas the proposed algorithm still delivers a high-quality solution in an acceptable
timespan. Third, the stable performance of the algorithm has been demonstrated by
conducting experiments on a very large synthetic dataset that is designed in a controlled
manner, based upon relevant problem parameters. Fourth, relevant managerial insights
are provided discussing the impact of different problem characteristics on the solution
quality of the resulting roster. Fifth, a comparison with the approach currently applied
in the faculty offers insight in the contribution of the proposed approach to real-life
decision-making.
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