Chordal graphs are graphs with the property that each cycle of length greater than 3 has two non-consecutive vertices that are joined by an edge. An important subclass of chordal graphs are strongly chordal graphs (Farber, 1983) . Chordal graphs appear for example in the design of acyclic data base schemes (Beeri et al., 1983) . In this paper we study the computational complexity (both sequential and parallel) of the maximum matching problem for chordal and strongly chordal graphs. We show that there is a linear-time greedy algorithm for a maximum matching in a strongly chordal graph provided a strongly perfect elimination ordering is known. This algorithm can also be turned into a parallel algorithm. The technique used can also be extended to the perfect multidimensional matching for chordal and strongly chordal graphs yielding the first polynomial time algorithms for these classes of graphs (the multidimensional matching is NP-complete in general). 0 1998 Elsevier Science B.V. All rights reserved.
Introduction
Chordal graphs became interesting as a generalization of interval graphs (see for example [12] ). We call a graph chordal if every cycle of length greater than three has interval graphs are not only chordal but strongly chordal as defined in [6] . Strongly chordal graphs are just those chordal graphs having a so-called strongly perfect elimination ordering.
In this paper we consider the sequential and parallel complexity of the maximum matching problem in chordal and strongly chordal graphs. Note that in general a lineartime algorithm for maximum matching is not known. Here we shall show that, provided a strongly perfect elimination ordering is known, a maximum matching in a strongly chordal graph can be found in linear time by a simple greedy algorithm. This algorithm can be turned into a (non-optimal) parallel algorithm. The randomized algorithm of [15] can be turned into a deterministic one in the special case of strongly chordal graphs. We also will see that these techniques can be extended to multidimensional matching that is NP-complete in general (see for example [S] ). On the other hand, we shall find out that matching restricted to chordal graphs (also restricted to path graphs) is of the same parallel complexity degree as bipartite matching.
In Section 2, we shall introduce the basic notation. In Section 3 we consider the sequential and parallel complexity of maximum matching restricted to strongly chordal graphs. In Section 4, we discuss multidimensional matching for strongly chordal graphs. In Section 5, we develop a polynomial time algorithm for multidimensional matching in chordal graphs. In Section 6 we discuss the parallel complexity of matching restricted to path graphs.
Notation and basic definitions
A graph G = (V, E) consists of a vertex set V and an edge set E. Multiple edges and loops are not allowed.
The closed neighborhood of x is the set {x} U {y: xy E E} and is denoted by N(x).
An induced subgraph is an edge-preserving subgraph, that means (V',E') is an induced subgraph of ( V,E) iff V' c V and E' = {xy E E: x, y E V'}.
A graph (V, E) is chordal iff every cycle of length greater than 3 has an edge joining two non-consecutive vertices of the cycle. Independently Gavril [9] and Buneman [3] proved the following: A path graph is the intersection graph of a collection of paths of a tree. We also can define chordal graphs by characteristic orderings. We call an ordering < a perfect elimination ordering of G = (V,E) if with x < y, x <z, and xy,xz E E, we have yz E E.
Theorem 2 (Fulkerson [7]). A graph G = (V, E) is chordal $f it has a perfect elimination ordering.
A graph G =(V,E) is called strong& chordal [6] iff there is an ordering < on the vertices of V such that 1. for xy,xz E E, such that x<y and x <z, also yz E E, 2. for x1y2,x~yt,xtx2 E E, such that x1 <yl and x2 <y2, we have yty2 E E. Such an ordering is called a strongly perfect elimination ordering.
A matching of G = (V, E) is a subset M of E such that no two edges share a vertex. A matching of maximal size is called a maximum matching. If all vertices of G belong to an edge of the matching A4 then M is called a perfect matching.
Maximum matching algorithms for strongly chordal graphs
We assume that the enumeration (~1,. . . , v,) corresponding to a strongly perfect elimination ordering < of G = (V, E) is given.
The algorithm with a similar structure as the algorithm of Queyranne et al.
[ 161 to solve special transport problems computes a maximum matching for strongly chordal graphs. The algorithm is also similar to the algorithm of Liang and Rhee [13] to compute a maximum matching for interval graphs and to the algorithm of Chang to compute a maximum matching for chordal bipartite graphs [4] .
(1) V':= V;M:=0; (2) Repeat uv is an edge in E with U,UE V', u is minimal with respect to <, u is the <-smallest vertex in V' that is adjacent to u, if such v does not exist then delete u from V'; h4 :=A4 u {uu}; V' := V'\{u, 0) until there are no edges in E with both incident vertices in V'.
We store V' as a doubly linked list. Then deletion and finding the minimum can be done in constant time. Therefore the whole algorithm has a time bound of O(n + m Proof of Claim. For simplicity, we identify the vertices with their indices Ui.
We consider the following subcases: Case 1: 241 <w2 <wl <242:
Case 2: u1 <wl cw2-c~~: Clearly, after the removal of several defects, we find a matching of the same cardinality with a minimum sum of labels I,. This matching is free of defects. This completes the proof of Lemma 3. 0
Lemma 5. The matching obtained by above algorithm is defect free.
Proof. Assume the matching A4 we computed in the algorithm as stated above has a defect utu2,wtw2 EM, ur <wz, and wt <uz. Without loss of generality, we may assume that ut < wl. That means ut is smaller than all other vertices 242, wt, ~2. Thus, when the algorithm considers ul as minimal in V' and adds ulu2 to M, the minimal vertex in V' adjacent to ~1 is w1 and not 242, which contradicts the way the algorithm works. 0 Theorem 6. The matching computed by the above algorithm is a maximum matching.
Proof. We consider any defect-free maximum matching M and the matching M' computed by the above algorithm. We order the edges e =xy of M' by their smallest vertex to a sequence (et,. . . , ek)
and let ei =xiyi be the smallest edge not being in M. Without loss of generality, we assume that Xi <yi. Since M is a maximum matching xi or yi is covered by M.
We show now that only one of the vertices xi and yi is covered by M.
We assume that tyi EM and sxi EM. We claim that t >xi and s>yi. Otherwise if t <xi then t has a neighbor yi in V' if the algorithm deletes all vertices xj, y,, j < i from I". But this contradicts the assumption that xi is the smallest element having a neighbor in I" (as required in the algorithm). If yi >s and s >xi then the algorithm would not choose the edge xiyi but the edge xis,. If s < xi then as in the case of t, we had a smaller element in V' having a neighbor in V'.
Note that a pair tyi, sxi form a defect. This is a contradiction to the assumption that M is defect free.
Therefore, only one of the vertices x, and yi can be covered by M. In either cases, we may replace the edge xit or syi in M by xiyt.
The resulting matching is still defect free: The only defect that might appear can be caused by a pair of edges Xiyi, yz where yz is any edge in M that is not an edge XI yl,. . ,Xiyi. Without loss of generality, the defect is caused by the edge connection Xiy and y <y; and xi <z. Note that y is not an Xj or yj. But since yi <y, the algorithm would choose an edge x, y as edge in M'. This is a contradiction.
Repeating in the same way, we get a maximum matching M, such that M' C M. Suppose M\M' is still not empty, say uu EM\M'.
Then after deleting all vertices in M', there is still a vertex in V' having a neighbor in I" and the algorithm would choose such a vertex x and a neighbor y and add the edge xy to M'. That means M' as defined at the beginning is not the defect free matching as computed by the algorithm. cl
Corollary 7.
For strongly chordal graphs, a maximum matching can be computed in linear time, prol;ided a strongly perfect elimination ordering is given.
Theorem 8. In strongly chordal graphs, one can find a perfect matching by a CREW-PRAM in O(log2 n) time with a polynomial number of processors if a perfect matching exists.
Proof. First we show that there is at most one defect free perfect matching: Suppose there are two perfect defect free perfect matchings Mi and M2. We may assume that Mi is the maximum matching that is computed by above algorithm. Assume xy E Ml \Mz. We also may assume that xy is the edge in Ml with the smallest smaller vertex that is not in M2. As in Theorem 6, the edges xt and sy in A42 (they exist, because M2 is a perfect matching) that cover x and y respectively have the property that x KS and y< t. This causes a defect in A42 (as in the proof of Theorem 6). By the claim in the proof of Lemma 3, this is the perfect matching with the minimum sum of labels l,, = (U -v)~, and we get a perfect matching by the minimum perfect matching algorithm of [ 151 in 0(log2 n) time with a polynomial number of processors. 0
Remark 9.
A strongly perfect elimination ordering of a strongly chordal graph can be computed in 0(log4 n) time with a linear number of processors [5] . Therefore, it is possible to get an NC-algorithm to compute a perfect matching in strongly chordal graphs also without the knowledge of a strongly perfect elimination ordering. does not lead to a perfect matching.
Perfect multidimensional matching in strongly chordal graphs
The problem of multidimensional matching is to find, for a given graph G = (V, E) and natural number k, a maximum number of pairwise disjoint complete sets of cardinality k. The problem of perfect multidimensional matching is to find, for the graph G and the natural number k a collection of pairwise disjoint complete sets of cardinality k that covers the whole vertex set V. In general, even for k = 3, the problem is First it computes a k-multidimensional matching, because every set d it computes is the set of k -1 greater neighbors of a vertex x together with x, and < is (as a strongly perfect elimination ordering) a perfect elimination ordering.
To show that algorithm MMS computes a perfect k-multidimensional matching, we only have to show the following.
Lemma 12. If there is a perfect k-multidimensional matching then there is a perfect k-multidimensional matching M, such that one of the complete sets c EM consists of the smallest element x of V and its k -1 smallest neighbors.
Proof. Note that for all (greater) neighbors u and v of x with u <v, 
Perfect multidimensional matching in chordal graphs
Here we assume that G = (V,E) is a chordal graph and a perfect elimination ordering < is given. Let M be a perfect k-multidimensional matching of G. We call the <-smallest vertices of any c EM vertices of first kind and all other vertices vertices of second kind. The problem of perfect multidimensional matching on chordal graphs is very related to the following problem.
Bipartite multimatching: Given a bipartite graph B= (VU W,E) and a natural number k, is there a subset M' of E such that each x E V belongs to exactly k edges of M' and each y E W belongs to exactly one edge of M'. M' is also called a perfect bipartite k-matching.
Let V' be the set of vertices of first kind and W' be the set of vertices of second kind. With x E V' and y E W', let xy E E' if xy E E and x < y. The k-multidimensional matching A4 of G translates into a perfect bipartite k -1 -matching M' of B = (V' U W',E'), say xy E E' is in M' if x and y are in the same complete set c of M. Vice versa, a perfect bipartite k -l-matching M' of B translates into a perfect kmultidimensional matching M of G. For each x E V', let c, := {x} U {y 1 xy EM'} and A4 := {cX lx E V'}. Since < is a perfect elimination ordering and all y with xy E E' are greater than x, all the sets c, are complete. Since M' is a perfect bipartite k -lmatching, all vertices in V appear in M' and therefore also in M, and all c, are pairwise disjoint.
Clearly if we know V', we can compute a perfect k-multidimensional matching in polynomial time, because the problem to get a perfect bipartite (k -1 )-matching can be reduced to the bipartite matching problem replacing each u E V' by k -1 copies.
The only problem is that V' is not known in advance. A partial bipartite k-matching of B is a subset M of E such that each x E V belongs to at most k edges of A4 and each y E W belongs to at most one edge of M.
The key result for a polynomial time algorithm for the perfect multidimensional matching problem is the following.
Lemma 15. Suppose there is a perfect k-multidimensional matching in G. Then there is a perfect k-multidimensional matching M that translates into a bipartite per-,fect k -l-matching M' of some B, such that for euch v E V', M' restricted to all vertices smaller or equal to v remains a maximum partial bipartite k -l-matching if we tramfer 2' from V' into W' and all edges xv, x < v, x E V' become edges of B.
Proof. Let h;I be any perfect k-multidimensional matching that translates into a perfect bipartite k -1 matching A?. Let v be a minimum vertex in V' that does not satisfy the conditions of the lemma. We construct another perfect k-multidimensional matching M, such that v is not a vertex of first kind and the vertices of first kind < v remain the same. Repeating this, we get a k-multidimensional matching satisfying the conditions of the lemma.
Since, when we put v into W', A?' restricted to all vertices dv is not a maximum partial bipartite (k -1)-matching, there is an augmenting path that converts I@' restricted to {x / x<v} into a bipartite (k -1)-matching M" that covers all vertices dv, including v. We assume that the augmenting path starts at v and finishes at some vertex x. This vertex is in V', because all vertices in W' are covered by k'. The number of incident matching edges of x, say xy, with y <c increases by one. For all other vertices X' E V', x' <v, the number of incident matching edges x'y with y < I; remains the same. To get a new perfect k-multidimensional matching M we construct new complete sets c,/, for each x' E V', x' < u with x' as the smallest element and alter the complete set c E G that contains v. If X' E V', x' fx then cXf consists of x', all vertices y < 23, x'y E M", and all y >v, x'y E a'. Note that C,I is complete in G, because it consists of greater neighbors of x'. Moreover, the cardinality of C,J remains k. Next we determine c,. Since the number of incident edges xy EM", y<v is greater than the number of edges xy E G', y <v, a' is a perfect bipartite k -l-matching, and M" is a partial bipartite k -l-matching, there is a vertex U>Z! with xu E a'. We pick such a U. Let c,={x}U{y<~~~xyEM"}U{y>c/xyE~', y#u}.
Also L', is complete, because it consists of x and greater neighbors of X. c, is also of size k. Finally we alter the complete set c of I$? containing v. Then c' := (c\{ v}) U {u}. It remains to show that c' is complete. Let x be defined as above. Then x and v belong to the same connected component of G restricted to {y 1 yb 2;) (the augmenting path that joins v and x consists only of vertices <c). Therefore the neighbors of x and of v greater than v form together a complete set. (The reason is the following. Since x and v are in the same connected component of {v 1 y < II}, there is a path yI =x, ~2,. . . , yk = v, such that for all yI, _v; <v. We may assume that yiyj GE if /i -jl > 1. Therefore it cannot happen that yi <yip, and ,vl < y,+i simultaneously.
Since y, < yk, for all i < k, y, < y,+l . Since yl y,+l E E and < is a (partition into triangles) to maximum 4-multidimensional matching on chordal graphs.
The vertices of the 3-multidimensional matching instance are made a complete graph, and the triangles are made an independent set of the chordal graph. The triangles have as neighbors exactly its vertices. The resulting graph is chordal and has a 4-multidimensional matching of size n/3 if and only if the 3-multidimensional matching instance has a 3-multidimensional perfect matching. The complexity of maximum 3-matching in chordal graphs remains open. Since the chordal graph we constructed is a split graph, maximum 4-multidimensional matching is also NP-complete for split graphs. Proof. We construct a reduction from the bipartite perfect matching problem into the perfect matching problem restricted to path graphs that can be computed in logarithmic time with 0(n2) processors.
The parallel complexity of perfect matching in path graphs
Given a bipartite graph B = (VU W,E) with all edges incident with exactly one vertex in V and exactly one vertex in W. Note that B has a perfect matching if V and W have the same size.
We construct a representation of a path graph as follows. The tree T consists of a main node c, vertices t,, for each v E V, and vertices s,,,,, provide a one node path pt containing exactly t, and for each VW E E, we have a path qvw containing t,, c, and all nodes s,,i. It is easily seen that this path representation and therefore also the resulting path graph G = (9, EG) can be constructed in O(logn) time with O(n + m) processors by a CREW-PRAM. We have to show that each perfect matching in G can be transformed into a perfect matching in B and vice versa.
Let M be a perfect matching of B. Then we construct a perfect matching N of G as follows. is a perfect matching of B. 0
Conclusions
We wouId like to mention that the parallel perfect matching algorithm for strongly chordal graphs is not optimal. It remains an interesting problem to find an optimal parallel perfect elimination algorithm for strongly chordal graphs.
Finally, we would like to remark that interval graphs are exactly the chordal graphs that are complements of comparability graphs [lo] . It is known that the perfect matching problem restricted to complements of comparability graphs is equivalent to 2-processor scheduling, and this can be done in 0(log2 n) time with a polynomial number of processors [ll] . It might be interesting to find a reasonable upper class of strongly chordal graphs and complements of comparability graphs such that the perfect matching problem can still be parallelized.
