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Abstract
We study the problem of dynamically scheduling a set
of state-feedback control tasks controlling a set of linear
plants. We consider an on-line non-preemptive schedul-
ing policy that is optimal in the sense that it minimizes a
quadraticperformance criterion for the overall system. The
optimal scheduling decision at each point in time is a func-
tion of the states of the controlled plants. To be able to
solve the scheduling problem for realistic examples, we use
the technique of relaxed dynamic programming to compute
suboptimal solutions with error bounds. The approach is
compared to earlier approaches in a case study involving
simultaneouscontrolof one ball-and-beamprocess andtwo
DC-servo processes. We also show how the scheduling pol-
icy canbemodiﬁedto allowforbackgroundtasksto execute
when the need for control is small.
1. Introduction
Traditionally, digital feedback controllers have been im-
plemented as periodic activities, each task i being charac-
terized by a ﬁxed period Ti, a worst-case computation time
Ci, and a relative deadline Di = Ti [12]. The sampling
period Ti is typically chosen in relation to the bandwidth of
the closed-loop system—the faster the system, the shorter
the sampling interval needs to be [3].
Recently, various methods for dynamic resource man-
agement in multitasking control systems have been pro-
posed [7, 13, 8]. The idea in these papers has been to
make on-line adjustments to the sampling periods of the
controllers in order to maximize their performance. This
has sometimes been referred to as feedback scheduling.I n
[7], the feedback information was in the form of execution-
time measurements, while [13] and[8] focused on feedback
from the actual control performance.
Common to the papers above is that they have clung to
the notion of periodic control tasks (albeit with adjustable
periods). In contrast, our paper considers a scheduling pol-
icy where only one controller is chosen for execution at a
time. The selected controller is executed non-preemptively
untilitdeliversitscontrolaction,afterwhichanewschedul-
ing decision is taken. The decision is based on the cur-
rent states of the controlled plants and is made to optimize
the expected future performance of the control loops. The
policy is derived using theory for optimal linear systems
switching [10] and relaxed dynamic programming[11].
Executing the controllers non-preemptively has a great
advantage: it gives minimal and (assuming constant exe-
cution times) constant input-output delays. Reducing the
input-output delay is fundamental to increasing the achiev-
able control performance [2]. Further, eliminating the
input-output jitter makes it possible to design more aggres-
sive controllers, to better predict the control performance,
and to make more informed scheduling decisions. Adding
the fact that the scheduling decisions are based on frequent
feedback from the actual states of the plants, the optimal
non-preemptive policy is expected to outperform all previ-
ous schemes in terms of the resulting control performance.
There are some potential drawbacks, however. Although
the optimal scheduling policy for a set of controllers can be
computed off-line, there will always be some overhead as-
sociated with the on-line scheduling decision, which may
be a very complicated function of the plant states. Assum-
ing that there is enoughmemoryin the system, one possible
solution to this problem could be to store the mapping from
the plant states to the scheduling variable in a large look-up
table. Another potential drawback is that some program-
ming effortis requiredif one wants to allow other hard real-
time tasks to execute in the same system. Our proposed
solution in this case is to let the controllers execute inside
a control server [6] (an extension of the constant bandwidth
server [1]).
On the positive side, our solution allows for background
tasks (i.e., non real-time tasks) to be executed in a smart
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controlissmall, backgroundtaskscanbeallowedtoexecute
instead, at a very small cost in terms of the resulting control
performance. This feature is achieved by the introduction
of an “idle task” in the optimization problem.
The remainder of this paper is organized as follows. In
Section 2, an overview of previous work is given and the
contributions of the paper are summarized. In Section 3,
the on-line scheduling problem is formulated, the optimal
solutionis characterized,andthe relaxeddynamicprogram-
ming approach is explained. The problem of accommodat-
ing other tasks is discussed in Section 4. Section 5 contains
a case study, where the scheduling policy is evaluated and
comparedagainst otherstrategies in simulationas well as in
real control experiments. Finally, the conclusions are given
in Section 6.
2. Previous Work and Contributions
2.1. Previous Work
The problem of optimal off-line sampling rate selection
for a set of control tasks was ﬁrst studied in [15]. The con-
trol performance as a function of the sampling rate for each
controller was formulated as a cost function, and the objec-
tive was to minimize the sum of the cost functions subject
to a constraint on the processor utilization. Each cost func-
tion was approximatedby an exponentialfunction, yielding
a simple optimization problem to be solved off-line.
The approach was developed further in [7], which con-
sidered optimal sampling period assignment for a set of
linear-quadratic (LQ) controllers. Exact formulae for the
cost as a function of the sampling period were derived. Fur-
ther, the paper considered on-line optimization, where the
sampling periods were recomputed as tasks entered or left
or changed their execution time.
A different approach was taken in [14] and [9], which
both considered optimal off-line scheduling of a set of LQ
controllers. Here, the idea wasnotto assign task periodsbut
to ﬁnd the best static, non-preemptive execution pattern for
the tasks. In [14], the approach was to search for the best
cyclic schedule of length N that minimized the overall con-
trol performance (i.e., the sum of the cost functions). The
problemwas solvedusing periodicRicatti equations. In [9],
the approachwas to search forthe best one-shotscheduleof
length N that minimized the overall control performance.
The problem was solved using dynamic programming and
a pruning algorithm. The obtained solution for large values
of N was often a cyclic schedule, but not always.
None of the papers above included the actual states of
the plants in the optimization problem. Rather, they were
b a s e do nt h eexpected cost given certain task periods or a
certain static schedule.
In [13], a heuristic way to take the current plant states
into account when assigning sampling periods to a set of
state feedback controllers was suggested. Solving an “op-
timization problem” (based on a completely heuristic cost
function), the conclusion was that all controllers should ex-
ecuteat theirminimumrates, exceptthe one with the largest
control error, which should execute at the maximum possi-
ble rate.
In [8], on-line sampling periods adjustments for state
feedback controllers were performed based on ﬁnite-
horizon cost functions, which included both the inﬂuence
of the current plant states and the expected inﬂuence of fu-
ture noise. The feedback scheduler ran as a periodic task
in the system, optimizing the expected performance up to
its next invocation. A problem with the approach was that
computational delay and jitter was not taken into account
in the optimization. Also, the optimization problem to be
solved on-line by the feedback scheduler was computation-
ally expensive.
The optimalschedulingpolicyconsideredin this paperis
derived using dynamic programming. For each initial state
x(t0), the optimal sequence of current and future schedul-
ing decisions(whichin turndependonthe futurestates, and
so on) should be determined. Due to combinatorial explo-
sion, an exact solution can only be obtained for very simple
cases. To overcome this problem, Lincoln [11] introduced
the technique of relaxed dynamic programming, which al-
lows suboptimalsolutionswith prespeciﬁed errorboundsto
be calculated for switched control problems. We use those
results in this paper to solve the optimal CPU scheduling
problem for multiple control tasks.
The scheduler presented in this paper can be viewed as
an optimal value-basedschedulerforcontroltasks (cf., e.g.,
[5]). At each sampling point, all control tasks are ready, but
only the one that maximizes the overall utility of the system
is selected for execution.
2.2. Contributions
The speciﬁc contributions of this paper are:
• We formulate and solve the optimal on-line CPU
scheduling problem for multiple controllers, incorpo-
rating the execution times (and, hence, also the com-
putational delay) of the control tasks in the optimiza-
tion problem. To handle tasks with different execution
times, we formulate the optimization criterion in con-
tinuoustime and then show howto transformthe prob-
lem into discrete time.
• We describe how the optimization problem can be
modiﬁed to include an idle task in the system. The
idea is to let background tasks execute whenever the
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• We compare the optimal on-line scheduling strategy,
with and without the idle task, to earlier approaches in
real control experiments involving one ball-and-beam
process and two DC-servo processes.
3. Problem Formulation and Solution
3.1. Problem Formulation
We consider the problem of simultaneously controlling
n plants using one CPU. Let each plant i be described by a
continuous-time linear system
dxi
dt
= Aixi + Biui (1)
where xi is the state vector, ui is the control signal, and Ai
and Bi are matrices of appropriate sizes. Associated with
each plant is a continuous-time quadratic cost function
Ji =
  ∞
0
⎧
⎪ ⎪ ⎩
xi(t)
ui(t)
⎫
⎪ ⎪ ⎭
T
Qi
⎧
⎪ ⎪ ⎩
xi(t)
ui(t)
⎫
⎪ ⎪ ⎭dt (2)
where
Qi =
⎧
⎪ ⎪ ⎩
Qi11 Qi12
QT
i12 Qi22
⎫
⎪ ⎪ ⎭
is a positive semideﬁnite matrix of appropriate size. The
elements in the weight matrix Qi are used as a control de-
sign parameters, specifyinghow deviationsfrom zero in the
state variables and in the control signal should be punished.
The same cost function is also used for evaluating the per-
formance of the controller.
It is assumed that the full system state vectorand current
plant inputs
x(t)=
⎧
⎩x1(t) u1(t) ... x n(t) un(t)
⎫
⎭
T
(3)
are available to the scheduler. At each scheduling point tk,
the schedulershould select one state feedbackcontrollerfor
execution. The scheduling decision is assumed to take zero
time, while the execution time of controller i is assumed to
be Ci. Hence, the computed control signal will be applied
to the plant at time tk+1 = tk + Ci, if controller i was
selected. Further, it is assumed that each control signal is
held until a new one is computed. Our scheduling problem
can now be formulated as follows:
Problem 1 (Optimal On-Line Scheduling of Multiple
Control Tasks)
Given the plants (1), the cost functions (2), and the exe-
cution times C1 ...C n, ﬁnd a non-preemptive scheduling
policy
s(tk)=ν(x(tk)) ∈{ 1...n} (4)
t
t
t
t
t
t
x1
x2
u1
u2
Task 1
Task 2
tk−1 tk tk+1 tk+2 tk+3
Figure 1. Illustration of the dynamic scheduling
policy in the case of two controllers. The control
task s to be scheduled at time tk is determined by
the plant states x1 and x2 through some schedul-
ing function s = ν(x1,x 2). The newly computed
controlsignal,us, is appliedto plants at timetk+1.
and a state feedback control law
us(tk)(tk+1)=−μ(x(tk)) (5)
such that the total cost
J =
n  
i=1
Ji (6)
is minimized for every initial state x(t0).H e r e , ν(x) is a
integer-valued function that maps the system state x into a
scheduling decision s, while μ(x) is a real-valued function
that maps the system state x into a control action u.
Remark 1. Note that the problem assumes joint design of
thecontrollawandtheschedulingpolicy. Aslightlysimpler
problem can be formulated if the control law for each plant
is assumed to be given (by, for instance, a pole placement
design).
Remark 2. The solution to the scheduling problem is opti-
mal also if the plants are disturbed by any zero-mean white
noise processes. (This is different from the case of a pe-
riodic feedback scheduler, where the expected future noise
will also affect the scheduling decision [8].)
The scheduling principle in the case of two control tasks
and two scalar plants is illustrated in Figure 1. Note that
only one control signal is updated at a time, and with an
input-output delay that is equal to the execution time of the
selected controller.
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To apply the theory of relaxed dynamic programming,
we must rewrite the system as a switched discrete-time
linear system with a discrete-time cost function. This in-
volves sampling the continuous-time plant descriptions and
the continuous-timecost function, taking the computational
delay into account.
Between scheduling points tk, the plant states evolve as
xi(tk+1)=Φ i(hk)xi(tk)+Γ i(hk)ui(tk) (7)
where
hk = tk+1 − tk = Cs(tk) (8)
and
Φi(hk)=eAihk (9)
Γi(hk)=
  hk
0
eAiτBi dτ (10)
The continuous-time cost function (2) can be expressed
in discrete-time as
Ji =
∞  
k=0
⎧
⎪ ⎪ ⎩
xi(tk)
ui(tk)
⎫
⎪ ⎪ ⎭
T
Ri(hk)
⎧
⎪ ⎪ ⎩
xi(tk)
ui(tk)
⎫
⎪ ⎪ ⎭ (11)
where the submatrices of Ri(hk) are given by (e.g., [3])
Ri11(hk)=
Z hk
0
Φ
T
i (τ)Qi11Φi(τ)dτ
Ri12(hk)=
Z hk
0
Φ
T
i (τ)Qi11(Γi(τ)+Qi12)dτ
Ri22(hk)=
Z hk
0
“
Γ
T
i (τ)Qi11Γi(τ)+2 Γ
T
i (τ)Qi12 + Qi22
”
dτ
(12)
Let v(tk) denote the control signal that is started to be
computedat timetk. Thecompletesystem canthenbe writ-
ten as a switched linear discrete-time system
x(tk+1)=Fs(tk)x(tk)+Gs(tk)v(tk) (13)
where the matrices F1,...,F n and G1,...,G n are given
by
Fi =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
Φ1(Ci)Γ 1(Ci)
0 i != 1
...
Φn(Ci)Γ n(Ci)
0 i != n
⎫
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭
(14)
Gi =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
0
i == 1
. . .
0
i == n
⎫
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭
(15)
and where the expressions i != j and i == j evaluate to
either 0 or 1. Further, the cost function (6) can be written as
J =
∞  
k=0
⎧
⎪ ⎪ ⎩
x(tk)
v(tk)
⎫
⎪ ⎪ ⎭
T
Hs(tk)
⎧
⎪ ⎪ ⎩
x(tk)
v(tk)
⎫
⎪ ⎪ ⎭ (16)
where the matrices H1,...,H n are given by
Hi =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
R1(Ci)
...
Rn(Ci)
0
⎫
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭
(17)
Notice how the controller execution times Ci enter in (14)
and (17) above.
3.3. Dynamic Programming
Problem 1 is a multistage decision problem, which can
be solved using dynamic programming [4]. In our case, let
us assume that we are at time tk and that the currentstate of
the plants is x(tk). To make an optimal decision at time tk,
we must consider every scheduling point tj from now up to
inﬁnity and choose
1. which plant s(tj) to control, and
2. what control action v(tj) to apply.
Let the function V ∗
k (x(tk)) denote the optimal cost from
time tk to inﬁnity (the cost-to-go),giventhat the initial state
is x(tk). Using (16), this cost can be expressed as
V ∗
k (x(tk)) = min
s(tk)...s(∞)
v(tk)...v(∞)
∞  
j=k
⎧
⎪ ⎪ ⎩
x(tj)
v(tj)
⎫
⎪ ⎪ ⎭
T
Hs(tj)
⎧
⎪ ⎪ ⎩
x(tj)
v(tj)
⎫
⎪ ⎪ ⎭
(18)
Bellman’s principle of optimality [4] states that every
subsequence of an optimal sequence must also be optimal.
Using this fact, (18) can be rewritten as
V ∗
k (x(tk)) = min
s(tk),v(tk)
 
V ∗
k+1(x(tk+1))
+ l(x(tk),s(tk),v(tk))
  (19)
where the new state x(tk+1) is given by (13), and where
l(x(tk),s(tk),v(tk)) =
⎧
⎪ ⎪ ⎩
x(tk)
v(tk)
⎫
⎪ ⎪ ⎭
T
Hs(tk)
⎧
⎪ ⎪ ⎩
x(tk)
v(tk)
⎫
⎪ ⎪ ⎭
(20)
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In theory, a solution can be obtained by iterating (19)
backwards in time until convergence. (This is called value
iteration). Note that each step in the iteration involves
a cumbersome minimization operation over two decision
variables. This will make the function V ∗
k (x(tk)) more
complex in every step. In particular—due to the discrete-
valued decision variable s—the complexity of V ∗
k (x(tk))
tends to grow exponentially as the iteration proceeds.
3.4. Relaxed Dynamic Programming
To beat complexity in dynamic programming problems,
Lincoln [11] introduced a method called relaxed dynamic
programming, where the basic idea is to introduce some
slack in the solution. To do this, the equality (19) is re-
placed by the two inequalities
V k(x(tk)) ≤ Vk(x(tk)) ≤ V k(x(tk)) (21)
where
V k(x(tk)) = min
v(tk),s(tk)
 
Vk+1(x(tk+1))
+ αl(x(tk),s(tk),v(tk))
 
(22)
V k(x(tk)) = min
v(tk),s(tk)
 
Vk+1(x(tk+1))
+ α−1l(x(tk),s,(tk),v(tk))
 
(23)
Here, the scalar α>1 is a slack parameter that can be
chosen to determine the distance to optimality. By the in-
troduction of inequalities instead of equalities, it is in prin-
ciple possible to ﬁt a simpler, approximate cost-to-go func-
tion between the upper and lower bounds. If, in each step,
the upper (V k)a n dl o w e r( V k) bounds are computed as in
(22) and (23), the obtained solution will satisfy
α−1V ∗
k (x(tk)) ≤ Vk(x(tk)) ≤ αV ∗
k (x(tk)) (24)
which gives a guarantee on how far the approximate solu-
tion is from the optimal solution.
The approximate cost-to-go function Vk(x(tk)) can be
represented in many ways. There are two major restrictions
on the choice of parameterization. First, it must be possible
to compute the upper and lower bounds. Second, it must be
possible to ﬁt a simpliﬁed function between the upper and
lower bounds. Since the simpliﬁed function will be used in
the next iteration, it must also fulﬁll the same requirements.
Here, we choose to represent the cost function as the
minimum of a set of quadratic forms,
Vk(x(tk)) = min
Πi∈Pk
x(tk)TΠix(tk) (25)
Vk+1
V k V k
Vk
Exact
computation
Simpliﬁcation
Figure 2. 1-D illustration of how the cost function
is approximated using quadratic functions.
where P is a set of matrices and Πi are the elements in it.
The size of the set P is referred to as the complexity of the
solution. The approximation is illustrated in Figure 2.
Given our optimization problem, we will now show how
to compute the upper and lower bounds. To simplify the
notation, the time indexes will be dropped. First note that
Vk+1(x(tk+1)) =
min
Πi∈Pk+1
⎧
⎪ ⎪ ⎩
x
v
⎫
⎪ ⎪ ⎭
T ⎧
⎪ ⎪ ⎩
FT
s
GT
s
⎫
⎪ ⎪ ⎭Πi
⎧
⎪ ⎪ ⎩
FT
s
GT
s
⎫
⎪ ⎪ ⎭
T ⎧
⎪ ⎪ ⎩
x
v
⎫
⎪ ⎪ ⎭ (26)
Combining(20) and (26), the lower boundcan be written as
V k =m i n
v,s
 
min
Πi∈Pk+1
⎧
⎪ ⎪ ⎩
x
v
⎫
⎪ ⎪ ⎭
T
EΠi,s
⎧
⎪ ⎪ ⎩
x
v
⎫
⎪ ⎪ ⎭
 
(27)
where
EΠi,s =
⎧
⎪ ⎪ ⎩
FT
s
GT
s
⎫
⎪ ⎪ ⎭Πi
⎧
⎪ ⎪ ⎩
FT
s
GT
s
⎫
⎪ ⎪ ⎭
T
+ α
−1Hs (28)
To rewrite (27) in the same form as (25), note that it is pos-
sible to reorder the minimization operators. By completion
of squares, the minimization over the control action v can
be evaluated explicitly, yielding the second equality below:
V k =m i n
s,Πi∈Pk+1
min
v
⎧
⎪ ⎪ ⎩
x
v
⎫
⎪ ⎪ ⎭
T
EΠi,s
⎧
⎪ ⎪ ⎩
x
v
⎫
⎪ ⎪ ⎭ =m i n
Πi∈P k
xTΠix
(29)
Associated with each combination of s and Πi ∈ Pk+1 is a
minimizingv in theformv = −LΠi,sx. Thus,eachelement
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and an integer si ∈{ 1,...,n}, representing which process
to control. The upper bound is computed in the same way,
but with α−1 replaced by α.
Due to the choice of parameterization, the approximate
cost function Vk can be constructed by selecting matrices
from the lower bound until (21) is satisﬁed, see Figure 2.
Note that adding a matrix to the set P decreases the overall
function because of the parametrization used. The full pro-
cedure is then iterated until the following inequalities hold:
min
v(tk),s(tk)
{Vk(x(tk+1)) + αl(x(tk),s(tk),v(tk))}
≤ Vk(x(tk)) ≤
min
v(tk),s(tk)
 
Vk(x(tk+1)) + α−1l(x(tk),s(tk),v(tk))
 
(30)
Note that the optimization problem can be solved off-
line. The on-line controller only uses the cost-to-go rep-
resentation (25). At each scheduling point tk, the active
quadratic form is selected as
i(tk)=a r g m i n
Πi∈Pk
x(tk)TΠix(tk) (31)
and the control action calculated as
v(tk)=−Li(tk)x(tk) (32)
We note that the complexity of computing the on-line
schedulingdecision (31) is linear in the numberof elements
in P. Hence,asfewelementsaspossibleshouldbeincluded
in P. This can be adjusted by an appropriate choice of the
slack variable α. If the computational burden should still
be too heavy, we propose that the plant state space is grid-
ded and that the solution to (31) is stored in a look-uptable.
Hence, there is a trade-off between the memory consump-
tion and the CPU time consumption of the scheduler.
4. Accommodating Other Tasks
Normally, the control tasks only constitute a small part
of the tasks in a typical real-time control application. Here,
we discuss different ways to accommodate other tasks, be
they hard real-time tasks or soft background tasks.
4.1. Hard Real-Time Tasks
In [6] it was shown how controllers can be predictably
scheduled among other hard real-time tasks using so called
control servers. The control server is based on the constant
bandwidth server [1] and similarly reserves a fraction Us of
the CPU to the control task. Furthermore, it schedules the
input and output operations at the interrupt priority level
in order to minimize the scheduling-induced input and out-
put jitter. This way, a controller executing inside a control
server with the utilization Us will behave like a controller
running on a slower but dedicated processor with the speed
1/Us. Assuming that the controllers are executing inside a
control server with the CPU share Us, the controller exe-
cution times Ci in (14), (15), and (17) are simply replaced
by Ci/Us in the new optimization problem. Seen from the
othertasks, thecontrolserverwillbehavejustlikehardreal-
time task with the utilization Us.
4.2. Background Tasks
To accommodate background tasks, some slack can be
introduced in the schedule. One simple way to achieve this
is to leave an emptytime-slot aftereach controltask invoca-
tion. The size of the time-slot can be chosen independently
for each controller. For instance, after each control task ex-
ecution of time Ci, one could leave an empty slot of size
(1 − a)Ci/a to ensure that the control tasks only occupy
a fraction a of the total processing time. The optimization
problemis thenmodiﬁedso thattheoutputis deliveredafter
time Ci, but the next scheduling decision is taken after time
Ci/a. This involves some straightforward modiﬁcations of
the system matrices ((14), (15), and (17)) to account for the
new computational delay. Note that this scheme gives bet-
ter control performance than using a control server, since
the computational delay is smaller. On the other hand, it
may not be suitable to accommodate hard real-time tasks.
A more sophisticated way to inject some slack in the
scheduleistointroduceanidletask(tasknumbern+1),that
is dynamically scheduled along with the other controllers.
When selected, the idle controller simply suspends itself
for some time Cn+1, allowing backgroundtasks to execute.
The system and cost matrices for the idle task are given by
(14), (15), and (17) with i = n +1 .
To createsome incentiveforthe schedulerto everchoose
the idle controller, we modify the original cost matrices
H1 ...H n to
Hi =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
R1(Ci)
...
Rn(Ci)
β
⎫
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭
(33)
where β is an additional penalty for calculating a new con-
trol signal (i.e., not choosing the idle task). The larger the
β, the more idle time will appear in the on-line schedule.
It should be noted that the optimization problem potentially
gets more complex when this approach is used, because the
numberof possible scheduling choices at each time step in-
creases from n to n +1 .
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5. Case Study
The optimal on-line scheduling policy, with and without
an idle task, was comparedto earlierschedulingapproaches
in a case study involving one ball-and-beam process and
two DC-servo processes.
5.1. Control Design
Process 1: The Ball and Beam
The ball-and-beam process is shown in Figure 3. The con-
trol input sets the angular speed of the beam, which in turns
affects the position of the ball. The control objective is to
keep to ball at rest at the middle of the beam.
A linear model of the process dynamics is given by
dx1
dt
=
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
00−10
10 0
00 0
⎫
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭
x1 +
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
0
0
4.5
⎫
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭
u1
where the elements of state vector x1 represent the ball po-
sition, the ball velocity, and the beam angle. Note that the
ballandbeamis an open-loopunstableprocessthatrequires
constant attention to remain stable.
For the control design, the Q matrix in the cost function
(2) was chosen as
Q1 =d i a g
⎧
⎩0.121 .41
⎫
⎭
For a continuous-time LQ-controller, this implies closed-
loop poles at −5.1 and −2.5 ± 2.4i. To comply with com-
monrulesof thumb[3], the samplingintervalshouldideally
not be longer than about 100–140 ms.
Processes 2 and 3: The DC-Servo
The DC-servo process is shown in Figure 4. The control
input affectsthe accelerationof the rotatingservo. The con-
trol objective is to position the servo at a given angular po-
sition.
Figure 4. The DC-servo process.
A linear model of the process dynamics is given by
dx2,3
dt
=
⎧
⎪ ⎪ ⎩
−0.12 0
10
⎫
⎪ ⎪ ⎭x2,3 +
⎧
⎪ ⎪ ⎩
22.5
0
⎫
⎪ ⎪ ⎭u2,3
wheretheelementsofstate vectorx2,3 representtheangular
velocity and the angular position of the servo. The DC-
servo is an open-loop (marginally) stable process that does
not need constant attention to remain stable.
For the control design, the Q matrix in the cost function
(2) was chosen as
Q2,3 =d i a g
⎧
⎩0.51 01
⎫
⎭
For a continuous-time LQ-controller, this implies closed-
loop poles at −15 and −4.7. To comply with commonrules
of thumb [3], the sampling interval should ideally not be
longer than about 30–100 ms.
5.2 The Scheduling Strategies
It was assumed that the executiontime of each controller
was C1,2,3 =5 0ms. Considering the recommended sam-
pling intervals above, it is seen that the system is severely
resource-constrained.
The following six scheduling strategies were compared
in the case study:
• Optimal on-line scheduling
• Optimal on-line scheduling with an idle task
• Optimal static cyclic scheduling [14, 9]
• EDF schedulingusing optimalstatic periodsby Seto et
al. [15, 7]
• EDFschedulingwitha heuristicfeedbackschedulerby
Mart´ ı et al. [13]
• EDF scheduling with an optimal feedback scheduler
by Henriksson et al. [8].
In all cases, it was assumed that the scheduling overhead
was zero.
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The optimal on-line scheduling policy and the state-
feedback control law for the three processes was derived
using relaxed dynamic programming as outlined in Sec-
tion3.4. Theslack parameterwaschosenasα =1 .2,which
yielded an approximate cost function Vk(x(tk)) consisting
of 62 quadratic functions. Selecting a lower slack, it was
not possible to obtain a solution, as the complexity grew in-
deﬁnitely. A slack of 1.2 means that the approximate solu-
tion will give at most 20% highercost than the true, optimal
solution. Further, since there are 10 state variables in the
total system (7 plant states and 3 held control signals), the
cost function V ∗
k (x(tk)) is a function of 10 variables. As-
suming that each state variable is discretized in 5 steps, a
lookup table holding the optimal scheduling policy would
then contain 510 ≈ 107 entries.
Optimal On-Line Scheduling with Idle Task
As outlined in Section 4.2, the task set was augmented with
an idle task (task number 4). The execution (idle) time of
the task was chosen as C4 =5 0ms. Keeping α =1 .2
and experimenting with the β penalty term in repeated sim-
ulations, β =0 .0125 yielded an approximate cost function
Vk(x(tk)) consistingof34quadraticfunctions(surprisingly
a lower complexity than without the idle task).
Static Cyclic Scheduling
Anoptimalcyclicscheduleandthe associated optimalfeed-
back gains for the three plants were derived using the the-
ory presented in [9]. It was assumed that all processes were
subjected to the same amountof disturbances. Generatinga
one-shot schedule of length 100, the repeating sequence of  
1,2,3,2,3
 
was observed and extracted from the sched-
ule. ThiscorrespondstoasamplingintervalofT1 = 250ms
for the ball and beam and an average sampling interval of
T2,3 = 125 ms for the DC servos.
Seto et al.
Assuming EDF scheduling and a target utilization of U ≈
0.95, optimal static periods for the three controllers were
derivedaccordingto the optimizationprocedurein [15] (ex-
tended to LQ-controllers in [7]). Preliminary control exper-
iments showed that the scheduling-induced variable delays
(i.e., input-output jitter) could destabilize the controllers.
Therefore, the jitter had to be eliminated by performing I/O
at the task release, enforcing a constant one-sample input-
output delay. The constant delay was compensated for in
the LQ-control design. The resulting task periods were
T1 = 220 ms for the ball and beam and T2,3 = 140 ms
for the DC servos.
Mart´ ı et al.
Again assuming EDF scheduling, LQ-control, and a one-
sample computational delay, the ﬁrst step in the approach
by Mart´ ı et al. [13] is to determine maximum sampling
intervals for the controllers. Based on preliminary control
experiments, the maximum tolerable sampling interval was
found to be 170 ms for all processes. Aiming at a utiliza-
tion ofU ≈ 0.95,this allowedthe controllerwith thelargest
current error |xi| to execute with the interval 130 ms. The
on-line algorithm in [13] states that new sampling intervals
shouldbe assignedeverytime a controllerhasexecuted. We
found that this did not work well in practice—the switching
pattern sometimes caused all controllers have effective pe-
riods of 170 ms, which gave very poor performance. To
remedy this problem, the feedback scheduler was instead
executed as a periodic activity with the interval 1 s.
Henriksson et al.
Finally, using the approach of Henriksson et al. [8] and
again assuming EDF scheduling, LQ-control, and a one-
sample computational delay, a feedback scheduler was im-
plemented as a periodic activity with the interval 1 s. At
each invocation, the scheduler assigned optimal task peri-
ods to the three controllers based on the current plant states
and the expected cost up to the next scheduling point.
5.3 Implementation and Experiments
The schedulers and the controllers were implemented in
MATLAB/Simulink and interfaced either to simulated pro-
cess or to the real processes in real time. The scheduling
policies and the computational delays were emulated in the
Simulink model. To excite the control systems (emulat-
ing external disturbances and set-point changes), random
impulse disturbances were added to the inputs of the pro-
cesses. To make the experiments as repeatable as possible,
the same pseudo-random noise sequences were used in all
experiments.
5.4 Results and Discussion
Each strategy was ﬁrst run against the simulated pro-
cesses for 600 s. Each strategy was then run 14 times
against the real processes for 600 s. Average costs per time
unit as well as estimates of the standard deviations were
computed. The results are presented in Tables 1 and 2.
Starting with the similarities between simulations and
real experiments, it is seen that the performance order of
the six strategies (as measured by the total cost
 
Ji)i s
the same in both cases. Not surprisingly, the optimal on-
line strategy performs the best. One can also notice that the
EDF-based approaches (the last three rows in each table)
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Strategy J1 J2 J3
P
Ji U1 U2 U3 Idle
Optimal 1.46 2.32 1.92 5.70 0.487 0.290 0.224 0
Optimal + Idle Task 1.97 2.48 2.21 6.66 0.147 0.304 0.252 0.297
Static Cyclic 2.38 3.16 2.87 8.41 0.200 0.400 0.400 0
Seto et al. 5.61 6.13 5.41 17.1 0.241 0.379 0.379 0
Mart´ ı et al. 2.90 7.69 6.84 17.4 0.350 0.329 0.321 0
Henriksson et al. 4.18 6.12 5.19 15.5 0.271 0.366 0.364 0
Table 2. Recorded costs per time unit (estimated standard deviations within parentheses) and average task
utilizations in the control experiments.
Strategy J1 J2 J3
P
Ji U1 U2 U3 Idle
Optimal 0.514 (0.0084) 0.675 (0.0167) 0.617 (0.0208) 1.81 (0.0315) 0.628 0.167 0.205 0
Optimal + Idle Task 0.598 (0.0147) 0.727 (0.0446) 0.669 (0.0281) 1.99 (0.062) 0.206 0.0583 0.0421 0.694
Static Cyclic 0.803 (0.0223) 0.99 (0.0332) 0.881 (0.0290) 2.67 (0.062) 0.200 0.400 0.400 0
Seto et al. 2.15 (0.0424) 4.06 (0.105) 5.85 (0.312) 12.1 (0.346) 0.241 0.379 0.379 0
Mart´ ı et al. 1.07 (0.0466) 4.94 (0.147) 7.79 (0.443) 13.8 (0.487) 0.326 0.330 0.344 0
Henriksson et al. 1.80 (0.0798) 3.93 (0.0756) 4.44 (0.234) 10.2 (0.280) 0.253 0.366 0.382 0
perform much worse than the non-preemptiveschemes (the
ﬁrst three rows). This clearly demonstrates how devastating
a long input-output delay is for the performance. Contin-
uing with the differences, it is seen that the effect of com-
putationaldelayis evenmorepronouncedin the real experi-
ments. Thisis probablydueto themodelmismatchbetween
the real processes and the ones assumed in the control de-
sign. A long time delay decreases the robustness towards
such model errors and this increases the cost even further.
Studying the results of the real control experiments, the
optimalon-linepolicyisabletoreducethetotalcostby32%
compared to the static cyclic policy. This shows that there
is real performanceto be gained by using a dynamic policy.
Of course, this gain must be weighed against the increased
runtime overhead associated with a dynamic scheduler.
Introducingthe idle task, the cost only increases slightly,
while the system is actuallyidle for69% of the time. In par-
ticular, the open-loop stable servo processes do not seem to
need any attention when there are no disturbances. Figure 5
shows an example of recorded data using this policy. The
ball-and-beam controller (task 1) is busy much of the time,
but there are also long periods when the idle task (task 4)
can execute uninterrupted.
Finally, comparing EDF scheduling with an optimal
static period assignment (Seto et al.) with the two EDF-
based feedback scheduling approaches, it is seen that the
on-line period assignment of Henriksson et al. is able
to reduce the cost slightly. On the other hand, the feed-
back scheduler of Mart´ ı et al. actually increases the total
cost. Studying the cost and utilization numbers, Mart´ ı et
al. seems to give too much attention to the ball and beam
process (which indeed performs better than under the other
EDF-based approaches), while the cost of the DC-servos
increases.
6. Conclusions
We haveformulatedtheoptimalon-lineschedulingprob-
lem for multiple control tasks with known execution times
and shown how it can be transformed into a switched
discrete-timecontrolproblem. Theoptimalon-lineschedul-
ing and control policy could then be obtained using relaxed
dynamic programming. We have also shown how back-
ground tasks can be dynamically incorporated in the sched-
ule by a modiﬁcation of the optimization problem.
The optimal on-line scheduling policy has been tested in
a case study involvingcontrolof one ball-and-beamprocess
and two DC-servo processes. In the control experiments,
the optimalpolicy was able to reduce the total cost by about
30% compared to a static cyclic policy. It was also seen
that a large amount of idle time could be inserted into the
schedule with only a modest increase in the cost.
In the evaluation, the EDF-based scheduling policies
(with or without a feedback scheduler) all performed very
poorly, due to the one-sample computationaldelay that was
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Figure 5. Recorded data from an experiment with optimal on-line scheduling with an idle task.
enforced in the implementation. Allowing input-output jit-
ter was not an option in this case, however, since this could
cause some control loops to go unstable.
Considering the apparent superiority of the non-
preemptive schemes in the case study, we would like to fur-
ther investigate the possibility of scheduling control tasks
non-preemptively. However, if we consider a mix of con-
trol tasks and hard real-time tasks, the non-preemptive ex-
ecution will impair the schedulability of the hard tasks. As
futurework,we wouldalso like to investigateefﬁcient ways
to approximate and parametrize the on-line scheduling pol-
icy, minimizing the runtime overhead as far as possible.
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