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Sei X(t) ein stochastischer Prozeß, z.B. sei X(t) die Koordi-
nate eines Teilchens, das einer zufälligen Bewegung auf einer 
Geraden unterworfen ist, zur Zeit t. Die bedingte Wahrschein-
lichkei t, das Teilchen zur Zeit t im Intervall [ a. I b ] zu 
finden, wenn man weiß, daß es zur Zeit s ~ t den Punkt x inne-
hatte, sei 1) 
10 
'Prob {XLtJE[c>'l h] I >((5)-X] = f 1'{Xjs f'tt, tJd 't 
a. 
Genügt P der SMOLUCHOWSKIgleichung 
so nennt man X(t) einen Markowprozeß. Hängt darüber hinaus P 






''a,t,+tL)= [f(X,2J t,) 1'UJ "3, t.) oI~ 
für 
1) Wir nehmen hier in der Einleitung an, daß alle Wahrschein-
lichkeitsmaße durch Dichten gegeben ~ind. In der Arbeit 
selbst wird diese Voraussetzung nicht gemacht. 
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Aus dieser Gleichung gewinnt man nach einem in der.physika-
lischen Literatur öfters verwendeten verfahren1 ) eine Dif-
ferentialgleichung für P, in dem man für ein festes z die 
Funktion 'P (~) "1 \ tl.. ) in y nach Potenzen von z-y ent-
wickelt, nach dem Glied zweiter Ordnung abbricht und mit 
t 2 gegen Null zur Grenze geht.
2 ) 
Die entstehende Differentialgleichung hat die Form 
~ (MAl~JP(xl'dIt.J) 
und trägt den 
+ 1.['- c b l ~ n ( X, "t, -I: J) 
Namen FOKKER-PLANCKgleichung. 
Es erhebt sich die Frage, ob es nicht möglich ist, höhere 
Glieder der Potenzreihenentwicklung mitzunehmen und so 
zu einer Differentialgleichung zu gelangen, die höhere als 
zweite Ableitungen in y enthält. 
Die Diskussion der sogenannten "stetigen" Markowprozesse 
zeigt aber, daß in diesem Spezialfall, auf den die Methode 
der Potenzreihenentwicklung recht eigentlich zugeschnitten 
ist, auch ein Weitertreiben der Entwicklung keine höheren 
Ableitungen liefert. Die neu hinzutretenden Terme verschwin-
den nämlich beim Grenzübergang .i2 -'"":7 O. 
Die Markowprozesse, die am vollständigsten erforscht sind, 
sind die stationären, räumlich homogenen Prozesse, bei de-
nen P von der Form ist 
rpC"a - X J "i:-s). 
1) s. N. WAX. Selected papers on noise and stochastic pro-
cesses. Dover publications. 
2) Ausführliche Rechnung bei WANG & UHLENBECK, Rev. Mod. 
phys.11, (1945) S. 223 (auch bei WAX abgedruckt). 
111 -
Aber auch die zu diesen Prozessen gehörigen Differential-
gleichungen können keine höheren als zweite Ableitungen in 
sich schließen, wohl aber kann eine Art Integralterm zu-
sätzlich auftreten. 
Die Aufgabe dieser Arbeit war es nun, diese Aussagen auf 
eine möglichst weite Klasse stationärer Markowprozesse aus-
zudehnen. 
B. 
Wir verwendete n dazu funktionalanalytische Hilfsmittel, vor 
allem die Theorie linearer Transformationen von Banachräu-
men. Für jedes t > 0 definiert 1> ( XI d ' 1:) einen Operator 
U(t) der Form: 
f -'> V-l tJ f 
Die Funktion f wird dabei als borelmeßbar und beschränkt 
vorausgesetzt. Es ist vernünftig I 
U(o) = I (identischer Operator) 
zu setzen. 
Die SMOLUCHOWSKIgleichung lautet in dieser Formulierung 
Man erhält für den Differenzenquotienten 
'LlLi"tt1..) - U(t 1 ) 1A[tt)-T 
- ru Li",) 
Wenn wir uns für die Form der Differentialgleichung für 
P, bzw. U(t) interessieren, genügt es, das Verhalten von 
1A U:) -I 
t 
für t ~ 0 zu betrachten. 
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Was unsere Operatoren U(t) vor anderen auszeichnet~ sind die 
beiden Eigenschaften 
u(t)~ 0 
u(t)l = 1 
(Positivität der Wahrscheinlichkeitsdichten 
'P(X'I"1II::) ) 
(Die Wahrscheinlichkeitsdichten tp ( XI l(j I t. ) 
sind auf 1 normiert), 
wo 1 die konstante Funktion ist, die für alle reellen Zahlen 
den Wert 1 annimmt. 
Die wichtigere von beiden Eigenschaften ist die erste. Sie 
ist es im Wesentlichen, die das Auftreten von höheren als 
zweiten Ableitungen verhindert. 
c. 
Wir definieren die Räume B~, n = 0,1,2, ... ,die aus all den 
n-mal stetig differenzieroaren Funktionen bestehen, die samt 
ihren n ersten Ableitungen im Unendlichen verschwinden. Wir 
fordern, daß es ein festes nz 2 gibt, so daß jedes U(t', t'2. 0 
den Raum B
n 
in sich überführt und daß für t ~ t I und f ~ B
n 
gleichmäßig konvergiert. Es ergibt sich, daß unter dieser 
Voraussetzung 
t<. Ci) - I 
t 
für Jedes f aus dem von.B2 vnd 1 zusammen aufgespannten Funk-
tionenraum E2 punktweiseexistiert. Af ist eine borelmeßbare, 
über jedem Kompaktum beschränkte Funktion. Das Funktional 
(Af) LXl 
hat die Form 
<" Mx), f '> - MIt (l<') f' [l<') + C Cl<') ( tl<>o) - [(>(I ) 
+ < Ci. Cl<') P, (t' ('3 1- t()() - [f()() _~- ",. ) 
1t-{ ~ - X' /-
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wo Q(x) ein positives integrierbares Maß, d.h. ein positi-
o 
ves f\1aß endlicher Gesamtmasse ist. Die Zahlen c (x) sind '> 0 
und verschwinden für fast alle x. Bis auf den Term 
ClX) (f (00) - +' (x') ) 
hat J\ (il genau die Form, wie sie von den räumlich homogenen 
Prozessen her bekannt ist. 
Wählt man n~3, so fällt dieser Term überhaupt weg. In die-
sem Fall kann man au.,:';l'l die Aussagen, die wir für fE E2 mach-
ten, auf jede zweimal stetig differenzierbare Funktion f 
übertragen, die samt ihren ersten beiden Ableitungen beschränkt 
ist. 
Außerhalb einer (beliebig Kleinen) Umgebung des Punktes 
y:; x verhält sich A (x) wie ein Integraloperator. In der Umge-
bung von x kommen dagegen andere Eigenschaften zum Vorschein. 
Z.B. ist für c(x):: 0 und Q(:x) = b(x) J~ ( 0)( bedeutet eine 
Einheitsmasse im Punkte x) 
M1(X) {'C x} + 
Diesen Sachverhalt meinten wir, als wir oben davon sprachen, 
daß zur FOKKER-PLANCKgleichung nur eine "Art" Integralterm 
hinzutreten könne. 
D. 
Diese Erörterungen füllen das zweite Kapitel, während das 
erste einige Grundlagen aus der Maß- und Distributionentheo-
rie bringt. Der erste Paragraph enthält ein.e kurze Zusammen-
fassung der von uns benötigten Theorie der Banachräume, die 
dann in 7.durch die Theorie der Integration vektorwertiger 
Funktionen vervollständigt wird. In 2. und 3. werden die in-
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tegrierbaren Maße und Distributionen eingeführt und elnlge 
ihrer Eig~nschaften beschrieben. Abschnitt 4. handelt von 
der strengen Konvergenz integrierbarer Maße. 1) Diese ist 
schwächer als die Konvergenz in der Normtopologie, aber 
stärker als die einfache Konvergenz· für jede im Unend-
lichen verschwindende steti~e Funktion. Die strenge Kon-
vergenz wird gebraucht;um die Schwierigkeiten, die durch 
die unendliche Assdehnung der Geraden, d.h. ihre Nicht-
kompaktheit verursacht werden, zu bewältigen. Schon im 
nächsten Abschnitt 5., der sich mit der Faltung beschäf-
tigt, zeigt sich die Nützlichkeit dieses Konvergenzbegrif-
fes. 
Der Anhang über normbeschränkte Halbgruppen vom Faltungs-
typus, zu denen auch die räumlich homogenen stationären 
Markowprozesse gehören, zeig~ daß aus ganz schwachen Vor-
aussetzungen die Stetigkeit dieser Halbgruppen folgt. Ein 
wesentliches Hilfsmittel ist ein tiefer liegender Satz über 
strenge Konvergenz nicht notwendig positiver, integrierba-
rer Maße (4 I). 
Dffiganze erste Kapitel, sowie der Anhang können ohne Schwie-
rigkeiten beinahe wortwörtlich von der eindimensionalen Ge-
raden auf einen endlichdimensionalen Raum übertragen werden. 
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Grundlagen aus der Maß- ~nd Distributionentheorie 
=========.======================================== 
1. Normiert.J Vektorräume 
1A Ein normierter reeller Vektorraum1) X ist ein Vektorraum 
über den reellen Zahlen, in dem eine reellwertige Funk-
tion X -"7 11 xII, genannt Nor::J, definiert ist, die die 
folgenden Eigenschaften besitzt: 
. , 
I\X(\>O, 
IIxH 0- genau dann, wenn x = 0 / 
11 A X rr - , /1 t 11 X 11 ! 
11 X -+ '\r /I ~ 11)( 11 + 11 ~ 11 
Durch den Abstand 
x, y -"7 11 x-y l\ 
ist in X eine Metrik definiert. Die zugehörige Topologie 
heißt die Normtopologie. In ihr ist eine Menge U Umge-
bung eines Punktes x genau dann, wenn sie eine offene Ku-
gel um x enthält, d.h. eine Menge der Form 
{ ) E. X ! Q"d- - )( /I < ']V 1 
mit r > o. 
X heißt ein Banachraum, wenn es in seiner Normtopologie voll-
ständig ist, d.h. wenn jede Cauchyfol~e einen Grenzwert be-
sitzt. Eine Cauchyfolge xie X ist eine Folge mit der Eigen-
schaft: 
zu jedem c.. '>' 0 gibt es ein N, so daß 11 xi - Xj 11 <E für i,j2.N. 
Seien X und Y zwei reelle normierte Vektorräume versehen mit 
ihrer N'ormtopologie, und sei T eine lineare Abbildung von X 
in Y. Die Abbildung T ist genau dann stetig, wenn sie be-
schränkt ist~) d. h. wenn 
1) LOOMIS S. 13 
2) LOOMI S S. 15 
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I(T!l = 'JAAf> { 11 T (x) 11 XE X) /I}(/I~.-1 .1 
endlich ist. 
Den Vektorraum aller stetigen linearen Abbildungen von X 
in Y bezeichnen wir mit LXY. Die Funktion T~IITI! bildet 
in LXY eine Norm. Wenn Y ein Banachraum ist, dann ist es 
auch LXY 1) '. 
1B Für die Anwendungen ist die Normtopologie von LXY oft zu 
fein. An ihrer Stelle wird dann häufig die sogenannte ein-
fache TOPOIOgie2), die man auch Topologie der punktweisen 
Konvergenz nennen kann, verwandt. In ihr ist eine Menge U 
Umgebung des Elementes T f: LXY dann und nur dann, wenn U 
eine Menge der Form 
[ S E LX Y : 11 (5 - T ) (X,) 11 < S) L = A.·· 'h } 
enthält, wo {Xi' i = 1 ••• n] eine endliche Teilmenge von 
X und E eine echt positive Zahl ist~ 
In der einfachen Topologie ist LXY ein topologischer Vektor-
raum, für den die folgenden leicht zu verifizierenden Aus-
sagen gelten: 
(1) Eine Folge TiE LXY konvergiert genau dann gegen TELXY, 
wenn die Folgen Ti (x) für jedes feste x€X nach T(x) 
in Y streben. 
(2) Die Abbildungen 
T t:LXY ~ T(x) €Y 
sind für jedes feste x €.X stetig. 
(3) Sei E ein beliebiger topologischer Raum. Eine Abbildung 
F: E~LXY 
ist genau dann stetig, wenn die Abbildungen 
e E. E -~ (FCe)] (Xl € Y 
für jedes feste x Ex stetig sind. 
1) LOOMIS S. 15 
2) BOURBAKI, espe vect. top. 11 S. 18 
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1C Neben der einfachen Topologie benötigen wir bisweilen 
etwas andere, mit ihr nah verwandte Topologien, die 
Topologie der gleichmäßigen Konvergenz über jedem Kom-
paktum und die Topologie der punktweisen Konvergenz 
über einer in X dichten Teilmenge • Eine Menge U C LXY 
ist Umgebung von T € LXY in der ersten Topologie genau 
dann, wenn sie eine Menge der Form 
[ S ~ LX y : {{ ( S - T ) (X) If ~ C J XE K S 
enthält, wo Keine kompakte Teilmenge von X und c>~ist. 
Sie ist Umgebung in der zweiten Topologie dann und nur 
dann, wenn sie Obermenge von 
[ S E LX Y = {{ (S - T) (X t) /( <: ~) Xl E A) (= 1... "h ] 
ist, wo ( xi' i = 1 ••• n J eine endliche Teilmenge der 
in X dichten MengY4ist. 
Der für uns in diesem Zusammenhang wichtigste Satz lautet: 
Satz: 1) Auf einer normbeschränkten Teilmenge von LXY sind 
die folgenden drei Topologien identisch 
i) die Topologie der punktweisen Konvergenz über einer 
in X dichten Teilmenge, 
ii) die einfache Topologie, 
iii) die Topologie der gleichmäßigen Konvergenz über je-
dem Kompaktum. 
Folgerung: Sei Ti eine normbeschränkte Folge aus LX~und 
konvergiert Ti(x) -7 T(x), T ELXY, für jedes Element x 
einer in X dichten Teilmenge, dann konvergiert Ti einfach 
nach T und gleichmäßig über jedem Kompaktum i~ X. Ist Y 
ein Banachraum, so genügt es vorauszusetzen, daß die Ti 
normbeschränkt sind und die Ti(x) Cauchyfolgeri bilden2 ). 
1) BOURBAKI esp. vect. top. 11 S. 23. Dieser keineswegs 
tiefliegende Satz ergibt sich fast unmittelbar aus den 
Definitionen. Er ist eine Version des Satzes von Banach-
Steinhau·s. 
2) HILLE und PHILLIPS S. 41 
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1D Wir nennen die Menge aller reellen Zahlen R. Mit dem 
Betrag als Norm ist Rein Banachraum. Der Raum ~ 
der stetigen linearen Funktionale von X in R heißt der 
Dualraum von X und wird mit Xl bezeichnet. Für LXX, den 
Raum der stetigen linearen Operatoren von X in sich, 
schreiben wir künftig kurz LX. Die einfache Topologie 
von X I heißt in der Literatur oft "Schwach * - Topologie", 
während die von LX als "starke Operatortopologie" be-
zeichnet wird1). 
Wir schreiben)J- (x) , pt € X I, x E X gewöhnlich in Form eines 
Skalarproduktes 
und lassen, falls Y von R verschieden ist, oft die 
Klammern bei T (x), x e X, T E LXY weg: 
T(x) = Tx • 
1E SeiJA-Ey t und TE:.LXY. Die Abbildung 
~EX-:;> <jA)-/X)E'R 
ist als Hintereinanderschaltung zweier stetiger Abbildungen 
ste~ig und definiert somit ein Element aus Xl, das wir mit 
pT bezeichnen. 
Die Funktion 
jA 6 '{' -~ /--, E X' 
ist stetig, wenn man Xl und y l mit der einfachen Topolog~e 
versieht. Wir haben dazu nach 1B(3) zu zeigen, daß für je-
des xG- X 
rES y) -7 
stetig ist. Dies folgt aber aus 1B(2). 
1) s.z.B. HILLE und PHILLIPS SS. 37, 52 
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Ebenso gilt, daß die Abbildung 
TE. LXY _~ ~ TE >(I J 
LXY und Xl versehen mit ihren einfachen Topologien, 
stetig ist. Für jedes xEX ist nämlich nach 1B(2) 
T~Tx 
stetig. Außerdem ist nach der Voraussetzung über die 
Elemente von Y' 
~ -'7 <-JA-) "d ') 
stetig. Die Abbildung 
T -"';7 ~ JA- T) )( > -::: <... JA-) T>< > 
ist die Zusammensetzung der stetigen Abbildungen 
T -~Tx 
und 
Tx -"'7 ~JTX> 
und darum stetig. Das war aber nach 1B(3) zu zeigen. 
1F Im Verlauf unserer Ausführungen werden wir öfters den 
folgenden Satz, das sogenannte uniform boundedness 
theorem1), benötigen. 
Satz: Seien X und Y zwei normierte Räume und sei X 
vollständig, dann gilt für jede Tei;Lmenge M (LXY, die 
die Eigenschaft 




für jedes x~X 
1) S. BOURBAKI, espe vect. top. 11 S. 21f 
RILLE und PRILLIPS S. 26 
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2. Der Begriff des integrierbaren Maßes und der 
integrierbaren Distribution n-ter Ordnung. 
2A Wir betrachten im folgenden reelle Funktionen über der 
reellen Achse R. Sei feine n- mal differenzierbare Funk-
tion~ so setzen wir 
-..-- ~.M1P { ({ CI') ()() \ : )( € 1() 0 ~ i L. 11 }. 
Dabei ist + co als Supremum zugelassen. Es ist 
11 t lll\l\ 
Sind fund g zwei n-mal differenzierbare Funktionen, so 
ist ihr gewöhnliches Produkt fg, 
(fg) (x) = f(x)g(x)) 
wieder n-mal differenzierbar und es gilt 
Es ist nämlich 
. 
L , 
11 (-h ) Li I 11 0 = 11 L WF (K) ~ (j - K) 11 0 
, k-:::: 0 
L • 
~ t;o (~) 11 f (K) 11 0 11 ~ (( - e,) 1\0 
. 
L 11 .[: II~ fI ~ 11", L (~) - 2' 11 + 11"", /I j /I"" 
f, 2 ~ fI f 11"" I! ~ 11", 
für jedes i, 0 ~ i ~n. 
2B Unter Bn verstehen wir den Raum aller stetigen und n-mal stetig 
differenzierbaren Funktionen, die samt ihren n ersten 
Ableitungen im Unendlichen der reellen Achse verschwinden. 
f -'i 11 f f( "Yt ist eine Norm in Bn) und Bn ist in dieser 
Norm vollständig, also ein Banachraum. 
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Um die Vollständigkeit zu beweisen, müssen wir zeigen, 
daß jede Cauchyfolge einen Grenzwert in Bn hat. Sei also fK €:::8"", lund gebe es zu jedem ~/'O ein K, s~ daß 
/I f I( - f K' It ~ < E. für k', K) ? K . Es konvergieren also 
alle Ableitungen f 1>< (.il I () ~ i ~ 'h. gleichmäßig gegen 
stetige Funktionen ~~ • Nach den Sät~en über die gleich-
mäßige Konvergenz ist aber q i. -= f (I) I f -= ~ 0 =- ~ fK I 
f tl) 0 ~ . L. (l Da alle K ) -, _ 1-1.. im Unendlichen verschwinden, wird 
auch f (.1') = ~ fl{<'i)dort zu null~ und damit ist f ~ 13,.,." , 
und die t~ konvergieren in der Normtopologie von Bn gegen f. 
2C Hilfssatz: Eine im Unendlichen verschwindende stetige Funk-
tion ist gleichmäßig stetig. 
Beweis:, Zu zeigen ist, daß es zu jedem E. ~O ein cf> 0 gibt, 
so daß I f LX' + ~) - t (x) I ~ E 
für alle I Uvl ~ 6 und x fR ist. Wir wählen zunächst ein C ~ 1 
so, daß 
(t C)() I für I x 1:2: C - 1 
ist. Dann gilt für 1)( I 'Z C und t.evl ~ cf , -1 
I t (~-t ~) - -( (><) I f. If ('t.-t~) 11' \fl'll) \ ~ [ 
Da f(x) im abgeschlossenen Intervall [- C - 1) C + 1] gleich-' 
mäßig stetig ist, gibt es ein 0 L.. J ~ -1 , so daß 
I f ()( -t ~) - t (x') ~ t ist für alle I-R.l ~ 8 und 
alle I x: l ~ C . Damit ist die Behauptung für alle )( E:R 
bewiesen. 
2D Offensichtlich ist für m '> n der Raum Bm in Bn enthalten. 
Darüber hinaus gilt der Satz . 
Satz: Für m:?n ist Bm dicht in Bn bezüglich der Normtopo-
logie von Bn • 
- 8 -
B . 1) . f Wi t ewelS: Sel E. Bn • r se zen 
V<Af (- A - ) 
1- )('2. 
(k sei so bestimmt, daß f e (')() ol X -:::. -1 ) 
und t e Ci) 
• 
r 11 i V\:Y' 
S01'lSt 
\X'\C::1 
e e ist beliebig oft differenzierbar und verschwindet 
samt seinen Ableitungen für 1)( I 2. E. • Sei f *' € c 
definiert durch )t-tE 
(f ~ eE ) ()() = ) +' <.~) et (x -- ~) ~ - ) f (~) eE. (x-'d ) oL} , 
x- c. f ~ e& ist beliebig oft differenzierbar und verschwindAt 
samt allen seinen Ableitungen im Unendlichen, gehört also 
jedem Bm an für m = 0,1,2 •.•. 
Es ist 
"'-t E 
-: ) f (I) l "a) e t l)( - d) oL 't 
)( -l 
und 
{(t ~eE.) t,') _ f U) I 
)(+l 
"" I) (-r (Ö ('3) - .f") C" J ) e e ()( - "6) ~ 
>t-E. 
~ -1ANyo \ + CI') l'd) - f <. n (:() I 
x.-E. ~ ~ ~ )(+E. 
Aus der gleichm~ßigen Stetigkeit von f(i) (s.2?) 
daß ( { * e.E. ) CI) für E. -'? 0 gleichmäßig gegen f (1) 
giert (O~ i ~ n), und damit 
1I t - e E. ;f + l/ '\;\ -'":> 0 für E~O 





2E Definition: Die stetigen linearen Funktionale über Bo 
heißen integrierbare Maße, die stetigen linearen Funk-
tionale über Bn integrierbare Distributionen n-ter OrdnUng
1). 
Ein integrierbares Maß P- heißt posi ti v, wenn aus f E Ho I 
f Z 0 folgt, daß <JA) f '>' ? 0 ist2 ). 
Sind f uhd g Funktionen aus B
n
, so liegt ihr gewöhnliches 
Produkt fg wieder in Bn . Die Zuordnung 
g -:;> fg 
ist laut 2A beschränkt und somit stetig. f definiert also 
ein Element aus LBn , das wir wieder mit f bezeichnen. 
Die Abbildung 
g -:;> <f. ,fg > 
ist eine integrierbare Distribution, die wir~ f nennen 
(s. 1E). Vermöge des Produktes 
/A- l6 13",,) f e 11 /111 ~'7 /A-- f 
bildet B
n
' einen Modul über B
n
, 
Manchmal ist es aus Gründen der Übersichtlichkeit not-
wendig, die Funktionen fE Bn in der Form f = f(x) zu 
schreiben. Wir verwenden dann bisweilen für die Funktionale 
aus B
n
' auch die Koordinatenschreibweise: 
= /'- (7C) (ex) / 
<-/) r '/ = tt(r()(') I f (X) > ;( 
x ist in;U(x) eine uneigentliche Variable, d.h.~ (a) mit 
festem reellen a ist nicht definiert. Die uneigentliche 
Variable x ist nur ein Index und bedeutet, daß)A auf Funk-
tionen angewandt werden soll, die von der eigentlichen 
Variablen x abhängen. Um Verwechslungen zu vermeiden, soll 
stets hervorgehoben werden, wo x eine uneigentliche Variable 
ist. 
1) L. SCHWARTZ TD 11 S. 59 
2) Wir folgen hier der BOURBAKIschen Terminologie. HALMOS 
behält den Namen Maß den positiven Funktionalen vor 
und bezeichnet das, was wir Maß nennen als "signed 
measure". 
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2F seifCE::Bn ' und m~n. Dann ist BmCBn undfi-damit auch in 
Bm definiert.)Zist auch stetig in der Normtopologie von 
Bm ; weil nämlich /I f 1I~ ~ 11 f 1I NY1 ist, folgt aus 11 f 11 ~ ~ -1 
daß {{ t H 11 ~ -1 ist und daraus I <-JA, f"7 ( ~ llf<-" B~ • Also 
B) C -0) 
o U 1 C 73./ c " 
Sei umgek&hrt JA EBm I, n L m und JA stetig in der von Bn 
in Bm induzierten Topologie, d.h. 
dann läßt Sich~, weil Bm in der Normtopologie von Bn 
dicht in Bn ist, eindeutig in ein stetiges Funktional auf 
Bn fortsetzen. 
2G Sei D der Differentiationsoperator 
D: f ~f' • 
D ist eine stetige Abbildung von B in B 1. 
, n n-/( ]) f tr '111 :~ ~ I)P1O [ /I f' (, + 1) {{ 0 } 0 ~ " ~ M - "'} ~ 11 ( /1-111 
für f f 'BM . Ebenso ist die i-fache Differentation 




_1• Sei f- G Bn_i I , 
so ist das durch 
definierte FunktionaljUDi ein Element von Bn l • 
Darstellungssatz : 1) Jedes 0< E. Bn I läßt sich in der Form A\ ' 
0< -= ~ )Ai ']) I darstellen, wo die ~i. integrierbare 
1= 0 
Maße sind, und wo 
11 cX 11:8~ -=::: 2: 11ft i /1 130/ i-:::o 
Beweis: Wir bezeichnen mit (Bo)n+1 den Vektorraum der 
ist 
(n+1)- gliedrigen Folgen 
Versehen mit der Norm 
11 Cf 11 ()~ { [( Cf \. (l 0 
ist (Bo )n+1 ein Banachraum. 
1) s. L. SCHWARTZ TD I, s. 91 
-~-~--- ------ ------~-------
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Sei ~ der Teilraum 
~ versehen mit der (Bo )n+1_ Norm ist isometrisch zu 
Bn. Denn jedem Element f aus Bn entspricht eindeut.ig ein 
Element<f aus (BO )n+1, und umgekehrt ist f bestimmt durch 
das erste Glied von Cf . Daß die Korrespondenz linear ist 
und die Norm erhält, ist offensichtlich. 
~ kann also auch als ein beschränktes, lineares Funktional 
über 4 verstanden werden. Nach dem Satz von HAHN und BANACH1 ) 
gibt es ein beschränktes lineares Funktional 0( gleicher Norm 
über (B o ) n+1 I das auf L1 mit ot übereinstimmt. Wegen der 
Linearität ist 
/...0( '> -z~ ) Cf> - ) (C:PO)'''~ Cfr.-t) 
- .( 0( I (<:Po,O,,,' 0) > + - .. +(0<, (o, ... o,cp...,». 
Die Abbildung 
Cf t -==> < ~) (0).' 0 I Cf l ) Q.. 0 ) > 
ist beschränkt und linear. Deshalb gibt es ein )Al e "8:, so 
daß 
ist. Also ist 
i. cX ) q> ~ -= 2: <r ,', ce " '> 
'=0 Sei nun 
so ist 
' .... 0 
1 ) s. LOOMIS S. 19 
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.. k so findet man " zu Bn zuruc , Geht man von u ~ 






1/ IX JI.:g ~ - -<1""t' {! ,{ )u .. I Cf .. '> f.' 'i', E 'E 0 }I Cf .. 11.1; " ] 
I ':::::: 0 
3A 
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3. Ausdehnung des Definitionsbereichs integrierbarer 
Maße und Distributionen. 
Wir gebrauchen im folgenden öfters die Symbole f.t f 
1 
oder f. ~ f. Sie sollen bedeuten, daß die Funktionen f. 
1 1 
monoton aufsteigend oder monoton absteigend punktweise 
nach f konvergieren. 
Wir nennen eine Familie reellwertiger Funktionen monoton1 ), 
wenn sie mit jeder punktweise konvergierenden monoton auf-
oder absteigenden Funktionenfolge deren Grenzwert enthält. 
Der Durchschnitt aller B
o 
enthaltenden monotonen Funk-
tionenfamilien ist wieder eine monotone Funktionenfamilie, 
die B enthält, die kleinste ihrer Art. Wir bezeichnen sie 
o 
mit ~ und nennen die ihr angehörigen Funktionen borelmeß-
bar 2 ) . 
Man beweist, daß mit fund gauch f + g, cf(c reelle Zahl), 
sup(f,g) und inf(f,g) in ~ liegen)). ~ ist also ein 
Vektorraum. 
Sei f. eine punktweise nach f konvergierende Funktionen-
1 
folge aus;C • Da 
und 
h i ~ f I 
h. 
1 
ist f f cl: und ';t; somit abgeschlossen gegen den Grenzüber-
gang bei punktweiße konvergier'enden Folgen. 
Wir können also auch ;C so charakterisieren, daß wir sagen, 
~ sei die kleinste Funktionenmenge, die B enthält und 
o 
mit jeder punktweise konvergierenden Funktionenfolge auch 
deren Grenzwert in sich schließt. 
1) LOOMIS S. 32 
2) LOOMIS S. 32, zur Bezeichnung Iborelmeßbar" s.HALMOS S. 78 
3) LOOMIS S. 32 
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3B Wir bezeichnen mit M die Menge aller borelmeßbaren be-
schränkten Funktionen. 
Satz: Die Einheitskugel K(M), d.h. die Funktionen-
menge 
{f E M ~ 11[((0 ~-1} ~ {tE;;e: 11[11 0 ~11} 
ist die kleinste monotone Familie, die die Einheits-
kugel K(B ) von B enthält. 
o 0 
Beweis: 1) Sei K die klein$te monotone K(B
o
) enthaltende 
Familie. K(M) ist monoton und enthält K(Bo)' also 
K (K(M). 
Sei weiter 1 die konstante Funktion, die an allen Punkten 
den Wert 1 annimmt, und~ die Menge aller Funktionen f 
mit der Eigenschaft 
inf(+l, sup(-l,f)) E K, 
so ist 1'If monoton und enthält Bo . Also ~ c 1fe . Für f ~ K(M) 
ist aber 
inf(l, sup(-l,f)) = f. 
Jedes f <f K(M) hat also die Eigenschaft f f K. Damit ist 
K(M) ( K. 
Die Funktion f-"") 11 f Ilobildet eine Norm in Mund M ist in 
dieser Normtopologie vollständig, also ein Banachraum. Kon-
vergiert nämlich eine Folge beschränkter borelmeßbarer 
Funktionen gleichmäßig, dann ist ihr Grenzwert beschränkt 
und als punktweiser Limes borelmeßbarer Funktionen bore1-
meßbar (s. 3A). 
1) s. LOOMIS S. 32 
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3C Ausdehnungssatz für integrierbare Maße: Sei~6Bol, dann 
gibt es genau ein Funktional)i~I, das auf B~ mi~über­
einstimmt und für das gilt 
aus fi EM und fi-l.- 0 folgt ~jA-l fi '> -'">' 0 . 
. Die Normen von JA und JA stimmen überein. Wenn,JA posi ti v 
ist, ist es auch JA- . 
Beweis: 
i) Existenz 
Man kannjUals Differenz zweier positiver integrierbarer 
Maße darstellen 1) 
+ -jA--=?- -~) 
11jA- ".Bo' -::: II/A- + 11 :B
o
' -r J/r -11 'B
o
' 
wo 2 ) für t?:' 0 
L. r · J f"/ - /.!~ {"I' I 1 '> ~ E. J5 0) 0 ~ ~ {" f ] 
ist. 
Sei A ein positives, integrierbares Maß, dann gibt es nach 
den Ergebnissen der Maßtheorie3 ) einen linearen, Bo enthal-
tenden Funktionenraum L~ (~)J den Raum der A -integrablen 
Funktionen, und eine Fortsetzung ). von .1 auf L'1 (A), die 
positiv und linear ist und für die der Satz von Beppo LEVI 
gil t 4) : 
Sei f ~ E L, CA) \ f\ t t und I.)~ <.. A I t~ '> (, 00 ) 
dann ist f E L1 (A) und (A, f\{") t L... AI t > 
Die konstante Funktion 1 (s. 3B) ist 1 -integrabel. Offen-
sichtlich gibt es nämlich eine Folge positiver Funktionen 
fkeBo' f k 1'l. Aus O~fk ~l folgt aber IIf\.(lIo~1und damit 
L. AI f 10\ '> == <'/1) f I.{ > Is l \ A \ \ Ö 0' • -. 
Nach dem Satz von LEVI ist also 1 E.. L, C-t)und <.. /\, 1 ') t H /\ t~ I • 
'0 Wir betrachten die Menge 
k (;:1-) = { f E L, (A) i\ t 1\ D ,;; -1 } 
und behaupten, sie sei monoton. 
1) BOURBAKI SS. 54,58,59 
2) BOURBAKI s. 36 Gl.(1) 
3) BOURBAKI SS. 131,145 
4) BOURBAKI S. 149 prop. 4 
Aus 
folgt nämlich 
r. <::: -1 
-rl - - I 
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und wegen der Posi ti vi tät von ) weiterhin 
<. A I f " '> L. ~ A I 1.""> . 
Nach dem Satz von LEVI ist also f.€. L1 (A) und, da 11 f 11 0 '" 1 
ist, f E.. k" CA) • Für fi ~ f hat man zu beachten, daß f i *' f 
gleichbedeutend ist mit -fi l' -f und daß K(;{) mit gauch -g 
enthält. 
K(;() ist demnach eine monotone Funktionenfamilie, die K(Bo ) 
enthältj also ist nach 3B 
k lM) c. K(A). 
Wegen der Linearität von ~ (A)folgt daraus 
M c L, ()..) . 
1 läßt sich also zu einem positiven beschränkten Funktional 
auf Mausdehnen. 
Wir gehen zu)'- zurück und setzen 
~ -= ?+ -/A-- . 
Mi t seinem posi ti ven und negativen Anteil hat auch,.JA- die 
Eigenschaft gegenüber monotonen Folgen stetig zu sein. 
Es bleibt die Normengleichheit zu zeigen übrig. Wir etablieren 
sie zunächst für das positive Funktional A . Wir leiteten oben 
-(A.) i ') L. /( A 1\ 'B
o
' 
ab. Andererseits gilt für f fBo, /I t'l!o ~ .I! , 
- 1. ~ t ~ 1 I 
-<.xl 1. > ~ ~ A, t > ~ .(--1,1> I 
, ( <), + > I ~ <')1 > 
Also 
H .A 11 'Bj L. <. A I 1. > 
und damit 
I1 A /I 'B I -
o <;\,1 > " 
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Ähnliche Überlegungen führt man für M durch und findet 
Il A 1\ M' -:::: ~ A, 1? . 
Demnach ist 
Für f ~ M, /I.f' 11 0 ~ 1 ist 
\<r-)f>1 ~ l '-j- +) t > I + I <-jA - ) r 7 I 
Also 
L Ilr +- 11 11 , + 
11 jA + 111S~ -+ 
IIr 1/ 7101 
IIr - /l MI 
1ljA-- /1]/ 
Umgekehrt ist 
1\ jA- 1\ M' - ~ {I ~~, t > l : f ~ M \ 11 f 11 0 ~ 1 ] 




Daraus folgt die Gleichheit der Normen. 
ii) Eindeutigkeit 
Es gebe ein zweites Funktional~/€M' mit der verlangten 
Eigenschaft. Wir betrachten die Menge 
und zeigen ihre Monotonie. Sei f i E. K, f i l' f, dann geht mit 
f-fi ~ 0 auch 
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Also 
(}-) f~ > 
-"/ <:JÄ, f > 
Das gleiche giltfür,f-t'. Da aber f i E:K, ist 
~) +\. > - <,IA , I ti > I 
und damit 
\?;f> - ~',f> 
und fEK. Ähnlich beweist' man daß K gegenüber absteigen-
den Folgen abgeschlo'ssen ist. 
DaK die Einheitskugel 
ist K(M) (K. Für alle 
von Bo enthält und monoton ist, 
f € M) JI f 11 0 "" gilt also 
<;c) r '/ 
- I Wegen der Linearität von,?-- und ~ läßt sich die Identität 
von K(M) auf M fortsetzen. 
Definition: Wir nennen diese eindeutige Fortsetzung ~ 
von ß auf !1 ebenfalls ein integrierbares Maß und bezeich-
nen auch~ mit? Mit anderen Worten wir identifizieren 
Bo t mit seinem durch)< -~ vermittelten Bild in M' • 
3D Wir definieren Cn als den Raum der stetigen und n-mal 
stetig differenzierbaren Funktionen, die samt ihren n 
ersten Ableitungen beschränkt sind. Unter der Noriß 1/. fI '\1\ 
bildet Cn einen Banachraum. 
Neben dem der Normtopologie benötigen wir in Cn einen 
schwächeren Konvergenzbegriff. Wir sagen eine Folge 
f k E. Cn konvergiert locker 
1), wenn ~lle f k (i) (i=o, •• n) 
gleichmäßig über jedem Kompakturn konvergieren und wenn 
--1~ 11 f I( Il~ 
endlich ist. 
Cn ist gegenüber der lockeren Konvergenz abgeschlossen; 
d.h. konvergiert'eine Folge aus Cn locker, dann ist die 
1) L. SCHWARTZ führt diesen Konvergenzbegriff TD 11 S. 58 
ein und nennt ihn den pseudotopologischen. 
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Grenzfunktion wieder in Cn . Der Raum Bn ist bezüglich 
dieses Konvergenzbegriffs dicht in Cn - zu jedem f€ Cn 
gibt es eine locker nach f konvergierende Folge aus Bn -, 
während Bn in der Normtopologie in Cn abgeschlossen ist. 
Versuchen wir Satz und Beweis 2D, daß Bm für m~ n dicht 
in Bn bezüglich dessen Normtopologie ist, wortwörtlich 
auf Cn zu übertragen, so ist das unmöglich. Alle Funktionen 
aus C1 sind nämlich wegen ihrer beschränkten Ableitung 
gleichmäßig stetig. Wäre der Satz richtig, so wären alle 
Funktionen aus Co als gleichmäßige Limites gleichmäßig 
stetiger Funktionen selbst gleichmäßig stetig. Eine 
stetige und beschränkte Funktion braucht aber durchaus 
nicht gleichmäßig stetig zu sein. 
Wohl aber gilt, daß Cm ~icht in Cn (m~n) ist bezüglich 
der lockeren Konvergenz von Cn • Der Beweis verläuft genauso 
wie in 2D, wenn man beachtet, daß eine stetige Funktion 
gleichmäßig stetig über jedem Kompaktum und daß 'Sc *:1= d-
ist. 
)E Ausdehnungssatz für integrierbare Distributionen: Sei 
0( ~ 73~ , so gibt es eine und nur eine Ausdehnung C( € Cn I 
von ~ auf Cn , für die aus der lockeren Konvergenz von 
f k ~ Cn , fk~ folgt 
« ö() f~ '> --=;> « ö< ) r '> 
Die Normen von ~ und ~ stimmen überein. 
Beweis: 1) Nach dem Darstellungssatz 2G ist 
?'}. • 
0< = ?- ;Ui ]), ) jA-<. ~ 13~ 
''''0 Jede stetige beschränkte Funktion ist Grenzwert einer punkt-
weise konvergierenden Funktionenfolge aus Bo , damit boreI-
meßbar und wegen der Beschränktheit in M. Somit ist 
<öi, r '> - ;~o </-<,;, f (i) > . 
l'ür f € Cn definiert. 
1) L. SCHWARTZ TD 11 S. 59 
- 20 -
Die Stetigkeit bezUglieh der lockeren Konvergenz ergibt 
sich aus dem Satz von LEBESGUE 1) angewandt auf die posi-
tiven und negativen Anteile von~i • Denn alle Funktionen 
f k (i) (i=O ••• n) konvergieren bei 10,ckerer Konvergenz 
punktweise und sind majoriert von der integrablen Funktion 
1 . -1~. 11 f I( /11)') 
tC 
Die Eindeutigkeit der Fortsetzung ist durch die Dichte von 
Bn in Cn bezüglich der lockeren Konvergenz 
Für f ~ Cn , 11 +' II Ih ~ -1 ist 
I<o<>f>f 6; 
nach 2G. Also 
11 0< 1\ C~ ~ 11 0( 1113~ 
gewährleistet. 
Anderersei ts, ist 1\ 0( Ilc~ :?: 11 0< 11 'B~, da bei U ;; 11 C~ das 
Supremum über eine größere Funktionenklasse genommen wird. 
Definition: Wir nennen diese eindeutige Ausdehenung von 
von Bn auf Cn wieder integrierbare Distribution und be-
zeichnen auch sie mit ~ • Wir identifizieren also Bn l mit 
seinem durch 01 -";:> 0< vermittelten Bild in Cn '. 
1) BOURBAKI S. 140 
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4. strenge Konvergenz integrierbarer Maße 
4A Wir verstehen im folgenden unter X I() 1<:::: 0)"'12. . . , die 
Funktionen 
:Xo - 1., 
{ 
1
0 f~~ l)('\ ~ k' 1 :J~ ..... (K ~-1 I 
t~y Ix/>k' 
'BI 
Wir haben in 3C die Zerlegung von~~ die beiden positiven 
integrierbaren Maße~rund~-kennengelernt. Man setzt 
{JA ( :: JA + + jA - I 
und findet für f €Bo ' f ':2: 0
1) 
~'t> - AMf>{IY'-)~'>I:d€'BO)t~l'tL 
Sei nun 
so gilt 
t'JK ~) - < ~I) j; \< > 
Denn sei fEe 0 ) I f I <C ~ '-\ I so ist 
l <f'-) f '7 l ~ \~ +) t '> \ -t l y<--) f > } 
L .<. f-+ )Ift:;. -t'<)A-){fl> 
- ~}MI, Ir!> 
und damit ~ <: \JA \ ) :f ~ > I 
• 
Die dabei verwandte Ungleichung 
I ~r -f) { "7 I ~ Zr +) I f' t '> 
folgt aus der Positivität von)A+und der Ungleichung 
- (tl ~ -r L (f I . 
1) BOURBAKI s. 36 GI.(3) 
- 2.2 -
Wie man leicht einsieht gibt es eine Folge 
Es ist 
Durch Grenzübergang erhält man 
und hieraus die Behauptung 
4B Wir konnten jedes Funktional TE. Bo ' zu einem Funktional 
aus Co' ausdehnen. Aber nicht jedes Element aus Co' ist 
ein integrierbares Maß. 
Satz: T € Co fist genau dann ein integrierbares Maß" wenn 
für k -;;:. oe 
Beweis: Falls Tein integrierbares Maß ist, so ist nach 4A 
r~ (T) -::: <: (TI) j. ~ > 
Wegen :x \IC. J.... (/ , folgt die Behauptung. 
Sei umgekehrt T € Co t und lim Pk (T) = o. Wir zerlegen 
wo To das integrierbare Maß ist" das auf Bo mit T überein-
stimmt. T1 verschwindet für alle Elemente von Bo • 
Mit Pk(T) und Pk(To ) geht auch 
r~ (T,,) = yaK (T- To ) L Y'K (T) + r\< (10) 
gegen Null. Sei f E' CO) Jf r /10 ~ 1. Für jedes k können wir 
f zerlegen 
f=f~+~~J 
f K E 15 0) r ~ kl ~:J.. v.. .. 
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Es ist 
I <: /1) f '> \ :: (~. ~ I ~ I( ~ I ~ ~ K t 14) -:::> 0 
Also < T.t) f> = 0 für jedes f € Co und damit T1 = 0 und 
T = T ~B • o O' 
Definition: 
wenn 
Wir nennen eine Menge~(C t streng beschränkt, 
o 
sup Pk(T) = ak 
T € 11e 
für jedes k = 0,1,2 ••• endlich ist und für k...:;, 00 gegen 
Null konvergiert. 
Folgerung: Eine streng beschränkte Menge ist eine Teil-
menge von B ., ihre Elemente sind alle integrierbare M~ße. 
o 
Eine streng beschränkte Menge ist sicher normbeschränkt, denn 
po(T) = IITII C I = 11TH B ' . Die Umkehrung hiervon ist 
o 0 
falsch. Das einfachste Beispiel einer wohl normbeschränkten 
aber nicht streng beschränkten Menge in Bo ' ist 
{Ox : )( € 'R J 
wo cf >f durch 
<. Ox, t > = t ( K ) 
definiert ist. 
4c Satz: Der Abschluß einer streng beschränkten Menge in Co' 
- C • versehen mit der einfachen Topologie- ist streng 
bes~hränkt1). 
Beweis: Sei Se m , der Hülle von m in Co I, und sei 
f ~' Co} I f I ~ $1.4 • 
Für jedes c> 0 gibt es ein T ~ 11e, so daß 
I L. T, t > - ~ S/ t > I ~ E 
also 
I L.. f, f"/ I ~ I c:.l) f> I + ( ~ a '< + l 
Da dies für alle (? 0 gilt, ist I< .!i f'/ I ~ QI.( und damit 
Pk(S) 6 ak · 
4n Satz: Auf einer streng beschränkten Menge stimmen die ein-
fachen Topologien von Bo ' und Co' überein. 
n Hier ist zu bemerken, daß der ganze Raum B • bezUglich der 
einfachen Topologie von C • in Co' dicht i~t (Beweis wie 
BOURBAKI espe vect. top. ~I, S. 114, prop. 5). 
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Beweis: Es genügt folgendes zu zeigen: Zu jedem fE: Co' 
Il t 1\ 0 ~ -1 und jedem E> 0 gibt es ein g fBo und ein 
d'/' 0 , so daß 
folgt \ < T) f ) I ~ c 
Wir wählen ein solches k, daß Cl.. K -= /,l.M.1r' rK lS) 
s€. '1n 
G ~ - I 3 
und eine solche Funktion ~,~ Ba I {( ~ 1'0'" 1/ daß f(x) = g(x) 
für I X \ oS K ,und setzen ~ .. E I ~ • Dann ist 
I.(TJf)r L I«T)~'/I + 1<~-f-d>IL 1(~d/I+2fl«(T) 
~ E • 
4E Satz: Sei f i eine locker konvergierende Folge aus Co' 
d.h. die Folge ist beschränkt und die fi konvergieren 
gleichmäßig über jedem Kompaktum in R, so konvergiert 
<jA)t; > ))A€~/gleichmäßig für jede streng beschränkte 
Menge {r1 . 
Beweis: Sei ~ eine streng beschränkte Menge. Wir können 
ohne Beschränkung der Allgemeinheit voraussetzen, daß 
11 f i H 0 ~ -1 ) i = 0) A) " 
und 
IljA 11 I "" r 0 lr) ~-1 130 
für alle JA €.1re ist. Zu jedem e::> 0 gibt es ein k, so 
daß pI< (f-) ~ ~ für? E m . Weiter gibt es ein n, so daß 
\ t \ ()() - t ( x) I ~ : 
für I X (~K und i ~ n, wo f = lim f i . 
I.(~) f '7 - y.J t " '.> I -
~ I i jA) (f - f " ) J ~ ") I 
+ 
~ E 
für alle i? n und;« ~ 1re . 
\ ~jt-) f - t " > I 
+ \ <?) <.~ - r " ) ( i - J \( ) ') } 
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4F Satz: Eine Folge jUi integrierbarer Maße ist genau 
dann streng beschränkt, wenn sie normbeschränkt ·ist 
und wenn 
~NvY' für k -=> 00 
i ~ tOo 
Beweis: Die Notwendigkeit der Bedingung ist offensicht-
lich. Wenn sie erfüllt ist, folgt die Endlichkeit von 
suPe. fO .... (fdaus der Normbeschränktheit, denn 
fK (r) ~ ~"lr) = 1!fA- l \.8
o
' 
Es bleibt zu zeigen übrig, daß 
für k -';::> 00 
Die Aussage sei falsch, dann gibt es ein d' > 0, so daß 
/j~ r K l)A i) :2 J 
J 
für unendlich viele k. Da die y.>", (jA) mit wachsendem k 
monoton abnehmen, gilt 
für alle K . 
Zu jedem k gibt es ein i(k), so daß 
rK (JA l U<)) '> f 
Unter den i(k) sind unendlich viel verschiedene, weil es 
sonst ein ~J gäbe, für das r K Y-<i) ~ f für unendlich 
viele k wäre. 







für alle .e 
~'1~ tot (r,) ~ ~~ Pt. ~l(I() ) 
I~OO K~t>c=' 
und der Widerspruch gezeigt. 
'? 0 
2 > 0 / 
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4G Definition: Eine Folge~,' integrierbarerMaße heißt 
streng kOnVergent 1), wenn sie einfach inB t konvergiert 
o 
und streng beschränkt ist. 
Folgerungen aus 4B bis 4F: Eine streng konvergente Fol-
ge konvergiert einfach in Co' gegen ein integrierbares 
Maß 2 ) • 
Eine Folge )-<,' tf 73,' konvergiert genau dann streng, wenn 
sie einfach in B
o
' konvergiert und wenn3) 
~,.,~ r\( (JA ,.) -? 0 für -Pe -i> 00 
\ ~ 000 
Satz: Konvergiert f'-: in der Normtopologie von B
o
' 
nach;U-, so konvergiert f"-i streng. 
Beweis: 
I ~ ~ (JA ,.) - Y' ~ {r)! ~ ~ '" (I' \ -)'t ) 
~ 'Y'- JA l IJ 'B ~ 
also 
Nach der letzten Folgerung ergibt sich hieraus die Be-
hauptung. 
4H Satz: Eine einfach in B
o
' konvergierende Folge positiver 
integrierbarer Maße folkonvergiert gena~ dann streng gegen. 
JA ~ 'B~ , wenn 
11,A,II 15o' = ~,,) d > gegen ~ "'Bo' - L.rJ 1"/' 
geht. 
1) L. SCHWARTZ, Semigroups S. 89 fUhrt diesen Begriff unter 
dem Namen "Strict Convergence" ein. 
2) Aus der strengen Konvergenz von ~~ -~ ~ folgt keines-
wegs, daß die ~~ einfach in Mt konvergieren. Gegen-
beispiel: ,/A-l' : 0' 1ft ' I J(~ -?)( (Definition von '" s.4B)j 
3) Wegen, des "uniform boundedness theorem" (1F) ist die 
Forderung der Normbeschränktheit (4F) überflüssig. 
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Beweis: Die Notwendigkeit folgt aus 4P. Es bleibt zu 
zeigen, daß die Behauptung hinreicht. 
Sei ~ '< (X) stetig I 
~~l)() - 0 für \ >( I ~ 1.{-1 
~v. LX') « -1 für k-1 ~ (x-\ 
" -
~ I( l~) - -1 für \ xl '> k 
Für jedes ? c. ist 
Vi, t k > "> ~L111A. > -== r'< C~-c-l) 
Da i.. - ~ I< E 15 «) ist., konvergiert 




<-rL ) ~I.<. '> - <jA~) {'» ~~) A _~ .... > 
~) 1. - '}~ > -=r<)AJ~k> _~ (jA) 1)-
Es ist 
Weil 6 I< ~ 0 , geht 'l J ~ I.( > ~ 0 und folglich 
~.-1.M1P Y' I-<. er ~) - 0 
i - 00 
Die Behauptung folgt dann aus 4G. 
I 
Folgerung: Eine einfach in Co' konvergierende Fol~e posi~iver 
integrierbarer Maße konvergiert genau dann streng, wenn 
der Grenzwert ein integrierbares Maß ist. 
4r Der letzte Satz gilt auch für beliebige, nicht notwendig 
positive integrierbare Maße. Doch ist der Beweis viel lang-
wieriger. 
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Satz: Sei PI. eine einfach in B
o
' nach}A E 1?f) I konver-
gierende Folge integrierbarer Maße und konvergiere 
Ur I 1\ 'ßo
' 
nach 11 jA- tl B,' , dann konvergiert PI' -7 /.A-
streng. 
Beweis: 
i) Wir erinnern zunächst an einen Sachverhalt, der in 
jedem Banachraum X gilt. Sei Ti 6 X' eine einfach konver-
gente Folge, dann ist 
11 T 1\ = 1\ ~ Ti n ~ ~ ~ 11 Ti /I ' 
Sei nämlich x f X, 11 X' 11 ~ -1, dann gilt I « Tl, x') ( s JIIf /I und 
~ ~ I<. TI) x' > ( ~ ~ ~ 11 Ti /I . 
Da L. Ti) )( > nach Voraussetzung nach « T) X) konver-
giert, ist 
und 
/j~ I < ~ X ') I <. ~ ~ 1\ 1; 1\ ' 
11 XII ~-1 
1\ T 11 
ii) Sei J > 0 I 
: I X' I 6 ~ } 
-f~" I xl< e 
11 I X { >e 




? sei so gewählt, daß das Iftl -Maß und alle ~,'J-Maße 
des Randes von I(~ verschwinden. 
L. IjA I ) ~ f '> = ~ If<- iI I ~e > -= 0 
- 29 -
Die Mächtigkeit der möglichen r ist in jedem offenen 
Intervall die des Kontinuums, denn es kann nur abzähl-
bar viele 9 geben, für die der Rand ein von Null ver 
schiedenes Maß bezüglich /,JA' und aller lf,.l hat. 
Die Menge der Funktionen aus Bo ' die außerhalb, bzw. 
innerhalb von k{ verschwinden, bilden je einen Banach-
raum Bo(K e ) und Bo ( C k f ). Jedes integrierbare Maß 
induziert ein lineares beschränktes Funktional übe~ 
Bo(K ~) und Bo ( C K"~ ) mit den Normen 
IIAIl K~ - oe::::: l)l) Cfr '> ) 
1I,1(1CK -c:: «l~l) X '> ~ f, 
Es ist 
1\) 11 -== II/t (1 13 d -== <: 1)1) ;f > 
< I) 1 ) <.pr '> -t- « \ /\ I) l' f '> + « ~II, Xl' > 
1\ A 11 \'Ce + <. 1)/) 'Yt '> +- 1\)11 Cf( 
r 
Wegen unserer Wahl von ~ ist 




I\? II 11 f< 11 f( ~ + I/j< 11 C k" f 
/f)-'- l {( f(r ~ If;t" /1 
ist die ~olge 11ft,. /11«( beschränkt. Wir können eine Teil-




Nach i) gilt 
(2) ~ "r i lt K~ :z I~ 111{-( 
(3) ~ II JA \ \\ e.l'((. ~ IIJ,d! ~ Kt 
Außerdem ist nach Voraussetzung 
(4) ~ 1\1' i tt ~t- + ~ '~" 11 e Ife = ~ 'VA.'/I =!JM 11 
Die Relationen '(1) bis (4) sind nur verträglich, wenn 
(5) ~, ll)A .. 11 K(. -::. [Ir 11 I( t 
(6) ~ 1\ JA \ /l e ~l /I)A 11 ek'c 
-
ist. Denn gelte z.B. in (2) das > Zeichen, also 
~ "~" 1/ I(e. '> (~ II Kt 
so können wir (3) hinzuaddieren und erhalten 1ffJ" t ( ., ) 
.i'MM 1ljA- " lilie, + ~ I~ •. " e Ke. 
'7 Ilr 11 '<'Co + IIjA 11 e /Ce. = 11r- I1 
was gegen (4) verstößt. 
Da jede konvergente Teilfolge IljÄ)ll.(tnaCh (5) den Grenz-
wert \'jA 1\\.«(. besitzt, konvergiert Il}Ai h t.<e. ' und (5) und 
(6) gelten nicht nur fUr konvergente Teilfolgen, sondern 
fUr die ganze Folge. Also 
(7) ~ Ir,' \) <f e '> -":) <. ~ I) Cf e > 
( 8) < (jA " \) Xe.'> -'/ <. ~ \) Xe,> 
ii1) Zu jedem k = 1,2, •.. wählen wir ein PI(, 
~-" ~ e,,- ~ ~ 
rUr das das I~\ -Maß Und alle I} " I-Maße des Randes von k ft( 
verschwindet. Nach den Uberlegungen des Beginns von 
ii) gibt es stets ein solches el.(. . 
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Aus (9) folgt 
~f.)Mf' rK(/'tt) = ~/l~ <: ~tI)Xk '> 
I' -.:;, .00 
Dieser Ausdruck verschwindet aber für 1<-) 00. Damit folgt 
die Behauptung aus 4G. 
4J Definition: Wir nennen eine Funktion F:R~Bo I streng 
stetig, wenn F(ti ) streng gegen F(t) konvergiert für 
jede konvergente Folge t i --7 t. 
Satz: Eine Funktion F(t) ist dann und nur dann streng 
stetig, wenn sie einfach stetig ist und über jedem Kompaktum 
K ( R streng beschränkt ist. 
Beweis: Daß die Bedingung hinreicht,ist klar. Zu zeigen 
bleibt ihre Notwendigkeit. Daß eine streng stetige Funktion 
einfach stetig ist, ergibt sich unmittelbar aus 1B. Die 
Normbeschränktheit der Menge 
(rc-t) : -t E k 1 
folgt aus dem uniform boundedness theorem (1F). Wir haben 
also noch zu beweisen, daß 
-")Mf' fk ~ F U:)) J, 0 
-l Go k: 
für I~ VI. -) C\::::> • 
Diese Aussage sei falsch. Dann gibt es ein J'/ 0, so daß 
für alle ~ 
I 
und eine Folge t i , so daß 
fl (f"tti)) -;:. d 
2 
Diese Folge hat mindestens einen Häufungspunkt t o • Mann 
kann eine Teilfolge t j auswählen, tj--~ t o • Da aber nach 
Voraussetzung F(t j ) streng gegen F(to) konvergieren soll, 
ist damit der Widerspruch gezeigt. 
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5. Faltung 
5A Der Verschiebungsoperator 
Lh : 13m -:> 13"" (""' .. o).If)2. •.. )/ 
ist linear und beschränkt I 
11 r hf/( M = /( ! 1/1-1 I 
I(Th "L73/11 -::: /I 
und gehört dami t LBn an, 11 - ()) A) 2 ... 
Satz: Die Abbildung 
ist einfach stetig. 
Beweis: Nach 1B(3) ist zu zeigen, daß fUr jedes f€Bn 
aus h -:yh I folgt 
11 "'Ch f - 1: h' r 1I;a-. -=:> 0 
Es ist aber 
1/ Lh f - 'th' f /{-a-, 
= ~~ 11 f (I') CX- h.' _ (h-h,'}) - f U) (x- h') llo • 
o~i~1')1 
Aus der gleichmäßigen Stetigkeit von f(i) (s. 2C) folgt 
die Behauptung. 
5B Definition: Sei JA- eBn I, fE Blh ,m ~ n, so definieren wir 
zu JA und f eine neue Funktion )A ;f f durch 
v«;1 r ) (X) --- <jA ("<I), t(J(-"a J >'r 
und nennen JA JI. f die Faltung von JL und f. (In ft '* .f 
ist y eine uneigentliche Variable s. 2F). 
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Die Definition ist sinnvoll; denn für jedes x ist f{x-y) 
in Bm und wegen m ~ n ist die Anwendung von JA definiert. 
Mit Hilfe des Operators 
6 lof)(x} - fc-x) I 
6 t L 13/Wl J .M1 _ 0 1 AI 2 . . . I 
/l6((L'B = 1 I 
lW1 
erhalten wir 
Definieren wir die Anwendung von Lx und 6" auf integrier-
bare Distributionen durch 
<YX'j"1 L:)( r '> 
<"~/'6r> 
und schreiben wir mit y als uneigentlicher Variablen 
(T x;4 ) (d) = /' (";1 - X) 
(~) l"a) :: ;«(-1) 
so finden wir 
Y< ~ r ) (x) ; <: "Cx6/u,{ > - ? ()(-"3) I! (1J) >'J-
5C Satz: SeijA e. Bo " so ist 
eine stetige lineare Abbildung von Bo in sich mit der 
Norm '0//130/ 
Beweis: Die Linearität ist offensichtlich. Es bleibt zu 
zeigen, daß die Abbildung stetig ist und Bo in sich über-
führt. Wir beweisen zunächst, daß sie eine stetige Ab-
bildung von Bo in Co ist. 
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Aus 
JP*')(X) - y,7:x 6 {> 
folgt mit 5A, daß P Jf f) (X) stetig in x ist, und wegen 
n 6 t x t 11 0 ~ 11 r 11 D , 
daß 
Wenn wir noch zeigen, daß JA ~ f im Unendl ichen verschwindet J 
haben wir den Beweis bis auf die Normgleichheit, die aber 
direkt aus der Definition der Normen folgt, erledigt. Wir 
nehmen zunäohst an, daß f außerhalb eines Kompaktums ver-
schwindet. Für genügend große x wird 
und damit 
I y.. lf t )lJlJ 1 - I.y.. ('\1 J, t (J{- ~) > I .;; 1/ f/lo r~ IN 
beliebig klein. 
Die Familie der stetigen Funktionen, die außerhalb eines 
Kompaktums verschwinden, ist aber in der Normtopologie 
von Bo dicht in B o • Das durch die Fal tung mit JA ver-
mittelte Bild von Bo liegt im Abschluß des Bildes dieser 
Funktionenfamilie in Co' also im Abschluß von Bo in Co' 
da aber Bo in Co abgeschlossen ist, in Bo selbst. 
5D Satz: Sei fE Bn+1, so konvergiert 
f(X'+/J.)/.) - fex} _/ [/Cx} 
/J.>( 
in der Bn - Norm. 
für L1 'K -:> 0 
• 
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Beweis: Für i = O,1 •• n gilt nach dem Mittelwertsatz der 
Differentialrechnung und wegen der gleichmäßigen Stetig-
keit von f(i+1) (s. 2C) 
C} fC) !( -( I (X + L1 X J - r I (X) _ f (:,' + ..,) ()( J 11 
ßx 0 
_ 11 +' (,'+1 t X --\ J-i Ll )( ) f (,'+-1) (x) {{ 0 ( O~ J" <. A) 
-/ 0 
Folgerung: Sei D der D1fferentiationsoperator, ,P- E Bn I , 
f ~ Bm, m ~ n+1, so ist r ~ F diff~renzierbar, und 
Beweis: 
J) Cf- ~ f ) 
_ ~ L.!,: (~) ) t ( ~ + L1 X - 11 ) > - <SM l;a ) I f (x - ~ ) :> 
Llx 
=- ~ <f'-l~ )) f (X'-f L\ x-~ ) - r (Y-"1) ~x > 
-= .:(~ (~» F f (X' ~ 1;1 ) '> 
- jAJf f' 
5E Satz: Sei ~~ Bn t und m ~n, so ist 
eine stetige lineare Abbildung von Bm,in Bm- n • 
Beweis: Nach 20 läßt sich ~ in der Form darsteJlen 
.-tt 
01 ~ ,E ~ i. ']) ~ } ~~ e 'B 0' 
'=0 
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Flir(e Bm und k = 0,1, •• m-n ist nach 5C und 5D 
Also ist 
• 
Daß die Abbildung linear und beschränkt ist, ist offen-
sichtlich. 
5F Satz: Konvergiert eine Folge)Ai. e Bo I einfach nach ~ , 
so konvergiert jA~ *" f ' f ~Bo locker in Bo nach /'lift ; 
d.h. die.;Ui '" { sind gleichmäßig beschränkt und konvergie-
ren gleichmäßig liber jedem Kompa~tum. 
Beweis: Die gleichmäßige Beschränktheit der ~(. * f gilt 
wegen der Normbeschränktheit der~iund diese wiederum 
folgt aus dem uniform boundedness theorem (1F). Die gleich-
mäßige Konvergenz liber jedem Kompaktum K (R ergibt sich 
aus 1C und der Tatsache, daß die Menge 
flir jedes feste ftBo als stetiges Bild (s. 5A) eines 
Kompaktums kompakt ist. 
5G Sa tz : Konvergiert eine Folge /AI. e Bo ' streng nach)"'-, so 
konvergiert ,)Ai ,X r ' f 4G Bo in der Bo - Norm nach jA*- f · 
Beweis: Zu jedem E> 0 gibt es' esin k, so daß 
ist. 
t 
2. flir alle i 
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Sei f eine stetige, außerhalb des Intervalls [-r,r] 
verschwindende Funktion, 11 flf 0 ~ 1. Aus der gleichmäßi-
gen Konvergenz der ,l-ti. *[ über jedem Kompaktum (5F) folgt, 
daß es ein n gibt, so daß 
ist, für alle i > n und • 
Für I x' I"> k + Y" gilt, da dann 
ist, 
und damit 
[ Cf- ~ *' t -jA ~ f ) (>t) [ <- 2 : = E 
Wir haben also bewiesen, daß jA~ }I- r für jede außerhalb 
eines Kompaktums verschwindende Funktion f gleichmäßig, 
d.h. in der Bo- Norm konvergiert. Da die Funktionen dieser 
Art in Bo dicht und die ft~normbeschränkt sind, läßt sich 
das Ergebnis auf Bo übertragen (s. 1C). 
I 13 I /J 5H Sei? ~ 11""", ) Ve '\.1 und <.? lk1 f IA, so ist für f GB e der 
Ausdruck 
~ 11 .e V y r ' 
definiert· und gleich 
Also 
r jf ( V * f) - /1 7f r I 
wo .:L die durch 
definierte integrierbare Distribution m+n-tcr Ordnung ist. 
- )8 -
Wir nennen :L die Fal tung von f<- und Y und schreiben 
;L --= )A-~V, 
jA- *" (v ~ f) -::: (JA *" \)) ~ t . 
Die Assoziatjvität der Faltung zwischen Distributionen 
ergibt sich sofort, die Kommutativität folgt aus dem 
Satz von FUBINI 1), bzw. seiner Erweiterung auf Distributionen~ 
51 Satz: Konvergiert Pi. € Bo ' streng nachjA und y~ ~ Bo ' ein-
fach nach V , dann konvergiert f't~ *' Vi einfach nach/"* V • 
Beweis: 
r <.. jA- ~ *" V ~ ) f '/ - <r 1(- Y I { '> J 
~ rYi.*(V-Yl»)f>I+I~ tr~7)*V)t>} 
- r <.? L ) eS [ ( \J - Y l) * d' r ] '> {+ f <-jA-~' -;u I b' ()J * ()" r ) > / . 
Denn 
<cI*ßj f > : [C()/~ß) X-6f J(,,) 
-:::: C ~ ~ (ß * b I') ) J ( 0) - Z O() G' (f *" 6' r ) > 
Wegen 5F konvergiert 
6 [( 1/ - V',') * ~ r ] 
locker gegen O. Aus 4E folgt daraus die gleichmäßige Kon-
vergenz von 
<'?)6' [( 11- 1.1,') * 6 r ] '> 
für jede streng beschränkte Menge {~} • Also bildet der 
erste Term eine Nullfolge. Der zweite Term geht ohnehin 
gegen Null. 
5J Satz: Seien~ und ~ zwei streng beschränkte Mengen in 
Bo I, dann ist 
streng beschränkt. 
1) LQOMIS S. 44 
2) SCHWARTZ TD I S. 109 
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Beweis: Sei fE:Co~ If(-:;'jl;( dann ist 
I t (x -+ ~) I {. J( k (x' -+ ~) ~ X ~ (x) j b (~ ) + :f 0 (X) J( r (~ ) 
und 
I <JA- * v) f > I .:= (~jJ-- LX) ) ~ V (~ )) rex -t- '71 ) '> '> I 
L 
Diese Abschätzung gilt für alle f <:; Co ~ I t ( ~ j \.( ,darum 
ist 
Daraus folgt unmittelbar die Behauptung. 
1 ) 
5K Satz: Konvergieren die Folgen )At' und Yt aus Bo I streng 
gegen jA und V ~ dann geht ft~ '* Ve: streng gegen ~ * V • 
Beweis: Direkte Folge der letzten beiden Sätze. 
1) s. a. L. SCHWARTZ Semigroups s. 90 
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6. Ausdehnung von Operatoren 
6A Satz: Jeder positive Operator Taus LB
n 
(n = 1,2,3 ••. ) 
läßt sich eindeutig zu einem positiven Operator aus LE
o 
mit kleinerer Norm ausdehnen. 
Beweis: Wir verschaffen uns zunächst eine n-mal stetig 
differenzierbare monoton abnehmende Funktion 99 mit den 
Eigenschaften 
'v'Y' f 11 
-1 :2' ((J()() :2 0 fJy" O~)('6 <:b 
rn(K)( f" 
'I x) -";? 0 () r )( ~/ + 00) 0 ~ l<' ~ -1/{ 
{ 
(kJ I q Cf Do ~1 {Uy xe1?) 06t<~1YI, 
Dann definieren wir eine Folge ~durch 
4>c: (X) -= Cp ( I X I-i ) 
Die Cf" liegen alle in Bn und es ist 11 r,' /1/111, -= -1 
Da die 0/, monoton aufsteigend gegen 1 konvergieren, 
(p(' l' 1. , bildet Trp,' eine monoton wachsende Folge, die 
durch 1., IITIIL.'B beschränkt ist und darum punktweise kon-
..,., 
vergiert. Wir nennen den Grenzwert Tl. 
FUr jedes. f in Bn konvergiert /( f Cf!.' - r IJ/III, -";> 0 





" "Cf.: + k' f (1.(--1) cr/ 
Cfl.' (>() 
- A {'I IJ Y' I></~ I 
(O () +' ~' y 1)( I ~ " ).f z 4 C"pi (. x) "::::' 
l'<l 






, If F 11 0 ~ -1 dann ist 
- Cf ~ ~ f ~~ ~ 'P (.' 
- TCp~ ~ T(f<p~) ~ l<f~ 
Im Limes 
- Ti ~ Tf ~ Ti. 
also 
ITf/ <: Ti ~ I/TI/cE .d. 
- .,.., 
oder 




' dann gibt es eine gleichmäßig konvergente 
Folge f I' ~ ":8/l1li) ti .....:;:, F (s. 2D). Dann konvergiert auch 
Tfi gleichmäßig und hat damit eine stetige Funktion, die 
im Unendlichen verschwindet, als Grenzwert. Aus der letzten 
Ungleichung ergibt sich außerdem, daß 
1/ T 11 L B 0 . ...,; /l T 11 L'J?~ • 
Anmerkung: Ähnlich läßt sich für ein positives ~e Bn ' 
nachweisen, daß es sich auf eindeutige Weise zu einem posi-
tiven integrierbaren Maß fortsetzen läßt, 1). 
6B Satz: Zu jedem Operator TeL80gibt es genau einen Operator 
-T ~ L-H , der auf B mit T übereinstimmt, und für den gilt: 
o 
Sei fe eS H eine gleichmäßig beschrän~te punktweise konvergieren-
de Folge, so gii t das selbe von T f,' . 
Die Normen von T und T stimmen überein. 
Wenn T positiv ist, so ist es auch T, und T ist der einzige 
Operator aus LM, der auf B
o 
mit T übereinstimmt und für den 
gilt: 
Aus fi e N , Fi t. 0 folgt T f,' Y (J 
Wie in 3C identifizieren wir nachträglich Tund T. 
11 s. a. L. ScHWARTZ TD I s. 29 
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Beweis: Für jedes X6'R ist d)(T ein integrierbares Maß. Nach 
3C läßt sich dtlr auf eindeutige Weise zu einem Funktional 
aus M r fortsetzen, so daß aus f,. ~H, fi +0 folgt 
Wir setzen 
T ist eine beschränkte Abbildung von M in den Banachraum 
cf aller beschränkten Funktionen mit f -""'> 11 {/Io als Norm. 
Nach 3C ist nämlich 
-
11 Tl( L M d--v 
= (I TII L13
0 
. 
-Daß T die in unserem Satz verlangte Stetigkeitseigenschaft 
hat folgt hieraus und aus dem Satz von LEBESGUE. 
Wir zeigen, daß das von T vermittelte Bild von M in M 
liegt. Da die Beschränktheit von T f bereits nachgewiesen 
ist, bleibt nur noch zu beweisen, daß T f borelmeßbar ist. 
Seien K (M) und K (B
o
) wie in 3B definiert und 
Tf 
Sei fi ~ m , f l. t f ' so .konvergiert T f i punktweise u'1.d 
nach 3A ist T f als purrktweiser Grenzwert borelmeßbarer 
Funktionen selbst borelmeßbar. Also ist m monoton und 
nach 3B gilt K (M) C ~ . 
Darum ist 
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Die Aussagen über positive Operatoren ergeben sich aus 
der Bemerkung, daß J')C T für jedes >< €; "R. ein posi ti ves 
integrierbares Maß ist. 
6c Sei 'U.~LB"h' so ist für jedes xE:'R und 06k'~11 
das Funktional 
eine integrierbare Distribution n-ter Ordnung und kann 
als solche auf C fortgesetzt werden. Wir definieren 
n 
= 
für fES C"",. 
Sei f. eine locker gegen f konvergierende Folge aus B , 
1 n 
so konvergiert VK fi punktweise gegen V,< fund VKf 
ist als punktweiser Grenzwert stetiger Funktionen bore1-
meßbar. Da 
ist, ist 
und die Abbildung 
Vii( f e t1 
beschränkt. 
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Satz: 1) Für jedes f E. C'h und 0 ~ ~ ~ 111 - 1 ist 
Beweis: Sei ti, E 'B~ und konvergiere ~'~.p G C""" 
locker. Für jedes i und 0 ~ J.< '!G ~ ist 
und darum für 0 ~ L< ~ -11 - -1 
(v~ f.-J (X) - (VK f,') (j) - ~X(V~H.f.-) (-1:.) olt . 
Beim Übergang i -) 00 bleibt die linke Seite der Gleichung 
gemäß der Definition der Vii( erhalten. Der Integrand auf 
der rechten Seite konvergiert punktweise und es ist 
Nach dem Satz von LEB E S G U E überträgt sich darum auch 
die rechte Seite der Gleichung. 
6D Folgerung: Die Abbildung 
f (f C1-\ --==7 Va f 
ist eine stetige lineare Abbildung von C"", I~ C.,.,_..." 
Aus lockerer I\:onvergenz von fi in C\i1 folgt lockere Konver-
ge nz von V 0 f I' in eilt -1 . Für 0 ~ /.( G 1.1--1 gi 1 t 
Vt.< f ' 
Ist Vo f n-mal stetig differenzierbar, so ist V1li f = ('1/0 f) (41) 
fast überall. 
1) Diesen Satz, sowie die Folgerung 6D verdanke ich einer 
persönlichen Mitteilung von Heinz KÖNIG, Aachen. 
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Beweis: Gemäß dem letzten Satz sind für 0 ~ k ~ n-1 die 
Funktionen Vkf stetig und 
Die Beschränktheit der Vkf wurde schon in 6c gezeigt. Alle 
Vkf sind also in Co und 
Va f 6 C'1l1 - 1 
Daß die Abbildung 
stetig ist, ist offensichtlich. 
Sei f. E C eine locker nach f ~ C konvergierende Folge. Die 
1 n n 
Vkf i ,0 ~ k ~ n, sind gleichmäßig beschränkt und konvergieren 
punktweise nach Vkf. 
Sei A eine feste Zahl >0 und seien x, f €. {A) A] , so gilt für 
0~k~n-1: 
I VI( fi (J() - V,< -F ()() I 
.s [V k f, (fJ V K f (J) I + S; I V k N fl" (t) - v'" + , t (f) luft-
r 
+A ~ Vu [I" (f) V'" f (J) [ f _~ I 1;1(-11 f,"UJ- Vk +, {tf) /p( f 
Nach dem Satz von LEBESGUE geht das Integral gegen Null; damit 
verschwindet für i-">.:lG:> der ganze Ausdruck gleichmäßig für x 6 fA,A]. 
Die Vof i konvergier~n also locker in C 1. n-
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Wenn Vo f n-mal stetig differenzierbar ist, so gilt für 
jedes 'Paar ! / X 
fJ>< (Vo f ) t M) (tJ I t - r I( ( 0\ J VM f ) (tJ Gi t 
und damit ist 
fast überall. 
6D Die naheliegende Vermutung, daß 
L ('11) Vo f ) -::: V -tt f übera,ll 









t = 0 
Definitionsgemäß ist für f€:"B o 
fUY 
fv~v t~o 
fu'y tz:: 0 
Setzt man mit Hilfe der lockeren Konvergenz~ Lt)von Bo 
auf Co fort, so erhält man die gleichen Formeln für f G Cp 
Die Funktion 
ist 
C ' o • 
einfach stetig in B
o
', aber nicht einfach stetig in 
Z.B. ist 
{
tJ.AM 4{ t {v'y t =F oJ 
.c: JA (t) Q~ )( >)( = 0 .f v· '1/ t -= () 
eine in t = 0 unstetige Funktion. Außerhalb von t = 0 ist 
t- l~) einfach stetig in Co'· 
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Wir setzen für f € 13 0 
tuf)(x) '>:: Z d'i ru) r > = 
)( l.)( 1.< 
e-;: f J .y...w, F> 
o () 
1). f ist zweimal stetig differenzierbar, und man erhält 
tuf)'()() = «<f)(J)1A)F> = (~F)()() -= 
x ~ X 
e, - f [ -xI J ~(~), f> dfrl.lA+ J L.j<IIJ, F>oli 
t ~ -' x: t 1 J) r ( 0 J ] 0 
und 
(Uf) 1/ ()() = <. dx ]1. 1.A) r'/ == ('vi { )Cy) _ 
e- ~'{ (J(~1) t/.'1.t<.J-<IOJ>ofU .. ",- -2)( J."'0ltJ,r>cU 
( r 2. >< 4 r ] + ~ (X)I (- > - t( tl) + "2 X - I) (0) 
VJir setzen diese integrierbaren Maße auf Co fort. Sei r" ~ 'B 0 
eine locker nach f tE Co konvergierende Folge. Die y Ci) (f, > 
sind gleichmäßig beschränkt und konvergieren punktweise 
gegen Lr L cJ I t >. Nach dem Satz von LEBESGUE konvergieren 
alle Integrale. Damit bleibt die Form der J){ V I.( 1A.) 
~:. 01 ..1) 2 erhalten. 
~ ist eine stetige lineare Abbildung von B
o 
in B2 , also 
erst recht von B2 in B2 mit den Eigenschaften 
und 
lA i - 1 . 
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Wenn unsere Vermutung richtig wäre, müßte 
sein für alle x. Man rechnet aber aus 
r: 
- 49 -
7. Integration von Vektorfunktionen 
7A Sei [a,b] ein kompaktes Intervall in R. Unter einer 
zerl~gung Z von [a,bJ wollen wir eine endliche Folge 
ti, 1.. = 0, 1, •• n 
a. -= t o ~ t 1 " • ,. <: i"", == b 
verstehen, der eine weitere Folge ~i' i = 0,1, ••• n-1 
zugeordnet ist, so daß 
Wir setzen 
I Z I : i.. -= O.A ...11- -1 } ) -, ' '. . 
Sei F eine stetige Abbildung von [a,bJ in einen topo-
logischen Vektorraum X, so bilden wir die Summen 
"'" --1 
S(Z) - L F Cl: ~ ) ( t i + 1 - 1: ,.) I 
1-::: 0 
und nennen falls s(z) für /21-"> 0 gegen ein Element S~X 
. 
konvergiert 
t S - F ({) 0< t 0.. 
Konvergenz für 12{~ 0 soll bedeuten, daß es zu jeder 
Umgebung U von S ein cf> (J gibt, so daß ~ (2) E U. 
für } 2 I ~ cf. 
7B Satz: Ist X ein Banachraum, so konvergiert S(Z) für 
J 2/4> 0 in der Normtopologie gegen 




/I J r ( -l) ol t If ~ 
""" 
J, 
J JI F(f) 11 rAt ~ (h- 0..) llM1P 1/ FU:)/I . 
().. A5f.~b 
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Beweis: Man zeigt zunächst wie in der klassischen 
Analysis, daß F(t) in [a,bJ gleichmäßig stetig ist, 
d.h. daß der Stetigkeitsmodul 
6 (d) -== ~ { H f(t) - FCt') 11 : i)i'~ (a,bJ,lt-t.'1 ~J J 
gegen Null geht fUr cf -> O. 
Seien nun Z und Z' zwei Zerlegungen mit 
121 ~ J ) IZ'I ~ cf , 
dann konstruiert 'man zu Z und Z' eine neue Zerlegung 
Zr"~ in der jeder Teilungspunkt t i " entweder Teilungs-
punkt von Z oder von Z' ist und rechnet aus 
11 ~(Z) ~ 5 C Z 11 ) 11 ..s 6(0) (b- 0.) 
11 S (2 1) _ SC2")/( <: 6 (cl) eb - a.) 
-- I 
also 
J( S ( Z) - S (2/) Ir ~ 26'(rf) (b-a.) 
--
Aus der Vollständigkeit von X ergibt sich die Existenz 
des Grenzwertes. 
Es ist 
11 S" C z ) 1\ ~ L fl F ( r i) If (t ,'+ 1 - t,' ) 
Da mi t F ( t) auch 11 F ( t ) 11 
Grenzübergang I ~ I --:;, 0 
/I J b F (tJ ~ t {( L 
t:L 
stetig ist1), folgt durch 
b J Q r ( t) /1 rJ t 
A, 
7C Satz: Sind X und Y zwei Banachräume und F(t) eine einfach 
stetige Funktion von ~,b] in LXY, dann konvergiert S(Z) 
einfach nach 
b 
S = jFC{)olf ~ Lxy 
Für x E X gilt 
b ( r FCfJ Jt ) (X) -
Cl. 
1) s. LOOMIS S. 13 
b 




11 J TCi)a{t 11 L 
- 5~ -
b f 11 T Ci) 11 0( t ~ (b - ~) ')MjI' /( tC t) IJ 
~ ~~t~b 
Beweis: Für jedes x ~X ist F(t)(x) in Y stetig und 
darum konvergiert 
h 
S(Z) (x) -~ f F(t) (x)dt 
in der Normtopologie von Y fürIZ(-~ o. Mit anderen Worten, 
es konvergiert S(Z) einfach nach dem Operator 
b ~: X _':> j -:p (f) (11) 0< -l: 
a.. 
Wir haben noch zu zeigen, daß S stetig, d.h., d~ß die 
Norm von S endlich ist. 
/{ T ( {) 11 - ()~ /I "F ( t ) ( )() 11 
11 t(/ ~ 1 
ist als Supremum stetiger Funktionen halbstetig 'nach unten 1 ) 
und somit existiert das Oberintegra1 2 ) 
fa.b /I T ( f) /1 01 i-
Da X vollständig ist, folgt aus dem uniform boundedness 
theorem (1F), daß 11 TC -t) I( beschränkt ist, und deshalb ist3 ) 
b f /1 F ( f) Ir d. t . L (b - C() '?AJP 11 T (tJ 11 
~ ~~t!h 
endlich. Für 11 S fI erhält man 




Q~ /( J F(t)(x:) ctl t /( 
(4 
~ J~b /( TCt) 11 ~t-
1) BOURBAKI S. 103 
2) BOURBAKI S. 104 




und wir können setzen 
Die behaupteten Ungleichungen sind in der eben gemach-
ten Abschätzung enthalten. 
7D Satz: Ist F(t) eine streng stetige Funktion von [a,bl 
in B " so konvergiert S(Z) streng gegen 
7E 
o 
5 = {I, T Cl) r;J. t 
Q. 
Beweis: Daß S(Z) einfach konvergiert, folgt aus 7C. Es 
bleibt zu zeigen, daß die S(Z) streng beschränkt sind. 
Es ist aber 
für alle Z. Das Supremum auf der rechten Seite ist nach 
4Jfür alle k beschränkt und geht für -Pe -':> -00 gegen Null. 
Der letzte Satz beinhaltet nach 4G für f f C , daß o 
b 
< J T (-(:) ci t ) f > 
ist. 
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Dartiber hinaus gilt der folgende weitaus stärk~re Satz: 
satz 1) Sei 
einfach stetig, so ist ftir jedes feste fE M 
t -""> .:(:r ( i) } t "> 
borelmeßbar2), und es gilt 
b 
< f"T (t) of t) r > -= 
0.. 
Beweis: Aus dem uniform boundedness theorem (1F) folgt 
zunächst, daß (s. 3C) 
endlich ist .. und daraus, daß t -"» .::::. F Ci) } f > 
beschränkt ist. 
Wir zeigen nun, daß t -:;> « F( t) ,f"> borelmeßbar ist. 
Seien K(M) und K(B ) wie in 3B definiert, und sei 
o 
{ f {; f( ( 11) : i -><-=r (f) / ( > borelmeßbar ] . 
Wegen der einfachen Stetigkeit yon F(t) in B I ist 
o 
1) Persönli d1e Mitteilung -yon Heinz KÖNIG, Aachen .. 
2) Der Begriff "borelmeßbar tiber La, b J "ist eine nattirliche 
Übertragung unseres iOn 3A definierten Begriffes 
"borelmeßbar (tiber R)". 
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Außerdem ist (Jt monoton. Sei nämlich f i E: Ot. , f i .v f, 
so konvergiert nach 3C 
punktweise, und ist als punktweiser Grenzwert borelmeß-
barer Funktionen selbst borelmeßbar. Nach Satz 3B ist 
K(M) C (]t , und somit K(M) = Ol. unq der erste Teil des 
Satzes bewiesen. 
Für jedes f t. M existiert also das Integral 
b 
[zT(1) J F> dt 
Es stellt ein lineares Funktional über M dar, das zu 
Mt gehört, weil 
b 
I f ~ Tl f)) r > d t I II]:co/l . (b-a.) 11' 
ist, und das Supremum endlich ist. Das Funktional ist 
darüber hinaus stetig gegenüber monotoner Konvergenz. 
Sei nämlich f i f M, f i V 0, so geht 
< T{V I f,' > 
punktweise gegen Null und ist durch 
beschränkt. Aus dem Satz von LEBESGUE folgt die Konver-
genz des Integrals. 
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fE M b -/ f L. T (t ) ,r> d. t a. 
ist also ein integrierbares Maß. 
b 
f -'/.( J T U:) d. t) F '> 
t.l. 
Auf B stimmt es mit 
o 
überein. Nach 3C läßt sich die Indentität auf M fort-
setzen, und man erhält 
b 
<: fTCl:)olt} f > = 
a.. 
für jedes f 6- M. 
7F Satz: Sei 
t ES C ~ I b] -'";> 
einfach stetig, so ist für jedes fc H und XE 'R 
(FC t) f) (x) 
borelmeßbar und beschränkt, 
b J (r ( f: ) f) (>() cf t -
tt 
Beweis: Nach 6B ist 
und 
{, 
((f y: ( -f) cl. t ) F ) ( X ) 
0... 
(F ( t) f) (>() - .c: J' x T Cf:) ) f > 
Weil f(.t) einfach stetig in LB ist, ist Ox :r(V einfach 
o 
stetig in B '. Darum gilt nach 7E, daß 
o 
t -'> CF U::) F ) ()() 
borelmeßbar und beschrämkt ist, und daß 
b b ) (F t t) t ) (){) rJ. t = L.. f 0)( t (tJ cA t) { :> 
Nach 1E ist die Abbildung 
T 6 L 15 0 -? d;< T 6 B,~/ 




' mit ihren einfachen 
Topologien versieht. 
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b Darum ist für f € 13 0 b ~ r J}( F (-f:J c:J t) f > = L.. d)( r T(tJoIt) r» . 
a.. CÄ. 
Nach 3e läßt sich diese Identität auf M ausdehnen. Wegen 
6B gilt endlich 
b h 




Die in LBn einfach stetigen Markowprozesse. 
======================================~==== 
8. Begriff und Einteilung der stationären Markowprozesse 
8A Definition: 1) Wir nennen ein positives, integrierbares 
Maß der Norm 1 ein Wahrscheinlichkeitsmaß. 
'Defini tion: Ein posi ti ves Element Pt LM heißt eine Über-
gangswahrscheinlichkeit, wenn 
P f i J., 0 für f i J., 0 
und 
P 1 = 1 
ist. 
Wenn Fein Wahrscheinlichkeitsmaß ist, dann ist es auch 
? 'P . Denn /A- 'P ist stetig gegenüber monotonen Grenz-
übergängen und darum ein Maß (s. 3e), positiv und es ist 
Insbesondere ist 0)(. 'P für jedes xE. Rein Wahrscheinlich-
keitsmaß. 
Wir können den Begriff der Übergangswahrscheinlichkeit 
auch so formulieren: 
Eine Übergangswahrscheinlichkeitist ein Element P E LM, 
so daß d)(. l' für jedes xE Rein Wahrscheinlichkeitsmaß ist. 
Sind P und Q zwei Übergangswahrscheinlichkeiten, so ist die 
aus ihnen zusammengesetzte Abbildung PQfLM wieder eine 
Ubergangswahrscheinlichkeit. 
1) Die Definitionen sind für unsere Zwecke zugeschnitten. 
Für ihre allgemeine Formulierungs. die Lehrbücher der 
Wahrscheinlichkeitsrechnung z. B. DOOB. 
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8B Definition: 1) Wird jedem t, 0 L t 4. 00 , eine Übergangs-
wahrscheinlichkeit U(t) zugeordnet und ist 
U(O) = I (der identische Operator 
und 
so sagen wir, 
t.-?>u(t) 
definiere einen stationären Markowprozeß. 
U(t) bildet also eine Halbgruppe, eine Darstellung der 
Halbgruppe der positiven reellen Zahlen bezüglich der 
Addition in die Halbgruppe aller Übergangswahrscheinlich-
keiten. 
Wir schreiben 
und mit der uneigentlichen Variablen y 
cfx 1A li) = 'U (-L) )()~ ) 
8c Aus der algebraischen Struktur von U(t) folgt für 
den Differenzenquotienten (-c? 0 ) 
!U.(i+-c) - t<.\t) = ULf} l«(tJ-I = 1)(:t)-I U(c} 
"[ ""C 1: • 
Man kann erwarten, daß unter günstigen Umständen der 
Grenzübergang L.Jt 0 in irgendeiner Weise durchgeführt 
werden kann und die folgenden Differentialgleichungen, 
genannt Kolmogoroffgleichungen, gelten 
cl U (f) 
oll: ru. ({) A A 1A. (f) 
wo 
A 
"[ ~ 0 L 
allerdings keineswegs LM anzugehören braucht. 
1) DOOB S. 255 
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Aus diesem Problemkreis schneiden wir die folgende Teil-
frage aus: 
"Für welche Funktionen f existiert 
uu;~- I f Af 
und welche Eigenschaften hat A?" 
Man sucht diese Frage zunächst für den einzelnen Punkt x€R 
zu klären: 
"Für welche Funktionen f konvergiert für t -!t 0 
.(11 (x), r > 
und welches Aussehen hat A(x)?" 
Erst danach geht man an das globale Verhalten von A, indem 
man die Funktion 
x -> A(x) 
untersucht. 
Das Problem wird dadurch determiniert. daß man für U(t) ge-
wisse Stetigkeitsvoraussetzungen macht. 
Je nach dem Ver haI ten von U (t) für t -!.- 0 sondert man, ohne 
Anspruch auf Vollständigkeit zu erheben, aus den stationären 
Markowprozessen folgende drei Klassen aus, deren Erörterung 
den Rest dieses Paragraphen füllt. 
1.) Rein unstetige prozesse 1 ) 
2.) Stetige prozesse 2 ) 
3.) Gemischte prozesse3 ) 
1) FELLER S. 120, GNEDENKO S. 272 
2) FELLER S. 118, GNEDENKO S. 265 
3) KUNISAWA. Der bei FELLER S. 123 eingeführte Begriff des 
"gemischten Prozesses" ist von dem unseren verschieden! 
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Die dritte Klasse umfaßt die beiden ersten. Die erste und 
zweite Klasse haben nur solche Prozesse gemeinsam, bei denen 
A (x) = 0 
ist für all e x € R . 
8D Rein unstetige Prozesse 
Definition: Ein stationärer Markowprozeß {U(t)~ heißt rein 
unstetig, wenn für jedes feste x 4i Rund t-Lt 0 
-~ A (x) 
in der Normtopologie von Bo ' konvergiert. wegen der Vollständig-
keit von B ' in seiner Normtopologie ist der Grenzwert A(x) ein 
o 
integrierbares Maß. 
Um den folgenden Satz, der die Form von A(x) näher beschreibt, 
formulieren und beweisen zu können, benötigen wir einige Vor-
bemerkungen. 
Seien f,g EM,jA E. B
o
', so ist 
11 f d 11 0 ~ f{ t ({ 0 II! 11 CI 
und 
Die Abbildung 
ist ein Element aus M', das wir mit JA- F bezeichnen. 
'wir zerlegen 




Da mit gi -!t 0 auch f+g.~ 0 und f-g. ~ 0 geht, sind r f t 
l l . 
und;« f-und damit auchß f stetig gegenüber monotoner Kon-
vergenz und~fein integrierbares Maß. 
Weil 
ist, ,ist 
stetig, wenn man B f mit seiner Normtopologie versieht. 
o 
Satz: Sei 
f0Y x= 'd 
f 0Y x 4 'if Cf>< (~ ) 
{~ 
o 
Ein stationärer Markowprozeß {U(t)} ist genau dann rein 
unstetig, wenn für jedes feste x und t -lt 0 
U L -cJ X' ) ( 1. _ ( n ) -"'/ ~ (x) t .)< 
in der Normtopologie von B I konvergiert. p(x) ist ein 
o 
positives integrierbares Maß und es gilt 
A (X) = 1> (x) - J x < ~ ()()) i > 
Beweis: Da i - <p)( im Punkte x verschwindet, ist 
1). CL x) - dl( 
1: C1.-cpx) = 
Wenn also {u(t)l einen rein unstetigen Prozeß definiert, 
so konvergiert dieser Ausdruck gemäß den Vorbemerkungen 
in der Normtopologie von B
o
'. A~S Grenzwert positiver 




o/xt -== Cp)(f(>() = CPx <d>(Jr> 
Y) q>)( {'> - y) cp x > < dx ) { > 
also 
Außerdem ist 
für alle t, weil U(t,x) ein Wahrscheinlichkeitsmaß ist. 
Man rechnet aus 
== 
11 (t) x) - J'x 
-t 
V. et) x) - J' x-
I:. (i-Cpx) + 
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Setzt man voraus, daß 
in der Normtopologie von Bot konvergiert, so erhält man, 
weil diese Konvergenz die Konvergenz für jedes fE M, ins-
besondere also für f = 1, nach sich zieht, 
U(i)()-d)( 
-L 
in der Normtopologie von B t. Damit ist der Rest des 
o 
Satzes bewiesen. 
Ein wichtiges Beispiel der rein unstetigen Prozesse sind 
die Prozesse, für die U(t) in der Normtopologie von LM 
stetig ist. Klassische Sätze der HalbgrUppentheorie 1) 
sagen nämlich aus, daß in diesem Falle 
1Ati)-I 
i -') A 
in der Normtopologie von LM konvergiert. 
8E Stetige Prozesse 
Wir setzen 
{ -10 c.p X, 0 .("(1) ~ f\;y I~-xl ~ J 
.sOIflJ+ 
1) HILLE und PHILLIPS S. 283. Die bei DOOB S. 257ff ver-
wandte Bedingung, daß<: 'l.t (1:.)>1), 'f)( ) -7> 1 für t"'O 
gleichmäßig in x konvergiert, ist, wie eine kleine Rech-
nung zeigt, mit dieser Bedingung äquivalent. 
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Definition: Ein stationärer Markowprozeß heißt stetig, 




mit anderen Worten: 
( 1 - Cf x, cf) --:;:> 0 
in der Normtopologie von B '. o 
< ("a - X) Cf;( 0 ') -"':> Q. L)() I 
bex) > 0 
~ir nennen eine Funktion f zweimal Taylorsch differenzier-
bar im Punkte x, wenn es zwei Konstanten «und;ß gibt, so 
daß 
ist, und F(y)-"> 0 konvergiert für y-;,x. Die Funktion fist 
einmal im gewöhnlichen Sinne im Punkte x differenzierbar 
und Oi = f t (x). Wenn f in einer Umgebung von x einmal 
stetig differenzierbar ist und die Ableitung fl im Punkte x 
noch einmal differenzierbar ist, so ist f im Punkte x zwei-
mal Taylorsch differenzierbar undß = f"(x). Von diesem 
Spezialfall ausgehend setzen wir, auch wenn er nicht zu-
trifft, (3 -= f 11 ( x) 
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Es ist also 
-F (~) = -F L)() + r I (;() \ d - x) + 1: f i, ( K) (d - x ] z. 
+ \'d - x ) 1. T (d) . 
Satz: Definiere U(t) einen stetigen Prozeß, so existiert 
für jede borelmeßbare, beschränkte und im Punkte x zwei-
mal Taylorsch differenzierbare Funktion f der Grenzwert 
< A(x), { > 
und es ist 
<,A(x), r). 
Die Restriktion von A(x) auf C2 ' die wir wieder mit A(x) 
bezeichnen, ist die integrierbare Distribution 2. Ordnung 
A LX) = ~ (x) d'x) -+ f h (X) rfx ]) L 
Beweis: Sei f eine Funktion der angegebenen Art, so ist 
- r (1. - CPy, r5) -+ fcX') i-fex) (1.- CpJ(,b) 
+ Cf I(J [ () - ;() r I C J() + i ('3 - x/ r # (x) 
-+ (~- J() ~ T(;;)] 
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und 
I z t< l-L,}(): .Ix ,t::> - a.(~) f 'ln - 1 hex) t"cr') I 
( 
1A(-t/x) 
<: -t ( .1. - Cf x} 0 ) J t - f ( Jt) 1- '> I 
-l- li'(X) I· J < 'fAlt/x) ---/:- ) Cd -. x ) Cf x, ~ '> - o..c)() I 
+ -1 I f 11 ( )() I. I < '0 l t / x) .. 
2.. t ) (~- x) CpK/O)- hC)() J 
+ 
Der Limes superior dieses Ausdrucks für t.J" 0 ist gleich ' 




Daß A (x) ~ C2 r liegt und bezüglich lockerer Konvergenz 
stetig, also eine integrierbare Distribution ist, ist 
selbstverständlich. 
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8F Gemischte Prozesse 
Definition: Ein stationärer Markowprozess {U(t)J heißt 
gemischt, wenn für jedes feste x ER und t ~ 0 die positiven 
integrierbaren Maße 1) 
Ylt.)x) 
t 
streng gegen das positive integrierbare Maß 
Q ()C) 
konvergieren2 ) und die Zahlenfunktion 
) . 




den Raum aller stetigen, beschränkten und 
im Punkte x zweimal Taylorsch differenzierbaren Funktionen 
und T den Teilraum von T , der durch die Bedingungen 
x x 
f(x) = f'(x) = 0 
charakterisiert ist. 
Außerdem setzen wir 
1) Für U f: B " f E. eist g E B ---'/ <,).A, fg > ein Elemen,t r- n n n '/ 
aus B " das wir mit A f bezeichnen. Die Abbildung 
n , 
A E: :B",' -.:;, jA f ":1? "'" ist stetig, wenn man Bn ' mit seiner 
einfachen Topologie versieht. 
2) strenge Konvergenz für t ~ 0 soll strenge Konvergenz für 
jede Folge t i , t i J,. 0, bedeuten. 
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Es ist leicht einzusehen, daß 
• ist. Jedes f 6.T
x 
ist also durch ~)( dividierbar und der 
Quotient liegt in Co' wenn der Funktionswert von f I "4J;( 
an der Stelle x durch ± .( It (x.) definiert wird. 
Für { E (2. n T x 
gil t 1 ) 
Satz: Definiert {U(t)}einen gemischten Prozeß, so kon-
vergiert für jedes f e.T
x 
/ 1}..l t) x:) - S ~ r ~ t.) t > 
Die Restriktion von A(x) auf C2' die wir wieder mit A(x) 
bezeichnen, ist eine integrierbare Distribution zweiter 
Ordnung, die eindeutig durch die folgenden drei Bedingungen 
gekennzeichnet ist: 
b) < A (X) ~ - >( >_ 
1-1+ ()_){)t 
c) !. A (x) I 1. > = 0 
1) Beweis s. u. 15A. 
ist ein positives 2) 
integrierbares Maß 
/ 
2) Präzise formuliert müßte man sagen: A (x) 1('>< ist die Re-
striktion eines positiven integrierbaren Maßes Q(x) auf C2 0 
Da C2 locker dicht in Co ist (3D), ist jedoch Q(x) durch 
seine Werte über C2 eindeutig festgelegt. Damit ist die 
laxe Ausdruckswej.se gerechtfertigt. 
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Beweis: Die Konvergenz für jedes f ~ T und die Form von 
x 
A(x) gewinnt man sofort aus der Zerlegung 
f = feX) 1.. + f/c. X ) ~- K 
/1+ ("(j_X)2. 
f - f ( }() 1 ~ fr (x.) "a - >( 
-1+l~-x)" + 
} 
wo der im letzten Term stehende Bruch zu Co gehört. 
Da C2 ( Tx ' ist A (x) für jedes fc C2 definiert. Wir haben zu 
zeigen, daß A(x) in C2 ' liegt und bezüglich der lockeren 
Konvergenz stetig ist. 
Sei f f C2 und 
~ = f - r ()(') i ) 
so ist 
11 t 112. ~ C {( r 1/2. 
wo C nicht von f abhängt, und somit 
Man erhält weiter 
Also ist 
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so ist mit 11 fi 1/2., auch 
beschränkt. Außerdem konvergiert 
~i 
-- punktweise gegen Null. o/~ 
Damit gilt nach dem Satz von LEBESGUE 
--'/ 0 
und folglich 
z A (x') J f\ > -;> 0 
Somit ist 
ACf) E~I 2 . 
Daß A(x) durch die Bedingungen a), b) und c) eindeutig 
charakterisiert ist, ist offensichtlich. 
SG Satz: Definiert {U(t)} sowohl einen rein unstetigen als 
auch einen stetigen Prozeß, so konvergiert für t ~ 0 und für 
jedes feste Xc R 
o 
in der Normtopologie von B t o 
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Beweis: Wegen 8D und der Bedingung a) von 8E ist 
A (x) (1. - Cf ~, 0 ) -::: D 
für jedes J,> 0 . Weil für cl ~ 0 
1- - Cf,( d l' 1. - Cf", , 
konvergiert, und weil A(x) als integrierbares Maß gegen 
monotone Konvergenz stetig ist, erhält man 
A (x) ( 1 - Cf)() -= rCx) = 0 
und wegen der Darstellung von A(x) durch p(x), 
8H Satz: Jeder rein unstetige Prozeß ist ein gemischter Prozeß 
mit 
Q (x) ~ "PCX) 
und 
/tN\LxJ -
Beweis: Laut 8D konvergiert in der Normtopologie von Bo ' 
'U. l 1:.) )() - J>f 1/) x.... 1A. (i.) x ) 
t T t '0/)( 
-') A ()() 'V X - 1 lY) "p x 
Die Normkonvergenz in B ' schließt aber die strenge Konver-
o 
genz ein (4G). Der Rest ist trivial. 
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Sr Satz: Jeder stetige Prozeß ist ein gemischter Prozeß mit 
und 
,/\N\(x) -= a(l(J. 
Beweis: Sei f ~Co' so ist f'lfJ x stetig, beschränkt und im 
Punkte x zweimal Taylorsch differenzierbar. 
(f \fix) /J (x) - 2 [eX) 
f ~ x erfüllt alle Voraussetzungen von Satz SE. Darum kon-
vergiert 
/ 1A.(t)X)-di 11} 
<.... I: ) '1')( f > - < 'U 11J!) ) 1p. f > 
-/ b(x) r (y) = bCxJl.dxJ!>. 
Es konvergiert also 
einfach in C " und da Ox ein integrierbares Maß ist, ist 
o 
die Konvergenz streng (4H). Der Rest des Satzes ist eine 
direkte Folgerung aus SE. 
SJ Satz: Ein gemischter Prozeß ist genau dann stetig, wenn 





Beweis: Die Notwendigkeit der Bedingung wurde eben be-
wiesen. Es bleibt zu zeigen, daß sie hinreicht. 
Sei o/x J wie in 8E vorgegeben, so existiert eine Funktion 
• J 
fE T , so daß 
x 
-f C x) - f I ( X) - f 11 (x') - D 
ist. Nun gilt 
) 
Damit ist die Eigenschaft a) von 8E bewiesen. Die Eigen-
schaften b) und c) folgen hieraus und aus der Konvergenz 




9. Homogene stationäre Markowprozesse. 1) 
9A Sei JA ein positives integrierbares Maß, so ist (s. 5C) 
ein positiver Operator aus LB • Diesen können wir laut 6B 
o 
in einen positiven Operator aus LM fortsetzen, den wir wie-
der mit jAi bezeichnen und für den gilt: 
~~ F' ~ 0 {" vy f" e: f1) r" ~ 0 , 
Die Funktionale 
f E f1 -:::> o 1(- P ) (Xj l X (t:J I ) 
und 
t e M -'/ ~ jJ-) t(Y- d ) >'1-
sind beide in MI und stetig gegenüber monotoner Konvergenz, 
sie sind also beide integrierbare Maße. Da sie auf B
o 
über-
einstimmen, stimmen sie nach 3C auch auf M überein. Es ist 
also 
Vt *" f ) l)() -:::: <jA) + C )< - 'a) ) '() 
für f 6M. 
Wenn~ ein Wahrscheinlichkeitsmaß ist, so ist der zugehörige 
Fal tungsoperator JA Jf eine Übergangswahrscheinlichkeit. 
Definition: Eine Übergangswahrscheinlichkeit P heißt homogen, 
wenn es ein wahrscheinlichkeitsmaß~ gibt, so daß 
P = JA ~ 
ist. 
1) Diese Prozesse haben in der Literatur verschiedene Namen: 
FELLER S. 117, HILLE und PHILLIPS S. 648: Räumlich und 
zeitlich homogene Prozesse. GNEDENKO S. 278, DOOB S. 391: 
Homogene zufällige Prozesse mit unabhängigen Zuwächsen. 
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9B Definition: Ein stationärer Markowprozeß (U(t)] heißt 
homogen, wenn alle U(t) homogene Übergangswahrscheinlich-
keiten sind. 
Es ist also 
u(t) = p(t) :)f , 
wo p(t) ein Wahrscheinlichkeitsmaß ist. Aus der Halbgrup-
peneigenschaft von U(t) folgt für p(t) 
p(O) = = J 
Diese beiden letzten Gleichungen zusammen mit der Forderung, 
daß p(t) ein Wahrscheinlichkeitsmaß ist, sind hinreichend 
dafür, daß p(t) einen homogenen stationären Markowprozess 
definiert. 
Unter schwachen Bedingungen (s.z.B. Anhang) ist t-/ p(t) 
einfach in B t stetig, und damit wegen 
o 
1 
(s. 4H) streng stetig. Wir setzen dies im folgenden voraus. 
9C Das wichtigste analytische Hilfsmittel zur Erforschung der 
homogenen Prozesse ist, weil die p(t) durch Faltung mitein-
ander verknüpft sind, die Fouriertransformation~ 
C (J f t) - < f (-f:)) e 1'])( >x. 
Da 
locker stetig in Co ist, folgt aus 3E, daß 
stetig ist bei festgehaltenem t. 
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Die Stetigkeit von C (f I f) 11-\ t bei festgehaltenem 1 
folgt aus der strengen Stetigkeit von p(t). 
CCf, -t" + il.) 
Also 
C (f, t) -




9D Satz: Definiert {p(t)} einen homogenen stationären Markow-
prozeß und ist t --::;. p (t) einfach stetig in Bo I I so gilt: 
i) Für t ~ 0 konvergiert 
pLi) xl. 
- ~"'> Q t. -1-1- xl. 
streng. Q ist als Grenzwert positiver integrierbarer Maße 
selbst ein positives integrierbares Maß. 
ii) Für jedes f eT
o 
existiert der Grenzwert 





_ M-1 -r'ro) -t .( ~) F - (0)-1.. - .p'C!») ;;f;t 
Xl. 
-"1 + J( 2,. 
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Die Restriktion von A auf C2, die wir ebenfalls mit A be-
zeichnen, ist eine integrierbare Distribution zweiter Ord-
nung, eindeutig gekennzeichnet durch: 
)(l. A- -= Q 1+)(\. ist ein positives, integrierbares Maß, 
(A) 11x' ) -= ~ , 
L. A) 1 ') -= 0 
iii) {p(t)) definiert einen gemischten Prozeß mit: 
zQ (x) , r '> 
Es ist 
für f 6. T ~ 
x 
Beweis: i) Der erste Teil des Satzes ist der wichtigste 
und der am schwierigsten zu beweisende. Er geht auf 
CHINTSCHIN zurück. Ein Beweis findet sich bei HILLE und 
PHILLIPS 1) • 
ii) Man schließt aus i), daß der Differenzenquotient für 
. jedes f€T konvergiert. Außerdem konvergiert er nach 9C 
für jedes oe. iJ )() J ~ 1< • Da aber To von To und den 
e i f x aufgespannt wird, existiert der Grenzwert für alle 
f 6T
o
' Die weiteren Behauptungen in ii) werden wie in 8F be-
wiesen. 
1) RILLE und PRILLIPS s. 654. Unsere Behauptung ist dort be-
wiesen, aber es fehlt die ausdrückliche Formulierung! 
- 78 -
iii) Unmittelbare Verifikation. Z .B. ist für f E C o 
~ < tVt!t)XJ \{Il( + > -
-t 
:; ~ <- p (-0 ~>( ()(-tv J F(){-~) -
-t.. ) 
~ (t J 
=: ~ < d z., - 1-
-/;; 
-1 -I- () 1- fc)(-'V) ) d 
- ~ < r c-f) "'d t f ('I: - V) » t --
-1+1'1. ) 
~ 
- « Q) F (x-'J) ') 
d 
Die Identität läßt sich nach 3C von Co auf Mausdehnen. 
Folgerung: Es ist 
'f I J X k ( ~) -= ,'/tAA t + Z Q (e I >( _ 1. _ ) -1 f. l'" L '-... 
J J } -1+)('2)(t ~)( 
(Formel von LEVY inder Fassung von CHINTSCHIN 1)) 
Beweis: 
- ~ 
1) DOOB S. 130 
~ 
--~.-- - -- -------------
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9E Wir diskutieren die Spezialfälle des rein unstetigen und 
des stetigen Prozesses und bringen ein Beispiel für einen 
Prozeß~ der nicht unter sie fällt. 
Folgerung aus 81: (p(t)} definiert genau dann einen steti-
gen Prozeß~ wenn 
Q -= G J 
also 
A = /Wldl> + 
ist. 
Es ist bekannt~ daß unter dieser Voraussetzung p(t) eine 
GAUSSverteilung ist. 
Satz: {p(t)} definiert genau dann einen rein unstetigen 
Prozeß~ wenn A ein integrierbares Maß ist. 
Beweis: Sei A ein integrierbares Maß, so konvergiert für 
jedes reelle t die Reihe 
cf' + At -f l il cA*A) 
+ 31 t 5 l A .Jf A * A) + .. 
in der Normtopologie von Bo ' Man rechnet aus: 
<: e -j{ At, G ,. f)( > = c t. <: A, e 'j" >" 
e 
Aus der Eindeutigkeit der Fouriertransformation folgt 
r (-(-) = If A t 
--- ------ ------------- --
- 80 -
Es konvergiert aber 
e*At _ J' 
A 
in der Normtopologie von Bot Daraus ergibt sich unmittel-
bar die reine Unstetigkeit des Prozesses. 
Umgekehrt liefert ein rein unstetiger Prozeß für A ein 
integrierbares Maß (8D). 
Ein wichtiges Beispiel ist 
A 
und 
p ti) *" c t (1",-- rf) - e 
e - C t *' C-C dtv 
- e 
e - G tel -{- c t dt,., + A cltll;.h f .. " - -, 2- .. 
(POISSONverteilung) 
9F Wir bringen nun das oben versprochene Beispiel eines homo-
genen Prozesses" der weder stetig noch rein unstetig ist. 
Wir setzen 
!. r (1:), f"> = f -1, 1 [(K)o{)( fUr 




Daß pet) Halbgruppeneigenschaft hat, sieht man am 
schnellsten aus der Fouriertransformierten 
cl~I-t)= e- 'f1t 
Für t t 0 erhält man für f ~ C 
o 
< ~) ;( 1-t -1+X1.) F > = 
-= ~ f J(X) 
Ir --1 + )(2. 
Es ist 
1- f {eX) olx 
TI 1+ .(1 
und,weil x/(1+x2 ) eine ungerade Funktion ist, 
Verwenden wir eine von L.SCHWARTZ eingeführte Terminologie 1), 
so können wir schreiben 
A = .i. P seudofunktion (1 /x2) 
7r 
1) L.SCHWARTZ TD I S.42f 
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10. Die in LB
n 
einfach stetigen Prozesse. 
10A Wir nennen einen stationären Markowprozeß einfach stetig 
in LB , wenn die Restriktion von U(t) auf B in LB liegt, 
n n n 
und wenn diese Restriktion, die wir wieder mit U(t) be-
zeichnen wöllen, in LB
n 
bezüglich t einfach stetig ist. 
Die Hauptaufgabe dieser Arbeit ist es, zu beweisen, daß 
die in LB
n 
fUr ein festes n~ 2 einfach stetigen Prozesse 
im wesentlichen zu den gemischten Prozessen gehören. 
Wir fassen die Bedingungen zusammen, die hinreichend und 
notwendig sind, daß 
einen in LB
n 










u(t 1+t2 ) = U(t 1 )U(t2 ) . 
Nach 6A und 6B drUcken dabei die zweite und dritte Gleichung 
aus, daß U(t) eine Übergangswahrscheinlichkeit ist. 
10B Satz: Ein homogener stationärer Prozeß (s. 9B), bei dem 
pet) einfach stetig in Bo ' ist, definiert einen in LBn 
einfach stetigen Prozeß fUr jedes n = 0,1,2, .•• 
Beweis: Gemäß 5E ist 
f ~'B~ -> rl i ) * f 




Wegen (y>li;),i)= 1 ist nach 4H p(t) streng stetig.und 
damit nach 5D und 5G . 
für jedes i = O,1, ••. ,n stetig in B , also 
o 
i -"/ yo ttJ ;( r 
stetig in Bund p(t)* einfach stetig in LB • 
n n 
Dieser Satz zeigt, daß unsere an U(t) gestellten Bedingungen 
in sofern vernünftig sind, daß jeder homogene'stationäre 
Prozeß sie erfüllt. Eine B~gründung für n '> 2 kann aller-
dings erst später (13) gegeben werden. 
10C Satz: Ein in LB
n 
einfach stetiger Prozeß ist einfach stetig 
in LB
o
. Für jedes feste /A 6 B
o 
I ist ~ 1;.. L t) streng stetig. 
, '. 
Beweis: Nach 6A definiert u(t) ein Element aus LBo ' das 
wir wieder mit U(t) bezeichnen. Da 1A. U:) ~ 0 und 1A. Li:) 1. ::: i 
ist, ist 
t0U(t)f ist stetig für jedes feB
n 
in der Normtopologie 
von B
n 





ist (s. 2D), folgt aus 1C, daß U(t) ein-
fach stetig in LBo ist. 
Sei ~€ Bo', )2 0 . Aus der Stetigkeit von u(t) in LB 
folgt (s. 1E), daß /l1).(f) einfach stetig in BOl' ist~ 
Außerdem ist 
und darum nach 4H J.. u (t) streng stetig. Da sichjede~ ... 
)J... t B
o 
I in der Form 
,JA ::: ). - V , ,~z 0) v:z 0 
schreiben läßt, kann dieser Sachverhalt auf jedes ~ '= Bo r 
ausgedehnt werden. 
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11. Die Methode der Glättungsfunktionen. 
11A Da die U(t) im allgemeinen nicht durch Faltung miteinander 
verknüpft sind, hilft uns bei den in LB
n 
einfach stetigen 
Prozessen die Fouriertransformation nicht weiter. Wir 
stützen uns statt dessen auf die Halbgruppeneigenschaft 
von U(t). 
Wir bringenLz4nächst einige vorbemerkUngen~)Sei rD eine auf tr:t.-I-', e I T R definier eyZaKlenfunktion, deren Träger kompakt und 
in [0 1 00) enthalten ist, so ist die Funktion 
-I:: -~ Cf> t t ) 'U. U: J 
einfach stetig in LE und nach 7C existiert 
n 
Für jedes f ~B ist 
n 
1) (ep) f - f Cf U:) 1) (t) f cl t 
Da U(t) auch in LE
o 
einfach stetig ist (s.10C), ist 
und 
U(ep) f - J (p(f.) 'l,UiJ[ eH 
für jedes f ~Bo. 
1) Der Träger einer Funktion iSt die abgeschlossene HUlle 
der Menge all der Punkte, in denen die Funktion von 
Null verschieden ist. 
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Nach 7F gilt für jedes f e. M 
('U(cP) f ) (X) '" f (pet) ('UU:)F)()() d.t-
insbesondere also für f = 1 
- 1· J Cf U) d.+-. 
11B Definition: Wir nennen eine reelle Funktion ~ mit kompaktem 
Träger in [0, co) eine Glättungsfunktion, wenn ot einmal 
stetig differenzierbar und ? 0 ist, und wenn 
J o<'(f) off = /f 
ist. 
Satz: Wenn c( eine Glättungsfunk:bion ist, dann ist U (0() 
ein positiver Operator aus LB mit der Eigenschaft 
n 
U(D<)1=1. 
U ( 0<) ist also eine Übergangswahrscheinlichkeit. 
11C Satz: Zu jedem fE:: Bund E > 0 gibt es eine GI ättungsfunktion 
n 





Beweis: Wir wählen ein solches cf> 0, daß 
{[ tU l t) f - f 11 A-\ ~ E für alle 0 ~ i ~ 6' 
Eine jede Glättungsfunktion, die ihren Träger in 
hat, erfüllt die Bedingung. Denn es ist 
l\ f o«({;) ULi) f oit ~ { lIlh 
- rr f ()( ( t) (1< W f - f ) r7l t /I"" 
~ f 0( (tl Ii 1.((-/;) t - f 11"" o<t-
Satz: Sei 0< eine Glättungsfunktion, so konvergiert für 
t ~ 0 
'7). (f) - I 1A Ce<) _? _ 1<. (d) 
-l: 
cA Df(t/ ~(f) ~ glf 
in der Normtopologie von LBn und in der von LBo ' 
Beweis: 
'U(tJ -1 1J(O() 
- -t 
1-< (i) -I J 1A (s) 0( (s) o(J -
-t 
J 'U(ttJ) eKeJ) ~J J 1A.(J) - t - -r C\' (J) CJfJ 
J 1A.(J) 0( (f- tJ ! - o(J- 1lr ~(J) tYf. ~. I) ~ J f 1i{ f) o((J_(;) - 0( (J) - rJ-J {; 
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und (s. 7C) 
{( 1A. U:l- I 'Lt lo<) 4- 'U lÖt) If LEh! 
11 f 1<. L!) (0( ( f) - 0( ( J - t:) . ) rJ. 11 
t - 0( ( J) I J /{ L '8.-,.., 
L. (b - ~) 'JAMn /1 V. ( s) 11 'J. (ot (J) - 0( (J - 1. ) • / 
r- L 13 ~ t - 0( (J ) ~'r~b. M s,~ ) 
wenn der Träger von 0< im endlichen Intervall [~I b ] 
enthalten ist. Das erste Supremum ist wegen des uniform 
boundedness theorem beschränkt, das zweite geht für t ~ 0 
gegen Null (s. 5D). Die selben Überlegungen gelten für LB . o 
11E Definition: Wir nennen H den Vektorraum, der von·den 
1Al~) F ' wo ~ alle Glättungsfunktionen und falle 
Elemente von B
n 
durchläuft, und der Funktion 1 erzeugt 
wird. 
Satz: Für jedes fEH existiert der Grenzwert von 
1A(f)-I f 
t 
für t .J, 0 in B . 
n 
Beweis: Direkte Folgerung aus 11 D und der Gleichung 
u(t) 1 = 1 
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12. Die Räume E . Verallgemeinerte gemischte Prozesse. 
n 
12A Den von B
n 
und der konstanten Funktion 1 erzeugten Vektor-
raum nennen wir E
n
. Unter der Norm 




Wir können E auch so charakterisieren, daß wir sagen, E 
n n 
bestehe aus all den stetigen und n-mal stetig differenzier-
baren Funktionen, die samt ihren n ersten Ableitungen im 
Unendlichen konvergieren. Aus dieser Forderung ergibt sich 
nämlich zwangsläufig, daß alle k-ten Ableitungen für k2 1 
im Unendlichen verschwinden und nur die Funktion selbst 






< J'oo J r '> =- r c ~ ) 
~ ist ein positives Funktional aus E
n
' der Norm 1. 
Jeder in LB
n 
einfach stetige Prozeß ist wegen U(t)1 = 1 
in LE
n 
und wegen 10C auch in LE
o 
einfach stetig. 
12B Satz: Jedes Funktional Taus E t läßt sich in eindeutiger 
n 
Weise zerlegen in 
T = + C ['00 




Beweis: Die Restriktion von Tauf B definiert eine 
n 
integrierbare Distribution n-ter Ordnung T , die nach 
. 0 
3E auf En ausgedehnt werden kann. Das Funktional T - To 
verschwindet für alle Funktionen aus B . Jedes f 6 E 
o n 
kann in der Form 
f -; f<.OO) i -4- (f - fC Oo ) 1) 
geschrieben werden, wo die in Klammern stehende Funktion 
B
n 
angehört. Es ist 
L. T- T D ) f > 
Satz: Eine Folge positiver integrierbarer Maße, die in E t 
o 
einfach konvergiert, konvergiert genau dann streng, wenn 
der Gr~nzwert ein integrierbares Maß ist. 
Beweis: Direkte Folgerung aus 4H. 
Definition: Wir nennen einen stationären Markowprozess 
{U(t)} einen verallgemeinerten gemischten Prozeß, wenn 
für jedes a lR und t.Jt 0 
U(t)~)-J'o.. 
t 
einfach in E2 ' konvergiert. 
I( (a.j 
Bemerkung: Da die Konvergenz für 1 trivial ist, genügt es 
vorauszusetzen, daß 
U (t, a.) - dD. 
-----. ' -;> A ( 4) 0 I:: 
einfach in B2 ' konvergiert. A(a)o ist die Restriktion von 
A(a) auf B2 und es gilt (s.12B') 
A {~) -:: 
und 
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Wir nennen F den Raum aller stetigen, im Unendlichen kon-
a 
vergierenden, im Punkte a zwe~mal Taylorsch differenzierba-
ren Funktionen und G den Teilraum von F , der aus den Funk-
a a 
tionen besteht, die samv ihrer ersten Ableitung im Punkt a 
verschwinden. 
Sei wieder (s. 8F) 
(X _ ~J 7.. 
1+ (x-ct)'2. 
so ist 
G tt - 'tf tt E 0 -= {f .' f -= lf!o. ~ ) d 6 E o} . 
Satz: {1A Li J} definiert genau dann einen verallgemeiner-
ten gemischten Prozeß, wenn für jedes a. ~'1( und i ~ 0 die-
positiven Funktionale 
Q Ca.) 
einfach in Eo' Iton\Tergieren~ und 
konver::giert. 
Definiert {uttJ) einen verallgemeinerten gemischte" Jrozeß, 
so existiert für jedes f 6 F,;., der Grenzwert 
~ /UliJQ.J-fa. F> t~D <... -t. ) - <A(o.) 'f ~ 
und man hat 
d(Q),f> = /h1('rq}+ «Q(a)) f-f(QJi -FYQ}"-1~t_) 
. "Pa. 
+ 
I X' -~ 




wobei wir &(0.) nach 12B zerlegt haben in 
Q (0..) - Qla.) 0 -t c,(~) 000 
Es ist 
c l tt) > O. 
Beweis: Wir können größtenteils die Überlegungen von 8F 
übertragen. Das einzige was zu zeigen bleibt, ist, daß 
aus der einfachen Konvergenz von 
1A lt) 0.) ~ [~ 
t 
in E2 'die einfache Konvergenz von 
1,.{ (t) Q) 
t . fo.. 
in E ' folgt. 
o 
Da aber I!'~ 11 E,' = « 1iL~~) ) ljJ .. '> 
ULt,Q.) IIj 
ist, und 0/4. b f:=2, sind die t: 'fA. normbeschränkt. Da 
außerdem E2 dicht in Eo ist (s.2D), folgt aus 1 C die 
fache Konvergenz in E 2 '. 
ein-
12E Satz: Ein verallgemeinerter gemischter Prozeß ist genau 
dann ein gemischter Prozeß (im strengen Sinn des Wortes), 
wenn für j edes ~ G 7( 
C-( 0..) -== 0 
ist. 
Beweis: Direkte Folgerung aus 12C und 12D und der Defini-
tion des gemischten Prozesses 8F. 
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13. Vorläufige Diskussion der Konvergenz und der Form 
des Grenzwertes von (U(t,a)- O/l)/t für t vo. 
13A Wir sind nunmehr in der Lage, den von uns angestrebten 
Beweis, daß ein in LB
n 
(n? 2) einfach stetiger Prozeß 
ein verallgemeinerter gemischter Prozeß ist, in den 
Grundlinien zu skizzieren. 
Die hervorstechendste Eigenschaft des Differenzenquotienten 
1). (-1:) Q,) --- do.. 
-I:; 
ist, daß er außerhalb des festen Punktes a positiv ist. 
Dies ist die Basis unserer Überlegungen. 
Sei 
Cf E. H) Cf ';> 0) Cf (Q) - 0 ) 
und sei 
{ f f == Cf i) ~ ~ Co J 
Da für f ~ Cf ~o der Funktionswert f(a) = 0 ist, ist 
die Restriktion e. Lf) von (UU)tl) .... fa.) /1; auf (p E o 
mit der Restriktion von U(t,a)/t identisch und darum po-
sitiv. 
Versehen wir (p E 0 mit der NDrm· 
r Cf) - (14 f [A: I Fr ~ ). Cf } J 
so ist die Menge 
( e (t) 0 ,(t ~ t 0 } 




und daraus wegen der Positivität von f (f) 
Nun ist aber 
) 
beschränkt; denn für t 1= 0 ist c:( f (tJ I ~ > ohnehin stetig, 
und das Skalarprodukt konvergiert für t ~ 0, weil l' 6: H. 
Gelingt es noch zu zeigen, daß 11 f\ Cf E 0 dicht in Cf E 17 
bezüglich dessen Normtapologie ist, dann schließt man aus 
1C auf die Existenz von 
) r '> 
für alle f 6 (p Eo , daher auch für alle f € q; Co +-1-1. 
Über die Form von A(a) ist zu sagen, daß, A(a) er ein po-
sitives Funktional über E ist. Ob es ein integrierbares Maß 
o 
ist, d.h. sein Verhalten im Unendlichen, bleibt dabei offen. 
13B Es liegt im Interesse einer möglichst weitgehenden Aufhel-
lung der Kon~ergenz von 
'U.li)Q.J - da. 
t 
und der Struktur des Grenzwertes, daß ~Eo ein möglichst um-
fassender Raum ist. Dazu darf ~ keine anderen Nullstellen 
als x=a besitzen, darf im Unendlichen nicht verschwinden und 
muß für x...., a möglichst langsam gegen Null gehen. 
- 94 -
0/ E ~ c E0 , ist posi ti v und verschwindet für x=a. 
Daraus folgt, daß ~ mindestens quadratisch, d.h. mindes-
tens so stark wie (x-a) 2 für x -?7 a gegen Null geht. 
Hier wird deutlich, warum wir nz 2 gewählt haben. Denn 
für n=1 oder n=o gibt es keine solch maximal langsame 
Ordnung des Verschwindens für x-~a; präziser ausgedrückt, 
ec gibt [cein 
Cf 6 ~ 111 ) (p"Z 0 ) Cf (Q.) - 6 
so daß 0/ eo maximal ist. 
Anders wäre es, wenn wir anstelle E die Menge M der be-
n 
schränkten borelmeßbaren Funktionen wählten, oder die 
Menge der fast überall differenzierbaren, beschränkten 
Funktionen, die sich als Integrale beschränkter, boreI-
meßbarer Funktionen darstellen lassen. Denn dann wäre 
ein solches maximales 0/ entweder 
{ 1 für x ;;:= a 
o für x = a 
oder eine Funktion, die sich am Punkt a wie Ix-alver-
hält. 
Der erste Fall führt im wesentlichen auf rein unstetige 
Prozesse 1), der zweite hat gegenüber dem von uns behan-
delten den Nachteil, daß lx-al nicht stetig differenzier-
bar ist und sic~ daher die üblichen Methoden der Analysis 
nicht. anwenden lassen. 
1) s. DOOB S. 255ff 
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13C Um das skizzierte Programm durchführen zu können, müssen 
wir beweisen: 






ist, und daß ~ (X) wie (x-a)2 verschwindet für x->a. 
ii) Sei 0/ die in i) gefundene Funktion, so ist 1-111 Cf E 6 
dicht in 4' E 0 bezüglich dessen Normtopologie . 
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14. Ein grundlegender Hilfssatz. 
14A Der folgende Hilfssatz ist das wichtigste Werkzeug zur 
Ableitung der anderen Hilfssätze und des Hauptsatzes. 
Er ersetzt in gewisser Weise die fehlende Homogenität 
von U(t). Wie in Zukunft immer, nehmen wir an, daß U(t) 
einen in LB
n 
(n ~ 2) einfach stetigen Prozeß definiert. 
Hilfssatz: Sei ft Bn+1, fl 1 (0) F 0, C)O und e. > 0, 
dann gibt es eine Glättungsfunktion 0( und zu jedem 
a E. [-C, c] ein h( a) f: R, so daß 
11 'U lcX) T 0. + Bt(o.) f - Ya. .{ 11 ~ ~ E 
und 
ist. 
Wir benötigen meist nur folgende 
Schwächere Form des Hilfssatzes : Sei f f: B
n
+1 , a ~ R, 
fl I (a) F 0 und e> 0, dann gibt es eine Glättungsfunk-
tiön 0( und ein hE:: R, so daß 
und 
ist, 
14B Beweis: Wir können ohne Beschränkung der Allgemeinheit 
annehmen, daß fll(O) ~ 0 ist. Wegen der Stetigkeit von 
fl 1 (x) gibt es ein 1> 0, so daß 
(1) .(" (X) ~ - ß <: 0 für I xl ~ I' . 
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Wir können ein cf'> 0 wählen mit den Eigenschaften 
(2) t~ (3 
2.. 
(3) d .::::: (!>r 
-2 
(4) d <: E. 
-
- 2 
(5) II L )f--F lf M ~ E- I 20 (s. - für alle ~ I L 7i 2 
14c Wie schon in 11D verwendet, ist wegen des uniform 
boundedness theorem (1F) die LBn-Norm von U(t) über 
jedem Kompaktum in R beschränkt. Gemäß 1C ist darum 
t ~ U (t) stetig in der Topologie der gleichmäßigen 
Konvergenz über jedem Kompaktum in B . Weil die Ab-
n 
bildung ~ ~ L~ f ' f 6Bn nach 5A stetig ist, ist 
die Menge 
wo K C R kompakt ist, kompakt in B . Daraus folgt, d<;l.ß 
n 
es zu jedem f > 0 ein "1 "> 0 gibt, so daß 
1I1A(t)"[~f - t:~fJIi\.t <:: J 
5A) . 
für alle 0 ~ f.. ~ 1? und ~ e 1(. Für eine Glättungsfunktion 
0< , deren Träger in [Ot"'1] enthalten ist, gilt wie 
in 11C 
für alle "a ~ K. 
Übertragen wir diese Überlegungen auf den vorliegenden 
Fall, so !:\:önnen wir wegen f ~Bn+1' f' = Df ~Bn sagen: 
Es gibt eine Glättungsfunktion 0( , so daß 
(6) /I 1Alo<) L, f - l:'(J + 11"" ~ J 
\l 1A LeX) 1: d 1 t - 1: d 1) t ([ "" ~ 0 
ist für alle 1)1 ~ C+Y. 
- 98 -
14D Wir setzen 
Es ist 
F-a l~I~) - ; FCXI~) = - ['U(o()T'i!:D·FJ (xj / 
denn es konvergiert 
nach 
[ (X - ~ - Ll ~ J - [( x- .~) 
L\~ 
- f I ()( - 'a) -= - ( L";1 1) f ) (x) 
Für F(X,y) folgern wir aus (6) 
(8) 
I~()()"d) - f(()(-~) f ~ J 
I F~ x ()( I ~} + t 1/ (X' - "d ) I ~ J' 
für alle x und I~ I '" C + V 
Fyx ist eine stetige Funktion von x und y, denn 
~ x' (X'I ~ ') - F~)( (XI "d ) 
{ - [D Zr. (01) ri/' 'j) f ] (x'J + [P 'U (~lL} 1> {J (Y') } 
+ {- [ IH{(o<) T'!1 D fJ (x') + [.D 'lt. (ttJr"'J D( ] (x) ] 
Die erste Klammer konvergiert für y' gegen y gleichmäßig 
in x' gegen Null, die zweite verschwindet für x' gegen x, 
da 
[ D 7A lcx) T"a 1) t J CX) 
in x stetig ist. Es gilt also 
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14E Wir betrachten die Funktion 
(10) ~ (o.)t:) :: r:; (o.)Q+~) - (((O) 
Aus (8) und (9) folgt 
I ~ (0.) t:) - {(c-~) + [/(0) I s. J' 
} d ~ (Q) ~) + f 11 C - t:) I ~ 01") 
für la (~C und I z I ~;r und dami t wegen (1) und (2) 
I ~ (Q) O)! ~ J 
( 11) für I a I ~ C und I z I ~ J-- . ~ 1: (Cl) t:) > f -J '> ß 
2 
Nun ist t-
~(Q)t:) -= ~ (Q)O)+ f dt(Q).1A.)rJ.1A. . 
o 
Für'O:Z ~ ~O gilt 
~ Ca.):t) > - d + ~ (;3-0) = - !(~+-1) -tj1t: I 
Falls 
ist 
Ebenso zeigt man, daß in diesem Falle 
~ ( Q) - ~) ~ 0 
ist. Die Bedingung ist für 
2 == Y. 
f1 
erfüllt, denn wegen (2) ist 
2 0 
_ ~ -1 , 
ß 





Wegen (11) wächst g (a, z) für I r I ~ 2/ streng monoton. 
Da es das Vorzeichen wechselt, besitzt es in diesem 
Intervall genau eine Nullstelle, die wir h(a) nennen. 
< 2 er 
- --ß 
(12) I~la.) 1 für all e I a I ~ c 
Gemäß (7) und (10) ist 
14F Es bleibt die erste Relation des Hilfssatzes zu be-
weisen übrig. Aus (6) und (4) ergibt sich 
1/ 'U. (0() T "-- + ! (~) r -Ta..krf 11", $ f · 
Da die Translation an der Norm nichts ändert, gilt 
(5) und (12) 
11 Ta... + t.(Q.) f - T ~ f 11/1A. c. ~ 2., 
und damit 
I1 1) lcX) Lo..+-t(lt) t - L a.. r !(t11 s;;: E 
wegen 
15A 
15. Weitere Hilfssätze: 
Hilfssatz: 
so ist 
Sei f €. (2 
(x_o.)1.. 
-1+tll'_tt)l.. d 
I! ~ 11 b ~ 2 l( F //z 
- 101 -
, und 
Beweis: Es genügt zu zeigen, daß aus 11 f /12 ":f folgt 
11 <} /I 0 ~ -1 • Sei also II F 1/ 2 ~ 1/2... • Aus den Re-
lationen 
[(0..) - .f'(c.) -= 0 
I f fI (x) I ~ 1 
folgt mit Hilfe des Taylorschen Satzes 
)( 
I t [x) I -= I f (>l- t1A.) f It (11) ri IA ~ 2 (x' -C<) 
Lf Ct 
Außerdem ist 
I r LX) I ~ 1 
überall. 
Also 
I F Lx) I L ffY1i/}'/ (1.) Jf -40..1') = 
Für I X - CA. I ~ '12.. gilt aber 
llJlI Lx) -== (x - 0..) :.. ""> (x- _ ~) "-
T..... l.+(X o,.)L - - "> 
- 3 
und für I x'- Q. I 2 VI gilt 
lPo.. Lx) '2 ~ '> ~ 
Also ist 
lfCx)1 ~ ~Q.(x:.) 
und damit 
(x _ tt) 'l. '/ 
~ f 11 Y Ix' -Q I ~ tl 
1: f;Y IX-41 ~ 'Ii 




Wir erinnerh an die Bedeutung von G aus 12C und führen 
a 
in Ga die Norm ein 
N (.F) 
- (i ~~ 11, 




Folgerung aus 15A: Für jedes f ~ GQ.. (\ E",., ) -11 ~ 2 gilt 
N ( f ) s 2 11 t f/~ 




dann gibt es zu jedem C > 0 und E '> 0 eine Glättungsfunktion 
0( und zu jedem a 6 fc,c] ein h(a), so daß für 
<po. = 1 ('L«o() r Q.+~ I~J S] (Q) - 1J.{0I) YH~r.) J 
gilt 
er 0.. b G" 
/1 
'Po.. 
1 If ~ E. fCl 0 
Beweis: 
J I ( 0) 
-
0 
fit ( 0) ~ - 2, 
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Wir können 14A anwenden. Es existiert eine Glättungs-
funktion 0< und zu jedem a €. [-c,cJ ein h(a), so 
daß für 
"'" 0.. - t<.lo<) -r Q. + f....l Cl) J 
gilt 
Ja..) (a) = Q 
Für jedes [al c:::::.. C gehört 
zu G . Es ist 
a 
fl Cf 0. - ~ a. {(-11 
1/ (1.,so.(o.j - Jo.) - (1- (tA.5J{/"" 




+ 11 Ta. 5 - S Ir ~ I /1,,( 
oder 
11 Cf ct - 1 Ir ~ t. . ~o.. - 0 
15D Offensichtlich 
Für E ~ 1 gilt 
Cf 0.. ( ~) '> 0 für x 1= a 
~ lXI -:::> 00 <p 0. (X) -= <po. (00) '"> '0 
cp~( X) -?> 0 wie (x-a) 2 für x --=3>a. 




(1 - e)1 ~ <po. ~ (-1 + E) 1 
'Pa. 
1 . t d' R . k <fCl . E d . t leg le eZlpro e von - -ln un es lS Va.. 0 
Go.. == f~ E o -= <po.. E o 
Für die Norm 
rechnet man leicht aus 
AI ( t) .c 
-
(A + l) P (.f.) . 
Also sind die Normen p(f) und N(f) auf G äquivalent. 
a 
Hilfssatz: G A E ist dicht in Ga bezüglich der Norm-
a n 
topologie von G • 
a 
Beweis: Sei f E G und sei a 
~ - t (1fJ ~ 
Da En dicht in E ist (s. 2D), gibt es ein h 6E , so daß 0 n 
11-k- d ({6 ~E 
Also 
für alle x 
Daraus folgt durch Multiplikation mit 1V~ 
{ytt(x'}~l~) - fex)! ~ E.1f'o.(~) 
oder 
IV (1f 0. { - r) ~ p 
Der erste Ausdruck in der Klammer ist aber offensichtlich 
in 
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15F Hilfssatz: Ga I'\H ist dicht in Ga bezüglich dessen Norm-
topologie. 
Beweis: Gemäß dem letzten Hilfssatz genügt es zu zeigen, 
daß HA Ga dicht in En " Ga ist. 
Sei f €.Enl\ Ga' dann gibt es nach 11C für jedes beliebige 
E '> 0 eine Glättungsfunktion 0(, so daß 
( 1 ) I( U ( o() f - r 1111-\ ~ E 
ist. U( 0( )f liegt jedoch im allgemeinen nicht in G (\ H, 
. a 
weil weder es selbst, noch seine erste Ableitung für x=a 
zu verschwinden braucht. Wir versuchen nun von U ( 01 ) f 
eine geeignete Funktion h ~H abzuziehen, so daß 
g = U(o< )f - h~Ga 
ist. 
Sei 
,j ()() c: eKp [<x - a) - (x - a) 2 J 
Es ist 
:f. (a.) = 1 ) J. I (Q.) -== A) :x 11 (4) =- - /( , 
Wir können Hilfssatz 14A (schwächere Form) anwenden und 
eine Glättungsfunktion ß und ein y E: R finden, so daß 
und 




--K (!t) == ( 1A lO<) f) (~) 
{'(Q) = (V(D()-F)/(o.J I 
und damit 
~ = 1;.(ot)t - t € GfA ' 
Da wegen (1) 
! Cu (o(j f ) (0.) l -S E 
>-\/ 
und 
. / (V (IX) f ) I (a) I ~ E 
ist/und da 
{/ r ~ (f L 1?~ = /f I 
ergibt sich 
" F - ~ 1/"" ~ 11 F - 1;<. (0/) f /1,., + /I 1../1,., 
~ 1/ f-1).(Oc')t II~ + 11';"" 11
M 
+ 
+ /(U ('" ) n ( Q) I + /./.. (q) ) 
~ E +- E (/I j 11", +l ) -t- [ + t. (llj /1 "" + r) 
-= 2E. CA flljl(""" t [), 
Nach Hilfssatz 15B ist 
15G Hilfssatz: Ga + H = Fa· 
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Beweis: Da sich jede Funktion in E durch Funktionen 
n 
aus H approximieren läßt, gibt es zwei Funktionen 
f 1,f2 ~H, so daß die beiden zweidimensionalen Vektoren 
linear unabhängig sind. Wir können jedes f ~ Fa darstel-
len in der Form 
wo ~~und ~2 durch die Gleichungen 
. 
()( A f-\ (0.) + D( t t i.. (o..) ~ f(a..J 
f I (Cl,.) 
bestimmt sind. Die in eckigen Klammern stehende Funktion 
gehört G an. Damit ist gezeigt, daß sich F durch H und Ga 
a a 
erzeugen läßt. Umgekehrt liegt offensichtlich jede Funktion 
aus Ga + H in F . a 
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16. Der Hauptsatz. 
16A Hauptsatz: Jeder in LB
n 
(n ~2) einfach stetige Prozeß ist 
ein verallgemetnerter gemischter Prozeß. 
Beweis: Die Restriktior:en f{t/von ('U (i ) o,J- 80J /-6 über Ga 
bilden eine Menge positiver Funktionale über Ga~ denn 
.( %../ f) f:> verschwindet für f<s Ga. Die fvlenge 
{ e l t-) ;' 0 ..c. t ~ t 0 J 
ist normbeschränkt über G . Denn aus f 6 G , N (f) ~ 1 
a a 
folgt. (s. 15D) 
I FI ~ ro.. ~ 1~ ~ cpD.. J 
wo E. eine feste Zahl< 1 ist, 
und 
1 
1 - E. 





L. q (t.)) Cf 0.. '> ist aber für t '> 0 stetig und konvergiert 
für t -1-0, weil Cpa. E H ist. 
Da Gall H dicht ,in Ga ist (s.15F), folgt aus 1C, daß 5'(t.), tJD 
einfach über G konvergiert. 
a 
Da Fa = Ga + H ist (15G), ergibt sich die Konvergenz von 
1A lc) 0..) - do.. 
<. t ) F '/ 
für jedes f ~Fa. Nach 12C ist damit {U(t)} ein verallgemeiner-
ter gemischter Prozeß. 
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16B vJir erinnern an die Formel von A(a) aus 12C und zerlegen 
Q(fL) in Q(o..) = (2(0.)/ + c(a) dOD + 6[;.)da. , wo 
Qt~)' ein integrierbares Maß ist, das der einpunktigen 
Menge {~} den Wert Null zumißt . 
. W.ir, setzen 
x-o.. 
~ct -= 
-1 +- ( x- Cl. ) 2. 
Es ist für f € ~ 
~A(Q.),t > - /M(Q) f'(~} + c(o.) ([(Oe) - (/0.)) 
+ f61.(~) f"(a) -t <. Q(Q.)I) f-
Satz: Für fast alle t ist 
6' (~) z.. J 1) 1. 1). ( t) i > = c [Q.) 
2 Q ) 
und C ( a..) verschwindet für fast alle a... 
Beweis: Sei ~ eine beliebige Glättungsfunktion und f i E 1?~ 
eine locker nach 1 konvergierende Folge. Wir berechnen 
Nach 11D und 11A ist 
L A (0.) 1< (o(j) f,' '> = - « Ja. 1J.(~), F" '> 
-'/ L. J 0. 1;. ( cX)) i '> ~ f 0«1;1 (1AltJ1.) { q; 01 t 
= J ~ (tJ ol { -- D 
Andererseits ist 
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Wegen der lockeren Konvergenz sind die U (0() {i in der 





Co-Norm beschränkt. Nach 6D konvergieren die UlD<) f " 
(n-1)-ter, d.h. mindestens erster Ordnung gegen 1. 
Daru~onvergieren die g. an allen von a verschiedenen 
l 
Punkten gegen Null. Für den Punkt a können wir außer 
der Beschränktheit nichts aussagen, denn 
braucht nicht nach 
zu konvergieren ( s. Gegenbeispiel 6E ). Da aber das 
Q(a) I -Maß des Punktes a verschwindet, können wir trotz-
dem den Satz von LEBESGUE anwenden und erhalten 
Damit geht 
<A (QrU (cX) f, '> --;> - C ca) -t 0l..~) < ~ ]) 11,([0(~ i>. 
Dieser Ausdruck verschwindet nach unseren obigen Überlegungen, 
C ( Q.) -:: 6 l~ ~ ) « cra. j) 'I. 1< ( 0( ) I 1. > . 
Aus dieser Gleichung schließt man nach 6D, daß c(a) für 
fast alle a verschwindet. 
Für alle f i ist 
(" d~ j)~ 'U (D() I f,' ;> -= J ~(t) < ~ ]) l (). (tJ, f,. >01-1 
Läßt man i -"> "'olaufen, so konvergiert der Integrand punkt-
weise und ist beschränkt durch 
~~ ({ cx Ci) 1A. {-t) Ir . I)~,. /1 fi IL. 
t LJ5/1.1 'VI 
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viir können den Satz von LEBESGUE anwenden und erhaJ ten 
und 
Da ~ eine beliebige GI~ttungsfunktion war~ ist 
c(a) 
16c Folgerung: Ein in LB
n 
(n~2) einfach stetiger ProzeB ist 
genau dann ein gemischter Prozeß ( im strengen Sinn des 
VJortes ) ~ wenn es für jedes feste a €R eine Menge 
M(a) C [° 1 ,:)0) gibt~ deren Lebesguesches Maß von Null ver-
schieden ist~ und für die gilt 
Dies ist insbesondere immer für n L 3 der Fall. Denn dann 
ist nach 6D 
~ da. 1) 1.. 1<. ( t ) ) i > - 0 
für all e t ~ C 0 ( C>a) und a b- R . 
Beweis: s. 12E. 
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17. Dle 61ob~le S~ruktur von A. 
17A Satz: Sei {U(t)) ein in LB
n 
(n"22) einfach stetiger 
Prozeß, so konvergiert für jedes f <=: E2 
Ult) -I { 
t: 
punktweise gegen eine borelmeßbare, über jedem Kompakturn 
beschränkte Funktion. Ist der Prozeß {U(t)) darüber 
hinaus ein gemischter Prozeß ( im strengen Sinn des Wortes), 
so gilt diese Aussage für jedes fc c2 . 
Beweis: Die Funktion ist als Grenzwert stetiger Funktio-
nen borelmeßbar. Ihre Beschränktheit über jed'em Kompakturn 
schließt man aus dem folgenden Satz 17B. Ist A(a) eine 
integrierbare Distribution zweiter Ordnung, so ist 
/I A l 0.) 1/ E I -:::: 11 A (0.) 1/ 'j) I - fI tt ( ~) /1 e I 
~ Pl ~ 
17B Satz: Die E2 '- Norm von A(a) ist beschränkt, wenn a ein 
Kompakturn in R durchläuft. 
17C 
Beweis: Wir müssen zeigen, daß 
[-c, C ] ,C:>O, beschränkt ist. 
Wir zeigen zunächst die Beschränkiheit von 
Es ist Il 6l (tt) 1/ F I -= Z Q (0. ) , { > 
-0 
Nach 15D ist 
mi t einem festen f L 1 , und damit 
11 ~ t c.) 11 t=".' ~ A L.. A lo.) I Cf Ir.. '"/ 
c v 1-[ 
in jedem Intervall 
11 &(o..j liEb' ) 10.1 ~ C. 
~ < A (a.) I lf'u » . 
Es genügt die Beschränktheit von <...A(a,) , ~Q.>zu beweisen. 
17D 
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Nach 15C und 11D ist aber 
<. A(Q), Cf CA. ') 
Z A(a.)) 1A(ot.)To..+~l~J J '> 
[1ACDt) LQ.J.-R(Q.J]] ta.) 
11 'U l O() /l L 15'Vl 11 ~ 11"" 
Aus der Tatsache, daß sich jede Funktion in B durch 
, n 
Funktionen aus H approximieren läßt (11C), folgt, daß 
es zwei Funktionen g1 und g2 in H gibt, so daß 
für alle I Q I ~ eist. 
Sei f ~ e2, Ir r {/l -:; 1 so können wir für jedes a e f-c/c] 
die Funktion f zerlegen in 
t == A" (~) ~.., t).2. (Q) d' -+ (t - )-1 (9..) a" -J.1 (Ot) d t. } I 
wo )1 (0.) und A'2. (r;.) so bestimmt werden, daß die in Klammern 
stehende Funktion zu Ga gehört. 
;(", (~) ~ -1 (~) + ).L ( q, J ~ 2. (~) = 
./1", (0.) ~,/ (c,,) -t). (a) q I ( 
d 2 d2. a.) -
Es ist 
J.." (Q) <: Ar q ) I dA> +)L (() /A fo. /, ~ 1 > 
.( - "'-" (q) J" - ) l { Q } ~ 2 
lf~ -- - > . 
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Nach 11E liegt 
a -/ L... A (Q) I ~ '1 > 
in B
n 
und ist darum beschränkt. Das gleiche gilt für 
~ -~ <. A (a.)) ~ 'l > . 
Wir haben die Beschränktheitvon 11 A ( q, ) /I r. I I t( I ~ C 
l.. J 
bewiesen, wenn wir gezeigt haben, daß 
A 1 (a.) J 4.z. (a.) 
und (s. 17C) 
beschränkt sind. 
Es ist aber 




. No.. ({ - )~ (Q) ~ -1 - 1 L (Cl, ) ~ L ) 
~ 2 11 f - /21 (a.J d ~ - 1 2 (q) ~'l /( L 
L 2 (A t /11 [ 0.) /1/ ~ A {I"" -I- [Jl (Q) fI{ J 1.//41 J. 
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17E Daß im allgemeinen JI A (9..) 11 Ei tatsächlich nicht Uber 
de~ ganzen Achse beschränkt. ist l sieht man an dem Bei-
spiel 
(U(t)f)(x) = f(xe- t )'. 
Offensichtlich definiert U(t) einen stationären Markow-
prozeß. FUr jedes n ist die Restriktion von U(t) auf 
B
n 
ein Operator aus LB
n 
der Norm 1. 
t-~U(t) ist einfach stetig in LBo • Es genUgt dies für 
t = 0 zu zeigen. Se'i f' Bo und E:> 0 vorgegeben, so 
wählen wir ein rso groß, daß 
fUr 1)( I ~ 'r/e . 
Weil f gleichmäßig stetig ist (s. 2C), kCSnnen wir ein 
so kleines t o finden, daß 
t o ~ 1 
und 
( - t 0 ) ~ 'T -1- e . 
ist l für 
Dann gilt für I x I ? r) t ~ t 0 ~ 1 
. I .( ( x e - t ) - .f ( )() I ~ I -+ ( )( e. - t ) I + I f (Je') I ~ E. I 
und für I X I ~ Y J t ~ t 1) 
lf()(e- -t) - +()() I 'E { 
wegen 
\ x. e - /; _ J< I ~ Y (A - e- (;) ~ ., (~- e- t 0 ) 
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Da 
ist, folgt aus der einfachen Stetigkeit in LB die o 
einfache Stetigkeit in LBn , n = 0,1,2, ••• U(t) er-
füllt also alle Voraussetzungen von 17B. 
Wir berechnen 






A(a) = -a d~ D 
und 
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A n h a n g 
-----------
18. Ober die Stetigkeit von Halbgruppen vom Faltungstypus. 
18A Satz: Gegeben sei eine Abbildung 
mit den Eigenschaften. 
/A- (.(" + tl.) 
;U(o) -= J / 
11;< (t) 1/15
0
' = /~li)!I ~ 1 
Außerdem sei 
/ lS x > yLiJ, e )( 
für jedes feste S LEBESGUEsch meßbar in t . 
Dann gilt 
entweder JA (t) = 0 für all e t '> 0, . 
oder JA (t) f:. 0 für alle t> 0, 
JA (t) ist einfach stetig in Bo ' 
)A(t) ist von rechts streng stetig. 
Von rechts stetig heißt, daß JA Ci i ) streng gegen 
konvergiert für jede konvergente Folge -(; i. ..v t: . 
18B Wir benötigen zunächst einen Satz aus der allgerneinenHalb-
gruppentheorie : 
Satz: Sei U(t), t > 0 eine Menge von Elementen einer Banach-
algebra und gelte 
/{A l-l" + 1:.2.) = 






l( 1A l t 1- -LI ) 11 s /I 1\ ~ t) 11 \lIlA l i') 11 
und 
o <: Il tU l t ) \ l ~-1 
folgt für 
~~-l:) = - .1.0~ /ltUl-f.)/I, 
daß 
()O '> ~lt+t') 2 dlt)+5(il).2 0 
ist. g(t) ist monoton anwachsend. Sei Ji eine Nullfolge 
und seien die ki ganze Zahlen mit 
p~ :L .P~ 

















c. ( {) f., + t. 2.) = C (Jr t,,) C (f,t~) . 
Man sohließt daraus, daß für ein festes f die Funktion 
C ( fit. ) fürfo.lle t > 0 verschwindet, wenn sie für 
ein einziges t > 0 verschwindet. Wenn C ( f I -1:) für 
ein t > 0 nicht verschwindet, dann verschwindet es 
nicht für alle t;> O. In diesem letzten Fall schließt 
man aus der Meßbarkeit, daß 
ist. Da 
t fest 
stetig ist, ist k ({J stetig, wo es definiert ist, d.h. 
wo elf, I. ) -f 0 für t > 0 ist. 
18D Die Kugel 
wo C C f I i ) -= 0) -C > () 
wo C ([, i ) =F 0) t > 0 
{jA ~ 130' " I~ 1/ ~ 1 ] 
ist einfach kompakt in B
o 
I 1). Also hat JA {~)für t .v ö 
mindestens einen Häufungspunkt~ und es gibt eine Null-
'folge t i , so daß )A(ti)~r konvergiert. Sei QCR ein 
beliebiges endliches Intervall, so ist 
G 150 / 
</"- (-l ,.J, ~ e (f~ d f ~ -> </A) Je ,J~ I. f >,. 
Q 
1) s. LOOMIS S. 22 
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Nach dem Satz von FUBINI gilt 
fast überall. 
Die Fouriertransformierte eines zweiten Häufungspunktes)k' 
stimmt mit der von)A. fast überall überein, also überall, 
da Fouriertransformierte stetig sind. Damit ist 
und jJ- L t) konvergiert für t t 0 einfach gegen}h . 
Da)Z l~) stetig ist, ist C ( f) fast überall gleich einer 
stetigen Funktion, d.h. fast überall gleich 1 oder fast 
überall gleich Null. }A L {;) konvergiert als~ entweder 
nach 8 oder nach Null. 
Im zweiten Fall ist 
cl ~l i) -::: 0 fast überall, 
und deshalb 
jA(t) -;:::..~ für alle t >OJ 
und damit auch 
C(~,f)~ 0 überall, t,> O. 
Damit ist die erste Hälfte des Satzes bewiesen. 
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18E Es bleibt der Fall 
~=J 
zu behandeln. Es ist 
fUr t > O. Also nach 18B 
~ '!,AU) fI ~.,-( ~ JI JU 
t" () 
Nach 41 folgt 
JA (f) -~ J 
streng. Damit konvergiert C (f (i) fUr t " 0 punktwe:'se· 
nach 1 und C (! (-&) ist von Null verschieden fUr alle 
t ~ 0 und 5 . 
Aus der Stetigkeit von C (S, 1:) fUr alle t und der ein-
fachen Kompaktheit der Einheitskugel in B I ergibt sich 
o 
die einfache Stetigkeit von 
t --Y ~ (f) 
Weil 
ß (t,') = /' (t,.- i) '* ~ (t) / 
folgt die strenge Stetigkeit von rechts aus 
und aus Satz 5K. 
18F Wir behandeln noch den Sonderfall jI-(fJz v. Dann ist 
I~ ( L, + t J {( = /( j-t C ~) 11 . 10 ( t.,..J I1 / 
und 11)' l tJ 11 ist entweder gleich Null fUr t > 0 oder gleich 
e - 4Y t , !"> 0 • Im zweiten Fall ist /0- (f:) 11 stetig und 
nach 4H JA- (. t) streng stetig schlechthin. Setzen wir 
JA- (t) ~ e - 'd' t t' ( (;) I 





I (z.B. X I, B I MI) 1D . o ' 













L •• (z.B. LXY) 1A 
L. (z.B. LX, LBo ' LM) 1D 
M 3B 
m(x) 8F 








U(t), U(t,x) 8B 






Beschränktheit, strenge 4B 
differenzierbar, Taylorsch 8D 
Distribution, integrierbare 2E 
Glättungsfunktion 11B 
Konvergenz, lockere 3D 
strenge 4G 
Markowprozeß, stationärer 8B 
homogener 9B 
gemischter 8E 
rein unstetiger 8D 
stetiger 8F 
verallgemeinerter gemischter 12D 
Maß, integrierbares 2E 
Topologie, einfache 1B 
Übergangswahrscheinlichkeit 8A 
homogene 9A 
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