Abstract. We consider the sequence comparison problem, also known as "hidden pattern" problem, where one searches for a given subsequence in a text (rather than a string understood as a sequence of consecutive symbols). A characteristic parameter is the number of occurrences of a given pattern¨of length © as a subsequence in a random text of length generated by a memoryless source. Spacings between letters of the pattern may either be constrained or not in order to define valid occurrences. We determine the mean and the variance of the number of occurrences, and establish a Gaussian limit law. These results are obtained via combinatorics on words, formal language techniques, and methods of analytic combinatorics based on generating functions and convergence of moments. The motivation to study this problem comes from an attempt at finding a reliable threshold for intrusion detections, from textual data processing applications, and from molecular biology.
Introduction
String matching and sequence comparison are two basic problems of pattern matching known informally as "stringology". Hereafter, by a string we mean a sequence of consecutive symbols. In string matching, given a pattern ¡ . The algorithms by Knuth-Morris-Pratt and Boyer-Moore [7] provide efficient ways of finding such occurrences. Accordingly, the number of string occurrences in a random text has been intensively studied over the last two decades, with significant progress in this area being reported [3, 9, 10, [15] [16] [17] 24] . For instance Guibas and Odlyzko [9, 10] have revealed the fundamental rôle played by autocorrelation vectors and their associated polynomials. Régnier and Szpankowski [16, 17] established that the number of occurrences of a string is asymptotically normal under a diversity of models that include Markov chains. Nicodème, Salvy, and Flajolet [15] showed generally that the number of places in a random text at which a 'motif' (i.e., a general regular expression pattern) terminates is asymptotically normally distributed.
In sequence comparisons, we search for a given pattern reduce to 1 gives back classical string matching as a limit case.
Motivations. Our original motivation to study this problem came from intrusion detection in the area of computer security. The problem is important due to the rise of attacks on computer systems. There are several approaches to intrusion detections, but, recently the pattern matching approach has found many advocates, most notably in [2, 14, 25] . The main idea of this approach is to search in an audit file (the text) for certain patterns (known also as signatures) representing suspicious activities that might be indicative of an intrusion by an outsider, or misuse of the system by an insider. The key to this approach is to recognize that these patterns are subsequences because an intrusion signature specification requires the possibility of a variable number of intervening events between successive events of the signature. In practice one often needs to put some additional restrictions on the distance between the symbols in the searched subsequence, which leads to the constrained version of subsequence pattern matching. The fundamental question is then: How many occurrences of a signature (subsequence) constitute a real attack? In other words, how to set a threshold so that we can detect only real intrusions and avoid false alarms? It is clear that random (unpredictable) events occur and setting the threshold too low will lead to an unrealistic number of false alarms. On the other hand, setting the threshold too high may result in missing some attacks, which is even more dangerous. This is a fundamental problem that motivated our studies of hidden pattern statistics. By knowing the most likely number of occurrences and the probability of deviating from it, we can set a threshold such that with a small probability we miss real attacks.
Molecular biology provides another important source of applications [18, 23, 24] . As a rule, there, one searches for subsequences, not strings. Examples are in abundance: split genes where exons are interrupted by introns, starting and stopping signal in genes, tandem repeats in DNA, etc. In general, for gene searching, the constrained hidden pattern matching (perhaps with an exotic constraint set) is the right approach for finding meaningful information. The hidden pattern problem can also be viewed as a close relative of the longest common subsequence (LCS) problem, itself of immediate relevance to computational biology and still surrounded by mystery [20] .
We, computer scientists and mathematicians, are certainly not the first who invented hidden words and hidden meaning [1] . Rabbi Akiva in the first century A.D. wrote a collection of documents called Maaseh Merkava on secret mysticism and meditations. In the eleventh century Spanish Solomon Ibn Gabirol called these secret teachings Kab-balah. Kabbalists organized themselves as a secret society dedicated to study of the ancient wisdom of Torah, looking for mysterious connections and hidden truth, meaning, and words in Kaballah and elsewhere (without computers!). Recent versions of this activity are knowledge discovery and data mining, bibliographic search, lexicographic research, textual data processing, or even web site indexing. Public domain utilities like agrep, grappe, webglimpse (developed by Manber and Wu [26] , Kucherov [13] , and others) depend crucially on approximate pattern matching algorithms for subsequence detection. Many interesting algorithms, based on regular expressions and automata, dynamic programming, directed acyclic word graphs, digital tries or suffix trees have been developed; see [5, 8, 13, 26] for a flavour of the diversity of approaches.
In all of the contexts mentioned above, it is of obvious interest to discern what constitutes a meaningful observation of pattern occurrences from what is merely a statistically unavoidable phenomenon (noise!). This is precisely the problem addressed here. We establish hidden pattern statistics-i.e., precise probabilistic information on number of occurrences of a given pattern as a subsequence in a random text " $ # generated by a memoryless source, this in the most general case (covering the constrained and unconstrained versions as well as mixed situations). Surprisingly enough and to the best of our knowledge, there are no results in the literature that address the question at this level of generality. An immediate consequence of our results is the possibility to set thresholds at which appearance of a (subsequence) pattern starts being meaningful.
Results. Let

w #
be the number of occurrences of a given pattern & as a subsequence in a random text of length % generated by a memoryless source (i.e., symbols are drawn independently). We investigate the general case where we allow some of the gaps to be restricted, and others to be unbounded. Then the most important parameter is the quantity plays also a rôle. We obtain the mean, the variance, all moments, and finally a central limit law. Precisely, we prove in Theorem 1 that the number of occurrences has mean and variance given by converge to the appropriate moments of the Gaussian distribution (Theorem 2). We stress that, except in the constrained case, the difficulty of the analysis lies in a nonlinear growth of the mean and the variance so that many standard approaches to establishing the central limit law tend to fail.
For the unconstrained problem, one has x ! , and both the mean and the variance admit pleasantly simple closed forms. For the constrained case, one has equal 1, the problem reduces to traditional string matching that was extensively studied in the past as witnessed by the (incomplete) list of references: [3, 9, 10, [15] [16] [17] 24] . It is well known that for string matching the variance coefficient is a function of the so-called autocorrelation of the string. In the general case of hidden pattern matching, the autocorrelation must be replaced by a more complex quantity that depends on the way pairs of constrained occurrences may intersect (cf. Theorem 1).
Methodology. The way we approach the probabilistic analysis is through a formal description of situations of interest by means of regular languages. Basically such a description of contexts of one, two, or several occurrences gives access to expectation, variance, and higher moments, respectively. A systematic translation into generating functions is available by methods of analytic combinatorics deriving from the original Chomsky-Schützenberger theorem. Then, the structure of the implied generating functions at the pole j 0 k 1 provides the necessary asymptotic information. In fact, there is an important phenomenon of asymptotic simplification where the essentials of combinatorial-probabilistic features are reflected by the singular forms of generating functions. For instance, variance coefficients come out naturally from this approach together with, for each case, a suitable notion of correlation; higher moments are seen to arise from a fundamental singular symmetry of the problem, a fact that eventually carries with it the possibility of estimating moments. From there Gaussian laws eventually result by basic moment convergence theorems. Perhaps the originality of the present approach lies in such a joint use of combinatorial-enumerative techniques and of analytic-probabilistic methods.
Framework
We fix an alphabet
. A particular matching problem is specified by a pair
is a word of length 
Positions and occurrences. An
satisfies the constraint U and gives rise to six subpositions,
accordingly, the resulting aggregate ¥ f e r is formed with six blocks, 
where the size
i s the number of letters involved in the structure. Then 1 ,
is the total weight of all structures of size % . The collection of occurrences is described by means of regular expressions extended with disjoint unions, and Cartesian products. It is then known that disjoint unions and Cartesian products correspond respectively to sums and products of generating functions; see [19, 21] 
Mean and Variance Estimates of the Number of Occurrences
Mean value analysis. The first moment analysis is easily obtained by describing the collection of all occurrences in terms of formal languages. Let . with an initial string, then the first letter of the pattern, then a separating string, then the second letter, etc. The collection Þ is then described by
There, for 
and, with f e & r the probability of the pattern & , one finds from (2) and (4):
Variance analysis. For variance and higher moment analysis, it is essential to work with centred random variables defined as
The second moment of the centred variable 
In this case, we take the pair of occurrences relative to . Then the " correlation coefficient"
where the "autocorrelation matrix"
Central Limit Laws
Our goal is to prove that w # appropriately normalized tends to the standard normal distribution. We consider the following normalized random variable 
where the expression involves fewer terms than in (12) . From there, we proceed in two stages. First, restrict attention to friendly families that give rise to the dominant contribution and introduce a suitable subfamily u ã . In this case, the length of the aggregate is at most
, and the generating function of full families is a polynomial × u f e j r of degree at most
. Then, the generating function of families of u whose block number equals Ø is of the form
so that the number of families of u # whose block number equals
. This observation proves that the dominant contribution to (13) is the already introduced autocorrelation polynomial. Upon taking coefficients, we obtain the estimate In view of the formulae (12), (13) , (14) , and (15) above, this yields the estimate of even moments and leads to the second relation of (10) . (Note that the even Gaussian moments eventually come out of the number of involutions, which corresponds to a fundamental symmetry present in the problem.) This completes the proof of Theorem 2.
Conclusion
As This (together with many other experiments) shows a fair fit between the theoretical model and the observed data even though the text chosen is far from being "random".
Extensions.
For the constrained case where all the distances are finite, based on finite state models and the de Bruijn graph, it is possible to obtain local limit laws (i.e., a direct estimation of probability densities), a characterization of the speed of convergence to the asymptotic limit (it is % é f ¢ H i ¡ ), as well as large deviation estimates (that are exponentially small); see the full paper. For the unconstrained case, the corresponding problems appear to be related to products of random matrices and to the difficult case of random walks on nilpotent Lie groups; see Guivarc'h's paper [11] for context and references. Finally, preliminary investigations indicate that the methods developed here apply to Markovian sources and more generally to all dynamical sources in the sense of Vallée [6, 22] .
