Automated annotation of electroencephalograms (EEG) of epileptic patients is important in diagnosis and management of epilepsy. Epilepsy is often associated with the presence of epileptiform transients (ET) in the EEG. To develop an efficient ET detector, a vast amount of data is required to train and evaluate the performance of the detector. Interictal EEG data contains mostly background waveforms, since ETs only occur occasionally in most patients. In order to detect ETs in an automated fashion, it is meaningful to first try to eliminate most background waveforms by means of simple, fast classifiers. The remaining waveforms can in a following step be processed by more sophisticated and computationally demanding classification algorithms, such as deep learning systems. In this study, we design a cascade of simple thresholding steps to reject most background waveforms in interictal EEG, while maintaining most ETs. Several simple and quick-to-compute EEG features are chosen. By thresholding these features in consecutive steps, background waveforms are rejected sequentially. In our numerical experiments, a cascade of 10 steps is able to reject 98.65% of all background segments in the dataset, while preserving 90.6% of the ETs.
INTRODUCTION
Electroencephalograms (EEGs) of patients with epilepsy might be characterized by epileptiform transients (ETs), also called interictal discharges, occurring between seizures [1, 2] . ETs are spikes or sharp waves with pointed peaks, which can last for 20-70 ms and 70-200 ms, respectively. The presence of ETs in EEG is often associated with epilepsy, therefore, ETs are instrumental in the diagnosis of epilepsy. Traditionally, experts detect the ETs from EEG recordings by visual inspection, which is very time consuming. Moreover, there is substantial disagreement between experts in EEG interpretation. Consequently, automated ET detection is sorely needed, and will increase the uniformity in EEG interpretation of epileptic patients [2] . Several methods have been applied for automated ET detection, including template matching, parametric methods, mimetic analysis, power spectral analysis, wavelet analysis, and artificial neural networks [2] . In addition, several other methods have been reported more recently [3, 4, 5, 6] . These methods use template matching in combination with clustering [3] , template matching in combination with support vector machines (SVMs) [4] , nonlinear energy operator in conjunction with mimetic analysis and Adaboost classifiers [5] , and sequence merging followed by SVMs [6] . However, the common problem with these methods is the lack of a sizable database of different ET profiles to validate the performance of the ET detection systems. Therefore, the results are not reliable for clinical purposes. In this study, a database of routine EEG recordings from 100 epileptic patients is analyzed. In order to be able to cope with this vast volume of data, we develop a system of simple classifiers to eliminate most of the background waveforms in the EEGs. After this processing step the remaining EEG waveforms can be analyzed by more complex and powerful machine learning procedures. However, the latter falls beyond the scope of this paper. Here we describe how we designed a cascade of simple classifiers for fast rejection of background waveforms. Since ET characteristics are of great variety, the proposed method consists of multiple stages to reject the background waveforms, and each stage makes use of one specific feature. The general idea behind the proposed method is illustrated in Fig. 1 . Our numerical results show that this cascade of thresholding steps is able to reject 98.65% of the background waveforms in (interictal) EEG of epilepsy patients, while preserving 90.6% of the ETs. This paper is organized as follows. In Section 2 we describe the EEG dataset, review relevant EEG features, and explain how we designed the cascade of thresholding steps. In Section 3 we present our results, and in Section 4 we offer concluding remarks. 
MATERIALS AND METHODS

Scalp EEG data
In this study, we consider 30min EEG recordings of 100 patients with epilepsy. The data was acquired at the Massachusetts General Hospital (MGH), using the international 10-20 system of electrode placement. The sampling frequency is 128Hz and a notch filter at 60HZ is applied to remove the power line interference. In addition, it has been high-pass filtered by cut-off frequency of 0.1 Hz to remove the baseline. Data is cross-annotated using EEG annotation software SpikeGUI [7] by two neurologists from MGH. There is a total number of 19,255 ETs in the dataset.
Feature extraction
The EEG recordings are divided into segments of 0.5s, corresponding to 64 samples. The feature values are computed for each of these segments. Only waveforms that are labeled as ETs by both annotators are considered as ETs. Only the waveforms that do not have overlap with ETs are considered as background waveforms.Waveforms that overlap with ETs, in the same channel or any of the neighboring channels, are not considered as background waveforms. It is noteworthy that there might be ETs with lower peaks in channels near to annotated ETs. These low-amplitude ETs might be missed by the annotators. Our approach of selecting background waveforms ensures that these low-amplitude ETs are not treated as background waveforms. This is particularly important in the training phase, where we need to determine a suitable threshold for discriminating between ETs and background waveforms.
Morphological features
Morphological features include peak voltage, rising and falling voltages and slopes, and line length. The line length of an N -point signal x(n) is computed as [8] :
To compute the voltage and slope values, we first search for the ET peak in each segment of the data. Next we compute the neighboring troughs, and calculate the required voltages and slopes accordingly. Fig. 2 illustrates the computation of morphological features.
Nonlinear energy operator
The nonlinear energy operator (NLEO) has been shown to be effective in ET detection [9] . NLEO for discrete time signal x(n) is defined as:
where k is the resolution parameter [10] . We choose k ranging from 1 to 32. To extract this feature, the NLEO value is first computed for each sample point in the EEG time series data.The NLEO for each 0.5s segment is defined as the maximum absolute NLEO value within that segment.
Wavelet transform
We apply both the continuous wavelet transform (CWT) and the discrete wavelet transform (DWT). Multiple mother wavelets including Symlets, Coiflets, and Daubechies families with different degrees were tested. We chose the mother wavelet that led to the highest background rejection rate; this turned out to be the Daubechies 3 (DB3) mother wavelet. In the CWT, the signal is compared with the shifted, compressed and stretched forms of a mother wavelet. The CWT of a signal f (t) using mother wavelet ψ(t) is given as:
where s and u represent the scaling and translation parameters, respectively. The wavelet coefficient C for ψ u,s (x) defines shifting and scaling of the mother wavelet:
Compression or stretching is determined by the scale factor s [11] . We apply different values of the scale factor s, ranging from 1 to 30. In the discrete wavelet transform (DWT), the signal is decomposed into multiple scales. Fig. 3 shows the multiscale decomposition of the signal x[n] obtained by DWT, where g(n) and f (n) are high-pass and low-pass filters, respectively. The parameter D i is the detail, whereas A i represents the approximation at the ith level [12] . In this study, the DWT is applied over 4 levels, and the detail and approximation coefficients are calculated for all levels. We first compute the DTW for the entire EEG recordings. Next we extract the DTW coefficient for each 0.5s segment.
In this way, we can avoid potential distortions at the boundaries of the segments. The maximum absolute value of the coefficients within each segment is defined as the feature. 
Features in different frequency bands
Besides extracting features for bandpass-filtered signals between 0.1 to 64 Hz, all the aforementioned features are computed in 5 standard EEG bands: Delta (<4 Hz), Theta (4-8 Hz), Alpha (8-12 Hz), Beta (12-32 Hz), Gamma (>32 Hz) [13] , and their combinations. The entire EEG recordings are bandpass-filtered. Next the features are computed for the filtered signals, and then extracted for all 0.5 segments.
Designing the cascade
To reduce the computational load in the training phase, background waveforms are randomly sampled from the data of each subject. The number of sampled background waveforms is 5 times the number of ETs for each subject. For subjects with a small number of ETs, at least 2000 background waveforms are extracted.
In the first step, locations of all the annotated ETs along with the sampled backgrounds are collected. All the abovementioned features are computed for all EEG segments in the training set. Next the threshold is selected for each feature. To this end, the empirical cumulative density function (CDF) of each feature is determined, both for the background waveforms and the ETs. The threshold on the feature value is selected such that 99% of the ETs are preserved. The percentage of rejected background waveforms is computed for each feature. The features are sorted according to the rejection rate. The feature with the highest rejection is selected for the first step in the cascade. The same procedure is performed for the following stages, i.e., all the features are computed on the remaining data from the first stage, and the top feature which leads to the highest background rejection rate is selected and applied at the second step, etc. Thresholding steps are added to the cascade accordingly, till the rejection rate stops increasing significantly or till the percentage of rejected spikes falls below a predefined value. Since 1% of ETs is lost after each stage, we choose 10 to be the maximum number of rejection steps, so that about 10% of the ETs are rejected.
Evaluating the performance of the cascade
After selecting the features and the corresponding thresholds for each step, the performance of the cascade is tested on the entire dataset. We extract waveforms by applying a sliding window with 75% overlap. After computing a feature value for each waveform, we apply the thresholds determined in the training stage. A waveform that is not rejected might correspond to an ET or background waveform. To distinguish both, additional classification would need to be applied, potentially by more complex and powerful classification methods. We compute the background rejection rate after each step. The performance for the entire cascade is evaluated by the final specificity and sensitivity.
RESULTS AND DISCUSSION
The CDF of the most discriminative feature, applied in the first step of the cascade, is depicted in Fig. 4 , both for the ETs and background waveforms. The vertical line indicates the threshold θ. By rejecting waveforms whose feature values are below θ, only 1% of the ETs will be rejected. From Fig. 4 it can also be seen that 62.48% of the background waveforms have feature values below θ. In summary, by rejecting waveforms whose feature values are below the threshold θ, 62.48% of the background waveforms will be removed, while 99% of the ETs are retained. The time needed to process all 19 channels of a 5 min EEG recording is listed in Table 1 . We report the computational time for each category of features (applied separately, i.e., not in cascade) and for the 10-step cascade. In the initial steps of the cascade, the majority of the data is rejected. Therefore, the final steps of the cascade require less computational time. As a result, the overall time for the 10-step cascade is far less than the summation of the time needed for each feature separately. The computations were performed on a 2.7 GHz Intel Core i5 processor. The time is measured for the entire process, including loading the data, preprocessing and filtering, segmenting the data using a 75% overlapping sliding window, feature computation, applying the threshold, and saving the output. In order to train the cascade, we determined the sequence of most discriminative features and selected appropriate thresholds for each of these features. Next we tested the resulting cascade of thresholding steps on the entire EEG dataset. The Table 2 . In all steps, the thresholds were selected such that 99% of the ETs were preserved. In the testing phase, the 10-step cascade is able to reject 98.65% of the background waveforms, while preserving 90.6% of the ETs. The three most discriminative features happen to be extracted from the frequency band of 4-12 Hz, which includes the Theta and Alpha bands of EEG. Therefore, we can conclude that features in this frequency range yield better separation between ETs and background waveforms. Moreover, we observed that features computed in higher frequency bands yielded the lowest rejection rate. More precisely, in most cases the Gamma band resulted in the lowest rejection rate among other bands, for a particular feature. The rejection rates after each step are shown in Fig. 5 both for the training and test data. As expected, the rejection rates increase after each step. However, the increase in rejection rate becomes smaller after each consecutive step, and gradually saturates.
Number of steps We limited the steps of background rejection to 10, in order to retain most ETs (90.6%). From Fig. 5 it can be seen that by selecting the most salient feature at the first step, we can reject a high portion of background waveforms from the beginning of the cascade. In the training phase, we only analyze a small subset of the EEG of each patient, in order to limit the computational time. For testing purposes, we consider the entire EEG dataset of each patient. As there are many more background waveforms in the testing phase compared to the training phase, we expect a higher background rejection rate at testing comparing to training. As can be seen from Fig. 5 and Table 2 , the rejection rate on the test dataset is indeed higher than on the training dataset. 
CONCLUSIONS
In this paper, we proposed a method to perform fast multistep background rejection on (interictal) EEG of epilepsy patients. Several features including morphological, energy, and wavelet measures were applied. By applying thresholds on these features consecutively, we formed a cascade of thresholding steps. Using a sufficiently large dataset consisting of several different subjects ensures that the cascade can generalize quite well for new EEG recordings of different signal to noise ratio. We plan to extend the feature space in future work. Applying more diverse features will help in increasing the rejection rate at each step, by exploiting different characteristics of the EEG. One way to increase the feature space is to consider different types of mother wavelets, rather than using one single wavelet. Moreover, we plan to increase the threshold, such that fewer ETs would be lost in each stage. By setting higher thresholds and leveraging on more diverse EEG features, we hope to increase the length of cascade, and achieve higher sensitivity and specificity. In addition, applying the method on an even larger number of subjects, will provide more reliable performance characteristics of this method.
With the ultimate aim of developing an efficient ET detector, we plan to further process the waveforms that remain after background rejection, by means of more sophisticated machine learning algorithms. Such algorithms are typically vastly more computationally demanding. However, by filtering out most background waveforms by the thresholding cascade proposed in this paper, the overall computational complexity of the ET detection system will remain within reasonable limits.
