Abstract-In this paper, we delineate how the contraction coefficient of the strong data processing inequality for KL divergence can be used to learn likelihood models. We then present an alternative formulation that forces the input KL divergence to vanish, and achieves a contraction coefficient equivalent to the squared maximal correlation using a linear algebraic solution. To analyze the performance loss in using this simple but suboptimal procedure, we bound these coefficients in the discrete and finite regime, and prove their equivalence in the Gaussian regime.
I. INTRODUCTION
Strong data processing inequalities (SDPIs) for Kullback-Leibler (KL) divergence and mutual information [1] - [5] , and more generally f -divergences [6] , have been studied extensively in various contexts in information theory. The contraction coefficients of such strong data processing inequalities can serve as convenient variational representations of certain statistical learning problems. We introduce such an inference problem, elucidate its relation to the contraction coefficients for KL and χ 2 -divergences, and derive bounds between these contraction coefficients to provide performance guarantees.
A. Local Approximations of KL Divergence
We commence our discussion with a brief prelude on local approximations of KL divergence, because such approximations will underlie our learning approach. Moreover, such approximations are geometrically appealing because they transform neighborhoods of stochastic manifolds, with KL divergence as the distance measure, into inner product spaces. To recognize this, consider a discrete and finite sample space Ω = {1, . . . , n}, and probability mass functions (pmfs) P = [P (1) · · · P (n)]
T and Q = [Q(1) · · · Q(n)] T on Ω, which can be construed as vectors in R n . Let us arbitrarily fix P as the reference pmf which is in the relative interior of the probability simplex in R n (of pmfs on Ω): ∀x ∈ Ω, P (x) > 0. This allows us to consider a local neighborhood of pmfs around P , and we assume that Q is in this neighborhood in the sense that:
where
T is an additive perturbation vector (which provides the direction of perturbation) satisfying:
and = 0 (which controls how close P and Q are) is sufficiently small to ensure that Q is a valid pmf: ∀x ∈ Ω, 0 ≤ Q(x) ≤ 1. In our ensuing discussion, we simply assume this condition on holds without explicitly imposing it. Using second order Taylor expansions of the natural logarithm function, we can show that KL divergence is locally a weighted Euclidean metric:
where o 2 denotes a function satisfying: lim →0 o 2 / 2 = 0, and χ 2 (Q, P ) denotes the χ 2 -divergence between Q and P :
which is closely related to χ 2 -tests in statistics. Equation (3) portrays that KL divergence is locally proportional to the χ 2 -divergence [7] . Compelled by (3), we may define an alternative spherical perturbation vector which permits us to use standard Euclidean norms:
where √ P denotes the elementwise square root of P , and for any vector x ∈ R n , we let [x] denote the n × n diagonal matrix with entries of x along its principal diagonal. K satisfies the orthogonality constraint: K T √ P = 0, which is equivalent to (2) . It is called a spherical perturbation vector because it is the first order perturbation term of √ Q from √ P , which are embeddings of pmfs as vectors on the unit sphere in R n . Using (5), we may recast (1) into:
and the expression for local KL divergence in (3) into:
where · 2 is the standard Euclidean 2 -norm, and (7) also illustrates that KL divergence is locally symmetric. Hence, the KL divergence resembles an Euclidean metric within a neighborhood of pmfs around an arbitrary reference pmf in the relative interior of the probability simplex. Furthermore, it is easily verified that additive and spherical perturbations form isomorphic inner product spaces. In particular, the inner product space of spherical perturbations is equipped with the standard Euclidean inner product.
B. Learning Likelihood Models using Contraction Coefficients
We now introduce a seemingly pedestrian inference problem. Suppose we want to infer some hidden variable U about an individual based on the some data (Y1, . . . , Ym) attributed to him, where each Yi ∈ Y and Y is a discrete and finite set. For instance, U might be the individual's political affiliation, and (Y1, . . . , Ym) might be the list of movies he has watched over a period of time. We assume for simplicity that U ∼ Rademacher i.e. U ∈ U = {−1, 1} and P(U = 1) = 0.5, and that (Y1, . . . , Ym) are conditionally independent given U . If we know the conditional distributions P Y |U from which (Y1, . . . , Ym) are generated given U , then inferring U is simply a binary hypothesis testing problem. We construct the loglikelihood ratio sufficient statistic for U :
and the log-likelihood ratio test with a threshold of 0 (maximum likelihood) corresponds to the minimum probability of error estimator U = sgn (Z), where sgn (·) is the signum function. If P Y |U is unknown, we can pose a more intriguing unsupervised model selection problem which finds the "optimal" P Y |U from training data, (X1, Y1) , . . . , (Xn, Yn). Here, each Xi ∈ X and X is a discrete and finite set of indexes for different people, each Yi ∈ Y as before, and a single sample of data, (Xi, Yi), conveys that person Xi watched movie Yi. The data is "unlabeled" as we do not observe the hidden variables Ui ∈ U corresponding to each Xi. We assume that the data is generated i.i.d. from a (marginalized) joint distribution PU,X,Y = PU P X|U P Y |X , and that PX,
is the empirical distribution of the training data. The former assumption is standard practice in statistics, and the latter is motivated by concentration of measure results like Sanov's theorem. Hence, our problem reduces to finding the "optimal" P X|U , where U → X → Y is a Markov chain, and PU and PX,Y are fixed.
To find an appropriate optimization criterion, we introduce SDPIs. Recall the data processing inequalities (DPIs) for KL divergence and mutual information [7] . For a general channel (Markov kernel) P Y |X :
where PX and RX are input distributions, and PY and RY are the corresponding output distributions. Likewise, if the (general) random variables U → X → Y form a Markov chain, then:
For fixed PX and P Y |X , we can tighten such DPIs to produce SDPIs by inserting pertinent contraction coefficients; these are defined next.
Definition 1 (Global Contraction Coefficient). For random variables
X and Y with joint distribution PX,Y , the global contraction coefficient is given by:
where RY is the marginal distribution of RX,Y = P Y |X RX . If X or Y is a constant almost surely, we define η glo PX , P Y |X = 0. [2] , [3] , [6] ). If the random variables U → X → Y form a Markov chain such that the joint distribution PX,Y is fixed, then we have:
Theorem 1 (Contraction Coefficient for Mutual Information
.
η glo PX , P Y |X is called the "global" contraction coefficient to distinguish it from Definition 2 where we use local approximations. It is related to the notion of hypercontractivity in statistics [1] , which is useful in studying extremal problems in probability spaces with distance measures, and has found many applications in information theory. Indeed, η glo PX , P Y |X is also the chordal slope of the lower boundary of the hypercontractivity ribbon at infinity in the discrete and finite case [4] . Theorem 1 illustrates that η glo PX , P Y |X gracefully unifies the SDPIs for KL divergence and mutual information.
The variational problem posed by η glo PX , P Y |X determines the probability model that maximizes the flow of information down the Markov chain U → X → Y , and meaningfully addresses our model selection problem (neglecting the U ∼ Rademacher assumption). Given U = {0, 1}, X ∼ Bernoulli(0.5), and an asymmetric erasure channel P Y |X , the numerical example in [3] conveys that the supremum of the ratio I(U ; Y )/I(U ; X) is achieved by a sequence of distributions, P
is typically maximized by a sequence R k X = PX : k ∈ N that does not tend to PX due to the non-concave nature of this extremal problem. Moreover, as the optimization problems in Definition 1 and Theorem 1 are highly non-concave, they are onerous to solve. Since (9) is tight when RX = PX , we instead maximize To formally present this alternative formulation, we assume that ∀x ∈ X , PX (x) > 0, and ∀y ∈ Y, PY (y) > 0, and let W be the |Y| × |X | column stochastic transition probability matrix of conditional pmfs P Y |X . We also define a trajectory of spherically perturbed pmfs parametrized by : R ( )
where B √ PY −1 W √ PX is the divergence transition matrix (DTM) which maps input spherical perturbations to output spherical perturbations [8] . Using the trajectory R ( ) X , we will prove that our new formulation is equivalent to the extremal problem defined next.
Definition 2 (Local Contraction Coefficient). For random variables X and Y with joint pmf PX,Y and corresponding DTM B, the local contraction coefficient is given by:
where RY is the marginal pmf of the joint pmf RX,Y = P Y |X RX . If X or Y is a constant almost surely, we define η loc PX , P Y |X = 0.
Theorem 2 (Contraction Coefficient for Local Mutual Information [8] , [9] ). If the random variables U → X → Y form a Markov chain such that the joint pmf PX,Y is fixed, then we have:
where B is the DTM corresponding to PX,Y , the last constraint ensures that: u∈U PU (u)P X|U =u = PX , where ∀u ∈ U , P X|U =u = PX + √ PX Ku, and U ∼ Rademacher without loss of generality.
η loc PX , P Y |X is called the "local" contraction coefficient because it characterizes the SDPIs for χ 2 -divergence or local KL divergence (7), and local mutual information. It equals the squared second largest singular value of B by the Courant-Fischer theorem, because the largest singular value of B is 1 (as B originates from the stochastic matrix W ) with right singular vector √ PX and left singular vector √ PY . Theorem 2 is an analog of Theorem 1, and the extremal problem in Theorem 2 is equivalent to the linear information coupling problem [8] , which was developed to enable single letterization in network capacity problems by transforming them into linear algebra problems using local approximations and then applying tensor algebra arguments. Indeed, this extremal problem resembles the first extremal problem in Theorem 1 under local approximations (7) . η loc PX , P Y |X is also related to a generalization of the Pearson correlation coefficient known as the Hirschfeld-Gebelein-Rényi maximal correlation [10] . We next define the maximal correlation, which was proven to be the unique measure of statistical dependence between random variables satisfying seven natural axioms (some of which are in Proposition 4) that measures of dependence should exhibit [10] .
Definition 3 (Maximal Correlation). For any two jointly distributed
random variables X and Y , with ranges X and Y respectively, the maximal correlation between X and Y is given by:
where the supremum is taken over all Borel measurable functions. If X or Y is a constant almost surely, there exist no functions f and g which satisfy the constraints, and we define ρ(X; Y ) = 0.
The next theorem demonstrates that η loc PX , P Y |X , ρ 2 (X; Y ), and the supremum of D(RY ||PY )/D(RX ||PX ) as D(RX ||PX ) → 0, are all equivalent. Furthermore, the trajectory R ( ) X achieves the aforementioned supremum with a particular choice of KX .
Theorem 3 (Characterizations of Local Contraction Coefficient).
For random variables X and Y with joint pmf PX,Y , we have:
where RY is the marginal pmf of the joint pmf RX,Y = P Y |X RX .
Proof. The first equality follows from interpreting Definition 3 as the Courant-Fischer characterization of a singular value [3] . To prove the second equality, observe that for sufficiently small = 0, we have:
where the first equality follows from using the trajectory R ( ) X (as every RX can be decomposed in this way), (7), and (11), the third equality follows from Definition 2 after applying the squeeze theorem to pull out the o(1) terms, and o(1) denotes a function satisfying lim →0 o(1) = 0 uniformly with respect to KX . Letting → 0 produces the second equality in Theorem 3.
Since η glo PX , P Y |X can be strictly greater than η loc PX , P Y |X [3] , Theorem 3 starkly contrasts Theorem 1 because η glo PX , P Y |X is achieved when I(U ; X) → 0 in Theorem 1, but often not achieved when D(RX ||PX ) → 0 in Definition 1. The extremal problems in Theorem 3 are readily solved using the singular value decomposition (SVD). Indeed, the optimal spherical perturbation K X that achieves η loc PX , P Y |X in Definition 2 is the normalized right singular vector of the DTM corresponding to its second largest singular value. Equivalently, the trajectory R ( )
Therefore, under this formulation, the optimal P X|U for our model selection problem is given by: P X|U =u = PX + u √ PX K X for some fixed small = 0, where u ∈ U = {1, −1}. We close this subsection by presenting some common properties of contraction coefficients, many of which hold for general random variables. [3] - [5] , [9] , [10] ). The global and local contraction coefficients, simultaneously denoted η PX , P Y |X for simplicity, satisfy the following properties:
Proposition 4 (Contraction Coefficient Properties
3) (Monotonicity) For random variables (X, Y ), if W = r(X) and Z = s(Y ) for some Borel measurable functions r : X → R and s :
C. Bounding the Performance Loss
We have illustrated that although the trajectory of distributions achieving η glo PX , P Y |X globally solves our model selection problem in a data processing sense, it is significantly easier to compute the trajectory R ( ) X that achieves η loc PX , P Y |X . This alternative approach is carefully analyzed in [11] , where singular vectors of the DTM are identified with informative score functions, and variants of the alternating conditional expectations algorithm to compute the SVD of the DTM are presented. To estimate the performance loss in using R ( ) X , we are propelled to bound η glo PX , P Y |X above and below by η loc PX , P Y |X . Section II presents such bounds in the discrete and finite regime by bounding KL divergence using χ 2 -divergence, and Section III demonstrates that η glo PX , P Y |X = η loc PX , P Y |X for additive white Gaussian noise (AWGN) channels.
II. BOUNDS IN THE DISCRETE AND FINITE SETTING
Recall that we are considering discrete random variables X and Y with finite ranges X and Y, respectively, with joint pmf PX,Y such that ∀x ∈ X , PX (x) > 0, and ∀y ∈ Y, PY (y) > 0. In this discrete and finite setting, locally approximating the objective functions in Definition 1 or Theorem 1 produces the following lower bound.
Theorem 5 (Lower Bound on Global Contraction Coefficient)
Proof. This result is well-known in the literature [5] , and follows trivially from Theorem 3. We now offer an alternative direct proof. Starting from Definition 1 of η glo PX , P Y |X , we have:
where the first inequality follows from restricting the supremum over all pmfs R ( ) X such that KX 2 = 1 and is some small enough fixed value, and then letting → 0, and the second inequality follows from the minimax inequality (by interpreting the lim as a lim inf). The theorem statement then follows from Definition 2.
This argument, mutatis mutandis, also proves that η loc PX , P Y |X lower bounds the contraction coefficients for any f -divergence where f (1) > 0 exists for the convex function f : (0, ∞) → R. The inequality in Theorem 5 is tight. For instance, η glo PX , P Y |X = η loc PX , P Y |X = (1 − 2α) 2 for a doubly symmetric binary source with parameter α ∈ [0, 1], which is a joint pmf of uniform Bernoulli random variables (X, Y ) where X is passed through a binary symmetric channel with crossover probability α to produce Y [1] .
A. Bounds on KL Divergence
To upper bound η glo PX , P Y |X using η loc PX , P Y |X , we must first upper and lower bound the KL divergence using χ 2 -divergence or local KL divergence. The next lemma presents one such lower bound on KL divergence which we will eventually tighten.
Lemma 6 (KL Divergence Lower Bound). Given pmfs PX and RX on X , such that ∀x ∈ X , PX (x) > 0, and RX = PX + JX = PX + √ PX KX , where JX and KX are additive and spherical perturbations, we have:
Proof. Since we essentially want to bound KL divergence using a norm, we can use Pinsker's inequality [7] , which lower bounds KL divergence using the total variation distance, or the 1 -norm when X is discrete and finite. Starting from Pinsker's inequality, we have:
where the second inequality holds because the 1 -norm of a finite dimensional vector is greater than or equal to its 2 -norm, and the third inequality holds by the definition of the spectral norm:
where 1/ minx∈X PX (x) is the squared largest eigenvalue (or equivalently, squared spectral norm) of √ PX −1 . Recognizing that
This proof is statistical in flavor. We provide an alternative proof of Lemma 6 which has a more convex analysis flavor.
Proof. Let P ⊆ R |X | be the probability simplex in R |X | , and let relint(P) be the relative interior of P. Furthermore, let Hn : P → R be the negative Shannon entropy function which is defined as:
where log(·) denotes the natural logarithm. Since the Bregman divergence corresponding to Hn is the KL divergence [12] , we have ∀RX ∈ P, ∀PX ∈ relint(P):
As Hn is twice continuously differentiable on relint(P), we have:
I, where denotes the Löwner partial order, which means [P ] −1 −I is positive semidefinite, and I denotes the identity matrix. So, Hn is a strongly convex function on relint(P), which is equivalent to the existence of the following quadratic lower bound [13] : ∀RX ∈ P, ∀PX ∈ relint(P),
where we allow RX ∈ P\relint(P) due to the continuity of Hn, and JX is the additive perturbation between RX and PX . This gives us:
which is precisely what we had in the previous proof after loosening Pinsker's inequality. Hence, the remainder of this proof is identical to the previous proof.
We note that such a convexity based approach cannot be used to easily derive an upper bound on KL divergence. It is well-known that if ∃r > 0 such that ∀P ∈ relint(P), ∇ 2 Hn(P ) rI, or equivalently, if ∇Hn is Lipschitz continuous on relint(P), then a quadratic upper bound on Hn can be derived [13] . Unfortunately, the natural logarithm is not Lipschitz continuous on the domain (0, ∞). We next present a tighter variant of Lemma 6 which does not slacken the 1 -norm in Pinsker's inequality using an 2 -norm.
Lemma 7 (KL Divergence Tighter Lower Bound). Given distinct pmfs PX and RX on X , such that ∀x ∈ X , PX (x) > 0, and RX = PX + JX = PX + √ PX KX , we have:
Proof. Again starting from Pinsker's inequality [7] , we have:
PX (x) where the denominator of the rightmost expression is strictly positive as RX = PX , and the second inequality follows from the 1 -norm, ∞ -norm form of Hölder's inequality:
As before, recognizing that KX The bounds in Lemmata 6 and 7 are tighter than their counterparts in [9] . The former is tightened using the spectral norm instead of the Cauchy-Schwarz inequality with the Frobenius norm of √ PX −1 , and the latter is tightened by lower bounding JX 1 instead of JX 2 1 . Finally, we derive an upper bound on KL divergence using χ 2 -divergence [14] , which trivially follows from Jensen's inequality.
Lemma 8 (KL Divergence Upper Bound).
Given pmfs PX and RX on X , such that ∀x ∈ X , PX (x) > 0, and RX = PX + √ PX KX , we have:
Proof. Since the natural logarithm is a concave function, using Jensen's inequality, we have:
where D(RX ||PX ) = ER X log
, and:
using RX = PX + √ PX KX . Hence, we have:
using the fact that: ∀x > −1, log(1 + x) ≤ x.
B. Bounds on Global Contraction Coefficient
Using the lemmata from the previous subsection, we can upper bound the global contraction coefficient in terms of the local contraction coefficient. In particular, combining Lemmata 6 and 8 produces Theorem 9, and combining the tighter Lemma 7 with Lemma 8 produces the tighter upper bound in Theorem 10.
Theorem 9 (Upper Bound on Global Contraction Coefficient)
Proof. For any pmf RX = PX + √ PX KX on X such that KX = 0 is a spherical perturbation, we have RY = PY + √ PY BKX , where B is the DTM. Hence, using Lemmata 6 and 8, we get:
Taking the supremum over RX on the left hand side, and then the supremum over KX on the right hand side, we can conclude the theorem statement from Definitions 1 and 2.
Theorem 10 (Contraction Coefficient Bound).
Proof. The lower bound is simply a restatement of Theorem 5. To derive the upper bound, we use Lemmata 7 and 8 to get:
As in the proof of Theorem 9, this produces:
since the supremum of a non-negative product is less than or equal to the product of the suprema, where 1 is a vector with all entries equal to unity. Furthermore, note that:
where the second inequality follows from 2 maxx∈X |JX (x)| ≤ JX 1 , which holds because J T X 1 = 0. Incorporating this into (12) completes the proof.
Theorem 10 is the main result of this section. Although its upper bound could be tightened to (12), we loosen it to provide a more recognizable form. We intuitively expect a bound between contraction coefficients to depend on |X | or |Y|. Indeed, the constant in the upper bound of Theorem 10 satisfies 1/ minx∈X PX (x) ≥ |X |, and can therefore be construed as "modeling" |X |. The lower bound of Theorem 10 asserts the intuitive fact that using the trajectory R ( ) X for model selection is suboptimal in a data processing sense, while the upper bound limits how much worse we can perform by using R ( ) X . Simulations illustrate that η glo PX , P Y |X /η loc PX , P Y |X increases significantly if some PX (x) is close to 0. This effect is captured in the upper bound, and is unsurprising given the skewed nature of stochastic manifolds (or probability simplices) at their edges with respect to KL divergence as the distance measure. However, the upper bound can be rendered arbitrarily loose since the constant 1/ minx∈X PX (x) does not tensorize, while both η glo PX , P Y |X and η loc PX , P Y |X do (Proposition 4). For example, if X ∼ Bernoulli(0.5), then 1/ min x∈{0,1} PX (x) = 2. If we instead consider X n 1 = (X1, . . . , Xn) i.i.d. Bernoulli(0.5), then the constant in the upper bound is:
by the tensorization property in Proposition 4. The next corollary presents a partial fix for this i.i.d. slackening attack. (X1, Y1) , . . . , (Xn, Yn) are i.i.d. with joint pmf PX,Y , then:
Corollary 11 (Tensorized Contraction Coefficient Bound). If
Corollary 11 trivially follows from Theorem 10 and Proposition 4, and permits us to use the tighter factor 1/ minx∈X PX (x) in this product distribution context. While this corollary partially remedies the tensorization issue that ails Theorem 10, finding an upper bound which tensorizes gracefully remains a direction for future research.
III. EQUIVALENCE IN THE GAUSSIAN SETTING
Our discussion regarding model selection using contraction coefficients can be naturally extended to include probability density functions (pdfs). For instance, the local approximations introduced in Subsection I-A were used to study AWGN channels in a network information theory context in [15] . We now consider the relationship between the local and global contraction coefficients in the Gaussian regime. To this end, we introduce the classical AWGN channel [7] .
Definition 4 (AWGN Channel
where X is independent of the Gaussian noise W ∼ N 0, σ 2 W , σ 2 W > 0, and X must satisfy the average power constraint: E X 2 ≤ σ 2 X , for some given power σ 2 X > 0. It is well-known that the capacity of the AWGN channel is [7] :
where the capacity achieving input distribution (caid) is X ∼ N 0, σ 2 X . In the ensuing discussion, we fix X ∼ N 0, σ 2 X , σ 2 X > 0, as the input distribution to the AWGN channel. This defines a jointly Gaussian distribution PX,Y , for which we will consider the global contraction coefficient defined earlier in Definition 1, as well as a variant of it that characterizes the SDPI for KL divergence when a power constraint is imposed on all input distributions.
Definition 5 (Global Contraction Coefficient with Power Constraint).
For a pair of jointly continuous random variables X and Y with joint pdf PX,Y and average power constraint E X 2 ≤ p, p > 0, the global contraction coefficient with power constraint is defined as:
where we take the supremum over all pdfs RX which differ from PX on a set with non-zero Lebesgue measure and satisfy the power constraint, and RY denotes the marginal pdf of RX,Y = P Y |X RX .
We also consider the squared maximal correlation of X and Y , which equals the local contraction coefficient in general [6] . In this section, we prove that η glo PX , P Y |X , η p glo PX , P Y |X for any p ≥ σ 2 X , and ρ 2 (X; Y ) are all equal for the AWGN channel.
A. Maximal Correlation of AWGN Channel
The maximal correlation of the AWGN channel with caid can be computed from Rényi's seventh axiom [10] as we delineate next. Proof. According to Rényi's seventh axiom [10] , the maximal correlation of a pair of jointly Gaussian random variables (X, Y ) is the absolute value of the Pearson correlation coefficient. Furthermore, a pair of optimizing functions for maximal correlation (Definition 3) can be directly verified to be:
Intuitively, this holds because the minimum mean squared error estimator of X given Y is also the linear least squared error estimator, and optimizing functions of maximal correlation satisfy ρ(X; Y )f
. Hence, we have:
where the last equality holds because COV(X,
We remark that just as in the discrete and finite setting, for the AWGN channel, ρ(X; Y ) is the second largest singular value of the divergence transition operator which takes spherical perturbations of the Gaussian input along right singular vector directions of Hermite polynomials to spherical perturbations of the Gaussian output [15] .
B. Global Contraction Coefficients of AWGN Channel
To compute the global contraction coefficients for AWGN channels with caids, we first estimate them with the additional constraint that marginal distributions lie along exponential families. Then, we prove these estimates are precise using the entropy power inequality [7] . The exponential family is a framework for studying large classes of distributions. It unifies many areas of probability and statistics including efficient estimation and large deviations bounds. We next define one-parameter exponential families that are pdfs with respect to the Lebesgue measure, and list some of their properties [16] .
Definition 6 (Regular Canonical Exponential Family). The family of pdfs with natural parameter µ, {PX (·; µ) : µ ∈ M}, is called a regular canonical exponential family when the support of the pdfs does not depend on µ, and each pdf in the family has the form:
where t : R → R is the sufficient statistic of the family, PX (x; 0) = exp(β(x)) is a valid pdf known as the base distribution, and:
is the log-partition function with α(0) = 0 without loss of generality, where λ is the Lebesgue measure and the integral is the Lebesgue integral. Furthermore, we define M {µ ∈ R : α(µ) < ∞} as the natural parameter space, which ensures that PX (·; µ) is a valid pdf.
Proposition 13 (Properties of Canonical Exponential Family).
For a regular canonical exponential family {PX (·; µ) : µ ∈ M} where M ⊆ R is an open set, under regularity conditions such that the order of differentiation and integration can be exchanged using the dominated convergence theorem, we have:
, and α (µ) = VAR P X (·;µ) (t(X)) = JX (µ) for every µ ∈ M, where the Fisher information, JX : M → R + , is defined as:
The next proposition uses these properties to relate a global contraction coefficient like quantity, with the additional constraint that the marginal distributions are canonical exponential families, to the ratio of Fisher information terms of the marginal families.
Proposition 14 (Contraction with Exponential Family Constraint).
For a pair of jointly continuous random variables (X, Y ) with joint pdf PX,Y such that the marginal pdfs are regular canonical exponential families, ∀x ∈ R, PX (x; µ) = exp(µt(x) − α(µ) + β(x)), and ∀y ∈ R, PY (y; µ) = exp(µτ (y) − A(µ) + B(y)), with common natural parameter µ ∈ R, under regularity conditions, we have:
where µ * is the value of µ at which the supremum is achieved.
Proof. We assume the regularity conditions of Proposition 13, sufficient smoothness conditions, ∀µ ∈ R, JX (µ) > 0, and D(PY (·; µ)||PY (·; 0)), D(PX (·; µ)||PX (·; 0)) → ∞ as µ → ±∞.
There are three possible cases. Firstly, if µ * = 0, then we have:
where we use limµ→0 D(PX (·; µ)||PX (·; 0))/µ 2 = JX (0)/2 [7] , which follows from Taylor approximation arguments. Secondly, if µ * ∈ R\{0}, then consider the function:
where the second equality follows from Proposition 13. Since µ * is a stationary point of f (µ) as log(·) is monotonically increasing, we must have f (µ * ) = 0. Using Proposition 13, this translates to:
Finally, if µ * = ±∞, then l'Hôpital's rule and Proposition 13 give:
where JY (±∞)/JX (±∞) limµ→±∞ JY (µ)/JX (µ).
The elegant emergence of Fisher information in Proposition 14 is primarily due to the canonical exponential family constraints. Indeed, while KL divergence only locally approximates to the Fisher information metric in general, it is precisely the double integral of Fisher information for canonical exponential families. In the jointly Gaussian case, it turns out that the contraction coefficient under exponential family constraints actually equals η glo PX , P Y |X . Intuitively, this is because Gaussian distributions are completely characterized locally (by first and second moments). We next use Propositions 13 and 14 to derive the global contraction coefficient for the AWGN channel under marginal exponential family constraints. 
Proof. Observe that PX (x; µ) = exp(µt(x) − α(µ) + β(x)) is a canonical exponential family with natural parameter µ ∈ R, 
, and τ (y) = y/(σ 2 X + σ 2 W ). Since such Gaussian canonical exponential families with fixed variance and exponentially tilted means have constant Fisher information, using Proposition 13, we get:
Proposition 14 then produces:
where we must ensure that the power constraint: E P X (·;µ) X 2 ≤ σ 2 X + , where > 0 is some small additional power, is satisfied. To this end, notice from Proposition 13 that for every µ = 0:
which does not depend on µ. Since X ∼ PX (·; µ) has expectation E P X (·;µ) [X] = µ and variance VAR P X (·;µ) (X) = σ 2 X , the average power constraint corresponds to:
As > 0, ∃µ = 0 such that |µ| ≤ √ , which satisfies the average power constraint. Hence, we have:
It is worth noting that Proposition 14 is not essential to this proof, and Proposition 13 suffices.
The proof of Lemma 15 elucidates why we use the additional slack of > 0 in the average power constraint. Taking the supremum over PX (·; µ) = N µ, σ
Variants of Theorem 16 are well-known in the literature; a mutual information analog of this result is presented in [2] . However, our alternative proof and context offer some new perspective on this result, whose implications are quite profound. Recall that for model selection, η σ 2 X glo PX , P Y |X and η glo PX , P Y |X are achieved by globally optimal models in a data processing sense for an AWGN channel with or without a power constraint, respectively, and ρ 2 (X; Y ) is achieved by locally optimal models. Theorem 16 portrays that models achieving ρ 2 (X; Y ) are also globally optimal for AWGN channels. This conforms to our understanding of Gaussian distributions, where many local properties determine global ones. We next derive an interesting corollary of Theorem 16, which bounds the deviation of the mutual information from the capacity of an AWGN channel in terms of the deviation of the differential entropy of the input distribution from the maximum differential entropy of the caid. Corollary 17 has a compelling analog in the discrete and finite setting. Consider a discrete memoryless channel with input random variable X ∈ X , output random variable Y ∈ Y, and conditional pmfs P Y |X=x : x ∈ X , where |X |, |Y| < ∞. Let PX be a capacity achieving input pmf, and PY be the unique capacity achieving output pmf. If ∀x ∈ X , PX (x) > 0, then for every pmf RX on X :
where RY is the marginal pmf of RX,Y = P Y |X RX . This can be proved using the "equidistance" property of channel capacity [18] , which states that PX achieves capacity CDMC if and only if D P Y |X=x ||PY = CDMC for every x ∈ X such that PX (x) > 0, and D P Y |X=x ||PY ≤ CDMC for every x ∈ X such that PX (x) = 0. Using (16) and the SDPI: D (RY ||PY ) ≤ η glo PX , P Y |X D (RX ||PX ), we have:
which parallels Corollary 17, as can be seen using (14) . The inequalities in Corollary 17 and (17) are tight and equalities can be achieved. Moreover, we can recast Corollary 17 as:
where snr σ 2 X /σ 2 W is the signal-to-noise ratio. Hence, if snr → 0, then I RX ; P Y |X → C, which intuitively means that any input pdf satisfying the power constraint achieves capacity. This is because in the low snr regime, capacity is also very small and it is easier to achieve it. More generally, the capacity gap, C − I(RX ; P Y |X ), is sensitive to perturbations of the input distribution from the caid, and the input distribution achieves capacity if and only if it is Gaussian.
IV. CONCLUSION
In closing, we reiterate our main results. Our goal was to capture the performance loss in learning likelihood models using the extremal problem posed by η loc PX , P Y |X , which admits a simple linear algebraic solution, instead of that posed by η glo PX , P Y |X . In the discrete and finite regime, we accomplished this by appropriately bounding these contraction coefficients in Theorem 10. In the Gaussian regime, we proved in Theorem 16 that the local and global contraction coefficients are equal for AWGN channels with caids.
