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In this paper we present the Active Harmony automated runtime tuning system.  We describe the 
interface used by programs to make applications tunable.  We present the Library Specification 
Layer which helps program library developers expose multiple variations of the same API using 
different algorithms. The Library Specification Language helps to select the most appropriate 
program library to tune the overall performance. We also present the optimization algorithm that 
we used to adjust parameters in the application and the libraries. Finally, we present results that 
show how the system is able to tune several real applications.  The automated tuning system is 
able to tune the application parameters to within a few percent of the best value after evaluating 
only 11 configurations out of over 1,700 possible combinations. 
 
1. Introduction 
Applications are no longer monolithic programs written for a specific purpose. Instead, most software 
today makes extensive use of libraries and re-usable components. This approach generally results in soft-
ware that is faster to build and more modular. However, one problem with this approach is that the vari-
ous libraries used by an application are not tuned to the specific application’s need.  In addition, applica-
tions are frequently used in very different ways. For example, different users may employ a single com-
mercial simulation application for radically different types of simulations.  As a result of this reuse of 
software, applications may not run well in all configurations.   
The transient, rarely repeatable behavior of Grid [4] computing environment indicates the need to re-
place standard models of post-mortem performance optimization with a real-time model, one that opti-
mizes application and runtime behavior during program execution. Automatic program library selection 
provides a framework to help with this goal; it helps to tune the application during runtime execution by 
monitoring the underlying library performance and switching underlying program library as needed. This 
is an important step toward automated performance tuning in the Grid computing. 
To meet the needs of this type of computing environment, we have been developing the Active Har-
mony system that allows runtime switching of algorithms and tuning of library and application parame-
ters. We have also developed a set of runtime tuning algorithms that help to intelligently set these pa-
rameters at runtime to tune the overall performance of an application. 
Active Harmony is an infrastructure that allows applications to become tunable by applying very 
minimal changes to the application and library source code. This adaptability provides applications with a 
way to improve performance during a single execution based on the observed performance. The types of 
things that can be tuned at runtime range from parameters such as the size of a read-ahead parameter to 
what algorithm is being used (e.g., heap sort vs. quick-sort). 
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2.  System Design 
 
Figure 1: Active Harmony automated runtime tuning system 
Figure 1 shows the Active Harmony automated runtime tuning system. The Library Specification 
Layer provides uniform API to library users by integrating different libraries with the same or similar 
functionality. This layer uses the Harmony Controller to select among different implementations of the 
library. The library specification layer also monitors the performance of the library to improve the deci-
sion for future usage of the program library. 
The Adaptation Controller is the main part of the Harmony server. The Adaptability component man-
ages the values of the different tunable parameters provided by the applications and changes them for bet-
ter performance. The Adaptation Controller is written in Tcl for an easier interpretation of the information 
provided by applications and resources. 
3. Library Specification Layer 
The role of the library specification layer is to help the application use the most appropriate underly-
ing algorithm. To achieve such a goal, it first characterizes the request from the application and monitors 
the performance of underlying program libraries. Based on the collected information, it will redirect the 
function calls to the selected underlying program library. 
 Selection among the available libraries is done via the Adaptation Controller. During the execution, 
the library specification layer will send the characteristics of requests to the Adaptation Controller. The 
Adaptation Controller returns the suggested underlying algorithm to use according to the result of its de-
cision process. In the current implementation, when the Adaptation Controller is selecting an algorithm, it 
tries to explore all possible algorithms for at least a brief period of time. Based on observed performance, 
an appropriate algorithm is selected. 
The performance metrics commonly used are the usage of resources by the program library such as 
CPU time or memory space. Library developers can specify multiple program library performance met-
rics in the library specification language. The underlying program libraries have to provide function calls 
in their API to support the measurement as well as the estimation of these performance metrics. Selecting 
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tation, the Adaptation Controller tries to minimize the value of the first performance metric when search-
ing for appropriate underlying program library. 
The key idea of algorithm selection is that usage patterns of a library may require different types of 
requests underlying algorithms or data structures. For example, in an implementation of a table abstrac-
tion, the data structure used and the workload pattern will both affect the performance. In a workload with 
high search rate and high data element location density, arrays would outperform linked lists. However, if 
the data element density is sparse and memory space is critical, the linked data structure should be cho-
sen. The characteristics of requests play an important role in selecting appropriate underlying program 
library. Library developers specify possible characteristics of how use of an API could favor one imple-
mentation of the functionality over another.  Those request characteristics can be either variables with 
primitive data types or expressed by basic Boolean operations on those variables.  
The Library Specification Language currently supports libraries written in both C and Fortran. The 
Library Specification Language generates header files that interpose glue code to allow libraries (or algo-
rithms) with slightly different calling conventions to be integrated into a uniform API for upper layer us-
ers.  It also provides the indirection to allow runtime switching among the different implementations.  The 
runtime switching code includes the ability for library writer to specify mapping functions that can 
change the underlying data structures (such as going from a dense to sparse matrix representation). 
 
4.   The Harmony Parameter API 
In order to allow the Harmony server to change library or application parameters, we have developed 
a library of functions that register tunable parameters and provide ways for the code to get the new pa-
rameters from the Harmony Adaptation Controller. The changes required to make a program tunable us-
ing this interface is relatively small. For many programs we have “harmonized” the change amounted to 
less than 50 lines of code.  The full paper includes an example of specifying application and library pa-
rameters using the Harmony API. 
5. Parameter Tuning Algorithm 
In an earlier version of the Harmony system [7], we had a simple greedy algorithm to handle auto-
matic selection of the appropriate parameters.  However, for larger applications a more sophisticated algo-
rithm is needed. 
The problem of selecting good parameters reduces to finding a k-tuple in the value space determined 
by the values of the tuning parameters specified by the application, such that the application performs 
best. If we consider that better performance is represented by a smaller value of the performance function 
the problem a minimization problem.  
However, the problem is more complex due to the nature of the value space and that of the perform-
ance function. For example, a simple performance function could be the time spent by an application to 
complete a certain task. However, the value of this performance function depends not only on declared 
application parameters, but also on a number of external factors over which we have no real control. 
These external factors include, but are not restricted to, the current load of the machine and the operating 
system. Because of this, for fixed values of the tuning parameters we might get different values of the 
performance function even when performing the same task.  
Even if we were able to fully isolate performance variation due to external factors, trying to find a 
minimum point in an arbitrary (and unknown) curve would require an exhaustive search of the entire 
space of values evaluating performance at each point. If the number of different values of each bundle is 
big this brute force approach is not feasible. Hence, we had to come up with heuristics to solve the prob-
lem. While the goal is to get the best performance possible, we were mostly interested in avoiding those 
k-tuples for which the performance was particularly bad. We have set this goal based on our experience in 
using the interface with a few test applications (including a database engine and parallel search algo-
rithm).  We found that there are frequently many points near the optimal point and that there is also often 
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another region where the application performance is abysmal. Thus, trying to get into the good region 
even if we don’t find the absolute best point achieves most of the benefit of finding the optimal solution. 
We had several other goals for our minimization algorithm: 1) it should not require too many evalua-
tions of the performance function and 2) it should avoid first and second order derivatives. The algorithm 
that we developed is based on the simplex method for a finding a function's minimization [10].  
The algorithm makes use of a simplex, which is a geometrical figure defined by k+1 connected points 
in a k-dimensions space. For the 2-dimensions space, the simplex is a triangle, and for the 3-d space the 
simplex is a non-degenerated tetrahedron. The Nelder-Mead simplex method approximates the extreme of 
a function by considering the worst point of the simplex and forming its symmetrical image through the 
center of the opposite (hyper) face. At each step a better point, making the simplex move towards the ex-
treme, replaces the worst point. In our case the algorithm slips down the valley towards the minimum.   
The algorithm described above assumes a well-defined function and works in a continuous space.  
However, neither of these assumptions holds in our situation. Thus we had to come up with a method to 
adapt the algorithm to deal with this. Rather than modifying the algorithm to deal with this problem, we 
simply used the resulting values from the nearest integer point in the space to approximate the perform-
ance at the selected point in the continuous space. 
6. Experimental Results 
We conducted series of experiments to evaluate the design and its performance. We first present re-
sults for the library specification layer. Then we use the Harmony server to tune the selected library 
through iterations to improve the overall performance. 
6.1 Algorithm Tuning Experiments 
We evaluate the library specification layer by first applying it to a simple data structure abstraction, 
and then apply it two commonly used math libraries. All of our tests were run on Redhat Linux with ker-
nel 2.4.0 [17] on a Pentium-III 667MHz with 384 MB main memory. The metric used for all four test 
cases are the time to complete the requests. 
Table Abstraction: The first set of libraries consists of two libraries. Each of them implements a two 
dimensional array. The two dimensional array is used to store data elements similar to a table. The focus 
of this test case is the ability to select different data structure based on memory access patterns. Two pro-
gram libraries are implemented using linked lists and arrays. Each of them has its own advantages over 
the other one: link list takes less memory space for storage but longer time for insert, delete, and search 
operations; array takes more memory for storage but more efficient in insert, delete, and search operation. 
The full paper includes detailed results that show that the system can use memory vs. speed criteria to 
select an appropriate implementation of the table abstraction. Proper selection can reduce runtime by a 
factor of 20 or more and space by two-orders of magnitude for a set of randomly generated requests to 
store and lookup items in a table. The full paper also includes a study of the implementation of two com-
pression algorithms that use a table abstraction.  By Harmonizing the table, we can optimize the compres-
sion algorithms for either space or time. 
Matrix Inversion: The second set of program libraries consists of two matrix inversion routines from 
LAPACK [3]. The major characteristic of the matrix is a Boolean indicating if the matrix is triangular. If 
the matrix is triangular, using the dedicated triangular matrix inversion library will have better perform-
ance. Otherwise, general matrix inversion library must be used. The result is shown in Figure 2; the li-
brary compares the triangular matrix by applying it to both the dedicated triangular inversion matrix li-
brary and the general matrix inversion matrix at the beginning. Later for each request, the library specifi-
cation layer detects whether the request matrix is triangular and if so, the library specification layer will 
invokes the matrix inversion library optimized for triangular matrices. Otherwise, the library specification 












































Figure 2: Matrix Inversion Test Case 
6.2 Parameter Tuning Experiments 
Once the library specification layer selects the underlying program library, the Harmony server tunes 
both the application and the library to improve the performance. Due to the complexity of measuring real 
applications and possible anomalies due to execution, we initially evaluated our search heuristic using 
several well-defined functions. 
We tested the effectiveness of our search algorithm on three benchmark functions. The three func-
tions were: a sombrero hat function, a quadratic function, and Rosenbrock's parabolic valley. The full pa-
per includes results that show in 8-30 steps, our search algorithm can find a solution that is within 0.05% 
of the minimal value. 
6.2.1 I/O Intensive Application 
To evaluate our optimization system using a real application, we selected a 3-d volume reconstruction 
application [2] built on top of the Active Data Repository (ADR) middleware [9]. The 3-d volume recon-
struction application uses digital images of a space to reconstruct the objects that are visible from the 
various camera angles. The ADR is an infrastructure that integrates storage, retrieval and processing of 
large multi-dimensional data sets. ADR provides the user with operations including index generation, data 
retrieval, scheduling across parallel machines, and memory management. The data is accessed through 
range queries (i.e., extract all data within a specified region of space). A range query is processed in two 
steps: query planning followed by query execution. As part of query execution, input and output items are 
mapped between coordinate systems and the data is aggregated to generate the final result. During the 
processing phase a temporary dataset, called the accumulator, is created to hold the results of the query 
being processed. 
Because ADR is middleware used to build multiple applications, including the Harmony calls in the 
ADR code makes every application built on top of ADR tunable. The parameters we used were:  
tileSize represents the size of the memory tile that is used by the ADR back-end to store information be-
fore the information is aggregated. It is the size of the tiles in which the above-mentioned accumula-
tor will be partitioned if it does not fit into memory. This parameter has great influence on the query 
planning and query execution phases since it is somewhat analogous to the bock size in a computa-
tional code that has been blocked (tiled) to fit into a cache. 
lowWatermark is the upper bound of the number of pending reads and number of ready reads that were 
issued to the disk in order to resolve a certain query.  
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maxReads is the maximum number of reads issued in order to resolve the current query if the number of 
pending read operations and the number of ready read operations are below the lowWatermark.  
The original version of the volume reconstruction application used values for the above-described pa-
rameters that were determined by the ADR designers. To harmonize the application, we added calls to 
expose these parameters to the system. The environment in which we ran the experiments was a Linux 
cluster of 16 machines, each having two 450 MHz processors connected by 100 Mbps Ethernet.  
To see how the Active Harmony infrastructure improves the running time of the Volume Reconstruc-
tion application we created a random set of queries that were submitted to the ADR back-end. First we 
ran them using the original version of the ADR and then the harmonized version. Figure 3 below presents 
the improvement we obtained in the processing time of each of the queries. 
The Active Harmony system sped up query processing by up to 50% for the set of 70 random queries 
that we generated. However, the average improvement was about 10%. This is due to the fact that some 
of the queries that had some of the greatest speed-ups were very short, compared with others for which 
the improvement was less than 10%. The performance improvement for the longest query was about 18%, 
which for a query that took about 10 minutes to be completed reduced the running time by 2 minutes. 
Since we don’t know the shape of the performance curve (and thus what the best value is), another set 
of experiments was conducted that compares the behavior of the Active Harmony adaptation system to 
the brute force search for the best parameter values. For the purpose of the exhaustive search we submit-
ted to the ADR back-end the same query for each tuple of parameter values. We then recorded the value 
of the performance function for each of the 1680 tuples. To test the behavior of the Active Harmony we 
submitted the same query 2000 times to the ADR back-end.  
 




















Figure 3: Performance improvement for the volume reconstruction application. 
The brute force algorithm recorded values for the performance function of up to 25% slower than the 
optimum, while the range of values explored by the Active Harmony system was within 5% of the mini-
mum. The minimum was reached by our system by exploring only 11 tuples (out of the almost 1,700 dif-
ferent possible tuples). Figure 4 below presents these results. The axes of the graph are as follows: the 
vertical one represents the performance function, while the horizontal ones are the tileSize and the 
lowWatermark. The values obtained for different values of the third parameter: maxReads are stacked one 
on top of the other in the graph. The lighter points in the graph are from the exhaustive search and are 
spread on the entire value space. The darker points (lower left corner) trace the path followed by the 





Figure 4: Performance curve (via exhaustive search) for the volume reconstruction application. 
7. Related Work 
There are several projects that have been seeking to develop techniques to allow applications to be re-
sponsive to their available resources or to allow them to be tuned at runtime. Computational Steering 
[5][6][11][12][13][14] provides a way for users to alter the behavior of an application under execution. 
Harmony’s approach is similar in that applications provide hooks to allow their execution to be changed. 
Many computational steering systems are designed to allow the application semantics to be altered; for 
example, adding a particle to a simulation, as part of a problem-solving environment, rather than for per-
formance tuning. Also, most computational steering systems are manual in that a user is expected to make 
the changes to the program.   
One exception to this is Autopilot [13][14], which allows applications to be adapted in an automated 
way. Sensors extract quantitative and qualitative performance data from executing applications, and pro-
vide requisite data for decision-making. Autopilot uses a fuzzy logic to automate the decision making 
process. Their actuators execute the decision by changing parameter values of applications or resource 
management policies of underlying system. Harmony differs from Autopilot in that it tries to coordinate 
the use of resources by multiple libraries and applications. 
The ATLAS [15] project has developed automatically tuned linear algebra libraries. They develop a 
methodology for the automatic generation of high efficient basic linear algebra routine for today’s micro-
processor. By using a code generator that probes and searches the system for an optimal set of parameters, 
it can produce highly optimized matrix multiply for a wide range of architectures. The difference between 
our work and ATLAS is that our work focuses on general applications that use program libraries rather 
than that of a specific library.  
Another approach is application level scheduling. AppLeS [1] allows applications to be informed of 
the variations in resources and presented with candidate lists of resources to use.  In this system, applica-
tions are informed of resource changes and provided with a list of available resource sets. Then, each ap-
plication allocates the resources based upon a customized scheduling to maximize its own performance. 
The Network Weather Service [16] is used to forecast the network performance and available CPU per-
centage to AppLeS agents. Harmony differs from AppLes in that we try to optimize resource allocation 
between multiple libraries and applications, whereas AppLes lets each application or library adapt itself 
independently. In addition, by providing a structured interface for applications to disclose their specific 
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preferences, Harmony will encourage programmers to think about their needs in terms of options and 
their characteristics rather than as selecting from specific resource alternatives described by the system. 
Prior work in the active Harmony project [7][8] concentrated on the API to make applications tun-
able, and in defining an interface to express the different options via a Resource Specification Language.  
This paper extends that work be providing an improved search algorithm (rather than a simple greedy ap-
proach). In addition, we describe the new Algorithm Adaptation layer that provides the glue code to allow 
existing (slightly) different APIs to be "harmonized." 
8. Conclusion 
This paper presented an infrastructure for tuning distributed applications for better performance and 
an optimization algorithm based on the simplex method for function minimization.  
Based on a simple architecture and with minimal changes to the source code of the applications, Ac-
tive Harmony provides the user the ability to improve the performance of an application using an auto-
matic search through algorithms or parameters at runtime. Another significant advantage provided by the 
Active Harmony system is the ability to make applications sensitive to the external factors and parameters 
that characterize the environment in which they are executed. The results presented above demonstrate 
that Active Harmony can bring significant improvements to distributed applications and even more, it 
opens new horizons in adapting applications to dynamic environments.   
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