While this problem has sufficient formal similarity to the classical eigenvalue problems of mathematical physics to make some of the classical results applicable, it will be shown that it leads, on the other hand, to reproducing kernels of a type analogous to those considered by Bergman [l] . With certain peculiar restrictions it will be shown also that the solution of this problem is, up to constants, the resolvent kernel K{z $ w; λ) of an integral equation and let λi be the minimum value of (2.1). Conditions of the type (2.3) or (2.4) are necessary in order to exclude the trivial solution f {z) -(X = const., Cί ^ 0.
We denote by λ^ the successive minima of (2.1) under the additional conditions I (2.5) JJ σ{z) f{z) f k (z)dxdy = 0 U = 1, 2, ., τι -1),
where f^iz) denotes the /cth eigenfunction.
The subsequent results will be stated principally for that class of functions, denoted by L 2 {a, D), for which (2.1) exists and (2.3) holds. In each situation, however, one obtains a similar and generally somewhat simpler analysis and result for the class of functions L 2 (D) satisfying (2.4) .
Our eigenvalue problem presents many formal analogies to the classical eigenvalue problems of mathematical physics [4] . There is, however, an essential difference between the two types of problems. While in the classical case the class of functions competing in the minimum problem is very general and is only restricted by certain homogeneous boundary conditions, we restrict our attention at the outset to the class of analytic functions which are regular and single-valued in D and are, moreover, of class L 2 (a, D) . By this procedure, the existence problem can be disposed of by an appeal to a standard compactness argument. The relation between these two types of eigenvalue problems is quite similar to that between the method of the Dirichlet principle [3] and the approach to the fundamental domain functions via the Bergman kernel func- 
Similarly obtained are the conditions
where g{z) is restricted by the hypothesis
JJ
It is easily demonstrated that this restriction is unnecessary, however, and
The fact that the eigenfunctions of (2. Replacing g{z) with f^iz) in (2.7) yields the identity In case multiple eigenvalues exist, however, the preceding proof is invalid and there is no unique system.
3. Examples. Let G be a circle of radius r with center at the origin. If the reference point a is also at the origin and σ = 1, a closed orthonormal system f or
The derivatives of this system are also orthogonal; consequently, in virtue of Theorem 2, (3.1) is the set of eigenfunctions, the associated eigenvalues being rcU + 1)
An example of an orthonormal system in the class L 2 (D) , that is, the functions such that
on the annulus r < \ z \ < R. This system is known to be complete, and the system \f^(z)\ is orthogonal; thus, \f n {z)\ is the system of eigenfunctions with the corresponding eigenvalues
log (R/r).
The integral equation.
In this section we shall demonstrate that our eigenvalue problem is equivalent to the solution of the homogeneous integral equation
where the kernel K(z 9 w 9 a) is intimately related to the classical domain functions and has been the subject of previous investigations [2; 6] .
We assume henceforth that D is a finite domain whose boundary C consists of n closed analytic curves C^ (k = 1, , n). In the formulas to follow we set σ = 1 as no generalization accrues otherwise.
The equivalence of the solutions of our eigenvalue problem to those of (4.1) is established by means of the fundamental condition (2.7) and an auxiliary extremal problem. Consider therefore the minimum of the integral = jϊ K{z, )g'{z)dxdy.
Indeed, differentiating. (4.3) with respect to w, we find
Ja Ja
It is well known [6] that
where P(z 9 w?a) and Q{z 9 w^a) are, respectively, the logarithms of two uni- 
Thus the solutions of the extremal problem are among those of the integral equation (4.5) . That the converse is true can be seen as follows. First, the fundamental identity (2.7) can be obtained by forming the scalar product of the derivative of any function g(z) G L 2 {a 9 D) with the derivative
of (4.5) . Then in view of (4.3) we obtain
Now, if f n (z) and f m (z) are two solutions of the integral equation (4.1), and λ n and λ m are the corresponding eigenvalues, it follows from the Hermitian character of K{z 9 w f a) that
, we obtain = λ n /jf \f n (z)\ 2 dxdy, which shows that all eigenvalues are positive. Hence (4.8) yields
In view of (4.7) this entails 9 is a regular kernel in the sense of the Hubert theory of integral equations. We also point out that if D is bounded by closed analytic curves, the eigenfunctions f n (z) are regular in the closure of D. In this case K{z 9 w 9 a)
is, as a function of w 9 regular in a domain D' which contains D and whose boundary has no points in common with that of Zλ The right side of (4.11-) The corresponding first-order variation of the Bergman kernel function was found by Schiffer [10] to be
Combining (6.1) with (4.4) we obtain the formula (6.2) 8K(z,w,a)=-/ K'{t,w,a)K'(t,z,a) δnds,
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expressing the variation of the kernel of (4.11),
Using this variational formula we may obtain corresponding variation formulas for the eigenfunctions and eigenvalues of (4.11). Since we are not going to employ these formulas in the sequel, we shall content ourselves with a formal derivation of the variation formula for the eigenvalues, omitting the rather lengthy discussion required to make the proof entirely rigorous.
We first note that, since f n (z) is regular on C, it follows from (6.2) that 
6.3) jj j]
( 6 3 W7 JJ SK(z,w,a)fΛw)f(z)dxdγdudυ q K'(t,w,a)f q (w)dudv\ [JJ K'(t,
8K(z,w,a)f n (z)dxdγ + λ n jj K(z,w, a) 8f n (z) dxdy
ff Γ + δλ^ // K(z 9 ιv, a) f (z) d x d γ -\-λ n I k (t,w, a) f(t) δn ds ,
where terms of order 0 (17) it is thus clear that the assumption δn >^ 0 (or δn < 0) for t E C cannot guarantee a definite sign for the corresponding variation of λ m .
The resolvent kernel.
Consider now the inhomogeneous equation 
Finally, this class of functions is compact, and therefore a function g(z ) exists such that JJg) = A.
Now orthonormalize a closed system of functions \p n {z)\ so that the conditions are satisfied. The associated kernel K= converges uniformly and absolutely in every closed subdomain of D and provides the minimum of (7.3) when normalized. Moreover, it is easily verified that K reproduces according to the formula
The uniqueness of a kernel K with the reproducing property (7.4) follows from the definiteness of the expression (7.3) by a standard argument. Also it is easy to see that K is identical with the resolvent kernel K (z 9 w; λ) and that, consequently, the solution of the inhomogeneous equation (7.1) is = JJ K'(z,w; * " n Indeed, the functions
where f n (z) and λ n are the nth eigenfunction and eigenvalue of our original extremal problem, are normalized in the sense of the above metric; that is, Therefore 9 the kernel is
which is identical with (7.2).
In view of their reproducing properties, as well as in other aspects, it appears that the resolvent kernel is closely allied to the eigenfunctions of (1.1).
More precisely, we have: p-1 r n and μ n is determined as the nth root (in order of magnitude) of
Proof. Let g(z) be any regular function and set
Accordingly, h(z) is a function of the class L 2 (D)
reproduced by the resolvent kernel K(z 9 w; μ), μ £ λ n ; namely,
h(w)= \\ [T'h'(z)-μKh(z)]dxdγ. JJ D
Now with
we obtain the identity
Setting, in particular, g (z ) = F m (z ), we obtain if --
On the other hand, it follows from (2.6), (7.5), and (7.6) that ffff
Combining this with (7.8), we obtain and H n {z) φ 0. This proves that all solutions of (7.5) coincide with eigenvalues μ .
To prove that, conversely, all eigenvalues are solutions of (7.5), we remark that the reproducing property (7.7) remains valid even though μ is not a solution of (7.5). If we write
we have H(w) φ 0, and the right side of (7.9) will not vanish since we have assumed ff F m (z)dxdy jί 0.
Formula (7.10) will therefore be replaced by Our point of departure in the derivation of these boundary relations is the reproducing properties (2.6) and (7.4). However, since the procedure involves integration, and since, in the case of multiply connected domains, the eigenfunctions of (1.1) do not in general lie in the class of derivatives of single- 
where c m is constant on C m , g(z) is regular in D 9 and
Differentiating the boundary relation (8.3) with respect to s, we obtain
This identity can be used, in some cases, for the effective computation of the functions / (z) It is well known that the Bergman kernel function K{z,a) of D can be uniquely characterized by the existence of a boundary relation of the If α, β are integers-that is, in view of (8.7) , ii λ n = n{n + I), where n is an integer-this solution will contain a logarithmic term unless a = 0. Since w n (z) must be regular in | z \ < 1, we must have for a £ 0, λ Λ ^ n(n + 1).
In this case both z a and z^ are not regular at z = 0, and the eigenfunctions are therefore given by (8.8) , while the eigenvalues are determined by the condition w n (a) = 0; that is, 
? with the condition F n (a) = 0 determining the eigenvalues.
Another case to which (8.5 ) can be applied is that of a domain bounded by parallel rectilinear slits. Taking, for simplicity, these slits to be horizontal, 
