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Abstract
This is a very short discussion of similarities and dissimilarities between membrane computing and brane
calculi, insisting mainly on some recent ideas of bridging the two areas of research (from this last point
of view, the bibliography tries to be as complete as possible) and proving that, in fact, there is no real
dissimilarity. . .
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1 Introduction
“Membrane computing is a young 1 branch of natural computing, initiated in [23],
aiming to abstract computing ideas, models, paradigms from the structure and
functioning of the cell and from the cells organization in tissues, organs, and other
higher order structures. The obtained devices, currently called P systems, are par-
allel distributed computing models, processing multisets in compartments deﬁned
by membranes. There were investigated many classes of P systems and most of
them are computationally complete; when an exponential workspace can be created
in a polynomial time, e.g., by membrane division, then polynomial (often, linear)
solutions to computationally hard problems (typically, NP-complete problems) can
be devised.”
This paragraph can be found almost in this form in the introduction of many
papers in the membrane computing area; very frequent was and still is the illus-
1 Not anymore: eight years is a long time for a bio-inspired research area, and this is also proved by the
data from [29] (bibliography, events, results, applications).
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tration of the notion of a membrane structure (and of the associated terminology)
from Figure 1, a sort of logo of the domain.
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Fig. 1. A membrane structure
In a great extent, these phrases and this ﬁgure capture the essence of membrane
computing. It should be added another slogan of the ﬁeld, stating that “the rules are
used in the non-deterministic maximally parallel way”, and that recently membrane
computing proved to be a very promising framework for devising models for biology
(and other areas, such as economics and linguistics) – with surprising applications in
areas never sought, such as approximate optimization, in the sense of evolutionary
computing.
We already have here a list of features of membrane computing which are similar
or diﬀerent from corresponding features of brane calculi 2 .
The next section is devoted to explicitly listing some (no such list can be com-
plete) of these common or diﬀerent features of the two areas. In principle, each of
them is an invitation to extend ingredients from one domain to another one, and in
many cases such bridging investigations already started.
2 Things in Common, Things Diﬀerent
Of course, no ordering is assumed below among the concepts invoked, as well as
no pretention of completeness. Furthermore, no technical details are given, as the
reader is assumed to be familiar with basic elements of both membrane computing
and brane calculi.
2 This is indeed a young direction of research, [7]. Actually, I am considering here only the two brane
calculi from [7], based on pino, exo, phago, respectively, mate, drip, bud operations, although L. Cardelli
and his collaborators have considered also other process algebra calculi before or after [7]: see, e.g., [27] and
[12].
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• Objects in regions, objects on membranes: This is a much mentioned diﬀerence,
which, actually, is not totally valid. Even in the standard setup, of so-called
transition P systems with symbol-objects, it is possible to assume that we have
objects bound on the membrane, by simply assuming that the membrane is a
bilayer with an interspace between layers. Actually, this was done already in
[20], and was also brieﬂy investigated in Section 9.3 of [24]. Sure, this trick with
making a compartment from the membrane itself, raises a series of restrictions
in handling the respective objects (and cannot be used for formalizing operations
with membranes).
• Anyway, at the ﬁrst sight, the role of objects placed on membranes is diﬀerent in
the two areas: in membrane computing the focus is on the evolution of objects
themselves, while in brane calculi the objects (“proteins”) mainly control the
evolution of membranes. These protein-objects also evolve at the same time,
and this is a very promising research topic, up to now probably the most fruitful
and most investigated import of ideas from brane calculi to membrane computing:
considering P systems with objects on membranes used (i) to control brane calculi
operations with membranes, but with the multisets of protein-objects being the
main data structure on which the computation works, or (ii) to control usual
multiset processing rules for objects placed in compartments, maybe also evolving
the objects bound on membranes. The ﬁrst idea is followed in [9], [1], [16], [25]
(in this last paper, the operations are not exactly those from brane calculi, in the
sense that their semantics – the way of moving the contents of membranes – is
diﬀerent, that is why the operations were called create and dissolve), while the
second one is investigated in [10], [21], [22], [17]. In [10] the “proteins” can be
attached to and detached from membranes, while in the other papers they remain
always bound on membranes.
• The focus on operations with membranes is again only at a superﬁcial view a
diﬀerence between the two areas. While the basic data structure of membrane
computing is indeed the multiset of symbol-objects (but also sets of strings, and
sporadically also sets of symbols or numerical variables), rules for handling mem-
branes were always used, starting with [23], where the operation of membrane
dissolving was introduced, for a while considered an “innocent” operation which
however proved to be crucial in investigations related to complexity matters (see,
e.g., [15]). Membrane creation and membrane division are basic ways for creating
the exponential workspace for solving NP-complete (recently, also PSPACE-
complete) problems in polynomial time using P systems. Merging, separating,
gemmating, and other operations with membranes were also used in a series of
papers. There are also papers (we refer to the bibliography from [29] for details)
where the membrane structure itself is the goal of the computations, e.g., as a
description of a tree, or a way to describe strings in a context-free language.
A systematic investigation in this respect was started in [11], where a sort of
AFL (Abstract Family of Languages) theory of membrane structures and their
operations was proposed – still waiting for further research eﬀorts.
• Synchronous versus asynchronous computing: This was many times invoked as
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the main diﬀerence between membrane computing and brane calculi, and again
the assertion is only partially valid. It is true that most papers in membrane
computing deal with synchronized systems, having a general clock which marks
the time for the whole system and in each time unit each compartment has to
evolve in a maximal way. This assumption starts from the observation that
biology “has a high level of parallelism”, but, of course, it is mathematically
grounded/useful: the synchronization (especially, the maximal parallelism, alone
or together with the halting condition in deﬁning successful computations) allows
“appearance checking” (in the terminology of regulated rewriting) and “check for
zero” (in the terminology of register/counter machines), hence this is a shortcut
towards Turing universality 3 . There are however a large number of papers where
the computations are sequential – see [13] and its references.
There also are variants/degrees of parallelism. O.H. Ibarra and his group has
investigated P systems with a bounded parallelism. M. Cavaliere and D. Sburlan
have considered time-free, clock-free, time-independent systems. G. Ciobanu and
his group has considered both sequential and time-independent systems. Again,
I refer to [29] for references.
• Halting computations: Starting with Turing machines, this is a standard way
to deﬁne successful computations and it is introduced in membrane computing
mainly to have a simple and powerful condition for deﬁning the moment when
the result of a computations “is ready”, but for sure it is neither essential nor
obligatory – although so frequently used. The end of a computation can also
be signaled by means of events of various kinds, and this was done in several
papers: P. Frisco uses frequently an acknowledging membrane (initially empty;
the result of a computation is deﬁned in the moment when any object enter this
membrane), in general, in the case of P systems with string-objects one does not
work with halting computations, events were considered recently by O.H. Ibarra,
A. Pa˘un and their collaborators, while in neural-like P systems and P automata
in the sense of E. Csuhaj-Varju´ and G. Vaszil one uses ﬁnal states for concluding
a computation.
Then, of course, no idea of halting appears in applications of P systems, espe-
cially in biology or economics, where the goal is not the result of a computation
but the computation itself, the evolution in time of populations of objects.
• We arrive now at an important point, also many times invoked: brane calculi pay
more attention to the faithfulness to the biological reality, membrane computing
is mainly interested in computational issues. Right in both parts of the assertion,
with the mentioning that in the case of membrane computing this is true only
for those investigations . . . interested in computational issues. When trying to
build computing models, powerful or eﬃcient, we need mathematical models, as
elegant as possible, hence as restricted as possible. When trying to build models
of biological processes, we stay as close as possible to biology. This is the case
with the many recent applications, from oscillations in eco-systems to EGFR
3 There ﬁt with this intuition those results that show that brane calculi devices working synchronously are
Turing complete/undecidable, but this is not the case for asynchronous devices – sse [3], [4].
G. Pa˘un / Electronic Notes in Theoretical Computer Science 171 (2007) 3–106
robustness, from circadian rhythms to quorum sensing in bacteria 4 .
• It is perhaps the time to also mention a series of obvious common features of
the two domains: both of them are directly inspired from the cell structure and
functioning, are based on discrete mathematics, can handle small populations of
agents and slow reactions, are implicitly or explicitly algorithmic, lead to scalable
models, easy to understand by biologists. All these are important arguments in
promoting them as modeling tools for biology (with a general question formulated
in the next section about how far in biology we can go with these tools).
Conclusions? Maybe a malicious one: membrane computing is so diverse at this
moment that any assertion about it (in particular, about the diﬀerences between it
and brane calculi) can be illustrated, and, at the same time, any such assertion can
be refuted. . . “Technically”, both A and ¬A can be “proved”, whatever assertion
A is (well, almost). Maybe the only real diﬀerence is the fact that, basically, brane
calculi uses process algebra as its technical framework, while membrane computing
uses techniques from languages, automata, complexity, dynamical systems. These
conclusions do not make the discussion useless, but make many phrases from many
introductions to papers to look superﬁcial and pointless.
3 Are We on the Right Way?
Well 5 , this is a too dramatic and too general question, maybe not directly related
to the subject of this discussion, maybe prematurely formulated. It concerns both
local issues, such as the relevance of computability results for biology, and more
general issues, such as the place in and contribution of membrane computing and
brane calculi to systems biology.
Because membrane computing was developed very much as a branch of theo-
retical computer science, universality and non-universality results are of a central
internal interest. Still, I claim that this could be (must be?) of interest also for bi-
ologists, at least because in a universal (hence non-decidable) framework we cannot
expect algorithmic answers to (any) nontrivial problems related to the evolution of
the systems (Rice theorem). What remains to do is to try ad-hoc techniques for spe-
ciﬁc questions and, mainly, empiric solutions, especially simulations on computer.
Being aware of this intrinsic diﬃculty (the cell is indeed “a powerful computer”)
it is already an important result (the most applicable mathematical results are the
impossibility ones. . . ).
Then, this discussion can be placed in a larger context, of the question what
biology can/should get from computer science or ask to computer science, and this
comes to the question what systems biology should bring to biology. Without being
so drastic as the author of [28], who already from the title asks whether this is a
genuinely new area of research or is just a “reincarnation of systems theory applied
4 I would like to point out here the fact that we can already count an application of membrane computing
to a biology issue of the pre-diction type, contrasting the many post-diction applications, namely the one
of a team of biologists and computer scientists from Milano in the study of regulation pathways in yeast –
see [18].
5 Actually, it depends where we want to arrive. . .
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in biology”, I agree with him in the main conclusions of the paper, as soundly
expressed in the last paragraph of [28], where one of the important names of classic
systems theory, M. Mesarovic´, is invoked: “Mihajlo Mesarovic´ wrote in 1968 that
‘in spite of the considerable interest and eﬀorts, the application of systems theory
in biology has not quite lived up to expectations. (. . . ) One of the main reasons
for the existing lag is that systems theory has not been directly concerned with
some of the problems of vital importance in biology’. His advice for biologists was
that progress could be made by more direct and stronger interactions with systems
scientists. ‘The real advance in the application of systems theory to biology will
come about only when the biologists start asking questions which are based on
the system–theoretic concepts rather than using these concepts to represent in still
another way the phenomena which are already explained in terms of biophysical or
biochemical principles. (. . . ) Then we will not have the applications of engineering
principles to biology problems but rather a ﬁeld of systems biology with its own
identity and in its own right’, [19].”
The slow progresses made in modeling and simulating alive systems suggest, in
terms of [2], that, in spite of the many sound achievements, “we might be missing
something fundamental and currently unimagined in our models of biology”. The
computers are good in crunching numbers, but not “at modeling living systems, at
small or large scales.” The clear intuition is that life is more than biochemistry, but
what else should be considered can be something unimagined, something “invisible
to us right now”. “It is not completely impossible that we might discover some new
properties of biomolecules or some new ingredient.” An example of such “new stuﬀ”
can be the quantum eﬀects in the microtubules of nerve cells, which, according to
Penrose, “might be the locus of consciousness at the level of individual cells, which
combines in bigger wave functions at the organism level.” ([2], page 410)
Without becoming a vitalist, I cannot stop asking myself what else should we
add to our models to model living systems. . .
4 Closing Remarks
These notes are only personal thought and only working ideas, catalyzed by the
MeCBIC workshop, a quick proof that membrane computing and brane calculi are
not at all as diﬀerent as stated in many paper introductions. In some sense, only
“mem” is missing to make one single domain from the artiﬁcially separated two. Of
course, pointing diﬀerences is a challenge to diminish diﬀerences, hence this is worth
doing. And, there are so many things to do related to the cell modeling that the
best thing to do is to try to do those things, irrespective how we call the resulting
theory.
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