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TIME INTEGRATION OF TREE TENSOR NETWORKS
GIANLUCA CERUTI∗, CHRISTIAN LUBICH∗, AND HANNA WALACH∗
Abstract. Dynamical low-rank approximation by tree tensor networks is studied for the data-
sparse approximation of large time-dependent data tensors and unknown solutions to tensor dif-
ferential equations. A time integration method for tree tensor networks of prescribed tree rank is
presented and analyzed. It extends the known projector-splitting integrators for dynamical low-
rank approximation by matrices and rank-constrained Tucker tensors and is shown to inherit their
favorable properties. The integrator is based on recursively applying the low-rank Tucker tensor
integrator. In every time step, the integrator climbs up and down the tree: it uses a recursion that
passes from the root to the leaves of the tree for the construction of initial value problems on subtree
tensor networks using appropriate restrictions and prolongations, and another recursion that passes
from the leaves to the root for the update of the factors in the tree tensor network. The integrator
reproduces given time-dependent tree tensor networks of the specified tree rank exactly and is robust
to the typical presence of small singular values in matricizations of the connection tensors, in contrast
to standard integrators applied to the differential equations for the factors in the dynamical low-rank
approximation by tree tensor networks.
Key words. Tree tensor network, tensor differential equation, dynamical low-rank approxima-
tion, time integrator
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1. Introduction. For the approximate solution of the initial value problem for
a (huge) system of differential equations for the tensor A(t) ∈ Rn1×...×nd ,
A˙(t) = F (t, A(t)), (1.1)
we aim to construct Y (t) ≈ A(t) in an approximation manifold M of much smaller
dimension, which in the present work will be chosen as a manifold of tree tensor net-
works of fixed tree rank. This shall provide a data-sparse computational approach to
high-dimensional problems that cannot be treated by direct time integration because
of both excessive memory requirements and computational cost.
A differential equation for Y (t) ∈ M is obtained by choosing the time derivative
Y˙ (t) as that element in the tangent space TY (t)M for which
‖Y˙ (t)− F (t, Y (t))‖ is minimal,
where the norm is chosen as the Euclidean norm of the vector of the tensor entries. In
the quantum physics and chemistry literature, this approach is known as the Dirac–
Frenkel time-dependent variational principle, named after work by Dirac in 1930 who
used the approach in the context of what is nowadays known as the time-dependent
Hartree–Fock method for the multi-particle time-dependent Schro¨dinger equation;
see, e.g., [16, 17]. Equivalently, this minimum-defect condition can be stated as a
Galerkin condition on the state-dependent approximation space TY (t)M,
Y˙ (t) ∈ TY (t)M such that 〈Y˙ (t)− F (t, Y (t)), Z〉 = 0 ∀Z ∈ TY (t)M.
Using the orthogonal projection P (Y ) onto the tangent space TYM, this can be
reformulated as the (abstract) ordinary differential equation on M,
Y˙ (t) = P (Y (t))F (t, Y (t)). (1.2)
∗Mathematisches Institut, Universita¨t Tu¨bingen, Auf der Morgenstelle 10, D–72076 Tu¨bingen,
Germany. Email: {ceruti,lubich,walach}@na.uni-tuebingen.de
1
This equation needs to be solved numerically in an efficient and robust way. For
fixed-rank matrix and tensor manifolds, the orthogonal projection P (Y ) turns out to
be an alternating sum of subprojections, which reflects the multilinear structure of
the problem. The explicit form of the tangent space projection in the low-rank matrix
case as an alternating sum of three subprojections was derived in [14] and was used in
[19] to derive a projector-splitting integrator for low-rank matrices, which efficiently
updates an SVD-like low-rank factorization in every time step and which is robust
to the typically arising small singular values that cause severe difficulties with stan-
dard integrators applied to the system of differential equations for the factors of the
SVD-like decomposition of the low-rank matrices; see [12]. The projector-splitting in-
tegrator was extended to tensor trains / matrix product states in [20]; see also [10] for
a description of the algorithm in a physical idiom. The projector-splitting integrator
was extended to Tucker tensors of fixed multilinear rank in [18]. A reinterpretation
was given in [21], in which the Tucker tensor integrator was rederived by recursively
performing inexact substeps in the matrix projector-splitting integrator applied to
matricizations of the tensor differential equation followed by retensorization. This in-
terpretation made it possible to show that the Tucker integrator inherits the favorable
robustness properties of the low-rank matrix projector-splitting integrator.
In the present paper we take up such a recursive approach to derive an integrator
for general tree tensor networks, which is shown to be efficiently implementable (pro-
vided that the righthand side function F can be efficiently evaluated on tree tensor
networks in factorized form) and to inherit the robust convergence properties of the
low-rank matrix, Tucker tensor and tensor train / matrix product state integrators
shown previously in [12, 21]. The proposed integrator for tree tensor networks reduces
to the well-proven projector-splitting integrators in the particular cases of Tucker ten-
sors and tensor trains / matrix product states. We expect (but will not prove) that
it can itself be interpreted as a projector-splitting integrator based on splitting the
tangent space projection of the fixed-rank tree tensor network manifold.
For a special tree, this integrator (given in an ad hoc formulation) was already
used in [5] for the Vlasov–Poisson equation of plasma physics. In that case, the tree is
given by the separation ((x1, x2, x3), (v1, v2, v3)) of the position and velocity variables,
which are further separated into their Cartesian coordinates. Very recently, this tree
tensor network integrator (or very similar versions) was applied to problems of current
interest in quantum physics in [3] and [13], studying multi-orbital Anderson impurity
models and the dynamics in two-dimensional quantum lattices, respectively. None of
these papers gives a systematic construction and numerical analysis of the integrator.
This is the objective of the present paper.
In Section 2 we introduce notation and the formulation of tree tensor networks as
multilevel-structured Tucker tensors and give basic properties, emphasizing orthonor-
mal factorizations. The tree tensor network (TTN) is constructed from the basis
matrices at the leaves and the connection tensors at the inner vertices of the tree in
a multilinear recursion that passes from the leaves to the root of the tree.
In Section 3 we recall the algorithm of the Tucker tensor integrator of [21] and
extend it to the case of several Tucker tensors with the same basis matrices. This
extended Tucker integrator, which is nothing but the Tucker integrator for an extended
Tucker tensor, is a basic building block of the integrator for tree tensor networks.
In Section 4, the main algorithmic section of this paper, we derive the recursive
TTN integrator and discuss the basic algorithmic aspects. In every time step, the
integrator uses a recursion that passes from the root to the leaves of the tree for the
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construction of initial value problems on subtree tensor networks using appropriate
restrictions and prolongations, and another recursion that passes from the leaves to
the root for the update of the factors in the tree tensor network. The integrator
only solves low-dimensional matrix differential equations (of the dimension of the
basis matrices at the leaves) and low-dimensional tensor differential equations (of the
dimension of the connection tensors at the inner vertices of the tree), alternating with
orthogonal matrix decompositions of such small matrices and of matricizations of the
connection tensors.
In Section 5 we prove a remarkable exactness property: if F (t, Y ) = A˙(t) for
a given tree tensor network A(t) of the specified tree rank, then the recursive TTN
integrator for this tree rank reproducesA(t) exactly. This exactness property is proved
using the analogous exactness property of the Tucker tensor integrator proved in [21],
which in turn was proved using the exactness property for the matrix projector-
splitting integrator that was discovered and proved in [19].
In Section 6 we prove first-order error bounds that are independent of small
singular values of matricizations of the connecting tensors. The proof relies on the
similar error bound for the Tucker integrator [21], which in turn relies on such an error
bound for the fixed-rank matrix projector-splitting integrator proved in [12], in a proof
that uses in an essential way the exactness property. The robustness to small singular
values distinguishes the proposed integrator substantially from standard integrators
applied to the differential equations for the basis matrices and connection tensors
derived in [26]. We note that the proposed TTN integrator foregoes the formulation of
these differential equations for the factors. The ill-conditioned density matrices whose
inverses appear in these differential equations are never formed, let alone inverted, in
the TTN integrator.
The present paper thus completes a path to extend the low-rank matrix projector-
splitting integrator of [19], together with its favorable properties, from the dynamical
low-rank approximation by matrices of a prescribed rank to Tucker tensors of pre-
scribed multilinear rank to general tree tensor networks of prescribed tree rank.
In Section 7 we present a numerical experiment which shows the error behaviour
of the proposed integrator in accordance with the theory. We choose the example of
retraction of the sum of a tree tensor network and a tangent network, which is an
operation needed in many optimization algorithms for tree tensor networks; cf. [1]
for the low-rank matrix case. The corresponding example was already chosen in
numerical experiments for the low-rank matrix, tensor train and Tucker tensor cases
in [19, 20, 21], respectively. It is beyond the scope of this paper to present the results
of numerical experiments with the recursive TTN integrator in actual applications of
tree tensor networks in physics, chemistry or other sciences. We note, however, that
striking numerical experiments with this integrator have already been reported for
the Vlasov–Poisson equation of plasma physics in [5] and for problems in quantum
physics in [3, 13].
While we describe the TTN integrator for real tensors, the algorithm and its
properties extend in a straightforward way to complex tensors as arise in quantum
physics. Only some additional care in using transposes U⊤ versus adjoints U∗ = U
⊤
is required for this extension.
Throughout the paper, we denote tensors by roman capitals and matrices by
boldface capitals.
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2. Preparation: Matrices, Tucker tensors, tree tensor networks, and
their ranks.
2.1. Matrices of rank r. The singular value decomposition (SVD) shows that
a matrix A ∈ Rm×n is of rank r if and only if it can be factorized as
A = USV⊤,
where U ∈ Rm×r and V ∈ Rn×r have orthonormal columns, and S ∈ Rr×r has
full rank r. The decomposition is not unique. (The SVD is a particular choice with
diagonal S.) The real m×n matrices of rank (exactly) r are known to form a smooth
embedded manifold in Rm×n [11].
2.2. Tucker tensors of multilinear rank (ri). For a tensor A ∈ Rn1×···×nd ,
the multilinear rank (r1, . . . , rd) is defined as the d-tuple of the ranks ri of the matri-
cizations Mati(A) ∈ Rni×n¬i for i = 1, . . . , d, where n¬i =
∏
j 6=i nj . We recall that
the ith matricization aligns in the kth row (for k = 1, . . . , ni) all entries of A that
have the index k in the ith position, usually ordered co-lexicographically. The inverse
operation is tensorization of the matrix, denoted by Teni:
A(i) =Mati(A) ∈ R
ni×n¬i if and only if A = Teni(A(i)) ∈ R
n1×···×nd .
It is known from [4] that the tensor A has multilinear rank (r1, . . . , rd) if and only if
it can be factorized as a Tucker tensor (we adopt the shorthand notation from [15])
A = C ×1 U1×2U2 · · · ×dUd = C X
d
i=1Ui, (2.1)
i.e., ak1,...,kd =
r1∑
l1=1
· · ·
rd∑
ld=1
cl1,...,lduk1,l1 . . . ukd,ld ,
where the basis matrices Ui ∈ Rni×ri have orthonormal columns and the core tensor
C ∈ Rr1×···×rd has full multilinear rank (r1, . . . , rd). (This requires a compatibility
condition among the ranks: ri ≤
∏
j 6=i rj . In particular, this condition is satisfied
if all ranks ri are equal.) As in the matrix case (d = 2), this decomposition is not
unique.
A useful formula for the matricization of Tucker tensors is
Mati
(
C X
d
j=1Uj
)
= UiMati(C)
(⊗
j 6=i
U⊤j
)
, (2.2)
where ⊗ denotes the Kronecker product of matrices.
The tensors of given dimensions (n1, . . . , nd) and fixed multilinear rank (r1, . . . , rd)
are known to form a smooth embedded manifold in Rn1×···×nd .
2.3. Orthonormal tree tensor networks of tree rank (rτ ). A tree tensor
network is a multilevel-structured Tucker tensor where the configuration is described
by a tree. The notion of a ‘tree tensor network’ was coined in the quantum physics
literature [24], but tree tensor networks were actually already used a few years earlier
in the multilayer MCTDH method of chemical physics [26]. In the mathematical
literature, tree tensor networks with binary trees have been studied as ‘hierarchical
tensors’ [9] and with general trees as ‘tensors in tree-based tensor format’ [6, 7]. We
remark that Tucker tensors and matrix product states / tensor trains [23, 22] are
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Fig. 2.1. Graphical representation of a tree and three subtrees with the set of leaves L =
{1, 2, 3, 4, 5, 6}.
particular instances of tree tensor networks, whose trees are trees of minimal height
(bushes) and binary trees of maximal height, respectively.
In an informal way, one arrives at a tree tensor network by first considering a
tensor in Tucker format, in which then the basis matrices are tensorized and ap-
proximated by tensors in a low-rank Tucker format. Their basis matrices are again
tensorized and approximated by tensors in low-rank Tucker format, and so on over
multiple levels. A different viewpoint common in quantum physics is to describe a tree
tensor network as resulting from a collection of tensors that have two types of indices:
those corresponding to physical degrees of freedom and further auxiliary indices that
always appear on two tensors. The graph with the tensors as vertices and the indices
as edges is assumed to be a tree, i.e., to have no loops. The tree tensor network is
then obtained by contracting over the auxiliary indices.
As there does not appear to exist a firmly established mathematical notation for
tree tensor networks, we give a formulation from scratch that turns out useful for the
formulation, implementation and analysis of the numerical methods.
Definition 2.1 (Ordered trees with unequal leaves). Let L be a given finite set,
the elements of which are referred to as leaves. We define the set T of trees τ with
the corresponding set of leaves L(τ) ⊆ L recursively as follows:
(i) Leaves are trees: L ⊂ T , and L(ℓ) := {ℓ} for each ℓ ∈ L.
(ii) Ordered m-tuples of trees with different leaves are again trees: If, for some
m ≥ 2,
τ1, . . . , τm ∈ T with L(τi) ∩ L(τj) = ∅ ∀i 6= j,
then their ordered m-tuple is in T :
τ := (τ1, . . . , τm) ∈ T , and L(τ) :=
⋃˙m
i=1
L(τi) .
The graphical interpretation is that (i) leaves are trees and (ii) every other tree
τ ∈ T is formed by connecting a root to several trees with different leaves. (Note that
m = 1 is excluded: the 1-tuple τ = (τ1) is considered to be identical to τ1.) L(τ) is
the set of leaves of the tree τ .
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The trees τ1, . . . , τm are called direct subtrees of the tree τ = (τ1, . . . , τm), which
together with direct subtrees of direct subtrees of τ etc. are called the subtrees of τ .
We let T (τ) be the set of subtrees of a tree τ ∈ T , including τ . More formally, we set
T (ℓ) := {ℓ} for ℓ ∈ L, and T (τ) := {τ} ∪˙
⋃˙m
i=1
T (τi) for τ = (τ1, . . . , τm).
In the graphical interpretation, the subtrees are in a bijective correspondence with
the vertices of the tree, by assigning to each subtree its root; see Figure 2.1.
On the set of trees T we define a partial ordering by writing, for σ, τ ∈ T ,
σ ≤ τ if and only if σ ∈ T (τ),
σ < τ if and only if σ ≤ τ and σ 6= τ.
We now fix a maximal tree τ¯ ∈ T (with L(τ¯) = L). On this tree we work with
the following quantities:
1. To each leaf ℓ ∈ L we associate a dimension nℓ, a rank rℓ ≤ nℓ and a basis
matrix Uℓ ∈ Rnℓ×rℓ of full rank rℓ.
2. To every subtree τ = (τ1, . . . , τm) ≤ τ¯ we associate a rank rτ and a connection
tensor Cτ ∈ Rrτ×rτ1×···×rτm of full multilinear rank (rτ , rτ1 , . . . , rτm). We set
rτ¯ = 1.
This can be interpreted as associating a tensor to the root of each subtree. In this
way every vertex of the given tree carries either a matrix — if it is a leaf — or else
a tensor whose order equals the number of edges leaving the vertex. In applications,
the basis matrices correspond to the physical degrees of freedom and the connection
tensors determine the correlation network.
With these data, a tree tensor network (TTN) is constructed in a recurrence
relation that passes from the leaves to the root of the tree.
Definition 2.2 (Tree tensor network). For a given tree τ¯ ∈ T and basis matrices
Uℓ and connection tensors Cτ as described in 1. and 2. above, we recursively define
a tensor Xτ¯ with a tree tensor network representation as follows:
(i) For each leaf τ = ℓ ∈ L, we set
Xℓ := U
⊤
ℓ ∈ R
rℓ×nℓ .
(ii) If, for some m ≥ 2, the tree τ = (τ1, . . . , τm) is a subtree of τ¯ , then we set
nτ =
∏m
i=1 nτi and Iτ the identity matrix of dimension rτ , and
Xτ := Cτ ×0 Iτ X
m
i=1Uτi ∈ R
rτ×nτ1×···×nτm ,
Uτ :=Mat0(Xτ )
⊤ ∈ Rnτ×rτ .
For short, we refer to the tensor Xτ¯ as a tree tensor network on the tree τ¯ .
The expression on the righthand side of the definition of Xτ in (ii) can be viewed
as an rτ -tuple ofm-tensors with the same basis matricesUτi but different core tensors
Cτ (k, :) ∈ Rnτ1×···×nτm for k = 1, . . . , rτ . The vectorizations of these rτ m-tensors,
which are of dimension nτ , form the columns of the matrixUτ . The index 0 in ×0 and
Mat0 refers to the mode of dimension rτ of Xτ ∈ R
rτ×nτ1×···×nτm , which we count as
mode 0. The product ×0 Iτ is redundant in the definition of Xτ , but we include it to
emphasize the fact that Xτ is a tensor of order m+1. In the graphical representation,
the edge 0 is directed upward to the parent vertex and the edges 1, . . . ,m are directed
downward to the subtrees; see Figure 2.1.
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This construction gives a data-sparse representation of a tensor with
∏
ℓ∈L nℓ
entries. For a rough bound of the memory requirements, let d be the number of leaves
and note that the number of vertices of the tree that are not leaves, is less than d.
We set n = maxℓ nℓ and r = maxτ rτ and let m + 1 be the maximal order of the
connection tensors Cτ . The basis matrices and connection tensors then have less than
dnr + drm+1 ≪ nd entries.
We note that the representation of Xτ¯ in terms of the basis matrices Uℓ and
connection tensors Cτ of full multilinear rank is not unique; cf. [25]. It is favorable to
work with orthonormal matrices, so that each tensor Xτ for τ ≤ τ¯ is in the Tucker
format.
Definition 2.3 (Orthonormal tree tensor network). A tree tensor network Xτ¯
(more precisely, its representation in terms of the matrices Uτ ) is called orthonormal
if for each subtree τ < τ¯ , the matrix Uτ has orthonormal columns.
The following is a key lemma.
Lemma 2.4. For a tree τ = (τ1, . . . , τm) ∈ T , let the matrices Uτ1 , . . . ,Uτm have
orthonormal columns. Then, the matrix Uτ has orthonormal columns if and only if
the matricization Mat0(Cτ )
⊤ ∈ Rrτ1 ...rτm×rτ has orthonormal columns.
Proof. We have, by the definition of Uτ and Xτ and the unfolding formula (2.2),
U⊤τ =Mat0(Xτ ) = Iτ Mat0(Cτ )
m⊗
i=1
U⊤τi =Mat0(Cτ )
m⊗
i=1
U⊤τi .
It follows that
U⊤τ Uτ =Mat0(Cτ )
( m⊗
i=1
U⊤τi Uτi
)
Mat0(Cτ )
⊤ =
(
Mat0(Cτ )
⊤
)⊤
Mat0(Cτ )
⊤,
which proves the result.
We observe that due to the recursive definition of a tree tensor network it thus
suffices to require that for each leaf the matrix Uℓ and for every other subtree τ < τ¯
the matrixMat0(Cτ )
⊤ have orthonormal columns. Unless stated otherwise, we intend
the tree tensor networks to be orthonormal in this paper.
The orthonormality condition of Lemma 2.4 is very useful, because it reduces
the orthonormality condition for the large, recursively constructed and computation-
ally inaccessible matrix Uτ ∈ Rnτ1 ...nτm×rτ to the orthonormality condition for the
smaller, given matrix Mat0(Cτ )
⊤ ∈ Rrτ1 ...rτm×rτ . To our knowledge, the first use of
this important property was made in the chemical physics literature in the context of
the multilayer MCTDH method [26].
A further consequence of Lemma 2.4 is that every (non-orthonormal) tree tensor
network has an orthonormal representation. This is shown using a QR decomposition
of non-orthonormal matrices Mat0(Cτi)
⊤ = Qτi Rτi and including the factor Rτi in
the tensor Cτ of the parent tree τ = (τ1, . . . , τm): Cτi is changed to Ten0(Q
⊤
τi
) and
Cτ is changed to Cτ X
m
i=1Rτi . This is done recursively from the leaves to the root.
We note that the property of Cτ to be of full multilinear rank (rτ , rτ1 , . . . , rτm) does
not change under these transformations.
We rely on the following property, which can be proved as in [25], where binary
trees are considered (this corresponds to the case m = 2 above); see also [6].
Lemma 2.5. Let a tree τ¯ ∈ T be given together with dimensions (nℓ)ℓ∈L(τ¯)
and ranks (rτ )τ∈T (τ¯). The set Mτ¯ = M(τ¯, (nℓ)ℓ∈L(τ¯), (rτ )τ∈T (τ¯)) of tensors with an
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orthonormal tree tensor network representation of the given dimensions and ranks is
a smooth embedded manifold in the tensor space R×ℓ∈L(τ¯)nℓ .
3. Extended Tucker Integrator. In Subsection 3.1 we recapitulate the algo-
rithm of the Tucker tensor integrator of [18, 21], and in Subsection 3.2 we extend the
algorithm to r-tuples of Tucker tensors with the same basis matrices. This will be a
basic building block for the tree tensor network integrator derived in the next section.
3.1. Tucker tensor integrator. Let Mr be the manifold of tensors of order d
with fixed multi-linear rank r=(r1, . . . , rd). Let us consider an approximation Y
0 ∈
Mr to the initial data A0,
Y 0 = C0X
d
i=1U
0
i ∈ R
n1×···×nd ,
where the basis matrices U0i ∈ R
ni×ri have orthonormal columns and the core tensor
C0 ∈ Rr1×···×rd has full multilinear rank r=(r1, . . . , rd). The Tucker integrator is a
numerical procedure that gives, after (d + 1) substeps, an approximation in Tucker
tensor format, Y 1 ∈ Mr, to the full solution A(t1) after a time step t1 = t0 + h. The
procedure is repeated over further time steps to yield approximations Y n ∈ Mr to
A(tn). At each substep of the algorithm, only one factor of the Tucker representation
is updated while the others, with the exception of the core tensor, remain fixed. The
essential structure of the algorithm can be summarized as follows: Starting from
Y 0 = C0X
d
i=1U
0
i in factorized form, initialize C
0
0 = C
0.
For i = 1, . . . , d, update U0i → U
1
i and modify C
0
i−1 → C
0
i .
Update C0d → C
1.
This yields the result after one time-step, Y 1 = C1X
d
i=1U
1
i in factorized form.
To simplify the description, we introduce subflows Φ(i) and Ψ, corresponding
to the update of the basis matrices and of the core tensor, respectively. We set
r¬i =
∏
j 6=i ri and use the notation S
0,⊤
i =
(
S0i
)⊤
, V0,⊤i =
(
V0i
)⊤
etc.
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Algorithm 1: Subflow Φ(i)
Data: Y 0 = C0X
d
j=1U
0
j in factorized form, F (t, Y ), t0, t1
Result: Y 1 = C1X
d
j=1U
1
j in factorized form
begin
set U1j = U
0
j ∀j 6= i
compute the QR decomposition Mati(C
0)⊤ = Q0i S
0,⊤
i ∈ R
r¬i×ri
set K0i = U
0
i S
0
i ∈ R
ni×ri
solve the ni × ri matrix differential equation
K˙i(t) = Fi(t,Ki(t)) with initial value Ki(t0) = K
0
i
and return K1i = Ki(t1); here
Fi(t,Ki) =Mati(F (t,Teni(Ki(t)V
0,⊤
i ))V
0
i with
V0,⊤i =Mati(Teni(Q
0,⊤
i )Xj 6=iU
0
j)
compute the QR decomposition K1i = U
1
i Ŝ
1
i
solve the ri × ri matrix differential equation
S˙i(t) = −F̂i(t,Si(t)) with initial value Si(t0) = Ŝ1i
and return S˜0i = Si(t1); here
F̂i(t,Si) = U
1,⊤
i Fi(t,U
1
i Si)
set C1 = Teni(S˜
0
i Q
0,⊤
i )
end
The following remarks will be used in the next subsection:
• Instead of the QR decomposition, any orthogonal decomposition (e.g., SVD)
can be used that yields Q0i and U
1
i with orthonormal columns. This yields the same
tensor Y 1, albeit in a different factorization.
• In the case where F (t, Y ) does not depend on either t or Y , we obtain the
same result S˜0i if we replace the differential equation for S with the negative sign from
t0 → t1, with initial value Si(t0) = Ŝ1i , by the differential equation with the positive
sign for S backward in time from t1 → t0 with final value Si(t1) = Ŝ1i :
solve S˙i(t) = F̂i(t,Si(t)) with final value Si(t1) = Ŝ
1
i and return S˜
0
i = Si(t0).
For a general non-autonomous function F (t, Y ), the forward and backward formula-
tions are no longer equivalent, but the robust convergence result of [21] holds equally
true for both formulations.
We further remark that the differential equations for Ki(t) and Si(t) need to be
solved numerically by a standard integrator, unless F (t, Y ) = A˙(t) is independent
of Y .
The remaining subflow Ψ describes the final update process of the core.
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Algorithm 2: Subflow Ψ
Data: Y 0 = C0X
d
j=1U
0
j in factorized form, F (t, Y ), t0, t1
Result: Y 1 = C1X
d
j=1U
1
j in factorized form
begin
set U1j = U
0
j ∀j = 1, . . . , d.
solve the r1 × · · · × rd tensor differential equation
C˙(t) = F˜ (t, C(t)) with initial value C(t0) = C
0
and return C1 = C(t1); here
F˜ (t, C) = F (t, C X
d
j=1U
1
j )X
d
j=1U
1,⊤
j
end
Finally, the result of the Tucker tensor integrator after one time step can be
expressed in a compact way as
Y 1 = Ψ ◦ Φ(d) ◦ · · · ◦ Φ(1)(Y 0) . (3.1)
We refer the reader to [18, 21] for a detailed derivation and major properties of
this Tucker tensor integrator.
The efficiency of the implementation of this algorithm depends on the possi-
bility to evaluate the functions Fi without explicitly forming the large slim matrix
V0i ∈ R
n¬i×ri and the tensor Teni(Ki(t)V
0,⊤
i ) ∈ R
n1×···×nd . This is the case if
F (t, C X
d
j=1Uj) is a linear combination of Tucker tensors of moderate rank whose
factors can be computed directly from the factors C and Uj without actually com-
puting the entries of the Tucker tensor.
3.2. Extended Tucker Integrator. We consider the case of a Tucker tensor
of order 1 + d where the first basis matrix in the decomposition of the initial data is
the identity matrix of dimension r × r,
Y 0 = C0 ×0 Ir X
d
i=1U
0
i ∈ R
r×n1×···×nd ,
as appears in the recursive construction of orthonormal tree tensor networks. This
can be viewed as a collection of r Tucker tensors in Rn1×···×nd with the same basis
matrices U0i . Recalling (3.1), the action of the Tucker integrator after one time step
can be represented as
Y 1 = Ψ ◦ Φ(d) ◦ · · · ◦ Φ(1) ◦ Φ(0)(Y 0) .
The following result simplifies the computation.
Lemma 3.1. With an appropriate choice of orthogonalization, the action of the
subflow Φ(0) on Y 0 becomes trivial , i.e.,
Φ(0)(Y 0) = Y 0.
Proof. In the first step of the subflow Φ(0), we matricize the core tensor C0 in the
zero mode and we perform a QR decomposition,
Mat0(C
0)⊤ = Q00 S
0,⊤
0 .
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We define V0,⊤0 =Mat0(Ten0(Q
0,⊤
0 )X
d
l=1U
0,⊤
l ) and we set K
0
0 = Ir S
0
0 ∈ R
r×r. The
next step consists of solving the differential equation
K˙0(t) =Mat0(F (t,Ten0(K0(t)V
0,⊤
0 ))V
0
0,
K0(t0) = K
0
0 .
We define K10 = K0(t1) ∈ R
r×r and we use the trivial orthogonal decomposition (it
is irrelevant that this is not the QR decomposition),
K10 = IrK
1
0 .
Finally, we solve the differential equation
S˙0(t) = I
⊤
r Mat0(F (t,Ten0(Ir S0(t)V
0,⊤
0 ))V
0
0,
S0(t1) = K
1
0 .
This is the same differential equation as for K0, now solved backwards in time, and
so we have
S˜00 = S0(t0) = K0(t0) = S
0
0.
Therefore, C1 = C0 and we conclude that Φ(0)(Y 0) = Y 0.
We can now introduce the extended Tucker integrator as given by Algorithm 3
below. The adjective ‘extended’ refers to the fact that we now approximate the so-
lution to a differential equation for r Tucker tensors with the same basis matrices
rather than just one Tucker tensor. This extension is nontrivial but turns out to be
remarkably simple.
Algorithm 3: Extended Tucker Integrator
Data: Y 0 = C0 ×0 Ir X
d
j=1U
0
j in factorized form, F (t, Y ), t0, t1
Result: Y 1 = C1 ×0 Ir X
d
j=1U
1
j in factorized form
begin
Set Y [0] = Y 0
for i = 1 . . . d do
Compute Y [i] = Φ(i)(Y [i−1]) in factorized form by Algorithm 1
end
Compute Y 1 = Ψ(Y [d]) in factorized form by Algorithm 2
end
4. Recursive tree tensor network integrator. We now come to the central
algorithmic section of this paper. We derive an integrator for orthonormal tree tensor
networks, which in every time step updates the orthonormal-basis matrices Uℓ(t) of
the leaves and the orthonormality-constrained connection tensors Cτ (t) of the other
vertices of the tree. This is done without ever computing the entries of the high-
dimensional tensor Y (t) that has the tree tensor network representation given by the
factorsUℓ(t) and Cτ (t) and (approximately) solves the projected differential equation
(1.2) — provided that the function F can be evaluated at the tree tensor network Y (t)
using only its factors.
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4.1. Derivation. Let τ¯ ∈ T be a given tree with the set of leaves L(τ¯) =
{1, . . . , d} and (rτ )τ∈T (τ¯) a specified family of tree ranks, where we assume rτ¯ = 1.
For each subtree τ = (τ1, . . . , τm) ∈ T (τ¯) we introduce the space
Vτ := R
rτ×nτ1×···×nτm . (4.1)
In the following, we associate to each subtree τ of the given tree τ¯ a tensor-valued
function Fτ : [0, t
∗] × Vτ → Vτ . Its actual recursive construction, starting from the
root with Fτ¯ = F and passing to the leaves, will be given in the next subsection.
Consider a tree τ = (τ1, . . . , τm) and an extended Tucker tensor Y
0
τ associated to
the tree τ ,
Y 0τ = C
0
τ ×0 Iτ X
m
i=1U
0
τi
.
Applying the extended Tucker integrator with the function Fτ we have that
Y 1τ = Ψτ ◦ Φ
(m)
τ ◦ · · · ◦ Φ
(1)
τ (Y
0
τ ) .
We recall that the subflow Φ
(i)
τ gives the update process of the basis matrix U
0
τi
∈
R
nτi×rτi . The extra subscript τ indicates that the subflow is computed for the function
Fτ .
We have two cases:
(i) If τi is a leaf, we directly apply the subflow Φ
(i)
τ and update the basis matrix.
(ii) Else, we apply Φ
(i)
τ only approximately (but call the procedure still Φ
(i)
τ ). We
tensorize the basis matrix and we construct new initial data Y 0τi and a function
Fτi . We iterate the procedure in a recursive way, reducing the dimensionality of
the problem at each recursion.
We are now in a position to formulate the recursive tree tensor network (TTN)
integrator. It has the same general structure as the extended Tucker integrator as
given by Algorithm 3.
The difference to the extended Tucker integrator is that now the subflow Φ
(i)
τ
is no longer the same, but it recursively uses the TTN integrator for the subtrees.
This approximate subflow is defined in close analogy to the subflow Φ(i) for Tucker
tensors, but the first differential equation is solved only approximately unless τi is
a leaf. We remark that in the following Algorithm 5 the tensors Yτi correspond to
a tensorization of the matrices Ki in Algorithm 1; see the next two subsections for
details of this correspondence.
Algorithm 4: Recursive TTN Integrator
Data: tree τ = (τ1, . . . , τm), TTN in factorized form
Y 0τ = C
0
τ ×0 Iτ X
m
j=1U
0
τj
with U0τj =Mat0(X
0
τj
)⊤,
function Fτ (t, Yτ ), t0, t1
Result: TTN Y 1τ = C
1
τ ×0 Iτ X
m
j=1U
1
τj
with U1τj =Mat0(X
1
τj
)⊤
in factorized form
begin
set Y
[0]
τ = Y 0τ
for i = 1 . . .m do
compute Y
[i]
τ = Φ
(i)
τ (Y
[i−1]
τ ) in factorized form by Algorithm 5
end
compute Y 1τ = Ψτ (Y
[m]
τ ) in factorized form by Algorithm 6
end
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Algorithm 5: Subflow Φ
(i)
τ
Data: tree τ = (τ1, . . . , τm), TTN in factorized form
Y 0τ = C
0
τ ×0 Iτ X
m
j=1U
0
τj
with U0τj =Mat0(X
0
τj
)⊤,
function Fτ (t, Yτ ), t0, t1
Result: TTN Y 1τ = C
1
τ ×0 IrX
m
j=1U
1
τj
with U1τj =Mat0(X
1
τj
)⊤
in factorized form
begin
set U1τj = U
0
τj
∀j 6= i
compute the QR factorization Mati(C
0
τ )
⊤ = Q0τi S
0,⊤
τi
set Y 0τi = X
0
τi
×0 S0,⊤τi
if τi = ℓ is a leaf, then solve the nℓ × rℓ matrix differential equation
Y˙τi(t) = Fτi(t, Yτi(t)) with initial value Yτi(t0) = Y
0
τi
and return Y 1τi = Yτi(t1)
else
compute Y 1τi = Recursive TTN Integrator (τi, Y
0
τi
, Fτi , t0, t1)
compute the QR decomposition Mat0(C
1
τi
)⊤ = Q̂1τiŜ
1
τi
, where
C1τi is the connecting tensor of Y
1
τi
set U1τi =Mat0(X
1
τi
)⊤, where the TTN X1τi is obtained from Y
1
τi
by
replacing the connecting tensor with Ĉ1τi = Ten0(Q̂
1,T
τi
)
solve the rτi × rτi matrix differential equation
S˙τi(t) = −F̂τi(t,Sτi(t)) with initial value Sτi(t0) = Ŝ
1
τi
and return S˜0τi = Sτi(t1); here
F̂τi(t,Sτi) = U
1,⊤
τi
Mat0
(
Fτi(t,X
1
τi
×0 S⊤τi)
)⊤
set C1τ = Teni(S˜
0
τi
Q0,⊤τi )
end
The subflow Ψτ is the same as for the Tucker integrator, for the function Fτ
instead of F .
Algorithm 6: Subflow Ψτ
Data: tree τ = (τ1, . . . , τm), TTN in factorized form
Y 0τ = C
0
τ ×0 Iτ X
m
j=1U
0
τj
with U0τj =Mat0(X
0
τj
)⊤,
function Fτ (t, Yτ ), t0, t1
Result: TTN Y 1τ = C
1
τ ×0 Iτ X
m
j=1U
1
τj
with U1τj =Mat0(X
1
τj
)⊤
in factorized form
begin
set U1τj = U
0
τj
∀j = 1, . . . ,m.
solve the rτ × rτ1 × · · · × rτm tensor differential equation
C˙τ (t) = F˜τ (t, Cτ (t)) with initial value Cτ (t0) = C
0
τ
and return C1τ = Cτ (t1); here
F˜τ (t, Cτ ) = Fτ (t, Cτ X
m
j=1U
1
τj
)X
m
j=1U
1,⊤
τj
end
The differential equations for Yτi(t), Sτi(t) in Algorithm 5 and Cτ (t) in Algo-
rithm 6 need to be solved approximately by a standard numerical integrator, unless
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F (t, Y ) is independent of Y (which then implies that also the functions Fτ (t, Y ) are
independent of Y ).
The efficiency of the implementation of this algorithm depends on the possibility
to evaluate the functions Fτ , F̂τ and F˜τ efficiently for all subtrees τ of τ¯ , without
explicitly forming large matrices or tensors whose dimension exceeds by far that of
the basis matrices and connecting tensors. This is the case if F maps TTNs into
linear combinations of TTNs of moderate tree rank whose factors can be computed
directly from the basis matrices and connecting tensors without actually computing
the entries of the TTN.
4.2. Constructing Fτ and Y
0
τ via restrictions/prolongations. In a recur-
sion that passes from the root to the leaves of τ¯ , we construct for each subtree τ of τ¯
the tensor-valued function Fτ that is used in the recursive TTN integrator. We note
that Vτ¯ is isomorphic to Rn1×···×nd (since rτ¯ = 1) and we start the construction by
setting Fτ¯ = F : [0, t
∗] × Vτ¯ → Vτ¯ . Given a subtree τ = (τ1, . . . , τm) ∈ T , we now
assume by induction that
Fτ : [0, t
∗]× Vτ → Vτ
is already defined. For each i = 1, . . . ,m, we need to determine the tensor-valued
function Fτi that appears in the subflow Φ
(i)
τ of the recursive TTN integrator. For
the initial data Y 0τ = C
0
τ ×0 Iτ X
m
i=1U
0
τi
the subflow Φ
(i)
τ given by Algorithm 5 first
computes the QR decomposition
Mati(C
0
τ )
⊤ = Q0τi S
0,⊤
τi
,
where Q0τi ∈ R
rτr¬τi×rτi with r¬τi =
∏
j 6=i rτj has orthonormal columns and S
0
τi
∈
R
rτi×rτi . Since
Y 0τ = C
0
τ ×0 Iτ X
m
i=1U
0
τi
= Teni(S
0
τi
Q0,⊤τi )×0 Iτ X
m
i=1U
0
τi
= Teni(Q
0,⊤
τi
)×0 Iτ Xj 6=iU
0
τj
×i(U
0
τi
S0τi),
we then have the SVD-like decomposition
Mati(Y
0
τ ) = U
0
τi
S0τi V
0,⊤
τi
(4.2)
with the (computationally inaccessible) matrix
V0τi =Mati(Teni(Q
0,⊤
τi
)×0 Iτ Xj 6=iU
0
τj
)⊤ ∈ Rrτn¬τi×rτi
for n¬τi =
∏
j 6=i nτj = nτ/nτi. We note that both U
0
τi
and V0τi have orthonormal
columns.
Like in Algorithm 1 for the subflow Φ(i) of the Tucker integrator, we consider the
differential equation for Kτi(t) ∈ R
nτi×rτi ,
K˙τi(t) = Fτi(t,Kτi(t)),
Kτi(t0) = U
0
τi
S0τi ,
(4.3)
where
Fτi(Kτi) =Mati
(
Fτ (t,Teni(Kτi V
0,⊤
τi
))
)
V0τi .
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Algorithm 5 uses this differential equation in tensorized form and solves it ap-
proximately by recurrence down to the leaves. This relation is seen as follows: By
definition of the tree tensor network, there exists X0τi ∈ Vτi such that
U0τi =Mat0(X
0
τi
)⊤, i.e., X0τi = Ten0(U
0,⊤
τi
).
This implies that the initial condition in (4.3) can be rewritten as
Kτi(t0) = U
0
τi
S0τi =Mat0(X
0
τi
)⊤S0τi =Mat0(X
0
τi
×0 S
0,⊤
τi
)⊤,
which is the initial value chosen in Algorithm 5. We introduce
Yτi(t) = Ten0(Kτi(t)
⊤), i.e., Kτi(t) =Mat0(Yτi(t))
⊤. (4.4)
By substitution, (4.3) can be rewritten as the differential equation that appears in
Algorithm 5,
Y˙τi(t) = Fτi(t, Yτi(t))
Yτi(t0) = Y
0
τi
:= X0τi ×0 S
0,⊤
τi
,
where now
Fτi(t, Yτi) = Ten0
(
Fτi(t,Mat0(Yτi)
⊤
)
(4.5)
= Ten0
((
Mati( Fτ (t,Teni(Mat0(Yτi)
⊤V0,⊤τi )))V
0
τi
)⊤)
.
The construction of the tensor-valued function Fτi becomes more transparent by in-
troducing the prolongation
πτ,i(Yτi) := Teni
(
(V0τi Mat0(Yτi))
⊤
)
∈ Vτ for Yτi ∈ Vτi (4.6)
and the restriction
π†τ,i(Zτ ) := Ten0
(
(Mati(Zτ )V
0
τi
)⊤
)
∈ Vτi , for Zτ ∈ Vτ , (4.7)
where the tensorization Ten0 is for a matrix in R
rτi×nτi according to the dimensions
of the subtrees of τi.
We note the following properties.
Lemma 4.1. Let τ = (τ1, . . . , τm) and i = 1, . . . ,m. The restriction π
†
τ,i : Vτ →
Vτi is both a left inverse and the adjoint (with respect to the tensor Euclidean inner
product) of the prolongation πτ,i : Vτi → Vτ , that is,
π†τ,i(πτ,i(Yτi)) = Yτi for all Yτi ∈ Vτi (4.8)
〈πτ,i(Yτi), Zτ 〉Vτ = 〈Yτi , π
†
τ,i(Zτ )〉Vτi for all Yτi ∈ Vτi , Zτ ∈ Vτ . (4.9)
Moreover, ‖πτ,i(Yτi)‖Vτ = ‖Yτi‖Vτi and ‖π
†
τ,i(Zτ )‖Vτi ≤ ‖Zτ‖Vτ , where the norms are
the tensor Euclidean norms.
Proof. Since V0,⊤τi V
0
τi
= I, we obtain (4.8). Using that the tensorization Teni
is the adjoint of the matricization Mati for the Frobenius inner product and that
taking transposes in both matrices of a Frobenius inner product does not change the
inner product, we arrive at (4.9). The norm equality follows from the definition (4.6)
and the fact that the matrix V0τi has orthonormal columns. The norm bound follows
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from (4.7) on noting the general matrix norm inequality ‖AB‖F ≤ ‖A‖2 ‖B‖F and
the fact that ‖V0,⊤τi ‖2 = 1.
We emphasize that the mappings πτ,i and π
†
τ,i depend on the initial data Y
0
τ . We
observe that we can write (4.5) more compactly as Fτi = π
†
τ,i ◦Fτ ◦πτ,i. For the initial
data we find from (4.2) and (4.3) that
Y 0τi = Ten0(Kτi(t0)
⊤) = Ten0
(
(U0τi S
0
τi
)⊤
)
= Ten0
(
(Mati(Y
0
τ )V
0
τi
)⊤) = π†τ,i(Y
0
τ ).
We thus arrive at the following.
Definition 4.2. For the given tensor-valued function Fτ¯ = F : [t0, t
∗] × Vτ¯ →
Vτ¯ and a tree tensor network Y
0
τ¯ ∈ Mτ¯ , we define recursively for each tree τ =
(τ1, . . . , τm) ≤ τ¯ and for i = 1, . . . ,m
Fτi = π
†
τ,i ◦ Fτ ◦ πτ,i
Y 0τi = π
†
τ,i(Y
0
τ ).
These are the nonlinear operators and initial data that are used in the recursive
TTN integrator. We remark that their construction has a formal similarity to that of
operators and functions in multilevel methods; cf. [8].
An important observation is the following.
Lemma 4.3. If the initial tree tensor network Y 0τ¯ has full tree rank (rσ)σ≤τ¯ , then
Y 0τ has full tree rank (rσ)σ≤τ for every subtree τ ≤ τ¯ .
Proof. Let τ = (τ1, . . . , τm) ∈ T (τ¯) and i = 1, . . . ,m. From the above derivation
we have, with the tensor network Xτi = Ten0(U
0,⊤
τi
) of full tree rank,
Y 0τi = Ten0((U
0
τi
S0τi)
⊤) = X0τi ×0 S
0,⊤
τi
.
If Y 0τ has full tree rank, then S
0
τi
is invertible, and hence also Y 0τi has full tree rank.
By induction we find that for every subtree τ ≤ τ¯ , the restricted initial tensor Y 0τ has
full tree rank.
In terms of the manifold (see Lemma 2.5)
Mτ =M(τ, (nℓ)ℓ∈L(τ), (rσ)σ≤τ ) (4.10)
of tree tensor networks for the tree τ ∈ T of given dimensions (nℓ)ℓ∈L(τ) and full
tree rank (rσ)σ≤τ , Lemma 4.3 can be restated as saying that for τ = (τ1, . . . , τm)
and Y 0τ ∈ Mτ , the restriction π
†
τ,i(Y
0
τ ) is in Mτi . This statement is not true for
an arbitrary Yτ ∈ Mτ that is different from Y 0τ (recall that the chosen restriction
operator π†τ,i depends on Y
0
τ ). In particular, a loss of rank occurs if for some j, the
basis matrices are such that U0,⊤τj Uτj is a singular rτj × rτj matrix. However, for the
prolongation we have the following.
Lemma 4.4. Let τ = (τ1, . . . , τm) ∈ T and i = 1, . . . ,m. If Yτi ∈ Mτi , then the
prolongation πτ,i(Yτi) is in Mτ .
Proof. We have, using the definition of V0τi and writing Uτi :=Mat0(Yτi)
⊤,
πτ,i(Yτi) = Teni
(
(V0τiMat0(Yτi))
⊤
)
= Teni
(
(Mati(Teni(Q
0,⊤
τi
)×0 Iτ Xj 6=iU
0
τj
)⊤Mat0(Yτi))
⊤
)
= Teni
(
Uτi Mati(Teni(Q
0,⊤
τi
)×0 Iτ Xj 6=iU
0
τj
)
)
= Teni(Q
0,⊤
τi
)×0 Iτ Xj 6=iU
0
τj
×iUτi ,
which is of full tree rank.
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4.3. QR decomposition. We now explain how the first QR decomposition in
Algorithm 1 is related to that of Algorithm 5. We consider a tree τ = (τ1, . . . , τm) ∈ T
and let τ take the role of τi in Algorithm 5 for ease of notation. In the extension of
Algorithm 1 via (4.3), we would need the QR-decomposition of K1τ ∈ R
nτ×rτ , where
we recall that nτ =
∏m
j=1 nτj can get prohibitively large. This difficulty is overcome
using that the tree tensor network is orthonormal: the QR-decomposition of the full
matrix K1τ is equivalent to the QR-decomposition of the matricization of a small core
tensor. In fact, by construction we have that
K1τ =Mat0(Y
1
τ )
⊤,
where
Y 1τ = C
1
τ ×0 Iτ X
m
i=1U
1
τi
.
This implies that
K1τ =
( m⊗
i=1
U1τi
)
Mat0(C
1
τ )
⊤.
Since the Kronecker product of orthonormal matrices is orthonormal, it suffices to do
a QR-decomposition of the comparatively small matrix Mat0(C
1
τ )
⊤ ∈ Rrτ1 ...rτm×rτ ,
as is done in Algorithm 5.
4.4. Efficient computation of the prolongation πτ,i. The construction of
the extremely large matrix V0,⊤τi appearing in the integrator must be avoided. In fact,
recalling that
V0,⊤τi =Mati(Teni(Q
0,⊤
τi
)Xj 6=iU
0
τj
) ∈ Rrτi×rτn¬τi ,
the mapping πτ,i can be easily computed,
πτ,i(Y ) = Teni(Mat0(Y )
⊤V0,⊤τi )
= Teni(Mat0(Y )
⊤Mati(Teni(Q
0,⊤
τi
)Xj 6=iU
0
τj
))
= Teni
(
Mati(Teni(Q
0,⊤
τi
)×iMat0(Y )
⊤Xj 6=iU
0
τj
)
)
= Teni(Q
0,⊤
τi
)×i Mat0(Y )
⊤Xj 6=iU
0
τj
.
The action of the prolongation πτ,i on the tree tensor Y ∈ Vτi yields a new larger tree
tensor in Vτ with the core tensor Teni(Q
0,⊤
τi
).
4.5. Efficient computation of the restriction π†τ,i. The computation of the
mapping π†τi(Zτ ) can be done efficiently by contraction if Zτ is itself a tree tensor
network on the tree τ = (τ1, . . . , τm) with the same dimensions nτ and nτi but possibly
different ranks sτ and sτi instead of rτ and rτi , respectively:
Zτ = Gτ ×0 Iτ X
m
i=1Wτi ∈ Vτ
with the core tensor Gτ ∈ Rsτ×sτ1×···×sτm (not necessarily of full multilinear rank)
and matrices Wτi ∈ R
nτi×sτi (not necessarily of full rank). We have that
π†τi(Zτ ) = Ten0(V
0,⊤
τi
Mati(Zτ )
⊤)
17
= Ten0(Q
0,⊤
τi
(
Iτ
⊗
j 6=i
U0,⊤τj
)
Mati(Zτ )
⊤)
= Ten0(Q
0,⊤
τi
Mati(Gτ ×0 Iτ Xj 6=i(U
0,⊤
τj
Wτj)×i Wτi)
⊤)
= Ten0(Q
0,⊤
τi
Mati(Gτ ×0 Iτ Xj 6=i(U
0,⊤
τj
Wτj))
⊤W⊤τi)
We define the small matrix
Rτi := Q
0,⊤
τi
Mati(Gτ ×0 Iτ Xj 6=i(U
0,⊤
τj
Wτj ))
⊤ ∈ Rrτi×sτi ,
where we note that the product of the large matrices U0τj and Wτj (with nτj rows,
which is prohibitive unless τj is a leaf) can be computed recursively from small ma-
trices: For a tree τ = (τ1, . . . , τm), let
Uτ =Mat0(Cτ ×0 Iτ X
m
i=1Uτi)
⊤ ∈ Rnτ×rτ ,
Wτ =Mat0(Gτ ×0 Iτ X
m
i=1Wτi)
⊤ ∈ Rnτ×sτ .
Then, (2.2) shows that the small matrix U⊤τ Wτ ∈ R
rτ×sτ equals
U⊤τ Wτ =Mat0
(
Cτ X
m
i=1(U
⊤
τi
Wτi)
⊤
)
Mat0(Gτ )
⊤, (4.11)
and hence this matrix can be computed recursively, passing from the leaves to the
root τ . In this way we compute only products U⊤ℓ Wℓ for the leaves ℓ ∈ L(τ) and
products of matrices whose dimensions depend only on the ranks and orders of the
connection tensors.
We return to the above expression for π†τi(Zτ ) and recall that by definition of the
tree tensor network, there exists a tree tensor network Zτi on the tree τi such that
Wτi =Mat0(Zτi)
⊤.
We then have
π†τi(Zτ ) = Ten0(Rτi W
⊤
τi
) = Ten0(Rτi Mat0(Zτi)) = Ten0(Mat0(Zτi ×0 Rτi))
= Zτi ×0 Rτi .
This implies that π†τi(Zτ ) differs from Zτi only in that the (small) core tensor Gτi of
Zτi is replaced by Ĝτi = Gτi ×0 Rτi , or equivalently, Mat0(Ĝτi) = RτiMat0(Gτi).
4.6. Computational complexity. In the implementation of Algorithm 5 and
Algorithm 6, the matrices Uτi = Mat0(Xτi)
T (with superscripts 0 and 1), the ten-
sors Yτi and the values of the function Fτi are not stored and computed entrywise
but only through their TTN factorization into basis matrices for the leaves and
connection tensors. Furthermore, products of prohibitively large matrices such as
U1,⊤τi Mat0
(
Fτi(t,X
1
τi
×0 S⊤τi)
)⊤
are reduced to matrix products of small matrices us-
ing (4.11) recursively. A count of the required operations and the required memory
yields the following result.
Lemma 4.5. Let d be the order of the tensor A(t) (i.e., the number of leaves of the
tree τ¯), l < d the number of levels (i.e., the height of the tree τ¯), and let n = maxℓ nℓ
be the maximal dimension, r = maxτ rτ the maximal rank and m the maximal order
of the connection tensors. We assume that for every tree tensor network Xτ¯ we have
that Zτ¯ = F (t,Xτ¯ ) is again a tree tensor network, with ranks sτ ≤ cr for all subtrees
τ ≤ τ¯ with a moderate constant c. Then, one time step of the tree tensor integrator
given by Algorithms 4–6 can be implemented such that it requires
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• O(dr(n + rm)) storage,
• O(ld) tensorizations/matricizations of matrices/tensors with ≤ rm+1 entries,
• O(ld2r2(n+ rm)) arithmetical operations and
• O(d) evaluations of the function F ,
provided the differential equations in Algorithms 5 and 6 are solved approximately
using a fixed number of function evaluations per time step.
Proof. The only nontrivial count regards the arithmetical operations. In Al-
gorithm 5, there are two QR decompositions of rm × r matrices, which requires
O(rm · r2) = O(rm+2) operations. In total over all subtrees of τ¯ , the total com-
putational cost for the QR decompositions is thus O(drm+2).
The computation of X0τi ×0 S
0,⊤
τi
in factorized form requires only computing the
smaller product C0τi ×0 S
0,⊤
τi
, where C0τi is the core tensor of X
0
τi
, as at the end of the
previous subsection. The computational cost for this product is O(rm+2) operations,
and in total over all subtrees of τ¯ , the total computational cost is thus O(drm+2)
operations.
The matrix productU1,⊤τi Mat0
(
Fτi(t,X
1
τi
×0S⊤τi)
)⊤
is computed recursively using
(4.11). This requires O(|L(τi)|(nr2+rm+2)) operations, where |L(τi)| is the number of
leaves of τi. In total over all subtrees of τ¯ , the computational cost for these products
is therefore O(ld(nr2 + rm+2)) operations.
To evaluate the function Fτi , we need prolongations (which do not require any
arithmetical operations) and restrictions. The computational cost for computing a re-
striction π†τ,i in the way described in the previous subsection, is O(|L(τi)|(nr
2+rm+2))
operations for the recursive computation of the matrix Rτi via (4.11). The mode-0
multiplication of Rτi with the core tensor requires another O(r
m+2) operations. One
evaluation of Fτi requires several restrictions from the root down to τi and then costs
O(d(nr2 + rm+2)) operations in addition to the evaluation of F . In total over all
subtrees of τ¯ , the computational cost then becomes O(ld2(nr2 + rm+2)) operations.
In Algorithm 6, we note that the tree tensor network Zτ = Fτ (t, Yτ ), when written
in factorized form as Zτ = Gτ ×0 Iτ X
m
i=1Wτi for a tree τ = (τ1, . . . τm), has
Zτ X
m
i=1U
⊤
τi
= Gτ ×0 Iτ X
m
i=1U
⊤
τi
Wτi .
The products U⊤τi Wτi are computed recursively via (4.11) in O(|L(τ)|(nr
2 + rm+2))
operations. In total over all subtrees of τ¯ , the computational cost then again becomes
O(dl(nr2 + rm+2)) operations.
5. Exactness property of the TTN integrator. We will show that under
a non-degeneracy condition, the TTN integrator with the tree rank (rτ ) reproduces
time-dependent tree tensor networksA(t) with the same tree rank exactly at every time
step when the integrator is applied with F (t, Y ) = A˙(t) and exact initial value Y 0 =
A(t0). Such an exactness result is already known for the special cases of projector-
splitting integrators for low-rank matrices [19], tensor trains / matrix product states
[20], and Tucker tensors [21]. The latter result will now be used in a recursive way to
prove the exactness property of the TTN integrator.
We first formulate the non-degeneracy condition. Consider a time-dependent
family of tree tensor networks A(t) of full tree rank (rτ )τ≤τ¯ , and set Y
0
τ¯ = A(t0),
for which we consider the restricted tensor networks Aτ (t) :=
(
A(t)
)
τ
defined by the
restrictions (4.7) associated with Y 0τ¯ for the subtrees τ ≤ τ¯ . By Lemma 4.3, we then
have for every subtree τ ≤ τ¯ that
Aτ (t0) has full tree rank (rσ)σ≤τ for every subtree τ ≤ τ¯ . (5.1)
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We impose the condition that the same full-rank property still holds at t1 > t0:
Aτ (t1) has full tree rank (rσ)σ≤τ for every subtree τ ≤ τ¯ . (5.2)
Theorem 5.1 (Exactness). Let A(t) be a continuously differentiable time-depen-
dent family of tree tensor networks A(t) of full tree rank (rτ )τ≤τ¯ for t0 ≤ t ≤ t1, and
suppose that the non-degeneracy condition (5.2) is satisfied. Then the recursive TTN
integrator used with the same tree rank (rτ )τ∈T (τ¯) for F (t, Y ) = A˙(t) is exact: starting
from Y 0 = A(t0) we obtain Y
1 = A(t1) .
Proof. The result is obtained from the exactness result of the Tucker integrator
that was proved in [21] and an induction argument over the height of the trees. The
height is defined in a formal way as follows:
(i) If τ = ℓ ∈ L, then we set h(τ) = 0; i.e., leaves have height 0.
(ii) If τ = (τ1, . . . , τm) ∈ T , then we set h(τ) = 1 +max{h(τ1), . . . , h(τm)}.
We note that, since the restricitions π†τ for τ ≤ τ¯ do not depend on time t, time
differentiation commutes with these linear maps and we have
A˙τ (t) :=
d
dt
Aτ (t) =
(
A˙(t)
)
τ
.
(i) Consider first trees τ = (τ1, . . . , τm) of height 1. The tree tensor network
Aτ (t) is then a Tucker tensor, which by (5.1) and (5.2) has full multilinear rank
(rτ , rτ1 , . . . , rτm) at both t = t0 and t = t1. The TTN integrator with Fτ (t, Yτ ) =
A˙τ (t) is in this case the same as the Tucker integrator of [21] and hence reproduces
Aτ (t1) exactly by [21, Theorem 4.1]. We note that condition (5.2) for the leaves τi
corresponds to the invertibility condition in [21, Theorem 4.1].
(ii) For trees of height k ≥ 2 we work with the induction hypothesis that the
recursive TTN integrator with Fτ (t, Yτ ) = A˙τ (t) is exact for all trees τ < τ¯ of height
strictly smaller than k. For a tree τ = (τ1, . . . , τm) of height k the TTN integrator is
therefore exact for the subtrees τi, and hence the recursive steps in the TTN integrator
are solved exactly. This reduces the recursive TTN integrator to the Tucker integrator
for Fτ (t, Yτ ) = A˙τ (t), where by (5.1) and (5.2), the tensor Aτ (t), viewed as a Tucker
tensor Aτ (t) = Cτ (t)X
m
i=1Uτi(t), has full multilinear rank (rτ , rτ1 , . . . , rτm) at both
t = t0 and t = t1. From the exactness result of [21, Theorem 4.1] it then follows that
the integrator reproduces Aτ (t1) exactly. This completes the induction argument.
Finally, we thus obtain the exactness result for the maximal tree τ¯ , which is the
stated result.
6. Error bound. We derive an error bound for the integrator that is inde-
pendent of singular values of matricizations of the connecting tensors, based on the
corresponding result for Tucker tensors proved in [21], which in turn was based on
the corresponding result for matrices proved in [12]. We recall the notation Vτ for
the tensor space (4.1) and Mτ for the tree tensor network manifold (4.10). We set
V = Vτ¯ and M =Mτ¯ for the full tree τ¯ .
We assume that F : [0, t∗]×M→ V is Lipschitz continuous and bounded,
‖F (t, Y )− F (t, Y˜ )‖ ≤ L‖Y − Y˜ ‖ for all Y, Y˜ ∈ M, (6.1)
‖F (t, Y )‖ ≤ B for all Y ∈ M. (6.2)
Here and in the following, the chosen norm ‖·‖ is the tensor Euclidean norm. As usual
in the numerical analysis of ordinary differential equations, this could be weakened to
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a local Lipschitz condition and local bound in a neighborhood of the exact solution
A(t) of the tensor differential equation (1.1) to the initial data A(t0) = A
0 ∈ V , but
for convenience we will work with the global Lipschitz condition and bound.
We further assume that F (t, Y ) is in the tangent space TYM up to a small
remainder: with P (Y ) denoting the orthogonal projection onto TYM, we assume
that for some ε > 0,
‖F (t, Y )− P (Y )F (t, Y )‖ ≤ ε (6.3)
for all (t, Y ) ∈ [0, t∗]×M in some ball ‖Y ‖ ≤ ρ, where it is assumed that the exact
solution A(t), 0 ≤ t ≤ t∗, has a bound that is strictly smaller than ρ.
Finally, we assume that the initial value A0 and the starting value Y 0 ∈ M of
the numerical method are δ-close:
‖Y 0 −A0‖ ≤ δ. (6.4)
Theorem 6.1 (Error bound). Under the above assumptions, the error of the
numerical approximation Y n at tn = nh, obtained with n time steps of the TTN
integrator with step size h > 0, is bounded by
‖Y n −A(tn)‖ ≤ c0δ + c1ε+ c2h for tn ≤ t
∗,
where ci depend only on L, B, t
∗, and the tree τ¯ . This holds true provided that δ, ε
and h are so small that the above error bound guarantees that ‖Y n‖ ≤ ρ.
We remark that the error bound is still valid for sufficiently small δ, ε and h if
the bound (6.3) is satisfied only in some tubular neighborhood {(t, Y ) ∈ [0, t∗]×M :
‖Y − A(t)‖ ≤ ϑ} for an arbitrary fixed ϑ > 0. We do not include the proof of this
more general result, because the higher technical intricacies would obscure the basic
argument of the proof.
The proof of Theorem 6.1 works recursively, based on the corresponding result
for Tucker tensors given in [21] and using a similar induction argument to the proof of
Theorem 5.1. To make this feasible, we need that the conditions on F = Fτ¯ are also
satisfied for the reduced functions Fτ for every subtree τ ≤ τ¯ , which are constructed
recursively in Definition 4.2. For Yτ ∈ Mτ , let Pτ (Yτ ) be the orthogonal projection
onto the tangent space TYτMτ . We have the following remarkable property.
Lemma 6.2. If Fτ¯ = F satisfies conditions (6.1)–(6.3), then we have for every
subtree τ ≤ τ¯ , with the same L, B, and ε,
‖Fτ (t, Yτ )− Fτ (t, Y˜τ )‖ ≤ L‖Yτ − Y˜τ‖ for all Yτ , Y˜τ ∈Mτ , (6.5)
‖Fτ (t, Yτ )‖ ≤ B for all Yτ ∈Mτ (6.6)
and
‖Fτ (t, Yτ )− Pτ (Yτ )Fτ (t, Yτ )‖ ≤ ε (6.7)
for all (t, Yτ ) ∈ [0, t∗]×Mτ with ‖Yτ‖ ≤ ρ.
The proof of the ε-bound (6.7) is based on the following lemma.
Lemma 6.3. Let τ = (τ1, . . . , τm) ∈ T and i = 1, . . . ,m. Let Mτ :Mτ → Vτ be
such that it maps into the tangent space:
Mτ (Yτ ) ∈ TYτMτ for all Yτ ∈ Mτ .
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Let π†τ,i and πτ,i be the restrictions and prolongations corresponding to some Y
0
τ ∈
Mτ , and define
Mτi = π
†
τ,i ◦Mτ ◦ πτ,i.
Then, Mτi :Mτi → Vτi also maps into the tangent space:
Mτi(Yτi) ∈ TYτiMτi for all Yτi ∈Mτi .
Proof. Let Yτi ∈ Mτi and define Yτ = πτ,i(Yτi), which by Lemma 4.4 is in
Mτ . By assumption, Mτ (Yτ ) ∈ TYτMτ , and hence there exists a path Xτ (θ) ∈ Mτ ,
for θ near 0, with Xτ (0) = Yτ and
d
dθ
|θ=0Xτ = Mτ (Yτ ). Then, the restricted path
Xτi(θ) = π
†
τ,iXτ (θ) has
Xτi(0) = π
†
τ,i(Yτ ) = π
†
τ,i(πτ,i(Yτi)) = Yτi ,
because π†τ,i is a left inverse of πτ,i by Lemma 4.1. By local continuity of the rank,
we then have Xτi(θ) ∈Mτi . Moreover,
d
dθ
∣∣∣∣
θ=0
Xτi = π
†
τ,i
d
dθ
∣∣∣∣
θ=0
Xτ = π
†
τ,iMτ (Yτ ) = Mτi(Yτi).
Hence, Mτi(Yτi) ∈ TYτiMτi .
Proof. (of Lemma 6.2) The Lipschitz bound and the norm bound of Fτ follow
directly from the corresponding bounds of F , using that restriction and prolongation
are operators of norm 1 by Lemma 4.1. It then remains to show (6.7). For Y ∈ M
we write
F (t, Y ) = P (Y )F (t, Y ) + (I − P (Y ))F (t, Y ) ≡M(t, Y ) +R(t, Y )
with M(t, Y ) ∈ TYM and ‖R(t, Y )‖ ≤ ε by (6.3). We let Mτ¯ = M and Rτ¯ = R and
define recursively, for τ = (τ1, . . . , τm) ≤ τ¯ ,
Mτi = π
†
τ,i ◦Mτ ◦ πτ,i,
Rτi = π
†
τ,i ◦Rτ ◦ πτ,i.
By Lemma 6.3, for every subtree τ ≤ τ¯ , Mτ maps into the tangent space:
Mτ (Yτ ) ∈ TYτMτ for all Yτ ∈Mτ .
Hence,
(I − Pτ (Yτ ))Fτ (t, Yτ ) = (I − Pτ (Yτ ))Rτ (t, Yτ ),
and once again, since restriction and prolongation are operators of norm 1, it follows
from (6.3) that
‖(I − Pτ (Yτ ))Fτ (t, Yτ )‖ ≤ ‖Rτ (t, Yτ )‖ ≤ ε.
This proves Lemma 6.2.
Proof. (of Theorem 6.1) It suffices to assume that Y 0 = A(t0) ∈ M, since the
difference of exact solutions of the differential equation (1.1) corresponding to initial
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values that differ at most by δ, is bounded by c0δ for t0 ≤ t ≤ t∗ under the imposed
Lipschitz condition on F . Moreover, it then suffices to show that the local error after
one time step is of magnitude O(h(ε + h)). The result for the global error is then
obtained with the familiar Lady Windermere’s fan argument, as in [12] and [21].
As in the proof of Theorem 5.1, we proceed by induction on the height of the
tree.
For trees of height 1, the recursive TTN integrator coincides with the Tucker
integrator of [21], for which the error estimate has been proved in [21].
For trees τ = (τ1, . . . , τm) of higher height, we observe that in the recursive TTN
integrator, the differential equations for Yτi are solved approximately by intermediate
tree tensor networks with lower height, for which the O(h(ε + h)) error bound holds
by the induction hypothesis. If instead the differential equations for Yτi were solved
exactly, then the integrator would again reduce to the Tucker integrator and error in
this idealized Yτ after one step would be O(h(ε+h)). By studying the influence of the
inexact solution of the differential equation for Yτi on the error (as in [12, Subsection
2.6.3]), we find that the error of the actual Yτ is still of magnitude O(h(ε + h)). We
omit the details of this perturbation argument, since it is cumbersome to write down
explicitly and requires no ideas beyond using the triangle inequality.
This completes the induction argument. Finally, we thus obtain the error bound
for τ¯ , which yields the result of Theorem 6.1.
7. Numerical experiments. The recursive TTN integrator has already been
applied to problems from plasma physics [5] and quantum physics [13], where nu-
merical results are reported. In the following we therefore give just two illustrative
numerical examples. We choose the tree τ¯ of Figure 2.1. The dimensions nℓ and the
ranks rτ are taken the same for all the nodes and are fixed to nℓ = n = 16 for all leaves
ℓ and rτ = r = 5 for all subtrees τ < τ¯ . We have chosen such small dimensions n to
be able to easily compute the reference solution, which is a full tensor with n6 entries.
In contrast, the storage for the tree tensor network for this tree is 6nr + r4 + 2r3
entries.
The computations were done using Matlab R2017a software with Tensor Toolbox
package v2.6 [2]. The implementation of the TTN is done using an Object Oriented
Paradigm; we define in Matlab a class Node with two properties: Value and Children.
The Value can be either a connection tensor or an orthonormal matrix. The Children
is an ordered list of objects of type Node. If the Children list is empty, we are on
one of the leaves of the tree; the Value of the Node is by construction an orthonormal
matrix. The TTN is defined as an object of type Node.
The recursive TTN integrator is then implemented by recursively applying the
Extended Tucker Integrator to an object of type Node. The recursion process in the
recursive TTN algorithm is controlled by counting the elements of the Children list
associated with the Node: if empty, we are on one of the leaves of the tree.
7.1. Tree tensor network addition and retraction. Let τ¯ be the given tree
and letMτ¯ be the manifold of tree tensor networks of given dimensions (nℓ) and tree
rank (rτ )τ≤τ¯ ; see Section 2.3. We consider the addition of two given tensors A ∈ Mτ¯
and B ∈ TAMτ¯ (a tangent tensor),
C = A+B.
Then, C is a tree tensor network on the same tree but of larger rank. We want to
compute a tree tensor network retraction to the manifold Mτ¯ , i.e., to the original
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tree rank (rτ )τ≤τ¯ . Such a retraction is typically required in optimization problems on
low-rank manifolds and needs to be computed in each iterative step. The approach
considered here consists of reformulating the addition problem as the solution of the
following differential equation at time t = 1:
C˙(t) = B, C(0) = A.
We compare the approximation Y 1 ∈Mτ¯ , computed with one time step of the recur-
sive TTN integrator with step size h = 1, with a different retraction, denoted by X ,
obtained by computing the full addition C and recursively retracting to the manifold
Mτ for each τ ≤ τ¯ . For the latter, we use the built-in function tucker als of the
Tensor Toolbox Package [2]; we recursively apply the function to the full tensor C
and its retensorized basis matrices.
These comparisons are illustrated in Figure 7.1 where the norm of B is varied.
We observe both retractions Y 1 and X have very similar error, and their difference is
considerably smaller than their errors. Decreasing the norm of the tensor B reduces
the approximation error as expected, proportional to ‖B‖2. This behaviour of the
TTN integrator used for retraction is the same as observed for the Tucker integrator
in [21] for the analogous problem of the addition of a Tucker tensor of given multilinear
rank and a tangent tensor.
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Fig. 7.1. Error of retracted tree tensor network sum.
The advantage of the retraction via the TTN integrator is that the result is
completely built within the tree tensor network manifold. No further retraction is
needed, which is favorable for storage and computational complexity.
7.2. Verification of the exactness property. We consider a tree tensor net-
work A0 ∈ Mτ¯ . For each subtree τ ≤ τ¯ , let Wτ ∈ Rrτ×rτ be a skew-symmetric
matrix which we choose of Frobenius norm 1. We consider a time-dependent tree
tensor network A(t) ∈ Mτ¯ such that A(t0) = A0 with basis matrices propagated in
time through
Uℓ(t) = e
tWℓ U0ℓ , ℓ ∈ L(τ¯)
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and the connection tensors changed according to
Cτ (t) = C
0
τ ×0 e
tWτ , τ ≤ τ¯, τ /∈ L(τ¯).
The time-dependent tree tensor network does not change rank and as predicted by
Theorem 5.1, it is reproduced exactly by the recursive TTN integrator, up to round-
off errors. The absolute errors ‖Yn − A(tn)‖ calculated at time tn = nh with step
sizes h = 0.1, 0.01, 0.001 until time t∗ = 1 are shown in Figure 7.2.
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Fig. 7.2. Error vs. time in a case of exactness up to round-off errors.
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