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Abstract
We study the long-time behavior of spatially periodic solutions of the Navier-Stokes
equations in the three-dimensional space. The body force is assumed to possess an
asymptotic expansion or, resp., finite asymptotic approximation, in Sobolev-Gevrey
spaces, as time tends to infinity, in terms of polynomial and decaying exponential
functions of time. We establish an asymptotic expansion, or resp., finite asymptotic
approximation, of the same type for the Leray-Hopf weak solutions. This extends
previous results that were obtained in the case of potential forces, to the non-potential
force case, where the body force may have different levels of regularity and asymptotic
approximation. This expansion or approximation, in fact, reveals precisely how the
structure of the force influences the asymptotic behavior of the solutions.
1 Introduction
We study the Navier-Stokes equations (NSE) for a viscous, incompressible fluid in the three-
dimensional space, R3. Let x ∈ R3 and t ∈ R denote the space and time variables, re-
spectively. Let the (kinematic) viscosity be denoted by ν > 0, the velocity vector field by
u(x, t) ∈ R3, the pressure by p(x, t) ∈ R, and the body force by f(x, t) ∈ R3. The NSE
which describe the fluid’s dynamics are given by
∂u
∂t
+ (u · ∇)u− ν∆u = −∇p + f on R3 × (0,∞),
div u = 0 on R3 × (0,∞).
(1.1)
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The initial condition is
u(x, 0) = u0(x), (1.2)
where u0(x) is a given divergence-free vector field.
In this paper, we focus on solutions u(x, t) and p(x, t) which are L-periodic for some
L > 0. Here, a function g(x) is L-periodic if
g(x+ Lej) = g(x) for all x ∈ R3, j = 1, 2, 3,
where {e1, e2, e3} is the standard basis of R3.
By the remarkable Galilean transformation, we can assume also that u(x, t), for all t ≥ 0,
has zero average over the domain Ω = (−L/2, L/2)3. A function g(x) is said to have zero
average over Ω if ∫
Ω
g(x)dx = 0. (1.3)
By rescaling the spatial and time variables, we assume throughout, without loss of gen-
erality, that L = 2π and ν = 1.
Notation. We will use the following standard notation.
(a) In studying dynamical systems in infinite dimensional spaces, we denote, regarding
(1.1) and (1.2), u(t) = u(·, t), f(t) = f(·, t), and u0 = u0(·).
(b) For non-negative functions h(t) and g(t), we write
h(t) = O(g(t)) as t→∞ if there exist T, C > 0 such that h(t) ≤ Cg(t), ∀t > T.
(c) The Sobolev spaces on Ω are denoted by Hm(Ω) for m = 0, 1, 2, . . ., each consists of
functions on Ω with distributional derivatives up to order m belonging to L2(Ω).
The type of asymptotic expansion that we study here is defined, in a general setting, as
follows.
Definition 1.1. Let X be a real vector space.
(a) An X-valued polynomial is a function t ∈ R 7→∑dn=1 antn, for some d ≥ 0, and an’s
belonging to X.
(b) When (X, ‖ · ‖) is a normed space, a function g(t) from (0,∞) to X is said to have
the asymptotic expansion
g(t) ∼
∞∑
n=1
gn(t)e
−nt in X, (1.4)
where gn(t)’s are X-valued polynomials, if for all N ≥ 1, there exists εN > 0 such that
∥∥∥g(t)− N∑
n=1
gn(t)e
−nt
∥∥∥ = O(e−(N+εN )t) as t→∞. (1.5)
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This article aims at studying the asymptotic behavior of the solution u(x, t) as t → ∞
for a certain class of forces f(x, t). The case when f is a potential force, i.e., f(x, t) =
−∇φ(x, t), for some scalar function φ, has been well-studied. For instance, it is well-known
that any Leray-Hopf weak solution becomes regular eventually and decays in theH1(Ω)-norm
exponentially. For more precise asymptotic behavior, Dyer and Edmunds [3] proved that a
non-trivial, regular solution is also bounded below by an exponential function. Foias and Saut
[12] then proved that in bounded or periodic domains, a non-trivial, regular solution decays
exponentially at an exact rate which is an eigenvalue of the Stokes operator. Furthermore,
they established in [14] that for such a solution u(t), the following asymptotic expansion
holds, in the sense of Definition 1.1, in Sobolev spaces Hm(Ω)3, for all m ≥ 0:
u(t) ∼
∞∑
n=1
qn(t)e
−nt, (1.6)
where qn(t)’s are unique polynomials in t with trigonometric polynomial values.
Recently, in [17], it was shown by the authors that the expansion in fact holds in Gevrey
spaces. More precisely, for any σ > 0 and m ∈ N, there exists an εN > 0, for each integer
N > 0, such that
∥∥∥eσ(−∆)1/2(u(t)− N∑
n=1
qn(t)e
−nt
)∥∥∥
Hm(Ω)3
= O(e−(N+εN )t) as t→∞. (1.7)
Note that the (Gevrey) norm in estimate (1.7) is much stronger than the standard Sobolev
norm in Hm(Ω). More importantly, the simplified approach in [17] allows the proof to be
applied to wider classes of equations; that approach will be adopted in this paper.
Regarding the case of potential forces, the interested reader is referred to [11–15] for
deeper studies on the asymptotic expansion, its associated normalization map, and invari-
ant nonlinear manifolds; for the associated (Poincare´-Dulac) normal form, see [6–8]; for its
applications to statistical solutions of the NSE, decaying turbulence, and analysis of helicity,
see [4, 5]; for a result in the whole space R3, see [18].
The main goal of this paper is to establish (1.6) when f is not a potential function.
To understand the result without calling for technical details, we state it here as a ‘meta
theorem’; the rigorous version will be provided by Theorem 2.2, whose proof will then be
presented in section 4.
Theorem 1.2 (Meta Theorem). Assume that the body force has an asymptotic expansion
f(t) ∼
∞∑
n=1
fn(t)e
−nt, (1.8)
in some appropriate functional space. Then any Leray-Hopf weak solution u(t) of (1.1) and
(1.2) admits an asymptotic expansion of the form (1.6) in the same space.
On the other hand, when f(t) satisfies a finitary version of (1.8), then we obtain a
corresponding finite asymptotic approximation result in Theorem 2.6. More specifically, if
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the right-hand side of (1.8) is a finite sum, then we show that the corresponding solution,
u(t), admits a finite sum approximation of the same type analogous to (1.6). Theorem 2.6
is also suitable for the case when the force is not smooth, but belongs only to a pre-specified
Sobolev class.
Theorem 1.2 develops one of the possible avenues of extending the Foias-Saut theory [14]
for the NSE to the non-potential force case. The finite sum version, Theorem 2.6, which is a
new feature only for the non-potential force case, allows asymptotic analysis of the solution
even when the force has restricted regularity and only limited information on the force’s
asymptotic behavior is known. Our analysis, moreover, explicitly indicates how each term
in the expansion of the force integrates into the expansion of the solution. We emphasize
that the assumptions that we do impose on the force are very natural. This point is not so
obvious because if one directly adopts the argument of Foias-Saut in [14], one would then be
led to impose conditions on time-derivatives of all orders on the force. We, nevertheless, are
able to avoid these conditions and ultimately establish the claimed expansion by applying
the refined approach, in the case of periodic domains, initiated in [17]. We also remark that
we obtain a welcome technical improvement over [17] in obtaining the expansion in Sobolev
spaces, when Gevrey regularity is not available; it requires a more elaborate bootstrapping
process which is carried out in Part II of the proof of Proposition 3.4.
The results obtained in this paper are the first steps of the larger program of understand-
ing the relation between the asymptotic expansion and the external body force. On the other
hand, in spite of assuming the force to have regular modes of decay, further understanding of
the solution’s resulting expansion and its consequences will shed insights into the nonlinear
structure of the NSE, and decaying turbulence theory. It is worth mentioning at this point
that the global existence of regular solutions and the uniqueness of the global weak solutions
of the 3D NSE remain outstanding open problems. However, our result details the asymp-
totic behavior of any Leray-Hopf weak solution, regardless of the resolution to either of these
issues. Moreover, to the best of the authors’ knowledge, there have been no numerical studies
made to determine the polynomials qn(t) in (1.6) as of yet. By extending the expansion to
accommodate non-potential forces, our result should facilitate the formulation and testing
of possible numerical algorithms for their computation. Indeed, one can attempt to compute
the expansion of explicit solutions, particularly, those for which the nonlinear term in NSE
does not vanish. These solutions are quite easy to generate when certain, specific forces are
used at the onset, but harder to find when the projected force in the functional equation
(2.2) is given and fixed, albeit zero, as in the case of potential forces (see (2.4)).
For the structure of this paper, Section 2 lays the necessary background for formulating
the result. The main theorems are Theorems 2.2 and 2.6, while Corollary 2.5 emphasizes the
scenario of finite-dimensional polynomial coefficients in (1.8), and the construction of the
corresponding polynomials appearing (1.6) as solutions to finite-dimensional, linear ordinary
differential equations. Section 3 contains explicit estimates that ultimately furnish “even-
tual” exponential decay for the weak solutions in Sobolev and Gevrey spaces, see Propositions
3.2 and 3.4. They are used crucially in section 4, which is devoted to the proofs of our main
results.
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2 Background and main results
The space L2(Ω)3 of square (Lebesgue) integrable vector fields on Ω is a Hilbert space with
the standard inner product 〈·, ·〉 and norm | · | defined by
〈u, v〉 =
∫
Ω
u(x) · v(x)dx and |u| = 〈u, u〉1/2 for u = u(·), v = v(·).
We note that | · | is also used to denote the absolute value, modulus, and, more generally,
the Euclidean norm in Rn and Cn, for n ∈ N. Nonetheless, its meaning will be made clear
by the context.
Let V be the set of all L-periodic trigonometric polynomial vector fields which are
divergence-free and have zero average over Ω. Define
H, resp. V = closure of V in L2(Ω)3, resp. H1(Ω)3.
We use the following embeddings and identification
V ⊂ H = H ′ ⊂ V ′,
where each space is dense in the next one, and the embeddings are compact.
Let P denote the orthogonal (Leray) projection in L2(Ω)3 onto H . Explicitly,
P
(∑
k 6=0
û(k)eik·x
)
=
∑
k 6=0
{
û(k)−
(
û(k) · k|k|
) k
|k|
}
eik·x.
We define the Stokes operator A : V → V ′ by
〈Au,v〉V ′,V = 〈〈u,v〉〉 def=
3∑
i=1
〈 ∂u
∂xi
,
∂v
∂xi
〉, for all u,v ∈ V.
As an unbounded operator on H , the operator A has the domain D(A) = V ∩H2(Ω)3,
and
Au = −P∆u = −∆u ∈ H, for all u ∈ D(A).
The last identity is due to the periodic boundary conditions.
It is known that the spectrum of the Stokes operator A is σ(A) = {λj : j ∈ N}, where
λj is strictly increasing in j, and is an eigenvalue of A. In fact, for each j ∈ N, λj = |k|2 for
some k ∈ Z3 \ {0}. Note that since σ(A) ⊂ N and λ1 = 1, the additive semigroup generated
by σ(A) is equal to N.
For α, σ ∈ R and u =∑
k 6=0 û(k)e
ik·x, define
Aαu =
∑
k 6=0
|k|2αû(k)eik·x,
AαeσA
1/2
u =
∑
k 6=0
|k|2αeσ|k|û(k)eik·x.
6 L. T. Hoang and V. R. Martinez
We then define the Gevrey spaces by
Gα,σ = D(AαeσA1/2) def= {u ∈ H : |u|α,σ def= |AαeσA1/2u| <∞},
and the domain of the fractional operator Aα by
D(Aα) = Gα,0 = {u ∈ H : |Aαu| = |u|α,0 <∞}.
Thanks to the zero-average condition (1.3), the norm |Am/2u| is equivalent to ‖u‖Hm(Ω)3
on the space D(Am/2) for m = 0, 1, 2, . . .
Note that D(A0) = H , D(A1/2) = V , and ‖u‖ def= |∇u| is equal to |A1/2u| for u ∈ V .
Also, the spaces Gα,σ are decreasing in α and σ.
Denote for σ ∈ R the space
E∞,σ =
⋂
α≥0
Gα,σ =
⋂
m∈N
Gm,σ.
We will say that an asymptotic expansion (1.4) holds in E∞,σ if it holds in Gα,σ for all
α ≥ 0.
Let us also denote by Pα,σ the space of Gα,σ-valued polynomials in case α ∈ R, and the
space of E∞,σ-valued polynomials in case α =∞.
We define the bilinear mapping B : V × V → V ′, which is associated with the nonlinear
term in the NSE, by
〈B(u,v),w〉V ′,V = b(u,v,w) def=
∫
Ω
((u · ∇)v) ·w dx, for all u,v,w ∈ V.
In particular,
B(u,v) = P((u · ∇)v), for all u,v ∈ D(A).
More precisely, for u =
∑
k 6=0 û(k)e
ik·x and v =
∑
k 6=0 v̂(k)e
ik·x,
B(u,v) =
∑
k 6=0
{
b̂(k)−
(
b̂(k) · k|k|
) k
|k|
}
eik·x, where b̂(k) =
∑
m+l=k
i(û(m) · l)v̂(l).
It is clear that
B(V,V) ⊂ V. (2.1)
By applying the Leray projection P to (1.1) and (1.2), we rewrite the initial value problem
for NSE in the functional form as
du(t)
dt
+ Au(t) +B(u(t), u(t)) = Pf(t) in V ′ on (0,∞), (2.2)
with the initial data
u(0) = u0 ∈ H. (2.3)
(See e.g. [1, 19, 21] for more details.)
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Because of the projection P on the right-hand side of (2.2), it is convenient to assume,
without loss of generality that the force belongs to H . Then, we have
Pf(t) = f(t) in (2.2).
In the case f(x, t) is a potential force, then, by the Helmholtz-Leray decomposition,
Pf(t) ≡ 0 in the functional equation (2.2). (2.4)
In dealing with weak solutions of (2.2), we follow the presentation in [9] and use the
results there.
Definition 2.1. Let f ∈ L2loc([0,∞), H). A Leray-Hopf weak solution u(t) of (2.2) is a
mapping from [0,∞) to H such that
u ∈ C([0,∞), Hw) ∩ L2loc([0,∞), V ), u′ ∈ L4/3loc ([0,∞), V ′), (2.5)
and satisfies
d
dt
〈u(t), v〉+ 〈〈u(t), v〉〉+ b(u(t), u(t), v) = 〈f(t), v〉 (2.6)
in the distribution sense in (0,∞), for all v ∈ V , and the energy inequality
1
2
|u(t)|2 +
∫ t
t0
‖u(τ)‖2dτ ≤ 1
2
|u(t0)|2 +
∫ t
t0
〈f(τ), u(τ)〉dτ (2.7)
holds for t0 = 0 and almost all t0 ∈ (0,∞), and all t ≥ t0.
We will say that a Leray-Hopf weak solution u(t) is regular if u ∈ C([0,∞), V ).
Above, Hw is the topological vector space H with the weak topology.
This definition of the Leray-Hopf weak solutions with the choice of the energy inequality
(2.7) is, in fact, equivalent to the weak solutions used in [9, Chapter II, section 7], see e.g.
Remark 1(e) of [10] for the explanations.
Basic Assumption. It is assumed throughout the paper that the function f(t) belongs to
L∞loc([0,∞), H).
This assumption serves to guarantee the existence of the Leray-Hopf weak solutions for
any u0 ∈ H , see e.g. [9]. We note that, later in the paper, we will further impose that the
force, f(t), decays in time, for instance, in Sobolev norms.
Regarding the problem of finding asymptotic expansions for solutions of the NSE, it
is natural, at this stage, to study the class of functions f(t) which have similar asymptotic
behavior as u(t) in (1.6). We specify the condition on f(t) more precisely in the next theorem,
which is our first main result.
Theorem 2.2 (Asymptotic expansion). Assume that there exist a number σ0 ≥ 0 and
polynomials fn ∈ P∞,σ0, for all n ≥ 1, such that f(t) has the asymptotic expansion
f(t) ∼
∞∑
n=1
fn(t)e
−nt in E∞,σ0 . (2.8)
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Let u(t) be a Leray-Hopf weak solution of (2.2) and (2.3). Then there exist polynomials
qn ∈ P∞,σ0, for all n ≥ 1, such that u(t) has the asymptotic expansion
u(t) ∼
∞∑
n=1
qn(t)e
−nt in E∞,σ0 . (2.9)
Moreover, the mappings
un(t)
def
= qn(t)e
−nt and Fn(t)
def
= fn(t)e
−nt, (2.10)
satisfy the following ordinary differential equations in the space E∞,σ0
d
dt
un(t) + Aun(t) +
∑
k,m≥1
k+m=n
B(uk(t), um(t)) = Fn(t), t ∈ R, (2.11)
for all n ≥ 1.
Regarding equation (2.11), when n = 1, the sum on its left-hand side is empty, hence the
equation reads as
d
dt
u1(t) + Au1(t) = F1(t). (2.12)
Remark 2.3. Observe that since the expansion (2.8) is an infinite sum, it immediately
implies the following remainder estimate:
∣∣∣f(t)− N∑
n=1
fn(t)e
−nt
∣∣∣
α,σ0
≤
∣∣∣fN+1(t)e−(N+1)t∣∣∣
α,σ0
+
∣∣∣f(t)− N+1∑
n=1
fn(t)e
−nt
∣∣∣
α,σ0
= O(e−(N+ε)t) +O(e−(N+1+δN+1,α)t),
which holds for all N ≥ 1, α ≥ 0, ε ∈ (0, 1) and some δN+1,α ∈ (0, 1). Therefore, we have for
all N ≥ 1, α ≥ 0 that
∣∣∣f(t)− N∑
n=1
fn(t)e
−nt
∣∣∣
α,σ0
= O(e−(N+ε)t) as t→∞, ∀ε ∈ (0, 1). (2.13)
Similarly, the expansion (2.9) implies for any N ≥ 1 and α ≥ 0 that
∣∣∣u(t)− N∑
n=1
qn(t)e
−nt
∣∣∣
α,σ0
= O(e−(N+ε)t) as t→∞, ∀ε ∈ (0, 1). (2.14)
(In fact, the same argument applies to the general expansion (1.4) so that εN in (1.5) can
be taken arbitrarily in (0, 1).)
Remark 2.4. The following additional remarks on Theorem 2.2 are in order.
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(a) We do not require the time derivative dmf/dtm, for all m ∈ N, to have any kind
of expansion. Indeed, this rather stringent requirement would have been imposed if
one adapts Foias-Saut’s original proof. Our relaxation of this condition is owed to
the higher regularity of the solutions for large time, in the particular case of periodic
domains, either in Sobolev or Gevrey spaces. In the case of Sobolev spaces (σ0 = 0),
it requires a bootstrapping scheme to gradually increase the regularity to any needed
level. In the case of the Gevrey spaces (σ0 > 0), the effect is immediate, hence the
proof is shorter. (For the related Gevrey norm techniques, see [16,17,20] and references
therein.)
(b) The equations (2.11) determine the polynomials qn(t)’s and indicate the interactions
on all scales between the body force and the nonlinear terms in NSE. Even though the
solution u(t) decays to zero, such interactions are complicated.
(c) Condition (2.8) is easily satisfied for any finite sum
f(t) =
N∑
n=1
fn(t)e
−nt,
for some fixed N ≥ 1, and polynomials fn(t)’s belonging to V. Even in this case, the
result in Theorem 2.2 is new and the expansion (2.9) for u(t) can still be an infinite
sum.
(d) If the expansion (2.8) for f(t) holds in G0,σ1 for some σ1 > 0, then it holds in E
∞,σ0 for
any σ0 ∈ (0, σ1), and hence, by Theorem 2.2, the solution u(t) admits the expansion
(2.9) in E∞,σ0 for any σ0 ∈ (0, σ1).
(e) The equations (2.11) in fact are linear systems of ordinary differential equations (ODEs)
in infinite-dimensional spaces. They form an integrable system in the sense that it can
be recursively solved by the variation of constants formula. Moreover, each solution
un(t) of the form (2.10) is uniquely determined provided that Rnun(0) = ξn ∈ RnH is
given.
In the following simple scenario, the ODEs (2.11) are finite-dimensional systems, which
make them more accessible for deeper study, and, in particular, for numerical computations.
Corollary 2.5. If all fn(t)’s in Theorem 3.2 are V-valued polynomials, then so are the
polynomials qn(t)’s in the expansion (2.9), and consequently, the equations (2.11) are systems
of linear ODEs in finite-dimensional spaces.
Next is the paper’s second main result which deals with the case when f(t) does not
possess an asymptotic expansion (2.8), but rather a finite asymptotic approximation. Then
it is proved that the weak solution also admits a finite asymptotic approximation of the same
type.
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Theorem 2.6 (Finite asymptotic approximation). Suppose there exist an integer N∗ ≥ 1,
real numbers σ0 ≥ 0, µ∗ ≥ α∗ ≥ N∗/2, and, for any 1 ≤ n ≤ N∗, numbers δn ∈ (0, 1) and
polynomials fn ∈ Pµn,σ0, such that∣∣∣f(t)− N∑
n=1
fn(t)e
−nt
∣∣∣
αN ,σ0
= O(e−(N+δN )t) as t→∞, (2.15)
for 1 ≤ N ≤ N∗, where
µn = µ∗ − (n− 1)/2, αn = α∗ − (n− 1)/2.
Let u(t) be a Leray-Hopf weak solution of (2.2) and (2.3).
(i) Then there exist polynomials qn ∈ Pµn+1,σ0, for 1 ≤ n ≤ N∗, such that one has for
1 ≤ N ≤ N∗ that∣∣∣u(t)− N∑
n=1
qn(t)e
−nt
∣∣∣
αN ,σ0
= O(e−(N+ε)t) as t→∞, ∀ε ∈ (0, δ∗N), (2.16)
where δ∗N = min{δ1, δ2, . . . , δN}.
Moreover, the ODEs (2.11) hold in the corresponding space Gµn,σ0 for 1 ≤ n ≤ N∗.
(ii) In particular, if all fn(t)’s belong to V, resp., E∞,σ0, then so do all qn(t)’s, and the
ODEs (2.11) hold in V, resp., E∞,σ0.
Regarding the finite approximation (2.15), in addition to its sum having only finitely
many terms (N ≤ N∗), the force f(t) now has much less regularity compared to the expansion
(2.8). This, therefore, determines the regularity of the solution u(t) and its asymptotic
approximation (2.16). Such dependence was worked out in detail in the above theorem.
It is worth noticing that Theorem 2.6 is stronger than Theorem 2.2. Nevertheless, the
proof of Theorem 2.6, in the current presentation, is adapted from that of Theorem 2.2.
3 Exponential decay in Gevrey and Sobolev spaces
This section prepares for the proofs in section 4. Particularly, we will derive the exponential
decay for weak solutions in both Gevrey and Sobolev spaces.
First, we have a few basic inequalities concerning the Sobolev and Gevrey norms. It is
elementary to see that
max
x≥0
(x2αe−σx) =
(2α
eσ
)2α
for any σ, α > 0.
Applying this inequality, one easily obtains
|Aαu| = |(Aαe−σA1/2)eσA1/2u| ≤
(2α
eσ
)2α
|eσA1/2u| ∀α, σ > 0. (3.1)
We recall a key estimate for the Gevrey norm of the bilinear form (cf. Lemma 2.1 in [17]),
which is based mainly on the work of Foias and Temam [16].
Asymptotic Expansion for Solutions of the Navier-Stokes Equations 11
Lemma 3.1. Let σ ≥ 0 and α ≥ 1/2. There exists an absolute constant K > 1, independent
of α, σ, such that
|B(u, v)|α,σ ≤ Kα|u|α+1/2,σ |v|α+1/2,σ ∀u, v ∈ Gα+1/2,σ. (3.2)
Although inequality (3.2) is not sharp, it is very convenient for our calculations below
and will be sufficient for our purposes.
As a consequence of Lemma 3.1, we have
B(Gα+1/2,σ, Gα+1/2,σ) ⊂ Gα,σ for α ≥ 1/2, σ ≥ 0, (3.3)
B(E∞,σ, E∞,σ) ⊂ E∞,σ for σ ≥ 0. (3.4)
Next, we prove a small data result, which establishes the global existence of the solution
in Gevrey spaces and its exponential decay as time goes to infinity.
Proposition 3.2. Let δ ∈ (0, 1), λ ∈ (1 − δ, 1] and σ ≥ 0, α ≥ 1/2. Define the positive
numbers C0 = C0(α, δ) and C1 = C1(α, δ, λ) by{
C0 =
δ
6Kα
, C1 =
2√
3
√
δ(λ− 1 + δ)C0 if σ > 0,
C0 =
δ
4Kα
, C1 =
√
2
√
δ(λ− 1 + δ)C0 if σ = 0.
Suppose
|Aαu0| ≤ C0, (3.5)
and
|f(t)|α−1/2,σ ≤ C1e−λt, ∀t ≥ 0. (3.6)
Then there exists a unique solution u(t) of (2.2) and (2.3) that satisfies
u ∈ C([0,∞),D(Aα))
and
|u(t)|α,σ ≤
√
2C0e
−(1−δ)t, ∀t ≥ t∗, (3.7)
where t∗ = 6σ/δ. Moreover, one has for all t ≥ t∗ that∫ t+1
t
|u(τ)|2α+1/2,σdτ ≤
3C20
2(1− δ)e
−2(1−δ)t. (3.8)
Proof. While the estimates below are formal, they can be justified by performing them at
the level of the Galerkin approximation and then passing to the limit. The estimates will
hold for the unique, regular solution u(t).
Part I: case σ > 0. Let ϕ(t) be a function in C∞(R) such that
ϕ((−∞, 0]) = {0}, ϕ([0, t∗]) = [0, σ], ϕ([t∗,∞)) = {σ},
and
0 < ϕ′(t) < 2σ/t∗ = δ/3 for all t ∈ (0, t∗).
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From equation (2.2), we have
d
dt
(Aαeϕ(t)A
1/2
u(t)) = Aαeϕ(t)A
1/2
(−Au− B(u, u) + f) + ϕ′(t)A1/2Aαeϕ(t)A1/2u. (3.9)
Taking inner product of the equation (3.9) with Aαeϕ(t)A
1/2
u(t) gives
1
2
d
dt
|u|2α,ϕ(t) + |A1/2u|2α,ϕ(t) = ϕ′(t)〈A2α+1/2e2ϕ(t)A
1/2
u, u〉
− 〈Aαeϕ(t)A1/2B(u, u), Aαeϕ(t)A1/2u〉+ 〈Aα−1/2eϕ(t)A1/2f, Aα+1/2eϕ(t)A1/2u〉.
Applying the Cauchy-Schwarz inequality, then Lemma 3.1 to the second term on the right-
hand side, we obtain
1
2
d
dt
|u|2α,ϕ(t) + |A1/2u|2α,ϕ(t)
≤ ϕ′(t)|u|2α+1/2,ϕ(t) +Kα|A1/2u|2α,ϕ(t)|u|α,ϕ(t) + |f(t)|α−1/2,ϕ(t)|u|α+1/2,ϕ(t),
≤ δ
3
|u|2α+1/2,ϕ(t) +Kα|A1/2u|2α,ϕ(t)|u|α,ϕ(t) +
3
4δ
|f(t)|2α−1/2,ϕ(t) +
δ
3
|u|2α+1/2,ϕ(t).
This implies
1
2
d
dt
|u|2α,ϕ(t) +
(
1− 2δ
3
−Kα|u|α,ϕ(t)
)
|A1/2u|2α,ϕ(t) ≤
3
4δ
|f(t)|2α−1/2,σ. (3.10)
Let T ∈ (0,∞). Note that |u(0)|α,ϕ(0) = |Aαu0| < 2C0. Assume that
|u(t)|α,ϕ(t) ≤ 2C0, ∀t ∈ [0, T ). (3.11)
Then for t ∈ (0, T ), we have from (3.10) and (3.6) that
d
dt
|u|2α,ϕ(t) + 2(1− δ)|A1/2u|2α,ϕ(t) ≤
3
2δ
|f(t)|2α−1/2,σ ≤
3C21
2δ
e−2λt. (3.12)
Applying Gronwall’s inequality in (3.12) yields for all t ∈ (0, T ) that
|u(t)|2α,ϕ(t) ≤ e−2(1−δ)t|u0|2α,0 +
3C21
2δ
e−2(1−δ)t
∫ t
0
e2(1−δ)τ · e−2λτdτ
≤ e−2(1−δ)t|u0|2α,0 +
3C21
4δ(λ− 1 + δ)e
−2(1−δ)t
=
(
|u0|2α,0 + C20
)
e−2(1−δ)t.
Combining this with condition (3.5) for the initial data, we obtain
|u(t)|2α,ϕ(t) ≤ 2C20e−2(1−δ)t,
which gives
|u(t)|α,ϕ(t) ≤
√
2C0e
−(1−δ)t, ∀t ∈ (0, T ). (3.13)
Asymptotic Expansion for Solutions of the Navier-Stokes Equations 13
In particular, letting t→ T− in (3.13) yields
lim
t→T−
|u(t)|α,ϕ(t) ≤
√
2C0 < 2C0.
By the standard contradiction argument, we have that the inequality in (3.11) holds for
all t > 0, and consequently, so does (3.13). Since ϕ(t) = σ for t ≥ t∗, the desired estimate
(3.7) follows (3.13).
For t ≥ t∗, integrating (3.12) from t to t+ 1 gives
2(1− δ)
∫ t+1
t
|A1/2u(τ)|2α,σdτ ≤ |u(t)|2α,σ +
3C21
2δ
∫ t+1
t
e−2λτdτ
≤ 2C20e−2(1−δ)t +
3C21
4δλ
e−2λt ≤ C20e−2(1−δ)t
(
2 +
λ− 1 + δ
λ
)
≤ 3C20e−2(1−δ)t.
Then estimate (3.8) follows.
Part II: case σ = 0. The proof is similar to Part I without using the function ϕ(t).
Here, we perform necessary calculations. First, using Sobolev norms, we have
1
2
d
dt
|Aαu|2 +
(
1− δ
2
−Kα|Aαu|
)
|Aα+1/2u|2 ≤ 1
2δ
|Aα−1/2f |2. (3.14)
As long as |Aαu(t)| ≤ 2C0 = δ/(2Kα) in [0, T ) for some T ∈ (0,∞], we have for t ∈ (0, T )
that
|Aαu(t)|2 ≤ |Aαu0|2e−2(1−δ)t + C
2
1e
−2(1−δ)t
δ
∫ t
0
e−2(λ−δ+1)τdτ
≤
(
C20 +
C21
2δ(λ− δ + 1)
)
e−2(1−δ)t = 2C20e
−2(1−δ)t.
This implies T =∞ and then also proves (3.7). Now, using (3.7) for the second term on the
left-hand side of (3.14), and then integrating in time gives
2(1− δ)
∫ t+1
t
|Aα+1/2u|2dτ ≤ |Aαu(t)|2 + 1
δ
∫ t+1
t
|Aα−1/2f |2dτ
≤ 2C20e−2(1−δ)t +
C21e
−2λt
2δλ
≤ 3C20e−2(1−δ)t.
This implies (3.8), and the proof is complete.
Remark 3.3. We point out that Proposition 3.2 is essentially an application of Leray-Hopf
energy inequality and the well-known fact (cf. [2]) that having control on the growth of the
rate of global energy dissipation, ǫ := supt≥0 ǫ(t), where ǫ(t) := ν‖∇u(t)‖2L2, can sustain
exponential decay in the spectrum of the corresponding solution. The need for proving
Proposition 3.2 comes from the fact that we require detailed information of the decay rates
of the solution and the particular effect on it from the body force, which is not immediately
available from [2], where the case of having a non-potential force is not treated.
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Considering decaying forces, we assume at the moment up to Proposition 3.4 that there
are numbers M∗, κ0 > 0 such that
|f(t)| ≤ M∗e−(1+κ0)t/2, ∀t ≥ 0. (3.15)
We recall estimate (A.39) of [9, Chap. II] for Leray-Hopf weak solutions (under the Basic
Assumption,)
|u(t)|2 ≤ e−t|u0|2 + e−t
∫ t
0
eτ |f(τ)|2dτ, ∀t > 0.
It then follows from (3.15) that
|u(t)|2 ≤ e−t(|u0|2 +M2∗ /κ0), ∀t > 0. (3.16)
By applying the Cauchy-Schwarz, Cauchy, and Poincare´ inequalities to the last term on
the right-hand side of (2.7), upon simplifying we obtain
|u(t)|2 +
∫ t
t0
‖u(τ)‖2dτ ≤ |u(t0)|2 +
∫ t
t0
|f(τ)|2 dτ,
for t0 = 0 and almost all t0 ∈ (0,∞), and all t ≥ t0. Using (3.16) for |u(t0)|2, and, again,
(3.15) yields∫ t0+1
t0
‖u(τ)‖2dτ ≤ e−t0
(
|u0|2 + M
2
∗
κ0
)
+
1
1 + κ0
M2∗ e
−(1+κ0)t0 ≤ e−t0
(
|u0|2 + 2M
2
∗
κ0
)
. (3.17)
For any t ≥ 0, let {tn}∞n=1 be a sequence in (0,∞) converging to t such that (3.17) holds
for t0 = tn. Then letting n→∞ gives∫ t+1
t
‖u(τ)‖2dτ ≤ e−t
(
|u0|2 + 2M
2
∗
κ0
)
. (3.18)
Proposition 3.4. Assume (3.15) and, additionally, that there are σ ≥ 0, α ≥ 1/2 and
λ0 ∈ (0, 1) such that
|f(t)|α,σ = O(e−λ0t) as t→∞. (3.19)
Let u(t) be a Leray-Hopf weak solution of (2.2). Then for any δ ∈ (1−λ0, 1), there exists
T∗ > 0 such that u(t) is a regular solution of (2.2) on [T∗,∞), and one has for all t ≥ 0 that
|u(T∗ + t)|α+1/2,σ ≤ K−α−1/2e−(1−δ)t, (3.20)
|B(u(T∗ + t), u(T∗ + t))|α,σ ≤ K−α−1e−2(1−δ)t, (3.21)
where K is the constant in Lemma 3.1.
Proof. First, we note that (3.21) is a direct consequence of (3.20). Indeed, applying Lemma
3.1 with the use of (3.20), we have for t ≥ 0,
|B(u(T∗ + t), u(T∗ + t))|α,σ ≤ Kα|u(T∗ + t))|2α+1/2,σ ≤ Kα
(e−(1−δ)t
Kα+1/2
)2
,
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which yields (3.21).
We focus on proving (3.20) now. Define
λ =
1− δ + λ0
2
∈ (1− δ, λ0).
We consider each case σ > 0 and σ = 0 separately.
(i) Case σ > 0.
Step 1. By (3.18) and (3.19), there exists t0 > 0 such that
|A1/2u(t0)| < C0(1/2, δ),
|f(t0 + t)|0,σ ≤ C1(1/2, δ, λ)e−λt, ∀t ≥ 0.
Applying Proposition 3.2 to u(t0 + ·), f(t0 + ·), α = 1/2 results in
|u(t0 + t)|1/2,σ ≤
√
2C0(1/2, δ)e
−(1−δ)t ≤ K−1/2e−(1−δ)t, ∀t ≥ t∗ = 6σ/δ.
Then by (3.1), we have for all t ≥ t∗ that
|Aα+1/2u(t0 + t)| ≤
(2α + 1
eσ
)2α+1
|eσA1/2u(t0 + t)| ≤
(2α + 1
eσ
)2α+1
|u(t0 + t)|1/2,σ
≤
(2α + 1
eσ
)2α+1
K−1/2e−(1−δ)t. (3.22)
Step 2. From (3.22) and (3.19) we deduce that there is a sufficiently large T > t0 + t∗ so
that
|Aα+1/2u(T )| ≤ C0(α + 1/2, δ),
|f(T + t)|α,σ ≤ C1(α+ 1/2, δ, λ)e−λt ∀t ≥ 0.
Applying Proposition 3.2 again to u(T+·), α := α+1/2, we obtain that there is T∗ > T+t∗
such that
|u(T∗ + t)|α+1/2,σ ≤
√
2C0(α + 1/2, δ)e
−(1−δ)t ≤ 1
Kα+1/2
e−(1−δ)t ∀t ≥ 0.
This yields (3.20) and completes the proof of Case (i).
(ii) Case σ = 0. We will apply Proposition 3.2 recursively to gain the exponential decay
for u(t) in higher Sobolev norms.
For j ∈ N, suppose
lim
t→∞
∫ t+1
t
|Aj/2u(τ)|2dτ = 0, (3.23)
and
|A(j−1)/2f(t)| = O(e−λ0t) as t→∞. (3.24)
Then there is T > 0 so that
|Aj/2u(T )| ≤ C0(j/2, δ),
|Aj/2−1/2f(T + t)| ≤ C1(j/2, δ, λ)e−λt ∀t ≥ 0.
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Applying Proposition 3.2 to u(T + ·), α := j/2, σ := 0, we obtain
|Aj/2u(T + t)| ≤
√
2C0(j/2, δ)e
−(1−δ)t ≤ 1
Kj/2
e−(1−δ)t ∀t ≥ 0,
and ∫ t+1
t
|A(j+1)/2u(τ)|2dτ = O(e−2(1−δ)t) as t→∞. (3.25)
Note, by (3.18), that (3.23) holds true for j = 1. Let m ∈ N ∪ {0} be given such that
α ≤ m/2 < α+ 1/2. (3.26)
Since α ≥ 1/2, condition (3.26) givesm ≥ 1. Also, observe that (3.26) implies (m−1)/2 <
α. Hence, by (3.19), condition (3.24) is satisfied for j = 1, 2, . . . , m. Now we repeat the
argument from (3.23) to (3.25) for j = 1, 2, . . . , m. Particularly, when j = m we obtain from
(3.25) that ∫ t+1
t
|A(m+1)/2u(τ)|2dτ = O(e−2(1−δ)t) as t→∞.
Since α ≤ m/2, this yields∫ t+1
t
|Aα+1/2u(τ)|2dτ = O(e−2(1−δ)t) as t→∞. (3.27)
Using (3.27) in place of (3.22), we can proceed as in Step 2 of part (i) and obtain (3.20).
The proof is complete.
4 Proofs of main results
We will use the following elementary identities: for β > 0, integer d ≥ 0, and any t ∈ R,∫ t
−∞
τdeβτ dτ =
eβt
β
d∑
n=0
(−1)d−nd!
n!βd−n
tn, (4.1)
∫ ∞
t
τde−βτ dτ =
e−βt
β
d∑
n=0
d!
n!βd−n
tn. (4.2)
The next lemma is a building block of the construction of the polynomials qn(t)’s. It
summarizes and reformulates the facts used in [14] and [15, Lemma 3.2], see also [17].
Definition 4.1. Let X be a Banach space with its dual X ′. Let u(t) and g(t) be functions
in L1loc([0,∞), X). We say g(t) is the X-valued distribution derivative of u(t), and denote
g = u′, if
d
dt
〈u(t), v〉 = 〈g(t), v〉 in the distribution sense on (0,∞), ∀v ∈ X ′, (4.3)
where 〈· , ·〉 in (4.3) denotes the usual duality pairing between an element of X and X ′.
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Lemma 4.2. Let (X, ‖ · ‖) be a Banach space. Suppose y(t) is a function in C([0,∞), X)
that solves the following ODE
y′(t) + βy(t) = p(t) + g(t)
in the X-valued distribution sense on (0,∞). Here, β ∈ R is a fixed constant, p(t) is an
X-valued polynomial in t, and g ∈ L1loc([0,∞), X) satisfies
‖g(t)‖ ≤Me−δt ∀t ≥ 0, for some M, δ > 0.
Define q(t) for t ∈ R by
q(t) =

e−βt
∫ t
−∞ e
βτp(τ)dτ if β > 0,
y(0) +
∫∞
0
g(τ)dτ +
∫ t
0
p(τ)dτ if β = 0,
−e−βt ∫∞
t
eβτp(τ)dτ if β < 0.
(4.4)
Then q(t) is an X-valued polynomial of degree at most deg(p) + 1 that satisfies
q′(t) + βq(t) = p(t), t ∈ R, (4.5)
and the following estimates hold:
(i) If β > 0 then
‖y(t)− q(t)‖ ≤
(
‖y(0)− q(0)‖+ M|β − δ|
)
e−min{δ,β}t, t ≥ 0, for β 6= δ, (4.6)
and
‖y(t)− q(t)‖ ≤ (‖y(0)− q(0)‖+Mt)e−δt, t ≥ 0, for β = δ. (4.7)
(ii) If β = 0 then
‖y(t)− q(t)‖ ≤ M
δ
e−δt, t ≥ 0. (4.8)
(iii) If β < 0 and
lim
t→∞
(eβty(t)) = 0, (4.9)
then
‖y(t)− q(t)‖ ≤ M|β|+ δ e
−δt, t ≥ 0. (4.10)
Proof. The fact that q(t) is a polynomial in t follows the identities (4.1) and(4.2). The
equation (4.5) obviously results from the definition (4.4) of q(t). It remains to prove estimates
(4.6), (4.8) and (4.10).
Let z(t) = y(t)− q(t), then
z′(t) + βz(t) = g(t) in the X-valued distribution sense on (0,∞).
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Multiplying this equation by eβt yields
(eβtz(t))′ = eβtg(t) in the X-valued distribution sense on (0,∞). (4.11)
For t0 ≥ 0, it follows (4.11) and [21, Ch. III, Lemma 1.1] that
eβtz(t) = ξ +
∫ t
t0
eβτg(τ)dτ, (4.12)
for some ξ ∈ X and almost all t ∈ (t0,∞).
Since eβtz(t) is continuous on [0,∞) and eβtg(t) ∈ L1loc([0,∞)), we have ξ = eβt0z(t0)
and equation (4.12) holds for all t ≥ t0. Hence, we obtain the standard variation of constant
formula
z(t) = e−β(t−t0)z(t0) + e−βt
∫ t
t0
eβτg(τ)dτ ∀t ≥ t0. (4.13)
(i) Case β > 0. Setting t0 = 0 in (4.13), we estimate
‖z(t)‖ ≤ e−βt‖z(0)‖+ e−βt
∫ t
0
eβτ‖g(τ)‖dτ ≤ e−βt‖z(0)‖+ e−βt
∫ t
0
eβτMe−δτdτ.
Since the last term is M(e−δt − e−βt)/(β − δ) if β 6= δ, and is Mte−δt if β = δ, we easily
obtain (4.6) and (4.7).
(ii) Case β = 0. Note from (4.4) that z(0) = y(0)− q(0) = − ∫∞
0
g(τ)dτ . Letting t0 = 0
in (4.12) gives
z(t) = z(0) +
∫ t
0
g(τ)dτ = −
∫ ∞
t
g(τ)dτ.
Hence
‖z(t)‖ ≤
∫ ∞
t
‖g(τ)‖dτ ≤
∫ ∞
t
Me−δτdτ =
M
δ
e−δt,
which proves (4.8).
(iii) Case β < 0. By (4.9) and the fact q(t) is a polynomial, we have eβtz(t) → 0 as
t→∞. Then letting t→∞ in (4.12) and setting t0 = t yield
z(t) = −e−βt
∫ ∞
t
eβτg(τ)dτ.
It follows that
‖z(t)‖ ≤ e−βt
∫ ∞
t
Me(β−δ)τdτ = e−βt
Me(β−δ)t
−β + δ =
M
|β|+ δ e
−δt,
which proves (4.10).
The remainder of this paper is focused on the proofs of main results, and will use the
following notation.
Notation. If n ∈ σ(A), we define Rn to be the orthogonal projection in H on the eigenspace
of A corresponding to n. In case n /∈ σ(A), set Rn = 0.
For n ∈ N, define Pn = R1 + R2 + · · ·+ Rn. Note that each vector space PnH is finite
dimensional.
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4.1 Proof of Theorem 2.2
We start by obtaining some additional properties for the force f(t) and solution u(t) which
we will make use of later.
By the expansion (2.8) of f(t) in E∞,σ0, for each N ∈ N and α ≥ 0, there exists a number
δN,α ∈ (0, 1) such that
∣∣∣f(t)− N∑
n=1
fn(t)e
−nt
∣∣∣
α,σ0
= O(e−(N+δN,α)t) as t→∞. (4.14)
Observe that we have the following immediate consequences:
(a) The relation (4.14) implies for each α ≥ 0 that f(t) belongs to Gα,σ0 for t large.
(b) Note that when N = 1, the function f(t) itself satisfies
|f(t)− f1(t)e−t|α,σ0 = O(e−(1+δ1,α)t).
Since f1(t) is a polynomial, it follows that
|f(t)|α,σ0 = O(e−λt), ∀λ ∈ (0, 1), ∀α ≥ 0. (4.15)
Consequently, for any ε > 0, α ≥ 0, and λ ∈ (0, 1), applying (4.15) with (λ + 1)/2
replacing λ, it follows that there is T > 0 such that
|f(T + t)|α,σ0 ≤ εe−λt ∀t ≥ 0. (4.16)
(c) Combining (4.15) for α = 0, with the Basic Assumption, we assume, without loss of
generality, for each λ ∈ (0, 1) that
|f(t)| ≤Mλe−λt, ∀t ≥ 0, for some Mλ > 0. (4.17)
For the solution u(t), we summarize the key estimates in section 3 into the following.
Claim. For any α ≥ 0 and δ ∈ (0, 1), there exists a positive number T∗ > 0 such that
u(t) is a regular solution on [T∗,∞), and one has for t ≥ 0 that
|u(T∗ + t)|α+1/2,σ0 ≤ e−(1−δ)t, (4.18)
|B(u(T∗ + t), u(T∗ + t))|α,σ0 ≤ e−2(1−δ)t. (4.19)
Proof of Claim. We apply Proposition 3.4. By (4.16), we have that (3.19) holds for
σ = σ0, any α ≥ 1/2 and any λ0 ∈ (0, 1). Also, (3.15) is satisfied because of (4.17).
Therefore (3.20) and (3.21) hold for σ = σ0, any α ≥ 1/2 and any δ ∈ (0, 1). These directly
yield (4.18) and (4.19).
Returning to the main proof, it suffices to prove that there exist polynomials qn’s for all
n ≥ 1 such that for each N ≥ 1 the following properties (H1), (H2), and (H3) hold true:
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(H1) qN ∈ P∞,σ0 .
(H2) For α ≥ 1/2,
∣∣∣u(t)− N∑
n=1
qn(t)e
−nt
∣∣∣
α,σ0
= O(e−(N+ε)t) as t→∞, ∀ε ∈ (0, δ∗N,α), (4.20)
where the numbers δ∗n,α’s, for α ≥ 1/2, are defined recursively by
δ∗n,α =
{
δ1,α, for n = 1,
min{δn,α, δ∗n−1,α+1/2}, for n ≥ 2.
(H3) The ODE (2.11) holds in E∞,σ0 for n = N .
We prove these statements by constructing the polynomials qN (t)’s recursively.
Base case: N = 1. Let k ≥ 1. By taking v ∈ RkH in the the weak formulation (2.6), we
have
d
dt
Rku+ kRku = Rk(f(t)−B(u(t), u(t))) (4.21)
in the RkH-valued distribution sense on (0,∞). (Since RkH is finite dimensional, “RkH-
valued distribution sense,” is simply the same as “distribution sense”.)
Let w0(t) = e
tu(t) and w0,k(t) = Rkw0(t). By virtue of the Hw-continuity of u(t) (see
(2.5)), we have w0,k ∈ C([0,∞), RkH). It follows from (4.21) that
d
dt
w0,k + (k − 1)w0,k = Rkf1 +RkH0(t), (4.22)
where
H0(t) = e
t(f(t)− F1(t)− B(u(t), u(t))), (4.23)
and F1 is defined in (2.10). Note that Rkf1(t) is an RkH-valued polynomial in t.
Let α ≥ 1/2 be fixed. Using (4.14) for N = 1 and applying (4.19) with δ = (1− δ1,α)/4,
there are T0 > 0 and D0 ≥ 1 such that for t ≥ 0,
et|f(T0 + t)− F1(T0 + t)|α,σ0 ≤ D0e−δ1,αt, (4.24)
et|B(u(T0 + t), u(T0 + t))|α,σ0 ≤ e(2δ−1)t = e−(1+δ1,α)t/2 ≤ e−δ1,αt. (4.25)
Then, by setting D1 = D0 + 1, we have
|H0(T0 + t)|α,σ0 ≤ D1e−δ1,αt, ∀t ≥ 0. (4.26)
We will now identify the components of the desired polynomial, q1(t), belonging to each
eigenspace RkH .
Case: k = 1. Applying Lemma 4.2(ii) to equation (4.22) with X = R1H , ‖ · ‖ = | · |α,σ0 ,
β = 0,
y(t) = w0,1(T0 + t), p(t) = R1f1(T0 + t), g(t) = R1H0(T0 + t),
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we infer that there is an R1H-valued polynomial q1,1(t) such that for any t ≥ 0
|w0,1(T0 + t)− q1,1(t)|α,σ0 ≤
D1
δ1,α
e−δ1,αt,
thus,
|R1w0(t)− q1,1(t− T0)|α,σ0 ≤
D1e
δ1,αT0
δ1,α
e−δ1,αt, ∀t ≥ T0. (4.27)
In fact,
q1,1(t) = ξ1 +
∫ t
0
R1f1(τ + T0)dτ for some ξ1 ∈ R1H. (4.28)
Case: k ≥ 2. We apply Lemma 4.2(i) to equation (4.22) with
y(t) = w0,k(T0 + t), p(t) = Rkf1(T0 + t), g(t) = RkH0(T0 + t),
where β = k−1 > δ1,α, and the norm ‖·‖ being | · |α,σ0 on the space X = RkH . In particular,
there is an RkH-valued polynomial, q1,k(t) such that for any t ≥ 0
|w0,k(T0 + t)− q1,k(t)|α,σ0 ≤ e−δ1,αt
(
|w0,k(T0)|α,σ0 + |q1,k(0)|α,σ0 +
D1
k − 1− δ1,α
)
,
which implies for all t ≥ T0 that
|w0,k(t)− q1,k(t− T0)|α,σ0 ≤ e−δ1,α(t−T0)
(
|wk(T0)|α,σ0 + |q1,k(0)|α,σ0 +
D1
k − 1− δ1,α
)
. (4.29)
In fact, for k ≥ 2
q1,k(t) = −e(1−k)t
∫ t
−∞
e(k−1)τRkf1(T0 + τ)dτ. (4.30)
Polynomial q1(t). Define
q1(t) =
∞∑
k=1
q1,k(t− T0), t ∈ R. (4.31)
We next prove that q1 ∈ P∞,σ0 . Write
f1(t+ T0) =
m∑
d=0
adt
d, for some ad ∈ E∞,σ0.
Clearly, by (4.28), R1q1(t+ T0) = q1,1(t) is a V-valued polynomial, and hence,
the mapping t 7→ R1q1(t+ T0) belongs to P∞,σ0. (4.32)
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We consider the remaining part (I −R1)q1(t+ T0). Using the integral formula (4.1),
(I − R1)q1(t + T0) =
∞∑
k=2
q1,k(t) =
∞∑
k=2
−e(1−k)t
∫ t
−∞
e(k−1)τ
( m∑
d=0
Rkadτ
d
)
dτ
=
∞∑
k=2
1
k − 1
m∑
d=0
d∑
n=0
(−1)d−nd!
n!(k − 1)d−n t
nRkad
=
∞∑
k=2
1
k − 1
d∑
n=0
( m∑
d=n
(−1)d−nd!
n!(k − 1)d−nRkad
)
tn.
Thus,
(I −R1)q1(t+ T0) =
d∑
n=0
bnt
n, (4.33)
where the coefficient bn, for 0 ≤ n ≤ d, is
bn =
∞∑
k=2
1
k − 1
( m∑
d=n
(−1)d−nd!
n!(k − 1)d−nRkad
)
.
For any µ ≥ 0, we have
|bn|2µ+1,σ0 = |Abn|2µ,σ0 =
∞∑
k=2
∣∣∣ 1
k − 1
m∑
d=n
(−1)d−nd!
n!(k − 1)d−nk · Rkad
∣∣∣2
µ,σ0
≤
∞∑
k=2
k2
(k − 1)2
( m∑
d=n
m!
n!
|Rkad|µ,σ0
)2
≤ 4
∞∑
k=2
(m!)2(m− n+ 1)2
(n!)2
|Rkad|2µ,σ0.
(Above, we simply used k/(k − 1) ≤ 2 for the last inequality.) Thus,
|bn|2µ+1,σ0 ≤
4(m!)2(m− n + 1)2
(n!)2
|(I − R1)ad|2µ,σ0 <∞. (4.34)
Therefore, bn ∈ E∞,σ0 for all 0 ≤ n ≤ d, and, by (4.33), the mapping t 7→ (I−R1)q1(t+T0)
belongs to P∞,σ0 . This, together with (4.32), implies that t 7→ q1(t + T0) belongs to P∞,σ0
and, ultimately, that t 7→ q1(t) belongs to P∞,σ0, as desired.
Remainder estimate. We estimate |u(t) − q1(t)e−t|α,σ0 now. Firstly, inequality (4.27)
yields
|R1(w0(t)− q1(t))|α,σ0 = O(e−δ1,αt). (4.35)
Secondly, we have from (4.29) that
∞∑
k=2
|Rk(w0(t)− q1(t))|2α,σ0
≤ 3e2δ1,αT0e−2δ1,αt
∞∑
k=2
(
|w0,k(T0)|2α,σ0 + |Rkq1(T0)|2α,σ0 +
D21
(k − 1− δ1,α)2
)
≤ D22e−2δ1,αt
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for all t ≥ T0, where
D22 = 3e
2δ1,αT0
{
|(I − R1)w0(T0)|2α,σ0 + |(I − R1)q1(T0)|2α,σ0 +D21
∞∑
k=2
1
(k − 1− δ1,α)2 )
}
<∞.
This implies
|(I − R1)(w0(t)− q1(t))|α,σ0 ≤ D2e−δ1,αt, ∀t ≥ T0. (4.36)
Combining (4.35) with (4.36) gives
|w0(t)− q1(t)|α,σ0 = O(e−δ1,αt),
and consequently,
|u(t)− q1(t)e−t|α,σ0 = O(e−(1+δ1,α)t). (4.37)
Thanks to (4.37), the polynomial q1(t) is independent of α. Hence the same q1 satisfies (4.37)
for all α ≥ 1/2, which proves (H2) for N = 1.
This proves (4.20) for N = 1.
Establishing the ODE (2.12). By (4.5) in Lemma 4.2, the polynomial q1(t) satisfies
d
dt
Rkq1(T0 + t) + (k − 1)Rkq1(T0 + t) = Rkf1(T0 + t), ∀k ≥ 1, ∀t ∈ R. (4.38)
For each µ ≥ 0, we have Aq1(T0 + t) and f1(T0 + t) belong to Gµ,σ0 . Hence, we can sum
over k in (4.38) and obtain
d
dt
q1(t) + (A− 1)q1(t) = f1(t) in Gµ,σ0 , ∀t ∈ R,
which implies that the differential equation (2.12) holds in E∞,σ0.
Therefore, q1 satisfies (H1), (H2), and (H3) for N = 1.
Recursive step. Let N ≥ 1. Suppose that there already exist q1, q2, . . . , qN ∈ P∞,σ0 that
satisfy (H2), and the ODE (2.11) holds in E∞,σ0 for each n = 1, 2, . . . , N .
We will construct a polynomial qN+1(t) that satisfies (H1), (H2), and (H3) with N + 1
replacing N .
Let α ≥ 1/2 be given and ε∗ be arbitrary in (0, δ∗N+1,α). Define
u¯N =
N∑
n=1
un and vN = u− u¯N .
Assumption (H2) particularly yields
|vN(t)|α+1/2,σ0 = O(e−(N+ε)t), ∀ε ∈ (0, δ∗N,α+1/2). (4.39)
Subtracting (2.11) for n = 1, 2, . . . , N from (2.2), we have
d
dt
vN + AvN +B(u, u)−
∑
m+j≤N
B(um, uj) = f −
N∑
n=1
Fn, (4.40)
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where the functions Fn’s are defined in (2.10). We reformulate equation (4.40) as
d
dt
vN + AvN +
∑
m+j=N+1
B(um, uj) = FN+1 + hN , (4.41)
where
hN = −B(u, u) +
∑
1≤m,j≤N
m+j≤N+1
B(um, uj) + f −
N+1∑
n=1
Fn
= −
{
B(u, u)−B(u¯N , u¯N)
}
−
{
B(u¯N , u¯N)−
∑
1≤m,j≤N
m+j≤N+1
B(um, uj)
}
+
{
f −
N+1∑
n=1
Fn
}
.
With this way of grouping, we rewrite hN as
hN = −B(vN , u)− B(u¯N , vN)−
∑
1≤m,j≤N
m+j≥N+2
B(um, uj) + F˜N+1, (4.42)
where
F˜N+1(t) = f(t)−
N+1∑
n=1
Fn(t).
Note in case N = 1 that neither of the following terms∑
m+j≤N
B(um, uj) in (4.40) nor
∑
1≤m,j≤N
m+j≥N+2
B(um, uj) in (4.42) will appear.
Estimate of hN (t). By (4.14) and Remark 2.3, we have
|F˜N+1(t)|α,σ0 = O(e−(N+1+δN+1,α)t) = O(e−(N+1+ε∗)t). (4.43)
It is also obvious that∑
1≤m,j≤N
m+j≥N+2
|B(um, uj)|α,σ0 =
∑
1≤m,j≤N
m+j≥N+2
e−(m+j)t|B(qm, qj)|α,σ0 = O(e−(N+1+ε∗)t). (4.44)
Take ε ∈ (ε∗, δ∗N+1,α) ⊂ (0, δ∗N,α+1/2) in (4.39), and set δ = ε − ε∗ ∈ (0, 1). Then we have
from the definition of un(t) and (4.18) that
|u¯N(t)|α+1/2,σ0 , |u(t)|α+1/2,σ0 = O(e−(1−δ)t). (4.45)
By Lemma 3.1 and estimates (4.39), (4.45), it follows that
|B(vN , u)|α,σ0, |B(u¯N , vN)|α,σ0 = O(e−(N+ε+1−δ)t) = O(e−(N+1+ε∗)t). (4.46)
Therefore, by (4.42), (4.43), (4.44) and (4.46),
|hN(t)|α,σ0 = O(e−(N+1+ε∗)t). (4.47)
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Construction of qN+1(t). Using the weak formulation of (4.41), which is similar to (2.6),
and then taking the test function, v, to be in RkH , we obtain
d
dt
RkvN + kRkvN +
∑
m+j=N+1
RkB(um, uj) = RkFN+1 +RkhN on (0,∞). (4.48)
Let wN(t) = e
(N+1)tvN(t) and wN,k = RkwN(t). Using (4.48), we write the ODE for wN,k
as
d
dt
wN,k + (k − (N + 1))wN,k =
(
RkfN+1 −
∑
m+j=N+1
RkB(qm, qj)
)
+HN,k, (4.49)
with HN,k(t) = e
(N+1)tRkhN(t). Note from (4.47) that
|HN,k(t)|α,σ0 = O(e−ε∗t).
Then there exist TN > 0 and D3 > 0 such that
|HN,k(TN + t)|α,σ0 ≤ D3e−ε∗t, ∀t ≥ 0. (4.50)
By the first property in (2.5), each wN,k(t) is continuous from [0,∞) to RkH .
We apply Lemma 4.2 to equation (4.49) on (TN ,∞) with space X = RkH , norm ‖ · ‖ =
| · |α,σ0, solution y(t) = wN,k(TN + t), constant β = k − (N + 1), polynomial
p(t) = RkfN+1(TN + t)−
∑
m+j=N+1
RkB(qm(TN + t), qj(TN + t)),
and function g(t) = HN,k(TN + t) which satisfies the estimate (4.50).
Case k = N + 1. We have β = 0, then Lemma 4.2(ii) implies that there is a polynomial
qN+1,N+1(t) valued in RN+1H such that
|wN,N+1(TN + t)− qN+1,N+1(t)|α,σ0 = O(e−ε∗t).
Thus,
|RN+1wN(t)− qN+1,N+1(t− TN)|α,σ0 = O(e−ε∗t). (4.51)
Case k ≤ N . Note that β < 0 and by (4.39) we have
lim
t→∞
(eβty(t)) = lim
t→∞
eβ(t−TN )wN,k(t) = e−βTN lim
t→∞
ektRkvN (t) = 0.
Then, by applying Lemma 4.2(iii), there is a polynomial qN+1,k(t) valued in RkH such
that
|wN,k(TN + t)− qN+1,k(t)|α,σ0 = O(e−ε∗t),
hence,
|RkwN(t)− qN+1,k(t− TN)|α,σ0 = O(e−ε∗t). (4.52)
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Case k ≥ N + 2. Similarly, β = k − N − 1 > ε∗ and, by using Lemma 4.2(i), there is a
polynomial qN+1,k(t) valued in RkH such that for t ≥ 0,
|wN,k(TN + t)− qN+1,k(t)|α,σ0 ≤
(
|RkvN (TN)|α,σ0 + |qN+1,k(0)|α,σ0 +
D3
k − (N + 1)− ε∗
)
e−ε∗t.
Thus
|RkwN(t)− qN+1,k(t− TN )|α,σ0
≤ eε∗TN
(
|RkvN (TN)|α,σ0 + |qN+1,k(0)|α,σ0 +
D3
k − (N + 1)− ε∗
)
e−ε∗t, ∀t ≥ TN . (4.53)
We define
qN+1(t) =
∞∑
k=1
qN+1,k(t− TN), t ∈ R.
It follows from (2.8) that fN+1 ∈ P∞,σ0 , and from the recursive assumptions that qm, qj ∈
P∞,σ0 for 1 ≤ m, j ≤ N ; then by (3.4), we have fN+1 −
∑
m+j=N+1B(qm, qj) ∈ P∞,σ0 .
Following the same proof that shows q1 ∈ P∞,σ0 , we argue similarly to show that qN+1 ∈
P∞,σ0 .
Estimate of vN+1(t). From (4.51) and (4.52), we immediately have
|PN+1(wN(t)− qN+1(t))|α,σ0 = O(e−ε∗t). (4.54)
Squaring (4.53) and summing over k ≥ N + 2, we obtain for t ≥ TN that
|(I − PN+1)(wN(t)− qN+1(t))|2α,σ0 =
∞∑
k=N+2
|Rk(wN(t)− qN+1(t))|2α,σ0
≤ 3e2ε∗TN
( ∞∑
k=N+2
|RkvN(TN)|2α,σ0 +
∞∑
k=N+2
|RkqN+1(TN)|2α,σ0
+
∞∑
k=N+2
D23
(k − (N + 1)− ε∗)2
)
e−2ε∗t.
Since the last three sums are convergent, we deduce
|(I − PN+1)(wN(t)− qN+1(t))|α,σ0 = O(e−ε∗t). (4.55)
From (4.54) and (4.55), we have
|wN(t)− qN+1(t)|α,σ0 = O(e−ε∗t). (4.56)
Therefore,
|vN+1(t)|α,σ0 = |vN(t)− e−(N+1)tqN+1(t)|α,σ0 = O(e−(N+1+ε∗)t). (4.57)
Thanks to (4.56), the polynomial qN+1(t) is independent of α and ε∗. Therefore, (4.57)
holds for any α ≥ 1/2 and ε∗ ∈ (0, δ∗N+1), which proves (H2) with N + 1 replacing N .
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Establishing the ODE (2.11) for n = N + 1. By our construction of the polynomials
qN+1,k(t) above, and by (4.5) in Lemma 4.2, the polynomial qN+1(t) satisfies
d
dt
RkqN+1(TN + t) + (k − (N + 1))RkqN+1(TN + t)
= RkfN+1(TN + t)−
∑
m+j=N+1
RkB(qm(TN + t), qj(TN + t)) ∀k ≥ 1, ∀t ∈ R.
This yields, for each k ≥ 1,
d
dt
RkuN+1(t) + ARkuN+1(t) +
∑
m+j=N+1
RkB(um(t), uj(t)) = RkFN+1(t), ∀t ∈ R. (4.58)
For any µ ≥ 0, since AuN+1(t),
∑
m+j=N+1B(um(t), uj(t)), FN+1(t) each is a Gµ,σ0-valued
polynomial, then summing up equation (4.58) in k gives
d
dt
uN+1 + AuN+1 +
∑
m+j=N+1
B(um, uj) = FN+1 in Gµ,σ0 .
Thus, the ODE (2.11) holds in E∞,σ0 for n = N + 1.
We have established the existence of the desired polynomial, qN+1(t), which completes
the recursive step, and hence, the proof of Theorem 2.2.
Remark 4.3. By using the extra information (2.13) in Remark 2.3, we can prove directly
the remainder estimate (4.20) for any ε ∈ (0, 1), which, in fact, is expected by (2.14).
Nonetheless, the above proof with specific ε ∈ (0, δ∗N,α) is more flexible and will be easily
adapted in section 4.3 below to serve the proof of Theorem 2.6.
4.2 Proof of Corollary 2.5
We follow the proof of Theorem 2.2. Since f1 ∈ V, there is N1 ≥ 1 such that f1 ∈ PN1H . As
a consequence, we see from (4.30) that q1,k = 0 for k > N1. Hence, q1(t) =
∑N1
k=1 q1,k(t− T0)
is a polynomial in PN1H .
For the recursive step, the functions fN+1, qm and qj (1 ≤ m, j ≤ N), in this case, are V-
valued polynomials. Hence, by (2.1), so is fN+1−
∑
m+j=N+1B(qm, qj). It follows that there
are at most finitely many k such that qN+1,k is nonzero. Since each qN+1,k is an V-valued
polynomial, clearly qN+1, as a finite sum of those, is a V-valued polynomial.
4.3 Proof of Theorem 2.6
We follow the proof of Theorem 2.2 closely and make necessary modifications. We prove part
(i), while the proof of part (ii) is entirely similar to that in Theorem 2.2 and thus omitted.
The same notation un(t), Fn(t), vn(t), u¯n(t) as in Theorem 2.2 is used here.
By (2.15) with N = 1,
et|f(t)− F1(t)|α∗,σ0 = O(e−δ1,α∗ t). (4.59)
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Also,
|f(t)|α∗,σ0 ≤ |f1(t)|α∗,σ0e−t + |f(t)− f1(t)e−t|α∗,σ0 = O(e−λt), ∀λ ∈ (0, 1). (4.60)
Using (4.60) and by applying Proposition 3.4, we have
|u(t)|α∗+1/2,σ0 = O(e−(1−δ)t), ∀δ ∈ (0, 1), (4.61)
|B(u(t), u(t))|α∗,σ0 = O(e−2(1−δ)t), ∀δ ∈ (0, 1). (4.62)
Base case: N = 1. Let α = α∗ and µ = µ∗.
In estimating H0(t) defined by (4.23), the estimate (4.24), resp., (4.25), comes from (4.59),
resp. (4.62). Hence we obtain the bound (4.26) for |H0(T0 + t)|α,σ0 . Then the existence and
definition of q1(t) are the same as in (4.28), (4.30) and (4.31).
Since f1 ∈ Pµ,σ0 , then the same proof gives q1 ∈ Pµ+1,σ0 , see (4.32), (4.33) and (4.34).
The remainder estimate (4.37) still holds true, which, for the current value α = α∗, proves
(2.16) for N = 1. Also, the ODE (2.12) holds in Gµ,σ0 (for the current µ = µ∗).
If N∗ = 1, then the proof is finished here. We consider N∗ ≥ 2 now.
Recursive step. Let 1 ≤ N ≤ N∗ − 1. Assume there already exist qn ∈ Pµn,σ0 for
1 ≤ n ≤ N , such that
|vN(t)|αN ,σ0 = O(e−(N+ε)t), ∀ε ∈ (0, δ∗N), (4.63)
and (2.11) holds in GµN ,σ0 for n = 1, 2, 3, . . . , N .
Let
α = αN+1 = αN − 1/2 ≥ 1/2, µ = µN+1 = µN − 1/2 ≥ α ≥ 1/2. (4.64)
Note for n = 1, 2, . . . , N that µn ≥ αn ≥ 1/2 and both µn, αn are decreasing, hence,
un(t), qn(t) ∈ Gµn,σ0 ⊂ GµN ,σ0 = Gµ+1/2,σ0 ⊂ GαN ,σ0 = Gα+1/2,σ0 , ∀t ∈ R. (4.65)
Rewrite (4.63) as
|vN(t)|α+1/2,σ0 = O(e−(N+ε)t), ∀ε ∈ (0, δ∗N). (4.66)
We now construct a polynomial qN+1 ∈ Pµ+1,σ0 such that (2.16) holds true with N + 1
replacing N , and the ODE (2.11), with n = N + 1, holds in GµN+1,σ0 = Gµ,σ0 .
We proceed with the construction of qN+1(t) as in the proof of Theorem 2.2 using the
specific values of α and µ in (4.64).
Note that equation (4.41) for vN still holds in the weak sense as in Definition 2.1.
• We check the estimate (4.47) for the function hN (t) defined by (4.42).
Let ε∗ ∈ (0, δ∗N+1). By (2.15) with N + 1 replacing N , we have
|F˜N+1(t)|α,σ0 = O(e−(N+1+δN+1)t) = O(e−(N+1+ε∗)t). (4.67)
Thanks to (4.65) and Lemma 3.1, estimate (4.44) stays the same as∑
1≤m,j≤N
m+j≥N+2
|B(um, uj)|α,σ0 = O(e−(N+1+ε∗)t). (4.68)
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Again, take ε ∈ (ε∗, δ∗N+1) ⊂ (0, δ∗N) in (4.66) and δ = ε− ε∗ ∈ (0, 1). Then we have
|u¯N(t)|α+1/2,σ0 = |u¯N(t)|αN ,σ0 = O(e−(1−δ)t), (4.69)
and by (4.61)
|u(t)|α+1/2,σ0 ≤ |u(t)|α∗,σ0 = O(e−(1−δ)t).
By Lemma 3.1 and estimates (4.66), (4.69), it follows that
|B(vN , u)|α,σ0, |B(u¯N , vN)|α,σ0 = O(e−(N+ε+1−δ)t) = O(e−(N+1+ε∗)t).
Therefore, by (4.67), (4.68) and (4.69), we again obtain (4.47).
• The same construction of qN+1(t) now goes through. Indeed, since fN+1 ∈ Pµ,σ0 , by
(4.65) and the fact that qm, qj ∈ Pµ+1/2,σ0 for 1 ≤ m, j ≤ N , it then follows from (3.3) that
fN+1 −
∑
m+j=N+1
B(qm, qj) ∈ Pµ,σ0 .
The same proof as for the case of q1 then yields that qN+1 ∈ Pµ+1,σ0 .
• For the estimate of vN+1(t), same arguments yield
|vN+1(t)|α,σ0 = |vN(t)− e−(N+1)tqN+1(t)|α,σ0 = O(e−(N+1+ε∗)t).
Since this holds for any ε∗ ∈ (0, δ∗N+1), the remainder estimate (2.16) holds true with
N + 1 replacing N .
• As for the ODE (2.11) with n = N + 1, the proof is unchanged from that of Theorem
2.2, noting that the ODE now holds in the corresponding space Gµ,σ0 .
We have proved that the polynomial qN+1 has the desired properties. This completes the
recursive step, and hence, the proof of Theorem 2.6.
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