[1] The functional form of instrumentally produced mass fractionation associated with MC-ICP-MS analysis is not accurately known and therefore cannot be fully corrected by traditional approaches of internal normalization using power, linear, or exponential mass-bias laws. We present a method for robust correction of instrumentally produced mass-fractionation of both spiked and unspiked samples that can be applied to mass analysis of Hf as well as Nd, Sr, Os, etc. Correction of 176 Hf/
Introduction
[2] The recent increase in availability of multiple collector inductively coupled plasma mass spectrometers (MC-ICP-MS), as well as recent advances in chemical separation techniques of Lu and Hf from rock and mineral matrices Münker et al., 2001] , has resulted in an increased interest in utilizing the Lu-Hf system as a geochronologic tool [e.g., Duchêne et al., 1997; De Sigoyer et al., 2000; Scherer et al., 2000 Scherer et al., , 2001 Philippot et al., 2001; Lapen et al., 2003] . Although the higher ionization efficiency of the ICP source results in a higher precision for 176 Hf/ 177 Hf isotope ratio measurements as compared to thermal ionization mass spectrometry (TIMS), it is difficult to assess the accuracy of these measurements, particularly for spiked samples, due to uncertainties in the instrumental mass-bias behavior associated with MC-ICP-MS [e.g., Vance and Thirlwall, 2002] and the large (up to $1%/amu) corrections that are required for Lu and Hf [e.g., Albarède and Beard, 2004] . For example, we observe that internal normalization using an exponential law fails to produce isotopic data from analytical session to analytical session (''day to day'') that matches the precision that should be attainable based on in-run (''internal'') statistics. The day-to-day variation we observe is up to 2e Hf ( 176 Hf/ 177 Hf = 0.282100 to 0.282216) for the same standard solution if the measured data are internally normalized using an exponential law, which is !4 times the external 2s error obtained for standard data during an individual analysis session. Several approaches have been taken to address these issues including adjustment of collector biases [e.g., Blichert-Toft et al., 1997; Vervoort and Blichert-Toft, 1999] or normalization to standard values [e.g., Amelin et al., 2000; Scherer et al., 2001; Woodhead et al., 2001] . A complete discussion of the possible origin of such discrepancies can be found in Albarède and Beard [2004] .
[3] A general law that accurately describes the instrumental mass-bias behavior for MC-ICP-MS does not exist yet, but a combination of internal normalization by exponential law and a final normalization to a standard of known composition run throughout the analytical session is an approach that yields accurate and reproducible 176 Hf/ 177 Hf isotope ratio measurements of unspiked samples over a wide range of isotopic compositions (e Hf % À30 to +70) in our lab. Analysis of samples that have been spiked with a mixed Lu-Hf tracer for 176 Hf/ 177 Hf and 176 
Lu/ 177
Hf measurements, however, is complicated because an exponential, power, or linear fractionation law cannot be used in spikesubtraction algorithms, as has been successively applied to Nd and Hf isotope analyses by TIMS in our lab. Here we present a method, which has its origins in the double-spike approach developed for Fe isotope ratio measurement [Johnson and Beard, 1999] , that simultaneously provides a solution for the spike-and mass-bias corrected 176 Hf/ 177 Hf ratio and the concentration of Hf in the sample. We show that this method results in spike-subtracted and mass-bias corrected data that is both accurate and precise, based on comparison of the long-term external reproducibility of unspiked and spiked samples and standard solutions. Although we present equations that are specific to Hf isotope analysis, the approach can be applied to other isotope systems such as Nd, Sr, Os, etc. We also present approaches to chemical processing that address issues of spike-sample equilibration that are unique to the Lu-Hf isotope system. Spike-sample equilibration is critical for Lu-Hf geochronology or for work on ancient samples, and can be quite challenging due to the extreme differences in chemical behavior of Lu and other REEs, relative to that of Hf [Unruh et al., 1984; Beard et al., 1998 ]. with 5 mL distilled 14 M HNO 3 three times and then repeated with 5 mL distilled 8 M HCl until no remaining precipitate is detected using a binocular microscope after centrifuging. These approaches are important for ensuring complete spike-sample equilibration, especially for refractory phases such as garnet and zircon; sample digestion within beakers set on a hotplate does not always result in spike-sample equilibration for these or other refractory phases.
Analytical Procedures
[6] For this study, chemical separation of Lu (and other REEs) and Hf from a rock or mineral matrix generally follows the chemical procedures of Münker et al. [2001] . Slight modifications to their elution scheme include a modified column size and geometry (0.8 cm I.D. by 2.2 cm tall containing 1.1-1.2 mL of resin, plus a larger 10 mL reservoir for acid), and modifications to the elution of the REEs (plus the major elements) to ensure very high yields of both Hf and all of the REEs. The REEs were separated from other elements with ion-exchange resin in 2.5M HCl.
The procedure for separation of lutetium from other REEs with 0.10M a-hydroxyisobutyric acid (HIBA) at 3.8 pH follows a slightly modified procedure and column geometry (2.5 mm I.D. by 28 cm tall) of Gruau et al. [1988] ; the lighter REEs were collected by stripping the resin with 6M HCl. Column yields are >85% 180 Ta. Zr/Hf is usually <10 and Ti/Hf ratios are <0.5. Attainment of low Ti/Hf ratios is particularly important to avoid anomalous mass-bias relations caused by matrix effects in the samples relative to those of pure standard solutions [e.g., Münker et al., 2001 ]. In the rare cases where Ti/Hf ratios exceed 0.5, the remaining (major) aliquot is passed through the ion-exchange separation again.
[8] Interferences on 176 Lu include 176 Yb and 176 Hf. Generally, isobaric interferences of 176 Yb are less than 0.5% of the 176 Lu peak, and 176 Hf is less than 0.5% of the 176 Lu peak. Tests show that the Hf contained in the Lu ''cut'' is isotopically normal blank Hf that originates in the 2-methyllactic-acid, and therefore may be accurately corrected. In addition, Yb has been determined to be isotopically normal and may therefore be corrected.
[9] The concentration of Hf and Lu in the sample solution is measured during this preliminary analysis. The concentrations of samples are adjusted to 40 ppb for Hf isotope analysis and 20 ppb for Lu isotope analysis. Variations in concentration have no effect on the precision of internally normalized 
Abundance Sensitivity
[10] The relatively high analyzer pressure in MC-ICP-MS instruments, as well as the small but significant energy distribution remaining for ions leaving the hexapol, in the case of the IsoProbe, makes correction of abundance sensitivity on both low and high-mass tails important. Abundance sensitivity is determined prior to each analytical session, and has been found to be constant over individual analytical sessions. It is noteworthy that the high-mass tail is extremely stable for a fixed hexapol gas flow over an entire analytical session. Therefore once corrected, the high-mass tail is a negligible contribution to the external reproducibility of the data.
[11] Two approaches, based on Thirlwall [2001] , were used to asses the abundance sensitivity of the IsoProbe during the course of this study. Hf tails measured on masses 165 and 181, respectively, are the effects of the 2 and 3 amu distant tails. The second approach, using 169 Tm to assess the highand low-mass tails to 3 amu away, is the same as the method described in Thirlwall [2001] . For isotope analysis of Hf, these two approaches, applied to the same data set, yield a consistent difference of 0.14 e-units for exponentially corrected 176 Hf/ 177 Hf for our AMES Hf standard. This shift, however, is not observed in measured data when a standard, such as JMC-475 or AMES Hf, is used to normalize the data, as discussed below. Furthermore, there is no correlation between the abundance of 178 Hf (from 0.27 to 0.84 for deliberately ''overspiked'' samples) and the measured 176 Hf/ 177 Hf in a given sample analyzed in our lab using either method of correcting abundance sensitivity. Although the method that uses 169 Tm to assess the abundance sensitivity is probably more robust over the long term, there is no measurable difference in rock or standard data presented here.
Hf Isotope Analysis
[12] Hafnium samples and standards are introduced into the mass spectrometer via a micro-concentric desolvating nebulizer (Cetac Aridus) in a 2% HNO 3 -1% HF matrix, at 20-60 ppb concentration of Hf (typically 40 ppb). Sixty-second on-peak zero measurements, prior to introduction of the sample, are made using the same blank acid that was used in sample preparation. Sample uptake is on the order of 50 ml/min or $2 ng Hf/min, and typically $5-20 ng Hf is consumed in one analysis of 30-50 10-second integrations. Total ion intensity for 40 ppb Hf solutions average about 9.5 Â 10 À11 A, where instrument sensitivity is generally a function of sample and skimmer cone age and tuning conditions. Isotope analyses are performed in static mode using the collector configuration listed in Table 2 . No collector biases are applied beyond those determined by the constant-current gain calibration prior to an analytical session.
[13] During hafnium isotope analysis, 176 Yb and 176 Lu isobaric interferences on 176 Hf and 180 W interference on 180 Hf are removed by monitoring masses 173, 175, and 182, respectively. The following isotope compositions were used for correction of isobaric interferences: 176 Yb/ 173 Yb = 0.7952 (determined by TIMS; this study), 176 Lu/ 175 Lu = 0.02656 [Patchett and Tatsumoto, 1980; Beard et al., 1998;  Hf less than 0.005% through chemical purification methods. Using this approach, we note that use of the measured 176 Lu/ 175 Lu ratio of a spiked sample for calculating subtraction of isobaric interferences on 176 Hf of the same sample produces significant discrepancy when comparing spiked and unspiked samples. Therefore we have decided to use the isotope ratio of natural Lu to correct for isobaric interferences because it is likely that the sample to blank (natural Lu) ratio of Lu in the Hf cut is very low. 
Hf Instrumental Mass Bias Correction (Unspiked Samples)
[15] The majority of instrumental mass bias for unspiked samples may be corrected by using internal normalization to 179 Hf/ 177 Hf = 0.7325 [Patchett and Tatsumoto, 1980] using an exponential law. Although widely applied to MC-ICP-MS analyses [e.g., Halliday et al., 1995; Blichert-Toft et al., 1997; Maréchal et al., 1999] , exponential mass fractionation may not completely correct instrumental mass bias [e.g., Vance and Thirlwall, 2002] . The exact cause of the failure, in detail, is unknown but factors such as changes in tuning conditions, sampler and skimmer cones used, nebulizer gas settings, collector bias, ion optics, and counting statistics [e.g., Albarède and Beard, 2004] all seem to be factors controlling the magnitude of error that results from using exponential mass fractionation corrections alone. However, we have observed that the difference between true and internally normalized measured isotope ratios for standard solutions remains constant over an analytical session of up to several days if tuning conditions remain unchanged. We therefore apply a second correction, after exponential mass fractionation correction to a constant 179 Hf/ 177 Hf, where the offset of exponentially corrected data are assumed to be linearly related to the true values. This relation is determined on a session-by-session basis using the average of standards run throughout the analytical session. In Figure 1a, Hf, combined by a linear correction based on the average of standards run during a specific session (AMES Hf; 176 Hf/ 177 Hf = 0.282160), results in long-term precision and accuracy for analyses of JMC-475 ( 176 Hf/ 177 Hf = 0.282165 ± 0.0045%, 2s, n = 30) over a variety of tuning conditions. In Figure 1b we compare the MC-ICP-MS results to those obtained by TIMS in the same laboratory, and the MC-ICP-MS data lie within the range determined by TIMS, although the TIMS data are significantly less precise.
Hf Instrumental Mass Bias Correction and Spike Subtraction (Spiked Samples)
[16] The approach described above for correction of instrumental mass bias for spiked samples is especially difficult, and the use of an exponential law or its approximation fails to produce data that have an external precision equal to that of unspiked samples. To solve for the true unknown isotope ratios of samples, we use a closed-form solution modified from the double-spike approach used for Fe isotope analysis by TIMS [Johnson and Beard, 1999] to simultaneously calculate mass-bias corrected and spike-subtracted isotope ratios, as well as the molar spike to sample ratio. This approach can be used for any element that has at least three isotopes that do not change by radiogenic ingrowth and at least one isotope that varies in abundance by radiogenic ingrowth (e.g., Sr, Nd, Hf, Os, etc. . .).
Our approach is to assume that the instrumental mass-bias determined by analysis of standard solutions of known isotopic composition, interspersed with samples throughout the analytical session, may be applied to samples through a linear relation.
[17] The instrumental mass-bias for a given sample that is bracketed by standards, or the average of standards run throughout the entire analytical session if instrumental mass-bias is stable, is used to determine a linear instrumental mass-bias coefficient relative to the accepted true values of the standard. This coefficient is then used to relate small differences in instrumental bias during analysis of unknowns through the relations below. Graphically, this is related to a tie-line to true values (Figure 2 ), whose slope is close to that of the relative mass differences in the isotope ratio, though not precisely because a linear mass fractionation law that uses integer mass-bias coefficients does not adequately describe measured data obtained by MC-ICP-MS.
[18] The instrumental mass-bias coefficients, a(i), are defined as: (1) - (3)) which is essentially an isotope abundance normalized slope of the line in two isotope ratio space.
The difference between the slope of the tie line and the slope derived from a line fit through the measured data is much smaller than depicted here. The ''offset'' simply represents the differences between the true and measured 177 Hf/ 180 Hf ratio at 177 Hf/ 179 Hf = truth (T). The exponential curve also has an offset from truth because it does not fully correct for instrumentally produced mass bias. The range in slope of the ''tie-line to truth'' during an analytical session is depicted in the inset; the total variability in slope during an analytical session is a function of the total drift of instrumental mass bias during an analytical session. Note that we use the inverse of the ratios as normally cast for ease in calculation.
[20] The instrumental mass-bias coefficients defined by equations 1-3 lie very close to those that would be determined using the mass differences of the ratios, such that a(176) ffi À1, a(179) ffi 1/2, and a(180) ffi 1/3, although we note that they may deviate by as much as 8.5% (1s), as determined by the slope of a best-fit line though measured data (Figure 2 ). This derivation simply illustrates that mass fractionation does not follow a linear mass fractionation law in our MC-ICP-MS.
[21] Because neither linear nor exponential massfractionation laws, as traditionally applied, completely correct MC-ICP-MS data, our approach of establishing a tie-line between measured data for a standard and the true isotopic composition may produce errors in corrections applied to samples if mass bias drift is significant. This is schematically illustrated in the inset of Figure 2 , where measured data lie along a line that will not, in general, intersect the true values, but will be offset by some amount. However, for virtually all analytical sessions in which proper tuning is established, instrumental drift is very small, 0.01%/mass over a 10-40 hour analytical session. Therefore determining an instrumental mass-bias coefficient, through a direct tie-line between measured data for standards and the accepted true values, does not add detectable uncertainty when used to correct samples if instrumental mass-bias drift is small.
[22] It is important to note that our approach assumes that the instrumental mass-bias coefficient determined by bracketing standards does not change between standard and sample analysis. This does not mean that, for example, the measured 179 Hf/ 177 Hf ratio remains constant over a standardsample-standard interval, but that the instrumentalbias coefficient used in a linear mass fractionation correction of a sample, relative to bracketing standards, remains essentially constant. Additional concerns associated with isotopic analysis of natural samples include more complex element matrices that may be absent in standards. The primary contaminant ions in the Hf cut include Ti and Zr, which, although not isobars, may affect instrumental mass-bias (e.g because of space-charge effects). For example, the highest Zr/Hf and Ti/Hf ratios we have measured in the Hf cut of natural samples is 15 and 2, respectively, and these may increase the absolute instrumental mass-bias by up to 0.015%/ mass. However, we have noted no change in the instrumental mass-bias coefficient at such levels of Zr and Ti in standards that would result in systematic errors in corrected isotope ratios; therefore our approach will correct these effects at the maximum contaminant level we observe. In contrast, sulfuric acid, even at m-molar levels, produces significant deviations in mass-bias coefficients that cannot be corrected using our approach, and therefore we conclude that the H 2 SO 4 -based chemical separation methods we previously developed [Barovich et al., 1995] are unsuitable to MC-ICP-MS analysis.
[23] The equation that is used to calculate the spikesubtracted and mass-bias corrected 176 Hf/
177
Hf isotope ratio is: 176 Hf 177 Hf corrected 
Following the approach of Johnson and Beard [1999] , equation 4 represents a solution of the unknown isotope ratio (here 176 Hf/ 177 Hf) based on a line that connects the unknown sample composition (U), the composition of the mixture of spike and sample (M), and the spike composition (S) in 3 isotope ratio space [see Johnson and Beard, 1999, Figure 1 ]. A major difference from the approach of Johnson and Beard [1999] is that 2 of the isotope ratios that define point ''U'' are known (e.g., the 179 Hf ratios). Therefore no analysis of an unspiked aliquot of sample is required in the approach presented here.
[24] The coefficients A, B, C, and D are defined for convenience, and generally follows those of Johnson and Beard [1999] The distance the instrumental mass-bias corrected spike and sample mixture lies along a tie-line, between the sample and spike in three isotope ratio space, is defined as h [Johnson and Beard, 1999] :
From equation (9), we can calculate the spike-tosample molar ratio by [Johnson and Beard, 1999] : Hf ratio to the classic isotope dilution equation.
[25] In Figure 3 and Tables 3 and 4 , we illustrate the efficiency of our mass-bias and spike-subtraction approach through comparison of Hf isotope analyses of three basalts with varying Ti, Zr, and Hf contents, over a range of molar spike-to-sample ratios (0.11 to 0.62 or Hf ratios and the spike-to-sample ratio (Table 3 ). The average 176 Hf/ 177 Hf ratios of unspiked and spiked samples are identical, as are the external 2s errors (Figure 3 , Tables 3 and 4) . 176 Hf/ 177 Hf data for the rock standards BCR-1 and BHVO-1 analyzed in this study agree well with previously published values for these samples (Table 4) , thus demonstrating inter-lab agreement for whole rock analyses.
Lu Isotope Analysis
[26] Lutetium isotope analysis is quite similar to Hf analysis, although the sample is introduced into the MC-ICP-MS in 2% HNO 3 as a mixed 20 ppb Lu-30 ppb Er solution. Collector configuration is listed in Table 2 Hf/ 177 Hf are adjusted to the mass-bias observed in the sample through exponential normalization using 167 Er/ 166 Er = 0.6841 prior to interference corrections. Sample concentration and purity is monitored by an initial test of very dilute sample as described above. If the 176 Yb correction is larger than 0.5% of the 176 Lu ion intensity, the sample is passed through chemistry again because experience has shown that larger corrections yield ratios determined from spiked mixtures of AMES Lu and Hf solutions are generally ±0.2% (2s) over a wide range of molar spike to sample ratios (between 0.11 to 0.65). Lu/ 177 Hf isotope ratios of physical mixtures of garnet and hornblende from a 1 b.y. rock, the Gore Mountain garnet amphibolite from the Adirondack Mountains, NY [McLelland et al., 1988] . The $1 Ga age of this rock produces a significant slope for a Lu-Hf isochron, which is Hf/ 177 Hf data also include TIMS data for the same rock samples ; both the TIMS and MC-ICP-MS data are normalized to JMC-475 Hf of 0.282160. MC-ICP-MS data was collected during different analytical sessions and demonstrates that there are no differences between spike-subtracted and unspiked data during these separate analytical sessions using our approach (Table 3) . a mixing line within error ( Figure 5 ; Table 3 ), demonstrating that both spike-sample equilibration and accurate spike-subtraction was attained. Also, as part of this test, we aliquoted each sample and added the mixed Lu-Hf spike to one aliquot of each. The two aliquots of spiked and unspiked samples have identical 176 Hf/
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Hf isotope ratios within an external reproducibility of ±0.6 e Hf (2s ;  Table 3 ).
[30] The calculated ''mixing-line'' age of the Gore Mountain garnet amphibolite (1041.6 ± 6.6 Ma [2s], MSWD = 0.93; Figure 5 ) is consistent with Sm-Nd and Lu-Hf age estimates from the same locality (1051 ± 4 Ma and 1035 ± 17 Ma, respectively, Mezger et al. [1992] and Scherer et al. [2000] ). The Lu-Hf age reported in Scherer et al. [2000] was adjusted to theThis approach is advantageous because it may be incorporated into closed-solution spike-subtraction algorithms, producing an external precision for isotope data that is the same as that for unspiked samples (overall, an external reproducibility of ±0.005% for 176 Hf/ 177 Hf ratios).
[33] Spike-sample equilibration is demonstrated for our sample dissolution protocol by a test using physical mixtures of two minerals from a 1 Ga rock. This type of test is important because any disequilibrium between sample and spike, or errors in spike subtraction for Hf, will result in an error in the calculated age and initial isotope ratios. Our external reproducibility of measured 176 Lu/ 177 Hf ratio is $±0.2% (2s) for mixed Lu-Hf standard solutions, BCR-1 rock standard (Table 4) , and our tests with 1 Ga rocks from Gore Mountain, NY.
