Weyl function of a Hermitian operator and its connection with
  characteristic function by Derkach, Vladimir & Malamud, Mark
ar
X
iv
:1
50
3.
08
95
6v
2 
 [m
ath
.SP
]  
1 J
un
 20
15
WEYL FUNCTION OF A HERMITIAN OPERATOR AND ITS
CONNECTION WITH CHARACTERISTIC FUNCTION
VLADIMIR DERKACH, MARK MALAMUD
Contents
1. Introduction 1
2. Almost solvable extensions 4
3. Weyl Functions and Q–Functions of Hermitian Operators 9
4. Spectra of Extensions and Weyl Function 13
5. Extensions of positive operators and Weyl function 18
5.1. Positive boundary triplets 18
5.2. Stieltjes class 19
5.3. A criterion for finiteness of the negative spectrum 22
6. Characteristic functions of almost solvable extensions 23
6.1. Characteristic function by A.V. Shtrauss 23
6.2. Class ΛJ 24
7. Ordinary Differential Operators with Bounded Operator Coefficients 31
7.1. Operators on finite intervals 31
7.2. Operators on the half-line 32
8. Sturm–Liouville Operator with Semi-Bounded Operator Potential 33
9. Schro¨dinger Operator in R3\{0} 39
10. Laplace Operator in Domains with Piecewise Smooth Boundary 40
10.1. Domain with One Incoming Angle 40
10.2. Domain with Finite Number of Incoming Angles 41
10.3. Unbounded Domain with One Incoming Angle 43
References 44
1. Introduction
Let A be a closed symmetric operator with a dense domain dom (A) in a separable Hilbert
space H , and having equal deficiency indices (n, n) with n ≤ ∞. Characteristic operator func-
tions of the operator A, as well as characteristic operator functions of its self-adjoint extensions,
introduced originally as a subject in seminal papers by M.S. Livsicˇ [43]-[44] and were studied
afterwards in numerous papers (see for instance [3]-[6], [11], [30], [39]-[41], [50], [52]-[34], [52]
and references therein).
In this paper we present a new approach to the concept of the characteristic operator
function, which differs from that used in the abovementioned papers and which seems to be
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more simple and natural. It is based on the abstract version of the second Green formula,
formalized in the notion of the ”abstract boundary value” [28], [29], [46], and is closed to the
approach elaborated by A.N. Kochubej in [30].
Let us briefly describe the content of the paper. First we remind the following definition
(see [28]).
Definition 1.1. Let H be a Hilbert space, and let Γ0 and Γ1 be linear mappings from dom (A∗)
to H. A triplet {H,Γ0,Γ1} is called a boundary triplet for the operator A∗, if:
(i) the following abstract Green identity holds
(1.1) (A∗f, g)H − (f, A∗g)H = (Γ1f,Γ0g)H − (Γ0f,Γ1g)H, f, g ∈ domA∗;
(ii) and the mapping Γ =
(
Γ1
Γ0
)
: domA∗ → H⊕H is surjective.
In the following definition we introduce a class of extensions of the operator A, which is
quite useful in many questions, and, in particular, for our purposes. An extension A˜ of the
operator A is called a proper extension, if A ⊂ A˜ ⊂ A∗.
Definition 1.2. A proper extension A˜ of the operator A will be called almost solvable (a.e.),
if there exists a boundary triplet {H,Γ0,Γ1} and an operator B ∈ [H], such that
(1.2) dom (A˜) = {f ∈ dom (A∗) : Γ1f = BΓ0f}.
A proper extension A˜ of the operator A, determined by the equality (1.2) will be denoted by AB.
The class of almost solvable extensions is big enough, as follows from the results of
Section 2, were two criteria for an extension A˜ to be almost solvable are presented. Let us notice
that the class of almost solvable extensions of A contains proper extensions A˜ of the operator
A with two regular points z1, z2 ∈ ρ(A˜), such that Im z1 · Im z2 < 0 (see Proposition 2.8), and
it contains all proper extensions A˜ of A whenever the defect index of A is finite.
Let us also note that the scope of the method is not restricted to the class of almost
solvable extensions of symmetric operators only. Certain results are obtained for extensions
determined by (1.2) with unbounded B ∈ C(H) (see Propositions 4.1-5.2, Theorems 4.6, 5.6).
In Section 3, influenced by the analogy with the Sturm-Liouville operator, we associate
to each boundary triplet {H,Γ0,Γ1} an operator valued function M(z) via the equality
M(z)Γ0fz = Γ1fz (fz ∈ Nz, z ∈ ρ(A0)).
It is shown that M(z) is holomorphic on ρ(A0) operator-valued function with values in [H]
where A0 = A
∗
0 = A
∗⌈ker Γ0. In what follows M(z) will be called the abstract Weyl function.
We show (Theorem 3.8), that it is a Q – function (in the sense of M.Krein and H.Langer [33]) of
the symmetric operator A, corresponding to the extension A0. In particular, it belongs to the
class (RH) 1 and determines the pair {A,A0} uniquely up to the unitary equivalence provided
that A is simple. Therefore in the later case the spectrum of A0 is implicitly described by
means of the Weyl function.
For every symmetric operator A the Weyl function M(z) plays a role similar to that of
the classical Weyl function 2 mh(z) ([45], [48]) for the Sturm-Liouville operator on the half-line,
1Class (RH) consists of functions F (z) holomorphic in the upper half-plane C+, taking values in [H] and
such that ImF (z) ≥ 0 for z ∈ C+. All required information on the class (R) can be found in [35].
2Weyl function in the papers [45], [48] differs by the sign from the function mh(z) in [47]
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and coincides with the latter for an appropriate choice of the boundary triplet. Further, if A
is a minimal differential operator of order 2n on the half-line with the deficiency index (n, n),
then M(z) coincides with the characteristic matrix [47] of certain its extension AB = A
∗
B. In
the case of a differential operator A with operator-valued coefficient considered either on a
finite interval [49], or on a semi-axes [51], the operator-valued functionM(z) coincides with the
characteristic function introduced in [49] and [51], respectively.
In the case of a nonnegative operator A, a criterion for the Weyl function M(z) to belong
to the Stieltjes class (S) [35] is given (see Theorem 5.6). Moreover, a connection is found between
the operator-valued function M(z) on the one hand, and the operator-valued functions QF (z)
QM (z) introduced in [37] on the other hand. Note in this connection that QF (z) QM(z) are
not properly Q-functions in the sense of [33].
Let us notice that in the upper half plane the abstract Weyl function M(z) is a linear-
fractional transform of the characteristic function of the symmetric operator A introduced in
[30], which, up to non-essential details, turns out to be the characteristic function [55] in the
sense of A.V. Shtraus.
The main result of Section 4 states that for any boundary triplet {H,Γ0,Γ1} for A∗, any
pair of proper extensions ABk of A with Bk ∈ C(H) (k = 0, 1), the following equivalences hold:
(AB1 − z)−1 − (AB0 − z)−1 ∈ S(H) ⇐⇒ (B1 −M(z))−1 − (B0 −M(z))−1 ∈ S(H)
⇐⇒ (B1 − ξ)−1 − (B0 − ξ)−1 ∈ S(H).
Here M(z) is the corresponding Weyl function, S(H) denotes a two-sided ideal in [H ], z ∈
ρ(AB0 ∩ ρ(AB1), and ξ ∈ ρ(B0) ∩ ρ(B1). As immediate consequences of this result we derive
certain statements (see Corollaries 4.3-4.9) regarding the asymptotic behavior of the spectrum
of the operator AB.
In Section 5 the negative spectrum of a self-adjoint extension AB = A
∗
B (B ∈ [H])
of a nonnegative operator A ≥ 0 is investigated. It is shown here that the dimensions of
the ”negative” spectral subspaces EAB(−∞, 0) and EB−M(0)(−∞, 0) of the operators AB and
B −M(0), respectively, coincide. This statement extends and generalizes the results from [9],
[32], [46], and coincides with them in the case of a uniformly positive operator A and a special
choice of a boundary triplet (such a choice ensures that M(0) = 0 whenever mA > 0).
In Section 6 characteristic functions of almost solvable extensions of the operator A are
studied. As is known [22], if a minimal Sturm-Liouville operator A on the half-line is in
the limit point case at ∞, then the characteristic function Θ(z) of its extension Ah (Ahy =
−y′′ + q(x)y, y′(0) = hy(0), h 6= h) is connected with the classical Weyl function m∞(z) by a
linear-fractional transformation
Θ(z) = (m∞(z) + h)(m∞(z) + h)
−1.
In Theorem 5.6 it is shown that for the characteristic function of almost solvable extension
AB (see (1.2)) of A an analogous formula holds, with m∞(z) and h replaced by M(z) and the
operator B from (1.2), respectively. Also, the inverse problem for characteristic function of
a.s. extensions is solved, i.e. a criterion for an analytic operator-valued function Θ(z) to be a
characteristic function of a.s. extension AB of a symmetric operator A. Notice also, that the
proof of this result is essentially relied on the Kre˘ın-Langer construction from [34].
In Sections 7-10 different differential operators are considered, for which Weyl functions
and characteristic functions are found and spectra of extensions are investigated. Namely,
ordinary differential operators are studied in Section 7, differential operators with unbounded
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operator coefficients are studied in Section 8, Shro¨dinger operator in R3\{0} and Laplacian op-
erator in domains Ω ⊂ R2 with non-smooth boundaries are studied in Section 9 and Section 10,
respectively. Let us note that while the boundary triplets for operator A∗ from Sections 7-9
were found in [14], [18], [42], [49], the boundary triplet for operator A∗ from Section 10 is
constructed here for the first time.
In conclusion, let us emphasize that a boundary triplet plays a role of a ”coordinate
system” in analytic geometry. It leads to a natural parametrization of the proper extensions of
A by means of linear relations (multi-valued operators) in H. An adequate treatment of certain
spectral problem for extensions can be achieved by using an appropriate boundary triplet.
In particular, the A.V. Shtraus’ approach [54], based on the J.von Neumann theory, is
equivalent, in essence, to a choice of a ”canonical” boundary triplet. However, as it is clear
from numerous examples (see for instance sections 7-9) to each differential expression one
associates a natural boundary triplet, which in general, is very far to be ”canonical”. However,
all the computations, connected with the characteristic function, and description of spectral
properties of extensions, become more explicit and simpler, if the corresponding boundary
triplets are naturally related to the problem. Therefore, we see the main advantage of the
proposed approach in the flexibility of a choice of a boundary triplet.
In what follows we use the following notations:
• C+(C−) – open upper (lower) half-plane;
• H,H – Hilbert spaces;
• [H1,H2] – the set of bounded linear operators from H1 to H2; if H1 = H2 = H, then
[H1,H2] = [H];
• C(H) – the set of closed densely defined operators in H;
• S(H) – two-sided ideal in the ring [H];
• S∞(H) – the set of compact operators in H;
• sj(B) = λj((B∗B)1/2) – s-numbers of the operator B ∈ S∞(H);
• BI = ImB = (B − B∗)/2i – imaginary component of the operator B ∈ [H].
• A – symmetric operator in H , dom (A) – its domain,
• Mz = (A− z)dom (A), Nz = M⊥z¯ = ker(A∗ − z),
• n±(A) = dimN±i – deficiency index of the operator A;
• A˜ – proper extension of the operator A, i.e. A ⊂ A˜ ⊂ A∗,
• σp(A˜), σc(A˜), σr(A˜) – point spectrum, continuous spectrum and residual spectrum of
the operator A˜;
• ρ(A˜), ρ̂(A˜) – its resolvent set and the field of regularity of A, respectively;
• σ(A˜) := C \ ρ(A˜), σ̂(A˜) := C \ ρ̂(A˜) – spectrum and the core of the spectrum of the
operator A˜;
• RA˜(λ) = (A˜− λ)−1 – the resolvent of the operator A˜;• AF , AK — Friedrichs extension and Kre˘ın extension [32] of the nonnegative operator A.
2. Almost solvable extensions
In this section we consider proper extensions A˜ of a symmetric operator A and find
certain sufficient conditions and criteria for A˜ to be almost solvable. Some useful properties of
boundary triplets for A∗ will also be established.
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With each boundary triplet {H,Γ0,Γ1} for A∗ one associates two self-adjoint extensions
A0 and A1 of the operator A by setting:
(2.1) dom (A0) = ker Γ0, dom (A1) = ker Γ1.
Clearly, the extensions A0 and A1 are transversal in the sense of the following definition.
Definition 2.1. Two proper extensions A˜0 and A˜1 of an operator A are called disjoint if
(2.2) dom (A˜0) ∩ dom (A˜1) = dom (A),
They are called transversal, if in addition
(2.3) dom (A˜0) + dom (A˜1) = dom (A
∗).
The converse statement is also true (see Corollary 2.3 of Proposition 2.4). Now we only
notice that for each extension A˜1 = A˜
∗
1 of the operator A there is an extension A˜0 = A˜
∗
0 of
A transversal to A˜1 and a ”canonical” boundary triplet {H,Γ0,Γ1}, corresponding to the pair
(A˜0, A˜1) in the sense of equalities (2.1) for A0 = A˜0 and A1 = A˜1. Indeed, in accordance with
the second J. von Neumann formula
dom (A˜1) = dom (A)∔ (I − V )Ni, where V ∈ [Ni,N−i]
is an isometry from Ni onto N−i. The operator A˜0 = A˜∗0 defined by
dom (A˜0) = dom (A)∔ (I + V )Ni
will be called canonically transversal to the operator A˜1. Setting
(2.4) Γ00 = −P−i + V Pi, Γ01 = iP−i + iV Pi, H0 = N−i,
one obtains a ”canonical” boundary triplet {H,Γ00,Γ01} constructed in [28] where P±i are pro-
jections from dom (A∗) onto N±i parallel to dom (A) + N∓i. Clearly, A˜0 and A˜1 are given by
formulas (2.1).
In what follows, by abuse of language, a triplet {H,Γ00,Γ01} will be called a ”canonical”
boundary triplet corresponding to the operator A˜0 = A˜
∗
0 (or A˜1).
Proposition 2.2. Let {H,Γ0,Γ1} and {H,Γ0,Γ′1} be two boundary triplets with a common
boundary space H and the operator Γ0. Then there exists an operator K = K∗ ∈ [H], such that
(2.5) Γ1 = Γ
′
1 +KΓ0.
Proof. Taking a difference of two equalities (1.1) written down for each of boundary triplets
yields
(2.6) (Γ0f, (Γ1 − Γ′1)g) = ((Γ1 − Γ′1)f,Γ0g), f, g ∈ dom (A∗).
Let us establish the implication:
(2.7) Γ0g = 0 ⇒ Γ1g = Γ′1g
Let us choose a vector f ∈ dom (A∗), such that Γ0f = (Γ1 − Γ′1)g. Inserting such vector f
into (2.6) implies
‖(Γ1 − Γ′1)g‖2 = ((Γ1 − Γ′1)g,Γ0g) = 0 =⇒ Γ1g = Γ′1g.
Let us define the operator K : H → H by setting
KΓ0f = Γ1f − Γ′1f (f ∈ dom (A∗)).
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In view of the implication (2.7) the operator K is well defined. It follows from (2.6) that the
operator K is symmetric
(Γ0f,KΓ0g)H = (KΓ0f,Γ0g)H,
and since dom (K) = H, it is bounded and selfadjoint, K = K∗ ∈ [H]. ✷
Corollary 2.3. Let under the assumptions of Proposition 2.2 the operators Ai = A
∗
i (i = 0, 1)
are defined by the equality (2.1) and dom (A′1) = ker Γ
′
1. Then the operators A˜1 and A˜
′
1 are
transversal if and only if the operator K is boundedly invertible, i.e. K−1 ∈ [H]. In this case
the triplet {H,Γ0,Γ′1}, with Γ′1 = K−1Γ1 is also a boundary triplet.
Proof. The invertibility of the operator K in a wide sense is equivalent to the relation:
dom (A1) ∩ dom (A′1) = dom (A). The rest is evident. ✷
Let {H,Γ0,Γ1} be a boundary triplet for the operator A∗. Endowing dom (A∗) with the
graph norm one obtains a Hilbert space, in which every subspace 1 M, containing dom (A), de-
termines a closed proper extension of the operator A. The mapping Γ : y →
(
Γ1y
Γ0y
)
determines
a topological isomorphism between dom (A∗)/dom (A) and H2 :=
(H
H
)
which establishes a
bijective correspondence between closed proper extensions A˜ of the operator A and subspaces
in H2.
(2.8) A ⊂ A˜ ←→ MA˜ = {Γy : y ∈ dom (A˜)}
Proposition 2.4. A proper extension A˜ of the operator A is almost solvable if and only if it
is transversal to some self-adjoint extension A˜0 = A˜
∗
0 of the operator A. In this case for every
boundary triplet {H,Γ0,Γ1}, for which ker Γ0 = dom (A˜0), there exists an operator B ∈ [H],
such that A˜ = AB, i.e. (1.2) holds.
Proof. Let A˜ be an a.s. extension of the operator A. Then there exists a boundary triplet
{H,Γ0,Γ1}, such that dom (A˜) = ker(Γ1 − BΓ0), i.e. A˜ = AB. Define A˜0 = A˜∗0, by setting
f ∈ dom (A˜0) ⇔ f ∈ dom (A∗) Γ0f = 0,
and check the transversality of the extensions AB and A˜0. Clearly, the condition
dom (A˜0) ∩ dom (AB) = dom (A),
is fulfilled. Let us check the condition
(2.9) dom (A˜0) + dom (AB) = dom (A
∗),
assuming that f ∈ dom (A∗) and Γ0f = ϕ 6= 0 (since Γ0f = 0 implies f ∈ dom (A˜0)). Let us
choose a vector g ∈ dom (A∗), such that Γ0f = ϕ and Γ1f = Bϕ. Then g ∈ dom (A˜B), since
Γ1f −BΓ0g = Bϕ−Bϕ = 0, and f − g ∈ dom (A˜0), since Γ0(f − g) = ϕ− ϕ = 0. Therefore,
f = g + (f − g) ∈ dom (A˜B) + dom (A˜0)
and hence (2.9) is proven.
Let us prove the converse statement. Let A˜1 = A˜
∗
1 be an operator canonically transversal
to the operator A˜0, let {H,Γ00,Γ01} be the corresponding boundary triplet of the form (2.4), and
1Subspace means a closed linear subspace
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let M = M˜A˜ be a subspace of H00 ⊕H01, corresponding to A˜ in the sense of (2.8). It is easy to
see that the transversality of the operators A˜0 and A˜1 is equivalent to the equality
(2.10) H01 ∔M = H00 ⊕H01.
In turn, (2.10) holds if and only if M is a graph of a bounded operator B : H00 → H01. Indeed,
if M is a graph of a bounded operator, then clearly (2.10) is in force. Conversely, if the sum
in (2.10) is direct, then M has no elements of the form (x, 0), i.e. M is a graph of a closed
operator B : H00 → H01. Further, if dom (B) 6= H00, then there exists x2 ∈ H00, x2 ∈ dom (B),
and hence (0, x2) ∈ H01 ∔M, what contradicts to (2.10). This proves the statement. ✷
Corollary 2.5. Let A˜1 = A˜
∗
1, and let A˜0 = A˜
∗
0 be transversal extensions of the operator A.
Then there exists a boundary triplet {H,Γ0,Γ1}, such that (2.1) are in force.
Proposition 2.6. Let A˜0 and A˜1 be proper extensions of the operator A, having common regular
points z1 ∈ C+ and z2 ∈ C− and let the operators Xz : Nz¯ → Nz be defined by
(2.11) Xz =
[
(A˜1 − z)−1 − (A˜0 − z)−1
]
Nz¯
(z ∈ C+ ∪ C−).
Then the operators A˜0 and A˜1 are transversal if and and only if the operators Xz1 and Xz2 are
boundedly invertible, i.e.
(2.12) kerXzk = 0 and X
−1
zk
∈ [Nzk ,Nz¯k ] (k = 1, 2).
Proof. Notice first, that the condition kerXz = 0 (z ∈ ρ(A0) ∩ ρ(A1)) is equivalent to the
condition (2.2).
If the extensions A˜0 and A˜1 are transversal, then in view of the condition (2.3) for every
vector f ∈ H there are vectors ϕ0 and ϕ1 ∈ H , such that (A˜0 − z)−1ϕ0 + (A˜1 − z)−1ϕ1 = f . If
f ∈ Nz, then applying the operator A∗ − z to the latter equality, one obtains ϕ0 + ϕ1 = 0 ⇒
ϕ1 = −ϕ0, i.e.
(A˜1 − z)−1ϕ1 − (A˜0 − z)−1ϕ1 = f.
In this relation one can choose ϕ1 ∈ Nz¯, as follows from the equality H = Mz ⊕Nz¯. Hence for
z ∈ ρ(A0) ∩ ρ(A1)) one has XzNz¯ = Nz and, therefore, the operator Xz is invertible.
The converse statement follows from the generalized J.von Neumann formula
(2.13) dom (A∗) = dom (A)∔Nz1 ∔Nz2 (Im z1 · Im z2 < 0),
which is derived from the relation H = Mz1 ∔ Nz¯2 in the same manner as J.von Neumann
formula is reduced from the equality H = Mz ∔Nz¯. If now the conditions (2.12) hold, then
Nzk = XzkNz¯k ⊂ dom (A˜0) + dom (A˜1) (k = 1, 2)
and by the formula (2.13) the extensions A˜0 and A˜1 are transversal. ✷
Corollary 2.7. Let A˜0 and A˜1 be proper extensions of the operator A, having common regular
real point a ∈ R. Then the transversality of the operators A˜0 and A˜1 is equivalent to the
following conditions
(2.14) kerXa = 0 and X
−1
a ∈ [Na].
The proof is implied by the fact, that the operators Xz are well defined and invertible for all z
which are close enough to a.
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Proposition 2.8. Let a proper extension A˜ of the operator A have two regular points z1,
z2 ∈ ρ(A˜), such that Im z1 · Im z2 < 0. Then A˜ is an almost solvable extension of the operator
A.
Proof. Assume for definitness that z1 = −i, z2 ∈ C+. Then (see [52])
(2.15) dom (A˜) = domA + (I +M)Ni, where M = (A˜− i)(A˜+ i)−1 ↾Ni∈ [Ni,N−i].
According to A. V. Strauss [55], the characteristic function C(z) of the operator A (C(z) ∈
[Ni,N−i]) is defined by the relation:
(2.16) dom (A) +Nz = dom (A) + (I + C(z))Ni.
The conditions z2 ∈ ρ(A˜) and 0 ∈ ρ(C(z2) − M) are equivalent (see [30] and Section 5).
Therefore, the operator C(z2) − M has the polar representation C(z2) − M = V R, where
R > 0, and V is an isometry from Ni onto N−i.
Since ‖C(z)‖ < 1 for all z ∈ C+ (see [55]), then Re (V ∗C(z2)) < I and hence the operator
I − V ∗M = I − V ∗C(z2) + R is boundedly invertible, i.e. 1 ∈ ρ(−U∗M). Define a boundary
triplet by (2.4). Then for a vector f ∈ dom (A˜) of the form
f = f0 + (I +M)fi (f0 ∈ dom (A), fi ∈ Ni)
one obtains
Γ00f = (V −M)fi, Γ01f = i(V +M)fi.
Hence, one arrives at the equality dom (A˜) = ker(Γ01−BΓ00), in which B = i(M+V )(V −M)−1 ∈
[H]. Therefore, the extension A˜ of the operator A is almost solvable. ✷
Remark 2.9. It follows from the above proof and Proposition 4.1 that the extension A˜ is almost
solvable, if there exist z1, z2 ∈ ρ(A˜) ∪ σc(A˜), such that Im z1 · Im z2 < 0.
Remark 2.10. Finally, let us present examples of proper extensions A˜ of the operator A, which
are not almost solvable. To show this on account of Proposition 2.4, it is enough to point out
a proper extension A˜ of the operator A, which is not transversal to any self-adjoint extension
A˜0 = A˜
∗
0 . Let the domains of the extensions A˜ and A˜0 are given by
(2.17) dom (A˜) = dom (A) + (I +M)Ni, M ∈ [Ni,N−i],
(2.18) dom (A˜0) = dom (A) + (I + V )Ni, V ∈ [Ni,N−i].
Clearly, the disjointness of the extensions A˜ and A˜0 is equivalent to the condition: 1 6∈ σp(V ∗M),
and the transversality of the extensions A˜ and A˜0 is equivalent to the condition: 1 ∈ ρ(V ∗M).
Notice also, that −i ∈ ρ(A˜).
one can construct the needed examples by setting M = αU∗, where |α| > 1 and U
is an isometry from dom (U) = Ni onto UN−i " Ni. Indeed, for any isometry V from Ni
onto N−i the operator UV is a nonunitary isometry in Ni, and by the Wald decomposition
UV = U0 ⊕ U1, where U0 is a unitary operator, and U1( 6= 0) is a unilateral shift. Therefore,
the point spectrum of the operator V ∗U∗ = (UV )∗ coincides with the open unit disc. Indeed,
1 ∈ σp(V ∗M) = σp(αV ∗U∗) for |α| > 1, and, therefore, the extension A˜, determined by the
relation (2.17), is not disjoint to to any self-adjoint extension of the operator A. Thus, the
extension A˜ cannot be represented in the form (1.2), where B ∈ C(H) and, in particular, is
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not almost solvable. At the same time the extension A˜ is transversal to the extension A˜−i, for
which dom (A˜−i) = dom (A) +N−i and, hence, −i ∈ ρ(A˜).
This example shows that the assumptions of Proposition 2.8 are essential. It is also worth
mentioning that the operators A˜ and A˜∗ are transversal for |α| > 1. Indeed, the conditions
dom (A˜) ∩ dom (A˜∗) = dom (A), dom (A˜) + dom (A˜∗) = dom (A∗)
are equivalent to the following ones:
1 ∈ ρ(M∗M), 1 ∈ ρ(MM∗).
The latter conditions certainly are fulfilled, since M∗M = |α|2I and MM∗ = |α|2P (P is an
orthoprojection). Therefore, the transversality of the operators A˜ and A˜∗ is not sufficient for
the extension A˜ to be almost solvable.
If |α| = 1 then the operator A˜, presented above, is a maximal symmetric (but not self-
adjoint A˜ 6= A˜∗) extension of the operator A, which is not almost solvable, since 1 ∈ σc(V ∗M) =
σc(αV
∗U∗) |α| = 1.
3. Weyl Functions and Q–Functions of Hermitian Operators
1. Let Π = {H,Γ0,Γ1} be some boundary triplet for the operator A∗, and let A0 = A∗0,
A1 = A
∗
1 be extensions corresponding to the operators Γ0 and Γ1 in the sense of relations (2.1).
Definition 3.1. An operator function M(z) defined by
(3.1) M(z)Γ0fz = Γ1fz (fz ∈ Nz, z ∈ ρ(A0))
is said to be a Weyl function of the operator A corresponding to the boundary triplet Π.
Let us show that the operator function M(z) is well defined, confining ourselves to the
case when Im z > 0. To this end, we notice that for Im z > 0 the proper extension A˜z ⊂ A∗ of
the operator A defined by
dom (A˜z) = dom (A) +Nz, z ∈ C+,
is a closed, maximal dissipative1 extension of A, which and, in view of the Neumann formulas, is
transversal to any self-adjoint extension A˜, in particular, to the operatorA0. By Proposition 2.4,
we have A˜z = AB(z), where B(z) belongs to [H] and is dissipative. Hence,
f ∈ dom (A˜z)⇐⇒ f ∈ dom (A∗) and B(z)Γ0f = Γ1f.
But Γ0(dom (A
∗)) = H by the definition of a boundary triplet. Taking into account the transver-
sality of the operators A0 and A˜z this implies the relation:
Γ0Nz = Γ0(dom (A˜z)) = Γ0(dom (A
∗)) = H,
1This fact is proved in [55]. Here we suggest its elementary proof. Since A˜z(fA + fz) = AfA + zfz,
where fA ∈ dom(A), fz ∈ Nz, it follows that (A˜zf, g)H − (f, A˜zg)H = (z − z¯)(fz, gz)H and, therefore, A˜z is
dissipative. Clearly, A˜z is closed. Moreover, the fact that A˜z is maximal dissipative follows from the relation
(A˜ − z0)dom (A˜) = H, Im z0 < 0. The latter can be set, for example, as follows. Assuming the contrary,
one obtains the equality ((A˜ − z0)f, g)H = 0 for every f ∈ dom (A˜) with some g ∈ H . On the one hand, for
f = fA ∈ dom (A) this implies g ∈ Nz¯0 and, on the other hand, for f ∈ Nz the same equality yields g ⊥ Nz.
However, for z¯0 close to z the relation g ⊥ Nz contradicts the fact that the aperture of the subspaces Nz and
Nz¯0 is less than one [1, Section 34].
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which leads to the equality M(z) = B(z). Thus, M(z) is the operator function with values in
[H] and Im z · ImM(z) > 0 whenever z ∈ ρ̂(A). Together with the analyticity of M(z) in C+
proved below this ensures that M(z) belongs to the class (R). Note also that M(z)∗ = M(z¯)
since (A˜z)
∗ = A˜z¯.
Remark 3.2. When justifying that the Weyl function is well defined it has been shown that the
operators Γ0 and Γ1 map Nz onto H isomorphically. This fact is also extracted from the results
of [12] and is useful for specific operators in Section 3. Let us set
(3.2) γ(z) := (Γ0|Nz)−1 (z ∈ ρ(A0)).
The operator function γ(z) takes values in [H,Nz] for any z ∈ ρ(A0).
Clearly, the functionM(z) depends on the choice of a boundary triplet. In view of Propo-
sition 2.2, we obtain the following connection between functions M(z) and M˜(z) corresponding
to two boundary triplets {H,Γ0,Γ1} and {H, Γ˜0,Γ1} of the operator A∗ with a common operator
Γ1:
(3.3) M˜−1(z) = M−1(z) +K, K = K∗ ∈ [H].
To clarify this connection in the general case, denote by M(z) and M˜(z) the Weyl func-
tions of the operator A corresponding to the boundary triplets {H,Γ0,Γ1} and {H˜, Γ˜0, Γ˜1}
respectively. Let also U be an isometric operator from H onto H˜ (dim (H) = dim (H˜)), and let
J =
(
0 iIH
−iIH 0
)
be the signature operator in H⊕H.
Proposition 3.3. Suppose that Π = {H,Γ0,Γ1} and Π˜ = {H˜, Γ˜0, Γ˜1} are some boundary
triplets of the operator A∗, and U is an isometric operator from H onto H˜. Then the operators
Γ and Γ˜ are related by
(3.4)
(
Γ˜1
Γ˜0
)
=
(
U 0
0 U
)(
X11 X12
X21 X22
)(
Γ1
Γ0
)
,
where X = (Xij)
2
i,j=1, is a J-unitary operator in H ⊕ H, and the Weyl functions M(z) and
M˜(z) corresponding to the boundary triplets Π and Π˜ satisfy the relation
(3.5) M˜(z) = U(X11M(z) +X12)(X21M(z) +X22)
−1U∗.
Proof. The proof is similar to the proof of Theorem 3.8 from [30]. Define the operator
X : H ⊕ H → H ⊕ H by relation (3.4). It is clear that the operator X is well defined and
surjective. The definition of a boundary triplet implies that the operator X is J–unitary. It
follows that X is bounded (see [26]), and relation (3.4) takes the form
(3.6) Γ˜1f = U(X11Γ1f +X12Γ0f), Γ˜0f = U(X21Γ1f +X22Γ0f)
with operators Xij ∈ [H]. By definition of the Weyl function,
(3.7) M˜(z)Γ˜0f = U (X11M(z) +X12) Γ0f, Γ˜0f = U (X21M(z) +X22) Γ0f.
Since the operatorsM(z) are dissipative for Im z > 0, the J–unitarity of the operatorX and the
Krein–Shmuljan theorem [38] together imply that the operator X22M(z) +X22 has a bounded
inverse. Hence, in view of the definition (3.4), M˜(z) is of the form (3.5). The proof for Im z < 0
is similar. ✷
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Corollary 3.4. The JH˜–unitarity of the operator X implies the relations
(3.8) X∗11X21 = X
∗
21X11, X
∗
12X22 = X
∗
22X12, X
∗
11X22 −X∗21X12 = IH,
(3.9) X11X
∗
12 = X12X
∗
11, X21X
∗
22 = X22X
∗
21, X11X
∗
22 −X12X∗21 = IH.
Corollary 3.5. The function M(z) belongs to the class (R).
Proof. First, we will prove this statement for the function M0(z) coresponding to a ”canon-
ical” boundary triplet of the form (2.4). Representing fz ∈ Nz as fz = (A0 + i)(A0 − z)−1f−i
we obtain from (2.4) that
Γ00fz = −f−i, Γ01fz = if−i + (z + i)Γ01(A0 − z)−1f−i.
Therefore, the corresponding Weyl function is of the form
(3.10) M0(z) = −iI − (z + i)Γ01(A0 − z)−1.
Relation (3.10) implies the analyticity of M0(z) in the domain ρ(A0), in particular, for z¯ 6= z,
and, by The analyticity of M(z) for an arbitrary boundary triplet follows from Proposition 3.3.
The property ImM(z) · Im z > 0 for z¯ 6= z has been established before. ✷
Example 3.6. Let A be a minimal symmetric Sturm–Liouville operator determined in L2(0,∞)
by the differential expression Ay = −y′′ + q(x)y with a bounded potential q(x)(= q(x)). Then
the operator A is in the limit point case at ∞, and 0 is a regular endpoint for the operator A
(see [47]). In this case,
dom (A∗) = W 2,2[0,∞), dom (A) = {y ∈ W 2,2[0,∞) : y(0) = y′(0) = 0}.
Introduce the one-parametric family of boundary triplets {Γ0h,Γ1h,C} (h ∈ R ∪∞) by setting
Γ0hy = (y
′(0)− hy(0))(1 + h2)−1/2, Γ1hy = −(hy′(0) + y(0))(1 + h2)−1/2
for h ∈ R and
Γ0,∞y = y(0), Γ1,∞y = y
′(0)
for h =∞.
Straightforward calculations show that Mh(z) coincides with the classical Weyl function
1
mh(z) (see [47]), and formula (3.5) acquiring the form
mh(z) = (1− hm∞(z))(m∞(z)− h)−1,
expresses the well-known relationship between two Weyl functions (see [45],[48]).
2. Now recall the definition of the Q–function of a Hermitian operator [33]. Assume
that A˜ = A˜∗ is a self-adjoint extension of the operator A and H is an auxiliary Hilbert space
(dimH = n 6 ∞). Assume also that γ(z0) is an operator from [H,Nz0 ] such that γ(z0)−1 ∈
[Nz0 ,H]. The relation
(3.11) γ(z) = (A˜− z0)(A˜− z)−1γ(z0), z, z0 ∈ ρ(A˜),
determines the analytic vector function with values in [H,Nz] which is called a γ-field of the op-
erator A (see [33]). It is easy to see that the operator function γ(z) defined by the relation (3.2)
satisfies the identity (3.11) and hence it is the γ-field of the operator A.
1Mh(z) differs in sign from mh(z) used in [45, 48].
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Definition 3.7 ([30]). An operator function Q(z) with values in [H] is called the Q–function of
the operator A belonging to the proper extension A˜ if for any z, ζ ∈ ρ(A˜) the following equality
holds
(3.12) Q(z)−Q(ζ)∗ = (z − ζ¯)γ(ζ)∗γ(z).
Theorem 3.8. The Weyl function M(z) corresponding to the boundary triplet {H,Γ0,Γ1} is
the Q–function of the operator A belonging to the self-adjoint extension2 A0.
Proof. First we give the proof for the ”canonical” boundary triplet of form (2.4). In this case,
the Weyl function has form (3.10). It is clear that
(3.13) Γ01 = −P (A0 − i)P ′,
where P is the orthoprojector onto N−i, and P ′ is the projector from dom (A∗) onto dom (A0) =
dom (A)+˙(I + V )Ni in the decomposition
dom (A∗) = dom (A0)+˙(I − V )Ni.
Hence, both formulas (3.7) and (3.10) imply that
M0(z) = −iI + P (z + i)(A0 − i)(A0 − z)−1
= P [zI + (z2 + 1)(A0 − z)−1] =
= P [iI + (z − i)(A0 + i)(A0 − z)−1].
By setting γ(−i) = I|N−i and by taking into account that γ(−i)∗ = P one obtains the relation
M0(z) = iγ(−i)∗γ(−i) + (z − i)γ(−i)∗γ(z)
= M0(−i)∗ + (z − i)γ(−i)∗γ(z),
which yields the relation (3.12).
Now let {H,Γ0,Γ1} be an arbitrary boundary triplet. Together with it, consider the
”canonical” boundary triplet {H0,Γ00,Γ01} of the form (2.4) and the corresponding proper ex-
tension A0. Let U be a unitary operator from H to N−i. The formulas that connect {H,Γ0,Γ1}
and {H0,Γ00,Γ01} take the form
Γ1 = U(X11Γ
0
1 +X12Γ
0
0), Γ0 = UX22Γ
0
0,
since X21 = 0 in view of the condition ker(Γ0) = ker(Γ
(0)
0 ). Since the operator X is J–unitary
then X−122 = X
∗
11, X12X
∗
11 = (X12X
∗
11)
∗. By virtue of these relations and the formula (3.5) one
gets the equality
M(z) = U [X11M0(z) +X12]X
−1
22 U
∗
= UX11M0(z)X
∗
11U + U
−1X12X
∗
11U
∗.
Hence, we have
(3.14) M(z) = CM0(z)C
∗ +D,
where C = U−1X11, D = U−1X12X∗11U , and the function M(z) is also the Q–function of the
operator A belonging to the extension A0. ✷
Remark 3.9. In what follows the function M(z) will be also called the Weyl function of the
operator A0. Thus, two Weyl functions of the operator A0 are related by (3.14).
2Recall that f ∈ dom(A0)⇔ f ∈ dom (A∗) and Γ0f = 0.
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Properties of the Q–function obtained in [34] make it possible to formulate the following
corollaries.
Corollary 3.10. Simple Hermitian operators A′ and A′′ are unitary equivalent if and only
if, for some choice of boundary triplets {H1,Γ′0,Γ′1} and {H2,Γ′′0,Γ′′1} for (A′)∗ and (A′′)∗,
respectively, their Weyl functions coincide. In this case, the extensions1 A′0 and A
′′
0 are also
unitary equivalent.
Corollary 3.11. For an operator function M(z) with values in [H] analytic on the upper half-
plane to be the Weyl function of a simple densely defined Hermitian operator A, it is necessary
and sufficient that the following three conditions hold:
(i) M ∈ (R);
(ii) w − lim
y↑∞
M(iy)
y
= 0;
(iii) lim
y↑∞
y Im(M(iy)h, h) =∞ for any h ∈ H \ {0}.
4. Spectra of Extensions and Weyl Function
In this section we describe the spectrum of the operator AB in terms of the Weyl function
and establish a criterion of a resolvent comparability of two extensions AB1 and AB2 .
Proposition 4.1. Let {H,Γ0,Γ1} be a boundary triplet, and let B ∈ C(H), AB ⊃ A, z ∈ ρˆ(A).
Then:
(i) z ∈ σp(AB)⇔ 0 ∈ σp(M(z)− B), and in this case
dim ker(AB − z) = dim ker(M(z) −B);
(ii) z ∈ σr(AB)⇔ 0 ∈ σr(M(z)− B);
(iii) z ∈ σc(AB)⇔ 0 ∈ σc(M(z) −B).
Proof. (see [20], [30]). (i) Let z ∈ σp(AB), and let ABf = zf for some f 6= 0. Then f ∈ Nz
and M(z)Γ0f = Γ1f . Taking into account that BΓ0f = Γ1f we have
(M(z) − B)Γ0f = 0 and Γ0f 6= 0,
and hence 0 ∈ σp(M(z)− B).
Conversely, if (M(z) − B)h = 0 for some h ∈ H \ {0}, then, choosing an f˜ such that
Γ0f˜ = h, Γ1f˜ = Bh, we obtain
M(z)Γ0f˜ = Γ1f˜ and Γ0f˜ = h 6= 0.
Thus, f˜ ∈ dom (A)∔Nz. Let f be a component of the vector f˜ lying in Nz. Then ABf = zf
and f 6= 0. It follows that z ∈ σp(AB).
Finally, multiplicities of the eigenvalues z ∈ σp(AB) and 0 ∈ σp(M(z)−B) coincide since
the mapping f 7→ Γ0f sets up a one-to-one correspondence between eigenspaces ker(AB − z)
and ker(M(z) −B).
(ii) If z ∈ σr(AB), then z¯ ∈ σp(A˜B∗), and from (i) it follows that 0 ∈ σp(M(z¯) − B∗).
Since M(z¯) = M∗(z), we conclude that 0 ∈ σr(M(z) −B).
(iii) To prove (iii), it suffices to establish the equivalence
z ∈ ρ(AB)⇐⇒ 0 ∈ ρ(M(z) −B).
1dom (A′0) = ker Γ
′
0, dom (A
′′
0 ) = ker Γ
′′
0 .
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Let us prove the solvability of the equation
(4.1) (AB − z)ϕ = h
for any h ∈ H . We will seek its solution in the form ϕ = f + g assuming that f ∈ Nz and g
is a unique solution to the equation (A∗ − z)g = h such that Γ0g = 0 (i.e., g = (A˜0 − z)−1h).
Since 0 ∈ ρ(M(z) − B), there exists a u0 ∈ H such that (M(z) − B)u0 = −Γ1g. Define an
f˜ ∈ dom (A∗) from the following conditions:
Γ0f˜ = u0, Γ1f˜ = M(z)u0.
Then f˜ ∈ dom (A) +Nz and f˜ = fA + f (fA ∈ dom (A), f ∈ Nz). It is clear that
(4.2) (M(z) −B)Γ0f˜ = −Γ1g, Γ1(f + g) = BΓ0f = BΓ0(f + g).
Therefore, f + g ∈ dom (AB), and the solvability of the equation (4.1) is proved.
To prove the converse, we will show the solvability of the equation (M(z) − B)u0 = u1
for any u1 ∈ H assuming that z ∈ ρ(AB). By definition of a boundary triplet, there exists a
g ∈ dom (A∗) such that
Γ0g = 0, Γ1g = −u1.
Let ϕ = (AB−z)−1(A∗−z)g ∈ dom (AB). Since f = ϕ−g ∈ Nz, we obtain thatM(z)Γ0f = Γ1f
and hence
(M(z)− B)Γ0f = (Γ1 −BΓ0)f = (Γ1 − BΓ0)(ϕ− g) = −Γ1g = u1.
Putting u0 = Γ0f we arrive at the desired result. ✷
Remark 4.2. For dissipative extensions AB, Proposition 4.1 was proved before. Namely, in the
case of a minimal Sturm–Liouville operator with an operator potential it was proved in [20],
and in the case of a Hermitian operator it was proved in [30].
Corollary 4.3. Suppose that {H,Γ0,Γ1} is a boundary triplet for A∗, B ∈ [H], AB ⊃ A. Then
the following conditions are equivalent:
(i) z ∈ ρ(AB);
(ii) Γ1 −BΓ0 isomorphically maps Nz onto H;
(iii) the extensions A˜z and AB are transversal.
Proof. Since z ∈ ρ(AB)⇔ 0 ∈ ρ(M(z) − B), the equivalence (i)⇔(ii) is implied by both the
obvious relation (Γ1 − BΓ0)|Nz = (M(z)− B)Γ0|Nz and Remark 3.2.
To prove the equivalence (i)⇔(iii), we notice that, in view of Proposition 2.4,
dom (A∗) = ker(Γ1 − BΓ0) + ker Γ0.
Therefore,
(Γ1 − BΓ0)dom (A∗) = (Γ1 −BΓ0)(dom (AB) + dom (A0)) =
= (Γ1 −BΓ0)dom (A0) = Γ1(dom (A0)) = H.
Further, if A0 and AB are transversal, then
H = (Γ1 −BΓ0)dom (A∗) = (Γ1 −BΓ0)Nz = (M(z)− B)Γ0Nz.
It follows that (M(z)− B)−1 ∈ [H] since
ker(M(z)− B) = {0} ⇔ dom (AB) ∩ dom (A˜z) = dom (A).
WEYL FUNCTION OF A HERMITIAN OPERATOR 15
Conversely, if z ∈ ρ(AB), then
(Γ1 −BΓ0)Nz = H = (Γ1 − BΓ0)dom (A∗) and dom (A∗) = dom (AB)+˙Nz.
✷
The following Lemma can easily be extracted from the proof of Theorem 3.8.
Lemma 4.4. Suppose that a proper extension A˜ of an operator A at some boundary triplet
{H,Γ0,Γ1} has the form A˜ = AB, where B ∈ C(H1) (B ∈ [H1]). Then at a boundary triplet
{H1,Γ10,Γ11} such that ker Γ0 = ker Γ10, the extension A˜ is also of the form A˜ = AB1, where
B1 ∈ C(H) (B1 ∈ [H]).
Proof. Formula (3.4) gives the following relations between the boundary triplets {H,Γ0,Γ1}
and {H1,Γ10,Γ11}:
Γ10 = UX22Γ0, Γ
1
1 = UX11(Γ1 +KΓ0),
where U is a unitary operator from H to H1, K = X−111 X12 = K∗ ∈ [H]. The relation Γ1 = BΓ0
yields Γ1 = UX11(B +K)Γ0. By putting
(4.3) B1 = UX11(B +K)X
∗
11U
∗
one obtains dom (A˜) = dom (AB1) = ker(Γ
1
1 − B1Γ20). This completes the proof. ✷
In what follows S(H) stands for a two-sided ideal in the algebra [H].
Proposition 4.5. Let {H,Γ0,Γ1} be a boundary triplet of B1 ∈ C(H), B2 ∈ C(H), and let
AB1 and AB2 be almost solvable extensions of the operator A with a common regular point
z ∈ ρ(AB1) ∩ ρ(AB2). Then
(4.4) (AB1 − z)−1 − (AB2 − z)−1 ∈ S(H)⇐⇒ (B1 −M((z))−1 − (B2 −M(z))−1 ∈ S(H).
Proof. Step 1. First we prove Proposition 4.5 assuming that the boundary triplet {H,Γ0,Γ1}
is the canonical one1 {H0,Γ00,Γ01}. Since
[(AB1 − z)−1 − (AB2 − z)−1]|Nz = 0,
it follows that
(4.5) (AB1 − z)−1 − (AB2 − z)−1 ∈ S(H)⇐⇒ [(AB1 − z)−1 − (AB2 − z)−1]|Nz ∈ S(Nz).
Hence it suffices to consider the difference of resolvents on the subspace Nz¯. To this
purpose, we represent the vector g = gz¯ + gz ∈ dom (AB) ∩ (Nz+˙Nz¯) as
g = f0 + fz by putting f0 = (I + V )gz¯ ∈ dom (A0), fz = gz − V gz¯ ∈ Nz¯
(here V is an isometry from Nz¯ onto Nz). Then
Γ00g = Γ
0
0(f0 + fz) = Γ
0
0fz = (Pz − V Pz¯)fz = fz,
Γ01g = (zPz − z¯V Pz¯)(gz + gz¯) = zfz + (z − z¯)V gz¯.
Therefore, the relation Γ01g = BΓ
0
0g valid for any g ∈ dom (AB) is equivalent to
(B − z)fz = (z − z¯)V gz¯.
1For z 6= i the ”canonical” boundary triplet is constructed as follows:
H0 = Nz, Γ00 = Pz − V Pz¯ , Γ01 = zPz − z¯V Pz¯,
where V is an isometry from Nz¯ to Nz such that dom (A˜0) = dom (A) ∔ (I + V )Nz , and Pz , Pz¯ are projectors
in dom (A∗) onto Nz and Nz¯ respectively in the decomposition dom (A
∗) = dom (A)∔Nz ∔Nz¯.
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But in this case ker(B − z) = {0}, (B − z)−1 ∈ C(H) and
fz = (z − z¯)(B − z)−1V gz¯.
On the other hand,
(AB − z)g = (AB − z)(gz + gz¯) = (z¯ − z)gz¯ and (A0− z)f0 = (A0− z)(I + V )gz¯ = (z¯− z)gz¯.
Hence we have fz = g − f0 = (z − z¯)[(A˜− z)−1 − (AB − z)−1]gz¯. It follows that
(4.6) (B − z)−1V = [(A0 − z)−1 − (AB − z)−1]|Nz¯ .
In view of (4.5), this proves the equivalence (4.4).
Step 2. In the case when a boundary triplet {H,Γ0,Γ1} is arbitrary we consider the
canonical boundary triplet of form (2.4) such that ker Γ00 = ker Γ0 = dom (A0). By Lemma 4.4,
the extensions ABj in the boundary triplet {H0,Γ00,Γ01} are of the form AB0j , where B0j ∈ C(H0)
(j = 1, 2). It follows from (4.3) that
(4.7) Bj = UX11(B
0
j +K)U
∗X∗11U
∗ (j = 1, 2),
where X11 is an automorphism in H0 and U is an isometry from H0 to H. The Weyl func-
tions M(z) and M0(z) corresponding to the boundary triplets {H,Γ0,Γ1} and {H0,Γ00,Γ01}
respectively, are related by
(4.8) M(z) = UX11(M0(z) +K)X
∗
11U
∗.
From both (4.7) and (4.8) we obtain that
(4.9) (B0j −M0(z))−1 = U∗X∗11(Bj −M(z))−1X11U.
Since M0(z) = z, then, as was proved in Step 1, the following equivalence holds:
(4.10) (AB1 − z)−1 − (AB2 − z)−1 ∈ S(H)⇐⇒ (B01 −M0((z))−1 − (B02 −M0(z))−1 ∈ S(H).
Thus, the equivalence (4.4) follows from (4.10) and (4.9). ✷
Theorem 4.6. Suppose that, at some boundary triplet {H,Γ0,Γ1}, the operators AB1 and AB2
(B1, B2 ∈ C(H)) have a common regular point z ∈ ρ(AB1)∩ ρ(AB2). If ρ(B1)∩ ρ(B2) 6= ∅, then
for any ζ ∈ ρ(B1) ∩ ρ(B2) the following relation holds:
(AB1 − z)−1 − (AB2 − z)−1 ∈ S(H)⇐⇒ (B1 − ζ)−1 − (B2 − ζ)−1 ∈ S(H).
Proof. It suffices to establish the equivalence
RB1(ζ)− RB2(ζ) ∈ S(H)⇐⇒ (B1 −M(z))−1 − (B2 −M(z))−1 ∈ S(H).
To this aim, we use the identities
(4.11) [I + (ζ −M(z))(B − ζ)−1]−1 = I + (M(z)− ζ)(B −Mz)−1,
(4.12) [I + (B − ζ)−1(ζ −M(z))]−1 = I + (B −M(z))−1(M(z) − ζ),
that hold for any z ∈ ρ(AB) and ζ ∈ ρ(B). Recall that, by Proposition 4.1,
z ∈ ρ(AB)⇔ (B −M(z))−1 ∈ [H].
WEYL FUNCTION OF A HERMITIAN OPERATOR 17
In particular, the identities (4.11), (4.12) ensure the bounded invertibility of the operators
I + (ζ − M(z))(B − ζ)−1 and I + (B − ζ)−1(ζ − M(z)) and easily follow from the Hilbert
identity for resolvents. Further on,
(B2 −M(z))−1 − (B1 −M(z))−1 =
= RB2(ζ)[I + (ζ −M(z))RB2(ζ)]−1 − [I +RB1(ζ)(ζ −M(z))]−1RB1(ζ)
= [I + RB1(ζ)(ζ −M(z))]−1[RB2(ζ)−RB1(ζ)][I + (ζ −M(z))RB2(ζ)]−1.
Due to the identities (4.11), (4.12) this completes the proof. ✷
Corollary 4.7. Suppose that under the assumptions of Theorem 4.6 B1, B2 ∈ [H]. Then
(AB1 − z)−1 − (AB2 − z)−1 ∈ S(H)⇐⇒ B1 − B2 ∈ S(H).
The proof follows from the identity
RB1(z)− RB2(z) = RB1(z)[B2 − B1]RB2(z).
In the following corollary a class of extensions with a discrete spectrum, which have the
same principal terms in the asymptotic behavior of the s–numbers, will be selected.
Corollary 4.8. Suppose that under the assumptions of Theorem 4.6 (AB1 − z0)−1 ∈ S∞(H)
and
lim
n→∞
nαsn((AB1 − z0)−1) = a for some α > 0, a > 0.
Then for the validity of the relation
lim
n→∞
nαsn((AB2 − z0)−1) = a
it suffices that
lim
n→∞
nαsn(RB1(z0)−RB2(z0)) = 0.
The proof is implied by both the Ky Fan lemma ([23, Theorem 2.2.3]) and the relation
(4.13) [(AB1 − z0)−1 − (AB2 − z0)−1]|Nz¯0 = T1[RB1(z)− RB2(z)]T ∗2
in which T1 and T2 are isomorphisms from Nz to Nz¯. ✷
In the following corollary, for a given extension of AB1 with a discrete spectrum, extensions
AB2 with a more thick spectrum (i.e., lim
n→∞
sn(AB2)/sn(AB1) = 0) are constructed.
Corollary 4.9. Suppose that, in the assumptions of Theorem 4.6, (AB1 − z0)−1 ∈ S∞(H) and
sn((AB1 − z0)−1) ∼ a/nα, a > 0 and 0 < β < α. Then the limits
lim
n→∞
nβsn((AB2 − z0)−1) and lim
n→∞
nβsn(RB1(z)− RB2(z))
exist, and are finite and different from zero only simultaneously.
Remark 4.10. The results close to Theorem 4.6 were obtained by other technique in the dissi-
pative case in [11], [21]. Moreover, Corollaries 4.7—4.9 in particular cases were obtained just
before in [16], [17], [19].
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5. Extensions of positive operators and Weyl function
5.1. Positive boundary triplets. In the study of various classes of extensions of a symmetric
operator with a real point of regular type −a ∈ ρ̂(A) (for instance semi-bounded operator)
M.I. Vishik [15] and M.Sh. Birman [9] were using the following decomposition of dom (A∗):
dom (A∗) = dom (A0)∔N−a, −a ∈ ρ̂(A0)
instead of the J. von Neumann formula. Further development of this approach has led to the
concept of positive boundary triplet (see [29]), the use of which is very convenient in the study
of proper extensions of the operator A.
Definition 5.1. ([29, 46]) Let 0 ∈ ρ̂(A). A boundary triplet {H,Γ0,Γ1} of the operator A∗ is
called a positive boundary triplet, corresponding to the extension A0 = A
∗
0, if
(A∗f, g) = (A0f0, g0) + (Γ1f,Γ0g)H,
where f, g ∈ dom (A∗) and f0, g0 ∈ dom (A0) are components of the vectors f, g in the decom-
position
dom (A∗) = dom (A0)∔ ker(A
∗).
If −a ∈ ρ(A0), then the positive boundary triplet {H,Γa0,Γa1} for the operator A∗+ a can
be constructed (see [29, 46]) by
(5.1) Ha = N−a, Γa1 = P (−a)(A0 + a)P1, Γa0 = P0,
where P (−a) is the orthogonal projection from H to N−a; and P1, P0 are skew projections from
(5.2) dom (A∗) = dom (A0)∔N−a
onto dom (A0) and N−a, respectively.
Proposition 5.2. Let {H,Γ0,Γ1} be a boundary triplet for A∗, B ∈ C(H), −a ∈ ρ(AB)∩ρ(A0).
Then the following relation holds
(5.3) [(AB + a)− (A0 + a)] |N−a= T (−a)∗(B −M(−a))−1T (−a),
where T (−a) ∈ [N−a,H], and T (−a)−1 ∈ [H,N−a].
Proof. Alongside with the boundary triplet {H,Γ0,Γ1} consider the boundary triplet of the
form (5.1) and the corresponding Weyl functions M(z) Ma(z). By Lemma 4.4, the domain of
the operator A˜ := AB has the following form
dom (A˜) = ker (Γa1 − BaΓa0),
where Ba ∈ C(N−a). SinceMa(−a) = 0, then by Proposition 4.1 and the condition −a ∈ ρ(AB),
one obtains 0 ∈ ρ(Ba) = ρ(Ba −Ma(−a)). Let us show that
(5.4) B−1a = [(AB + a)
−1 − (A0 + a)−1] |N−a .
If f ∈ dom (AB) ⊂ dom (A∗), then in accordance with the decomposition (5.2),
f = f0 + f−a, where f0 ∈ dom (A0), f−a ∈ N−a.
Hence Γa0f = P0f = f−a. Further,
P1f = f0, (A0 + a)f0 = g = g1 + g−a, where g1 ∈ ran (A+ a), g−a ∈ N−a
and, therefore,
Γa1f = P (A0 + a)P1f = P (g1 + g−a) = g−a.
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Consequently, the equality Γa1f = BaΓ
a
0f takes the form Baf−a = g−a, which is equivalent to
the relation
(5.5) f−a = B
−1
a g−a = (Ba −Ma(−a))−1f−a.
On the other hand
(AB + a)f = (A
∗ + a)(f0 + f−a) = (A0 + a)f0 = g,
whence
(5.6) f−a = f − f0 = [(AB + a)−1 − (A0 + a)−1]g = [(AB + a)−1 − (A0 + a)−1]g−a.
Comparing the formulas (5.5) and (5.6), we arrive at the relation (5.4). The equality
(5.3) is implied by (5.4) and the following relation between the Weyl functions M(z), Ma(z)
and operators B, Ba:
M(z) = T (Ma(z) +K)T
∗, B = T (Ba +K)T
∗,
where K = K∗ ∈ [N−a], T = UX1. This completes the proof. ✷
Remark 5.3. Notice, that when a = 0 the positive boundary triplet {N0,Γ00,Γ01} of the form
(5.1) is obtained from the ”canonical” boundary triplets {H(z),Γ0(z),Γ1(z)}, where
H(z) = Nz, Γ1(z) = zPz − zV Pz, Γ0(z) = Pz − V Pz,
by ”limiting process” as z → 0. We omit the cumbersome calculations leading to this and to a
bit more general relation Γ(z) → Γa1 − aΓa0,Γ0(z) → Γa0, as z → −a, but we merely point out,
that the formula (5.4) follows easily from (4.7), because
V (z) = −(A0 − z¯)(A0 − z)−1 |Nz¯= −I + (z¯ − z)(A0 − z)−1 |Nz¯ → −I where z → −a
and B(z)→ Ba − aI, where z → −a.
Remark 5.4. Applying the above ”limiting process” to the formula (3.10), one obtains the
following representation of the Weyl function M(z) corresponding to the boundary triplet (5.1)
(5.7) M(z) = (z + a)P [I + (z + a)(A0 − z)−1]|N−a .
However, the direct proof is even shorter. Indeed, writing fz ∈ Nz as
fz = (A0 + a)(A0 − z)−1f−a, f−a ∈ N−a,
one obtains the equalities Γ0fz = f−a, Γ1fz = (z + a)P (A0 + a)(A0)−1f−a, which lead to (5.7).
Notice also that the equality (3.12) for M(z) easily follows from (5.7), if the γ-field is
defined as follows
γ(−a) = IN−a , γ(z) = (A0 + a)(A0 − z)−1γ(−a).
5.2. Stieltjes class. Let A ≥ 0 be a nonnegative symmetric operator in H. Recall that in
the set of non-negative self-adjoint extensions of A there exists (see [32]) the maximal and the
minimal extensions A˜F and A˜K , called the Friedrichs and the Krein extensions of A, respectively.
These extensions are characterized by the inequalities
(5.8) (A˜F + x)
−1 ≤ (A˜+ x)−1 ≤ (A˜K + x)−1, x > 0,
in which A˜ ≥ 0 is an arbitrary non-negative self-adjoint extension of the operator A ≥ 0.
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Definition 5.5. ([19]). An operator function F (z) holomorphic on the complex plane with a
cut along the half-line [0,∞) with values in [H] is called the Stieltjes function, if it belongs to
the class (R) and F (x) ≥ 0 for all x < 0.
The class of Stieltjes operator functions is denoted by (S). Recall that F ∈ (S), if F ∈ (R)
and zF (z) ∈ (R) (see [35]). We also write: F1 ∈ (Ŝ), if F1(z) = F (z) +K, where F ∈ (S) and
K = K∗ ∈ [H].
Theorem 5.6. Let M(z) be a Weyl function corresponding to a boundary triplet {H,Γ0,Γ1}.
Then M ∈ (Ŝ), if and only if the operator A0 is positive and transversal to the Friedrichs
extension A˜F .
Proof. Notice first that the operator A0 is positive. Hence the operators A0 and A˜F are
transversal to the operator A˜−a and by Corollary 2.5, there exist boundary triplets {H,Γ0,Γa1},
{H,ΓF0 ,Γa1}, such that
dom (A0) = ker Γ0, dom (A˜F ) = ker Γ
F
0 , dom (A˜−a) = ker Γ
a
1.
In view of Proposition 2.2 the corresponding Weyl function are connected by the equality
(5.9) M−1F (z) = M˜
−1(z) +B.
It follows from the formula (5.7) and the first of the inequalities (5.8)
(A˜F + x)
−1 ≤ (A0 + x)−1, x > 0,
that B ≥ 0. We note that transversality of the operators A0 and A˜F is equivalent to the
existence of a bounded inverse of B (see Corollary 2.3).
It follows from (5.9) that MF (z)[M˜(z)
−1 + B] = I. The operator-function M˜(−x)−1
increases monotonically with x > 0, what follows from the formula (5.7). Furthermore,
lim
x→∞
(MF (−x)h, h) = −∞, for all h ∈ H \ {0}
(see [37]). Hence (see [36]) there exists s− lim
x↑∞
[M˜(−x)−1 +B] = 0, i.e.
(5.10) s− lim
x↑+∞
M˜(−x)−1 = −B.
Since kerB = 0, then the condition (5.10) means that M˜(−x) converges strongly to −B−1
in the generalized sense (see [27]).
LetA0 and A˜F be transversal. Then B
−1 ∈ [H] and −B−1 = s − lim
x↑∞
M˜(−x). By (5.9),
M˜(−x) +B ≥ 0 and M˜(z) ∈ (Ŝ).
If the extensions A0 and A˜F are not transversal, then the operator B
−1 is unbounded.
Applying the theorem on the semi-continuity of the spectrum below (see [27]), we obtain for all
λ ∈ σ(B−1) that any interval (−λ,−λ+ ε) (ε > 0) contains points of the spectrum of M˜(−x),
for all x large enough. Thus, the operator function M˜ /∈ (Ŝ).
To complete the proof it remains to use the relation M(z) = CM˜(z)C∗ +D. Theorem is
proved. ✷
Note that Theorem 5.6 can be also deduced from the following proposition, which is of
independent interest.
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Proposition 5.7. Let Q(x) (x > 0) be an operator function with values in the set of positive
operators in [H], such that
(i) Q(x) decreases monotonically on the half-line (0,∞);
(ii) s− lim
x↑∞
Q(x) = B;
(iii) The operatorB is invertible in a wide sense.
Then there exists the limit
s− lim
x↑∞
B1/2Q(x)−1B1/2 = IH.
Proof. It follows from the inequality Q(x) ≥ B, that B1/2Q(x)−1B1/2 ≤ I. The operator
function B1/2Q(x)−1B1/2 increases monotonically with x > 0, consequently
(5.11) s− lim
x↑∞
B1/2Q(x)−1B1/2 = K ≤ I.
On the other hand, if x < y, then we obtain Q(x)−1 ≤ Q(y)−1 and
(5.12) I ≤ Q(x)1/2B−1/2[B1/2Q(y)−1B1/2]B−1/2Q(x)1/2.
Proceeding to the limit in the inequality (5.12) as y ↑ ∞ and using (5.11), we get
(5.13) I ≤ Q(x)1/2B−1/2KB−1/2Q(x)1/2.
Let further, T (x) = K1/2B−1/2Q(x)1/2. Then the inequality (5.13) takes the form T (x)∗T (x) ≥
I. Clearly, ker(T (x)) = {0} = ker(T (x)∗), x > 0, consequently T (x)∗T (x) and T (x)T (x)∗ are
unitary equivalent and hence T (x)T (x)∗ ≥ I, i.e.
K1/2B−1/2Q(x)B−1/2K1/2 ≥ I.
Proceeding in the last inequality to the limit as x ↑ ∞ and using the condition (ii), we obtain
K ≥ I. However, inequality K ≤ I completes the proof. ✷
Remark 5.8. Let us remind the definition of the QF (QK) function in the terminology of M.G.
Krein and I.E. Ovcharenko (see [37]). Assume, that the operator A is nonnegative, A˜F and
A˜K are the Friedrichs and the Krein extensions of the operator A and γK(z) and γF (z) are
γ-fields of the pairs (A, A˜F ) and (A, A˜K), respectively. It is not required that the γF (z)
−1,
γK(z)
−1 ∈ [Nz,H], but it is assumed only that γF (−a) and γK(−a) are single-valued maps
from H onto C1/2a N−a, where
Ca = 2a[(A˜K + a)
−1 − (A˜F + a)−1].
An operator function QF (z) (QK(z)) holomorphic in Ext[0,∞), which satisfies (3.12) and the
condition
s− lim
x↑0
QF (x) = 0, (s− lim
x↑−∞
QK(x) = 0).
is called the QF (QK) function of the operator A. One of function QF (z) (QK(z)) takes the
form
(5.14)
QF (z) = {−2aI + (z + a)C1/2a [I + (z + a)(A˜F − z)−1C1/2a ]} |N−a ,
QK(z) = {2aI + (z + a)C1/2a [I + (z + a)(A˜K − z)−1C1/2a ]} |N−a .
Let {H,ΓF1 ,ΓF2 } and {H,ΓK1 ,ΓK0 } are positive boundary triplets for the operator A∗ + a
of the form (5.1), in which A0 = A˜F and A0 = A˜K , respectively, M
a
F (z) and M
a
K(z) are the
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corresponding Weyl functions. It follows from the relations (5.7) and (5.14), that the pairs of
functions QF (z),M
a
F (z) and QK(z),MK(z) are connected by the equalities
QF (z) = [−2aI + C1/2a MaF (z)C1/2a ] |N−a, QK(z) = [2aI + C1/2a MaK(z)C1/2a ] |N−a .
If A˜F and A˜K are transversal, then the operator Ca is invertible (see Corollary 2.7), and
by (5.14) we get QF (z), QK(z) are Weyl functions of the operators A˜F and A˜K for the following
choices of boundary triplets
{H,−2aC−1/2a ΓF0 + C1/2a ΓF1 , C−1/2a ΓF0 }, {H, 2aC−1/2a ΓM0 + C1/2a ΓM1 , C−1/2a ΓF0 }.
Operator Ca is expressed in terms of M
a
F (z), M
a
K(z):
Ca = 2a[s− lim
x↑0
(MaF )(x)
−1] = 2a[s− lim
x↑0
(MaK)(x)
−1].
These relations are true without assuming transversality of A˜F and A˜K .
5.3. A criterion for finiteness of the negative spectrum. Let {H,Γ0,Γ1} be a boundary
triplet, such that A0 ≥ 0. In this case the Weyl functionM(z) of the operator A0, corresponding
to this boundary triplet, is defined and holomorphic on (−∞, 0). Being an R-function M(x)
increases monotonically on (−∞, 0), and if extensions A0 and A˜K are disjoint, then the following
equality defines a self-adjoint operator
(5.15) M(0) := s− R− lim
x↑0
M(x),
as a strong resolvent limit of operators M(x) at x→ 0 (see [27]). If the expansions A0 and A˜K
are transversal, then the operator M(0) is bounded, M(0) ∈ [H ].
Proposition 5.9. Let {H,Γ0,Γ1} be a boundary triplet for the operator A∗, where A0 is a
nonnegative extension of A transversal to the Krein’s extension A˜K. Let B = B
∗ ∈ C(H) and
let AB be a proper extensions of the operator A, which is defined by the equality dom (AB) =
ker(Γ1 − BΓ0). In order that the negative part of the spectrum of the operator AB:
(a) to consist of n points (0 ≤ n ≤ ∞);
(b) to have a unique accumulation point 0,
it is sufficient, and if A0 = A˜F , then also necessary, that the operator B −M(0) to have the
same property.
Proof. In view of (5.3) the following formula holds
(5.16) [(AB − x)−1 − (A0 − x)−1] |Nx= T (x)∗(B −M(x))−1T (x),
for all x ∈ ρ(AB) ∩ (−∞, 0). Assume that dimEB−M(0)(−∞, 0) = n <∞. Since1 the function
B−M(x) is monotonically decreasing on (−∞, 0), then dimEB−M(−ε)(−∞, 0) = n for all ε > 0
small enough. In view of (5.16), x < 0 the operator [(AB + ε)
−1 − (A0 + ε)−1] also has n
negative eigen-values with account of multiplicity for all ε > 0 small enough. Then, as follows
from the results of papers [9, 32, 46], the operator AB + εI has the same property for all ε > 0,
and hence also the operator AB.
Let A0 = A˜F and dimEAB(−∞, 0) = n. Then dimEAB+εI (−∞, 0) = n for all ε small
enough and, in view of [9, 32, 46] the operator (AB+ε)
−1−(A˜F+ε)−1 has the same property and,
according to (5.16), the operatorB−M(−ε) has the same property for all ε small enough. Using
1If the operator function T (x) is not monotonic then dimET (x)(−∞, 0), can increase, as it can be seen from
elementary examples.
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monotonicity of the operator-function B−M(x) on (−∞, 0) one obtains dimEB−M(0)(−∞, 0) =
n. This proves (a). The case (b) is proved similarly. ✷
Corollary 5.10. Let {H,Γ0,Γ1} be a boundary triplet for A∗, such that A0 = A˜F and the
extensions A˜F and A˜K are transversal. Let also B = B
∗ ∈ C(H) and let AB be a proper
extension of the operator A, determined by the equality dom (AB) = ker(Γ1 − BΓ0). Then the
following equivalence holds:
AB ≥ 0⇐⇒ B −M(0) ≥ 0
In particular, the Krein extension A˜K of the operator A corresponds to the operator B = M(0)
via the equality dom (A˜K) = ker(Γ1 −M(0)Γ0).
Remark 5.11. If A0 is a positive definite operator, and {H,Γ0,Γ1} is a positive boundary triplet,
then Proposition 5.11 coincides with Theorem 1.6 from [46], which in turn generalizes the results
of papers [9, 32]. Indeed, in this case
ker Γ1 = dom (A)∔ kerA
∗ = dom(A)∔N0
(see [46]), and thus M(0) = 0.
6. Characteristic functions of almost solvable extensions
6.1. Characteristic function by A.V. Shtrauss. Remind, following A.V. Sˇtrauss [54], the
definition of the characteristic function of a proper extension A˜ of a Hermitian operator A.
Definition 6.1. Let E be a Hilbert space endowed with an inner product [f, g]E = (Jf, g)E,
where J = J∗ = J−1 is a signature operator, and let Γ be a linear operator from dom (A˜) to E ,
such that ran (Γ) = E and for all f, g ∈ dom (A˜)
(6.1) (A˜f, g)− (f, A˜g) = 2i[Γf,Γg]E .
The operator Γ is called the boundary operator for the extension A˜.
Let Γ′ be a boundary operator for −A˜∗, acting from dom (A˜∗) to E ′, such that ran (Γ′) =
E ′. For arbitrary f ∈ dom (A˜) and z ∈ ρ(A˜∗) let us find a vector gz ∈ dom (A˜∗) from the
equation
(A˜∗ − z)gz = (A˜− z)f
and define the characteristic function W (z) of the extension AB by the equality
W (z)Γf = Γ′gz.
Let {H,Γ0,Γ1} be a boundary triplet for the operator A∗ and let AB be an almost solvable
extension of the operator A. In what follows it is assumed that the extensions AB and A
∗
B
are disjoint, i.e. dom (AB) ∩ dom (A∗B) = dom (A). The domain of such an extension AB in
the boundary triplet {H,Γ0,Γ1} is defined by dom (AB) = ker(Γ1 − BΓ0), where B ∈ [H],
kerBI = 0. Let E = E ′ = H endowed with the metric ‖f‖E = ‖|BI |1/2f‖ and let J = signBI .
Then the boundary operators Γ and Γ′ for the extensions AB and −A∗B can be given by
(6.2) Γf = Γ0f (f ∈ dom (AB)), Γ′g = Γ0g (g ∈ dom (A∗B)).
Indeed, in this case one obtains for all f, g ∈ dom (AB)
(ABf, g)− (f, ABg) = (Γ1f,Γ0g)H − (Γ0f,Γ1g) = 2i(BIΓ0f,Γ0g)H
= 2i(|BI |1/2JΓf, |BI |1/2Γg)H = 2i[Γf,Γg]E .
(6.3)
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Similar equality holds also for the operator −(AB)∗.
Theorem 6.2. The characteristic function of almost solvable extension AB is holomorphic on
ρ(AB∗), and takes values in [E ] and is given by
(6.4) W (z) = (B∗ −M(z))−1(B −M(z)).
Proof. For arbitrary f ∈ dom (AB) let us find gz ∈ dom (AB∗) from the equation
ABf − A˜∗Bgz = z(f − gz), z ∈ ρ(A˜∗B).
Then
f − gz ∈ Nz, Γ1(f − gz) = M(z)(Γ0(f − gz)).
Taking into account that Γ1f = BΓ0f and Γ1gz = B
∗Γ0gz, one obtains
BΓ0f −B∗Γ0gz =M(z)(Γ0f − Γ0gz).
Hence
(B −M(z))Γ0f = (B∗ −M(z))Γ0gz.
Since z ∈ ρ(A∗B), then by Proposition 4.1, 0 ∈ ρ(B∗ −M(z)). Therefore,
(6.5) Γ0gz = (B
∗ −M(z))−1(B −M(z))Γ0f.
The equality (6.4) follows from the definition of the characteristic function W (z) and the
equality (6.5). Analyticity of W (z) and relation W (z) ∈ [E ′] for z ∈ ρ(A˜∗B) follow from the
equality
W (z) = (B∗ −M(z))−1(B −M(z)) = I + 2i(B∗ −M(z))−1BI .
This completes the proof. ✷
6.2. Class ΛJ . Hereinafter, we will need the following, more general, construction of boundary
operators and the characteristic function W (z). Let us include the operator B ∈ [H] in an
operator colligation Θ = (B,H, K, E , J) . Remind (see [11]), that a set Θ = (B,H, K, E , J),
consisting of Hilbert spaces H and E , and operators B ∈ [H], K ∈ [E ,H] and J ∈ [E ], is called
an operator colligation, if J is a signature operator in E , i.e. J = J∗ = J= 1 and
(6.6) BI = KJK
∗.
If, in addition to (6.6) the assumption
(6.7) kerBI = {0}.
is in force, then ran (K) = H and hence the operator K∗ is invertible.
Proposition 6.3. Let {H,Γ0,Γ1} be a boundary triplet for the operator A∗, let M(z) be the
corresponding Weyl function, B ∈ [H] and let E = E ′ be a Hilbert space endowed with an inner
product [f, g]E = (Jf, g)E, where J = sign(J). Then boundary operators Γ Γ′ for the extensions
AB and −A∗B can be defined by
(6.8) Γf = K∗Γ0f (f ∈ dom (AB)), Γ′g = K∗Γ0g (g ∈ dom (A∗B))
and the corresponding characteristic function of almost solvable extension AB takes the form
(6.9) W (z) = I + 2iK∗(B∗ −M(z))−1KJ (z ∈ ρ(AB∗)).
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Proof. Indeed, plugging (6.6) into (6.3), one obtains
(ABf, g)− (f, ABg) = 2i(BIΓ0f,Γ0g)H
= 2i(JK∗Γ0f,K
∗Γ0g)H = 2i[Γf,Γg]E ,
(6.10)
i.e. Γ is a boundary operator for the extension AB. Checking the analogous equality for the
operator −(AB)∗, one convinces that Γ′ is a boundary operator for the extension −AB∗ .
Applying the operator K∗ to both parts of the equality (6.5) one obtains
Γ′gz = [I + 2iK
∗(B∗ −M(z))−1KJ ]Γf.
Therefore, the characteristic function of almost solvable extension AB takes the form (6.9).
Clearly, W (z) is a holomorphic operator function on ρ(A˜∗B) with values in [E ]. ✷
Definition 6.4. An operator function W (z) with values in [E ], holomorphic on a domain ZW ,
is related to the class ΛJ , if it can be represented in the form (6.9), where B = KJK
∗ ∈ [E ].
Let us say that W belongs to the class Λ0J , if W ∈ ΛJ and, in addition, ker(K∗) = {0}.
Let us define in C+ ∪ C− the operator function
(6.11) V (z) = K∗(BR −M(z))−1K.
Clearly, for z ∈ ρ(AB∗) ∩ (C+ ∪C−) there exists (W (z) + I)−1 ∈ [E ] and the following equality
holds
(6.12) V (z) = −i(W (z)− I)(W (z) + I)−1J.
Indeed, multiplying the relation
(B∗ −M(z))−1 − (BR −M(z))−1 = i(B∗ −M(z))−1KJK∗(BR −M(z))−1
by K∗ from the left, and by KJ from the right, yields
W (z)− I − 2iV (z)J = i(W (z)− I)V (z)J,
which implies
(W (z) + I)(I − iV (z)J) = 2I.
Similarly, one proves the equality
(I − iV (z)J)(W (z) + I) = 2I.
Let us introduce a rigging EW+ ⊂ E ⊂ EW− of a Hilbert space E (. [7]), completing E by
the norm
(6.13) ‖f‖2EW
−
= (ImV (z0)f, f)E , z0 ∈ C+.
It is easily seen, that the norms obtained via (6.13) are equivalent for different z0 ∈ C+.
Proposition 6.5. Let W ∈ Λ0J . Then
(a) V (z) ∈ [EW− , EW+ ] for all z ∈ C+ ∪ C−;
(b) (W (z)− I)J admits a continuation to a topological isomorphism of spaces EW− and EW+ ;
(c) W (z) + I is a topological isomorphism of space EW+ into itself.
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Proof. Let E+ be a Hilbert space ran (K∗) with the norm
‖v‖E+ = ‖(K∗)−1v‖ (v ∈ E+).
Then K∗ is an isometry in [H, E+].
Consider a rigging EW+ ⊂ E ⊂ EW− of the Hilbert space E (see [7]). Then for u ∈ E one
obtains
‖u‖E− = sup
f∈E+,f 6=0
|(u,K∗h)E |
‖h‖H = ‖Ku‖H.
Thus, E− is a completion of the space E in the metric
‖u‖E− = ‖Ku‖H (u ∈ E),
and the operator K admits a continuation to an isometrical isomorphism in [E−,H] (also de-
noted by K).
It follows from the equality (6.11) that
ImV (z0) = K
∗(B∗R −M(z0))−1 ImM(z0)(BR −M(z0)∗)K.
Since ImM(z0) is a topological isomorphism in H, then ImV (z0) is a topological isomorphism
from E− onto E+. Thus, EW− = E− and EW+ = E+. Now the statement (a) is implied by (6.11).
Since
(W (z)− I)J = 2iK∗(B∗ −M(z))−1
(B∗−M(z))−1 is a topological isomorphism inH, then (W (z)−I)J is a topological isomorphism
of spaces EW− and EW+ .
It follows from ((6.9)) that (W (z)+I)EW+ ⊂ EW+ . On the other hand, the equality (W (z)+
I)f = g ∈ EW+ yields 2f = g + (I −W (z))f ∈ EW+ . This proves the statement (c). ✷
Remark 6.6. Two characteristic functions corresponding to different pairs of boundary operators
differs by constant J-unitary factors U1, U2 ∈ [E ],
W (z) = U1W0(z)U2.
Notice, that the class Λ0J is not invariant with respect to the multiplication by arbitrary J-
unitary factor. The set of J–unitary factors, preserving the class Λ0J , is described by the
following theorem.
Theorem 6.7. Let W0 ∈ Λ0J and let U1, U2 be J–unitary operators in E . In order that the
operator function W (z) = U1W0(z)U2 to be in the class Λ
0
J , it is necessary and sufficient that
the following hold:
(a) The operator U2U1 is an isomorphism in EW0+ ;
(b) (U2U1 − I) ∈ [EW0− , EW0+ ].
Proof. Necessity. If the operator function W (z) = U1W0(z)U2 belongs to Λ
0
J , then
W1(z) = U
−1
1 W (z)U1 = W0(z)U2U1
also belongs to Λ0J . By Proposition 6.5
(W0(z)− I)J ∈ [EW0− , EW0+ ], (W1(z)− I)J ∈ [EW1− , EW1+ ] (z ∈ ZW ).
Let us show that EW0− = EW1− . Since
(6.14) Im Vi(z) = (Wi(z) + I)
−1(J −Wi(z)JW ∗i (z))(Wi(z)∗ + I)−1, (i = 1, 2),
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then the formula (6.14) yields
‖f‖W0− = ‖(W ∗1 + I)(W ∗0 + I)−1f‖W1− .
Therefore, the operator C = (W ∗1 + I)(W
∗
0 + I)
−1 is an isometry from EW0− onto EW1− . By
Proposition 6.5 the identity operator in E
I = (W ∗1 + I)
−1C(W ∗0 + I),
admits a continuation to an isomorphism from EW0− onto EW1− , and thus EW0− = EW1− .
The fact that the J - unitary operator U = U2U1 is an isomorphism in EW0+ , follows from
the equalities
Uf = (I −W0(z))Uf + (W1(z)− I)f + f,
U−1f = (I −W1(z))U−1f + (W0(z)− I)f + f,
since UEW0+ ⊂ EW0+ and U−1EW0+ ⊂ EW0+ .
Since U−1 is an isomorphism in EW0+ , then (U−1)∗ = JUJ is an isomorphism in EW0− . By
the equality
(W1(z)− I)J = (W0(z)− I)J(JUJ) + (U − I)J
and Proposition 6.5 one obtains (U − I)J ∈ [EW0− , EW0+ ].
Sufficiency. Let AB be an a.s. extension of the operator A, determined by the rela-
tion (1.2) in the boundary triplet {H,Γ0,Γ1}, and let W0(z) be its characteristic function of
the class Λ0J , determined by the formula (6.9). Let us Let us set U = U2U1, and let introduce
the operator
X =
(
X11 X12
X21 X22
)
:=
(
X11 −X11BR + iK(U∗ − I)JK∗
X21 −X21BR +K−∗J(U∗ + I)JK∗
)
=
1
2
(
K(U∗ + I)K−1 −K(U∗ + I)K−1BR + iK(U∗ − I)JK∗
iK−∗J(I − U∗)K−1 −iK−∗J(I − U∗)K−1BR +K−∗J(U∗ + I)JK∗
)
.
It is easy to see, that Xij ∈ [H] (i, j = 0, 1). Indeed, since
K−1 ∈ [H, E−], J(I − U∗) = ((I − U)J)∗ ∈ [E−, E+] K−∗ ∈ [E+,H],
then X21 ∈ [H]. Similarly one proves that all other operators Xij(i, j ∈ {0, 1}) are bounded
in H . Now the J–unitarity of the operator X is equivalent to the equalities (3.8), (3.9). It is
easy to see, that
X12X
∗
11 −X11X∗12 =
i
4
K{(U∗ − I)J(U + I)− (U∗ + I)J(U − I)}K∗ = 0,
since (U∗ + I)J(I − U) = (U∗ − I)J(I + U). Further,
X11X
∗
22 −X12X∗21 =
1
4
K{(U∗ + I)J(U + I)− (U∗ − I)J(I − U)}JK−1 = I,
X21X
∗
22 −X22X∗21 =
i
4
K−∗J{(I − U∗)J(I + U) + (I + U∗)J(I − U)}JK−1 = 0.
This proves the relation (3.9), the relation (3.8) is checked similarly.
Since the operator X is J–unitary, one can define a new boundary triplet {H, Γ˜0, Γ˜1} by
the formulas (3.4), (3.6), setting there V = I. Let M˜(z) be the Weyl function of the operator
A, corresponding to the boundary triplet Π˜ and satisfying the relation
(6.15) M˜(z) = (X11M(z) +X12)(X21M(z) +X22)
−1.
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Clearly,
X11B +X12 = iKU
∗JK∗, X21B +X22 = K
−∗JU∗JK∗.
Therefore, (X21B + X22)
−1 = K−∗UK∗ ∈ [H] in view of the assumption ) of the theorem.
By Proposition 3.3 the domain of the operator A˜ is determined in the new boundary triplet
{H, Γ˜0, Γ˜1} by the equality dom (A˜) = ker(Γ˜1 − BΓ˜0), where
B˜ = (X11B +X12)(X21B +X22)
−1 = iKJK∗.
Setting K˜ = (B∗X∗21 +X
∗
22)
−1K(U∗2 )
−1 = KU∗1 and including the operator B˜ into the operator
colligation ϕ˜ = (H, B˜; K˜, J, E), one obtains with account of (6.15)
W˜ (z) = JK˜−1(B˜ − M˜(z))(B˜∗ − M˜(z))−1K˜J
= U1JK
−1[B˜(X21M(z) +X22)− (X11M(z) +X12)]×
× [B˜∗(X21M(z) +X22)− (X11M(z) +X12)]−1KJU−11
= U1JK
−1[B −M(z)][KU∗K−1(B∗ −M(z))]−1KJU−11
= U1JK
−1[B −M(z)][B∗ −M(z)]−1K(U∗)−1K−1KJU−11
= U1W0(z)UU
−1
1 = U1W0(z)U2.
This proves the equality W˜ (z) = U1W0(z)U2. ✷
Theorem 6.8. Let E be a Hilbert space, J be a signature operator in E , let W (z) be an operator
valued function with values in [E ] holomorphic on a domain ZW , which contains a point z0 ∈ C+.
In order that the operator function W (z) to be in the class Λ0J , it is necessary and sufficient that
the operator function V (z), defined by the equality (6.12), to admit a holomorphic continuation
on C+ which satisfies the following conditions:
(a) V ∈ (R);
(b) lim
y↑∞
y−1V (iy) = 0;
(c) lim
y↑∞
y(ImV (iy)f, f) =∞ (f ∈ E);
(d) V (z) ∈ [EW− , EW+ ] (z ∈ ZW ).
Proof. Necessity. It follows from (6.11) that
V (z) = K∗(BR −M(z))−1K.
Since (BR −M(z))−1 is a Q-function of a densely defined symmetric operator A, then V (z)
satisfies the conditions (a), (b), (c), see Corollary 3.11. The condition (d) was proved in
Proposition 5.9.
Sufficiency. Let 〈u, f〉E serves for the functional on u ∈ E+, defined by a vector f ∈ E−.
Consider the set L of vector-valued functions f(z) with values in E−, defined on C+ ∪ C− and
distinct from zero on a finite set. For arbitrary z ∈ C−, let us set V (z) = V (z)∗ and define an
inner product in L, setting
(6.16) (f, g)V =
∑
z,ζ
〈
V (z)− V ∗(ζ)
z − ζ¯ f(z), g(ζ)
〉
E
.
Let
L0 = {f ∈ L : (f, g)V = 0 for all g ∈ L}.
Denote by HV the completion of the factor-space L/L0 with respect to the metric (6.16).
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Define on functions from L, satisfying the assumption
(6.17) χ1(f) :=
∑
z
f(z) = 0,
an operator A˜1 by the equality
A˜1f(z) = zf(z).
It follows from (6.16) that the operator A˜1 is symmetric and in view of (b) the domain dom (A˜1)
of A˜1 is dense in HV . The closure of the operator A˜1 HV will be also denoted by A˜1.
A function from L, which is distinct from zero in a unique point z0 and is equal to h at
z0, will be denoted by hz0(z):
hz0(z) =
{
h, if z = z0;
0, if z 6= z0. (h ∈ E−).
Let f ∈ L, f(z0) = 0 and let χ1( f(z)z−z0 ) = h. Then
(A˜1 − z0)
(
f(z)
z − z0 − hz0(z)
)
= f(z).
Therefore, ran (A˜1 − z0) = HV and thus A˜1 is a self-adjoint operator in HV .
Notice that ker ImV (z0) = 0 for z0 ∈ C+, since the assumption (ImV (z0)h, h) = 0 leads
to the condition (ImV (z)h, h) = 0 for all z ∈ C+, which contradicts the condition (c).
Consider a linear manifold Nz0 := {hz0(·) : h ∈ E} in HV and define an operator γz0 by
the equality γz0h = hz0(z). It follows from the equality
(6.18) ‖hz0(·)‖2V =
〈
ImV (z0)
Im z0
h, h
〉
E
=
1
Im z0
‖h‖2−
that the operator γz0 belongs to [E ,Nz0] and defines a topological isomorphism from E− onto
Nz0 .
Let A be a restriction of the operator A˜1 to the linear manifold
D = {f ∈ dom (A˜1) : (A˜1 − z0)f ⊥ Nz0}.
The domain of the operator A can be characterized by two conditions: χ1(f) = 0, χ0(f) = 0,
where
(6.19) χ0(f) =
∑
z
V (z)f(z).
Indeed, if f ∈ L χ0(f) = χ1(f) = 0, then
((A˜1 − z0)f, hz0(z))V =
∑
z
〈
V (z)− V (z0)
z − z0 (z − z0)f(z), h
〉
E
=
∑
z
〈V (z)f(z), h〉E = 0.
By the assumption (b) Nz0 ∩ dom (A1) = {0} (see [34]), and therefore A is a densely
defined symmetric operator. The constructions of the space HV and the operators A, A˜1
belong to M.G. Kre˘ın and H. Langer [34].
Let A˜0 be the closure in HV of the operator A˜0f(z) = zf(z), defined originally on vector-
functions from L, satisfying the condition χ0(f) = 0. Clearly, A˜0 is a symmetric operator. Let
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us show, that the extensions A˜1 and A˜0 are transversal. In view of the equality dom (A˜1)∔Nz0 =
dom (A∗), in order to prove the transversality of A˜1 and A˜0 it is enough to check that
(6.20) Nz0 ⊂ dom (A˜1) + dom (A˜0).
Let h ∈ E−. Then
(6.21) hz0(z) = [fz0(z)− fz¯0(z)] + [hz0(z)− fz0(z) + fz0(z)],
where f = [2i ImV (z0)]
−1V (z0)h ∈ E−. The first term in (6.21) belongs to dom (A˜1), and the
second term belongs to dom (A˜0). This proves (6.20).
The transversality of the extensions A˜0 and A˜1 implies, in particular, that A˜0 is a self-
adjoint operator.
Define a boundary triplet {H,Γ0,Γ1} for A∗, setting
H = E , Γ0f = −R1/2χ0(f), Γ1f = R1/2χ1(f),
where R = Im V (z0). Let us show that the mapping f → {Γ0f,Γ1f} from dom (A∗) to H⊕H is
surjective. To prove this it is enough to check that the operators Γ0|NZ0 ,Γ1|NZ0 are isomorphisms
from Nz0 to H.
In order to prove the first statement represent the operator V (z0) in the form V (z0) =
Q + iR, where Q = Q∗, R = R∗ ∈ [E−, E+]. Then
V ∗(z0)R
−1V (z0) = QR
−1Q+R.
Hence one obtains
‖Γ0hz0‖2E =
〈
R−1V (z0)h, V (z0)h
〉
E ≥ 〈Rh, h〉E = ‖h‖2− = Im z0‖hz0‖2V .
On the other hand, it is clear that there is C > 0, such that
‖Γ0hz0‖2E ≤ C‖h‖2− = C Im z0‖hz0‖2V .
These two inequalities show, that Γ0|Nz0 is an isomorphism in E .
The second statement is implied by the equality
‖Γ1hz0‖2E = 〈Rh, h〉E = ‖h‖2− = Im z0‖hz0‖2V .
And finally, it follows from the equality
(A∗f, g)V − (f, A∗g)V =
∑
z,ζ
〈[V (z)− V ∗(ζ)]f(z), g(ζ)〉E =
=
∑
z,ζ
{〈V (z)f(z), g(ζ)〉E − 〈f(z), V (ζ)g(ζ)〉E =
=
∑
z,ζ
{(R−1/2V (z)f(z), R1/2g(ζ))E − (R1/2f(z), R−1/2V (ζ)g(ζ))E} =
= (Γ1f,Γ0g)E − (Γ0f,Γ1g)E
that {H,Γ0,Γ1} is a boundary triplet for A∗. The Weyl function for this boundary triplet takes
the form
M(z) = −R1/2V −1(z)R1/2.
Let us set B = iR1/2JR1/2 and consider an a.s. extension AB of the operator A, determined
by the ”boundary condition” ∑
z
(I + iJV (z))f(z) = 0,
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which is equivalent to the condition
Γ1f = iR
1/2JR1/2Γ0f.
Setting K = R1/2J , one can find the characteristic function W˜ (z) of the operator AB by the
formula (6.9)
(6.22) W˜ (z) = I + 2iJR1/2(B∗ −M(z))−1R1/2 = I + 2iJV (z)(I − iJV (z))−1 =
= (I + iJV (z))(I − iJV (z))−1 = W (z).
This proves that W ∈ Λ0J . ✷
Remark 6.9. Characteristic functions of unbounded operators with finite non-Hermitian rank
have been studied by the methods of the theory of bi-extensions of symmetric operators in
papers by E.R. Tsekanovskii and Yu.L. Shmuljan (see [56, 52]), and in the case of infinite non-
Hermitian rank in papers by Yu.M. Arlinskii and E.R. Tsekanovskii (see [2, 6]). In particular,
in [2, 5] the class of characteristic functions of nonbounded operator colligations constructed
within the bi-extension theory was completely characterized. Methods of boundary triplets
allow to present an alternative approach to the theory of characteristic functions of nonbounded
operators, which nonetheless leads to the same class ΛJ . Statements, which are closed to
Proposition 6.5 and Theorem 6.7, were proved earlier in [6].
7. Ordinary Differential Operators with Bounded Operator Coefficients
7.1. Operators on finite intervals. Let H be a separable Hilbert space, and let A be a
minimal operator generated in L2([0, b], H) by the differential expression of order 2n of the
form
(7.1) l[y] =
n∑
k=1
(−1)k(pn−ky(k))(k) + pny.
Here y : [0, b]→ H is a vector function with values in H , quasi-derivatives y[k] are successively
defined by
y[k](x) = y(k)(x) (k = 0, . . . , n− 1), y[n](x) = p0(x)y(n)(x),
y[n+k](x) = pk(x)y
(n−k)(x)− d
dx
y[n+k−1](x) (k = 1, . . . , n),
and the coefficients pk = pk(t) satisfy the following conditions:
pk(t) = pk(t)
∗ ∈ [H ], p0(t)−1 ∈ [H ] for 0 ≤ t ≤ b, pk ∈ Cn−k([0, b], [H ]) (k = 0, 1, ..., n).
The domain of the minimal operator A is of the form
domA = {y ∈ domA∗ : y[k](0) = y[k](b) = 0, k = 0, 1, . . . , 2n− 1}.
Due to Rofe-Beketov[49], a boundary triplet for A∗ has the form {H,Γ0,Γ1}, where H = H2n,
Γ0y = (y(0), ..., y
(n−1)(0); y(b), ..., y(n−1)(b))T ,
Γ1y = (y(
[2n−1]0), ..., y[n](0);−y[2n−1](b), ...,−y[n](b))T .
Let Yi(z, t) be a solution to the operator equation l[Y ] = zY satisfying the initial condi-
tions
Y
[j−1]
i (z, 0) = δijI, i, j = 1, ..., 2n.
From the results of [49, Theorem 6] it follows that the block operator
Y (z, t) = ‖Y1(z, t), ..., Y2n(z, t)‖
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establishes an isomorphism between H2n and Nz(A). By definition of the Weyl function, the
following equality holds M(z)Γ0y = Γ1y, y ∈ Nz. By substituting for y columns of the matrix
Y (z, t) we arrive at the relation
M(z)Y 0(z) = Y 1(z),
in which operator functions Y i(z) = ΓiY (z, t), (i = 0, 1) are isomorphisms in H for all z 6= z.
Consequently,
(7.2) M(z) = Y 1(z)[Y 0(z)]−1.
Further, let B ∈ [H], and let AB be the almost solvable extension of the operator A defined by
the boundary condition Γ1y = BΓ0y. Consider the operators
Φz = (Γ1 − BΓ0) |Nz , Φ∗z = (Γ1 − B∗Γ0) |Nz .
Since the operator Φ∗z is an isomorphism from Nz onto H for any z ∈ ρ(A˜∗B), then it follows
from the formula (6.4), that the characteristic function for AB is of the form
(7.3) W (z) = [Φ∗zY ]
−1[ΦzY ].
Remark 7.1. For the operator A˜ ⊃ A defined by expression (7.1) and by the conditions
y[i](0) = 0 (0 ≤ i ≤ 2n− 1),
and for some choice of a boundary triplet one obtains:
Φy = {y(0), ..., y[2n−1](0)}, Φ∗y = {y(b), ..., y[2n−1](b)}.
Hence W (z) takes the form
W (z)−1 = ‖Y i−1j (b)‖nij=1
(see [54]). As in Remark 3.2, the equality Y (z, t) = (Φ |Nz)−1 yields Theorem 6 from [49].
7.2. Operators on the half-line. Let A be a minimal operator generated in L2(0,∞) by the
differential expression (7.1) in which p−10 , p1, . . . , pn are real and measurable functions on (0,∞)
integrable on each subinterval [a, b] of (0,∞). Suppose also that the operator A has deficiency
indices n+(A) = n−(A) = n. Then the domain of the minimal operator A is of the form
domA = {y ∈ domA∗ : y[k](0) = 0 for any k = 0, 1, . . . , 2n− 1}.
For an arbitrary boundary triplet {H,Γ0,Γ1}, choose the basis yk(z, x)(1 ≤ k ≤ n) in Nz such
that
In = Γ0Y = Γ0(y1, y2, ..., yn).
Then the Weyl function M(z) of the operator A is given by
M(z) = Γ1Y = Γ1(y1, y2, ..., yn).
If gk(·, z) ∈ Nz and g[n−i]k (0, z) = δik, then, by defining Γ0 and Γ1 by the equalities
(7.4) Γ0y = {y(n−1)(0), ..., y(0)}T , Γ1y = {y(n)(0), ..., y(2n−1)(0)}T
and by setting yk(x, z) = gk(x, z), one obtains
M(z) = ‖Mjk(z)‖nk=1, where Mjk(z) = g[n+j−1]k (0, z).
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Thus, in this case the Weyl function M(z) exactly coincides with the characteristic matrix of
the operator A0 (see [47, p. 278]).
1 Suppose that the almost solvable extension A˜ of the
operator A is defined by
(7.5) Φjy =
∑
1≤k≤2n
φjky
[k−1](0) = 0, 1 ≤ j ≤ n,
and the extension (A˜)∗ is defined by
(7.6) Φ∗jy =
∑
1≤k≤2n
φ∗jky
[k−1](0) = 0, 1 ≤ j ≤ n.
Since A˜ is an almost solvable extension of the operator A, it follows that, at some boundary
triplet {H,Γ0,Γ1}, one has:
A˜ = AB, dom (A˜) = ker(Γ1 − BΓ0), B ∈ [H],
and conditions (7.5), (7.6) take the form
Φy = C1(Γ1 −BΓ0)y = 0, Φ∗y = C2(Γ1 − B∗Γ0)y = 0,
where C1, C2, C
−1
1 , C
−1
2 ∈ [H]. By introducing the matrices
Φ(z) = ‖Φjyk(x, z)‖nj,k=1, Φ∗(z) = ‖Φ∗jyk(x, z)‖nj,k=1
and by taking into account (6.4) we arrive at the following expression for the characteristic
function W (z) of the operator AB:
(7.7) W (z) = [(Γ1 − BΓ0)Y ][(Γ1 − B∗Γ0)Y ]−1 = C−11 Φ(z)Φ∗(z)C2.
Remark 7.2. At the ”natural” boundary triplet of form (7.4), the matrices C1 and C2 have the
form
C1 = ‖φj,n+k‖njk=1, C2 = ‖φ∗j,n+k‖njk=1.
All the conclusions of this section are valid without change for the differential operation of
form (7.1) in L2([0,∞), H) only if n+(A) = n−(A) = n = dimH < ∞. Note that the compu-
tation of the characteristic function of the differential operator in the scalar case (dimH = 1)
is held in [3, 40] in which similar results are obtained by other techniques.
8. Sturm–Liouville Operator with Semi-Bounded Operator Potential
8.1. Let H be a separable Hilbert space, and let L = Lmin be a minimal operator generated
in L2([0, b],H) by the differential expression
l[y] = −y′′ + Ay + q(t)y
with an unbounded operator A = A∗ ≥ I, A ∈ C(H). Let also {Hα} (α ∈ R) be the scale of
Hilbert spaces constructed with respect to the operator A:
Hα = dom (A
α), ‖h‖Hα = ‖Aαh‖H (h ∈ Hα).
1Let G(x, ξ, z) =
∑n
k=1 uk(x, z)gk(ξ, z) (x < ξ) be the Green function of the Dirichlet problem, i.e. the kernel
of the resolvent of the operator A0. Then the above-mentioned coincidence becomes evident, if one uses the
following identities for quasi-derivatives Gν,j (ν + j = 2n− 1) of the Green function
Gν,j(ξ − 0, ξ, z)−Gν,j(ξ + 0, ξ, z) =
∑n
k=1
{
u
[ν]
k (ξ, z)g
[j]
k (ξ, z)− u[j]k (ξ, z)g[ν]k (ξ, z)
}
=
{
1, j < ν
−1, j > ν,
which imply that for u
[n+j−1]
k (a) = δk,j one has g
[n−i]
k (a) = δk,j . Mention also, that the book [47, p.260] contains
an unfortunate inaccuracy: a wrong sign (−1)n−1 in the right part of the above equality
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In [18], M. L. Gorbachuk showed that for any y ∈ dom (L∗) boundary values y(0) and
y(b) exist in the space H−1/4 and indicated the following boundary triplets for the operator L∗:
H = H⊕ H, Γ0y = {y0,−yb}T , Γ1y = {y′0, y′b}T ,
where
(8.1) y′0 = A
1/4[y′(0) + A1/2y(0)], y0 = A
−1/4y(0), y(0) ∈ H−1/4.
Further, in the case q(t) ≡ 0 there holds the following representation for any y ∈ Nz (see [18]):
(8.2) y(t, z) = ω1(t, z)f1 + ω2(t, z)f2, (f1, f2 ∈ H),
(8.3) ω1(t, z) = e
−t√A−zA1/4, ω2(t, z) =
sh t
√
A− z√
A− z A
3/4e−b
√
A.
Therefore, the Weyl function M(z) is of the form
M(z) = Ω1(z)Ω
−1
0 (z),
where
Ω0(z) = (Γ0ω1(t, z),Γ0ω2(t, z)), Ω1(z) = (Γ1ω1(t, z),Γ1ω2(t, z)).
8.2. Let B ∈ C(H), and let LB be the extension of the minimal operator L. Then, due
to Proposition 4.1, this yields a full characterization of the spectrum of the operator AB. For
example,
z ∈ σp(LB)⇐⇒ 0 ∈ σp(M(z)− B).
Proposition 8.1. Suppose that A−1 ∈ Sp−1/2, z ∈ ρ(LB), ξ ∈ ρ(B). Then the following
equivalence holds
(LB − z)−1 ∈ Sp(H)⇐⇒ (B − ξ)−1 ∈ Sp(H).
The proof is clearly implied by both Theorem 1.2 and the equivalence
A−1 ∈ Sp−1/2 ⇐⇒ L˜−1D ⊂ Sp
established in [19], where L˜D = L0 is the Dirichlet extension of the operator L.
As is shown in [19], vector functions y ∈ dom (L∗) are continuous on (0, b) in the space
H3/4, and continuous on [0, b] only in H−1/4. However, vector functions from dom (L0) preserve
continuity in H3/4 and at the endpoints of the segment.
Definition 8.2. ([19]). An extension LB of the operator L is said to be α-smooth if dom (LB) ⊂
C([0, b],Hα) whenever −1/4 < α < 3/4, and maximally smooth whenever α = 3/4.
Proposition 8.3. For an extension LB, (B ∈ C(H)) to be α-smooth, it is necessary and
sufficient that
(A⊕ A)α+1/4(B − ξ)−1 ∈ [H] for ξ ∈ ρ(B).
Corollary 8.4. If A−1 ∈ S∞(H), then any α-smooth extension has a discrete spectrum.
Proposition 8.5. Let B ∈ C(H), and let LB ⊃ L. Then LB is 1/4-smooth if and only if LB
is the extension with the finite Dirichlet integral, i.e.,
(8.4) D[y] =
∫ b
0
[‖y′(t)‖2 + ‖A1/2y(t)‖2 + (q(t)y(t), y(t))]dt <∞.
Definition 8.6. Let B ∈ C(H). An extension LB is said to be D-extension if
(LBy, y) = D[y] for any y ∈ dom (LB).
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Proposition 8.7. Suppose that B ∈ C(H) and Â = A ⊕ A. For the extension LB to be the
D-extension, it is necessary and sufficient that LB be 1/4-smooth and
(Bg, g) = ‖Â1/2g‖2 for any g ∈ dom (B).
Proof. If LB is the D-extension, then Proposition 8.5 implies that LB is 1/4-smooth and
dom (B) ⊂ dom (Â1/2). For y ∈ dom (LB) we put
Y =
(
y(0)
−y(b)
)
, Y ′ =
(
y′(0)
y′(b)
)
.
Then
Y = Â1/4Γ0y ∈ H1/4, Y ′ = [−Â3/4 + Â−1/4B]Γ0y ∈ H−1/4.
By integrating by parts one represents the expression (LBy, y) as
(LBy, y) = (Y
′, Y ) +D(y).
(see [18]). This yields the equality (Y ′, Y ) = 0 that, in view of the above representations for Y
and Y ′, takes the form
(BΓ0y,Γ0y) = (ÂΓ0y,Γ0y).
By putting g = Γ0y and by taking into account that g ∈ dom (B) ⊂ dom (A˜1/2) we obtain
(Bg, g) = (A˜1/2g, A˜1/2g). The above reasoning is convertible. Thus, proposition is proved. ✷
Corollary 8.8. Suppose that B ∈ C(H) and the operator LB is the D-extension. Then LB is
symmetric.
Propositions 8.3, 8.7 and Corollaries 8.4, 8.8 generalize the results of [19, 20] on smoothness of
dissipative extensions to the case of almost solvable ones.
Let L˜1, L˜2 be the extensions of the operator L generated by the conditions Y
′ = SjY ,
j = 1, 2. Here Sj are strictly Â
1/2 - bounded operators1 in H. Then (see [19]) we conclude that
(8.5) L˜j = LBj , where Bj = Â
1/4(Â1/2 + Sj)Â
1/4, j = 1, 2.
Proposition 8.9. For the Sp – resolvent comparability of the operators LB1 and LB2 in
L2([0, b],H) it is sufficient that (S1 − S2)Â−1/2 ∈ Sp1 and Â−1 ∈ Sp2, where p = p1p2(p1 +
p2)
−1 ≥ 1.
Proof. Due to Theorem 4.6, the Sp – resolvent comparability of the operators L˜B1 , L˜B2 in
L2([0, b],H) is equivalent to one of the operators B1 and B2. Let z ∈ ρ(B1) ∩ ρ(B2). Without
loss of generality we may assume that ‖SjÂ−1/2 − zÂ−1‖ < 1, otherwise it suffices to take the
operator A + ηI, η > 0, instead of A in (8.2). Then the operators (I + SjÂ
−1/2 − zÂ−1) have
bounded inverse, and the following equality holds:
(8.6) (B1 − z)−1 − (B2 − z)−1 =
= Â−3/4(I + S1Â
−1/2 − zÂ−1)−1(S2 − S1)Â−1/2(I + S2Â−1/2 − zÂ−1)Â−1/4.
Since (S1 − S2)Â−1/2 ∈ Sp1 and Â−1 ∈ Sp2, we have (B1 − z)−1 − (B2 − z)−1 ∈ Sp. ✷
Corollary 8.10. If Sj and S
∗
j are strictly Â
1/2-bounded operators in H, j = 1, 2, then for the
Sp – resolvent comparability of the extensions L1 and L2 it is sufficient to satisfy any of the
following conditions:
1I. e., dom(Â1/2) ⊂ dom (Sj) and ‖Sjf‖ ≤ a‖Â1/2f‖+ b‖f‖, a < 1, for any f ∈ dom (Â1/2).
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(a) Â−1/2(S1 − S2)Â−1/2 ∈ Sp ;
(b) Â−1/2(S1 − S2)Â−1/2 ∈ Sp1, Â−1/2 ∈ Sp2, p−11 + p−12 = p−1 ≤ 1.
Proof. Indeed, in this case the operators (I + Â−1/2Sj − zÂ−1)−1 are bounded, and equality
(8.6) can be given in the symmetric form
(B1 − z)−1 − (B2 − z)−1 =
= Â−1/4(I + S1Â
−1/2 − zÂ−1)−1Â−1/2(S2 − S1)Â−1/2(I + S2Â−1/2 − zÂ−1)−1Â−1/4.
✷
Remark 8.11. Both Proposition 8.9 and Corollary 8.10 in the self-adjoint case L˜j = L˜
∗
j were
proved in [22].
Example 8.12. Let L = Lmin be minimal operator generated in L2([0, pi]× (−∞,+∞)) by the
Laplace expression
l[y](t, x) = −∆y = −(∂2/∂t2 + ∂2/∂x2)y.
Let also L˜σj (j = 1, 2) be extensions generated by the conditions
[∂y/∂t− σj,0(x)y] |t=0= 0, [∂y/∂t− σj,pi(x)y] |t=0= 0,
where σj,0, σj,pi ∈ L∞(−∞,+∞), j = 1, 2.
Writing the operator L∗0 in the form L0 = −y′′ + Ay − y, where A = −d2/dx2 + I ≥ I
in L2(−∞,+∞), one can apply the above assertions to it. The Weyl function M(λ) is of the
form
M(λ) = Â1/4

√
A−
√
A− I − λ
tanpi
√
A− I − λ −
√
A− I − λ
sh pi
√
A− I − λ
−
√
A− I − λ
sh pi
√
A− I − λ
√
A−
√
A− I − λ
tanpi
√
A− I − λ
 Â1/4.
Both Proposition 5.9, Corollaries 5.10 and 8.10 imply the following statements:
(a) The Friedrichs extension L˜F is given by the Dirichlet conditions: y(0, x) = y(pi, x) = 0,
and the Krein extension is given by the boundary condition Γ1y = M(0)Γ0y (note that the
lower bound is m(L0) = 1). In view of the definition of boundary triplet (8.1), the latter can
be transformed as
Y ′ +
(
Λ(tanΛpi)−1 Λ(shΛpi)−1
Λ(shΛpi)−1 Λ(tanΛpi)−1
)
Y = 0.
Here Λ =
√−d2/dx2 is the Calderon operator, i.e., the pseudo-differential operator in
L2(−∞,+∞) with the symbol |ξ|.
(b) The negative part of the spectrum of the operator L˜σ1 has dimension (0 ≤)n ≤ ∞ if
and only if the same holds for the operator B1 −M(0), or, equivalently, for the operator
Â−1/4(B1 −M(0))Â−1/4 = Σ1 +
(
Λ(th Λpi)−1 Λ(shΛpi)−1
Λ(shΛpi)−1 Λ(th Λpi)−1
)
,
where B1 is defined by (8.5) and
Σj :=
(
σj,0(x) 0
0 σj,pi(x)
)
(j = 1, 2).
(c) The operators L˜σ1 and L˜σ2 are resolvently comparable if Σ1(x) − Σ2(x) ∈ L1(R),
because
Â−1/2|Σ1 − Σ2|1/2 ∈ S2(L2(R)× L2(R)).
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8.3. Further, let L = Lmin be minimal operator generated in L2([0,∞);H) by the differ-
ential expression
l[y] = −y′′ + (A− I)y(t), A ≥ I, t ∈ [0,∞).
As was shown in [42], the boundary triplet {H,Γ0,Γ1} for L∗ is of the form
(8.7) H = H, Γ0y = A−1/4y(0), Γ1y = A1/4(y′(0) + A1/2y(0).
The defect subspace Nz consists of vector functions exp(−
√
A+ zt)A1/4f , f ∈ H . On this
basis, it is easy to calculate the Weyl function:
(8.8) M(z) = A1/2(A1/2 − (A− I − z)1/2).
With the specific form (8.8) of the Weyl function, by using the results of sections 3 – 5 one can
formulate different statements on the spectrum of extensions in terms of the operator A as well
as on their resolvent comparability, etc. We present just one of them.
Proposition 8.13. Suppose that S ∈ C(H) and L˜S = L˜∗S is the extension of the operator L0
generated by y′(0) = Sy(0). For the negative part of the spectrum of the operator L˜S
(a) to consist of 0 ≤ n ≤ ∞ points counting multiplicities;
(b) to have the origin as a unique limit point,
it is necessary and sufficient that the same be valid for the operator S + (A− I)1/2.
Proof. In terms of boundary triplet (8.7), the extension L˜S is given by dom (L˜S) = ker(Γ1 −
BΓ0), where B = A
1/4(A1/2 + S)A1/4. In this case, there holds the equivalence:
L˜S = L˜
∗
S ⇐⇒ B = B∗.
From (8.8) it follows the equality
(8.9) M(0) = A1/4(A1/2 − (A− I)1/2).
In turn, this implies the relation B −M(0) = A1/4[S + (A− I)1/2]A1/4. The proof now follows
from both Proposition 5.9 and the bounded invertibility of the operator A ≥ I. ✷
Remark 8.14. Also it is interesting to note that the Friedrichs extension L˜F , as usual, corre-
sponds to the Dirichlet problem y(0) = 0, and, by Corollary 5.10, the Krein extension L˜K is
given by condition
(8.10) y′(0) = −(A− I)1/2y(0),
in which the condition dom (L˜K) = ker(Γ1 − M(0)Γ0) has been transformed. Further, the
operators L˜F and L˜K are transversal since
M(0) = A1/2(A1/2 + (A− I)1/2)−1 ∈ [H ],
and, by Corollary 5.10, the transversality of extensions L˜F and L˜K is equivalent to the condition
M(0) ∈ [H ].
Example 8.15. Let L = Lmin be minimal operator generated in L2(R+ × R) by the Laplace
expression
−∆ = −
(
∂2
∂t2
+
∂2
∂x2
)
,
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and let L˜j be its extension given by the boundary condition[
∂y(t, x)
∂t
− σj(x)y(t, x)
]
|t=0, σj(x) ∈ L∞(R), j = 1, 2.
In this case, Proposition 8.13 in which one should put A = − d2
dx2
+ I in L2(R), suggests that:
(a) the Friedrichs extension L˜F corresponds to the Dirichlet problem y(0, x) = 0, and the
Krein extension L˜K as follows from (8.10) is given by
[∂y(t, x)/∂t + Λy(t, x)] |t=0= 0,
where Λ =
√−d2/dx2 is the Calderon operator.
(b) The extensions L˜F and L˜K are transversal since, in view of (8.9),
M(0) =
(
I − d
2
dx2
)1/2 [(
I − d
2
dx2
)1/2
− Λ
]−1
∈ [H ] = [L2(R)].
(c) The negative part of the spectrum of the extension L˜1 consists of (0 ≤)n ≤ ∞ points if
and only if the operator S + Λ satisfies the same property in L2(R), where (Sf)(x) =
σ(x)f(x).
(d) If σ1 − σ2 ∈ L1(−∞,+∞), then the extensions L˜1 and L˜2 are resolvently comparable.
8.4. Suppose that L = Lmin is minimal operator generated in L2([0, b],H) by the differ-
ential expression of the hyperbolic type
l[y] = y′′ + Ay + q(t)y, A ≥ I.
Boundary triplets {H,Γ0,Γ1} for L∗ are constructed in [14] and have the form:
H = H⊕ H, Γ0y =
(
y0
yb
)
, Γ1y =
(
y′0
y′b
)
, where
y0 = 2
−1/2(− sin(
√
Ab)A−1/2y′(b) + cos(
√
Ab)y(b) + y(0)),
yb = 2
−1/2(− cos(
√
Ab)A−1/2y′(b)− sin(
√
Ab)y(b) + A−1/2y′(0)),
y′0 = 2
−1/2(− cos(
√
Ab)y′(b) + A−1/2 sin(
√
Ab)y(b)− y′0)),
y′b = 2
−1/2(− sin(
√
Ab)y′(b) + A−1/2 cos(
√
Ab)y(b)− A−1/2y(0)).
For any y(t) ∈ Nz there holds the representation
y(t, z) = ω1(t, z)f1 + ω2(t, z)f2, f1, f2 ∈ H.
Consequently, the Weyl function is of the form
M(z) = Ω1(z)Ω0(z)
−1,
where
Ω0(z) =
(
Γ0ω1(t, z) Γ0ω2(t, z)
)
, Ω1(z) =
(
Γ1ω1(t, z) Γ1ω2(t, z)
)
.
If q(t) ≡ 0, then
ω1(t, z) = (t− b) cos
√
A− z, ω2(t, z) = (t− b)sin
√
A− z√
A− z A,
and the Weyl function is calculated quite clearly.
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9. Schro¨dinger Operator in R3\{0}
Consider in L2(R3) the Schro¨dinger operator
l[y] = −∆y + q(x)y
with a spherically symmetric potential q(x) = q(|x|), |q(x)| 6 C defined originally on C∞0 (R3\0).
Its closure L = Lmin is a minimal symmetric operator with the deficiency indices (1, 1). Starting
with [8], the operator L has been studied by many authors (see the reference list in [31]).
Boundary triplets for L∗ and more general elliptic operators are constructed in [31].
For q(x) ≡ 0 the defect subspaces of the operator L = −∆ have the form
Nz = {eir
√
z/r}, (r = |x|).
Therefore, for any bounded q(x) and for any f ∈ dom (L∗) there holds the relation
(9.1) f(x) =
c−1
r
+ c0 + f˜(x), f˜(x) ∈ dom (L0), f˜(0) = 0.
Applying the Green formula to a function f ∈ dom (L∗) of form (9.1) and a function g ∈
dom (L∗) of the form
g(x) =
d−1
r
+ d0 + g˜(x), g˜(x) ∈ dom (L), g˜(0) = 0
in the domain Gr exterior to the sphere
∑
r = {x : |x| = r}, we get
(L∗f, g)− (f, L∗g) = lim
r→0
∫∫∫
Gr
(f ·∆g −∆f · g¯)dx =
= lim
r→0
∫∫
∑
r
[
f
(
∂g¯
∂n
)
−
(
∂f
∂n
)
g¯
]
dσ
= lim
r→0
∫∫
∑
r
(
c0d¯−1 − c−1d¯0
r2
+ o(1)
)
dσ = 4pi(c0d¯−1 − c−1d¯0).
Define the boundary triplet by setting
H = C, Γ0y = 2c−1
√
pi, Γ1y = 2c0
√
pi.
Proposition 9.1. The Weyl function of the operator L coincides with one of the Weyl functions
of the Sturm – Liouville operator A = −d2/dx2+ q(r) in L2[0,∞) with the boundary conditions
y(0) = y′(0) = 0.
Proof. If y(r, z) ∈ Nz(A), then y(r, z)r−1 ∈ Nz(L∗0). Let
y(r, z)
r
=
c−1(z)
r
+ c0(z) + o(1).
Then the Weyl function of the operator L is of the form ML(z) = c0(z)/c−1(z). Choosing for
the operatorA∗ the same boundary triplet as in Example 3.6 we obtain ML(z) = MA(z). ✷
Consider the extension L˜h of the operator L0 defined by the boundary condition Γ1y =
hΓ0y, h 6= h¯. It was shown by Pavlov [48] that, under the condition on the potential
(9.2) sup |q(r)| exp(ε√r) <∞,
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the spectrum of the operator A˜h and hence of the operator L˜h has finitely many eigenvalues
and spectral singularities.
In the same paper [48] it was shown that this condition is precise for the Sturm – Liouville
operator. Namely, there were presented both a real potential q(x) for which condition (9.2)
is violated but sup |q(r)| exp(εrβ) < ∞ for 0 < β < 1/2, and a complex h 6= h¯ such that the
operator has an infinite set of eigenvalues. Proposition 9.1 yields that, for the operator L0 with
a potential q˜(x) = q(|x|), there also exists an extension L˜h with the same property.
10. Laplace Operator in Domains with Piecewise Smooth Boundary
10.1. Domain with One Incoming Angle. Let Ωβ = {(r, ϕ) : 0 6 r 6 1, 0 6 ϕ 6 pi/β} be
a domain in R2, and let 1/2 < β < 1. The Laplace operator Lu = −∆u considered in L2(Ωβ)
with the Dirichlet conditions on the boundary is a symmetric operator with the deficiency
indices (1, 1) and the domain dom (L) =W 2,20 (Ω) (see [10]).
The domain of the Friedrichs extension LF is of the form
dom (LF ) =W
2,2
2 (Ωβ) + {uβ},
where
uβ(x) = ηε(r)r
β sin βϕ ∈ W 1,20 (Ω), ∆uβ ∈ L2(Ω).
Here ηε(r) is a smooth ”cutoff” function equal to 1 for r 6 ε/2 and to 0 for r > ε. The function
1
uβ(x) is a weak solution to the problem
−∆u = f, u|Γ = 0 (f ∈ L2(Ωβ))
which does not belong to W 2,20 (Ωβ). For any f ∈ dom (L∗) there holds the representation
(10.1) f = f0 + c1uβ + c2v,
where
v = (r−β − rβ) sin βϕ ∈ N0(L) = ker(L∗), c1, c2 ∈ C.
Let g ∈ dom (L∗). In view of (10.1), the decomposition
g = g0 + d1uβ + d2v, d1, d2 ∈ C
holds true. Since
(L∗f, g)− (f, L∗g) = c1d¯2(L∗uβ, v)− c2d¯1(v, L∗uβ),
one can define a boundary triplet for the operator L∗ by setting
Γ0f = kc2 = k lim
r→0
rβf(reipi/2β),
Γ1f = k(c1 − c2) = k lim
r→0
r−β{f(reipi/2β)− r−βΓ0f},
where k2 = (L∗uβ, v). It can be shown that (L∗uβ, v) > 0. Indeed,
L∗uβ = −∆uβ = −
(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂ϕ2
)
uβ =
= − ((2β + 1)rβ−1η′ε(r) + η′′ε (r)rβ − βηε(r)rβ−2) sin βϕ.
1The function uβ(x) is constructed by Guseva (see [10]).
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It follows that
(L∗uβ, v) =
∫∫
Ωβ
(
(2β + 1)rβ−1η′ε(r) + η
′′
ε (r)r
β − βηε(r)rβ−2
)
(rβ − r−β) sin βϕdxdy =
=
ε∫
ε/2
(
(2β + 1)η′ε(r) + η
′′
ε (r)r − βηε(r)r−1
)
(r2β − 1)dr
pi/β∫
0
sin βϕdϕ.
By integrating by parts we obtain:
ε∫
ε/2
η′′ε (r)(r
2β+1 − r)dr =
ε∫
ε/2
η′ε(r)[1− (2β + 1)r2β]dr.
A comparison of the last two equalities leads to the relation
(L∗uβ, v) = 2
ε∫
ε/2
ηε(r)(1− r2β−1)dr > 0.
Let us find the Weyl function of the operator L. If f(·, z) ∈ Nz, then
f(x, z) =
[
m(z)Jβ(r
√
z) + J−β(r
√
z)
]
sin βϕ, m(z) = −J−β(
√
z)
Jβ(
√
z)
,
where J±β(r) are the Bessel functions of the first kind. It follows that
(10.2) Γ0f = k
1
Γ(1− β)(2
−1√z)−β, Γ1f = k m(z)
Γ(1 + β)
(2−1
√
z)β,
(10.3) M(z) = −Γ(1− β)J−β(
√
z)(2−1
√
z)2β
Γ(1 + β)Jβ(
√
z)
.
Any extension L˜h of the operator L can be defined by the condition Γ1f = hΓ0f . Studying
the behavior of zeros of the function M(z)− h we can prove completeness and basis properties
of sets of eigenvectors and associated vectors of the operator L˜h.
10.2. Domain with Finite Number of Incoming Angles. Later on, let Ω be a bounded
domain in R2 with a piecewise smooth boundary of class C2, and let ak be corner points of
the boundary Γ = ∂Ω in which the interior angle pi/βk is greater than pi (1/2 < βk < 1, k =
1, . . . , n). Then the Laplace operator Lu = −∆u considered in L2(Ω) with a Dirichlet condition
on the boundary is a symmetric operator with the deficiency indices (n, n), dom (L) = W 2,20
(see [10]).
Let a domain Ω be such that, for some collection of neighborhoods O(aj, εj) of the corner
points aj , a part of the boundary Γj = Γ ∩O(aj, εj) is composed of two straight line segments
arg(x− aj) = θj , arg(x− aj) = θj + pi
βj
.
Consider the mapping Gj(x) = [e
−iθj(x − aj)]βj that takes ωj = O(aj, εj) ∩ Ω to the upper
half-plane C+ such that Γ ∩ O(aj, εj) goes to a real line segment. Let Fj(x) be a function
that takes Gj(Ω) onto C+ such that Fj(0) = 0, F ′j(0) = 1. By the principle of symmetry, the
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function Fj(x) admits analytic continuation to some neighborhood of x = 0 and hence it can
be represented by the Taylor series
(10.4) Fj(x) = x+ dj,2x
2 + dj,3x
3 + . . .+ dj,kx
k + . . .
with real coefficients.
Assume that all the functions Fj(x) (1 6 j 6 n) are analytic in the disk |x| < ε, and
construct a finite smooth function ηε(r) equal to 1 for r 6 ε/2 and 0 for r > ε. Put
(10.5) uε,j = ImFj(Gj(x)) · ηε(|Gj(x)|),
(10.6) vj = − Im[Fj(Gj(x))]−1.
As was shown in [10], the domain of the Friedrichs extension LF of the operator L consists
of functions of the form
(10.7) u(x, y) = u0(x, y) +
n∑
j=1
c1,j(u)uε,j(x),
where u0(x, y) ∈ W 2,20 (Ω). It is easy to see that in the polar coordinate system with the pole
at aj and the polar ray arg(x− aj) = θj the functions uε,j(x) have the form
uε,j(x) = r
βj sin βjϕ · ηε(r, ϕ) ∈ W 2,10 (Ω),
the functions satisfy vj(x) ∈ kerL∗ (see [10, p. 19]), and formulas (10.4), (10.6) imply that
vj(x) =− Im{[e−iθj (x− aj)]−βj + (d21,j − d2,j)[e−iθj (x− aj)]βj+
+ o(|x− aj|βj) = (r−βj − djrβj) sin βjϕ+ o(rβj),
where dj = d
2
1,j − d2,j. As in 10.1, one can show that
k2j := (L
∗uε,j, vj) > 0
and it does not depend on ε > 0 since uε1,j − uε2,j ∈ dom (L). Any function v ∈ kerL∗ can be
represented as
(10.8) v =
n∑
j=1
c2,j(v)vj.
Note that (L∗uε,k, vj) = 0 for k 6= j. Indeed, assume that
ε < 2−1min |ak − aj |, η(x) = 1 for x ∈ O(ak, ε)
and supp η(x) ⊂ O(ak, rε). Then η(x)vj ∈ dom (L) and L(η(x)vj) = 0 for any x ∈ O(ak, ε),
(L∗uε,k, vj) = (L
∗uε,k, η(x)vj) = (uε,k, L(η(x)vj)) = 0.
Define the boundary triplet {H,Γ0,Γ1} by setting
H = Cn, (α, β)H =
n∑
j=1
kjαj β¯j, Γlu = (Γl,1u, . . . ,Γl,nu)
T (l = 0, 1),
where
(10.9) Γ0,j = l̂im
x→aj
|x− aj |βju(x),
(10.10) Γ1,j = l̂im
x→aj
|x− aj|−βj{u(x)− Γ0,j(u)|x− aj |βj}.
WEYL FUNCTION OF A HERMITIAN OPERATOR 43
The symbol l̂im
x→aj
will denote the limit of u(x) along the bisector of the interior angle of the
domain Ω with vertex at aj .
Let ul ∈ dom (L∗), l = 0, 1. Then, by taking into account (10.8) – (10.10), we have
ul = u
0
l +
∑
16j6n
[Γ1,jul + djΓ0,jul] uε,j +
∑
16j6n
Γ0,j(ul)vj ,
u0l ∈ W 2,00 (Ω), l = 0, 1.
By direct substitution we verify the equality
(L∗u1, u0)− (u1, L∗u0) = (Γ1u1,Γ0u0)H − (Γ0u1,Γ1u0)H.
In the defect subspace Nz, chhose the basis consisting of functions ul(x, z), (x ∈ Ω, l =
1, 2, . . . , n) such that ul(x, z) ∈ W 2,20 (ωj) for j 6= l. Then the Weyl function M(z) in this basis
has the diagonal representation
(10.11) M(z) = ‖mj,l(z)‖nj,l=1, where mj,l(z) =
Γ1,j(ul(x, z))
Γ0,j(ul(x, z))
δj,l.
10.3. Unbounded Domain with One Incoming Angle. Consider the operator Lu = −∆u
defined in the unbounded domain
Ω = {(r, ϕ) : r > 0, 0 6 ϕ 6 pi/β}, (2−1 < β < 1)
with the Dirichlet conditions on the boundary. The operator L is symmetric, with the deficiency
indices (1, 1), and its simple part is unitary equivalent to the operator A generated by the
differential expression
l[y] = −d
2y(r)
dr2
+
β2 − 1/4
r2
y(r)
in L2(0,∞). The defect space Nz of the operator A consists of functions of the form
yz(r) = r
1/2H
(1)
β (r
√
z),
where H
(1)
β (r) = Jβ(r) + iYβ(r) is the Hankel function.
Define the boundary triplet {H,Γ0,Γ1} by setting H = C,
Γ0y = lim
r→0
rβ−1/2y(r), Γ1y = lim
r→0
r−β−1/2
[
y(x)− Γ0(y)r1/2−β
]
.
From the asymptotics of the Hankel function as r → 0
H
(1)
β (r
√
z) =
i
sin βpi
{
e−iβpi
(
r
√
z
2
)β
1
Γ(1 + β)
−
(
r
√
z
2
)−β
1
Γ(1− β) + o(r
β)
}
,
we easily find that
Γ0yz = − i
sin βpi
(√
z
2
)−β
· 1
Γ(1− β) ,
Γ1yz =
i
sin βpi
(√
z
2
)β
· e
−iβpi
Γ(1 + β)
,
and the following expression for the Weyl function
M(z) = Cβz
β ,
where Cβ = exp(−iβpi)4−βΓ(1− β)/Γ(1 + β).
44 V. DERKACH, M. MALAMUD
The Friedrichs extension L˜F is given by the condition dom (L˜F ) = ker Γ0, and the Krein
extension is given by the condition dom (L˜K) = ker Γ1, because M(0) = 0. The characteristic
function Θ(z) of the extension Lh (dom (L˜h) = ker(Γ1 − CβhΓ0)) is of the form
Θ(z) =
zβ + h
zβ + h¯
.
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