Abstract-The narcosis target lipid model (TLM) was developed to predict the toxicity of chemicals to aquatic organisms that act via narcosis. It is based on the hypothesis that target lipid is the site of toxic action within the organism, that octanol is the appropriate surrogate, and that target lipid has the same physical-chemical properties in all organisms. Here the TLM is extended to available freshwater green algal toxicity data to support a narcosis toxic mode-of-action (TMoA) effect assessment. For each species, significant linear relationships were observed between log(median effective concentration [EC50]) and log(K OW ) of the test chemicals. The slope of the log-log relationship statistically was similar to the universal narcosis slope of Ϫ0.945 that was derived from an earlier analysis of the TLM to nonalgal species. Critical target lipid body burdens (CTLBB), were estimated for each C* L algal species from the intercepts of the regressions and found to be within the range (43-398 mol/g octanol) reported previously, indicating that algae exhibit a similar sensitivity distribution relative to other aquatic species. The TLM is used to derive the predicted-no-effect concentrations (PNECs) using the hazardous concentration to 5% species (HC 5 ) statistical extrapolation procedure. This calculation requires an analysis of the variability of the universal slope, the , and the acute-to-chronic ratio. The C* L PNECs derived using this procedure were consistent with chronic-no-effect concentrations reported for narcotic chemicals. This is in contrast to PNECs derived from limited chemical-specific toxicity data and default application factors. It is concluded that coupling the TLM to the HC 5 extrapolation procedure allows optimal use of available toxicity data for deriving environmental quality criteria with a narcotic TMoA.
INTRODUCTION
Environmental effect assessment of chemical substances provides a key element in ecological risk assessment and serves as the basis for setting environmental quality criteria. Historically, single-species ecotoxicity data on individual chemicals have been used as the principle input for environmental effect assessment [1] . For substances for which sufficient single-species toxicity data were available, statistical extrapolation procedures have been used to estimate ''safe'' levels that are intended to protect ecosystem structure and function [2] [3] [4] [5] . Recent reviews suggest that the selection of a hazard concentration protecting 95% of the single-species sensitivity distribution (i.e., HC 5 ) appears to provide an appropriate level of protection when compared to multispecies tests or field studies [6, 7] . However, sufficient toxicity data are not available for most substances in commerce. In this situation, default application factors, which are safety factors, are applied to derive environmental quality criteria [8] [9] [10] . These application factors generally are selected to make the criteria more protective, thereby encouraging generation of additional toxicity test data and subsequent refinement in the effect characterization process. However, the costs and societal demands for limiting animal testing often hinder such refinements. Nevertheless, technically sound, cost-effective methods that minimize additional animal testing are needed urgently for refining effect assessment as emerging regulations increasingly will require such criteria for chemicals management [11] [12] [13] . Con-sequently, there is now considerable incentive to develop and apply structure-activity concepts for improving effect assessments because such approaches help to maximize information that can be gleaned from existing toxicological data. A number of studies specifically have addressed this challenge [14] [15] [16] [17] [18] .
Narcosis is a nonspecific reversible disruption of membrane function that is a well-recognized toxic mode of action (TMoA) for many industrial chemicals [19] . Methods to identify narcotic chemicals have been developed and validated [20] [21] [22] . In an evaluation of 973 high production volume chemicals for which TMoA categorization was possible, 32% were classified to act via this mechanism [15] . Many complex substances such as petroleum products also are expected to act as narcotics. To support application of the hydrocarbon block method for petroleum product risk assessment, which classifies gasoline into hydrocarbon components, effect assessment using the narcosis TMoA has been recommended specifically [9] .
The target lipid model (TLM) provides a quantitative paradigm for assessment of the aquatic toxicity associated with nonpolar organic chemicals that act via a narcotic mechanism [16] . It is an extension of the critical body burden (CBB) hypothesis that assumes that the effect occurs when the total body burden of an organism reaches a certain threshold level [23] . For the TLM, only the critical target lipid body burden (CTLBB) is considered, and the target lipid concentration is inferred from the aqueous concentration and K OW (octanolwater partitioning coefficient). A recent review concluded that quantitative structure-activity relationship (QSAR)-type approaches, such as the TLM that incorporate differences in chemical potency, lipid, and species sensitivity, appear to offer the greatest potential advantages in application of the CBB approach [24] .
The objectives of this paper are two-fold. First, an analysis is presented to examine if the narcosis TLM can be extended to algal toxicity prediction. This extension is a necessary prerequisite because past efforts have focused on fish and invertebrates and have not considered algal toxicity endpoints that are required in regulatory criteria formulation. Second, the results of the narcosis TLM are then used as input to the HC 5 statistical extrapolation procedure to derive TMoA-based predicted-no-effect concentrations (PNECs). The paper concludes by discussing the benefits and limitations of the TLM in environmental management of narcotic substances.
TOXICITY MODEL FRAMEWORK
McCarty et al. [23] related the CBB to the whole organism using the bioconcentration factor (BCF).
C* ϭ (BCF)(LC50)
org (1) where the is the CBB in the organism (mmol/kg wet wt), C* org BCF is the bioconcentration factor (L/kg wet wt), and median lethal concentration (LC50) is the aqueous concentration (mmol/L) corresponding to 50% mortality. Both the BCF and LC50 have been shown to be related linearly to the log(K OW ) of chemicals with values of log K OW s up to approximately 6.0 [25] . Using established QSARs for log(BCF)-log(K OW ) and log(LC50)-log(K OW ) for fish, McCarty et al. [23] hypothesized that ϭ 2.5 mmol/kg wet weight. C* org The TLM extends the CBB hypothesis by assuming that lipid is the target tissue in the organism. Rather than using the BCF, the target lipid-water partition coefficient (K LW ) is used in Equation 1 to estimate the critical body burden on a lipid basis [16] . The K LW (L/kg lipid) is defined as the ratio of the chemical concentration in the target lipid, C L (mmol/kg lipid), to the chemical concentration in the water, C W (mmol/L).
When the chemical concentration in the water is equal to the LC50, the chemical concentration in the organism target lipid is equal to the CTLBB. This is the definition of the critical target lipid body burden and, from Equation 2,
, the critical target lipid body burden can be calculated for any chemical using the LC50 and the K LW . It is assumed that the K LW can be related to K OW using a linear free energy relationship.
Equations 4 and 5 are combined to produce a single linear relationship between log(LC50) and log(K OW )
OW where m and b are the slope and intercept of the LC50-K OW log linear regression (Eqn. 6). The slope m ϭ Ϫa 1 , where a 1 is the slope of the linear free relationship between the target lipid and octanol (Eqn. 5). If the target lipid has the same chemical partitioning property in all organisms, then the slope should be the same for all species (i.e., the slope for narcosis is expected to be universal). The intercept b ϭ Ϫa 0 ϩ log( ) C* L (Eqn. 7) involves both a parameter a 0 from the linear free relationship between target lipid and octanol and the critical target lipid concentration. The intercept b, therefore, is a function of both the chemical and the species and should vary across species depending on the sensitivity of the test species/ endpoint to narcotic effects. In the TLM it is assumed that a 0 ϭ 0 and that the intercept of Equation 7 is the log of the critical target lipid body burden. If, additionally, it is assumed that the target lipid is all of the lipid in the organism, then the critical target lipid body burden is the critical body burden and ϭ CBB. Data supporting this assumption have been C* L presented [16] . It should be pointed out, however, that this assumption does not affect the predictive ability of the TLM. The units of are mol/g octanol. The assumption that a 0 C* L ϭ 0 is equivalent to assuming that the obtained from the C* L intercept of the regression has the units mol/g organism lipid.
Recent data suggest that there may be both storage lipid in organisms as well as the lipid that is the target for narcosis [26] . The target lipid model estimate of can be compared C* L to the total organism critical body burden. This was done ( Fig.  10 in D.M. Di Toro et al. [16] ), and in all cases except one for which the standard errors of the means were large and overlapping, Ͻ CBB, indicating that target lipid is a frac-C* L tion of total organism lipid.
The TLM was developed using acute toxicity data for nonpolar narcotics for 33 species. A multilinear regression analysis was performed to estimate the universal slope and test species/ endpoint-specific CTLBBs ( ) for the log(LC50)-log(K OW ) C* L relationships. The universal narcosis slope was found to be Ϫ0.945. Statistical tests failed to reject the hypothesis that the slope was the same among the different species. The CTLBBs ranged from 34 to 286 mol/g octanol. The analysis also indicated that ketones, polycyclic aromatic hydrocarbons (PAHs), and halogenated chemicals were slightly more toxic than baseline narcotics and required a chemical class correction. Assuming that a similar narcotic mechanism applies to algae as well, the TLM is expected to provide an appropriate quantitative framework for toxicity prediction in algal species.
DATA COMPILATION
Aquatic toxicity data (EC50) used to assess the applicability of the TLM to algal species were obtained from several sources (Table 1) . Data for five freshwater green algae species, Chlorella vulgaris, Chlamydomonas angulosa, Scenedesmus subspicatus, Ankistrodesmus falcatus, and Selenastrum capricornutum (currently known as Pseudokirchneriella subcapitata), were available. The main criteria for inclusion of the data were that several chemicals were tested for the same species so that the slope and intercept of the log(EC50)-log(K OW ) relationship could be estimated; the test was conducted in a sealed vessel so that losses of test substances due to volatilization were minimized; and that the exposure concentrations were measured. Test data included exposures from 3 to 120 h and were restricted to test endpoints relevant to population effects (i.e., algal growth-related endpoints quantified by an EC50). Mortality endpoints (i.e., LC50) for algal species normally are not reported. The database consisted of 129 individual toxicity data points representing 65 different chemicals, including alkanes, chlorinated alkanes, cyclic alkanes, alcohols, ketones, monoaromatic hydrocarbons, chlo- a Numbers in parentheses indicate how many data points were eliminated based on solubility. rinated monoaromatic hydrocarbons, and polyaromatic hydrocarbons.
A listing of the chemicals and their physical chemical properties is provided in Appendix 1. For the majority of the chemicals, aqueous solubilities were obtained from the extensive compilations of Mackay et al. [27] [28] [29] [30] . A linear regression for log(Solubility)-log(K OW ) was developed to compute the aqueous solubilities of the chemicals that were not available (Fig.  1) . Toxicity data were assessed for validity by comparing the EC50 to the aqueous solubility. Nine data points were eliminated from the database because the reported EC50 was greater than the aqueous solubility, reducing the total number of data points to 120 ( Table 1) .
The octanol-water partition coefficients of these chemicals were determined using SPARC [31], a computer program that uses a chemical's structure to estimate various physical-chemical properties. For chemicals in the dataset, the log(K OW )s range from 0.96 to 5.09. The upper range in log(K OW ) is due to the solubility cut-offs for aquatic toxicity that occur for individual narcotic chemicals [32-34] as well as complex hydrocarbon mixtures [35, 36] for which the aqueous solubility is too low to achieve the CTLBB needed to elicit an adverse effect. Similar cut-offs also have been observed for narcotics in soil and sediment toxicity tests [37, 38] .
DATA ANALYSIS

Equilibration time
A preliminary analysis was performed to determine if an adjustment to account for the differences in exposure times between toxicity tests was necessary. Both organism size and chemical hydrophobicity can affect the time required to reach equilibrium. Because algae are comparatively small in size relative to other aquatic test organisms, equilibration time is expected to be rapid and varying exposure time is not expected to be a concern. Previous analysis [16] demonstrated that exposure time adjustment was only necessary for large species such as fish and no adjustment was needed for small organisms such as brine shrimp or daphnids.
To determine if the EC50 for a chemical varies with exposure time for algae, effect data were compared when reported at multiple exposure times for the same organism. For S. capricornutum, data were available for the same chemical at varying exposure times. Ratios of the EC50s for 8 and 72 h, 8 and 96 h, and 72 and 96 h were close to 1.0 ranging from 0.75 to 1.4 and remained constant over the range of increasing log(K OW ). For C. vulgaris, data were available at two different exposure times for different chemicals. These data showed no observable difference in the 3-and 120-h EC50s as a function of log(K OW ) (Fig. 2) . These analyses suggest that no adjustment factors for exposure time were necessary.
Slope comparison
The slopes of the individual log(EC50)-log(K OW ) relationships for the five different species were compared to the universal narcosis slope (Ϫ0.945) to determine if they were statistically different. A two-sided t test [39] was performed to compare the slope of the log(EC50)-log(K OW ) relationship to the universal narcosis slope at the 5% level of significance (␣ ϭ 0.05). A summary of the test statistics is provided in Table  2 . The slopes varied from Ϫ0.794 to Ϫ0.956. Scenedesmus subspicatus had the lowest slope of Ϫ0.794 and the highest standard error (0.165). Based on the t test results, the slopes of the individual log(EC50)-log(K OW ) relationships for all five species were not found to be statistically different from the universal narcosis slope.
Determination of y-intercepts
The linear regression model [16] was applied to the current algal dataset using the universal narcosis slope so that estimates of individual for each species could be estimated. Chemical class correction factors for ketones (Ϫ0.245), PAHs (Ϫ0.263), and halogenated chemicals (Ϫ0.244) also were incorporated into this analysis. A graphical comparison of the results for the entire dataset is shown in Figure 2 for each species. The solid line shown in each plot has a slope of Ϫ0.945 that appears consistent with all experimental data except A. falcatus. The data for A. falcatus were halogenated chemicals, which were determined to be slightly more toxic than baseline narcotics. Therefore, it is not surprising that the solid line, which represents baseline narcotics, lies slightly above the data. Once the adjustment factor for halogenated chemicals is included (shown as the dashed line), the predicted line correctly fits the data. The greatest degree of scatter between data and model is evident in S. subspicatus as suggested by the high standard error (SE; Table 2 ). Four outliers, denoted with a ϩ, were identified and excluded from the analysis [40] . A comparison of the predicted EC50s with appropriate chemical class factors included and observed EC50s for all species is shown in Figure 3 . Lines representing a factor of two error are included for visual comparison. The linear regression log10(predicted EC50) ϭ Ϫ0.12 (Ϯ0.038) ϩ 0.84 (Ϯ0.033) log10(observed EC50) has a r 2 ϭ 0.85. The standard deviation of the residuals is 0.34. This is larger than the predictions for other aquatic species where the TLM predicted toxicity with a factor of two uncertainty [16] . This may simply reflect the greater underlying variability in the algal data themselves, rather than reflect the predictive ability of the TLM. Final regression results are provided in Table 3 . Both the logarithmic and arithmetic y-intercepts and their corresponding standard errors are shown. For datasets with more than 20 observations, there was a 12 to 16% coefficient of variation
in the CTLBB estimates. The higher variation associated with the CBB for A. falcatus was due to the small dataset. The accuracy in estimated CTLBBs for algae is consistent with the uncertainty reported for CTLBBs derived for other species with datasets of differing size [16] .
Species sensitivity
Estimated algal CTLBBs range from 47 to 398 mol/g octanol with S. capricornutum being the most sensitive species. The range of CTLBBs is similar to the range found for other aquatic organisms, including fish, crustacea, and insecta (i.e., 34 to 286 mol/g octanol) [16] . This is illustrated in Figure 4 , which compares the distribution of CTLBBs derived using the TLM for algae and other aquatic species.
In the previous application of the TLM, the interpolation methods of Stephan et al. [2] were applied to the results of the TLM for deriving U.S. (U.S. EPA) water quality criteria. In this method the genus mean acute CTLBBs are ranked and the fifth percentile concentration is determined from the four lowest values. The resulting value is the final acute value (FAV) and was found to be 35.3 mol/g octanol. Incorporating the (Table 4 ) and other aquatic species (Appendix 2). The line represents an acute-to-chronic ratio (ACR) of 4.5. EC50 ϭ median effective concentration.
algal CTLBBs affects the FAV calculation in two ways. First, the numbers of genus mean acute CTLBB increases from 31 to 36. Second, the critical body burden for S. capricornutum is one of the four most sensitive species. Based on the revised TLM that includes algae, the FAV is 36.2 mol/g octanol for baseline narcotic chemicals. This value is nearly identical to the FAV of 35.3 mol/g octanol estimated previously.
COMPUTATION OF HC 5
An alternate method of computing regulatory criteria is to use the HC 5 method applied to the chronic endpoints themselves (see van Straalen and van Leeuwen [41] for a discussion of various methods). The idea is to assume a form of the probability distribution of the no-observed-effect concentrations (NOECs) and compute the fifth percentile (HC 5 ) from that distribution. If the NOECs conform to a log normal or log logistic distribution, then the HC 5 can be computed using
where E(log [NOEC] ) and V(log [NOEC] ) are the mean and variance of log(NOEC). For the log logistic case, values of k L for various sample sizes are available [4] . For the case where the NOECs are computed from an equation, e.g.,
the mean
and the variance
OW are computed from Equations 10 and 11, respectively, assuming m and b are uncorrelated. The fifth percentile of the log(NOEC) is given by
where k Z is a constant that depends on the shape of the probability distribution of the log(NOEC) and number of samples used to estimate the mean and variance [15] . This methodology can be applied to the NOECs computed from the TLM because the NOEC is estimated from the CTLBB for acute mortality and the acute-to-chronic ratio (ACR) log(NOEC) ϭ m log(K ) ϩ log(C*) Ϫ log(ACR) (13) OW L and, therefore, applying Equations 12 and 13 yields
where HC 5 is the aqueous concentration that protects 95% of the species (mmol/L) and it is assumed that the three random variables m, log( ), and log(ACR) are uncorrelated and k Z C* L is the sample size-dependent 95% confidence extrapolation factor for this particular situation. Equation 14 has been modified from Verhaar's earlier work in two ways. First, a covariance between the slopes of the log(LC50)-log(K OW ) relationship for the individual species and the intercepts is not included because it uses a single universal narcosis slope. Second, the mean and variance of the ACR explicitly are included. By including the ACR in this manner, the HC 5 that is computed protects 95% of the species from chronic effects. To compute an acute HC 5 , the ACR terms are omitted. This approach, thus, allows derivation of a twonumbered criterion intended to protect the aquatic environment from both short-and long-term exposure of narcotic chemicals.
The parameters needed for application of Equation 14 were obtained from the original TLM analysis [16] . The mean slope is the universal narcosis slope (Ϫ0.945) with variance (0.000196). The geometric mean of the CTLBBs for all organisms shown in Figure 4 , including the algal species, is 137 mol/g octanol and the variance of log(CTLBB) is 0.080. It should be noted that the CTLBBs for the three daphnids species were treated individually rather than as a single genus mean acute value as shown in Figure 4 .
To compute a chronic HC 5 , the statistics of the ACR for narcotic chemicals are needed. The individual acute and chronic toxicity data pairs in the original TLM dataset were extended to include algal toxicity as well as additional recent data for other aquatic species. A total of 64 ACRs were available, 11 of which were for algal species (Fig. 5) . The ACRs were available for three algal species, S. capricornutum, C. reinhardti, and S. costatum. The chronic endpoints for the algal data are all NOECs based on growth rate over an exposure period of 72 to 240 h (Table 4) . Individual algal ACRs range from 1.7 to 13. The acute and chronic data for other species are presented in Appendix 2. During the compilation of these data, no attempt was made to restrict the chronic endpoint to NOECs. For these species, the chronic data include both NOECs as well as reported chronic values computed as the geometric mean of the NOEC and lowest-observed-effect concentration. The additional data did not change the conclusions in the original TLM analysis, namely that the ACR is independent of the narcotic chemical and species. For computing a HC 5 , all of the acute and chronic data pairs were combined to compute a geometric mean ACR of 4.47 and a log(ACR) variance of 0.154.
The 95% confidence sample size-dependent extrapolation factor (k Z ϭ 2.21) was based on the number of critical body burdens (38) rather than the number of ACRs (64) to ensure that the calculations are conservative [4] . It should be pointed out that the assumptions underlying the use of this k Z are probably not consistent with its derivation. For example, if the NOECs were log-normally distributed and it is assumed that the means and variances are known exactly, then k Z ϭ 1.645. Nevertheless, it is likely that the actual distribution of NOECs is reasonably well approximated by a log-logistic distribution and that the mean and variance are not exactly known. Because the log-logistic assumption underlies other derivations of HC 5 s, its use is consistent with normal practice. The final equations used to compute the acute and chronic HC 5 s, respectively, are log(HC ) ϭ (Ϫ0.945)log(K ) ϩ log(137)
OW log(HC ) ϭ (Ϫ0.945)log(K ) ϩ log(137) Ϫ log(4.47)
The resulting acute and chronic HC 5 s in units of mol/L as a function of log(K OW ) are listed in Table 5 . The acute values range from 32,400 to 0.58 mol/L for log(K OW )s ranging from 0 to 5.5. The chronic HC 5 s are a factor of 12.3 lower than the acute values. This is interesting given that the geometric mean ACR was 4.47. The difference in the ratio of acute and chronic HC 5 s reflects the high variance associated with the ACR and the use of a 95% confidence extrapolation factor. For toluene, a typical narcotic chemical with a log(K OW ) of 2.62, the acute and chronic HC 5 s are 9.9 and 0.80 mg/L, respectively. See Table 5 for an example calculation. In comparison, for fluoranthene, a PAH that is slightly more toxic than baseline narcotics and has a higher log(K OW ) of 5.08, the acute and chronic HC 5 s are 0.054 and 0.0044 mg/L, respectively.
The objective of the HC 5 calculation is to estimate a concentration that protects 95% of the biological population based on small sets of acute and chronic toxicity data and critical body burdens. The analysis presented above is valid for a log logistic distribution of endpoints. The endpoint computed using the TLM involves both the CTLBBs and ACRs. Hence, the resulting underlying distribution is unknown. This suggests the use of methods that are free of distributional assumptions [42] . Because the data set is large, an exhaustive enumeration analysis can be used [43] . If it is assumed that any pair of CTLBB and ACR is equally likely, then for the 64 ACRs and 38 CTLBBs, there are 2,432 possible NOECs for a particular chemical (Eqn. 13) from which, the fifth-percentile NOEC can be determined directly. This methodology eliminates the need for distributional assumptions and extrapolation parameters. Using the exhaustive enumeration procedure, at a log(K OW ) equal to 0, the NOEC protective of 95% of the population is 4.16 mmol/L, slightly higher than the HC 5 of 2.62 mmol/L using k Z ϭ 2.21 (Table 5) . If the lognormal value of k Z ϭ 1.645 is used, then HC 5 ϭ 4.91 mmol/L, suggesting that the lognormal assumptions are more likely applicable in this case.
DISCUSSION
Measured algal critical body burdens
The predicted CTLBBs for algal species ranged from 42.9 to 398 mol/g octanol. Measured algal body burden data for narcotic chemicals are limited and summarized in Table 6 The reported values were 8.7 to 22.4 mmol/kg dry weight or 43 to 112 mol/g lipid. Combining the PCB and aromatics data, the mean measured critical body for S. capricornutum is 71 mol/g lipid, which is larger than the TLM predicted CTLBB of ϭ 47 mol/g octanol C* L for S. capricornutum. This suggests that the target lipid is not the total lipid, but rather a smaller fraction. Table 6 also lists computed body burdens for C. reinhardti and C. vulgaris based on the intercepts of reported QSARs of log(effect)-log(K OW ) [49, 50] . These data were not included in the algal toxicity database due to differences in the endpoints examined. The endpoint for C. reinhardti was a 10-min NOEC and the endpoint for C. vulgaris was a 6-h EC50 based on inhibition of enzyme activity. In compiling data for the analysis, only toxicity data of sufficient duration and growth-related endpoints were considered. However, these data are useful for a direct comparison to the slope and intercept results of the TLM. The resulting slopes of the QSARs were Ϫ0.95 and Ϫ1.02, which are very similar to the universal narcosis slope of Ϫ0.945. The CTLBB for C. reinhardti is ϭ 126 C* L mol/g octanol, similar to the range of CTLBB for algal species found above. The CTLBB for C. vulgaris is ϭ 1,900 C* L mol/g octanol, almost a factor of 5 higher than the ϭ 398 C* L mol/g octanol found above. This discrepancy likely reflects the lower sensitivity of the enzyme inhibition endpoint in comparison to growth inhibition endpoint for this species.
Species-sensitivity distribution and ACR for narcotic chemicals
The variance of the CTLBBs obtained from the TLM reflects the shape of the species-sensitivity distribution for narcotic chemicals. Standard deviation of log-transformed NOECs [16] . The probable-no-effect concentrations (PNECs) are denoted by a □ and the no-observed-effect concentrations (NOECs) are denoted by a ⅜ ( Table 7) . The lines around the NOECs represent the minimum and maximum values. Note that the term NOEC is used but the data set includes actual NOEC and other low-percentile-effect concentrations.
across different tests species for 34 individual narcotic chemicals averaged 0.71 as reported by de Zwart [51] . Moreover, this estimate was relatively constant across the different narcotic chemicals investigated, thus supporting the concept that substances that act via a common narcotic mechanism share characteristic species-sensitivity distributions. This author also reported that the standard deviation of the species-sensitivity distribution seemed to approach a relatively constant level when the number of species tested was in the order of 25 to 50. The standard deviation of the equivalent NOEC for the
1/2 ϭ 0.69 essentially is identical to C* L the de Zwart estimate. Further, because the present TLM analysis included 38 species, the inclusion of new CTLBB data for additional species is not expected to alter significantly the distribution of CTLBBs reported in this study. In addition, the geometric mean ACR of 4.5 Ϯ 2.5 for narcotic chemicals is consistent with the generally low and relatively constant values reported in previous studies [52] .
Range of applicability
The chemical classes (i.e., alkanes, alcohols, ketones, aromatics) that comprise the TLM dataset in this and the original TLM conform to existing type 1 narcosis classification (i.e., exhibit baseline toxicity) and their effect on aquatic organisms has been described as a nonspecific narcotic mode of action [20, 53] . As shown in Figure 2 and by numerous other researchers, there is a linear relationship between the log toxicity and log(K OW ) for these chemicals. This linear relationship has been observed for chemicals with log(K OW ) slightly higher than 5.0 at which point the toxicity begins to decline such that a cut-off point is approached. At this cut-off, the chemical cannot be accumulated in the organism at a sufficient level to cause an effect. The observed cut-offs have been attributed to kinetics related to molecular size or solubility limits [19, 33] . Experimental data support the latter explanation that the toxicity cut-off is due to solubility constraints where the cut-off occurs at the point where the LC50 exceeds solubility. Veith et al. [54] demonstrated this for alcohols using Pimephales promelas. When plotted as a function of log(K OW ), a linear relationship with solubility was observed for chemicals with log(K OW ) of greater than 6.0. The LC50 for the same chemicals was linear with log(K OW ) up to 5.0, at which point the LC50 began to level off. For n-tridecanol (log[K OW ] of 5.5) no mortality to P. promelas was observed at its solubility limit. In experiments with marine mussels, the linear toxicity relationship was observed for aromatic and aliphatic hydrocarbons with log(K OW )s in the range of 2.5 to 5.5, but not for compounds with log(K OW )s Ͼ 5.5.
At these high K OW s, no effect on feeding rate was observed despite significant accumulation in mussels beyond tissue concentrations that corresponded to adverse effects with hydrocarbons exhibiting log(K OW ) Ͻ 5.5 [55] . Abernathy et al. [32] also have reported clear acute and chronic toxicity cut-offs for a variety of organisms.
Although it is evident that a toxicity cut-off does exist for narcotic chemicals, it is difficult to identify exactly where this cut-off occurs because it varies for each chemical. Although data have shown that the cut-off depends on the solubility of the chemical, the cut-off also could be related to structure and molecular size. For this reason, it is recommended that Equations 13 through 16 only be applied for chemicals that are similar to those used in their derivation. The chemicals should be type 1 narcotics with log(K OW )s values below approximately 6.3, the upper bound for chronic experimental data that are in agreement with the predicted HC 5 values (see Fig. 6 ).
Comparison to other criteria
To assess the management implications of adopting chronic HC 5 s derived via the TLM for decision-making, a comparison was made to existing long-term low-percentile-effect data for various nonpolar narcotic chemicals and species. Data for 93 individual tests were available. The data span six orders of magnitude ranging from 0.26 to 289,400 g/L and represent various endpoints of growth, reproduction, and survival. Table  7 lists specific NOECs that were not necessarily included in It is instructive to compare the HC 5 s derived from the TLM for nonpolar narcotic chemicals to PNECs developed using the default procedure specified in the European Union [9] . The European Union methodology is based on applying assessment factors to limited acute or chronic data available for three trophic levels (fish, invertebrates, algae). The assessment factor is applied to the lowest-effect concentration and depends on the number of trophic levels for which data were available. For example, if chronic data are available for one, two, or three trophic levels, a default assessment factor of 100, 50, or 10 is applied to the lowest chronic NOEC. For each chemical in Table 7 , PNECs were computed following the European Union methodology given available compound-specific aquatic toxicity data. For benzene, toluene, methyl tert-butyl ether, and 1,2,4-trichlorobenzene an assessment factor of 10 was Application of the narcosis target lipid model to algal Environ. Toxicol. Chem. 23, 2004 2513 applied to the lowest chronic value because data were available for three trophic levels. For ethylbenzene, isopropylbenzene, and naphthalene, data were available for two organism classes only and for these chemicals, an assessment factor of 50 was applied to the lowest chronic concentration. For cyclohexane and sytrene, an assessment factor of 100 is applied to the one alga NOEC and lowest acute data available, respectively. The PNECs derived from acute data for pentane, xylenes, propylbenzene, and styrene also are listed in Table 7 . For these chemicals, acute data were available for three trophic levels and an assessment factor of 100 was applied to the lowest acute concentration. This review yielded PNECs for fourteen chemicals that ranged from 2.4 g/L for naphthalene to 2,600 g/L for methyl tert-butyl ether. These PNECs are compared to the chronic HC 5 line in Figure 6 . All of the PNECs fall below the chronic HC 5 line and range from four-to 50-fold lower than the HC 5 s. This comparison illustrates how the conservatism that is introduced though use of default application factors can be reduced by exploiting much larger toxicity data sets for chemicals that act via a common mechanism (e.g., narcosis) rather than on limited substance-specific hazard data. Similar findings were reported in a similar comparison for phthalate esters where PNECs derived using default procedures were five-to 20-fold lower than PNECs derived using statistical extrapolation methods [56] .
CONCLUSION
The above discussion highlights the practical benefits of coupling the TLM with statistical extrapolation procedures. Information contained in existing animal test data are used effectively to better quantify the distribution of species-sensitivities and acute-to-chronic toxicity extrapolation. This allows environmental criteria to be established that are sufficiently protective while not overly stringent. Because narcosis appears to be the least potent mode of toxic action, the TLM model provides a logical upper bound for protecting the aquatic environment for many organic chemicals. However, it should be noted that the TLM has not been validated for nonpolar substances with logK OW above approximately 6.5 and, therefore, should not be used without additional data that support its use. J.A. McGrath et al. a Acute-to-chronic ratio.
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