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ON PM-MAPPING CLASS MONOIDS
TOSHINORI MIYATANI
Abstract. In this paper, we introduce PM -mapping class monoids.
Braid groups and mapping class groups have many features in com-
mon. Similarly to the notion of braid PM -monoid, PM -mapping
class monoid is defined. This construction is an analogy of inverse
mapping class monoid defined by R. Karoui and V. V. Vershinin.
As the main result, we give the analog of the Dehn-Nilsen-Baer
theorem.
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1. Introduction
Mapping class groups is an important object in many areas in math-
ematics. Analogically, we would like to define the notion of mapping
class monoids. In [14], we introduced the PM -monoids and braid PM -
monoids in the context of a compactification of the projective linear
group defined by Mutsumi Saito [19]. We will introduce the notion
of PM -mapping class monoids and observe the relation to the braid
Key words and phrases. monoids; braid monoids; compactifications; mapping
class groups: mapping class monoids.
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2 TOSHINORI MIYATANI
PM -monoid. The construction of PM -mapping class monoid is an
analogy of inverse mapping class monoid defined by R. Karoui and V.
V. Vershinin [26]. There exists an important theorem in the theory of
mapping class group called Dehn-Nilsen-Baer theorem. This is stated
as follows: groups of isotopy class of homeomorphisms are described in
terms of an automorphism of the fundamental group of the correspond-
ing surface. As a main result, we will show Dehn-Nilsen-Baer theorem
for PM -mapping class monoids.
This paper is organized as follows. In Section 2.1, we explain the
compactification of the projective linear group. In Section 2.2 and 2.3,
we review mapping class groups and inverse mapping class monoids.
In Section 4, we define PM -mapping class monoids and calculate some
examples. In Section 5.1 and 5.2 we review Dehn-Nilsen-Baer theo-
rem for mapping class groups and inverse mapping class monoids. In
Section 5.3, we prove the Dehn-Nilsen-Baer theorem for PM -mapping
class monoids.
2. Compactification of PGL and PM-monoids
2.1. Compactification of PGL. We explain the compactification of
the projective linear group constructed by M. Saito [19].
2.1.1. Motivation. One strategy of compactification is constructing a
“limit”. Then we consider the set of all limit points and introduce a
topology compatible with the limit. For instance Y. A. Neretin con-
structed a compactification of the projective linear group by this strat-
egy called hinge [16].
Let V be an n-dimensional vector space over C and Ai ∈ End(V ),
(i = 1, 2, . . . ). Suppose that the linear map
A :=
m∑
i=0
Ai
i
is in GL(V ) for  6= 0. Dividing by nonzero scalar matrices we consider
the projective linear map
(1) A ∈ PGL(V ).
We want to define a “limit” lim
→0
A. To define a limit, we observe the
action of A on P(V ). For x ∈ P(V ) we have
lim
→0
A(x) =

A0x (x 6∈ KerA0)
A1x (x 6∈ KerA0\KerA1)
A2x (x 6∈ KerA0 ∩KerA1\KerA2)
... .
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Thus we define the limit of (1) as
(2) lim
→0
A := (A0, A1|P(KerA0), A2|P(KerA0∩KerA1), . . . ).
2.1.2. Definition of PM . In order to construct a compactification of the
projective linear group, we consider the set of forms of the right hand
side of (2). We define the following sets. Let V be an n- dimensional
vector space over C. Set
M := M(V ) =
(A0, A1, . . . , Am) |
m = 0, 1, 2, . . .
0 6= Ai ∈ Hom(Vi, V ) (0 ≤ i ≤ m)
V0 = V, Vm+1 = 0
Vi+1 = Ker(Ai) (0 ≤ i ≤ m)

and
M˜ := M˜(V ) =
(A0, A1, . . . , Am) |
m = 0, 1, 2, . . .
0 6= Ai ∈ End(V ) (0 ≤ i ≤ m)
∩i−1k=0KerAk 6⊆ KerAi
∩mk=0KerAk = 0
 .
Let A := (A0, A1, . . . , Am) ∈ M . Since Ai ∈ Hom(Vi, V )\{0}, we can
consider the element Ai ∈ PHom(Vi, V ) represented by Ai, and we can
define
PA := (A0, A1, . . . , Am).
Let PM = PM(V ) denote the image of M under P. PM˜ can be defined
similarly.
2.1.3. Topology of PM . We introduce a topology in PM which we can
deal with the limit (2). We fix a Hermitian inner product on V . Let
W be a subspace of V . By considering V = W ⊕W⊥ via this inner
product, we regard Hom(W,V ) as a subspace of End(V ). We consider
the classical topology in PHom(W,V ) for any subspace W of V .
Let A = (A0, A1, . . . , Am) ∈ M . Then Ai ∈ Hom(Vi, V ), where Vi =
V (A)i = Ker(Ai−1). Let Ui be a neighborhood ofAi in PHom(V (A)i, V ).
Then set
UPA(U0, . . . , Um) =
{
PB = (B0, B1, . . . , Bn)
|
∀i = 1, . . . ,m,∃ j ∈ {1, . . . , n} s.t.
V (B)j ⊇ V (A)i and
Bj|V (A)i ∈ Ui
}
.
(3)
We will exhibit now the sets (3) define a topology that can deal with
the limit (2) by using the following example.
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Example 2.1. Let V be a 4-dimensional vector space over C. Taking
the standard basis, we identify V ∼= C4. Let
A = (A0, A1, A2, A3) =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,

0 0 0
1 0 0
0 0 0
0 0 0
 ,

0 0
0 0
1 0
0 0
 ,

0
0
0
1

 ,
B(t) = (B0(t), B1(t)) =


1 0 0 0
0 t 0 0
0 0 0 0
0 0 0 0
 ,

0 0
0 0
1 0
0 t

 ,
and let Ui be a neighborhood of Ai, (i = 0, 1, 2, 3). In the rule of (2),
B(t) converges to A when t→ 0. In terms of (3), we want to have
(4) B(t) ∈ UPA(U0, U1, U2, U3)
when t << 0. In fact, (4) holds by the following :
V (B)0 ⊇ V (A)0, B0(t)|V (A)0 ∈ U0 since lim
t→0
B0(t)|V (A)0 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,
V (B)0 ⊇ V (A)1, B0(t)|V (A)1 ∈ U1 since lim
t→0
B0(t)|V (A)1 =

0 0 0
1 0 0
0 0 0
0 0 0
 ,
V (B)1 ⊇ V (A)2, B1(t)|V (A)2 ∈ U2 since lim
t→0
B1(t)|V (A)2 =

0 0
0 0
1 0
0 0
 ,
V (B)1 ⊇ V (A)3, B1(t)|V (A)3 ∈ U3 since lim
t→0
B1(t)|V (A)3 =

0
0
0
1
 .
In fact (3) induces a topology on PM by the following lemma.
Lemma 2.2 ([19] Lemma 3.2.). The sets
{UPA(U0, . . . , Um)|Ui is a neighborhood of Ai (0 ≤ i ≤ m)}
satisfy the axiom of a base of neighborhoods of PA, and hence define a
topology in PM .
Moreover the following theorem holds.
Theorem 2.3 ([19] Theorem 5.1., Proposition 3.9, 3.10.). The set PM
is compact, and PGL(V ) is dense open in PM .
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Here we regard an element of PGL(V ) as a one-term element of PM ,
and PM is a compactification of PGL(V ).
2.1.4. Monoid structure of PM˜ . For A = (A0, A1, . . . , Am), B = (B0, B1, . . . , Bn)∈
PM˜ , define AB by removing the redundant matrices from
AB = (A0B0, A1B0, . . . ,AmB0, A0B1,
. . . , AmB1, . . . , A0Bn, . . . , AmBn).
(5)
This defines a monoid structure on PM˜ ([19] Proposition 6.6.).
2.2. PM-monoids. We next review a PM -monoid defined in [14]. Let
T be a maximal torus of PGLn. Then we consider the following monoid
Rn = NPGLn(T )/T,
where the closure is taken in the topology of PM . We call this monoid
Rn a PM -monoid. The structure of a PM -monoid can be described
in terms of a matched pairs. We first explain a matched pairs (cf.
[15],[23]). Let S be a monoid. We denote the unit element of S by 1S.
Definition 2.4. Let S,B be monoids which have binary operations
⇀: S×B → B and ↼: S×B → S. A matched pair of monoids means
a triple (S,B, σ), where S,B are monoids and
σ : S ×B → B × S, (s, b) 7→ (s ⇀ b, s ↼ b)
is a map satisfying the following conditions :
(1) s ⇀ (t ⇀ b) = st ⇀ b,
(2) st ↼ b = (s ↼ (t ⇀ b))(t ↼ b),
(3) (s ↼ b) ↼ c = s ↼ bc,
(4) s ⇀ bc = (s ⇀ b)((s ↼ b) ⇀ c),
(5) 1S ⇀ b = b,
(6) s ⇀ 1B = 1B,
(7) s ↼ 1B = s,
(8) 1S ↼ b = 1S
for s, t ∈ S, b, c ∈ B.
The product B × S forms a monoid with product
(b, s)(c, t) = (b(s ⇀ c), (s ↼ c)t).
This monoid is denoted by B onσ S.
Let
Pn =
{
({i1, . . . , ik1}, {ik1+1, . . . , ik2}, . . . , {ikm+1, . . . , in})
| {i1 . . . , in} = {1, . . . , n}
1 ≤ k1 < k2 < · · · < km−1 < n
}
.
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An element of Pn is called an ordered set partitions of [n] := {1, 2, . . . , n}.
The set Pn has a monoid structure defined by
(p1, . . . , pm)∗(p′1, . . . , p′m′) := (p1∩p′1, . . . , pm∩p′1, . . . , p1∩p′m′ , . . . , pm∩p′m′).
Then the following proposition holds.
Proposition 2.5 ([14] Proposition 3.5). LetRn be the PM -monoid, Sn
the symmetric group and Pn the collection of the ordered set partitions
of [n]. Define a map
ϕ : Pn×Sn → Sn×Pn, ((p1, . . . , pm), w) 7→ (w, (w−1(p1), . . . , w−1(pm))).
Then
Rn ' Sn onϕ Pn.
The PM -monoid has a presentation by generators and relations. We
first define some notations. We denote
(6) (k1, . . . , km−1) = ({1, . . . , k1}, . . . , {km−1 + 1, . . . , n}).
For i = 1, . . . , n − 1 and a partition (k1, . . . , km−1) (cf. (6)), if there
exists j ∈ {1, . . . , n} such that {i, i+ 1} ⊆ {kj−1 + 1, . . . , kj}, then we
set
i∗ := j.
For σ ∈ Sn we define a map ϕσ : Pn → Pn by
(p1, . . . , pm) 7→ (σ−1(p1), . . . , σ−1(pm)).
We define a set
Πn = {(k1, . . . , km−1) : 1 ≤ k1 < · · · < km−1 < n},
where (k1, . . . , km−1) is (6). For p ∈ Pn, take an element w ∈ Sn such
that wpw−1 ∈ Πn, and set
uw(p) := wpw−1 ∈ Πn.
We also set
Ad(σ)(e) := σ−1eσ.
Using these notations we obtain the following monoid presentation of
the PM -monoid Rn.
Proposition 2.6 ([14] Proposition 3.8). The PM -monoid Rn has a
monoid presentation with generating set
{s1, . . . , sn−1, ek1,...,km−1 (1 ≤ k1 < · · · < km−1 < n)}
and defining relations
s2i = 1 (1 ≤ i ≤ n− 1),(7)
sisj = sjsi (1 ≤ i, j ≤ n− 1, |i− j| ≥ 2),(8)
sisi+1si = si+1sisi+1 (1 ≤ i ≤ n− 1),(9)
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ek1,...,ki∗ ,...,km−1si = siek1,...,ki∗ ,...,km−1
(10)
(
1 ≤ i ≤ n− 1
1 ≤ k1 < · · · < ki∗ < · · · < km−1 < n
)
,
ek1,...,km−1si1 . . . sirel1,...,lm′−1 = Ad(sj1 . . . sjt)(eq)si1 . . . sir
(11)

1 ≤ k1 < · · · < km−1 < n
1 ≤ l1 < · · · < lm′−1 < n
{i1, i1 + 1} * {kl−1 + 1, . . . , kl},∀ l = 1, . . . , n
q = usj1 ...sjt ((k1, . . . , km−1) ∗ ϕ(si1 ...sir )−1((l1, . . . , lm′−1)))
 .
2.3. Braid PM-monoids. We recall a braid monoid defined in [14].
The notations are the same as those in Proposition 2.6, and we add
the following notation. We denote by b|I an element of braid group
of #I-strings which has strings in the place of any i ∈ I for b ∈ Bn
and I ⊂ {1, . . . , n}. If si1 , . . . , sir ∈ Bn satisfy si1 . . . sir |I = id|I , where
I ⊂ {1, . . . , n} and id is the identity braid in Bn, then we abbreviate
this condition as {i1, . . . , ir}|I = id.
Definition 2.7. The braid PM -monoid is a monoid which is defined
by the monoid presentation with generating set
{s±11 , . . . , s±1n−1, ek1,...,km−1 (1 ≤ k1 < · · · < km−1 < n)}
and defining relations
sis
−1
i = s
−1
i si = 1 (1 ≤ i ≤ n− 1),(12)
sisj = sjsi, (1 ≤ i, j ≤ n− 1, |i− j| ≥ 2),(13)
sisi+1si = si+1sisi+1 (1 ≤ i ≤ n− 1),(14)
s±1i1 . . . s
±1
ir
ek1,...,km−1s
±1
j1
. . . s±1jt = ek1,...,km−1
(15)
({i1, . . . , ir, j1, . . . , jt}|{kj−1−1,...,kj} = id∀j = 1, . . . ,m
)
,
ek1,...,km−1s
±1
i1
. . . s±1ir el1,...,lm′−1 = Ad(s
±1
j1
. . . s±1jt )(eq)s
±1
i1
. . . s±1ir
(16)

1 ≤ k1 < · · · < km−1 < n
1 ≤ l1 < · · · < lm′−1 < n
{i1, i1 + 1} * {kl−1 + 1, . . . , kl},∀ l = 1, . . . ,m
q = us
±1
j1
...s±1jt ((k1, . . . , km−1) ∗ ϕ(si1 ...sir )−1((l1, . . . , lm′−1)))
 .
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The braid PM -monoid is described by a geometric braid. We denote
by M the monoid defined in Definition 2.7. To describe the monoid
M geometrically we shall define a PM -braid.
First, we shall define an arc.
Definition 2.8. An arc is the image of an embedding from the unit
interval [0, 1] into R3.
Take the usual coordinate system (x, y, z) for R3. Choose z(m)0 <
z
(m)
1 < · · · < z(2)0 < z(2)1 < z(1)0 < z(1)1 . Mark n ≥ 0 distinct points
P i1, . . . , P
i
n on a line in the plane z = z
(i)
1 , and project this orthogonally
on the plane z = z
(i)
0 , yielding points Q
i
1, . . . , Q
i
n for each i = 1, . . . ,m.
A PM -braid on n strings is a system
β = {β1, . . . , βk1 , βk1+1, . . . , βk2 , βk2+1, . . . , βkm−1+1, . . . , βn}
of n arcs for some 1 ≤ k1 < k2 < · · · < km−1 < n such that
(1) There exists a partial one-one mapping of rank k1
Φβ1 : {1, . . . , n} → {1, . . . , n}
with domain {i1, . . . , ik1} such that βj connects P 1ij to Q1Φβ1 (ij)
for j = 1, . . . , k1.
There exists a partial one-one mapping of rank k2 − k1
Φβ2 : {1, . . . , n}\{i1, . . . , ik1} → {1, . . . , n}\{i1, . . . , ik1}
with domain {ik1+1, . . . , ik2} such that βj connects P 2ij to Q2Φβ1 (ij)
for j = k1 + 1, . . . , k2.
. . . . . .
There exists a partial one-one mapping of rank n− km−1
Φβm : {1, . . . , n}\{i1, . . . , ikm−1} → {1, . . . , n}\{i1, . . . , ikm−1}
with domain {ikm−1+1, . . . , in} such that βj connects Pmij to
Qm
Φβm(ij)
for j = km−1 + 1, . . . , n.
(2) For j = 1, . . . ,m, the arc βl intersects the plane z = z
(j)
0 ex-
actly once, and βl intersects the plane z = z
(j)
1 exactly once, for
l = kj−1 + 1, . . . , kj, and βs does not intersect z = z
(t)
0 , z = z
(t)
1
for s 6= t.
(3) For j = 1, . . . ,m the union βkj−1+1 ∪ · · · ∪ βkj of the arcs inter-
sects each of parallel planes z = z
(j)
0 , z = z
(j)
1 at exactly kj−kj−1
distinct points.
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Example 2.9. The following is a PM -braid.
β =
Two PM -braids
β = {β1, . . . , βk1 , βk1+1, . . . , βk2 , βk2+1, . . . , βkm−1+1, . . . , βn},
γ = {γ1, . . . , γk1 , γk1+1, . . . , γk2 , γk2+1, . . . , γkm′−1+1, . . . , γn}
are defined to be equivalent if
(1) m = m′ and Φβi = Φ
γ
i for i = 1, . . . ,m,
(2) β and γ are homotopy equivalent, i.e., there exist continuous
maps
Fj : [0, 1]× [0, 1]→ R3, (j = 1, . . . ,m)
such that for all s, t ∈ [0, 1],
Fj(t, 0) = βj(t)
Fj(t, 1) = γj(t)
(j = 1, . . . ,m),
Fj(0, s) = P
1
ij
Fj(1, s) = Q
1
Φβ1 (ij)
(j = 1, . . . , k1),
Fj(0, s) = P
2
ij
Fj(1, s) = Q
2
Φβ2 (ij)
(j = k1 + 1, . . . , k2),
. . .
Fj(0, s) = P
m
ij
Fj(1, s) = P
m
Φβm(ij)
(j = km−1 + 1, . . . , n),
and, for each s ∈ [0, 1] if we define
βs = {βs1, . . . , βsm},
where
βsj (t) = Fj(s, t) for j = 1, . . . , n,
then βs is itself a PM -braid.
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Example 2.10. The following PM -braids are equivalent.
β = γ =
Define the product βγ of two braids
β = {β1, . . . , βk1 , βk1+1, . . . , βk2 , βk2+1, . . . , βkm−1+1, . . . , βn},
γ = {γ1, . . . , γk1 , γk1+1, . . . , γk2 , γk2+1, . . . , γkm′−1+1, . . . , γn}
as follows.
We first define an operation (kilj). Take z
(11)
1 > z
(11)
0 > z
(21)
1 >
z
(21)
0 > · · · > z(m1)1 > z(m1)0 > z(12)1 > z(12)0 > · · · > z(m2)1 > z(m2)0 >
· · · > z(mm′)1 > z(mm
′)
0 .
(kilj) :
(1) Translate {γlj−1+1, . . . , γlj} parallel to itself so that the upper
plane of {γlj−1+1, . . . , γlj} coincides with the lower plane of {βki−1+1, . . . , βkj};
(2) Translate the above system of arcs so that the upper plane
of {βki−1+1, . . . , βkj} coincides with z = z(ij)1 . Keeping z =
z
(ij)
1 fixed, contract the resulting systems of arcs so that the
translated lower plane of {γlj−1+1, . . . , γlj} lies into the position
of z = z
(ij)
0 ;
(3) Remove any arc that do not now join the upper plane to the
lower plane.
Then take the operations (k1l1),. . . ,(kml1),(k1l2),. . . ,(kml2),(k1lm′),. . . ,(kmlm′),
finally remove empty systems of arcs. The resulting PM -braid is de-
noted by βγ.
Example 2.11. Let β and γ be the following PM -braids:
β =
β1
β2
= γ =
γ1
γ2
=
then β2, βγ, γβ are obtained as follows:
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β2 =
β1β1
β2β1
β1β2
β2β2
= = =
βγ = γβ =
We denote by [β] the homotopy equivalence class of β. Put
RBn = {[β] : β is a PM -braid}.
Theorem 2.12 ([14] Theorem 4.5). The braid PM-monoid M is iso-
morphic to the monoid RBn.
3. Mapping class groups and inverse mapping class
monoids
We review the concepts of mapping class groups and inverse mapping
class monoids. Let S = Sg,b,n be a connected orientable surface of
genus g with b boundary components and the set of n marked points
p = {1, 2, . . . , n}.
3.1. Mapping class groups. Let Homeo+(S, ∂S) denote the group
of orientation-preserving homeomorphisms of S that restrict to the
identity on ∂S and fix p as a set. Then define mapping class group of
S denoted by M(S) as
M(S) = Homeo+(S, ∂S)/isotopy.
We describe some examples of mapping class groups.
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Lemma 3.1 (Alexander lemma [7] Lemma 2.1.). Let D2 be a disk.
Then M(D2) is trivial.
Proposition 3.2 ([7] Proposition 2.3.). Let S2 be a sphere. Then
M(S2\{1, 2, 3}) ' S3.
Proposition 3.3 ([7] Section 9.1.3.). Let Bn be braid group of n
strings. Then
M(D2\{1, 2, . . . , n}) ' Bn.
3.2. Inverse mapping class monoids. Next we review inverse map-
ping class monoid defined by V. V. Vershinin [26]. Let S = Sg,b,n be
the same surface as above. Let f be a orientation-preserving homeo-
morphism of S such that
f({i1, . . . , ik}) = {j1, . . . , jk},
where k ≤ n. Denote the set of isotopy classes of such maps by IM(S)
and is called inverse mapping class monoid. The same way let h be a
homeomorphism of S which maps l points, l ≤ n, say {s1, . . . , sl}
to l points. Consider the intersection of the sets {j1, . . . , jk} and
{s1, . . . , sl}, let it be the set of cardinality m (m ≤ k), it may be
empty. Then the composition of f and h maps m points to m points
(may be different).
Proposition 3.4 ([26] Section 6). Let S2 be a sphere. Then
IM(S2\{1, 2, 3}) ' R3.
The inverse braid monoid IBn was constructed by D. Easdown and
T. G. Lavers [5]. It arises from an operation of braids : deleting one
or several strings. An element of IBn is called a partial braid, and a
product of two partial braids is defined (Section 1 of [5]). Thus IBn is
the monoid with product of partial braids.
Proposition 3.5 ([26] Theorem 2.2.). Let IBn be inverse braid monoid.
Then
IM(D2\{1, 2, . . . , n}) ' IBn.
4. PM-mapping class monoids
4.1. Definitions. We now define the PM -mapping class monoid. Let
S = Sg,b,n as above. Let m ≥ 1 and f = (f1, . . . , fm) be a sequence of
orientation-preserving homeomorphism of S which satisfy the follow-
ing. There exists integers 1 ≤ k1 < · · · < km < n and σ, τ ∈ Sn such
that
fl({σ(kl−1 + 1), . . . , σ(kl)}) = ({τ(kl−1 + 1), . . . , τ(kl)}),
and fl|∂S = id for all l = 1, . . . ,m (k0 = 0, km = n). We consider
the isotopy of f = (f1, . . . , fm) as simultaneously for all l = 1, . . . ,m.
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Denote the set of isotopy classes of such map by PM(S) and is called
PM -mapping class monoid. Let h = (h1, . . . , hm′ ) ∈ PM(s) such that
hl({σ′(sl−1 + 1, . . . , σ′(kl)}) = {τ ′(sl−1 + 1), . . . , τ ′(sl)}
for all l = 1, . . . ,m
′
. Then product is defined by
(f1, . . . , fm) · (h1, . . . , hm′ )
= (f1 ◦ h1, f2 ◦ h1, . . . , fm ◦ h1, . . . , f1 ◦ hm′ , . . . , fm ◦ hm′ ),
(17)
where
fl ◦ hl′ ({σ(kl−1 + 1), . . . , σ(kl)} ∩ {σ
′
(sl′−1 + 1), . . . , σ
′
(s
′
l)})
= {τ(kl−1 + 1), . . . , τ(kl)} ∩ {τ ′(sl′−1 + 1), . . . , τ
′
(s
′
l)},
and if
{σ(kl−1 + 1), . . . , σ(kl)} ∩ {σ′(sl′−1 + 1), . . . , σ
′
(s
′
l)} = ∅
then fl ◦ hl′ is removed in the right hand side of (17).
4.2. Examples.
Proposition 4.1. Let S2 be a sphere. Then
PM(S2\{1, 2, 3}) ' R3.
Proof. There is a surjective map
φ : PM(S2\{1, 2, 3})→ R3
using cases M(S2\{1, 2, 3}) and IM(S2\{1, 2, 3}). For f , φ(f) is
defined by the moves of {1, 2, 3} by f . We next prove the injectivity
of φ. Suppose
f = (f1, . . . , fm), g = (g1, . . . , gm′ ) ∈ PM(S2\{1, 2, 3}),
and φ(f) = φ(g). Then m = m
′
. If m = 1 then as elements of
M(S2\{1, 2, 3}), f1 and g1 are isotopic. If m > 1 then as elements of
inverse mapping class group, fl and gl are isotopic for l = 1, . . . ,m.
Let the isotopies of fl and gl as F
l
t for l = 1, . . . ,m. Then
F lt = (F
1
t , . . . , F
m
t )
is a isotopy of f and g. 
Proposition 4.2. Let RBn be PM -braid monoid of n strings. Then
PM(D2\{1, 2, . . . , n}) ' RBn.
Proof. Let
ψ : IM(D2\{1, 2, . . . , n})→ IBn
be an isomorphism of Proposition 3.5. We define a map ϕ : PM(D2)→
RBn by
ϕ((f1, . . . , fm)) = (ψ(f1), ψ(f2), . . . , ψ(fm)),
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where ψ(fi) denotes the i-layer of the element of PM -monoid. ϕ is
surjective since ψ is surjective. We can prove injectivity of ϕ by the
same method of proof of Proposition 4.1. 
As a summary we have the following diagram
Sn _

Bnoooo  _

M(D2\{1, 2, . . . , n})
Rn RBnoooo PM(D2\{1, 2, . . . , n}).
5. Main results
5.1. Dehn-Nilsen-Baer theorem for mapping groups.
5.1.1. The non punctured case. Let Sg := Sg,0,0. The extended map-
ping class group, denotedM±(Sg), is the group of isotopy classes of all
homeomorphisms of Sg, including the orientation-reversing ones. For
a group G, let Out(G) denote the outer automorphism group of G.
Theorem 5.1 ([7] Theorem 8.1). Let g ≥ 1. The groups M±(Sg) and
Out(pi1(Sg)) are isomorphism.
5.1.2. The punctured case. Let Out?(pi1(S)) be the subgroup of Out(pi1(S))
consisting of elements that preserve the set of conjugacy classes of the
simple closed curves surrounding individual punctures. Let Sg,n :=
Sg,0,n.
Theorem 5.2 ([7] Theorem 8.8). The groupsM±(Sg,n) and Out?(pi1(Sg,n))
are isomorphism.
5.2. Dehn-Nilsen-Baer theorem for inverse mapping monoids.
We will review the Dehn-Nilsen-Bare theorem for inverse mapping
monoids proved by R. Karoui and V. Vershinin [26]. We define the
(g, b, n)-surface group as a group with the presentation
pig,b,n = 〈a1, c1, . . . , ag, cg, v1, . . . , vb, u1, . . . , ug |
n∏
i=1
ui
b∏
l=1
vl
g∏
m=1
[am, cm]〉.
It is the fundamental group of a surface Sg,b,n.
Let H be a quotient group of pig,b,n, defined by the conditions
ui = 1 for all i 6∈ {i1, . . . , ik},
and let K be a quotient group of pig,b,n, defined by the conditions
uj = 1 for all j 6∈ {j1, . . . , jk}.
Let t ∈ Rn. Let Ik = {i1, . . . , ik} be the domain of t and Jk =
{j1, . . . , jk} be the image of t. Let wi be a word on letters
a1, c1, . . . , ag, cg, v1, . . . , vb, uj1 , . . . , ujk .
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Let IAutpig,b,n be the monoid consisting of isomorphisms
ft : H → K,
such that {
ft(vm) = vm for m = 1, . . . , b,
ft(ui) = w
−1
i ut(i)wi, if i is among i1, . . . , ik,
for all subgroups H and K of the type defined above, for all k =
0, 1, . . . , n. The composition of ft and gs, t, s ∈ Rn, is defined for ui
belonging to the domain of t ◦ s. We put ujm = 1 in a word wi if ujm
does not belong to the domain of definition of gs.
We consider the case of empty boundary. Let pig,n := pig,0,n. We will
define an equivalence relation in IAutpig,n. Let f1, f2 ∈ IAutpig,n. We
define f1 and f2 are equivalent if there exists an element q ∈ H such
that
f1(q
−1xq) = f2(x).
We denote the quotient monoid by IOutpig,n.
Let us take an arbitrary element η of IM(Sg,n). It is represented by
a homeomorphism of a surface
h : Sg,n\{i1, . . . , ik} → Sg,n\{j1, . . . , jk}.
It defines the bijection hˆ between the conjugacy classes of
pi1(Sg,n\{i1, . . . , ik}),
and
pi1(Sg,n\{j1, . . . , jk}).
We define hˆ as an image of η in IOutpig,n. Thus we can define a
homomorphism of monoids
ψg,n : IM(Sg,n)→ IOutpig,n; η 7→ hˆ.
The the following theorem holds.
Theorem 5.3 ([26] Theorem 3.2). The homomorphism ψg,n is an iso-
morphism of monoids.
5.3. Dehn-Nilsen-Baer theorem for PM-mapping monoids. Now
we state the main result. Let A = (A1, . . . , Am) ∈ Rn. Let
I = ({i1, . . . , ik1}, {ik1+1, . . . , ik2}, . . . , {ikm+1, . . . , in})
be the domain of A and
J = ({σ(i1), . . . , σ(ik1)}, {σ(ik1+1), . . . , σ(ik2)}, . . . , {σ(ikm+1), . . . , σ(in)})
be the image of A. We define Hl as a quotient group of pig,b,n, defined
by the conditions
ui = 1 for all i 6∈ {ikl+1, . . . , ikl+1},
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for all l = 0, . . . ,m, where k0 = 0, km+1 = n, and Kl as a quotient of
pig,b,n, defined by the conditions
uj = 1 for all j 6∈ {σ(ikl+1), . . . , σ(ikl+1)},
for all l = 0, . . . ,m, where k0 = 0, km+1 = n. Let wi be a word on
letters
a1, c1, . . . , ag, cg, v1, . . . , vb, uj1 , . . . , ujk .
Let ROutpig,b,n be monoids of isomorphisms
fA : H1 × · · · ×Hm → K1 × · · · ×Km
such that
fA((vr1 , . . . , vrm) = (vr1 , . . . , vrm) for r1, . . . , rm = 1, . . . , b,
fA((up1 , . . . , upm)) = (w
−1
p1
uA1(i)wp1 , . . . , w
−1
pmuAm(i)wpm),
if ps is among is−1 + 1, . . . , is for s = 1, . . . ,m.
We consider the case of empty boundary. Let pig,n := pig,0,n. We will
define an equivalence relation in RAutpig,n.Let f1, f2 be isomorphisms
f1 : H1 × · · · ×Hm1 → K1 × · · · ×Km1 ,
f2 : H1 × · · · ×Hm2 → K1 × · · · ×Km2 .
The isomorphisms f1 and f2 are equivalent if m1 = m2 and there exists
elements q1 ∈ H1, . . . , qm1 ∈ Hm1 such that
f1((q
−1
1 x1q1, . . . , q
−1
m1
xm1qm1)) = f2((x1, . . . , xm1)).
We denote the quotient monoid by ROutpig,n.
Let us take an arbitrary element η of PM(Sg,n). It is represented
by a homeomorphism of a surface
h :
m∏
s=1
Sg,n\{is−1 + 1, . . . , is} →
m∏
s=1
Sg,n\{σ(is−1 + 1), . . . , σ(is)}.
It defines the bijection hˆ between the conjugacy classes of
pi1(
m∏
s=1
Sg,n\{is−1 + 1, . . . , is}),
and
pi1(
m∏
s=1
Sg,n\{σ(is−1 + 1), . . . , σ(is)}).
We define hˆ as an image of η in ROutpig,n. Thus we can define a
homomorphism of monoids
ψg,n : PM(Sg,n)→ ROutpig,n; η 7→ hˆ.
The the following theorem holds.
Theorem 5.4. The homomorphism ψg,n is an isomorphism of monoids.
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Proof. By our construction, we can consider ψg,n as a map
ψg,n :
⊔
n = n1 + · · ·+ nk
k ≥ 1
k∏
i=1
IM(Sg,ni)→
⊔
n = n1 + · · ·+ nk
k ≥ 1
k∏
i=1
IOutpig,ni .
This map is an isomorphism by Theorem 5.3. 
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