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Quantum communication leads to strong correlations, that can outperform classical ones. Complementary to
previous works in this area, we investigate correlations in prepare-and-measure scenarios assuming a bound on
the information content of the quantum communication, rather than on its Hilbert-space dimension. Specifically,
we explore the extent of classical and quantum correlations given an upper bound on the one-shot accessible in-
formation. We provide a characterisation of the set of classical correlations and show that quantum correlations
are stronger than classical ones. We also show that limiting information rather than dimension leads to stronger
quantum correlations. Moreover, we present device-independent tests for placing lower bounds on the informa-
tion given observed correlations. Finally, we show that when limiting the information, quantum communication
is at least as strong a resource as classical communication assisted by pre-shared entanglement.
Separated parties, initially independent, can become cor-
related via communication. Intuitively, more communication
enables stronger correlations. Also, the strength of the cor-
relations may vary depending on the nature of the communi-
cation; for example if the message is carried by a quantum
system rather than a classical one. In general, understanding
the relation between communication and correlations is a fun-
damental question, at the intersection of information theory
and physics.
Consider a simple scenario (see Fig. 1) with two separated
parties. A first party, Alice, receives an input x and sends a
message to a second party, Bob. Upon receiving this message,
as well as some input y, Bob produces an output b. When re-
peated many times (with inputs x and y randomly sampled),
this experiment is described by the conditional probability
distribution p(b|x, y) which characterises the correlations be-
tween Alice and Bob. Clearly, the amount of information
about x encoded in Alice’s message determines the strength
of the possible correlations. If Alice sends no message at all
(or if the message is independent of x), then no correlations
are generated, i.e. p(b|x, y) = p(b|y). On the other hand, if the
message perfectly encodes x, then maximal correlations can
be established; any distribution p(b|x, y) is possible. Thus the
main question is: how strong correlations can be established
provided that the amount of communication from Alice to Bob
is quantitatively limited?
Naturally, the answer depends on how exactly communi-
cation is quantified. The most common approach consists in
measuring communication via the dimension of the message,
i.e. the number of bits the message could carry. This is used
in the field of communication complexity (see e.g. [1]), where
the goal is to find out how the minimum dimension required
to solve a problem (i.e. demanding that the output b corre-
sponds to a certain function of the inputs x and y) scales with
the problem size. Notably, the use of quantum communica-
tion is advantageous since it allows one to solve certain prob-
lems with exponentially smaller dimension [18, 19]. In paral-
lel, there has been interest in characterising the set of possi-
ble correlations p(b|x, y) for classical and quantum systems of
bounded dimension [2–5]. Again, quantum correlations turn
out to be stronger than classical ones. This led to a novel
framework for quantum information processing termed “semi-
FIG. 1: Prepare-and-measure scenario. In this work we investigate
the strength of possible correlations p(b|x, y) given a limit on the
information carried by the quantum message ρx.
device-independent” [6–10], where devices are assumed to
process quantum systems of bounded dimension, but are oth-
erwise uncharacterised.
However, measuring communication via the dimension
provides only a partial characterisation. Information-theoretic
concepts are typically better suited to get a complete picture.
This raises a natural question, namely to understand the re-
lation between the strength of correlations and the amount of
information that the communication contains. But then, in-
formation about what? In correlation experiments, the answer
is very natural: we are interested in the information that the
message contains about Alice’s input x.
Here we formalise this problem and investigate classical
and quantum correlations for informationally restricted com-
munication. We quantify the information content of an ensem-
ble of prepared states (classical or quantum) via a one-shot
version of accessible information [11]. This quantifies how
well one could recover Alice’s input from her message, via
the best possible measurement. This approach is clearly com-
plementary to previous works based on dimension. Firstly,
information is a continuous quantity, while dimension is dis-
crete; one can consider ensembles of states carrying only half
a bit of information about Alice’s input, which would have
no analogue using dimension. Secondly, even when consid-
ering ensembles of states carrying log d bits of information
(for some dimension d), there exist ensembles of dimension
d′ > d that carry no more than log d bits of information, e.g.
certain ensembles of non-orthogonal quantum states.
In this work, we develop a framework for characterising
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2informationally restricted correlations. For the case of clas-
sical systems, we show that the relevant set of correlations
forms a convex polytope, which can be fully characterised.
This allows one to find the minimal amount of information
required to reproduce a given correlation using classical com-
munication. In turn, we prove that quantum correlations can
be stronger than classical ones. Moreover, we derive device-
independent lower bounds on the information, given observed
correlations. These ideas are illustrated in a simple scenario.
We also show that ensembles of higher-dimensional quan-
tum states carrying no more than one bit of information can
generate stronger correlations than two-dimensional quantum
systems (i.e. qubits). Finally, we show that any correlations
achievable with classical communication (carrying a certain
amount of information) assisted by pre-shared entanglement
can also be achieved using quantum communication carry-
ing the same amount of information. Hence, when quantify-
ing communication in terms of information, it turns out that
quantum communication is at least as strong a resource as
entanglement-assisted classical communication.
Setting.— We start by defining informationally restricted
correlations in a quantum prepare-and-measure scenario. The
sender, Alice, receives an input x ∈ [n] sampled from a ran-
dom variable X (where [s] = {1, . . . , s}) which she encodes
into a quantum state ρx that she relays to the receiver, Bob.
Bob also receives a random input y ∈ [l] and then measures
the received state with some generalised measurement (posi-
tive operator-valued measure, POVM) {Mb|y} with outcome
b ∈ [k]. The observed correlations are
p(b|x, y) = tr (ρxMb|y) . (1)
Let us now characterise the information in Alice’s message
about her input x. Since x is random, sampled from some
distribution pX(x), the ensemble of messages is given by E =
{pX(x), ρx}. How well could an observer, via any possible
POVM {Nz}, guess x from E? The guessing probability is
Pg(X|E) = max{Nz}
n∑
x=1
pX(x) tr [ρxNx] . (2)
Note that the optimal POVM, {N∗z }, does not need to be part
of set of POVMs {Mb|y}. Hence the statistics obtained from
measuring {N∗z } do not necessarily appear in the correlations
p(b|x, y).
The observer’s minimal uncertainty about X when pro-
vided E , i.e. the conditional min-entropy, is Hmin(X|E) =
− log [Pg(X|E)]. The amount of information carried by E is
then the difference in uncertainty without and with the com-
munication [11];
IX(E) = Hmin(X)−Hmin(X|E), (3)
where Hmin(X) = − log [maxx pX(x)] is the min-entropy.
The quantity IX(E) can be viewed as a single-shot version
of accessible information [12, 13]. Note that for any given
ensemble E , the guessing probability (and hence the informa-
tion) can be computed via a semidefinite program [14].
We can now define the set of possible correlations p(b|x, y)
when the information of the message is upper bounded. Im-
portantly, we do not limit the Hilbert-space dimension for rep-
resenting the set of the quantum states {ρx}. We also allow for
shared randomness between Alice’s and Bob’s devices. This
makes the model more general, and at the same time simplifies
the characterisation of the sets of correlations (as these sets are
now convex). Formally, we define the set SQα of correlations
of the form
p(b|x, y) =
∑
λ
p(λ) tr
(
ρ(λ)x M
(λ)
b|y
)
, (4)
where λ denotes the shared classical variable, distributed ac-
cording to p(λ), and the information is bounded by IX ≤ α.
The quantity IX is computed via Eq. (3), considering the av-
erage guessing probability of the ensemble E = {p(λ), Eλ}:
Pg(X|E) =
∑
λ
p(λ)Pg(X|Eλ), (5)
where Pg(X|Eλ) denotes the guessing probability for the
subensemble Eλ = {pX(x), ρ(λ)x }.
Classical correlations.— Similarly to above, we can char-
acterise the set of classical correlations, SCα, subject to an in-
formation bound. In this setting, Alice encodes x into a clas-
sical message m ∈ [d]. Bob then provides an output based
on his input y and the message m. Considering again shared
randomness, the resulting correlations take the form
p(b|x, y) =
∑
λ
p(λ)
d∑
m=1
pA(m|x, λ)pB(b|m, y, λ). (6)
In order to characterise correlations of the above form such
that IX ≤ α, we proceed as follows. First, notice that the di-
mension d of the message may a priori be unbounded. How-
ever, it turns out that, without loss of generality, one can re-
strict to the case d = n. Next, notice that each encoding of the
message pA(m|x, λ) can be taken to be deterministic, i.e. m
is a deterministic function of x and λ. Finally, to each of these
deterministic encodings, we can associate a guessing proba-
bility P (λ)g . A detailed discussion is given in Appendix A.
With these in hand, we notice that the constraint IX ≤ α
is equivalent to
∑
λ p(λ)P
(λ)
g ≤ 2α−Hmin(X), which is linear
in p(λ). Therefore, the set SCα forms a convex polytope. The
facets of the polytope correspond to linear inequalities∑
x,y,b
rxyb p(b|x, y) ≤ β (7)
where rxyb and β are real coefficients, which give a complete
characterisation of SCα.
We have explicitly characterised SCα for scenarios featuring
a small number of inputs and outputs. We find three types of
facet inequalities: (i) positivity conditions, e.g. p(b|x, y) ≥ 0,
(ii) inequalities ensuring the information bound on the ob-
served correlations, e.g.
∑
x p(b = x|x, y) ≤ 2α−Hmin(X)
(assuming here n = k), and (iii) other inequalities. Inequali-
ties (i) and (ii) are in a sense trivial, as they must be satisfied
3by all physical correlations (when assuming IX ≤ α). On
the contrary, inequalities (iii) are non-trivial, and thus capture
limits of classical correlations. These inequalities do not nec-
essarily hold for quantum correlations, as we show below.
Finally, note that the problem of determining whether some
observed correlations p(b|x, y) can be obtained classically
with IX ≤ α bits of information is a linear program. One can
thus determine the minimal amount of information required to
produce p(b|x, y) in a classical protocol.
Quantum advantage.— A critical question is whether in-
formationally restricted quantum correlations can outperform
their classical counterparts. To answer this question, we have
considered simple scenarios – labelled by the number of in-
puts and outputs, i.e. (n, l, k) – and characterised their clas-
sical polytope SCα. Alice’s input is always chosen to be uni-
formly distributed, i.e. pX(x) = 1/n. The simplest scenario
where we could find a non-trivial facet inequality is (3,2,2).
Note that a quantum advantage requires1 l ≥ 2, and we con-
jecture that also n ≥ 3 is necessay (we have checked that no
quantum advantage is possible for (2, 2, 2) and (2, 2, 3)).
The scenario (3, 2, 2) features two non-trivial facets show-
ing a quantum advantage (see Appendix B) . Here we focus
on one of them:
F1 ≡ −E11−E12−E21+E22+E20 ≤ 6×2α−log(3)−1 (8)
where Exy = p(0|x, y) − p(1|x, y) and IX ≤ α ∈ [0, log 3].
Notice that for α = 1, this inequality is identical to the sim-
plest dimension witness of Ref. [2] for classical bits.
Importantly, the above inequality can be violated in quan-
tum theory whenever2 IX ∈ (0, log 3), as illustrated in Fig. 2.
Let Alice and Bob share one bit of randomness (λ ∈ {0, 1})
with distribution q ≡ p(λ = 0). When λ = 0, Alice
prepares the qubit ensemble E0 = { 13 , |ψx〉} with |ψ1〉 =
1√
2
(|0〉+ |1〉), |ψ2〉 = |0〉 and |ψ3〉 = sin pi8 |0〉 − cos pi8 |1〉.
Bob measures the observables −σx+σz√
2
and σz−σx√
2
, where
(σx, σy, σz) are the Pauli matrices. When λ = 1, Alice sends
no information and Bob outputs b = 1 regardless of y. This
strategy results in the witness value F1 = 1+2
√
2q, while the
information is IX = log(1+q). Thus, this strategy is relevant
in the range IX ∈ [0, 1]. When IX ∈ [1, log(3)], we consider
another mixed strategy. For λ = 0 we use again the ensemble
E0 and associated measurements, and for λ = 1 a qutrit strat-
egy in which Alice sends x to Bob, thus attaining the maximal
value of F1 = 5. We get F1 =
(
1 + 2
√
2
)
q + 5 (1− q) and
IX = log(3− q).
An interesting question is to find the optimal value of F1
for any possible quantum strategy with bounded information.
This is a non-trivial question as one should consider quantum
systems of arbitrarily large Hilbert-space dimension. Based
1 When Bob has a fixed measurement (l = 1), any quantum distribution
p(b|x) = tr (ρxMb) can be simulated classically. Given x, Alice samples
from p(b|x) and sends m = b, which contains no more information about
x than in the quantum case.
2 The extremal cases IX ∈ {0, log 3} are trivial since they correspond to
no information and relaying x respectively.
FIG. 2: Witness value F1 as a function of the information bound
IX ≤ α. Classical correlations necessarily satisfy the inequality
(8) (blue curve). Quantum correlations outperform classical ones for
α ∈ (0, log 3); the red curve is obtained by a family of quantum
protocols. The black curve represents the theory-independent bound,
i.e. a lower bound on the information needed for the value F1.
on numerical search, we show in Appendix B the existence of
slightly better quantum strategies than the above one, but we
did not find a simple parameterisation for them.
Device-independent bounds on information.— While deter-
mining the limits of quantum correlations for limited infor-
mation is challenging, we can nevertheless infer a general,
theory-independent, lower bound on information given ob-
served correlations p(b|x, y).
The assumption IX ≤ α implies that, from any of the dis-
tributions {p(b|x, 1), . . . , p(b|x, l)}, one cannot extract more
than α bits of information about x. Allowing for an arbitrary
post-processing of the data (Bob creating a new output b′ from
y and b ), i.e. p(b′|y, b) ≥ 0 with ∑b′ p(b′|y, b) = 1 where
b′ ∈ [n], we obtain the constraints
∀y :
∑
x,b
pX(x)p(b|x, y)p(b′ = x|y, b) ≤ 2α−Hmin(X).
Determining whether a given correlation p(b|x, y) is compat-
ible with the above constraints can be cast as a linear pro-
gram. If the program admits no feasible solution, then an in-
formation IX > α is necessary to reproduce p(b|x, y). Note
that, while the above constraints are necessary to ensure that
IX ≤ α, they are most likely not sufficient in general. How
to derive stronger constraints on information is an interesting
open problem.
To illustrate the relevance of these ideas, we have derived
a lower bound on IX given an observed value of the witness
F1. The results are illustrated in Fig. 2 and demonstrate the
possibility of certifying a device-independent lower bound on
the information. Note that the bound applies to quantum cor-
relations, and more generally to any operational theory.
Information vs dimension.— Another relevant question is to
compare quantum correlations with bounded information to
those achievable with bounded dimension. Such comparison
makes sense when IX ≤ log d, where d is the Hilbert-space
dimension of the quantum systems. Clearly, any correlation
achieved via d-dimensional systems (qudits) requires at most
IX = log d, as any ensemble of qudits carries no more than
4log d bits of information [12]. However, it turns out that there
are quantum correlations not achievable via qudits that can
nevertheless be obtained with information IX = log d.
Specifically, we consider the case d = 2 and exhibit quan-
tum correlations achievable with IX = 1 that cannot be ob-
tained from qubits. Consider a Random Access Code [15–
17] in which Alice receives a uniformly random four-bit input
x = (x1, x2, x3, x4) ∈ [2]4. Bob has settings y ∈ [4], and
returns a binary output b with which he aims to guess xy . The
score is
FRAC =
1
64
∑
x,y
p(b = xy|x, y). (9)
Qubit strategies must satisfy FRAC < 3/4; this follows from
the impossibility of having four mutually unbiased bases for
qubits [10, 16]. Moreover, numerical optimisation strongly
suggests that FRAC ≤ 0.741 for qubits [16].
It is nevertheless possible to obtain the score FRAC = 3/4
using quantum ensembles with IX = 1. The strategy employs
16 four-dimensional quantum states of the form
ρx =
1
8
(
21 ⊗ 1 − (−1)x41 ⊗ σy − (−1)x1σx ⊗ σx
− (−1)x2σy ⊗ σx − (−1)x3σz ⊗ σx
)
, (10)
and Bob measures the observables B1 = σx ⊗ σx, B2 =
σy ⊗ σx, B3 = σz ⊗ σx and B4 = 1 ⊗ σy . Note that,
despite being four-dimensional, these states are noisy (with
purity tr
(
ρ2x
)
= 1/2 ∀x) and carry only one bit of informa-
tion. Since all states have the same spectrum, (1/2, 1/2, 0, 0),
this can be checked analytically as follows. For any quantum
ensemble, the information is upper bounded by
IX ≤ log (d) + log
(
maxx pX(x)λmax(ρx)
maxx pX(x)
)
, (11)
where λmax(ρx) is the largest eigenvalue of ρx, and d the
Hilbert-space dimension. The bound is obtained from using
the relation tr [ρxNx] ≤ λmax(ρx) tr [Nx] in Eq. (2) and then∑
xNx = 1 d. The bound Eq. (11) is tight when (i) for each x,
ρx only has one non-zero eigenvalue (with possible multiplic-
ity) and (ii) pX(x)λmax(ρx) is constant in x. The ensemble in
Eq. (10) satisfies this criteria.
An interesting question is whether larger separation is pos-
sible. That is, how much stronger can quantum correlations
with IX = log d bits of information become compared to
quantum correlations using d-dimensional quantum systems.
In Appendix C, we show that, in a scenario without shared
randomness, this advantage can become unbounded. Specif-
ically, we construct quantum correlations achievable with
IX = 1 bit of information, that can only be reproduced us-
ing an arbitrary large Hilbert-space dimension.
Quantum communication vs entanglement-assisted clas-
sical communication.— Finally, we compare correlations
achievable via quantum communication (as above) to those
achievable via classical communication and pre-shared en-
tanglement. This question has been considered for the
case of dimension bounded systems, comparing quantum d-
dimensional ensembles with classical d-dimensional ensem-
bles and unlimited entanglement. Interestingly, it turns out
that the former outperforms the latter in some cases [20–
22] and vice versa in other cases [22–24]. However, as we
now show, the situation is much simpler when considering a
bound on the information. Specifically, every correlation ob-
tained via entanglement-assisted classical communication can
also be obtained via quantum communication, without send-
ing more information.
Consider a scenario with classical communication, where
Alice and Bob can use a pre-shared entangled state ρAB. Upon
receiving input x, Alice performs a measurement {Aa|x} with
outcome a on her half of ρAB, which projects Bob’s system
onto the state σa|x = trA([Aa|x ⊗ 1 B]ρAB)/p(a|x), where
p(a|x) = tr([Aa|x ⊗ 1 B]ρAB). Alice then sends a classical
messagem(a, x) to Bob; which, for convenience we represent
as a collection of quantum states µa|x diagonal in the same
basis. Thus, Bob holds the classical-quantum state µa|x ⊗
σa|x, on which he can perform some measurements in order
to establish correlations p(b|x, y). The information cost of
this protocol originates only from the classical message, as the
entanglement is pre-shared. That is, the guessing probability
is given by
P EAg = max{Nz}
∑
a,x
pX(x)p(a|x) tr(µa|xNx) , (12)
Now, we construct a quantum communication protocol to
simulate the above correlations. Upon receiving x, Alice sam-
ples from p(a|x), and sends to Bob the classical-quantum state
µa|x ⊗ σa|x. Evidently, Bob can now reproduce the same cor-
relations p(b|x, y). The key point is now to show that this pro-
tocol does not require more information than above. The en-
semble (averaged over a) can be written EQC = {pX(x), τx}
where τx =
∑
a p(a|x)µa|x⊗σa|x. The corresponding guess-
ing probability is
PQCg = max{Nz}
∑
a,x
pX(x)p(a|x) tr(µa|x ⊗ σa|xNx) (13)
Since tr(µa|x ⊗ σa|xNx) ≤ tr(µa|xNAx ), where NAx is the
partial trace of Nx over the second system, we obtain that
PQCg ≤ P EAg which concludes the proof.
Outlook.— We have investigated correlations in prepare-
and-measure scenarios under the assumption of an upper
bound on the information. We showed how to fully char-
acterise correlations in the case of classical systems, which
allowed us to demonstrate that quantum correlations can be
stronger than classical ones. Moreover, we showed that
stronger quantum correlations can be obtained when bound-
ing the information rather than the dimension, and devised
device-independent tests of information.
An outstanding open question is to characterise quantum
correlations when the transmitted information is bounded. Is it
sufficient to consider quantum ensembles of finite dimension,
similarly to the classical case? Or are there correlations that
require infinite dimensional quantum systems? Another point
is to understand how much stronger quantum correlations can
5be compared to classical ones. For the case where shared ran-
domness is not allowed, we could show an unbounded advan-
tage. Is it also the case in a scenario including shared random-
ness?
Finally, it would be interesting to investigate possible appli-
cations in semi-DI quantum information processing based on
our approach. A first step is to understand the relation between
informationally bounded quantum correlations and other ap-
proaches recently developed, based on bounding the energy
[27], the overlap [28] or the entropy [29] of the quantum com-
munication.
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6Appendix A: Characterisation of classical correlations
We describe a classical scheme, starting with deterministic
strategies. Alice uses an encoding function E : [n] → [d]
to associate her input to a d-valued message m = E(x) and
sends it to Bob. No limitation on d is assumed. Bob uses a de-
coding functionD : [d]× [l]→ [k] to map the pair (m, y) into
an k-valued output b = D(m, y). Since there are ZA = dn
(ZB = kdl) possible encoding (decoding) functions, the num-
ber of deterministic strategies is Z = ZAZB. We index them
by (EλA , DλB) for λA ∈ [ZA] and λB ∈ [ZB] respectively. Via
the shared randomness λ = (λA, λB), classical correlations
are written
pC(b|x, y) =
∑
λ
p(λ)
d∑
m=1
δm,EλA (x)δb,DλB (m,y). (A1)
We now characterise pC(b|x, y) when IX ≤ α for some real
α ≥ 0. To this end, we need to eliminate the dimension d.
Below, in section A 3 we show that without loss of generality
one can choose d = n (i.e. the dimension equal to the number
of inputs for Alice). We will use this fact to characterise the
polytope of classical correlations and leave the proof for the
end of this section.
1. The classical polytope
We use that classical messages of dimension d = n are suf-
ficient. Therefore, we can denote all encoding functions and
decoding functions (EλA , DλB) where the index λ = (λA, λB)
acts as a shared random variable (whose cardinality is now fi-
nite) allowing the coordination of deterministic encoding and
decoding strategies. For a fixed deterministic strategy, we
obtain a distribution p′λ(b|x, y). This distribution is a ver-
tex of the polytope P which is the space of all probabili-
ties p(b|x, y). However, many deterministic strategies give
rise to the same vertex in the probability space. Therefore,
we write {pγ(b|x, y)}γ for the unique elements in the set
{p′λ(b|x, y)}λ. We define
Eγ = {λ = (λA, λB)|pγ(b|x, y) = p′λ(b|x, y)}, (A2)
where {pγ(b|x, y)} is the list of vertices of P (without du-
plicates). In other words, Eγ is the set of all deterministic
strategies that generate the vertex pγ(b|x, y).
To each vertex of P we associate the smallest amount of in-
formation needed to generate it (for simplicity, we work with
the guessing probability). That is,
P (γ)g = min
λ∈Eγ
P (λA)g (A3)
where the guessing probability of the deterministic strategy is
given by
P (λA)g = max
µ
∑
x
pX(x)
d∑
m=1
δm,EλA (x)δx,D˜µ(m), (A4)
where the maximisation is over all the deterministic decoding
strategies D˜ : [d]→ [n] (of which there are nd).
We now impose the information restriction, IX ≤ α. This
can be formulated as a linear constraint in the shared random-
ness. The characterisation of the set of information restricted
classical correlations reads
p(b|x, y) =
∑
γ
p(γ)pγ(b|x, y) (A5)∑
γ
p(γ)P (γ)g ≤ 2α−Hmin(X) (A6)∑
λ
p(γ) = 1 (A7)
p(γ) ≥ 0. (A8)
This defines a convex polytope. Its facets can be obtained
using standard polytope software. We label this polytope Pα
and note that it is contained inside P.
As an illustration of how the polytope Pα may look, we
have displayed in Fig. 3 a schematic of the polytope in the
simplest case of Alice having two inputs and Bob performing
a single binary outcome measurement (n = k = 2, l = 1), for
which the polytopes P and Pα are polygons.p(1|2)
p(1|1)
1 1/2
11/2
Pα
P
x
x
x
x
FIG. 3: The classical set of correlations for a scenario with two
preparations and one binary outcome measurement (n, l, k) =
(2, 1, 2). The polytope P has four vertices, each corresponding to
a guessing probability of either one or one half (written in blue). The
facets are lines. Therefore there is only one pair of vertices per facet,
for each of which we inscribe a new vertex (represented by a tick) as
imposed by limiting the guessing probability. Thus, the blue region
is the polytope Pα.
2. Optimal classical correlations via linear programming
Since the set of classical correlations forms a convex poly-
tope for IX ≤ α, one can determine whether a given p(b|x, y)
belongs to said polytope via a linear program. This allows one
to determine whether p(b|x, y) is classically realisable with
information no more than α.
7Moreover, given any linear functional of probabilities,
F =
∑
x,y,b
rxyb p(b|x, y), (A9)
one can determine the exact classical bound through the eval-
uation of the linear program
FC = max
p(λ)
F [p(b|x, y)]
such that
∑
λ
p(λ)P (λA)g ≤ 2α−Hmin(X),∑
λ
p(λ) = 1, and p(λ) ≥ 0. (A10)
This allows to obtain witnesses for classical correlations.
3. Dimension n is sufficient for classical messages
Here, we show that the optimal classical correlations,
for any correlation witness constrained by bounded guess-
ing probability (or equivalently, bounded information) with
shared randomness, is obtained with a message dimension not
larger than the cardinality of the input of Alice, i.e. d = n.
Any classical strategy can be decomposed as a mixture of
deterministic strategies, as given by Eq. (A1). For a fixed
value of the shared variable λ, the encoding strategy EλA is
fixed. Since x can take at most n different values, there is
then at most n different values of EλA(x). Thus, for a fixed
λ, at most n message symbols are used. Whether there is any
advantage in using message dimensions d > n thus becomes
a question of whether there is any advantage in using different
sets of message symbols for different λ.
We first show that any value of the maximum in Eq. (A10)
obtained with different sets of message symbols for different
λ can also be achieved using the same set of n symbols for
all λ. This can be seen from Eq. (A1). For each value of λ,
the factor δm,EλA (x) is nonzero for at most n different values
of m. The decoding function DλB(m) hence needs to be de-
fined only on these values. If any of these values lie outside
[n] = {1, . . . , n} then there must be corresponding values in
[n] which are not used. We can then redefine EλA and DλB to
use these values instead.
Specifically, for some fixed λ, say that EλA(x0) = ν /∈ [n]
for some x0. Then there exists ν′ ∈ [n] such thatEλA(x) 6= ν′
for all x. We then define
E′λA(x) =
{
ν′ if x = x0,
EλA(x) otherwise,
(A11)
D′λB(m) =
{
DλB(ν) if m = ν
′,
DλB(m) otherwise.
(A12)
Substituting EλA → E′λA and DλB → D′λB in (A1) leaves the
probabilities p(b|x, y) unchanged. Repeating this process, the
message symbols can be chosen in [n] for every λ, without
changing the probabilities and hence a distribution achieving
the optimum in Eq. (A10) remains optimal.
The only remaining question is now, whether this remap-
ping to a strategy using the same n symbols for all λ can lead
to violation of the information constraint. From (A4), we can
see that this is not the case. Let D˜µ∗ be the optimal decoding
function which achieves the maximum on the right-hand side
of (A4), for some fixed λ. When EλA is replaced by E
′
λA
as
above, the maximum remains unchanged and is achieved by
D˜′µ∗(m) =
{
D˜µ∗(ν) if m = ν′,
D˜µ∗(m) otherwise.
(A13)
Thus, following the recipe above, we can replace all the en-
coding and decoding functions EλA : [n] → [d], DλB : [d] →
[n], and D˜µ : [d] → [n] by other functions EλA : [n] → [n],
DλB : [n] → [n], and D˜µ : [n] → [n] without changing the
probabilities p(b|x, y) or the guessing probabilities P (λA)g . It
follows that the optimum of Eq. (A10) can always be attained
using a message dimension of at most n.
Appendix B: Case study for (n, l, k) = (3, 2, 2)
We have obtained the facets of the polytope for several sim-
ple scenarios. The simplest scenario in which we have found
non-trivial facets is (n, l, k) = (3, 2, 2). One can consider dif-
ferent values for the information bound IX ≤ α. We have
considered different values of α for each of which we have
found two non-trivial inequalities (i.e. they are not positivity
nor the information restriction). More precisely, we consid-
ered eleven evenly spaced values of the guessing probability
in the range (1/3, 1). The facets are
F1 =
∑
x,y
t1x,yE(x, y) ≤ 6Pg − 1 (B1)
F2 =
∑
x,y
t2x,yE(x, y) ≤ 12Pg − 4. (B2)
where t1x,y = {[−1,−1], [−1, 1], [1, 0]} and t2x,y =
{[−1,−1], [−1, 1], [2, 0]}. Note that for convenience, we have
expressed the upper bounds in terms of the guessing probabil-
ity instead of the information. Both inequalities can be vi-
olated in quantum theory. For the first inequality, a violation
valid for any non-trivial information was presented in the main
text using a quantum strategy with one bit of shared random-
ness. Notably, said strategy also violates the second inequality
but not in the entire range IX ∈ (0, log 3).
Moreover, we have numerically explored whether larger vi-
olations of the first inequality are possible. We considered the
case in which Alice prepares general qutrit states and found it
to be advantageous. We have employed a brute-force numeri-
cal search using the function “fmincon“ in MATLAB. We em-
ploy an effective Lagrange multiplier λ and seek to maximise
the function
F˜1 = F1 − λ|IX − α|, (B3)
for a given information bound α. We have chosen λ = 100.
In every step, we evaluate the information IX in the three
8FIG. 4: Witness value F1 as a function of the information IX ≤ α.
The quantum strategy from the main text is displayed (red curve)
and the numerically obtained quantum violations based on qutrits are
displayed in blue. In the range α ∈ (0, 1) these improve on the first
quantum strategy. Notably, numerics showed that an improvement
on the red curve is possible already with qubit preparations.
preparations via a semidefinite program. Then, we evaluate
the largest possible value of F1 for the given preparations,
which thanks to the binary outcomes can be cast as an eigen-
value problem. We then ask MATLAB to maximise F˜1. In
Fig 4 the results are compared to those of the strategy in the
main text. In the range IX ∈ (0, 1) we find an improvement,
but not in the range IX ∈ [1, log 3]. However, we have not
found a simple parameterisation of these quantum strategies.
Also, it could be possible that even better results can be ob-
tained with higher-dimensional preparations.
Appendix C: Unbounded advantage over dimension-bounded
quantum ensembles without shared randomness
In the main text, we showed that one bit of communication
is not always optimally encoded in a qubit ensemble but some-
times in an ensemble of higher-dimensional quantum systems.
Here, we show that such advantages over dimension-bounded
systems can become more significant in scenarios without
shared randomness.
Consider the following variant of a quantum Random
Access Code (without shared randomness). Alice has a
uniformly random variable X ∈ [2n] with values x =
x1 . . . xn ∈ [2]n. She sends m bits of information to Bob,
who has a random variable Y ∈ [n] with values y from which
he produces an outcome b ∈ [2]. The aim is to maximise the
worst-case success probability of finding b = xy , i.e.,
Amn = min
x,y
p(b = xy|x, y). (C1)
Let us first choose m = 1. It is known that with two-valued
classical messages or with two-dimensional quantum systems,
it is impossible to achieve a better result than that obtained
with random guessing, i.e. A1n = 1/2, when n > 3 [25]. In
contrast, for n = 2 and n = 3, qubits hold an advantage over
classical two-valued messages. The reason is that for n = 4
(and analogously for n > 4) it is impossible to cut the Bloch
sphere into 24 = 16 symmetric parts with four planes pass-
ing through the origin. By a similar argument using the gen-
eralised higher-dimensional Bloch sphere, it has been shown
[25] that for general integersm ≥ 1, sendingm classical two-
valued messages or sending m qubits (2m-dimensional quan-
tum systems) cannot achieve a better result than A = 1/2
when n is choosen as at least 22m.
We compare this with sending a general quantum ensem-
ble of limited information. Again, we first choose m = 1
and n = 4. Using the ensemble and measurements speci-
fied in the main text for four-bit Random Access Code (av-
erage success probability variant), one immediately finds that
∀x, y : p(b = xy|x, y) = 3/4, and therefore that A14 = 3/4.
Thus, the ensemble of mixed four-dimensional systems pro-
vides an advantage over two-valued classical messages when
qubit ensembles fail to provide any better-than-classical re-
sult.
Refs. [21, 26] derived Bell inequalities for Random Access
Codes. Using the results of Ref. [26], Alice and Bob can share
an entangled state of local dimension D = 2b
n
2 c and use their
inputs as settings for testing the Bell inequalities of [21, 26].
Then, if Alice communicates her binary outcome to Bob, he
can satisfy the relation b = xy with probability
∀x, y : p(b = xy|x, y) = 1
2
+
1
2
√
n
. (C2)
In the main text we showed that any correlations achievable by
means of entanglement-assisted classical communication also
is achievable by means of quantum communication without
sending more information (and without the need of share ran-
domness). Therefore, we can obtain the correlations (C2) us-
ing the quantum communication model discussed in the main
text. Consequently, using only a single bit of quantum infor-
mation (encoded in a general ensemble), we can achieve
A1n =
1
2
+
1
2
√
n
. (C3)
Note that this is strictly greater than 1/2 for all n ≥ 2. There-
fore, if we choose n ≥ 22m but use only a single bit of infor-
mation, we outperform the best possible quantum protocols
in which the allowed m bits are encoded in 2m-dimensional
quantum systems. Thus, the advantage is unbounded in the
sense that a fixed amount (one bit) of general quantum in-
formation holds an advantage over the m bits carried by m
qubits, for any (potentially) arbitrarily large choice of m.
