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TOTALLY ISOTROPIC SUBSPACES OF SMALL HEIGHT IN
QUADRATIC SPACES
WAI KIU CHAN, LENNY FUKSHANSKY, AND GLENN R. HENSHAW
Abstract. Let K be a global field or Q, F a nonzero quadratic form on
KN , N ≥ 2, and V a subspace of KN . We prove the existence of an infinite
collection of finite families of small-height maximal totally isotropic subspaces
of (V, F ) such that each such family spans V as a K-vector space. This result
generalizes and extends a well known theorem of J. Vaaler [16] and further
contributes to the effective study of quadratic forms via height in the general
spirit of Cassels’ theorem on small zeros of quadratic forms. All bounds on
height are explicit.
1. Introduction and statement of results
In his celebrated 1955 paper [3] J. W. S. Cassels proved that an integral quadratic
form which is isotropic over Q has a non-trivial integral zero of bounded height (we
detail the necessary notation of heights and quadratic forms in Section 2 below). At
the heart of Cassels’ argument lies a beautiful geometric idea, based on Minkowski’s
Linear Forms Theorem and an appropriately chosen orthogonal reflection of the
quadratic space in question. The investigation of small-height zeros of quadratic
forms has since been taken up by a number of authors (see [8] for an overview) with
geometric ideas continuing to play a key role. In particular, geometry of numbers
techniques along with orthogonal projections were used by Schlickewei [13] to prove
the existence of a small-height maximal totally isotropic subspace in an isotropic
rational quadratic space, and the method was then extended by Schlickewei and W.
M. Schmidt [14] to prove the existence of a family of such small-height subspaces
which generate the entire quadratic space. The Schlickewei-Schmidt results were
then extended over number fields by Vaaler [15, 16] by the use of adelic geometry
of numbers and local projection operators at all places. Vaaler’s method [15] has
also been extended over global function fields of odd characteristic in [4] to prove
the existence of a small-height maximal totally isotropic subspace in an isotropic
quadratic space. An important underlying idea used in all such arguments over
global fields is Nortcott’s principle, guaranteeing finiteness of sets of projective
points of bounded height and degree. Northcott’s principle no longer holds over Q,
where an analogue of Vaaler’s first result [15] was established in [6] by an application
of another geometric principle, namely a version of arithmetic Bezout’s theorem due
to Bost, Gillet, and Soule´ [2].
Estimates on small-height zeros were further applied to produce effective versions
of the Witt decomposition theorem over global fields and Q in [5], [6], and [4].
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This theorem, reviewed in Section 3 below, states that a quadratic space can be
decomposed into an orthogonal sum of its radical, a maximal anisotropic subspace,
and a collection of hyperbolic planes, where all the components in the decomposition
have small height. The method employed in all coefficient field settings is the same,
and it uses the existence of a small-height maximal totally isotropic subspace as
a starting point. In other words, different geometric techniques may be required
to obtain estimates on small-height zeros, but once those are in place, effective
structure theorems can be derived by a unified approach over different types of
coefficient fields.
The main result of [15] guarantees the existence of a small-height maximal
isotropic subspaces of a quadratic space over K, in case K is a number field, and
analogous statements for global function fields and Q follow from [4] and [6], re-
spectively. Furthermore, Vaaler’s second result [16] implies that there exists a finite
family of such small-height isotropic subspaces with the additional independence
condition that the corresponding subspaces span V .
Remark 1.1. Another way to view the Schlickewei-Schmidt-Vaaler type results on
small-height totally isotropic subspaces is in terms of Fano varieties. The Fano
variety of m-planes on a projective variety X defined over a field K is the set of
(m + 1)-dimensional vector spaces over K that are contained in that projective
variety; this is a natural generalization of the Grassmannian. Let V be a subspace
of KN , N ≥ 2, X a quadratic hypersurface defined on V over a field K, and let
m + 1 be the dimension of a maximal linear subspace of V contained in X. Then
the main result of [15] guarantees the existence of a small-height point on the Fano
variety of m-planes of X in case K is a number field, and analogous statements
for global function fields and Q follow from [4] and [6], respectively. Furthermore,
Vaaler’s second result [16] implies that there exists a family of such small-height
points in X with the additional independence condition that the corresponding
subspaces span V .
In this note we prove that in fact there exist infinitely many such families. To
rigorously state our main result, we need to introduce some notation. Let K be
a global field or Q. By a global field we always mean either a number field or a
function field of transcendence degree 1 over a finite field Fq of q elements, where q
is odd. Let V ⊆ KN be an L-dimensional vector space, 1 ≤ L ≤ N . Suppose that
F is a quadratic form in N variables defined over K. Let ω be the Witt index of
the quadratic space (V, F ), λ be the dimension of its radical V ⊥, and r := L − λ
be the rank of F on V . In particular, the dimension of a maximal totally isotropic
subspace of V is ω + λ. Define
(1)
α(ω, r) =
{
(2ω+r)(ω+1)(ω+2)(ω+14)+4(ω+r+16)
8 if K = global field,
(ω2 + 1)(ω + 10)(ω + 1)(ω + 2)
(
3
2
)ω + ω+142 + r if K = Q,
and
(2) β(ω) =
{
(ω+1)(ω+2)(ω+14)
2 + 1 if K = global field,
(6ω+5)(ω+5)(ω+1)(ω+2)( 32 )
ω
4ω+2 + 5 if K = Q.
TOTALLY ISOTROPIC SUBSPACES OF SMALL HEIGHT IN QUADRATIC SPACES 3
For a positive integer n, let
(3) aK(n) =

n2 if K = number field,
e2n if K = function field,
1 if K = Q.
In what follows below, H and H are height functions defined on projective spaces.
Their definitions are reviewed in Section 2.
Theorem 1.1. Let V be a nonzero subspace of KN and let F be a quadratic form
on KN of rank r ≥ 3 on V . With notation as above, there exists an infinite family
{Wnk } of maximal totally isotropic subspaces of V , where n ∈ N and k belongs to a
finite indexing set I, such that for all n, n′ ≥ 1 and k, k′ ∈ I,
(i) ω + λ− 4 ≤ dimKWnk ∩Wn
′
k′ ≤ ω + λ− 1 if (n, k) 6= (n′, k′);
(ii) {Wnk : k ∈ I} spans V over K for each n;
(iii) H(Wnk ) ≤ CK(N,ω, L, r) aK(n)H(F )α(ω,r)H(V )β(ω), for each n and k,
where CK(N,ω, L, r) is an explicit constant.
The constant CK(N,ω, L, r) is not of great importance to the statement of the
theorem, however we still derive it below in the proof of Theorem 1.1 (equations
(38), (39) for J > 0, and equations (41), (42) for J = 0) just to demonstrate the
explicit nature of our inequalities.
Our Theorem 1.1 is a generalization of Vaaler’s Theorem 1 of [16] in the following
sense. While our bound is weaker than Vaaler’s, our result holds in more generality.
Firstly, we are working over a much wider choice of coefficient fields. Further, we
prove the existence of an infinite collection of small-height generating families of
maximal totally isotropic subspaces, and the height bound depends on the index n of
each such family very mildly, as indicated by the value of aK(n) (due to Northcott’s
finiteness property, dependence on n in case of global fields is inevitable). Finally,
the main exponents α(ω, r) and β(ω) in our bound are independent of n and are
still polynomials in r and w in the case of global fields.
The proof of our result is different from Vaaler’s argument. While the underlying
starting point for both methods is the original Schlickewei-Vaaler theorem on the
existence of one small-height maximal totally isotropic subspace of a quadratic
space, we employ a geometric technique based on the effective Witt decomposition
theorem. Our construction uses this orthogonal decomposition, along with Siegel’s
lemma applied to the anisotropic component, to build sequences of points spanning
desired generating families of isotropic subspaces. The heights can be controlled
throughout this construction, which allows for explicit estimates.
This paper is organized as follows. In Section 2 we set the notation, define the
necessary constants and height functions, and review the basic terminology in the
algebraic theory of quadratic forms. We then present the proof of Theorem 1.1 in
Section 3. Our argument works simultaneously over all coefficient fields. The main
tool we use in the proof is an effective version of the Witt decomposition theorem,
which we also review in Section 3.
2. Preliminaries
2.1. Notations and heights. We start with some notation, following [5] and [7].
For the rest of this subsection, K is always a global field and K is its algebraic
closure. In the number field case, we write d = [K : Q] for the global degree of K
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over Q, DK its discriminant, ωK the number of roots of unity in K, r1 its number
of real embeddings, and r2 its number of conjugate pairs of complex embeddings;
so d = r1 + 2r2.
When K is a function field, we will fix a t ∈ K such that K is a finite separable
extension of the rational function field Fq(t). Its global degree is d = [K : Fq(t)],
and the effective degree of K over Fq(t) is
m(K) =
[K : Fq(t)]
[k0 : Fq]
,
where k0 is the algebraic closure of Fq in K.
Let M(K) be the set of all places of K. For each place v ∈M(K), we write Kv
for the completion of K at v, and let dv be the local degree of K at v, which is
[Kv : Qv] in the number field case, and [Kv : Fq(t)v] in the function field case.
If K is a number field, then for each place v ∈M(K) we define the absolute value
| |v to be the unique absolute value on Kv that extends either the usual absolute
value on R or C if v|∞, or the usual p-adic absolute value on Qp if v|p, where p is
a prime.
If K is a function field, then all absolute values on K are non-archimedean. For
each v ∈M(K), let Ov be the valuation ring of v in Kv and Mv the unique maximal
ideal in Ov. We choose the unique corresponding absolute value | |v such that:
(i) if 1/t ∈Mv, then |t|v = e,
(ii) if an irreducible polynomial p(t) ∈Mv, then |p(t)|v = e− deg(p).
In both cases, the following product formula is satisfied:
(4)
∏
v∈M(K)
|a|dvv = 1, for all a ∈ K×.
If K is a function field, let g(K) be the genus of K, and for any integer ` ≥ 1 we
define
(5) EK(`) = e
g(K)`
d .
Let n(K) be the number of places of degree one in K, and hK for the number of
divisor classes of degree zero of K. For any integer j ≥ 1, let
(6) RK(j) =
n(K)− 1
2
(
(j − q + 2)hK
√
n(K)
) 1
n(K)−1
+ hK(n(K)− 1)
√
n(K).
We can now define two quantities CK(`) and AK(j) which will appear in our
various height estimates in the subsequent discussion: for any integer ` ≥ 1, let
(7) CK(`) =

((
2
pi
)r2 |DK |) `2d if K = number field,
exp
(
(g(K)−1+m(K))`
m(K)
)
if K = function field,
e
`(`−1)
4 + ε if K = Q; here we can take any ε > 0,
and for any integer j ≥ 1, let
(8) AK(j) =

(
j
√
2r1 |DK |
) 1
d
if K is a number field with ωK ≤ j,
eRK(j) if K is a function field with q ≤ j,
1 otherwise.
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If K is a number field and v | ∞, then for each positive integer j we define, as
in [15],
rv(j) =
{
pi−
1
2 Γ( j2 + 1)
1
j if v | ∞ is real,
(2pi)−
1
2 Γ(j + 1)
1
2j if v | ∞ is complex.
and
(9) BK(j) = 2|DK | 12d
∏
v|∞
rv(j)
dv
d .
For each v ∈M(K) we define a local height Hv on KNv by
Hv(x) = max
1≤i≤N
|xi|dvv ,
for each x ∈ KNv . Also, for each v | ∞ we define another local height
Hv(x) =
(
N∑
i=1
|xi|2v
) dv
2
.
As a result, we have two slightly different global height functions on KN :
(10) H(x) =
 ∏
v∈M(K)
Hv(x)
 1d , H(x) =
∏
v-∞
Hv(x)×
∏
v|∞
Hv(x)
 1d ,
for each x ∈ KN . These height functions are homogeneous, in the sense that they
are defined on the projective space over KN thanks to the product formula (4). It
is easy to see that
(11) H(x) ≤ H(x) ≤
√
NH(x).
Notice that in case K is a function field, M(K) contains no archimedean places,
and so H(x) = H(x) for all x ∈ KN . We also define the inhomogeneous height
h(x) = H(1,x),
which generalizes the Weil height on algebraic numbers. Clearly, h(x) ≥ H(x)
for each x ∈ KN . We extend the height functions H and h to polynomials by
evaluating the height of its coefficient vectors, and to matrices by viewing them as
vectors. However, if X is a matrix with x1, . . . ,xL as its columns, then H(X) is
always the height H(x1 ∧ · · · ∧ xL), where x1 ∧ · · · ∧ xL is viewed as a vector in
K(
N
L) under the standard embedding.
Let V be an L-dimensional subspace of KN . Then there exist N × L matrix X
and (N − L)×N matrix A, both are over K, such that
V = {Xt : t ∈ KL} = {x ∈ KN : Ax = 0}.
The Brill-Gordan duality principle [9] (also see Theorem 1 on p. 294 of [10]) implies
that H(X) = H(At), and H(V ) is defined to be this common value. This coincides
with the choice of heights in [1].
An important observation is that due to the normalizing exponent 1/d in (10)
all our heights are absolute, meaning that they do not depend on the number field
or function field of definition. In particular, we can extend their definitions to K.
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Let
(12) δ =
{
1 if charK = 0,
0 if charK > 0.
We will also need a few technical lemmas detailing some basic properties of heights.
The first one bounds the height of a linear combination of vectors.
Lemma 2.1. For ξ1, ..., ξL ∈ K and x1, ...,xL ∈ KN ,
H
(
L∑
i=1
ξixi
)
≤ h
(
L∑
i=1
ξixi
)
≤ Lδh(ξ)
L∏
i=1
h(xi),
where ξ = (ξ1, ..., ξL) ∈ KL, and δ is as in (12) above.
Proof. The first inequality is clear from the definition of height functions. To prove
the second inequality, let v ∈M(K). If v | ∞, then
max
{
1, Hv
(
L∑
i=1
ξixi
)}
≤ L max
1≤i≤L
{max{1, |ξi|v}max{1, Hv(xi)}}
≤ L
L∏
i=1
{max{1, |ξi|v}max{1, Hv(xi)}} ,
and if v -∞, then
max
{
1, Hv
(
L∑
i=1
ξixi
)}
≤ max
1≤i≤L
{max{1, |ξi|v}max{1, Hv(xi)}}
≤
L∏
i=1
{max{1, |ξi|v}max{1, Hv(xi)}} .
The conclusion of the lemma now follows by taking a product over all places in
M(K) while keeping in mind that all absolute values over a function field are non-
archimedean. 
The following two are adaptations of Lemma 4.7 of [11] and Lemma 2.3 of [5],
respectively, to our choice of height functions, using (11).
Lemma 2.2. Let V be a subspace of KN , N ≥ 2, and let subspaces U1, . . . , Un ⊆ V
and vectors x1, . . . ,xm ∈ V be such that
V = spanK{U1, . . . , Un,x1, . . . ,xm}.
Then
H(V ) ≤ N δm2 H(U1) . . .H(Un)H(x1) . . . H(xm),
where δ is as in (12) above.
Lemma 2.3. Let X be a J × N matrix over K with row vectors x1, ...,xJ , and
let F be a symmetric bilinear form in N variables over K (we also write F for its
N ×N coefficient matrix). Then
H(XF ) ≤ N 3Jδ2 H(F )J
J∏
i=1
H(xi),
where δ is as in (12) above.
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The next one is Lemma 2.2 of [5] over any global field.
Lemma 2.4. Let U1 and U2 be subspaces of KN . Then
H(U1 ∩ U2) ≤ H(U1)H(U2).
Remark 2.1. Lemmas 2.1 - 2.4 also hold verbatim with K replaced by K.
2.2. Quadratic Forms. Here we introduce some basic language of quadratic forms
which are necessary for subsequent discussion. For an introduction to the subject,
the readers are referred to, for instance, Chapter 1 of [12]. For the sake of more
generality, we allow K to be any field of characteristic not 2. We write
F (X,Y ) =
N∑
i=1
N∑
j=1
fijXiYj
for a symmetric bilinear form in 2N variables with coefficients fij = fji in K, and
F (X) = F (X,X) for the associated quadratic form in N variables; we also use
F to denote the symmetric N × N coefficient matrix (fij)1≤i,j≤N . Let V be an
L-dimensional subspace of KN , 2 ≤ L ≤ N . Then F is also defined on V , and we
write (V, F ) for the corresponding quadratic space.
For each subspace U of (V, F ), its radical is the subspace
U⊥ := {x ∈ U : F (x,y) = 0 ∀ y ∈ U}.
We define λ(U) := dimK U⊥, and will write λ to denote λ(V ). A subspace U of
(V, F ) is called regular if λ(U) = 0.
A point 0 6= x ∈ V is called isotropic if F (x) = 0 and anisotropic otherwise.
A subspace U of V is called isotropic if it contains an isotropic point, and it is
called anisotropic otherwise. A totally isotropic subspace W of (V, F ) is a subspace
such that for all x,y ∈ W , F (x,y) = 0. All maximal totally isotropic subspaces
of (V, F ) contain V ⊥ and have the same dimension. Given any maximal totally
isotropic subspace W of V , let
ω = ω(V ) := dimK(W )− λ,
which is the Witt index of (V, F ). If K = K, then ω = [(L−λ)/2], where [ ] stands
for the integer part function.
Two subspaces U1 and U2 of (V, F ) are said to be orthogonal if F (x,y) = 0 for
all x ∈ U1 and y ∈ U2, in which case we write U1 ⊥ U2 for their orthogonal direct
sum. Two vectors x,y ∈ V are called a hyperbolic pair if F (x) = F (y) = 0 and
F (x,y) 6= 0; the subspace H(x,y) := spanK{x,y} that they generate is regular and
is called a hyperbolic plane. It is well known that there exists a Witt decomposition
of the quadratic space (V, F ) of the form
(13) V = V ⊥ ⊥ H1 ⊥ · · · ⊥ Hω ⊥ U,
where H1, . . . ,Hω are hyperbolic planes and U is an anisotropic subspace, which is
determined uniquely up to isometry. The rank of F on V is r := L − λ. In case
K = K, dimK U = 1 if r is odd and 0 if r is even.
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3. Families of generating isotropic subspaces
Let K be a global field or Q, as specified in Section 1. Let F be a nonzero
quadratic form in N variables, and V ⊆ KN be an L-dimensional quadratic space
such that (V, F ) has rank r and Witt index ω ≥ 1. For the proof of Theorem 1.1, we
need a Witt decomposition (13) of (V, F ) in which the height of every component
is explicitly bounded above. We first introduce some constants that will appear in
those upper bounds. First of all, when K is a global field, let
(14)
GK(N,L, ω) =

{(
22ω+1BK(L)2
)L (
N |DK | 1d
)ω+5L}ω(ω+3)8
if charK = 0,{
CK(L)2q
(L2−ω+ω2)g(K)
d
}ω(ω+1)
4
if charK 6= 0,
where CK(L) and BK(L) are defined in (7) and (9) respectively. Second, we define
η(L, r) by
η(L, r) =
{
3
L(L−1)
2 if r < L,
1 if r = L.
Theorem 3.1. There exists a Witt decomposition
(15) V = V ⊥ ⊥ H1 ⊥ · · · ⊥ Hω ⊥ U
for the quadratic space (V, F ) such that
(16) H(V ⊥) ≤

BK(r)rH(F )
r
2 H(V ) if K = number field,
q
rg(K)
d H(F )
r
2 H(V ) if K = function field,
3
L(L−1)
2 H(F )rH(V )2 if K = Q.
Moreover, if K is a global field,
(17) max{H(Hi),H(U)} ≤ GK(N,L, ω)
{
H(F )
2ω+r
4 H(V )
} (ω+1)(ω+2)
2
,
for each 1 ≤ i ≤ ω; and if K = Q, then
(18) H(Hi) ≤ 312ω
4(ω+1)( 32 )
ω {√
ω H(F )ω
2+1 (η(L, r)H(V )) 6ω+54ω+2
} (ω+1)(ω+2)
2 ( 32 )
ω
,
and
(19) H(U) ≤ 2√2ω + 1 3 (2ω+3)ω2 (η(L, r)H(V )) 2ω+34ω+2 .
Proof. The asserted existence of an effective Witt decomposition for a quadratic
space has been established in [5] over number fields, in [6] over Q, and follows from
the results of [4] over global function fields of odd characteristic.
More specifically, if K is a number field the statement of the theorem is pre-
cisely Theorem 1.3 of [5]. The proof of this theorem relies on Theorem 1 of [15],
establishing the existence of a small-height totally isotropic subspace of a regular
quadratic space, and Theorem 2 of [16], giving a bound on the height of the radical
of a quadratic space. Analogues of these results over a global function field of odd
characteristic are given by Theorem 3.1 and Lemma 3.10 of [4], respectively. With
the use of these results, the proof of Theorem 1.3 of [5] now carries over to the
case of a global function field of odd characteristic word for word, establishing the
theorem in this case.
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Over Q, inequalities (18) and (19) for a regular quadratic space are established
by Theorem 5.1 of [6]. If the space (V, F ) is not regular, then it can be decomposed
as
(20) V = V ⊥ ⊥ R,
where (R,F ) is regular and heights of V ⊥ and R are bounded as in Lemma 3.5
of [6]. Now applying Theorem 5.1 of [6] to (W,F ) yields the result in the Q case. 
Remark 3.1. As remarked in (20) above, the Witt decomposition (15) can be viewed
as V = V ⊥ ⊥ R, where R = H1 ⊥ · · · ⊥ Hω ⊥ U is r-dimensional maximal regular
subspace of V with respect to F . Now, the dependence on r instead of L in the
exponent of H(F ) in our bound (17) is obtained by applying the effective Witt
decomposition theorem of [5] and [4] to the regular space (R,F ) instead of (V, F ):
this is possible, since H(R) H(V ) (see, for instance Lemma 3.2 of [5]).
We will also need a lemma on the existence of a small-height hyperbolic pair in
a given hyperbolic plane, which is Lemma 4.3 of [4] when K is a global field. The
proof for the Q case is exactly the same.
Lemma 3.2. Let F be a symmetric bilinear form in 2N variables over K. Let
H ⊆ KN be a hyperbolic plane with respect to F . Then there exists a basis x,y for
H such that
F (x) = F (y) = 0, F (x,y) 6= 0,
and
(21) H(x) ≤ h(x) ≤

2
√
2 BK(1)2H(F )
1
2 H(H) if K = number field,
q
4g(K)
d H(F )
1
2 H(H), if K = function field,
72 H(F )
1
2 H(H)2 if K = Q,
as well as
(22)
H(y) ≤ h(y) ≤

24
√
2N2 (BK(1)GK)
2
H(F )
3
2 H(H)3 if K = number field,
4q
4g(K)
d G2K H(F )
3
2 H(H)3 if K = function field,
864N2 G2K H(F )
3
2 H(H)4 if K = Q,
where GK = EK(2)1−δAK(2)CK(2) and δ as in (12).
Let
V = V ⊥ ⊥ H1 ⊥ · · · ⊥ Hω ⊥ U
be the Witt decomposition of the L-dimensional quadratic space (V, F ) obtained
from Theorem 3.1. For 1 ≤ i ≤ ω, let xi,yi be a small-height hyperbolic pair
for the corresponding hyperbolic plane Hi, as guaranteed by Lemma 3.2. We may
assume that h(xi) ≤ h(yi), H(xi) ≤ H(yi) for each 1 ≤ i ≤ ω. Define J to be the
dimension of the anisotropic component U , which is equal to r − 2ω.
If J > 0, let u1, . . . ,uJ be the small-height basis for U , guaranteed by Siegel’s
lemma (see [1] and [11], conveniently formulated in Theorem 1.1 of [7], as well as
Theorem 1.2 of [7]):
(23)
J∏
k=1
H(uk) ≤
J∏
k=1
h(uk) ≤ CK(J)EK(J)1−δH(U),
where δ is as in (12).
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The indexing set I that we use in the statement of Theorem 1.1 is more conve-
niently written as the set of pairs of indices, defined by
I =
{ {(i, j) : 1 ≤ i ≤ ω, 1 ≤ j ≤ J} if J > 0,
{(i, j) : 1 ≤ i 6= j ≤ ω} if J = 0.
Here we are assuming that ω > 1, and will separately treat the case ω = 1 at the
end of this section. For each pair (i, j) ∈ I, define
(24) αij =

− F (uj)
2F (xi,yi)
if J > 0,
−F (xj ,yj)
F (xi,yi)
if J = 0,
so that αij 6= 0. For each integer n ≥ 1, let
(25) ξn =

n if K = number field,
tn if K = function field,
e
2pii
n if K = Q, where i =
√−1.
Now, for each pair (i, j) ∈ I and each n ≥ 1, define subspace Wnij of V by
(26) Wnij = spanK
{
V ⊥,x1, . . . ,xi−1,xi+1, . . . ,xω,xi + ξ2nαijyi + ξnuj
}
when J > 0, and
Wnij = spanK
{
V ⊥,x1, . . . ,xi−1,xi+1, . . . ,xj−1,
xj+1, . . . ,xω,xi + ξnyj ,xj + ξnαijyi
}
(27)
when J = 0. These are precisely the subspaces referred to as Wnk for simplicity in
the statement of Theorem 1.1.
Lemma 3.3. For each integer n ≥ 1 and each pair of indices (i, j) ∈ I, Wnij is a
maximal totally isotropic subspace of V .
Proof. It is clear that dimKWnij is equal to λ+ ω. We claim that F (z) = 0 for all
z ∈Wnij . First assume that J > 0, then
z = z′ +
ω∑
k=1,k 6=i
akxk + ai
(
xi + ξ2nαijyi + ξnuj
)
,
where z′ ∈ V ⊥ and ak ∈ K for all 1 ≤ k ≤ ω. Recall that z′,x1, . . . ,xω,uj are all
orthogonal to each other, and yi is orthogonal to z′ and all xk with k 6= i, as well
as F (z′) = F (xk) = F (yk) = 0 for all k. Then we have
F (z) = a2iF
(
xi + ξ2nαijyi + ξnuj
)
= a2i
(
2ξ2nαijF (xi,yi) + ξ
2
nF (ui)
)
= 0.
The case J = 0 can be verified similarly. 
It is clear from the definition of the Wnij that if J > 0, then for any integers
n,m ≥ 1 and ordered pairs (i, j), (i′, j′) ∈ I,
(28) dimK
(
Wnij ∩Wmi′j′
)
=
{
λ+ ω − 1 if n 6= m and (i, j) = (i′, j′)
λ+ max{0, ω − 3} if (i, j) 6= (i′, j′);
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whereas, if J = 0, then
(29)
dimK
(
Wnij ∩Wmi′j′
)
=
 λ+ ω − 2 if n 6= m and (i, j) = (i
′, j′),
λ+ ω − 2 if (i, j) = (j′, i′),
λ+ max{0, ω − 4} if none of i, j equals any of i′, j′.
In particular, notice that for each ordered triple (n, i, j) we get a different maximal
totally isotropic subspace Wnij of (V, F ).
Lemma 3.4. For each integer n ≥ 1, the family of subspaces {Wnij : (i, j) ∈ I}
spans V over K.
Proof. For any integer n ≥ 1, let Wn be the subspace of V spanned by the family
{Wnij}. It is clear that V ⊥ and x1, . . . ,xω are in Wn. If J > 0, then all of
ξ2nα11y1 + ξnu1, . . . , ξ
2
nα1Jy1 + ξnuJ , . . . , ξ
2
nαω1yω + ξnu1, . . . , ξ
2
nαω1yω + ξnuJ
are also in Wn. If, on the other hand, J = 0, then y1, . . . ,yω ∈ Wn. Therefore it
is easy to see that in both cases Wn contains λ+ 2ω + J = L linearly independent
vectors, hence Wn = V for each n ≥ 1. 
We are now ready to complete the proof of Theorem 1.1 in the case ω > 1.
Proof of Theorem 1.1: ω > 1 case. The first two assertions of the theorem are proved
by Lemma 3.3, Lemma 3.4, (28), and (29). We are left to show that the height of
each Wnij is bounded above as depicted in the theorem.
First assume J > 0. By Lemma 2.2,
(30) H(Wnij) ≤ N
δω
2 H(V ⊥)H(xi + ξ2nαijyi + ξnuj)
ω∏
k=1,k 6=i
H(xk),
where δ is as in (12). Now, by Lemma 2.1,
(31) H(xi + ξ2nαijyi + ξnuj) ≤ 3δH(1, ξn, ξ2nαij)h(xi)h(yi)h(uj).
Notice that by (24),
H(1, ξn, ξ2nαij) = H
(
2F (xi,yi), 2ξnF (xi,yi), ξ
2
nF (uj)
)
≤ 2δ h(1, ξ2n)H (F (xi,yi), F (uj))
= 2δ h(1, ξ2n)H
(
N∑
s=1
N∑
t=1
fstxisyit,
N∑
s=1
N∑
t=1
fstujsujt
)
≤ (2N2)δ h(1, ξ2n)h(xi)h(yi)h(uj)2H(F ).(32)
Combining (30), (31), and (32) with (23), we obtain:
H(Wnij) ≤ (6N
ω+4
2 )δ (CK(J)EK(J)1−δ)3 ×
×H(F )H(U)3H(V ⊥)h(1, ξ2n)h(yi)2 h(xi)
ω∏
k=1
h(xk).(33)
Now (33) combined with Lemma 3.2 implies that
(34) H(Wnij) ≤ C′K(N,ω, J) aK(n)H(F )
ω+9
2 H(U)3H(V ⊥)H(Hi)7
ω∏
k=1
H(Hk),
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where aK(n) is as in (3) if K is a global field, and
(35) H(Wnij) ≤ C′K(N,ω, J)H(F )
ω+9
2 H(U)3H(V ⊥)H(Hi)10
ω∏
k=1
H(Hk)2
if K = Q. The constant C′K(N,ω, J) in the inequalities above is given by
(36)
C′K(N,ω, J) =

9 · 2 3ω+192 N ω+122 CK(J)3G4K BK(1)2ω+6 if K = number field,
16 q
4(ω+3)g(K)
d (CK(J)EK(J))3 G4K if K = function field,
1492992 · 72ω+1N ω+122 CK(J)3G4K if K = Q,
and GK = EK(2)1−δAK(2)CK(2), as in Lemma 3.2. For the sake of convenience,
let
(37)
{
p1(ω) = (ω + 5)(ω + 1)(ω + 2)
(
3
2
)ω
p2(ω) =
(6ω+9)+p1(ω)(6ω+5)
4ω+2 .
Now we combine (34), (35) with the bounds of Theorem 3.1 to obtain part (iii) of
Theorem 1.1. The constant CK = CK(N,ω, L, r) is defined by
(38) CK =
{
C′K(N,ω, J)GK(N,L, ω)ω+10 aK(n)BK(r)r if charK = 0,
C′K(N,ω, J)GK(N,L, ω)ω+10 aK(n) q
rg(K)
d if charK > 0,
when K is a global field, and
(39) CK = 8 (2ω + 1)
3
2 C′K(N,ω, J) η(L, r)
p2(ω) 3
(10ω+11)(ω+2)ω+48ω4 p1(ω)
2(ω+2) ω
p1(ω)
2
when K = Q.
Now assume J = 0, then employing the same kind of estimates as above we
obtain:
H(Wnij) ≤ N
δω
2 H(V ⊥)H(xi + ξnyj)H(xj + ξnαijyi)
ω∏
k=1,k 6=i,j
H(xk)
≤ N δω2 H(V ⊥)H(1, ξn)H(1, ξnαij)h(yi)h(yj)
ω∏
k=1
h(xk)
≤ N δω2 H(V ⊥)H(1, ξn)2H
(
F (xi,yi), F (xj ,yj)
)
h(yi)h(yj)
ω∏
k=1
h(xk)
≤ N δω2 H(V ⊥)H(1, ξn)2H(F )h(yi)2 h(yj)2 h(xi)h(xj)
ω∏
k=1
h(xk).(40)
Then again Lemma 3.2 together with Theorem 3.1 imply part (iii) of Theorem 1.1.
The constant CK in this case is defined by
(41)
CK =
{
81 · 2 3ω2 +17N ω+162 BK(1)2ω+12BK(r)r G8K GK(N,L, ω)ω+14 if charK = 0
256 · q g(K)(4ω+r+24)d G8K GK(N,L, ω)ω+14 if charK > 0
when K is a global field, and
(42) CK = 23ω+26 3
24ω4 q1(ω)
ω+2 +
L(L−1)
2 +2ω+16N
ω+16
2 G8K ω
q1(ω)
2 η(L, r)
(6ω+5) q1(ω)
4ω+2
when K = Q, where q1(ω) = (ω+10)(ω+1)(ω+2)
(
3
2
)ω. This completes the proof
of the theorem when ω > 1.
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Now we handle the case ω = 1.
Proof of Theorem 1.1: ω = 1 case. Assume that ω = 1, then J ≥ 1 since r =
J + 2ω ≥ 3, and we define
Wn1 = spanK
{
V ⊥,x1
}
, Wn2 = spanK
{
V ⊥,y1
}
,
Wnj+2 = spanK
{
V ⊥,x1 + ξ2nα1jy1 + ξnuj
}
(43)
for each 1 ≤ j ≤ J and n ∈ N. It is clear that these are (λ + 1)-dimensional
maximal totally isotropic subspaces of (V, F ), and any two of these intersect only
in V ⊥, hence their intersection has dimension ω + λ − 1. Further, for each n, the
J + 2 subspaces defined in (43) span V .
To finish the proof, we need to show that for each n ∈ N and 1 ≤ k ≤ J + 2,
H(Wnk ) satisfies the bound of part (iii) of Theorem 1.1. By Lemma 2.2, for each
1 ≤ k ≤ J + 2,
H(Wnk ) ≤ N
δ
2 H(V ⊥) max{H(x1), H(y1), H(xi + ξ2nαijyi + ξnuj)}
≤ (9N) δ2 H(V ⊥)H(1, ξn, ξ2nα1j)h(x1)h(y1)h(uj)(44)
where j = k − 2 and the last inequality follows by Lemma 2.1. Combining (44)
with (32), we obtain:
H(Wnk ) ≤ (36N5)
δ
2 H(V ⊥)h(1, ξ2n)h(x1)2 h(y1)2 h(uj)3H(F )
≤ (6N 52 )δ (CK(J)EK(J)1−δ)3 H(F )H(U)3H(V ⊥)×
× h(1, ξ2n)h(x1)2 h(y1)2,(45)
where the last inequality follows from (23). Now the statement of the lemma follows
from the observation that the bound of (45) is precisely the bound of (33) in this
case. This completes the proof of Theorem 1.1. 
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