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Abstract
Gram’s Law refers to the empirical observation that the zeros of the
Riemann zeta function typically alternate with certain prescribed points,
called Gram points. Although this pattern does not hold true for each
and every zero, numerical results suggest that, as the height up the criti-
cal line increases, the proportion of zeros that obey Gram’s Law converges
to a finite, non-zero limit. It is also well-known that the eigenvalues of
random unitary matrices provide a good statistical model for the distri-
bution of zeros of the zeta function, so one could try to determine the
value of this limit by analyzing an analogous model for Gram’s Law in
the framework of Random Matrix Theory. In this thesis, we will review
an existing model based on random unitary matrices, for which the limit
can be computed analytically, but has the wrong rate of convergence. We
will then present an alternative model that uses random special unitary
matrices, which gives the correct convergence rate, and discuss the large-
N limit of this model. We shall conclude that at very large heights up
the critical line, the local distribution of the zeta zeros is the same with
respect to any sequence of points that are spaced like the Gram points.
For the purpose of this thesis, we will assume throughout that all Gram
points are different from zeta zeros, although this is not a proven fact.
Contents
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . 6
Declarations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1 Gram’s Law for the Riemann zeta function 8
1.1 The Riemann zeta function . . . . . . . . . . . . . . . . 8
1.1.1 Zero-free regions . . . . . . . . . . . . . . . . . . 9
1.2 Counting zeros in the critical strip . . . . . . . . . . . . . 11
1.3 Counting zeros on the critical line . . . . . . . . . . . . . 15
1.3.1 The Euler−Maclaurin summation formula . . . . 17
1.3.2 The Riemann−Siegel formula . . . . . . . . . . . 19
1.4 Gram points and Gram intervals . . . . . . . . . . . . . . 20
1.5 Gram’s Law and the Weak Gram’s Law . . . . . . . . . . 22
1.5.1 WGL is true infinitely often . . . . . . . . . . . . 25
1.5.2 Discrete moments of Hardy’s function . . . . . . . 27
1.5.3 WGL is true for a positive proportion . . . . . . . 28
1.5.4 GL and WGL fail infinitely often . . . . . . . . . 28
1.5.5 GL and WGL fail for a positive proportion . . . . 30
1.6 Gram blocks and Rosser’s Rule . . . . . . . . . . . . . . 31
1.6.1 RR and WRR fail infinitely often . . . . . . . . . 32
1.6.2 RR and WRR fail for a positive proportion . . . . 32
1.7 Turing’s method . . . . . . . . . . . . . . . . . . . . . . . 33
2 Gram’s Law for random unitary matrices 37
2.1 GUE and the Montgomery conjecture . . . . . . . . . . . 37
2.2 CUE and the zeta moments conjecture . . . . . . . . . . 42
2.3 Fujii’s conjecture for Gram’s Law . . . . . . . . . . . . . 46
2.3.1 Rate of convergence . . . . . . . . . . . . . . . . . 49
2.4 U(N) Gram points and intervals . . . . . . . . . . . . . . 51
2
2.4.1 The U(2) case . . . . . . . . . . . . . . . . . . . . 53
2.5 SU(N) Gram points and intervals . . . . . . . . . . . . . 54
3 SU(N) theory 61
3.1 The standard method . . . . . . . . . . . . . . . . . . . . 61
3.2 SU(N) n-level density . . . . . . . . . . . . . . . . . . . 63
3.3 SU(N) generating function . . . . . . . . . . . . . . . . . 69
3.4 Upper bound on the Dyson coefficients . . . . . . . . . . 73
3.5 Magnitude of the additional terms . . . . . . . . . . . . . 74
3.6 The X1 and X2 terms . . . . . . . . . . . . . . . . . . . 80
4 Numerical analysis 87
4.1 Description of data . . . . . . . . . . . . . . . . . . . . . 87
4.2 The IEEE double-precision floating-point format . . . . . 88
4.3 Reconstruction of zeta zeros . . . . . . . . . . . . . . . . 89
4.4 Computation of Gram points . . . . . . . . . . . . . . . 91
4.5 Gram’s Law within a block . . . . . . . . . . . . . . . . . 92
4.6 Gram’s Law for the first 1011 intervals . . . . . . . . . . 97
4.7 Comparison with previous results . . . . . . . . . . . . . 100
5 Other remarks and further work 102
5.1 Averages over U(N) . . . . . . . . . . . . . . . . . . . . 102
5.2 SU(N) Haar measure has mass 1 . . . . . . . . . . . . . 106
5.3 Generalizing a Selberg-type integral . . . . . . . . . . . . 107
5.4 Further work . . . . . . . . . . . . . . . . . . . . . . . . 112
Bibliography 113
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Index 122
3
List of Tables
1.1 The first Gram points and zeta zeros . . . . . . . . . . . 23
1.2 Summary of results by Brent, van de Lune et al. . . . . . 25
1.3 History of zeta zeros computation . . . . . . . . . . . . . 35
2.1 EU(N)(k, J) for k = 0, 1, 2 and N = 2, . . . , 21 . . . . . . . 49
2.2 GMN ,MN+1(k) for k = 0, 1, 2 and N = 2, . . . , 21 . . . . . . 50
2.3 ESU(N)(k,J ) for k = 0, 1, 2 and N = 2, . . . , 21 . . . . . . 60
4.1 109GM,M+109(k) for M = 0, 10
9, . . . , 19× 109 . . . . . . . 97
4.2 109GM,M+109(k) for M = 20× 109, . . . , 59× 109 . . . . . 98
4.3 109GM,M+109(k) for M = 60× 109, . . . , 99× 109 . . . . . 99
4.4 108GL,M(k) for k = 0, 1, 2, 3, 4 . . . . . . . . . . . . . . . 101
4
List of Figures
1.1 The curves ∂R (left) and C (right) . . . . . . . . . . . . 11
1.2 The S(T ) function . . . . . . . . . . . . . . . . . . . . . 14
1.3 Parametric plot of ζ(1
2
+ it) . . . . . . . . . . . . . . . . 15
1.4 The functions Z(t) and
∣∣ζ(1
2
+ it)
∣∣ . . . . . . . . . . . . . 17
1.5 The θ(t) function . . . . . . . . . . . . . . . . . . . . . . 20
1.6 Alternation between Gram points and zeros of Z(t) . . . 24
1.7 Application of the Brent−Lehman theorem . . . . . . . 34
2.1 Montgomery’s pair correlation function . . . . . . . . . . 38
2.2 E(k, s) for k = 0, 1, 2 . . . . . . . . . . . . . . . . . . . . 48
5
Acknowledgements
I would like to thank Dr. David Platt and the entire LMFDB Collab-
oration [62] for providing access to their numerical data on the first 100
billion non-trivial zeros of the Riemann zeta function, without which the
computation of the results from Table 2.2, as well as Section 4.6, would
not have been possible.
6
Declaration
I declare that this thesis is a presentation of original work and I am
the sole author. This work has not previously been presented for an
award at this, or any other, University. All sources are acknowledged in
the Bibliography. The thesis includes published work [37].
7
Chapter 1
Gram’s Law for the Riemann
zeta function
1.1 The Riemann zeta function
The Riemann zeta function can be defined, in the case of complex
numbers s = σ + it with real part σ > 1, as a convergent series of the
form
ζ(s) :=
∞∑
n=1
1
ns
.
It was first studied by Euler [27] in 1744, who remarked that in the region
σ > 1 of the complex plane, ζ(s) can also be represented as a convergent
infinite product over all the prime numbers (the Euler product formula)
∞∑
n=1
1
ns
=
∏
p
(
1− 1
ps
)−1
(Re s > 1).
And because an infinite product that converges doesn’t vanish, this
formula implies that ζ(s) does not have any zeros in the semi-plane σ > 1.
One of the main results of Riemann’s 1859 paper [86], was to show that
ζ(s) can be extended by analytic continuation to a meromorphic function
on the entire complex plane except at the point s = 1, where it has a
simple pole of residue 1.
Riemann also proved that the zeta function satisfies a functional equa-
tion, which may be expressed in several equivalent ways. For example, let
Γ(s) :=
∫ ∞
0
e−tts−1dt
denote the gamma function for Re s > 0, and analytically continued
elsewhere; it can be shown that Γ(s) has simple poles at all the non-
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positive integers s = 0,−1,−2, . . .. Also, consider the function
χ(s) := 2spis−1 sin
(pis
2
)
Γ(1− s) (1.1)
= pis−
1
2
Γ
(
1− s
2
)
Γ
(s
2
) . (1.2)
With these definitions, the functional equation for the zeta function can
be represented as
ζ(s) = χ(s)ζ(1− s). (1.3)
Because of the presence of the sine function in (1.1), the functional
equation implies that ζ(s) has simple zeros at all the negative even inte-
gers s = −2,−4,−6, . . .; these are called the trivial zeros and are the only
zeros of ζ(s) in the semi-plane σ < 0 (in the case when s is a positive even
number, the zeros of the sine function are canceled by the corresponding
poles of Γ(1− s): −1,−3,−5, . . .). Therefore, all the remaining zeros of
ζ(s) are constrained to the vertical strip 0 ≤ σ ≤ 1 in the complex plane,
and are called the non-trivial zeros of the zeta function.
If we now define the entire function
ξ(s) :=
s(s− 1)
2
pi−
s
2 Γ
(s
2
)
ζ(s), (1.4)
one can use (1.2) to re-express the functional equation (1.3) in a way
that is invariant under the substitution s→ 1− s, and highlights one of
the fundamental symmetries of the zeta function
ξ(s) = ξ(1− s). (1.5)
We also note that in definition (1.4), the trivial zeros of the zeta
function are canceled by the poles of the gamma function, which means
that the zeros of ξ(s) coincide with all the non-trivial zeros of ζ(s).
1.1.1 Zero-free regions
In 1896, Hadamard [38] and de la Valle´e Poussin [104] extended the
methods developed by Riemann, and independently proved the Prime
Number Theorem (PNT)
pi(x) ∼ Li(x),
9
where pi(x) represents the number of primes less than x, and Li(x) is the
logarithmic integral
Li(x) :=
∫ x
2
1
log t
dt.
It can be shown that the PNT is equivalent to the statement that
ζ(s) has no zeros along the line σ = 1 (and, by symmetry, neither on
σ = 0); therefore, the PNT implies that all the non-trivial zeros of the
zeta function are strictly inside the region 0 < σ < 1, which is called the
critical strip.
De la Valle´e Poussin [105] also proved that ζ(s) has no zeros σ + it
in the region
σ ≥ 1− C
log |t| ,
for sufficiently large |t| and some constant C > 0. This zero-free region
was subsequently extended by others, and the best estimate currently
known is due to Korobov [52] and Vinogradov [106], who independently
showed that ζ(s) is non-zero in
σ ≥ 1− C
(log |t|) 23 (log log |t|) 13 (|t| ≥ 3),
for some constant C > 0. Recently, Ford [28] has given an explicit
numerical value of the constant to be C = 1
57.54
.
The functional equation (1.5) suggests that the non-trivial zeros are
distributed symmetrically about the vertical line σ = 1
2
, which is named
the critical line; in addition, it can be proved that ζ(s¯) = ζ(s) for any
s ∈ Cr{1}, which means that the zeros are also symmetric with respect
to the real axis t = 0.
In his paper [86], Riemann conjectured that all the roots of ξ(1
2
+ it)
are real, which is equivalent to the statement that all the non-trivial zeros
of ζ(s) lie on the critical line (translation from German)
“it is very likely that all the roots are real. Of course, one
would like to have a rigorous proof of this, but for the time
being I have put aside the search for such a proof, after some
fleeting vain attempts, because it is not necessary for the im-
mediate objective of my investigation.”
Although the Riemann Hypothesis has not been proven, it can be
verified numerically up to a given height T by comparing the number of
zeros in the rectangle {0 < σ < 1, 0 < t < T} with the number of zeros
on the segment {1
2
+ it, 0 < t < T}.
10
1.2 Counting zeros in the critical strip
Let N(T ) denote the number of zeros inside the critical strip (counted
according to their multiplicity) with imaginary part between 0 and T
N(T ) := #{σ + it ∈ C : 0 < σ < 1, 0 < t ≤ T, ζ(σ + it) = 0}.
In the case when T is the ordinate of a zeta zero, we may take
N(T ) = lim
ε→0
1
2
[N(T + ε) +N(T − ε)]. (1.6)
Riemann conjectured, and in 1905 von Mangoldt [65] proved the fol-
lowing asymptotic formula for N(T ) (Riemann−von Mangoldt formula)
N(T ) =
T
2pi
log
T
2pi
− T
2pi
+O(log T ). (1.7)
This result can be obtained by considering, for  > 0 and T > 0 fixed
(T different from the ordinate of a zeta zero), the following rectangle
R := {s ∈ C | −  ≤ Re(s) ≤ 1 + , 0 ≤ Im(s) ≤ T}.
Figure 1.1: The curves ∂R (left) and C (right)
Also, let ∂R be the boundary of R oriented counterclockwise, and C
the portion of ∂R that is between 1 +  and 1
2
+ iT (that is, the union of
11
the vertical segment from 1+  to 1+ + iT , with the horizontal segment
between 1 + + iT and 1
2
+ iT ).
As previously mentioned, the zeros of ξ(s) coincide with all the zeros
of ζ(s) inside the critical strip, and because the ξ(s) function does not
have any poles on the boundary ∂R, it will be more convenient to work
with ξ(s) instead of ζ(s) for the reminder of this section. Applying
Cauchy’s argument principle, we have that
N(T ) =
1
2pii
∫
∂R
ξ′(s)
ξ(s)
ds.
Now, since obviously N(T ) ∈ R, this becomes
N(T ) =
1
2pi
Im
∫
∂R
ξ′(s)
ξ(s)
ds.
Using the symmetry of the functional equation (1.5) with respect to the
critical line, and with the fact that ξ(s) ∈ R along the real axis, we get
N(T ) =
1
pi
Im
∫
C
ξ′(s)
ξ(s)
ds.
This can also be expressed in terms of a logarithmic derivative, and if we
introduce the formula (1.4), we may expand it as a sum of three terms
N(T ) =
1
pi
Im
∫
C
d
ds
log ξ(s) ds
=
1
pi
Im
∫
C
d
ds
log
[
pi−
s
2 Γ
(s
2
) s(s− 1)
2
ζ(s)
]
ds
=
1
pi
Im
∫
C
d
ds
log
[
pi−
s
2 Γ
(s
2
)]
ds+
+
1
pi
Im
∫
C
d
ds
log[s(s− 1)] ds+ 1
pi
Im
∫
C
d
ds
log ζ(s) ds
(the branch of the logarithm is given by continuous variation along ∂R
from the value 0 at s = 1 + ). For each term in this sum, we can apply
the fundamental theorem of calculus and obtain
N(T ) =
1
pi
Im log
[
pi−
s
2 Γ
(s
2
)]∣∣∣
s= 1
2
+iT
+
1
pi
Im log s(s− 1)|s= 1
2
+iT +
+
1
pi
Im log ζ(s)|s= 1
2
+iT
12
=
1
pi
arg
[
pi−
iT
2 Γ
(
1
4
+
iT
2
)]
+
1
pi
arg
(
−T 2 − 1
4
)
+
+
1
pi
arg ζ
(
1
2
+ iT
)
. (1.8)
The middle term of (1.8) can be easily computed to be
1
pi
arg
(
−T 2 − 1
4
)
= 1. (1.9)
The first term of (1.8) is called the Riemann−Siegel theta function
and it is denoted by
θ(T ) := arg
[
pi−
iT
2 Γ
(
1
4
+
iT
2
)]
= Im log Γ
(
1
4
+
iT
2
)
− log pi
2
T. (1.10)
By applying Stirling’s formula (1.18) for the gamma function, one
can derive an asymptotic expansion for θ(T ) which, although it does not
converge, its first few terms give a good approximation when T is large
θ(T ) =
T
2
log
T
2pi
− T
2
− pi
8
+O
(
1
T
)
. (1.11)
The last term of (1.8) is named the S(T ) function
S(T ) :=
1
pi
arg ζ
(
1
2
+ iT
)
. (1.12)
As in (1.6), if T coincides with the ordinate of a zeta zero, we take
S(T ) = lim
ε→0
1
2
[S(T + ε) + S(T − ε)].
It is known that S(T ) does not become large too fast; specifically von
Mangoldt [65] proved unconditionally that
S(T ) = O(log T ), (1.13)
and Littlewood [61] showed, assuming the Riemann Hypothesis, that
S(T ) = O
(
log T
log log T
)
.
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Recent numerical computations made by Odlyzko [80] have confirmed
that S(T ) does indeed grow very slow, specifically
• |S(T )| < 1 for T < 280;
• |S(T )| < 2 for T < 6.8× 106;
• largest value found so far is |S(T )| ≈ 3.3455 at T ≈ 7.75× 1027 [6].
Putting everything together, we can now rewrite equation (1.8) as
N(T ) =
θ(T )
pi
+ 1 + S(T ), (1.14)
and by applying the estimates from (1.11) and (1.13), we recover the
Riemann−von Mangoldt formula (1.7).
We may also remark that, because N(T ) is a step function and θ(T )
is continuously increasing for T > 6.29, (1.14) implies that the S(T )
function has jump discontinuities at points equal to the zeta zeros and
decreases monotonically between them.
Figure 1.2: The S(T ) function
Backlund [4] obtained an explicit estimate for N(T ) when T ≥ 200∣∣∣∣N(T )− ( T2pi log T2pi − T2pi + 78
)∣∣∣∣ < 0.137 log T + 0.443 log log T + 4.350,
but later developments have superseded this result. The most recent
improvements were given by Trudgian and Platt [99], [100], [82] who
showed that
|S(T )| ≤ 0.110 log T + 0.290 log log T + 2.290, for T ≥ e.
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1.3 Counting zeros on the critical line
Let N0(T ) be the number of zeta zeros (counted according to their
multiplicity) located on the critical line up to height T
N0(T ) := #
{
t ∈ R : 0 < t ≤ T, ζ
(
1
2
+ it
)
= 0
}
.
In 1914, Hardy [39] proved that the zeta function has infinitely many
zeros along the critical line. Later, Hardy and Littlewood [41] showed
that there are at least C · T zeros on the critical line up to height T , for
some positive constant C and sufficiently large T
N0(T ) > C · T (C > 0, T ≥ T0).
This result was subsequently improved by Selberg [88], who proved that
a positive proportion of the zeta zeros lie on the critical line
N0(T ) > C ·N(T ) (C > 0, T ≥ T0).
The value of this proportion was first estimated by Min [70] to be at least
1
14074731
, and the best result known so far was obtained by Pratt et al.
[85], who showed that at least 5
12
of the zeros are on the critical line.
Figure 1.3: Parametric plot of ζ(1
2
+ it)
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In the same way in which it was more convenient to work with ξ(s),
rather than with ζ(s), when counting the zeros inside the critical strip, in
this section we will introduce and use a new function whose zeros coincide
with all the zeros of ζ(s) that are on the critical line. In order to derive
this function, we begin by first noticing that the functional equation (1.5)
can be reduced to
ξ(s) = ξ(s), if s =
1
2
+ it (t ∈ R).
And since it is well-known that
ξ(s) = ξ(s) for any s ∈ C,
we get that
ξ(s) = ξ(s) whenever s =
1
2
+ it,
which implies that the ξ(s) function is real along the critical line. We can
now apply the definition (1.4) to evaluate ξ(s) at s = 1
2
+ it, and obtain
ξ
(
1
2
+ it
)
= −1
2
(
t2 +
1
4
)
Γ
(
1
4
+
it
2
)
pi−
1
4
− it
2 ζ
(
1
2
+ it
)
.
This expression can be further separated into two factors, as follows
ξ
(
1
2
+ it
)
=
[
−1
2
(
t2 +
1
4
)
eRe log Γ(
1
4
+ it
2 )pi−
1
4
]
︸ ︷︷ ︸
< 0
×
×
[
ei(Im log Γ(
1
4
+ it
2 )− t2 log pi)ζ
(
1
2
+ it
)]
︸ ︷︷ ︸
Z(t)
.
Because ξ(1
2
+ it) ∈ R and the first factor above is obviously negative,
this implies that the second factor is real, and has the opposite sign of
ξ(1
2
+ it). We also recognize that the exponent in the second factor is
the theta function θ(t), defined previously in (1.10). This factor plays an
important role in the theory of the zeta function, and is called the Hardy
Z function
Z(t) := eiθ(t)ζ
(
1
2
+ it
)
. (1.15)
As can be seen from its definition, the zeros of Z(t) coincide with
the imaginary parts of all the zeros of ζ(s) which lie on the critical line.
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Figure 1.4: The functions Z(t) and
∣∣ζ(1
2
+ it)
∣∣
However, in order to numerically compute these zeros, one needs to first
be able to evaluate the Z(t) function, which can be done with one of the
following methods.
1.3.1 The Euler−Maclaurin summation formula
The Euler−Maclaurin summation formula is a technique for approx-
imating a sum by an integral, and provides a closed expression for the
error term.
Theorem 1 (Euler−Maclaurin summation formula). If p ∈ N and f(x)
is a real or complex valued function that is p times continuously differ-
entiable on the interval [M,N ], then we have
N∑
n=M
f(n) =
∫ N
M
f(x) dx+
f(M) + f(N)
2
+
[ p
2
]∑
k=1
Tk +Rp, (1.16)
where
Tk =
B2k
(2k)!
(
f (2k−1)(N)− f (2k−1)(M)) ,
and the remainder term is given by
Rp =
(−1)p+1
p!
∫ N
M
Bp({x})f (p)(x) dx.
Rp has the order of magnitude of the first term omitted from the sum.
Here [x] represents the integer part of x ∈ R, and {x} = x − [x] the
fractional part; also Bk denotes the k-th Bernoulli number, while Bk(x)
is the k-th Bernoulli polynomial.
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Remark 1. The Bernoulli numbers Bn are given by the coefficients in
the expansion around x = 0 of the generating function
x
ex − 1 =
∞∑
n=0
Bnx
n
n!
.
The odd-indexed ones B2k+1 (apart from the first) are all zero, and the
even-indexed ones B2k are related to the zeta function by
B2k =
(−1)k+12(2k)!
(2pi)2k
ζ(2k).
The Bernoulli polynomial is defined as
Bp(x) =
p∑
j=0
(
p
j
)
Bp−jxj.
The Euler−Maclaurin summation method can be applied to derive
an approximation formula for the zeta function
Theorem 2 (Euler−Maclaurin evaluation of ζ(s)). For all m ≥ 0, N ≥ 1
and s ∈ C such that σ = Re s > −(2m+ 1), we have
ζ(s) =
N∑
n=1
1
ns
+
1
(s− 1)N s−1 −
1
2N s
+
m∑
k=1
Tk,N(s) +Rm,N(s), (1.17)
where
Tk,N(s) =
B2k
(2k)!
N1−s−2k
2k−2∏
j=0
(s+ j),
and
Rm,N(s) ≤
∣∣∣∣Tm+1,N(s) s+ 2m+ 1σ + 2m+ 1
∣∣∣∣ .
It can also be used to obtain Stirling’s formula [1], which is used in
the asymptotic expansion of the θ(t) function
Theorem 3 (Stirling’s formula). We have
log Γ(s) = s log s− s+ 1
2
log
2pi
s
+O
(
1
s
)
. (1.18)
In principle, one can combine the formulas for θ(t) (1.11) and ζ(1
2
+it)
(1.17) to evaluate Z(t) at any desired accuracy. However, there is a
more efficient method that was initially discovered by Riemann and later
improved by Siegel [91].
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1.3.2 The Riemann−Siegel formula
In 1922, Hardy and Littlewood [42] proved the following formula for
the zeta function
Theorem 4 (Approximate functional equation). Let h > 0 be constant,
and s = σ + it with 0 < σ < 1 and t > 0. If x, y ∈ R such that
x, y > h > 0 and 2pixy = t, then we have
ζ(s) =
∑
n≤x
1
ns
+ χ(s)
∑
n≤y
1
n1−s
+O(x−σ) +O(t 12−σyσ−1),
where χ(s) is the function defined in (1.1).
Now, if we set x = y =
√
t
2pi
, we obtain
ζ(s) =
∑
n≤
√
t
2pi
1
ns
+ χ(s)
∑
n≤
√
t
2pi
1
n1−s
+O(t−σ2 ).
In particular, if we take σ = 1
2
, the equation becomes
ζ
(
1
2
+ it
)
=
∑
n≤
√
t
2pi
1
n
1
2
+it
+ χ
(
1
2
+ it
) ∑
n≤
√
t
2pi
1
n
1
2
−it +O(t
− 1
4 ).
Next, we multiply by eiθ(t) and use the fact that χ(1
2
+ it) = e−2iθ(t) to
arrive at
Z(t) = eiθ(t)
∑
n≤
√
t
2pi
1
n
1
2
+it
+ e−iθ(t)
∑
n≤
√
t
2pi
1
n
1
2
−it +O(t
− 1
4 ).
This formula can be expressed in a more compact way as
Theorem 5 (The Riemann−Siegel formula). For any t ∈ R, we have
Z(t) = 2
∑
n≤
√
t
2pi
cos(θ(t)− t log n)√
n
+O(t− 14 ). (1.19)
As previously mentioned, the zeros of the Z(t) function coincide with
all the zeros of ζ(1
2
+ it). However, unlike ζ(1
2
+ it), which takes complex
values for most t ∈ R, Z(t) is a real-valued function. Therefore, like
any real-valued function, the zeros of Z(t) can be determined by find-
ing short intervals in which the function changes sign and applying the
intermediate value theorem.
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1.4 Gram points and Gram intervals
Definition 1. For any integer M ≥ −1, we define the M-th Gram point
gM as the unique solution in the range [7, ∞) of the equation
θ(gM) = Mpi, (1.20)
and we call a Gram interval any interval that lies between two consecutive
Gram points gM , gM+1.
Remark 2. We note that at the point tmin ≈ 6.29, the theta function
has a local minimum of θ(tmin) ≈ −3.53 < −pi, and because of this, the
equation θ(gM) = Mpi has two distinct solutions when M ∈ {−1, 0}.
Therefore, in order to avoid any ambiguities in the definition of Gram
points, we are considering only solutions in the range t ≥ tmin, where
θ(t) is strictly increasing.
Figure 1.5: The θ(t) function
Before discussing how the Gram points are related to the zeros of the
zeta function, we will first review a few of their basic properties. The
most important fact about the Gram points is that they are relatively
easy to compute numerically: if we truncate the expansion of the θ(t)
function (1.11) after the constant term, equation (1.20) becomes
gM
2
log
gM
2pi
− gM
2
− pi
8
= Mpi.
This can be re-expressed as
gM
2
log
gM
2pie
= Mpi +
pi
8
,
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and by multiplying with 1
pie
, we get
gM
2pie
log
gM
2pie
=
1
e
(
M +
1
8
)
.
Denoting
W = log
gM
2pie
and x =
1
e
(
M +
1
8
)
, (1.21)
the above equation now becomes
WeW = x.
If we try to solve this for W in terms of x, the solution W (x) is called the
Lambert W function [53]; it is known that W (x) can not be explicitly ex-
pressed in terms of elementary functions, but it does have an asymptotic
expansion, valid for large x
W (x) = log x− log log x+ log log x
log x
+O
((
log log x
log x
)2)
. (1.22)
Going back to (1.21), we obtain that the M -th Gram point is approxi-
matively equal to
gM ≈ 2pie · eW (x) = 2pi exp
[
1 +W
(
8M + 1
8e
)]
. (1.23)
In case a better precision is required, one can use this value as the starting
point for repeated application of Newton’s method
gnewM = g
old
M −
θ(goldM )−Mpi
θ′(goldM )
,
where
θ′(t) =
1
2
log
t
2pi
+O
(
1
t2
)
. (1.24)
We can also use the expansion of the Lambert W function (1.22),
together with equation (1.23), to write down an asymptotic formula for
the Gram points ([47], [96])
gn =
2pin
log n
[
1 +
1 + log log n
log n
+O
((
log log n
log n
)2)]
.
If we denote by Ng(T ) the number of Gram points smaller than T , it
can be shown that
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Ng(T ) =
T
2pi
log T
[
1− log 2pie
log T
− pi
4T log T
+O
(
1
T 2 log T
)]
. (1.25)
One could also prove that the lengths of Gram intervals decrease to
0 as n→∞
gn+1 − gn = 2pi
log gn
2pi
+O
(
1
gn log gn
) .
This result may be generalized to differences between non-consecutive
Gram points gm, gn ∈ [T, 2T ] where, as T →∞, we have
gm − gn ∼ 2pi(m− n)
logm
∼ 2pi(m− n)
log T
.
1.5 Gram’s Law and the Weak Gram’s Law
The definition of the Z(t) function (1.15), together with (1.20) and
Euler’s identity, imply that at every Gram point gM we have
ζ
(
1
2
+ igM
)
= e−ipiMZ(gM) = (−1)MZ(gM). (1.26)
Keeping in mind that Z(t) is a real-valued function, we obtain an alter-
native definition of Gram points, namely as points on the critical line at
which the zeta function ζ
(
1
2
+ igM
)
takes real (non-zero) values.
In particular, if ζ
(
1
2
+ it
)
has the same sign at two successive Gram
points t = gM and t = gM+1, then according to (1.26) Z(t) must have
opposite signs at these points. This means that Z(t) has at least a root
between gM and gM+1, which is equivalent to ζ(
1
2
+ it) having at least
one zero inside the Gram interval [gM , gM+1).
This technique was initially used by Danish mathematician Gram [35]
in 1903 to find the first 15 zeros of ζ(1
2
+ it) in the range 0 < t < 66. He
noticed that ζ
(
1
2
+ igM
)
> 0 for all −1 ≤M ≤ 14 and that each of these
Gram intervals contained exactly one zero of the zeta function or, in
other words, that the Gram points alternated with the zeta zeros. Gram
believed that this pattern would continue beyond the first 15 intervals,
but also that it would not necessarily hold true all the time. When it
does hold, this phenomenon is named Gram’s Law.
Definition 2. Given two consecutive Gram points gM and gM+1, we say
that Gram’s Law (GL) holds true for [gM , gM+1) if this Gram interval
contains exactly one zero of ζ(1
2
+ it).
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M gM θ(gM) ζ
(
1
2
+ igM
)
n γn
-1 9.66690... −pi 1.53182... 1 14.13472...
0 17.84559... 0 2.34018... 2 21.02203...
1 23.17028... pi 1.45743... 3 25.01085...
2 27.67018... 2pi 2.84509... 4 30.42487...
3 31.71797... 3pi 0.92526... 5 32.93506...
4 35.46718... 4pi 2.93812... 6 37.58617...
5 38.99920... 5pi 1.78672... 7 40.91871...
6 42.36355... 6pi 1.09876... 8 43.32707...
7 45.59302... 7pi 3.66299... 9 48.00515...
8 48.71077... 8pi 0.68829... 10 49.77383...
9 51.73384... 9pi 2.01121... 11 52.97032...
10 54.67523... 10pi 2.91239... 12 56.44624..
11 57.54516... 11pi 1.75816... 13 59.34704...
12 60.35181... 12pi 0.53858... 14 60.83177...
13 63.10186... 13pi 4.16439... 15 65.11254...
14 65.80088... 14pi 1.05387...
Table 1.1: The first Gram points and zeta zeros
Gram’s Law refers only to the simple zeros of ζ(1
2
+ it), but there is
another, less restrictive version called the Weak Gram’s Law, which may
be formulated as
Definition 3. Given two consecutive Gram points gM and gM+1, we say
that they satisfy the Weak Gram’s Law (WGL) if
(−1)MZ(gM) > 0 and (−1)M+1Z(gM+1) > 0.
This is equivalent to the statement that the Gram interval [gM , gM+1)
contains an odd number of simple zeros, or a zero with odd multiplicity.
Neither Gram’s Law, nor the Weak Gram’s Law are concerned with
potential zeros of the zeta function which might be off the critical line.
The original definition of Gram’s Law was proposed by Hutchinson [44]
in 1925, and was given in terms of the zeros of the Z(t) function
“Gram calculated the first fifteen roots [of Z(t)] and called
attention to the fact that the [roots] and the [Gram points]
separate each other. I will refer to this property of the roots
as Gram’s Law. Gram expressed the belief that this law is not
a general one.”
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Figure 1.6: Alternation between Gram points and zeros of Z(t)
Hutchinson also extended Gram’s computations from the first 15 to
the first 138 zeros, and discovered the first instances where Gram’s Law
fails: the interval [g125, g126) doesn’t contain any zeros, while the next
one [g126, g127) has two. The Gram interval with the largest number of
zeros known so far is the one that starts at Gram point gM of index
M = 3, 680, 295, 786, 520, and contains five zeros [34].
Remark 3. Currently it is not known whether Gram’s Law is true for
infinitely many Gram intervals (much less for a positive proportion).
Despite this uncertainty, extensive numerical computations at very
high regions up the critical line suggest that Gram’s Law does hold for
a large proportion of these intervals: in a series of four papers published
during the 80’s, Brent, van de Lune and others [12], [13], [63], [64] have
analyzed the first 1.5 billion Gram intervals and reported that approxi-
mately 72.61% of them obey Gram’s Law. A summary of their results
can be seen in Table 1.2 below.
Definition 4. For k, L,M ∈ Z such that k ≥ 0 and 0 ≤ L < M , we
define GL,M(k) ∈ [0, 1] to be the proportion of Gram intervals between gL
and gM that contain exactly k zeros
GL,M(k) :=
1
M − L#{j ∈ [L, M − 1] : N0(gj+1)−N0(gj) = k}. (1.27)
In particular, GL,M(1) represents the proportion of intervals in that
range that obey Gram’s Law, while (M −L)GL,M(k) will be the number
of Gram intervals with exactly k zeros.
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Remark 4. In most of what follows from here on, the first zeta zero
γ1 = 14.13472 . . . and the corresponding Gram interval [g−1, g0) are going
to be ignored.
M M ·G0,M(0) M ·G0,M(1) M ·G0,M(2) M ·G0,M(3)
100 100
1,000 42 916 42
10,000 808 8,390 796 6
100,000 10,330 79,427 10,157 86
1,000,000 116,055 769,179 113,477 1,289
10,000,000 1,253,556 7,507,820 1,223,692 14,932
100,000,000 13,197,331 73,771,910 12,864,188 166,570
1,000,000,003 137,078,283 727,627,708 133,509,764 1,784,225
Table 1.2: Summary of results by Brent, van de Lune et al.
Van de Lune et al. have concluded the last paper in their series with
the following remarks:
“Our statistical material suggests that the zeros of Z(t) are
distributed among the Gram intervals according to some hith-
erto unknown probabilistic law. (. . . ) It would be interesting
to have a probabilistic model which could explain or at least
support this phenomenon.”
The main purpose of this thesis will be to make use of a conjecture
from Random Matrix Theory in order to develop such a model, that
describes the asymptotic limit of G0,M(k) for large M , as well as its rate
of convergence. This will be achieved throughout the following chapters.
The remaining sections of this chapter will be devoted to reviewing
other currently known results regarding the frequency with which Gram’s
Law and the Weak Gram’s Law are valid. We will also discuss a gener-
alization of Gram’s Law, called Rosser’s Rule.
1.5.1 WGL is true infinitely often
Intuitively, one could argue that the Weak Gram’s Law is often true,
by applying the following line of reasoning: if we evaluate the Z(t) func-
tion at a Gram point t = gM using the Riemann−Siegel formula (1.19),
we have that
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Z(gM) = 2
∑
n≤
√
gM
2pi
cos(θ(gM)− gM log n)√
n
+O(g−
1
4
M )
= 2(−1)M
∑
n≤
√
gM
2pi
cos(gM log n)√
n
+O(g−
1
4
M )
= 2(−1)M
[
1 +
cos(gM log 2)√
2
+
cos(gM log 3)√
3
+ . . .
]
+O(g−
1
4
M ).
In the above sum, the first term is +1, while the remaining terms oscillate
between positive and negative values, and decrease in absolute value. It
seems reasonable to expect that for most Gram points gM there would
be enough cancellation between these terms, such that +1 becomes the
dominant term, which then implies that (−1)MZ(gM) is positive.
These ideas were rigorously refined by Titchmarsh [92] in 1934, when
he gave two separate proofs of the fact that the Weak Gram’s Law holds
true infinitely many times.
His first result was to prove that∑
M≤N
Z(g2M) = 2N +O(N 34 log 34 N), (1.28)∑
M≤N
Z(g2M+1) = −2N +O(N 34 log 34 N). (1.29)
The error term in the above formulas was later improved by Ivic´ ([47],
Theorem 6.5) to O(N 34 log 14 N), and as recently as March 2020, Cao et
al. [16] have shown that the error term can be further lowered down to
O(N 14 log 34 N log logN).
We note that equation (1.28) is equivalent to
1
N
∑
M≤N
Z(g2M) ∼ 2,
which means that on average, Z(g2M) is positive, while (1.29) gives us
1
N
∑
M≤N
Z(g2M+1) ∼ −2
and therefore Z(g2M+1) is negative on the average. Putting these two
results together, we obtain that there are infinitely many Gram intervals
that contain an odd number of zeros of Z(t).
Within the same paper, Titchmarsh also showed that
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∑
M≤N
Z(gM)Z(gM+1) = −2N(γ + 1) + o(N)
(where γ is the Euler−Mascheroni constant).
This implies that Z(gM)Z(gM+1) on average is negative, from where
we can deduce again that for an infinity of values of M , the interval
[gM , gM+1) has an odd number of zeros of ζ(
1
2
+ it).
1.5.2 Discrete moments of Hardy’s function
In addition to the results mentioned above, Titchmarsh also conjec-
tured that ∑
M≤N
Z2(gM)Z
2(gM+1) = O(N logAN),
for some positive constant A.
In a series of papers, Moser [74], [75], [76] proved several similar results
concerning Hardy’s function evaluated at Gram points, among which∑
M≤N
Z4(gM) = O(N log4N). (1.30)
Combining this with the Cauchy−Schwarz inequality, one obtains a proof
of Titchmarsh’s conjecture for A = 4.
More recently, Kalpokas and Steuding [48] have shown that∑
M≤N
Z2(gM) = N logN(1 + o(1)).
Applying again the Cauchy−Schwarz inequality on this formula, we get
a lower bound for Moser’s result∑
M≤N
Z4(gM) ≥ N log2N(1 + o(1)).
The main term in Moser’s formula has been computed explicitly by
Lavrik [55], who proved that
∑
M≤N
Z4(gM) =
1
2pi2
N log4N +O(N log 72 N).
And finally, Conrey and Ghosh [18] have deduced a mean value the-
orem for the Z(t) function at its relative extrema between consecutive
27
zeros γn, assuming the Riemann Hypothesis
1
N
N∑
n=1
max
γn<t<γn+1
Z2(t) ∼ e
2 − 5
2
log
γN
2pi
(where e is Euler’s constant). Later, in Section 2.2, we will discuss known
results and conjectures concerning the continuous moments of |ζ(1
2
+ it)|.
1.5.3 WGL is true for a positive proportion
Moser’s formula (1.30) can also be used to deduce that the proportion
of Gram intervals up to height T that satsify the Weak Gram’s Law is
at least A
log3 T
, for some positive constant A. This result was significantly
improved by Trudgian in 2009, when he proved that ([96], [98])
Theorem 6 (Trudgian). There exists a K > 0 such that, for sufficiently
large T , there is a positive proportion of Gram intervals between T and
2T which contain at least 1 zero and not more than K zeros of ζ(1
2
+ it).
In particular, this implies that the Weak Gram’s Law is true a positive
proportion of the time.
1.5.4 GL and WGL fail infinitely often
As previously mentioned, an alternative definition for Gram points
is that they are points on the critical line at which the zeta function
ζ(1
2
+ it) takes real (non-zero) values. Yet another definition, this time in
terms of the S(t) function (1.12), may be obtained in the following way:
if we evaluate equation (1.14) at T = gM and use the formula (1.20),
we have
N(gM) = M + 1 + S(gM).
And since obviously N(gM) ∈ N, we get that Gram points can also be
considered as the points at which the S(t) function takes integer values.
In 1924, Littlewood [61] proved the following result concerning S(t)∫ T
0
S(t) dt = O(log T ). (1.31)
It can be easily seen that this implies that the average value of S(t) is
zero, because
lim
T→∞
1
T
∫ T
0
S(t) dt = 0.
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Titchmarsh [93] later improved this observation, by showing that
Theorem 7 (Titchmarsh).
The equation S(t) = 0 is satisfied for arbitrarily large values of t.
He then argued that, under the assumption that the S(t) function
is not bounded below, one can apply the above theorem to prove that
Gram’s Law fails infinitely many times; the same argument may also be
used to reach a similar conclusion for the Weak Gram’s Law.
However, at that time, the best known results concerning whether
S(t) is unbounded either above or below were only conditional. Specifi-
cally, Bohr and Landau [8] had proved that
Theorem 8 (Bohr−Landau). Assuming that the Riemann Hypothesis is
true, then for every  > 0, the inequality
|S(t)| > (log t) 12−
holds for arbitrary large values of t.
Using a theorem of Bohr [7], Landau [54] also proved a weaker version
of this result: namely, that the S(t) function can not be bounded below
if the Riemann Hypothesis has only a finite number of exceptions.
The first unconditional result of this type was obtained by Selberg
[90], who showed that |S(t)| can become arbitrarily large, independently
of any unproven assumptions.
Theorem 9 (Selberg). There is a positive constant C such that
|S(t)| > C (log t)
1
3
(log log t)
7
3
,
for arbitrarily large values of t.
The most recent refinements to the above theorems are due to Mont-
gomery [73], who proved, assuming the Riemann Hypothesis, that
S(t) = Ω±
((
log t
log log t
) 1
2
)
,
and Tsang [102], who showed unconditionally that
S(t) = Ω±
((
log t
log log t
) 1
3
)
.
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Therefore, together with Titchmarsh’s work, this implies that Gram’s
Law and the Weak Gram’s Law fail infinitely often, unconditionally.
1.5.5 GL and WGL fail for a positive proportion
The above results were recently strengthened by Trudgian ([96], [98]).
Before presenting the main theorems, we first need to introduce some new
notation: specifically, for j = 0, 1, 2, . . ., let Fj be a Gram interval that
contains the ordinates of exactly j zeta zeros, regardless of whether or
not those zeros are on the critical line (so this implies that, in particular,
an F1 interval is one in which Gram’s Law is satisfied, but the converse
is not necessarily true).
Also, let NFj(T ) be the number of Fj intervals located between T and
2T ; and finally, let NG(T ) denote the number of non-F1 intervals between
T and 2T
NG(T ) = NF0(T ) +NF2(T ) +NF3(T ) + . . .
= Ng(2T )−Ng(T )−NF1(T )
(where Ng(T ) was defined above (1.25)).
With this notation in mind, we have that
Theorem 10 (Trudgian). For sufficiently large T
NG(T ) T log T.
This, in turn, can be used to deduce that for a positive constant A
NF0(T )
Ng(2T )−Ng(T ) ≥
A
2
+O
(
1
log T
)
,
which may be interpreted as
Theorem 11 (Trudgian). For sufficiently large T , there is a positive
proportion of Gram intervals between T and 2T which do not contain a
zero of ζ(1
2
+ it).
And as an immediate consequence of this, we get that
Corollary 1 (Trudgian). For sufficiently large T there is a positive pro-
portion of failures of the Weak Gram Law and of Gram’s Law, between
T and 2T .
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1.6 Gram blocks and Rosser’s Rule
We recall that one of the main results from Hutchinson’s paper [44]
was the discovery of a pair of consecutive Gram intervals [g125, g126),
[g126, g127) such that one of them didn’t contain any zeta zero, but the
other one compensated by having two. Therefore, even though sepa-
rately both these intervals contradict Gram’s Law, if they are considered
together, they have the same total number of zeros as a pair of consecu-
tive Gram intervals that obey Gram’s Law. This remark leads naturally
to the following generalization for the concept of Gram interval
Definition 5. Gram points that satisfy the condition (−1)MZ(gM) > 0
are called ‘good’, and those that don’t are referred to as ‘bad’.
We define a Gram block of length k ∈ N to be an interval of the form
[gM , gM+k), where the exterior Gram points gM and gM+k are good, while
the interior ones gM+1, . . . , gM+k−1 are all bad Gram points.
So, in essence, a Gram interval that obeys the Weak Gram’s Law
is a Gram block of length k = 1, and the pair of Gram intervals from
Hutchinson’s example form a Gram block of length k = 2 (g126 is the
first bad Gram point). The above definition also implies that for k ≥ 3,
if [gM , gM+k) is a Gram block, then the exterior intervals [gM , gM+1) and
[gM+k−1, gM+k) have an even number of zeros (including no zeros), while
all interior Gram intervals must contain an odd number of zeros.
Based on this definition, Rosser, Yohe and Schoenfeld [87] proposed
in 1968 the following extension to Gram’s Law
Definition 6. A Gram block [gM , gM+k) of length k is said to satisfy
Rosser’s Rule (RR) if it contains exactly k zeros of ζ(1
2
+ it).
In analogy with the Weak Gram’s Law, we may also consider a weaker
version of Rosser’s Rule
Definition 7. A Gram block [gM , gM+k) of length k is said to satisfy the
Weak Rosser’s Rule (WRR) if it contains at least k zeros of ζ(1
2
+ it).
Both Rosser’s Rule and the Weak Rosser’s Rule do not take into ac-
count the possible existence of any zeta zeros off the critical line. In
their paper, Rossser et al. numerically computed the first 3,500,000 ze-
ros of the zeta function, and verified that all the Gram blocks in this
range obey Rosser’s Rule; however, they also expressed a belief that this
phenomenon will not continue forever [26].
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1.6.1 RR and WRR fail infinitely often
Lehman [57] adapted Titchmarsh’s arguments from [93] to show that
Rosser’s Rule does have exceptions, and furthermore, that it has infinitely
many of them.
Theorem 12 (Lehman). The Weak Rosser’s Rule fails infinitely often,
and therefore so does the Rosser Rule.
As in the case of [93], Lehman’s proof was based on the assumption
that the S(t) function is unbounded below, which at that time had al-
ready been proved by Selberg [90], so the above theorem is unconditional.
Lehman also conjectured that Rosser’s Rule would hold true for the first
10,000,000 zeros of the zeta function. Later Brent [12] extended the
computations of zeta zeros beyond this range and found the first excep-
tion to Rosser’s Rule at the 13,999,525-th Gram point, thus confirming
Lehman’s conjecture.
Remark 5. As in the case of Gram’s Law, it is not known if Rosser’s
Rule is true infinitely many times (or for a positive proportion).
Unlike the Weak Gram’s Law, it is not known if the Weak Rosser Rule
is true infinitely many times (or for a positive proportion).
1.6.2 RR and WRR fail for a positive proportion
Lehman’s theorem regarding the frequency of failures was substan-
tially enhanced by Trudgian ([96], [98]), from infinitely many to a positive
proportion. We will first introduce some notation that is analogous to
that used in the case of the Weak Gram’s Law.
For k ∈ N fixed and j = 0, 1, 2, . . ., we denote Bj to be a Gram block
of length k that has a total of k+ j − 2 zeros (therefore, B2 represents a
Gram block that obeys Rosser’s Rule). As previously mentioned, all the
interior intervals of a Gram block must contain an odd number of zeros
(so at least one zero), which means that in the case of a B0 block, every
interior interval has exactly one zero and the exterior intervals have none.
It can also be seen from the definition that it is not possible to distribute
an additional 2l + 1 zeros inside a B0 block, which implies that Gram
blocks of odd index B2l+1 do not exist.
Now, if one denotes by NGB(T ) the total number of Gram blocks
between T and 2T , it can be shown that
NGB(T )  T log T.
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Furthermore, we considerNBj(T ) to be the number of Bj Gram blocks
between T and 2T , and NB(T ) the number of non-B2 Gram blocks situ-
ated between T and 2T
NB(T ) = NB0(T ) +NB4(T ) +NB6(T ) + . . .
= NGB(T )−NB2(T ).
For this quantity, one could prove that
Theorem 13 (Trudgian). For sufficiently large T ,
NB(T ) T log T.
As a consequence of this theorem, we have that
NB0(T ) T log T,
which, combined with the above lemma, implies that
Theorem 14 (Trudgian). For sufficiently large T there is a positive
proportion of Gram blocks between T and 2T which contain two fewer
zeros of ζ(1
2
+ it) than their length.
In particular, we may conclude the following
Corollary 2 (Trudgian). For sufficiently large T there is a positive pro-
portion of failures of the Weak Rosser Rule, and therefore of Rosser’s
Rule, between T and 2T .
1.7 Turing’s method
In 1953, Turing [103] gave a quantitative version of Littlewood’s the-
orem regarding the integral of the S(t) function (1.31), by showing that
Theorem 15 (Turing). If t2 > t1 > 168pi, then we have∣∣∣∣∫ t2
t1
S(t) dt
∣∣∣∣ ≤ a log t2 + b, (1.32)
where the coefficients are given by (a, b) = (0.128, 2.07).
There are several errors in Turing’s paper, that were corrected by
Lehman [57], who got the values (a, b) = (0.114, 1.7). These con-
stants were later also improved by Trudgian [97], who obtained (a, b) =
(0.059, 2.067).
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Brent [12] built on the ideas of Turing and Lehman to develop a
method for obtaining an upper bound and a lower bound on the number
of zeros at the edges of a collection of successive Gram blocks.
Theorem 16 (Brent−Lehman). If K consecutive Gram blocks with union
[gn, gp) obey Rosser’s Rule, where
b
6pi
log2 gp +
a− b log 2pi
6pi
log gp ≤ K,
and a, b satisfy the condition (1.32), then we have
N(gn) ≤ n+ 1 and p+ 1 ≤ N(gp).
As a simple application of this method, we reproduce the example
from Lehman’s paper for determining the value of N(g250,098).
Figure 1.7: Application of the Brent−Lehman theorem
If we first use this theorem for the K = 2 consecutive Gram blocks
[g250,095, g250,097), [g250,097, g250,098) that obey Rosser’s Rule, we have that
0.0061 log2 g250,098 + 0.08 log g250,098 ≈ 1.84911 ≤ 2,
and therefore
250, 099 ≤ N(g250,098).
On the other hand, we may also apply the theorem for the K = 2
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successive Gram blocks [g250,098, g250,099), [g250,099, g250,100) because
0.0061 log2 g250,100 + 0.08 log g250,100 ≈ 1.84912 ≤ 2,
which implies
N(g250,098) ≤ 250, 099.
Combining the previous two inequalities, we get
N(g250,098) = 250, 099.
The most recent improvement to Turing’s result (1.32) is due to Trud-
gian [101], who showed that for t2 > t1 > 10
5, we have∣∣∣∣∫ t2
t1
S(t) dt
∣∣∣∣ ≤ 0.049 log t2 + 0.183 log log t2 + 1.698.
We now conclude this section and this chapter with a brief overview
of the key milestones in the history of verifying the Riemann Hypothesis.
year N(T ) T author & reference
1859 3 26.0 Riemann (unpublished)
1903 15 66.0 Gram [35]
1914 79 200.0 Backlund [3]
1925 138 300.0 Hutchinson [44]
1935 195 390.0 Titchmarsh [93]
1936 1,041 1,468.0 Titchmarsh [94]
1953 1,104 1,540.0 Turing [103]
1956 15,000 14,041.0 Lehmer [58]
1956 25,000 21,942.6 Lehmer [59]
1958 35,337 29,751.0 Meller [66]
1966 250,000 170,571.0 Lehman [56]
1968 3,500,000 1,893,193.5 Rosser, et al. [87]
1977 40,000,000 18,114,537.6 Brent [11]
1979 81,000,001 35,018,261.5 Brent [12]
1982 200,000,001 81,702,130.0 Brent, et al [13]
1983 300,000,001 119,590,809.0 van de Lune, et al. [63]
1986 1,500,000,001 545,439,823.3 van de Lune, et al. [64]
2003 200,000,000,000 Wedeniwski [107]
2004 10,000,000,000,000 Gourdon [34]
2017 103,800,788,359 30,610,046,000.0 Platt [83]
2020 12,363,153,437,138 3,000,175,332,800.0 Platt and Trudgian [84]
Table 1.3: History of zeta zeros computation
35
In the case of at least one of the above authors, this computation was
not necessarily motivated by proving the Riemann Hypothesis, but the
contrary, as can be seen from Turing’s paper [103]
“The calculations were done in an optimistic hope that a zero
would be found off the critical line, and the calculations were
directed more towards finding such zeros than proving that
none existed.”
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Chapter 2
Gram’s Law for random
unitary matrices
2.1 GUE and the Montgomery conjecture
In this chapter, we will denote all the non-trivial zeros of the zeta
function with positive imaginary parts by 1
2
+ iγn, n ∈ N. At the begin-
ning of the 20-th century, Hilbert and Po´lya [71] suggested that a possible
reason for why the Riemann Hypothesis might be true would be because
the γn’s could coincide with the eigenvalues of an unbounded self-adjoint
operator, which would imply that they are all real. If that were the case,
one could expect to identify such an operator by comparing the distri-
bution of its eigenvalues to the distribution of the zeta zeros. This idea
became known as the Hilbert−Po´lya conjecture, and it gained significant
traction in the early 70’s due to the work of Montgomery and Dyson.
From the Riemann−von Mangoldt formula (1.7), we know that the
density of the zeta zeros is asymptotically
N(T )
T
∼ 1
2pi
log
T
2pi
.
In particular, this implies that as the height up the critical line increases,
the zeros get closer together, and the average distance between consecu-
tive zeros γn+1− γn tends to 0. In order to study the statistical distribu-
tion of the zeros, one needs to first normalize them by their density
γˆn = γn × 1
2pi
log
γn
2pi
,
so that the mean spacing between normalized consecutive zeros γˆn+1− γˆn
converges to 1 as n→∞.
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Assuming the Riemann Hypothesis, Montgomery [71] investigated the
statistical distribution of the gaps between normalized zeros γˆm− γˆn, and
conjectured that
Conjecture 1 (Montgomery). For fixed 0 < α < β <∞, we have
lim
T→∞
1
N(T )
#
{
(γm, γn) : 0 ≤ γm, γn ≤ T, α ≤ (γm − γn) 1
2pi
log
T
2pi
≤ β
}
=
=
∫ β
α
[
1−
(
sinpix
pix
)2]
dx.
The term 1− ( sinpix
pix
)2
is called the two-point correlation function (or
the pair correlation function) for the zeros of the zeta function, and it
can be interpreted, intuitively, as the probability of finding a pair of
normalized zeros separated by a distance x; a consequence of this is that
small gaps between the zeta zeros are relatively rare. Independently of
Montgomery, Dyson [25] had obtained a similar result, but in a very
different context, namely that of Random Matrix Theory (RMT).
Figure 2.1: Montgomery’s pair correlation function
In general, an ensemble of random matrices refers to a group of ma-
trices with an attached probability measure. The Gaussian Unitary En-
semble (GUE) [69] contains of the group of complex Hermitian matrices
H(N) := {A ∈ CN×N : A = A†}.
A random element of this group is one chosen according to Haar measure.
The corresponding probability density function can be expressed in
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terms of the eigenvalues x1, . . . , xN of the matrix [69]
PH(N)(x1, . . . , xN) := c
∏
1≤j<k≤N
|xj − xk|2e−(x21+...+x2N ),
where
c = pi
N
2 2−
N(N−1)
2
N∏
j=1
j!
is a normalization constant (in other words, PH(N)(x1, . . . , xN) dx1 . . . dxN
represents the probability of a random H(N) matrix having an eigenvalue
in each of [x1, x1 + dx1], [x2, x2 + dx2] and so on). It can be shown [69]
that the probability density function can also be expressed as an N ×N
determinant
PH(N)(x1, . . . , xN) = 1
N !
∣∣∣∣∣∣∣∣∣∣
KN(x1, x1) KN(x1, x2) · · · KN(x1, xN)
KN(x2, x1) KN(x2, x2) · · · KN(x2, xN)
...
...
. . .
...
KN(xN , x1) KN(xN , x2) · · · KN(xN , xN)
∣∣∣∣∣∣∣∣∣∣
.
Here, KN(xj, xk) is called the H(N) kernel function and is given by
KN(xj, xk) :=
N−1∑
m=0
ϕm(xj)ϕm(xk),
where
ϕm(x) := (2
mm!
√
pi)−
1
2 e−
x2
2 Hm(x),
and Hm(x) are the Hermite polynomials
Hm(x) := (−1)mex2 d
m
dxm
e−x
2
.
The notion of pair correlation function may be defined for the eigen-
values of a random Hermitian matrix; it can also be extended to the
more general case of H(N) n-point correlation function (or n-level den-
sity), given by
RnH(N)(x1, . . . , xn) :=
N !
(N − n)!
∫
RN−n
PH(N)(x1, . . . , xN) dxn+1 . . . dxN
=
1
(N − n)!
∫
RN−n
det
N×N
KN(xj, xk) dxn+1 . . . dxN ,
where n = 1, . . . , N . It represents the probability of finding an eigenvalue
(regardless of labeling) around each of the points x1, . . . , xn, and with all
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the other eigenvalues being integrated out. The following lemma [23]
greatly simplifies the computation of n-point correlation functions in the
cases where the kernel function is known.
Lemma 1 (Gaudin). Let f be a function defined on a measurable set J
such that ∫
J
f(x, y)f(y, z) dy = Cf(x, z),
and ∫
J
f(x, x) dx = D,
where C = C(f, J) and D = D(f, J) are constants. Then, we have∫
J
det
N×N
f(xj, xk) dxN = (D − (N − 1)C) det
(N−1)×(N−1)
f(xj, xk).
It can be verified that the kernel function KN(xj, xk) satisfies the
conditions of the above lemma with D = N and C = 1, and through
repeated applications, we obtain that∫
Rm
det
N×N
KN(xj, xk) dxN−m+1 . . . dxN = m! det
(N−m)×(N−m)
KN(xj, xk).
Therefore, if we chose m = N − n, the n-point correlation function may
be represented as an n× n determinant
RnH(N)(x1, . . . , xn) = det
n×n
KN(xj, xk). (2.1)
Now, Wigner [109], [110] showed that the bulk of the eigenvalues of
GUE matrices lie within an interval of the real line, and their density
function has the shape of a semicircle
σ(x) :=

1
pi
√
2N − x2 , |x| < √2N
0 , |x| > √2N.
As a consequence of this, the mean density at the origin is given by
σ(0) =
√
2N
pi
.
And, if we rescale the eigenvalues by this factor
yj =
√
2N
pi
xj,
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in order to have unit average spacing, then relation (2.1) becomes
RnH(N)
(
pi√
2N
y1, . . . ,
pi√
2N
yn
)
= det
n×n
[
pi√
2N
KN
(
yj
pi√
2N
, yk
pi√
2N
)]
.
The asymptotic value of the H(N) n-point correlation function can
be computed with the help of the following formula [69]
lim
N→∞
pi√
2N
KN
(
yj
pi√
2N
, yk
pi√
2N
)
=
sin pi(yj − yk)
pi(yj − yk) . (2.2)
Using the Weyl integration formula [108], one can define the average
over GUE of a function that is symmetric in all its variables∫
H(N)
f(x1, . . . , xN) dµH(N) =
=
∫
RN
f(x1, . . . , xN)PH(N)(x1, . . . , xN) dx1 . . . xN .
With this notation, we can express Dyson’s formula for the pair cor-
relation of the rescaled eigenvalues of a random Hermitian matrix in the
following way
Theorem 17 (Dyson (GUE)). For fixed 0 < α < β <∞, we have
lim
N→∞
∫
H(N)
1
N
#
{
(xm, xn) : α ≤ (xm − xn)
√
2N
pi
≤ β
}
dµH(N) =
=
∫ β
α
[
1−
(
sin pix
pix
)2]
dx.
Montgomery’s pair correlation conjecture was extensively verified by
Odlyzko [78] during the 80’s, when he performed unprecedented large-
scale, high-accuracy numerical computations on the first 105 zeta zeros
and for zeros number 1012+1 up to 1012+105. Odlyzko’s results provided
“a satisfying amount of agreement between the experimental data and the
GUE predictions”, and led to the proposal of a more general conjecture
[49] relating the zeros with the eigenvalues
Conjecture 2 (Montgomery−Odlyzko Law (GUE)). The distribution of
spacings between non-trivial zeros of the Riemann zeta function is statis-
tically identical to the distribution of eigenvalue spacings in a Gaussian
Unitary Ensemble.
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2.2 CUE and the zeta moments conjecture
Another significant result obtained by Dyson was to prove that the
results from the GUE can be reproduced in the framework of a completely
different matrix ensemble. The Circular Unitary Ensemble (CUE) [25]
consists of all complex unitary matrices
U(N) := {A ∈ CN×N : AA† = IN},
with the associated probability density function given by [108]
PU(N)(θ1, . . . , θN) := 1
N !(2pi)N
∏
1≤j<k≤N
|eiθj − eiθk |2. (2.3)
For any matrix A ∈ U(N), we denote its eigenvalues by eiθ1 , . . . , eiθN ,
where θ1, . . . , θN ∈ [−pi, pi). As in the case of the GUE, the probability
density function can be represented in determinant form
PU(N)(θ1, . . . , θN) = 1
N !
∣∣∣∣∣∣∣∣∣∣
SN(θ1, θ1) SN(θ1, θ2) · · · SN(θ1, θN)
SN(θ2, θ1) SN(θ2, θ2) · · · SN(θ2, θN)
...
...
. . .
...
SN(θN , θ1) SN(θN , θ2) · · · SN(θN , θN)
∣∣∣∣∣∣∣∣∣∣
,
where the U(N) kernel function is
SN(θj, θk) :=

1
2pi
sin
N(θj − θk)
2
sin
θj − θk
2
, j 6= k
N
2pi
, j = k.
In order to show that the eigenangles of a random unitary matrix have
a similar distribution to that of the eigenvalues of a random Hermitian
matrix, we need to study the asymptotic behavior of the level densities.
Definition 8. The U(N) n-level density (also called the n-point correla-
tion function) for the eigenangles of a unitary matrix is defined as
RnU(N)(θ1, . . . , θn) :=
N !
(N − n)!
∫
[−pi,pi)N−n
PU(N)(θ1, . . . , θN) dθn+1 . . . dθN
=
1
(N − n)!
∫
[−pi,pi)N−n
det
N×N
SN(θj, θk) dθn+1 . . . dθN ,
(2.4)
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where n = 1, . . . , N . It can be viewed as the probability of finding an
eigenangle (regardless of labeling) around each of the points θ1, . . . , θn,
and with all the other eigenangles being integrated out.
The U(N) kernel function SN(θj, θk) verifies the conditions of Gaudin’s
lemma, therefore we can express the n-level density in a more elegant way
RnU(N)(θ1, . . . , θn) = det
n×n
SN(θj, θk).
The one-level density thus becomes
R1U(N)(θ1) = SN(θ1, θ1)
=
N
2pi
,
which agrees with the intuitive notion that the density should be the
total number of eigenvalues divided by the total length of the unit circle.
This also tells us that in the U(N) case, the local density always
coincides with the mean density (in other words, there are no places
on the circle that are more popular with the eigenangales than others).
This is in contrast with the other classical groups, where the local density
around the symmetry point changes.
By rescaling the eigenangles with this value
φj =
N
2pi
θj, (2.5)
we get that
RnU(N)
(
2pi
N
φ1, . . . ,
2pi
N
φn
)
= det
n×n
[
2pi
N
SN
(
φj
2pi
N
, φk
2pi
N
)]
.
Finally, because the limit
lim
N→∞
2pi
N
SN
(
2pi
N
φj,
2pi
N
φk
)
=
sinpi(φj − φk)
pi(φj − φk) (2.6)
is the same as (2.2), we can conclude that for any n ∈ N, the U(N)
n-level density coincides asymptotically with the H(N) n-level density.
This remark allows us to re-express the main results from the previous
section in terms of unitary matrices.
Theorem 18 (Dyson (CUE)). For fixed 0 < α < β <∞, we have
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lim
N→∞
∫
U(N)
1
N
#
{
(θm, θn) : α ≤ (θm − θn)N
2pi
≤ β
}
dµU(N) =
=
∫ β
α
[
1−
(
sin pix
pix
)2]
dx,
where the analogous Weyl integration formula is∫
U(N)
f(θ1, . . . , θN) dµU(N) = (2.7)
=
∫
[−pi,pi)N
f(θ1, . . . , θN)PU(N)(θ1, . . . , θN) dθ1 . . . θN .
Conjecture 3 (Montgomery−Odlyzko Law (CUE)). The zeros of the
Riemann zeta function at height T on the critical line are statistically dis-
tributed like the eigenvalues of an N ×N random unitary matrix around
the unit circle, where the height T and the matrix size N are related by
N ≈ log T
2pi
. (2.8)
Remark 6. The link between N and T is deduced by identifying the mean
density of eigenangles N
2pi
with the mean density of the zeta zeros 1
2pi
log T
2pi
.
This connection was further used during the 90’s to gain insight into
a long-standing unsolved problem in number theory. It had been con-
jectured that the 2λ-th moment of the zeta function averaged along the
critical line has asymptotically the following factorization
lim
T→∞
1
(log T
2pi
)λ2
1
T
∫ T
0
∣∣∣∣ζ (12 + it
)∣∣∣∣2λ dt = a(λ)f(λ).
Here, the a(λ) factor is given by
a(λ) =
∏
p
{(
1− 1
p
)λ2 [ ∞∑
m=0
(
Γ(λ+m)
m!Γ(λ)
)2
1
pm
]}
,
and arises naturally from the problem of [17], while f(λ) satisfies the
constraint
f(λ) =
gλ
(λ2)!
, with gλ ∈ N.
Hardy and Littlewood [40] proved that f(1) = 1, and Ingham [45]
that f(2) = 2
4!
. On the basis of number-theoretical arguments, Conrey
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and Ghosh [20], [21] conjectured that f(3) = 42
9!
, and later Conrey and
Gonek [22] that f(4) = 24024
16!
.
Since the eigenvalues of a random U(N) matrix are the RMT ana-
logues of the zeta zeros, and the unitary circle represents the analogue of
the critical line, it makes sense to consider the characteristic polynomial
of a unitary matrix as a RMT model for the Riemann zeta function; for
A ∈ U(N), this is defined as
ΛA(θ) := det(IN − Ae−iθ)
=
N∏
j=1
(1− ei(θj−θ)). (2.9)
Starting from here, Keating and Snaith [51] have proposed that the
moments of the characteristic polynomial can be obtained by averaging
over the CUE. Therefore, the RMT analogue of the f(λ) factor can be
considered to be
fCUE(λ) := lim
N→∞
1
Nλ2
∫
U(N)
|ΛA(θ)|2λ dµU(N).
Using an integral computed by Selberg [89], Keating and Snaith showed
Theorem 19 (Keating−Snaith). For Reλ>− 1
2
, we have
fCUE(λ) =
G2(1 + λ)
G(1 + 2λ)
.
In the above, G(λ) denotes the Barnes G−function [5], which satisfies
the functional equation
G(λ+ 1) = Γ(λ)G(λ).
In particular, if λ ∈ N, then fCUE(λ) simplifies to
fCUE(λ) =
λ−1∏
j=0
j!
(j + λ)!
.
It can be checked that for λ = 1, 2, 3, 4, fCUE(λ) coincides with the cor-
responding known or assumed vales of f(λ), which led to the conjecture
that this agreement should hold true more generally
Conjecture 4 (Keating−Snaith). For Reλ>− 1
2
, we have
fCUE(λ) = f(λ).
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2.3 Fujii’s conjecture for Gram’s Law
Because the eigenvalues of a random unitary matrix provide a good
statistical model for the zeros of the zeta function, it is natural to ask
if there could also exist a RMT model for Gram’s Law. The first such
model was proposed by Fujii [31] in 1987, who made a conjecture that is
equivalent to the following statement
Conjecture 5 (Fujii (GUE)). For any k ∈ N ∪ {0} and s ∈ N, we have
E(k, s) = lim
M→∞
G0,M(k, s). (2.10)
Here, GL,M(k, s) is a generalization of definition (1.27), and it repre-
sents the proportion of s consecutive Gram intervals in the range [L, M ]
that together contain a total of k zeros.
GL,M(k, s) :=
1
M − L#{j ∈ [L, M − s] : N0(gj+s)−N0(gj) = k}.
In the particular case when s = 1, it reduces to the definition from the
previous chapter
GL,M(k, 1) = GL,M(k).
The quantity E(k, s) was studied by Metha [67], and denotes the
asymptotic probability of finding k scaled eigenvalues of a random Her-
mitian matrix in an interval of length s. It is obtained by integrating the
H(N) probability density function such that k scaled eigenvalues lie in
[0, s), while the other ones are outside, and then taking the limit N →∞
E(k, s) := lim
N→∞
(
N
k
)(
pi√
2N
)N
×
×
∫
[0,s)k
∫
(Rr[0,s))N−k
PH(N)
(
pi√
2N
y1, . . . ,
pi√
2N
yN
)
dy1 . . . dyN
(the binomial factor is to account for the different possible combinations).
Because we are interested in Gram’s Law, we will focus on computing
the above probability for intervals of length s = 1
E(k, 1) = lim
N→∞
(
N
k
)(
pi√
2N
)N
×
×
∫
[0,1)k
∫
(Rr[0,1))N−k
PH(N)
(
pi√
2N
y1, . . . ,
pi√
2N
yN
)
dy1 . . . dyN .
Using the limit formulas (2.2) and (2.6), we can infer that the prob-
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ability of having in an interval of unit length k eigenvalues of the GUE
scaled by their mean density
√
2N
pi
is asymptotically equal to the prob-
ability of finding in an interval of the same length k eigenangles of the
CUE scaled by their mean density N
2pi
E(k, 1) = lim
N→∞
(
N
k
)(
2pi
N
)N
×
×
∫
[0,1)k
∫
([0,N)r[0,1))N−k
PU(N)
(
2pi
N
φ1, . . . ,
2pi
N
φN
)
dφ1 . . . dφN .
Applying the change of variables (2.5), we have that the probability
of having k scaled eigenangles of the CUE in an interval of the length
1 coincides with the probability of finding k unscaled eigenangles of the
CUE in an interval of length 2pi
N
E(k, 1) = lim
N→∞
(
N
k
)∫
[0, 2pi
N
)k
∫
([0,2pi)r[0, 2pi
N
))N−k
PU(N)(θ1, . . . , θN) dθ1 . . . dθN .
Note that by the rotation invariance of Haar measure, the above in-
tegral is insensitive to the actual starting position of the interval, only
to its length. Because of this, it will be convenient to define for finite N
a quantity that depends on a generic interval of fixed length.
Definition 9. Let J ⊂ [−pi, pi) be an interval of fixed length 2pi
N
, and
arbitrarily positioned on the unit circle. The probability that J contains
exactly k unscaled eigenvalues of a random U(N) matrix is given by
EU(N)(k, J) :=
(
N
k
)∫
Jk
∫
([−pi,pi)rJ)N−k
PU(N)(θ1, . . . , θN) dθ1 . . . dθN .
(2.11)
In Chapter 3 we will present a more efficient formula for comput-
ing this quantity. Putting everything together, we can re-express Fujii’s
conjecture for Gram’s Law (2.10) with s = 1 in the framework of the
Circular Unitary Ensemble as
Conjecture 6 (Fujii (CUE)). For any k ∈ N ∪ {0}, we have
lim
N→∞
EU(N)(k, J) = lim
M→∞
G0,M(k) (2.12)
(where J is an interval of fixed length 2pi
N
, and arbitrarily positioned on
the unit circle).
Metha [67] provided a power series expansion of E(k, s) for k = 0, 1, 2
that is valid around the point s = 0
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E(0, s) = 1− s+ pi
2
36
s4 − pi
4
675
s6 +
pi6
17640
s8 + . . .
E(1, s) = s− pi
2
18
s4 +
2pi4
675
s6 + . . .
E(2, s) =
pi2
36
s4 − pi
4
675
s6 + . . .
In order to compute the numerical values of E(k, 1), Fujii took the
limit s→ 1 of the above expressions and obtained
E(0, 1) ≈ 0.18434 E(1, 1) ≈ 0.74031 E(2, 1) ≈ 0.12984. (2.13)
Although these numbers add up to more than 100%, Fujii claimed
that these values can be compared to the corresponding proportions for
Gram’s Law obtained by van de Lune et al. [64] in the case of the first
M = 1.5× 109 Gram intervals
G0,M(0) ≈ 0.13784 G0,M(1) ≈ 0.72611 G0,M(2) ≈ 0.13424.
Figure 2.2: E(k, s) for k = 0, 1, 2
However, as can be seen from the above plot, the numbers computed
by Fujii (2.13) do not provide a good approximation. The correct values
for these probabilities were reported later by Odlyzko [79] to be
E(0, 1) ≈ 0.17022 E(1, 1) ≈ 0.66143 E(2, 1) ≈ 0.16649. (2.14)
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2.3.1 Rate of convergence
One way of verifying whether the two limits from Fujii’s conjecture
(2.12) do indeed coincide is to compare their rates of convergence and see
how similar they are. Using formula (2.11) we may compute the values of
EU(N)(k, J) for small N , which are given in Table 2.1. We remark that on
each column, EU(N)(k, J) converges very fast to its corresponding limit
(2.14), and that on every row, they add up to almost 100%.
N EU(N)(0, J) EU(N)(1, J) EU(N)(2, J)
2 0.148679 0.702642 0.148679
3 0.161362 0.678268 0.159378
4 0.165362 0.670641 0.162630
5 0.167146 0.667251 0.164060
6 0.168098 0.665445 0.164817
7 0.168666 0.664367 0.165268
8 0.169032 0.663673 0.165558
9 0.169283 0.663199 0.165755
10 0.169461 0.662860 0.165896
11 0.169593 0.662611 0.166000
12 0.169693 0.662421 0.166079
13 0.169771 0.662274 0.166140
14 0.169833 0.662157 0.166188
15 0.169882 0.662063 0.166227
16 0.169923 0.661986 0.166259
17 0.169957 0.661922 0.166286
18 0.169985 0.661869 0.166308
19 0.170009 0.661824 0.166327
20 0.170029 0.661785 0.166343
21 0.170047 0.661752 0.166357
Table 2.1: EU(N)(k, J) for k = 0, 1, 2 and N = 2, . . . , 21
However, the values of G0,M(k) that can be deduced from Table 1.2
are not directly comparable with the entries from Table 2.1, and need to
be recomputed for different indices M in the following way: we know that
the matrix size N is related to the height up the critical line T according
to formula (2.8), which is equivalent to
T ≈ 2pieN .
And in our case, the height is given by the Gram points that we are
interested in (T = gM), so we can define MN to be the index of the Gram
point gMN that lies at the height on the critical line that corresponds to
unitary matrices of size N ×N .
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From the definition of the Gram points (1.20) we have that
MN =
1
pi
θ(gMN ),
and from the asymptotic formula for the theta function (1.11) we get
1
pi
θ(T ) ≈ T
2pi
log
T
2pi
− T
2pi
.
Combining the previous three equations, we can derive an approxi-
mate formula for the index MN in terms of the matrix size N
MN ≈ eN(N − 1).
The Gram points with these indices split the critical line into increas-
ingly large segments of type [gMN , gMN+1), and for each segment we can
recompute the proportion of Gram intervals that contain exactly k zeros,
GMN ,MN+1(k); these are presented in Table 2.2 and represent the values
that can be compared with the corresponding results from Table 2.1.
N MN GMN ,MN+1(0) GMN ,MN+1(1) GMN ,MN+1(2)
2 7 1.000000
3 40 0.016129 0.967741 0.016129
4 164 0.039351 0.921296 0.039351
5 594 0.069669 0.860661 0.069669
6 2,017 0.083059 0.834538 0.081744
7 6,580 0.095051 0.810527 0.093791
8 20,867 0.105168 0.790572 0.103348
9 64,825 0.111233 0.778687 0.108924
10 198,238 0.116361 0.768576 0.113764
11 598,741 0.121410 0.758585 0.118597
12 1,790,303 0.125309 0.750841 0.122389
13 5,308,961 0.128694 0.744212 0.125490
14 15,633,856 0.131542 0.738581 0.128210
15 45,766,243 0.134146 0.733422 0.130716
16 133,291,658 0.136422 0.728930 0.132871
17 386,479,244 0.138428 0.724956 0.134802
18 1,116,219,475 0.140223 0.721401 0.136526
19 3,212,681,417 0.141825 0.718223 0.138077
20 9,218,138,713 0.143277 0.715342 0.139481
21 26,376,314,690 0.144590 0.712736 0.140756
22 75,283,169,769 . . . . . . . . .
Table 2.2: GMN ,MN+1(k) for k = 0, 1, 2 and N = 2, . . . , 21
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Now, according to the Montgomery−Odlyzko Law (CUE), for each fi-
niteN , EU(N)(k, J) should provide a good approximation toGMN ,MN+1(k),
but we can see that it is not the case. This does not necessarily imply
that their asymptotic limits do not coincide, but what is clear from this
data is that EU(N)(k, J) and GMN ,MN+1(k) have very different rates of
convergence.
We claim that this apparent contradiction with Fujii’s conjecture orig-
inates from the use of an incorrect RMT analogy for Gram points and
intervals. Recall that J was chosen to be an arbitrary fixed interval on
the unit circle and as a consequence, there is nothing inherently special
about its endpoints. However, these endpoints should represent the RMT
analogues of Gram points and, as we have mentioned, the Gram points
are special, in the sense that they are points on the critical line at which
the zeta function takes real (non-zero) values.
In the following sections, we will consider and analyze an alternative
RMT model for Gram’s Law, in which the analogue Gram points are
not fixed on the unit circle, but instead depend on the corresponding
unitary matrix and are related to its characteristic polynomial in the
same manner in which the actual Gram points relate to the Riemann
zeta function.
2.4 U(N) Gram points and intervals
In order to motivate our RMT equivalent of Gram points, we recall
from the previous chapter the way in which the zeta function is related
to the Z(t) function
ζ
(
1
2
+ it
)
= Z(t)e−iθ(t) = Z(t) cos θ(t)− iZ(t) sin θ(t).
If we want to find the points on the critical line at which the zeta
function is real, we have to impose the condition that its imaginary part
should be zero, from which we get
Im ζ
(
1
2
+ it
)
= 0 ⇔ Z(t) sin θ(t) = 0.
The last condition is equivalent to the following two possibilities
• Z(t) = 0, which also gives all the zeros of ζ(1
2
+ it);
• sin θ(t) = 0 ⇔ θ(t) = Mpi for M ∈ Z, from which we get the Gram
points gM .
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Now, the characteristic polynomial (2.9) of a random unitary matrix
A ∈ U(N) can be re-expressed in terms of the eigenvalues eiθ1 , . . . , eiθN as
ΛA(θ) =
N∏
j=1
(1− ei(θj−θ))
=
N∏
j=1
exp
i(θj − θ)
2
[
exp
(
−i(θj − θ)
2
)
− exp
(
i(θj − θ)
2
)]
= (−2i)N
N∏
j=1
[
exp
(
i(θj − θ)
2
)
sin
(
θj − θ
2
)]
= 2N exp
(
−iNpi
2
)
exp
(
i
N∑
j=1
θj − θ
2
)
N∏
j=1
sin
(
θj − θ
2
)
= 2N exp
[
i
(
−Npi
2
+
θ1 + . . .+ θN
2
− Nθ
2
)] N∏
j=1
sin
(
θj − θ
2
)
.
We continue the above analogy by searching for the points θ ∈ [−pi, pi)
on the unit circle at which the characteristic polynomial is real
ImΛA(θ) = 0 ⇔ 2N sin
(
−Npi
2
+
θ1 + . . .+ θN
2
− Nθ
2
) N∏
j=1
sin
(
θj − θ
2
)
= 0.
As before, this leads to two possible cases
• 2N
N∏
j=1
sin
(
θj − θ
2
)
= 0;
• sin
(
−Npi
2
+
θ1 + . . .+ θN
2
− Nθ
2
)
= 0 ⇔
⇔ −Npi
2
+
θ1 + . . .+ θN
2
− Nθ
2
= mpi, for some m ∈ Z.
From the first condition we recover the N eigenangles θ ∈ {θ1, . . . , θN}
(which are the U(N) analogues of the zeta zeros). From the second
condition, we obtain another set of points, given by
θ ∈
{
θ1 + . . .+ θN
N
− pi − 2mpi
N
, m ∈ Z
}
.
We note that only N elements of this set are distinct modulo 2pi, and
because they represent the points on the unit circle at which the char-
acteristic polynomial of a U(N) matrix is real (but not necessarily zero),
we will consider them to be the analogous U(N) Gram points.
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Definition 10. If A is a U(N) matrix with eigenvalues eiθ1 , . . . , eiθN , we
define the corresponding U(N) Gram points as
ψU(N)m :=
θ1 + . . .+ θN
N
− pi + 2mpi
N
, m = 0, 1, . . . , N − 1.
We also define a U(N) Gram interval as any interval on the unit circle
between two consecutive U(N) Gram points.
We remark that the U(N) Gram points are placed along the unit
circle at equal distance from each other in steps of 2pi
N
, rather than being
distributed arbitrarily. Furthermore, they are not fixed on the unit circle,
and are not the same for all A ∈ U(N) matrices, but instead depend on
arg(detA) = θ1 + . . .+ θN (mod 2pi).
With these definitions in mind, we can analyze the probability of having
k eigenvalues of a random U(N) matrix inside one of these U(N) Gram
intervals, in order to understand if and how it differs from EU(N)(k, J).
2.4.1 The U(2) case
We begin by studying the simplest case, that of N = 2, which can be
solved using just elementary logic, without any computations. According
to the formula given above, if A is a unitary matrix of size 2 × 2, then
its eigenangles θ1, θ2 are related to its U(2) Gram points ψ1, ψ2 by
ψ1 =
θ1 + θ2
2
− pi and ψ2 = θ1 + θ2
2
.
Now, since ψ2 is the arithmetic average of θ1 and θ2, this means that
it will always be located between them on the unit circle (regardless of
where they are). On the other hand, ψ1 is diametrically opposed to ψ2, so
it will also lie between θ1 and θ2, but on the other side of the circle. This
is equivalent to having the two θj’s positioned between the two ψj’s, each
one on a different arc. In particular, this implies that the probability of
finding exactly k = 1 eigenvalue of a random U(2) matrix inside a U(2)
Gram interval will always be 100%; it also means that the probability
is zero for having an empty U(2) Gram interval (k = 0) or of having
both eigenvalues in the same interval (k = 2). These results are not
only very different from the values on row N = 2 of Table 2.1 but, more
importantly, are in perfect agreement with the entries on row N = 2 of
Table 2.2 .
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This hints at the more general fact that the probability of finding
exactly k eigenvalues of a random U(N) matrix in a U(N) Gram interval
gives a much better model for GMN ,MN+1(k) than EU(N)(k, J). However,
it becomes increasingly difficult to compute this quantity in a direct way
for N ≥ 3 (the problem comes from the fact that this probability is es-
sentially an integral over the eigenangles θ1, . . . , θN and each U(N) Gram
point depends on all of them). In order to overcome this difficulty, we
will relate this quantity to the corresponding probability for a particular
kind of U(N) matrices, namely the special unitary matrices, and then
focus on computing that probability.
2.5 SU(N) Gram points and intervals
If we define the U(N) Dyson product to be
DU(N)(θ1, . . . , θN) :=
∏
1≤j<k≤N
|eiθj − eiθk |2, (2.15)
then the U(N) probability density function (2.3) may be written as
PU(N)(θ1, . . . , θN) = 1
N !(2pi)N
DU(N)(θ1, . . . , θN). (2.16)
A SU(N) matrix is a unitary matrix with determinant equal to 1. It
has a Haar measure which effectively comes from the Haar measure for
U(N); the only difference is that, in this case, one eigenangle is forced to
take the value which makes the sum of all the N eigenangles congruent
to 0 (mod 2pi), since that would make the determinant equal to 1.
That is, the probability density function for the N eigenangles of a
Haar distributed SU(N) matrix is [43]
PSU(N)(θ1, . . . , θN) := 1
N !(2pi)N−1
DU(N)(θ1, . . . , θN)δ(θ1+. . .+θN (mod 2pi))
(2.17)
where δ(x) represents the Dirac delta function. If we integrate it over
one of the variables, we have∫
[−pi,pi)
PSU(N)(θ1, . . . , θN) dθN = 1
N !(2pi)N−1
DSU(N)(θ1, . . . , θN−1),
where DSU(N)(θ1, . . . , θN−1) denotes the SU(N) Dyson product, and is
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given by
DSU(N)(θ1, . . . , θN−1) =
=
∫
[−pi,pi)
DU(N)(θ1, . . . , θN)δ(θ1 + . . .+ θN (mod 2pi)) dθN
= DU(N)(θ1, . . . , θN−1,−θ1 − . . .− θN−1) (2.18)
=
∏
1≤j<k≤N−1
|eiθj − eiθk |2
N−1∏
k=1
|eiθk − e−i(θ1+...+θN−1)|2.
Now, if A is a SU(N) matrix then, by definition,
arg(detA) = θ1 + . . .+ θN = 0 (mod 2pi),
and the U(N) Gram points from the previous section are reduced to,
what we will call, the SU(N) Gram points.
Definition 11. We define the SU(N) Gram points as
ψSU(N)m := −pi +
2mpi
N
, m = 0, 1, . . . , N − 1.
We also define a SU(N) Gram interval as any interval along the unit
circle between two consecutive SU(N) Gram points.
Similar to the U(N) case, these represent the points on the unit circle
at which the characteristic polynomial of a SU(N) matrix is real (but not
necessarily zero), and they are distributed equidistantly in steps of 2pi
N
.
However, unlike the U(N) case, the SU(N) Gram points do not depend
in any way on the eigenangles, which implies that they are the same for
all SU(N) matrices, and are also fixed on the unit circle.
As we will later see, this makes it easier to compute the probability of
having exactly k eigenvalues of a random SU(N) matrix inside a SU(N)
Gram interval. For now, we will prove the following result, which re-
lates this quantity with the corresponding probability from the previous
subsection:
Lemma 2. For any k = 0, . . . , N , we have
P[k eigenvalues of a U(N) matrix lie in a U(N) Gram interval] =
= P[k eigenvalues of a SU(N) matrix lie in a SU(N) Gram interval],
where the first probability is over Haar measure for U(N) and the second
probability is over Haar measure for SU(N).
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Proof. Let eiθ1 , . . . , eiθN be the eigenvalues of a U(N) matrix. For sim-
plicity, we will use
I =
[
θ1 + . . .+ θN
N
− pi, θ1 + . . .+ θN
N
− pi + 2pi
N
)
(mod 2pi)
as a generic U(N) Gram interval, and denote its complement by
[−pi, pi)rI =
[
θ1 + . . .+ θN
N
− pi + 2pi
N
,
θ1 + . . .+ θN
N
+ pi
)
(mod 2pi).
Because the U(N) probability density is a symmetric function in all eige-
nangles, it can be shown that the probability of having k eigenvalues of a
U(N) matrix in a U(N) Gram interval is the same, for any U(N) Gram
interval and for any k eigenvalues. Starting with this fact, we have
P[k eigenvalues of a U(N) matrix lie in a U(N) Gram interval] =
=
(
N
k
)
P[θ1, . . . , θk ∈ I and θk+1, . . . , θN ∈ [−pi, pi)r I]
=
(
N
k
)∫
. . .
∫
R
PU(N)(θ1, . . . , θN) dθ1 . . . dθN
=
(
N
k
)
1
N !(2pi)N
∫
. . .
∫
R
DU(N)(θ1, . . . , θN) dθ1 . . . dθN , (2.19)
where the N -dimensional integral is over a region R described by the
restrictions
R :
θ1, . . . , θk ∈ Iθk+1, . . . , θN ∈ [−pi, pi)r I.
This can be written more explicitly as
R :

θ1 + . . .+ θN
N
− pi ≤ θn < θ1 + . . .+ θN
N
− pi + 2pi
N
(n = 1, . . . , k)
θ1 + . . .+ θN
N
− pi + 2pi
N
≤ θn < θ1 + . . .+ θN
N
+ pi (n = k + 1, . . . , N)
which becomes
R :

−pi ≤ θn − θ1 + . . .+ θN
N
< −pi + 2pi
N
(n = 1, . . . , k)
−pi + 2pi
N
≤ θn − θ1 + . . .+ θN
N
< pi (n = k + 1, . . . , N)
.
We now perform the following change of variables
λn = θn − θ1 + . . .+ θN
N
(n = 1, . . . , N − 1),
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and
λN = NθN .
The determinant of the Jacobian matrix is 1. Note that modulo 2pi the
restriction on θN is lost when it comes to considering λN . Furthermore,
with this change of variables, we have that
θN − θ1 + . . .+ θN
N
= −λ1 − . . .− λN−1,
and the previous region of integration R is now described by the condi-
tions
R′ :

−pi ≤ λn < −pi + 2pi
N
(n = 1, . . . , k)
−pi + 2pi
N
≤ λn < pi (n = k + 1, . . . , N − 1)
−pi + 2pi
N
≤ −λ1 − . . .− λN−1 < pi.
If we denote a generic SU(N) Gram interval by
J =
[
−pi, −pi + 2pi
N
)
,
and its complement as
[−pi, pi)r J =
[
−pi + 2pi
N
, pi
)
,
then R′ becomes
R′ :

λ1, . . . , λn ∈ J
λn+1, . . . , λN−1 ∈ [−pi, pi)r J
−λ1 − . . .− λN−1 ∈ [−pi, pi)r J .
Since there is no restriction imposed on λN , we may take λN ∈ [−pi, pi).
The old variables θn can be expressed in terms of the new variables λn as
θn = λn + (λ1 + . . .+ λN−1) +
λN
N
(n = 1, . . . , N − 1),
θN =
λN
N
.
We note that
θm − θn = λm − λn for m,n = 1, . . . , N − 1,
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and
θn − θN = λn + (λ1 + . . .+ λN−1) for n = 1, . . . , N − 1,
which implies that
DU(N)(θ1, . . . , θN) =
=
∏
1≤m<n≤N
|eiθm − eiθn|2
= 2N(N−1)
∏
1≤m<n≤N
(
sin
θm − θn
2
)2
= 2N(N−1)
∏
1≤m<n≤N−1
(
sin
θm − θn
2
)2 N−1∏
n=1
(
sin
θn − θN
2
)2
= 2N(N−1)
∏
1≤m<n≤N−1
(
sin
λm − λn
2
)2 N−1∏
n=1
(
sin
λn + (λ1 + . . .+ λN−1)
2
)2
=
∏
1≤m<n≤N−1
|eiλm − eiλn|2
N−1∏
n=1
|eiλn − e−i(λ1+...+λN−1)|2
= DSU(N)(λ1, . . . , λN−1).
Putting everything together, we obtain that the initial integral (2.19) can
be expressed in the new system of variables as(
N
k
)
1
N !(2pi)N
∫
. . .
∫
R
DU(N)(θ1, . . . , θN) dθ1 . . . dθN
=
(
N
k
)
1
N !(2pi)N
∫ pi
−pi
[∫
. . .
∫
R′
DSU(N)(λ1, . . . , λN−1) dλ1 . . . dλN−1
]
dλN
=
(
N
k
)
1
N !(2pi)N−1
∫
. . .
∫
R′
DSU(N)(λ1, . . . , λN−1) dλ1 . . . dλN−1.
If we write down explicitly the conditions of R′ into the integral, it be-
comes(
N
k
)
1
N !(2pi)N−1
∫
J k
∫
([−pi,pi)rJ )N−1−k
DSU(N)(λ1, . . . , λN−1)×
× χ[−pi,pi)rJ (−λ1 − . . .− λN−1 (mod 2pi)) dλ1 . . . dλN−1,
where χI(x) denotes the characteristic function of the interval I. Now,
because
χI(x) =
∫
I
δ(y − x) dy,
we can re-introduce into our integral the variable λN (that was previously
58
integrated out) and obtain(
N
k
)
1
N !(2pi)N−1
∫
J k
∫
([−pi,pi)rJ )N−k
DU(N)(λ1, . . . , λN)×
× δ(λ1 + . . .+ λN (mod 2pi)) dλ1 . . . dλN =
=
(
N
k
)∫
J k
∫
([−pi,pi)rJ )N−k
PSU(N)(λ1, . . . , λN) dλ1 . . . dλN
=
(
N
k
)
P[λ1, . . . , λk ∈ J and
λk+1, . . . , λN ∈ [−pi, pi)r J and λ1 + . . .+ λN = 0 (mod 2pi)]
= P[k eigenvalues of a SU(N) matrix lie in a SU(N) Gram interval],
as required. In the last step we have used, as in the beginning, the fact
that for any k the probability of having k eigenvalues of a SU(N) matrix
in a SU(N) Gram interval is the same, for any SU(N) Gram interval and
any k eigenvalues.
In analogy with the quantity from (2.11), we will denote the latter
probability of Lemma 6 by ESU(N)(k,J ).
Definition 12. We define the probability of having exactly k unscaled
eigenvalues of a random Haar-distributed SU(N) matrix inside a SU(N)
Gram interval J as
ESU(N)(k,J ) :=
(
N
k
)∫
J k
∫
([−pi,pi)rJ )N−k
PSU(N)(θ1, . . . , θN) dθ1 . . . dθN .
(2.20)
As we have just proved, ESU(N)(k,J ) also represents the probability of
finding precisely k eigenvalues of a random U(N) matrix in a U(N) Gram
interval, and by using the above formula, we can compute it numerically
for the same values of k and N as in Table 2.1; these are presented in
Table 2.3.
On the one hand, if we compare those values with the corresponding
values from Table 2.1, we see that ESU(N)(k,J ) has a different rate of
convergence, in the sense that it doesn’t converge to its large N limit
(2.14) as fast as EU(N)(k, J). On the other hand, if we look at the en-
tries in Table 2.2, we notice that for each k and N , ESU(N)(k,J ) does
provide a good approximation for GMN ,MN+1(k), in accordance with the
Montgomery−Odlyzko Law (CUE).
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N ESU(N)(0,J ) ESU(N)(1,J ) ESU(N)(2,J )
2 1.000000
3 0.023074 0.954844 0.021090
4 0.040362 0.920641 0.037630
5 0.067146 0.867251 0.064059
6 0.084764 0.832111 0.081483
7 0.097237 0.807224 0.093839
8 0.106532 0.788673 0.103058
9 0.113727 0.774310 0.110200
10 0.119461 0.762860 0.115896
11 0.124138 0.753520 0.120545
12 0.128026 0.745755 0.124412
13 0.131309 0.739197 0.127678
14 0.134118 0.733586 0.130474
15 0.136549 0.728730 0.132894
16 0.138673 0.724486 0.135009
17 0.140545 0.720746 0.136874
18 0.142207 0.717424 0.138530
19 0.143693 0.714455 0.140011
20 0.145029 0.711785 0.141343
21 0.146237 0.709371 0.142547
Table 2.3: ESU(N)(k,J ) for k = 0, 1, 2 and N = 2, . . . , 21
The observation that these two quantities appear to have the same
rate of convergence hints at the possibility that they should also have
the same asymptotic limit, which leads us to put forward the following
alternative to Fujii’s conjecture (CUE)
Conjecture 7. For any k ∈ N ∪ {0}, we have
lim
N→∞
ESU(N)(k,J ) = lim
M→∞
G0,M(k)
(where J is a SU(N) Gram interval).
Finally, we remark that although ESU(N)(k,J ) converges at a slower
rate compared to EU(N)(k, J), this does not necessarily imply that they
don’t tend to the same limit; in order to clarify whether this is or not
the case, we have to obtain a more explicit formula that describes how
ESU(N)(k,J ) depends on the matrix size for finite, but arbitrarily large
N . This will be the topic of the next chapter, and we close the current
chapter with a well-known quote by the great statistician Box [10]
“All models are wrong, but some are useful.”
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Chapter 3
SU(N) theory
3.1 The standard method
The traditional technique for computing probabilities like EU(N)(k, J)
is presented in detail in [23], [29] and [32]. One of the main quantities
of interest needed when studying the eigenvalue distribution of random
matrices is the generating function, defined in the case of CUE as follows
Definition 13. Let J ⊂ [−pi, pi) be an interval of any length, and arbi-
trarily positioned on the unit circle. If EU(N)(k, J) is defined as in (2.11),
the U(N) generating function is given by
EU(N)(z, J) :=
N∑
k=0
(1 + z)kEU(N)(k, J).
If the generating function is known, one can immediately recover the
desired probabilities through repeated differentiation
EU(N)(k, J) =
1
k!
(
dk
dzk
EU(N)(z, J)
)∣∣∣∣
z=−1
. (3.1)
It can be shown [23] that it is also possible to express the generating
function in terms of all the n-level densities (2.4), as a sum
EU(N)(z, J) = 1 +
N∑
n=1
zn
n!
∫
Jn
RnU(N)(θ1, . . . , θn) dθ1 . . . dθn. (3.2)
We recall that, because the CUE has a kernel function, we may use
Gaudin’s lemma to represent each n-level density as an n×n determinant
RnU(N)(θ1, . . . , θn) = det
n×n
SN(θj, θk). (3.3)
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This, in turn, allows us to apply an identity that is due to Gram [23]
to show that the sum (3.2) is equal to an N ×N determinant
Lemma 3 (Gram’s identity). For an interval J ∈ [−pi, pi), we have
1 +
N∑
n=1
zn
n!
∫
Jn
RnU(N)(θ1, . . . , θn) dθ1 . . . dθn =
= det
N×N
[
IN +
z
2pi
(∫
J
ei(j−k)θdθ
)
1≤j,k≤N
]
.
Putting together the above equations, we obtain an analytic formula
for each EU(N)(k, J), as the k-th order derivative of this determinant
EU(N)(k, J) =
1
k!
dk
dzk
{
det
N×N
[
IN +
z
2pi
(∫
J
ei(j−k)θdθ
)
1≤j,k≤N
]}∣∣∣∣∣
z=−1
.
The notions of n-level density and generating function may also be
extended to the case of SU(N) matrices
Definition 14. We define the SU(N) n-level density of a special unitary
matrix as
RnSU(N)(θ1, . . . , θn) :=
N !
(N − n)!
∫
[−pi,pi)N−n
PSU(N)(θ1, . . . , θN) dθn+1 . . . dθN .
(3.4)
Here, we can only have n = 1, . . . , N − 1, because if the values of N − 1
eigenangles are given, then the N-th one is already determined by the
restriction θ1 + . . . + θN = 0 (mod 2pi), so it can not be assigned to an
arbitrary value.
Definition 15. Let J ⊂ [−pi, pi) be an interval of any length, and ar-
bitrarily positioned on the unit circle. If ESU(N)(k, J) is defined as in
(2.20), the SU(N) generating function is given by
ESU(N)(z, J) :=
N∑
k=0
(1 + z)kESU(N)(k, J).
As before, the quantity of interest ESU(N)(k, J) may be expressed in
terms of the SU(N) generating function
ESU(N)(k, J) =
1
k!
(
dk
dzk
ESU(N)(z, J)
)∣∣∣∣
z=−1
. (3.5)
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However, it appears that for SU(N) matrices there is no known kernel
function that would allow one to use Gaudin’s lemma and express the
n-level density RSU(N)(θ1, . . . , θn) as an n × n determinant, similar to
(3.3). Because of this, it is also not possible to apply Gram’s identity
and continue the analogy with the CUE. So, instead of trying to compute
ESU(N)(k, J) in analogy with EU(N)(k, J), in the following sections we will
develop a method for computing ESU(N)(k, J) in terms of EU(N)(k, J).
3.2 SU(N) n-level density
In this section, we are going to deduce a formula that expresses the
SU(N) n-level density in terms of the corresponding U(N) n-level density.
We first note that the U(N) Dyson product (2.15) can be expanded in
the form of a trigonometric Fourier series as
DU(N)(θ1, . . . , θN) =
=
∏
1≤j<k≤N
|eiθj − eiθk |2
=
∏
1≤j<k≤N
[2− 2 cos(θj − θk)]
=
N∑
p=0
p 6=1
∑
j1+...+jp=0
j1,...,jp 6=0
|jl|<N
bj1...jp
 ∑
{h1,...,hp}⊂{1,...,N}
2 cos(j1θh1 + . . .+ jpθhp)
 ,
where bj1...jp are called the Dyson coefficients. We have that bj1,...,jN 6= 0
if and only if the corresponding j1, . . . , jN ∈ Z satisfy the conditions
j1 + . . . + jN = 0 and |jl| < N for all l = 1, . . . , N . The terms are
grouped by the number of distinct variables on which they depend. The
term with p = 0 represents the constant term (which doesn’t depend on
any variable), and there is no group with p = 1, because it is not possible
for a cosine term to depend on only a single variable.
Combining formula (2.4) with (2.16), we can write the U(N) n-level
density in terms of the U(N) Dyson product as
RnU(N)(θ1, . . . , θn) =
1
(N − n)!(2pi)N
∫
[−pi,pi)N−n
DU(N)(θ1, . . . , θN)dθn+1 . . . dθN .
(3.6)
If we now insert the expansion of the Dyson product, the n-level
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density becomes
RnU(N)(θ1, . . . , θn) =
1
(N − n)!(2pi)N
N∑
p=0
p 6=1
∑
j1+...+jp=0
j1,...,jp 6=0
|jl|<N
bj1...jp×
×
∫
[−pi,pi)N−n
 ∑
{h1,...,hp}⊂{1,...,N}
2 cos(j1θh1 + . . .+ jpθhp)
 dθn+1 . . . dθN .
The above expression can be simplified with the following observation:
for each cosine term in the interior sum, if any of the coefficients jl
corresponding to the integration variable θhl (hl = n+ 1, . . . , N) is non-
zero, then the integral over that term is zero, since the cosine is being
integrated over a full period. This implies that the only terms in the sum
that give non-zero contributions to the n-level density are those terms
for which jn+1 = . . . = jN = 0 or, in other words, the terms that depend
only on the eigenangles θ1, . . . , θn, plus the constant term.
RnU(N)(θ1, . . . , θn) =
1
(N − n)!(2pi)N
n∑
p=0
p 6=1
∑
j1+...+jp=0
j1,...,jp 6=0
|jl|<N
bj1...jp×
×
 ∑
{h1,...,hp}⊂{1,...,n}
2 cos(j1θh1 + . . .+ jpθhp)
∫
[−pi,pi)N−n
dθn+1 . . . dθN .
The integral at the end is obviously just (2pi)N−n, which means that
RnU(N)(θ1, . . . , θn) =
1
(N − n)!(2pi)n
n∑
p=0
p 6=1
∑
j1+...+jp=0
j1,...,jp 6=0
|jl|<N
bj1...jp×
×
 ∑
{h1,...,hp}⊂{1,...,n}
2 cos(j1θh1 + . . .+ jpθhp)
 .
If we combine equations (2.17), (2.18) and (3.4), we can relate the
SU(N) n-level density with the SU(N) Dyson product as
RnSU(N)(θ1, . . . , θn) =
1
(N − n)!(2pi)N−1×
×
∫
[−pi,pi)N−n−1
DSU(N)(θ1, . . . , θN−1) dθn+1 . . . dθN−1. (3.7)
We are now going prove the following statement
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Theorem 20. For n = 1, . . . , N − 1 fixed, we have
RnSU(N)(θ1, . . . , θn) = R
n
U(N)(θ1, . . . , θn) +X
n(θ1, . . . , θn), (3.8)
where
Xn(θ1, . . . , θn) :=
2
(N − n)!(2pi)n
n∑
p=1
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
ck1...kp×
×
 ∑
{h1,...,hp}⊂{1,...,n}
cos(k1θh1 + . . .+ kpθhp)
 (3.9)
(and the meaning of the ck1,...,kp coefficients will be explained throughout
the course of the proof).
Proof. We begin by separating the trigonometric Fourier expansion of
the U(N) Dyson product into two parts: a part that contains the terms
that depend on θN , and a part with the terms that don’t
DU(N)(θ1, . . . , θN) =
=
N∑
p=0
p 6=1
∑
j1+...+jp=0
j1,...,jp 6=0
|jl|<N
bj1...jp
 ∑
{h1,...,hp}⊂{1,...,N}
2 cos(j1θh1 + . . .+ jpθhp)

=
N−1∑
p=0
p 6=1
∑
j1+...+jp=0
j1,...,jp 6=0
−N<ji<N
bj1,...jp
 ∑
{h1,...,hp}⊂{1,...,N−1}
2 cos(j1θh1 + . . .+ jpθhp)
+
+
∑
j1+...+jN−1+jN=0
jN 6=0−N<ji<N
b′j1...jN2 cos(j1θ1 + . . .+ jN−1θN−1 + jNθN).
In the first part, the terms are still grouped by the number of non-
zero variables on which they depend, while in the second part they are
not (due to this, the Dyson coefficients for the second part had to be
re-labeled).
The second part will instead be grouped by the values taken by jN ,
and since cosine is an even function, we can write it as∑
j1+...+jN−1+jN=0
jN 6=0−N<ji<N
b′j1...jN2 cos(j1θ1 + . . .+ jN−1θN−1 + jNθN) =
65
=
N−1∑
jN=1
∑
j1+...+jN−1−jN=0
−N<j1,...,jN−1<N
b′j1...jN2 cos(j1θ1 + . . .+ jN−1θN−1 − jNθN).
If we perform the substitution θN = −θ1 − . . .− θN−1, this becomes
=
N−1∑
jN=1
∑
j1+...+jN−1−jN=0
−N<j1,...,jN−1<N
b′j1...jN2 cos((j1 + jN)θ1 + . . .+ (jN−1 + jN)θN−1).
We now group the terms by the number of distinct variables on which
they depend and re-label again the coefficients in a more convenient way
=
N−1∑
p=1
p∑
jN=1
∑
j1+...+jp=jN (N−p)
j1,...,jp 6=−jN
−N<ji<N
cj1+jN ,...jp+jN×
×
 ∑
{h1,...,hp}⊂{1,...,N−1}
2 cos((j1 + jN)θh1 + . . .+ (jp + jN)θhp)
 .
The above restriction
j1 + . . .+ jp = jN(N − p) (3.10)
appears in the sum for the following reason: we started with the condition
j1 + . . .+ jN−1 − jN = 0,
which is equivalent to
j1 + . . .+ jp + jp+1 + . . .+ jN−1 = jN . (3.11)
The condition that only j1, . . . , jp 6= −jN implies that jp+1 = . . . =
jN−1 = −jN ; thus, (3.11) becomes
j1 + . . .+ jp + (−jN)[(N − 1)− (p+ 1) + 1] = jN ,
and this leads to requirement (3.10). We note that in this case, there is
a group with p = 1 because we can have cosine terms that depend on a
single variable.
If we now join the two parts back together, we have obtained the
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Fourier expansion for the SU(N) Dyson product (we re-label jN = m)
DSU(N)(θ1, . . . , θN−1) = DU(N)(θ1, . . . , θN−1,−θ1 − . . .− θN−1)
=
N−1∑
p=0
p 6=1
∑
j1+...+jp=0
j1,...,jp 6=0
−N<ji<N
bj1,...jp
 ∑
{h1,...,hp}⊂{1,...,N−1}
2 cos(j1θh1 + . . .+ jpθhp)
+
+
N−1∑
p=1
p∑
m=1
∑
j1+...+jp=m(N−p)
j1,...,jp 6=−m
−N<ji<N
cj1+m,...jp+m×
×
 ∑
{h1,...,hp}⊂{1,...,N−1}
2 cos((j1 +m)θh1 + . . .+ (jp +m)θhp)
 .
In order to obtain the SU(N) n-level density, we need to compute the
integral of the SU(N) Dyson product
RnSU(N)(θ1, . . . , θn) =
1
(N − n)!(2pi)N−1×
×
∫
[−pi,pi)N−n−1
DSU(N)(θ1, . . . , θN−1) dθn+1 . . . dθN−1.
From the integral of the first part of the SU(N) Dyson product expansion
we recover the U(N) n-level density
1
(N − n)!(2pi)N−1
N−1∑
p=0
p6=1
∑
j1+...+jp=0
j1,...,jp 6=0
−N<ji<N
bj1,...jp
∫
[−pi,pi)N−n−1
 ∑
{h1,...,hp}⊂{1,...,N−1}
2 cos(j1θh1 + . . .+ jpθhp)
 dθn+1 . . . dθN−1
=
1
(N − n)!(2pi)n
n∑
p=0
p 6=1
∑
j1+...+jp=0
j1,...,jp 6=0
−N<ji<N
bj1,...jp×
×
 ∑
{h1,...,hp}⊂{1,...,n}
2 cos(j1θh1 + . . .+ jpθhp)

= RnU(N)(θ1, . . . , θn).
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And in a similar way, by integrating the second part of the SU(N)
Dyson product, we get the expression that we have denoted asXn(θ1, . . . , θn)
1
(N − n)!(2pi)N−1
N−1∑
p=1
p∑
m=1
∑
j1+...+jp=m(N−p)
j1,...,jp 6=−m
−N<ji<N
cj1+m,...jp+m
∫
[−pi,pi)N−n−1
 ∑
{h1,...,hp}⊂{1,...,N−1}
2 cos((j1 +m)θh1 + . . .+ (jp +m)θhp)
 dθn+1 . . . dθN−1
=
1
(N − n)!(2pi)n
n∑
p=1
p∑
m=1
∑
j1+...+jp=m(N−p)
j1,...,jp 6=−m
−N<ji<N
cj1+m,...jp+m×
×
 ∑
{h1,...,hp}⊂{1,...,n}
2 cos((j1 +m)θh1 + . . .+ (jp +m)θhp)
 .
The indices of the Dyson coefficients may be re-labeled as
ki = ji +m, (3.12)
and the above expression becomes
=
1
(N − n)!(2pi)n
n∑
p=1
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
ck1...kp×
×
 ∑
{h1,...,hp}⊂{1,...,n}
2 cos(k1θh1 + . . .+ kpθhp)

= Xn(θ1, . . . , θn).
The main idea of the above proof can be summarized in the following
way: all the terms in DU(N)(θ1, . . . , θN) that depend only on θ1, . . . , θn
also appear unchanged in DSU(N)(θ1, . . . , θN−1) (with the same coeffi-
cients) and this, in turn, implies that all the terms of theRnU(N)(θ1, . . . , θn)
are always included among the terms of the RnSU(N)(θ1, . . . , θn). Further-
more, for m = 1, . . . , n there are other terms in DU(N)(θ1, . . . , θN) that
depend on all the eigenangles, such as
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cos(j1θ1+. . .+jnθn−mθn+1−. . .−mθN), with j1+. . .+jn = m(N−n),
which, after the substitution θN = −θ1 − . . . − θN−1, depend only on
θ1, . . . , θn
cos((j1 +m)θ1 + . . .+ (jn +m)θn).
Therefore, these are terms that do not appear in the U(N) n-level density,
but contribute to the SU(N) n-level density; all these extra terms are
collectively denoted by Xn(θ1, . . . , θn).
For later notational simplicity, we will extend the definition of
Xn(θ1, . . . , θn) to the cases n = 0 and n = N
Xn(θ1, . . . , θn) = (3.13)
=

0, n = 0
RnSU(N)(θ1, . . . , θn)−RnU(N)(θ1, . . . , θn), n = 1, . . . , N − 1
N !PSU(N)(θ1, . . . , θN)−RNU(N)(θ1, . . . , θN), n = N
where PSU(N)(θ1, . . . , θN−1) was defined in (2.17).
3.3 SU(N) generating function
We will now use the fact that each SU(N) n-level density depends
on the U(N) n-level density to prove that the SU(N) generating function
can also be expressed in terms of the corresponding U(N) generating
function.
Theorem 21. Let J ⊂ [−pi, pi) be an interval of any length, and arbi-
trarily positioned on the unit circle. We have
ESU(N)(z, J) = EU(N)(z, J)+
N∑
n=1
zn
n!
∫
Jn
Xn(θ1, . . . , θn) dθ1 . . . dθn. (3.14)
Proof. The Weyl integration formula for the case of SU(N) matrices can
be stated as∫
SU(N)
f(θ1, . . . , θN) dµSU(N) =
=
∫
[−pi,pi)N
f(θ1, . . . , θN)PSU(N)(θ1, . . . , θN) dθ1 . . . dθN .
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We will begin by proving the following equality
∫
SU(N)
(1 + zχJ(θ1)) . . . (1 + zχJ(θN)) dµSU(N) =
N∑
k=0
(1 + z)kESU(N)(k, J)
(where, again, χJ(θ) is the characteristic function). For k = 0, . . . , N ,
let Pk ⊂ SU(N) be the subset of all SU(N) matrices with exactly k
eigenangles in J . Obviously, these sets are all pairwise disjoint and their
union is SU(N), so they form a partition of SU(N). This implies that∫
SU(N)
(1 + zχJ(θ1)) . . . (1 + zχJ(θN)) dµSU(N) =
=
∫
P0∪...∪PN
(1 + zχJ(θ1)) . . . (1 + zχJ(θN)) dµSU(N)
=
N∑
k=0
∫
Pk
(1 + zχJ(θ1)) . . . (1 + zχJ(θN)) dµSU(N)
=
∫
P0
dµSU(N) + (1 + z)
∫
P1
dµSU(N) + . . .+ (1 + z)
N
∫
PN
dµSU(N)
and, by definition, ESU(N)(k, J) represents the measure of the set of all
SU(N) matrices which have precisely k eigenangles in J , so
ESU(N)(k, J) =
∫
Pk
dµSU(N).
Therefore, we are able to write the SU(N) generating function as
ESU(N)(z, J) =
=
N∑
k=0
(1 + z)kESU(N)(k, J)
=
∫
SU(N)
(1 + zχJ(θ1)) . . . (1 + zχJ(θN)) dµSU(N)
=
∫
[−pi.pi)N
(1 + zχJ(θ1)) . . . (1 + zχJ(θN))PSU(N)(θ1, . . . , θN) dθ1 . . . dθN .
After we open all the brackets, this becomes
ESU(N)(z, J) =
= 1 +
N∑
n=1
zn
∫
[−pi,pi)N
hn(χJ(θ1), . . . , χJ(θN))PSU(N)(θ1, . . . , θN) dθ1 . . . dθN ,
where the hn’s are elementary symmetric polynomials in χJ(θ1), . . . , χJ(θN)
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
h1 = χJ(θ1) + . . .+ χJ(θN)
h2 =
∑
1≤i<j≤N
χJ(θi)χJ(θj)
. . . . . . . . . . . . . . . . . . . . . . . .
hN = χJ(θ1) . . . χJ(θN).
Because each hn has
(
N
n
)
terms, and PSU(N)(θ1, . . . , θN) is invariant
under the permutation of any of its arguments, the SU(N) generating
function becomes
ESU(N)(z, J) =
= 1 +
N∑
n=1
zn
N !
n!(N − n)!
∫
[−pi,pi)N
χJ(θ1) . . . χJ(θn)×
× PSU(N)(θ1, . . . , θN) dθ1 . . . dθN
= 1 +
N∑
n=1
zn
n!
N !
(N − n)!
∫
Jn
∫
[−pi,pi)N−n
PSU(N)(θ1, . . . , θN) dθ1 . . . dθN
= 1 +
N∑
n=1
zn
n!
∫
Jn
[
N !
(N − n)!×
×
∫
[−pi,pi)N−n
PSU(N)(θ1, . . . , θN)dθn+1 . . . dθN
]
dθ1 . . . dθn
= 1 +
N−1∑
n=1
zn
n!
∫
Jn
RnSU(N)(θ1, . . . , θn) dθ1 . . . dθn+
+
zN
N !
∫
JN
N !PSU(N)(θ1, . . . , θN) dθ1 . . . dθN ,
where in the last line we used (3.4) to obtain RnSU(N) for n = 1, . . . , N−1.
Now, if we apply (3.13), we find that ESU(N)(z, J) is
1 +
N−1∑
n=1
zn
n!
∫
Jn
[RnU(N)(θ1, . . . , θn) +X
n(θ1, . . . , θn)] dθ1 . . . dθn+
+
zN
N !
∫
JN
[RNU(N)(θ1, . . . , θN) +X
N(θ1, . . . , θN)] dθ1 . . . dθN .
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And by re-grouping the terms, this equals
1 +
N∑
n=1
zn
n!
∫
Jn
RnU(N)(θ1, . . . , θn) dθ1 . . . dθn+
+
N∑
n=1
zn
n!
∫
Jn
Xn(θ1, . . . , θn) dθ1 . . . dθn.
Noting that the first term is the U(N) generating function (3.2), we have
shown that
ESU(N)(z, J) = EU(N)(z, J) +
N∑
n=1
zn
n!
∫
Jn
Xn(θ1, . . . , θn) dθ1 . . . dθn,
which was our desired result.
The above formula can be used, together with (3.1) and (3.5), to
derive a similar relation between ESU(N)(k, J) and EU(N)(k, J).
Theorem 22. Let J ⊂ [−pi, pi) be an interval of any length, and arbi-
trarily positioned on the unit circle. For any k = 0, . . . , N , we have
ESU(N)(k, J) = EU(N)(k, J)+
N∑
n=k
(−1)n−k
k!(n− k)!
∫
Jn
Xn(θ1, . . . , θn) dθ1 . . . dθn.
(3.15)
Proof. We have
ESU(N)(k, J) =
1
k!
(
dk
dzk
ESU(N)(z, J)
)∣∣∣∣
z=−1
=
1
k!
(
dk
dzk
EU(N)(z, J)
)∣∣∣∣
z=−1
+
+
1
k!
(
dk
dzk
N∑
n=1
zn
n!
∫
Jn
Xn(θ1, . . . , θn) dθ1 . . . dθn
)∣∣∣∣∣
z=−1
= EU(N)(k, J) +
N∑
n=k
(−1)n−k
k!(n− k)!
∫
Jn
Xn(θ1, . . . , θn) dθ1 . . . dθn.
Since the quantity EU(N)(k, J) is already very well understood, the
last important unknown is the magnitude of terms such as∫
Jn
Xn(θ1, . . . , θn) dθ1 . . . dθn.
In order to obtain this, we need to have an estimate for ck1...kp in (3.9).
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3.4 Upper bound on the Dyson coefficients
If we set zj = e
iθj , it can be seen that
|eiθj − eiθk |2 = |zj − zk|2
= (zj − zk)(z−1j − z−1k )
= 2− zj
zk
− zk
zj
.
With this notation, the U(N) Dyson product (2.15) becomes
DU(N)(θ1, . . . , θN) =
∏
1≤j<k≤N
(
2− zj
zk
− zk
zj
)
. (3.16)
In general, it is a non-trivial task to obtain an exact analytic formula
for the coefficients of the Dyson product. Numerical results suggest that
they have the following upper bound
Conjecture 8. Let 1 ≤ m ≤ p < N be fixed. If j1, . . . , jp ∈ Z satisfy the
conditions
−N < ji < N, j1 + . . .+ jp = m(N − p) and j1, . . . , jp 6= −m,
then the terms in the expansion of the U(N) Dyson product (3.16) that
take the form
zj11 . . . z
jp
p
1
zmp+1 . . . z
m
N
have coefficients whose absolute value is at most
p!(N − p)!.
In this notation, the substitution
θN = −θ1 − . . .− θN−1
is equivalent to
zN =
1
z1 . . . zN−1
,
so the above conjecture also claims that the terms in the expansion of
the SU(N) Dyson product that take the form
zj1+m1 . . . z
jp+m
p
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have coefficients whose absolute value is at most
p!(N − p)!.
Due to the way the labeling of the indices was chosen in (3.12), this
inequality is assumed true, in particular, for the coefficients in the defi-
nition of the Xn(θ1, . . . , θn) term (3.9), therefore
|ck1...kp| ≤ p!(N − p)!. (3.17)
3.5 Magnitude of the additional terms
Up to this point, J ⊂ [−pi, pi) was allowed to be an interval of any
length, and arbitrarily positioned on the unit circle; from here on, we will
focus specifically on SU(N) Gram intervals, such as J = [−pi, −pi + 2pi
N
)
Theorem 23. Let J be a SU(N) Gram interval. Under the assumption
(3.17), we have∫
J n
Xn(θ1, . . . , θn) dθ1 . . . dθn = O
(
n!
N
n log n
pin
)
, (3.18)
uniformly for 2 ≤ n ≤ N .
Proof. We know from Section 3.2 that
Xn(θ1, . . . , θn) =
2
(N − n)!(2pi)n
n∑
p=1
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
ck1...kp×
×
 ∑
{h1,...,hp}⊂{1,...,n}
cos(k1θh1 + . . .+ kpθhp)
 .
It can be shown that for {h1, . . . , hp} ⊂ {1, . . . , n} and k1, . . . , kp 6= 0∫
J n
cos(k1θh1 + . . .+ kpθhp) dθ1 . . . dθn =
=
(
2pi
N
)n−p
2p
k1 . . . kp
sin
(
k1pi
N
)
. . . sin
(
kppi
N
)
×
× cos
(
(k1 + . . .+ kp)
(
−pi + pi
N
))
.
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If, in addition, we also have k1 + . . .+ kp = mN , then this becomes∫
J n
cos(k1θh1 + . . .+ kpθhp) dθ1 . . . dθn =
=
(
2pi
N
)n−p
2p
k1 . . . kp
sin
(
k1pi
N
)
. . . sin
(
kppi
N
)
(−1)m(N−1).
We can apply this formula to compute the integral of Xn(θ1, . . . , θn),
term by term, and obtain∫
J n
Xn(θ1, . . . , θn) dθ1 . . . dθn =
=
2
(N − n)!(2pi)n
n∑
p=2
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
ck1...kp×
×
(
n
p
)(
2pi
N
)n−p
2p
k1 . . . kp
sin
(
k1pi
N
)
. . . sin
(
kppi
N
)
(−1)m(N−1)
=
2
(N − n)!
n∑
p=2
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
ck1...kp×
×
(
n
p
)(
1
N
)n−p(
1
pi
)p
1
k1 . . . kp
sin
(
k1pi
N
)
. . . sin
(
kppi
N
)
(−1)m(N−1).
Using the triangle inequality, we have∣∣∣∣∫J n Xn(θ1, . . . , θn) dθ1 . . . dθn
∣∣∣∣ ≤
≤ 2
n∑
p=2
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
|ck1...kp |
1
(N − n)!
(
n
p
)(
1
N
)n−p(
1
pi
)p
×
×
∣∣∣∣ 1k1 . . . kp sin
(
k1pi
N
)
. . . sin
(
kppi
N
)∣∣∣∣ .
This is where we apply the upper bound (3.17) on the Dyson coefficients
|ck1...kp| ≤ p!(N − p)!,
to obtain
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∣∣∣∣∫J n Xn(θ1, . . . , θn) dθ1 . . . dθn
∣∣∣∣ ≤
≤ 2
n∑
p=2
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
(N − p)!
(N − n)!
(
n
p
)(
1
N
)n−p
p!
pip
×
×
∣∣∣∣ 1k1 . . . kp sin
(
k1pi
N
)
. . . sin
(
kppi
N
)∣∣∣∣ .
Next, it can be shown that
(N − p)!
(N − n)!
(
1
N
)n−p
≤ 1 for p = 2, . . . , n,
which implies∣∣∣∣∫J n Xn(θ1, . . . , θn) dθ1 . . . dθn
∣∣∣∣ ≤ 2 n∑
p=2
n!
(n− p)!× (3.19)
× 1
pip
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
∣∣∣∣ 1k1 . . . kp sin
(
k1pi
N
)
. . . sin
(
kppi
N
)∣∣∣∣ .
Now, we will focus on estimating the interior sum of (3.19). Using the
properties of the sinc function it can be shown by induction over p that
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
∣∣∣∣ 1k1 . . . kp sin
(
k1pi
N
)
. . . sin
(
kppi
N
)∣∣∣∣ =
=
∑
k1+...+kp=mN
−N+m<ki<N+m
( pi
N
)p ∣∣∣∣sinc(k1piN
)
. . . sinc
(
kppi
N
)∣∣∣∣+O( 1N2
)
.
This was done because it is more convenient to work with the sum
over the entire range of integers −N + m < ki < N + m, without the
restriction k1, . . . , kp 6= 0. For this sum, we have
∑
k1+...+kp=mN
−N+m<ki<N+m
( pi
N
)p ∣∣∣∣sinc(k1piN
)
. . . sinc
(
kppi
N
)∣∣∣∣ =
=
∑
k1+...+kp=mN
−N+m<ki<N+m
( pi
N
)p ∣∣∣∣k1 + . . .+ kpmN sinc
(
k1pi
N
)
. . . sinc
(
kppi
N
)∣∣∣∣ .
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We may apply again the triangle inequality for the above modulus
≤
( pi
N
)p 1
mN
 ∑
k1+...+kp=mN
−N+m<ki<N+m
∣∣∣∣k1 sinc(k1piN
)
. . . sinc
(
kppi
N
)∣∣∣∣+ . . .
. . .+
∑
k1+...+kp=mN
−N+m<ki<N+m
∣∣∣∣kp sinc(k1piN
)
. . . sinc
(
kppi
N
)∣∣∣∣
 .
Because k1, . . . , kp range over the same values, the p terms in the bracket
above are all equal to each other, so we can keep only one of them
=
( pi
N
)p p
mN
∑
k1+...+kp=mN
−N+m<ki<N+m
∣∣∣∣kp sinc(k1piN
)
. . . sinc
(
kp−1pi
N
)
sinc
(
kppi
N
)∣∣∣∣
=
( pi
N
)p−1 p
mN
∑
k1+...+kp=mN
−N+m<ki<N+m
∣∣∣∣sinc(k1piN
)
. . . sinc
(
kp−1pi
N
)
sin
(
kppi
N
)∣∣∣∣ .
We now substitute kp = mN − k1 − . . . − kp−1 in order to eliminate it
from the summation
=
p
mN
∑
k1,...,kp−1<N+m
mN−N−m<k1+...+kp−1
( pi
N
)p−1
×
×
∣∣∣∣sinc(k1piN
)
. . . sinc
(
kp−1pi
N
)
sin
(
(k1 + . . .+ kp−1)pi
N
)∣∣∣∣ .
This expression can be written as an iterated sum, and through repeated
application of the Euler−Maclaurin formula (1.16), this iterated sum can
be approximated by a multiple integral, that is bounded by a constant
∑
k1,...,kp−1<N+m
mN−N−m<k1+...+kp−1
( pi
N
)p−1 ∣∣∣∣sinc(k1piN
)
. . . sinc
(
kp−1pi
N
)
×
× sin
(
(k1 + . . .+ kp−1)pi
N
)∣∣∣∣ ≈
≈
∫
x1,...,xp−1<pi(1+mN )
pi(m−1−m
N
)<x1+...+xp−1
| sinc(x1) . . . sinc(xp−1)×
× sin(x1 + . . .+ xp−1)| dx1 . . . dxp−1 = O(1).
Putting together all of the arguments above, we get the following upper
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bound for the interior sum of (3.19)
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
∣∣∣∣ 1k1 . . . kp sin
(
k1pi
N
)
. . . sin
(
kppi
N
)∣∣∣∣ < pmN C
(where C > 0 is a constant, and will not necessarily denote the same
value at every subsequent occurrence). Summing over m and using the
well-known formula
p∑
m=1
1
m
= O(log p),
we get an upper bound for the middle sum of (3.19)
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
∣∣∣∣ 1k1 . . . kp sin
(
k1pi
N
)
. . . sin
(
kppi
N
)∣∣∣∣ < p log pN C.
Finally, we may estimate the exterior sum of (3.19) if we sum over p
n∑
p=2
n!
(n− p)!
1
pip
p∑
m=1
∑
k1+...+kp=mN
k1,...,kp 6=0
−N+m<ki<N+m
∣∣∣∣ 1k1 . . . kp sin
(
k1pi
N
)
. . . sin
(
kppi
N
)∣∣∣∣ <
<
n∑
p=2
n!
(n− p)!
1
pip
p log p
N
C
=
n!
N
[
n∑
p=2
p log p
(n− p)!pip
]
C.
It can be shown that the last term in the above sum is the dominant term
n∑
p=2
p log p
(n− p)!pip = O
(
n log n
pin
)
,
which gives us the result that was stated at the beginning∣∣∣∣∫J n Xn(θ1, . . . , θn) dθ1 . . . dθn
∣∣∣∣ < n!N n log npin C.
We now have all the necessary elements to describe how ESU(N)(k,J )
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and EU(N)(k,J ) are related asymptotically.
Theorem 24. Let J be a SU(N) Gram interval. For any k = 0, . . . , N ,
under the assumption (3.17), we have
ESU(N)(k,J ) = EU(N)(k,J ) +O
(
1
N
)
.
Proof. We know from (3.15) that
ESU(N)(k,J ) = EU(N)(k,J )+
N∑
n=k
(−1)n−k
k!(n− k)!
∫
J n
Xn(θ1, . . . , θn) dθ1 . . . dθn.
By applying the triangle inequality for the distance between ESU(N)(k,J )
and EU(N)(k,J ), together with formula (3.18), we get
∣∣ESU(N)(k,J )− EU(N)(k,J )∣∣ =
∣∣∣∣∣
N∑
n=k
(−1)n−k
k!(n− k)!
∫
Jn
Xn(θ1, . . . , θn) dθ1 . . . dθn
∣∣∣∣∣
≤
N∑
n=k
1
k!(n− k)!
∣∣∣∣∫J n Xn(θ1, . . . , θn) dθ1 . . . dθn
∣∣∣∣
<
N∑
n=k
1
k!(n− k)!
n!
N
n log n
pin
C
=
1
N
[
N∑
n=k
(
n
k
)
n log n
pin
]
C.
For k fixed, if we consider the series
S =
∞∑
n=k
an,
where
an =
(
n
k
)
n log n
pin
,
it can be shown that
L = lim
n→∞
n
(
an
an+1
− 1
)
= lim
n→∞
n
[
pi
n(n+ 1− k) log n
(n+ 1)2 log(n+ 1)
− 1
]
=∞.
And because L > 1, according to the Raabe−Duhamel test for conver-
gence, this implies that the series S is convergent. In particular, it implies
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that the partial sum of S is bounded by a constant
N∑
n=k
(
n
k
)
n log n
pin
= O(1),
which gives us the main result
∣∣ESU(N)(k,J )− EU(N)(k,J )∣∣ < 1
N
C.
3.6 The X1 and X2 terms
Now that we know the magnitude of
∫
J n X
n(θ1, . . . , θn) dθ1 . . . dθn, we
will focus on computing this quantity explicitly for n = 1, 2
Theorem 25. We have
a)
∫
J
X1(θ1) dθ1 = 0,
b)
∫
J 2
X2(θ1, θ2) dθ1dθ2 = − 1
N
4[γ + log 2pi − Ci(2pi)]
pi2
+O
(
1
N3
)
,
where Ci(x) is the cosine integral function.
Proof. a) As previously mentioned, the only terms from the Fourier ex-
pansion of the Dyson product that make non-zero contributions to the
one-level density are the constant term and the cosine terms that depend
only on θ1. In the case of the U(N) Dyson product, there is no cosine
term that depends only on θ1, and the constant term is known to be N !
([33], [36], [111], [112])
DU(N)(θ1, . . . , θN) = N ! + . . . .
By applying (3.6), we recover the known U(N) one-level density
R1U(N)(θ1) =
N
2pi
.
In order to compute the SU(N) one-level density, we return to the
notation zj = e
iθj from Section 3.4, where we had
DU(N)(θ1, . . . , θN) =
∏
1≤j<k≤N
(
2− zj
zk
− zk
zj
)
. (3.20)
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We separate the factors with z1 from the rest of the product
DU(N)(θ1, . . . , θN) =
(
2− z1
z2
− z2
z1
)
. . .
(
2− z1
zN
− zN
z1
)
×
×
∏
2≤j<k≤N
(
2− zj
zk
− zk
zj
)
.
When we open all the brackets on the first row, one of the terms that we
get is(
2− z1
z2
− z2
z1
)
. . .
(
2− z1
zN
− zN
z1
)
= (−1)N−1 z
N−1
1
z2 . . . zN
+ other terms.
This term is obtained simply by taking the fraction with z1 in the nu-
merator from each of the above factors. And since the second row∏
2≤j<k≤N
(
2− zj
zk
− zk
zj
)
= DU(N−1)(θ2, . . . , θN)
doesn’t contain any z1 and its constant term is (N−1)!, this implies that
the coefficient of
zN−11
z2 . . . zN
in the expansion of (3.20) is (−1)N−1(N − 1)!
Similarly, the coefficient of
z2 . . . zN
zN−11
is also (−1)N−1(N − 1)!.
Now, because
zN−11
z2 . . . zN
+
z2 . . . zN
zN−11
= ei((N−1)θ1−θ2−...−θN ) + e−i((N−1)θ1−θ2−...−θN )
= 2 cos((N − 1)θ1 − θ2 − . . .− θN),
this means that in the Fourier expansion of DU(N)(θ1, . . . , θN) the coeffi-
cient of
cos((N − 1)θ1 − θ2 − . . .− θN)
will be 2(−1)N−1(N − 1)!.
DU(N)(θ1, . . . , θN) = N !+2(−1)N−1(N−1)! cos((N−1)θ1−θ2−. . .−θN)+. . .
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We know that by setting θN = −θ1 − . . . − θN−1, DU(N)(θ1, . . . , θN)
becomes DSU(N)(θ1, . . . , θN−1), and the term cos((N−1)θ1−θ2− . . .−θN)
becomes cos(Nθ1). Obviously, the constant term of DSU(N)(θ1, . . . , θN−1)
is still N !, so we have that
DSU(N)(θ1, . . . , θN−1) = N ! + 2(−1)N−1(N − 1)! cos(Nθ1) + . . . .
We see that, unlike DU(N)(θ1, . . . , θN), the DSU(N)(θ1, . . . , θN−1) does con-
tain a cosine term that depends only on θ1. We now use (3.7) to get the
SU(N) one-level density
R1SU(N)(θ1) =
N
2pi
+
2(−1)N−1 cos(Nθ1)
2pi
= R1U(N)(θ1) +
2(−1)N−1 cos(Nθ1)
2pi
.
By definition, X1(θ1) is the difference between R
1
SU(N)(θ1) and R
1
U(N)(θ1),
X1(θ1) =
2(−1)N−1 cos(Nθ1)
2pi
.
It is now straightforward to see that if we integrate X1(θ1) over a SU(N)
Gram interval like
J =
[
−pi, −pi + 2pi
N
)
,
we get ∫
J
X1(θ1) dθ1 = 0.
b) For the U(N) two-level density, we get a contribution from the
constant term, together with the cosine terms that depend only on θ1, θ2,
which are
DU(N)(θ1, . . . , θN) = N !− (N − 2)! 2
N−1∑
a=1
(N − a) cos(aθ1 − aθ2) + . . .
and, as a consequence of (3.6)
R2U(N)(θ1, θ2) =
1
(2pi)2
[
(N − 1)N − 2
N−1∑
a=1
(N − a) cos(aθ1 − aθ2)
]
.
Now, in order to compute the SU(N) two-level density, we recall that
DSU(N)(θ1, . . . , θN−1) contains all the terms in DU(N)(θ1, . . . , θN) that de-
pended only on θ1, θ2 plus several additional ones, which are
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DSU(N)(θ1, . . . , θN−1) =
[
N !− (N − 2)!
N−1∑
a=1
2(N − a) cos(aθ1 − aθ2)
]
+
+ 2(−1)N−1(N − 1)![cos(Nθ1) + cos(Nθ2)] + 4(N − 2)! cos(Nθ1 +Nθ2)−
− 2(N − 2)![cos((N + 1)θ1 + (N − 1)θ2) + cos((N − 1)θ1 + (N + 1)θ2)]+
+ 4(−1)N−2(N − 2)!
N−1∑
k1=1
N−1∑
k2=1
k1+k2=N
cos(k1θ1 + k2θ2) + . . . .
Applying (3.7), this leads to the fact that the SU(N) two-level density
can be written in terms of the U(N) two-level density plus an additional
contribution
R2SU(N)(θ1, θ2) =
= R2U(N)(θ1, θ2) +
2
(2pi)2
[(−1)N−1(N − 1)[cos(Nθ1) + cos(Nθ2)]+
+ 2(−1)N−2
N−1∑
k1=1
N−1∑
k2=1
k1+k2=N
cos(k1θ1 + k2θ2) + 2 cos(Nθ1 +Nθ2)−
− cos((N + 1)θ1 + (N − 1)θ2)− cos((N − 1)θ1 + (N + 1)θ2)].
As mentioned, this additional contribution represents the X2(θ1, θ2) term
X2(θ1, θ2) =
=
2
(2pi)2
[(−1)N−1(N − 1)[cos(Nθ1) + cos(Nθ2)]+
+ 2(−1)N−2
N−1∑
k1=1
N−1∑
k2=1
k1+k2=N
cos(k1θ1 + k2θ2) + 2 cos(Nθ1 +Nθ2)−
− cos((N + 1)θ1 + (N − 1)θ2)− cos((N − 1)θ1 + (N + 1)θ2)].
This can be used to show that its integral over a pair of SU(N) Gram
intervals is given by∫
J 2
X2(θ1, θ2) dθ1dθ2 =
=
4
pi2
 1N2 − 1 (sin piN )2 −
N−1∑
k1=1
N−1∑
k2=1
k1+k2=N
1
k1 k2
sin
(
k1pi
N
)
sin
(
k2pi
N
) .
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We remark that the double sum can be re-expressed as a single sum
N−1∑
k1=1
N−1∑
k2=1
k1+k2=N
1
k1 k2
sin
(
k1pi
N
)
sin
(
k2pi
N
)
=
=
N−1∑
k=1
1
k(N − k) sin
(
kpi
N
)
sin
(
pi − kpi
N
)
=
2
N
N∑
k=1
1
k
(
sin
kpi
N
)2
,
and using Euler−Maclaurin summation (1.16), this sum can be approx-
imated by an integral,
N∑
k=1
1
k
(
sin
kpi
N
)2
=
=
∫ N
1
1
x
(
sin
xpi
N
)2
dx+O
(
1
N2
)
=
∫ 1
1
N
(sin ypi)2
y
dy +O
(
1
N2
)
.
The integral, in turn, can be expressed in terms of the cosine integral
function Ci(x)∫ 1
1
N
(sin ypi)2
y
dy =
1
2
[
Ci
(
2pi
N
)
− Ci(2pi)− log
(
1
N
)]
,
where Ci(x) is defined as
Ci(x) := −
∫ ∞
x
cos t
t
dt
= γ + log x+
∞∑
n=1
(−1)nx2n
2n(2n)!
.
This implies that the above sum is equal to
N∑
k=1
1
k
(
sin
kpi
N
)2
=
1
2
[γ + log(2pi)− Ci(2pi)] +O
(
1
N2
)
,
while the double sum becomes
N−1∑
k1=1
N−1∑
k2=1
k1+k2=N
1
k1 k2
sin
(
k1pi
N
)
sin
(
k2pi
N
)
=
1
N
[γ+log(2pi)−Ci(2pi)]+O
(
1
N3
)
.
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In the case of the first term in the integral of X2(θ1, θ2), as N in-
creases, it has the order of magnitude
1
N2 − 1
(
sin
pi
N
)2
= O
(
1
N4
)
.
Putting the previous results back together, we obtain that the con-
tribution coming from the integral of X2(θ1, θ2) is∫
J 2
X2(θ1, θ2) dθ1dθ2 = − α
N
+O
(
1
N3
)
,
where
α :=
4[γ + log(2pi)− Ci(2pi)]
pi2
≈ 0.987944 . . . .
Numerical results suggest that the value of the integral ofXn(θ1, . . . , θn)
over J n decreases as n = 2, . . . , N increases, which implies that the in-
tegral of the X2(θ1, θ2) term gives the main error to ESU(N)(k,J ). How-
ever, according to (3.15), X2(θ1, θ2) appears in ESU(N)(k,J ) only for
k = 0, 1, 2. Keeping also in mind that in this case, the term n = 1 of the
sum is zero, we get the following approximations for these probabilities
ESU(N)(0,J ) = EU(N)(0,J ) +
N∑
n=2
(−1)n
0!n!
∫
J n
Xn(θ1, . . . , θn) dθ1 . . . dθn
= EU(N)(0,J ) + 1
2
∫
J 2
X2(θ1, θ2) dθ1dθ2 + . . .
≈ EU(N)(0,J )− α
2N
,
ESU(N)(1,J ) = EU(N)(1,J ) +
N∑
n=2
(−1)n−1
1!(n− 1)!
∫
J n
Xn(θ1, . . . , θn) dθ1 . . . dθn
= EU(N)(1,J )−
∫
J 2
X2(θ1, θ2) dθ1dθ2 + . . .
≈ EU(N)(1,J ) + α
N
,
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ESU(N)(2,J ) = EU(N)(2,J ) +
N∑
n=2
(−1)n−2
2!(n− 2)!
∫
J n
Xn(θ1, . . . , θn) dθ1 . . . dθn
= EU(N)(2,J ) + 1
2
∫
J 2
X2(θ1, θ2) dθ1dθ2 + . . .
≈ EU(N)(2,J )− α
2N
.
In conclusion, we note that in the largeN limit, the SU(N)-probability
of finding 0, 1, or 2 eigenangles in a SU(N) Gram interval converges to
the U(N)-probability of finding 0, 1, or 2 eigenangles in an arbitrary in-
terval of length 2pi
N
, and we have estimated the rate of convergence. This
confirms a prediction previously made by Odlyzko [79], who claimed that
“it seems reasonable to expect that at large heights the local
distribution of the zeros will be independent of Gram points,
which leads to the above assumption (2.10). In other words,
the expectation is that at large heights, any grid of points
spaced like the Gram points would exhibit similar behavior
with respect to location of zeros.”
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Chapter 4
Numerical analysis
4.1 Description of data
In order to further verify the results of the previous chapter, I have de-
veloped a computer code in C++ that analyzed Gram’s Law for the zeta
zeros of the LMFDB database [62], [81], [83]. This database contains the
imaginary parts of the first 103,800,788,359 non-trivial zeros, all stored
at ±2−102 absolute precision, or an accuracy of almost 30 decimals.
The zeros are located in 14,580 binary files, which together occupy
approximatively 1.3 terabytes. Each file is named zeros <t>.dat, where
<t> represents the starting point up the critical line covered by this
file. The first file is zeros 14.dat (because 14 is the integer part of the
smallest zeta zero), and the final file is zeros 29536946000.dat, which
covers the range from T0 = 30,607,946,000 to T1 = 30,610,046,000.
For most files, we have T1 - T0 = 2,100,000, except for the first 4 files,
which span a shorter range
• zeros 14.dat covers [14, 5, 000];
• zeros 5000.dat covers [5, 000, 26, 000];
• zeros 26000.dat covers [26, 000, 236, 000];
• zeros 236000.dat covers [236, 000, 446, 000].
For each file, the zeros are grouped in a certain number of blocks
(most files contain 1,000 blocks, with each covering a range of 2,100).
Also, every file zeros <t>.dat has the following structure
• B, a 64 bit unsigned integer that represents the exact number of
blocks in the current file;
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• for each block
– t0, a 64 bit double, giving the height at which this block starts;
– t1, a 64 bit double, giving the height at which this block ends;
– N0, a 64 bit unsigned integer, that is the number of zeros with
imaginary part between 0 and t0;
– N1, a 64 bit unsigned integer, that is the number of zeros with
imaginary part between 0 and t1;
– y1, . . . , yN1−N0, are 104 bit unsigned integers, which contain
the information necessary to reconstruct the zeros.
Remark 7. These blocks are not related in any way to the concept of
Gram blocks, introduced in Chapter 1.
4.2 The IEEE double-precision floating-point
format
For each block, the values which represent the heights t0, t1 are
stored in the IEEE 754 double-precision binary floating-point format.
For example, in the case of the zeros 14.dat file, the first 8 bytes (or
64 bits), expressed in hexadecimal, are
01 00 00 00 00 00 00 00.
This implies that the file has B = 1 blocks. The next 8 bytes are
00 00 00 00 00 00 2C 40.
If we reverse the order, this becomes
40 2C 00 00 00 00 00 00.
Converting from hexadecimal to binary, we get a string of 64 bits
01000000 00101100 00000000 00000000
00000000 00000000 00000000 00000000
The first bit represents the sign
s = 0.
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The next 11 bits give the exponent,
10000000010
which, converted to decimal, is
e = 1026.
The remaining 52 bits form the mantissa
b51 . . . b0 = 1100 . . . 00.
The general formula for converting from IEEE 754 double-precision bi-
nary floating-point format is
(−1)s 2e−1023
(
1 +
52∑
i=1
b52−i2−i
)
.
Applying this in the above example, we get
(−1)0 21026−1023(1 + 2−1 + 2−2) = 23(1 + 2−1 + 2−2) = 14.0,
which is the height t0 at which the file zeros 14.dat begins.
4.3 Reconstruction of zeta zeros
Each block covers a certain range [t0, t1] on the critical line, and
contains the information necessary to reconstruct the zeros in that range.
This information is essentially a list of gaps between the consecutive
N1-N0 zeros within that block. Each gap ym is stored as 13 bytes (104
bits), and the n-th zero of that block may be computed from the first n
gaps, using the formula
zn = t0 + 2
−101
n∑
m=1
ym.
The n-th zero can also be computed in terms of the previous zero and yn
zn = zn−1 + 2−101yn.
For example, going back to the file zeros 14.dat, the first gap is
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given by
04 4F AB 19 B6 62 18 6D 73 DE 65 80 DA.
Converting from hexadecimal to decimal, this becomes
y1 = 341568813571635725508154851546.
Therefore, the value of the first zero is
z1 = t0 + 2
−101y1
= 14.1347251417346937904572519835625.
Similarly, for the second gap, we have
DC 64 E1 5F 41 47 BE 5F DE 59 F2 29 77
which can be covered to
y2 = 17461416712258725981254736554359,
and thus we get that the second zero is
z2 = t0 + 2
−101(y1 + y2)
= 21.0220396387715549926284795938969.
With these remarks, it is straightforward to implement a function that
computes the (i + 1)-th zero inside a block, where i ≥ 0. For simplicity
and clarity, all the functions presented in this chapter are written in
pseudo-code, rather than a particular programming language (all integer
variables will implicitly be assumed as unsigned integers).
function compute_ith_zero( &zero , i, start , *memblock )
{
float y = HexToDec (& memblock[start + 40 + i*13], 13)
zero = zero + pow(2.0, -101) * y
}
Here, memblock is a pointer to the location of the memory address
where the content of the entire current file is stored; start represents the
number of bytes from the beginning of the file up to the current block.
In order to reach the gap for the (i + 1)-th zero, we have to pass the
first start bytes of memblock, plus another 8 × 5 = 40 bytes (from B,
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t0, t1, N0, N1 of the current block), plus the gaps for the first i zeros,
each of which has 13 bytes. Once this position is reached, the 13 bytes
corresponding to the (i + 1)-th gap are converted from hexadecimal to
decimal and stored in the variable y. The variable zero initially contains
the value of the i-th zero, which is subsequently replaced with the (i+1)-
th zero.
4.4 Computation of Gram points
Unlike the zeta zeros, the first 100,000,000,000 Gram points are not
stored in memory; instead they are computed directly during run-time.
The function g(n, error) takes as input an integer n and a real number
error. It computes the n-th Gram point at a precision of at least error
(set to 10−30), using the technique described in Section 1.4. The final
result is stored in the real variable res.
The following auxiliary functions are also required
• lambert w0(x) is a C++ implementation for the Lambert W func-
tion (1.22) (which can be found in the Boost library [9]);
• theta(x) is an implementation of the theta function, using the first
terms of the asymptotic series expansion (1.11);
• theta prime(x) represents the first order derivative of the theta
function (1.24);
• abs(x) returns the absolute value of x.
function g(n, error)
{
float e = 2.718281828459045235360287471352
float pi = 3.141592653589793238462643383279
float res = 2 * pi * exp(1 + lambert_w0 ((8*n + 1) /
(8*e)))
// newton ’s method for f(x) = 0
// f(x) = theta(x) - n*pi
// f’(x) = theta ’(x)
// x = x - f(x)/f’(x)
float f = theta(res) - n * pi
float abs_f = abs(f)
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while( abs_f > error )
{
float f_prime = theta_prime(res)
res = res - f / f_prime
f = theta(res) - n * pi
abs_f = abs(f)
}
return res
}
4.5 Gram’s Law within a block
In general, we will be interested in verifying Gram’s Law between
two Gram points denoted by g n1 and g n2. The input variables are
the indices n1, n2, and the Gram points are computed with the function
described in the previous section
float g_n1 = g(n1, error)
float g_n2 = g(n2, error)
The simplest case for checking Gram’s Law is that in which both
g n1 and g n2 are located in the same block, of the same file. The
function grams law in block from upto() treats this case. Among its
arguments, g n1, g n2, n1, start, t0, t1, memblock and error have
already been presented; nr of zeros represents the total number of zeros
in that block. GL[] is a vector (or array) with 5 integer elements, that
are at first all initialized to 0. At run-time, the zeros between t0 and
g n1 are ignored. Then, for each Gram interval between g n1 and g n2,
the variable counter counts the number of zeros in that interval, and
GL[counter] is incremented by 1. At the end, GL[0] has the number of
Gram intervals with no zeros, GL[1] gives the number of Gram intervals
that have exactly 1 zero, and so on.
The case when g n1 and g n2 are in different blocks requires 3 sepa-
rate functions; however, each of these is just a variation of the function
presented above. The function grams law in block from() processes
the block that contains g n1, the function grams law in block upto()
processes the block that has g n2, and grams law in block whole()
analyses every intermediate block between them.
The function grams law in block from() ignores all the zeros be-
tween t0 and g n1 and analyses in the usual way all the Gram intervals
between g n1, and the last Gram point before t1; finally, it counts the
zeros between the last Gram point and t1, it stores the number in the
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transfer counter variable, which is sent to the function that handles
the next block, together with the vector GL[]
The function grams law in block upto() receives transfer counter
and GL[] from the function that handled the previous block; it counts
the zeros between t0 and the first Gram point, it adds the number to
transfer counter, and GL[transfer counter] is increased by 1. The
Gram intervals, first Gram point and g n2 are analyzed in the usual way.
The function grams law in block whole() is essentially a combina-
tion of the two functions described above.
function grams_law_in_block_from_upto( g_n1 , g_n2 , n1,
nr_of_zeros , start , t0 , t1 , *memblock , GL[], error )
{
// initialization
int i = 0
float zero = t0
compute_ith_zero( zero , i, start , memblock )
while( (zero < g_n1) & (i < nr_of_zeros) )
{
i++
compute_ith_zero( zero , i, start , memblock )
}
int counter
int n = n1 + 1 // index of the next gram point
float gp_old = g(n-1)
float gp_new = g(n) // intermediate gram point
while( gp_new <= g_n2 )
{
counter = 0
while( (zero < gp_new) & (i < nr_of_zeros) )
{
counter ++
i++
compute_ith_zero( zero , i, start , memblock )
}
GL[counter ]++
n++
gp_old = gp_new
gp_new = g(n)
}
}
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function grams_law_in_block_from( g_n1 , n1, nr_of_zeros
, start , t0, t1, *memblock , GL[], &transfer_counter ,
&transfer_n , error )
{
// initialization
int i = 0
float = t0
compute_ith_zero( zero , i, start , memblock )
// ignore zeros below g_n1
while( (zero < g_n1) & (i < nr_of_zeros) )
{
i++
compute_ith_zero( zero , i, start , memblock )
}
int counter
int n = n1 + 1
float gp_old = g(n-1)
float gp_new = g(n)
// verifify GL between g_n1 and the last gram point
smaller than t1
while( gp_new <= t1 )
{
counter = 0
while( (zero < gp_new) & (i < nr_of_zeros) )
{
counter ++
i++;
compute_ith_zero( zero , i, start , memblock )
}
GL[counter ]++
n++
gp_old = gp_new
gp_new = g(n)
}
// count the zeros between the last gram point
smaller than t1 , and t1
transfer_counter = nr_of_zeros - i
transfer_n = n
if (transfer_counter > 0)
for ( int j = i+1; j < nr_of_zeros; j++ )
compute_ith_zero( zero , j, start , memblock )
}
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function grams_law_in_block_upto( g_n2 , nr_of_zeros ,
start , t0 , t1 , *memblock , GL[], &transfer_counter , &
transfer_n , error )
{
// initialization
int i = 0
float zero = t0
compute_ith_zero( zero , i, start , memblock )
int counter = transfer_counter
int n = transfer_n
float gp_old = g(n-1)
float gp_new = g(n)
// take care of the gram interval in the gap between
blocks
while( (zero < gp_new) & (i < nr_of_zeros) )
{
counter ++
i++
compute_ith_zero( zero , i, start , memblock )
}
GL[counter ]++
n++
gp_old = gp_new
gp_new = g(n)
// take care of the rest of the gram intervals up to
g_n2
while( gp_new <= g_n2 )
{
counter = 0
while( (zero < gp_new) & (i < nr_of_zeros) )
{
counter ++
i++
compute_ith_zero( zero , i, start , memblock )
}
GL[counter ]++
n++
gp_old = gp_new
gp_new = g(n)
}
}
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function grams_law_in_block_whole( nr_of_zeros , start ,
t0, t1, *memblock , GL[], &transfer_counter , &
transfer_n , error )
{
// initialization
int i = 0
float zero = t0
compute_ith_zero( zero , i, start , memblock )
int counter = transfer_counter
int n = transfer_n
float gp_old = g(n-1)
float gp_new = g(n)
// take care of the gram interval in the gap between
blocks
while( (zero < gp_new) & (i < nr_of_zeros) )
{
counter ++
i++
compute_ith_zero( zero , i, start , memblock )
}
GL[counter ]++
n++
gp_old = gp_new
gp_new = g(n)
// verifify GL between g_n1 and the last gram point
smaller than t1
while( gp_new <= t1 )
{
counter = 0
while( (zero < gp_new) & (i < nr_of_zeros) )
{
counter ++
i++
compute_ith_zero( zero , i, start , memblock )
}
GL[counter ]++
n++
gp_old = gp_new
gp_new = g(n)
}
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// count the zeros between the last gram point
smaller than t1 , and t1
transfer_counter = nr_of_zeros - i
transfer_n = n
if (transfer_counter > 0)
for ( int j = i+1; j < nr_of_zeros; j++ )
compute_ith_zero( zero , j, start , memblock )
}
It is straightforward to see how the above functions can be combined
to treat the case when g n1 and g n2 are in different blocks, of different
files (this was the case for all the results presented in the next section).
4.6 Gram’s Law for the first 1011 intervals
The following table displays the number (not the proportion) of Gram
intervals that contain exactly k zeros, for the first 100 billion Gram in-
tervals, in groups of 1 billion intervals per row (in other words, we have
109GM,M+109(k), for M = 0, 10
9, . . . , 99× 109).
M k = 0 k = 1 k = 2 k = 3 k = 4
0 137078280 727627711 133509760 1784226 23
1,000,000,000 139668886 722499776 135993815 1837499 24
2,000,000,000 140511345 720832311 136801377 1854932 35
3,000,000,000 141037402 719785380 137317062 1860129 27
4,000,000,000 141417109 719033978 137680746 1868138 29
5,000,000,000 141705730 718460220 137962408 1871603 39
6,000,000,000 141947538 717979999 138197436 1874980 47
7,000,000,000 142167980 717544668 138406770 1880536 46
8,000,000,000 142338445 717206257 138572188 1883073 37
9,000,000,000 142482740 716919638 138712555 1885016 51
10,000,000,000 142634785 716619586 138856535 1889032 62
11,000,000,000 142761621 716366072 138983042 1889216 49
12,000,000,000 142870614 716151258 139085699 1892373 56
13,000,000,000 142971851 715949722 139185047 1893335 45
14,000,000,000 143066090 715761605 139278578 1893670 57
15,000,000,000 143153458 715590466 139358746 1897278 52
16,000,000,000 143239730 715418877 139443120 1898208 65
17,000,000,000 143310496 715275867 139516832 1896751 54
18,000,000,000 143392098 715116064 139591643 1900130 65
19,000,000,000 143451241 714998796 139648761 1901126 76
Table 4.1: 109GM,M+109(k) for M = 0, 10
9, . . . , 19× 109
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M k = 0 k = 1 k = 2 k = 3 k = 4
20,000,000,000 143522107 714858356 139717026 1902452 59
21,000,000,000 143590287 714722152 139784903 1902590 68
22,000,000,000 143637865 714625660 139835144 1901272 59
23,000,000,000 143693181 714516592 139887332 1902836 59
24,000,000,000 143756289 714395768 139939663 1908213 67
25,000,000,000 143795064 714316431 139982011 1906430 64
26,000,000,000 143847858 714210151 140036191 1905733 67
27,000,000,000 143889000 714129704 140073650 1907589 57
28,000,000,000 143932799 714042955 140115747 1908444 55
29,000,000,000 143985994 713937651 140166782 1909507 66
30,000,000,000 144024610 713859117 140207998 1908213 62
31,000,000,000 144057847 713793432 140239652 1909011 58
32,000,000,000 144105138 713701490 140281672 1911634 66
33,000,000,000 144139426 713630359 140321078 1909063 74
34,000,000,000 144176147 713559787 140352050 1911953 63
35,000,000,000 144209054 713494545 140383813 1912522 66
36,000,000,000 144237921 713435636 140415021 1911366 56
37,000,000,000 144273180 713366219 140448090 1912443 68
38,000,000,000 144308785 713293899 140485920 1911323 73
39,000,000,000 144340647 713233335 140511464 1914479 75
40,000,000,000 144376060 713163245 140545404 1915218 73
41,000,000,000 144401710 713110714 140573517 1913983 76
42,000,000,000 144434488 713045395 140605823 1914218 76
43,000,000,000 144462344 712991960 140629124 1916495 77
44,000,000,000 144478251 712957862 140649578 1914254 55
45,000,000,000 144512422 712891763 140679292 1916439 84
46,000,000,000 144550011 712816411 140717205 1916312 61
47,000,000,000 144556732 712804567 140720742 1917888 71
48,000,000,000 144594118 712730015 140757705 1918073 89
49,000,000,000 144608245 712699958 140775412 1916322 63
50,000,000,000 144632777 712651920 140797900 1917332 71
51,000,000,000 144662888 712592768 140825880 1918384 80
52,000,000,000 144687093 712545048 140848694 1919096 69
53,000,000,000 144706592 712505135 140870038 1918151 84
54,000,000,000 144722747 712474556 140882730 1919884 83
55,000,000,000 144749487 712421085 140909435 1919927 66
56,000,000,000 144768133 712384525 140926634 1920625 83
57,000,000,000 144790088 712339643 140950519 1919681 69
58,000,000,000 144819333 712282985 140976101 1921511 70
59,000,000,000 144836167 712247734 140996104 1919922 73
Table 4.2: 109GM,M+109(k) for M = 20× 109, . . . , 59× 109
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M k = 0 k = 1 k = 2 k = 3 k = 4
60,000,000,000 144849912 712221917 141006489 1921623 59
61,000,000,000 144871888 712176703 141031008 1920323 78
62,000,000,000 144879388 712161738 141038434 1920366 74
63,000,000,000 144905074 712110758 141063336 1920759 73
64,000,000,000 144923535 712074213 141081032 1921157 63
65,000,000,000 144940978 712040285 141096571 1922090 76
66,000,000,000 144959021 712005111 141112786 1923011 71
67,000,000,000 144966619 711988810 141122582 1921930 59
68,000,000,000 144993784 711933665 141151392 1921085 74
69,000,000,000 145015351 711893640 141166742 1924192 75
70,000,000,000 145034919 711853720 141187872 1923420 69
71,000,000,000 145048712 711826374 141201176 1923678 60
72,000,000,000 145060118 711804086 141211541 1924188 67
73,000,000,000 145081017 711763036 141230950 1924924 73
74,000,000,000 145092325 711738945 141245204 1923457 69
75,000,000,000 145104401 711715891 141255087 1924549 72
76,000,000,000 145120237 711684575 141270215 1924897 76
77,000,000,000 145123475 711678524 141272607 1925314 80
78,000,000,000 145155927 711614343 141303606 1926051 73
79,000,000,000 145166484 711590898 141318828 1923713 77
80,000,000,000 145181893 711562560 141329279 1926191 77
81,000,000,000 145192199 711539830 141343824 1924066 81
82,000,000,000 145205330 711514203 141355678 1924715 74
83,000,000,000 145213980 711497481 141363166 1925305 68
84,000,000,000 145227407 711470386 141377083 1925048 76
85,000,000,000 145252566 711421485 141399412 1926458 79
86,000,000,000 145256363 711414062 141402858 1926645 72
87,000,000,000 145281048 711365703 141425510 1927679 60
88,000,000,000 145287264 711351123 141436034 1925507 72
89,000,000,000 145301306 711322414 141451335 1924864 81
90,000,000,000 145315454 711296405 141460910 1927149 82
91,000,000,000 145332364 711265217 141472548 1929797 74
92,000,000,000 145335930 711256553 141479191 1928239 87
93,000,000,000 145346214 711233625 141494159 1925951 51
94,000,000,000 145350374 711225992 141496971 1926586 77
95,000,000,000 145372098 711182814 141518147 1926872 69
96,000,000,000 145393373 711140846 141538271 1927428 82
97,000,000,000 145395439 711136346 141541068 1927070 77
98,000,000,000 145401383 711126476 141542966 1929108 67
99,000,000,000 145434630 711060311 141575571 1929405 83
Table 4.3: 109GM,M+109(k) for M = 60× 109, . . . , 99× 109
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Summing up the results in all the above columns, we obtain that out
the entire range that was considered, the number of Gram intervals with
precisely k zeros is
k = 0 k = 1 k = 2 k = 3 k = 4
14,419,450,104 71,352,179,843 14,037,296,603 191,066,849 6,601
In particular, we remark that the total number of zeros in the first
100,000,000,000 Gram intervals is exactly
71, 352, 179, 843 + 2× 14, 037, 296, 603 + 3× 191, 066, 849 + 4× 6, 601 =
= 100, 000, 000, 000
(as mentioned in Chapter 1, [g−1, g0) and γ1 are not counted).
As mentioned, all the Gram points and zeta zeros were considered
at an accuracy of almost 10−30 (for this purpose, the variables in the
code were implemented using the MPFR format [77]). This precision is
considered to be enough, because the closest zero and Gram point in this
whole range were found to be the 4, 565, 968, 685-th Gram point
g4,565,968,685 = 1, 564, 857, 893.112865537745330361035860865125
and the 4, 565, 968, 686-th zero
γ4,565,968,686 = 1, 564, 857, 893.112865537745413923236496208804.
The distance between them is significantly less than 10−30
γ4,565,968,686 − g4,565,968,685 = 0.000000000000083562200635343679.
4.7 Comparison with previous results
As an additional way to check the veracity of the code, I also tried
to use it to reproduce the previously known results of van de Lune et al,
reported in Table 5 on page 672 of [64]; that table contains an analysis
of Gram’s Law for the first 1.5 billion Gram intervals, in steps of 100
million per row. The corresponding values generated by my algorithm
are displayed here in Table 4.4. If we compare this table with the one
from [64], we remark that the only minor differences appear on three of
the fifteen rows; specifically, rows 1, 6 and 14 of van de Lune’s table give
the following numbers
100
L M k = 0 k = 1 k = 2 k = 3 k = 4
0 100000000 13197331 73771910 12864188 166570 1
500000001 600000000 13795033 72589842 13435215 179909 0
1300000000 1400000000 13952735 72278368 13585060 183836 1
As can be seen, the discrepancies (marked in bold) affect only the last
digit, and since the computations in this thesis were performed at a much
higher accuracy than those in [64], we claim that the values presented in
Table 4.4 are the correct ones.
L M k = 0 k = 1 k = 2 k = 3 k = 4
0 100000000 13197331 73771911 12864186 166571 1
100000000 200000000 13534327 73106626 13183768 175278 1
200000000 300000000 13641172 72895112 13286261 177454 1
300000000 400000000 13711578 72755501 13354267 178651 3
400000000 500000001 13756913 72666325 13396614 180148 1
500000001 600000000 13795031 72589846 13435213 179909 0
600000000 700000000 13826622 72528206 13463727 181440 5
700000000 800000000 13849738 72481722 13487344 181194 2
800000000 900000000 13871424 72439079 13507575 181917 5
900000000 1000000003 13894145 72393385 13530805 181664 4
1000000003 1100000001 13908465 72365865 13542874 182791 3
1100000001 1200000000 13924978 72332789 13559487 182744 1
1200000000 1300000000 13940406 72302046 13574692 182854 2
1300000000 1400000000 13952734 72278370 13585059 183836 1
1400000000 1500000000 13964556 72254377 13597581 183483 3
Table 4.4: 108GL,M(k) for k = 0, 1, 2, 3, 4
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Chapter 5
Other remarks and further
work
5.1 Averages over U(N)
Lemma 4. If f(θ) is any 2pi-periodic (integrable) function, and p ∈ Z is
an arbitrary constant, we have that
∫
U(N)
N∏
n=1
f(λn) dµU(N) =
∫
U(N)
N∏
n=1
f(λn+p(λ1+. . .+λN)) dµU(N), (5.1)
where the average over U(N) matrices was defined in (2.7) to be∫
U(N)
g(λ1, . . . , λN) dµU(N) =
=
∫
[−pi,pi)N
g(λ1, . . . , λN)PU(N)(λ1, . . . , λN) dλ1 . . . dλN .
Proof. First, we recall that the complex Fourier series expansion of the
Dyson product
DU(N)(λ1, . . . , λN) =
∏
1≤j<k≤N
|eiλj − eiλk |2
=
∏
1≤j<k≤N
(eiλj − eiλk)(e−iλj − e−iλk)
=
∏
1≤j<k≤N
(
2− e
iλj
eiλk
− e
iλk
eiλj
)
=
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN e
i(j1λ1+...+jNλN )
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has the property that its coefficients cj1,...,jN are non-zero if and only if
their indices satisfy j1 + . . . + jN = 0 and |jl| < N for all l = 1, . . . , N
(for the purpose of this proof, the actual values of the coefficients cj1,...,jN
will not be relevant, only that they vanish if j1 + . . .+ jN 6= 0).
This means that the LHS of (5.1) can be written as
∫
[−pi,pi)N
N∏
n=1
f(λn)PU(N)(λ1, . . . , λN) dλ1 . . . dλN =
=
1
N !(2pi)N
∫
[−pi,pi)N
f(λ1) . . . f(λN)
∏
1≤j<k≤N
|eiλj − eiλk |2 dλ1 . . . dλN
=
1
N !(2pi)N
∫
[−pi,pi)N
f(λ1) . . . f(λN)×
×
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN e
ij1λ1 . . . eijNλN dλ1 . . . dλN
=
1
N !
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN
(
1
2pi
∫ pi
−pi
f(λ1)e
ij1λ1dλ1
)
. . .
. . .
(
1
2pi
∫ pi
−pi
f(λN)e
ijNλNdλN
)
=
1
N !
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN f̂j1 . . . f̂jn ,
where
f̂j =
1
2pi
∫ pi
−pi
eijθf(θ)dθ
are the coefficients in the Fourier expansion of f
f(θ) =
∞∑
j=−∞
f̂je
−ijθ.
By applying the same Fourier expansion to the integrand on the RHS of
(5.1), we get
N∏
n=1
f(λn + p(λ1 + . . .+ λN)) =
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=
N∏
n=1
f
(p+ 1)λn + p N∑
m=1
m 6=n
λm

=
N∏
n=1
[∑
kn∈Z
f̂kne
−ikn((p+1)λn+p
∑
m 6=n λm)
]
.
Expanding out the product and then re-arranging the exponents such
that we collect all the λn terms into a single exponent, we have
=
∑
k1∈Z
. . .
∑
kN∈Z
[
f̂k1 . . . f̂kN
N∏
n=1
e−iλn((p+1)kn+p
∑
m 6=n km)
]
.
With this, the RHS of (5.1) now becomes
∫
[−pi,pi)N
N∏
n=1
f(λn + p(λ1 + . . .+ λN))PU(N)(λ1, . . . , λN) dλ1 . . . dλN =
=
1
N !(2pi)N
∫
[−pi,pi)N
∑
(k1,...,kN )∈ZN
[
f̂k1 . . . f̂kN
N∏
n=1
e−iλn((p+1)kn+p
∑
m 6=n km)
]
×
×
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN e
ij1λ1 . . . eijNλN dλ1 . . . dλN =
=
1
N !(2pi)N
∑
(k1,...,kN )∈ZN
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN f̂k1 . . . f̂kN×
×
(∫ pi
−pi
eiλ1(j1−(p+1)k1−p
∑
m 6=1 km)dλ1
)
. . .
. . .
(∫ pi
−pi
eiλN(jN−(p+1)kN−p
∑
m 6=N km)dλN
)
.
We separate this sum into two parts
• For those N -tuples (k1, . . . , kN) ∈ ZN and (j1, . . . , jN) ∈ ZN for
which
j1 = (p+ 1)k1 + p
N∑
m=1
m6=1
km = k1 + p(k1 + . . .+ kN) (5.2)
. . . . . . . . . . . . . . .
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jN = (p+ 1)kN + p
N∑
m=1
m6=N
km = kN + p(k1 + . . .+ kN)
(at the same time) all the exponents are zero, and the sum becomes in
this case
1
N !(2pi)N
∑
(k1,...,kN )∈ZN
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN f̂k1 . . . f̂kN
(∫ pi
−pi
dλ1
)
. . .
(∫ pi
−pi
dλN
)
=
=
1
N !
∑
(k1,...,kN )∈ZN
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN f̂k1 . . . f̂kN .
Also, the restriction j1 + . . . + jN = 0 combined with all the conditions
in (5.2) implies k1 + . . . + kN = 0, which again, combined with all the
conditions in (5.2) gives us that j1 = k1, . . . , jN = kN , so the above sum
reduces to
=
1
N !
∑
(j1,...,jN )∈ZN
j1+...+jN=0
|jl|<N
cj1,...,jN f̂j1 . . . f̂jN ,
which has been shown to be equal to the LHS of (5.1);
• In the case of those N -tuples (k1, . . . , kN) ∈ ZN and (j1, . . . , jN) ∈
ZN for which at least one of the conditions in (5.2) is not true, that is
jn 6= (p+ 1)kn + p
N∑
m=1
m6=n
km
for at least one n = 1, . . . , N , we have that the corresponding integral
∫ pi
−pi
eiλn(jn−(p+1)kn−p
∑
m 6=n km)dλn = 2
sin pi
(
jn − (p+ 1)kn − p
∑
m6=n
km
)
jn − (p+ 1)kn − p
∑
m6=n
km
= 0,
because p was assumed to be an integer. This means that all the remain-
ing terms in the sum that were not considered in the first case are zero,
and the proof is complete.
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5.2 SU(N) Haar measure has mass 1
Let A be a matrix with eigenvalues eiλ1 , . . . , eiλN and its characteristic
polynomial defined as in Section 2.2
ΛA(θ) = det(I − Ae−iθ)
=
N∏
n=1
(1− ei(λn−θ)).
If we take the function f from the previous result to be f(θ) = |1− eiθ|s
where s ∈ C with Re s > −1, then the integrand of the LHS of (5.1)
becomes
N∏
n=1
f(λn) =
∣∣∣∣∣
N∏
n=1
(1− eiλn)
∣∣∣∣∣
s
= |ΛA(0)|s,
while on the RHS we get
N∏
n=1
f(λn + p(λ1 + . . .+ λN)) =
∣∣∣∣∣
N∏
n=1
(1− ei(λn+p(λ1+...+λN )))
∣∣∣∣∣
s
= |ΛA(−p(λ1 + . . .+ λN))|s.
Putting these together, the previous result implies that for any p ∈ Z∫
U(N)
|ΛA(0)|s dµU(N) =
∫
U(N)
|ΛA(−p(λ1 + . . .+ λN))|s dµU(N). (5.3)
It is also well-know from [51] that
∫
U(N)
|ΛA(0)|s dµU(N) =
N∏
j=1
Γ(j)Γ(j + s)[
Γ
(
j +
s
2
)]2 .
In particular, by taking p = 1 and s = 2, we can use these to prove that
the Haar probability measure of the SU(N) group has total mass 1.∫
SU(N+1)
dµSU(N+1) =
1
(N + 1)!(2pi)N
∫
[−pi,pi)N
∏
1≤j<k≤N
|eiλj − eiλk |2×
×
∏
1≤j≤N
|eiλj − e−i(λ1+...+λN )|2 dλ1 . . . dλN
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=
1
N + 1
1
N !(2pi)N
∫
[−pi,pi)N
∏
1≤j<k≤N
|eiλj − eiλk |2×
×
∣∣∣∣∣ ∏
1≤j≤N
(1− ei(λj+λ1+...+λN ))
∣∣∣∣∣
2
dλ1 . . . dλN
=
1
N + 1
∫
U(N)
|ΛA(−(λ1 + . . .+ λN))|2 dµU(N)
=
1
N + 1
∫
U(N)
|ΛA(0)|2 dµU(N)
=
1
N + 1
N∏
j=1
Γ(j)Γ(j + 2)
[Γ(j + 1)]2
= 1.
5.3 Generalizing a Selberg-type integral
Start by considering the following quantity∫
U(N)
|ΛA(−(λ1 + . . .+ λN))|s dµU(N) =
=
1
N !(2pi)N
∫
[−pi,pi)N
|ΛA(−(λ1 + . . .+ λN))|s×
×
∏
1≤j<k≤N
|eiλj − eiλk |2 dλ1 . . . dλN
=
1
N !(2pi)N
∫
[−pi,pi)N
∣∣∣∣∣ ∏
1≤j≤N
(1− ei(λj+λ1+...+λN ))
∣∣∣∣∣
s
×
×
∏
1≤j<k≤N
|eiλj − eiλk |2 dλ1 . . . dλN
=
2sN 2N(N−1)
N !(2pi)N
∫
[−pi,pi)N
∏
1≤j≤N
∣∣∣∣sin(λj + λ1 + . . .+ λN2
)∣∣∣∣s×
×
∏
1≤j<k≤N
∣∣∣∣sin(λj − λk2
)∣∣∣∣2 dλ1 . . . dλN .
We apply the first change of variables
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λj
2
→ λj, 1 ≤ j ≤ N
with Jacobian 2N ; the above quantity becomes
=
2sN 2N(N−1) 2N
N !(2pi)N
∫
[−pi,pi)N
∏
1≤j≤N
| sin(λj + λ1 + . . .+ λN)|s×
×
∏
1≤j<k≤N
| sin(λj − λk)|2 dλ1 . . . dλN =
=
2N
2+sN
N !(2pi)N
∫
[−pi,pi)N
∏
1≤j≤N
| sinλj cos(λ1 + . . .+ λN)+
+ cosλj sin(λ1 + . . .+ λN)|s×
×
∏
1≤j<k≤N
| sinλj cosλk − sinλk cosλj|2 dλ1 . . . dλN .
We perform the second change of variables
xj = tanλj ⇔ λj = atan xj. (5.4)
Because
∂
∂xj
atan xj =
1
1 + x2j
,
the corresponding Jacobian is
N∏
j=1
1
1 + x2j
.
We will also need the fact that
cos2 λj =
1
1 + tan2 λj
=
1
1 + x2j
.
We now apply this change of variables separately for the two products in
the above integrand
•
∏
1≤j<k≤N
| sinλj cosλk − sinλk cosλj|2 =
=
∏
1≤j<k≤N
(cosλj cosλk)
2
∏
1≤j<k≤N
| tanλj − tanλk|2
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=
N∏
j=1
(cos2 λj)
N−1 ∏
1≤j<k≤N
| tanλj − tanλk|2
=
(
N∏
j=1
1
1 + x2j
)N−1 ∏
1≤j<k≤N
|xj − xk|2.
• If we define the elementary symmetric polynomials in x1, . . . , xN
e0 = 1
e1 = x1 + . . .+ xN = tanλ1 + . . .+ tanλN
e2 =
∑
j<k
xjxk =
∑
j<k
tanλj tanλk
. . . . . . . . . . . . . . .
eN = x1 . . . xN = tanλ1 . . . tanλN ,
then it can be proved (by induction) that
sin
(
N∑
k=1
λk
)
=
(
N∏
k=1
cosλk
)
(e1 − e3 + e5 − . . .),
and
cos
(
N∑
k=1
λk
)
=
(
N∏
k=1
cosλk
)
(e0 − e2 + e4 − . . .).
Also, if we denote by
S0 = e0 − e2 + e4 − . . .
S1 = e1 − e3 + e5 − . . . ,
then it can be shown that
arctanx1 + . . .+ arctanxN = arctan
S1
S0
,
and
(1 + x21) . . . (1 + x
2
N) = S
2
0 + S
2
1 .
We now have everything we need to apply the change of variables (5.4)
to the other product in the integrand
109
N∏
j=1
| sinλj cos(λ1 + . . .+ λN) + cosλj sin(λ1 + . . .+ λN)|s =
=
N∏
j=1
∣∣∣∣∣sinλj
(
N∏
k=1
cosλk
)
(e0 − e2 + e4 − . . .)+
+ cosλj
(
N∏
k=1
cosλk
)
(e1 − e3 + e5 − . . .)
∣∣∣∣∣
s
=
(
N∏
k=1
cosλk
)Ns
×
×
N∏
j=1
| sinλj(e0 − e2 + e4 − . . .) + cosλj(e1 − e3 + e5 − . . .)|s
=
(
N∏
k=1
cosλk
)Ns( N∏
k=1
cosλk
)s
×
×
N∏
j=1
| tanλj(e0 − e2 + e4 − . . .) + (e1 − e3 + e5 − . . .)|s
=
(
N∏
j=1
1
1 + x2j
)Ns
2
+ s
2 N∏
j=1
|xj S0 + S1|s .
Putting everything together we finally get∫
U(N)
|ΛA(−(λ1 + . . .+ λN))|s dµU(N) =
=
2N
2+sN
N !(2pi)N
∫
[−pi,pi)N
∏
1≤j≤N
| sinλj cos(λ1 + . . .+ λN)+
+ cosλj sin(λ1 + . . .+ λN)|s×
×
∏
1≤j<k≤N
| sinλj cosλk − sinλk cosλj|2 dλ1 . . . dλN
110
=
2N
2+sN
N !(2pi)N
∫
RN
(
N∏
j=1
1
1 + x2j
)Ns
2
+ s
2 N∏
j=1
|xj S0 + S1|s×
×
(
N∏
j=1
1
1 + x2j
)N−1 ∏
1≤j<k≤N
|xj − xk|2
(
N∏
j=1
1
1 + x2j
)
dx1 . . . dxN
=
2N
2+Ns
N !(2pi)N
∫
RN
(
N∏
j=1
1
1 + x2j
)Ns
2
+ s
2
+N N∏
j=1
|xj S0 + S1|s×
×
∏
1≤j<k≤N
|xj − xk|2 dx1 . . . dxN .
One of the main results of [51] was to prove that∫
U(N)
|ΛA(0)|s dµU(N) =
=
2N
2+Ns
N !(2pi)N
∫
RN
(
N∏
j=1
1
1 + x2j
) s
2
+N ∏
1≤j<k≤N
|xj − xk|2 dx1 . . . dxN
so, combining this with formula (5.3) from the previous corollary, we have
2N
2+Ns
N !(2pi)N
∫
RN
(
N∏
j=1
1
1 + x2j
)Ns
2
+ s
2
+N N∏
j=1
|xj S0 + S1|s×
×
∏
1≤j<k≤N
|xj − xk|2 dx1 . . . dxN =
=
2N
2+Ns
N !(2pi)N
∫
RN
(
N∏
j=1
1
1 + x2j
) s
2
+N ∏
1≤j<k≤N
|xj − xk|2 dx1 . . . dxN
=
N∏
j=1
Γ(j)Γ(j + s)[
Γ
(
j +
s
2
)]2
(it would also be interesting if one could find a more direct proof of the
above equality).
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5.4 Further work
The results discussed in previous chapters could be further extended
in several new directions.
It is very likely that the methods and techniques developed through
Chapters 2 – 3 could also be applied to create a RMT analogue of Gram
blocks, as defined in Section 1.6. This could then be used to obtain
a probabilistic model that quantifies the frequency with which Rosser’s
Rule holds true. And in order to verify the validity of this model, one
could implement an algorithm that analyzes Rosser’s Rule for the first
100 billion zeta zeros from the LMFDB database.
Throughout this thesis, we have focused mostly on improving Fujii’s
conjecture, as stated in (2.12) (for a single Gram interval); the conclusion
was that the rates of convergence differ, but the limits coincide. However,
it is important to keep in mind that in Fujii’s paper [31], his original
conjecture was defined in a more general sense, as in (2.10) (for several
consecutive Gram intervals). It would be interesting to apply the ideas
of this thesis to Fujii’s initial conjecture, and see if the same conclusion
holds (presumably it does). It is possible that this analysis would overlap
to a certain extent with the one mentioned in the previous paragraph.
The final results of Chapter 3 are dependent on conjecture (3.17)
regarding the upper bound on the Dyson coefficients. It would be very
useful if one could find a combinatorial argument to prove this conjecture,
so that the results of Chapter 3 would hold unconditionally. Ideally, one
would like to have an explicit formula for as many of these coefficients as
possible, but this is known to be a very difficult problem.
Another interesting question would be if it is possible to extend the
results of this thesis to the case of Dirichlet L-functions. In order to
do that, one would have to first find a way to define Gram points for L-
functions. This could be either the points at which the L-function is real,
or at which the smooth part of the zero counting function is an integer.
Following the discussion from Section 2.4, it is clear that the RMT
analogue of the Hardy Z-function can be considered to be
zA(θ) := 2
N
N∏
j=1
sin
(
θj − θ
2
)
.
A final area of research would be to use this function in order to obtain
RMT analogues for the moments of the Hardy Z function evaluated at
Gram points, which were reviewed in subsections 1.5.1 and 1.5.2.
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