1. Introduction. In this paper we deal with a problem, raised by Peter Sarnak, about rigidity in the Selberg class . Roughly speaking, the problem is as follows: Is every continuous one-parameter family Ᏺ = {F (s; ξ)} ξ ∈R of functions in a shifted family, that is,
with F j ∈ and h j (ξ ) continuous? We need some preliminaries in order to give a precise formulation of the problem and our results. We refer to the survey paper [4] for the basic notation, definitions, and results about .
Given a function F ∈ , we denote by a n (F ) its nth coefficient and write
where the µ j appear in the -factors of a functional equation of F (s). We recall that the shift θ F is an invariant of F (s) (see [4, Section 8] ). Moreover, for every entire F ∈ and every θ ∈ R, the shifted function F θ (s) = F (s +iθ) belongs to . We also recall the Selberg orthonormality conjecture, asserting that if F, G ∈ are primitive functions, then We further recall that under Selberg orthonormality conjecture, has unique factorization into primitive functions, the only primitive function with a pole at s = 1 is the Riemann zeta function ζ(s), and F θ (s) is a primitive function if θ ∈ R and if F ∈ are primitive and entire (see [4, Section 4] ).
We say a primitive function F ∈ is normal if θ F = 0. Assuming Selberg orthonormality conjecture, we normalize any primitive function F ∈ in the following way:
if F (s) has a pole at s = 1, thenF (s) = F (s) = ζ(s), already primitive and normal; if F (s) is entire, thenF (s) = F −θ F /d F (s), primitive and normal. Here d F denotes the degree of F (s).
We say a function F ∈ is normal if it is a product of normal primitive functions. In view of the unique factorization, every F ∈ can be normalized in a unique way as follows:
It is easy to see that F (s) ∼ G(s) ⇐⇒F (s) =G(s)
is an equivalence relation in , and we choose the set of normal functions F ∈ as representatives of / ∼. Another problem raised by Sarnak deals with the countability of modulo shifts. We may state the problem by asking if / ∼ is countable. (1.1) Observe that in order to state (1.1), we essentially need to assume the Selberg orthonormality conjecture. Observe also that the simpler equivalence relation in ,
F (s) ≈ G(s) ⇐⇒ G(s) = F θ (s) for some θ ∈ R,
does not give rise to a countable quotient / ≈. In fact, the functions ζ (s)L(s +iθ, χ), χ primitive Dirichlet character, are nonequivalent under ≈ for every θ ∈ R. However, if we restrict ≈ to the set ᏼ of all primitive functions in , then we expect that ᏼ/ ≈ is countable. (1.2) Assertions (1.1) and (1.2) are two forms of the countability conjecture for . Observe that (1.2) does not require the assumption of the Selberg orthonormality conjecture, and it is easy to see that the two forms of the countability conjecture are equivalent under the Selberg orthonormality conjecture. Hence, under the Selberg orthonormality conjecture, we refer indifferently to (1.1) or (1.2) as the countability conjecture.
A one-parameter family Ᏺ = {F (s; ξ)} ξ ∈R of functions in is called a continuous family if for every s 0 ∈ C\{1}, the mapping Finally, we state the rigidity conjecture for :
every continuous family is a shifted family.
Sarnak remarked that the countability and rigidity conjectures are closely related, and in fact our first result shows that the rigidity conjecture is a consequence of the countability conjecture, under the Selberg orthonormality conjecture. We remark that the Selberg orthonormality conjecture is used in a rather mild way in the proof of Theorem 1. In fact, it is clear from the proof that Theorem 1 still holds if we replace the Selberg orthonormality conjecture by its corollary, asserting that has unique factorization and that the shifts of entire primitive functions are still primitive. In such a case, the countability conjecture is assumed in the form (1.2).
Theorem 1 has been independently obtained by U. Vorhauer and E. Wirsing (see [7] ). We remark that, in our approach, Theorem 1 is a consequence of Baire's theorem in general topology, while in Vorhauer-Wirsing's approach, it follows from a theorem of Sierpiński on a connectedness property of the real line.
Now we turn to our main result. Consider a one-parameter family Ᏺ = {F (s; ξ)} ξ ∈ᐁ of Dirichlet series in the complex variable s, where ᐁ ⊃ R is a domain in C. We denote by a n (ξ ) the nth coefficient of such Dirichlet series. The family Ᏺ is called an analytic family
(ii) for every n ∈ N, the mapping ξ → a n (ξ ) is holomorphic on a domain ᐁ n ⊃ R; (iii) for every ξ ∈ R, the function F (s; ξ) belongs to . Observe that, in particular, the restriction to R of an analytic family is a continuous family.
In the case of an analytic family Ᏺ, we expect that the functions h j (ξ ) in (1.3) can be chosen to be holomorphic on a suitable domain ᐂ ⊃ R. In this case, Ᏺ is called an analytic shifted family. We remark that the functions h j (ξ ) coming from Theorem 1 are, even in the case of an analytic family, not necessarily holomorphic. This can be seen considering the analytic family Ᏺ = F (s + i sin ξ)F (s + i cos ξ) ξ ∈C , F ∈ entire and primitive, (1.4) where the functions h j (ξ ) coming from the proof of Theorem 1 are in fact
However, in accordance with our expectation, we have the following theorem.
Theorem 2. Assume the Selberg orthonormality conjecture and the countability conjecture. Then every analytic family is an analytic shifted family.
We remark that, by Corollary 4.1, we have h j (ξ ) ∈ R for ξ ∈ R. We also remark that the above domains ᐁ and ᐂ are not necessarily coincident. In fact, consider the family
where F ∈ is entire. In this case, we can choose ᐁ = C, while the functions h 1 (ξ ) and h 2 (ξ ) have branch points at ξ = ±i. However, Theorem 2 excludes that such a possibility happens for ξ ∈ R.
Examples (1.4) and (1.5) also give some indication of the difficulties one must face in order to prove Theorem 2. In fact, the proof of Theorem 2 is based on tools from complex analysis in several variables, and part of our analysis deals with problems coming from the branches of the involved functions. We refer to Section 2 for an outline of the proof of Theorem 2. We remark that the Selberg orthonormality conjecture is used in Theorem 2 more substantially than in Theorem 1 (see Lemma 5.1).
We have been informed by Vorhauer and Wirsing that they now have a proof of Theorem 2 based on the theory of Riemann surfaces instead of complex analysis in several variables.
We observe that Theorems 1 and 2 are in fact corollaries of the following more general result, which can be proved exactly in the same way. Let Ꮿ 0 be a countable set of primitive functions of and let Ꮿ denote the multiplicative semigroup generated by the functions in Ꮿ 0 and all their shifts. We have the following theorem. Let Ᏺ = {F (s; ξ)} ξ ∈R be a continuous family. In agreement with the rigidity conjecture, we expect that there exists a choice of the data of the functions F (s; ξ) that is continuous in ξ . Therefore, the main invariants associated with F (s; ξ), and in particular the degree d(ξ ), are expected to be continuous in ξ . This is, of course, the case under the hypotheses of Theorem 1. We shall deal with this and similar problems in a future paper.
Given two continuous families Ᏺ i = {F i (s; ξ)} ξ ∈R , i = 1, 2, we define We finally remark that, with the aim of deducing results like those of Theorems 1 and 2, variants of the definition of continuous and analytic family are certainly possible. In fact, the well-known formula for the nth coefficient of a Dirichlet series allows us to show that there is some freedom in the choice of such definitions. We only note, without discussing details, that such variants can be expressed, for example, in terms of uniform bounds for the functions F (s; ξ), the coefficients a n (ξ ), or for the abscissa of absolute convergence σ (ξ).
Outline of the proof of Theorem 2.
Our starting point is the expression for F (s; ξ) provided by Theorem 1, that is, the basic identity (1.3) for (s, ξ ) ∈ C × R, from which we get an identity of type
where the ν j are certain positive integers. We want to invert (2.1) and hence, for a given prime k-tuple p = (p 1 , . . . , p k ), we consider the holomorphic function :
The Selberg orthonormality conjecture implies that the Jacobian determinant det J (x) of the function (x) does not vanish for some x = (h 1 (ξ), . . . , h k (ξ )) and some prime k-tuple p (see Lemma 5.1 and (5.5), (5.7)). Hence the inverse function theorem provides the holomorphic continuation of the functions h j (ξ ) to a certain domain Ᏸ (see Section 5) . If Ᏸ ⊃ R, then Theorem 2 is proved; otherwise we may assume that
and our aim is to obtain the holomorphic continuation of the functions h j (ξ ) at ξ * .
Observe that the functions h j (ξ ), obtained by the above argument, do not necessarily coincide on Ᏸ ∩ R with the functions h j (ξ ) coming from Theorem 1 (see also (1.4) ). However, it is easy to see that the limit of h j (ξ ) as ξ → ξ * − exists for every j = 1, . . . , k. We denote such a limit by x * j , define h j (ξ * ) = x * j , and write
It is therefore tempting to try to use the Selberg orthonormality conjecture again in order to show that there exists a prime k-tuple p such that det J (x * ) = 0, thus obtaining the required holomorphic continuation of the functions h j (ξ ). However, the following example shows that in general this is not the case. Consider, in fact, the family given in (1.4). Then in this case, (2.1) becomes
and hence it is easy to check that if
The main part of the proof of Theorem 2 is therefore devoted to the analysis at x * of the analytic set
To this aim, we consider the holomorphic functions A :
where is a small disc at ξ * , and write y * = A(ξ * ). Clearly
By successive restrictions around x * , y * , and ξ * , we construct two branched coverings
where x * , y * , and ξ * are inner points of certain 1-dimensional irreducible analytic sets X * , Y * , and * , respectively. Moreover, such coverings have the property that X * ∩ J ⊂ {x * } and Ᏸ ∩ * is a nonempty open set. This construction depends on tools from complex analysis in several variables and on the unique factorization in the class * generated by all complex shifts of functions in (see Sections 4 and 6).
Observe that since we are interested in a local analysis at the three points ξ * , x * , and y * , we are in fact dealing with germs of analytic sets, holomorphic functions, and coverings.
Once the above situation is established, we get the analytic continuation of H (ξ) as a multivalued function on * \ {ξ * } by means of
where γ is any path in * avoiding ξ * , and t (y) is the local inverse of the function (x) at the point A(γ (t)). Moreover, the unique factorization in * implies that ξ * is an algebraic branch point of H (ξ) (see Lemma 6.10). Finally, by the theory of uniformization, we prove that H (ξ) has holomorphic continuation to * as a onevalued function, and Theorem 2 follows (see Section 7).
Proof of Theorem 1.
We prove Theorem 1 under the assumptions that has unique factorization and the shifts of entire primitive functions are still primitive. Moreover, we assume the countability conjecture in the form of (1.2).
We fix a set ᏼ 0 of representatives of ᏼ/ ≈ and denote by the set of all finite products of functions in ᏼ 0 . Let Ᏺ = {F (s; ξ)} ξ ∈R be a continuous family, and for every function F ∈,
and from our hypotheses we have that is countable. Hence, given any interval I , by Baire's theorem there exist a function F 0 ∈ and a nonempty interval I 0 ⊂ I such that
If F 0 (s) = 1 identically, then F (s; ξ) = 1 identically for every ξ ∈ Ꮽ(F 0 ), and hence by continuity we have F (s; ξ) = 1 identically for every ξ ∈ Ꮽ(F 0 ). Otherwise, writing
Consider the partition P = J 1 ∪ · · · ∪ J r of {1, . . . , k}, with r minimal, such that F i = F j for i, j ∈ J ν and ν = 1, . . . , r. We rearrange the functions g j (ξ ) to form new functions h j : Proof. Let ξ 0 ∈ Ꮽ(F 0 ) and ξ n → ξ 0 with ξ n ∈ Ꮽ(F 0 ). We start by observing that h j (ξ n ) is bounded for every j = 1, . . . , k. In fact, by the functional equation of the functions F j (s) and the properties of the function, we find a σ 0 < 0 and a function
we therefore see that all h j (ξ n ) are also bounded.
Suppose that ξ n and ξ n are two subsequences of ξ n such that
Then, for any fixed s = 1, by continuity we get
Hence by unique factorization there exists a permutation σ of the set {1, . . . , k} such that
From (3.4) we see that the partition P defined above is such that
and hence lim n→∞ h j ξ n (3.6) exists for every j = 1, . . . , k. Moreover, the same argument shows that such a limit does not depend on the sequence ξ n . Now suppose that ξ 0 ∈ Ꮽ(F 0 ) \ Ꮽ(F 0 ). Then we define
and by continuity, for s = 1 we have
which is a contradiction since (3.7) implies that
Finally, let ξ 0 ∈ Ꮽ(F 0 ) and ξ n → ξ 0 with ξ n ∈ Ꮽ(F 0 ). Then, in view of (3.6), writing
and arguing as in (3.7), for s = 1 we get
Hence the argument leading to (3.5) shows in this case that l j = h j (ξ 0 ) for j = 1, . . . , k; therefore, the functions h j (ξ ) are continuous and Lemma 3.1 is proved.
From Lemma 3.1, (3.2), and (3.3), we immediately get the following proposition. Let X denote the family of all intervals (α, β) ⊂ R satisfying the following:
Suppose X = ∅. Then since X is a closed subset of R, it is a complete metric space with the metric induced by R.
We apply Baire's theorem to X in the same way as before, thus getting an interval (a, b) and a function F 0 ∈ such that
is closed by Lemma 3.1. Therefore, the same argument of Lemma 3.1 gives
By Proposition 3.1, there exists I 0 ∈ X such that (a, b) ∩ I 0 = ∅, and for ξ ∈ I 0 we have
Since (a, b) contains points from X, we can assume without loss of generality that (a, b) ∩ I 0 = (α, β) with a < β < b, and from the maximality property of I 0 , we have β ∈ X. Hence by (3.8) and (3.9), we have
By unique factorization we have k = K, and we can assume without loss of generality that F j = G j and h j (β) = g j (β) for j = 1, . . . , k. This means that formula (3.8) holds everywhere in (a, b) , and hence (a, b) ⊂ I 0 , which is a contradiction.
Hence we have X = ∅, that is, 4. The class * . We define * to be the multiplicative semigroup generated by all complex shifts of functions F ∈ . Hence every F ∈ * can be written as
We define primitivity in * in the same way as it is defined in . In view of the factorization in , we may assume that all functions F j (s) in (4.1) are primitive in . We have the following lemma. Conversely, let F ∈ be primitive in , z ∈ C and write F (s + z) as a product of primitive functions in * . In view of the above observation, shifting by −z we get
We may clearly assume that z j = x j + iy j with
and comparing pth coefficients in (4.2), we get
Suppose that x 1 < 0. Multiplying both sides of (4.3) by a p (F 1 )p z 1 −1 and summing for p ≤ x, we obtain
Since x 1 < 0, in view of the Ramanujan conjecture axiom for the Selberg class and of the Selberg orthonormality conjecture, the left-hand side of (4.4) is bounded as x → ∞, and the right-hand side is log log x, which is a contradiction. Now suppose that x 1 > 0. Multiplying both sides of (4.3) by a p (F )p −1 and summing for p ≤ x, a similar argument leads again to a contradiction. Hence x 1 = 0.
Taking the square of the modulus of both sides of (4.3), dividing by p, and summing for p ≤ x we get
Arguing as before, the left-hand side of (4.5) is asymptotically equal to log log x and the right-hand side is greater than or equal to h log log x + O(1). Hence h = 1, and (4.4) becomes
From (4.6) and the Selberg orthonormality conjecture, we have
and hence k = 1 and Lemma 4.1 follows.
The argument leading to (4.7) also proves the following lemma. 
then z = iθ with θ ∈ R.
Now we turn to the main result of this section, which is the analogue of a wellknown result for . 
Arguing as in Lemma 4.1, we obtain that the left-hand side is greater than c log log x for some constant c > 0; hence there exists a 1 ≤ m 0 ≤ k such that
Therefore, u m 0 = 0, and hence by the Selberg orthonormality conjecture we have
which is a contradiction.
Corollary 4.1. Assume the Selberg orthonormality conjecture and suppose that
Proof. We may assume that the functions F j (s) are primitive in . By the factorization of F (s) into primitive functions in , we get From Corollary 4.1, we see that if a shift of a function in is still in , then such a shift must be purely imaginary, of course under the Selberg orthonormality conjecture. N ≥ 1, let  G 1 , . . . , G N ∈ be distinct primitive functions, let l 1 , . . . , l N be positive integers, and let p = (p 1 , . . . , p N ) be an N-tuple of distinct primes. Writing
Holomorphic continuation to a domain. For a given integer
, we have the following lemma. Denoting by r the set of all permutations of r elements, from the definition of determinant we have
Multiplying by a p 1 (G 1 )/p 1 and summing for p 1 ≤ x, from the Selberg orthonormality conjecture we get
. . , p r ), which contradicts the minimality of r.
By Theorem 1 we may fix an interval I 0 = ∅ such that for ξ ∈ I 0 , 
In fact, consider j = 1, 2 in (5.1); if F 1 = F 2 , then either (i) h 1 (ξ ) = h 2 (ξ ) for every ξ ∈ I 0 or (ii) there exists ξ 0 ∈ I 0 with h 1 (ξ 0 ) = h 2 (ξ 0 ). In the first case, we simply write 2 , while in the second there exists a subinterval ∅ = I 0 ⊂ I 0 on which h 1 (ξ ) = h 2 (ξ ). Now apply the same argument to the new expression for F (s; ξ), replacing I 0 by I 0 , and so on. The iteration stops after a finite number of steps, producing an expression of type (5.1) satisfying (5.2).
Comparing pth coefficients in (5.1), for every ξ ∈ I 0 we have
Since the functions F j (s) are primitive and normal, in view of (5.2) we may apply Lemma 5.1 for every fixed ξ ∈ I 0 , with N = k, G j (s) = F j (s +ih j (ξ )), and l j = ν j . Writing Hence from (5.3) we have that for ξ ∈ I 0 ,
Now consider the holomorphic function : C k → C k given by
, and hence, choosing
Therefore, by (5.5) we get det J (x) = 0 (5.8) for x = x(ξ ) and ξ ∈ I 0 . Moreover, for x = x(ξ ) and ξ ∈ I 0 , from (5.6) we have
. , a k (ξ ) .
By (5.8) and the inverse function theorem, (x) is locally biholomorphic at any such point x = x(ξ ); that is, for every ξ ∈ I 0 there exists a ball B (x) in C k at (x), x = x(ξ ), on which the local inverse (y) of the function (x) is defined and holomorphic. Now fix ξ 0 ∈ I 0 and a ball B ξ 0 in C at ξ 0 on which all functions a m (ξ ), m = 1, . . . , k, are holomorphic and satisfy
Clearly, for ξ ∈ I 0 ∩ B ξ 0 we have
and we define h 1 (ξ), . . . , h k (ξ ) by (5.9) for ξ ∈ B ξ 0 \ (I 0 ∩ B ξ 0 ) . Therefore, such functions h j (ξ ) are holomorphic on B ξ 0 and satisfy (5.6). Moreover, by analytic continuation, (5.1) is satisfied for every ξ ∈ B ξ 0 .
The above argument provides the holomorphic continuation of h 1 (ξ), . . . , h k (ξ ) as one-valued functions satisfying (5.1), and hence (5.6) as well, on a domain Ᏸ ⊃ I 0 . Moreover, all functions a m (ξ ), m = 1, . . . , k, are holomorphic on Ᏸ, Ᏸ ∩ R is an interval, and since h j (ξ ) ∈ R for ξ ∈ I 0 , j = 1, . . . , k, then by the reflection principle we have h j (ξ ) ∈ R for ξ ∈ Ᏸ ∩ R, j = 1, . . . , k.
We remark that the functions h j (ξ ) obtained by the above argument do not necessarily coincide for ξ ∈ Ᏸ ∩ R with the functions h j (ξ ) coming from Theorem 1 (see also (1.4) ).
If such domain Ᏸ already contains R, then Theorem 2 is proved. Otherwise, without loss of generality, we may assume that
In the next sections we prove that the functions h j (ξ ), j = 1, . . . , k, have holomorphic continuation to some ball B ξ * in C at ξ * as one-valued functions satisfying (5.1), and Theorem 2 immediately follows.
Analytic sets and coverings.
In this section we introduce certain analytic sets and coverings. We refer to Grauert-Fritzsche [2] , Grauert-Remmert [3] , Kaup-Kaup [5] , and Remmert [6] for the basic definitions and results we need. We only recall the main general results we use in our concrete situation. We wish to thank Ettore Carletti and Giacomo Monti Bragadin for useful discussions about such results. Coming back to the concrete situation of Section 5, let δ > 0 be such that all functions a m (ξ ), m = 1, . . . , k, are holomorphic on the closure of the disc = (δ) in C with center at ξ * and radius δ. Moreover, with abuse of notation, we denote by Ᏸ = Ᏸ(δ) the connected component containing the interval (ξ * − δ, ξ * ) of the intersection of the domain Ᏸ of Section 5 with (δ).
We consider the holomorphic functions
. . , h k (ξ ) .
Clearly Ᏸ and are domains, Ᏸ ⊂ , A(ξ ) is holomorphic on , and for ξ ∈ Ᏸ we have
Moreover, we write
We first observe that we may assume that A(ξ ) is nonconstant on . In fact, if the a m (ξ ) are all constant on , then they are identically constant, and hence, by (5.9), the functions h j (ξ ) are constant on Ᏸ. Therefore, from (5.1) we have that F (s; ξ) is constant on Ᏸ; hence it is a constant function of ξ and Theorem 2 follows in this case. We may therefore assume that a 1 (ξ ) is nonconstant on , and hence a 1 (ξ ) is not identically vanishing on . Moreover, since is compact, the function a 1 (ξ ) has a finite number of zeros in , and the set A −1 ({y * }) is finite. Hence we may choose δ > 0 in such a way that {ξ ∈ : a 1 (ξ ) = 0} ⊂ {ξ * } and
We have the following lemma. Proof. This is a well-known result in view of the above properties of the function A(ξ ) and of the domain (see, for example, [5, pp. 130-134] ). Clearly q − 1 is the minimum order of zero of the functions a j (ξ ) at ξ * , j = 1, . . . , k.
We write
Y 0 = A 0 and
Therefore, in particular, ξ * and y * are inner points of 0 and Y 0 , respectively, Ᏸ 0 ⊂ 0 is a nonempty domain, 0 \{ξ * } is arcwise connected, and
We have the following lemma.
Proof. We first show that Y 0 is locally analytic in C k and irreducible. If a j (ξ * ) = 0 for some j = 1, . . . , k, then the holomorphic mapping
has Jacobian matrix with rank = 1 at every point of 0 . Hence Y 0 is clearly locally analytic in C k and, moreover, Y 0 is irreducible by the lemma quoted in the proof of Lemma 6.1.
Otherwise, the argument is more involved, and we use Lemma 6.5 to prove that the holomorphic mapping (6.3) is locally proper. In fact, let y 0 ∈ Y 0 , y 0 = y * , write (6.4) and let B ξ j be a sufficiently small disc in C at ξ j , B ξ j ⊂ 0 \ {ξ * }, j = 1, . . . , q. Suppose that every compact neighborhood K y 0 of y 0 in Y 0 is such that
Then, by a simple compactness argument, there exist a sequence ξ n ∈ 0 \( 
Since K y 0 is closed, A −1 (K y 0 ) is a closed bounded set inside an open set and therefore it is compact. The same argument can be applied to y * as well, even in a simplified way, since y * has a unique counterimage in 0 . Therefore, the holomorphic mapping (6. In view of (6.5), we define (6.6) and hence (6.1) extends to ξ * as well, that is,
In fact, by (6.1) and (6.6), we have
Since J (ξ) is holomorphic and not identically vanishing on Ᏸ 0 , we have that
Therefore, in particular, dim C J = k − 1 in view of (5.7) and (6.7). Moreover, we may assume that Ᏸ 0 \ D 0 is still connected.
In view of (6.1) and since H (Ᏸ 0 ) is connected, we denote by U the connected component of −1 (V ) containing H (Ᏸ 0 ), where V is the domain in Lemma 6.6, and consider the set
Observe that U is a domain, X ⊃ H (Ᏸ 0 ), and X is an analytic set in U . In fact, if
define locally X at a point x 0 ∈ −1 ({y 0 }). Moreover, the Jacobian matrix J g (x) of the functions g j (x), j = 1, . . . , l, is
where J f (y) is the Jacobian matrix of the functions f j (y), j = 1, . . . , l. In view of (5.7), (6.7), (6.8), and Lemma 6.6, we have that
is a connected subset of the set of regular points of X. Therefore, there exists an irreducible component of X containing H (Ᏸ 0 ). We denote by X 0 such an irreducible component and observe that x * ∈ X 0 since, by construction, x * lies in the same connected component of H (Ᏸ 0 ). Moreover, both X 0 and X 0 \ {x * } are arcwise connected, and x * is an inner point of X 0 . Therefore, the above argument and (6.9) prove the following lemma.
Lemma 6.7. Assume the Selberg orthonormality conjecture. Then X 0 is an irreducible analytic set in U with dim C X 0 = 1. Moreover, X 0 ⊃ H (Ᏸ 0 ), X 0 \ {x * } is arcwise connected, and x * is an inner point of X 0 .
Consider further the analytic subset of X 0
Lemma 6.8. Assume the Selberg orthonormality conjecture. Then D 1 is a discrete subset of X 0 .
Proof. By (5.7), we have that det J (x) is not identically vanishing on X 0 . Hence from Lemmas 6.2 and 6.7, we get and hence (x) = y * for every x ∈ X 0 since X 0 is irreducible. Therefore, by (6.1), the function A(ξ ) is constant on Ᏸ 0 , which is a contradiction. Hence dim C D 1 = 0, and D 1 is therefore a discrete subset of X 0 .
In view of Lemma 6.8, there exists a ball B x * in C k at x * such that
that is, X 0 ∩ B x * is singular at most at x * and contains no counterimages of y * other than x * itself. We write X * = X 0 ∩ B x * and observe that by Lemma 6.7, the ball B x * can be chosen in such a way that the following lemma holds.
Lemma 6.9. Assume the Selberg orthonormality conjecture. Then X * is an irreducible analytic set in U * = U ∩ B x * with dim C X * = 1. Moreover, X * ∩ J ⊂ {x * }, X * ∩ H (Ᏸ 0 ) = ∅, X * \ {x * } is arcwise connected, and x * is an inner point of X * .
An important property of the holomorphic mapping | X * : X * → Y 0 is given by the following. 
Now let y ∈ (X * ) and let x ∈ −1 ({y}). Since the fiber of | X * at y * consists of the single element x * , we may assume that y = y * . Moreover, A −1 ({y}) consists exactly of q elements. Write x = (α 1 , . . . , α k ) and consider a path [0,1] from x 0 to x, avoiding x * . By the above construction, we get a point ξ ∈ A −1 ({y}) satisfying, by (6.13) and (6.14), (α 1 , . . . , α k ). Hence there are at most k! points x ∈ −1 ({y}) for which the above construction leads to the same point ξ ∈ A −1 ({y}). Therefore, there are at most q(k!) points in −1 ({y}), and Lemma 6.10 is proved.
The last lemma of this section is the following. Moreover, for every t ∈ [0, 1], there exists a ball B g (t) in C k at g(t) such that the local inverse t (y) of the function (x) is defined and holomorphic on B g (t) . Observe that the above construction is justified by Proposition 6.1. As a consequence, we obtain the holomorphic continuation of H (ξ) along any path γ [0, 1] and by Theorem 2, the involved functions are primitive since the families are primitive.
Hence by the unique factorization in , we have that h = k and the functions on the left-hand side are a permutation of those on the right-hand side for every ξ ∈ R. As a consequence, there exist j 0 , i 0 and a set Ꮽ ⊂ R with an accumulation point such that But two analytic families coincide if their members coincide for every ξ in a set having an accumulation point; hence Ᏺ j 0 = Ᏻ i 0 , which is a contradiction.
