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Automatic Recognition of Relative Clauses
with Missing Relative Pronoun 1
Kenton L. Chauncey
Brigham Young University
As I was pondering my thesis topic a few years ago, Professor Skousen suggested that I
do an analysis of the Tagged Brown Corpus. I told him that I wanted to do a thesis in
linguistics and that I didn't know anything about performing autopsies. He said it
wouldn't really be an autopsy, since the Brown Corpus isn't really dead yet, although it
is getting old. So I asked him what the body tag was for. He said it wasn't a body tag; it
was grammatical tags. For those of you unfamiliar with the Brown Corpus, it is a
corpus of about a million word~ compiled at Brown University (hence the name) by
Nelson Francis and Henry Kucera in the early 1960s. It aims at being representative
of American written English and contains 500 samples of about 2000 words each from
sixteen different categories, such as newspaper articles and science fiction. The Tagged
Brown Corpus has a grammatical tag assigned to each word and each punctuation mark.
There are two big advantages to using a database such as the Tagged Brown Corpus.
First, it eliminates the hassle of compiling a corpus. But more importantly, it
alleviates the necessity of having to provide a front-end to your program. A front-end
performs a preliminary analysis of the data and converts it into some form that your
program can use. For example, if you type in a sentence to be parsed, a dictionary
lookup will need to be performed to determine the possible parts of speech (or
whatever similar convention that your program requires) before parsing can take
place. With the Tagged Brown Corpus, the only preprocessing necessary is such as is
needed to convert its tags into ones that your program will recognize.
The objective of my thesis was to write a program to locate, in the tagged version of the
Brown Corpus, the object relative clauses that do not have an explicit relative
pronoun, or, in other words, "zero relatives". Object relatives are always restrictive
clauses. Relative clauses with relative pronouns were not considered because the
Tagged Brown Corpus tags wh- words according to whether they are used as
interrogative pronouns or relative pronouns. So Professor Skousen and I decided that I
would search for zero relatives. Below are two object relative clauses; the first with
the relative pronoun, the second with the relative pronoun deleted.
(1) The man that I saw was dead.

(2) The man I saw was dead.
The only difference between (1) and (2) is the presence or absence of the relative
pronoun. However, there is no difficulty in locating the relative clause in either case.
Why?
Now all linguistic theories have some form of handling relative clauses. Most involve
rewriting a noun or noun phrase as a noun or noun phrase plus a sentence, such as (3).

1For an expanded version of this paper, see Chauncey (1989).
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(3) NP -> NP + S
What I wanted to do was find a simple algorithm to accomplish this in perhaps an ad hoc
manner. At least ad hoc in the sense that it was not part of a larger, formal linguistic
theory. The rationale was that we process language in some sort of left-to-right
fashion (Ieft-to-right from the way we read English). That is, when we listen to
someone speaking, we don't wait until they have finished speaking to begin processing.
We process on the fly, taking what is being said and incorporating it into what has
already been said, and making predictions on what will be said. Each word that we hear
adds another piece to the puzzle, confirming or disproving our predictions of what is to
come. In the case of relative clauses, we normally have a relative pronoun to indicate
the beginning of the clause. Although relative pronouns can also be used as
interrogatives, they usually occur in mutually exclusive environments. But what
about zero relatives? We can recognize the relative clause just as easily in "the man I
saw" as we can in "the man that I saw". In these relative clauses, the relative pronoun
must be redundant. So the question was, could we take advantage of this redundancy and
find a simple way to locate zero relatives?
To digress briefly, you will probably agree that language is the most complex activity
that humans engage in on a daily basis. Fortunately, language is also extremely
redundant. That is, not every sound, letter, word, or phrase is necessary for the
hearer to understand the message.
Some parts of the message can be predicted by other parts that are present. It is this
redundancy, ironically, that makes language a useful medium for communication. With
zero redundancy, every bit of information would be completely necessary. The hearer
would need to hear every sound uttered by the speaker. To miss even one sound,
whether by inattention, noise, etc., would disrupt the integrity of the message. It has
been estimated that English, and perhaps all languages, is 50% redundant. At any rate,
there is much redundancy, and this should be considered and taken advantage of when
trying to parse natural language.
So equipped with this hope of redundancy, I set out to break the code of zero relatives.
As I thought about my thesis topic, it seemed alternately trivial or impossible. I had
collected a variety of relative clauses, and all the zero relatives seemed to Involve
adjacent noun phrases. It seemed that alii needed to do was to locate all of the noun
phrases, determine which were adjacent, and collect my $200 as I passed GO.
Then I started studying the various possibilities of adjacent noun phrases, such as
indirect object/direct object ("He gave rn.a the ball"), verbs that take two objects
("They elected .au..s.b. presjdent"), verb complements ("He told rn.a 11 wasn't ready"),
subjects preceded by introductory prepositional phrases ("Of course 11'11 be dark when
I get home"), etc., etc.--not to mention the adverbial constructions that can go almost
anywhere. It seemed that the only analysis I would get would be psychiatric.
However, it is also possible to overestimate the difficulty of a problem. Whenever
there is one simple way to solve a problem, there are usually numerous more difficult
ways to solve the same problem. Albert Einstein, who had a knack for finding the
lowest common denominator, said: "Everything should be made as simple as possible,
but not simpler." (Minsky, 1986, p. 17) The simplest method was in the data of the
Brown Corpus all along. It was a surprising discovery to me that it could be so simple.
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But as the creator of Transformational Generative Grammar asserts, "It is important
to learn to be surprised by simple things" (Chomsky, 1988, p. 43).
When I began, my goal was to locate 100 percent of the zero relatives and to flag none
that were not zero relatives, which corresponds to Chomsky's definition that a grammar
"generates all of the grammatical sequences ... and none of the ungrammatical ones"
(Chomsky, 1969, p. 13). However, I soon realized that success is often measured (and,
more particularly, would have to be in this study) at something less than perfection. I
began to envision the program more as a component of a larger analysis routine, a
heuristic subroutine that would flag occurrences with reasonable certainty, which could
then be verified or rejected by a more exacting syntactic analysis in the larger routine.
But even shooting for less than 100 percent seemed difficult. For example, my initial
algorithm required that the program locate noun phrases and determine if they were
"close" to each other. But besides determining what, if anything, could separate the head
noun from the subject of the relative clause, how could the program differentiate
between zero relatives and other examples of noun phrase + noun phrase? How would it
deal, for example, with indirect objecVdirect object, two objects, and verb
complements? At this point, J was ready to call in the cavalry.
About this time, I began working with actual tagged data. Almost immediately it was
apparent that step 1 above, locating noun phrases, was impossible--at least in the sense
that it was far beyond the scope of a Master's thesis. The first sentence in the Brown
Corpus will serve as an example. (4) below shows the sentence with the respective tags
placed below each word. Table 1 contains some of the more frequently used tags. 2
( 4)

The Fulton County Grand Jury said Friday an
AT NP-TL NN-TL JJ-TL NN-TL VBO NR
AT
investigation of Atlanta's recent primary election
NN
IN NP$
JJ
NN
NN
produced "no evidence" that any irregularities took place.
VBO
AT NN
CS OTI NNS
VB NN .

Ignore the hideous first noun phrase--which is AT NP-TL NN-TL JJ-TL NN-TL.
Temporarily assume that all tags ending with "-TL" (signifying "title") will collapse
into a single proper noun (although this assumption does not hold up). The second noun
phrase is simply the single word "Friday", which is tagged as an adverbial noun. It falls
between a verb and an article, so there is little trouble recognizing it as a separate unit.
The third noun phrase, "an investigation", is also relatively easy to separate, since it
follows the standard AT + NN (article + noun) formulation, and is delimited on the right
by a preposition.

2See Francis and Kucera (1979) for a complete list of tags.
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Table 1
Some FreQuently-Used Tags

------------------------------------------------TtG
DEFINITION
EXAMPLE
------------------------------------------------AT
article
a, an, the
CD
IN
JJ
NN
NNS
NP
PPO
PPS
PPSS
VB

cardinal number
preposition
adjective
singular noun
plural noun
proper noun
obj. personal pronoun
3rd sing. nom.
other nom. personal
pronouns
verb, base form

two, 2
to, in
. large
man
men
Bill
me, him, them
he, she, it, one
I, we, you, they
sing

Now the plot thickens. Following the prepoSition is a possessive proper noun. It is
possible that this noun could be the object of the preposition and therefore constitute a
noun phrase. However, an adjective follows, pointing to another noun farther down the
line. Does the possessive go with this coming noun or does it stand alone? To further
complicate matters, there is not just one noun following the adjective but two nouns,
back-to-back, and a finite verb following the second noun. So do we break after the
possessive? Or do we continue on and break between the two nouns, assuming, perhaps,
that the second noun is a mass noun (therefore not requiring an article) and the subject
of the verb "produced"? (Do we now have to check for mass nouns, which will then need
to be included in a dictionary?) Or do we somehow correctly realize that the entire
construction, i.e., "Atlanta's recent primary election", forms a single and moderately
complex noun phrase?
The situation does not improve; rather, it gets rapidly and exponentially worse.
Practically every sentence is a parsing nightmare. Ain't natural language grand!
Since it was too late to change topics, I continued to analyze my Brown subcorpus by hand
(or eye), hoping for some kind of breakthrough. Soon I had a few zero relatives to
assess. The first one that I found is contained in (5) below.
(5)

The largest hurdle the Republicans would have to face is
AT JJT
NN
AT NPS
MD HV TO VB BEZ
a state law which says that before making a first race,
AT NN NN WDT VBZ CS CS
VBG AT 00 NN ,
one of two alternative courses must be taken:
CD IN CD JJ
NNS
MD BE VBN :

The deleted "that" occurs between the two noun phrases "the largest hurdle" and "the
Republicans", the tags for the noun phrases being "AT JJT NN" and "AT NPS",
respectively. The next zero relative was contained in the segment "the highway bond
money it approved". And others followed. As I looked at them, a light finally flickered.

120

In every case, a noun (either a "NN" or some variant thereof) was immediately followed
by an "AT" or a personal subject pronoun. It couldn't be that simple, could it? Well, for
my purposes, did I really care what the entire noun phrase looked like? No, I was
simply trying to locate the deleted "that". So the question of whether it could be that
simple to locate the deleted "that" was an empirical question.
I continued analyzing my test corpus. Seven of the first 10 zero relatives were either
NN + AT (that is, singular noun + article)3 or NN + PPS(S) (singular noun +
nominative personal pronoun). Seventy percent with just three checks I English has a
much greater diversity with relative clauses than that, but it seemed a promising start.
However, finding the correct zero relatives was only half of the battle. Overflagging had
to be considered next.
Checking oveflagging would be a task ideally suited for the computer. I hurriedly
completed the test program. It allowed me to search for various adjacencies, such as NN
+ AT. Holding my breath, I ran the program on the first part of the corpus that I had
already gone over. It workedl The program found the three NN + AT that were zero
relatives and only found three occurrences of NN + AT that weren't zero relatives. It
wasn't 100 percent accurate, but the percentage was well within tolerance. NN + PPS
and NN + PPSS worked even better. All four zero relatives were located 'and there wasn't
a single overflagging. It seemed now that much of the problem would be discovering the
potential adjacencies, determining the degree of their productivity, and deciding which
adjacencies to incorporate into the program.
Once I accepted adjacency as the primary test for zero relatives, I also accepted as the
primary assumption (and hope) that there would not be any checks that would occur
frequently enough that they would have to be included in the program, but at the same
time cause so much overflagglng that they would skew my results. This assumption did
hold up, but only tenuously in some cases.
The above are just a few of the many adjacency pairs that were examined. Some
adjacencies were accepted or rejected on the basis of testing 100 sentences, either by
overwhelming evidence or by "Sprachgeftihl". Some adjacencies were tested through half
of the Brown Corpus. For example, "Mr." and "Mrs." and "Miss" are tagged as NP. As
shown in Table 2, NN + NP is not a productive pair. However, if the NP is "Mr.", then
the pair is productive (5-6), although very infrequent. "Miss", on the other hand, is
neither frequent nor productive (1-3). NN + NP(Miss), therefore, was not included.
After extended analysis, I began the crucial testing phase. The main test that the
program was to be subjected to was the analysis of a 10,000 word subcorpus (the "Test
Corpus") to be chosen by Prof. Skousen. I would first go through the corpus and locate
the zero relatives manually. The program would then have to find 90% of the zero
relatives. It was allowed an overflagging margin of 200%.

3The "+" used between tags is not meant to be construed as the adjoinment symbol used
in phrase structure grammars. Rather, it is more a symbol of concatenation or
adjacency.
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Table 2
. P d f .t
Some potential Adjacencies and Thelrro UC!VI Y

-----------------------------------------------------TEST
number
found
overflagged
example
of sentences
(approx.)

-----------------------------------------------------NN + AT
2000
7
40
"loan the"
NN + PPS(S)
2000
2100
NNS+AT
CD+AT
5000
1500
NN + NP
NN + NN-TL
3500
1000
NN+NN
1000
NN + JJ
PPO + AT,
PPO + PPS(S)
3000
10,000
PPS +AT
NN + NP(Mr.)
26,000
NN+ NP
26,000
(Miss)

16
3
1
2
2
0
0

10
28
12
30
16
48
17

"society we"
"changes the"
"one the"
"death March"
"way Mother"
"primary election"
"state deaf'

0
0
5
1

17
2
6
3

"you a"
"it the"
"statement Mr."
"diva Miss"

I analyzed the first Test Corpus and ran the program on it. To my delight, the program
worked on the very first try. However, a minor error had nearly escaped detection.
Each mark of punctuation counts as a separate record in the tagged Brown Corpus. When
I searched through to find out exactly how many punctuation records there were, there
were more than I had estimated, making the Test Corpus somewhat less than 10,000
words. This did not seem to pose a problem. I would simply add the additional text,
analyze it, run the program on it, and begin my writeup. Had I restricted the text to
10,000, this is what would have happened. However, I wasn't worried about a few extra
words and ended up testing about 10,500 words. In those last 500 words, against the
odds, there were two zero relatives that my program could not find. This dropped my
percentage to just below 90%.
Rather than chop off the last 500 words, I went through another Test Corpus analysis.
This, and the final third Test Corpus analysis, was actually unnecessary. In my haste to
begin the second analysis, I failed to notice that one of the zero relatives that the
program had not found was not actually a zero relative. (It was a verb complement
construction.) This pushed the percentage found to just over 90%. However, I didn't
notice this error until after I had already performed the other two tests. Now that it is
done, I am glad that I was forced to continue. Two out of the three Test Corpora were
successful. And 30,000 words provide a much better test of the algorithm than one
10,000 word test.
There were 78 checks in the final version of my program. Of these, 18 different
individual tests were triggered to locate zero relatives, as shown in Table 3. Of these
18. six did not find any zero relatives. So with 12 checks, the program located 89% and
overflagged only 79%.
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Table 3
Analysis of the Combined Test Subcorpora
TEST
NN + PPS
NN+AT
NN + PPSS
NNS+ PPS
NN + PP$'"
NN + PPSS+'"
NNS+ PPSS+'"
NNS+ PPSS
PN + PPS
PN + PPSS'"
NNS + PN'"
NNS + PPS+'"
CD+ PPS
CD+ PPSS
CD+AT
NN-TL + PPS
NN-TL + AT
NN(time) + NP
NNS+AT
NP + NP
NN + ABN
NN + DTI
NN +NN
NN + NP
NNS + PPSS+
PN+ EX
PPO + PPSS+
TOTAL

found

over
flagged

23
5
26
12

29
25
6

4

3
1

missed

7

3
1
6

2

4

2
1

1
2
1

1
1
1
1

2
2
1
1

89

79

1
1
1
1
1
11

In retrospect, there were at least two good reasons for not trying to find 100% of the
zero relatives. One was purely practical, one theoretical. The practical reason involves
the tradeoff between constructions found and constructions overflagged. Since every
adjacency test involved some overflagging, increasing the number of tests in order to
find 100% of the zero relatives would also increase the number of overflaggings. At
some point, the law of diminishing returns becomes too great and the number of
overflaggings too high. The 90% goal that we set seems to have been about right.
From a theoretical standpoint, the model that we use may determine whether we believe
that 100% is possible. According to the structural vs. analogical dichotomy presented in
Skousen (1986), the structural approach relies on rules to predict behavior and
assumes that a minimal number of rules, perhaps a single rule (the rule), can cover
the behavior in question. An analogical approach, however, believes in a multiplicity of
factors (including redundant factors) that work together to predict behavior, one set of
factors being used in one Situation, another set being more useful in another situation,
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and so on. The present study seems to support the laner approach if it turns out that we,
as humans, use similar strategies to process language as those contained in my program.
The final task for my program was to search the entire Brown Corpus for occurrences of
multiply-embedded zero relative clauses. 4 For this search, I added most of the checks
that had found any zero relatives at all. The ones that I didn't add were those with only
one occurrence in half of the Brown Corpus versus numerous overflaggings. I then
arranged that every sentence that contained two or more zero relatives be printed out. I
chose not to try to constrain the distance between the relatives in any way, for fear of
having a multiple-embed fall through the cracks. There was one example of a two-deep
relative clause in over 25 pages of sentences with two zero relatives. The sentence is
(6) below.
(6) The card the man I was shadowing had filled out was
AT NN AT NN PPSS BEDZ VBG
HVD VBN RP BEDZ
still on the counter.
RB IN AT NN
So far as I have been able to tell, this is the first sentence with multiple nested
embedding of this type ever mentioned in a linguistic treatise that was an actuallyoccurring sentence. It was written by A. A. Fair, which was a nom-de-plume of Erie
Stanley Gardner.
I was surprised to locate an occurrence of this construction. In my prospectus I
predicted that no examples would be found, because I didn't believe that any examples
existed (my "two deep is too deep" hypothesis). Although I still contend that this
construction is too difficult to process in order to be counted as a "grammatical"
sentence, the fact is that it exists, and it cannot just be swept under the carpet. One of
the great things about working with real data is the possibility of confirming or
disconfirming a hypothesis.
And so, with apologies to Erie Stanley Gardner, I will profess to have solved "the case of
the missing relative".

4See Appendix H in Chauncey (1989) for a list of multiply-embedded zero relatives.
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