Introduction
In this paper each UK region is examined to establish if the variance of house price returns is constant or time varying and if it can be modelled using fairly typical time series data generating processes. The approach is very common in finance research, but has not been applied to housing; an omission that is strange given the importance of housing to the UK economy. There is a large body of empirical literature on financial markets but only a limited amount on housing, with little of that focussed on the regions. The current importance of house prices in relation to volatility in the banking, mortgage and housing markets makes the review timely.
The motivation for this paper is three-fold, or rather the convergence of three separate aspects of house prices in a regional context. The first of these is the ripple effect, identified by MacDonald and Taylor (1993) and extensively discussed and researched since. In this there seems to be a tendency for changes, originally upswings, to start in the South East region and then move out across the country over the next two or three periods, moving to adjacent regions over time. The second is that of time-varying volatility in 17% of US metropolitan regions (Miller & Peng, 2006) . Finally there is the possibility or suggestion of some UK regions having conditional volatilities identified in a review of national house price time series in Willcocks (2008) . Each of these is expanded on below.
Papers by MacDonald and Taylor (op cit) and Alexander and Barrow (1994) considered relationships existing between UK regions' house prices. In particular the former used cointegration to suggest that Greater London price movements were producing a 'ripple down' effect which culminated in "weak segmentation …. …concerning Northern and Southern house prices". Muellbauer and Murphy (1994) , using a different approach, stated that regional divergence from the UK average house price was a function of income, the rate of return from owner occupation and unemployment rates. Meen (1999) confirmed the ripple effect results with the use of Augmented Dickey Fuller tests to establish the stationarity of the ratio of regional prices to the national average. As with previous papers, the acceptance of stationarity was very marginal, but a more significant result was obtained by Cook (2003) . In this paper he utilised an asymmetric adjustment in the tests for stationarity, so that regions where house prices were diverging from a stable ratio with the national average moved back to equilibrium at different rates for positive or negative changes.
Four possible causes of the ripple effect, as set out in Meen (1999) , have been suggested. Migration triggered by households relocating to lower priced regions, although the low level of migration was seen as fairly unlikely to cause significant price changes. Equity transfer, such that purchasers move from the South East to take advantage of their greater buying power, in effect a version of migration. (Both of these reasons are supported by Petersen et al (2002) who stated that "prices in the SE appear to serve as an indicator of house prices in other regions".) Spatial arbitrage: whereby "if new information becomes available in one area, this information is transmitted first to contiguous areas". Finally spatial patterns in economic factors that determine house prices themselves following a ripple effect.
The second motivating factor is one of the results of Miller and Peng (2006) who used a panel VAR to examine house price volatility in US regions. In studying house prices in 277 metropolitan areas they set up heteroskedastic ARMA models and tested the unpredictable components for GARCH. Using 5% significance they identified a variety of areas, with no common economic or demographic attributes, that exhibited a (Generalised) Autoregressive Conditional Heteroskedastic structure. Using Granger causality they concluded that volatility causes future volatility and (to a less extent) income growth rate and that Gross Metropolitan Product growth rate causes volatility. There was no discussion on transmission of shocks between regions and no economic justification for the relationships, but the similarities between the US and UK housing markets warrant a British version of this analysis.
The third motivating factor is Willcocks (2008) , where the UK house price return time series as a whole was described with a variety of ARMA data generating processes. The validity of each being confirmed or rejected using BDS tests for identical and independent distributions (iid) of the residuals from the mean process. Of the many time series formats tested, the only version giving iid residuals was that of EGARCH in mean. One of the conclusions was that perhaps conditional variance was a regional issue rather than systemic to the whole country.
Data and Method
Quarterly data on UK house price time series is obtained from the "Nationwide quarterly by region indices", fourth quarter 1973 to fourth quarter 2007, giving a total of 137 observations for each of the 13 regions. For differencing purposes they are converted to natural logarithms (LN) with the return based on equation 1.
where R ti is the log return in quarter t for region i and I ti is the index value in quarter t for region i. The returns are not smoothed as this could hide the impact of volatility changes between regions over adjacent time periods. Similarly, the values are not adjusted for inflation or a risk premium.
House price indices are well known for issues surrounding their validity or appropriateness. The non-fungible nature of housing, the various 'prices' involved in the transaction process, the protracted period of the transaction and the different governmental and commercial index providers give rise to a range of conceptual issues. For the purpose of this paper, the pragmatic approach was to select an index that gave regional data for as long a period as possible, due to the data requirements of autoregressive conditional heteroskedastic analysis. Government indices are available for the longest periods, but changes in regional boundaries invalidated their use in regional analysis, so Nationwide was selected as it maximised the number of data points.
The first stage of this (positivist) analysis follows the approach of Miller and Peng (op cit), where they assumed that for the American regional markets "investors use an ARMA model…to form their expectations". Consequently each region is modelled in this format, using information criteria to select the appropriate regional lag structure on the basis that expectations in the various metropolitan areas are heterogeneous.
The residuals from these are tested for existence of ARCH and the results form two groups: those regions where the test results indicate a linear structure with constant variance (equivalent to the 83% of the US regions); and the set of regions with an indication of conditional variance. The second stage is to focus on the non-constant variance group and to use the ARMA process to create a set of new time series of the conditional variances. Residuals are then tested for iid via the BDS test to ensure that 'there is nothing else there'. The derived conditional variances in effect form the basic data for subsequent analysis. The final stage is to identify time series processes that successfully describe the conditional variances.
It should be noted that the analysis can suffer from two particular methodological flaws: sample size and the combination of ARCH and BDS tests. Selection of the Nationwide index gives a sample size of 137 quarterly observations for each of the 13 UK regions: not only is GARCH more applicable to high frequency data (monthly regional series exist but for fewer observations), but also it is best suited to data sets of at least 250 observations. Hwang and Pereira (2006) suggest that with small samples there is a tendency for negative parameter bias, so any conclusions should be tempered with caution as positive but non-significant parameters may suffer from this reduction and could in fact be significant. Similarly, small negative parameters may have been made significant due to the bias. The use of BDS tests when GARCH is used to cope with non-linearity was discussed by Brooks and Heravi (1999) with the concern that existence of GARCH can produce incorrect results in the BDS test. Caporale et al (2005) combined both of these problems by showing that small samples can distort the BDS test. These factors cast doubt on the validity of any strong conclusions, but are offset, albeit to a limited extent, by Fernandes et al (no date) who suggest that in small samples of non-linear structures two of the biases work in opposite directions and can cancel each other out.
Analysis

Descriptive statistics
Basic descriptive statistics are given in Table 1 . All quarterly mean returns are in the range 2.05% (Yorkshire & Humberside) to 2.46% (Northern Ireland). The highest regional standard deviation is 3.59% in East Anglia and lowest is 2.67% in Scotland. Based on the Jarque-Bera test Bera, 1980, 1987) , at 5% significance there are five regions where their returns are normally distributed whilst the remaining eight plus the UK as a whole reject the null of normality. Tests show with a probability of 0.9997 that the null of equal means cannot be rejected, whilst Bartlett's test, with a probability of 0.0003, rejects strongly the null of equality between variances. All of the series were tested for stationarity using Augmented Dicky Fuller tests, with heterogeneous lags based on the significant autocorrelations for each series. None rejected the null of a unit root in levels (statistics not shown here) but all were stationary when first differenced. This result is in line with other house price index research papers. Table 2 shows the results of the first difference tests, indicating that various series required an intercept and/or trend or neither. Each of the 13 stationary return series is now modelled by an autoregressive moving average data generating process with Akaike's information criteria used to identify the appropriate lags in the ARMA(p,q) structure. The typical structure is shown in equation 2.
For every region, the residuals are tested for evidence of AutoRegressive Conditional Heteroskedasticity with one lag (the most common in finance). The results are shown in Table 3 . The results show that seven regions reject the null of no ARCH and can be viewed as having a conditional variance. The remaining six regions are assumed to have a constant variance.
Conditional variances by region
The seven regions where their residuals from the ARMA formats show evidence of ARCH are now re-modelled using their original ARMA mean process combined with Exponential GARCH in mean (based on standard deviation). Use of E GARCH allows an asymmetric component to be identified and removes the requirement to artificially set non-negative constraints. The generic formats for the mean process and conditional variance are set out in Equation 3.
To ensure the regions' data generating processes are appropriate, each set of standardised residuals from this process is tested for an independent identical distribution (iid) via the BDS test (based on 6 dimensions and a correlation integral of 0.7). The tests indicate that there is "nothing else there" for five of the regions, but reject the null of iid for East Midlands and West Midlands. These are re-run with basic GARCH and Threshold GARCH but still reject the null of iid, thus any consideration of relationships involving these two must be treated with some scepticism as they are not fully explained. There are a variety of initial observations on these results set out in Table 4 . Two of the seven mean equations' data generating processes (West Midlands and Yorkshire & Humberside) have the conditional standard deviation's coefficient as significant at 5%. All seven have a significant constant in the conditional variance regression, but East Midlands has no significant other coefficients. The other six all have significant coefficients for the modulus coefficient α and no significance for the leverage effect γ. Northern Ireland, Wales and Yorkshire & Humberside have significant coefficients for the autoregressive "generalised" coefficient of the variance. A new set of series of conditional variances is now generated for these seven regions using the coefficients from Table 4 above. These form the basis for subsequent analysis. Table 5 shows the results of ADF tests on the seven conditional variances series. The conditional variance series are all stationary. (Although the statistics are not shown here, it is worth noting that the original attempt to generate conditional variances utilised Threshold GARCH rather than E GARCH. In this format several of the conditional variance series were either mis-specified and failed to produce a statistic or had a unit root.) With no region having a conditional variance with a unit root there can be no consideration of cointegration. The seven regions can however be analysed by a vector autoregressive process (VAR). Two different information criteria (Schwarz and Hannan-Quinn) both suggest a lag of one and the basic structure is therefore assumed to be a constant plus a one lag autoregressive process across all seven variables. Results from this VAR produce diagnostic statistics indicating that this structure is mis-specified and consequently of limited use; showing high levels of autocorrelation, heteroskedasticity and serial correlation. The Akaike, LR test statistic and the Final Prediction error information criteria alternatively suggest a lag structure of three and in this format the diagnostics indicate a higher degree of specification. In particular, at 5% significance, there is no autocorrelation, no residual serial correlation and no residual heteroskedasticity. There is evidence of lack of normality in the residuals, but this is to be expected with the GARCH structure used to generate the series. Results are set out below, with only those parameters (and their t statistics) significant at 5% shown. For ease of interpretation the variables EM et al are the conditional variances for that region at time t and EM(1) for time t-1. 
Analysis of conditional variances
Discussion
Time series analysis is generally seen as a-theoretical so any discussion or interpretation of these results is limited, an issue that is exacerbated by the inclusion of ARCH, in itself also a-theoretic. Despite this, certain limited observations can be made; commencing with a UK/USA comparison. Miller and Peng (2006) identified 17% of US metropolitan regions where there was a conditional variance, a result that is mirrored in this study for the UK market, albeit at a greater scale, with over 50% of the regions showing some evidence. Structural analysis of housing markets has over the years identified similarities between the US and UK, perhaps best exemplified by Mean (2002) who concluded that "the similarities are more striking than the differences". The results obtained here support this conclusion in that the mix of constant and time-varying variances is evident in both markets.
This raises the second area of interest, namely are they just single national markets? Much research on US housing supports the hypothesis that it is not a single market but a series of subnational spatially adjacent markets. Regional analysis within the UK has tended to focus on the ripple effect rather than structural models, so the existence of regional differences in conditional variances shown here supports the need to give greater consideration to the UK also being a set of subnational regions. It is not suggested that each of the Nationwide's sub-indices identifies a unique market, rather that there seems to be a small number of groups that may be considered as markets in their own right. For instance, within the six regions where the variance is constant, they form two groups where the three regions in each group are spatially adjacent. Firstly there is Northern England, North West England and Scotland; a grouping that possibly supports the concept of a north / south divide. Secondly there is London, Outer Metropolitan and East Anglia. TEST = SDEVS Within the seven regions with conditional variances, Northern Ireland stands out as having no significant link with the other regions. The estimated process is solely autoregressive. If adjacent regions are important to conditional variances, then it may be the case that Northern Ireland is more influenced by the Republic of Ireland rather than other UK regions.
The remaining six regions are less clear. The VAR results set out in equation 4 show that each of these six has strong autoregressive components; in particular East Midlands, Wales and to a slightly lesser extent Yorkshire & Humberside. The two most frequent independent regions are Outer South East and South West, with both of these depending on lagged values of each other. A possible conclusion could be to group these two spatially adjacent regions together as a single meta region in the south. The other four remaining regions all have an autoregressive component and part of this meta region as an independent variable with only Yorkshire and Humberside linked elsewhere, in particular to the adjacent East Midlands. Thus the UK could be seen as comprising a variety of housing markets: Scotland and the north; greater London and East Anglia; the south; Northern Ireland and central England and Wales.
The third aspect to consider is that of asymmetries, as evidenced by the need to use a non-symmetrical GARCH process in Willcocks (2008) . Asymmetries have long been identified in various models of the UK market. For instance Cook (2003) uses asymmetric unit root tests and finds that speed of movement towards equilibrium in certain regions depends on whether it is upwards or downwards. He concludes that "the failure of previous studies to detect convergence is due to significant asymmetry in the convergence process". Unfortunately there is not a close match between his asymmetric regions and the results in this paper: in fact it is interesting that (from Table 4B above) none of the seven E GARCH conditional variance processes has the asymmetry (or leverage) coefficient as significant at 5%. The results (set out in Table  4B above) do however indicate that a shock or innovation to a region's return as in equation 3A will generate a large error which in turn will increase the conditional variance in the next period. This is most pronounced in Northern Ireland where the ARCH coefficient is greater than one and is insignificant only in the East Midlands. Whether this innovation "echoes" over several periods depends on the Generalised ARCH coefficient β, where it can be seen that this is largest for (yet again) Northern Ireland and only significant for this plus Wales and Yorkshire & Humberside.
The fourth and perhaps most important question is why some regions have a conditional variance whilst others have a constant one. Economic models of the UK market tend to use independent variables such as inflation, interest rates, credit market constraints, population, consumption, disposable income, house prices and tax. Any attempt to duplicate these models at the regional level suffers immediately from a lack of data at the regional level. Some variables obviously are constant across the country, others do vary and are available whilst others are likely to vary but are not available. One variable that is available for similar regions but over a shorter period than used in this study is unemployed claimant rates. Although the data is not given here, a fairly simple time series analysis of the claimant rates showed that ARCH was present in some regions but not others. Thus it may be the case that the regions where there is conditional variance map onto underlying economic factors that also exhibit ARCH. Hence the conditional variance in a region's housing market is not intrinsic to that region, but is merely a function of the underlying economic factors. The alternative is that it is the region's housing market per se that causes the conditional variance.
Conclusion
