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Introduction
Recent advances in "commodity" computer technology have brought the performance of personal computers close to that of workstations. In addition, advances in "off-the-shelf" networking technology have made it possible to design a parallel system made purely of commodity components at a fraction of the cost of MPP or workstation components. The Whitney project, being performed at NASA Ames Research Center, integrates these components in order to provide a cost effective parallel testbed.
One of the key components of Whitney is the means of interconnecting the nodes (each of which is an off the shelf PC). There are many custom, semi-custom, and commodity technologies available for networking. These include Ethernet, Fast Ethernet, Gigabit Ethernet, ServerNet, HiPPI, FDDI, etc. The most attractive of these choices, however, is currently Fast Ethernet, due to its good performance and extremely low cost. This paper reports on the performance of four Fast Ethernet network topologies implemented in the Whitney prototype. These are a single switch, a single hub, a combination of hubs and switches, and a 4x4 routed 2D torus. 2 The remainder of this paper is organized as follows. Section 2 will provide the configuration details for the 1. This work was performed while Dr. Fineberg and Mr. Pedretti were employees of MRJ, Inc. at NASA Ames Research Center under NASA Contract NAS 2-14303 2. For the purposes of this paper, the 4x4 routed 2D torus tested will often simply be referred to as a torus. networks we tested. In section 3, the actual hardware configuration of the testbed system will be discussed. Section 4 presents the results of the hub, switch, and torus experiments. Section 5 describes the effect of using hubs to connect multiple nodes to each switch port. Finally, section 6 presents final conclusions along with directions for further research.
Network Configuration
Fast Ethernet [Iee95] is a ten times faster version of the original Ethernet standard. The increase of the bit rate to 100 million bits per second (Mbp/s) and modifications to the physical layer of the Ethernet standard are the only major changes. This has greatly helped manufacturers in bringing products to market quickly and also has created a large consumer market because of Ethernet's familiarity. As a result, the price of Fast Ethernet equipment has fallen dramatically since its introduction. A high performance PCI Fast Ethernet adapter costs as little as $30 and hubs cost less than $50 per port. In addition, because the most common physical layer for Fast Ethernet (i.e., 100baseTX) utilizes inexpensive cabling technology, category 5 unshielded twisted pair (UTP), wiring costs are also very low.
Connection Options
To build a Fast Ethernet network, machines must be attached using either a hub, switch, or "crossover" cable. In a hub network, all systems share a single broadcast domain, so only one host can send and one or more hosts may receive at one time. When more than one host attempts to write to the network at the same time, a "collision" occurs. The systems then retry their messages using a "carrier sense media access with collision detection" (CSMA/CD) algorithm with exponential backoff. This mechanism for handling shared network access is common to all Ethernet based systems. This means that in a hub connected system the maximum bisection bandwidth is limited to 100Mb/s (12.5 MBytes/sec), and is often lower when more than one host is contending for access, regardless of the number of nodes in the network. While this is hardly adequate for a parallel system, we measured this configuration for comparison.
To increase the bisection bandwidth of the system, one must increase the number of simultaneous connections possible and "break" the ethernet into multiple segments. This can be done either with an Ethernet switch or by adding TCP/IP routers. The advantage of Ethernet switching is that there still appears to be a single Ethernet network, though it will now support multiple simultaneous senders and receivers. In addition, some Ethernet switches allow nodes to operate in "full duplex" mode where they simultaneously send and receive data. This is especially useful for acknowledgment and flow control packets that must flow from a receiver to a sender. The disadvantage, however, is that Ethernet switches are expensive relative to hubs, $100-$300 per port, and they do not scale past 100-200 nodes. Further, switches do have a limited bisection bandwidth, though they can typically deliver 1-2 Gb/s of aggregate bandwidth.
A second choice, however, is to utilize TCP/IP based routing where either some or all nodes forward packets between subnets. This scheme increases the aggregate bandwidth of the network without purchasing additional switching hardware (the nodes are the switches). In addition, if nodes are attached directly using "crossover" cables rather than hubs, full duplex operation is possible. However, router nodes must have more than one Ethernet card, nodes must spend CPU time forwarding packets between other nodes, and the performance of TCP/IP routing is usually lower than that of Ethernet switches.
In this paper we chose to test a hub connected system, a switch connected system, a routed topology, and a combination of hubs and switches. While these networks are all viable for the small system we tested, no single hub or switch can scale to hundreds of nodes. Therefore, these simple networks are meant to be used for comparison. The routed topology and hub/switch combination networks, however, will scale to large systems, so some combination of these is likely to be used in a large-scale Whitney system.
The routed topology we chose, a 2D torus, requires all nodes to perform routing. Further, because links are implemented with crossover cables (i.e., the network does not include any hubs), all connections can operate in full duplex mode.
The 2D torus was chosen for two reasons. The first reason was scalability, a mesh or torus network can be expanded to any size system by increasing either one or more dimensions. In addition, by increasing both dimensions not only is the size of the mesh increased, but also the bisection bandwidth. The only limitation is that as the size increases, so does the diameter of the network. We chose to minimize this effect by keeping the mesh square and providing the wraparound connections.
The second reason for choosing a 2D torus was for physical and cost reasons. The nodes we used in the experiments had only 5 PCI slots. Utilizing single port Ethernet cards, this means that no more than 5 other systems may be attached to each node. While there are two and 4 port Ethernet cards, the per port cost is $100-$200, which is significantly more than the cost of single port cards. Because we wanted an arbitrarily scalable network, we could not use a hypercube (we could only have up to 2 5 , 32, nodes), and we would need 6 links for a 3D mesh/torus. Figure 1 illustrates the 2D torus configuration. Each of the sixteen nodes was directly linked to its four nearestneighbors via a 100 Mb/s bidirectional Fast Ethernet connection. Thus, the torus was partitioned into 32 distinct TCP/IP subnetworks. The size of the torus was restricted to 16 nodes because we did not have enough ethernet cards to build a larger torus. Even at this size, the torus network required 64 Ethernet cards.
Torus Network
Links between neighbor interfaces (for the torus configuration) used standard category 5 unshielded twisted pair wiring that was crossed over (null modem). The wiring was tested and certified for 100 Mb/s operation to ensure good connections. All links were direct so no dedicated hubs, routers, repeaters, switches, or other devices were used in the torus.
Hub
For the hub experiments, all nodes were attached to three "stacked" Bay Networks Netgear FE 516 Hubs. By stacking the three 16 port hubs they act like a single 48-port hub. Each node had only a single Ethernet card and all nodes plus the front end were on a single TCP/IP subnet.
Switch
For the switch based experiments we used a single Cisco Catalyst 5500 switch with 48 ports. The switch was operated at 100Mbp/s in "full duplex" mode for the switch only experiments, and all nodes were attached directly to the switch including the front end system. The switch operated as a single TCP/IP subnet, but because no links were shared there was no possibility for ethernet collisions.
Hub/switch combination
To reduce the cost and increase scalability of a switch based ethernet network, we can attach multiple nodes to each switch port. This can be done by attaching several nodes to an ethernet hub and attaching an "uplink" connection (i.e., a crossover cable) from the hub to a switch port. This means that we can substantially reduce the number of switch ports needed (i.e., 2 nodes per hub means we only need 18 switch ports for a 36 node system, 3 per hub requires 12 ports, etc.) In addition, because hubs are so much cheaper than switches, even with the uplink ports the overall cost of a hub/switch based network should be lower. Of course, the disadvantage is that the overall aggregate bandwidth will likely be reduced and nodes can only operate in "half duplex" mode. 
FIGURE 1. 16 node 2D torus network configuration
To test this configuration we used 13 4-port Linksys EtherFast 100BaseTX hubs. Each of these could be stacked to form an 8-port hub. We also used the NetGear hubs for the experiments where we needed more than six 8-port hubs (i.e., for 4 nodes/hub and 5 nodes/hub). The front end node was directly attached to the ethernet switch. Therefore, we were able to test configurations with 1-7 compute nodes attached to each hub, with each hub having one uplink to the Cisco switch as shown in Figure 2. 
The Whitney Prototype

Hardware
The Whitney prototype consists of 39 compute nodes (though only 36 were used in these experiments) and one front end node. The compute nodes consist of the following hardware: • Trident ISA graphics card (used for diagnostic purposes only) 3. Only one network card was installed in each node for the hub and switch based tests. The torus required four Ethernet cards per node. In addition, for the torus node 1 contained an additional fifth ethernet card. The additional card was connected to the front-end node.
Software
Red Hat Linux 4.1 4 was installed on each of the processing nodes. The kernel, version 2.0.30, was compiled with ip forwarding turned on so that the routing mechanism of Linux could be used. The Ethernet card driver used was the tulip v0.76 development driver.
For the torus network, a program executed at boot-time set up the routing tables on each node with static routes to non-local subnets using an X-Y routing scheme. Packets addressed to non-neighbor nodes were forwarded through the appropriate interface towards their destination. The shortesthop distance was maintained in all cases. For the switch, hub, and hybrid networks only a single TCP/IP subnet was utilized, so no TCP/IP routing was needed within the system. Instead, all routing is done within the switches at the physical layer.
All of the benchmarks mentioned in this report used MPI [Mes94] for communication between nodes. The specific MPI implementation utilized was MPICH (version 1.1.0) [GrL96] . It was built using the P4 device layer, so all communication was performed on top of TCP sockets. Programs were started on the system by the mpirun program [Fin95] which resided on the front-end. mpirun takes the name of the program and the number of processing nodes to use and then remotely spawns the appropriate processes on the cluster.
Performance
The first benchmark run on each network topology measured the message latency and bandwidth of point to point links. The second benchmark measured the performance of collective communication. Finally, the NAS Parallel Benchmarks version 2.2 were run. These are a set of benchmarks that approximate the MPI performance of a parallel architecture on "real world" tasks (i.e., Computational Fluid Dynamics).
Point to point message passing
To measure point-to-point message passing performance, a MPI ping-pong benchmark was utilized. This benchmark simply sent a message of a fixed size from one node to another and back. The time for this operation was divided by two to get the time to send a message one way. The message size was varied from 1 byte to 1 Mbyte, and all experiments were repeated 20 times. These timings were used to derive the latency and bandwidth graphs shown in Figures 3-6. 
Latency
To determine the latency of message passing Figures 3 and 4 depict the message passing time for small messages. As can be seen from these graphs, latency for nodes a single hop from node 1 on the torus (nodes 2, 4, 5, and 13) or for any node pair on the hub are about 175 µsecs. Then, each hop on the torus adds about 40 µsecs, so the latency for 2 hops (nodes 3, 6, 8, 9, 14, and 16 ) is 215 µsecs, 3 hops (nodes 7, 10, 12, and 15) is 255 µsecs, and 4 hops (node 11) is 295 µsecs. For the ethernet switch, the latency was virtually identical between different pairs of nodes, i.e., it varied within the margin of error for measurement. Figure 4 only shows the latency between a single node pair. The latency was slightly higher than the hub (190 µsec) . This is likely due to the routing required within the ethernet switch. Figures 5  and 6 . As can be seen from these graphs, Ethernet bandwidth is quite erratic. However, some patterns can be seen. As expected, bandwidth for small message sizes is low, building to a sustained bandwidth of approximately 8-8.5 MB/sec for one hop on the torus or on the hub. For nodes more than one hop away on the torus, the bandwidth drops about 1.5 MB/sec per hop (8.5 MB/sec, 7 MB/sec, 5.5 MB/sec, 4 MB/sec). Also, note that the bandwidth reaches peak performance at an 8K message size, then it drops down and starts to build to peak slowly as message size approaches 1 MB. This anomaly is likely due to either the Ethernet or TCP packet size.
Red Hat
Bandwidth
MPI Bandwidth vs. message size is shown in
The performance of the ethernet switch was similar to the hub. There was some variation between ethernet switch ports, i.e., it varied from 7.8 MB/sec to 8.4 MB/sec. Figure 6 only shows the bandwidth between a single pair of nodes. We did not attempt to find a pattern in the bandwidth differences because they were very small in comparison to the measurement error.
Collective Communication
To measure the performance of collective communication, a MPI broadcast benchmark was utilized. The benchmark measured the time required to broadcast a message to a given set of nodes and perform a MPI barrier synchronization. Message sizes used for the broadcast were varied between 1 and 32768 bytes in 2^n steps. Each message size was broadcast 20 times.
Bandwidth
The aggregate bandwidth of the Torus for collective communication is depicted in Figure7. Our experiments show that for message sizes below 1024 bytes the aggregate bandwidth is very poor. Both the Ethernet frame size and the TCP packet size could be possible causes for this. Above the 1024 
