We extend the results of Konieczny and Pino Pérez (J. Log. and Comp. 2002) concerning merging operators in a finite logical framework to the infinite case (countably many propositional variables). The number of sources we consider remains finite. The main result is the representation theorem. In order to prove it, we state some results which are interesting for their own sake. Some postulates had to be restated in a new form. The new form is equivalent to the old one only in the finite case, but more appropriate to deal with the infinite case. The construction of merging operators starting from distances between valuations is also generalized. Indeed, we introduce a new kind of operators built upon the so called Cantor distance.
Introduction
The general problem of merging information is to extract a coherent common information from several sources of information. The most natural thing to do, which consists in taking the sum of pieces of information does not work in general because two (or more) sources of information may be contradictory. In this case, their union will be necessarily contradictory.
A lot of methods have been introduced to merge information in a logical framework [4, 5, 2, 19, 23, 10] . Different sets of logical properties which have to be satisfied by belief merging operators, have been proposed [23, 18, 19, 11, 12] . These works offer a classification of (logical) merging operators. In fact, they give some interesting results concerning a semantic characterization of operators satisfying some postulates of rationality. These results are known as Representation Theorems. Their basic framework is the finite Propositional Logic. Since then, nothing has been done to extend these results to infinite logical framework, i.e. Propositional Logic in which the formulas are built upon a countable set of propositional variables. This is what we do in this work.
The motivations to study the case in which we have countably many propositional variables -the infinite case-are given now. First of all, in the logical framework used to represent a piece of information, the propositional variables play an essential role: they represent the factual information. For instance, facts like the device is broken, inflation has been stopped, etc., are traditionally represented by propositional variables. However, to assume that the number of propositional variables is finite, supposes modeling a situation in which there is no room for new facts. In some 1 {ϕ ∈ L : ∀M ∈ A, M |= ϕ}. Let T be the set of all the theories. Let T * be the set of consistent theories. Let S = M(T * ) where M(T * ) is the set of finite multi-sets with elements in T * . The elements of S will be denoted with uppercase Greek letters Φ, Ψ, . . . (eventually with subscripts); they are called knowledge multi-sets 1 , while the elements of T are called knowledge bases. We use the notation K, H, R, S, T (eventually with subscripts) for the theories. We denote by mod(K) the set of models of K, i.e. the set {M ∈ V : M |= K}. We denote ∪Φ = {α : ∃K ∈ Φ such that α ∈ K}, and ∧ ∧ Φ = Cn(∪Φ), where Cn is the operator of classical consequences. The union of multi-sets is denoted by the symbol . For convenience, we write K T instead of {K} {T }, and K n for the multi-set {K, K . . . K} where K appears n times. Similarly for Φ a knowledge multi-set we define Φ n by induction as follows: Φ 1 = Φ and Φ n+1 = Φ n Φ.
The candidates to be merging operators are applications of the following form Δ : S × T −→ T Δ(Φ, K) will be denoted by Δ K (Φ). K represents the integrity constraints. Such applications will be called operators. Such an operator Δ is said to be a merging operator if the following postulates hold:
The first postulate, (IC0), is the postulate of persistence of constraints: in presence of a set of constraints K, the result of merging information has to contain the constraints. This is appropriate when the theory K represents a piece of information that only can be enriched by adding information, i.e. the information contained in K have to remain. Note that the instanciation of postulates to the case in which the constraints are the set of tautologies, simulates pure merging, that is, merging without integrity constrains. The second postulate, (IC1), is the postulate of consistency: it requires that the result of merging is always consistent unless the constraints impose the contrary. The third postulate, (IC2), is the postulate of minimality: if the union of pieces of information together with the constraints is a coherent piece of information, then the result of merging is the smallest theory containing this last piece of information. The fourth postulate, (IC3), is the fairness postulate: if two sources of information carry out the information contained in the constraints (eventually more) then the result of merging has to be fair, in the sense that if the result is consistent with one source it has to be consistent with the other one. The following two postulates deal with the behavior of the groups of sources of information and its subgroups. The fifth postulate, (IC4), is the postulate of coherence of groups: suppose that we make a partition of a group of sources of information in two subgroups, then the result of merging the whole group of sources of information has to be contained in the smallest theory which contains the result of merging the subgroups. The sixth postulate, (IC5), is the postulate of strong coherence of groups: suppose that we make a partition of a group of sources of information in two subgroups and that the result of putting together the merging of the subgroups is a consistent set, then the result of merging the whole group contains this consistent set. Note that (IC4) and (IC5) together say that when the result of putting together the merging of the subgroups is a consistent set, then the result of merging the whole group is exactly the smallest theory containing this consistent set. The last two postulates concern the (iterative) behavior of integrity constraints. The seventh postulate, (IC6), tells us that the result of merging the information under a set of integrity constraints enriched by a new set of integrity constraints is contained in the smallest theory containing the new set of integrity constraints and the merging under the old set of integrity constraints. The last postulate, (IC7), says that if the smallest theory containing the new set of integrity constraints and the merging under the old set of integrity constraints is consistent, then it is contained in the result of merging the information under a set of integrity constraints formed by the old integrity constraints plus the new set of integrity constraints. The postulates (IC6) and (IC7) are a generalization of postulates (K*7) and (K*8) in the framework of belief revision (see [8] ).
Remark 1
Remember that in the finite case, in which formulas are used to represent a piece of information, the postulate expressing the independence of syntax have full meaning: operators have to be invariant under logical equivalence between formulas and an equivalence between the knowledge multi-sets. In the current framework there is no postulate corresponding to independence of syntax because it would be trivial. Actually, two theories are equivalent if and only if they are identical. Thus, in our framework, the postulate corresponding to independence of syntax is tautological.
However, there is a correspondance one-to-one between the postulates presented here and those presented in [12, 15] . This correspondance is stated as follows: for i = 0, 1, 2 the postulate ICi here corresponds to postulate ICi there. For i = 3, 4, 5, 6, 7 the postulate ICi here corresponds to postulate ICi+1 there. Thus, there is a shift in the enumeration of the postulates with respect to the works mentioned above.
Next, we are interested in studying mappings (assignments) from S into the collection of total pre-orders over valuations (i.e. reflexive and transitive relations which are total). Some of these mappings will be enough to represent our merging operators.
Let us recall some general standard notations concernig a total pre-order ≤ over a set X. The relation ∼ associated to ≤ is defined by x ∼ y iff x ≤ y and y ≤ x. The relation ∼ is an equivalence relation. The relation < associated to ≤ is defined by x < y iff x ≤ y and y ≤ x. The relation < is transitive, irreflexive and asymmetric.
In order to define the good assignments we need to introduce explicitly a property which is trivially satisfied in the finite case. This kind of property has been introduced by Kraus et al. in [17] in order to have representation theorems for Nonmonotonic relations.
Definition 2
A total pre-order ≤ Φ over V is said to be smooth if for all K ∈ T and for all M |= K that is not minimal in mod(K), there exists N |= K such that N is minimal in mod(K) and N < Φ M .
Notice that, for a total pre-order ≤ Φ the smoothness condition can be expressed by the following
because, by the totality, for any M ∈ mod(K) and N ∈ min(mod(K),
Notice that a well founded relation is smooth but the converse is not true. For a discussion about this see [17] .
Definition 3
A syncretic assignment is a mapping (Φ →≤ Φ ) that assigns to each knowledge multi-set Φ ∈ S a total pre-order ≤ Φ over the set of valuations V verifying the following conditions:
The link between these assignments and merging operators is showed in the next (representation) theorem:
Theorem 4
An application Δ : S × T −→ T is a merging operator if and only if there exists a syncretic assignment Φ →≤ Φ such that
Given a syncretic assignment, it is quite straightforward to see that the operator defined by the previous equality verifies the postulates of merging operator. The converse is not so straightforward. The crucial point is the definition of the total pre-order ≤ Φ associated to Φ when we have a merging operator Δ. The next definition, inspired by Pino Pérez and Uzcátegui's work about representation of nonmonotonic relations [21] , tells us how to proceed.
Definition 5
Let Δ be a mapping of S × T into T . For any Φ ∈ S we define a relation ≤ Φ over V by putting
Notice that K ∩ T is a theory if K and T are theories. Thus in the previous definition we do not need to put Cn(K ∩ T ).
Most of the work will consist in showing that this relation is a total pre-order when Δ is a merging operator and that in fact this pre-order represents the operator, i.e. the equation 1 holds.
There are other classes of natural operators that can be characterized in terms of some family of assignments. First define the following postulate:
A operator Δ is said to be quasi-merging operator if the postulates (IC0)-(IC4),(IC5 ),(IC6),(IC7) hold.
The counterpart in terms of assignments is as follows. An assignment Φ →≤ Φ , where ≤ Φ is a total pre-order over V, is said to be a quasi-syncretic assignment if it satisfies the conditions 1 − 4 and 6 given in Definition 3 plus the following:
Now, we can state our second representation theorem:
Theorem 6
An operator Δ is a quasi-merging operator if and only if there exists a quasi-syncretic assignment
Remark 7
In semantical terms (IC5) says that the set of models of Δ K (Φ 1 Φ 2 ) is contained in the intersection of the set models of Δ K (Φ 1 ) and the set of models of Δ K (Φ 2 ). On the other hand, (IC5') says that the models of Δ K (Φ 1 Φ 2 ) is contained in the union of the set of models of Δ K (Φ 1 ) and the set of models of Δ K (Φ 2 ). It is interesting to point out is that this difference between these two postulates is reduced to an apparently little difference in terms of assignments. Thus, this little difference between the condition 5 and the condition 5' is indeed significant.
Two classes of merging operators: Majority and arbitration
We define in the rest of this section two classes of merging operators. The first one is the class of majority merging operators. The operators in this class are supposed to give account of some majority behavior in extracting information from several sources: if many sources give us a piece of information, this piece of information will persist in the result of merging.
The second class introduced is the class of arbitration merging operators. The operators in this class are supposed to give account of some consensual behavior in extracting information from several sources: a piece of information that is unlikely for one source of information will have a tendency to be rejected in the result of merging. Conversely, a piece of information that is likely for all the sources will have a tendency to remain in the result after merging.
We define also two classes of assignments corresponding exactly to these classes of operators. For each class we state the corresponding representation theorem.
A merging operator is said to be a majority merging operator iff the following postulate holds
We can paraphrase this postulate in the following way when Φ 2 is a singleton: if in the multiple observation Φ 1 Φ 2 n the belief (the observation) Φ 2 is repeated enough ( n times, n depending upon Φ 1 and Φ 2 ), then the result will contain the information resulting of observing only Φ 2 . Note that the postulate do not say which is the size of n in terms of the cardinalities of the belief sets Φ 1 and Φ 2 . Remember than in terms of Voting Theory an operator of choice has (strictly) majoritary behavior if when it is applied to a profile in which a candidate have more than the half of votes, he is choosen. So, we can see the postulate (Maj) as generalization of this kind of behaviors.
Note that in this new version of (Maj) we write explicitely the quantifiers in order to avoid any confusion. The version in [15] states
that, with the usual conventions about quantifiers, means
The version of (Maj) in this paper is clearly stronger than the correspondent postulate in [15] . Indeed, in the finite case they are equivalent. We conjecture that in the infinite case the current version of (Maj) does not follow from 2 above.
A syncretic assignment is majority syncretic assignment iff the following condition holds:
An operator Δ is a majority merging operator iff there exists a majority syncretic assignment such that
In order to establish the postulate characterizing the merging operators having a consensual behavior we need to introduce some concepts and notation. Let A and B be two sets, we denote A B their symmetrical difference, i.e. A B = (A\B)∪(B\A) where A\B = {x ∈ A : x / ∈ B}. Let K and T be two theories, their symmetrical difference, denoted K T is defined as follows:
A merging operator is said to be an arbitration merging operator if the following postulate holds:
This postulate ensures that this is the median possible choices that are preferred. It is much more intuitive when it is expressed in terms of syncretic assignment (cf.condition 8 below). We will illustrate this on the following scenario 2 :
Example 9
Tom and David missed the soccer match yesterday between reds and yellows. So they don't know the result of the match. Tom listened in the morning that reds made a very good match. So he thinks that a win of reds is more plausible than a draw and that a draw is more reliable than a win of yellows. David was told that after that match yellows have now a lot of chances of winning the championship. From this information he infers that yellows won the match, or otherwise at least took a draw. Confronting their points of view, Tom and David agree on the fact that the two teams are of the same strength, and that they had the same chances of winning the match. What arbitration demand is that, with those informations, Tom and David have to agree that a draw between the two teams is the more plausible result.
A syncretic assignment Φ →≤ Φ is said to be an arbitration syncretic assignment if the following condition holds
Theorem 10
An operator Δ is an arbitration merging operator if and only if there exists an arbitration syncretic assignment Φ →≤ Φ such that
Remark 11
We would like finish this section with a little comment about the scope of theorems 4, 6, 8 and 10, the representation theorems. To build assignments having the required properties of these theorems is a task less hard in our view that the direct construction of operators and the verification of postulates. So, the representation theorem give us a power tool for building and studying these operators. This will be illustrated in sections 2 and 3.
General construction of merging operators
In this section we consider three general methods to build merging operators from (pseudo) distances between valuations (see definition below). In fact we give methods to construct syncretic assignments and then we use the representation theorems to obtain the operators.
Let R + be the set {x ∈ R : x ≥ 0} and R + = R + ∪ {∞} with the usual order ≤ over elements of R and putting x ≤ ∞, for any x ∈ R + . Remember that for any set A ⊆ R + which is non empty, inf(A) denotes the greatest lower bound of A. It is easy to see that the function inf defined over the non empty subsets of R + have the following behavior
Definition 12
A function d : V × V → R + is said to be a pseudo-distance if the following conditions hold:
3. If K and T are consistent theories, there are M |= T and
We can extend d to a functiond : V × T → R + in the following way:
In turn we extend the functiond to a functiond : T × T → R + as follows
By an abuse of notation we will write d instead ofd and instead ofd. It is easy to see that
Notice that, by the condition 3 of the definition of pseudo-distance, the inf above is indeed a minimum, i.e. it is realized by an element d(M, N ) with M |= K and N |= S.
Σ and Max operators
Let d be a pseudo-distance as defined above; we define d Σ : V × S → R + and d max : V × S → R + as follows:
where, of course, we use the natural extension of + to R + , i.e. r + ∞ = ∞ + r = ∞.
Now for each Φ we define two relations ≤ Σ Φ and ≤ max Φ over V as follows:
As a corollary of the previous Proposition and Theorems 6 and 8 we have the following result Corollary 14
is a majority merging operator.
(ii) The operator Δ max : S × T → T defined by
is a quasi-merging operator.
There is an interesting property dealing with the iterative behavior of an operator that is satisfied by Δ Σ and Δ max when d is indeed a distance, i.e. when d satisfies the Triangle Inequality
To be more precise let us define first the so called iteration property.
Let R and T be knowledge bases, Φ a knowledge multi-set and Δ an operator, we define the sequence (Δ n R (Φ, T )) n≥1 in the following way:
The following property is called the iteration property
The intuitive meaning of this property is the following: the result of iterating the operator a number of times bigger enough with respect the same information T will be reach the information T . In other words, if the information T is repeated along the time, the operator will go approching to T until to rech it. We think that is a good and natural property of operators.
Theorem 15
If the pseudo-distance d :
We do not know if the converse of the previous theorem holds. More generally, we do not know how to characterize the operators defined via a distance or pseudo-distance.
Gmax operators
Starting from a pseudo-distance d we are going to build an arbitration syncretic assignment which induces, via the representation theorem 10, an arbitration merging operator that is actually a refinement of the operator Δ max . The operator Gmax that we are going to define is usually known in Decision Theory as the leximax operator.
Definition 16
Let ≤ lex be the lexicographical order between lists. Finally we define the following relation:
We denote d Gmax the function mapping a pair (M, Φ) to the list L Φ M , and we call this the distance Gmax between the valuation M and the knowledge multi-set Φ.
Theorem 17
is an arbitration merging operator. Moreover, if the pseudo-distance d satisfies the Triangle Inequality, then Δ Gmax satisfies (ICit).
Concrete merging operators
This section is devoted to defining concrete operators using the techniques explained in the previous section. Thus, first, we define some distances from which we define our operators.
Remember that in the finite case the Dalal distance [6] between a valuation and a theory is defined using the Hamming distance between valuations, i.e. the distance between M and N , is the number of propositional variables in which they differ. For instance, the Hamming distance between (1, 1, 1, 0, 0) and (1, 0, 1, 1, 0) is equal to 2 because they differ exactly in the second and in the fourth variables.
In the infinite case (when the number of propositional variables is infinite) we define the generalized Dalal distance below.
First we adopt the following notation: given a valuation M , we will write M (i) instead of M (p i ) the value of M in the variable p i . Now, the generalized Dalal distance d 1 : V × V → R + is defined by putting
This function verifies the condition 1 and 2 of pseudo-distance given at the beginning of Section 2 in page 10. Moreover as the range of this function is N ∪ {∞} we have that for any pair of theories T, K the set {d(M, P ); M |= T, P |= K} has a minimum, so the condition 3 is verified. Also, it is clear that d satisfies the Triangle Inequality. Now we define the discrete distance, d 2 : V × V → R + by putting
The verification that d 2 satisfies the conditions of pseudo-distance given in 10 is straightforward. The condition 3 is due to the fact that the range of d 2 is the set {0, 1}. Indeed, d 2 is a distance, i.e. it satisfies the Triangle Inequality.
It is quite interesting to notice that starting from this discrete distance we have Putting together this observation with Corollary 14, we have the following result
Corollary 18
For the discrete distance we have Δ Σ = Δ Gmax . Thus, there are merging operators which are of arbitration and majority at the same time.
It is still an open problem to know if the unique operator having a majority and an arbitration behavior at the same time is the previous one. There is some work done in this way in [16] . We conjecture that there is only one operator which satisfaying (Arb) and (Maj).
The third distance we consider is the so called Cantor distance, d 3 : V × V → R + defined in the following way:
Notice that this distance gives a hierarchy over the propositional variables: the first variable is the most important and the importance decreases as the subscript of the variable increases.
First of all
, let us remark this well known fact: the set of valuations with the distance d 3 (see below) is in fact isometric to Cantor's space; this is the reason to call d 3 Cantor's distance. The conditions 1 and 2 of pseudo-distance are clearly satisfied. Also, it is straightforward to verify the Triangle Inequality for d 3 . In order to verify the condition 3, let us notice that d 3 is a continuous function mapping the product of Cantor space by itself in [0, 1] with the topology inherited of R. But the Cantor space is compact because it is an infinite product of the space {0, 1} with the discrete topology which is compact, and by the Tychonoff theorem the product of compact spaces is compact. Since mod(T ) is a closed set for any T , mod(T ) is compact. Therefore mod(K) × mod(T ) is compact and so, the continuous function d 3 takes a minimum value in that set, that is to say the condition 3 holds.
Examples and observations
In order to distinguish the operators after the distance used to build them we make explicit mention of it. Thus Δ Σ(d i ) , Δ max(d j ) and Δ Gmax(d k ) are the operators Σ, M ax and Gmax built from d i , d j and d k respectively where i, j, k ∈ {1, 2, 3}.
The following observation tells us that if two sources of the knowledge multi-set totally disagree, then the Σ operator and the M ax operator built from Dalal distance choose exactly the whole knowledge base representing the integrity constraints. More precisely:
Observation 19
Let Φ = {K 1 , K 2 , . . . , K n } be a knowledge multi-set such that there are
To check this observation notice that since d 1 satisfies the Triangle Inequality, for any valua- Let us illustrate the behavior of these operators with some examples.
Example 20
Let Φ = {K 1 , K 2 } be a knowledge multi-set and R a knowledge base defined by as follows
We can also verify that for any M |= R satisfying M (2k +1) = 1, ∀k ≥ 5, we have
. It is not hard to see that it is the minimum value in the lexicographical order for L Φ M when M |= R. Thus, we can conclude
For the discrete distance we have that any
Now we treat the case of the Cantor distance. To find the distance between M |= R and the knowledge bases K 1 and K 2 we proceed as follows: first notice that the unique variables of models of R affecting the distance to K 1 and K 2 are the odd variables greater than 9. Now put A M = {n : M (2n + 1) = 0, n ≥ 5} and B M = {n : M (2n + 1) = 1, n ≥ 5}, then
But A M ∪ B M = {n : n ≥ 5} and A M ∩ B M = ∅ so, for any M |= R we have
increases. This means that the least value in max{d(M,
. This holds for M (2n + 1) = 1 ∀n ≥ 5. So, 5/2 3 , 53/2 9 is the minimum in the lexicographical order. Therefore
Example 21
Let Φ = {K 1 , K 2 , K 3 , K 4 } be a knowledge multi-set, where
That is to say mod(K 1 ) = ( * , 1, 0, 0, * ,1)
where1 denotes the sequence equal to 1 and * denotes any value in {0, 1} and by abuse we identify ( * , 1, 0, 0, * ,1) with the set of models of this form, etc. The Table 1 is very useful to calculate the Dalal distance. In the boxes of the table we find a 1 in the positions in which the models realizing the minimun differ.
In Case 1 we have that the minimum values are
In Case 2 we have that the minimum values are In Case 3 we have that the minimum values are
In Case 4 we have that the minimum values are 
From these observations it follows that
Now we treat the discrete distance. Notice that the model M of R defined by M = (0, 1, 1, 1, 0, 1, 1, 1 is a model of K 3 , but there are no models of R which are models of
Thus, for any model M of R different to M we have
From these observations we obtain
Finally we deal with Cantor distance. Using the previous table we proceed to find the minimum values. (1, 1, 1, 1, 0,1) . In this case
Case 2 M (2) = 1, M (3) = 0, i.e. M = (0, 1, 1, 1, 0,1). In this case
Case 4 M (2) = 0, M (3) = 1, i.e. M = (1, 0, 1, 1, 0,1). In this case
Finally from the previous observations we obtain:
There are two dimensions in which the infinite can be introduced in the framework of logic based merging. The language and the number of sources. In this work we have introduced the infinite in the first of these dimensions. That is, we have considered the case of propositional languages with countably many propositional variables. This is important because in many situations we do not know in advance how many variables will be involved. So, we need to have mechanisms to treat these situations. In this setting, the information of one source is a logical theory. In this sense we have joined the classical AGM tradition in which an epistemic state is a logical theory. Then, we have done the lifting of the representation results found in [15] to the case of infinite propositional logic.
The introduction of the infinite in the second dimension, that is, to consider the possibility of having an infinite number of sources, is an issue not addressed in this work. Although we think this is an important theoretical issue and that the basic postulates have a generalization quite straightforward, we do not have a clear idea about what a majority behavior is in this case. Serious problems arise, inherent to the infinite, when we try to determine the majority; see for instance the recent work of Pacuit and Salame [20] . In that work, either the set of even numbers or the set of odd numbers is a majority set in the set of natural numbers. That is quite surprising. On the other hand, the naive notion of majority, based on cardinality, does not work well either.
A by-product of studying the infinite framework for merging operators is the possibility of finding the correct and more general formulation for some postulates (e.g. the majority postulate). The infinite case tells us that the distances used to define operators have to be very particular: they have to satisfy the condition 3 in Definition 12, i.e. a realization condition which is satisfied, for instance, by continuous functions over compact spaces. Another very interesting fact is the necessity of considering the smoothness property which guarantees the consistency of operators defined by smooth assignments. This kind of property has been introduced by Kraus et al. in [17] in order to have representation theorems for Nonmonotonic relations.
A challenging question is to study the behaviour of operators when we restrain the co-domain and the nature of information. For instance, what happens if instead of T (the set of all theories) we take the set of theories finitely generated? Do the representation theorems hold? What is not very clear for us is the nature of the assignments which could guarantee that the set of the minimal models of a finitely generated theory be indeed a set of models whose theory is finitely generated.
A natural generalization of this work is to consider, instead of theories, more general epistemic states as the encoding of the information given by a source.
To finish these concluding remarks we would like to say that the treatment of the infinite done in this work can be viewed as the beginning of a possible extension of merging to the framework of First Order Logic.
In order to prove Theorem 4 we state and show some propositions and lemmas. Next proposition is a useful standard tool in many of the proofs below. It is so standard, that most of the time we do not even mention it. It is stated without proof.
Proposition 22
Let K and R theories. Then
Lemma 23
For any valuation M and any knowledge multi-set Φ, there exists K such that M |= Δ K (Φ).
Proof: Take K = T h({M }). Clearly M is the unique model of K. Now use (IC0) to conclude.
Lemma 24
Assume that Δ satisfies (IC0), (IC6) and (IC7). Then, if
and by the previous observation the last expression is mod(Δ K ∩ T (Φ)) which is non empty for IC0).
Proposition 25
Assume that Δ satisfies (IC0), (IC6) and (IC7). Then for any valuation M
Proof: We consider two cases. First, we suppose that
In the second case, i.e.
Next proposition is the trichotomy property for merging operators

Proposition 26
Assume that Δ satisfies (IC0), (IC6) and (IC7). Then
Proof: The two first cases follow from lemma 24. Thus, let us suppose that
Now, using the distributivity of ∩ and ∪, it is easy to see that
Proof: (i) First we prove the condition 1, i.e. M Φ N under the hypothesis M |= ∧ ∧Φ and N |= ∧ ∧Φ.
This, together with the hypothesis, entails
. Now, we prove the condition 2, i.e. M |= ∧ ∧Φ , N |= ∧ ∧Φ ⇒ M < Φ N . It is enough to see that N |= Δ K ∩ T (Φ) under the assumptions M |= Δ K (Φ) and N |= Δ T (Φ). Thus, suppose the assumptions hold. If Δ K ∩ T (Φ) ∪ T is consistent, by (IC7), and the fact that
. This equality says us that N |= Δ K ∩ T (Φ), otherwise N |= ∧ ∧Φ, a contradiction.
(ii) Let K and T be two consistent theories. We want to show that for any M |= K, there exists
From these two facts, it is easy to get using semantical arguments (Proposition 22) that
⊥, a contradiction. Now, by the claim there exists N |= T and
With an analogous reasoning, we get
and
. This, together with the statements 7 and 8 (above) and Proposition 30, entails
. By (IC5) and Proposition 22,
. By Proposition 30, we concluded N ≤ Φ 1 M , a contradiction.
(v) Assume that M < Φ 1 N and M < Φ 2 N . We want to show thatM
. By (IC5 ), each of the three previous conditions give two possibilities. For instance from M |= Δ R 1 (Φ 1 Φ 2 ) we get (using
. Thus, in total, 8 cases can occur. We examine the following 4 cases (the remaining cases can be analyzed in a similar way):
(vi) Now we prove that ≤ Φ is smooth. Let M |= K, and suppose that M ∈ min(mod( K) , ≤ Φ ). By Lemma 39 M |= Δ K (Φ). Define H = {R : M |= Δ R (Φ)}. We claim that for any R ∈ H, Δ K (Φ) ∪ R is inconsistent. Towards a contradiction, suppose Δ K (Φ) ∪ R consistent. Then, by (IC6) and (IC7),
Since M |= K , Δ R (Φ) ∪ K , for any R ∈ H . By (IC6) and (IC7) we have
From 9 and 10 follows Cn(
which is a contradiction. Thus, we have that
We know, by Lemma 39, that N ∈ min(mod(K), ≤ Φ ). Furthermore, by the inconsistency of Δ K (Φ) ∪ R for any R ∈ H, N |= R for any R verifying M |= Δ R (Φ). Finally, Lemma 32 allows to conclude N < Φ M .
(vii) Assume that Δ satisfies (Maj). Suppose M < Φ 2 N. We want to show that there exists n such that M < Φ 1 Φ 2 n N . By (Maj) there exists n such that
and M |= K. Again, by Lemma 32, we have M < Φ 2 N , a contradiction. Now we prove that the assignment Φ →≤ Φ defined starting from Δ, indeed represents Δ. More precisely we have the following:
Proposition 41
Assume that Δ satisfies (IC0), (IC1), (IC6) and (IC7). Then Δ K (Φ) = Th(min(mod( K) , ≤ Φ )) Proof: It is enough to prove that mod(Δ K (Φ)) = min(mod( K) , ≤ Φ ). First, we note that
is exactly what says the Lemma 39. Now, we prove the reverse inclusion, i.e. mod(Δ K (Φ)) ⊇ min(mod(K),≤ Φ ). Take M ∈ min(mod( K) , ≤ Φ ). The proof of the smoothness property above, says us that M is necessarily in Δ K (Φ), otherwise we can find N |= K such that N < Φ M what contradicts the minimality of M .
The previous results give us the first half part of Theorem 4. Our next goal is to show the second part of that Theorem, i.e. that a syncretic assignment induces a merging operator defined by the equation 1. Actually we are going to prove a result that give us more precise relationships between the conditions satisfied by the assignment and the postulates satisfied by the operator induced.
Proposition 42
Let Φ →≤ Φ be an assignment, mapping a knowledge multi-set Φ in a smooth total preorder ≤ Φ . Then the application Δ : S × T → T defined by Δ K (Φ) = Th(min(mod( K) , ≤ Φ )) is well defined and satisfies (IC0), (IC1), (IC6) and (IC7). Moreover, the following conditions hold Proof: Clearly Δ is well defined. By definition, it follows that mod(
⊥. Thus, (IC1) holds.
Let us verify (IC6). If
This completes the verification of postulate (IC6). Now, we verify (IC7). Assume that Δ K 1 (Φ) ∪ K 2 is consistent. This together with (IC0) entails the consistency of
Next, we are going to prove the assertions (i) to (iv) of the proposition: (i) We suppose conditions 1 and 2 of Definition 3. Assume that K ∪ (∧ ∧Φ) is consistent We want to see that Δ K (Φ) = Cn(K ∪ (∧ ∧Φ)). Let M |= K ∪ (∧ ∧Φ). Since M |= ∧ ∧Φ, conditions 1 and 2 syncretic assignment, says that M is minimal, in particular,
(ii) Suppose that condition 3 of Definition 3 holds. Suppose that T ⊇ K, R ⊇ K and
(iii) Assume that condition 4 of Definition 3 holds. We want to see that (IC4) is satisfied,
(iv) Assume that condition 5 of Definition 3 holds. We want to see that (IC5) is satisfied, i.e. if
. By (IC0), we get easily that N |= K; from this and the fact that (M ∈ min(mod(K) ,
By the totality of ≤ Φ 2 and the fact that N is minimal with respect to this pre-order, we also have N ≤ Φ 2 M By condition 5, N < Φ 1 Φ 2 M , a contradiction. Thus, M |= Δ K (Φ 1 ). In an analogous way, we prove that
(v) Assume that condition 5' of syncretic assignment definition holds. We want to see that (IC5') is satisfied, i.e. if
. By definition of Δ, P < Φ 1 M and P < Φ 2 M . Then, by 5 , P < Φ 1 Φ 2 M and by the lemma 32, P |= R. But P |= Δ R (Φ 1 ), so, by (IC0), P |= R, a contradiction.
(vi) Assume that condition 7 of majority syncretic assignment definition holds. Given Φ 1 and Φ 2 we want to show that there exists n such that for any K,
. As usual, we make a semantical argument based on Proposition 22. Towards a contradiction, suppose M |= Δ K (Φ 2 ) and M |= K. By smoothness, there exists N such that N |= Δ K (Φ 2 ) and N < Φ 2 M. By condition 7, there exists n such that N < Φ 1 Φ 2 n M. Since N |= K, by Lemma 32,
Φ → ≤ Σ Φ is a majority syncretic assignment.
Proof: ≤ is reflexive, transitive and total over R + . This entails ≤ Σ Φ is reflexive, transitive and total, i.e. ≤ Σ Φ is a total pre-order. N . An argument similar to previous one, but using the strict monotony of the sum instead of large monotony, leads to M < Σ Φ 1 Φ 2 N .
6. We want to show that ≤ Σ Φ is smooth. Suppose M |= K and M is not a minimal model of K with respect to pre-order ≤ Σ Φ . The set {d Σ (P , Φ) : P |= K } is contained in R + therefore it has an great lower bound (infimum). Take (N , Φ 2 ) . By the Archimedean property of R there exists n such that
Finally by Observation 45, we have
The proofs that Φ → ≤ max Φ and Φ → ≤ Gmax Φ are quasi-syncretic and arbitration assignments respectively are left as an exercise for the reader.
We finish this section of proofs with the proof of Theorem 15.
Proof of Theorem 15:
We want to show that if T ⊇ R then there exists n such that (Δ Σ R ) n (Φ, T ) ⊇ T . First we prove the following claim: Claim.-Assume that S ⊇ R and T ⊇ R. We are going to prove that there exists n such that In order to finish the proof of the proposition, put S = Δ Σ R (Φ T ). By the claim we get (Δ Σ R ) 3 (Φ, T ) ⊇ T.
