Abstract: What determines industrial structure? Do sector-specific characteristics such as unionization, regulation, and trade policy dominate production patterns? One is inclined to believe so based on countless industry-level studies and the many political battles that are continually fought over trade and industrial policy. In contrast, standard neoclassical trade theory suggests that industrial structure is primarily driven by relative factor supplies. This paper demonstrates that aggregate factor endowments explain much of the structure of production-independent of industry idiosyncrasies-and quantifies the extent to which shifts in industrial structure in a cross section of countries are driven by the broad forces of factor accumulation. This result has important implications for policy. In particular, investment in physical capital and education may have as great an impact on the pattern of production as sector-specific trade and industrial policies. Thus, general equilibrium effects should not be ignored in efforts either to understand industrial structure or to form policies that attempt to alter it. These conclusions are reached through an empirical application of the factor proportions model of production.
Introduction
Shifts in the structure of industrial production stimulate vast amounts of economic research and fuel countless political debates. During the 1970s and 1980s, many believed that the United States was experiencing adverse structural change as foreign production seemed to displace domestic industry. Similar concerns resurged in the debates on the NAFTA in the 1990s and, most recently, with the steel industry's success in obtaining protective tariffs and the legislative deliberations over fast track trade promotion authority. Changes in the structure of production, whether actual or feared, will assuredly be a recurrent source of academic and political dispute.
What causes the pattern of production to change? What determines industrial structure?
The answers to these questions are central to our understanding of the basic structure and workings of the economy. Efforts to explain changes in an industry's production commonly focus on the characteristics of that industry. Anti-trust regulation, unionization, labor and environmental standards, tax treatment, credit subsidies, and trade policy have all been advanced as possible explanations for the performance of industries. The prevalence of this sector-specific focus is evident in the industrial policy debates of the 1980s and the trade policy debates of the 1990s.
1
Industry output is surely influenced by sector-specific attributes and policies. However, analyzing industries in isolation ignores the linkages that exist among industries, markets, and countries. Standard economic theory suggests that such linkages are important. In order to 1 Evidence of the political importance of these issues and examples of this approach are found in numerous Congressional hearings and policy symposia [see Business Roundtable (1984 ), Congressional Budget Office (1987 , the Federal Reserve Bank of Kansas City (1983) , the President's Commission on Industrial Competitiveness (1985) , U.S. Congress, Joint Economic Committee (1983a , 1983b , 1984a , 1984b , U.S. House of Representatives (1993 Representatives ( , 1992 Representatives ( , 1983 Representatives ( , 1982 , U.S. International Trade Commission (1993) , and U.S. Senate (1993a Senate ( , 1993b Senate ( , 1983 ]. account for these relationships, one must adopt a general equilibrium approach. Too frequently, the effects of general equilibrium are ignored or dismissed, especially in empirical work. This paper demonstrates that through the forces of general equilibrium, factor endowments explain much of the observed structure of production, independent of industryspecific characteristics. This conclusion is reached through an empirical application of standard neoclassical general equilibrium theory-the factor proportions model of international trade.
Two messages emerge from this result. First, in order to understand industrial structure, one must account for these general equilibrium forces. Second, factor endowments are an important determinant of the structure of production and as such, should be considered in the formulation of trade and industrial policy.
In contrast to previous studies, this paper separates the effects of factor accumulation from the effects of changes in the techniques of production. Industry output is determined both by the quantities of available resources and by how those resources are combined in the production process. By analyzing changes over time within the factor proportions framework, this paper quantifies the extent to which the broad forces of national factor accumulation have contributed to changes in industrial structure in a cross section of industrialized economies.
As a preview of the results, the factor proportions model explains, on average, about 40 percent of relative production patterns across countries. Although the prediction errors from this model are relatively large, a substantial proportion of the observed structure of production can be explained using general equilibrium theory and a relatively small set of information in the form of aggregate quantities of capital, various categories of labor, and land. Nearly all manufacturing industries depend heavily on capital and moderately educated labor. High-educated labor, on the other hand, tends to depress production in manufacturing industries.
From 1970 to 1990, national factor accumulation appears to be about twice as important as changes in the global techniques of production in accounting for changes in industrial structure. The relative importance of factor accumulation varies by industry, though for only one industry (textiles) do changes in the techniques of production dominate. The analysis suggests that investment in physical capital and education will have predictable effects on the structure of production, but that these effects can be augmented or offset by changing techniques, in addition to the idiosyncratic characteristics and policies that are not captured by the model.
The bottom line is that to explain industrial structure, one must account for general equilibrium forces. Studies of individual industries, while important, cannot capture the important and complex relationships among industries and countries. Moreover, factor accumulation significantly contributes to changing patterns of production. Policies that attempt to alter industrial structures must acknowledge, and even exploit the general equilibrium effects of factor endowments.
Background

The Industry-Specific Approach
What explains the relative behavior of industries? Why do some industries expand while others contract? In examining questions such as these, studies routinely confine their attention to a particular industry. Indeed, it seems natural to look within the industry to explain its behavior.
Focusing on industries in isolation allows the analysis to be conducted with great detail. Clearly, knowledge of unique characteristics, events, and policies is essential to our understanding of industry performance.
But industries do not exist in isolation. Rather, they are interconnected by a variety of forces. General equilibrium theory represents an attempt to characterize these linkages. Most industry-specific studies simply ignore general equilibrium effects. Even when acknowledged, general equilibrium is often dismissed on the grounds that it represents second-order phenomena. Porter (1990) Working within this industry-specific frame of reference, Porter (1990) ascribes the decline in the U.S. steel and auto industries to a "lack of dynamism" caused by institutional rigidities, management problems, and an unfavorable regulatory environment. Similarly, the MIT Commission on Industrial Productivity [Dertouzos, Lester, and Solow (1989) ] emphasizes management failures (especially with respect to technology adoption), inflexible organizational structures, and burdensome labor contracts in explaining the behavior of the steel and auto industries. Adams and Brock (1995) draw similar conclusions.
While studies such as these are informative, the validity of their conclusions depends, at least in part, on the unimportance of broader, general equilibrium effects. The goal here is to quantify the extent to which industrial structure can be explained using only aggregate factor endowments. Naturally, sector-specific characteristics or policies that alter general equilibrium relationships will be captured within this framework. In this sense, the approach taken here is complementary to industry-level analysis. The results indicate that general equilibrium forces play a substantial role in the behavior of industries. Hence, industry-level studies that focus only on industry-specific variables may miss a significant part of the explanation.
Factor Proportions Theory
The production side of the factor proportions model of international trade is utilized as the general equilibrium framework to explain industrial structure. This model provides a theoretically sound, structural framework for analyzing patterns of industry output in general equilibrium. The factor proportions theory of international trade is fundamentally a model of production. As Davis, Weinstein, Bradford, and Shimpo (1997) have noted, three of the four core theorems of factor proportions theory (Factor Price Equalization, Stolper-Samuelson, and Rybczynski) emerge from the production side alone. Simply adding an assumption on consumption generates the implications for international trade (the Heckscher-Ohlin theorem).
The core insight of the factor proportions model is that countries tend to produce-hence export-relatively more of those goods that intensively use their abundant factors of production.
Thus, the theory establishes relative factor endowments as the determinant of industrial structure and the source of comparative advantage.
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With constant returns to scale production functions and perfect competition in goods and factor markets, a country's national product is given by its revenue function
individuals and markets was a conscious one…Our approach pins down the first-order effects…" (p. 20).
3 Porter (1990) and Dertouzos et al. (1989) do acknowledge a role for factor endowments. Rather than viewing them as determinants of industrial structure, however, they see factors as a general necessary condition-more of a precondition-for the establishment of industry. This perspective is very common, but it is misleading to the extent that factor endowments themselves drive production patterns through the forces of general equilibrium.
where p is an (N × 1) vector of goods prices, v is an (M × 1) vector of inelastic factor supplies, y is an (N × 1) vector of net outputs and Y(v) is a compact production set. 4 Assuming Π(p,v) is twice continuously differentiable, the gradient with respect to p gives the net supply vector,
Differentiating again with respect to factor supplies gives the matrix of Rybczynski derivatives,
Since the supply function is homogeneous of degree one in v, 
What takes equation 1 from a standard neoclassical model of output to a model of the international location of production are the assumptions and conditions that allow the : matrix to be identical across countries. For this to be the case, countries must produce the same set of goods with the same techniques. Producing the same set of goods-diversified productionrequires that relative factor endowments not be "too" dissimilar across countries. 5 Use of the same techniques of production depends on common technologies and prices. Goods prices will be equalized across countries with free trade and zero transport costs. A crucial condition for factor price equalization is that the number of goods exceed the number of factors, N ≥ M.
However, in order for the supply function to be single-valued, there must be at least as many 
Caveats
Before proceeding there are two issues to address. The first is the assumption of equal numbers of goods and factors. Casual observation suggests that there may be more goods than factors. In this case, there does not exist a unique mapping between factor endowments and production. Nevertheless, equation 1 can be heuristically defended. Leamer (1984) has postulated that small transaction costs pin down the location of production in such a way as to minimize total transaction costs. 6 Bernstein and Weinstein (2002) provide indirect evidence to support this idea. If true, then the relationship in equation 1 continues to exist, albeit in some altered form relative to the underlying model. Alternatively, Davis (1995) demonstrates that small Ricardian technical differences may resolve the indeterminacy without disturbing the basic factor proportions relationship. Yet another possibility is that forward and backward linkages may create "industry complexes" that tie together production levels across industries [Helpman and Krugman (1985) ]. The bottom line is that in order to interpret equation 1, there must be some common underlying structural relationship between factor endowments and outputs, and this is what is assumed here. 7 The existence of this structural relationship is all that really matters for the present analysis, whereas if the goal were to test factor proportions model against alternatives, then more careful investigation of the assumptions would be warranted. [See Harrigan (2001) for an overview of the relevant empirical research.]
The second caveat is that the deeper issue of accumulation is ignored by taking factor endowments to be exogenous. The forces that are responsible for differing patterns of accumulation across countries are not addressed here. Ignoring the endogeneity of factors is potentially troublesome when the model is used to examine changes over time, and in particular, when the role of factor accumulation in changing industrial structure is isolated. In this context, the assumption of exogenous factors is problematic to the extent that aggregate endowments are determined by developments within industries. Evidence suggests, however, that accumulation depends primarily on broad forces that are largely external to a given sector. For example, educational attainment seems to be driven largely by demographic characteristics and domestic educational policy [Freeman (1986) , Katz, Loveman, and Blanchflower (1995) , Russell (1982) ].
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Similarly, domestic investment depends on aggregate forces such as life-cycle behavior, macroeconomic conditions, and tax policy [Bosworth (1993) , Jorgenson (1996) , SchmidtHebbel, Servén, and Solimano (1996) ]. Thus, to a first order, the assumption of exogenous 6 These costs need to be sufficiently small so as not to affect the common factor usage ratios or consumer demand.
7 Another set of contentious issues revolves around treating ISIC industries as industries in the factor proportions sense. See Schott (2001) for further discussion.
8 Freeman (1986) argues that a change in the composition of industries actually does have a measurable impact on the demand for education. This conclusion is based on highly aggregated industry definitions (manufacturing, professional services, etc.). It also requires that (fixed) input coefficients differ greatly across these industrial categories. Within manufacturing, differences in input intensities are much smaller, implying that at the present level of aggregation, compositional effects are also likely to be small. factor endowments should not be a serious transgression. Future work could take this issue more seriously, however, by explicitly accounting for the endogeneity of factor endowments.
Related Work
Harrigan (1995) performs the first empirical examination of the production side of the factor proportions theory. He predicts industry output as a function of factor endowments under three different specifications. The first two use country fixed effects with constant coefficients and thus cannot be used to examine changes over time. The third specification is a time-varying parameter model in which the coefficients are assumed to follow a random walk. 9 Harrigan concludes that while the model does have explanatory power, it cannot fully explain the international location of production. This paper extends Harrigan's basic methodology of relating industry-level production to factor endowments. Specifically, movements over time are exploited in order to identify the sources of change in the structure of production. Work in a similar vein, but using a somewhat different approach, includes Harrigan (1997) and Harrigan and Zakrajšek (2000) . Bernstein and Weinstein (2002) investigate the production side of the factor proportions theory using a cross-section of international and regional data. They demonstrate that equation 1 holds relatively well internationally, but poorly across regions within a country. Since transaction costs should be lower within a country than between countries, they interpret this as evidence that production patterns may be rendered determinate by transaction costs. Davis and Weinstein (1996, 1999) provide additional evidence that equation 1 fits reasonably well on an international cross-section.
9 Bernstein and Weinstein (1998) give a critique of these approaches.
Data
The data used in this paper come from a variety of sources. Twenty OECD countries are represented in the sample. These are listed in Table 1 . The selection of countries was mandated by data availability, but the sample can be justified on theoretical grounds as well. The assumptions used to derive equation 1, such as common technology and prices and diversified production, are more likely to hold in this sample than in a broader selection of countries. The time period considered is 1970 to 1990.
Endowment data includes five factors: capital stock, arable land, high-educated labor, medium-educated labor, and low-educated labor. The capital stock data are from the Penn
World Tables (PWT) , version 5.6. Arable land data are from the World Resource Institute. The labor categories are constructed from the PWT's data on numbers of workers and the Barro-Lee educational attainment data, which is expressed as percentages of the population. High-educated labor represents workers who have at least some higher education. Medium-educated workers have completed primary education and have at least some secondary education. Low-educated workers have at most completed primary education. Endowment data for a sample of eleven countries have been made available by James Harrigan in Feenstra, Lipsey, and Bowen (1997) .
To expand coverage to the current sample of twenty countries, all endowment data have been reconstructed from the original sources.
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Increasing the number of explanatory variables by using more specific factor endowment definitions would improve the fit of the model. For example, diaggregated categories of land and labor could be included. The problem with doing so, as discussed in Davis et al. (1997) , is that the more the definition of a factor is refined, the better proxy it becomes for production in certain sectors. For example, one would not want to include agricultural workers as a factor for explaining agricultural output because doing so comes close to reducing the factor proportions model to a tautology. Hence, the endowment data are restricted to the five factors given above.
Evidence from Leamer (1988) suggests this is a reasonable number of factors. States, but grew in Australia and New Zealand. Growth of high-educated labor in the United
States was similar to the OECD sample, but was notably more rapid in Germany and Japan.
Measures of the relative abundance of the five factors are presented in Table 3 Percentage changes in industry output as a share of total manufactures are given in Table   4 . Expressing these changes relative to manufacturing output allows us to focus on the compositional differences among industries. When deflating by GDP, nearly all of the changes are negative due to the secular decline in the manufacturing sector as a proportion of national income. The most striking increases for most countries are in Transportation Equipment, with strong gains also apparent in Electrical Machinery & Appliances and Non-electrical Machinery.
The largest decreases occurred for most countries in Iron & Steel. Nearly all countries have experienced declines in the relative output of Textiles. Table 5 summarizes production patterns by reporting the ratio of each country's share of (within-sample) production to its share of GDP in 1990 (this table is analogous to Table 3) .
These values are equivalently defined as the country's production-to-GDP ratio divided by that 12 James Harrigan has made the COMTAP data available in Feenstra et al. (1997) .
for the OECD sample as a whole. Thus, Table 5 contains information about differences in production patterns relative to the rest of the sample. Japan, once again, is notable for its disproportionately high share of output in almost all industries in the sample. The United States, on the other hand, tends to have smaller than average shares, reflecting the prominence of the services sector in the U.S. economy.
These twenty developed countries are striking in their differences. An interesting question is whether these countries have become more or less similar over time. That is, do the data support the notion of convergence in industry structure or relative endowments? Table 6 reports coefficients of variation for production shares and endowment ratios. The countries have indeed become more similar in the quantity of capital per worker and in the ratio of college educated workers to non-college educated workers. Per worker GDP has also become more similar. These findings are consistent with much of the convergence literature [see Baumol, Nelson, and Wolff (1994) and Dollar and Wolff (1993) ]. However, convergence in production structures does not generally appear. Tables 4, 5 , and 6 reveal that changes in production structures have varied greatly across countries. 
Econometrics
Here, The model for industry n is,
The main advantage of this approach is the ability to test hypotheses across equations, i.e., across time. Moreover, since it is likely that the disturbances across equations are correlated, the multivariate approach may lead to efficiency gains. This framework is a seemingly unrelated regression (SUR) model. Typically, the SUR framework defines a separate equation for the cross-sectional units, each of which contains observations over time. Here, each equation
contains cross-sectional observations with the time dimension defining the equations.
The system in equation 4
should not yet be estimated because of scale problems. A convenient normalization is to deflate all variables by GDP. Since interest lies not in levels of production, but in relative structures, this is a sensible normalization. Moreover, it eliminates the scale problem and adequately corrects for heteroskedasticity. 13 Two methods of estimation were computed: one-step generalized least squares (GLS) and iterated GLS. These two methods have the same asymptotic properties. If the residuals are normally distributed, however, the iterated procedure will produce the maximum likelihood estimator. The results for the two methods were very similar. Since there is no reason for preferring one method to the other, only the results for the one-step GLS estimation are reported.
There is an additional issue of endogeneity. Factor endowments are not exogenous, but respond to factor returns. In turn, factor returns depend on goods prices and so output.
Nevertheless, endogeneity should not be a problem here because industry-specific output flows are being regressed on economy-wide factor stocks. In order for endogeneity to be a concern, production in a single industry would contemporaneously have to affect factor endowments for the economy as a whole. To a first approximation, these effects, while present, are safe to ignore.
Finally, land was dropped as an explanatory variable. Including it did little to improve the fit of the equations as the estimated coefficient was almost never statistically significant.
Given that there are relatively few degrees of freedom per equation, dropping land may improve the estimation of the remaining parameters of interest.
Results
Performance of the Model
How well does the factor proportions model explain production structures? Table 7 reports mean absolute percentage prediction errors by industry and year. The overall average absolute prediction error is 52 percent, which falls between the 40 percent average prediction error of Harrigan (1995) prediction errors are contrasted with those based on the prediction of relative production using the cross-sectional mean. These errors are also presented in Table 7 . This naïve estimator has an overall mean absolute prediction error of 88 percent-36 percentage points larger than the average error based on the factor proportions model. Products, and Basic Metals, which depend on natural resources that are not included in the estimation, also have relatively large prediction errors.
In contrast to Harrigan (1995) , there do not appear to be large, systematic prediction errors. Harrigan's estimation consistently under-predicted production levels in Japan and the United States. He interpreted this as evidence that productivity differences may be important across industrialized countries [see Harrigan (1999 Harrigan ( , 1997 ]. Here, the prediction errors are not generally consistent in sign. For Japan, positive and negative prediction errors appear to be equally likely. For the United States, prediction errors do tend to be positive, but are roughly half the size of Harrigan's.
14 Similar results are reached by examining root mean squared errors. Repeating the estimation in this paper with their weights replicates their results (the unweighted regressions have an average R-squared of 0.98). There does not seem to be a notable change in the fit of the model over time.
Based on the explanatory power of the factor proportions model, the general equilibrium effects of factor endowments appear to be important in understanding industrial structure. This conclusion, however, does not diminish the importance of industry-specific characteristics.
Clearly, sector-specific attributes and policies matter. In fact, such characteristics may be extremely important at a more disaggregated level, i.e., in determining the product-level composition of a particular industry's output. The message here is that efforts either to explain the pattern of production or to devise policies that attempt to alter it must recognize the general equilibrium forces of factor endowments on industrial structure.
Importance of Factors
The signs and significance of the coefficients from the estimation of equation 4 can be interpreted in terms of comparative advantage. Leamer (1984) and Harrigan (1995) view a significantly positive coefficient as an indication that the associated factor is a source of comparative advantage for that industry; conversely for a negative coefficient. The actual coefficient estimates and standard errors are presented in Table A1 in the appendix. These parameter estimates, however, are difficult to interpret in terms of the underlying economic variables of the model. The economic significance of the parameter estimates is better reflected in standardized or beta coefficients. These are given in Table 9 . Beta coefficients, discussed in Leamer (1984) to be a source of comparative disadvantage, reflecting the tendency for highly skilled labor to reduce production in the manufacturing sectors (and presumably increase it in service sectors).
Other Chemicals and Transport Equipment, in contrast, tend to benefit from high-educated labor.
Low-educated labor is generally less important and its coefficients, while sometimes significant, vary in sign. Low-educated labor, however, is extremely important for Textiles. These results suggest that investment in physical capital and medium-educated labor will tend to increase the relative production of most manufacturing industries. Investing in higher education, on the other hand, will tend to decrease relative production of many manufactures. Note that these are not normative statements; changes in the size and composition of the manufacturing sector do not necessarily imply consequences for welfare.
Sources of Change in Industrial Structure
The structure of production depends on the relative quantities of available resources and on how those resources are combined in the production process. Changes either in factor endowments or in the techniques of production will therefore alter industrial structure. To what extent are changes in the structure of production driven by changes in factor endowments? The answer to this question is important not only in understanding changes in production patterns, but also in determining how policies that promote accumulation will ultimately impact industrial structure.
As a first step, it is important to determine if there have been statistically significant shifts in the estimated parameters of equation 4 over time. If not, then the techniques of production can be thought of as roughly constant, and changes in factor endowments will themselves account for the changes in industrial structures that can be captured by the factor proportions model of production. Table 10 reports Wald test statistics for the null hypotheses of constant coefficients over the 1970s, the 1980s, and from 1970 to 1990. In nearly every case the null of constant coefficients can be rejected at standard levels of significance. Thus, changes in the techniques of production, as measured by the parameter estimates, are also a potentially important source of change in industrial structure.
In order to identify the forces acting on production structures, the estimation results from equation 4 can be used to decompose the change in output from time t-s to time t as where V is the average value of factor endowments in periods t and t-s, and n is the average estimated coefficient matrix in periods t and t-s for industry n. The first term, 
V∆
, is the effect that changes in production techniques have on shifts in production, holding fixed endowments. Here, "technique" refers not only to the technology, but also to factor usage which depends on relative factor prices, and so indirectly on good prices. The techniques can change for a wide variety of reasons. These include changes in the more primitive forces of technology and preferences. Other sources of change include trade liberalization with the rest of the world, the emergence of new industrialized trading partners, overall factor accumulation within the sample, and even industryspecific shocks. These components of change in techniques cannot be distinguished in the present framework. In this sense, the ˆ matrix is somewhat of a black box. The goal here is not to explain the changes in the techniques, but merely to distinguish them from the factor endowment effect. The final term, t n s∆ , is the difference in the residuals.
The results of this decomposition for two ten-year intervals and for the 1970 to 1990 period are presented in Table 11 . The values reported in Table 11 It is important to note that the decomposition presented in Table 11 does not convey information on the goodness of fit of equation 5. Rather, it separates the gross forces that impact production structures. These gross forces typically differ in sign and therefore offset each other to some degree. It is the net impact of these forces that gives the predicted change in output.
Prediction errors for equation 5 (not shown) average about 100 percent. Compared to predicting production levels, predicting changes in production is much more difficult. This may result from the fact that the data in differences are noisier than the data in levels and to the fact that the parameters do not appear to be constant over time, meaning that equation 5 is misspecified as a regression equation (not as an algebraic identity). 17 To understand this normalization, let A=B+C. Averages of |B/A| and |C/A| will not sum to 100 percent. To remedy this, average |B/Ã| and |C/Ã| where Ã=|B|+|C|.
To conclude, national factor accumulation has tended to be the most important gross force acting on production patterns as reflected in the factor proportions model of production.
Shifts in the global techniques of production have also strongly contributed to changes in relative outputs.
Conclusion
What determines industrial structure? This is obviously a difficult question, and no single study can hope to capture the full complexity of the answer. Industry-specific studies provide essential information but, as this paper has shown, may miss a significant part of the explanation. The broad forces of accumulation explain much of the observed changes in production at the industry level. Ignoring these general equilibrium effects leads to an incomplete understanding of industry behavior.
Understanding industrial structure is not only important intellectually, but also because of its serious pragmatic implications. The heated political battles that are continually fought over industrial and trade policy are largely motivated and justified by the belief that sector-specific policies are the main determinant of industry behavior. The fact that factor accumulation appears to have a direct, significant, and predictable impact on the pattern of production means that policy should account for, and even exploit these general equilibrium forces. Failure to do so may lead to inefficient or even counterproductive policy.
Appendix
Note on the Choice of Weights
In estimating the factor proportions model, some authors have utilized an "endogenous" heteroskedasticity correction. This approach is endogenous in that it estimates the factor of (inverse) proportionality for the exogenously specified weighting variable. It is first used in a factor-proportions context by Leamer (1984) . The starting point is to model the residual variance for industry n as function of GDP to some power, In order for this method to work, it must be the case that observations with a relatively large GDP (i.e., large error variance) tend to have correspondingly larger residuals in the firststage regression. In the present application, however, this condition is not met. The reason for this is the presence of an influential outlier, the United States. One expects that the observation for the United States should have a relatively large error variance and, therefore, a relatively large residual in the first-stage regression. If this were true, it would translate into a large fitted value for 2 ln n σ , and hence an appropriately smaller weight. The fact that the United States is such a large outlier, however, forces the unweighted regression line to pass very close to the U.S.
observation, resulting in a relatively small residual and a relatively large weight. Applying this method to the data used in this paper results in a U.S. weight that is occasionally the largest and is almost always considerably larger than the mean weight. Clearly, this is undesirable since less weight should be given to the observations with greater variability. This explains Leamer's (1984) observation that his estimated heteroskedasticity parameters are "lower than expected"
and sometimes "actually negative." 1970-80 1980-90 1970-90 1970-80 1980-90 1970- 
