This paper investigates necessary and sufficient conditions for the existence of an affine parameter-dependent Lyapunov function assuring the Hurwitz (or Schur) stability of a polytope of matrices. A systematic procedure for constructing a family of linear matrix inequalities conditions of increasing precision is given. At each step, a set of linear matrix inequalities provides sufficient conditions for the existence of the affine parameter-dependent Lyapunov function. Necessity is asymptotically attained through a relaxation based on a generalization of Pólya's Theorem to the case of matrix valued functions. Numerical experiments illustrate the results.
Introduction
The stability of compact sets of matrices is a subject that has been studied since many years and presents a wide range of applications in areas such as linear algebra and control systems. Special attention has been devoted to the investigation of Hurwitz and Schur stability of polytopes of matrices using the Lyapunov approach, which has provided appealing numerical tools and can be extended to deal with a great variety of similar problems. Through this approach, the stability of a matrix A ∈ R n×n can be inferred by means of a Lyapunov function v(x) : R n → R (usually quadratic on x) such that v(x) > 0 andv(x) < 0 for all x / = 0, x ∈ R n . The use of Lyapunov functions to assess the stability of a polytope of matrices gives rise to conditions that can be cast as linear matrix inequalities (LMIs). In the LMI framework, the stability can be verified through convex optimization problems which can be efficiently solved by polynomial time algorithms [1, 2] . The quadratic stability, i.e. the use of a quadratic Lyapunov function v(x) = x P x with a constant symmetric positive definite matrix P not depending on the uncertainty, provides a simple sufficient condition in terms of a set of LMIs described only at the vertices of the polytope. The existence of a feasible solution assures the stability of the entire domain. In control systems, quadratic stability has been used as the starting point to deal with several problems such as robust control and filter design including H 2 and H ∞ criteria (see [3] and references therein). The results based on quadratic stability are specially adequate to handle time-varying uncertain parameters, but can be very conservative in the evaluation of the stability of polytopes of matrices.
Affine parameter-dependent Lyapunov functions v(x) = x P (α)x, where P (α) depends affinely on α, have been used to reduce the conservatism in the evaluation of stability of matrix polytopes. In [4] , the feasibility of a set of LMIs with extra matrix variables provides a set of Lyapunov matrices whose convex combination assures the Hurwitz stability of the polytope. The Schur counterpart results appeared in [5] and the generalization to cope with stability of the polytope of matrices with respect to any convex region in the complex plane in [6] . Exploiting the algebraic structure of the Lyapunov condition applied to a general matrix inside the polytope, sufficient conditions for the existence of an affine parameter-dependent Lyapunov matrix assuring the stability of the polytope have been given in [7] (Schur case) and [8] (Hurwitz case). The conditions in [7, 8] are, in general, less conservative than the ones in [4] [5] [6] , and all of them encompass the quadratic stability as a special case. A numerical comparison can be found in [9] and a more general result (containing the above ones) has been given in [10] , where the ideas of introducing extra variables and of exploring the algebraic structure were combined to provide sufficient conditions for the stability of a polytope of matrices with respect to a generic convex region in the complex plane.
Recently, higher degree parameter-dependent Lyapunov functions have been used to provide less conservative evaluations of stability domains. Sufficient LMI condi-tions based on homogeneous polynomially parameter-dependent Lyapunov functions v(x) = x P (α)x with P (α) of arbitrary degree on α are presented in [11] . A family of sufficient LMI conditions of increasing precision for the Hurwitz stability of uncertain matrices is given in [12] , where a feasible solution is associated to the existence of a polynomially parameter-dependent Lyapunov function. As the degree of the polynomial increases, more free variables are added to the LMIs and the conditions tend asymptotically to the necessity. Some of these results can be adapted to deal with polytopes of matrices and to address Schur stability as well, but in general the conditions are more directly applicable to the Hurwitz stability of affine parameter-dependent uncertain matrices.
It is worth mentioning the approaches based on real algebraic geometry as, for instance, [13, 14] that investigate the positivity of polynomials over compact sets and the sum-of-squares decomposition [15, 16] . As shown in [17] , the stability of a matrix depending affinely on uncertain parameters lying inside a known interval can be investigated by means of a sequence of LMI relaxations. See also [18] for details about polynomial optimization tools. However, the application of these conditions to analyze the stability of polytopes of matrices is not immediate and the method does not provide a parameter-dependent Lyapunov function which would be of great interest for many reasons, such as to extend the results to cope with other requirements in the context of control systems as for instance positive realness, stability of time-delay systems, H 2 and H ∞ guaranteed cost computation, etc. LMI relaxations tending to exactness that can be used to assess Hurwitz stability through the existence of a polynomially parameter-dependent Lyapunov function have also been given in [19, 20] for matrices with a linear fractional dependence on the uncertain parameters. All the methods cited above rely on the increase of the number of variables to provide numerically tractable LMI conditions as close as possible to the exact solution which can be solvable through convex optimization and semi-definite programming [21, 22] .
The aim here is to investigate the Hurwitz (Schur) stability of a polytope of matrices by means of the existence of an affine parameter-dependent Lyapunov function. Using the results from [7] and [8] as a starting point, a family of LMIs of increasing precision yielding less and less conservative results is defined. The number of decision variables remains constant, being determined by the number of vertices in the polytope and the dimension of the matrices, and the number of LMIs increases at each step. Whenever an affine parameter-dependent Lyapunov function exists, the necessity is attained through the proposed relaxation procedure. The proposed conditions can be viewed as an extension of the Pólya's Theorem to the case of matrix valued functions [23] . This strategy has also been used in [19, 20] for stability analysis and in many other contexts involving copositive programming (see for instance [24] ). Applying the same method to stability conditions that use extra matrix variables, exactness is obtained with a smaller number of relaxation steps (and, consequently, smaller number of LMIs). The results are illustrated by numerical examples.
Notation
The symbol ( ) indicates transpose; P > 0 ( 0) means that P is symmetric positive (semi) definite. λ max (P ) means the maximum and λ min (P ) the minimum eigenvalue of matrix P . R represents the set of real numbers, Z + the set of nonnegative integers {0, 1, 2, . . .} and M! denotes factorial, i. (1) for M ∈ Z + with 0! = 1. N is used to denote the number of vertices of a polytope and also the dimension of vector α associated to a generic matrix inside the polytope.
Preliminaries
Consider the polytope of real square matrices defined by
where N is the number of vertices and N stands for the unit simplex, i.e.
The aim here is to provide necessary and sufficient computationally verifiable conditions such that a symmetric positive definite affine parameter-dependent Lyapunov matrix given by
with P i = P i > 0, i = 1, . . . , N to be determined, assures the Hurwitz (Schur) stability of A through the use of the Lyapunov function v(x) = x P (α)x. The following lemmas give necessary and sufficient conditions for the Hurwitz (Schur) stability of A in terms of a generic parameter-dependent Lyapunov function P (α) = P (α) > 0, but the conditions must be fulfilled for all α ∈ N thus resulting in problems of infinite dimension. 
Lemma 1. The set
Condition (a) is straightforwardly obtained through the use of v(x) = x P (α)x as a Lyapunov function associated to the differential equationẋ = A(α)x. For any fixed α ∈ N and for all d ∈ Z + , the equivalence between (a) and (b) is immediate
Note that P (α) in Lemma 1 does not have a special structure and the verification of stability is based on the existence of a positive definite Lyapunov matrix for any choice of α ∈ N , which is a well known result.
For instance, imposing P (α) = P in condition (a) of Lemma 1 one has the quadratic stability condition, which can be verified by simply testing the existence of P = P > 0 such that
Note that the existence of P = P > 0 satisfying (3) is a necessary and sufficient condition for the existence of P (α) = P such that Lemma 1 holds. However, quadratic stability is only a sufficient condition for the Hurwitz stability of A.
The aim here is to investigate necessary and sufficient conditions for the existence of P (α) given by (2), a class of Lyapunov functions that can provide less conservative results for the stability analysis of A than quadratic stability. The algebraic properties of condition (b) of Lemma 1, which defines a family of polynomials whose number of monomials is parametrized on d ∈ Z + , will be used to provide a complete characterization of the existence of P (α) given by (2) assuring the Hurwitz stability of A in terms of linear matrix inequalities formulated only at the vertices of A.
A similar lemma can be presented for the Schur stability of A:
Lemma 2. The set A is Schur stable if and only if there exists a symmetric positive definite parameter-dependent matrix P (α)
∈ R n×n such that one of the following equivalent conditions holds ∀α ∈ N :
The same remarks of Lemma 1 also apply to Lemma 2. Condition (a) can be obtained from the use of the Lyapunov function v(x) = x P (α)x applied to the difference equation
The existence of P = P > 0 such the quadratic stability condition
holds is a necessary and sufficient condition for the existence of P (α) = P satisfying Lemma 2 [25] , being a sufficient condition to the Schur stability of A.
In the literature, several results have appeared providing sufficient conditions for the existence of an affine parameter-dependent Lyapunov function P (α) given by (2) satisfying Lemmas 1 (Hurwitz case) or 2 (Schur case) [4] [5] [6] [7] [8] . In most cases, the results are simple to be tested, being formulated in terms of LMIs defined at the vertices of A but nothing is said with respect to the necessity. It is important to mention that there are existence results for polynomial parameter-dependent P (α) of arbitrary degree satisfying Lemma 1 [26] and that LMI relaxations can be used to test the roots of the polynomial det(sI − A(α)) for α ∈ N [13] , but the necessary conditions for the existence of an affine parameter-dependent Lyapunov function P (α) given by (2) satisfying Lemma 1 or Lemma 2 have not been investigated. This paper is devoted to solve this problem, exploiting properties of real algebraic geometry in condition (b) of both lemmas to construct a family of LMI conditions that converges asymptotically to the necessity.
Before presenting the main results, some definitions and preliminaries are needed. Define K(d) as the set of N-tuples obtained as all possible combinations of
. . , J (d).
As an example consider N = 3 and d = 2, which yields J (2) = 6, K(2) = {002, 011, 020, 101, 110, 200} and the coefficients
Consider also the modified multinomial coefficients used in this paper
The following result is known in the literature as the Pólya's Theorem [23] .
. . , α N ) be a real homogeneous polynomial which is positive ∀α ∈ N . Then for a sufficiently large d ∈ Z + , the product
has all its coefficients strictly positive.
Recently, a bound on the value of d, tighter than previous ones from the literature, has been provided in [27] .
Theorem 2. Let
be a homogeneous polynomial function of degree g which is positive on the simplex N . The polynomial
has positive coefficients if
where
In next section, the main results of the paper are presented. The proof of convergence to the necessity is based on a generalization of Theorem 2 to the case of matrix valued homogeneous polynomial functions.
Main results
In this section, it is shown how to construct a sequence of LMI conditions of increasing precision such that an affine parameter-dependent Lyapunov matrix P (α) given by (2) assures the Hurwitz (Schur) stability of A.
Hurwitz case
Note that, when P (α) is given by (2), the left-hand side of condition (a) in Lemma 1 can be written as
A simple condition assuring the Hurwitz stability of A is obtained by imposing that P i = P i > 0 must be such that T H i < 0 and T H ij < 0, i = 1, . . . , N, j = i + 1, . . . , N. Clearly, this is sufficient to ensure that P (α) given by (2) is an affine parameter-dependent Lyapunov function satisfying Lemma 1. This idea, first exploited in [8] , introduces some conservatism since, although the existence of P i = P i > 0 such that T H i < 0 is a necessary condition for the stability of A (the vertices must be stable), T H ij not necessarily needs to be negative definite to assure that the overall sum is negative definite. Now, observe that (5) represents a homogeneous polynomial matrix valued function of degree two on the parameter α. Using the left-hand side of condition (b) in Lemma 1, polynomials of larger degrees can be obtained, yielding for a generic
which is a homogeneous polynomial of degree d + 2. In what follows, the main result of the paper concerning Hurwitz stability is given. 
Proof. Sufficiency. It is straightforward to show that, if there exist symmetric positive definite matrices P i , i = 1, . . . , N and d ∈ Z + such that (7) The main idea of Theorem 3 is simply to exploit the positivity of α ∈ N , imposing that each term in (7) is negative definite to guarantee d (α) < 0. As d grows, a larger number of LMIs which are increasingly less conservative need to be verified. A feasible solution P i = P i > 0, i = 1, . . . , N for any fixed d is sufficient to assure d (α) < 0 and is also feasible for larger values of d. Note that the number of scalar variables is given by N(n + 1)n/2 (entries of the symmetric matrices P i , i = 1, . . . , N) and does not depend on d. Whenever there exists an affine parameter-dependent Lyapunov function given by (2) such that (α) < 0, the relaxation procedure converges to necessity as d increases. The result can be viewed as a generalization of the Theorem of Pólya to the case of matrix valued functions. The determination of an exact bound for d, however, depends on an accurate evaluation of (α) with P (α) given by (2) for all α ∈ N , which can be a very demanding task. Note however that tighter bounds specific for the case investigated here could be obtained taking into account the fact that, if a parameter-dependent Lyapunov function exists, then N matrix valued coefficients are necessarily negative definite (stability of the vertices).
It is worth of mention that the case d = 0 provides a sufficient condition which is equivalent to the one in [8] . Note also that, as discussed in [26] , the complete characterization of the Hurwitz (or Schur) stability of a polytope A may require, in the general case, polynomial type Lyapunov functions v(x) = x P (α)x with P (α) of degree larger than one on α.
Schur case
A similar development can be applied to the Schur case. The left-hand side of condition (a) in Lemma 2 can be written
A(α) P (α)A(α) − P (α)
In [7] , a sufficient condition for the existence of P (α) given by (2) assuring the Schur stability of A has been given in terms of the matrix valued coefficients of the polynomial of degree three in Eq. (8) . Again, polynomials of larger degrees can be obtained from the left-hand side of condition (b) in Lemma 2, providing for a generic
where 
Proof. Similar to the proof of Theorem 3, being thus omitted.
Study of case: N = 2
Consider that the conditions of Theorem 3 are applied to a polytope A with N = 2 vertices. In this case,
Then, for d = 0, the number of LMIs is J (2) = 3, K(2) = {02, 11, 20} and the LMIs are
which are necessary conditions and
For d = 1, the number of LMIs is J (3) = 4, K(3) = {03, 12, 21, 30} and the LMIs are (11) and
Note that a feasible solution to (11) and (12) is also feasible to (11)- (13), but the converse is not true, since the constraint (12) is more restrictive than (13). For d = 2, the number of LMIs is J (4) = 5, K(4) = {04, 13, 22, 31, 40} and the LMIs are (11) and
For d = 3, the number of LMIs is J (5) = 6, K(5) = {05, 14, 23, 32, 41, 50} and the LMIs are (11) and
and so on. It is important to stress that the existence of P 1 = P 1 > 0 and P 2 = P 2 > 0 satisfying the LMIs (11) is a necessary condition for stability and that the new LMIs are obtained as linear combinations of T H 1 , T H 2 and T H 12 . This is also true for larger values of N, i.e. the existence of P i = P i > 0 such that T H i < 0, i = 1, . . . , N is a necessary condition for the Hurwitz stability of A (stability of the vertices) and the new LMIs are written as linear combination of T H i and T H ij . As d increases, the new LMIs become easier to be fulfilled and, if an affine parameter-dependent Lyapunov function assuring the Hurwitz stability exists, the necessity is attained.
Extended conditions
LMI conditions which are equivalent to the conditions of Lemmas 1 (Hurwitz case) and 2 (Schur case) but present a larger number of decision variables can be formulated through the use of the Finsler's Lemma [28] .
Lemma 3. The set A is Hurwitz (Schur) stable if and only if there exists a symmetric positive definite parameter-dependent matrix P (α) ∈ R
n×n and parameter-dependent matrices X(α) ∈ R 2n×n such that one of the following equivalent conditions holds ∀α ∈ N :
for the Hurwitz and Schur cases, respectively.
As in Lemmas 1 and 2, α ∈ N and the equivalence between (a) and (b) is straightforward. For a fixed α, the equivalence between Lemma 3 and Lemma 1 (a) and Lemma 2(a) can be proved by using the Finsler's Lemma (see, for instance, [28] for details). To see that the conditions of Lemma 3 assure the ones in lemmas 1 and 2 (that is, the sufficiency part), simply pre-multiply (α) by I A(α) and post-multiply by .
If a special structure of P (α) is considered, as for instance an affine parameterdependent matrix as in (2), from the conditions of Lemma 3 less conservative LMI tests for evaluating the Hurwitz (Schur) stability of A can be obtained following the lines presented in [10] . Due to the extra matrix variable X(α), whose structure is also supposed to be affine dependent on the parameter α, the results obtained in [10] are less conservative than the ones presented in [7] (Schur case) and [8] (Hurwitz case). The relaxation method proposed here can also be applied to the condition (b) in Lemma 3, as stated in the following theorem. 
and Q i , i = 1, . . . , N are respectively given, for the Hurwitz and Schur cases, by
Proof. The proof is very similar to the proof of Theorem 3, being based on the fact that part (b) in Lemma 3 can be written as a polynomial of degree d + 2 given by
with P (α) given by (2), X(α) by
The LMIs of Theorem 5 assure (α) < 0 for all α ∈ N , ∀d ∈ Z + .
Due to the extra matrix variables X i ∈ R 2n×n , i = 1, . . . , N, the results obtained through Theorem 5 are less conservative and encompass the ones provided by Theorems 3 and 4 for a given d. See [10] for a discussion concerning this aspect when d = 0. Furthermore, these extra matrices allows a faster convergence to the necessary conditions for the existence of an affine parameter-dependent Lyapunov function P (α), as illustrated by means of numerical experiments in next section.
Finally, note that Theorem 5 could easily be extended to cope with the stability analysis with respect to any convex region in the complex plane with an appropriate choice of Q(α), following the lines depicted in [6, 10] .
Numerical experiments
Firstly, series of thousands stable polytopes of matrices have been generated following the methodology described in [10] for n = 2, 3, 4, N = 2, 3, 4. It is important to stress that not necessarily these polytopes are identifiable as stable by means of affine parameter-dependent Lyapunov functions. These stable polytopes have been tested through the conditions of Theorem 3 and Theorem 5 (Hurwitz case, shown in Table 1 ) and Theorem 4 and Theorem 5 (Schur case, shown in Table 2) T3  T5  T3  T5  T3  T5  T3  T5  T3  T5  T3  T5  T3  T5  T3  T5 Table 2 Number T4  T5  T4  T5  T4  T5  T4  T5  T4  T5  T4  T5  T4  T5  T4  T5 Theorem 4 is (in general) still increasing with d and larger values of d would be necessary to achieve the same numbers provided by Theorem 5. The tables also indicate that the maximum number of stable polytopes admitting an affine parameterdependent Lyapunov function given by (2) has probably already been reached by the conditions of Theorem 5 for d 4 in all the cases analyzed. As discussed in [12] , polynomially parameter-dependent Lyapunov functions of larger degree on α would be necessary to test the stability of polytopes of matrices as n and N increase. Now, to illustrate how the relaxation procedure evolves as d increases, two examples are considered. The first one is concerned with the Schur stability of the N = 2 vertex polytope described by matrices 
Using the relaxation procedure proposed in Theorem 4, the affine parameter-dependent Lyapunov function Fig. 1 where the maximum value for each row of Table 3 has been plotted as a function of d, illustrating how all the matrix valued coefficients become negative definite. Notice however that nothing can be said about the behavior of the positive eigenvalues until convergence is attained. An affine parameter-dependent matrix given by (2) 
All the matrix valued coefficients become negative definite for d = 4, yielding the parameter-dependent Lyapunov function v(x) = x (α 1 P 1 + α 2 P 2 + α 3 P 3 )x; α ∈ N described by the vertices 
Conclusion
A relaxation procedure has been used to construct a sequence of LMI conditions assuring the existence of an affine parameter-dependent Lyapunov function for the Hurwitz (or Schur) stability of a polytope of matrices. As the number of LMI increases the sufficient conditions becomes also necessary for the existence of such a function. The results can easily be extended to deal with other requirements based on parameter-dependent Lyapunov functions in the context of control systems.
