Abstract. A nonclassical nonautonomous diffusion equation with delay is analyzed. First, we prove the existence and uniqueness of solutions by using the Galerkin approximations and the energy method. Next, we prove the existence and eventual uniqueness of stationary solutions, as well as their exponential stability. We emphasize that the assumptions imposed on the delay term include, in particular, the case of measurable variable delays.
Introduction
In this paper we consider the following nonautonomous nonclassical diffusion problem: where Ω is an open bounded set of R n , τ ∈ R is the initial time, g is an external force depending on t and u t , where for each t ≥ τ, we denote by u t the function defined on [−h, 0] by the relation u t (s) = u(t + s), s ∈ [−h, 0], with h > 0 a fixed time, and φ is a given function defined on [−h, 0] × Ω.
This type of nonclassical parabolic equations are often used to model physical phenomena, such as non-Newtonian flows, soil mechanics, heat conduction, etc (see, e.g., [1, 2, 6, 7, 8, 10, 11] ). In this paper we are interested in the case in which some kind of delay is taken into account in the forcing term. To be more precise, we will be interested in the case in which a bounded general delay is considered in the equation. This is an important variant of the nondelay case because there are many situations in which the evolution of the model is determined not only by the present state of the system but for its past history.
In Section 2 we will establish the problem and the necessary preliminaries to handle our problem. The existence and uniqueness of solution of our problem is proved in Section 3 by using the Galerkin approximations and the energy equality. Finally, in Section 4 we prove the existence of stationary solutions of our problem, and we also analyze the asymptotic behaviour of such stationary solutions, by establishing some sufficient conditions ensuring their exponential stability.
Preliminaries
We consider the following usual spaces H = L 2 (Ω) with inner product (·, ·) and associate norm |·| , and V = H For the delay term, we assume that g : (τ, +∞) × C H → H and satisfies: g1) for any ξ ∈ C H , the mapping R + ∋ t → g(t, ξ) ∈ H is measurable, g2) there exists a nondecreasing function L g : (τ, +∞) → (τ, +∞), such that for all R > 0 if |ξ| CH , |η| CH ≤ R, then
for all t ∈ (τ, +∞), and g3) there exist a constant C g > 0 and a nonnegative function f ∈ L 1 (τ, T ), for all T > τ , such that for any ξ ∈ C H ,
, for all t ∈ (τ, +∞). Finally, we suppose that φ ∈ C H . Remark 2.1. Consider a globally Lipschitz function G : H → H, with Lipschitz constant L G > 0, and a measurable function ρ :
Then, it is not difficult to check that the operator g : R × C H → H, defined by
satisfies assumptions g1)-g3).
Observe that the only assumption imposed on ρ is measurability, in contrast with the condition ρ ∈ C 1 , with derivative ρ ′ (t) ≤ ρ * < 1 appearing in many papers published on delay differential equations (see e.g. [4] for a nonclassical diffusion model with delays). The example of delay term described above can be generalized in several senses. The most straightforward generalization is to take into account more than one delay term in the problem, and to allow G to depend on time. Namely, consider m measurable functions ρ i : R → [0, h] for i = 1, ..., m, a measurable mapping G :
is locally Lipschitz and sublinear in H m uniformly with respect to time. Then, consider g : R × C H → H given by g(t, ξ) := G(t, ξ(−ρ 1 (t)), . . . , ξ(−ρ m (t))). This operator g also satisfies conditions g1)-g3).
Another example of operator satisfying assumptions (g1)-(g3) is given below. We consider g : R × C H → H defined as follows:
where the function G : R × (−h, 0) × R → R satisfies the following assumptions:
Namely, the operator g defines an element of H in the following way:
One can check now that g satisfies assumption (g3), and using (a) above, we obtain that it is well defined as a map with values in H.
Existence and uniqueness of solution
In this section we establish existence and uniqueness of solution for (1) . But, before studying (1), we consider the autonomous equation u + Au = g. From the Lax-Milgram lemma, we know that for each g ∈ V ′ there exists a unique u g ∈ V such that (2) u g + Au g = g.
The mapping C : u ∈ V → u + Au ∈ V ′ is linear and bijective, with
Observe that, by the definition of D(A), we also have that C −1 (H) = D(A), and reasoning as for the obtention of (3), we deduce that
Let us first define the concept of solution that we will work with.
or, equivalently,
V ) for all T > τ and satisfies (5), then the function v defined by
for all T > τ , and therefore, as
From these considerations, it is clear that u is a weak solution to (1) 
V ) for all T > τ, and
for all t ≥ τ.
Remark 3.3. If u is a weak solution of (1), then u satisfies the following energy equality:
Our main result in this section is the following.
Theorem 3.4. Assume that g satisfies assumptions g1)-g3), and φ ∈ C H with φ(0) ∈ V . Then, there exists a unique weak solution u = u(·; τ, φ) of (1), which satisfies in addition that
Proof. For simplicity, we will argue in the case τ = 0. The general case is similar. We split the proof of existence into two steps.
Step 1: A Galerkin scheme. First a priori estimates. Let us consider {v j } ⊂ V, the orthonormal basis of H of all the eigenfunctions of the operator A.
where the upper script m will be used instead of (m) since no confusion is possible with powers of u, and where the coefficients α m,j are required to satisfy the following system of ordinary differential equations:
and the initial condition u m (s) = P m φ(s) for s ∈ [−h, 0]. In principle, the above system of ordinary functional differential equations (8) possesses a unique local solution defined in [0, t m ), with 0 < t m ≤ ∞ (see [3] ).
Let us prove that the solutions do exist for all time t ∈ [0, +∞).
Let us fix 0 < T < t m . Multiplying (8) by α mj (t) and summing in j, we obtain for a.e. t ∈ (0, T ),
and therefore, using Young's inequality, and taking into account g3), we deduce that
Hence, integrating between 0 and t, and taking into account that φ(0) ∈ V , we have
On the one hand, if t ≤ h,
But,
Therefore, from these inequalities we can deduce, if t ≤ h,
Therefore, we can conclude that
and, by the Gronwall lemma we have
Thus, we obtain that for any T > 0 there exists a constant C = C(T, φ), depending on some constants of the problem (namely λ 1 , C g and f ), and on T and φ, such that
In particular, this implies that t m = ∞ for all m, and taking into account that
Moreover, it follows from (9), g3) and (13) that
On the other hand, multiplying (8) by
, summing in j, and integrating over Ω, we have 1 2
Now, on account of the Young inequality,
Integrating (16) from 0 to t, we deduce
Thanks to (15), (17) and the fact that u m (0) = P m φ(0) ≤ φ(0) , the sequence of time derivatives
, for all T > 0, and a subsequence of {u m } which converges
By the Aubin-Lions compactness result (cf. [5, Ch.1,Th.5.1]), we obtain that a subsequence in fact converges strongly to u in L 2 (0, T ; H) and a.e. in (0, T ) with values in H, and a.e. in (0, T ) × Ω for all T > 0.
Step 2: Convergence in C H and existence of solution. We will prove that u m t → u t in C H , for all t ∈ [0, ∞). To see this, it is enough to prove:
For the delay initial datum φ ∈ C H , if (19) were not true, there would exist ε > 0 and a subsequence, that we would relabel the same, such that
One can assume that θ m → θ, where
But this is a contradiction with (21) and the continuity of φ. Therefore, (19) holds.
Now we consider an arbitrary fixed value T > 0. Due to the strong convergence of {u m } to u in L 2 (0, T ; H), we deduce that a subsequence (relabelled again as u m ) converges to u(t) in H a.e. t ∈ (0, T ).
Since
from (18) (notice that a bounded sequence in
By the compactness of the injection of H into V ′ , from (14) and the equi-continuity in V ′ , by the Ascoli-Arzelà theorem we have that
Again from (14) 
In order to prove that this is a contradiction, we will use an energy method. By (10) and (13), we have the following energy inequality for all u m (see also Remark 3.3):
On the other hand, we deduce from (13), and (g3), eventually extracting a subsequence, the existence of ξ g ∈ L 2 (0, T ; H), such that {g(u m )} converges weakly to ξ g in L 2 (0, T ; H). Then, taking into account (14), (15) and (18), we can pass to the limit in equation (8) and deduce that u is solution of
Therefore, by the energy equality and Young's inequality,
Now, observe that, for the weak limit ξ g , we have the estimate
Consequently, u satisfies the inequality (25). Now, consider the continuous functions
From (25) for {u m } and u, it is clear that J m and J are non-increasing functions. Moreover, by the convergence of u m to u a.e. t ∈ (0, T ) with values in H, and weakly in L 2 (0, T ; H), it holds that
Now we will prove that
which contradicts (24). Firstly, recall from (23) that
So, we have that
Therefore, if we show that
we obtain that lim m→∞ |u m (t m )| = |u(t 0 )|, which jointly with (29), implies (28). Now, observe that the case t 0 = 0 follows directly from (25) with s = 0 and the definition of u m (0) = P m φ(0). So, we may assume that t 0 > 0. This is important, since we will approach this value t 0 from the left by a sequence {t k }, i.e. lim k→∞tk ր t 0 , being {t k } values where (27) holds. Since u(·) is continuous at t 0 , there is k ε such that
On the other hand, taking m ≥ m(k ε ) such that t m >t kε , as J m is non-increasing and for allt k the convergence (27) holds, one has that
and obviously, taking m ≥ m ′ (k ε ), it is possible to obtain |J m (t kε ) − J(t kε )| < ε/2. We also have that The first straightforward consequence of the convergence proved above, since g satisfies (g2), is that
Thus, we can identify ξ g (t) = g(t, u t ) in (26). Therefore u is a solution of (1).
Uniqueness Let u, v be two weak solutions with the same initial conditions and set w = v − u. Then, using the energy equality, we obtain 1 2
On the other hand, reasoning as in (12), we deduce that
for all t ∈ [0, T ], and the same for v. This inequality and g2), yield that
Observe that w(s) = 0 if s ≤ τ. Therefore, for t ∈ (0, T ) :
whence the Gronwall lemma finishes the proof.
Proposition 3.5. Under the assumptions of Theorem 3.4, the solution of (1) is continuous with respect to the initial condition φ. More precisely, if u i , for i = 1, 2, are the corresponding solutions to the initial data φ i ∈ C H , i = 1, 2, with φ i (0) ∈ V, i = 1, 2, the following estimate holds:
, where R T,φ1,φ2 ≥ 0 is given by
Cg(2λ1)
Proof. We denote w = u 1 − u 2 . It easily follows that
For a fixed T > 0, we know that u and v belong to C(−h, T ; H), thus there exists R T,φ1,φ1 > 0 such that |u t | CH ≤ R T,φ1,φ1 and |v t | CH ≤ R T,φ1,φ1 , for all t ∈ [τ, T ].
Then, by (g2) and the Young inequality,
Thus,
, and therefore, thanks to the Gronwall lemma, we deduce (31).
Stationary solutions and their stability
In this section we will prove that, under additional assumptions, there exists a unique stationary solution of problem (1) which is globally asymptotically exponentially stable.
From now on we assume that g : R + × C H → H satisfies g1)-g3) with f (t) = |f | ≥ 0 for all t ≥ 0, a constant function.
We also suppose that g is autonomous, in the sense that there exists a function g 0 : H → H such that g4) g(t, w) = g 0 (w) for all (t, w) ∈ [0, ∞) × H, where, with a slight abuse of notation, we identify every element w ∈ H with the constant function in C H which is equal to w for any time t ∈ [−h, 0].
We consider the following equation,
A stationary solution to (32) will be an element u * ∈ V such that 
then, the stationary solution of (32) is unique.
Proof. First, we will obtain the estimate (34). If u * is a stationary solution, it must verify
and, therefore,
As for the existence, let us consider {v j } ⊂ V, the orthonormal basis of H of all the eigenfunctions of the operator A. 
Since the right hand side is a continuous linear map from V m to R, by the Riesz theorem, each R m u ∈ V m is well defined. We check now that R m is continuous.
for all u, u, v ∈ V m , where R = max{|u|, | u|}. Therefore,
On the other hand, for all u ∈ V m ,
Thus, if we take
, we obtain ((R m u, u)) ≥ 0 for all u ∈ V m such that u = β. Consequently, by a corollary of the Brouwer fixed point theorem (see [5, p. 53] ), for each m ≥ 1 there exist u m ∈ V m such that R m (u m ) = 0, with u m ≤ β.
Observe moreover that Au m ∈ V m , and therefore
From (39), we deduce that the sequence {u m } is bounded in D(A), and consequently, by the compact injection of D(A) in V , we can extract a subsequence {u m ′ } ⊂ {u m }, which converges, weakly in D(A) and strongly in V , to an element u * ∈ D(A). It is now standard to take limits in (37) and to obtain that u * is a stationary solution.
Uniqueness
Let us suppose that u * and u * are two stationary solutions of (32). Then,
Taking v = u * − u * and proceeding as in (38) we obtain from (40)
where R g is the constant defined in (36). Then, it is obvious that u
Theorem 4.2. Assume that g1)-g4) hold with f being time-independent and
g . Assume also that (35) is fulfilled. Let u * be the unique stationary solution of (32). The following facts hold:
is a continuous function of R, and there exists 0 < µ < 2λ1 λ1+1 such that µ(2λ 1 − µλ 1 − µ)e −µh > C g , and
where R g is the positive number given by
g }, with R g defined by (36). Then, there exists a constant λ > 0 such that, for each φ ∈ C H with φ(0) ∈ V , there exists T φ ≥ 2h and C λ,φ > 0 such that
Proof. Let φ ∈ C H , and let u(t) = u(t; φ) be the corresponding solution of (1). Let us also denote w(t) = u(t) − u * . Considering equations (32) for u(t) and (33) for u * , we have
a.e. t > 0. Now, we consider two cases: Case a): Assume that g is globally Lipschitz, i.e., L g (R) = L g is independent of R.
In this case, from (44) and the Young inequality, we conclude that
CH , a.e. t > 0, for any λ > 0.
Therefore, integrating from 2h to t, and observing that (45) sup
we have
for all t ≥ 2h and any λ > 0.
Thus, taking into account the uniqueness condition of the Theorem 4.1, and
Hence, by Proposition 3.5, we deduce (41) with C λ = e 2(λ+2Lg)h .
Case b):
Now, the Young inequality once again implies
a.e. t > 0, and therefore, by g3), 
for all t ≥ 0.
By (42) and the continuity of L g , there exists an ε > 0 such that
and a T φ ≥ 2h such that
Reasoning as in case a), we can prove that if we take λ = λ1−Lg( e Rg +ε) 1+λ1 > 0, we obtain e λt |w(t)| 2 ≤ e λT φ [|w(T φ )| 2 + w(T φ ) 2 ] for all t ≥ T φ .
Thus, arguing as in the proof of Proposition 3.5, we deduce (43) with C λ,φ = e (λ+2Lg( e Rg +ε))T φ .
Conclusions.
We have proved some results on the existence, uniqueness and asymptotic behaviour of the solutions for a nonclassical diffusion equation with delay forcing term. Our assumptions are general enough to include several types of delay in the formulation (constant delay, variable delay with only measurable delay function, distributed delay, etc.). In particular, we have analyzed the exponential stability of the stationary solutions. The existence of pullback attractors in the case of differentiable delay with additional assumptions has been recently considered in [4] , so it will be also interesting to carry out a similar global analysis of this model by proving the existence of attractors as well as the study of their geometrical structure by imposing only measurability on the delay function as well as considering more general types of delay terms. We plan to investigate these issues in a subsequent paper.
