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Abstract
C∗-algebras graded by a semilattice appeared for the first time in the study of the quantum N body
problem. We show that these algebras are completely described by their homogeneous subalgebras and that
they are invariant under several operations of C∗-algebras such as tensor products. We give the K-theory of
graded C∗-algebras and we study some of their properties from the C∗-algebra point of view.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
This paper is devoted to the study of C∗-algebras graded by a semilattice.
Graded C∗-algebras by a finite semilattice were first introduced and studied by A. Boutet de
Monvel-Berthier and V. Georgescu (cf. [8,9,12]) in a general framework of the N body problem.
The use of C∗-algebras in the quantum N body problem is quite recent (cf. [5]—we refer also
to [6] for some other recent results). Furthermore, it is R.G. Froese and I. Herbst who introduced
in [16] the notion of a semilattice in relation with the N body problem. A development then
of this notion was provided by W.O. Amrein, A. Boutet de Monvel-Berthier and V. Georgescu
in [2–4] in order to give a detailed description of some spectral properties of hamiltonians in a
many body quantum system (in particular they studied a special class of hamiltonians “A-type
hamiltonians” which appeared for the first time in the book of S. Agmon [1]).
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in [8,9,12] the C∗-algebras graded by a finite semilattice. The components (homogeneous parts)
of these algebras correspond to the “interaction levels.” Thanks to graded C∗-algebras they were
able to give new proofs of some classical results for the essential spectrum of hamiltonians that
“generate” these algebras, for example the Hunziker–Van Winter–Zhislin (HVZ) theorem and
to deduce a generalization of the Weinberg–van Winter (WVW) equation which was already
introduced in the sixties (an approach to this equation can be found in [25]). Moreover, one can
see in [10] and in a more general context in [12] that graded C∗-algebras were also used to prove
the Mourre estimate for N body systems (cf. also [11]). We can also find again these algebras in
the paper of A. Boutet de Monvel-Berthier, V. Georgescu and A. Soffer [13] where they study
highly singular N -body hamiltonians.
We refer to [5] for a more global and systematic presentation of these results mentioned above.
Later on, M. Damak and V. Georgescu (cf. [14,15]) and also V. Georgescu and A. Iftimovici
(cf. [17–19]) provided an extension and a systematic development of the theory of graded C∗-
algebras. In particular, the authors study C∗-algebras graded by semilattices that could be infinite.
An important result of this series of papers is that we can recognize the graded C∗-algebra
considered in [8] as a crossed product. This was shown by M. Damak and V. Georgescu in [14] by
using a result given by V. Georgescu and A. Iftimovici (see Theorem 3.12 in [17]). In fact, they
studied the crossed product of the C∗-algebra which is formed by some interaction potentials
(and is a commutative graded C∗-algebra) by the group of translations. This new form has been
very useful to determine the quotient of this C∗-algebra by an algebra of compact operators and
thus it gave rise to some new results on the spectral theory of hamiltonians of a physical system.
These results are developed in [14,17,19]. One can also find the study of another example of
graded C∗-algebras by a semilattice, the symplectic C∗-algebra (also treated in [12]), in the
work of V. Georgescu and A. Iftimovici in [18].
In the present paper, we propose a systematic study of C∗-algebras graded by an abstract
semilattice. We simplify some axioms, we reconstruct these algebras and we give an algebraic
presentation according to the components and their product. We show the stability of graded
C∗-algebras by tensor products of C∗-algebras and we study some classical properties of C∗-
algebras for graded C∗-algebras such as commutativity, nuclearity and exactness. Finally, we
study the K-theory of these algebras.
Let A be a C∗-algebra. We say that A is graded by a semilattice L or that A is L-graded if
it is equipped with a linearly independant and total family (Ai)i∈L of C∗-subalgebras of A, that
we shall call the components of A such that AiAj ⊂ Ai∧j for all i, j ∈ L.
Let A be a C∗-algebra graded by a semilattice. We denote by (A, (Ai)i∈L) a L-graded C∗-
algebra where for any i ∈ L we denoted Ai the corresponding component of A.
It is easy to observe that a C∗-algebra graded by a semilattice L is actually an inductive limit
of its graded subalgebras by the finite subsemilattices of L. Moreover, a graded C∗-algebra gives
rise to several split exact sequences that allow us to understand it. Somehow, we can consider
then that a grading of a C∗-algebra by a semilattice is a way to organize a family of split exact
sequences. Thus, any construction of C∗-algebras, compatible with split exact sequences and
inductives limits, will also be compatible with graded C∗-algebras. In this paper we give the
example of tensor products of C∗-algebras and in a subsequent work [22] we show this also for
full and reduced crossed products of C∗-algebras. Moreover, the same argument shows that the
K-theory of a graded C∗-algebra is a direct sum of the K-theories of its homogeneous compo-
nents.
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get some maps qi,j : Ai × Aj → Ai∧j (for i, j ∈ L) called structure maps and some morphisms
of C∗-algebras ϕi,j : Aj → M(Ai) (for all i, j ∈ L such that i  j ) called structure morphisms—
we denote here by M(Ai) the multiplier algebra of Ai . We study then the algebraic properties
of the family (qi,j )i,j∈L and the family (ϕi,j )ij which reflect the associativity of the product
and the involution properties of the C∗-algebra A. Thus, it is easy to pass from the one family
to the other. In fact, we show how these structure maps and morphisms allow us to reconstruct
graded C∗-algebras: to each family (Ai)i∈L of C∗-algebras and a family of maps (qi,j )i,j∈L
(or (ϕi,j )ij ) that satisfy the properties just mentioned above corresponds a unique graded C∗-
algebra (up to isomorphism) which admits the Ai ’s as components and the qi,j ’s as structure
applications (or the ϕi,j ’s as structure morphisms).
Since a graded C∗-algebra is entirely described by its homogeneous components, it is natural
to try to describe the properties of this algebra only in terms of its components. We show then that
a graded C∗-algebra is commutative, nuclear or exact if and only if its components satisfy the
same property. In a subsequent paper [22], we investigate, in the commutative case, the relation
of the spectrum of a graded C∗-algebra A and those of its components.
We also show that the representations of a graded C∗-algebra (and in particular the mor-
phisms of graded C∗-algebras) are entirely described by the representations of its components.
We give the necessary and sufficient conditions for a homomorphism of a graded C∗-algebra to
another C∗-algebra to be injective or surjective in terms of its restrictions to the components. In
particular, if the semilattice has a least element i0 we study the injection of the homomorphism
A→ M(Ai0). These results will allow us in [22] to simplify the study of the crossed product that
is treated by M. Damak and V. Georgescu in [14] and to study some commutative examples of
graded C∗-algebras.
A summary of the paper is as follows.
• In Section 1, we introduce C∗-algebras graded by a semilattice. We describe the morphisms
of graded C∗-algebras and discuss injectivity and surjectivity of these morphisms; we give
the relation between graded C∗-algebras and split exact sequences of C∗-algebras. We then
introduce the structure maps and structure morphisms of a graded C∗-algebra and we study
their algebraic properties. We end with a particular case of a morphism of graded C∗-
algebras whose injectivity is treated.
• The main result of Section 2 is our reconstruction of a graded C∗-algebra by its components
and its structure morphisms.
• In Section 3 we show that the tensor product of graded C∗-algebras is naturally graded.
• Finally, we study in Section 4 commutativity, nuclearity and exactness of a graded C∗-
algebra and we express its K-theory groups in terms of those of the components.
We refer to [23,24,26,29] for basic definitions and properties of C∗-algebras.
1. Graded C∗-algebras
We begin this section by recalling some definition and notation from semilattices and graded
C∗-algebras.
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Let (L,) be a partially ordered set. We say that (L,) is a semilattice if for all k,  ∈ L
the set {m ∈ L; m  k and m  } has a greatest element noted k ∧ . We will say sometimes
(improperly) that L is a semilattice.
Let L be a semilattice.
• If F is an arbitrary finite nonempty subset of L the set {k ∈ L; ∀ ∈F , k  } has a greatest
element denoted by
∧
∈F . We can see this immediately by induction on the number of
elements of F .
• A subsetM of L is a subsemilattice of L if for all k,  ∈ L we have k ∧  ∈M.
• An initial segment of L is a subset M of L such that for all a ∈M we have {b ∈ L;
b a} ⊂M. Every initial segment of L is a subsemilattice of L.
• A final subsemilattice of L is a subsemilatticeM which is a final segment, i.e. such that, for
all a ∈M, we have {b ∈ L; a  b} ⊂M.
• Let k ∈ L. The set Lk = { ∈ L; k  } is a final subsemilattice of L. Note that the com-
plementary of a final segment is an initial one. In particular, the set L′k = L \ Lk is a
subsemilattice of L.
• The set of subsemilattices of L is stable under intersection. In particular, ifM is a part of L,
there is a smallest subsemilattice of L which contains M; we shall call it the subsemilat-
tice generated by M. Actually, it is easy to characterize this subsemilattice: it is the set of∧
a∈F a with F belonging to the set of nonempty finite subsets ofM.
• Every finite subsetM of L is contained in a finite subsemilattice of L. Indeed, the subsemi-
lattice generated byM is finite.
Remark 1.1. Let (Lk)nk=1, n ∈ N, be a finite family of semilattices. Then the product L =∏n
k=1Lk is an ordered set endowed with the ordering: a  b if and only if ak  bk where
k ∈ {1, . . . , n}, a = (ak), b = (bk) ∈ L.
Furthermore, for all a, b ∈ L we have a ∧ b = (ak ∧ bk)nk=1, so L is a semilattice.
1.2. Graded C∗-algebras
Recall that a family (Ei)i∈I of vector subspaces of a vector space E is linearly independent
if for every family (Si)i∈I such that Si ∈ Ei, i ∈ I , and Si 	= 0 for at most a finite number of i,
then if
∑
i∈I Si = 0 one has Si = 0 for all i ∈ I.
If (Ei)i∈I is a linearly independent family of vector subspaces of E, we denote by
⊕alg
i∈I Ei
the vector subspace of E spanned by the Ei ’s.
Let E be a normed vector space. We say that a subset of E is total if the vector subspace of E
that it generates is dense in E. A family (Ti)i∈I of subsets of E is total if the reunion
⋃
i∈I Ti is
a total subset of E.
Let L be a semilattice.
Definition 1.2. A L-graded C∗-algebra (or a C∗-algebra graded by L) is a C∗-algebra A
equipped with a linearly independent and total family (Ai)i∈L of C∗-subalgebras of A such
that AiAj ⊂ Ai∧j for all i, j ∈ L.
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the components of A.
Clearly one has:
Proposition 1.3. Let L1 and L2 be semilattices and (A, (Ai)i∈L1) (respectively (A, (Bj )j∈L2))
a L1-graded (respectively L2-graded) C∗-algebra. Assume that the sum
∑
(i,j)∈L1×L2(Ai ∩Bj )
is dense in A. Then A is also a L1 × L2-graded C∗-algebra whose components are Ai ∩ Bj ,
i ∈ L1, j ∈ L2.
Definition 1.4. Let B be a C∗-subalgebra of A. Put Bi = Ai ∩B for i ∈ L. We say that B is a
L-graded C∗-subalgebra of A if⊕alg
i∈LBi =B.
Let (A, (Ai)i∈L) be a L-graded C∗-algebra. For an arbitrary subset M of L denote by AM
the sum of the Ai ’s for i ∈M.
The following is clear:
Proposition 1.5. Let (A, (Ai)i∈L) be a L-graded C∗-algebra.
(a) Let M be a subsemilattice of L, then the set AM is a C∗-subalgebra of A which is graded
byM.
(b) IfM is an initial segment of L, the set AM is an ideal of A.
We now show a useful result concerning finite subsemilattices.
Proposition 1.6. If F is a finite subsemilattice of L then AF is closed in A. In other words AF
is a C∗-subalgebra of A graded by F .
Proof. This is shown by induction on the number of elements of F . It is clear if F has only one
element. We assume that it is true for each subsemilattice having a number of elements smaller
or equal to n− 1. We will show this for a subsemilattice F having n elements.
Let us choose a maximal element i of F and set S = F \ {i}. Then the set S is an initial
segment of F which has n−1 elements. Since AS is an ideal of AF , by induction hypothesis AS
is closed.
Note that the morphism of C∗-algebras Ai → AS ⊕Ai/AS is an isomorphism since it has
dense image and its kernel is zero. If x ∈ AS ⊕Ai there is y ∈ Ai such that x − y ∈ AS . So
x ∈AS ⊕Ai and AF is closed in A. 
Remark 1.7. We denote by FL the set of finite subsemilattices of L. If F1,F2 ∈ FL then there
exists F3 ∈ FL such that F1 ⊂ F3 and F2 ⊂ F3. For F ,M ∈ FL such that M ⊂ F , by de-
finition one has AM ⊂ AF . In other terms the family (AF )F∈FL forms a directed system of
C∗-subalgebras. Since
⋃
F∈FL AF =
⊕alg
i∈LAi = AL contains the Ai ’s and (Ai)i∈L is a total
family then AL is dense in A. Hence A coincides with the inductive limit of {AF ;F ∈ FL}.
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Proposition 1.8. Let (A, (Ai)i∈L) be a L-graded C∗-algebra, B a C∗-algebra and ψ :A→ B
a homomorphism. We denote by ψF :AF → B the restriction of ψ to AF for any finite subsemi-
lattice F of L. For i ∈ L we write ψi : Ai → B rather than ψ{i}.
(a) For all j, k ∈ L and all x ∈ Aj , y ∈ Ak we have ψj∧k(xy) = ψj (x)ψk(y).
(b) The following are equivalent:
(i) The morphism ψ is surjective.
(ii) The family ψi(Ai) is total.
(c) The following are equivalent:
(i) The morphism ψ is injective.
(ii) For all i ∈ L the morphism ψi is injective and the family ψi(Ai) of subspaces of B is
linearly independent.
(iii) For any finite subsemilattice F of L, ψF is injective.
Proof. (a) is clear.
(b) Since the image of a homomorphism of C∗-algebras is closed and since the family (Ai)i∈L
is total in A, the image of ψ is the closed subspace of B generated by ψi(Ai).
(c) Note that condition (ii) is equivalent to: (ii)′ the restriction ψL of ψ to AL is injective.
Hence it is clear that (i) ⇒ (ii) ⇒ (iii). Assume that we have (iii). Let x ∈ AL. There is a finite
subsemilattice F ⊂ L such that x ∈ AF ⊂AL. Since the morphism ψF of C∗-algebras is injec-
tive, it is isometric. Then we have ‖ψ(x)‖ = ‖x‖ for all x ∈AL and by density for all x ∈A. 
Conversely:
Proposition 1.9. Let (A, (Ai)i∈L) be a L-graded C∗-algebra and B a C∗-algebra. For all i ∈ L
let ψi : Ai → B be a homomorphism such that ψj∧k(xy) = ψj (x)ψk(y), for all j, k ∈ L and all
x ∈ Aj , y ∈ Ak . Then, there exists a unique homomorphism ψ :A→ B whose restriction to each
component Ai , i ∈ L, is the morphism ψi .
Proof. Since the family (Ai) is linearly independent, there exists a unique linear map ψL :
AL → B whose restriction to Ai is ψi . Furthermore the map ψL is a homomorphism of
∗-algebras. Let x ∈ AL. There exists a finite subsemilattice F of L such that x ∈ AF ⊂ AL.
The restriction of ψL to AF is a morphism of C∗-algebras ψF : AF → B . So we have
‖ψL(x)‖ = ‖ψF (x)‖  ‖x‖. Hence there exists a unique extension of ψL to the closure A
of AL. 
Thanks to Proposition 1.9 we can construct and organize several split exact sequences. More
precisely, we have the following
Proposition 1.10. Let L be a semilattice andM be a final subsemilattice of L; denote byM′ its
complementary in L. There exists a unique homomorphism p :A→AM whose restriction to Ai
is the identity map IdAi if i ∈M or 0 if i ∈M′. We have kerp =AM′ . In other words, we have
A=AM′ ⊕AM, i.e. a split exact sequence
0 →AM′ i→A
p

σ
AM→ 0,
where i and σ are the canonical inclusions.
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Bi =
{
Ai if i ∈M,
0 if i ∈M′.
Clearly (AM, (Bi)i∈L) is a L-graded C∗-algebra.
Let pi : Ai → Bi be the morphism defined by
pi =
{ IdAi if i ∈M,
0 if i ∈M′.
Then Proposition 1.9 implies that there exists a unique homomorphism p : A → AM such
that p|Ai = pi for all i ∈ L. Therefore p|AM′ = 0 and p|AM = IdAM . It follows immediately
that AM′ ∩AM = {0}.
Since AM′ is a closed ideal of A and AM is a C∗-subalgebra of A (Proposition 1.5), we have
that AM′ + AM is closed. Therefore A = AM′ + AM since AL is contained in AM′ + AM
and AL is dense in A. 
In particular, since the set La = {b ∈ L; a  b} is a final subsemilattice, we have a split exact
sequence
0 →AL′a →A
pa

σa
ALa → 0
where L′a = {b ∈ L; a 	 b} is the complementary of La in L.
Let L be a semilattice and let (A, (Ai)i∈L), (B, (Bi)i∈L) be L-graded C∗-algebras. We say
that a homomorphism ρ : A → B is a homomorphism of graded C∗-algebras if ρ(Ai) ⊂ Bi for
all i ∈ L.
Proposition 1.11. Let L be a semilattice and let (A, (Ai)i∈L) and (B, (Bi)i∈L) be L-graded
C∗-algebras. Let ρ : A → B be a morphism of graded C∗-algebras. We denote by ρi : Ai → Bi
the restriction of ρ to Ai for all i ∈ L. Then ρ is surjective (respectively injective) if and only if
ρi is surjective (respectively injective) for all i ∈ L.
Proof. In view of Proposition 1.8, we just have to prove that if ρ is surjective then ρi is surjective
for any i ∈ L.
Take i ∈ L, so by Proposition 1.10 we have A = ALi ⊕ AL′i . Then B = ρ(A) = ρ(ALi ) +
ρ(AL′i ). Note that ρ(ALi ) ⊂ BLi and ρ(AL′i ) ⊂ BL′i . Actually, ρ(ALi ) = BLi and ρ(AL′i ) =
BL′i since B=BLi ⊕BL′i .
So if b ∈ Bi ⊂ BLi there exists c ∈ ALi such that ρ(c) = b. Take ε > 0. There exists a finite
subsemilattice F of Li and x ∈AF such that ‖x − c‖ < ε.
Put T = F \ {i} and for j ∈ T denote by pj : B → BLj the corresponding homomorphism
and by P : B →∏j∈T BLj the homomorphism given by y → (pj (y))j∈T . One has P(b) = 0,
therefore ‖P(ρ(x))‖ = ‖P(ρ(x − c))‖ < ε.
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Since ρ(Ak) is contained in Bk for any k ∈ L and the family Bk is linearly independent we
have ρ(AF )∩ kerP = ρ(AF )∩BF ∩ kerP ⊂ ρ(AF )∩Bi ⊂ ρ(Ai).
Moreover for P : ρ(AF ) →
∏
j∈T BLj , there exists h ∈ ρ(AF ) such that P(h) = P(ρ(x))
and ‖h‖ = ‖P(ρ(x))‖ < ε. Set z = ρ(x)−h. We have z ∈ ρ(AF )∩ kerP ⊂ ρ(Ai) and ‖ρ(x)−
z‖ < ε. Then ‖z − b‖ < 2ε and since ρ(Ai) is closed and ε is arbitrary, b ∈ ρ(Ai). 
Corollary 1.12. Let (A, (Ai)i∈L) and (B, (Bi)i∈L) be L-graded C∗-algebras and ρ : A → B
be a morphism of graded C∗-algebras. Then,
(a) Imρ =⊕alg
i∈L Imρi , and
(b) kerρ =⊕alg
i∈L kerρi .
Proof. (a) Since (Ai)i∈L is total in A, (ρ(Ai))i∈L is total in ρ(A).
(b) Note that⊕alg
i∈L kerρi is an ideal in A and put C=A/
⊕alg
i∈L kerρi . Denote by p :A→ C
the quotient map and Ci = p(Ai) for all i ∈ L. Since⊕algi∈L kerρi ⊂ kerρ, we have a commuting
diagram
A
ρ
p
C
α
B.
We have CiCj = p(AiAj ) ⊂ Ci∧j . By Proposition 1.8 the family (Ci)i∈L is total in C. On
the other hand, by restriction to Ai we have commuting diagrams
Ai
ρi
pi
Ci αi
Bi.
Since kerρi ⊂ (⊕algi∈L kerρi)∩Ai = kerpi , it follows that αi is injective. As the Bi ’s are linearly
independent, (Ci)i∈L are linearly independent thus C is a L-graded C∗-algebra with compo-
nents the Ci ’s. Therefore Proposition 1.8 implies that α is injective, whence kerρ = kerp =⊕alg
i∈L kerρi . 
By Proposition 1.8 and Corollary 1.12 we get immediately:
Corollary 1.13. Let (J, (J)∈L), (A, (A)∈L) and (B, (B)∈L) be L-graded C∗-algebras. Let
i : J → A and p : A → B be morphisms of graded C∗-algebras. If for any  ∈ L we have an
exact sequence 0 → J → A → B → 0, then the sequence 0 → J → A → B → 0 is also
exact.
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Corollary 1.14. Let L be a semilattice, A a C∗-algebra and (Ai)i∈L, (Bi)i∈L two families of
C∗-subalgebras of A such that (Ai) is total, (Bi) is linearly independent, AiAj ⊂ Ai∧j for
all i, j ∈ L, BiBj ⊂ Bi∧j for all i, j ∈ L and Ai ⊂ Bi for all i ∈ L. Then (A, (Ai)i∈L) and
(A, (Bi)i∈L) are L-graded and Ai = Bi for all i ∈ L.
Corollary 1.15. LetM be a subsemilattice of L then the algebra AM is a C∗-subalgebra of A,
graded by L. In particular we have
AM ∩Ai =
{
Ai if i ∈M,
0 if i /∈M.
Proof. It is clear that AM ∩Ai = Ai if i ∈M.
Assume now that i /∈M. Take the split exact sequence
0 →AL′i →A
pi

σi
ALi → 0
where Li = {j ∈ L; i  j} and L′i = {j ∈ L; i 	 j}. Take x ∈ AM ∩ Ai not zero. Since x ∈ Ai
we have pi(x) = x.
The setM∩Li is a final subsemilattice ofM and its complementary inM is the setM∩L′i .
Therefore, we have another split exact sequence
0 →AM∩L′i →AM
qi

σi
AM∩Li → 0.
Since qi(x) = x if x ∈ Aj with j ∈M ∩ Li and qi(x) = 0 if x ∈ Aj with j ∈M ∩ L′i , then qi
is the restriction of pi to AM. Since x ∈ AM and x = pi(x) then x ∈ pi(AM) = qi(AM) =
AM∩Li .
Note also that M ∩ Li is a final subsemilattice of (M ∩ Li ) ∪ {i} and that {i} is its comple-
mentary in (M∩Li )∪{i}, so we have A(M∩Li )∪{i} =AM∩Li ⊕Ai and since x ∈AM∩Li ∩Ai ,
then x = 0. 
1.4. Structure morphisms of graded C∗-algebras
Since {a} is an initial segment of La , Aa is an ideal in ALa . This gives us a morphism ϕa :
ALa → M(Aa) and therefore we have a morphism πa = ϕa ◦ pa :A→ M(Aa).
Let a, b ∈ L such that a  b. Denote by ϕa,b : Ab → M(Aa) the restriction to Ab of ϕa . We
will call the morphisms ϕi,j the structure morphisms of the graded algebra (A, (Ai)i∈L).
Let us gather the properties of these morphisms:
Proposition 1.16. Let (A, (Ai)i∈L) be a L-graded C∗-algebra. Then,
(i) for all i, j ∈ L such that i  j , there exists a unique morphism ϕi,j : Aj → M(Ai) satis-
fying ϕi,j (y)x = yx, x ∈ Ai , y ∈ Aj . This family of morphisms ϕi,j satisfies the following
conditions:
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(b) for all i, j ∈ L, set k = i ∧ j and take m i ∧ j . We have
ϕk,i(x)ϕk,j (y) ∈ Ak
and
ϕm,k
(
ϕk,i(x)ϕk,j (y)
)= ϕm,i(x)ϕm,j (y),
for all x ∈ Ai , y ∈ Aj ;
(ii) for all i, j ∈ L there exists a unique map qi,j : Ai × Aj → Ai∧j satisfying qi,j (x, y) = xy,
x ∈ Ai , y ∈ Aj . These are bilinear maps and they satisfy the following conditions:
(a′) qi,i(x, y) = xy for all i ∈ L,
(b′) for all i, j ∈ L and x ∈ Ai , y ∈ Aj we have qi,j (x, y) = qj,i(y∗, x∗)∗,
(c′) for all i, j, k ∈ L and x ∈ Ai , y ∈ Aj , z ∈ Ak we have
qi∧j,k
(
qi,j (x, y), z
)= qi,j∧k(x, qj,k(y, z)).
Proof. One can see this easily by the product relation which given between the components of
the algebra A, i.e. AiAj ⊂ Ai∧j for all i, j ∈ L. 
Remark 1.17. If for all i, j ∈ L such that i  j , ϕi,j is a non-degenerate morphism, i.e.
ϕi,j (Aj )Ai = Aiϕi,j (Aj ) = Ai then it has a unique extension to a morphism ϕ˜i,j : M(Aj ) →
M(Ai). Then condition (b) of the above proposition is replaced by the following one
ϕ˜i,j ◦ ϕ˜j,k = ϕ˜i,k, when i  j  k, i, j, k ∈ L.
Proposition 1.18. Let (A, (A)∈L) be a L-graded C∗-algebra. Assume that all the structure
morphisms ϕk, : A → M(Ak), k  , satisfy ϕ−1k,(Ak) = {0}, then for all i ∈ L, the morphism
ϕi :ALi → M(Ai) is injective.
Proof. Let F be a nonempty finite subsemilattice of L. Denote by  its least element. We will
show by induction on the number of elements of F that the map ϕ : AF → M(A) is injective.
Indeed, let (xk)k∈F be a family of elements of AF with xk ∈ Ak and
∑
k∈F ϕ,k(xk) = 0.
If F has two elements, , k, with  k, we have ϕ,k(xk) = −ϕ,(x) = −x, so ϕ,k(xk) ∈
A and therefore xk = 0 and x = −ϕ,k(xk) = 0.
We suppose that F has at least three elements and that, for any subsemilattice F ′ of F differ-
ent from F whose least element is ′, the map ϕ′ :AF ′ → M(A′) is injective.
Let k ∈ F be an element such that k 	=  and which is not the greatest element of F . We set
F ′ = {j ∈ F; j  k}. We also set Fk = {j ∈ F; k  j} and F ′k = {j ∈ F; k 	 j}. Note that
F ′,Fk,F ′k are different from F .
Let
∑
j∈F xj ∈ kerϕ and x ∈ Ak . We can write the product x
∑
j∈F xj like
∑
j∈F ′ yj ,
where for j ∈ F ′, we have set yj = x∑i∈F; i∧k=j xi . Since ϕ(x∑j∈F xj ) = 0, we find
ϕ(
∑
j∈F ′ yj ) = 0. By induction hypothesis, we see that yj = 0 for all j ∈ F ′; in partic-
ular, yk = 0. But yk = ∑j∈Fk xxj = xϕk(∑j∈Fk xj ) and since this is true for all x ∈ Ak ,
ϕk(
∑
j∈F xj ) is zero. By induction hypothesis the map ϕk : AFk → M(Ak) is injective, sok
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Finally let i ∈ L. For every finite subsemilattice F of Li , the set F ′ =F ∪ {i} is a finite sub-
semilattice of L of least element i, then the restriction of ϕi to AF ′ is injective and consequently
the restriction of ϕi to AF ⊂ AF ′ is injective. Thus, by Proposition 1.8, ϕi : ALi → M(Ai) is
injective. 
Recall that for all i ∈ L, πi : A → M(Ai) is given by πi = ϕi ◦ pi where ϕi : ALi → M(Ai)
and pi :A→ALi . The following is a consequence of Proposition 1.18.
Corollary 1.19. Assume that L has a least element, 0 and that all the structure morphisms ϕk,
with k   satisfy ϕ−1k,(Ak) = {0}. Then ϕ0 = π0 is an injective morphism.
2. Reconstruction of graded C∗-algebras
We now show how the structure morphisms allows us to construct graded C∗-algebras.
Let L be a semilattice and (Ai)i∈L a family of C∗-algebras indexed by L.
We want to construct a graded C∗-algebra A whose indexed component by i is Ai . According
to Proposition 1.16, we assume that we are given either
(i) morphisms ϕi,j : Aj → M(Ai), for all i, j ∈ L such that i  j , that satisfy the following
conditions:
(a) ϕi,i = IdAi for all i ∈ L,
(b) for all i, j ∈ L, set k = i ∧ j and take m i ∧ j , so
ϕk,i(x)ϕk,j (y) ∈ Ak
and
ϕm,k
(
ϕk,i(x)ϕk,j (y)
)= ϕm,i(x)ϕm,j (y),
for all x ∈ Ai , y ∈ Aj ;
or
(ii) bilinear maps qi,j : Ai ×Aj → Ai∧j for all i, j ∈ L satisfying the following conditions:
(a′) qi,i(x, y) = xy for all i ∈ L,
(b′) for all i, j ∈ L and x ∈ Ai , y ∈ Aj we have qi,j (x, y) = qj,i(y∗, x∗)∗,
(c′) for all i, j, k ∈ L and x ∈ Ai , y ∈ Aj , z ∈ Ak we have
qi∧j,k
(
qi,j (x, y), z
)= qi,j∧k(x, qj,k(y, z)).
Actually, it is quite easy to see in the following proposition that we have an equivalence
between the morphisms ϕi,j and the maps qi,j .
Proposition 2.1. Let L be a semilattice and (Ai)i∈L a family of C∗-algebras.
(1) Assume that for all i, j ∈ L such that i  j we are given morphisms ϕi,j : Aj → M(Ai)
that satisfy conditions (a) and (b). For i, j ∈ L denote by qi,j : Ai × Aj → Ai∧j the map
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tioned above.
(2) Conversely, let qi,j : Ai × Aj → Ai∧j with i, j ∈ L be maps satisfying conditions (a′), (b′)
and (c′) above. For i, j ∈ L such that i  j there exists a morphism ϕi,j : Aj → M(Ai)
characterized by the formulas ϕi,j (y)x = qj,i(y, x) and xϕi,j (y) = qi,j (x, y) for x ∈ Ai ,
y ∈ Aj . Then this family of morphisms ϕi,j satisfy conditions (a), (b) mentioned above.
Structure morphisms describe entirely a graded C∗-algebra. This is shown by the following
theorem.
Theorem 2.2. Let L be a semilattice and (Ai)i∈L a family of C∗-algebras. Let
ϕi,j : Aj → M(Ai) where i  j, i, j ∈ L,
be a family of morphisms satisfying properties (a) and (b) of Proposition 1.16. Then, there exists
a L-graded C∗-algebra, (A, (Ai)i∈L) unique up to isomorphism, whose structure morphisms are
the ϕi,j ’s.
Proof. We will start by showing the existence of A. Define AL =
⊕alg
i∈LAi and identify Ai with
its image in AL. If x ∈AL then x =
∑
i∈L xi where xi 	= 0 only for a finite number of i ∈ L. We
will show that the closure of AL with respect to a C∗-norm is a L-graded C∗-algebra denoted
by A.
Let x, y ∈ AL then x =
∑
i∈L xi = (xi)i∈L and y =
∑
j∈L yj = (yj )j∈L where xi ∈ Ai ,
yj ∈ Aj for all i, j ∈ L. We define a product between the components of the family (Ai)i∈L
by xiyj = ϕk,i(xi)ϕk,j (yj ) ∈ Ak with k = i ∧ j for all i, j ∈ L. Therefore AL is a ∗-algebra
endowed with the product xy =∑i,j∈L xiyj , which is associative (Proposition 2.1) and the in-
volution map x → x∗ =∑i∈L x∗i .
For all i ∈ L, let πi : AL → M(Ai) be a linear map satisfying πi(x) = πi(
∑
j∈L xj ) =∑
j∈L; ij ϕi,j (xj ) with x =
∑
j∈L xj . By using the properties of the morphism ϕi,j , we show
that πi is a ∗-homomorphism. Set ‖x‖L = supi∈L ‖πi(x)‖. Note that ‖ · ‖L is finite since
‖x‖L  supi∈L
∑
j : ij ‖ϕi,j (xj )‖  supi∈L
∑
j : ij ‖xj‖ 
∑
j∈L ‖xj‖. Moreover ‖ · ‖L is a
C∗-seminorm since it is the supremum of a family of C∗-seminorms. In fact ‖ · ‖L is a C∗-
norm on AL. Indeed, let x ∈ AL different from zero and set Ω = {j ∈ L: xj 	= 0} the support
of x. Choose m ∈ Ω a maximal element then xm = πm(x). So ‖πm(x)‖ 	= 0 and therefore
supk∈Ω ‖πk(x)‖ 	= 0. This means that ‖x‖L 	= 0.
The closure, A of AL with respect to the norm ‖ · ‖L is a C∗-algebra which is L-graded.
Indeed, since ‖ · ‖L is a norm on AL, the application AL→A is injective and since by definition
the family (Ai) is linearly independent in AL then it is linearly independent in A. Furthermore,
by the product’s definition we have AiAj ⊂ Ai∧j for all i, j ∈ L and finally by construction⋃
F∈FL AF ≡
⊕alg
i∈LAi =AL is dense in its closure A with respect to the norm ‖ · ‖L.
To prove uniqueness assume that B=A with respect to another norm ‖ · ‖∗. For i ∈ L denote
by ρi : Ai → Bi = Ai the identity IdAi . It is clear that we have ρi(x)ρj (y) = ρi∧j (xy) for all
x ∈ Ai , y ∈ Aj and i, j ∈ L. So by Proposition 1.9 there is a unique morphism ρ :A→B which
is injective therefore isometric. Thus A is unique up to isomorphism. 
Corollary 2.3. Let (A, (Ai)i∈L) be a graded C∗-algebra and take the canonical surjection π :
A→A/I where I is a closed ideal of A. Set π(Ai) = Bi . The following are equivalent:
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i∈L I ∩Ai = I as in
Definition 1.4).
(b) The family (Bi) is linearly independent, i.e. (A/I, (Bi)i∈L) is a L-graded C∗-algebra.
Proof. (b) ⇒ (a). This is clear if we apply Corollary 1.12 with I = kerπ .
(a) ⇒ (b). Since A is a L-graded C∗-algebra, by Proposition 1.16 there exists a unique bi-
linear map qi,j : Ai × Aj → Ai∧j defined by qi,j (x, y) = xy for all x ∈ Ai and y ∈ Aj that
satisfy conditions (a′), (b′), (c′) of Proposition 1.16. We show now that there exists a map
q ′i,j : Bi × Bj → Bi∧j satisfying q ′i,j (xi, yj ) = xiyj such that we have the following commu-
tative diagram:
Ai ×Aj
qi,j
πi,j
Ai∧j
πi∧j
Bi ×Bj
q ′i,j
Bi∧j .
Indeed, let xi = π(x′i ) ∈ Bi and yj = π(y′j ) ∈ Bj (where x′i ∈ Ai and y′j ∈ Aj ) then xiyj =
π(x′iy′j ) ∈ Bi∧j and q ′i,j is well defined.
Since the πi ’s are surjective, q ′i,j also satisfies conditions (a′), (b′) and (c′) of Proposi-
tion 1.16.
Then, by Theorem 2.2 there is a unique (up to isomorphism) L-graded C∗-algebra
(B, (Bi)i∈L) whose structure maps are q ′i,j .
For each i ∈ L, let πi be the restriction of π on Ai . Then by Proposition 1.9 there exists a
unique morphism π ′ : A → B whose restriction on Ai is πi for all i ∈ L. By assumption and
since kerπi = I ∩ Ai for all i ∈ L, we have kerπ ′ =⊕algi∈L kerπi =⊕algi∈L I ∩Ai = I = kerπ .
Then the maps π and π ′ are surjective and they have the same kernel, so there exists a unique
isomorphism ρ :B→A/I such that ρ ◦ π ′ = π .
Since (B, (Bi)i∈L) is a graded C∗-algebra, (A/I, (ρ(Bi))i∈L) is graded. But, if we consider
the restriction of ρ ◦ π ′ and π on Ai , we find ρ|Bi = IdBi so ρ(Bi) = Bi and the result fol-
lows. 
Let (Bi)i∈I be an arbitrary family of C∗-algebras. Recall that their ∞ product
∏∞
i∈I Bi is
defined by
∞∏
i∈I
Bi =
{
(xi)i∈I ; xi ∈ Bi, sup
i∈I
‖xi‖ < +∞
}
and their c0 sum
⊕c0
i∈I Bi is given by
c0⊕
i∈I
Bi =
{
(xi)i∈I ; xi ∈ Bi, ‖xi‖ → 0 as i → ∞
}
.
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structure morphisms ϕk,, k  , satisfy ϕ−1k,(Ak) = {0}.
It follows by Proposition 1.18 that kerπi =AL′i where L′i = {j ∈ L; i 	 j}.
Take a subset M of L and set BM = M(
⊕c0
m∈MAm) =
∏∞
m∈MM(Am). We denote by π =
(πm)m∈M :A→ BM the morphism given by a → π(a) = (πm(a))m∈M. Then we have kerπ =⋂
m∈M kerπm. We show that kerπ =AJ where J = { ∈ L: ∀m ∈M, m  } =
⋂
m∈ML′m.
Note that J is an initial segment of L, therefore AJ is an ideal of A (Proposition 1.5(b)). Set
Bi =
{
Ai if i /∈ J,
0 if i ∈ J and ψi,j (x) =
{
ϕi,j (x) if i /∈ J,
0 if i ∈ J
for i, j ∈ L such that i  j . The morphisms ψi,j satisfy conditions (a) and (b) of Proposi-
tion 1.16. Then, by Theorem 2.2 there exists a L-graded C∗-algebra, (B, (Bi)i∈L) unique up to
isomorphism, whose structure morphisms are the ψi,j ’s.
Let ρi : Ai → Bi be the morphism defined by
ρi =
{ IdAi if i /∈ J,
0 if i ∈ J.
Then by Proposition 1.9 there exists a unique homomorphism ρ : A → B such that ρ|Ai = ρi
for all i ∈ L. Corollary 1.13 implies that we have an exact sequence of graded C∗-algebras 0 →
AJ → A ρ−→ B → 0. Since the restriction of π on AJ is zero we have the following commuting
diagram:
A
ρ
π
B
Φ
BM.
Then, we only have to show that Φ is isometric. Take x ∈ B. Denote by π˜j : B → M(Bj ) the
morphism defined by π˜j = ψj ◦pj where ψj :BLj → M(Bj ) and pj :B→BLj for all j ∈ L.
Denote by J ′ = L \ J . Then ‖x‖ = supj∈L ‖π˜j (x)‖ = supj∈J ′ ‖π˜j (x)‖ (cf. Theorem 2.2).
On the other hand, if j ∈ J ′ there exists m ∈M such that m j and we have kerπm ⊆ kerπj .
We deduce that ‖π˜m(x)‖  ‖π˜j (x)‖ and therefore supm∈M ‖π˜m(x)‖  supj∈J ′ ‖π˜j (x)‖ ⇒
‖Φ(x)‖ ‖x‖. Since Φ is a morphism of C∗-algebras the equality follows.
We have then an injective morphism A/AJ → BM.
Furthermore assume that L has a least element, 0. We recall that an atom of L is an element
a 	= 0 such that b a ⇒ b = 0 or b = a. We say that L is atomic if each element i ∈ L different
from 0 is minorated by an atom. Let M be the set of atoms of L. Then observe that the set J
has only one element 0 and that the morphism A/A0 → BM is injective. If A˜ :=
∏∞
m∈MALm
then one has an injective morphism A/A0 → A˜.
3. Tensor products of graded C∗-algebras
Tensor products of graded C∗-algebras by finite semilattices were studied in [20]. In this
section we will give some results for arbitrary semilattices.
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The following two propositions are due to the fact that tensor products of C∗-algebras are
stable under split exact sequences and inductive limits.
Proposition 3.1. Let (A, (A)∈L) be a graded C∗-algebra and let C be a C∗-algebra. Then
(A⊗α C, (A ⊗α C)∈L) is a L-graded C∗-algebra.
Proof. Let us show in the first place that (A ⊗α C)∈L is a family of C∗-subalgebras of A⊗α C.
This is clear for the minimal tensor product.
Since A is a graded C∗-algebra for any  ∈ L by Proposition 1.10 we have a split exact
sequence
0 →AL′ →A
p

σ
AL → 0
and as tensor products are stable under split exact sequences we get
0 AL′ ⊗max C A⊗max C
p⊗maxIdC
AL ⊗max C
σ⊗maxIdC
0.
Note that A ⊗max C is an ideal of AL ⊗max C, therefore the map A ⊗max C ⊂ A ⊗max C is
injective.
We show now that the family (A ⊗α C)∈L is linearly independent. Let (xi)i∈L be a family
such that xi ∈ Ai ⊗α C for all i ∈ L and denote by I = {j ∈ L: xj 	= 0} the support of x =∑
i∈L xi . We show by induction on the number of elements of I that if
∑
i∈I xi = 0 then xi = 0
for every i ∈ I . Indeed, choose m ∈ I a maximal element and x =∑i∈I xi = 0. Then we have a
split exact sequence
0 AL′m ⊗α C A⊗α C
pm⊗αIdC
ALm ⊗α C
σm⊗αIdC
0,
where (pm ⊗α IdC)(x) = xm = 0. But since ∑i∈I\{m} xi = 0 then by induction xi = 0 for all
i ∈ I \ {m}.
It is clear that the family (A⊗α C)∈L is total and one has (A⊗α C)(A′⊗α C) ⊂ A∧′ ⊗α C
for all , ′ ∈ L since it is true for the elementary tensors. 
We may easily generalize the previous proposition:
Theorem 3.2. Let L and M be two semilattices. Let (A, (A)∈L) be a L-graded C∗-algebra
and (B, (Bm)m∈M) be a M-graded C∗-algebra, then (A ⊗α B, (A ⊗α Bm)(,m)∈L×M) is a
L×M-graded C∗-algebra.
Proof. Let  ∈ L, m ∈M. Apply Proposition 3.1 twice, for the maximal tensor product, to
prove that A ⊗max Bm → A ⊗max B→A⊗max B is injective. Since this is always true for the
minimal tensor product then A ⊗α Bm →A⊗α B is injective.
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we have A ⊗α Bm ⊂ (A ⊗α B) ∩ (A ⊗α Bm) (clear for the elementary tensors) and since the
families (A ⊗α B)∈L, (A⊗α Bm)m∈M by Proposition 3.1 are linearly independent.
The rest is shown as in Proposition 3.1. 
Remark 3.3. By Theorem 3.2 one has a L × M-graded C∗-algebra (A ⊗α B, (A ⊗α
Bm)(,m)∈L×M). We have seen that A ⊗α Bm ⊂ (A ⊗α B) ∩ (A ⊗α Bm) for all  ∈ L and
m ∈M. In fact this is an equality.
Indeed by Proposition 3.1 the C∗-algebra (A⊗α B, (A ⊗α B)∈L) is L-graded and the C∗-
algebra (A⊗α B, (A⊗α Bm)m∈M) isM-graded.
Since the sum
∑
(,m)∈L×M(A ⊗α Bm) is dense in A⊗α B, we apply then Proposition 1.3
and one has that (A⊗αB, ((A⊗αB)∩(A⊗α Bm))(,m)∈L×M) is also a graded C∗-algebra. The
equality A ⊗α Bm = (A ⊗α B)∩ (A⊗α Bm) now follows by Corollary 1.14 since A ⊗α Bm ⊂
((A ⊗α B)∩ (A⊗α Bm)).
Remark 3.4. Let (,m), (′,m′) ∈ L×M such that   ′ and m  m′, if ϕ,′ , ϕm,m′ are the
structure morphisms of the L-graded C∗-algebra (A, (A)∈L) and the M-graded C∗-algebra
(B, (Bm)m∈M) respectively then the structure morphisms of the L ×M-graded C∗-algebra
(A⊗α B, (A ⊗α Bm)(,m)∈L×M) are given by
ϕ(,m),(′,m′) = ϕ,′ ⊗α ϕm,m′ : A′ ⊗α Bm′ → M(A ⊗α Bm).
If L andM has a least element 0 and m0 respectively, the product semilattice L×M has a
least element (0,m0).
If the structure morphisms ϕ,′ and ϕm,m′ satisfy ϕ−1,′(A) = {0} and ϕ−1m,m′(Bm) = {0} then
by Corollary 1.19 the morphisms ϕ0 :A→ M(A0) and ϕm0 :B→ M(Bm0) are injective.
Therefore the morphism
ϕ0 ⊗min ϕm0 :A⊗min B→ M(A0 ⊗min Bm0)
is injective.
One can generalize these results by induction for a finite family of semilattices (Lk)nk=1,
n ∈ N, and a finite family of C∗-algebras (Ak)nk=1 graded by Lk , k ∈ N.
4. Some properties of graded C∗-algebras
Let L be a semilattice and (A, (Ai)i∈L) be a C∗-algebra graded by L.
4.1. Commutativity
Proposition 4.1. The C∗-algebra A is commutative if and only if for any i ∈ L the component
Ai is commutative.
Proof. Clearly if A is a commutative C∗-algebra then Ai is commutative for all i ∈ L (since
every C∗-subalgebra of A is commutative).
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for any i, j ∈ L and xi ∈ Ai , yj ∈ Aj we have xiyj = yjxi . Since xiyj = ϕi∧j,i (xi)ϕi∧j,j (yj )
and Ai∧j is a commutative C∗-algebra, the multiplier algebra M(Ai∧j ) is also commutative,
therefore xiyj = ϕi∧j,i (xi)ϕi∧j,j (yj ) = ϕi∧j,j (yj )ϕi∧j,i (xi) = yjxi . 
The spectrum of commutative graded C∗-algebras is studied in [22].
4.2. Nuclearity
We refer to [27–29] for basic definitions and properties.
Proposition 4.2. The C∗-algebra A is nuclear if and only if for any i ∈ L the component Ai is
nuclear.
Proof. Assume that for any i ∈ L, Ai is nuclear. Let B be a C∗-algebra. Then (A ⊗max B,
(Ai ⊗max B)i∈L) and (A⊗min B, (Ai ⊗min B)i∈L) are L-graded C∗-algebras (Proposition 3.1).
We denote by ρ :A⊗max B →A⊗min B the natural homomorphism. We have then ρ(Ai ⊗max
B) ⊂ Ai ⊗min B for all i ∈ L, i.e. ρ is a homomorphism of graded C∗-algebras. By assumption
ρi : Ai ⊗max B → Ai ⊗min B is an isomorphism of C∗-algebras. Therefore Proposition 1.11
implies that ρ is an isomorphism.
Moreover if A is a nuclear C∗-algebra, since for all i ∈ L the quotient ALi of A is also nuclear,
then Ai which is a closed ideal of ALi is nuclear. 
4.3. Exactness
We can consult [28] for definitions and properties of exact C∗-algebras.
Proposition 4.3. The C∗-algebra A is exact if and only if Ai is exact for all i ∈ L.
Proof. Since a C∗-subalgebra of an exact C∗-algebra is exact then Ai is exact for all i ∈ L if A
is exact.
Assume now that A is exact for all  ∈ L. Let 0 → A i−→ B p−→ C → 0 be an exact
sequence of C∗-algebras. By Proposition 3.1 the C∗-algebras (A ⊗min A, (A ⊗min A)∈L),
(B ⊗min A, (B ⊗min A)∈L) and (C ⊗min A, (C ⊗min A)∈L) are L-graded and one can see
that the morphisms A ⊗min A i⊗minIdA−−−−−→ B ⊗min A and B ⊗min A p⊗minIdA−−−−−−→ C ⊗min A are mor-
phisms of graded C∗-algebras. Exactness of A implies that
0 → A⊗min A i⊗minIdA−−−−−−→ B ⊗min A p⊗minIdA−−−−−−→ C ⊗min A → 0
is an exact sequence and then by Corollary 1.13
0 → A⊗min A i⊗minIdA−−−−−→ B ⊗min A p⊗minIdA−−−−−−→ C ⊗min A→ 0
is also exact, i.e. A is exact. 
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There are many references for K-theory, see for example [7,21,29] as an introduction to this
theory.
Let i ∈ L. One can define by the natural embedding of Ai ↪→ A a morphism of K-groups,
Kk(Ai) → Kk(A), k = 0,1. Thus we have a morphism Φ of the groups K0 and K1,
Φ :
⊕
i∈L
Kk(Ai) → Kk(A), k = 0,1.
Proposition 4.4. The morphism Φ is an isomorphism.
Proof. We only need to prove it for finite subsemilattices F of L since K-theory is compatible
with inductive limits. But this will be clear by induction on the number of elements of F and
also by compatibility of K-theory with split exact sequences.
Indeed, let  	= minF , since AF is a F -graded C∗-algebra by Proposition 1.10 we have a split
exact sequence
0 →AF ′
i→AF
p

σ
AF → 0.
Thus, for k = 0,1, we have a split exact sequence of groups
0 → Kk(AF ′ )
i→Kk(AF )
p

σ
Kk(AF ) → 0, k = 0,1.
Proposition now follows by induction thanks to the commuting diagrams
0 Kk(AF ′ )
i
Kk(AF )
p
Kk(AF )
σ
0
0
⊕
j∈F ′ Kk(Aj )
i′
ΦF ′
 ⊕
j∈F Kk(Aj )
p′
ΦF ⊕
j∈F Kk(Aj )
σ ′
ΦF
0.

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