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1.はしがき
本報告書は, 3年間にわたる基盤研究(B)(2) ｢音声入力による公文書作成支援装置の開発｣の成
果をまとめたものである.
本研究の,音声入力による公文書作成支援装置は,公認会計士による監査報告書,医師による裁
判所-の解剖所見報告書,司法書士や不動産鑑定士による種々の報奇書や公文書,等を音声で発声し
た文書を認識対象とする.これらの公文書は,一般に全体報告と個々の部分報告から構成されており,
部分報告では,各部分ごとに使用される名詞や動詞の種類が限定される.公文書中に現れる語嚢数は
約3000-5000語であるが,文法は比較的固定的なものである.本研究では,解剖所見文書を対象に
語柔数3000語の音声入力による公文書作成支援装置を開発した.
本報告は下記の3部構成となっている.
(1)音響類似性に基づく隠れマルコフ網を用いた高精度音素認識に関する研究
(2)識別学習に基づく高精度音素認識に関する研究
(3)音声による定型文書入力システムに関する研究
(1), (2)では,高精度音素認識システムについての研究の成果について述べている. (1)では,
音響類似性に基づく隠れマルコフ網の,新しい構築アルゴリズムを提案し,このアルゴリズムによっ
て構築された隠れマルコフ網に基づく音素認識システムが従来用いられていた方法で構築された音素
認識システムより,高精度の音素認識ができることを述べている.
(2)では,従来固定長パタンについて利用されていた識別学習法を可変長パタンに拡張して適用す
る方法を提案し,このアルゴリズムによって構築された音素認識システムが,高い音素認識率を与え
ることを述べている.
(3)では,解剖所見報告書に代表される定型文書を音声で入力するシステムについて述べている.
まず,文書の構造を表すために, ECGI法によってオートマトンを構築し,さらに出現が予想される
単語-の対応を強化するために,オートマトンの状態同士の距離を定義し,それに基づいてオートマ
トンを修正して一般化する方法を開発した.認識システムの音素認識部には,二矢田が開発したモデ
ル音声法を用いた.以上の方法を組み合わせて解剖所見の音声入力システムを作成した.システムは,
ほぼ実時間で音声を認識することができるが,認識精度は十分なものとは言えず,今後も改善を続け
る.
2.研究課題
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第1章
序論
1.1　研究の背景
近年,各種OA機器の普及･発展にはめざましいものがあり,それにともなってより自然なマ
ン･マシンインターフェースが望まれるようになってきた.特に音声は誰でも簡単,高速に意思を
伝達できる手段として,インターフェース-の応用が強く期待されている.このような要望に応
えて多くの音声認識に関する研究がなされており,現在では離散的な単語の認識装置が製品化さ
れ,その結果簡単な機械との対話が実現した.しかし,利用する側である人間に課せられた発声の
制約(例えば,発声様式,語秦数など)は少なくはなく,いまだ,知的水準に至っているとはいい
がたい.このような背景のもと,連続音声の,とりわけ話し言葉のような自然発声(spontaneous
speech)を対象にした音声認識の研究に重点が置かれるようになった･そこで本論文では,連続音
声を対象とした音声認識システムの高精度化を目標とする.まず本章では,現在の音声認識手法
を簡単に解説し,その問題点を挙げる.
1.1.1　音声認識システムの構成
以下に従来からの代表的な音声認識システムの構成を示す.
1.音響処理部
入力された波形データを短区間(通常5msから10ms程度)に切りわけ,短区間毎に音声の
特徴をよく表現した特徴量-と変換する.現在最もよく用いられている特徴量はcepstrum
である. cepstrumは人間の発声機構を考えて考案された特徴量であり,音声の特徴をよく
表現している.
人間は声帯で一定の励振波形を発生させ,声道の形を変えることで波形を変化させて様々な
音声を発声する.つまり音声は声帯で発生された励振波形に声道の伝達関数を畳み込むこと
で生成される. cepstrumは,入力波形をフーリエ変換した後に対数をとり,更に逆フーリ
エ変換をして低次の項をとることで,声道の形からくる特徴をうまく取り出している.ま
た, cepstrumの時間的な動きも特徴量にいれるために, cepstrumの時間方向の微係数も特
徴量とするのが一般的である.
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図1.1:音素ラティスの例
2.音素認識部
得られた特徴量ベクトル系列をもとに,音素の認識を行なう.あらかじめ各音素毎にその音
素の特徴をよく表現するような音素モデルを用意しておき,入力音声と各モデルとの距離を
計算,その距離が最も近い音素を認識結果とする.しかし,入力音声の音素区切りは未知の
ために,認識結果は図1.1のような音素ラティスとなる.
3.言語処理部
音素ラティスから,単語辞書や文法辞書,言語モデルなどを使って文を生成する.まず音素
ラティスから単語辞書を使って単語ラティスを生成し,文法的知識や言語モデルを使って文
を生成する手法が多い.また,キーワードのみ検出すれば文の意味を理解できるという立場
にたてば, word spottingという方式がとられる.
これらの処理はbottom-up的であり,音素ラティスや単語ラティスなどの中間的なコードを生成
しながら文の認識を行なう.ところが,人間が実際に音声を認識する時は,これとはかなり違っ
た流れであることが予想される.つまり,人間は音声の一部が聞きとれなくても言語的知識(単語
や文法といった知識)や話の流れなどから無意識のうちに補間し,正確に認識をする･ある音声
波形に対し, 1つの音素に対応する波形をノイズで置換したものを被験者に聞かせた結果,正確
に音素を補間したという報告もある.つまり人間は,言語的制約などから音素認識部に情報を与
えるなど, top-down的な処理をしていると思われる.そこで最近では,言語モデルから次にくる
音素を予測し,それに基づいて音素認識を行なうといった方式tl】がとられ,よい性能を示すこ
とが報告されている.これからの音声認識は, toI>down的な,あるいは言語知識といった高次の
情報を音素認識部-とフィードバックさせたシステムが必要であると思われる･
1.1.2　Hidden Markov Model
現在よく用いられている音素認識の手法には, Hidden Markov Model(HMM)を用いる方法,
DPによるテンプレートマッチング法, NeuralNetworkを用いる方法などがある.この中で特に,
HMMを用いる方法は,
｡発声のゆらぎなどを統計的に扱える
.多量のサンプルから自動学習できる
●音声とモデルの対応が比較的明確
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図1.2: le氏-to-right HMM図1.3: ergodic HMM
などの利点があり,音素認識の主流になっている.
ここで, HMMを用いての音素認識手法を簡単に説明する.まず,多量の学習データから音素
毎にHMMを学習する.そのためには学習サンプルを音素毎に切り分ける必要があるが,音素区
切りは一般に唆味であることが多いため,発声内容のとおりにHMMを連結して学習する連結学
習法【2]も提案されている･学習アルゴリズムは最尤推定法であるBaum-Welchアルゴリズムが
よく知られている.この方式は局所的最適値もしくは鞍点に収束することが証明されており,最
適な収束値を得るために初期値が重要であることがいわれている.このようにして音素毎に学習
したHMMを用意し,未知入力X-31,32,･･･XTに対して,次のように認識する.各音素HMM
の最終状態から別の音素HMMの初期状態-の遷移確率Tr(r,p)を定義し,すべての音素pにつ
いて,式(1.1),式(1.2)の漸化式にしたがって最大尤度をとる系列を計算する･
Qp(1,1) - logbp(aTlll)
ここで,
ap(i,i) :音素pのHMMで状態iからj-の遷移確率
bp(a'tLj) :音素pのHMMで状態jがiフレーム目の特徴量ベクトルa,tを出力する確率
Tr(r,p) :音素rから音素pへの遷移確率
Ep :音素pのHMMの最終状態番号
ただし,各HMMの最終状態ちは,次の音素-の遷移のみ許されているものとする･最終的に
mpaxQp(Ep,T)となるQp(Ep,T)からバックポインタをたどることで,最適な音素系列を得る･
ここで,音素HMM間の遷移確率Tr(r,p)を日本語に現われる音素の接続に対して1に,それ
以外は0に設定することで,音声タイプライタを構成することができる.また, Tr(r,p)に言語
モデルからの確率をいれることもできる.
HMMの形状としては,図1.2のようなIeft-to十right型を用いるのが一般的である･この型の
利点は,前の状態-戻る遷移がないために,時間的な変化をよく表現できる点である.ところが,
すべてのサンプルが必ず同じ状態を遷移していくために,サンプル間の特徴量の差は状態が持っ
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ている出力分布で吸収するしかなく,あまりに特徴の違うサンプルを1つのHMMで表現するに
は無理が生じてしまう･これに対して,すべての状態間の遷移を許したergodic HMM (図1.3)と
呼ばれる型を用いた方法【3]も握案されている.この型は,サンプルの特徴によって通る状態が
変わるので, le氏-to-right型のように必要以上に出力分布が拡がることはない.しかし, HMMが
小規模な場合は各状態がergodicな結合をしているためにサンプルの時間的遷移をうまく表現で
きず,またそれを表現するために大規模なモデル構成にすると,パラメータの推定が大変になっ
てしまい,あまり一般的ではない.
そこで,両者の中間的な型として,図1.4のような隠れマルコフ網(Hidden Markov Network:
HMnet)が考えだされた.この型は, le氏-to-right HMMから見れば,数多くのHMMを似ている
状態を共有させることで1つにまとめたもの,と見ることができ,またergodicHMMから見れ
ば,自分自身に戻ってくるような遷移を除いたもの,と見ることができる.つまり,時間的な遷移
の表現能力を持ちながら,パスが並列に存在するためにle氏-to-right型のように必要以上に出力
分布が拡がることもない. HMnetを構成するアルゴリズムの1つに逐次状態分割法(Successive
State Splitting:SSS)がある･このアルゴリズムは効率のよいコンテキスト依存モデル(1.1.3節で
後述)を構成するために提案され,よい認識率を示すことが報告されている【4,5ト
そこで,本研究では,このHMnetをモデルとして,連続音声の高精度な認識を目指す.音声認
識の一般的なシステムは,音素認識部と言語処理部に分けられるが,本研究では,どちらの処理
にもモデルとしてHMnetを用い,それぞれの性能を向上させることを目的とする.
1.1.3　音素認識部
音声の認識単位は,音素(phoneme)や音節,単語などが考えられるが,現在は音素を用いるの
が一般的である.それは,比較的種類が少なく,また音素モデルを連結することで音韻や単語な
どのモデルを容易に構成できるからである.しかし,音素は発声された環境によって容易に音響
的特徴が変形してしまう.その主な原因は, "音素が調音結合をおこす"ということである.つま
り, /a/のあとに発声された/k/と, /o/のあとに発声された/k/とでは,同じ/k/という音素
でありながら,音響的にかなり変わった特性を持つ.このように,音素の音響的な特徴は,音素
環境(先行,後続音素など)や話者,発声速度などで容易に変形をうけてしまう.それらの変形を
うけた音素サンプルをひとつのHMMで表現しようとすると, HMMの持つ出力確率分布の分散
が拡がってしまい,特徴量空間でHMMがカバーする領域が他のHMMと重なるようになるので
誤認識の原因となる.
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そこで,これらの問題を解決するために,音素を変形させる原因となっている環境毎にHMMを
構成する方法が提案された.このHMMはコンテキスト依存モデル(context-depende血models)
と呼ばれ,通常は音素を変形させろ顔境要因として先行音素と後続音素が与えられる･しかし,
すべての先行音素と後続音素の組毎にHMMを構成しようとすると, HMMの数があまりに多す
ぎるためにそれに見あうだけの学習サンプルが集められず,現実的ではない1.そこで,各HMM
間で音響的に似ている状態を共有化することが考えられた.これには大別して次の2つの手法が
ある.
･ top-down的な手法【4,5】
この手法は,小規模な初期HMMを用意し, 1つの状態で表現するには無理のある部分を分
_･劃していくことで最終的なモデルを得ようとするものである.本論文で使用するHMnetの
構成法である逐次状態分割法も, top-down的な手法の1つである.逐次状態分割法では,
小規模なHMnetから徐々に大規模なモデルが構成されるために,学習に使えるサンプル数
にあわせた規模のHMnetが得られたところでアルゴリズムを止めることができる.しかし,
逐次分割を繰り返してtree状にHMnetを構成していくために,似たような特徴を持つ状態
が複数できる可能性があり, HMnetの効率という点では問題点が残る.
･ bottom-up的な手法【6,71
tor>down的な手法に対して,過剰に分割されたHMMから似たような状態を融合していく
ことでモデルを構成しようというのがこの手法である.この手法では, top-down的手法の
欠点である,似た状態が複数生成されることもなく効率的なモデルが得られる.しかし,初
期モデルとして過剰に細分化されたHMMを用意する必要があり,初期モデルは少数の学
習サンプルで学習しなければならないので,学習サンプルの特徴に偏ったものになってし
まう.その結果,得られるモデルも学習サンプルの特徴に偏っていないモデルであるとはい
い難い.また,どこまで分割すれば"過剰に"分割したモデルになるのか,という問題も生
じる.
これらどちらの方法でもコンテキストを考慮しないHMMに比べて認識率がよいという報告がさ
れている.
ところで,このコンテキスト依存モデルには本質的な問題がある.それは,音素の変形要因の
選び方である.コンテキスト依存モデルは与えられた変形要因について,すべての環境の組み合
わせの数だけ構成される.実際には状態の共有化を行なってモデル数を減らすが,もし膨大な学
習サンプルがあったとしても,与えられた変形要因についての組み合わせの数だけしかHMMが
構成されない.一般には変形要因として先行音素と後続音素が与えられることが多いが,それで
必要かつ十分かどうかは,確認されていない.つまり, /sima/と発声した時の/m/と, /hima/
と発声した時の/m/は,同じ音響的特性を持つかどうかはわからない･変形要因として先行音秦
と後続音素を選んだコンテキスト依存モデルでは上記の2つは同じ/i一m+a/2というHMMで表
現される.もし上記の/m/が違う特性を持っていた場合, /i一m+a/というHMMは音響的特徴の
大きく違ったサンプルを1つのHMMで表現していることになり,出力分布が必要以上に拡がっ
たHMMになることは避けられない.その結果,先々行音素(この場合は/S/と/h力についてはコ
ンテキスト非依存モデルとなるので,認識性能は低下してしまう.
1日本語24音素の組み合わせは,原理的に243 - 13824種類あり,そのうち実際に日本語に表れる組み合わせは
3000種類あまりである.
2音素環境を/A-B+C/のように表現する･これは,先行音素が/A/,後続音素が/C/である音素/B/という意味で
ある.
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つまり∴音響的特徴をよく表現したコンテキスト依存モデルを構成するためには,音素の変形
要因を事前に調査し,それらをすべて考慮して構成する必要がある.コンテキスト依存モデルは,
本質的にこのような問題を含んでいる.
1.1.4　言語処理部
音素認識は,現在のレベルでは特定話者の発声で85%から90%程度とまだまだ低く,実用化す
るためには,言語的な知識に基づく制約が必要になる.理想的には音声タイプライタ的な,日本
語として許される音素並びをすべて受理するような言語モデルを用いればよいのであるが,現在
の音素認識レベルでは,そのような言語モデルでは制約が弱く認識率の面で音声認識システムと
して使い物にならない.そこで,対象とするタスクを限定し,それにあわせた言語モデルを用い
るのが普通である.
一般的に使われている言語モデルには,文法的な知識を与えるモデルと,統計的なモデルの
2つがある.前者の代表的な例としては,有限状態オートマトンや文脈自由文法(Co山ext Free
Gr礼mmer: CFG)などがある.これらは,与える文法がよくタスクを表しているならばよいモデ
ルとなる.特にCFGは拡張LRパーザと組み合わせることで,直接認識部を駆動する方法【1】が
提案されており,よい言語モデルとして注目されている.しかし,これらの文法的モデルでは,文
法を人が手で与える必要があるために,構成するのに大変な労力と時間がかかるのが大きな問題
である.
これに対し統計的言語モデルでは,多量の学習サンプルから自動的に学習できるために労力は
少なくてすむ.また,音素認識部がHMMのような確率的モデルであるので,言語モデルも確率
的なモデルであると音響的尤度と言語的尤度の融合がしやすく,音素認識と言語処理を一体化で
きる可能性がある.しかし,よい文法を与えられたモデルに比べると一般に絞り込み能力に乏し
く,また学習サンプル数に対して推定すべきパラメータ数が多い場合には,学習サンプルに依存
したモデルになってしまう.
また,これらの中間的なモデルとして,知識を与えた文法モデルに確率を付ける方法もある.
これは,与える文法がかなり制約力の弱いものであっても,学習サンプルから確率を推定する
ことで制約力を強めるものである.代表的なものにCFGの書き換え規則に確率を付与したもの
(stochastic CFG)があり, CYK法やInside-Outsideアルゴリズム3などの書き換え確率の推定手
法が提案されている.また,書き換え確率をergodicHMMで学習し,動的に変化させる方法【8】
も提案され,強い絞り込み能力を持つことが報告されている.
本研究では, 2つのアプローチのうち"自動的に学習できる''という利点に注目し,統計的な
モデルについて研究を行なう.従来から研究されている統計的な言語モデルは, n-gramモデル
と, ergodic HMMモデルが主流である.これらのモデルについて簡単に説明する･ n-gramモデ
ルは,対象言語をn-1重のマルコフ過程とみなし, n-1個の単語4が生成された時の次に生成
される単語を学習サンプル中から数え上げ,その条件付き確率を計算する.この方法の大きな利
点は,学習サンプルからの数え上げによって容易にモデルを構成することができることである･
ergodic HMMを用いる方法は単語を発生する離散型ergodic HMMを学習させることで確率つ
きネットワーク文法を獲得する.しかし,計算量の問題から小規模なモデルしか得ることができ
ない.そこで,状態数を逐次増加させていくことで計算量を削減した学習アルゴリズムも提案さ
3Inside_Outsideアルゴリズムは文法を与えない時も自動的にSCFGを獲得することができ,その意味では統計的
言語モデルの部類に入る.しかし,計算量が膨大になるのでかなり小規模なモデルしか得ることはできない.
4処理単位は単語に限らないが,ここでは処理単位は単語であるとして説明する.
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れ【9】, bigramを越える性能が得られている･
しかしこれらのモデルはいずれも,モデルの規模が小さい時は時間的遷移の記述能力に乏しく,
また,モデルの規模を大きくすると推定すべきパラメータが膨大になり,学習が現実的ではなく
なってしまう.そこで,これらに変わる言語モデルを開発する必要がある･
1.2　研究の目的
前節で述べたように,音素認識部や言語処理部の構成にはHMnetが優れていると思われる･そ
こで, HMnetというモデルを使用し,連続音声認識の高精度化を目指す･ HMnetの構成アルゴ
リズムは逐次状態分割法を基本とし,音素認識部と言語処理部のそれぞれについて,性能の向上
をはかる.まず音素認識部では,コンテキスト依存モデルの本質的問題点である"考慮すべき環
境要因を与える"点を解決するために,環境要因を必要としないモデルの構成法を提案する･ま
た,言語処理部では, HMnetを言語モデルに適用するために,離散分布型のHMnet構成法を提
案する.
1.3　本論文の構成
本論文の構成は図1.5のとおりである.
第1章序論であり,研究の背景,及び本研究の目的を述べる･
第2章HMnetの構成法である逐次状態分割法のアルゴリズムを述べ,その特徴について議論
する.
第3章逐次状態分割法の問題点の1つである"学習速度が遅い"点を改善するため,高速な逐次
状態分割法を提案し,その有効性を示す.
第4章コンテキスト依存モデルの本質的問題点を改善するため,環境要因を必要としない音素
HMnetの構成法を提案し,その有効性を示す.
第5章離散型のHMnetを構成する逐次状態分割法を提案し,言語モデルとして応用する･
第6章結論であり,本研究の成果と今後の課題について述べる･
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第2章
逐次状態分割法の概要
2.1　はじめに
HMnetを構成するアルゴリズムの1つに,逐次状態分割法(Successive State Splitting: SSS) 【4,51
がある.このアルゴリズムは,もともとコンテキスト依存モデルをHMnetで構成するために提
案されたアルゴリズムであり,状態数を逐次的に増加させていくことでHMnetを構成する･そ
の時の評価基準は,尤度最大という認識時と同じ評価基準であるため,よりよい認識率が得られ
ることが期待される.
この章では,逐次状態分割法のアルゴリズムを説明し,その特徴と問題点を指摘する･
2.2　逐次状態分割法の考案された背景
最近の音声認識手法は,認識単位として音素を用いることが多い.しかし,音素は調音結合な
どによる変形が大きいため, 1つのモデルで表現するには限界がある.そこで,音素の音響的な
性質を変形させる要因1まで考慮した,いわゆる異音(allophone)を認識単位とする方法が試みら
れ,その有効性が認められつつある.
しかし,異音を認識単位とする場合には音素を認識単位とする場合に比べてモデル数が大幅に
増加するため,学習サンプル数に制限がある場合のモデル学習が1つの大きな問題となっている･
信頼性の高いモデルを構成するためには音素環境をうまくクラスタリングし, 1モデル当りの学
習サンプル数を過度に減少させることがないよう工夫する必要がある･この認識単位を適切に設
定する手法として,人が音声学的な知見に基づいて与える方法や,与えられたサンプルに対する
歪み計算により,音素環境空間を分割していく方法,すべての異音モデルを学習したあとで,普
響的に類似する状態を共有化していく方法などが提案されている･
しかし,これらの手法はいずれも先験的知識に基づいたり,認識時の尺度(サンプルがモデルか
ら生成される尤度)とは別の尺度によって構造が決定されたりしており,認識率が最大になるかど
うかは保証されていない.また,通常のHMMでは,状態をいくつ連結するか,といった構造決
定も経験的な知識に基づいて決定されている.これらの問題の解決策としてモデルの構造を自動
的に決定するアルゴリズムが逐次状態分割法である.
1ほとんどの場合,先行音素と後続音素とされる.
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図2.1: SSSのアルゴリズム
HMMによるコンテキスト依存モデルでは,すべての異音(もしくは,適当にクラスタリングさ
れたもの)について別々にモデルを構成する･この時,例えば/a-汰+a/を表現するモデルと, /a-
k+i/を表現するモデルの前半部分は似ていることが予想される.その似ている部分の状態を共有
化すれば,その状態の学習サンプルは増加したことになり,統計的により頑健な学習が可能とな
る.逐次状態分割法ではHMnetをモデルとすることで,このような状態を共有した形のモデル
を構成することができる.
2.3　逐次状態分割法のアルゴリズム
逐次状態分割法のアルゴリズムは図2.1のようになる.各状態は,出力確率分布と遷移確率の他
に考慮する環境要因毎に受理コンテキストのリストを持つ.
Step l初期モデルの学習
初期モデルとして, 1状態で出力分布として2混合のガウス分布(対角共分散行列)を持つ
HMMを用意し,すべての学習サンプルを使って学習する.各環境要因の受理コンテキスト
リストにすべての存在するコンテキストを加える.
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Step 2分割すべき状態の決定
すべての状態の中で,出力分布が最も拡がった状態を選び,分割すべき状態とする.式(2.1)
で示される値diは, 2浪合のガウス分布を単一ガウス分布で近似した時の分散に相当する値
に,その状態を推定するのに使われたサンプル数をも考慮した値となっており,統計的な頑
健性の向上が図られている.
di - niX鰻
q8?k　-　入ilqflk +入i2qt?2k +入il入i2(FLilk - lLi2k)2
ここで,
g
Ail, Ai2
PilkI Pi2k
qflk, qt?2た
ni
qをk
パラメータ次数
状態iの2つの分布の重み係数
状態iの2つの分布の平均
状態iの2つの分布の分散
状態iの推定に用いたサンプル数
全サンプルの分散(正規化係数)
/ ､{ ＼　　　　　′ ､{, ヽ
〔 )-C
(2.1)
Step 3状態の分割
Step 2で決定された状態を2つに分割する.この時,新しい状態の出力確率分布は,分割
された状態が持っていた2浪合のガウス分布を1つずつ割り当てる.その後,新しい状態
の配置を時間方向(直列)に連結した場合の学習サンプルに対する尤度Ptと,コンテキスト
方向(並列)に連結した場合の尤度pcを計算し,より尤度の高い方を採用する･ PtとPcは,
以下のようにして計算される.
●時間方向-の分割
時間方向-分割する時は,どちらの状態を先に置くかで2とおりの可能性がある.そ
こで, 2つの可能性についてそれぞれ尤度を計算し,その高い方をPtとする.
n n /∧＼
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i　コンテキスト方向-の分割
コンテキスト方向-の分割は,パスが2つに別れるためにそれぞれの学習サンプルが
どちらの状態を通るかを決定する必要がある.そこで,ある環境要因(先行音素など)
について学習サンプルをその要因の要素ごとにまとめ,その集合毎に尤度の高い方の
状態を通るようにする.
pc - m,汚m弧(P-(yjl),PM(y3',))
ここで,
3' :この状態において分割可能な要因
y,･l :要因3'の値がl番目の要素である学習サンプルの部分集合
Pm(y3･l) : ･ y3･lを状態mに割り当てた時の尤度
PM(y3･l) : y3･lを状態Mに割り当てた時の尤度
/＼
(2.2)
Step 4分布の再推定
この時点で新しい状態には,単一ガウス分布が割り当てられたままになっている.そこで,
すべての状態が2混合のガウス分布を持つように, HMnet全体を再学習する.その後,所
定の状態数になるまで, Step2, Step3を繰り返す.
/〈＼
Step 5分布の変更
これまでの処理でHMnetの形状が決定される.そこで最後に,各状態に割り当てられてい
る出力確率分布を実際に使用したい混合数になるようにHMnet全体を再学習する.
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図2.2:逐次状態分割法によって構成されたHMnetの例
このようにして得られたHMnetの例を図2.2に示す.これは, HMnetのなかの音素/g/に対応
する部分だけ抜き出したものである.図2.2に示されているように,各状態は受理する先行音素と
後続音素のリストを持つ2.そこで,音素の認識時に認識すべき音素の音素環境を言語的モデルな
どから予測して与えることで,その音素環境に対応するパスがただ1本に決まる.例えば,言語
モデルなどから先行音素が/a/後続音素が/e/であると予測された時,音素/g/に対応するモ
デルは, #30-#19-#4というパスになり,通常のHMMとみなすことができる.逐次状態分
割法で構成されたHMnetは,このようにしてパスを1本に制限することでコンテキスト依存モ
デルのように使うことができる.
また, HMnetの形状を見ると,前半の状態(#17や#30)は先行音素について状態が分割され,
また後半の状態(#4や#20)では後続音素について分割されている.これは,音素の前半部分は
先行音素から,また後半部分は後続音素からの影響が強いと予測されることと合致しており,普
響的な特徴をよく表現しているものと思われる.
2.4　逐次状態分割法の特徴
逐次状態分割法の利点には,以下のようなものがある.
●時間方向も含めて構造を自動決定できる.
従来のHMMでは,状態をいくつ連結するか,といった問題は人が経験的な知識から与え
るものであった.また,コンテキスト依存モデルでパラメータを削減するためのモデルの共
有なども,どの環境を共有するかということは人が与えたり,認識とは別の尺度(例えば歪
み最小など)でクラスタリングしたりするものが多かった.それを,尤度最大という認識と
同じ尺度で自動決定できるところが,逐次状態分割法の最大の利点である.
●環境の補間作用がある.
コンテキスト依存モデルを構成する時,その種類があまりにも多いために学習サンプルにす
べての組み合わせがあるとは限らない.このような場合でも,逐次状態分割法では環境の補
間作用があるために学習サンプルに現れなかったコンテキストに対応するモデルが得られ
2"*"は,すべての音素を受理することを示す.
第2章　逐次状態分割法の概要　　　　　　　　　　　　　　　　　　　　　　　　　　　- 14-
ノ
ることが期待される3.これは,すべての音素環境の直積空間を分割しながらHMnetを構
成しているためで,例えば/a-k+a/という環境が現れなかった場合, /a-k+i/の前半部分
と, /i-k+a/の後半部分をとってきて, /a-k+a/のモデルとする,といった原理で補間し
ている.
ただし,アルゴリズムの性質上,逐次状態分割法特有の問題点もある.
●与えた環境要因が不十分であると,分割ができなくなる.
｡学習の計算時間が,通常のHMMに比べてかなり遅い.
与える環境要因が不十分である時は,一般に音響的特徴をよく表現したコンテキスト依存モデル
は構成されない.特に,逐次状態分割法の場合は構成の途中でアルゴリズムが止まってしまうこ
とが起こる.これについては4.3節でくわしく述べる.
2.5　まとめ
HMnetの効率的な構成法である逐次状態分割法のアルゴリズムを述べ,その特徴を議論した.
逐次状態分割法はもともとコンテキスト依存モデルを効率よく構成する目的で提案されたもので
あるので,この方法で構成したHMnetをそのまま環境要因を与えない音響モデルや,言語モデ
ルとして適用することはできない.そこで,次章以降で逐次状態分割法を修正し,本論文の目的
に合ったHMnetを構成するようにする.
3必ず得られる,というわけではない.
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第3章
逐次状態分割法の高速化
3.1　はじめに
逐次状態分割法には, "学習速度が通常のHMMに比べて非常に遅い"という大きな欠点があ
る.これは,状態を1つ増やすたびにHMnetを再学習するためで,計算機の能力が飛躍的に向
上した現在でも不満が残るほど遅い1.そこで,逐次状態分割法のアルゴリズムを改良し,高速に
HMnetを構成する方法を提案する.このアルゴリズムは原理的にオリジナルとほぼ同じ動作をす
るので,同等の性能を持つHMnetが得られることが期待される.
3.2　逐次状態分割法によるHMnetの学習速度
逐次状態分割法によるHMnetの学習が通常のHMMに比べて非常に遅い原因として,以下の
ようなことが考えられる.
｡状態が1つ増えるたびにHMnet全体を再学習する必要がある
●各状態が2混合のガウス分布を持つ
このうち, 2混合のガウス分布を持つHMMは,単一ガウス分布を持つHMMに比べて一般に学
習に時間がかかることが知られている.それは,以下のような理由による･
●初期値をクラスタリングによって設定する必要がある
Baum_Welchの再推定アルゴリズムは局所的最適値もしくは鞍点に収束する.そこで最適な
収束値を得るためには初期値の設定が重要になってくる.通常単一ガウス分布を持つHMM
ではその状態を通る全学習サンプルの平均値を初期値とするが,混合ガウス分布を持つHMM
の場合はそれらのサンプルを混合数分にクラスタリングし,それぞれのクラスタ中心を初期
値とする方法がとられる.
● Baum_Welchの再推定アルゴリズムの収束が,単一ガウス分布のHMMに比べて遅い
これは経験的にしか議論できないが,同じ収束条件のもとでは2浪合のガウス分布を持つ
HMMの収束は,単一ガウス分布を持つHMMに比べて数倍から数十倍遅い.
lspARCstation 2で計算した場合,比較的学習サンプルの少ない6子音の実験で状態数80まで分割するのに18
時間程度である.
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本章では,アルゴリズムを原理的に変えない方向での高速化を図るために, 2混合のガウス分
布ではなく,主に単一ガウス分布を使う逐次状態分割法を提案する.
3.3　高速逐次状態分割法-
オリジナルの逐次状態分割法で2混合のガウス分布を使っていた理由は,状態の分割時(2.3節
のアルゴリズムStep 3)に,分割してできた新しい状態にガウス分布を1つずつ割り当てるためで
ある.そこで,ここの部分を改良し,各状態が単一ガウス分布を持つような逐次状態分割法tlO】
を提案する.
高速逐次状態分割法のアルゴリズムを以下に示す.なお,主な変更点はHMnetの各状態が単
一ダウス分布を持つことによる変更と, Step 3の状態の分割の部分である.
Step l初期モデルの学習
初期モデルとして, 1状態で出力分布として単一ガウス分布(対角共分散行列)を持つHMM
を用意し,すべての学習サンプルを使って学習する.各環境要因の受理コンテキストリスト
にすべての存在するコンテキストを加える.
Step 2分割すべき状態の決定
すべての状態の中で,出力分布が最も拡がった状態を選び,分割すべき状態とする.オリジ
ナルでは,混合分布を用いていたために各パラメータから分布の拡がりを計算していたが,
ここでは出力分布は単一ガウス分布であるので,その分散の値そのものに,推定に用いたサ
ンプル数を乗じたものを基準とする.
di - niX要塞
ここで,
K :パラメータ次数
qt?A :状態iの出力分布の分散
ni :状態iの推定に用いたサンプル数
Uをk :全サンプルの分散(正規化係数)
(3.1)
Step 3状態の分割
step 2で決定された状態を2つに分割する.この時,新しい状態の出力確率分布を以下の
ようにして求める(図3.1)･
step 3-1分割すべき状態を通るすべての学習サンプルについて, Viterbiアルゴリズムを
使ってこの状態が出力するサンプルの部分系列を切り出してくる.
step 3-2 Step 3-1で切り出されたすべての学習サンプルの部分系列を用いて, 1状態, 2
混合のHMMを学習する.
step 3-3得られた2つのガウス分布をそれぞれ新しい状態に割り当てる･
このようにして新しい状態の出力確率分布を求めた後,新しい状態の配置を時間方向(直列)
に連結した場合の学習サンプルに対する尤度Ptと,コンテキスト方向(並列)に連結した場
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図3.1:新しい状態に割り当てるガウス分布の計算
合の尤度Pcとを計算し,より尤度の高い方を採用する. PtとPcの計算方法はオリジナルと
同様である.
Step 4分布の再推定
分割終了後の最適なパラメータを求めるためにHMnet全体を再学習する.その後,所定の
状態数になるまで, Step2, Step3を繰り返す.
Step 5分布の変更
これまでの処理でHMnetの形状が決定される.そこで最後に,各状態に割り当てられてい
る出力確率分布を実際に使用したい混合数になるようにHMnet全体を再学習する.むろん,
単一ガウス分布で使用したい時2はこのStepは省略できる.
このアルゴリズムを用いると, HMnet全体は各状態が単一ガウス分布を持つために高速な学習
が行なわれる. 2つのアルゴリズムの混合分布についての計算量は1サイクル(状態が1つ増え
る)あたり表3.1のようになる3. HMnetの規模が大きくなればなるほどHMnet全体のパラメー
タの再推定は時間がかかり,また学習サンプル数が増えれば増えるほど初期値設定のためのクラ
スタリングに時間がかかるので,そういった場合に高速化の効果がより一層表れると思われる.
また認識性能については,本来Baum-Welchアルゴリズムで学習されるべきところをViterbi
アルゴリズムで系列を切り出して学習するという近似を行なっている.しかし, Viterbiアルゴリ
ズムでの学習はBaum-Welchアルゴリズムでの学習に対して性能はほとんど落ちないことが知ら
2実際には,計算量などの問題から単一ガウス分布で使用する場合が多い.
3本章では,これ以降オリジナルの逐次状態分割法をSSS-original,提案した高速逐次状態分割法をSSS-fastと表
記する.
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表3.1:混合分布についての計算量の比較
アルゴリズム SSS-originalS S S- fast
初期値の設定 ????状態 
パラメータの推定 売ﾖ觚I???状態のHMM 
れており,結局SSS-originalで構成したものと同程度の性能を持ったHMnetが得られることが
期待される.
3.4◆　HMnetの構成実験
SSS-fastの学習時間と認識性能を評価するために,特定話者の音素認識実験を行なった.実験
条件は表3.2のとおりである.今回はおおまかな性能を見ればよいので,全音素での認識実験は行
なわず, /b, d, 9, m, a, N/の6子音についてのみ行なった･音声データはATR連続音声データ
ベース503文章中の400文章から, ATRが提供するラベルに従って切り出した音素を使った.ま
た評価データは,学習に用いなかった103文章中の音素を使った.
Sun SPARCstation2での計算時間を図3.2に,認識率を図3.3に示す.これを見ると,認識率は
どちらも同程度であることがわかる. SSS-fastの方が多少認識率がよいように見えるが,この差
に意味があるのか,それとも初期値の乱数によるゆらぎにすぎないのかはわからない.また,実
際に得られたHMnetの形状も多少違っていたが,認識率を見る限り同等の認識性能を有してお
り,問題はないと思われる.
これに対し,計算時間にはかなりの差がみられる.状態数80で約5倍のひらきがある.この差は
状態数の増加とともにひらいていく傾向にあり, HMnetが大規模になればなるほど提案手法によ
る高速化の効果が現われてくると思われる.また計算時間の変化は, SSS-fastでは直線状に, SSS-
originalでは放物線状になっているように見えるが,計算時間のオーダがそれぞれ0(〟),0(Ⅳ2)
(NはHMnetの状態数)に従うのかどうかはわからない.というのも, 2つのアルゴリズムの計算
表3.2:実験条件
認識タスク/b,d,9,m,a,N/
話者　男性1名(MMY)
パラメータlogpow,cep(16),△logpow
△cep(16)からなる
34次元ベクトル
分析条件　サンプリング周波数12kHz
16bit量子化
20msハミング窓
フレーム周期5ms
学習サンプル　400文章
テストサンプル　学習サンプル以外の103文章
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時間は初期値の設定のためのクラスタリングの収束速度と学習アルゴリズムの収束速度に依存し
ているが,これらは,ともに理論的なオーダの見積りが難しいからである.しかし,仮に2つの
アルゴリズムの計算時間が高々定数倍であったとしても,現実にHMnetを構成しようとした時
の計算時間の差は大きく,このアルゴリズムは非常に有効であると思われる.
3.5　まとめ
逐次状態分割法を改良し,単一ガウス分布をベースとする高速逐次状態分割法を提案した.こ
の方法は原理的にオリジナルと同等の動作をするため,オリジナルの逐次状態分割法で構成した
HMnetと同等の性能を持つHMnetを高速に構成することができる.
日本語6子音の音素認識実験では,認識率は同程度で,計算時間は状態数80まで分割した時に
1/5程度まで削減できた.これは,もっと状態数を増やした時や,母音などのように学習サンプ
ル数が多い時は,更に効果的になると思われる.
また,更なる高速化手法として, Step4を省略することも考えられる.これは,状態が分割さ
れたことによるまわりの状態の出力分布-の影響を無視したことになるので,多少の性能低下が
みられると思われるが, HMnet全体の再学習を行なわないためかなりの高速化になると思われる.
このようにして構成されたHMnetの認識性能と学習時間は,興味のあるところである.
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第4章
環境要因を必要としない
音素HMnetの構成法
4.1　はじめに
一般的な認識単位である音素は,発声された環境(話者,先行音素,後続音素,発声速度など)
によって容易に変形し,それが誤認識の原因の1つとされている.この間題を解決するために音
素モデルとしてHMMを用いることが多いが,あまりに音響的特徴の違うものを1つのHMMで
表現してしまうと, HMMの持つ出力確率密度分布の分散が拡がってしまう.その結果,特徴量
空間内で他のHMMがカバーする領域との重なりが大きくなり,誤認識の原因となる.音素の変
形を吸収する問題は,特に音素環境による変形を吸収する問題と,話者による変形を吸収する問
題が注目され,それぞれ様々な解決策が提案されている.本章では,音素環境による音素の変形
をうまく吸収することを目的とする.
4.2　コンテキスト依存モデルの本質的問題点
音素環境による音素の変形を吸収するために,音素環境毎にHMMを構成する方法がよく知ら
れている.こうしてできたHMMをコンテキスト依存モデルと呼び,コンテキスト非依存なモデ
ルに比べてよい認識率を示すことが報告されている.また,様々なコンテキスト依存モデル構成
法【4-7,ll,12】が提案されているが,これらはすべて効率のよいコンテキスト依存モデルを構成
するための手法であり, "音素環境毎にモデルを構成する"という基本姿勢はみな同じである･
すべてのコンテキスト依存モデル構成法は,前もって考慮すべき音素の変形要因を与えること
が必要である.コンテキスト依存モデルは与えられた変形要因について,すべての環境の組み
合わせの数だけ構成される.実際には状態の共有化や音素環境のクラスタリングなどを行なって
モデル数を減らすが,もし膨大な学習サンプルがあったとしても,与えられた変形要因について
の組み合わせの数だけしかHMMが構成されない.一般的には音素の変形要因として先行音素
と後続音素が使われることが多いが,それで必要かつ十分かどうかは,確認されていない.つま
り, /sima/と発声した時の/m/と, /血ima/と発声した時の/m/は,同じ音響的特性を持つかど
うかはわからない.変形要因として先行音素と後続音素を選んだコンテキスト依存モデルでは上
記の2つは同じ/i一m+a/というHMMで表現されるが,もし上記の/m/が違う特性を持ってい
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た場合, /i一m+a/というHMMは音響的特徴の大きく違ったサンプルを1つのHMMで表現し
ていることになり,出力分布が必要以上に拡がったHMMになることは避けられない.その結果,
先々行音素(この場合は/ら/と/h/)についてはコンテキスト非依存モデルとなるので,特徴量空間
でHMMがカバーする領域が他のHMMと重なるようになり,認識性能が低下するのは容易に想
像することができる.つまり,音響的特徴をよく表現したコンテキスト依存モデルを構成するた
めには,音素の変形要因を事前に調査し,それらをすべて考慮して構成する必要がある.つまり,
上記/sima/ , /hima/の例で言えば,先々行音素/S/, /h/が音素の音響的特徴を変形させてい
る要因の1つであることをなんらかの方法で事前に調査し,先々行音素,先行音素,後続音素の
すべての組み合わせ毎にモデルを構成する必要がある.
一方,環境要因を必要以上に与えた場合は,音素の変形に関与しているすべての環境毎にモデ
ルが構成されるので,上記のようなモデルが拡がってしまうという問題は起きない.しかし,要因
を与えれば与えるほど構成すべきモデルの数は指数関数的に増加し,多量の学習サンプルがあっ
たとしてもその学習は現実的ではない.
結論として,よいコンテキスト依存モデルを構成するためには,音素の変形要因を過不足なく
与える必要がある.しかし,適切な環境要因を調査するのは困難であり,また音素環境以外の要
因(例えば発声速度など)による音素の変形があった場合,それらをすべて網羅するように環境要
因を与えるのは非常に難しい.結局,天下り的に"先行音素と後続音素"と決めてしまうのが現状
である.コンテキスト依存モデルには,このような本質的問題点が存在する.
4.3　与えた要因が不十分な場合の逐次状態分割法
逐次状態分割法で構成されたHMnetもコンテキスト依存モデルの1つなので,前節で述べた
ように,与えた環境要因が適切でなければ音響的特徴をよく表現したモデルにはならない.特に
逐次状態分割法の場合は,与えた環境要因が不十分であるとアルゴリズムが止まってしまうこと
が起こる.ここでは,与えた要因が不十分な時にどのようなことが起こるかを説明する.
逐次状態分割法は前もって与えた環境要因毎に尤度を計算し,最も高い尤度を示すように要因
を新しい状態-と振り分ける.ここで,図4.1の例を考えてみる.いま,分割すべき状態を/a一
m+e/, /a-m+o/の2つの音素環境の学習サンプルが通っているとする･また,これらのサンプ
ルは先々行音素が/k/のものと/m/のものとがあり,その違いによって音響的な変形を受けて
いるものとする.つまり,音響的には先々行音素が/k/である/a一m+e/, /a一m十o/と,先々行
音素が/m/である/a一m+e/, /a一m+o/という2つのグループにクラスタリングされる･この
時,当然この状態が持つ2混合のガウス分布は,先々行音素が/k/であるグループの音響的特徴
を表現している分布(分布1とする)と,先々行音素が/m/であるグループの音響的特徴を表現
している分布(分布2とする)からなっている･さて,このような状況にある状態を後続音素につ
いて分割することを考える1.分割は,各音素環境がどちらの分布でより高い尤度を出すかで決定
されるわけだが,図4.1で示すように/a一m+e/という音素環境である学習サンプルのうち先々行
音素が/k/であるものは分布1のほうが尤度が高く,また先々行音素が/m/であるものは分布
2のほうが尤度が高い. /a一m+e/という音素環境としての尤度はこれらの和になるので,この場
合は分布1を選択することになる.ところが, /a-m+o/という音素環境であるサンプルも同様
にして分布1を選択してしまうため,分割ができなくなってしまう.この原因は明らかに環境要
因として先々行音素を与えなかったことにある.つまり,逐次状態分割法では音素の変形に影響
1先々行音素は環境要因として与えられていないため,先々行音素について分割することはできない.
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a一m十e
先々行音素　分布1　分布2
k　　　　231.58　　74.05
m　　　　　83.74　195.30
315.32　269.35
a一m+o
先々行音素　分布1　分布2
k　　　　257.35　　47.52
m　　　　　97.82　184.50
355.17　232.02
(数字は各分布での尤度)
図4.1:与えた環境が不十分の場合の分割
している要因はすべて前もって与えておく必要がある.
4.4　環境要因を必要としない音素HMmetの構成法
コンテキスト依存モデルの本質的問題を解決するために,考慮すべき環境要因を与えないモデ
ル構成法【13,14】を提案する･モデルの形状はHMnetを用い,音素環境に関係なく学習サンプル
の音響的特徴の類似性にのみ従って分割をしていく.
4.4.1　環境要因を必要としない音素HM皿et構成法のアルゴリズム
アルゴリズムの枠組みは逐次状態分割法と同じであり,第2章で説明したアルゴリズムのStep
lとStep3を少し修正することで実現される.修正したアルゴリズムを以下に示す.なお,ここ
では混乱を避けるために,オリジナルと同様に各状態は2混合のガウス分布を持つものとして説
明するが,第3章で提案した高速化手法を使うこともできる.
Step l初期モデルの学習
初期モデルとして,音素毎に1状態で出力分布として2混合のガウス分布(対角共分散行列)
を持つHMnetを用意し,すべての学習サンプルを使って学習する.
Step 2分割すべき状態の決定
すべての状態の中で,出力分布が最も拡がった状態を選ぶ.ここはオリジナルと同様に, 2
浪合のガウス分布を単一ガウス分布で近似した時の分散の値を計算し,それの最も大きな値
を示す状態を分割すべき状態として決定する.
Step 3状態の分割
選択された状態を2つに分割する.この時,新しい状態の出力確率分布は,分割された状
態が持っていた2混合のガウス分布を1つずつ割り当てる.そうしたうえで,新しい状態
の配置を時間方向(直列)に連結した場合の学習サンプルに対する尤度ptと,コンテキスト
方向(並列)に連結した場合の尤度Pcを計算し,より尤度の高い方を採用する. PtとPcは,
以下のようにして計算される.
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●　コンテキスト方向-の分割
コンテキスト方向-の分割は,パスが2つに別れるためにそれぞれの学習サンプルが
どちらの状態を通るかを決定する必要がある.ここでは,各学習サンプル1つ1つに
ついて,尤度の高い方の状態を通るように決定する.
Pc -　E max(Pm(y,･),PM(y,.))
yjEY.n
ここで,
㌦ :分割すべき状態mを通る学習サンプルの集合
yj :状態mを通るj番目の学習サンプル
Pm(yj) : y3･を状態mに割り当てた時の尤度
PM(y3･) : y3･を状態Mに割り当てた時の尤度
(4.1)
●時間方向-の分割
ここは,オリジナルの逐次状態分割法と同様に,どちらの状態を前に置くかで2とお
りの尤度を計算し,より大きい尤度をPtとして採用する.
Step 4分布の再推定
オリジナルと同様に, HMnet全体を再推定し,所定の状態数になるまでStep 2, Step3を
繰り返す.
Step 5分布の変更
最終的に使いたい出力分布にするために, HMnet全体を再学習する.
このように修正することで,環境要因を与えずにモデルを構成することができる.オリジナルの
逐次状態分割法では,音素環境を指標として,それ毎に分割を行なっていた.それに対し,本手
法では各学習サンプルが独立に分割されていく.この時,分割は尤度のみを指標として行なわれ
るため,各学習サンプルの音響的類似性に基づいた分割であるといえる.こうすることで,すべ
ての環境要因(音素の環境要因だけではなく)のなかで最も影響のあった要因について分割される
ことになり,音素の音響的特徴をよく表現したモデルが得られることが期待される.
このアルゴリズムによって得られたHMnetはコンテキスト依存モデルではないが,学習サン
プルのコンテキスト情報を活用することでコンテキスト依存モデルのような音素認識もできる.
そのためには, HMnetの構造が決定したあとで, "context table"と呼ばれる表(図4.2)m成
する.この表はパスの名前と,そのパスが受理する音素環境のリストの対からなる.認識時には,
co山ext tableと認識対象の音素環境情報からパスを制限し,認識をする.
"context table"(図4.2)は, HMnetの構造が決定した後で以下のようにして作成する.
1.各学習サンプルについて,それぞれの音素環費情報を通過するパスに割り当てる
2.各パス毎に,割り当てられた音素環境をまとめ, context tableに書き込む
認識時には,認識対象の音素環境情報を受理するパスをcontext tableから逆引きによってピッ
クアップし,そのパスについてのみ尤度を計算する.この時,音素寮費情報によってはパスが複
数ピックアップされてくることがあるが,その時はすべてのパスについて尤度を計算し,その中
で最大のものを最終的な尤度とする.また,学習サンプルにない音素環境は対応するパスが存在
しないために1つもピックアップされてこないが,その時は別にコンテキスト非依存HMMを用
意しておき,それの尤度を使うことにする.
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context table
且th-namelist of contexts
ABCD
ABGH
EFCD
EFGH
a一m+0 ,a一m+e , …
a一m+1, u一m+a,…
e一m+0, elm+ら,…
u一m+1, a一m+1,…
図4.2: "context table"の例
4.4.2　環境要因を必要としない音素HMmet構成法の特徴
堤案手法の大きな利点は, "環境要因を与える必要がない"ことである.コンテキスト依存モ
デルの構成のように,適切な環鏡要因を選ばなくても,本方式では自動的に音響的な特徴をよく
表現したモデルが生成される.更に4.3節に述べた理由によりオリジナルの逐次状態分割法では
HMnetが構成できない場合でも,提案手法は常にHMnetを構成することができる.またcontext
tableを用いることで認識対象音素と同じ音素環境を持つ学習サンプルから推定されたパスのみ
で認識することができるため,コンテキスト依存モデルと同様に認識対象音素の音素環勢情報に
よって探索空間を絞り込むことが可能である.
一方,オリジナルの逐次状態分割法が持っていた"音素環境の補間作用"という利点は失なわれ
ている.オリジナルの逐次状態分割法では,学習サンプルに現われなかった音素環境に対応する
モデルも,ある程度補間作用によって得られる.これは,例えば/a-k+a/という環境が現れな
かった場合, /a-k+i/の前半部分と, /i-k+a/の後半部分をとってきて, /a-k+a/のモデルとす
る,といった方法で補間していることになる.もちろん,すべての音素環境を補間できるわけで
はなく,また実際に学習サンプルを集めてきて学習させたモデルよりは性能は落ちると思われる
が,十分な学習サンプルが得られなかった時にこの補間作用は有用である･但し,最近では音声
資料の収集もすすみ,多量の学習サンプルを用意することが可能になってきた･その結果学習サ
ンプルに現われない音素環境は極少数になり,それらの尤度をコンテキスト非依存のHMMでの
尤度で代用しても,あまり影響はないと思われる.
4.5　音素認識実験
提案手法の有効性を見るために,提案手法とオリジナルの逐次状態分割法のそれぞれについて,
特定話者音素認識実験を行なった,なお,本章ではこれ以降,提案手法をSSS-free,オリジナル
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の逐次状態分割法をSSS-originalと表記する.
4.5.1　6子音の認識
まずSSS-freeの大まかな性能と話者による差を見るために6子音のみの認識実験を行なった.
話者は男性6名,女性4名の計10名,認識タスクは/b,d,9,m,n,N/の6子音,その他の条件
は3.4節の実験と同じである. SSS-originalには,環境要因として前後の音素を与えた.また認識
時には前後の音素環境は既知であるとし,パスを制限した. HMnetに表現されていない音素環境
が現われた時は,コンテキスト非依存HMM(4状態, 3ルー1,単一ガウス分布)での尤度をその
音素の尤度とした.
各話者の状態数と認識率の関係を図4.3から図4.12に,また状態数が110の時の認識率を表4.1
に示す. SSS-originalでは4.3節で述べたように,与えた要因が不十分である時に分割ができなく
なってしまうことがあるが,その時は,その音素についてはそれ以上分割を行なわずに他の音素
について分割を行なうようにした.ここで表4.1中の"*"は,すべての音素が分割できない状況
になってしまったためにそこでモデルの構成が止まってしまったことを示す.また,図4.3から図
4.12でグラフが途中で切れているものも同様の理由による.
これらを見ると, 10人の話者を大きく2つに分けることができる.話者FKN, FKS, MHO,
MMYの4人は, SSS-originalに比べてSSS-freeの方が認識率が高い.それに対し,残りの6人は
2つの手法にそれほど差は見られない.これは,話者によって音素の変形に関与する要因が違う
ことを意味していると思われる.つまり,認識率にあまり差の見られない6人は,音素の変形要
因が主に先行音素と後続音素であるために,どちらの手法でもそれら2つの要因についての状態
3)tuuO])ItJ的033tL
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図4.3:話者FKNの6子音認識率
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Number of states
図4.4:話者FKSの6子音認識率
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表4.1: 6子音の音素認識率(状態数110)
speaker ?52ﾖ?没匁??SS-free 
FKN 塔r纈R｢?1.2% 
FKS 涛??｢?4.1% 
FTK 涛2?R?2.6% 
FYM 涛2?R?2.9% 
MHO 塔b?R?8.2% 
MHT 涛R?R?5.0% 
MMY 塔B縒R?6.5%. 
MSH 涛?"R?0.6% 
MTK 涛B?R?4.3% 
MYl 涛???9.7% 
分割が行なわれた結果,認識率にあまり差が見られなかった.それに対して認識率に差の見られ
た4人は,音素の変形が先行音素と後続音素以外の要因からの影響もあったと思われる. SSS-free
ではすべての要因を考慮した分割が行なわれたため,音響的特徴をよく表現したモデルを得るこ
とができた.一方SSS-originalでは先行音素と後続音素しか環境要因として与えていないために
無理矢理それらの要因について分割したところ,音響的特徴をよく表現していないモデルになっ
てしまった.その結果,認識率に差が見られたのだと思われる.これは,話者FKNとFKSでは,
SSS-originalが途中で止まったことからも推察される.
4.5.2　全音素の認識
前節で,話者によって音素の変形に関与する要因が違うことがわかった.本節では音素の変形
要因についてよりくわしく見るために,前節で分けられた各グループから2人ずつ,計4人の話
者について全音素での認識実験を行なった.なお,実験を高速に行なうために,第3章で提案し
た高速化を行なったSSS-free, SSS-originalで実験した.
認識タスクは/b,d,g,m,n,N,p,t,k,tI,ts,S,I, ,Z,h,r,W,j,a,i,u,e,o/の24音素,
話者は男性2名(MHO, MTK),女性2名(FKN, FTK)の計4名について実験を行なった.各音
素を表現する状態数は,最大30状態に制限した.その他の条件は前節での実験と同じである.ま
た,前節で述べた,話者FKNとMHOは環境要因として先行音素と後続音素だけでは不十分で
ある,という仮説の正当性を検証するために,先々行音素と後々続音素をも環境要因として与え
たオリジナルの逐次状態分割法2についても同様な実験を行なった.
各話者の状態数と認識率の関係を図4.13から図4.16に,また状態数が500の時の認識率を表4.2
に示す.これらを見ると,話者FKNとMHOは, SSS-originalの認識率はSSS-freeに比べて低
くなっている.それに対し,話者FTKとMTKはどの手法でもあまり差は見られない.これは,
前節での結果と同様である.更に,話者FKNとMHOでは環境要因を5つに増やす(SSS-org-5)
ことで認識率が向上し, SSS-freeと同等の性能になっていることがわかる.これは,話者FKNと
2以降, SSS-org-5と表記する.
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表4.2:全音素での音素認識率
speaker ?52ﾖg&VR?SS-original ?52ﾖ?rﾓR?
FKN 涛2纈R?1.3% 涛"絣R?
FTK 偵釘繧R?3.9% 涛R?R?
MHO 塔r繧R?5.7% 塔r?R?
MTK 涛R纈R?4.4% 涛R?R?
MHOの発声した音素は先々行音素や後々続音素からの影響も受けているために, SSS-originalで
は表現できなかったような音響的特徴がSSS-org-5では表現できるようになったためと思われる･
また逆に,話者FTKとMTKでは環境要因を増やしても認識率はそれほどかわらず,音素の変
形要因が主に先行音素と後続音素のみであることを裏付けている.
4.6　考察
4.6.1　環境要因を必要としない音素HMnetの構造
sss_freeによるHMnetの構造を図4.17に,また各音素環境がどの状態を通っているかを表4.3
に示す.これを見ると, /a-b+o/, /e-b+o/などといった環境は1本のパスしか通っておらず,こ
れらの環境は先行音素と後続音素からの影響が主であることがわかる.しかし, /0-b+u/, /u-
b+u/といった環境はすべてのパスを通っており,これらの環境は他の要因からの影響も受けてい
ると思われる. SSS-originalでは必ず1つの環境は1本のパスに割り当てられるため, /0-b+u/,
/u-b+u/といった環境の音響的特徴をよく表現することはできない･
また,総じて各音素環境あたり1本から教本のパスで表現されており,認識時に認識対象の前
後環勢情報でパスを制限する方法が有効であろうと考えられる.
4.6.2　音素別認識率
4.5.2節の結果をくわしく見るために,話者MHOについての音素別認識率を表4.4に示す3.こ
れは状態数500の時の結果である.ここで,小括弧内の数字はその音素を表現している状態数,
大括弧内の数字はどの環境要因について分割されたかを示しており, 【先々行音素,先行音素,後
続音素,後々続音素,時間方向】に対応している･また, "*"はその音素の変形要因が与えられ
ていなかったために分割できなくなったことを示している.
表4.4を見ると,各手法間の認識率の関係から音素を3種類に大別することができる. /N/, /h/,
/n/, /m/といった音素は, SSS-freeに比べてSSS-originalでは認識率が悪い･しかし,音素環境
を5つにすること(5-Context)で認識率は向上し, SSS-freeと同程度の認識率を示している･これ
らの音素は主に5-contextからの影響によって変形しているものと思われる.それゆえ, 3-context
のみを与えたSSS-originalでは音響的特徴をよく表現したモデルは得られなかったために認識率
が落ちている.この結論は, /N/, /h/, /a/といった音素は3-contextのみ与えた時は分割がで
3環境要因として前後の音素を与えたものを3-context,先々行と後々続の音素も与えたものを5-contextと表記す
る.
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図4･17:環境要因を必要としない音素HMnet(音素/b/に対応)
表4.3:音素環境が通っている状態(一部)
phoneme contexts ?F?T踉?
4 ?B?5 ??42 鼎r?0 田"?8 
N-ち+u ??× ?ｲ????○ ?ｲ???ｲ?
a-b+i ?ｲ????○ ??○ ??× ?ｲ?
0-ら+u ?ｲ???ｲ???ｲ???ｲ???ｲ?
a-b+o ??× ?ｲ?~ ?ｲ?~ ??× ?ｲ?
e-b+a ??○ ?ｲ?~ ?ｲ????○ ?ｲ?
e-b+e ?ｲ????○ ??○ ??× ??
e-b+i ?ｲ????○ ?(?????× ??
e-b+o ??○ ?ｲ?~ ?ｲ?~ ??× ??
i-b+a ?ｲ???ｲ????○ ?ｲ???ｲ?
トb+e ?ｲ????○ ??○ ??× ?ｲ?
u-b+u ?ｲ???ｲ???ｲ???ｲ???ｲ?
トb+i ?ｲ????○ ??○ ??× ?ｲ?
トb+o ??○ ?ｲ?~ ?ｲ????○ ?ｲ?
ド-b+a ??○ ?ｲ?~ ??○ ??○ ?ｲ?
きなくなっていることからも裏付けされる.次に, /t/, /Z/, /i/といった音素は, 3-contextだ
けでなく5-contextを与えた時でもSSS-freeよりSSS10riginalの認識率は下がっている.これら
の音素は5-context以外の要因からの影響で変形を受けているために, 5-contextを要因として与
えてもSSS-freeに比べるとよいモデルは構成されなかったものと思われる.この結論は, /t/が
5-contextを与えても分割できなくなっていることからも推測される.これらの音素に影響を与え
ていた要因であるが, 3つ前の音素や3つ後の音素は時間的に離れているために影響を強く与えた
とは考え難いので,おそらく音素環境以外の要因(例えば発声速度や発声環境,また語頭,語中の
違いなど)が影響していたものと思われる･最後に上に挙げた以外の音素,例えば/b/, /q/, /j/
などは, SSS10riginalに比べてSSS-freeは同程度か若干悪い認識率を示している.これらの音素
は3-contextでも5-contextでもあまり差がないことから,音素の変形要因は先行音素と後続音素
であると思われる.その結異,どの手法でも同じようなHMnetが構成され,同程度の認識性能
を持つ.しかし, SSS-originalでは前後環境情報によって必ずパスが1本に制限されるのに対し,
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表4.4:話者MHOの音素別認識率
Ph. ?58耳ｬｦVR?SS-original 
3-context ?絣ﾖ6?FW③?
b 田ゅS"R?"停?2.22%(15)【0,6,5,0,3] 田ゅS"R?2??ﾃBﾃBﾃ?8??
d 都r緜bR???6.17%(26)【0,13,8,0,41 塔R???R?釘ﾃrﾃBﾃRﾃC?
g 鉄ゅモR???3-.55%(21)【0,9,6,0,5】 鉄偵?R?ｘ?"ﾃ2ﾃBﾃRﾃ8??
m 塔ゅヲR?鋳?5.19%(22)【0,7,9,0,5】 塔ゅ?R???Rﾃ?bﾃ2ﾃH??
n 涛?SBR?B?●85.07%(28)*【0,ll,9,0,7】 涛?SBR?ｘ?bﾃRﾃ2ﾃsｳh??
~N 涛B紊BR?R?90.74%(19)*【0,1,10,0事7】 涛B紊BR?r??ﾃ??ﾃ?h??
p ?2?2Rィ?50.00%(4)【0,1,0,0,21 鉄??Rィ??ﾃ????｢?
t 涛R?BR???6.11%(15)*【0,7,4,0,31 塔ゅ?R?R暢?2ﾃ"ﾃ"ﾃBﾃ3?
k 涛"縱RR???3.78%(30)【0,9,13,0,7】 涛??R?I?｣"ﾃBﾃrﾃBﾃh??
す 鉄r?BR?2?75.00%(14)【0,2,5,0,6】 都?C2R?2??ﾃ?2ﾃ"ﾃc?
ts 都2緜３???3.68%(10)【0,2,0,0,7】 田ゅC"Rヲ??ﾃ???h??
S 涛b?坦?鋳?7.59%(29)[0,9,8,0,11】 涛b?坦?著?2ﾃRﾃbﾃBﾃ???
∫ 涛r纉"R?2?97.92%(26日0,7,8,0,10】 涛r纉"R?B??ﾃBﾃRﾃ"ﾃ???
87.88%(20) 塔B繝RR????津Bﾃ?s?90.91%(21)[3,4,4,2,7】 
Z 都r?rRヲ?68.18%(12)【0,5,1,0,5】 都"縱2R??ｨ??"ﾃ?"ﾃC?
h 塔R紊"R???0.00%(ll)*【0,3,3,0,4】 塔R紊"R?r??ﾃ"ﾃBﾃbﾃ??
r 涛??R?r?92.89%(30)【0,15,12,0,21 涛B???r??ﾃRﾃづづ(??
W 田??R??83.33%(2日0,0,0,0,1】 田??R???ﾃ???ﾆﾂ?
J 涛??R?"?95.45%(15)【0,5,4,0,5] 涛R紊RR?B糞2ﾃ?Rﾃ?8??
a 涛?sBR???9.85%(30)【0,9,14,0,61 塔偵crR????rﾃ?ﾃBﾃh??
1 塔ゅSbR???4.84%(30)【0,7,16,0,6】 塔"纉３???"ﾃBﾃ?ﾃ?s?
u 都偵?R???0.33%(30)【0,7,16,0,6】 塔?途R??｣?Rﾃ?ﾃ"ﾃs?
e 塔偵SbR???7.54%(30日0,7,15,0,7】 塔ゅSRR???"ﾃRﾆﾆﾂﾃBﾃx??
0 涛?3bR???8.98%(30日0,10,15,0,4】 涛?c2R????づ?ﾃ"ﾃX??
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表4.5:尤度計算を行なった平均パス数
#states 番??TK 
150 ?B繝r紊2R?4.99.34% 
250 鼎b?B緜rR?7.33.34% 
350 鉄偵S2纉rR?7.32.70% 
450 都?S2???8.72.55% 
500 都R?2?BR?3.92.47% 
SSS-freeではパスが1本になるとは限らない･そのため, SSS-freeでは探索空間がSSS-original
に比べて拡がってしまい,多少の認識率低下を招いたものと思われる.
このようにしてみると,同一話者の発声した音素でも音素の種類によって変形に関与する環卓
要因には差があることがわかった.また,音素によっては先々行,後々続音素まで含めた音素環
境要因以外の要因からの影響があることもわかった.
4.6.3　認識時の計算時間
SSS-originalは認識対象音素の前後環境情報を与えることで,常にパスを1本に制限すること
ができる･しかし, SSS一缶eeでは必ずしも1本に制限されないので,パスの数だけ尤度を計算す
る必要があり,計算時間がSSS-originalに比べて遅くなってしまう.ここでは,実際に得られた
HMnetで,パスがどの程度制限されるかを見る.
話者MHOとMTKについて,認識時に尤度計算を行なったパス数の平均値と, HMnet全体に
占める割合を表4.5に示す. SSS-originalでは必ず音素あたり1本に制限されるので,表中のパス
数を24で割った値がSSS-originalに比べての計算時間になる.これを見ると,状態数が増える
に従って尤度を計算すべきパス数は増加しているが, HMnet全体に占める割合は確実に減ってお
り,前後環境情報によるパスの制限が有効であることがわかる.また, SSS-originalに比べた時
の計算時間は,状態数500の時でおおよそ3倍程度でおさえられている.
4.6.4　学習サンプルの質による頑健性
学習サンプルデータは,ノイズのない場所で絡麗な発声によって得られるものを使うのが理想
であるが,なんらかの原因でノイズによる変形を受けたような学習サンプルが混入する可能性が
ある･また,現在音声データのラベル付け(音素区切りの決定)は人手によってされているが,そ
の過程でのラベルミスや判断のゆらぎは避けられない.そうした"汚れた"学習サンプルが混入し
ていた場合のモデルの頑健性について考察する.
SSS-originalでは,同じ音素環境を持つサンプルは必ず同じパスを通る.そこで,同じ音素環
境を持つ"汚れた"サンプルと"椅麗な"サンプルはどこまで分割しても同じパスに割り当てられ
る.その結果, "椅麗な"サンプルだけで学習した時とHMnetの形状はほぼ同じになると思われ
るが, "汚れた"サンプルが混入している分,出力確率密度関数の分散が拡がったものになり,モ
デルの精度は落ちてしまう.
それに対し, SSS-freeでは音素環境に関係なくサンプルの音響的特徴に従って状態分割が行な
われていくために, "汚れた"サンプルと`L椅麗な"サンプルは違うパスに割り当てられることに
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なる.その結果, "締麗な"サンプルだけで学習したHMnetとは違う構造を持つHMnetが得ら
れることが予測される.しかし認識時にはすべてのパスの中で最も尤度の高いものが選ばれるの
で, "蹄麗な"サンプルが割り当てられていたパスの尤度が採用されることが期待される.つまり,
"汚れた"サンプルの認識性能に対する影響は, SSS-originalに比べると少ないと思われる.
4.7　まとめ
本章では,コンテキスト依存モデルの本質的問題点である, "考慮すべき環境要因を前もって与
える"という点を解決するために,環境要因を必要としないHMnetの構成法を提案した.音素の
認識実験によると,話者や音素によって音素の変形に関与する要因は違う.そして,従来最も多く
用いられてきた先行音素と後続音素という環境要因だけでは不十分な場合が多いことがわかった.
コンテキスト依存モデルを構成する時には,適切な環境要因を調査し,それを過不足なく与える
必要がある.そうしないと,モデルが音素の音響的特徴をうまく表現できず,認識性能が低下し
てしまう.特にオリジナルの逐次状態分割法では,もし与えた環境要因が不十分であると,分割
できなくなったり,音響的な特徴をよく表現していないモデルになったりしてしまう.ところが
提案手法では,音素変形に関与する要因を与える必要がないので,どのような音声であっても常
に音響的特徴をよく表現したモデルを自動的に構成することができる.平均の誤認識率は,オリ
ジナルの逐次状態分割法によるHMnetでの誤認識率に比べて21%程度減少した.また認識時の
計算時間は,オリジナルの逐次状態分割法に対して状態数500で3倍程度でおさえられることが
わかった.
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第5章
離散型HMnetを用いた言語モデル
5.1　はじめに
現在の音声認識システムは,音素認識率が特定話者で85%から90%程度であり,なんらかの言
語的制約を導入しないと実用に耐えうる認識率を達成することはできない.そこで本章では,よ
りよい言語モデルを開発することを目的とする.
従来よく使われている言語モデルには,文法的な知識を与えるモデルと,統計的なモデルの2
つがある.前者の代表的な例としては,有限状態オートマトンや文脈自由文法などがある.これ
らは,与える文法がよくタスクを表しているならばよいモデルとなる.特にCFGは拡張LRパー
ザと組み合わせることで,直接認識部を駆動する方法【1]が提案されており,よい言語モデルと
して注目されている.しかし,これらの文法的モデルでは,文法を人が手で与える必要があるた
めに,構成するのに大変な労力と時間がかかるのが大きな問題である.これに対し,統計的なモ
デルは多量のサンプルから自動学習できるために構成は容易であるが,よい文法を与えられたモ
デルに比べると絞り込み能力が弱く,また学習サンプル数に対して推定すべきパラメータ数が多
い場合には,学習サンプルに依存したモデルが構成されるという欠点を持つ.
本章では2つのアプローチのうち"自動学習できる"という利点に注目し,より強い絞り込み能
力を持つ統計的言語モデルを提案する.
5.2　従来の統計的言語モデル
従来からよく用いられている統計的言語モデルには,次の2つがある.
･ n-gramモデル
･ ergodic HMM
各モデルの処理単位としては音韻や単語,文節など様々なものが提案されているが,ここでは処
理単位を単語として各モデルを説明する.
n-gramモデルは対象言語をn- 1重のマルコフ過程であるとみなし, n-1個の単語が観測さ
れた時に,次に続く単語の条件付き確率によって言語を表現するモデルである.このモデルの学
習は,多量の学習サンプル中から数え上げによって条件付確率を推定するために非常に容易であ
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り,また追加学習も簡単にできる.しかし, nを増やすと推定すべき条件付確率は指数関数的に増
加するため,通常はnとして2(bigramと呼ぶ)や3(trigramと呼ぶ)が選ばれる･このモデルは
学習の簡単さからよく使われるモデルであるが,現実にはnを大きくとれないために遠くの距離
にある単語間の相関を表現するこt)まできず,また文中のどの位置によく出現する単語かといっ
た時間的な記述能力にも欠ける,といった問題点がある.
ergodic HMMとは,各状態間の遷移をすべて許したようなHMMであり･遷移するたびに早
語を1つ出力する.このモデルも状態を増やすとパラメータの推定が大変になるため,計算量の
問題からあまり大規模なモデルは構成できない.そこで,状態数を逐次増加させていくことで計
算量を削減した学習アルゴリズムも提案され【91, bigramを越える性能が得られている･このモ
デルも1hgramモデルと同様に,モデルが小規模な時は遠くの単語間の相関を表現することはで
きず,またergodicな結合をしているので,時間的な記述能力に欠ける･
従来の言語モデルには,以上に述べたような問題点がある.そこで本章ではこれらを解決する
ためにHMnetを言語モデルとして用いることを考える. HMnetは状態遷移の方向が1方向であ
るため,各状態が文中での位置と対応することになり,時間的な記述能力を持つ･また,パスが
並列に複数ある構造のため,遠い位置にある単語間の相関も表現することが可能である･
5.3　離散型逐次状態分割法
オリジナルの逐次状態分割法は出力分布として連続ガウス分布を持っていた.いまHMnetを言
語モデルとして適用する時,出力としては単語を発生するために離散分布を持つ必要がある･そ
こで,逐次状態分割法を改良し,離散分布を持つHMnetを構成するようにする･
離散型逐次状態分割法のアルゴリズムを以下に示す(図5.1).なお学習サンプルは単語系列で
あるとする.
step l初期モデルの学習
初期モデルとして, 1状態で離散分布を出力分布として持つHMMを用意し,すべての学習
サンプルを使って学習する.
step 2分割すべき状態の決定
すべての状態の中で最も評価値Ⅵの大きい状態を分割すべき状態として決定する･
Step 3状態の分割
step 2で決定された状態を2つに分割する･この時･新しい状態の出力確率分布は分割前
の出力分布に小さな乱数を加えたものとする.また新しい状態を直列に接続するか並列に接
続するかで2とおりの可能性があるが,それぞれの可能性について実際に学習サンプルを
使ってHMnetを学習し,その時の尤度が大きい方を採用する･
●時間方向-の分割
この時は学習サンプルを振り分ける必要がないため,状態を直列に接続したHMnetを
用意し,すべての学習サンプルを使ってHMnet全体を再学習する･
●　コンテキスト方向-の分割
この時はパスが2つに別れるため,分割前の状態を通っていたすべての学習サンプル
をどちらかのパスに振り分ける必要がある.これは以下のようにして行なう･
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図5.1:離散型逐次状態分割法のアルゴリズム
1.分割すべき状態を通っていたすべての学習サンプルについて, Viterbiアルゴリズ
ムによってその状態が出力する部分系列を切り出してくる.
2.各部分系列を2つにクラスタリングする.
こうして学習サンプルをどちらかのパスに割り当てたあとで,すべての学習サンプル
を使ってHMnet全体を再学習する.
Step 4 HMnetの選択
Step 3で計算された2つのHMnetのうち,学習サンプルに対する尤度の高い方を採用す
る･所定の状態数になるまで, Step2,Step3を繰り返す.
このようにして,離散型のHMnetを構成することができる.
このアルゴリズムでは,
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1.分割する状態を決定する際の評価値Ⅵ
2.状態分割の際のクラスタリング手法
3.クラスタリングの際のサンプル間の距離尺度
の3点を決定しなければならない.これらについては, 5.4節の実験で各種手法についてHMnet
を構成し, perplexityで評価する･
5.4　離散型HMmetの性能評価
離散型HMnetの言語モデルとしての性能を評価するために,言語モデルの構成実験を行なった･
5.4.1　実験した手法
解決すべき3つの問題点は,以下の手法について実験した.
1.分割する状態を決定する際の評価値Ⅵ
基本的には離散出力分布Pi(i) (1 ≦ i ≦ N,Nは単語数)の形状が拡がったものに高い評価
値を与える.また,統計的な頑健性をはかるために,その状態を推定するのに使った学習サ
ンプル数niも考慮する.評価値として以下の2つを考える･
.出力分布のエントロピー　　　　　　　　　　　　　　　　‥‥‥…‥‥…･ (α)
出力分布の拡がりをエントロピーを尺度として評価する.
〟
vi - ni X E(-Pi(i)logPi(i))
j
(5.1)
｡単語間の距離を考慮した歪　　　　　　　　　　　　　　　‥...…‥‖....･ (a)
ある2つの単語が文中で同じ使われ方をされることがある1.この時,この2つの単
語は1つの状態で表現されるのが望ましいが,上記のエントロピー尺度では単語間の
類似性を考慮にいれていないために,そのような状態にも高い評価値を与えてしまい,
結果として1つの状態で表現すべき単語群を分割してしまう.そこで,文中の使われ
方を表現するような単語間の距離を定義し【15],それを考慮して分割すべき状態を決
定する.単語間の距離Wd(i,i)を次のように定義する･
wd(i,i) - K(Ppi,Ppj) + K(Pni,Pnj)　　　　　(5･2)
ここで, Ppiは,単語iが観測された時の, 1つ前に観測された単語の条件付確率分布,
pniは,単語iが観測された時の, 1つ後に観測された単語の条件付確率分布である･
また, K(P,Q)は2つの離散確率分布P,Q間のKullback Divergenceと呼ばれる距離
を計算する関数である.
〟
K(P,Q) - ∑fP(i) log誌. Q(3･) log紗　(5･3)
j
1数字や同じ概念を表す名詞などは,典型的な例である･
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図5.2: DPパスにかかる重み
このようにして単語間の距離を定義し,分割すべき状態の評価値として以下の式を用
いる.
〟
vi = ni X m,in写(wd(i, k) × Pi(k))　　(5･4)
2.状態分割の際のクラスタリング手法
今クラスタリングの対象とする要素は単語系列なので,複数の要素の平均量を定義できな
い.また,状態が1つ増えるたびにクラスタリングをする必要があるため,計算量の多いク
ラスタリング手法は使えない.そこで,従来から各種提案されているクラスタリング手法の
中から最大距離クラスタリング法を採用する.このクラスタリング手法は,まず全サンプル
中で互いに最も離れたサンプルの組を1組探し出し,それをクラスタ中心として残りのサ
ンプルをクラスタリングする.ただし,孤立点を拾わないために, 1つのクラスタに含まれ
るサンプル数が開催以下の場合は,そのクラスタに属するサンプルを除いてもう一度クラス
タ中心を決定しなおす.本実験では,闇値を3に設定した.
3.クラスタリングの際のサンプル間の距離尺度
サンプル間の距離尺度として以下の2つを考える.
･ KullbackDivergence　　　　　　　　　　　　　　　　　…‥‥‥........ (α)
サンプルの部分系列中の単語を数え上げ,離散分布にする.その分布間の距離を式(5.3)
に従って計算する.この距離は部分系列内の時間的遷移を考慮していない距離である.
･DP距離　　　　　　　　　　　　　　　　　　　　　….…‥…‥… (β)
式(5･2)で定義される単語間の距離Wdi,jを使って,サンプル間のDP距離を求める･
ここでは傾斜制限なしの対称型DP距離(図5.2)を用いる.
2つのサンプルl -ll,l2･･･lL,m-m1,m2･･･mMの傾斜制限なしの対称型DP距離
D(l,m)は以下の漸化式で定義される.
a(1,1) -　Wd(ll,ml)
d(i,i) -
D(l,m) -
a(i - 1,i) + Wd(li,m3･)
a(i,i - 1) + Wd(li,mj)
a(i-1,i-1)+2 ×Wd(li,mj)
d(L,M)
L+A4-1
本章では,上記の手法のうち,単語間距離を使わないもの((α),(α):方法1)と,単語間距離を使う
もの((a),(β):方法2)の2つの組み合わせについて実験を行なう(表5.1).
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表5.1:実験した手法
決定すべき問題 兩ｹd??菇@2 
状態分割の評価値Ⅵ 偬?X5)ZｩWｨ,ﾈ4x986x8ﾘ78??P語間距離を考慮した歪 
クラスタリング手法 俐Y?ｹyz84????ｧ?84?
距離尺度 筏??&?ｴF蒜W&vV?R?P距離 
5.4.2　言語モデルの性能評価値
言語モデルの性能を評価する値として,ここではperplexityを用いる. perplexityとは情報理
論由な意味での平均分岐数を表しており,ある言語Lの1単語あたりのエントロピーをH(L)と
表すと,言語LのperplexityFp(L)は式(5･8)によって計算される･
Fp(L) - 2H(L)　　　　　　　　　　(5･8)
perplexityFp(L)の値札言語Lでは,次の単語をFp(L)個の等出現確率の単語から決定する必
要があることを示している.例えば, n種類の単語がランダムに連なる任意の長さの系列からな
る言語のperplexityはnである･また,ある言語モデルのエントロピーは･ McMillanの定理に
ょると,その言語モデルが発生した十分長い具休的な系列C = 31,32･-Xnを使って,式(5･9)の
ように計算できる.
H(L) - #　　　　　(5･9)
そこで, perplexityを言語モデルの性能を示す尺度として用いる･モデルを構成するためのサ
ンプルとは別に,言語Lからのサンプル(test set)を用意し,構成した言語モデルがtest setを
生成する確率から式(5.8),式(5.9)によってperplexityを求める･この値が言語Lを表す其のモ
デルのperplexityに近ければ近いほどよいモデルであるといえが･一般に真のモデルは未知であ
るので真のモデルのperplexityも計算できない･このためperplexityは,各モデル間の良し暮し
を比較するための相対的な尺度として用いられる.
5.4.3　HMnetの構成実験
HMnetの性能を簡単に評価するために,比較的簡単な言語を対象にHMnetの構成実験を行なっ
た.対象言語は図5.3の確率有限状態オートマトンで表現されるエディタ制御コマンド(単語数36)
である.また,比較のため同じ硫計的言語モデルとしてよく用いられているn-gramモデルにつ
いても実験した.
図5.4に各モデルのperplexityを示す.これを見ると,方法1に比べて方法2の方が圧倒的によ
いモデルを構成していることがわかる.これは状態分割の際にDP距離を用いているために,サ
ンプル間の距離に時間的な関係も反映され,よりよい状態分割が行なわれたことによると思われ
る.また,方法2が状態数42で終了しているのは,分割すべき状態を通るサンプルがすべて距離
oになったからである.つまり状態数42程度で対象言語をほとんど表現できたと思われる･
そこで,方法2で構成したHMnetの構造がどのようになっているかを調べた･ 42状態での
HMnetを図5.5に示す.ここで,出力する単語の分布は出力確率の高いもののみを表示している
ので,出力確率の和が1にならない状態もある.また, #5, #35, #43は,状態番号の隣に表示
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ここで, dlは-の位の数字を, d2は十の位の数字を表す.
また,各状態の遷移確率はすべて等確率である.
図5.3:エディタ制御コマンドの文法
Pe叩lexity
20　　　　　40　　　　　60　　　　　80
Number of States
bigram,trigramは, ◇の位置における状態数のHMnetと同数のパラメータを持つ.
図5.4: perplexityの比較
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してある確率で自己ループの遷移を持つ.それ以外の状態は確率1で隣りの状態-と遷移してい
く.これを見ると,ほぼ真の文法を表現していることがわかる.また単語間の距離を考慮した分
割のため,例えば#2で軌｢今の｣と｢全部の｣という単語が表現されており･これは真の文法
での状態0から状態9-の遷移を忠実に表現している.また, #23と#41は本来1つの状態で表
現すべきものであるが,これが分離してしまったの軌#41で表現されている単語がででくる学
習サンプル中に,本来出現する可能性のある単語列がたまたま含まれておらず,比較的早い段階
で,それの違いによって他のサンプルと分離してしまったためと思われる･また, #5や#35に
自己ループの遷移が残っている原因も,本来別のパスで表現されるべき学習サンプルが早い段階
で極少数まざれ込んだためだと思われる.
このように逐次状態分割法はtopdown的な手法であるために,一度分離されてしまうとけし
て統合されることはなく,無駄なパスを生成してしまう.この間題を解決するために,状態の分
割だけでなく融合もしながらHMnetを構成する方法【161が提案されており,離散型HMnetの
構成にもその手法をとりいれるか検討する必要があると思われる･
図5.5:方法2で構成したHMnet
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5.5　~まとめ
HMnetを言語モデルとして適用するために,離散型の逐次状態分割法を提案した.状態数24
の有限状態オートマトンが受理する言語(単語数36)を対象に言語モデルを構成したところ,パ
ラメータ数が同程度でtrigramモデルを越える性能を有するHMnetを得ることができ,また得
られたHMnetの構造も,真の文法構造をよく反映していた.
今後は,アルゴリズムの問題点として今回実験した手法が妥当かどうかの検討や,自然言語-
適用した時の能力の評価をする予定である.
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第6章
結論
6.1　本研究の成果
自然な発話を高精度に認識する連続音声認識技術は,様々な機器が氾濫している現代において重
要な技術であり,さかんに研究が行なわれている.本論文では,より高精度な連続音声認識システ
ムを構築することを目的とし,音素認識部と言語処理部のそれぞれについて高精度化をはかった･
HMnetはHMMを基本としたモデルであり,従来よく用いられてきたle氏-to-right型のHMM
と, ergodicHMMの中間的な構造を持つために,両者の利点をあわせもっている･そこで,音素
モデルとして,また言語モデルとしてHMnetを用いることで,高精度な連続音声認識を実現し
た.本研究の主な成果を以下にまとめる.
(1)逐次状態分割法の高速化
逐次状態分割法はHMnetを効率的に構成するアルゴリズムである.この方法はHMnetの構造
をすべて尤度を基準にして自動的に決定することができる.しかし,アルゴリズムの性質上,過
常のHMMを学習するのに比べると膨大な学習時間が必要になる.
逐次状態分割法の学習に時間がかかる原因は,
1.状態が1つ増えるたびにHMnet全体を再学習する
2.出力分布として混合数2のガウス分布を持つ
という2点である.そこでアルゴリズムの本質を変えない方向での高速化をはかるために,出力
分布として単一ガウス分布を持つ逐次状態分割法を提案した.その結果,認識率は同程度のまま,
計算時間を状態数80の時で1/5程度にまで削減することができた･この実験は6子音について
のみの実験であったが,学習サンプルの多い母音を含むようなHMnetの構成,また状態数を多
くとるようなHMnetの構成には,より効果が現われるものと思われる.
(2)環境要因を必要としない音素HMnet構成法
音素の音響的特徴は発声された環境(前後の音素や発声速度など)によって変形されやすいので,
音素の認識には音素環境毎に構成されたモデルがよく用いられる.しかし,同じ音素環境を持つ
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音素は本当に似た音響的特徴を有するかどうかは確認されていない.したがって,もし同じ音素
環境を持つ音素でも音響的特徴の違うものが含まれていると,高精度なモデルは期待できない.
そこで,音素環境を与えずに,学習サンプルの音響的特徴に基づいてHMnetを構成するアルゴ
リズムを提案した.その結果,オリジナルの逐次状態分割法によるHMnetよりも音響的特徴をよ
く表現したHMnetが得られ,平均の誤認識率はオリジナルの逐次状態分割法で構成したHMnet
での誤認識率に比べて約21%低減させることができた.また,音素を変形させる要因は話者や音
素によって違うことがわかった.
(3)離散型HMnetによる言語モデルの構成法
従来の統計的言語モデルであるn-gramモデルやergodic HMM･は,現在の計算機で実現でき
る程度の規模では時間的な記述能力に乏しい.そこでこれらのモデルに比べて時間的な記述能力
を持つHMnetを言語モデルに適用するため,離散型のHMnetを構成する逐次状態分割法を提案
した.
状態数24の確率有限状態オートマトンが生成する文(単語数36)をタスクとした実験で, trigram
モデルを越える性能があることがわかった.
6.2　今後の課題
本論文では,連続音声の高精度な認識を目的とし,音素認識部,言語処理部のそれぞれについ
てHMnetを用いた手法を提案し,その有効性を確認した.ここでは最後に,自然な発声を認識
するために必要とされる課題を上げておく.
●音素認識部と言語処理部の融合
本論文では,音素認識部と言語処理部を別々に開発した.しかしこれらの処理は,逐次的に
行なうよりも,一体化した処理として行なう方がよいと思われる.それは,各処理部間で通
信する必要がないために章素ラティスなどの中間コードが必要がなく,また言語的な制約か
ら認識部を駆動することができるなど,相補的な認識をすることができるからである.莱
際, CFGを使って音素認識部を駆動する方法が提案されており[1],よい認識率を示すこと
が報告されている.そこで,本論文で開発した手法を融合するアルゴリズムを開発する必要
がある.
●話者適応
同じ音素を発声しても,話者によって音響的特徴がかなり変わることが知られている.そ
こで,高精度な認識を行なうために発声者の声の質にモデルを動的に適応する必要があり,
様々な研究がなされている.しかし,第4章の結論から話者によって音素を変形させる要
因が違うため, HMnetの構造自体が違うことがわかっている.従来からやられている話者
適応の方式はいずれもモデルの構造は話者に共通としているため,よい話者適応方式とはい
い難い.そこで,話者による構造の差をうまく表現できるような話者適応方式を開発する必
要がある.
●意味的処理と対話の管理
本論文で提案した言語モデルは,あくまでも単語の並びを記述しているだけであり,意味的
解釈はしていない.しかし,音声認識を人と機械のインターフェースとして考えた時,人が
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話した内容を機械が理解する必要があり,また人との対話を実現する必要がある･そこで,
認識結束から意味的情報を取り出し,対話を管理する処理部を開発する必要がある･
以上のことが,人と機械との自然な対話を実現するための残された課題である･
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第1章　序論′
1.1　本研究の背景
有史以来､人類はたくさんの道具を発明してきた｡それらは作業をより効
率化し､我々の生活をより快適にすることを目的として作られてきた｡しか
し､そのような道具の中には複雑な操作を必要とし､特別な訓練なしには使
うことができないものもある｡今世紀中頃に発明され､急速に進歩してきた
コンピュータもそのような道具の1つである｡コンピュータを利用するのに困
難が伴うのは､インターフェースに用いられるキーボード等が我々の日常生活
にあまり縁のないものだからであろう｡しかし､以下に挙げるようなインター
フェースとしての音声の様々な利点【1]を活かすことができれば､コンピュー
タはより我々に身近なものとなるに違いない｡
●入力のために特別な訓練を必要としない｡
･感覚器官や行動器官が拘束されない｡
●悪環貴でも使用できる｡
このような理由から､コンピュータが発明された当初よりコンピュータによ
る音声認識のための多くの研究がなされてきた｡そこで以下ではその歴史を
概観する｡先にも述べたように､コンピュータによる音声認識の歴史はコン
ピュータの誕生した1950年代初頭から既に始まっていた｡しかし､ 1960年代
までは専門家が見出したヒューリスティックな知識に基づく音声認識システム
が多く､一般性に欠けるものであった｡ 1970年代に入ると､動的計画法(DP)
を用いたマッチング法や線形予測法に基づく音声分析法が提案され､ようや
く音声認識装置の実用化が始まり､特定話者で単語単位の標準パタンを使用
した100単語程度の音声認識装置が市販化された｡しかし､標準パタンの登録
や対雑音性などに問題があり､商品としての地位を獲得するには至らなかっ
た｡その後1980年代になると､計算機技術の向上に伴ってHMM,LVQ,ニュー
1
ラルネットワークなどの新しい音響処理技術を用いた音声認識法が提案され､ノ
それらを用いた音声認識装置が残高照会装置やVTR予約装置などとして商品
化され現在に至っている｡しかし､現時点で商品化されている音声認識装置
は､特定話者で数百語程度の語嚢を対象とした装置や､不特定話者で数十程
度の語嚢を対象とした装置に/とどまっており､対話音声認識システムのよう
な不特定話者､大語嚢の音声認識装置が実用化されるまでには至っていない｡
コンピュータによる音声認識は､大きく以下の2つのレベルに分けて考える
ことができる｡
●音響処理レベル
音響信号として入力した音声信号に対して､種々の音響モデル
を用いてマッチングを行ない､音素､音節あるいは単語音声の
認識を行なう｡
●言語処理レベル
音響処理レベルでの誤り､未知語､あるいは自由発話にありが
ちな冗長語などに対して､文法などの自然言語レベルの知識を
用いて構文､意味を解析する｡
実際の音声認識時には､様々な変動要因があるため認識が困難となる｡本論
文で主に扱う上記音響処理レベルについて､現在その要因と考えられている
主なものを以下に挙げる｡
●話者性
一般に､同じ内容の発声でも､話者が変わればその音声中に含
まれる特徴は大きく変化する｡このため､話者を限定しない音
声認識を行った場合､特定の話者を対象とした認識に比べて認
識率が低下することになる｡
●発声様式
単語を単独に発声した音声を認識する場合に比べて､文のよ
うなものを自然に発声した音声を認識する場合には様々な面で
困難を伴う｡その原因として､以下のようなものが挙げられる
【2】｡
2
一発声された音声中の単語境界が不明確になる｡
-単語境界付近の音が前後の単語の影響で変形する調音結合
が起こる｡
一自然に連続発声された音声は､単語ごとに区切って発声され
た音声よりもかなり速く､また発声も唆味になりやすい｡
●発声環境
認識システムの学習などに用いられる音声は､多くの場合雑音
などの少ない環境で発声された音声を用いる｡このため､実際
に認識装置が用いられる環境では､周囲の雑音などによって認
識率が低下することになる｡
これらの問題を解決するためにいくつかの認識モデルが提案された｡近年
よく用いられているものとして､ HMM (HiddenMarkovModel)【3],ニューラル
ネットワーク(神経回路網)【4], LVQ (Leaning Vector Quantization)【5】といった
学習機能を持った認織モデルが挙げられる｡
HMMは･記号系列(離散型)やパラメータ系列(連続型)を出力するモデルで
あり､一定周期ごとに状態を次々と遷移するとともにその遷移の際にラベル
を1つずつ出力する｡次にどの状態に遷移するか､またその時にどのような
ラベルを出力するかは｢遷移確率｣及び｢出現確率｣で与えられる｡認識は､
全てのクラスのモデルについて入力系列を生成する確率を求め､それが最も
高かったものを認識結果とするというものである｡ HMMの特徴を挙げると以
下のようになる｡
･音声パタンの変動を確率モデルで捉え､統計的処理で対処できる｡
･比較的簡単なモデルのパラメータ推定法が知られている｡
･音響レベル､言語レベルともに確率モデルで表現でき､両者を統合しや
すい｡
反面､以下に述べるような問題点を持っている｡
｡パラメータの推定に多量の訓練用サンプルを要し､計算量も多い｡
･モデル構造の設計法が確立されておらず､試行錯誤的要素が強い｡
3
ニューラルネットによる音声認識では､一般に入力層,中間層,出力層という.
層構造を有するネットワークによって認識が行なわれる｡各層は多数のユニッ
トによって構成され､入力層と中間層､中間層と出力層のユニットが結合して
いる｡学習はバックプロパグーションというアルゴリズムによって結合の強さ
を決定する｡このとき､入力た対する正しい出力を与えるだけで重みが調節
され､内部表現(中間層の状態)が自動的に学習される｡内部表現は入力に対
する抽象化(特徴抽出)であると考えられる｡ニューラルネットワークを用いる
場合の問題点として､以下のようなものが挙げられる｡
●学習に多くの時間がかかる｡
●モデルの設計法が確立されていない｡
●理論展開が困難である｡
LVQは､ ｢学習｣の機能を持った｢ベクトル量子化｣であり､上記2つの方
法に比べて学習が比較的高速であること､認識精度が高いことを特徴とする｡
ベクトル量子化は､音声の特徴パラメータからなるベクトル空間をいくつか
の代表ベクトルで表し､各入力ベクトルをその類似度の最も高い代表ベクト
ルで置き換える｡したがって代表ベクトルは､限られた数の代表ベクトルで
種々の入力ベクトルを表現した時に､全体としての歪が最も小さくなるよう
に選ばれる｡しかし､歪が最小であることと識別誤りが最小であることは必
ずしも-敦しない｡そこで識別学習[6]によって､識別誤りが最小になるよう
に代表ベクトルの修正を行なう｡また､ HMMやニューラルネットワークはそ
れ自体が認識系であるのに対し､ LVQはクラスタリングの方法であり認識系
はいろいろと考えられる｡しかし､ ⅣQで作成した標準パタンは既に識別能
力がかなり高くなっているため､比較的簡単に認識システムが実現できると
考えられている｡
近年のコンピュータ技術の急速な発達に伴って､かつては実時間での処理は
無理であると考えられていたような認識手法でも用いることができるように
なってきた｡先にも述べたように､これらの技術を用いていくつかの音声認
識装置が製品化されている｡しかし､マン･マシンインターフェースとして音
声を用いることが､我々の日常生活に充分馴染んでいるとはとうてい言えな
い｡人間同士が音声によってコミュニケーションをとることはあまりにも自然
であるため､機械を相手にコミュニケーションをとる場合に､少しでも自然性
が失われると非常に強い違和感を受ける｡音声によるマン･マシンインター
4
フェースを実現するには､いかにその違和感を取り除くかが鍵となる｡そのた
めには､音響処理レベルでのより高精度な音声認識システムの構築､さらに
言語処理レベルでのより自然な言語認識､理解システムが必要である｡本論
文では､この前者､音響処理レベルでの認識モデルについて提案､検討を行
なう｡
1.2　本研究の目的と立場
我々は､音声によるより自然なマン･マシンインターフェースを実現するた
めに､自由な発声による対話音声認識システムの構築`を目標としている｡こ
のような認識システムでは､不特定話者･大語嚢の音声認識を行なうことの
できる音響処理部が必要である｡このような音響処理部での認識単位は､通
常音素となる｡本研究では､対話音声認識システムという枠組の中での音素
認識システムの構築を目指す｡音素認識のモデルとしては､識別学習によっ
て学習した可変長の音素パタンによるテンプレートマッチングによる手法を
とる｡この場合に必要となるアルゴリズム､学習条件､認識システムなどに
ついて種々の検討を行ない､認識精度の向上をはかるのが本研究の目的であ
る｡
本研究で扱う音声認識システムのモデル図を図1.1に挙げる｡これは､テン
プレートマッチングによるパターンマッチングの常套的な構成である｡まず､
システムは大きく分けて2つの部分からなる｡ 1つはマッチングのためのテン
プレートを作成する部分であり､もう1つはそれを用いて入力音声とマッチン
グを行ない認識を行なう部分である｡いずれの部分も入力音声に前処理を行
なって音声の特徴を抽出し､音声をベクトル系列に変換する｡標準パタン作
成部は､各音素についてそのテンプレートを作成する部分である｡すなわち､
まず､音素パタンのばらつきを表現するような代表パタンをクラスタリング
によって複数個作成し､さらに識別学習によって識別誤りが最小になるよう
にこの代表パタンを修正するということを行なう｡認識部では､ベクトル系
列で表現された入力音声と標準パタンの尤度をDPマッチングによって求め､
それが最大となったものを認識結果とする｡
本研究で扱う認識システムでは､入力単位として孤立単語あるいは文音声
中の文節を想定する｡また､認識単位として音素を､マッチング単位として音
素区間全体とする｡以下､これらの単位について説明する｡
対話音声認識システムの枠組内での音素認識を考えた場合､入力単位とし
■-
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ては自然な発声単位である文を用いるのが望ましい｡しかし､先にも述べた
ように､文音声は調音結合や発声速度などの制約を強く受けるので認識が困
難である｡そこでまず､入力単位は孤立単語､ないしは文節とする｡
認識単位としては音素を用いるが､その他に音節､単語なども考えられる｡
単語を認識単位として用いた場合､単語内でのセグメンテーションや調音結
合を吸収できるものの､マッチングに必要な標準パタンの数が少なくとも語
真数だけ必要となり､大語桑の音声認識システムには向かない｡音節は､お
おむね平仮名1文字1文字に対応するが､その種類は100余りありまだ多い｡
これに対し音素は､日本語をローマ字表記した場合のアルファベット1文字1
-･文字におおむね対応し､その種類は異音化(無声化,鼻音化など)を含めても40
以下であり､標準パタンの数も少なくてすむ｡したがって､本研究では音素を
認識単位として用いた｡
次にマッチング単位について述べる｡本研究ではマッチング単位として音素
区間全体を用いる｡マッチング単位としては､その他に最小単位である特徴ベ
クトル系列の各フレームを用いる方法や､音素区間全体を含むような長さを
持ったパタンを用いる方法､ Waibel【7]の提案したTDNN (Time Delay Neural
Network:時間遅れ神経回路網)などに見られるような､ 1フレームづつ移動す
る時間窓を用いて入力から部分入力を取り出すという方法などが考えられる｡
最小単位としてのフレームを用いたマッチングでは､それだけで音素を決定
するには混同が多くて無理がある｡したがって､複数フレームに渡る認識結
果を合わせて音素を決定するような認識系が必要となり系が複雑になる｡音
素区間全体を含むようなマッチング単位を用いた場合には､マッチングを行
なう位置の決定が困難である｡また､ TDNNのような時間窓を用いた場合に
は､音素区間内でのパラメータの時変化をうまく標準パタンに反映できない
という問題がある｡そこで本研究では音素区間全体をマッチング単位とする
が､一般に音素は発声環境によって長さが非線形に伸縮するため､各パタン
は可変長となり､マッチングには時間の整合が必要となる｡本研究では､この
間題をDPマッチングによるフレーム間の対応づけによって解決する｡
本研究での音素認識の手法は､前節で述べたLVQの範境に入るものである｡
すなわち､ベクトル系列の空間に存在する各音素パタンを､識別学習によっ
て識別誤りが最小になるように学習した､複数の代表パタンに置き換えるこ
とによって音素を認識する｡このようない/Qを用いた音素認識では､従来､
固定長のパタンが用いられてきた｡しかし､上述したように固定長のパタン
を用いた方法では､パラメータの時変化をうまく表現できないこと､対話音
7
声での冗長語をいくつかの標準パタンで扱うように拡張することが困難であ.
ること､など問題点を有しており必ずしも適切ではない｡ LVQを用いた音声
認識において､可変長パタンを用いた方法も研究されている｡しかしそれは
数字認識など単語単位の認識であり､大語嚢音声認識システムには使うこと
ができない｡また､同じく音素区間全体をマッチング単位とする音素認識と
して､ HMMが挙げられるが､ HMMには学習に時間がかかるという問題があ
る｡したがって本研究では､学習が比較的高速でありシステム構築が簡単な
Ⅰ〃Qの利点を活かし､可変長の音素標準パタンを識別学習により作成し､ DP
マッチングによって時間整合をとる方法によって音素認識を行なうものとし
た｡
1.3　本論文の構成
本論文では､可変長の音素標準パタンと識別学習を用いた音素認識システ
ムを構成し､認識率の向上を目的として行なった認識実験をまとめており､
全編4章よりなる｡
第1章は序論であり､本研究の背景､本研究の目的と立場､および本論文の
構成を述べている｡
第2章では､音素の標準パタンを作成し区間既知の音素認識システムを構
築するため､まずクラスタリングの方法について検討を行ない､また､子音
などのサブセットをサンプルとして､標準パタンの数､マッチング区間などの
パラメータについて検討する｡その結果を踏まえて可変長の音素標準パタン
を作成､音素認識システムを構築する｡さらに孤立単語音声および文音声か
ら切り出した音素による認識実験を行ない､システムの評価を行なう｡
第3章では､区間が未知の音素の認識システムを構築する｡音素区間の検出
法として､区間の検出と音素の認識を同時に行なう2段DPマッチング【81と
いう手法を用いる｡さらに､認識精度を向上させるため2段DP法を改良し､
音素の持続時間情報と連接情報を考慮した認識法を提案する｡この認識シス
テムによって､孤立単語および文音声から切り出した文節中の音素の認識実
験を行ない､認識システムの評価を行なう｡なおここで用いる音素標準パタ
ンは､第2章で作成したものを用いる｡
第4章は結論である｡本論文のまとめと今後の課題について述べる｡
以上､本論文の流れを図1.2に示す｡
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第1章:序論
第4章:結論
図1.2:本論文の構成
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第2章　識別学習による可変長標準パタンの
作成
2.1　はじめに
音素の認識を行なう場合､話者､発声速度､発声環境などの違いといった要
因によって認識精度が低下する｡したがって､これらの違いを吸収するよう
な認識モデルを作ることが認識精度の向上につながる｡本研究では､そのよ
うなモデルとして可変長標準パタンを用いたモデルを提案する｡すなわち､
可変長のベクトル系列で特徴化された音素パタンに対して､話者､発声速度､
発声環境の違いなどによるよるパタンのばらつきを表現するために､各音素
複数個の代表パタン(標準パタン)を作成する｡認識時には､入カバタンがど
の標準パタンに最も近いかによって判別を行なうというものである｡このよ
うなテンプレートマッチングによる認識モデルでは､いかにうまく音素の歳
別を行なう標準パタンを作成するかが問題となる｡本研究で行なった標準パ
タン作成の方法は､まずクラスタリングによって各音素について複数個の初
期代表パタンを求め､これを識別学習によって識別誤りが最小になるように
修正し､標準パタンの最適化を行なうというものである｡
本研究で用いた音素パタンは､可変長のベクトル系列で表現されている｡
このような可変長のパタンを扱う場合には､次のことが問題となる｡
●パタン間の距離尺度｡
●複数パタンの平均化法｡
●パタンの修正法｡
本研究では､これらの問題をDPマッチングによる距離尺度およびフut,-ム間
の対応づけを用いることで解決した｡ 2番目の問題は､クラスタリングによっ
て各音素の代表パタンを求める場合に重要となる｡この間題に対する解決法
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およびそれを用いたクラスタリングに関する検討を本章で行なう｡ 3番目のノ
問題は識別学習の際に必要となる｡これについても本章で述べる｡
クラスタリングによって求めた音素の代表パタンは､必ずしも音素間の識
別誤りが最小となるように作られていない｡そこで､識別学習によって識別
誤りを減らすように代表パタンの修正を行なう｡この際の最適な学習条件に
ついての検討を､子音などのサブセットをサンプルとして行なう｡
この予備実験の結果を踏まえて､全音素について標準パタンの作成を行な
う｡また､それとともにこの標準パタンを用いた音素認識システムの構築を
行ない､単語音声および文音声中の音素の認識実験によってシステムの評価
を行なう｡
2.2　音声データ及び特徴量の抽出法
本節では､本研究を通して用いた音声データおよび､音素特徴量の抽出法に
ついて述べる｡
本研究で用いた音声データは以下の2つである｡
(A)東北大･松下単語音声データベース
(B)日本音響学会連続音声データベース
音声データ(A)については､成人の男女各10名計20名が発声した212単語セッ
ト(付録A)の合計4202単語分のサンプルを用いる｡このうち標準パタン作成
用サンプルとして､男8名女7名計15名分を用い､残り男2名女3名計5名
分を音素認識実験用サンプルとして用いた｡表2･1に､音声データ(A)での音
素クラスをまとめる｡また､音声データ(B)については男女20名.ずつ計40名
が発声した50文Aセット(付録B)の合計1997文をサンプルとして用いる｡こ
のうち､標準パタン作成用サンプルとして男女16名計32名分を用い､残りの
男女4名計8名分を音素認識実験用サンプルとして用いた｡表2.2には､音声
データ(B)の音素クラスをまとめた｡なお､以降では､標準パタン作成用サン
プルのセットをcloseセット､音素認識用サンプルのセットをopenセットと呼
ぶことにする｡
次に､音声データからの特徴量の抽出法について述べる｡音声の特徴量に
は､以下の手順によって得られる16次元のケプストラム､ △ケプストラムの
ベクトル系列を用いる｡
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表2.1:音声データ(A)の音素の分類
分琴 刮ｹ素 亢ﾈﾘb??l 
.母音 ?a/ ??Z母音ア 
/o/ ??Z母音オ 
/u/ 紐?Z母音ウ 
/i/ ?B?Z母音イ 
/e/ 燃?Z母音エ 
/a:/ 凪?ｷ母音ア- 
/o:/ ﾒ?ｷ母音オー 
/u:/ 窒?ｷ母音クー 
/i:/ 鋳?ｷ母音イ- 
/e:/ 調?長母音エー 
.Vowel-/i/ 鳴?皷ｹに後続する/i/ 
/皇/ 辻?ｳ声化の/i/ 
/y ??ｳ声化の/u/ 
半母音 僮/j/ ?r?ыsにおける半母音 
/W/ 瓶?盾ﾉおける半母音 
/y/ 葡?實ｹ､例えば/cya/でチヤ 
/W/ 辻?O来語の/W/､ウイ.ウニ.ウオ 
子音 儺??/m/ 挽?}行の子音 
/n/ 披?i行の子音 
旬/ 弔?@音性の/g/ 
有声破裂音 程"?B ??8,ﾈ?將?/d/ 韮 _行の子音 
/g/ 排?K行の子音 
弾音.流音 艇??氏 ?俎8,ﾈ?將?
有声摩擦音 禎｢?Z ?Xﾗ8,ﾈ?將?
無声摩擦音 程?? ?鞅8,ﾈ?將?
/S/ ??T行の子音 
無声破裂音 碇2?C ??6?B??b??り68,ﾈ?將?
/p/ ??p行の子音 
/t/ 稗?^.チ.ト.ティの子音 
/k/ ?r?ﾍ行の子音 
有声破裂音 程G｢?@ 僥ｩ??,ﾂ??
無声摩擦音 禎??＼ 禎?ｲ??h,ﾙ??*ｨ腰,?ｨ+ﾘ-?
副モーラ ?8將?Q/ ??c 
擬音 碇糘??2?
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表2.2:音声データ(B)の音素の分類 
分類 刮ｹ素 亢ﾈﾘb??l 
母音 ?a/ ???皷ｹア 
/o/ ??皷ｹオ 
/u/ 紐?皷ｹウ 
/i/ B?皷ｹイ 
/e/ 燃?皷ｹエ 
/U 辻?ｳ声化の/i/ 
/y ??ｳ声化の/u/ 
半母音 ?j/ ?r?ыsにおける半母音 /W/ 瓶?盾ﾉおける半母音 
/W/ 辻?O来語の/W/､ウイ.クエ.ウオ 
子音 儺??/m/ 挽?}行の子音 
/a/ ?r?i行の子音 
/9/ 弔?@音性の/g/ 
有声破裂音 程"?B ??8,ﾈ?將?/d/ 韮 _行の子音 
/g/ 排?K行の子音 
弾音.流音 締"?氏 ?俎8,ﾈ?將?
有声摩擦音 禎｢?Z ?Xﾗ8,ﾈ?將?
無声摩擦音 程?? ?鞅8,ﾈ?將?
/S/ ??T行の子音 
無声破裂音 碇2?C ??6?B??b??り68,ﾈ?將?
/p/ ??p行の子音 
/t/ 稗?^.チ.ト.ティの子音 
/k/ ?r?ﾍ行の子音 
/∫/ 巴?O来語の/〃､フア 
/t′/ ??O来語の/t/､ティ 
/D′/ 粉?O来語の/d/､デユ 
副モーラ ?8將?Q/ ??c 
擬音 艇6???2?
/Q′/ 池??ｶ節間の/Q/ 
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(1)音声波形データをサンプリング周波数24kHz (音声データ(A)) 16kHz　ノ
(音声データ(B))でA/D変換し､ 29chの共振型ディジタルBPF (Q-
6,単共振,中心周波数250Hz～6300Hz,1/6オクターブ間隔)によって分
析する｡
(2)この出力を10msec分のサンプルごとに整流平滑化し､対数パワーを求め
て､ 10msecを1フレームとする29次元のベクトル系列を求める｡
(3) 29次元のベクトル系列si(i)(i-1,2,-,29)に対して､次式で示すcos変
換によって各フレームについてCo(i)～C7(i)の8つのケプストラム係数
を求める｡
ci(串去蓋cos(地許)×S31(i, (i-0-･7) (2･1)
さらにこのケプストラム係数について､前後に2フレーム計5フレーム
の回帰係数を次式によって求め､ △ケプストラムとする｡
2
△Ci(t)- ∑txCi(i) (i-0･･･7)
t=-2
(2.2)
以上により､各フレームについてケプストラム､ △ケプストラムからな
る16次元のベクトル系列を得る｡
2.3　可変長パタンの平均化
本研究で用いる各音素サンプルは､可変の系列長をもつベクトル系列で表
現される｡このため､クラスタリングにおいて複数パタンからその平均パタ
ンを求める場合や､識別学習においてパタンの修正を行なう場合､なんらか
の時間整合を行ない､その結果を元に平均化､あるいは修正を行なうという
処理が必要となる｡本節ではそのアルゴリズムを述べる｡
2.3.1 2つの可変長パタンの平均似91
音素のように､非線形に時間伸縮したパタン同士の時間歪みを整合するに
は､通常､ DPマッチングという手法が用いられる｡本研究において､複数パ
タンからそれらの平均パタンを求める場合にも､ DPマッチングによる時間軸
整合を用いた｡ DPマッチングは､ 2つのパタンについて時間伸縮による歪み
を整合するものであり､同時に3個以上のパタンのマッチングはできない｡以
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下ではまず2つの可変長パタンからその平均パタンを求める方法について述
べる｡
今､平均化したい2つのベクトル系列A,月､及び平均化されたベクトル系
列Cは次のように表されるものとする｡
〈
A-α1,α2,-,αJ
B-bl,b2,日･,bJ
C-cl,C2,･-,Cg
ここで､打は次の条件を満たす最大の整数である｡
∬≦入J+(1-A)∫+0.5
(2.3)
(2.4)
ただし人は､平均ベクトル系列の系列長に関する2つのベクトル系列の重み
づけ係数である｡
ここで､平均ベクトル系列Cの各ベクトルは､次のようにして求める｡ A
とBのDPマッチングによって得られた時間伸縮関数F上の点をfh-(ih,jh)
と表す時､ 1≦k≦Kを満たす全てのkについて､
k-0･5≦lih+(1-A)jh≦k+015　　　　　　(2.5)
を満たすすべてのfhの組を求める｡仮にある整数pcに対して式(2.5)を満たす
fhの組がfhl,-,fh2であった場合､平均ベクトル系列CのfC番目のベクトル
は次式によって与えられる｡
Cに= laihl +･･･+aih,]+
FL L　　　. _ .　(llFL)
h2-hl+1rohl　　'ーBh2J ■　h2-hl+1LーJhl
lbjhl + - + a,･h2】  (2･6)
ただし〃は､平均ベクトル系列を構成するベクトルの要素に関する2つの
ベクトル系列の重みづけ係数である｡
図2.1では､以上の処理を系列長6と系列長8のパタンの平均化を例に図で
示す｡
2.3.2　3つ以上の可変長パタンの平均化
上述の方法は､ DPマッチングを用いて2つの可変長パタンの平均パタンを
作成する方法である｡ 3つ以上のパタンの平均パタンを作成するには､この
方法だけでは不十分である｡以下では上述の方法を基にして3つ以上のパタ
ンの平均パタンを作成する方法を述べる｡
3つ以上の可変長パタンの平均化法として､本研究で検討したのは以下の2
つの方法である｡
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式(2.5)より
1 (1,1)
2 (2,2)
3 (3,3),(3,4)
4 (3,4),(4,5)
5 (4,5),(5,6)
6 (5,6),(5,7)
7 (6,8)
clイ-(qbl)
C2く■ (喝b2)
e3 ■-(句b3) , (pbb4)
辛 e4+(句b4) , (a4b5)
C5く-(qb5) , (a5b6)
e6 1◆(晦b6) , (a5b7)
C7イ◆ (晦b8)
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図2.1: 2つの可変長パタンの平均化
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方法1
(1)可変長パタンをその系列長でソートし､その順に従って2個ずつの組に
分ける｡
(2)各組について2.3.1節の方法によって平均パタンを求める｡
(3)得られた平均パタンが複数個ある場合は､それらについて2個ずつの級
に分け2に戻る｡
(4)平均パタンが1つになればループ終了｡
本方法で､始めにパタンを系列長でソートするのは､ 2つのパタンについて
DPマッチングを行なう場合に､ DPマッチングの傾斜融限によってマッチン
グできなくなるのを防ぐためである｡パタンの系列長のばらつきが大きい場合
には､このような方法によっても2個組でのDPマッチングができない可能性
があるが､パタンの数が充分に多ければそのようなことにはならないと考え
られる｡また､パタンの数が2n個でない場合には､ (2)～(3)のループ中に2個
組が作れない場合がありえるが､その場合には余ったパタンを(2)～(3)のルー
プ1段階分飛ばし､代わりに式(2.6)の〃の値を適当に変えることによって偏
りが起こらないようにしている｡この方法を図で示したものが図2.2である｡
方法2
(1)パタンの集合から､平均パタンの系列長Iavgを決定する.
(2)平均パタンの系列長Iav9と同じ長さを持つパタンによるサブセットを作
り､算術平均によりサブセットの平均パタンを作成する｡
(3) (2)で求めた平均パタンを基準パタンとして､各サンプルと基準パタン
のマッチングによって各サンプルを系列長Iavgのパタン-の写像を行な
う｡これにより､全サンプルは系列長Iavgのパタンで表される｡
(4)得られた系列長Iavgの写像パタンについて､固定長パタンを扱う場合と
同様に､算術平均をとれば平均パタンが求まる｡
(1)における平均パタンの系列長Iavgは､パタンの集合中の系列長の最小値Imin
および最大値l,,"Cを元に､
I<_ (,…･(,naJ
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図2.2: 3個以上のパタンの平均化(方法1)
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図2.3: 3個以上のパタンの平均化(方法2)
廿平均
を満たす最大の整数として得られる｡これは時間伸縮の比率Imin:lavgとIav9‥
lma｡ができるだけ近い値になるようにするためである｡ (2)で行なっている写
像パタンの作成は､ 2.3.1節で述べた手法からの類推であり､式(2.4), (2.5)に
おける人を入-0とし､式(2.6)におけるpをFL-1とすることによって得られ
る｡すなわち､以下の手順で求める｡
基準ベクトル系列B(系列長L)を用いて､ベクトル系列Aを系列長Lのベ
クトル系列A′に写像するものとする｡ Aと月のDPマッチングによって得ら
れた時間伸縮関数F上の点をfh-(ih,jh)と表す時､ 1≦l≦Lのそれぞれの
lについて､
jh - l　　　　　　　　　　　　　(2.8)
である全てのfhの組を求める｡仮にある整数eに対して式(2･8)を満たすfhの
組がfhl,･-,fh2であった場合､写像ベクトル系列A'のe番目のベクトルは次
式によって与えられる｡
a左-
h2-hl+1laihl +･･･+aih2]
この方法による平均パタンの作成法を図2.3に示した｡
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(2.9)
2.4　クラスタリング
テンプレートマッチングによるパタンマッチングでは､入カバタンがどのク
ラスの代表パタンに最も類似しているかによってクラス判別を行なう｡各ク
ラスのサンプルから､そのクラスのパタンのばらつきを考慮して代表パタン
を作成するのがクラスタリングである｡本節では､本研究で用いたクラスタ
リング法について述べる｡本研究で検討したクラスタリング法は大きく分け
て2つである｡ 1つは従来より一般的に行なわれているK-Meansクラスタリ
ングに基づく方法で､各音素それぞれ独立に複数個の代表パタンを求めるも
のである｡もう1つの方法は､音素パタンの分布の相互関係を考慮したクラ
スタリングで､前者の方法に比べて音素の識別に重点をおいたクラスタリン
グである｡
2.4.1　音素毎に独立なクラスタリング
一般にクラスタリングでは､パタン空間中でのあるクラスのパタンの分布
を最も的確に表現するようにいくつかの代表点を求める｡このような代表点
を求める方法として､従来よりK-Meansクラスタリングによる方法がよく用
いられてきた｡本研究でもK-Meansクラスタリングに基づく方法によってク
ラスタリングを行なった｡以下にその方法について述べる｡
(1)ある音素の全サンプルの平均パタンを求め､これをn-1個目のクラス
タの中心パタンとする｡また､全てのサンプルはこのクラスタに属する
ものとする｡
(2)各クラスタの中心パタンから最も遠いサンプルを探し､それをn-n+1
個目のクラスタの中心パタンと仮定する｡
(3)各サンプルを､中心パタンとの距離が最も近いクラスタに振り分けるこ
とによって､全サンプルをn個のクラスタに分割する.
(4)再編成された各クラスタについて､その中心パタンを求める｡
(5)元の中心パタンに対して､ (4)で求めた中心パタンの変動が大きい場合
には､ (3)に戻る｡
(6)クラスタ数nが予め定めた値に達していない時は､ (2)に戻るo
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図2.4:クラスタリング法(1)
ここで複数サンプルからその平均パタンを求める場合は､前節2.3で述べた方
法を用いて行なった｡また､パタン間の距離とあるのは､ DPマッチングによ
る距離を意味している｡なお(2)で最も遠いパタンを探す際に､パタンが孤立
パタンとなることを避けるために､そのパタンの周辺に類似パタンが無い場
合には､これをn+1個目のクラスタ中心とはしないようにしている.
以上に述べた方法のうち､ (2)～(5)の部分を簡単にモデル図で示したものが
図2.4である0
2.4.2　パタン分布の相互関係を考慮したクラスタリング
上に述べたクラスタリングの方法は､各音素についてそれぞれ独立に音素
の代表パタンを求めている｡このような方法で目的としているのは､音素パ
タンのばらつきを的確に表現する､平均歪みの小さな代表パタンを求めるこ
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とである｡しかし､音素の認識のようにクラスの識別を行なう場合に重要と
なるのは､互いに類似する異なったクラスのパタンを識別するような代表パ
タンを求めることである｡また2.4.1節のクラスタリング法は､各音素ごとに
同数の代表パタンを作成するが､音素パタンのばらつきは音素ごとに異なる
と考えられることと照らし合わせると妥当性がない｡このような理由から､
代表パタンを求める場合には､各音素それぞれ独立にクラスタリングを行な
うより､音素パタンの分布の相互関係を考慮してクラスタリングを行なう方
が有効であると考えられる｡本研究で検討するこのようなクラスタリング法
について以下に述べる｡クラスタリングは次のような手順で行なう｡
(1`)全てのクラスのサンプル全体で､ 2･4･1節に従った方法で複数個の大代表
パタン1～nを求める.
(2)各クラスCについて(3)～(4)を行なう｡
(3)いずれの大代表パタンに最も近いかによって､クラス内の全サンプルを
大代表パタン1～nによって表されるクラスタに振り分ける｡
(4) n個のクラスタに振り分けられたクラスCのサンプルについて､クラス
タごとに中心パタンを求め､これをクラスCの代表パタンとする0
すなわち､ (1)ではクラス内だけではなくクラス間全体でのパタンの分布よっ
てクラスタリングを行なっている｡ (3)～(4)では､このようにして求めた大ク
ラスタの各々について､各クラスの代表パタンを求めている｡これによって､
互いに似たパタンの集中している部分に各クラスの代表パタンが作られるこ
とが予想され､クラス間の識別が容易となると期待できる｡なお(4)で求める
クラスタごとの中心パタンは､ 2.3.2節方法2に従って作成するものとする｡
2.5　識別学習
クラスタリングによって求めた各音素の代表パタンは､それだけで標準パ
タンとして用いるには充分な精度を持っていない｡また2.4.1節で述べたクラ
スタリング法は､サンプルのばらつきをいくつかの代表パタンで置き換える
場合に､その歪が最小になるように求められたものであり､これはクラスの
識別誤りが最小であることとは必ずしも-敦しない｡そこで標準パタンとし
ての精度を上げ､識別誤りが最小となるように代表パタンの修正を行なうこ
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図2.5:パタンの修正
とが必要となる｡これを行なうのが識別学習である｡以下では､本研究で用
いた識別学習の方法について述べる｡
本研究で用いた識別学習の手法は､ WQ法や修正WQ2法囲などで用い
られている方法に基づくものである｡すなわち､学習サンプル各々について
各クラスの標準パタンとの尤度を求め､最も尤度が高かったクラスが学習サ
ンプルの本来のクラスと異なっていた場合に､誤ったクラスの標準パタンを
入カバタンから遠ざけ､逆に正しいクラスの標準パタンを入カバタンに近付
けるという修正を行なう｡
LVQ法でのパタンの修正は次のようにして行なわれる｡今n回目の学習で
Cのクラスに属する入力ベクトルXに対して､最も尤度が高かった標準パタ
ンがクラスeの標準パタンm211であり､クラスCの標準パタン中で尤度が最
も高かったものが-2-1であった場合､修正された標準パタンm2,mgを次式
で求める｡
men - mg~1 +可X - m言~11
-冒 --2~1 -α【X一m2-1]
(2.10)
ただしαはパタンの修正の割合を決める係数で､通常学習回数に応じて変化
させる｡これを図で表したものが図2.5である｡
しかし､本研究では標準パターンはベクトルではなく､ベクトル系列のた
めそのまま上式にあてはめることができない｡そこで､ 2.3.1節で述べたベク
トル系列の平均化法に基づく処理を行なう｡すなわち､ 2つのベクトル系列
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A､月を平均化して平均ベクトル系列Cを求める操作を
C-〟(A,β,A,〟)
と表すとき､ n回目の学習で入力ベクトル系列Xに対して標準パタンR2-1
のクラスと認識されるべきところ､誤ったクラスの標準パタンRr1のクラス
と認識されたものとする｡この場合修正後のベクトル系列R?､ R:は次式で
表される｡
RZ - M(Rrl,X,ll,Pl)
a: - M(R:-1,X,^2,P2)
(2.ll)
ただし､ FLl≦1､ p2≧1である｡
なお､本研究では11-A-2-0とし､ FL1-1-I(i),p2-1+I(i)とした｡こ
こでiは学習回数であり､ I(i)tま0-1のtに関する単調減少関数である｡具
体的にはf(i)-竿のようなlに反比例する関数とした｡すなわち､識別学習
による修正ではパターンの系列長は変化させないが､各ベクトル成分の修正
の割合は学習回数に応じて小さくするようにしている｡
また､正しい標準パターンが3位以下の(仮にn位であったとする｡ )認識
結果となった場合の1～n-1位の誤った標準パターンに対する修正は､修正
INQ2法に従って､ n-1位の標準パターンのみを修正し､他の1-n-2位の
標準パターンには何も手を加えないと言う方法をとった｡
2.6　クラスタリング法に関する検討
2.3,2.4節ではクラスタリング法及びその際に必要となる複数パタンの平均
化法に関していくつかの方法を述べた｡本節では､これらの方法を用いてク
ラスリングを行ない､認識実験によってクラスタリング法の評価を行なう｡
まず､実験について述べる｡実験では､以下に述べる3通りのクラスタリン
グ法･パタン平均化法によって得られた標準パタンについて比較を行なった｡
方法1複数パタンの平均化法として2.3.2節方法1に述べた方法を用
いて､ 2.4.1節に述べた音素単位のクラスタリングによって標
準パタンを作成する｡
方法2　複数パタンの平均化法として2.3.2節方法2に述べた方法を用
いて､ 2.4.1節に述べた音素単位のクラスタリングによって標
準パタンを作成する｡
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方法3　2.4.2節に述べたパタン分布の相互関係を考慮したクラスタリ
ングによって標準パタンを作成する｡
これら3通りの方法を用いて､ /b/,/d/,/g/の有声破裂音の3子音の標準パタ
ンを作成し､平均歪み､ 3子音認識実験の結果､および識別学習により標準パ
タンを修正した後の3子音の認識実験の結果について比較を行なった｡ここ
で平均歪みとは､クラスタリングによって求めた標準パタンとクラス内の全
サンプルとの平均距離を意味し､これが小さい程標準パタンは音素パタンの
分布を適切に表現していると考えられる｡なお実験条件は次の通りである｡
･音声データ(A),(B)について実験を行なう｡
･ 1音素あたりの標準パタンの数は8(音声データ(A)), 10(音声データ(B))
とする｡
●識別学習は､ 1音素あたり3000のサンプルをランダムに与えるのを学
習1回として､計10回行なう｡
この実験の結果を表2.3,2.4に挙げる｡表中学習前認識率とあるのは､クラ
スタリングのみで得られた標準パタンに対して3子音認識を行なった場合の
結果である｡また学習後認識率とあるのは､クラスタリングによって得られ
た標準パタンに対して､さらに識別学習を行なった後の標準パタンを用いて
認識を行なった場合の結果である｡ close,openとあるのは音声データのうち
それぞれcloseセット,openセットを用いた場合の認識結果を意味する｡
この結果について見ると､まず方法1と2では､音声データ(A),(B)共にclose
セット,openセットに関わらず高い認識率を得ることができた｡また､これら
の方法と方法3を比較した場合では､音声データ(B)を用いた場合については
方法3の方が高い認識率を得ることができたが､音声データ(A)を用いた場合
については､必ずしも方法3が良い訳ではないという結果となった｡
これについて検討を以下に行なう｡まず方法1,2について比較すると､こ
の2つの方法の違いが複数の可変長パタンの平均パタンを求めるアルゴリズ
ムの違いにあることから､方法2で用いた平均化法の方がクラスタリングに
有効であると言える｡すなわち､ 2.3.2節で述べた2つの方法のうち､後者の方
がより精度良く平均パタンを求めることができると考えられる｡表2.3,2.4中
で､方法1と方法2について平均歪みを比較すると､方法2の方が3子音全て
において平均歪みが小さくなってなっていることもこのことに対応している
と考えることができる｡
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表2.3:クラスタリング法についての実験一音声データ(A)
平均歪み 程"?2.42 ???2.42 /d/ ???2.31 ??b?
/g/ ?縱b?.72 ?繝?
学習前 認識率(%) ?ﾆ?R?8.0 都ゅ2?8.3 
Open 田ゅ"?0.3 田ゅ"?
学習後 認識率(%) ?ﾆ?R?00.0 ????100.0 
Open 都r繧?9.0 都R??
表2.4:クラスタリング法についての実験一音声データ(B)
平均歪み 程"?2.38 ??r?.36 /d/ ?經"?.42 ?紊b?
/g/ ?緜?2.53 ?縱r?
学習前 認識率(%) ?ﾆ?R?4.6 塔b??7.4 
Open 塔B綯?4.2 塔r絣?
学習後 認識率(%) ?ﾆ?R?00.0 ????00.0 
Open 涛"紕?2.5 涛"纈?
次に方法3によるクラスタリングの結果について考える｡他の2つのクラス
タリング法が､音素毎に独立にクラスタリングを行なっており､自クラス内
での平均歪みが最小となることを目的としているのに対して､方法3は音素
間のパタンの分布の相互関係を考慮したクラスタリングを行ない､クラス識
別を行なうことを目的としている｡表2.4に示された実験結果が､方法3で最
も良くなっているのは､ 2.4.2節に述べたクラスタリング法によって､識別に
有効な代表パタンがうまく求められたためであると見ることができる｡また
この場合､方法3の平均歪みは他の2つの方法による平均歪みに比べて必ずし
も小さな値となっておらず､平均歪みを小さくすることと､クラス間の識別
を良くすることは必ずしも一致しないことを示していると考えられる0
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これに対して､音声データ(A)を用いた場合の結果表2.3では､方法3はそ
れほど良い認識結果を示さず､方法3の目的がうまく達成されなかった｡この
ような結果となる原因について､例えばサンプル数の違いが上げられる｡す
なわち､方法3は各音素パタンの分布相互の距離や広がりなどに着日してク
ラスタリングを行なおうとするものであるが､ある音素のサンプルの数が他
の音素に比べて極端に少ない場合､その音素パタンの分布が相対的に小さく
見積もられ､この音素の識別のための代表パタンが適切に作られなくなる｡
しかし､幾つかの実験によって調べたところ､音素ごとのサンプル数の違い
が大きくても､精度の良い標準パタンが作られる場合や､その逆の結果が得
られる場合があり､この間題についてはさらに検討が必要である｡
以上の考察により､本研究では従来のK-Meansクラスタリングに基づくク
ラスタリング法によってクラスタリングを行なうものとした｡
2.7　マッチング範囲に関する検討
本研究で検討する音素認識システムでは､音素標準パタンと各音素サンプ
ルが1:1に対応するようにマッチングを行なう｡このような場合のマッチング
範囲としては､音素区間と同じ範囲を用いるとするのが最も素直な考え方で
あるが､マッチング範囲を音素区間の前後に一定フレーム広げた場合につい
ても検討する余地がある｡すなわち､マッチング範囲を音素区間の前後に広
げた場合には､パタン中に音素の過渡部の情報が取り込まれる形となり､一
般に人間が音声の知覚過程において音素の過渡区間の情報を用いていると考
えられていることと合わせて考えても､認識率の向上が期待できる｡このよ
うな理由から､図2.6に示すように音素区間に対してマッチング範囲を変化さ
せて､認識率の変化を調べる実験を行なった｡
実験では､図2.6でのnを0から順に増やし､そのそれぞれについてクラス
タリング･識別学習による標準パタンを作成し､これを用いてopenセットの
子音認識を行なって性能評価をした｡以下にこの実験の実験条件を示す｡
･認識対象は14子音( /m/, /n/, /g/, /b/, /d/, /g/, /r/, /Z/, /h/, /S/, /C/,
/p/, /t/, /k/)とする｡
･音声データ(A),(B)の両方について実験を行なう｡
･ 1音素あたりの標準パタンの数は､ 8(音声データ(A)),10(音声データ(B))
とする｡
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図2.6:マッチング範囲
●識別学習は､ 1音素あたり3000のサンプルをランダムに与えるのを学
習1回として計10回行なう｡
この条件に従って行なった実験の結果を図2.7,2.8に挙げる｡これらのグラフ
で､横軸は音素区間に対して前後に広げたマッチング区間のフレーム数nで
ある｡また､縦軸は上記条件によって作成した標準パタンを用いてopenセッ
トの認識を行なった場合の認識率である｡
以下これらの結果について検討する｡ 2つのグラフに示されている通り､
マッチング範囲は音素区間と同じにするより､音素区間の両側に広げた場合
の方が高い認識精度が得られることが明らかとなった｡このような結果にな
るのは､先にも述べた通り､マッチング区間を音素区間の両側に広げること
によって､音素の過渡区間の情報が標準パタン中に取り込まれ､認識時には
これらの情報が有効に作用するためであると考えられる｡この実験の場合､
認識率が最も高くなるのは音声データ(A),(B)共に､マッチング範囲を音素
区間の前後に3フレーム広げた場合であるが､ 3フレームすなわち時間にして
30msecという値は､一般に音素の過渡区間が30msec程度と考えられている
28
80　　　　78　　　　76
【%]37t!)[UO!一!uBo33)[
1　　　　2　　　　3　　　　4　　　　5
add. frames
図2･7:マッチング範囲に関する実験一音声データ(A)
こととも対応していると考えられる｡
2.8　標準パタンの数に関する検討
これまで､クラスタリングおよび識別学習によって作成する標準パタンの
数は便宜的な数を用いてきた｡ここで､これまで用いてきた1音素あたりの標
準パタンの数が妥当なものであるかどうかについて検討を行なう｡実験は､
作成する標準パタンの数を変えてその場合の音素認識率について比較､評価
する｡実験条件を以下に挙げる｡
･音声データ(A),(B)それぞれについて実験を行なう｡
･認識対象は14子音( /m/, /n/, /g/, /b/, /d/, /g/, /r/, /Z/, /h/, /S/, /C/,
/p/, /t/, /k/ )とする｡
●識別学習は､ 1音素あたり3000のサンプルをランダムに与えるのを学
習1回として計10回行なう｡
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図2.8:マッチング範囲に関する実験一音声データ(B)
この条件に従って行なった実験の結果を､図2.9,2.10に挙げる｡グラフで､横
軸は作成した1音素あたりの標準パタンの数であり､縦軸は標準パタンを用
いてopenセットの子音認識を行なった場合の認識率である｡
これらの結果について以下に述べる｡まず音声データ(A)を用いた場合の結
果図2.9について見ると､作成する標準パタンの数を1音素当たり8とした時
に最も認識率が高くなることが判った｡同様に､音声データ(B)について実験
を行なった結果図2.10を見ると､ 1音素あたり12個の標準パタンを作成した
場合に最も認識率が高くなることが判った｡ただし､この場合作成する標準
パタンの数10-15で認識率が0.1%しか変化していない｡
ここで､この結果に示されるように､使用する音声データによって作成すべ
き標準パタンの数が異なる原因について考える｡そもそも標準パタンを各音
素について複数個作成するのは､話者や発声環境の違いといった要因によっ
て様々に変化する音素パタンを複数標準パタンによって吸収することを目的
としている｡したがって､本来なら作成する標準パタンの数は多ければ多い
ほどパタンの多様な変動を表現でき､認識精度が向上すると考えられる｡し
かし実際には､多くの標準パタンを作成しようとすると､識別学習などで1つ
30
【%]3一t!.I uO!l!亡3331
1　　　　08　　　　　8
6　　　　7　　　　8　　　　9　　　10　　11　　12
number of ref. pattern
図2･9:標準パタンの数に関する実験一音声データ(A)
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図2.10:標準パタンの数に関する実験一音声データ(B)
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の標準パタンの修正に関与する学習サンプルの数が減り､結果的に前述した
過学習が起こると考えられる｡したがって､作成すべき標準パタンの数を決
定する要因は､パタンの変動の大きさと学習サンプルの数であると考えられ
る｡このような立場から音声データ(A)と(B)を比較すると､音声データ(A)
が孤立単語で発声されたものTEbあるのに対■して､音声データ(B)は文音声であ
り､後者の方がパタンのばらつきが大きくなっていると予想される｡またサン
プルの数から言っても音声データ(B)の方が多い｡このような理由によって､
音声データ(B)の方が最適な標準パタンの数が多くなったものと考えられる｡
2.9　全音素認識実験
以上検討してきた結果に基づいて全音素の標準パタンを作成し､これを用
いて全音素の認識実験を行ない､本論文で提案している可変長標準パタンを
用いた音素認識法についての評価を行なう｡実験条件を以下に示す｡
･音素データ(A),(B)について実験を行なう｡
●マッチング範囲は､音素区間の前後3フレーム広げた範囲とする｡
｡ 1音素当たりの標準パタンの数は､音素データ(A)で8､音素データ(B)
で12とする｡
●識別学習は､ 1音素あたり3000のサンプルをランダムに与えるのを学
習1回として計10回行なう｡
なお比較対象のために､従来検討されてきた固定長の標準パタンを用いた音
素認識モデルによる認識実験と合わせて本実験を行なった｡その結果を､図
2.ll,2.12に示す｡図で横軸は識別学習の学習回数を示し､縦軸はcloseセット
およびopenセットに対する認識率を示す｡また"variable"とあるのは､本論
文で検討している可変長の標準パタンを用いた音素認識モデルでの認識結果
であり､ "constant"とあるのは､従来の固定長のパタンを用いたモデルでの認
識結果である｡
これらの実験の結果､本論文で述べている可変長標準パタンを用いた認識
モデルの有効性が確認された｡すなわち､まず音声データ(A)については､従
来の固定長の標準パタンを用いた認識モデルに比べて､ closeセットについて
87.1%から100.0%-の認識率の改善､ openセットについても79.0%から83.1%
-の認識率の改善が認められた｡同様に音声データ(B)についても､固定長標
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図2.ll:全音素認識実験一音声データ(A)
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図2.12:全音素認識実験一音声データ(B)
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準パタンによる認識モデルに比べて､ closeセットについては82･4%から88･7巧
への認識率の改善､ openセットでは78.8%から80.2%-の認識率の改善が認
められた｡
2.10　まとめ
本章では､可変長パタンによる音素認識システムで使用する標準パタンの作
成を目的として､複数の可変長パタンからその平均パタンを作成する方法､
識別学習のための初期パタンを作成するためのクラスタリングの方法､クラ
ス間の識別精度を上げるための識別学習での学習パラメータなどに関する実
験および検討を行なった｡またそれらの結果を踏まえて作成した標準パタン
を用いて､従来の固定長パタンを用いた認識モデルとの比較によって､本音
素認識システムの性能評価を行なった｡
識別学習を行なうには､その元となる初期標準パタンを作成する必要があ
る｡初期標準パタンの作成すなわちクラスタリングを行なういくつかの方法
について､実験､検討を行なった｡またこれと関連して､複数個の可変長サン
プルからその平均パタンを求めるのに有効な方法についての検討も行なった｡
この結果､平均歪みがより小さくなるような平均化法によってクラスタリン
グを行なった方が認識精度は上がるが､むしろ､クラス間のパタン分布の相
互関係を考慮したクラスタリングを行なった方が､識別精度がよくなり得る
ことが明らかとなった｡
次に､音素の過渡区間の情報が認識に有効に働くのではないかとう予測の下
に､可変長パタンのマッチング範囲に関する実験を行なった｡その結果､マッ
チング範囲を音素区間に-敦させた場合よりも､音素区間の両側広げた範囲
をマッチング範囲とする方が認識率が向上することが明らかとなり､音素の
過渡区間の情報の重要性が示された｡実験の結果､マッチング範囲を音素区
間の前後に3フレーム広げた場合に最も認識率が良くなることが判った｡
さらに､作成する標準パタンの1音素あたりの数に関する検討を行ない､単
語音声データ(A)の場合1音素あたり8､連続音声データ(B)の場合1音素あた
り12前後の標準パタンを作るのが最適であることが判った｡このような違い
は､音素パタンの変動の大きさと音素サンプルの数の違いにより左右させる
ものと考えられる｡
最後に､以上の実験結果を踏まえて全音素に対する標準パタンを作成し､
全音素認識実験を行なった｡この結果､従来行なわれていた固定長パタンに
35
よる修正LVQ2法を用いた音素認識モデルよりも良い認識結果を得ることが
でき､一本手法の有効性が確認できた｡
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第3章　持続時間情報と連接情報を考慮した
音素認識
3.1　はじめに
前章で作成した音素認識システムは､音素区間を既知とした認識システム
であった｡しかし実際に音素認識システムが使用される場面を想定すると､
音素区間は未知であるとすべきである｡本章では､音素区間未知の場合の音
素認識アルゴリズムとして､音素の持続時間情報と連接情報によるコストを
用いて音素区間の検出および認識を行なう方法を提案し､認識システムの構
築を行なう｡
音声データから音素区間を検出するセグメンテーションの問題に対する立
場には､認識の前処理としてセグメンテーションを行なう立場と､認識と同
時にセグメンテーションを行なう立場がある｡しかし前者のアプローチは現
在のところ成功の見通しがたっておらず､もっぱら後者の立場がとられてい
る｡本研究でも後者の立場によるものとした｡
DPマッチングを用いてセグメンテーションと認識を同時に行なう方法とし
て､ 2段DPマッチング[8】や拡張連続DPマッチング【111が提案されている｡
本章では､ 2段DPマッチングに音素の持続時間確率と連接確率によるコスト
を加えることにより､認識精度の向上を図る｡ 2段DPマッチングによって得
られるパタン間の尤度尺度は､パタンを構成するベクトルによるベクトル間
距離に基づいた尺度となる｡これに対して､持続時間確率や連接確率は確率
尺度である｡このため､持続時間確率や連接確率によるコストを2段DPマッ
チングに加える場合､尺度の不一敦が問題となる｡そこでスケールを合わせ
るために､パタン間の尤度尺度も距離から確率に変更する必要がある｡その
方法について本章で述べる｡
また､前章での検討の結果､マッチング区間は音素区間の前後に3フレーム
広げた範囲とするのが良いことが判っている｡これに従って本章でもマッチン
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グ区間を音素区間の土3フレームとするが､この場合マッチング区間どうしの
重なりが問題となる｡この間題に対する対策t12]も本章で述べる｡
3.2　2段DPマッチング【8】
音素区間が未知である音声をもとに音素認識を行なう場合､認識だけでな
く､区間の検出を行なうセグメンテーションが必要である｡本研究では､その
方法としてセグメンテーションと認識を同時に行なう2段DPマッチングと呼
ばれる方法を用いた｡以下ではそのアルゴリズムについて述べる｡
_セグメンテーションと認識を同時に行なう音素認識の基本原理は次のよう
に示されるo　いま2個の標準パタンRmとRnの接続をoなる演算子を用いて
Rm⑳Rn - rTr㌻･･･rTmrTr;･-rnJn　　　　　　(3･1)
と表すものとする｡ここで入力パタンAがK個の音素列n(1),n(2),-,n(K)よ
りなると仮定すれば､それに対する標準パタンRは
R(n(1),n(2), - ,n(K)) - Rn(1) O Rn(2) ◎ - O Rn(K)　(3.2)
で表すことができる｡この2つのパタンのDPマッチングによる距離を
D(A,R(n(1),n(2), ･ ･ ･ ,n(K)))(3.3
で表せば.問題は
KTni(?,lD(A, Rn'1'o Rn'2'◎ - o Rn'k'⑬ - ｡ Rn'K']  (3･4)
なる最小化問題となり､その解が認識結果となる｡しかし､この間題をあら
ゆる音素数Kおよびあらゆる標準パタンの組合せn(k)について解くのは計算
量の面で非現実的である｡
2段DPマッチングでは､この最小化問題を次の2段階の処理で解く｡
D(C, m) - mninlD(A(2, m), Rn)]
人■
KTei(2,lk;1 A(e(k - 1), e(k))]
すなわち､式(3.5)は入カバタンから仮定した部分パタンA(e,m)(e≦m)につ
いて全ての標準パタンとのDPマッチングによりnに関する最小化を行なう部
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分である｡式(3.6)は入カバタンをK個の部分パタンA(e(kll),e(k))に分割
(
し､それらの部分距離の総和が最小になるように区分点e(k)を最適に決める
部分である｡
ここで次のように各記号を定義すると､本研究で行なった2段DPマッチン
ングのアルゴリズムは以下のように表される｡
distc(i,i) :区間(i,i)でのクラスCの標準パタンとの距離
disi(i,i) :区間(i,i)での標準パタンとの最小距離
class(i,i):区間(i,i)で距離が最小となるクラス
Diet(i) :jで終端すると仮定した場合の最小累積距離
Bp(i) :jで終端する音素区間の始端位置
Class(i) :jで終端する音素のクラス
Algorithm 1 B段DPマッチングのアルゴリズム
Disi(0) - 0
終端j(1≦j≦J)についてループ
すべてのクラスCの標準パタンについて
3'を終端とする始端フリーDPマッチング　　-disic(*,i)の算出
end
始端i(1≦i≦j)についてループ
dist(i, i) - mcin distc(i,i)
class(i,i) - argmindistc(i, i)
C
end
Disi(i) - minlDist(i - 1) + diet(i,i)】
I
Bp(i) - argpinlDist(i - 1) + disi(i,i)】
I
Class(3') - Class(Bp(i), i)
end
これを図で示したものが図3.1である｡
3.3　区間重なりのあるセグメンテーション
2段DPマッチングにおけける式(3.5),(3.6)による最小化問題を正しく解く
ためには､どのようなパス経路を取る場合にも､累積距離の算出において局
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各クラスCの標準パタンごとに
始端フリーDPマッチング
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図3.1:2段DPマッチング
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図3.2: 2段DPにおけるDPパス
所距離の加算回数が一定である必要がある｡すなわち通常の2段DPマッチン
グでは､ -段目のDPマッチングにおいて､基本軸を入力フレーム側にとった
図3.2に示すような非対象型のDPパスを用いることによって､全体としての
局所距離の加算回数が入力フレーム数と同数になるようにする｡
前章での検討の結果､音素単位のマッチングでは､マッチング区間を音素区
間の前後に3フレーム広げた範囲とするのがよいことが判っている｡このよう
な標準パタンを上記2段DPマッチングに用いる場合､マッチング区間に重な
りが生じ､局所距離の加算回数が区間の重なりの分だけ多くなる｡以下では
その間題の解決法について述べる｡
いま､入力パタン中の部分マッチング区間のパタンA(i,i)とクラスCの標準
パタンRcのマッチングにより得る距離を
d(A(i,i),Rc) (3.7)
で表すと､このマッチング区間(i,i)に対応する音素区間は(i+ks,i-ke)(た
だしks,keは､音素区間に対して始端方向および終端方向に広げるフレーム数
を表し､本研究ではks-ke-3である. )であるから､ distc(i+ks,i-ke)は
次式で表されるものと考えることができる｡
distc(i+ks,i - ke) - d(A(i,i),Rc)(3.8)
この場合､ d(A(i,i),Rc)の算出での局所距離の加算回数がj-i+1回である
のに対して､ distc(i+ks,i-ke)はj-ke-i-ks+1フレーム分の距離を意味
しており､区間重なりのフレーム数ks+keだけ加算回数が多いことになる.
したがって､何らかの正規化が必要となる｡そこで､本研究では次に示すよう
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図､3.3:区間のオーバーラップ
な近似によりフレーム数の正規化を行なった｡
d7gte(i + ks,3'- ke) - d(A(i,i),Rc)3-i-ks-ke+1
3-i+1
音素区間
(3.9)
これを図で示したものが､図3.3である｡
以上のことを用いて､前述の2段DPマッチングのアルゴリズムを書き換え
ると以下のようになる｡
Algorithm2区間重なりがある2段DPマッチング
Dist(0) - 0
終端j(11ks≦j≦J+ke)についてループ
すべてのクラスCの標準パタンについて
jを終端とする始端フリーDPマッチング　　-disic(*,i)の算出
end
始端i(1-ks≦i≦j-ks-ke)についてループ
dist(i′, j') -min disic(i',jl)
C
- mindistc(i,i) ･
C
3-i-ks-ke+1
3-i+1
ci&S(i', j') - argmin d7Eic(iI, j')
C
end
Dist(j′) - miinlDist(i/ - 1) + dTift(i/, j')]
Bp(j') - argminlDist(i'- 1) + d7Et(i',j')】
il
Class(j') - class(Bp(i/), jl)
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end
(i'-i+ks J''-i-ke)
3.4　持続時間確率と連接確率による重みづけ
2段DPマッチングでは､音素の持続時間情報や連接情報を陽に考慮した認
識制御を行なっていない｡そのため言語学的にあり得ない音素の組合せ-た
とえば子音の後に子音が続くなピーの認識結果も起こり得る｡したがって､
2段DPマッチングにおいて持続時間情報や連接情報によるコストを用いるこ
とができれば､認識精度の向上が期待できる0　本節ではこ　持続時間情報や連
接情報によって2段DPマッチングの制御を行なう方法について述べる｡
持続時間情報および連接情報の利用形態としては､サンプルデータより統
計的に算出可能な確率をコストとして用いる.すなわち任意の音素phの長さ
がeとなる確率Plng(ph,e)､および先行音素preのあとに音素phが接続する確
率Pcnt(ph,pre)を次式によって求める｡
Rln9(ph,2, -語　　　(3･10)
pcnl(ph,pre) -箸　　　(3･11)
ただし､ Npはサンプルデータ中の音素pの総数であ.り､ Npeは持続時間がCの
音素pの総数､ Np;〆は音素p'の後に連接する音素pの総数である｡
3.5　確率尺度による2段DPマッチング
通常の2段DPマッチングでは､尤度尺度としてパタン間の距離を用いてい
る｡持続時間情報や連接情報に基づいたコストを用いた制御を行なう場合､
2段DPマッチングの尤度尺度がパタン間距離であるのに対して､コストの尺
度が確率となりスケールが合わない｡したがって両者のスケールを一致させ
る必要がある｡本研究では､パタン間の尤度尺度を距離から確率に変換する
ことによって､スケールを全て対数確率で統一するものとした｡パタン間の
尤度尺度を距離から確率-の変換方法として本研究では､ストキヤスティッ
クDP法【13]と呼ばれる確率をベースとしたDPマッチング法に基づいた方法
により､ 1段目のDPマッチングを行なうものとした｡このストキヤスティッ
クDP法は､パス経路などが従来のDPマッチングとは異なるために､標準パ
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(a)非対称型DPパス
初期状態 最終状態
才一0-9＼､一二<-ゝ二一一>くー___Vt_ノ./
(b)非対称型DPパスに対応するHMM
図3.4: DPマッチングとHMM法の関係
タンを始めから作成しなおす必要がある｡以下では､まずストキヤスティック
DP法について述べ､次いで確率に変換したパタン間の尤度および音素の持続
時間確率､連接確率を用いた2段DPマッチングのアルゴリズムについて述べ
る｡
B.H.Juangは音声波形の観測値が定常ガウス過程の標本と仮定した場合に
は､最尤スペクトル距離によるDPマッチングがHMM法におけるViterbiアル
ゴリズムと近似的に同一の関係式になることを示した【141｡ストキヤスティッ
クDP法は､これに基づいてHMM法をDPマッチング法によって表現する方
法として提案されたものである｡
いま､図3.4(a)のような非対象型のDPパスを用いたDPマッチングを考え
る. 2つのベクトル系列A-al,a2,-,ai,-,aZとB-bl,b2,-,bj,-,bJ
のDPマッチングの漸化式は次式によって与えられる｡
9(1,1) -　d(1,1)
9(i,i) -　min
i
g(i-2,ill)+d(i-1,i)+d(i,i)
a( -1,i-1)+d(i,i)
9(i-1,jl2)+d(i,i)
(3.12)
D(A,B) -　g(I,J)
ただしd(i,i)はaiとbjのベクトル間距離であり､ 9(i,i)は部分ベクトル系列
の最小累積距離である｡ここでこのDPマッチングに対応するマルコフモデル
として図3.4(b)に示すようなモデルを考えるo　このモデルが状態jで入力パタ
ンの時系列al,a2,-,aiを生成する確率P(al,a2,-,ai;i)はViterbiアルゴリ
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ズムにより次式のように近似できる｡
Q(i,i) -血ax
Q(i-2,i-1)+logq(ill-.j')
+logP(ai_llj - 1 -j')
+logP/(ailj'- i)
Q(i-1,i-1)+logP(aiLj-1-i)
+logq(1-q(ill -i+1)-q(i-ll.j'))
Q(ill,i-2)+logq(i-2llj)
+logP(aiLj-2-i)
革だLP(ailj'-i)tま状態がj'からjに遷移する際にパタンaiが生成される
確率であり､ q(j'-i)はj'からj-の状態遷移確率である｡ここで､ Q(i,i)と
logP(al,a2,･･･,ai;i)である｡式(3･12)と(3113)には､ 9(i,i) -Q(i,i)､ a(i,i) -
logP(aiLj-1 - i)など､パスコスト-状態遷移確率q(i-1 - i)など､
minーmaXという対応関係があり､ HMM法がDP法と同様の関係式で表さ
れる｡このことより､ストキヤスティックDP法は次の漸化式で定義される｡
Q(i,i) - max
Q(i - 2,i - 1) +logP(ai_llj) +logP(ailj)
+ log PDPl(i)
Q(i - 1,i - 1) +logP(ailj) +logPDP2(i)
Q(i I 1,i - 2) +logP(aaLj) +logPDP3(i)
ここでj㌔pk(i)は状態jに達するDPパスがDPkである確率を示す｡また､ P(ailj)
は状態jで観測パタンaiが生成される確率を表し､遷移がどの状態からきた
かには独立であるとみなしている｡
この手法に基づいて､本研究では以下のようにしてDPマッチングを行なっ
た.条件確率P(ailj)は､状態jで観測されるai(次元数p)が(pj,Ej)の正規分
布に従うと仮定すれば､次式によって与えられる｡
P(ailj) -
(27r)p/2 lEj l 1/2
･exp(一芸(ai-P,,)lEfl(ai-Pj)) (3･15)
いまここで､共分散行列Ejが単位行列Eを用いてEj-qEで表されるもの
とすれば式(3.15)は次のように書き換えることができる｡
P(a2Ij) -
(27T)p/261/2
45
x exp(-;d2(i,i))(3.16)
したがって､式(3.14)の漸化式は次のよう書き換えることができる｡
Q(i,i) - max
Q(i-2,i-1)一志(d2(i- 1,i)+d2(i,i))
+logPDPl(i) + 2C
Q(i- 1ゝj- 1)一去d2(i,i)
+logPDP2(i) + C
Q(i-1,i-2)一志d2(i,i)
+logPDP3(i) + C
(3.17)
ただしC-一書log((27T)Pq)であるo
以下では音素の持続時間確率および連接確率を考慮した2段DPマッチング
のアルゴリズムについて述べる｡持続時間確率および連接確率によるコスト
は､ 2段目すなわち式(3.6)の計算中に加えるものとした｡すなわち､音素の
セグメンテーションの最適解を求める計算中にこれらのコストを加えること
で､不自然な持続時間でのセグメント分割や音素の連接をなくすのが狙いであ
る.上述したストキヤスティックDP法により求めた､部分区間(i,i)における
クラスCの標準パタンとの尤度(対数確率)をprbc(i,i)で表すとする｡この場
合､持続時間確率Pln9(ph,e)および連接確率Pcnt(ph,pre)を用いた2段DPマッ
チングのアルゴリズムは次のようになる｡
Algorithm3持続時間確率､連接確率を考慮した2段DPマッチング
Diet(0) - 0
終端j(1-ks≦j≦J+ke)についてループ
すべてのクラスCの標準パタンについて
jを終端とする始端フリーDPマッチング
end
始端i(11ks≦i<_i-ks-ke)についてループ
pTb(iI,i/) - mcaxpTbc(i', jI)
- mcaxprbc(i,i) ･3-i-ks-ke+1
3-i+1
-prbc(*,i)の算出
class(i',j') - argmaxprbc(i',j')
C
end
prb(jl) - max[prb(i'- 1) + p7Tb(i',j') + logPLng(class(i',j'),j'- i'+ 1)
il
十logPcnt(C忘S(i',i/), Class(i′ - 1))】
Bp(j') - argmax【Prb(i'- 1) + pTb(i',i/) + logPln9(class(i',j'),j'- i'+ 1)
i1
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+ log Pcnt(ci&S(il,j'), Class(iI - 1))】
Class(j') - class(Bp(j'), j')
end
(i'-i+ks j'-i-ke)
3.6　持続時間確率に関する検討
音素の持続時間確率は､サンプルデータにおける各音素の持続時間の分布
から､式(3･10)に従って計算すると述べた｡しかし､各音声の取り得る持続時
間毎にPln9(ph,e)を記憶しておくのは､記憶容量の面からいって得策とは言え
ない｡そこで本研究では､音素の持続時間確率はポアソン分布に従うものと
仮定して､音素phの平均持続時間入phを用いて式(3･10)を次のように近似L
た｡
p,n9(ph, e) - exp(一入ph)i　　　(3･18)
本節では､このような仮定の妥当性について確認を行なう｡
確認は音素/o/と/m/について行なった｡サンプルデータより式(3･10)に
従って求めた持続時間確率の分布(measured)と､平均持続時間よりポアソン
分布に従う式(3.18)によって計算した持続時間の確率分布(cal°.)を､図3.5と
3.6に示す｡これを見る限り､音素の持続時間分布はポアソン分布にかなりよ
くマッチしており､持続時間分布をポアソン分布と仮定するのは妥当である
と考えられる｡
3.7　認識実験
以上に述べた方法に従って､評価実験を行なった｡実験は､音声データ(A),
(B)それぞれについて､第2章で検討したことに従って作成した標準パタンを
用いて､
(1) 2段DPマッチングのみを用いて認識
(2)音素の持続時間情報を考慮した2段DPマッチングによって認識
(3)音素の連接情報を考慮した2段DPマッチングによって認識
(4)音素の持続時間情報と連接情報を考慮した2段DPマッチングによって
認識
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図3.5:持続時間分布一音素/o/
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図3.6:持続時間分布一音素/m/
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表3.1:実験結果(close)一音声データ(A)
認識率(%) 儻H?zb３?脱落率(%) 
(1)2段DPマッチングのみ 塔2??3.1 ???
(2)持琴時間確率を考慮 塔2紕?7.7 ?紕?
(3)連接確率を考慮. 塔b??7.8 ?繧?
(4)持続時間+連接確率を考慮 塔b紕?5.8 ?纈?
表3.2:実験結果(open)一音声データ(A)
畠識率(%) 儻H?zb３?脱落率(%) 
(1)2段DPマッチングのみ 都2綯?8.3 ???
(2)持続時間確率を考慮. 都B??2.4 ?絣?
(3)連接確率を考慮 都b縒?1.5 ?繧?
(4)持続時間+連接確率を考慮 都b絣?9.9 ?纈?
表3.3:実験結果(close)一音声データ(B)
認識率(%) 儻H?zb３?脱落率(%) 
(1)2段DPマッチングのみ 都?B?7.6 澱??
(2)持続時間確率を考慮 都??8.6 ??b?
(3)連接確率を考慮 都"??.9 湯??
(4)持続時間+連接確率を考慮 都?B?.5 免ﾂ縒?
表3･4:実験結果(open) -音声データ(B)
認識率(%) 儻H?zb３?脱落率(%) 
(1)2段DPマッチングのみ 田b??9.9 途紕?
(2)持続時間確率を考慮 田b纈?0.1 免ﾂ紕?
(3)連接確率を考慮 田ゅ?7.1 湯紕?
(4)持続時間+連接確率を考慮 田ゅ?4.2 ?"絣?
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の4通りについて行なった｡なお認識の際の入力単位は､音声データ(A)につ
いては単語とし､音声データ(B)については文節とした｡音声データ(A)につ
いて､ closeセットおよびopenセットについて行なった実験結果を表3.1,3.2に
示す｡また音声データ(B)について行なった実験結果を表3.3,3.4に示す｡表中
付加率とあるのは､音素の付′加誤りの割合であり､脱落率とあるのは脱落誤
りの割合である｡
以下この結果について検討を行なう｡まず音声データ(A)の場合についてで
あるが､表を見ると(1)-(2)-(3)-(4)の順に認識精度が向上しているのが確
認される｡とりわけ､連接確率を考慮した認識を行なった場合､何も考慮しな
いときに比べて音素の付加誤りを大きく押えることができることが確認され､
本手法の有効性が確かめられた｡また､音声データ(B)を用いた場合の結果に
ついて見ても､何も考慮しない通常の2段DPマッチングに比べて､音素の持
続時間確率や連接確率を考慮した場合の方が認識精度が向上するのが確認さ
れる｡しかし､音素の持続時間確率と連接確率の両方を考慮した場合には､音
素の連接確率のみを考慮した場合に比べてやや認識精度が低下する傾向にあ
り､音素の持続時間確率のコストの加え方に関して課題を残す形となった｡ま
た､音声データ(A)の結果と音声データ(B)の結果を比較した場合､音声デー
タ(B)の音素認識率が極めて低くなってしまっている｡これは､音声データ(B)
の方が連続発声によるデータであるため､音素パタンの変動が激しく､第2章
で作成した標準パタンおよび本章で提案したモデルだけでは不十分であるこ
とを示しているものと考えられる｡
3.8　まとめ
本章では音素区間が未知の入力音声に対する認識アルゴリズムとして､グ
メンテ-ションと認識を同時に行なう2段DPマッチングに基づいた方法につ
いて､検討を行なった｡また､提案した方法により認識実験を行ない性能の評
価を行なった｡
前章の結論として､標準パタンのマッチング区間は音素区間よりも広く取っ
た方がよいこと､すなわち互いに重なりがあるように取った方がいいことが
判っている｡ 2段DPマッチングでは､このように区間重なりがあると正しく
計算が行なわれない｡そこで､本章ではまず､区間重なりがある場合に対応
できるような2段DPマッチング法についての検討を行なった｡
次に､ 2段DPマッチングでは考慮されていなかった音素の持続時間情報や
50
連接情報に基づくコストを用いて2段DPマッチングを制御する方法について
(
提案をおこなった｡すなわち､コストとしての持続時間確率,連接確率の算出
汝､および確率尺度に基づく2段DPマッチングの方法について提案し､これ
ら確率尺度で得られる値を用いて認識を行なう方法について提案した｡
最後に､有効性を確認するため評価実験を行なった｡その結果､持続時間
確率および連接確率を用いた2段DPマッチンング法により､従来の2段DP
マッチングに比べて､音素の脱落誤り,付加誤りを小さく押えることができ､
本手法のの有効性を確認した｡
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第4章　結論
4.1　本論文のまとめ
薄々は､自由な発声による対話音声認識システムの構築を目指している｡こ
のようなシステムでは､音響処理部として高精度な不特定話者･大語嚢音声
認識システムが必要となる｡本研究はそのような要求に応え得る音素認識シ
ステムの構築を目指したものである｡
音素の認識を行なう場合､話者,発声速度,発声環境などの要因によって音
素の音響的特徴が変動することが問題となる｡したがって､これらの変動要
因をいかにうまく吸収するかによって､システムの性能が左右される｡本研
究ではその立場として､学習が比較的高速､認識精度が高い､システムの構
成が簡単といった特徴を持つい/Qに従って､音素単位の可変長標準パタンを
識別学習により作成し､ DPマッチングによるテンプレートマッチングによっ
て認識判定を行なう方法を採った｡本論文は､このような音素認識システム
を構築するのに必要となるアルゴリズム､学習パラメータなどに関する研究
をまとめたものである｡
以下で､各章で検討した内容および結果について簡単に述べる｡
第1章では､本研究の背景､目的と立場､本論文の構成を述べた｡
第2章では､より最適な可変長標準パタンを作成するために､各種学習条件
などに関する検討を行なった｡まず､各音素の代表パタンを求めるクラスタリ
ング法およびこれに伴う可変長パタンの平均化法に関する検討を行なった｡
この結果､平均歪みの小さくなる平均化法を用いたクラスタリングによって
識別精度は向上するが､音素パタンの分布相互の関係を考慮したクラスタリ
ングを行なった方が､より認識精度が良くなる可能性があることが示された｡
次に､マッチング区間に関する検討を行なった｡その結果､マッチング区間は
音素区間の前後に3フレーム広げた範囲とするのが最も良いことが判った｡こ
れは､音素区間より広くマッチング区間をとることで､音素の過渡部の情報
がパタン中に取り込まれることによるものであると考えられる｡また､作成
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する1音素あたりの標準パタンの数に関する検討を行ない､単語音声データ
ベース(A)の場合で1音素あたり8､連続音声データベース(B)の場合で12前
後とするのが良いという結論を得た｡このような数の違いは､音声のもつ音
響的特徴の変形の大きさの違い(一般に､連続化された音声ほど音響的特徴
の変形が大きいと考えられている｡ )および学習サンプルの数の違いによっ
て生ずるものと考えられる｡最後に以上の結果を踏まえて､全音素の標準パ
タンの作成および認識実験を行ない､固定長パタンを用いた修正LVQ2法に
よるモデルより高い認識精度が得られることを示した｡
第3章では､音素区間が未知の場合の音素認識法として､ 2段DPマッチン
グを基にしてそれにいくつかの改良を試みた｡まず第1`に､マッチング区間が
互いに重なりあっているような場合の2段DPマッチングの適用法に関する検
討を行なった｡次に､音素の持続時間情報,連接情報によって2段DPマッチン
グを制御する方法として､確率尺度による2段DPマッチングを用いて､これ
に持続時間確率,連接確率によるコストを加える方法について検討した｡最後
に､これら提案した方法によって認識実験を行ない､持続時間情報および連
接情報を用いたモデルの有効性を確認した｡
第4章は結論である｡本論文全体のまとめを行ない､今後の課題についても
述べている｡
4.2　今後の課題
可変長の標準パタンを用いた音素認識モデルの構築という問題に関して､
まだ､幾つかの課題が残されている｡すなわち､まず､第2章で検討した標準
パタンの作成という問題と関連して､次のようなことが挙げられる｡クラス
タリングー識別学習という手順で標準パタンを作成する場合､クラスタリン
グがクラス内の平均歪みを最小とすることに重点を置いているのに対し､識
別学習は識別誤りを最小とすることを目的としており､両者の不一致が学習
効果を抑えている可能性がある｡この問題に関わる検討を2.6で行なったが､
充分ではなかった｡さらに検討の余地があろう｡また本論文中では､識別学習
の方法自体に対する検討がほとんどなされていない｡可変長パタンを扱う上
で効果的な識別学習法についても検討の余地がある｡
第3章で検討したセグメンテーションの問題では､特に音声データ(B)すな
わち連続音声の認識に関して､充分満足のいく認識率を得ることができず､
大きな課題を残す形となった｡認識モデルについてさらに検討が必要であろ
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う｡
さらに､今後はこれらの問題を検討しつつ､本研究で構築した音素認識シ
ステムの本来の目的である対話音声認識システムについて､本音素認識シス
テムを効果的に利用したモデルについて検討していかなければならない｡
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ii
第1章　序論
1.1　本研究の背景
人間の情報伝達手段として,音声を用いることの利点は多い.主なものを列
挙すると次のようである.
｡情報伝達の媒体として,新たな道具を用意する必要がない.
●情報伝達の速度が速い.
●情報の生成に特別な訓練を必要としない.
●感覚器官や行動器官が拘束されない.
●悪環境でも使用できる
･音声による話者照合の技術と組み合わせることにより,データの機密保
護に利用できる.
●安価な電話網の使用が出来る.
これらの利点をもつ音声を,人間同志の間ばかりでなく,人間と機械との間で
の情報伝達手段として利用したいと考えるのは自然である.朗読音声や会話音
声はいうまでもないが,孤立単語の入力ですらタイプライタの入力速度と同程
度以上であるということと,人間の負担や可動性を考慮すれば,情報伝達手段
として優れたものであることが分かる.
しかし,利用する側である人間に課せられた発声の制約(例えば,発声様式,
語嚢数など)は少なくなく,いまだ知的水準に至っているとはいいがたい.本
論文では,連続音声を対象とした音声による文書入力の高精度化を目標とす
る.本章では,現在の音声認識手法を簡単に解説し,その問題点を示す.
表1.1:主な音声認識システム
統計的言語情報を用いるシステム
システム 音響処理 言語処理
SPHⅠNX(CMU). 売ﾔﾒ?P語のbigram 
TANGORA(IBM) 売ﾔﾒ?P語のtrigram 
JOⅠN-M(NTT) 売ﾔﾒ?ｩな.漢字のtrigram 
構文的言語情報を用いるシステム
日本語.DictationSystem 版e?文節オートマトン+ 
(東北大学) 剏W受け解析 
SPOJUS-SYNO (豊橋技術科学大学) 売ﾔﾒ?FG 
SUSKⅠT-2(京都工芸繊維大学) 売ﾔﾒ?FG 
山梨大学のシステム ??h?¥ｨ8ｸ?8ｲｴ葢?¥文.意味 
SPURT-Ⅰ(大阪大学) ?ｸ?8ｸ7?ｸ5?仆?謁ﾒ?蜻閧ﾆ語桑の連想関係 
ATRのシステム 売ﾔﾒﾈ*(??552ﾅDD葢?FG(LRパーザ) 
1.1.1　音声認識研究の歴史
機械による自動音声認識の研究は, 1940年代の後半に始められ,その後コンピュー
タによる信号処理,記号処理が導入されるとともにますます盛んとなった.音声認識
システムの構築に関する研究について,アメリカと日本の主な音声認識システムを,
用いる言語情報によって分類し,表1.1に示す.
cMUのK.F.LeeらによるSPHINXと呼ばれるシステム【11は,約1,000語の語嚢か
らなる文章を対象とした連続音声認識システムで,単語間のbigram (2つ組)の遷移
確率を用いて言語処理を行っており, 10人の話者が連続発声した150文章に対して,
96.2%の単語認識率を得ている.
IBMのA.AverbuchらによるTANGORAと呼ばれる対象語秦2万語のシステム【2日3日4】
では,単語のtrigram (3つ組)を用いて言語処理を行っており, 7人の話者が単語単
位に発声した音声に対して, 94.6%の単語認識率を得ている.
NTTの松永らによるJOIN-Mと呼ばれる医用所見作成用音声認識システム【5]では,
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かな･漢字のtrigramを用いており, 3,600語のⅩ線CTに関するタスクにおける543
(
文節の特定話者音声蕗織で, 95%の文節認識率を得ている.
東北大学の牧野らによる日本語DictationSystem【6】は, 1,134語を対象とした連続音
声認識システムで,日本語の文節構造を表す有限状態オートマトン(文節オートマトン
【7】)と,構文･意味情報による係受け解析を用いた言語処理【8】を行って文認識を行っ
ており, 2人の男性話者が文節単位に発声した音声に対し,文節認識率73.2%,実質請
認識率85.7%を得ている.
豊橋技術科学大学の中川らによるSPOJUS-SYNOと呼ばれる連続音声認識システム
【9】は,文脈自由文法のフレーム同期型構文解析法によって文認識を行っており,語嚢
数521語の｢UNKIQA｣に関するタスクにおいて,成人男性6人の発声した281文で
~'69%の文認識率を得ている.
京都工芸繊維大学の新美らによるSUSKIT-2と呼ばれる連続音声認識システム【101
は,文脈自由文法の構文解析と,意味マーカの格文法による意味的制約によって文認
識を行っており, 247単語のタスクにおいて, 3人の男性話者の発声した53文章で62
-87%の文認識率を得ている.
山梨大学の重永らによる1,018単語の語嚢を持った不特定話者用連続音声認識シス
テム【11】は,構文･意味情報を与えられた構文情報ネットワークを用いて言語処理を
行っており,成人男性6人の発声した童話｢3匹の子豚｣の6文章に対し67%の文認識
率を得ている.
大阪大学の角所らによる文節発声を前提とした日本語音声理解システムSPURT-Ⅰ【12]
は,主題と語秦の連想関係による言語処理を行っており, 1,000単語の語嚢を持つタス
クにおいて,成人男性1人の発声した簡単な情景描写の文章10文に対し97%の文節認
識率を得ている.
ATR (AdvancedTelecommunication Research)の種々の音声認識システム【13】では,
文脈自由文法を扱うLRパーザによる言語処理を行っており, SSS (逐次状態分割法)
とLRパーザによる不特定話者連続音声認識システムでは,語嚢数1,035語のタスクに
おいて,男性10人の発声した278文節に対し82.6%の文節認識率を得ている.
テキストデータベースの整備が進んでいるアメリカでは,英語の単語の定義が明確
であることも手伝って,単語のbigram,trigramが容易に求まるので, bigram,trigramを
用いた音声認識システムが多い.一方,日本語の単語の定義は明確ではなくて,テキ
ストデータベースの整備も立ち遅れているので,日本のシステムでは文節オートマト
ンや係受け解析,文脈自由文法などが用いられることが多い【14】･
現在では,ある程度の制約条件はあるとはいえ,音声認識が出来るといえる程には
技術は進歩しており,一部では実用に供されているものもある.
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1.1.2　音声認識システムの概要
ここで,従来からの代表的な音声認識システムの構成を示す.
音響処理部
入力された波形データを短区間(5-10ms程度)に切り分け,短区間毎に
音声の特徴をよく表現した特徴量-と変換する.現在最もよく用いられて
いる特徴量はcepstrumである. cepstrumは人間の発声機構を考えて考案
された特徴量であり,音声の特徴をよく表現している.
人間は声帯で一定の励振波形を発生させ,声道の形を変えることで波形
を変化させて様々な音声を発声する.つまり音声は声帯で発声された励振
波形に声道の伝達関数を畳み込むことで生成される. cepstrumは入力波
形をフーリエ変換した後に対数をとり,更に逆フーリエ変換をして低次の
項をとることで,声道の形からくる特徴をうまく取り出している.また,
cepstrumの時間的な動きも特徴量にいれるために, cepstrumの時間方向
の微係数も特徴量とするのが一般的である.
音素認識部
得られた特徴量ベクトル系列をもとに,音素の認識を行う.あらかじめ各
音素毎にその音素を代表するような音素モデルを用意しておき,入力音
声と各モデルとの距離を計算し,その距離が最も近い音素を認識結果と
する.しかし,入力音声の音素区切りは未知のために,認識結果は音素ラ
ティス(phonemelattice)となる･
言語処理部
音素ラティスから単語辞書や文法辞書,言語モデルなどを使って文を生成
する.まず音素ラティスから単語辞書を使って単語ラティスを生成し,文
法知識や言語モデルを使って文を生成する手法が多い.また,キーワード
のみ検出すれば文の意味を理解できるという立場に立てば, wordspotting
という方式がとられる.
これらの処理はbottom-up的であり,音素ラティスや単語ラティスなどの中間的な
コードを生成しながら文の認識を行う.ところが,人間が実際に音声を認識する時は,
これとはかなり違った流れてあることが予想される.つまり,人間は音声の一部が聞
き取れなくても言語的知識(単語や文法といった知識)や話の流れなどから無意識の
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うちに補完し,正確に認識をする.つまり人間は,言語的制約などから音素認識部に
情報を与えるなど, top-down的な処理をしていると思われる.そこで最近では,言語
モデルから次にくる音素を予測し,それに基づいて音素認識を行うという方式【15]が
とられ,よい性能を示すことが報告されている.これからの音声認識は, top-down的
な,あるいは言語知識といった高次の情報を音素認識部-とフィードバックさせたシ
ステムが必要であると思われる,
1.1.3　言語処理部
現在の音声認識システムでは,何らかの言語モデルを用いて認識精度を向上させて
いる.理想的には言語タイプライタ的な,日本語として許される音素並びをすべて受
理するような言語モデルを用いれば良いのであるが,そのような言語モデルでは制約
が弱く,認識率の面で音声認識システムとして使い物にならない.そこで,対象とな
るタスクを限定し,それにあわせた言語モデルを用いるのが普通である.
一般的に使われている言語モデルには,文法的な知識を与えるモデルと,統計的な
モデルの2種類がある.前者の代表的な例としては,有限状態オートマトンや文脈自
由文法(ContextFteeGrammer: CFG)などがある.これらは,与える文法がよくタ
スクを表しているならば良いモデルとなる.特にCFGはLRパーザと組み合わせるこ
とで,直接認識部を駆動する方法【15]が提案されており,良い言語モデルとして注目
されている.しかし,これらの文法的モデルでは,文法を人が手で与える必要がある
ために,構成するのに大変な労力と時間がかかるのが大きな問題である.
これに対し,統計的なモデルは,多量のサンプルから自動学習できるために構築は
容易である.また, HMMのような確率モデルが音素認識部として用いられている場
合には,音響的尤度と言語的尤度の統合がしやすく,音素認識と言語処理を一体化で
きる可能性がある.しかしよい文法を与えられたモデルに比べると絞り込み能力が弱
く,また学習サンプル数に対して推定すべきモデルのパラメータが多い場合には,学
習サンプルに依存したモデルが構築されるという欠点を持つ.
本研究では,言語モデルの構築法として,学習サンプルから確率有限状態オートマ
トンを自動学習するECGI (Error Correcting Grammar Inference)法【16】について研究
を行う. ECGI法は,学習サンプル中の文章を1文ずつバージングし,その文を受理す
るのに必要な状態,遷移を追加してゆくアルゴリズムである.入力文と文法ネットワー
ク中の最適アライメントをECP (ErrorCorrectingParsing)と呼ばれるDP的手法に
より求め,その最適パスに沿って必要な状態,遷移を付加する.言語モデルを自動的
に学習する統計的な手法としては, n一gramモデルとergodicHMMモデルが主流であ
る.これらに比べるとECGI法は,状態数などのパラメータを事前に設定する必要が
なく,またモデルが文章中の単語の位置情報(文章の時間構造)を表現できるという
特徴を持つ.しかし,学習される有限状態オートマトンはサンプルに強く依存する傾
∂
向があり,この点に対する対策が必要である.
1.1.4　不特定話者音声認識
発声器官(声帯や声道) ,発声様式の話者による違いは,不特定話者音声認識を困難
なものとしている.近年盛んに虜究されているHMMは,話者性も含めた音声パター
ンの変動を確率的に吸収するもので,従来研究されていた動的計画法(DP)に比べ不
特定話者の音声認識に適したものと言われる.しかしまだ,その不特定話者音声に対
する能力は十分ではない.現状では特定話者の認識率とはまだ大きな開きがある.
この不特定話者の認識の問題を解決する方法には,学習によってシステムを話者に
適応化させる方法と,個人性の変動を吸収する方法との2種類がある.前者は,認識
シ女テムを入力話者の特徴に合わせようという話者適応のアプローチで,最近では連
続分布型HMMのパラメータを事後確率最大化法(MAP推定)を用いて適応化する方
法【171などが試みられている･
これに対して後者は,いわゆる不特定話者認識技術と呼ばれるものであり,究極的
にはこちらの技術が必要であると考えられる.特に音声の個人性の影響を受けない特
徴量の抽出は,不特定話者の認識にとって最も基本的かつ重要な課題である.
本研究で用いるモデル音声法【19日20日21】は,話者適応を行わない不特定話者向の音
声認識手法である.モデル音声法では,個人性の影響を受けにくいパラメータとして,
音素標準パターンとの距離のベクトル(類似度ベクトル)を用い,フレーム間距離尺
度として相関余弦を用いて認識処理を行っている.これらの処理により,音声に含ま
れる話者性が低減され,不特定話者に対しても高い認識性能を発挿する.
1.2　本研究の目的
本研究では,連続音声による定型文書入力システムの構築を行う.
鑑定報告書は,現状では鑑定者が鑑定現場でメモや写真をとり,後に記憶をもとに
してワープロなどで入力されている.鑑定現場における音声による入力を実現するこ
とで,文書作成の効率化が期待される.
鑑定報告書のような文書には,次に挙げるような定型文書としての特徴が見られる.
●文章は形式的,文語的であり,口語的な表現がない.
●文書の形式,章立が一定である.
これらの特長は,音声認識の立場から見ると,非常に強い制約のある認識対象であ
ると考えられ,この強い制約を言語モデルとして音声認識システムに組み込むことが
できれば,高い認識性能を持った文書入力システムが実現される.
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言語モデルの構築には, ECGI法を用い有限状態オートマトンを学習する.サンプ
ル-の強い依存に対して,状態間距離に基づいた状態の共有化による認識性能の向上
をはかる.
また,構築された有限状態オートマトンを用いた,音声による文書入力システムを構築
する･音声認識部としては不特定話者向の音声認識手法であるモデル音声法【191【20日211
を用いる.
なお,本研究では定型文書として解剖所見文書を用いる.本研究は東北大学,福島
医大の法医学講座との共同研究である.
1.3　本論文の構成
図1.1に本論文の構成を示す.
第1章序論
ここでは,本研究の背景と目的,および本論文の構成について述べる.
第2章ECGI法による文書オートマトンの構築
第2草では解剖所見文書における有限状態オートマトンの自動学習について述べる.
解剖所見文書の定型文書としての特徴についての考察と, ECGI法に有限状態オート
マトンの構築を行う.
第3章状態間距離に基づく文書オートマトンの修正
第3章では, ECGI法で構築されたオートマトンを修正することで,性能の向上させ
る手法について述べる.状態間の類似度として,状態遷移の分布に基づく状態間距離
を導入し,状態間距離に基づいた状態の共有化と,その効果について述べる.
第4章音声による定型文書入力システムの構築
第4章では,第3章までで構築された文書オートマトンを用いた,音声による文書入
力システムの構築について述べる.音声認識部には,不特定話者向の認識手法である
モデル音声法を用いる.
第5章結論
第5章は結論である.本研究の成果についてまとめる,
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･解剖所見文書の特徴
･ ECGl法によるオートマトンの構築
･状態間距離に基づく状態の共有化
･修正されたオートマトンに関する考察
･モデル音声法
･システムの構築と認識実験
図1.1:本論文の構成
第2章　ECGI法による
文書オートマトンの構築
2.1　まえがき
本章では,解剖所見文書の特徴についての考察を行い,次いでECGI法による有限
状態オートマトンの自動学習について述べる.
現在の音声認識システムは,ほとんどが言語情報を利用して性能の向上をはかって
いる･言語情報には単語のbigram (2つ組) , trigram (3つ組)の出現頻度のような
統計的言語情報と,単語のつながりをルールで記述した文法のような構文的言語情報
がある.
有限状態オートマトンで受理される言語は正規言語と呼ばれ,またこのような構文
制御は正規文法と呼ばれる.正規文法は比較的低レベルのものであって,自然言語を
記述するにはあまりにも能力不足である.しかし,定型文書のような中規模のタスク
の記述には十分な場合が多い.
ECGI法は,有限状態オートマトンに対して,学習サンプルを受理するのに必要な
状態,状態遷移を逐次的に追加して行くボトムアップ的手法である. DP的手法によっ
て,学習サンプルの有限状態オートマトンに対する最適アライメントを求め,これに
沿って状態,状態遷移を付加する.
ここではECGI法を用いて解剖所見文書の有限状態オートマトンを自動学習する.
2.2　解剖所見文書の特徴
解剖所見文書とは,医師が司法解剖を行い,その死因や既往症,各創傷の成因など
について記録した公文書であり,次のような定型文書の特徴を有している.
●文章は形式的,文語的であり,口語的な表現がない.
●文書の形式,章立が一定である.
特に遺体各部の創傷や既往症を観察し,その様子を記載した｢外部所見｣ ｢内部所
見｣部は定型文書の傾向が強い.図2.1に解剖所見文書の章構成を示す.各々の章の内
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容について,特徴をまとめると次の通りである.
外部所見
遺体の外観をまとめた部分であり,頭部から順に観察を行っている.観察
の現場での入力が期待される個所である.特徴として,定型文書的な部分
とそうでない部分が混在しているという点がある.例えば,毛髪の長さや
爪の様子などの記述は形式的であり,どの文書にも漏れなく記載される事
項である.これに対して,各部の創傷に関する記載は,その表記が詳細に
渡り(傷の深さ,方向,切口のようすなど),文章も複雑になる傾向があ
る.
内部所見
内部器官についての剖検結果をまとめた部分であり,さらに頭腔開検部と
額胸腹腔開検部に分かれている.この部分も観察の現場での入力が期待さ
れる部分である.各臓器の血量や含気量,色などについての表記が各々の
文書で共通しており,外部所見の各章に比べると話題,文章の変動は小さ
く,また,文章も短い.
各種検査結果
各種検査の結果が記載される部分である.すなわち剖検の後に,遺体から
採取された血液などについての検査を行い,その結果をまとめた部分であ
る.血液型検査,アルコール濃度検査を始めとして, -モグロビン濃度検
査,病理組織学的検査など,多岐にわたるが,文章はどれも同じような表
現であり,定型文書の特徴が強い部分である.
説明
各創傷や検査の結果を元にして,創傷の成因,致命傷,死因などついての
考察を行った部分である.この部分は剖検の後に,各種資料と剖検結果を
照らし合わせて考察を行っている部分である.定型文書としての特徴は見
られない.
結論
剖検の結果をまとめた部分である.死因や死亡推定時刻などの項目が箇条
書きにされている.
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図2.1:解剖所見文書の章構成
本研究のために用意された解剖所見文書サンプルは全98文書であり,単語数は3182
単語, 45品詞である(形態素解析器による) .
これらの特徴と,音声による入力の必要性を考慮し,本研究では外部所見から内部
所見にかけての部分の音声による入力を実現する.表2.1は各章を含む文書の数と,
ll
各々の章の文章数を示す,
有限状態オートマトンは,各章別に構築する.複数の章に同じような話題がある場
令,この方法ではモデルの効率が悪くなるが,章毎にオートマトンを切り替えること
による,話題の制限の方がむしろ有効であると考えられ,オートマトンの切り替えの
タイミングも捕えやすい.
次に,有限状態オートマトンの自動学習を行うECGI法について述べる･
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表2.1:解剖所見文書における各章の文章数
辛 包含文書数 文章数総計 平均文章数
外 部 所 見 刳T観 涛R?48 澱繝"?
頭部 涛B?85 釘??
顔面 涛B?606 ?r??
頚部.項部 涛2?64 ?縱b?
胸腹部` 涛B?85 迭?b?
背部 涛B?49 ?緜R?
･上肢 涛B?90 澱??
下肢 涛B?69 澱?R?
外陰部 涛2?01 ??b?
肛門 涛B?30 ???
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 涛B?86 途??
脂 涛B?23 途緜?
頚 胸 膜 開 検 仆兒?xｷ??兒??93 都c2?.20 
頚部器官 涛?723 途纉R?
心裏 涛"?07 ??B?
心臓 涛"?018 免ﾂ?r?
胸部大動脈 涛"?00 ???
肺臓 涛"?11 澱緜B?
腹部大動脈 涛?193 ??"?
副腎 涛"?83 ?纉?
肝臓 涛"?57 釘纉r?
肺臓 涛"?64 ?繝r?
豚臓 涛"?00 ??b?
肝臓 涛"?87 途紊r?
管 涛"?79 ??2?
腸管 涛"?50 釘繝?
膜朕 涛"?85 ???
内性器 ??116 釘??
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2.3　ECGI法
ECGI (Error Correcting Grammerlnference)法【16日18】は,有限状態オートマトンに
対して,学習サンプルを受理するのに必要な状態,状態遷移を逐次的に追加して行く
ボトムアップ的手法である.入力文と有限状態オートマトン中のパスの最適アライメ
ントを, ErrorCorrectingParsing (ECP)と呼ばれるDP的手法によって求め,その最
適パスに沿って必要な状態,状態遷移を付加する.入力文Xと有限状態オートマトン
により受理される文Yとの最適アライメントを求めるためのECPの距離尺度には,
次式で定義されるLevensteinの提案による距離を用いる.
D(X,Y) - msin(pI Subs+q･ inss +r･ dels)(2.1)
ここで, p, q, rは重み係数で, Sは有限状態オートマトンにおける状態系列, subs
は置換誤り, inssは挿入誤り, delsは脱落誤りである.今回はp-q-r-1としてい
る.
図2.2はバージングの様子を示している.図中Ⅹの(オートマトン状態対サンプル単
請)対応点に対して, A, B, C群の対応点が探索対象点となる. A群(△)の点は1
つの脱落, B群(○)は1つの置換, C群(□)の点は1つの挿入を考慮した探索点で
ある.これらの対応点の中で距離が最小となる対応点が最適パスとして選択される.
実際の探索は,考慮する脱落･挿入の数をⅣとして以下のような手続きで求められ
る.ここで学習サンプルの単語をsi,オートマトンの状態を9jとする･学習サンプル
文章の単語数をZ,オートマトンの状態数をJとし,オートマトンは9Jを終端状態と
する. a(si,9j)は学習サンプルのi番目の単語と状態Jの単語との距離, D(si,gj)は累
積距離である.
まず,初期値としてD(81,91)-a(1,1)である･ i-2,3,-,I,i-2,3,-,Jについ
て,脱落,挿入の生じない置換に相当する探索点について下のようになる･
･ Gl:状態gjに1遷移で到達できる状態の群
･ D(si,gj) - ming∈Gl(D(S(i-1),9)) + d(si,gj)
脱落を考慮する場合は,delsを脱落数として下のとおりである･
･ GN:状態93にN遷移以内で到達できる状態の群
･ D(si,gj) - ming∈GN(D(S(i-1),9) + dels) + d(si,9')
同様に,挿入の場合はinssを挿入数として下のとおりである.
● SN: S(i-1),S(i-2),･･･,S(i-N) i-N≧1
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･ Gl:状態93･に1遷移で到達できる状態の群
･ D(i,i) - mins∈sN,9∈GltD(S,9) + inss) + a(si,93･)
これらの探索結果から最も距離の短いものを選択し,バージングを行う.
ECGI法によって学習される有限′状態オートマトンの状態数は,学習サンプルの文
の提示順序により異なる.すなわち,単語数の多い文から提示すれば,単語数の少な
い文はすでに有限状態オートマトンに存在する状態間を遷移することになり,その結
果状態数の少ない文法が生成される.また,最適パス探索の際,脱落を優先すること
でも,同様の効果が得られる.
これらの点を考慮し,本研究でのECGI法による有限状態オートマトンの学習にお
いてjま,学習サンプルは単語数の多い方から順に与え,探索は脱落を優先するものと
する.
八エ2iエー_P
サンプル系列
図2.2: ECGI法
2.4　ECGI法による文書オートマトンの構築
2.4.1　オートマトンの学習条件
ECGI法によって文書オートマトンを構築する前に,サンプルに対して以下のような
処理を行う.
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●文書を文章毎に分割する.このとき,文章の切目は読点記号により判定する.
●有限状態オートマトンの各状態を単語に対応させる.形億素解析器により,文
章を単語単位に分割し,これをサ●ンプル系列とする.
●重さや長さなどの数字は1=つの単語と仮定し学習を行う.
●サンプルは長い(単語数の多い)文章から順に与える.また,状態の再利用をす
すめるために,最適アライメントは脱落を優先して探索する.
2.4.2　脱落.挿入数に関する考察
ECGI法では, DP的手法により学習サンプルに対する有限状態オートマトン中のパ
スの最適アライメントを求める.図2.2では脱落,挿入が1つの場合の探索を表してい
るが,実際には複数個の脱落,挿入を考慮し,状態の再利用をすすめることで,効率
の良いモデルの構築を行う.
しかし,有限状態オートマトンの構築においては多くの脱落,挿入を考慮した探索
点は距離が大きくなり,最適アライメントとして採用される可能性は低くなる.この
ような無駄な探索を避けるため,考慮する脱落,挿入の数に制限を設けることが良い
と考えられる.そこでここでは,適切な脱落,挿入の数について実験的に求める.
外部所見,内部所見から頭部と肝臓に関する章について, ECGI法により有限状態
オートマトンを構築する.構築の際,考慮する脱落,挿入の数の制限を1-6と変え
て,構築される有限状態オートマトンの状態数と状態遷移数を見る.
頭部,表2.3は肝臓に関する章について,考慮する脱落,挿入の数と構築された有限
状態オートマトンの状態数と状態遷移数を表2.2に示す.この結果を,脱落,挿入を1
つ考慮した時の状態数と状態遷移数で正規化し図示したものが図2.3である.状態数,
状態遷移数共に,考慮する脱落,挿入の制限が3つまでは減少しているが, 4つ以上
考慮しても状態数,状態遷移数の減少は見られなかった.すなわち, ECGI法による
有限状態オートマトンの構築時には,脱落,挿入の数は3つまで考慮すれば十分であ
ると考えられる.以下,本研究では脱落,挿入は3つまで考慮するという条件のもと
で,有限状態オートマトンの構築を行う.
表2.2: ｢頭部｣章における脱落,挿入数と状態数,遷移数の関係
状態数 ??r?796 ?s??685 ?cs2?673 
遷移数 ?s??628 ?S??471 ?Cc?2461 
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表2･3: ｢肝臓｣章における脱落,挿入数と状態数,遷移数の関係(
状態数 鉄??98 鼎sr?77 鼎sR?75 
遷移数 田迭?87 田sb?76 田s2?73 
%　　　%0　　　　　　80　　　　　　9
rJll
東漁醐･意笹蕃
1　　　　　2　　　　　　3　　　　　　4　　　　　　5
脱落･挿入数
図2.3:脱落,挿入数の制限と状態数,遷移数の関係
2.4.3　構築された有限状態オートマトン
表2･4にECGI法で構築された各章の有限状態オートマトンの単語数,状態数,状態
遷移数,平均分岐数を示す.平均分岐数とは各々の状態からの状態遷移の数の平均で
あり,有限状態オートマトンの制約の強さを表わすものである.平均分岐数はおよそ
1･40前後となっている･この結果から,構築された有限状態オートマトンは,解剖所
見の持つ強い言語的制約を表現した言語モデルであると考えられる.
図2･4は,構築された有限状態オートマトンの具体例として,肝臓に関する章から,
血量に関する文章を受理する部分を抜き出したものである.この部分では, ｢血量中
等｣ ｢血量やや少ない｣ ｢血量左葉で多い｣などの文章を受理する.
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図2.4: ECGI法によって構築された有限状態オートマトンの例
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表2.4:ECGI法によって構築された各章のオートマトン
辛
p外 部 所 見 刳T観 ?澱?222 ?ss?1.46 
頭部 鼎C2?705 ?S??.47 
顔面 都??354 田cC?1.53 
頚部.項部 ?c?1304 ?s??.30 
胸腹部 鉄#B?261 ?#Cr?.44 
背部 鼎S?1873 ?c32?.41 
上肢 鉄cR?249 鼎sc?1.47 
下肢 鉄sR?110 鼎SS?1.46 
外陰部 ???63 田3?1.36 
旺門 鉄?68 涛?1.46 
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 鼎#2?600 ?#??.39 
脂 ?3?974 ?33B?.37 
演 胸 膜 開 檎 仆兒?xｷ??兒??509 ???3032 ???
頚部器官 ??290 ? b?.42 
心嚢 ???96 ???.45 
心臓 ?ヲ?05 ?3??.46 
胸部大動脈 鉄2?4 ???.29 
肺臓 ?唐?05 ?3??.46 
腹部大動脈 田" 09 ?C 1.37 
副腎 鼎B?9 涛2?.37 
腎臓 ?C2?18 鼎sR?.50 
牌臓 涛?124 ???.48 
膵臓 塔b?51 ???.44 
肝臓 ?3R?77 田sb?.42 
胃 ?3?499 都#R?.46 
腸管 ?cR?53 田??.53 
勝朕 田?86 ?#?1.52 
内件器 ???82 ?C2?.34 
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2.5　まとめ
本章では,解剖所見文書の特徴についての考察を行い,次いでECGI法による有限
状態オート■マトンの構築を行った.
まず,解剖所見文書について,′その章構成を明らかにし,音声による文書入力シス
テム構築の指針を示した.文書の性質や要求,各章の内容を照らし合わせた結果とし
て,外部所見,内部所見各章について,有限状態オートマトンによるモデルの構築を
目指す.
ECGI法は,有限状態オートマトンに対して,学習サンプルを受理するのに必要な
状態,状態遷移を逐次的に追加して行くボトムアップ的手法である. DP的手法によっ
て,.学習サンプルの有限状態オートマトンに対する最適アライメントを求め,これに
沿って状態,状態遷移を付加する.最適アライメントの探索の際には,複数個の脱落,
挿入を考慮する必要がある.このときの制限として脱落,挿入は3つまで考慮すれば
十分であることを実験結果から明らかにした.
そして,脱落,挿入を3つまで考慮したもとで,各章の有限状態オートマトンをECGI
法により構築した.構築された有限状態オートマトンの平均分岐数は,およそ1.40前
後で,これは解剖所見文書の持つ強い言語的制約を表わす結果となっている.
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第3章　状態間距離に基づく
文書オートマトンの修正
3.1　まえがき
本章では,第2章で構築された有限状態オートマトンに対する状態間距離に基づい
た修正を行う.
言語モデルを学習サンプルから自動学習する場合,獲得されたモデルが学習サンプ
ルに依存したものになってしまい,似たような系列,パターンを表現(受理)できな
いことがある.
特に学習サンプルが少ない場合や,サンプル依存の強い言語モデルを用いる場合な
どは,その傾向が著しい.このような問題を避けるため,従来から未知語の導入や確
率的モデルの利用などの対策が行われている.
本研究で用いているECGI法は,すべての学習サンプルを受理する有限状態オート
マトンをボトムアップ的に構築するという手法である.そのため,この方法で構築さ
れる有限状態オートマトンは,強く学習サンプルに依存するものになる.
定型文書というタスクを考えた場合,タスク自体がそもそも制約の強いものなので,
このサンプル依存性はあまり問題ではないとも考えられる.しかし,構築された有限
状態オートマトンには,明らかに表現能力の欠如と思われる構造が見られ,この構造
自体からの有限状態オートマトンの改善ができないかと考えられる.
本章では,状態の共有化による有限状態オートマトンの修正を行う.状態遷移確率
の分布をもとに状態間距離を定義し,これをもとに共有化する状態対を決定する.
3.2　ECGI法の問題点
本研究で用いているECGI法は,すべての学習サンプルを受理する有限状態オート
マトンをボトムアップ的に構築するという手法である.この方法で構築される有限状
態オートマトンは,強く学習サンプルに依存するものになる.
定型文書というタスクを考えた場合,タスク自体がそもそも制約の強いものである
ので,このサンプル依存性はあまり問題ではないとも考えられる.しかし,構築され
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た有限状態オートマトンの構造には,明らかな構造上の欠陥が見られる.例えば,図
3.5は,前章で示した,血量に関する文章を受理する有限状態オートマトンの一部であ
る.国中,点線で示された状態遷移は, ECGI法で学習されなかったものの,文法的に
は正しいと思われるものである.このような状態遷移を有限状態オートマトンの構造
から何らかの方法で推定し,オー-トマトンに自動追加することが可能ではないかと考
えられる.
貧
棉
図3.1:自動獲得された有限状態オートマトンの修正
ここで手がかりとするのは,各状態の状態遷移の類似性である.図3.2のように,状
態遷移(分布)が類似した複数の状態で,状態遷移に関する情報を共有化することで,
学習されなかった状態遷移を追加するのである.十分に状態遷移(分布)の類似した
状態どうしを共有化することは,有限状態オートマトンの構造に矛盾しないと考えら
れる.
そこで,状態どうしの類似度として,状態遷移分布に基づく状態間距離を定義し,
この距離を基に共有化すべき状態の組(状態対)を決定する.
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図3.2:状態遷移の類似性
3.3　状態間距離
共有化の手がかりとすべき,有限状態オートマトンにおける状態間の距離は,状態
遷移の様子から求めることが適当であると考えられる･そこで状態間距離D(S,i)を,
遷移確率の離散分布のKullback divergenceによって次式のように定義する.
K(P,Q, =草〈p(I,log認･Q(i,lo瑠〉
D(S,i) - K(Hs,Ht) + K(Ts,Tt)
(3.1)
(3.2)
ここで, Hs,Htは先行状態から状態S,t-の遷移確率の分布, Ts,Tlは状態S,tから後
続状態-の遷移確率の分布である･図3.3にKullbackdivergenceと状態遷移確率の関係
を示す･状態遷移確率は状態を要素とする離散確率と考えられる.そこで,この状態
遷移確率の分布をもとにKullbackdivergenceを計算するのである.遷移確率は, ECGI
法によって有限状態オートマトンを構築する過程で,その状態遷移を通った学習サン
プルの数をもとに計算する.状態間距離は, 2つの状態に関する状態遷移の類似度と
して定義され,状態遷移分布が等しい状態対について0,状態遷移分布に共通要素が
存在しない,すなわち先行,後続状態に共通する状態が存在しない状態対について∞
である.なお,遷移確率が0の部分には十分に小さな値を代入して計算を行う.
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図3.3:状態遷移確率の離散分布
3.4　共有化する状態対の選択
前節で定義した状態間距離を基に,状態の共有化を行う.その手順は以下のようで
ある.
｡ ECGI法にて構築された有限状態オートマトンにおいて,状態間距離を調査す
る.
｡状態間距離が開催以下の状態対について,状態間距離の近い状態対から順に共
有化を行う.
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このとき,状態の共有化によって状態間距離が逐次的に変化することが考えられる
C
が,ここでは状態間距離の更新は行わない.逐次的に距離を更新する方法では,次に
述べるような問題が考えられる.
まず,状態の共有化の行われた状態は,より多くの状態遷移を持つことになり,必
然的に他の状態との状態同距離ヰま近くなる傾向を持つ.共有化を行う状態対は,距離
の短いものが優先されるので,結果として,多くの状態が共有化された状態が構築さ
れることになり,その部分での制約が弱くなってしまう.
また,この方法では,共有化によって逐次的に変化してゆく有限状態オートマトン
の構造について,何らかの基準に基づいた停止条件(例えば状態数など)を設定する
必要がある.しかしこの条件を定め,またその正当性を証明することは困難である.
むしろ,共有化を行う前のオートマトンの構造に着目した先見的な条件のもとで共有
化を行うことが望ましい.
そこで今回は状態間距離の更新は行わず,事前に調査された状態間距離のみを手が
かりとした状態の共有化を行う.
状態間距離の開催については,状態間距離の状態対ヒストグラムとオートマトンの
構造から主観的に決定する.図3.4は,背部に関する章の有限状態オートマトンにおけ
る状態間距離の状態対ヒストグラムである.他の章についてもヒストグラムは同様の
傾向を示すことが確認されている.距離の近い方から,図中A群として示されている
のは,前後両方に共通する状態を持つ状態対であり,次いで図中B群は,前後いずれ
かにのみ共通する状態を持つ状態対の群である.前後に共に共通する状態が存在する
状態対については,オートマトンの構造から見ても,共有化は妥当であると考えられ
る.しかし,一方にのみ共通状態が存在する状態対については,共有化が妥当かどう
かの判断は難しい.この結果から闘値を, B群を含まない距離の最大値として, 48.0
という値に定める.
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図3.4: ｢胸部｣章における状態間距離の頻度分布
3.5　共有化の効果
状態間距離に基づく状態の共有化によって修正された有限状態オートマトンの具体
例として,肝臓に関する章から,血量に関する文章を受理する部分を抜き出したもの
を図77に示す. ｢多い｣ ｢少ない｣などの量に関する単語の状態が共有化され, ECGI
法で学習されたオートマトンに見られた問題点が解決されている･共有の様子はおお
むね文法的,構造的に妥当なものであり,共有化の有効性が確認された･
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図3.5:状態の共有化によって修正された有限状態オートマトンの例
修正前後での有限状態オートマトンの状態数,状態遷移数のの変化を表3.1に示す.
修正後の状態数括弧内の数字は,状態が共有化されている状態の数である.状態の共
有化によって,見かけ上の状態数,状態遷移数はおよそ10-15%減少するが,オート
マトンの複雑さに関してはむしろ増加している.
次に,状態間距離に基づく状態の共有化による効果をテストセットCoverageで検証
する.その手順は下のとおりである.
●各章の文章を文書単位でランダムに半分に分け,一方を学習セットとして, ECGI
法によって有限状態オートマトンを学習する.
●有限状態オートマトンの学習に用いなかったテストセットについて,学習された
有限状態オートマトンで受理される文章の割合(Coverage)を計算する.
･有限状態オートマトンの状態間距離に基づく共有化を行い,同様にCoverageを
計算する.
●以上の手続きについて,学習セットとテストセットを入れ替えた場合も行い,そ
の平均を以て結果とする.
表3.2に状態の共有化による平均分岐数とCoverageの変化を示す.ここで,共有化後
の平均分岐数は各々の状態における等価な状態遷移の数の平均であり,単純な状態遷
移の数から計算されたものではない.状態共有化後の有限状態オートマトンにおける
分岐数は,複数の状態が共有化された状態については,共有化されている状態の数で
評価している.例えば, n個の状態が共有化された状態-の遷移は,分岐数nとして
評価する.
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共有化の結果,すべての有限状態オートマトンについて平均分岐数が増加している
が,増加の度合いは小さく,状態の共有化を行っても制約の強さはあまり変わっては
いないと考えられる･共有化によって,多くの章でCoverageの増加が確認され,状態
の共有化によって付加された状態遷移によって,受理される文章が増えたことが分か
る.
しかしながら, Coverageの増加しない章も多い.特にECGI法で構築されたベース
のオートマトンのCoverageが低いものは,その傾向が強い･これは,状態の共有化と
いう処理がオートマトンの構造に着目した手法であることに起因するものと考えられ
る.つまり,共有化によって受理されるようになるサンプルには厳しい条件がある.
逆に言えば,本手法によって,有限状態オートマトンが受理するサンプルの傾向が大
き-く変わることはない.有限状態オートマトンの持つそもそもの制約を逸脱しない範
囲でのオートマトンに対する修正であり, Coverageによる評価では効果は確認されな
いこともある.
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表3.1:状態の共有化による状態数,遷移数の変化
章
外 部 所 見 刳T観 ?##"?778 ??rンB?1424 
頭部 ?s??504 ?Cビ?3??067 
顔面 鼎3SB?648 ?s??3b?5356 
頚部.項部 ?3??700 ?#3ｃS"?1566 
胸腹部 ?#c?3247 ????B?2784 
背部 ?ピ2?633 ?s????2295 
上肢 ?#C?4761 ?ャB?#ｒ?023 
下肢 ???4550 ?sCr???3821 
外陰部 鼎c2?30 鼎#"?鋳?48 
肛門 田?98 鉄茶R?80 
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 ?c??215 ?Cc2ャｒ?940 
脳 涛sB?334 涛?イ??182 
演 胸 膜 開 検 仆兒?xｷ??兒??2188 ??"?726(129) ?3Sr?
頚部器官 #? 826 ????1566 
心裏 ?澱?83 ?sB???37 
心臓 涛??316 田S"イR?917 
胸部大動脈 塔B?07 塔?B?99 
肺臓 涛??316 都途ツｒ?102 
腹部大動脈 ? 48 涛茶r 128 
副腎 田?93 田b??87 
腎臓 ???75 ?s?#ｒ?77 
肺臓 ?#B?82 ??モ?150 
勝臓 ?S?216 ?3rビ?186 
肝臓 鼎sr?76 鼎#B?B?562 
冒 鼎湯?25 鼎3R?2?595 
腸管 鼎S2?91 ???鋳?46 
勝朕 塔b?29 田茶ｒ?4 
内性器 ???43 ?cｃ??215 
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表3.2:状態の共有化による平均分岐数とCoverageの変化
辛 剩T4xuId?做9?ﾎ2?平均分岐数 ??W&?R ｽ均分岐数 ?W&?R?
外 部 所 見 刳T観 ?紊b?7.1% ?繝R?7.9% 
頭部 ?紊r?0.9% ?繝r?0.9% 
顔面 ?經2?3.4% ???45.1% 
頚部.項部. ?? 29.9% ?紊?29.9% 
胸腹部 ?紊B?3.0% ?緜?33.0% 
背部 ?紊?20.5% ?縱?20.5% 
上肢 ?紊r?2.2% ?繝B?3.2% 
下肢 ?紊b?6.7% ?縱r?6.7% 
外陰部 ??b?4.7% ?紊?64.7% 
肛門 ?紊b?3.8% ?緜"?3.8% 
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 ???67.5% ?經b?7.8% 
脂 ??r?7.2% ?紊?77.9% 
演 胸 膜 開 検 仆兒?xｷ??兒??1.39 鉄ゅ３?.76 鉄偵RR?
頚部器官 紊" 7.4% ?緜?68.2% 
心嚢 ?紊R?1.4% ?緜b?3.4% 
心臓 ?紊?82.5% ?繝b?2.6% 
胸部大動脈 ???88.0% ??R?8.0% 
肺臓 ?紊b?5.6% ?繝2?6.6% 
腹部大動脈 ??r 3.4% ?紊?83.4% 
副腎 ??r?1.3% ?紊2?2.3% 
腎臓 ?經?83.6% ?縱R?4.9% 
肺臓 ?紊?85.5% ?縱"?7.1% 
肺臓 ?紊B?1.9% ?經b?1.9% 
肝臓 ?紊"?6.6% ?緜?87.5% 
胃 ?紊b?0.6% ?緜?60.6% 
腸管 ?經2?0.4% ??R?1.6% 
膜耽 ?經"?2.7% ??R?5.4% 
内性器 ??B?9.8% ???69.8% 
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3.6　まとめ
(
本章では,第2章で構築された有限状態オートマトンに対する状態間距離に基づい
た修正を行った.
まず, ECGI法で獲得された有限状態オートマトンの問題点を明らかにした. ECGI
法は･すべての学習サンプルを受理する有限状態オートマトンをボトムアップ的に構築
するという手法であるため,構築される有限状態オートマトンは強く学習サンプルに
依存するものになる･定型文書というタスクを考えた場合,タスク自体がそもそも制
約の強いものなので･このサンプル依存性はあまり問題ではないとも考えられるが,
構築された有限状態オートマトンを見ると,文法的に正しいと思われる状態遷移が部
分的に存在しないことがある.
このような部分に対する有限状態オートマトンの構造を基にした修正法として,状
態の類似度に着目した状態間距離に基づく状態の共有化による修正を行った.状態間
距離を状態遷移確率の離散分布のKullback divergenceを基に定義し,距離の近い状態
対から順に共有化を行った.この処理は,状態遷移の追加に相当する.このような有
限状態オートマトンの修正は,もともとの有限状態オートマトンの持っている制約条
件のもとでの構造の変更であり,有限状態オートマトンの記述能力を大きく変えるも
のではない･しかし,有限状態オートマトンの持つ制約を生かしつつ,確実に性能を
向上させる手法である.
状態の共有化の効果を,テストセットCoverageと有限状態オートマトンの構造で確
認した･有限状態オートマトンの構造では, ECGI法で学習された有限状態オートマト
ンに見られた問題点は解決され･共有化の効果が確認された･テストセットCoverage
については,明らかな効果の見られる章と効果が確認されない章が存在した.これは,
状態の共有化による有限状態オートマトンの修正が,オートマトンの構造に着目した
手法であるためであると考えられる･学習されたオートマトンがある程度のCoverage
を示す場合なら,本手法によるCoverageの上昇も期待できる.
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第4章　音声による定型文書入力システムの
構築
4.1　まえがき
本章では第3章までで構築された有限状態オートマトンをもとにした音声による文
書入力システムの構築を行う.
音声認識部には不特定話者向音声認識手法であるモデル音声法を用いる.少数話者
の発声をモデルとして不特定話者の音声認識を行うモデル音声法は, ｢同じ言葉の発
声においては声道の動きの個人差は小さい｣という仮定に基づいており,個人性の影
響を受けにくいパラメータ(不特定話者用の音素標準パターンとの照合によって求め
た類似度)を使用し,少数話者の発声をモデルとして言葉の動的特徴を表現すること
によって,不特定話者の音声を認識する手法である.
認識単位としては, CV･ VC, VCVを用いる.音声片は音素間の渡りの部分の動的
な特徴を表現した認識単位である.
音声認識部をオートマトン制御OnePassDP法により駆動し,音声による文書入力
システムを実現する.
4.2　モデル音声法
有声音は声帯の振動として発せられ,振動音が喉頭,咽頭,育,敬,唇など(調音
器官)で形成される声道を通る間に様々な変調を受けてから音声として出力される.
無声音は音源が声帯でない場合もあるが,音韻性はやはり主に声道の形状で決められ
る.人の顔と同じように,声道を形成する喉,育,歯,敬,唇などの形状や寸法は人
ごとに微妙に異なっているし,声帯の大きさも性別や年齢で異なる.このために,人
ごとの声の違いが生じることになる.
一方,声が単語や文として発せられるときには,声道の形が時間的に変化する.す
なわち,声道の時間的変化によって言葉が形成される.この声道の変化のパターンは
発声しようとしている言葉によって決まるものであり,発声する人の違いによる差異
は少ないと考えられる.
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このように言葉としての音声を静的な声道の形状とその時間的な変化とに分割して
(
考え,前者はそれぞれの話者によって大きく異なり,後者は話者による差異は小さい
ものと仮定する.このように考えると,静的な声道の形状に基づく差異を何らかの方
法で軽減できれば,不特定話者の認識が可能になる.
上記の仮定に基づき,次のようにして不特定話者の音声認識を行う.声道の形状の
違いは,音声のスペクトル包絡の違いとして表現される.そこでまず入力音声から声
道情報と声帯情報を分離するためにLPC分析を行って,スペクトル包絡情報として
LPCケプストラム係数を求める.次にLPCケプストラム係数と音素など短時間の音
声標準パターンとのマッチングを行う.このとき不特定話者用として作成された汎用
的な標準パターンを用いれば,話者の違いに大きく左右されない類似度情報を得るこ
とができる.すなわち,スペクトルをパターンマッチングによって類似度情報に変換
することは,話者間の差異を軽減することに相当する.
一方,声道の時間的変化パターンは話者による差異が少ないとすると,少数話者の
情報を用いれば十分である.したがって少数話者が発声した音声の,音素標準パター
ンとの類似度の時間情報を,単語などの標準パターンとして登録すればそれが不特定
話者用の標準パターンとなる.
このようにモデル音声法では,パラメータとして類似度の時系列情報を使用し,少
数話者が発声した音声をモデルとして単語などの標準パターンを作成することにより
不特定話者の音声藩識を行う.
4.3　認識システムの構成
認識システムの処理の流れを図4.1に示す.
入力音声は音響分析されLPCケプストラム係数に変換され,類似度計算部で24種
類の音素標準パターンと照合して, 1フレーム(10msec)毎に24次元の類似度ベクト
ルが求められる.音素標準パターンは次の24音素に対して用意した.
/a/,/o/Ju/,/i/,/e/,/j/,/V/Jn/
/A/,/ng/,/b/,/d/,/r/./Z/,/hv/,/hu/
/a/,/C/,/p/,/t/Jk/Jyv/,/yu/,/Ⅳ/
ここで/hv/は有声性の/h/, /hu/は無声性の/h/, /yv/は有声子音に続く抽音,
/yu/は無声子音に続く物音, /N/は擬音である･
次に各音素の類似度に対して時間方向の変化量である回帰係数を50msecの時間長
でフレーム毎に計算し,これを合わせて入力パラメータとする.
音声片辞書には,あらかじめ少数話者の音韻バランス音声データを用いて作成した
音声片の類似度および回帰係数パラメータ系列が格納されている.文章の認識は,オー
トマトン制御のOnePassDP法によって行う.
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以下,音素類似度の求め方,音声片辞書の作成方法,文章認識の方法について述べ
る.
入力音声
認識結果
LPCケプストラム
類似度ベクトル
オートマトン制御OnePassDP法
図4.1:認識処理の概要
音素類似度
音素類似度は入力音声を音素標準パターンとフレーム毎にマッチングして,それぞ
れの音素に対して求める.
音素標準パターンは,各音素の特徴フレームを基準として前6フレーム,後3フレー
ムの計10フレームの特徴量ベクトルからなる時系列パターンである.特徴量は13次ま
でのLPCケプストラムと20msec間隔の対数パワー差分値,正規化残差パワー(0次の
LPCケプストラム係数とパワーの比)の15次元を用いており,音素標準パターンの時
系列パターンは150次元になる.このようにパラメータの時間的な動きを考慮した複
数フレームからなる音素標準パターンを使用することにより,精度良く音素類似度を
求めることができる.
音素類似度を求めるときの距離尺度は,事後確率に基づく統計的距離尺度(線形判
別式)を使用する.入力Xの音素pとの類似度は次式で求められる.
dp-bp-ap･X
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(4.1)
ただし
(
ap　-　2･∑ー1･ILp　　　　　　　　　(4.2)
bp　-　FLp･∑~1･FLp　　　　　　　　　(4.3)
ここで, FLpは音素標準パターンpの平均値ベクトル,そして∑は全音素標準パターン
共通の共分散行列である･ ap, bpは各音素に当該するサンプルの平均値と共分散から
求められる.
このようにして得られた各音素の類似度に対して,フレーム毎に前後2フレーム(50msec)
の区間における回帰係数を計算して回帰係数ベクトル系列を求め,類似度ベクトル系
列と共に認識のためのパラメータとして用いる.
音声片辞書
音声片はCV･ VCを単位として作る･音声片の切り方の例を図4.2に示す.音声片は
音素の渡りの部分における動的特徴を表現する認識単位である.音声片辞書は音韻環
境を考慮した543単語セットの男女各5名の音声データから作成する.音声片はCV･
VC･ VCVおよび語頭のV, CV,語尾のVを用意する. Cには物音を含み,擬音はV
と同様に扱う･ただし,促音はVQ+Q+QCVとし, VCVが辞書作成データから作成出
来ないものはCV･ VCを用いる.
辞書作成用データ中に出現する同じ種類の音声片を集め, DPマッチングにより時
間整合を行い継続時間長を揃え,類似度の平均値とその回帰係数を求めて,これらの
時系列を音声片辞書に登録する.
かな　　　　か　　　　ん　　　　ぞ　　　　う
音素k  a    N   z  o    u
ト+ll J　… J昌.H.十一｣
一･.■Y.･.･.一し一一yl一一一一一Y.･.･一}｣一一Y一一一一rrJ
CV･VC　くka aN Nz zo ou u>
図4.2:音素片の切り方の例( ｢肝臓｣ )
文章認識
文章の認識はオートマトン制御のOnePassDP法で行う.オートマトン各状態の単
語を音声片の系列に変換し,音声片のネットワークとして直接駆動する. DPマッチン
グのパスは入力軸側を基本軸とした非対称型で,図4.3のようなものである.
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図4.3: DPマッチングのパス
(a)単語境界でのマッチング
〇〇〇〇〇〇 
(b)単語中のマッチング
図4.4: OnePassDP法におけるマッチング処理
図4.4に示すように,オートマトン制御OnePassDP法では,単語(状態)の標準パ
ターンと入力パターンとのマッチング時に,標準パターンの第1フレーム目とその他の
フレームで異なった処理を行っている.第1フレーム日では,それ以前の入力パターン
と最適に照合する標準パターンの連結に続けてマッチングを開始することを示してい
る.
DPマッチングを行う漸化式を式(4.4)に示す･ここで入力の第iフレームと標準パ
ターンaの第jフレームの距離関数をS(a,i,i),累積距離を9(a,i,i)とする･
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9(a,i,3') - max +S(a,i,i) (4.4)
このときの距離関数S(a,i,i)として,次式で示す相関余弦(Correlation Cosine)を使
用する.
S(a,i,i, -W昌請+(1 -W,
Adi ･ Aej
FAdillAejl
(4.5)
ただし, diは第iフレームの入力音声の類似度ベクトル, e31は標準パターンaの第
jフレームの辞書側の類似度ベクトル, △di､ △e3･はそれぞれの回帰係数ベクトルで
ある. Wは類似度と回帰係数の混合比であり,ここではW=0.5としている.相関余
弦は類似度値の相対関係のみ注目した距離尺度である.音素標準パターンとの適合度
によって類似度の絶対値には大きな個人差があるが,類似度値の各音素間の相対関係
には個人差が少ないと考えられ,相関距離は個人差の除去に有効である.
4.4　認識実験
以上のシステムについて認識実験を行った.
4.4.1　実験条件
分析条件
サンプリング周波数: 12kHz
分析次数: 15次
フレーム周期: 10ms
窓長: 20ms (ハミング窓)
音声片辞書作成用データ
男女各5人が発声した543単語セット(電総研VCVバランス単語セットWD-
1の492単語に39単語を追加)
評価データ
男女各2名が発声した解剖所見文書4文書,計8文書分の音声.文章毎に
切り分けられている.
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有限状態オートマトン
有限状態オートマトンは,全文章を用いてECGI法で構築されたものに共
有化による修正を加えたものである.必要に応じて,各章毎の有限状態オー
トマトンを切り替えて使用する.また,オートマトン構築時は1単語に集
約させていた数値部分には, 4桁+少数点以下1桁の図4.5のようなオート
マトン(平均分岐数-15.43)を挿入する.
図4.5:数値オートマトン
4.4.2　実験結果
実験結果を表4.1, 4.2に示す.なお,図4.1中"-"で表示される章については,メモ
リ容量の関係でインプリメントされなかった.
文章認識率は全体で24.8%という値になっている.実際の認識結果の傾向を見ると,
以下のようなことが分かる.
まず,数字を含む文章が尽く認識誤りとなっている.最終的に数字のオートマトン
を埋め込んで認識を行っているのだが,この部分の15を越える平均分岐数が影響を及
ぼしていることが分かる.参考までに,数字を1つの単語に置き換えて学習された,肝
臓部のオートマトンの平均分岐数は1.39であったのだが,状態の共有化によって1.58
になり,さらに数字オートマトンを展開することで3.18まで増えている.数字を含む
文章を除いた文章認識率を表4.4に挙げる.参考までに, 4.5は,共有化を行わなかった
場合の認識率である.
単語単位での認識結果を見ると,文章の認識までは成功していないものの,早語レ
ベルではほぼ正しく認識されている文章も多い.
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4.5　まとめ
(
本章では,第3章までで構築された有限状態オートマトンを利用して音声による定
型文書入力システムの構築を行った.
音声認識部には不特定話者向の音声認識手法であるモデル音声法を用い,オートマ
トン制御OnePaSSDP法によって文書認識を行った.
認識実験では,文章認識率で24%程度という低い数値しか得られなかった.しかし,
単語単位の認識で払　良好な結果を出しているところもある.数値を含む文章は一切
認識が成功していない.数値のオートマトンはその部分だけで15を越える分岐数に
なっており,オートマトンの駆動に大きな影響をおよぼしていることが確認された.
言語モデルの制約能力は,認識システムにおける最終的な認識性能に大きく影響を与
える.
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表4.1:認識実験の結果
辛
外 部 所 見 刳T観 ?澱?047(94) 鉄b? 
頭部 鼎C2?487(130) ?"? 
顔面 都??710(336) ?3?- 
頭部.項部 ?c?1238(52) ??-
胸腹部 鉄#B?031(144) ?B? 
背部 鼎S?1704(111) ?B? 
上肢 鉄cR?884(228) 鉄"? 
下肢 鉄sR?747(214) 鼎"? 
外陰部 ???22(29) ?b?.0% 
旺門 鉄?59(5) 唐?7.5% 
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 鼎#2?463(88) 鼎?- 
脳 ?3?901(40) 都"? 
顔 胸 膜 開 検 仆兒?xｷ??兒??509 ?s#b?#鋳?2 辻?
頚部器官 ??160(91) 田B?
心裏 ???74(10) ??43.3% 
心臓 ?ヲ?52(45) 塔?0.0% 
胸部大動脈 鉄2?0(4) 唐?.0% 
肺臓 ?唐?97(68) 鉄B? 
腹部大動脈 田" 9(7) b?3.8% 
副腎 鼎B?6(3) ?b?.0% 
腎臓 ?C2?71(28) ??52.6% 
肺臓 涛?109(8) ?"?9.4% 
揮臓 塔b?37(7) ??10.0% 
肝臓 ?3R?24(34) 鉄?24.1% 
胃 ?3?435(33) ?B?6.7% 
腸管 ?cR?83(39) ?"?8.1% 
膜朕 田?69(8) ?b?5.0% 
内性器 ???68(10) ?"?.0% 
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認識結果
章番号:9文番号:620
正解系列:糞便の洩出なし
認識系列: mNBEⅣⅣ NO ROU,SYUTSU ⅣASI
章番号: 14文番号:99　×
正解系列:内に淡黄褐色薬液が少許あり
認識系列: HIDAR工GAWA ⅣI SEKIXAQSYOKU SYOUEKZ GA SYOURYOU ARI
_.章番号:14文番号:loo°
正解系列:内膜の血管充盈は中等
認識系列: ⅣAIMAXU ⅣO KEqKANN JUUEI WA CHUUTOU
章番号: 14文番号: 101 0
正解系列:溢血点なし
認識系列: IqKETSⅥ-EⅣⅣ ⅣAS工
章番号: 14文番号: 102　×
正解系列:損傷等異常なし
認識系列: SONⅣSYOU ⅣADO ⅣO IJOU ⅣASI
章番号: 18文番号: 125　0
正解系列:損傷なし
認識系列: SONNSYOU NASI
章番号: 19文番号: 128　×
正解系列:左約7.4g､右約7.5g
認識系列: HZDARI YAKU NANASEⅣN GURAm MIGt YAXU ⅣAⅣASENN GURAJ4U
章番号: 19文番号: 129　×
正解系列:皮質･髄質の厚さ尋常､出血等の異常なし
認識系列: HISITSU ZUISエTSU ⅣO ATSU SA ZIⅣⅣJOU HIGI YAXU SAⅣⅣZEⅣⅣ YOⅣⅣHYAXU yⅠ
章番号:20文番号: 131 ×
正解系列:左約200g､右約186g
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認識系列: HIDARI YAKU XYUUSEm GURAm MIG工YAKU KYTTUHYAXU ⅣIJUtl ROKU
章香号:20文番号: 132　0
正解系列:損傷なし
認識系列: SOⅣySYOU ⅣASI
章香号:20文番号: 1330
正解系列:被膜剥離容易､血量中等
認識系列: HIMAXU tIAXURI YOUI KETSURYOU CHUUTOU
章番号: 20文番号: 1340
正解系列:腎孟粘膜の血管充盈中等
認識系列: ZIⅣⅣU ⅣEⅣNMAKU ⅣO KEqXANⅣ JUtJEI CHUUTOU
章番号:20文番号: 1350
正解系列:溢血点なし
認識系列: IQKETSUTENN ⅣASI
章番号:21文番号: 137　×
正解系列:約117g
認識系列: YAXU ROXUSE∬Ⅳ HYAKU ⅣAⅣAJUU
章番号:21文番号: 1380
正解系列:損傷なし
認識系列: SOⅣⅣSYOU ⅣASI
章番号:21文番号: 1390
正解系列:硬度は軟らかく､血量中等
認識系列: KOUDO WA YAWA RA KAXU KETSURYOU CmTuTOU
章番号:21文番号: 1400
正解系列:自牌髄は尋常
認識系列: HAKtmIZUI WA ZIⅣNJOU
章番号:22文番号: 142　×
正解系列:約130g､血量中等
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認識系列: yAXU SAmZENⅣ GURAm KETSURYOU CmOU
章番号:22文番号: 143　×
正解系列:炎症･出血等の異常なし
認識系列: ENⅣSYOU SYtlqXE千sU ⅣASI
章番号:23文番号: 145　×
正解系列:約1,917g
認識系列: ROIくUSEⅣⅣ XYⅥJJⅥJ mSEⅣⅣ ⅣAⅣAJUV ⅣAⅣA
~一　章番号:23文番号:1460
正解系列:損傷なし
認識系列: soⅣⅣsYou ∬ASI
章番号:23文番号: 147 0
正解系列:血量中等
認識系列: KETSURYOU CHUtJTOU
章番号:23文番号: 149　×
正解系列:胆管･血管に異常なし
認識系列: zEmPAⅣⅣ WA IJOU ⅣASI
章番号:23文番号: 150　×
正解系列:胆嚢内に暗緑色の胆汁多量あり
認識系列: TAⅣⅣⅣ0ⅧAI WA RYOKUSYOXU ⅣO TA∬ⅣJUU TARYOU ARI
章番号:23文番号: 151 ×
正解系列:胆石なし
認識系列: SAYtTu ⅣASI
章番号:24文番号: 154　×
正解系列:粘膜の簸襲伸びる
認識系列: ⅣEⅣⅣMAKU ⅣO SUtmEKI ⅣOBIRU
章番号:24文番号: 155　×
正解系列:粘膜欠損･出血等の異常なし
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認識系列: ⅣENⅣMU KEQSDyⅣ SYUqKETSU ⅣO IJOU NASI
章香号:25文番号: 157　×
正解系列:十二指腸には淡褐色の内容少量､空腸には淡黄褐色内容少量あり
認識系列: OUXAqSYOKU
章番号:25文番号: 158　×
正解系列:回腸に淡黄褐色粘柄内容少量あり
認識系列: KAICHOU ⅣI RYOKU OUKAqSYOKU ⅣENⅣCHOU NAIYOU SYOURYOU ARI
章番号:25文番号: 159　×
正解系列:大腸に淡黄褐色軟便少量あり､諸腸の粘膜に出血等の異常なし
認識系列: JtTUNISICIIOU
章番号:25文番号: 1600
正解系列:虫垂なし
認識系列: CmSUI ⅣASI
章番号:26文番号: 162　×
正解系列:黄色透明の尿約250mlあり
認識系列: ⅣAIMAKU SOUXAKU DE IJOU ⅣASI
章番号:26文番号: 1630
正解系列:内膜蒼白で異常なし
認識系列: ⅣAIMAXU SOⅥ姐RU DE IJOU NASI
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表4.2:文章認識率
表4.3:文章認識率(話者別)
表4.4:文章認識率(数字を含まない文章のみ)
45
表4.5:文章認識率(状態の共有化を行わない)
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第5章　結論
本研究では,定型文書という特徴的な文書を認識対象とした音声認識システムの構秦
を行った.
まず,解剖所見文書について,その章構成を明らかにし,音声による文書入力シス
テム構築の指針を示した.文書の性質や要求,各章の内容を照らし合わせた結果とし
て,外部所見,内部所見各章について,有限状態オートマトンによるモデルの構築を
行った.
モデルの構築にはECGI法を用いた. ECGI法は,有限状態オートマトンに対して,
学習サンプルを受理するのに必要な状態,状態遷移を逐次的に追加して行くボトムアッ
プ的手法である.オートマトンの構築の際考慮すべき脱落,挿入は3までであること
を実験的にもとめ,この条件のもと,有限状態オートマトンの構築を行った.
ECGI法は,すべての学習サンプルを受理する有限状態オートマトンをボトムアッ
プ的に構築するという手法であるため,構築される有限状態オートマトンは強く学習
サンプルに依存するものになる.定型文書というタスクを考えた場合,タスク自体が
そもそも制約の強いものなので,このサンプル依存性はあまり問題ではないとも考え
られるが,構築された有限状態オートマトンを見ると,文法的に正しいと思われる状
態遷移が部分的に存在しないことがある.
このような部分に対する有限状態オートマトンの構造を基にした修正法として,咲
態の類似度に着目した状態間距離に基づく状態の共有化による修正を行った.状態間
距離を状態遷移確率の離散分布のKullback divergenceを基に定義し,距離の近い状態
対から順に共有化を行った.この処理は,状態遷移の追加に相当する.
状態の共有化の効果を,テストセットCoverageと有限状態オートマトンの構造で確
認した.有限状態オートマトンの構造では, ECGI法で学習された有限状態オートマト
ンに見られた問題点は解決され,共有化の効果が確認された.テストセットCoverage
については,明らかな効果の見られる章と効果が確認されない章が存在した.これは,
状態の共有化による有限状態オートマトンの修正が,オートマトンの構造に着目した
手法であるためであると考えられる･学習されたオートマトンがある程度のCoverage
を示す場合,オートマトンの構造に着目した本手法の効果が発揮される.
このようにして構築されたオートマトンをもとにして,音声認識システムを構築し,
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認識実験を行った.音声認識部には,不特定話者向音声認識手法であるモデル音声法
を用い,文章認識にはOnePassDP法を用いて処理を行った･
定型文書の持つ強い制約から,文書の一部については,安定した認識結果が得られ
た.しかし,数値を含むような文書は,その部分での分岐数の多さが影響して,認識
が成功しない.
本研究の結果は,オートマトンによる文書表現の可能性と,その限界について示唆
するものとなっており,音声認識の研究分野に貢献するものと確信する･
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付録･解剖所見文書の例(発声用文書)
(1)
がいかん
概観
(2)
だんせいし
男性屍｡
(3)
しんち上う
身　長156せんも紅とる
たいじゆうたいかくややしょうえいようちゆうとう
体　重65kg､体格稗　小､栄養中等｡
(4)
ぜんめんたいかつそうはく
前面帯褐蒼　白｡
(5)
はいめんたんあんしせきしょくしはんこうどはつげん
背面に淡暗紫赤色の死斑が高度に発現している｡
(6)
しあつかすかっしょく
指圧により　微かに褐　色する｡
(7)
こうちょく　　ひざ　　あL L　かんせつ　　つよ　　　　あご　　かた　　ひじ　　て　　ゆび　　もも
硬　直は膝･足･祉関節で強く､顎･肩･肘･手･指･股
かんせつちゅうとうくびかんせつよわ
関節で中　等､首関節で弱い｡
(8)
ぼうけんかいしじちょくちょうないおんど
剖検開始時の直　腸内温度は8.7℃であった｡
(9)
とうぶ
頭部
(10)
とうはつはくもうすこまこくしょくとうちょうぷやく
頭髪は白毛少しく混じる黒　色､頭頂部で約2.5せんちめ~とるCm  ,
&rJ'壷嵩で嵩2せんちめ-とるcm　　｡
(ll)
と　うひ　　そうはく　　　そんしよう
頭皮は蒼　白で損　傷なし｡
(12)
がんめん
顔面
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(13)
ぜんばんうっけつしゆちょう
全般に欝血･腫　脹はない｡
(14)
ひげやく
髭は約2誓4み9&謡る晶びる｡
(15)
りょうがんと
両　眼は閉じている｡
(16)
がんけんけつまくけっかんじゆうえいつよ
眼険結膜の血管充　盈強い｡
(i7)
がんきゆうけつまくけっかんじゅうえいつよ
眼　球結膜の血管充　盈強い｡
(18)
いっけってん
溢血点なし｡
(19)
かくまくけいどこんだくどうこう
角膜は軽度混濁し､瞳孔は
(20)
さゆうかくまくじょうえんはくだく
左右角膜上　線は白　濁し､
えんけいけいやく
円形で径約4.5み娼htる｡
けつまくおうしょくちょうてい
結膜は黄　色　調を呈する｡
(21)
がんきゆうだんりょくせい
眼　球には弾　力　性がある｡
(22)
ぴくうないびおうしょくねんえきたりょうしゆつけつ
鼻腔内に微黄色粘液多量あり､出　血なし｡
(23)
こうしんそんしょう
口　唇に損　傷なし｡
(24)
こうくうない　　すいよう　えき　たり上う　　　　　　そんしょう　　　　　　しゆつけつ
口腔内に水様液多量あり､損　傷なく､出　血なし｡
(25)
はうえみぎからけつ
歯は上右1-5あり､ 6欠､ 7あり｡
(26)
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うえひだりからけつ
上　左1-5あり､ 6欠､ 7あり｡
(27)
したさゆうから
下左右1-7あり｡
(28)
ぜっせんかしれつこうほう
舌先は下歯列の後方にある｡
(29)
さゆうじかいそんしょうがいじどうしゆつけつ
左右耳介に損　傷なく､外耳道に出　血なし｡
-I(30)
ひだりがいけんひだりやくしたうしろやく
左外批の左約4.5せんも紅とるから下後-約1.5せんもh-とる･昔
やくぅしろしただんぞくひ上うひはくだつ
約0.5せん拡とるの違露に嵩'ikから後下への断続する表皮剥脱が
ある｡
(31)
けいぶこうぶ
頚部･項部
(32)
へんしょくかんおうそうしょうとういじょう
変　色･陥凹･創　傷等の異常なし｡
(33)
きょうふくぶ
胸腹部
(34)
そんしょう
損　傷なし｡
(35)
ふくぶへいたんややかた
腹部は平坦､稗硬い｡
(36)
かふ　く　ぶ　　-んしょく
下腹部に変　色なし｡
(37)
筈等態晶こ筈さ嵩5せんも訂とる･昔嵩0.3せん拡とるのあ門占窟義あ
り｡
(38)
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はいぶ
背部
(39)
ようぶせいちゅう
腰部正　中を 呈517に嵩12せん拡とる.昔嵩0.3せん拡とるの酪き｢占
しゆじゆつこん
手術　痕がある｡
(40)
せんじょう
ヤコピー線の　上
みぎややじようやく
右稗　上-約3.5
約4.5せん拡とるで富ち等の筈嵩3せんも㌫とるから
やく
ひだりせん拡とる.昔嵩0.2せんも紅とるの筈から左へ
だんぞくひようひはくだつ
の.断続する表皮剥脱がある｡
(41)
じようし
上肢
(42)
つめ　　や
爪は約
つまあか
;2み9品mtる晶び､爪垢なし､
つまどこたんししょく
爪床は淡紫色｡
(43)
ひだりじょうわんじょうぶがいそくはないれずみ
左　上　腕上部外側にボタンの花の入墨がある｡
(44)
等り肯義嵩､冠に完､号に嵩5せんも㌫とる･昔嵩1せんも訂とるの芋宥韻が
ある｡
(45)
ひだりぜんわんかぶ
左　前腕下部を
あっぱくこん
圧迫痕がある｡
いっしゆうわはばやく一周する輪ゴムによる巾約0.2㌘0.3せんもBi-とるの
(46)
等り静態窟笥5ti嵩さんi730いちで諾う韻のLf:嵩7せん拡とるから
したやくしゆうい
下-約2.3せん拡とる･昔嵩0.6せん拡とるの岩窟E気韻があり､周囲の
やくくるみだいはんいひかしゆつけつ
約胡桃大の範囲に皮下出血がある｡
ひだり　ぜんわん　こうめん　うえ　やくさんぶんのい
(47)
ひだり　しゆ
左　手関節後面.
やくだいずだいぎゃく
約大豆大､逆に
かんせつこうめんしょうしそくやくぽしとうだい
小指側に約母指頭大､そのCi5嵩1せん拡とるに
L半へ嵩1せん拡とるに嵩芙這芙貰び嵩,bJ篭謀の
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ひかしゆつけつ
それぞれ皮下出血がある｡
(48)
ひだりだいしかんきせつこつじょうたんぶやくだいずだいひかしゆつけつ
左　第3･4指間の基節骨上　端部に約大豆大の皮下出血があ
る｡
(49)
ひだりだいしはいちゅうせつこつじょうたんぶぽしがわしんぴとどやく
左　第3指背で中　節骨上　端部母指側に真皮に留まる約0.2
せっそうせんもh-とるのガラスによる切創がある0
-･(50)
かし
下肢
(51)
つめやく
爪は約
(52)
1みⅦhtる㌫-芦に伸び､
の つまあかつまどこそうはく
爪垢なし､爪床は蒼白｡
みぎ　だいたい　こうめん　がいそく　じよう　やくさんぶ
○ヽ一
:I :. I. '1.fl:i:::{ '!
㌻川皮
㍑Um表
右大腿後面外側　上　約
せんiAi-とる.昔嵩0.3せんも㌫とるの
みぎうえひだりやく
右から　上　左-約3
あ
ぎょうけつともな
り､凝　血を　伴う｡
(53)
みぎしっがいこつないたん　ぶ　　やく　しょうしとうだい　　みぎ　　　　ひだり　　む　　　　ひようひはくだっ
右膝蓋骨内端部に約小指頭大の右から　左-向かう表皮剥脱が
ある｡
(54)
ひだりだいたいぜんめんがいそくしたやくよんぶんのいちやくぞくりゆうだいひようひはくだつ
左大腿前面外側下約　1/4　に約粟粒大の表皮剥脱が
2個ある｡
(55)
ひだりしつがいこつぶひょうひそぞうどうひだりかたんぶやくべいりゆうだい
左　膝蓋骨部は表皮が粗造で同　左　下端部に約米　粒　大の
ひょうひはくだつすうこ
表皮剥脱が数個ある｡
(56)
ひだりひこつとううえまえせっやくけいらんだいひかしゆつけつひようひはくだっ
左　俳骨頭の上前に接して約鶏卵大の皮下出血･表皮剥脱が
うえやくから
あり､その上約1-1.5
個ある｡
ひ上うひはくだっせん拡とるに嵩完､笈う笑の表皮剥脱が2
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ひT:(雪7.,)いこつそめん　したせっ　やくあずきだい　ないそく　せっ　やくあずきだい-
左腹骨粗面の下に接して約小豆大､内側に接して約小豆大
およやくぞくりゆうだいひようひはくだつ
及び約粟粒　大のそれぞれ表皮剥脱がある｡
(58)
がいいんぶ
外陰部
(59)
陰毛は白毛少しく混じる表し竃で甘さ嵩5せんちめ-とる
いんもう　　はくもう　すこ　　　　ま
Cm  0
だi禁がいいん　けいたい　ゆう　そんしようとう　い｡よう
男性外陰の形態を有し､損　傷等の異常なし｡
(61)
こうもん
肛門
(62)
ふんべんろうしゆつ
糞便の洩　出なし｡
(63)
ずがい
頭蓋
(64)
ひかなんぶそしきしゆつけつずがいかんこつせつ
皮下軟部組織に出　血なく､頭蓋冠に骨折なし｡
(65)
ずがいこつあつ
頭蓋骨の厚さ 嵩7慧3みⅦhtる.
(66)
こうまくけっかんじゆうえいちゆうとう
硬膜の血管充　盈は中　等｡
(67)
じょうみやくどうけっせん
静　脈　洞に血栓なし｡
(68)
ずがいていこつせつ
頭蓋底に骨折なし｡
(69)
のう
脂
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(70)
やく
約1;360g｡
(71)
なんまくけっかんじゆうえいつよ
軟膜の血管充　盈強い｡
(72)
のうていどうみやく　　ないまく　-いかつ　　そんしよう
脳底動脈は内膜平滑で損　傷なし｡
(73)
のうかすいたいいじょう
脳下垂体に異常なし｡
( 74)
みぎだい
右大
のうはんきゆうがいそくめん　はくそう　こうまくかしゆつけつ　　　　　さゆうだいのう
脳半　球外側面に薄層の硬膜下出　血があり､左右大脳
はんきゅうぜんばんまくかしゆつけつ
半　球全般にくも膜下出　血がある｡
(75)
ひだりちょめい
左で著明｡
(76)
みぎそくとうよう
右側頭葉
がいそくめん　やく　くるみだい　はんい　ひしつ　　はれつ　せんこう
外側面の約胡桃大の範囲は皮質が破裂･穿孔し､
どうぶなんぎょうけつつ
同部に軟凝　血が詰まっている｡
(77)
りょうやく
その　量　約30g｡
(78)
のうてきしゆつあと
脳を摘　出後､
ぱいきしゃく　　　　　　　　えき　　　こてい　　　ぜんがく　だん
10倍希釈ホルマリン液にて固定し､前額断に
けんさおこな
て検査を　行った｡
(79)
みぎそくとう　よう　ひしつか　ちゅうしん　やく　くるみだい　はんい　　しゆつけつそう
右側頭葉皮質下を中　心に約胡桃大の範囲に出　血巣があ
いっぽうひしつせんばたほうのうしつないせんば
り､一方は皮質を穿破し､他方は脳室内-穿被している｡
(80)
のうしつうちたりょうしゆつけつ
脳室内には多量の出　血がある｡
(81)
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だいのうけってんつよ
大脳の血点は強い｡
(82)
きょうふく-き　およ　　きょうふくく　う
胸　腹　壁及び胸　腹　腔
(83)
ひかしぼうはついくりょうこう
皮下脂肪発育良　好｡
(84)
麟寓の下部で厚さ約3.6せん拡とる､論う嵐こ窟し韻なし｡
さいかかぶあつやく
(85)
きょうまくゆちやくきょうまくくういえき
胸　膜に癒着なく､胸　膜腔に異液なし｡
(86)
ちょうかんがんきりようちゆうとう
腸　管の含気量中　等｡
(87)
ふくまくゆちやくふくまくくういえき
腹膜に癒着なく､腹膜腔に異液なし｡
(88)
こうふくまくしゆつけつとういじょう
後腹膜に出　血等の異常なし｡
(89)
けいぶきかん
頚部器官
(90)
けいぶひかおよきんにくしゆつけつ
頚部の皮下及び筋肉に出　血なし｡
(91)
したそんしょう
舌に損　傷なし｡
(92)
ぜっこんぶいんとうりんばせんはついくじんじょう
舌根部､咽頭の淋巴腺発育尋　常｡
(93)
しょくどううちたんかっしょくすいようえきたりようねんまくそうはくしゆつけつ
食　道内に淡褐　色水様液多量あり､粘膜は蒼白､出　血
とういじょう
等の異常なし｡
(94)
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こうとうきかんないたんかっしょくすいようえきちゆうとうりょう
喉頭･気管内に淡褐　色水様液中　等　量あり｡
(9去)
ほうまつ
泡沫なし｡
(96)
ぜっこつこうとうなんこつきかんなんこつこつせつしゆういなんぶそしき
舌骨･喉頭軟骨･気管軟骨に骨折なく､その周囲軟部組織に
しゆつけつ
出　血なし｡
(97)
けいついぜんめんしゆつけつけいついだっきゆう
腰椎前面に出血なく､頚椎の脱臼･岩湯壷嵩なし｡
(98)
しんのう
心嚢
(99)
ないたんおうかっしょくしょうえきしょうきょ
内に淡黄褐色衆　液が少　許あり｡
(100)
ないまくけっかんじゆうえいちゅうとう
内膜の血管充　盈は中　等｡
(101)
いっけってん
溢血点なし｡
(102)
そんしょうとういじょう
損　傷等異常なし｡
(103)
しんぞう
心臓
(104)
しんぞう　ない　　けつりよう　やく
心臓内の血　量約580
り｡
(105)
しんぞうやく
心臓は約465g｡
(106)
しんがいまくいっけってん
心外膜に溢血点なし｡
みりりっとる　　あんせきしょく　　とんしようぎょうけったりょう
ml ､暗　赤　色で豚脂様凝　血多量あ
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(107)
がいまくかしぼうちんちゃくじんじょう
外膜下脂肪沈　着尋　常｡
(108)
はいどうみやくけっせん
肺動　脈に血栓なし｡
(109)
かんじょうどうみやくかくしないまくひこうけっせんとういじょう
冠　状動　脈各枝に内膜肥厚･血栓等の異常なし｡
(110)
さゆう　　しんしっ　　しんぼう　　おお　　　　じんじょう　　ないまく　　べんまくそうち　　いじょう
左右の心室･心房は大きさ尋　常､内膜･弁膜装置に異常な
し｡
(111)
らんえんかと
卵円寓は閉じている｡
(112)
しんきん　　　あっ　　　ひだり　やく ■■■ ′V ヽ_ ′V
心蘭は雇さV左l如1.8せんも㌫とる､右約0.3せんも紅とる､疲痕を
みと
認めず｡
(113)
筋影み簾起品義の窟嵩7せんちめ-とるcm　｡
(114)
きょうぶだいどうみやく
胸部大　動　脈
(115)
だいどうみやく
大　動　脈
みぎ　ゃく　　　　　　　　　　　　　　　はんこん
きしぶはばやくかんじょう
起始部の幅約6.2せんも紅とる､嵩､嵐ま革､詣で､冠状
どうみやくこういじょう
動　脈　口に異常なし｡
(116)
はいぞう
肺臓
(117)
ひだり　やく みぎ　ゃく
左　約413g､右約564g｡
(118)
がんきりょうちゆうとうけつりょうおお
含気量中　等､血　量多い｡
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(119)
ちゆうとうどふしゆじょう
中等度浮腫状｡
(120)
きしゆえんしょうけっせつはんこんとういじょう
気腫･炎　症･結節･疲痕等の異常なし｡
(121)
きかんしないたんおうしょくすいようえきちゅうとうりよう
気管支内に淡黄　色水様液中　等　量あり｡
(122)
ほうまつ
泡沫なし｡
~(123)
はいもんぶりんばせんいじょう
肺門部淋巴腺に異常なし｡
(124)
ふくぶだいどうみやく
腹部大　動　脈
(125)
そんしょう
損　傷なし｡
(126)
ないまくどうみやく
内膜は動　脈
こうかけいどはばおうかくまくふちやくぶやく
硬化軽度､その巾は横隔膜付着部で約4.5せんもBi-とる
そうちょうこつどうみやくぶんきぶやく
総腸　骨動　脈分岐部で約3.2せんちめ~とるcm　0
(127)
ふくじん
副腎
(128)
ひだりやくみぎやく
左　約7.4g､右約7.5g｡
(129)
ひしつずいしつあつじんじょうしゆつけつとういじょう
皮質･髄質の厚さ尋　常､出　血等の異常なし｡
(130)
じんぞう
腎臓
(131)
ひだり　やく みぎ　ゃく
左　約200g､右約186g｡
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(132)
そんしょう
損　傷なし｡
(133)
ひまくはくりよういけつりょうちゅうとう
被膜剥離容易､血　量中　等｡
(134)
じんうねんまくけっかんじゆうえいちゅうとう
腎孟粘膜の血管充　盈中　等｡
(135)
いっけってん
溢血点なし｡~(136)
ひぞう
牌臓
(137)
やく
約117g｡
(138)
そんしょう
損　傷なし｡
(139)
こうどやわ
硬度は軟らかく
けつりょうちゆうとう
血　量中　等｡
(140)
はくひずいじんじょう
白牌髄は尋　常｡
(141)
すいぞう
膵臓
(142)
やくけつりょうちゆうとう
約130g､血　量中　等｡
(143)
えんし上う　　　しゆつけつ　と　う　　　いじょう
炎　症･出　血等の異常なし｡
(144)
かんぞう
肝臓
(145)
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やく
約1,917g｡
(146)
そんしよう
損　傷なし｡
(147)
けつりょうちゆうとう
血　量中　等｡
(148)
かんぞうぜんぽん　やくべいりゆうだいい　か　しょうけっせつせい　しぼうせいかんこう-ん
肝臓全般に約米粒大以下の小結節性の脂肪性肝硬変が
ある｡
(149)
たんかんけっかんいじょう
胆管･血管に異常なし｡
(150)
たんのうない　　あん　りょくしよく　　たんじゆう　たりょう
胆嚢内に暗緑　色の胆　汁多量あり｡
(151)
たんせき
胆石なし｡
(152)
もヽ
冒
(153)
とうふ　へん　　はくしょく　さい-ん　とう　しょうりよう　　ふく　　すいぶん　　おお
ナメコ･豆腐片･白　色菜片等少　量を含む水分の多い
かいはくしょく　ないようやく　　　みりりっとる
灰　白　色内容約150　ml　あり｡
(154)
ねんまくすうへきの
粘膜の赦襲伸びる｡
(155)
ねんまくけっそんしゆつけつとういじょう
粘膜欠損･出　血等の異常なし｡
(156)
ちょうかん
腸　管
(157)
じゅうにしちょう　　　たんかっしよく　　ないよう　しょうりょう　　くうちょう　　　たんおうかっしょく
十二指腸には淡褐　色の内容少　量､空　腸には淡黄褐色
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ないようしょうりょう
内容少　量あり｡
(158)
かいちょうたんおうかっしょくねんちょうないようしょうりょう
回　腸に淡黄褐色粘　桐内容少　量あり｡
(159)
だいちょうたんおうかっしょくなんべんしょうりょうしょちょうねんまくしゆつけつ
大　腸に淡黄褐色軟便少　量あり､諸　腸の粘膜に出　血
とういじよう
等の異常なし｡
(160)
ちゆうすい
虫.垂なし｡
(161)
ぼうこう
膜朕
(162)
おうしょくとうめいにょうやくみりりっとる
黄　色透明の　尿　約250　ml　あり｡
(163)
ないまくそうはくいじょう
内膜蒼　白で異常なし｡
(164)
けつえきがた
血液型
(165)
けつ　　　ぶ　　せいりしょくえんすい　　　　　あら　　　えんしんぶんり　　　　けっきゆう
血の1部を生理食塩水でよく洗い､遠心分離した血　球の
じょう　　こう　　　こう　　　こう　　　　こう　　けっせい　　はんのう
微量をホールグラス上で抗A･抗B･抗M･抗N血清と反応さ
こうこうこうこうけっせいあきようせい
せたところ､抗A･抗B･抗M･抗N血清と　明らかに陽性の
ぎょうしゆうはんのうしめ
凝　集反応を示した｡
(166)
けっちゆうおよにょうちゆうのうど
血　中及び　尿　中エタノール濃度
(167)
しんぞうげっおよ　　にょう　　　　　　　きか-いこうほう　　もち
心臓血及び　尿について気化平衡法を用いたガスクロマトグラ
ていりょうしけんおこ
フィーによりエタノールの定　量試験を行なったところ､エタノー
けんしゆつ
ルは検　出されなかった｡
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しんぞう
心臓
びりよう
(168)
しいん
死因　-
(169)
ほんしみぎそくとうようひしつかちゆうしんのうないしゆつけつ
本屍には右側頭葉皮質下を中　心に脳　内出　血があり､この
しゆつけつまくかくうおよのうしつないせんば
出　血はくも膜下腔及び脳室内-穿破していた｡
(170)
ほん　し　　　　　と　うぶがいしよう　　　　　　　　ひ　し　つ　か　しゆつけつ　　い　　ち　　せいじょう
本屍には頭部外　傷はなく､皮質下出　血の位置･性　状から､
のうしゆつけつびょうてきしゆつけつみと
脳出　血は病　的出　血と認められる｡
I(-171)
いじょうはかほんしちしてきげいいんみと
以上の外､本屍には致死的原因が認められない｡
(172)
したがほんししいんのうしゆつけつみと
従って､本屍の死因は脳出　血と　認められる｡
(173)
なおしぽうしゆるいびょうしみと
尚､死亡の種類としては病死と認められる｡
(174)
しごけいかじかん
死後経過時間
(175)
ほんししんせんこうちょくひざあししかんせつきょうあごかた
本屍は新鮮で､硬　直は膝･足･祉関節で　強く､顎･肩･
ひじてゆぴももかんせつちゆうとうくびかんせつじやくしはんけいせい
肘･手･指･股関節で中　等､首関節で　弱く､死斑形成は
こうどしあつかすたいしょく
高度であり､指圧により　微かに禎　色する｡
(176)
また　　かくまく　　けいどこんだく　　　　かふ　く　ぶ　　-んしょく　　　　　　ちょうかん　　がんきりょう
又､角膜は軽度混濁し､下腹部に変　色なく､腸　管の含気量は
ちゆうとう
中　等である｡
(177)
さらほんしぼうけんかいしじちょくちょうないおんど
更に､本屍の剖検開始時の直　腸内温度は8.7℃であった｡
(178)
いじょう　　　ごと　　　し上けん　およ　　せいせき　　　　　　はん　し　　　ぼうけん　かいし　じ
以上の如き所見及び成績から､本屍の剖検開始時までの
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しごけいかじかんたいやくにちくらいすいてい
死後経過時間は大約3　日　位と推定される｡
(179)
そうしょう
創　傷
(180)
ほんしそうしょうかきぽうけんきろくかくこう
本屍にみられる創　傷については､下記の剖検記録各　項を
さんし上う
参　照せられたい｡
(181)
せいしょうきならせいしょうほうほう
成傷器並びに成　傷方法
(182)
ほんしみとがんめんじょうかしひようひはくだつひかしゆつけつ
本屍に認められる顔面･上下肢の表皮剥脱･皮下出血はいず
どんたいさようしょうみと
れも鈍体の作用により　生じたものと認められる｡
(183)
ほん　し　　　ひだり　だい　　しはい　　せっそう　　　　　　　　　-ん　とう　　　　　　　しよう
本屍の　左　第3指背の切創はガラス片等により　生じたものと
みと
認められる｡
(184)
けつえきがた
血液型
(185)
ほんしけっきゆうこうこうこうこうけっせいぎょうしゆう
本屍の血　球は､抗A･抗B･抗M･抗N血清によって凝　集さ
れた｡
(186)
したがほんしけつえきがたがたがたみと
従って､本屍の血液型はAB型･MN型と認められる｡
(187)
めいていど
酪酎度
(188)
ほんしけつえきちゅうおよにょうちゆうがんゆうみと
本屍の血液　中　及び　尿　中にはエタノールの含有が認められ
なかった｡
(189)
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したがほんししぼうちょくぜんおめいていじょうたい
従って､本屍は死亡直　前に於いて､酪酢の状　態にはなかや
みと
たものと　認められる｡
(190)
しいん
死因
(191)
ほんししいんのうしゆつけつみと
本屍の死因は脳出　血と認められる｡
(192)
しぽうしゆるいびょうしみと
死亡の種類は病死と認められる｡
(193)
そんしよう　　ぷ　　い　　せいじょう　　ていど
損　傷の部位･性　状･程度
(194)
せつめいだいこうあぼうけんきろくかくこうさんしょう
説明第3項に挙げた剖検記録各項を参　照せられたい｡
(195)
そうしようすいていせいしょうきしゆるいおよようほう
創　傷から推定される成傷器の種類及び用法
(196)
せつめいだいこうさんしょう
説明第4項を参　照せられたい｡
(197)
しご
死後の
けいかじかん
経過時間
(198)
ほんしぼうけんかいしじまでしごけいかじかんたいやくにちくらいすいてい
本屍の剖検開始時迄の死後経過時間は大約3日　位と推定さ
れる｡
(199)
けつえきがた
血液型
(200)
ほんしけつえきがたがたがたみと
本屍の血液型はAB型･MN型と認められる｡
(201)
がんゆううむのうど
アルコール含有の有無､あればその濃度
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(202)
ほんしけっちゆうにようちゅうみと
本屍の血　中･尿　中にはエタノールは認められない｡
(203)
ほかさんこうじこう
その他参考事項
(204)
ほん　し　　　　しぼう　せいかんこう-ん　　みと
本屍には脂肪性肝硬変が認められる｡
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