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EXOTIC AUTOMORPHISMS OF THE
SCHOUTEN ALGEBRA OF POLYVECTOR FIELDS
S.A. MERKULOV
Abstract. Using a new compactification of the (braid) configuration space of n points in the upper half
plane we give a construction of exotic Lie∞ automorphisms of the Schouten algebra of polyvector fields on
an affine space depending on the choice of a Kontsevich type propagator.
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4.5. Gauge equivalence propagators and a proof of the homotopy equivalence theorem
4.6. Exotic transformations of Poisson structures
4.7. Example: symmetrized Kontsevich’s propagators
4.8. Example: Kontsevich’s (anti)propagator
4.9. De Rham field theory of Duflo’s strange automorphism
5. Braid configuration spaces
5.1. Compactified braid configuration spaces as operads Lie∞ and Mor(Lie∞)
5.2. De Rham field theories on braid configuration spaces
6. Towards a new differential geometry
Appendix 1: Wheels and zeta function
Appendix 2: Example of a boundary strata
Appendix 3: Leib∞ automorphisms of Maurer-Cartan sets
Appendix 4: Weights of all 4-vertex graphs in a de Rham field theory on C•
Appendix 5: Wheeled prop of polyvector fields
1. Introduction
1.1. Statement of the result. Let Tpoly(Rd) be the Lie algebra of polyvector fields on Rd equipped with
the grading in which the Schouten brackets have degree −1. This paper gives an explicit construction for a
family of Lie∞-automorphisms,
FLie = {FLien : ∧nTpoly(Rd)→ Tpoly(Rd)[2 − 2n]}n≥1,
of Tpoly(Rd) parameterized by PA differential 1-forms on the Kontsevich compactified configuration space
C2,0 equipped with a certain semialgebraic structure. The formulae are universal, i.e. independent of the
1
dimension d < ∞, have the first component FLie1 equal to the identity map, and all the other components
are given by sums,
FLien =
∑
Γ∈Gn,2n−2
CΓΦΓ, n ≥ 2,
running over a family of graphs, Gn,2n−2, with n vertices and 2n− 2 edges, where
• ΦΓ : ⊗nTpoly(Rd) → Tpoly(Rd)[2 − 2n] is a linear map constructed from the graph Γ via a certain
simple procedure explained in §4.1,
• the numerical coefficient, CΓ, is given by an integral,
(1) CΓ =
∫
Ĉn,0
∧
e∈Edges(Γ)
p∗e(ω)
2π
,
over a compactified configuration space, Ĉn,0, of certain equivalence classes of n pairwise distinct
points in the upper half plane
H := {x+ iy ∈ C | y ≥ 0}.
The big open cell, Cn,0, of Ĉn,0 is exactly the same as in [Ko2],
Cn,0 := {z1, . . . , zn ∈ H | zi 6= zj for i 6= j}/G(1),
G(1) := {z → az + b | a, b ∈ R, a > 0},
but our compactification, Ĉn,0, of Cn,0 is different from Kontsevich’s one, Cn,0 for all n except n = 1 and
n = 2. In the above formula the symbol pe stands for a surjection (not equal to the ordinary forgetful map,
see §3.6) Ĉn,0 → Ĉ2,0 ≃ C2,0 associated with an edge e of a graph Γ ∈ Gn,2n−2 , and ω stands for an arbitrary
closed minimal differential form on Ĉ2,0 whose restriction to the boundary ∂Ĉ2,0 ≃ S1 ⊔ S1 coincides with
the standard homogeneous volume form on each of the two boundary topological circles. If we drop the
requirement of homogeneity, then our formula describes a Lie∞ quasi-isomorphism between certain Lie∞-
extensions of the Schouten bracket canonically associated with the values of ω on the first and, respectively,
the second boundary circle of ∂Ĉ2,0; we show in §3 an explicit formula for such a Lie∞-extension which looks
as the one above except that it involves a family of graphs, Gn,2n−3, with n vertices and 2n− 3 edges and
a different compactified configuration space; the resulting family of (homotopy trivial) Lie∞-extensions of
the Schouten bracket is parameterized by semialgebraic functions on S1 and includes, for example, the one
constructed by Shoikhet in [Sh2].
The family of new compactifications, {Ĉn,0}n≥1, as well as its braid version, {B̂n,0}n≥1, discussed in §5, have
nice operadic interpretations: the fundamental chain complex of the first one is naturally the 2-coloured dg
operad of Leib∞-morphisms of Leib∞-algebras while the fundamental chain complex of the second has a
natural structure of the 2-coloured dg operad of Lie∞ morphisms of Lie∞-algebras. Here Leib stands for the
operad of Leibniz algebras introduced by J.-L. Loday in [Lo], and Leib∞ for its minimal resolution. Thus
the face structure underlying the compactification Ĉn,0 suggests that there might exist a generalization of
the above construction producing more general Leib∞-automorphisms,
FLeib = {FLeibn : ⊗nTpoly(Rd)→ Tpoly(Rd)[2− 2n]}n≥1,
of the Schouten algebra. Any Lie∞-automorphism is, of course, a Leib∞-automorphism but not vice versa.
Though the symmetrization of a generic Lieb∞ automorphism does not give a Lie∞ automorphism in
general, they both induce automorphisms,
α→ FLeib(α) :=
∑
n≥1
~n−1
n!
FLeibn (α, . . . , α), α→ FLie(α) :=
∑
n≥1
~n−1
n!
FLien (α, . . . , α),
of one and the same set
MC(Tpoly(Rd)[[~]]) :=
{
α ∈ Tpoly(Rd)⊗ C[[~]] : |α| = 2 and [α, α]Schouten = 0
}
,
of Poisson structures on Rd depending on a formal parameter ~. The space Rd can, in general, be equipped
with a non-trivial Z-grading, and |α| stands above for the total degree of a polyvector field α (so that |α| = 2
does not necessarily imply that α is a bi-vector field). Therefore, in the context of Poisson geometry, one
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can skip distinguishing the two notions, Leib∞ and Lie∞, and talk simply about exotic automorphisms of
finite-dimensional Poisson structures, or, even better, about exotic automorphisms,
F : (Poly, d) −→ (Poly, d),
of a certain very simple dg free wheeled prop1, Poly, controlling finite-dimensional Poisson geometry (see,
e.g. [Me2, Me3] for an elementary introduction into the language of wheeled operads and props in the context
of Poisson geometry).
It is worth emphasizing that our formulae for exotic automorphisms of Poisson structures depend on the
choice of a Kontsevich type propagator, ω(z1, z2). Propagators introduced by Kontsevich in his theory of
formality maps [Ko2, Ko3] give suitable propagators for our model (though the weights we produce from
these propagators are in general different from Kontsevich ones). In fact, the original Kontsevich propagator
gives via our formula a highly non-trivial quasi-isomorphism from the original Schouten algebra to its Lie∞-
extension constructed by Shoikhet in [Sh2]. The symmetrized singular 12 -propagator,
ω 1
2K
(z1, z2) =
1
2i
(
d log
z1 − z2
z1 − z2 + d log
z2 − z1
z2 − z1
)
introduced by Kontsevich in [Ko1] gives an exotic (that is, homotopy non-trivial) universal Lie∞ automor-
phism of the Schouten algebra of polyvector fields. This propagator is also used in §4.9 to give a de Rham
field theory interpretation of Kontsevich’s generalization [Ko1] of the famous Duflo’s strange automorphism
which involves an infinite sequence of zeta values,
{
ζ(n)
n(2pi
√−1)n
}
n∈Z
. The propagator ω 1
2K
is singular at the
strata of collapsing points so that one has yet to give a rigorous explanation of why it works.
1.2. A motivation. Let D•poly(Rd) be the Hochschild dg Lie algebra of polydifferential operators on smooth
(formal) functions on Rd. Tamarkin proved [Ta1] existence of a family of Lie∞-quasi-isomorphisms,{
Fa : D•poly(Rd) −→ ∧•Tpoly(Rd)
}
a∈M ,
parameterized by the set, M, of all possible Drinfeld’s Lie associators (see the original paper [Dr] or the
book [ES] for a definition of M). The Grothendieck-Teichmueller group, GRT , acts on M [Dr] and hence
on the above family, {Fa}, of formality maps. This in turn defines a map,
ρ : GRT −→ Aut(Tpoly(Rd))
G −→ FG(a) ◦ F−1a ,
where F−1a : Tpoly(Rd)→ Dpoly(Rd) is a Lie∞-morphism which is homotopy inverse to Fa (it exists but, in
general, is not uniquely defined).
Conjecture. There exists a non-trivial representation, GT → Aut(Tpoly(Rd))/∼, where ∼ stands for the
homotopy equivalence relation.
Another motivation — which might lead to a new kind of GT twisted differential geometry — is outlined in
§6. That twisted geometry might be a useful gadget in the future study of quantum GT invariants.
1.3. Some notation. The set {1, 2, . . . , n} is abbreviated to [n]; its group of automorphisms is denoted
by Sn. The cardinality of a finite set A is denoted by #A. If V = ⊕i∈ZV i is a graded vector space, then
V [k] stands for the graded vector space with V [k]i := V i+k; for v ∈ V i we set |v| := i. If ω1 and ω2 are
differential forms on manifolds X1 and, respectively, X2, then the form p
∗
1(ω1) ∧ p∗2(ω2) on X1 ×X2, where
p1 : X1 ×X2 → X1 and p2 : X1 ×X2 → X2 are natural projections, is often abbreviated to ω1 ∧ ω2.
The algebra, Tpoly(Rd), of smooth polyvector fields on a finite-dimensional Z-graded vector space V ≃ Rd is
understood in this paper as a Z-graded commutative algebra of smooth functions on the Z-graded manifold,
TRd [1], which is isomorphic to the tangent bundle on Rd with degrees of the fibers shifted by 1. If xa are
homogeneous coordinates on Rd and ψa := ∂/∂xa[1], then a polyvector field γ ∈ Tpoly(Rd) is just a smooth
function, γ(x, ψ), of these coordinates, and the Schouten brackets are given by,
[γ1 • γ2] := ∆(γ1γ2)−∆(γ1)γ2 − (−1)γ1γ1∆(γ2),
1In the same vein the Kontsevich formality map [Ko2] can be understood as a morphism of dg wheeled props DefQ −→ Poly
(see [Me2]).
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where ∆ =
∑d
a=1(−1)|x
a| ∂2
∂xa∂ψa
. As |ψa| = 1 − |xa|, the operator ∆ and, therefore, the Schouten brackets
have degree −1.
We work in the category of semialgebraic sets and use in applications PA differential forms on such sets, where
PA stands for “piecewise semi-algebraic” as defined in [KS] and further developed in [HLTV]. However, all
our compactified configuration spaces have also natural structures of smooth manifolds with corners which
one can describe explicitly in terms of metric graphs.
2. Configuration space Cn
2.1. A Fulton-MacPherson type compactification of Cn [Ko2]. Let
Conf n := {z1, . . . , zn ∈ C | zi 6= zj for i 6= j}
be the configuration space of n pairwise distinct points in the complex plane C. The space Cn is a smooth
(2n − 3)-dimensional real manifold (or, if one prefers, a semialgebraic manifold) defined as the orbit space
[Ko2],
Cn := Conf n/G,
with respect to the following action of a real 3-dimensional Lie group,
G = {z → az + b | a ∈ R+, b ∈ C}.
Its compactification, Cn, was defined in [Ko2] (see also [Ga]) as the closure of an embedding,
Cn −→ (R/2πZ)n(n−1) × (RP2)n(n−1)(n−2)
(z1, . . . , zn) −→
∏
i6=j exp(Arg(zi − zj))×
∏
i6=j 6=k 6=i[|zi − zj : |zi − zk| : |zj − zk|].
.
The space Cn is a smooth naturally oriented manifold with corners (it also has a natural structure of compact
oriented semialgebraic manifold). Its codimension 1 strata is given by
∂Cn =
⊔
A⊂[n]
#A≥2
Cn−#A+1 × C#A
where the summation runs over all possible proper subsets of [n] with cardinality of at least two. Geometri-
cally, each such a strata corresponds to the A-labeled elements of the set {z1, . . . , zn} moving very close to
each other.
2.1.1. Configurations of ordered (or coloured) points. The natural action of the permutation groups
on the standard face complex (which is a shorthand for the fundamental chain complex) of C• is trivial as
permutations preserve all the big cells together with their natural orientations; it was observed in [GeJo]
that this face complex has a natural structure of an operad of Lie∞-algebras. However, in the applications
below the points of all configuration spaces considered in this paper are always coloured, more precisely,
they always come decorated with vertices of certain graphs (and such decorations extend naturally to the
compactifications). The natural action of the permutation groups on the face complexes of compactified
spaces of such coloured configurations is non-trivial and hence can induce in principle a non-trivial Sn-action
on the associated de Rham field theories (see §4 below). To keep this subtlety under control we assume from
now and until §5 that all our configuration spaces consist of not only distinct but also distinctly coloured
points (z1, . . . , zn); equivalently, one may think of a choice of a total order on the set (z1, . . . , zn) (which may
not coincide with the natural order induced by the integer labels) because such a structure on Cn extends
naturally to its compactification Cn; our final formulae involve a summation over all possible graphs and
hence over all possible decorations (in particular, over all possible orderings) so that eventually nothing
depends on such a choice. The face complex of coloured or totally ordered configuration spaces C• has again
a natural structure of a dg operad which is different from the operad Lie∞ and which we describe below.
2.2. The face complex of {Cn} as an operad of Leibniz∞ algebras. The faces of Cn are isomorphic
to the products of the form Ck1 × . . .× Ckm . The stratification of the (totally ordered) configuration space
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Cn is best coded by its face complex, (FChains(C•), ∂), which is a dg free operad, Free〈E◦〉, generated by
an S-module E◦ = {E◦(n)} with
(2) E◦(n) =

C[Σn][2n− 3] = span

. . .
σ(1) σ(2) σ(n)
◦
sss
ss


lll
lll
l
KKK
KK
RRR
RRR
R

σ∈Sn
for n ≥ 2
0 otherwise.
Each plain corolla with n legs corresponds to Cn. As we prefer working with cochain complexes, we assign
to this corolla degree −(2n− 3) = 3− 2n. The boundary differential is given on the generators by
∂
. . .
1 2 3 n−1 n
◦
sss
ss


lll
lll
l
KKK
KK
RRR
RRR
R =
n−2∑
k=0
∑
[n]\[k+1]=I1⊔I2
#I1≥1
◦
. . .
1 ... k
...
. . .︸ ︷︷ ︸
I2
kkkk
kkkk
zzz
zz
WWWWW
WWWWW
WW
LLL
LLL
◦



 00
0
??
??
k+1 ︸ ︷︷ ︸
I1
=
∑
A [n]
#A≥2
◦
. . .
1 ... infA−1
...
. . .︸ ︷︷ ︸
[n−inf A+1]\A
kkkk
kkkk
zzz
zz
WWWWW
WWWWW
WW
LLL
LLL
◦



 00
0
??
??︸ ︷︷ ︸
A
.(3)
A semialgebraic (or smooth with corners) local coordinate chart at the face in Cn corresponding to a graph
Γ ∈ Free〈E◦〉 can be described, as it is explained in detail in §5.2 of [Ko2], by an associated metric graph,
Γmet, in which every internal edge, e, is assigned a small positive number εe. For example, the face in C7
corresponding to a graph
1
3 5
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has associated the following metric graph,
ε(1)
ε(2)
ε(3)
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describing an open subset of C7 consisting of all possible configurations of 7 points obtained in the following
way:
(i) take first a standardly positioned2 configuration of 3 points labeled by 1 and, say, a and b,
2The projection Conf n → Cn has a natural section s : Cn → Conf n representing each point p ∈ Cn as a collection of n
pairwise distinct points (z1, . . . , zn) ∈ Conf n such that the minimal Euclidean circle enclosing (z1, . . . , zn) has radius 1 and
center at 0 ∈ C. The point s(p) is called the standard position of p [Ko2]. If ε is a positive real number, then the configuration
ε · s(p) := {εz1, . . . , εzn} ∈ Conf n is said to be the ε-magnified standard configuration.
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(ii) replace point a (respectively, b) by an ε(1)-magnified standardly positioned configuration of two
points labeled by c and 6 (respectively, by an ε(2)-magnified standard configuration of three points
labeled by 2, 4 and 7)
(iii) finally, replace the point c by an ε(3)-magnified standard configuration of two points labeled by 3
and 5, and project the resulting configuration in Conf 7 into C7.
The embedding of the boundary faces into this smooth coordinate neighborhood is given by the equation
ε(1)ε(2)ε(3) = 0.
We conclude this subsection with a curious observation. The values of differential (3) on 2- and and 3-corollas
are given by
∂
1 2
◦
77
7

 = 0, ∂
1 2 3
◦
??
?

 =
1 2
3
◦
◦ 7
77

 77
7 +
1 3
2
◦
◦ 7
77

 77
7 +
32
1
◦
◦ 7
7

 77
7 .
Hence the map
α : (Free〈E◦〉, ∂) −→
Free
〈
1 2
◦
77
7


〉
〈
1 2
3
◦
◦ 7
77

 77
7 +
1 3
2
◦
◦ 7
77

 77
7 +
32
1
◦
◦ 7
7

 77
7
〉
which sends to zero all generating n-corollas except the ones with n = 2 is a morphism of dg operads. The
operad on the r.h.s. is a quadratic operad generated by C[S2] modulo an ideal of relations which is shown
explicitly in the formula. This quadratic operad is in fact a well known Koszul operad [Lo], Leib, of Leibniz
algebras3 (with degree shifted by −1). Moreover, the minimal resolution of this operad was computed in [Li]
and coincides precisely with (Free〈E◦〉, d). Hence the map α is a quasi-isomorphism giving us the following
nice interpretation of the face complex of C•.
2.2.1. Proposition. As a dg operad, the face complex, FChains(C•), of the family of compactified config-
urations spaces, {Cn}n≥2, is canonically isomorphic to the minimal resolution, Leib∞, of the operad, Leib,
of Leibniz algebras.
Thus a structure of Leib∞-algebra on a dg vector space (g, d) is given by a collection of linear maps{
µn : ⊗ng −→ g[3− 2n]
γ1 ⊗ . . .⊗ γn −→ µn(γ1, . . . , γn),
}
n≥2
satisfying the equations,
(4) (dµn)(γ1, . . . , γn) =
∑
A$[n]
#A≥2
(−1)
∑infA−1
k=1 |γk|µn−#A+1(γ1, . . . , γinf A−1, µ#A(γA), γ[n−infA]\A).
Here and elsewhere we use a notation,
γS := γi1 ⊗ . . .⊗ γil ,
for a naturally ordered subset S = {ii, . . . , il} of [n]. If the tensors µn happen to be graded symmetric,
µn : ⊙ng→ g[3− 2n], then the above equation is precisely the equation for a Lie∞ structure on g, i.e. there
exists a canonical morphism of dg operads,
Leib∞ −→ Lie∞.
Thus any Lie algebra, g, is also a Leibniz algebra. However, the groups of automorphisms of g in the
categories of Lie∞-algebras and of Leib∞-algebras may be different.
It is worth noting that the symmetrization of a generic Leib∞-algebra structure, {µn}, does not give, in
general, a Lie∞-structure, i.e. there is no simple morphism of dg operads of the form, Lie∞ → Leib∞.
3The author is grateful to Michel van den Bergh for this observation.
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2.3. A semialgebraic structure on Cn. For future reference we shall make now the topological com-
pactification Cn into a semialgebraic set by representing each point p ∈ Cn by a configuration of points in
the upper half plane. Let Conf A(C) stand for the space of immersions, A →֒ C, of a finite non-empty set A
into the complex plane and C˜onf A(C) for the space of all possible maps, A→ C. For #A ≥ 2 we define the
quotient space, CA :=
ConfA(C)
G , so that C[n] = Cn.
For any given a point z0 ∈ H := {x+ iy ∈ C | y > 0} and any positive real number ε there is an associated
section,
s(z0,ε) : CA −→ Conf A(C)
p = {zi = xi + iyi}i∈A −→ p(z0,ε) := ε p−zmin(p)|p−zmin(p)| + z0
of the natural projection Conf A(C)→ CA, where
zmin(p) :=
1
#A
∑
i∈A
xi + i inf
i∈A
yi
The image, CA(z0, ε) := s(z0,ε)(CA), consists of configurations p = {zi}i∈A in Conf A(C) satisfying two
conditions
(i) zmin(p) = z0 (so that zi ∈ H for all i ∈ A);
(ii)
√∑
i∈A |zi − z0|2 = ε.
If z0 = i and ε = 1 we use a simpler notation, C
h
n := Cn(i, 1), e.g.
•z2
•z1· i
//
OO
Ch2
•
•
z1
z2
•z3
· i
//
OO
Ch3
The upper half space representation, ph := p(i,1) ∈ Chn , of a point, p ∈ Cn, is called its standard hyperbolic
position (or, shortly, hyperposition). Note that Chn is a union,
⋃n
i=1{ph ∈ Chn | yi = 1}, of semialgebraic sets
and hence is itself a semialgebraic set (of dimension 2n − 3). For example, Ch2 ≃ S1 is, as a semialgebraic
set, the union of two semialgebraic intervals,
• •
with the lower interval corresponding to the configurations given in the left picture above and the upper
interval to the similar configurations but with z1 and z2 swapped; the left and right •-points represent,
respectively, the following two configurations,
•
z1
•
z2
· i
//
OO
,
•
z2
•
z1
· i
//
OO
It is clear from the construction that the configuration spaces Cn(z0, ε) ⊂ Confn for different values of the
parameters z0 and ε are canonically isomorphic to each other,
Φ
(z2,ε2)
(z1,ε1)
: Cn(z1, ε1) −→ Cn(z2, ε2),
for some uniquely determined element Φ
(z2,ε2)
(z1,ε1)
∈ G.
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The map,
(5)
ε· := Φ(i,ε)(i,1) : Chn −→ Cn(i, ε)
p(i,1) −→ p(i,ε),
is called ε-magnification, e.g., for ε < 1,
•
•
•i
//
Ch3
ε·−→
•
•
• i
//
C3
Figure 1
It is given explicitly by the affine map z → ε(z − i) + i.
Finally, let p ∈ Ck(i, ε) and p′ ∈ Cn(i, ε′) be magnified standard configurations with the ratio ε/ε′ ≫ 0.
With any point z in the configuration p we associate a translation map,
(6)
Tz : Cn(i, ε
′) −→ Cn(z, ε′)
p′ −→ Tz(p′) = p′ + z − i
which preserves all the relative Euclidean angles of the points in p′ and moves zmin(p′) from i to z. The
image of Tz(p
′) under the projection Confn → Cn is called the configuration p′ placed at the point z of the
configuration p.
With these new notions of a standard position, a magnification and placing of a magnified standard config-
uration at a given point of another magnified standard configuration one can apply the same idea of metric
graphs as in the previous subsection to define a semialgebraic atlas on Cn. It is worth noting that this atlas
makes sense not only for small values of ε-parameters but also for large ones. Indeed, the boundary strata
are given, in the above notations, by equations of the form ε′/ε = 0, and this can be achieved, for example,
by keeping ε finite and ε′ → 0 and also by keeping ε′ finite and ε → +∞ (or, better, when both ε and ε′
tend to +∞ in such a way that ε/ε′ ≫ 0).
In fact, the most suitable for our purposes semialgebraic structure on Cn can be described directly, without
any reference to metric graphs. Let C˜hA be a subset of C˜onf A(C) consisting of all possible configurations
p = {zi}i∈A satisfying the following two conditions,
(i) zmin(p) = i;
(ii)
∑
i∈A |zi − i|2 = 1.
Note that C˜hA is a compact semialgebraic set in R
2#A containing ChA as a semialgebraic subset. Note also
that Ch2 = C˜
h
2 . It is not hard to check that the topological compactification, Cn, of Cn can be defined as
the closure of the following embedding (cf. [AlTo])
Cn
∏
piA−→
∏
A⊆[n]
#A≥2
CA
≃−→
∏
A⊆[n]
#A≥2
ChA →֒
∏
A⊆[n]
#A≥2
C˜hA.
where the product runs over all possible subsets A of [n] with #A ≥ 2, and
πA : Cn −→ CA
p = {zi}i∈[n] −→ pA := {zi}i∈A
is the natural forgetful (semialgebraic) map. The r.h.s. above is a compact semialgebraic set so that Cn
comes equipped naturally with an induced semialgebraic structure which we declare from now a default one.
Thus for us C = {Cn}n≥2 is a non-unital operad in the category of semialgebraic sets. If configurations
in Cn are totally ordered, then the dg suboperad, FChains(C) ⊂ Chains(C), of semialgebraic fundamental
chains is isomorphic to the dg operad Leib∞, if not, then to Lie∞.
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3. Configuration space Cn,0 and its new compactifications
3.1. Cn,0 as a magnified Cn. Let Conf A,0(H) stand for the set of all injections, A →֒ H, of a finite set
A into the upper half-plane. In this section we study several compactifications, ĈA,0, Ĉ
′
A,0 and Ĉ
′′
A,0, of the
quotient configuration space,
CA,0 :=
Conf A,0(H)
{z → R+z + R} , #A ≥ 1,
which are different from each other as semialgebraic manifolds but which give us three geometric models for
one and the same 2-coloured operad, Mor(Lie∞), of strong homotopy morphisms of Lie∞-algebras. If the
sets A are totally ordered, then one gets instead geometric models for the 2-coloured operad Mor(Leib∞),
of strong homotopy morphisms of Leib∞-algebras. These compactifications have little in common with
Kontsevich’s compactification, Cn,0, of Cn,0 studied in [Ko1].
Define a section,
h : CA,0 −→ Conf A,0(H)
p = {zi = xi + iyi ∈ H}i∈A −→ ph := p− xc(p)
infi∈A yi
.
where xc(p) :=
1
#A
∑#A
i=1 xi, and set C
h
A,0 := Imh. For an arbitrary p ∈ CA,0 we denote
||p|| := |ph − i| = |p− zmin(p)|
infi∈A yi
,
where, as before, zmin(p) = xc(p) + i infi∈A yi. Note that every point in the configuration ph lies in the
subspace ℑz ≥ 1 ⊂ H and at least one point lies on the line ℑz = 1. Thus
ChA,0 =
{
p = {zi}i∈A ∈ Conf A,0(H) | zmin(p) = i
}
.
and ChA is a subspace of C
h
A,0 consisting of configurations p
h with |ph − i| = 1. Note that ChA,0 is a union,⋃
i∈A{ph ∈ ChA,0 | yi = 1}, of semialgebraic sets and hence is itself a semialgebraic set (of dimension 2#A−2),
and we make CA,0 into a semialgebraic set by identifying it with C
h
A,0.
There is a semialgebraic homeomorphism,
(7)
Ψn : Cn,0 −→ Chn × (0, 1)
p −→ p−zmin(p)|p−zmin(p)| + i ×
||p||
||p||+1 .
It is worthwhile pointing out that in geometric terms the inverse isomorphism,
Chn × R+ −→ Chn,0
(p0, λ) −→ p := λ · p0,
is given by “exploding”4 a diameter 1 configuration p0 ∈ Chn by the factor λ. Here we used a magnification
map (cf. (5)),
Cn,0 × R+ −→ Cn,0
(p, ε) −→ ε · p
defined as the composition,
(8) ε· : Cn,0 ≃ Chn,0
Ψn−→ Chn × R+ −→ Chn × R+
Ψ−1n−→ Cn,0
p −→ (p0, λ) −→ (p0, ελ) −→ ε · p.
It is worth noting that this magnification map preserves all the Euclidean angles Arg(zi − zj) and all the
relative Euclidean distances,
|zi−zj |
|zk−zl| , of points in a configuration p ∈ Cn,0 as it can be represented by an
action of an element of the group G on Confn,0.
3.2. New compactifications of Cn,0. With a subset A ⊂ [n] one associates a forgetful map,
πA : Cn,0(H) −→ CA,0(H)
p = {zi}i∈[n] −→ pA = {zi}i∈A.
4We write here “exploding” instead of “expanding” in the anticipation of the main trick of the new compactification which
formally allows λ to be equal not only to zero (as in §2) but also to +∞.
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A semialgebraic compactification, Ĉ′n,0, of Cn,0 is defined as the closure of the semialgebraic injection
(9) Cn,0(H)
∏
piA−→
∏
A⊆[n]
A6=∅
CA,0
∏
ΨA−→
∏
A⊆[n]
A6=∅
ChA × (0, 1) −→
∏
A⊆[n]
A6=∅
C˜hA × [0, 1].
equipped with the induced structure of a semialgebraic set.
Next, for a pair of subspaces B ( A ⊆ [n] we consider two maps
ΨA,B : Cn,0 −→ ChB × (0, 1)
p −→ pB−xc(pB)||pB ||
||pA,B||
||pA,B||+1
and
Ψ′′A,B : Cn,0 −→ ChB × (0, 1)
p −→ pB−xc(pB)||pB ||
||pA,B ||′′
||pA,B ||′′+1
where
||pA,B|| := ymin(pB)
ymin(pA)
||pB|| = |pB − zmin(pB)|
ymin(pA)
and ||pA,B||′′ := ||pA|| · ||pB||.
A semialgebraic compactification, Ĉn,0, of Cn,0 is defined as the closure of the following semialgebraic map
(10) Cn,0
Ψn×
∏
ΨA,B−→ Cstn × (0, 1)×
∏
B(A⊆[n]
#B≥2
(
ChB × (0, 1)
) →֒ C˜hn × [0, 1]×∏
B(A⊆[n]
#B≥2
(
C˜hB × [0, 1]
)
.
and a compactification, Ĉ′′n,0, of Cn,0 is defined similarly by replacing the maps ΨA,B with Ψ
′′
A,B. The induced
semialgebraic structures in Ĉn,0, Ĉ
′
n,0 and Ĉ
′′
n,0 can also be described explicitly with the help of metric graphs
(see below); in fact, one could use metric graphs to make these spaces into smooth manifolds with corners
but we never use such smooth structures on these spaces as all propagators we work with in this paper give
rise to PA differential forms which are only piecewise smooth.
The boundary strata in all three compactifications are given by the limit values 0 or +∞ of the parameters
||pA||, ||pA,B|| and, respectively, ||pA,B||′′. It is an easy exercise to check that in all three cases the codimension
1 boundary strata are given by5
(11) ∂

Ĉn,0
Ĉ′n,0
Ĉ′′n,0
 =
⊔
A⊆[n]
#A≥2
(Cn−#A+1,0 × C#A(C))
⊔
[n]=B1 ⊔...⊔Bk
2≤k≤n
#B1,...,#Bk≥1
(Ck × C#B1,0 × . . .× C#Bk,0)
where the first summation runs over all possible subsets, A, of [n] with cardinality at least two, and the
second summation runs over all possible decompositions of [n] into (at least two) disjoint non-empty subsets
B1, . . . , Bk. Geometrically, a stratum in the first group of summands corresponds to A-labeled elements of the
set {z1, . . . , zn} moving close to each other, while a stratum in the second group of summands corresponds
to k clusters of points (labeled, respectively, by disjoint subsets B1, . . . Bk of [n]) moving far from each other
5We refer to [Me4] for a detailed discussion and explicit examples.
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as in the picture below
•
•••
Bi
•
••
•Bl
•
• •
Bp
•
•
•
•
Bq
//
OO
__ ??
The only difference between the three compactifications Ĉn,0, Ĉ
′
n,0 and Ĉ
′′
n,0 is at the infinity strata:
• in the case of Ĉ′n,0 the codimension 1 infinity strata are given by the equations ||p|| = +∞, ||pBi ||
a finite number for all i ∈ [k] (here ||p|| is the “size” of the whole configuration p = ∪ki=1Bi and
||pBi || is the “size” of the subgroup Bi), i.e. in this case the groups of points {Bi}i∈[k] tend to infinite
Euclidean distance from each other while keeping their sizes ||pBi || finite,
• in the case of Ĉ′′n,0 the codimension 1 infinity strata is given by the equations ||p|| = +∞, ||p|| · ||pBi ||
a finite number for all i ∈ [k], i.e. in this case the groups of points {Bi}i∈[k] tend to infinite Euclidean
distance from each other while having their sizes ||pBi || decreasing with the speed ∼ ||p||−1.
• in the case of Ĉn,0 the codimension 1 infinity strata are given by the equations ||p|| = +∞,
|pBi−zmin(pBi )|
ymin(p)
a finite number; as ymin(p) is always finite and, moreover, is always normalized
in our compactification embedding to be 1, the latter condition simply says that the groups of points
{Bi}i∈[k] tend to infinite Euclidean distance from each other while keeping their Euclidean sizes
|pBi − zmin(pBi)| finite.
The disjoint unions,
Ĉ := C• ⊔ Ĉ•,0 ⊔ C• , Ĉ′ := C• ⊔ Ĉ′•,0 ⊔C• and Ĉ′′ := C• ⊔ Ĉ•,0 ⊔ C•
have natural structures of 2-coloured operads in the category of compact semialgebraic sets; if we forget the
semialgebraic structures and view them as operads of sets, then all the three 3 operads are identical to each
other and to the free 2-coloured operad generated by the set C• ⊔ C•,0 ⊔ C•.
We shall be most interested in this paper in the semialgebraic compactification Ĉn,0. By analogy to Cn,
the face stratification of Ĉn,0 can be nicely described in terms of graphs (in fact, in terms of a dg operad
describing strongly homotopic morphisms of Leib∞-algebras) while the semialgebraic structure on Ĉn,0 is
best described in terms of the associated metric graphs. These are the main themes of the rest of this
section.
3.3. The face complex of Ĉn,0 as an operad Mor(Leib∞). Note that all the boundary faces of the
compactification Ĉn,0 are products of the form
Cp1 × . . . Cpk × Ĉn1,0 × . . .× Ĉnk,0 × Cq1 ×× . . .× Cql
where factors Cq• correspond to the first group of boundary terms in (11), that is, to the collapsing strata,
and the factors Cp• to the second one, i.e. to infinity strata. There are no boundary strata which would
contain mixed products of Cq• and Cp• only. This fact forces us to interpret these two types of boundary
strata as operads in two different colours and represent the associated generators, Cp and, respectively, Cq,
by different corollas, say, by dashed white corollas and, respectively, solid white corollas,
Cp ≃
. . .
1 2 3 p−1 p
◦ , Cq ≃
. . .
1 2 3 q−1 q
◦
sss
ss


lll
lll
l
KKK
KK
RRR
RRR
R ,
11
Next we represent a boundary factor of the type Ĉn,0 as a degree 2− 2n black vertex corolla,
Ĉn,0 ≃
. . .
1 2 3 n−1 n
•
sss
ss


lll
lll
l
KKK
KK
RRR
RRR
R
After these notational preparations one can describe the face complex of the compactification Ĉ•,0 as follows.
3.3.1. Proposition. The face complex of the disjoint union C• ⊔ Ĉ•,0 ⊔ C• has naturally a structure of a
free 2-coloured operad,
Mor(Leib∞) := Free
〈
. . .
1 2 3 p−1 p
◦
sss
ss


lll
lll
l
KKK
KK
RRR
RRR
R ,
. . .
1 2 3 n−1 n
•
sss
ss


lll
lll
l
KKK
KK
RRR
RRR
R ,
. . .
1 2 3 q−1 q
◦
〉
p,q≥2,n≥1
equipped with a differential which is given on white corollas of both colours by formula (3) and on black
corollas by the following formula
∂
. . .
1 2 3 n−1 n
•
sss
ss


lll
lll
l
KKK
KK
RRR
RRR
R = −
n−2∑
k=0
∑
[n]\[k+1]=I1⊔I2
#I1≥1
•
. . .
1 ... k
...
. . .︸ ︷︷ ︸
I2
kkkk
kkkk
zzz
zz
WWWWW
WWWWW
WW
LLL
LLL
◦



 00
0
??
??
k+1︸ ︷︷ ︸
I1
+
n∑
k=2
∑
[n]=B1⊔...⊔Bk
inf B1<...<infBk ... ...
. . .
B1 B2 Bk
...︸ ︷︷ ︸︸ ︷︷ ︸ ︸ ︷︷ ︸
◦
• • •
88
88
8




{{
{{
{{



$$
$$

 $$
$$
CC
CC
CC .(12)
Representations of this operad in a pair of dg vector spaces, Vin and Vout, is the same as a triple,
(µin, µout, F ), consisting of a Leib∞ structure, µin, on Vin, a Leib∞ structure, µout, on Vout, and of a
morphism, F : (Vin, µin)→ (Vout, µout), of Leib∞ algebras.
This first half of the above claim follows from formula (11). The second half (more precisely, the last three
rows) follows from Proposition 2.2.1 and some standard manipulations with the bar-cobar constructions of
the operad of Leibniz algebras. We omit these manipulations so that the reader can interpret the sentence
in the last row as a definition of the notion of Lieb∞ morphism. The only property of such a morphism
which we use in this paper is stated and proven in Appendix 3.
3.4. A semialgebraic atlas on Ĉn,0. Let z0 = x0 + iy0 be any point in H. A placed at z0 configuration
p ∈ Cn,0 means a configuration in Conf n,0(H) obtained from z0 and p in the following two steps
(i) put p into its hyperposition ph in Chn,0;
(ii) apply the translation map (6),
Tz0 : p
h −→ ph − i+ z0,
which moves zmin(p
h) from i to z0.
Note that this operation of placing a configuration p ∈ Cn,0 at a position z0 ∈ H preserves its Euclidean
size, |ph − zmin(ph)|, the property, which is most important in the context of the compactification Ĉn,0.6
6A suitable analogue of the operation of placing p ∈ Cn,0 into position z0 in the context of, say, compactification Ĉ′n,0 will
have to use a “hyperbolic” translation map instead of Tz0 ,
ph −→ y0p
h + x0,
as it again moves zmin(ph) from i to z0 but preserves now the invariant ||p|| rather than the invariant |ph − zmin(ph)|.
12
The boundary strata of Ĉn,0 are given by graphs G ∈Mor(Leib∞) containing at least one black corolla. A
structure of a semialgebraic set in the neighborhood of a boundary face corresponding to a graph G is best
defined in terms of the associated metric graph, Gmetric, by the following procedure:
(a) every internal edge of the form
◦
◦
,
•
◦
or
◦
◦
, is assigned a small positive real number ε≪ +∞,
(b) every white vertex of a dashed corolla is assigned a large positive real number τ ≫ 0,
τ
. . .
◦ ,
(c) for every (if any) two vertex subgraph of Gmetric of the form
τ1
τ2
ε
◦
◦
there is associated a relation,
τ2 = ετ1, between the parameters (which essentially says that τ1 ≫ τ2 ≫ 0).
Such a metric graph defines a semialgebraic local coordinate chart, UG, on Ĉn,0 in which the face G is given
by the equations: all ε = 0 and all τ = +∞ (or, better, all τ ′ := tanh τ = 1). The construction of UG should
be clear from a pair of explicit examples one of which we show here and another (illustrating a relation of
the type τ2 = ετ1) in Appendix 2.
Let G be the face of Ĉn,0 corresponding to a graph
1 8
3 5
6 2 4 7
◦
• • •
◦





//
//
/






''
''
'
??
??
??
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11
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The associated metric graph is given by
1 8
3 5
6 2 4 7
ε
τ◦
• • •
◦





//
//
/






''
''
'
??
??
??



11
11
11
, τ ≫ 0, ε≪ +∞,
and the semialgebraic coordinate chart U(G) ∩C8,0 is, by definition, an open subset of C8,0 consisting of all
those configurations, p, of 8 points in H which result from the following four step construction:
Step 1: take an arbitrary hyperpositioned configuration, p(1) = (z′, z′′, z′′′) ∈ Ch3 , and magnify it (see §2.3),
p(1) → τ · p(1) = (z′τ , , z′′τ , , z′′′τ ) := (τ(z′ − i) + i, τ(z′′ − i) + i, τ(z′′′ − i) + i) ;
Step 2: take arbitrary hyperpositioned configurations of points, p
(2)
1 ∈ C2,0, p(2)2 ∈ C2,0 and p(2)3 ∈ C3,0,
labelled, respectively, by sets, {1, 8}, {z′′′′, 6} and {2, 4, 7}, and place them at the positions z′τ , z′′τ
and, respectively, z′′′τ ;
Step 3: take an arbitrary hyperpositioned configuration, p(4) ∈ C2, of two points labelled by 3 and 5, ε-shrink
it as explained in §2.3, and finally place the result at the point z′′′′.
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The final result is a hyperpositioned point p = (z1, z3, z5, z6, z2, z4, z7, z8) in C8,0 of the form
• z4
•z7
•z3
•z5 • z6
•
z1
•z8
•z2
//
OO
Thus UG ∩C8,0 ≃ C3 ×C2,0 ×C2,0 ×C3,0 ×C2 ×R×R. The boundary strata are given by setting formally
τ =∞ and/or ε = 0.
Semialgebraic atlases on the compactifications Ĉ′n,0 and Ĉ
′′
n,0 can be described analogously; one has only to
take care about suitable analogues of the notion of placing a configuration at point in H.
3.5. Angle functions on Ĉ2,0. The spaces Ĉ2,0, Ĉ
′
2,0 and Ĉ
′′
2,0 are all identical to each other as semialgebraic
sets. They all are given as the closure of the semialgebraic embedding,
C2,0 −→ Ch2 × [0, 1]
p = (z1, z2) −→

(
i− 12 (x2−x1)√
1
2 (x2−x1)2+(y2−y1)2
, i+
1
2 (x2−x1)+i(y2−y1)√
1
2 (x2−x1)2+(y2−y1)2
)
if y1 ≤ y2(
i+
1
2 (x1−x2)+i(y1−y2)√
1
2 (x2−x1)2+(y2−y1)2
, i− 12 (x1−x2)√
1
2 (x2−x1)2+(y2−y1)2
)
if y1 ≥ y2
||p||
||p||+1
where
||p|| =

√
1
2 (x2−x1)2+(y2−y1)2
y1
if y1 ≤ y2
√
1
2 (x2−x1)2+(y2−y1)2
y2
if y1 ≥ y2
and hence are the unions of two semialgebraic sets,
Ĉ2,0 = Ĉ
′
2,0 = Ĉ
′′
2,0 = • •• •
The inner topological circle, S1in, describes the first boundary component, C1,0×Ch2 (two points moving very
close to each other), in the face decomposition
∂Ĉ2,0 = C1,0 × C2
⊔
C2 × C1,0 × C1,0,
while the outer topological circle, S1out, describes the second boundary component (two points moving very
far — in the Euclidean or Poincare´ metric — from each other).
3.5.1. Definition. Let S1 ⊂ C be given by the equation zz = 1, and let volS1 stand for the homogeneous
volume form on S1,
volS1 :=
1
2i
(zdz − zdz) |S1 .
This is a minimal differential 1-form on the semialgebraic manifold S1.
An angle function on Ĉ2,0 is a semialgebraic map,
φ : Ĉ2,0 −→ S1 ⊂ C
14
such that φ∗(volS1) |outer circle and φ∗(volS1) |inner circle represent normalized cohomology classes inH1(S1),
i.e. ∫
outer circle
φ∗(volS1) = 2π and
∫
inner circle
φ∗(volS1) = 2π.
The associated differential form, ω = φ∗(volS1), is called a propagator on Ĉ2,0. It is a minimal 1-form on
the semialgebraic set Ĉ2,0.
3.5.2. Example: Kontsevich’s propagator. It is not hard to check that the function
φh : C2,0 −→ S1
p = (z1, z2) −→ φh(p) :=
√
(z1−z2)(z1−z2)
(z1−z2)(z1−z2)
extends to an angle function on Ĉ2,0 which maps the lower lid of the outer topological circle into a single
point. The associated propagator is denoted by
ωK := φ
∗
h(volS1).
The geometric meaning of Arg(φh) is explained by the picture,
•
zj
∞
•zi
//
OO
φh
It measures (in the anticlockwise direction) the angle between two hyperbolic geodesics passing through zi,
the first one in the vertical direction (towards the point∞) and the second one towards zj . This propagator
was used by Kontsevich in [Ko1] to construct his celebrated formality map.
3.5.3. Example: Kontsevich’s antipropagator. The function
φˆh : C2,0 −→ S1
p = (z1, z2) −→ φh(p) :=
√
(z2−z1)(z2−z1)
(z2−z1)(z2−z1)
extends to an angle function on Ĉ2,0 which maps the upper lid of the outer topological circle into a single
point. The associated propagator is denoted by
ωK := φˆ
∗
h(volS1).
3.5.4. Example: symmetrized Kontsevich’s propagator. The function
C2,0 −→ S1
(z1, z2) −→ z1−z2|z1−z2| = exp(iArg(z1 − z2))
extends to an angle function on Ĉ2,0. The associated propagator is denoted by ω
sym because of the equality
ωsym =
1
2
(ωK(z1, z2) + ωK(z2, z1)) = dArg(z1 − z2).
3.5.5. Example: a one-parameter family of propagators. For any t ∈ [0, 1] we set
ωtK = tωK + (1− t)ωK .
It i easy to check that
ωtK(z1, z2)|inner circle = dArg(z1 − z2), ∀t ∈ [0, 1].
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3.6. Renormalized forgetful map. Note that for any pair of integers i, j ∈ [n], i 6= j, there is an
associated forgetting map,
(13)
pij : Cn,0 −→ C2,0
(z1, . . . , zn) −→ (zi, zj),
which extends to a semialgebraic map of their compactifications,
pij : Ĉn,0 → Ĉ2,0.
Hence, for any propagator ω on Ĉ2,0 the pull-back p
∗
ij(ω) is a well-defined minimal one-form on Ĉn,0.
We shall need below a “renormalized” version of the forgetting map,
(14)
pij : Ĉn,0 −→ Ĉ2,0
(z1, . . . , zi, . . . , zj , . . . , zn) −→
{
(zi − zj + zmin(p), zmin(p)) if yi ≥ yj
(zmin(p), zj − zi + zmin(p)) if yi ≤ yj
Note that for n = 2 we have p12 = Id.
4. De Rham field theories on configuration spaces
4.1. Families of graphs. Let Gn,l stand for a family of graphs, {Γ}, with n vertices and l edges such that
• the edges of Γ are directed, beginning and ending at different vertices;
• the set of vertices, V (Γ), is labeled by the set [n];
• the set of edges, E(Γ), is totally ordered.
We identify two total orderings on the set E(Γ) (that is, isomorphisms E(Γ) ≃ [#E(Γ)]), if they differ by
an even permutation of [#E(Γ)]. Thus there are precisely two possible orderings7 on the set E(Γ) and the
group Z2 acts freely on Gn,l by ordering changes; its orbit space, (Γ,Γopp), is denoted by Gn,l.
With every graph Γ ∈ Gn,l one can associate a linear map,
ΦΓ : ⊗nTpoly(Rd) −→ Tpoly(Rd)[−l]
γ1 ⊗ . . .⊗ γn −→ ΦΓ(γ1, . . . , γn)
where
(15) ΦΓ(γ1, ..., γn) =
 ∏
e∈E(Γ)
∆e
 γ1(ψ(1), x(1)) · · · γn(ψ(n), x(n))

x(1)=...=x(n)
ψ(1)=...=ψ(n)
and, for an edge e beginning at a vertex labelled by i and ending at a vertex labelled by j,
∆e :=
d∑
a=1
∂2
∂xa(j)∂ψ(i) a
.
4.1.1. Complete subgraphs. For any subset A ⊂ [n] and any graph Γ in Gn,l (or in Gn,l), there is an
associated complete subgraph ΓA of Γ whose vertices are, by definition, those vertices of Γ which are labelled
by elements of A, and whose edges are all the edges of Γ which connect these A-labelled vertices. If we
shrink all the A-labelled vertices of Γ (together with all the edges connecting these A-labelled vertices) into
a single vertex, then we obtain from Γ a new graph which we denote by Γ/ΓA.
Similarly, for any family of disjoint subsets A1, . . . , Ak of [n] and any graph Γ in Gn,l (or in Gn,l) one can
define complete subgraphs ΓA1 , . . . ,ΓAk ⊂ Γ as well as the quotient graph Γ/{ΓA1, . . . ,ΓAk}.
4.1.2. Lemma. Let A be a (naturally ordered) proper subset of [n], Γ1 ∈ Gn−#A+1,l1 and Γ2 ∈ G#A,l2 .
Then
ΦΓ1(γ1, . . . , γinf A−1,ΦΓ2(γA), γ[n−inf A+1]\A) =
∑
Γ∈Gn,l1+l2 (A,Γ1,2)
(−1)σΓΦΓ(γ1, . . . , γn),
7It is useful sometimes to identify an orientation of Γ ∈ Gn,l with a vector OΓ := ∧e∈E(Γ)e in the real one dimensional
vector space ∧lR[E(Γ)], where R[E(Γ)] is the l-dimensional vector space spanned over R by the set E(Γ).
16
where (−1)σΓ is the standard Koszul sign and Gn,l1+l2(A,Γ1,2) is a subset of Gn,l1+l2 consisting of all those
graphs Γ whose complete subgraph ΓA is isomorphic to Γ2 and the quotient graph Γ/ΓA is isomorphic to Γ1
(and which are equipped with the natural ordering of edges induced from the ones in Γ1 and Γ2).
Proof uses only definition (15) and the Leibniz rule for partial derivatives.
4.1.3. Definitions. (i) Given a graph Γ ∈ Gn,2n−4. A subset A ⊂ V ert(Γ) ≃ [n] is called admissible if
2 ≤ #A ≤ n − 1 and the associated subgraph ΓA belongs to G#A,2#A−3. Note that in this case Γ/ΓA ∈
Gn−#A+1,2(n−#A+1)−3.
(ii) Given a graph Γ ∈ Gn,2n−3. A subset A ⊂ V ert(Γ) ≃ [n] is called admissible if the associated subgraph
ΓA belongs to G#A,2#A−3. Note that in this case Γ/ΓA ∈ Gn−#A+1,2(n−#A+1)−2.
(iii) Given a graph Γ ∈ Gn,2n−3. A decomposition V ert(Γ) = A1 ⊔ . . . ⊔ Ak, k ≥ 2, is called admissible if
ΓAi ∈ G#Ai,2#Ai−2, i = 1, . . . , k. In this case Γ/{ΓA1, ...,ΓAk} ∈ Gk,2k−3.
Analogous definitions can be made for graphs from the sets Gn,2n−4 and Gn,2n−3.
4.2. De Rham field theory on C. For any proper subset A ⊂ [n] of cardinality at least two there is an
associated embedding,
iA : Cn−#A+1 × C#A −→ Cn,
of the corresponding boundary component into Cn. For example, for A = {3, 5, 6, 7} ⊂ [7] the image of iA
is a face of C8 represented by the following graph
◦
1 2 4
ooo
ooo
zzz
zz PPP
PPP
P
◦



 **
*
??
??
3 5 6 7
.
Let Ω•(Cn) = ⊕p≥0Ωp(Cn) stand for the de Rham algebra of PA differential forms on the space Cn. A de
Rham field theory on the family of compactified configuration spaces {Cn}n≥2 is, by definition, a collections
of maps, {
Ω : Gn,l −→ Ωl(Cn)
Γ −→ ΩΓ
}
n≥2,l≥1
,
such that dΩΓ = 0, ΩΓopp = −ΩΓ, and, for any Γ ∈ Gn,2n−4 and any proper subset A ⊂ V ert(Γ) with
#A ≥ 2, one has
(16) i∗A(ΩΓ) ≃ (−1)σAΩΓ/ΓA ∧ ΩΓA .
where the sign (−1)σA is defined by the equality OΓ = (−1)σAOΓ/ΓA ∧ OΓA (see footnote 7). The symbol
≃ means here and below equality modulo differential forms whose integral over the corresponding boundary
component is zero.
4.2.1. Theorem. Given a de Rham field theory on C, then, for any d ∈ N, there is an associated Leib∞-
algebra structure,
µn : ⊗nTpoly(Rd) −→ Tpoly(Rd)[3 − 2n]
γ1 ⊗ . . .⊗ γn −→ µn(γ1, . . . , γn) ,
on Tpoly(Rd) given by
(17) µn(γ1, . . . , γn) :=
{
0 for n = 1,∑
Γ∈Gn,2n−3 cΓΦΓ(γ1, . . . , γn) for n ≥ 2
with8
(18) cΓ :=
∫
Cn
ΩΓ.
8cΓ and ΦΓ are computed for an arbitrary lift of Γ ∈ Gn,2n−2 to an element of Gn,2n−2; the product cΓΦΓ is independent
of the choice of such a lift.
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Proof. By the Stokes theorem, for any Γ ∈ Gn,2n−4,
0 =
∫
Cn
dΩΓ =
∫
∂Cn
ΩΓ =
∑
A [n]
#A≥2
(−1)σA
∫
Cn−#A+1
ΩΓ/ΓA
∫
C#A
ΩΓA =
∑
A⊂V (Γ)
A is admissible
(−1)σAcΓAcΓ/ΓA .
Then, using Lemma 4.1.2, one obtains∑
A$[n]
#A≥2
(−1)
∑inf A−1
k=1 |γk|µn−#A+1(γ1, . . . , γinf A−1, µ#A(γA), γ[n−inf A]\A) =
=
∑
A$[n]
#A≥2
∑
Γ1∈GN,2N−3
N :=n−#A+1
∑
Γ2∈G#A,2#A−3
(−1)
∑inf A−1
k=1 |γk|cΓ1cΓ2ΦΓ1(γ1, . . . , γinf A−1,ΦΓ2(γA), γ[n−inf A]\A)
=
∑
Γ∈Gn,2n−4
 ∑
A⊂V ert(Γ)
A is admissible
(−1)σAcΓAcΓ/ΓA
ΦΓ(γ1, . . . , γn)
= 0,
which proves the claim. ✷
For any pair of different integers, i, j ∈ [n], there is an associated map,
πij : Cn −→ C2 = S1
(z1, . . . , zi, . . . , zj , . . . , zn) −→ zi−zj|zi−zj | ,
which extends to the compactifications, πij : Cn → C2.
4.2.2. Proposition. For any PA 1-form, ω, on C2 ≃ S1 satisfying the condition
(19)
∫
S1
ω = 2π,
the associated map
Ω : Gn,l −→ Ωl(Cn)
Γ −→ ΩΓ :=
∧
e∈E(Γ)
π∗e (ω)
2π
with πe := πij for an edge e beginning at a vertex labelled by i ∈ [n] and ending at a vertex labelled by
j ∈ [n], defines a non-trivial de Rham field theory on C (and hence an associated non-trivial Lie∞-structure
on Tpoly(Rd)).
Proof. Basic condition (16) can be easily checked in the coordinate chart near the stratum Im iA (see §2.2).
The weights, cΓ =
∫
Cn
ΩΓ, are independent of the labeling maps, V (Γ) → [n], so that the resulting Leib∞
operations µn are graded symmetric and give, therefore, a Lie∞-structure on Tpoly(Rd). Its non-triviality
follows from a particular example studied in the next subsection. 
4.2.3. Example: Schouten brackets from the homogeneous volume form on S1. The first natural
choice for a differential 1-form on C2 satisfying condition (19) is, of course, the following one
(20) ω0(z1, z2) = dArg(z1 − z2).
By Kontsevich’s “vanishing” Lemma 6.4 in [Ko2], the associated weights cΓ are zero for all graphs Γ ∈
⊔n≥2Gn,2n−3 excepts for Γ1 =
1
2
•
• and Γ2 =
1
2
•
•
OO
which both have weight 1. Hence all Lie∞-operations (17) are
zero for n ≥ 3, and
µ2(γ1, γ2) = cΓ1ΦΓ1(γ1, γ2) + cΓ2ΦΓ2(γ1, γ2) = (−1)|γ1|[γ1 • γ2].
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Thus the propagator dArg(z1 − z2) on C2 is responsible for the existence in nature of the Schouten bracket
on polyvector fields.
4.2.4. Example: a Lie∞-structure on Tpoly(Rd) from the Kontsevich propagator. Consider the
following minimal 1-form,
ω := ωK |S1out
on C2. It satisfies the normalization condition (19) and hence defines by Proposition 4.2.2 a non-trivial
Lie∞-structure on Tpoly(Rd) for any d. It is clear that the weights
cΓ =
∫
Cn
∧
e∈E(Γ)
π∗e(ω)
2π
can be non-zero only for graphs Γ with no closed paths of oriented edges, and if Γ ∈ Gn,2n−3 is such a graph
then
cΓ =
∫
Cn(Γ)
∧
e∈E(Γ)
π∗e (dArg(z1 − z2))
2π
where Cn(Γ) is is the closure in Cn of a semialgebraic subset Cn(Γ) ⊂ Cn consisting of all configurations,
(z1, . . . , zn), satisfying the following family of inequalities (one for each directed edge in Γ),
Im zi ≤ Im zj if there is an edge e beginning at j and ending at i.
Thus the Lie∞ structure induced on Tpoly(Rd) by Proposition 4.2.2 is precisely the one introduced by Shoikhet
in [Sh2]. It is clear that µ2 operation is equal to the Schouten bracket again. We prove in Appendix 4 that
µ4 =
∑
Γ∈G4,5 cΓΦΓ is spanned by following three graphs,
(21) Γ1 =
1
2
3 4
•
• •
•;
;;
;;



-
--
--
--
--





31∧32∧41∧42∧21
, Γ2 =
1
2
3
4
•
•
•
•
?
??
?



ttjjjj
jjj
?
??
?



42∧43∧31∧21∧32
, Γ3 =
1 2
3
4•
• •
•

 
;;;;;


 
---------
41∧31∧32∧32∧43
which contribute into µ4 — for any fixed numbering of vertices, say the one shown in the pictures above,
and for the ordering of edges shown under the pictures — with the one and the same weight
cΓ1 = cΓ2 = cΓ3 =
1
12
.
One can show that Maurer-Cartan elements of this Lie∞ can be quantized by standard iteration, i.e. their
deformation quantization does not require sophisticated mathematics, and all the subtleties are, therefore,
hidden in the Lie∞ quasi-isomorphism between the standard Schouten algebra and this exotic Lie∞ al-
gebra. We construct explicitly such a quasi-isomorphism below using the Kontsevich propagator and the
renormalized forgetful map (14).
4.2.5. On homotopy equivalence of Lie∞ algebras. Let R[t, dt] stand for the polynomial de Rham
algebra on R and d for the de Rham differential. The tensor product Tpoly(Rd)[t, dt] := Tpoly(Rd)⊗RR[[t, dt]]
is naturally a dg module over R[t, dt]. A Lie∞-structure, µ•(t, dt), on Tpoly(Rd)[t, dt] such that
µ1(t, dt) = d
and all the higher operations, µn(t, dt), are morphisms of R[t, dt]-modules is uniquely determined by two
families of operations, {
µ′n(t) : ⊙nTpoly(Rd) −→ Tpoly(Rd)[3− 2n]⊗ R[t],
µ′′n(t) : ⊙nTpoly(Rd) −→ Tpoly(Rd)[2− 2n]⊗ R[t]
}
n≥2
such that µn(t, dt) = µ
′
n(t)+dtµ
′′
n(t) for n ≥ 2. We call such a Lie∞-structure on Tpoly(Rd)[t, dt] a path one.
Two minimal Lie∞-structures, say µ• and µˆ•, on Tpoly(Rd) are called gauge or homotopy equivalent [Fu] if
there exists a path Lie∞-structure µ•(t, dt) such that µ′•(t)|t=0 = µ• and µ′•(t)|t=1 = µˆ•.
Any PA 1-form on the semialgebraic set C2 can be written in the form, ω = ω0+df , where ω0 = dArg(z1−z2)
and f is some PA function on C2.
19
4.2.6. Proposition. For any PA function f on C2, the operators µ
′
n(t) :=
∑
Γ∈Gn,2n−3 c
′
Γ(t)ΦΓ and
µ′′n(t) :=
∑
Γ∈Gn,2n−2 c
′′
Γ(t)ΦΓ with
(22) c′Γ(t) :=
∫
Cn
∧
e∈E(Γ)
π∗e′(ω00 + tdf)
2π
, and dtc′′Γ(t) :=
∫
Cn
∧
e∈E(Γ)
π∗e (ω0 + tdf + fdt)
2π
.
define a path Lie∞-structure,
(23) µfn(t, dt) = µ
′
n(t) + dtµ
′′
n(t), n ≥ 2,
on Tpoly(Rd)[t, dt] such that µ′•(t)|t=0 equals the standard Schouten algebra structure on Tpoly(Rd) and
µ′•(t)|t=1 equals the Lie∞-structure on Tpoly(Rd) associated by Proposition 4.2.2 to the generic propagator
ω = ω0 + df .
Proof. First we note that the definition of the weight c′′Γ(t) makes sense. In fact, one has,
c′′Γ(t) :=
∑
e∈E(Γ)
(−1)|e|
∫
Cn
π∗e(f)
2π
∧
e′∈E(Γ)
e′ 6=e
π∗e′ (ω0 + tdf)
2π
where |e| counts the number of edges of Γ staying before the edge e in the chosen total ordering, o : E(Γ)→
[#E(Γ)], of edges, i.e. |e| := o(e)− 1.
It is obvious that the required conditions on the boundary values µ′•(t)|t=0 and µ•(t)t=1 are satisfied.
Next it is a straightforward calculation (which is fully analogous to the one made on the proof of Theo-
rem 4.2.1) to check that maps (23) define a Lie∞-algebra structure on Tpoly(Rd) ⊗ K[[t, dt]] if and only if
one has, for any Γ ∈ Gn,2n−4, ∑
A⊂V (Γ)
A is admissible
(−1)σAc′ΓA(t)c′Γ/ΓA(t) = 0
and, for any Γ ∈ Gn,2n−3,
dc′Γ(t)
dt
=
∑
A⊂V (Γ)
such that
ΓA∈G#A,2#A−3
(−1)σAc′ΓA(t)c′′Γ/ΓA(t) +
∑
A⊂V (Γ)
such that
ΓA∈G#A,2#A−2
(−1)σAc′′ΓA(t)c′Γ/ΓA(t).
The first condition is obvious (see again the proof of Theorem 4.2.1 above) while the second one follows from
the following calculation,
dc′Γ(t)
dt
=
∑
e∈E(Γ)
(−1)|e|
∫
Cn
π∗e(df)
2π
∧
e′∈E(Γ)
e6=e
π∗e′(ω0 + tdf)
2π
=
∑
e∈E(Γ)
(−1)|e|
∫
∂Cn
π∗e(f)
2π
∧
e′∈E(Γ)
e6=e
π∗e′(ω0 + tdf)
2π
=
∑
e∈E(Γ)
(−1)|e|
 ∑
A⊂V (Γ)
e6=E(ΓA)
(−1)σA
∫
CA
∧
e′∈E(ΓA)
π∗e′(ω0 + tdf)
2π
∫
Cn−#A+1
π∗e(f)
2π
∧
e′∈E(Γ/ΓA)
e6=e
π∗e′(ω0 + tdf)
2π
+
∑
A⊂V (Γ)
e∈E(ΓA)
(−1)σA
∫
CA
π∗e (f)
2π
∧
e′∈E(ΓA)
e6=e
π∗e′(ω0 + tdf)
2π
∫
Cn−#A+1
∧
e′∈E(Γ/ΓA)
π∗e′(ω0 + tdf)
2π

=
∑
A⊂V (Γ)
such that
ΓA∈G#A,2#A−3
(−1)σAc′ΓA(t)c′′Γ/ΓA(t) +
∑
A⊂V (Γ)
such that
ΓA∈G#A,2#A−2
(−1)σAc′′ΓA(t)c′Γ/ΓA(t).

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4.2.7. De Rham field theory of path Lie∞-structures. One can generalize the notion of a de Rham
field theory on C to a map {
Ω(t, dt) : Gn,l −→ Ωl(Cn × R)
}
n≥2,l≥1 ,
taking values in Ω•(Cn × R) := Ω•(Cn)[t, dt] and satisfying the same closeness and factorization condition
(16) as the map Ω in the beginning of §4.2. An analogue of Theorem 4.2.1 claiming that every such a de
Rham field theory Ω(t, dt) defines a path Leib∞-algebra structure on Tpoly(Rd)[t, dt] holds true with the only
difference that the summation in formula (17) goes over graphs Γ ∈ Gn,2n−3 ⊔ Gn,2n−2; weights (18) take
now values in R[t, dt] rather than in R. Proposition 4.2.6 gives us an explicit example of such a generalized
de Rham field theory and of the corresponding path Lie∞-algebra associated with the propagator
(24) ωf(z1, z2) := dArg(z1 − z2) + t df
(
zi − zj
|zi − zj |
)
+ f
(
zi − zj
|zi − zj |
)
dt ∈ Ω1(C2 × R).
4.2.8. Homotopy equivalence theorem. Let f be an arbitrary smooth (or PA) function on S1 and let
µf•(t, dt) be the associated path Lie∞ structure (23) on Tpoly(Rd). There exists a morphism of Lie∞-algebras,
H(t, dt) :
(Tpoly(Rd), [ • ]) −→ (Tpoly(Rd)[t, dt], µf•(t, dt))
whose composition with the evaluation map at t = 0,(Tpoly(Rd)[t, dt], µf• (t, dt)) evt=0−→ (Tpoly(Rd), [ • ]) ,
equals the identity map.
This theorem can be proven by a direct but very tedious inspection of the polynomial dependence of the
weights c′Γ(t) on t along the lines of the proof of Proposition 4.2.6. We shall show below in §4.5 a short and
more elegant proof (as well as explicit formulae for H(t, dt)) using the compactified configuration space Ĉn,0.
4.2.9. Remark. Let Aut(Tpoly(Rd)) be the group of Lie∞ automorphisms of the Schouten algebra. Two
elements, F0, F1 ∈ Aut(Tpoly(Rd)) are called homotopy equivalent [Fu] if there exists a Lie∞ morphism,
F (t, dt), from the Lie algebra (Tpoly(Rd), [ • ]) to the dg Lie algebra (Tpoly(Rd)[t, dt], [ • ], d) such that the
compositions of F (t, dt) with the evaluations at t = 0 and, respectively, at t = 1 give F0 and, respectively,
F1. An element F = {Fn}n≥1 ∈ Aut(Tpoly(Rd) is called homotopy trivial if it is homotopy equivalent to the
identity map, and exotic if it is homotopy non-trivial. If F1 = Id, then the first non-zero higher composition,
Fmin≥2, of an automorphism F gives a cycle in the Chevalley-Eilenberg complex C•CE(Tpoly(Rd), Tpoly(Rd))
of the Schouten algebra. It is easy to check that if the automorphism F is homotopy trivial, then Fmin
is a coboundary. Thus if Fmin gives a non-trivial cohomology class in H
•(Tpoly(Rd), Tpoly(Rd)), then the
automorphism is exotic.
4.3. De Rham field theory on C ⊔ Ĉ ⊔ C. For any proper subset A ⊂ [n] of cardinality at least two
and for any decomposition, [n] = A1 ⊔ . . . ⊔ Ak, of [n] into disjoint non-empty subsets, there are associated
embeddings,
(25) jA : Ĉn−#A+1,0 × C#A →֒ Ĉn,0, jA1,...,Ak : Ck × Ĉ#A1,0 × . . .× Ĉ#Ak,0 →֒ Ĉn,0,
of the corresponding boundary components into Ĉn,0 (see (12)).
A de Rham field theory on C ⊔ Ĉ ⊔C is, by definition, a pair, Ωin and Ωout, of de Rham field theories on C
together with a family of maps, {
Ξ : Gn,l −→ Ωl(Ĉn,0)
Γ −→ ΞΓ
}
n≥2
such that dΞΓ = 0, ΞΓopp = −ΞΓ and, for any Γ ∈ Gn,2n−3, and any boundary embedding (25) one has
(26) j∗A(ΞΓ) ≃ (−1)σAΞΓ/ΓA ∧ ΩinΓA ,
(27) j∗A1,...,Ak(ΞΓ) ≃ (−1)σA1,...,AkΩoutΓ/{ΓA1 ,...,ΓAk} ∧ ΞΓA1 ∧ . . . ∧ ΞΓAk ,
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where the sign (−1)σA1...Ak is defined by the equality
OΓ = (−1)σA1...AkOΓ/{ΓA1 ,...,ΓAk} ∧ OΓA1 ∧ . . . ∧OΓAk ,
i.e. it is given just by a rearrangement of the wedge product of edges of Γ.
4.3.1. Theorem. Given a de Rham field theory, (Ωin,Ωout,Ξ), on C ⊔ Ĉ ⊔ C, then, for any d ∈ N, there
are associated
(i) two Leib∞-algebra structures, µin and µout, on Tpoly(Rd) given by formulae (17)-(18) for Ω = Ωin
and, respectively, Ω = Ωout, and
(ii) a Lieb∞ morphism,
FLeib =
{
FLeibn : ⊗nTpoly(Rd) −→ Tpoly(Rd)[2− 2n]
γ1 ⊗ . . .⊗ γn −→ FLeibn (γ1, . . . , γn)
}
n≥1
,
from µin-structure to µout-structure given by the formulae,
(28) FLeibn (γ1, . . . , γn) :=
{
Id for n = 1,∑
Γ∈Gn,2n−2 CΓΦΓ(γ1, . . . , γn) for n ≥ 2
with
(29) CΓ :=
∫
Ĉn,0
ΞΓ.
Proof. Proof is completely analogous to the proof of Theorem 4.2.1 above. The required claim follows
immediately from the definitions and the Stokes theorem,
0 =
∫
Ĉn,0
dΞΓ =
∫
∂Ĉn,0
ΞΓ =
= −
∑
A [n]
#A≥2
(−1)σA
∫
C#A
ΩinΓA
∫
Ĉn−#A+1,0
ΞΓ/ΓA +
∑
V (Γ)=A1⊔...⊔Ak
2≤k≤n
(−1)σA1...Ak
∫
Ck
ΩoutΓ/{ΓA1 ...ΓAk}
∫
Ĉ#A1,0
ΞΓA1 ...
∫
Ĉ#Ak,0
ΞΓAk
= −
∑
A⊂V (Γ)
A is admissible
(−1)σAcinΓACΓ/ΓA +
n∑
k=2
∑
V (Γ)=A1 ⊔ ... ⊔ Ak︸ ︷︷ ︸
admissible
(−1)σA1...Ak coutΓ/{ΓA1 ...ΓAk}CΓA1 . . . CΓAk .(30)

4.4. De Rham field theories from angular functions on Ĉ2,0. Let φ be an angular function on Ĉ2,0,
ω = φ∗(volS1) the associated propagator on Ĉ2,0, and let
ωin := ω|inner circle and ωout := ω|outer circle
be the 1-forms on S1 obtained by restricting ω to the inner and, respectively, outer circles of Ĉ2,0. Define a
series of maps,
(31)
Ωin : Gn,l → Ωl(Cn)
Γ → ΩinΓ :=
∧
e∈E(Γ)
π∗e (ωin)
2π
Ωout : Gn,l → Ωl(Cn)
Γ → ΩinΓ :=
∧
e∈E(Γ)
π∗e (ωout)
2π
and
(32)
Ξ : Gn,l −→ Ωl(Ĉn,0)
Γ −→ ΞΓ :=
∧
e∈E(Γ)
p∗e (ω)
2π
where, as before, πe : Cn → C2 is the map which forgets all the points in the configurations except the two
ones which are the boundary vertices of the edge e, and pe : Cn,0 → C2,0 is a “renormalized” version (see
(14)) of the forgetful map pe : Cn,0 → C2,0. As Mayer-Vietoris sequence for minimal differential forms on
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locally closed semialgebraic sets trivializes (see §8.3 in [KS]), ΞΓ is a well-defined minimal differential form
on Ĉn,0 for any graph Γ with n vertices.
4.4.1. Theorem. For any angular function on Ĉ2,0 the associated data (31)-(32) define a de Rham field
theory on C ⊔ Ĉ ⊔ C.
Proof. The proof of the factorization (26) is standard (see [Ko2]): this equation is equivalent to the following
one, ∫
Ĉn−#A+1,0×C#A
j∗A(ΞΓ) = (−1)σA
∫
Cn−#A+1,0
ΞΓ/ΓA
∫
C#A
ΩinΓA .
By definition of the boundary strata Ĉn−#A+1,0 × C#A →֒ Ĉn,0, both sides of the above equation are zero
unless ΓA is an admissible subgraph of Γ in which case the equality is obvious when one uses local coordinates
defined in §3.
Consider next, for a partition [n] = A1 ⊔ . . . ⊔Ak, the associated boundary strata at “infinity”,
jA1,...,Ak : Ck × C#A1,0 × . . .× C#Ak,0 →֒ Ĉn,0.
By definition, the boundary stratum jA1,...,Ak(Ck × C#A1,0 × . . .× C#Ak,0) is a subset of Ĉn,0, obtained in
the limit ε→∞ from a class of configurations, pε(p0, p1, . . . , pk), in Cn,0 defined as follows:
(a) let p0 = (z1, . . . , zk) be an arbitrary configuration in C
h
k and let
pε0 := ε(p0 − i) + i = (zε1 := ε(z1 − i) + i, . . . , zεk := ε(zk − i) + i)
be the associated configuration in Chk,0 with ||pε0|| = ε;
(b) let p1 ∈ ChA1,0, . . ., pk ∈ ChAk,0 be arbitrary configurations,
then, for sufficiently large ε,
pε(p0, p1, . . . , pk) :=
k⋃
i=1
{pi + ε(zi − i)︸ ︷︷ ︸
pAi
}
is a well-defined configuration in Chn,0. Note that zmin(pAi) = z
ε
i and |pAi − zmin(pAi)| is equal to |pi − i|
for all i ∈ [k] and hence is a finite number independent of ε.
Therefore, for any Γ ∈ Gn,l we have
(33) j∗A1,...,Ak(ΞΓ) = (−1)σA1,,...,Ak limε→+∞
 ∧
e∈E(Γ/{ΓA1 ...ΓAk})
p∗e (ω)
2π
k∏
i=1
∧
e∈E(ΓAi )
p∗e (ω)
2π
 .
Let e be an edge in E(Γ/{ΓA1 . . .ΓAk}), then In(e) and Out(e) correspond to points, say wp0 and wq0 , which
belong to two different groups, say pAp and pAq . Thus
wp0 = z
h
p0 + ε(zp − i), wq0 = zhq0 + ε(zq − i),
for some uniquely defined zhp0 ∈ ChAp,0, zhq0 ∈ ChAq ,0, zp, zq ∈ Chk . Then, for sufficiently large ε, we have,
p∗e (ω) (wp0 , wq0) =
{
ω (wp0 − wq0 + i, i) if ℑzp ≥ ℑzq
ω (i, wq0 − wp0 + i) if ℑzp ≤ ℑzq
=

ω
(
ε(zp − zq + z
h
p0
−zhq0
ε ) + i, i
)
if ℑzp ≥ ℑzq
ω
(
i, ε(zq − zp + z
h
q0
−zhp0
ε ) + i
)
if ℑzp ≤ ℑzq
−→
ε→+∞
ωout(zp, zq)
so that ∧
e∈E(Γ/{ΓA1 ...ΓAk})
lim
ε→+∞
p∗e (ω)
2π
= ΩoutΓ/{ΓA1 ,...,ΓAk}.
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It is also clear that for any i ∈ [k] and any edge e in E(ΓAi) the 1-form p∗e (ω) is independent of ε so that,
in the above notations,
p∗e (ω) (wp0 , wq0) = p
∗
e (ω) (z
h
p0 , z
h
q0)
and hence ∧
e∈E(ΓAi )
lim
ε→+∞
p∗e
(
ω(wIn(v), wOut(v)
)
2π
=
∧
e∈E(ΓAi )
p∗e
(
ω(zhIn(v), z
h
Out(v)
)
2π
= ΞΓAi .
Then equality (33) implies equality (27). 
4.4.2. Remark. The above proof shows that our maps Ωin, Ωout and Ξ satisfy factorization equations
(26) and (27) strictly, i.e. one can replace there the equivalence sign ≃ with the equality sign =. This fact
means that the class of de Rham field theory on C ⊔ Ĉ ⊔ C associated with angular functions can be used
to construct representations of not only the operad of fundamental chains, but also of the full chain operad,
Chains(C ⊔ Ĉ ⊔ C).
4.4.3. Corollary. For any angular function φ on Ĉ2,0 there is an associated Lie∞ automorphism of the
Schouten algebra of polyvector fields.
Proof. As weights (29) are Sn-invariant, Proposition 4.2.2 implies that the map F given by formulae (28)
describes a Lie∞ morphism between the Lie∞ structures µin• and µout• on Tpoly(Rd) corresponding to the
1-forms ωin and ωout respectively. By Theorem 4.2.8, both these Lie∞ structures are homotopy equivalent
to the Schouten Lie algebra via certain homotopy equivalence maps, Hin and Hout (see the next section §4.5
for their explicit formulae). Then the composition
F : (Tpoly(Rd), [ • ]) Hin−→ (Tpoly(Rd), µin• )) F−→ (Tpoly(Rd), µout• ) H−1out−→ (Tpoly(Rd), [ • ])
is an automorphism of the Schouten algebra. 
4.4.4. An example. Let us test Main Theorem 4.4.1 for the Kontsevich propagator ωK . The statement of
that theorem is equivalent to saying that, for any graph Γ ∈ Gn,2n−3, the associated weights
cinΓ =
∫
Cn
∧
e∈E(Γ)
π∗e (ωK |inner circle)
2π
, coutΓ =
∫
Cn
∧
e∈E(Γ)
π∗e (ωK |outer circle)
2π
, CΓ =
∫
Ĉn,0
∧
e∈E(Γ)
p∗e (ωK)
2π
,
satisfy equation (30). For n = 1 this equation is trivial. For the cases n = 2 and n = 3 it is obvious. The
first non-obvious numerical identities come from graphs Γ in the set G4,5. For the three graphs in (21) the
associated equations (30) reduce to the following ones,
coutΓ1 = 2CΓ′ , c
out
Γ3 = 2CΓ′′ , c
out
Γ2 = CΓ′ + CΓ′′ ,
where
Γ′ =
1
2
3
•
•
•

DD77ooooooo
''
OOOOOOO
, Γ′′ =
1
2
3
•
•
•

DD
ww
oooooooggOOOOOOO
Thus the Main Theorem 4.4.1 implies the identity,
coutΓ2 =
1
2
(
coutΓ1 + c
out
Γ3
)
which indeed holds true as all these weights are equal to 112 (see §4.2.4). Similarly one can check several
other identities between the weights computed in Appendix 4.
4.5. Gauge equivalence propagators and a proof of the homotopy equivalence theorem. A
semialgebraic function,
l : C2,0 −→ (0, 1)
p = (z1, z2) −→ ||p||||p||+1
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extends to a semialgebraic function on its compactification, l : Ĉ2,0 → [0, 1], which takes values 0 at the
inner circle and value 1 at the outer one. For an arbitrary semialgebraic function f on S1 we consider a
propagator
ω(z1, z2, t, dt) = dArg(z1 − z2) + td
(
l(z1, z2) f
(
zi − zj
|zi − zj|
))
+ l(z1, z2)f
(
zi − zj
|zi − zj |
)
dt ∈ Ω1(Ĉ2,0 × R)
which satisfies the boundary conditions,
ω(z1, z2, t, dt)|inner circle = dArg(z1 − z2), and ω(z1, z2, t, dt)|outer circle = (24).
Hence formulae (28) with summation
∑
Γ∈Gn,2n−2 extended to
∑
Γ∈Gn,2n−2⊔Gn,2n−1 give us a Lie∞-morphism
H(t, dt) :
(Tpoly(Rd), [ • ]) −→ (Tpoly(Rd)[t, dt], µf•(t, dt))
which obviously has the property stated at the end of Theorem 4.2.8.
The map Hout used in the proof of Corollary 4.4.3 is equal to H(t, dt)|t=1. The map Hin is constructed
similarly.
4.6. Exotic transformations of Poisson structures. Any Lie∞-automorphism F of the algebra
Tpoly(Rd)[[~]] acts on its set of Maurer-Cartan elements,
γ → F (γ) =
∑
n≥1
~n−1
n!
Fn(γ, . . . , γ).
If F is a Lie∞-automorphism given by a de Rham field theory on C• ⊔ Ĉ•,0 ⊔ C•, then
(34) F (γ) := γ +
∑
n≥2
~n−1
∑
Γ∈Gn,2n−2
CΓ
#Aut(Γ)
ΦΓ(γ
⊗n)
where #Aut(Γ) is the cardinality of the group of automorphisms of the graph Γ and Gn,2n−2 means the
family of graphs Gn,2n−2 with labeling of vertices forgotten. In particular, F acts on the set of ordinary
Poisson structures on Rd, that is, on the set of bivector fields, γ = 12
∑
i,j γ
ij(x)ψiψj , satisfying the equation
[γ • γ] = 0. In this case only those graphs Γ ∈ Gn,2n−2 can give a non-trivial contribution to F (γ) which
have at most two output edges at each vertex. The wheels,
(35) wn =
n+1
1
2
3
n
n−1
•
•
•
•
•
•
•
•
•

????????  

oo__
??
??
??
??OO
// ??




uu
kkkkkk
ii
SSSS
SS
UU
++
++
++
II



55
kkkk
kk
))
SSSSSS

++++++
		
 , n ≥ 2,
and their unions do have this property. An easy calculation based on definition (15) gives (with the total
ordering of E(wn) chosen to be {(1, 2), (2, 3), . . . , (n− 1, n), (1, n+ 1), . . . , (n, n+ 1)}),
Φwn(γ
⊗n+1) = −(−1)n(n−1)/2 1
2
∑ ∂nγij
∂xk1 · · · ∂xkn
∂γk1l1
∂xl2
∂γk2l2
∂xl3
· · · ∂γ
knln
∂xl1
(ψiψj).
As Aut(wn) = Z/nZ, the contribution of graphs wn into into F is given by
F (γ)= γ +
∑
n≥2
~n
Cwn
#Aut(wn)
Φwn(γ
⊗n+1) + . . .
= γ − 1
2
∞∑
n=2
(−1)n(n−1)/2Cwn~
n
n
∂nγij
∂xk1 · · · ∂xk2n+1
∂γk1l1
∂xl2
∂γk2l2
∂xl3
· · · ∂γ
knln
∂xl1
(ψiψj) + ...(36)
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4.7. Examples: symmetrized Kontsevich’s propagators. The symmetrized propagator (see §3.5.5),
ωsymK =
1
2
(ωK(z1, z2) + ωK(z2, z1)) = dArg(z1 − z2),
on Ĉ2,0 restricts to its inner and outer boundary circles as dArg(z1−z2) and hence defines, by Example 4.2.3
and Theorem 4.4.1, an automorphism, F symK , of the Schouten algebra Tpoly(Rd). This is, however, a trivial
automorphism (i.e. the one with Fn≥2 = 0) as the differential (2n− 2)-forms
∏
e∈E(Γ) p
∗
e(ω
sym
K ) are invariant
under the action of the semigroup, z → z + ν, ν ∈ R+, and hence vanish identically on Cn,0 for dimensional
reasons.
In [Ko3] Kontsevich introduced a “ 12”-propagator,
ω 1
2K
(zi, zj) :=
1
i
d log
zi − zj
zi − zj ,
and claimed that “all identities proven in [Ko2] remain true”. In particular, all the integrals∫
Cn,0
∧e∈E(Γ)p∗e(ω), Γ ∈ Gn,2n−2, are finite. This is by no means an obvious claim as the differential forms
p∗e(ω 12K), i, j ∈ [n], extend neither to the compactification Cn,0 nor to Ĉn,0. In fact such forms extend nicely
to all boundary components of both compactifications except to those of the form Cn−k+1,0 × Ck which
describe a group of k points moving too close to each other in H (and which are the only ones which are
common to both compactifications for all n). We refer to [AlTo] for a discussion of why the Kontsevich
1
2 -propagator works. As the symmetrized version of this propagator,
ωsym1
2K
(zi, zj) :=
1
2
(
ω 1
2K
(zi, zj) + ω 1
2K
(zj , zi)
)
,
restricts to the outer circle of Ĉ2,0 as dArg(z1−z2) and tends towards the inner circle as dArg(z1−z2)+d ln ε,
ε → 0, we infer from Example 4.2.3 and Theorem 4.3.1 that the associated universal map F sym1
2K
given by
formulae (28)-(29) gives an exotic automorphism of the Schouten algebra without any homotopy adjustments.
The automorphism F sym1
2K
is homotopy non-trivial as its lowest in n non-trivial component is given by the
graph w3 whose weight with respect to the propagator ω
sym
1
2K
and the ordinary forgetful map is equal to
ζ(3)
(4pi)3i [Gr2]; one can use this fact to show that its weight is also non-zero with respect to the renormalized
forgetful map pe. It is worth noting that for any symmetrized propagator the choice of arrows on a graph
Γ ∈ Gn,2n−2 does not affect its weight CΓ (but does affect the associated operator ΦΓ). Such theories are
better understood as de Rham field theories on braid configuration spaces, see §5 below.
4.8. Example: Kontsevich’s (anti)propagator. In the case of the Kontsevich propagator
ωK(z1, z2) = dArg
z1 − z2
z1 − z2
or the antipropagator,
ωK(z1, z2) = dArg
z2 − z1
z2 − z1
formulae (28)-(29) define a Lie∞ morphism from the Schouten algebra to its Lie∞-extension constructed by
Shoikhet in [Sh2] (see §4.2.4). Both such morphisms, FK and, respectively, FK , must be highly non-trivial
as they encode all the obstructions to existence of universal Kontsevich type formality morphism for infinite-
dimensional Schouten algebras (non-existence of a such a formality morphism, i.e. non-emptiness of the set
of obstructions, was proven in [Me2]).
4.9. De Rham field theory of Duflo’s strange automorphism. Let ω be a propagator on Ĉ2,0. Had
we defined the map Ξ in (32) with the help of the ordinary forgetful map pe : Cn,0 → C2,0 (rather than with
pe),
(37)
Ξ′ : Gn,l −→ Ωl(Ĉn,0)
Γ −→ Ξ′Γ :=
∧
e∈E(Γ)
p∗e (ω)
2π
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then we would not get in general a de Rham field theory (Ωin,Ξ′,Ωout) on Ĉn,0 as for generic graphs Γ the
factorization (27) might fail. For a fixed propagator ω, let us denote by Gsing(ω) that set of graphs Γ for
which it fails indeed.
The boundary values of the propagator ω determine the associated µin• and µ
in
• Lieb∞-structures on Rd as
it is explained in §3. It is clear that if γ is a Maurer-Cartan element of the µin• structure such that for any
Γ ∈ Gsing(ω) the value, ΦΓ(α, . . . , α), of the associated operator ΦΓ vanishes, then the transformation
(38) F (γ) := γ +
∑
n≥2
~n−1
∑
Γ∈Gn,2n−2
C′Γ
#Aut(Γ)
ΦΓ(γ
⊗n)
C′Γ :=
∫
Cn,0
Ξ′Γ,
defines a Maurer-Cartan element, F (α), of the the µout• -structure on R
d, i.e. in such a case our machinery
works with non-renormalized weights C′Γ.
As an illustration, let consider a family, {γP.D.}, of polyvector fields on Rd of the form γP.D. = ∑i≥0 γi,
γi ∈ ∧iTRd , with all γi vanishing except for i = 0 and 2, and with γ2 = 12
∑
i,j α
ij
k x
kψiψj being a linear
Poisson structure. Equation [γ, γ]Schouten = 0 implies then that γ
0 = γ0(x) is an invariant polynomial on Rd,
that is, an element of (⊙•g)g, where g is the space dual to Rd and equipped with the Lie algebra structure
determined by γ2. It is not hard to see that this class of Poisson-Duflo structures, {γP.D.}, does satisfy the
condition ΦΓ(γ
P.D., . . . , γP.D.) = 0 for any Γ ∈ Gsing(ωK). Therefore, the Kontsevich antipropagator defines
an automorphism (38) of Poisson structures,
γP.D. −→ FK(γP.D.)
which can be computed explicitly as, by Kontsevich vanishing theorems in [Ko2], only graphs (35) and their
unions (with the same center) may contribute to (38),
FK(γP.D.) = γP.D. +
∑
n≥1
∑
Γ∈Gn+1,2n−1
~nC′Γ
#Aut(Γ)
ΦΓ(⊗n+1γP.D.)
= γP.D. +
∞∑
m=1
1
m!
∑
n≥2
~n
n
C′wnΦwn
(⊗n+1γP.D.)
m
= γ0 + γ2 +
∞∑
m=1
1
m!
∑
n≥2
Bn~n ∂
nγ0
∂xk1 · · · ∂xkn α
k1l1
l2
αk2l2l3 · · ·αknlnl1
m
= γ2 + e
∑
n≥2 Bn~Trace(adn)γ0
= γ2 + det
√
e
~
2 ad − e−~2 ad
ad
γ0.
Here we used the fact that the weight, C′wn , of wheel (35) with respect to Kontsevich’s antipropagator (and
the ordinary projection pe : Cn,0 → C2,0) is zero for n odd (see [Ko2]) and equals to C′wn = −(−1)n(n−1)/2nBn
for n even [VdB]. The weight of a union of m wheels is equal to the product of their weights giving rise
above to the summation over m ≥ 1.
The conclusion is that the exotic transformation FK associated with Kontsevich’s antipropagator preserves
the class of Poisson-Duflo structures, and, at ~ = 1, coincides precisely with the famous strange Duflo
automorphism (see, e.g., [Ko2, CaRo] and references cited there).
Analogously, the transformation of Poisson-Duflo structures,
γP.D. −→ F 12K(γP.D.)
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associated with Kontsevich’s 12 -antipropagator,
ω 1
2K
(zi, zj) =
1
i
d log
zi − zj
zi − zj
is given by
F
1
2K(γP.D.) = γ2 + e
∑
n≥2
ζ(n)
n(2pii)n
~Trace(adn)γ0
and at ~ = 1 coincides with Kontsevich’s modification (see §4.6 in [Ko3]) of Duflo’s strange transformation.
Here we used the fact that the weight, C′wn , of wheel (35) with respect to Kontsevich’s
1
2 -antipropagator
(and the ordinary projection pe : Cn,0 → C2,0) is equal to (−1)n(n−1)/2 ζ(n)(2pii)n , see Appendix 1.
5. Braid configuration spaces
5.1. Compactified braid configuration spaces as operads Lie∞ and Mor(Lie∞). In the previous
sections we studied configurations of points, Cn and Cn,0, which were both ordered and numbered. Let Bn
and Bn,0 be their versions in which the total ordering of points is forgotten. Their compactifications, Bn
and B̂n,0 can be defined in a full analogy to the previous case, and can be characterized as follows.
5.1.1. Proposition [GeJo]. The face complex, C•(B), of the family of compactified braid configurations
spaces, {Bn}n≥2, has a structure of a dg operad canonically isomorphic to the operad, Lie∞, of strong
homotopy Lie algebras.
5.1.2. Proposition. The face complex of B ⊔ B̂ ⊔ B has structure of a dg 2-coloured operad which is
canonically isomorphic to the dg 2-coloured operad Mor(Lie∞) describing pairs of Lie∞-algebras and Lie∞-
morphisms between them.
5.2. De Rham field theories on braid configuration spaces. Let Bn,l stand for a family of graphs,
{Γ}, such that (i) #V (Γ) = n, (ii) #E(Γ) = l, (iii) Γ has no loop type edges, and (iv) the set E(Γ) is totally
ordered (up to an even permutation). Let Bn,l be the version of Bn,l with data (iv) forgotten. Note that
edges of these graphs are not directed, and their vertices are not numbered.
With any graph Γ ∈ Bn,l one can associate a linear map
ΦsΓ : ⊙nTpoly(Rd) −→ Tpoly(Rd)[−l]
γ1 ⊗ . . .⊗ γn −→ ΦsΓ(γ1, . . . , γn),
ΦsΓ(γ1, . . . , γn) :=
1
n!
∑
f :V ert(Γ)→[n]
 ∏
e∈Edges(Γ)
∆e
 ∏
v∈V ert(Γ)
γf(v)(ψf(v), xf(v))

x1=...=xn
ψ1=...=ψn
,
where the operator ∆e corresponding to an edge e beginning at a vertex labelled by i ∈ [n] and ending at a
vertex labelled by j ∈ [n] is given by
∆e :=
d∑
a=1
(
∂2
∂xa(i)∂ψ(j) a
+
∂2
∂xa(j)∂ψ(i) a
)
.
De Rham field theories on B and B̂ can be defined in a full analogy with the ones on C and Ĉ. Moreover,
Theorems 4.2.1 and 4.3.1 hold true with symbols C, Ĉ and Leib∞ replaced, respectively, by B, B̂ and Lie∞.
A class of de Rham theories on C ⊔ Ĉ ⊔ C determined by a propagator ω(zi, zj) on Ĉ2,0 satisfying the
symmetry condition (cf. §4.5),
ω(zi, zj) = ω(zj, zi),
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comes in fact from a class of de Rham field theories on B ⊔ B̂ ⊔ B. It is easy to see that for any choice of
such a symmetric propagator the weight, Cwn(s), of the following graph
wn =
n+1
1
2
3
n
n−1
•
•
•
•
•
•
•
•
•
????????

??
??
??
??




kkkkkk SSS
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++
++
++



kkkk
kkSSSSSS
++++++
 ∈ Gn,2n−2 , n ≥ 2,
is equal to zero for even n. For odd n its weight is, in general, non-zero. The infinitesimal part, δα, of the
associated exotic transformation of an ordinary Poisson structure,
F sym1
2K
(α) = α+
Cw3
#Aut(w3)
ΦsΓ(α, α, α, α) + higher order (in α) terms,
is controlled by the graph w3 (which is the same as the tetrahedron graph
• •
•
•







444444
KKKKK

) so that we get, up
to a non-zero numerical factor, the following infinitesimal change of the Poisson structure,
δα ∼
∑
i,j,k,l,m
k′,l′,m′
(
∂3αij
∂xk∂xl∂xm
∂αkk
′
∂xl′
∂αll
′
∂xm′
∂αmm
′
∂xk′
+
4
3
∂3αim
∂xk∂xl
∂αkk
′
∂xl′
∂αll
′
∂xm′
∂αjm
′
∂xk′∂xm
)
(∂i ∧ ∂j).
According to Kontsevich [Ko1], the second term vanishes identically for any Poisson structure α so that the
above relation simplifies further,
δα ∼
∑
i,j,k,l,m,k′,l′,m′
∂3αij
∂xk∂xl∂xm
∂αkk
′
∂xl′
∂αll
′
∂xm′
∂αmm
′
∂xk′
(∂i ∧ ∂j).
Thus the flow of Poisson structures,
dα
dt
:= δα,
associated with the infinitesimal part of the exotic Lie∞ morphism F sym1
2K
is precisely the one which was
found by Kontsevich long ago in §4.6.3 of [Ko2] as an example of an exotic (i.e. homotopy non-trivial, see
Remark 4.2.9) infinitesimal Lie∞ automorphism of the Schouten algebra.
6. Towards a new differential geometry
The classical architecture of geometry and theoretical physics can be described as follows: a geometric
structure is a function (a “field” or an “observable”) on a manifold (“space-time”) satisfying some differential
equations


“space-time”
O
O
O
O
N
“fields”
tttttt
tttttt“space of values”
The theory of (wheeled) props offers a different picture [Me1, Me2] in which “space-time” equipped with a
geometric structure is itself a function (a representation) on a more fundamental object — a certain dg free
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prop, a kind of a graph complex,
prop
O
O
O
O
N
fields & space-time
ssssss
ssssss
EndV
• •
•
•
•
•
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Here V stands for a vector space modelling a local coordinate chart of some (say, real analytic) manifold M .
A real analytic gluing map, V → W , of two coordinate charts on M can be understood as a morphism of
props EndV → EndW . Then a consistent gluing of local geometric structures, {P → EndV }, controlled by
some prop P into a global one on the manifold M can be understood as commutativity of diagrams of the
form,
P
EndV EndW__??????
??
//
If, however, the dg prop P admits a non-trivial group of automorphisms, then the above gluing pattern can
be replaced by the following one,
EndV // EndW
P fVW∈Aut(P)//
OO
P
OO
i.e. the group Aut(P) is allowed to twist the standard local coordinate gluing mappings. Note that the group
Aut(P) is universal and does not depend on a particular manifold M , i.e. one modifies in this way the whole
category of geometric structures of type P .
More concretely, one can think of our explicit formulae for exotic Lie∞ automorphisms of the Schouten
algebra in Rd as of gluing mappings defining a quantum manifold out of local coordinate charts,
U = (⊙•(Tpoly(Rd))[~]],∆, dS),
which, by definition, are dg coalgebras ⊙•(Tpoly(Rd))[~]] equipped with the standard comultiplication ∆ and
with the co-differential dS corresponding to the Schouten bracket in Tpoly(Rd). Every ordinary manifold is
a special case of such a quantum manifold in which all gluing mapping are homotopy trivial morphisms of
coordinate charts fij : Ui → Uj given by the ordinary changes of coordinates. In general, however, such
an ordinary manifold is only an ~ → 0 limit of a quantum one, and the GT group might twist the gluing
mappings fij in a homotopy non-trivial way. Such quantum manifolds can be useful in the study of geometric
invariants of the Grothendieck-Teichmueller group; the nature, perhaps, does not depend on a particular
choice of the quantization scheme made by an observer so that quantum observables must be GT invariants.
Poisson structures on any finite-dimensional manifold are controlled by a dg wheeled prop Poly (see Appendix
4) whose automorphism group is very non-trivial. It is worth noting that another important class of geometric
structures — the so called Nijenhuis structures (coming from the famous Nijenhuis integrability condition
for an almost complex structure) — are also controlled by a certain dg (wheeled) prop (see [Me1, St]).
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Appendix 1: Wheels and zeta function
Theorem A. The weight,
CWn :=
1
(2π)2n
∫
Cn+1,0
ω 1
2
(zn+1, z1) ∧ . . . ∧ ω 1
2
(zn+1, zn) ∧ ω 1
2
(z1, z2) ∧ ω 1
2
(z2, z3) ∧ . . . ∧ ω 1
2
(zn, z1)
of the following graph with n+ 1 vertices,
Wn =
n+1
1
2
3
n
n−1
•
•
•
•
•
•
•
•
•
__????????
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II , n ≥ 2,
with respect to Kontsevich’s 1/2-propagator ω 1
2
(zi, zj) :=
1
i
d log z1−z2z1−z2 is given by
CWn = (−1)n(n−1)/2
ζ(n)
(2πi)n
= (−1)n(n−1)/2
∑∞
p=1
1
pn
(2πi)n
.
Proof. We identify Cn+1,0 with a subspace of Conf n+1,0 consisting of all configurations, {z1, . . . , zn, zn+1},
with zn+1 = i, and introduce in Cn+1,0 a system of coordinates, {ρi, φi | 0 < ρi < 1, 0 < φi ≤ 2π}1≤i≤n, as
follows
zi − i
zi + i
=: ρie
iφi .
Thus ρi = tanh(
1
2h(i, zi)), where h(i, zi) is the hyperbolic distance from i to zi ∈ H and φi is the angle
between the vertical line and the hyperbolic geodesic from i to zi.
Let I be the ideal in the de Rham algebra on Cn,0 generated by 1-forms d(ρie
iφi), 1 ≤ i ≤ n. As
zi = i
1 + ρie
iφi
1− ρieiφi
we have
1
i
d log
zi − zj
zi − zj =
1
i
d log
(
1− ρie−iφi
) (
ρje
iφj − ρieiφi
)
(1− ρieiφi)
(
1− ρiρjei(φj−φi)
)
=
1
i
(
ρje
iφj
1− ρiρjei(φj−φi)
− 1
1− ρie−iφi
)
d
(
ρie
−iφi) mod I.
Hence, modulo I,
1
i
d log(ρie
iφi) ∧ 1
i
d log
zi − zj
zi − zj =
2
i
dφi ∧ dρi
(
ρje
i(φj−φi)
1− ρiρjei(φj−φi)
− e
−iφi
1− ρie−iφi
)
=
2
i
dφi ∧ dρi
( ∞∑
ki=0
ρkii ρ
ki+1
j e
i(ki+1)(φj−φi) −
∞∑
ki=0
ρkii e
−i(ki+1)φi
)
.
As ∫
eikφdφ =
{
2π if k = 0
0 otherwise,
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we finally get (identifying k−1 with kin)
CWn =
2n(−1)n(n−1)/2
(i)n(2π)2n
∫
dφ1...dφndρ1...dρn
∞∑
k1,...,kn=0
n∏
i=1
ρ
ki−1+ki+1+1
i e
i(ki−1−ki)φi
=
2n(−1)n(n−1)/2
(i)n(2π)n
∫ 1
0
...
∫ 1
0
dρ1...dρn
∞∑
k=0
(ρ1 . . . ρn)
2k+1
=
2n(−1)n(n−1)/2
(i)n(2π)n
∫ 1
0
...
∫ 1
0
ρ1 . . . ρndρ1...dρn
1− (ρ1 . . . ρn)2
=
(−1)n(n−1)/2
(i)n(2π)n
∫ 1
0
...
∫ 1
0
dx1...dxn
1− x1...xn
= (−1)n(n−1)/2 ζ(n)
(i)n(2π)n
.
✷
Note that ζ(2n) = (−1)
n+1(2pi)2nB2n
2(2n)! so that for n even
CWn = −(−1)n(n−1)/2
1
2n!
Bn = −(−1)n(n−1)/2nBn.
Appendix 2: Example of a boundary strata
Consider a pair
G =
1
3 5 6
2 4 7
◦
• ◦ •
••





''
''
'
??
??
??



//
//
/
--
--
-
, Gmetric =
1
3 5 6
2 4 7
ε
τ1
τ2
◦
• ◦ •
••





''
''
'
??
??
??



//
//
/
--
--
-
τ1 ≫ τ2 ≫ 0, ε := τ2
τ1
≪ +∞,
consisting of a graph G from the face complex C•(Ĉ7,0) and an associated metric graph. The latter defines
a smooth coordinate chart,
U(G) ≃ C3 × C2 × Ĉ3,0 × Ĉ2,0 × R× R,
near the face G ⊂ Ĉ7,0 whose intersection with C7,0 consists, by definition, of all those configurations, p, of
7 points in H which result from the following four step construction:
Step 1: take an arbitrary hyperpositioned configuration, p
(1)
0 ∈ C3, of 3 points labelled by 1, and, say, z′ and
z′′, and magnify it, p(1)0 → τ1 · p(1)0 ;
Step 2: take an arbitrary hyperpositioned configuration, p
(2)
0 ∈ C2, of 2 points labelled by 6, and, say, z′′′,
magnify it, p
(2)
0 → τ2 · p(2)0 , and place the result at the position z′;
Step 3: take an arbitrary hyperpositioned configuration of 3 points, p(3) ∈ C3,0, labelled by {2, 4, 7} and
place it at the position z′′;
Step 4: take an arbitrary hyperpositioned configuration, p(4) ∈ C2,0, of 2 points labelled by 3 and 5 and
place it at the position z′′′.
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The final result is a hyperpositioned point p = (z1, z3, z5, z6, z2, z4, z7) in C7,0 of the form
• z4
•z7
•z3
•z5 • z6
•
z1
×z′
×z′′
•z2
//
OO
An equivalent coordinate chart results from an alternative 5-step construction which uses instead of the
parameters (τ1, τ2) another pair of independent parameters, τ1 and ε:
Step 1: take an arbitrary hyperpositioned configuration, p
(1)
0 ∈ C3, of 3 points labelled by 1, and, say, z′ and
z′′;
Step 2: take an arbitrary hyperpositioned configuration, p
(2)
0 ∈ C2, of 2 points labelled by 6, and, say, z′′′,
ε-magnify it, p
(2)
0 → ε · p(2)0 , and place the result at the position z′;
Step 3: magnify the resulting configuration of points (1, 6, z′′, z′′′) by the factor τ1;
Step 4: take an arbitrary hyperpositioned configuration of 3 points, p(3) ∈ C3,0, labelled by {2, 4, 7} and
place it at the position z′′;
Step 5: take an arbitrary hyperpositioned configuration, p(4) ∈ C2,0, of 2 points labelled by 3 and 5 and
place it at the position z′′′.
The 10-dimensional face G lies in the intersection of two 11-dimensional faces described by the following
graphs,
G1 =
1 3 5 6 2 4 7
◦
• • • •



##
##
#



''
''
'



''
''
'
??
??
??
, G2 =
1 3 5 6 2 4 7
◦
• • •



//
//
/









''
''
'
??
??
??
and the above two constructions give us explicit descriptions of the associated embeddings, G →֒ G1 and
G →֒ G2.
Appendix 3: Leib∞ automorphisms of Maurer-Cartan sets
Proposition. Any Leib∞-automorphism,
{Fn : ⊗g→ g[2− 2n]}n≥1 ,
of a Lie algebra (g, [ , ] : ⊙2g→ g[−1]) induces an automorphism of its set,
{α ∈ g[[~]] : [α, α] = 0 & |α| = 2} ,
of Maurer-Cartan elements by the formula
α→ FLeib(α) :=
∑
n≥1
~n−1
n!
FLeibn (α
⊗n)
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Proof. It follows from (12) that, for n ≥ 2,
0 =
∑
[n]=B1⊔B2
inf B1<inf B2
[F#B1(α
⊗#B1), F#B2(α
⊗#B2)]
=
∑
[n]\[1]=S1⊔S2
#S1≥0,#S2≥1
[F#S1+1(α
⊗(#S1+1)), F#S2(α
⊗#S2)]
=
n−2∑
k=0
(n− 1)!
k!(n− k − 1)! [Fk+1(α
⊗(k+1)), Fn−k−1(α⊗(n−k−1))]
=
1
2
n−2∑
k=0
(
(n− 1)!
k!(n− k − 1)! +
(n− 1)!
(n− k − 2)!(k + 1)!
)
[Fk+1(α
⊗(k+1)), Fn−k−1(α⊗(n−k−1))]
=
1
2
n−2∑
k=0
n!
(k + 1)!(n− k − 1)! [Fk+1(α
⊗(k+1)), Fn−k−1(α⊗(n−k−1)).]
=
n!
2
∑
n=p+q
p,q≥1
1
p!q!
[Fp(α
⊗p), Fq(α⊗q)].
Then
~2[FLeib(α), FLeib(α)] =
∑
n≥2
~n
∑
n=p+q
p,q≥1
1
p!q!
[Fp(α
⊗p), Fq(α⊗q)] = 0.
✷
Appendix 4: Weights of 4-vertex graphs in a de Rham field theory on C•
A4.1. Lemma. For any fixed points z1, z2 ∈ C with ℑz1 < ℑz2 the integral∫
Im z1<Im z<Im z2
dArg(z − z1) ∧ dArg(z − z2)
vanishes.
Proof. Let ◦ be the middle point of the interval connecting z1 to z2,
z1
z
z2
σ(z)◦
•
•
•
•
ttjjjj
jjj
?
??
? ?
?
ttj j
j j
and let σ : C → C be the reflection at ◦. This map preserves the subspace ℑz1 < ℑz < ℑz2 ⊂ C together
with its natural orientation, but changes the sign of the integrand,
σ∗ (dArg(z − z1) ∧ dArg(z − z2)) = dArg(z − z2) ∧ dArg(z − z1).
Hence the claim. 
A4.2. Corollary. The weights, cΓ =
∫
C4
∧e∈Γ π
∗
e(ωK |outer circle)
2π
, of the graphs
•
• •
•
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•
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
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•
•
•
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$$J
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zztt
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t
with respect to the propagator ωK |outer circle vanish.
A4.3. Lemma. For any fixed points z1, z2 ∈ C with ℑz1 < ℑz2 we have∫
ℑz<Im z1
dArg(z − z1) ∧ dArg(z − z2) = −
∫
ℑz>Im z2
dArg(z − z1) ∧ dArg(z − z2) = 3π
2
2
− πArg(z1 − z2).
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Proof. Using the Fubini rule and the picture,
z
z1
z2
•
•
•
		




""E
EE
EE
EE
____________
____________
we get, for example,∫
ℑz<ℑz1
dArg(z − z1) ∧ dArg(z − z2) =
∫ 2pi
pi
dArg(z − z1)
∫ Arg(z−z1)
Arg(z1−z2)
dArg(z − z2)
=
∫ 2pi
pi
(Arg(z − z1)−Arg(z1 − z2)) dArg(z − z1)
=
3π2
2
− πArg(z1 − z2).

A4.4. Corollary. The weights, cΓ =
∫
C4
∧e∈Γ π
∗
e(ωK |outer circle)
2π
, of the graphs (see §4.2.4)
Γ1 =
1
2
3 4
•
• •
•;
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;;
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, Γ2 =
1
2
3
4
•
•
•
•
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42∧43∧31∧21∧32
, Γ3 =
1 2
3
4•
• •
•

 
;;;;;


 
---------
41∧31∧32∧32∧43
with respect to the propagator ωK |outer circle are all equal to 112 .
Proof. By Lemma A4.3, all these weights are equal to the integral
1
π5
∫ 2pi
pi
(
3π2
2
− πx
)2
dx =
1
12
.

Appendix 5: Wheeled prop of polyvector fields
We refer to [Me3] for an elementary introduction into the language of (wheeled) operads and props.
Definition. The wheeled prop of polyvector fields, Poly, is a dg free wheeled prop, (Free 〈E〉 , δ), generated
by an S-bimodule E = {E(m,n)}m,n≥0,
E(m,n) = sgnm ⊗ 1n[m− 2] = span〈 •
KKKKKK
<<<<
. . . 
ssssss
1 2 m
sss
sss


. . . <
<<
<
KKK
KKK
1 2 n
〉
and equipped with the differential δ given on the generators by the formula
δ •
KKKKKK
<<<<
. . . 
ssssss
1 2 m
sss
sss


. . . <
<<
<
KKK
KKK
1 2 n
=
∑
[m]=I1⊔I2
[n]=J1⊔J2
|I1|≥0,|I2|≥1
|J1|≥1,|J2|≥0
(−1)σ(I1⊔I2)+|I1|(|I2|+1) •
KKKKKK
<<<<
. . . 
kkkkkkkk
︷ ︸︸ ︷I1
sss
sss


. . . <
<<
<
KKK
KKK︸ ︷︷ ︸
J1
•
KKKKKK
<<<<
. . . 				
vvvvv
︷ ︸︸ ︷I2



. . . 5
55
5
HH
HH
H
︸ ︷︷ ︸
J2
where σ(I1 ⊔ I2) is the sign of the permutation [n]→ I1 ⊔ I2.
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Here sgnn (resp. 1n) is the 1-dimensional sign (resp. trivial) representation of Sn. Representations, f :
Poly → EndV , of this prop in a finite-dimensional Z-graded vector space V are in one-to-one correspondence
with formal Z-graded Poisson structures on V [Me2]. The group, Aut(Poly), of automorphisms of this prop
consists of all automorphisms, F : Free 〈E〉 → Free 〈E〉, of the free prop which respect the differential,
F ◦ δ = δ ◦ F . Every such an automorphism is uniquely determined by its values on the generators,
F
 •
KKKKKK
<<<<
. . . 
ssssss
1 2 m
sss
sss


. . . <
<<
<
KKK
KKK
1 2 n
 = •
KKKKKK
<<<<
. . . 
ssssss
1 2 m
sss
sss


. . . <
<<
<
KKK
KKK
1 2 n
+
∑
k≥2
∑
Γ∈Gk,2k−2(m,n)
cΓΓ, cΓ ∈ C,
which, for purely degree reasons, must be a sum over a family Gk,2k−2(m,n) of graphs Γ which are built
from the generating corollas
•
KKKKKK
<<<<
. . . 
ssssss
1 2 q
sss
sss


. . . <
<<
<
KKK
KKK
1 2 p
by taking their disjoint unions and then gluing some output legs with with the same number of input legs
and which satisfy three conditions: Γ has k vertices, 2k−2 edges, n input legs and m output legs (cf. [Me3]).
The main result of our paper can be restated as follows: any de Rham field theory on C ⊔ Ĉ defines an exotic
automorphism of (Poly, δ) with weights cΓ given by (29).
Acknowledgements. It is a pleasure to thank Vasilij Dolgushev, Giovanni Felder, Johan Gran˚aker, Pascal Lambrechts,
Sergei Shadrin and especially Thomas Willwacher for very useful discussions and insightful comments. I am also
grateful to Anton Alekseev and Charles Torossian for showing me a preliminary version of their work [AlTo]. Finally,
I thank an anonymous referee for useful criticism.
36
References
[AlTo] A. Alekseev and C. Torossian, Kontsevich deformation and geometric associators, preprint (2009).
[CaRo] D. Calaque and C. Rossi, Lectures on Duflo isomorphisms in Lie algebras and complex geometry,
http://www.math.ethz.ch/u/felder/Teaching/AutumnSemester2007/Calaque
[De] P. Deligne, The´orie de Hodge II, Publ. IHES, 40 (1971) 5-58.
[Dr] V. Drinfeld, On quasitriangular quasi-Hopf algebras and a group closely connected with Gal(Q¯/Q), Leningrad Math. J. 2,
No. 4 (1991), 829-860.
[ES] P. Etingof and O. Schiffmann, Lectures on Quantum Groups, International Press, 2002.
[Fu] K. Fukaya, Deformation theory, homological algebra, and mirror symmetry, preprint (2002).
[Ga] G. Gaiffi, Compactifications of configuration spaces, In: Algebraic Geometry Seminars, 19981999 (Pisa), Scuola Normale
Superiore di Pisa, Pisa, 1999, pp. 87109.
[GeJo] E. Getzler and J.D.S. Jones, Operads, homotopy algebra, and iterated integrals for double loop spaces, preprint
hep-th/9403055.
[Gr1] J. Gran˚aker, Quantum BV manifolds and Lie quasi-bialgebras, to appear.
[Gr2] J. Gran˚aker, private communication.
[HLTV] R. M. Hardt, P. Lambrechts, V. Turchin, and I. Volic´, Real homotopy theory of semi-algebraic sets, preprint
arXiv:0806.0476 (2008).
[Ko1] M. Kontsevich, Formality Conjecture, D. Sternheimer et al. (eds.), Deformation Theory and Symplectic Geometry, Kluwer
1997, 139-156.
[Ko2] M. Kontsevich, Deformation quantization of Poisson manifolds, Lett. Math. Phys. 66 (2003), 157-216.
[Ko3] M. Kontsevich, Operads and motives in deformation quantization, Lett. Math. Phys. 48(1) (1999), 3572.
[KS] M. Kontsevich and Y. Soibelman, Deformations of algebras over operads and the Deligne conjecture. In Conference Moshe
Flato 1999, Vol. I (Dijon), volume 21 of Math. Phys. Stud., pages 255307. Kluwer Acad. Publ., Dordrecht, 2000.
[Li] M. Livernet, Homologie des alge`bres stables de matrices sur une A∞-alge`bre, C.R. Acad. Sci. Paris 329, Se`rie 1 (1999),
113-116.
[Lo] J.-L. Loday, Une version non commutative des alge`bres de Lie: les alge`bres de Leibniz, Ens. Math. 39 (1993), 269-293.
[Me1] S.A. Merkulov, Nijenhuis infinity and contractible dg manifolds, math.AG/0403244, Compositio Mathematica 141
(2005), 1238-1254.
[Me2] S.A. Merkulov, Lectures on props, Poisson geometry and deformation quantization, to appear in Poisson Geometry in
Mathematics and Physics, Contemporary Mathematics, 450 (eds. G. Dito, J.H. Lu, Y. Maeda and A. Weinstein), AMS
(2008), 223-257.
[Me3] S.A. Merkulov, Permutahedra, HKR isomorphism and polydifferential Gerstenhaber-Schack complex, preprint
arXiv:0710.0821. In: “Higher Structure in Geometry and Physics”, Cattaneo, A.S., Xu, P., Giaquinto, A. (Eds.), Progress
in Mathematics, Birkhau¨ser.
[Me4] S.A. Merkulov, Operads, configuration spaces and quantization, preprint arXiv:1005.3381.
[Sh1] B. Shoikhet, Vanishing of the Kontsevich integrals of the wheels, preprint arXiv:math/0007080, (2000).
[Sh2] B. Shoikhet, An L∞ algebra structure on polyvector fields , preprint arXiv:0805.3363, (2008).
[St] H. Strohmayer, Operad profiles of Nijenhuis structures, preprint arXiv:0809.2279, 2008.
[Ta1] D.E. Tamarkin, Another proof of M. Kontsevich formality theorem, math.QA/9803025, Lett. Math. Phys. 66 (2003)
65-72.
[Ta2] D.E. Tamarkin, Action of the Grothendieck-Teichmueller group on the operad of Gerstenhaber algebras, preprint
arXiv:math/0202039, 2002.
[VdB] M. Van den Bergh, The Kontsevich weight of a wheel with spokes pointing outward, preprint arXiv.math/0710.2411.
Sergei A. Merkulov: Department of Mathematics, Stockholm University, 10691 Stockholm, Sweden
E-mail address: sm@math.su.se
37
