The Rényi entanglement entropy (REE) is an entanglement quantifier considered as a natural generalisation of the entanglement entropy. When it comes to stochastic local operations and classical communication (SLOCC), however, only a limited class of the REEs satisfy the monotonicity condition, while their statistical properties beyond mean values have not been fully investigated. Here, we establish a general condition that the probability distribution of the REE of any order should obey under SLOCC. The condition is obtained by introducing a family of entanglement monotones that contain the higher-order moments of the REEs. The contribution from the higher-order moments imposes a strict limitation on entanglement distillation via SLOCC. We find that the upper bound of success probabilities for entanglement distillation exponentially decreases as the amount of raised entanglement increases, which cannot be captured from the monotonicity of the REE. Based on the strong restriction on entanglement transformation under SLOCC, we design a new method to estimate entanglement in quantum many-body systems from experimentally observable quantities.
Quantum entanglement is an essential resource to achieve quantum advantages in various nonclassical tasks, including quantum teleportation [1] and communication [2] . The fields of many-body physics have recognised entanglement as a useful quantity to characterise quantum ground states [3] and to witness quantum phase-transitions [4, 5] . For a bipartite pure state |Ψ AB , the most widely-studied measure to quantify entanglement is the entanglement entropy given by E S (Ψ) = S(ρ B ) = −Tr [ρ B log ρ B ], where ρ B = Tr A |Ψ AB Ψ| is the local quantum state. More generally, the Rényi entanglement entropy (REE) [6] ,
has been studied as an extended class of entanglement quantifiers. The entanglement entropy E S can be retrieved in the limit α → 1. The REEs of low and high αs behave differently given changes of the spectrum of ρ B , which has made them useful to classify quantum phases [7] [8] [9] . We note that E α for an integer α > 1 can be estimated without quantum-state tomography [10, 11] and E 2 has recently been measured in quantum many-body systems [12] [13] [14] [15] . One of the most important properties of entanglement is that we cannot increase it deterministically by any local operation and classical communication (LOCC) protocols. Nevertheless, it is possible to distill the maximally entangled state from a partially entangled state by allowing the success probability to be less than unity [16, 17] . The monotonicity condition for entanglement measures ensures that the degree of average entanglement for the total system does not increase by any stochastic LOCC (SLOCC) protocols. The REEs of order 0 ≤ α ≤ 1 satisfy such the condition [6] , and they serve as reliable measures of entanglement. However, despite the advantages to be experimentally measurable, the REEs of order α > 1 have a limitation as they do not satisfy the monotonicity condition [18] . Here, recalling that the monotonicity con-dition is based on the average entanglement, we ask the question whether the REEs of any order can be of use to characterise entanglement under SLOCC by taking into account their higher-order moments. There have been attempts to find refined conditions on the statistical properties of entanglement beyond its mean value [16, 17] . These have, however, been limited to the study of the success probability of nondeterministic transformations when the exact form, i.e., the Schmidt decompositions of outcome states, is given.
In this paper, we explore a general condition on entanglement transformation through SLOCC by focusing only on the REE of the outcome states, without characterising their Schmidt decompositions. We introduce a generalised entanglement entropy as an entanglement monotone, and based on this, establish a condition on the distribution of the REE under any SLOCC protocols. From this condition, we demonstrate that the success probability of raising entanglement exponentially decreases as the entanglement required to distill increases. This provides a strong limitation on entanglement manipulation under SLOCC protocols, for instance in distilling not only the maximally entangled states [16, 17] but also any increased entangled states. Our results can also be applied to the entanglement estimation of quantum many-body systems, as a lower bound on the REE is obtained from the higher-order moments of E 2 after applying an SLOCC protocol. Finally, we discuss how our results can be extended for mixed states.
Condition on the REE distribution under SLOCC.-Let us suppose that the initial bipartite pure state |Ψ AB transforms through an SLOCC protocol as
For simplicity, we shall denote bipartite states without the subscript AB, unless further specification is needed. Entanglement of the outcome state can increase depending on the SLOCC protocol, with probabilities 0 ≤ p m ≤ 1 satisfying m p m = 1. The monotonicity of the REE of order 0 ≤ α ≤ 1 guarantees that entanglement does not increase on average through any SLOCC protocol, i.e., ∆E α ≤ 0, where O := m p m O(Ψ m ) denotes an average over all possible outcomes, and ∆E α (Ψ m ) = E α (Ψ m ) − E α (Ψ) is the change in REE. However, the REE of order α > 1 does not obey a monotonicity condition [18] . Nevertheless, we find, in this paper, the following statistical property that the REE of order α ∈ (0, ∞) should satisfy the following condition,
under any SLOCC protocols. We note that the condition is stronger than the monotonicity condition of the REEs of order 0 < α < 1 due to the convexity of the exponential function. It also provides more information about the higher-order moments (∆E α ) k beyond the mean value for any α = 1. This result can be compared to entanglement fluctuation theorems [19, 20] showing the equality relations regarding the higher-order moments of outcome entanglement statistics. While previous works focus on a specific LOCC protocol [19] and the fluctuation of the Schmidt coefficients [20] , our results do not depend on the form of LOCC protocol while dealing with the spectrum of entanglement measures given by the REE. In order to prove Eq. (2), we introduce a family of entanglement monotones based on the generalised quantum entropy [21] , given by S (α,s) (ρ) := 1 s(1−α) (exp[s(1 − α)S α (ρ)] − 1). As s → 0, S (α,s) becomes the Rényi entropy S α , whereas s = 1 gives the Tsallis entropy [22] . Various properties of the generalised entropy, including the concavity on positive semidefinite matrices for (α, s) ∈ Ω concave = {(α, s)|0 < α < 1 and s ≤ 1/α} ∪ {(α, s)|α > 1 and s ≥ 1/α} have been studied in Refs. [21, 23, 24] . Vidal's work [6] then allows us to define the following entanglement monotone: Proposition 1. The generalised entanglement entropy (GEE), defined as
is an entanglement monotone for (α, s) ∈ Ω concave , satisfying the following conditions: Detailed derivations of Propositions throughout this paper can be found in Appendix. As shown in Appendix, Eq. (2) naturally follows from Proposition 1 as ∆E (α,s) ≤ 0 holds for (α, s) ∈ Ω concave . We focus on the case s = 1/α, where E (α,s) becomes an entanglement monotone for all α ∈ (0, 1) ∪ (1, ∞). When α approaches 1, the measure converges to the entanglement entropy, i.e. lim α→1 E (α,1/α) = E S , and Eq. (2) becomes ∆E S ≤ 0. We also note that E (α,1/α) for α = 1/2 has a direct connection to the entanglement negativity for pure bipartite states as E (1/2,2) (Ψ) = (|Ψ AB Ψ|) TB 1 −1, where T B denotes the partial transpose on B [25] . We will show that s = 1/α provides the tightest bounds on entanglement distillation and estimation tasks among all possible values of s.
Probability bound for entanglement distillation via SLOCC.-We first demonstrate that our condition on the probability distribution of the REE leads to a strong restriction on entanglement distillation via SLOCC. Let us clarify this problem by defining the accumulated success probability
Finding the SLOCC protocol optimising P (E α ≥ E target ) can be reformulated by using the necessary and sufficient condition for a pure state transition under SLOCC [16] . Furthermore, for any entanglement monotone E, we show that the optimal success probability is given by
where λ ↓ i (Ψ) and d are the Schmidt coefficients and the Schmidt rank of |Ψ AB , respectively (see Appendix for details). Nevertheless, this optimisation problem is computationally challenging, even if the initial state's Schmidt coefficients are known, as it is not a convex problem. Thus, evaluating the highest success probability requires searching over all possible outcome states satisfying the constraints E(Ψ ′ ) = E target , where the nonlinearity of entanglement monotones, including the REE, makes the problem even more complicated especially for large d. Furthermore, no such optimisation can be applied to E α for α > 1, since it is not an entanglement monotone.
Instead of finding the exact solution to this problem, we investigate an upper bound on the success probability for entanglement distillation. We find that the condition on the REE given by Eq. (2) directly leads to the following bound:
The accumulated success probability of achieving the outcome E α larger than E target is upper bounded by
for all (α, s) ∈ Ω concave . Furthermore, the right-handside of the inequality is minimised when s = 1/α.
Let us focus on the case s = 1/α, where the bound is minimised. For 0 < α < 1, this bound is tighter than the following probability bound derived from the monotonicity of the REE,
We further extend the bound for α = 0 and α = 1. For E 0 (Ψ) = log d < E target , the right-hand-side of Eq. (3) reaches zero when α approaches zero, implying that no SLOCC can increase the Schmidt rank. For the distillation of the maximally entangled state |Φ d AB ∝ d i=1 |ii AB , i.e., E target = log d, the bound becomes de Tr(log ρB )/d , which coincides with the bound given by the G-concurrence monotone [26] . Although this bound does not reach the optimal rate found in Ref. [16] , it can be obtained with less information about the initial state as one does not need to know all the Schmidt coefficients. When α approaches 1, the bound reduces to
By combining these results with the ordering between the REEs, E α ≤ E β for α ≥ β, we get the probability bound for α ∈ [0, ∞) as
This shows a strong limitation for entanglement distillation via SLOCC as the upper bound on success probabilities exponentially decreases as
x for α ∈ (0, 1), so that for the entanglement entropy we can always find K α > 0 and k α > 0 such that
It is worth noting that the bounds in Eqs. (3) and (5) also hold for the REE of order α > 1, even though the monotonicity is not guaranteed [18] in this regime.
As an illustrative example, we choose the initial state
r i |ii AB with r = 0.86 and d = 500 to show a dramatic improvement of the probability bound on raising the entanglement entropy. A significant gap between the bounds given in Eqs. (4) and (5) can be observed when the raised amount of entanglement ∆E S becomes large (see Fig. 1 ). Even though evaluation of the optimal probability is computationally challenging, we can consider some SLOCC protocols to raise entanglement. We note that the distillation of the k-level maximally entangled state |Φ k AB ∝ k i=1 |ii AB [17] is not an efficient protocol for raising the entanglement entropy as changing only the maximum and minimum Schmidt coefficients can provide a higher success probability than the |Φ k -distillation protocol (for details of the protocol we make use of, see Appendix. Figure 1 also shows that the GEE bound always gives a tighter bound than the monotonicity condition for randomly generated initial states and target entanglement entropies.
The probability bound on raising entanglement can also be derived when SLOCC is performed to multiple copies of the initial state, i.e. |Ψ ⊗n
where A ′ and B ′ are subsystems of A ⊗n and B ⊗n , respectively. In this case, the raised amount of the REE per copy can be defined as ∆ǫ α (Ψ m ) = (E α (Ψ m )−E α (Ψ ⊗n ))/n = E α (Ψ m )/n−E α (Ψ). We then obtain P (∆ǫ α ≥ x) ≤ e n( 1−α α )x , which implies that the probability bound exponentially decreases as the number of copies increases.
Estimating entanglement from the REE distribution via SLOCC.-Until now, we have seen that the lower order of the REE restricts the success probabilities of raising the REE of the higher order via SLOCC. Conversely, we show that the distribution of the higher order REE can provide a new method to estimate the REE of lower orders after applying an SLOCC protocol. To do this, we rearrange the condition given by Eq. (2) to obtain the following inequality: 
where the right-hand-side of the inequality is maximised when s = 1/α.
We apply our bounds on the REE to estimate entanglement from the distribution of experimentally observable quantities after applying SLOCC. In particular, E 2 can be experimentally detected from a single copy of a quantum state by using cross-correlations between randomised local measurements [15] . We note that further information about E α can be extracted without any extra measurement settings. This can be done by noting that the measurements on the local spin site is in fact an SLOCC protocol that gives dichotomic outcomes. Thus, from Proposition 3, the outcome distribution of entanglement {p m , E 2 (Ψ m )} provides a lower bound on the REE as
. For instance, a lower bound on E 1/2 (Ψ), which is equivalent to the logarithmic negativity [27] and the maximum overlap between the maximally entangled state [28] for pure states, can be obtained as E 1/2 (Ψ) ≥ log m p m e E2(Ψm) . When α approaches zero, lim z ) is the vector of Pauli matrices acting on the jth spin. We suppose that the system has N = 8 and initially prepared in the Neel state |↓↑↓ · · · ↑ , where |↑ and |↓ are the eigenstates of σ z with the eigenvalues +1 and −1, respectively. After the state evolves to |Ψ = e −iHτ / |↓↑↓ · · · ↑ , we investigate entanglement between two parties, N A = 6 and N B = 2 (see Fig. 2 ). By performing the projection measurements onto |↑ k ↑| and |↓ k ↓| for the kth spin, we note that E α (Ψ) ≥ E α ({p m , E 2 (Ψ m )}) ≥ E 2 (Ψ) for 0 ≤ α ≤ 0.55. Thus, acting with the local measurements, i.e., SLOCC, can provide better estimation of E α (Ψ) than the direct evaluation of E 2 (Ψ) without it. This bound can be improved by allowing non-projective positive-operator valued mea- We also note that the right-hand-side of Eq. (6) for β = α has been recently studied as a measure for accessible entanglement of indistinguishable particles [29] by considering a projection onto the Hilbert space with a fixed particle number in the subsystem.
Generalisation for mixed states.-We consider generalisation of our results to a mixed state. The generalised entanglement measure for a mixed state ρ can be constructed based on that for pure states as
where cof (ρ) := min {qµ,ψµ} µ q µ f (ψ µ ) is the convex roof construction of f , obtained by optimising over all possible pure state decomposition ρ = µ q µ |ψ µ ψ µ |. When s → 0, coE (α,s) becomes the convex roof of the REE, i.e., coE α , where its evaluation has been studied [30, 31] for some classes of mixed states. We also note that for the case of α → 1, coE (α,1/α) becomes the entanglement of formation [32] .
Following on, we can consider a general SLOCC protocol, in which a mixed bipartite quantum state ρ is transformed into another bipartite state ρ M with the outcome probability p M . This situation can be described by a coarse-grained LOCC instrument [33] , where a coarsegrained outcome M consists of fine-grained outcomes m ∈ M . In this case, the outcome state can be expressed as
We show the following inequality holds for mixed states: Proposition 4. Suppose that an initial state ρ transforms by SLOCC. Then, the following inequality holds
for 0 < α < 1, α ≤ β, and s ≤ 1/α. Furthermore, the right-hand-side of the inequality is maximised when s = 1/α. Subsequently, the success probability of raising coE α for α > 0 is upper bounded as
where α * = min{α, 1}.
Although finding an explicit expression for the convex roof measure coE (α,1/α) for a general mixed state and α is an open question, we point out that coE (1/2,2) of the Werner states and isotropic states has been discovered [34] to have a less complicated form than the entanglement of formation [32] .
Remarks.-We have shown that under any SLOCC process, there exist refined conditions on the outcome distribution of the REE, beyond its mean value. To this end, we have introduced a new family of entanglement measures based on the generalised entropy, the monotonicity of which involves the contribution of the higher-order moments of the outcome REE distribution after performing SLOCC. Our work provides a fundamental limitation for stochastic entanglement distillation, namely that its success probability exponentially decreases as the distilled amount of entanglement increases. The refined condition can also be utilised to obtain a lower bound on the initial state's E α from the distribution of the outcome E β for β ≥ α, for instance E 2 which can more readily be measured in experiments.
An interesting direction for future research is applying our results to other entanglement quantifiers related to the REE, such as the conditional Rényi entropy [35] and α-logarithmic negativity [36] . Generalisation of our work to nondeterministic manipulation of multi-partite entanglement [37] could also be an intriguing topic as there exist distinct classes of entangled states that are not interconvertible by SLOCC [38] .
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Proof of Proposition 1
We show that the generalised entanglement entropy (GEE) Proof. As every entanglement monotone for a pure state |Ψ AB is defined by a concave function on the local density matrix ρ B = Tr A |Ψ AB Ψ| [6] , it sufficient to show that
is an operator concave function for positive semidefinite matrices. This has been proven in Ref. [21] based on Minkowski's inequality, and we show a simplified version of the proof. We first show the following lemma, regarding the Schatten norm X α := Tr( √ X † X) α 1/α . Lemma 1 (Concavity (convexity) of X α [21, 24] ). For positive semidefinite matrices X and Y and 0 ≤ µ ≤ 1,
Proof. Let us defineX = X/ X p andỸ = Y / Y p . Then we have
By noting that f (t) = t p is concave for 0 < p < 1 and convex for p > 1 and by using Tr[X α ] = 1 = Tr[Ỹ α ], we verify that the right-hand-side of the equation is greater or equal to 1 for 0 < α < 1 while less or equal to 1 for α > 1. is concave since ρ B α is a monotone increasing function and concave for 0 < α < 1 and f (t) = t αs is a concave function for αs ≤ 1. Conversely, for α > 1 and s ≥ 1/α, ρ B αs α is convex since ρ B α is convex for α > 1 and f (t) = t αs is a convex function for αs ≥ 1. By taking into account the term (1 − α), which is positive (negative) for 0 < α < 1 (α > 1), we conclude that S (α,s) (ρ B ) is concave on positive semidefinite matrices for (α, s) ∈ Ω concave . In particular, for the case α = 1, E (α,s) becomes the entanglement entropy E S for any s = 0 as
Condition on the probability distribution of the REE under LOCC
We start with the following inequality given by the monotonicity of E (α,s) ,
which can be rearranged to 1
We then have the desired inequality, depending on the sign of (1 − α) , e s(1−α)∆Eα ≤ 1 (0 < α < 1 and s ≤ 1 α ) ≥ 1 (α > 1 and s ≥ 1 α ) .
|Ψ AB into two outcome states |Ψ 1 AB and |Ψ 2 AB satisfying E(Ψ 1 (2) ) ≥ E target with probabilities p 1 and p 2 , we can always find an SLOCC protocol that transforms |Ψ AB into |Ψ ′ AB satisfying E(Ψ ′ ) = E target with probabilities p 1 + p 2 , i.e. with the same accumulated probability. This can be generalised for multiple outcome states of |Ψ m AB satisfying E(Ψ m ) ≥ E target by applying multiple rounds of the pairwise merging process described above. Therefore, optimisation of the accumulated probability over all possible outcome states can be reduced to optimisation over a transition probability to a single state |Ψ ′ AB such that E(Ψ ′ ) = E target .
Entanglement manipulation protocol by varying the maximum and minimum Schmidt coefficients
We introduce a simple protocol that can give a higher success probability than the distillation of the maximally entangled state. Suppose that the Schmidt decomposition of the initial bipartite state is given by |Ψ
For the first round of the protocol, we vary the values of the maximum and minimum Schmidt coefficients λ ↓ 1 (Ψ) and λ ↓ d (Ψ) to λ ↓ 1 (Ψ) − ǫ and λ ↓ d (Ψ) + ǫ, while keeping the others unchanged. In order to make all the Schmidt coefficients non-negative,
Then we have two possible situations: (i) If there exists ǫ such that the outcome entanglement reaches E target , we update the state to |Ψ ′ having the same Schmidt coefficients as the initial state |Ψ AB , except the two elements λ ↓ 1 (Ψ) − ǫ and λ ↓ d (Ψ) + ǫ. Then entanglement of the target state becomes E(|Ψ ′ ) = E target , and we finish the protocol.
(ii) If there is no ǫ that can reach E target from varying λ ↓
|ii AB recursively until the entanglement of the final state reaches E target . We note that for the extreme case, E target = log d, this protocol ends up with the maximally entangled state after running sufficiently many rounds.
Proof of Proposition 2
Proof. We first show the following inequality 
where the inequality comes from the fact that E α (Ψ m ) ≥ E target for the first term and E α (Ψ m ) ≥ 0 for the second term depending on the sign of (1 − α). Then using P (E α < E target ) = 1 − P (E α ≥ E target ) and combining with the condition given in Eq. (7), we have
.
Finally be rearranging the inequalities and noting that e s(1−α)Eα(Ψm) − 1 ≥ 0 for 0 < α < 1 and e s(1−α)Eα(Ψm) − 1 ≤ 0 for α < 1, we obtained the desired inequality.
Next, we show that s = 1/α gives the minimum bound for any α ∈ (0, ∞). It is enough to consider the case E target ≥ E α (Ψ), otherwise P (E α ≥ E target ) ≥ 1 only gives a trivial bound. Let us define a function f (s) := e sx − 1 e sy − 1 for given values of x and y. We then note that for all s > 0,
since xe sx e sx −1 is a monotonically increasing function on x ∈ (−∞, ∞) for s > 0. Then by taking x = (1 − α)E α (Ψ) and y = (1 − α)E target , we can observe that the bound is monotonically decreasing on 0 < s ≤ 1/α when 0 < α < 1, thus the minimum value is achieved for s = 1/α. Conversely, for α > 1, the bound is monotonically increasing on s ≥ 1/α, so the minimum value is again given by s = 1/α. Probability bounds for α = 0 and α = 1
We show the limiting cases of the probability bound
when α approaches 0 and 1. We first consider the case α → 0. We can rewrite the bound as
then it is straightforward to see that
For E 0 (Ψ) = log d = E target , we note that 
When α approaches 1, we can rewrite the bound as
Proof of Proposition 3
Proof. It is straightforward to obtain the inequality: , where the inequality comes from Eq. (7) . By rearranging the inequality and taking into account the sign of (1 − α) we obtain the desired inequality. We note that the right-hand-side of the inequality is a monotone on E α (Ψ m ), thus we obtain
We now show that s = 1/α gives the maximum values of the bound, From this result, we note that 1 s(1−α) log e s(1−α)E β is a monotonically increasing (decreasing) function of s when 0 < α < 1 (α > 1). Hence, s = 1/α gives the maximum bound for all α ∈ (0, ∞) and any given distribution {p m , E β (Ψ m )} after applying SLOCC.
Estimating entanglement of quantum many-body systems
As physical examples, we consider two different models in a 1-D spin system. First, we consider a Heisenberg model whose hamiltonian is given by
with periodic boundary condition σ (N +1) = σ (1) . Let us suppose that the system is initially prepared in the Neel state |↓↑↓ · · · ↑ , which does not have entanglement. As the system undergoes the time evolution, the state |Ψ = e −iHτ / |↓↑↓ · · · ↑ becomes entangled after some τ .
We investigate entanglement between subsystems of an N = 8 spin system, divided into N A = 6 and N B = 2 after time evolution 0 ≤ Jτ ≤ 10 in units of = 1. Figure 3 shows that the distribution of E 2 (Ψ m ) after applying POVM 
