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Abstract
The use of Green’s theorem and bivariate difference calculus provides a general and unifying
framework for the description and generation of incremental algorithms. The method is applied in
order to provide algorithms computing various statistics about polyominoes coded by 4-letter words
describing their contour. These statistics include area, coordinates of the center of gravity, moment of
inertia, size of projections, hook lengths, number of pixels in common with a given set of pixels, in
particular the intersection of two polyominoes and also q-statistics for projections.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, the word polyomino means a ﬁnite union of unit lattice closed squares
(pixels) in the plane whose boundary consists of a simple closed polygonal path using
4-connectedness (Fig. 1(a)). In particular, polyominoes are simply connected (contain no
holes), and have no multiple points (Fig. 1(b), (c)). The polygonal path  (contour) of a
polyomino can be encoded by an ordered pair (s, w), where s is a lattice point belonging
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Fig. 1. (a) A typical polyomino; (b), (c) excluded cases.
Fig. 2. Some parameters for polyominoes.
to  and w is a word over the 4-letter alphabet
A= {r, u, l, d} = {r :→ u :↑ l :← d :↓},
also known as the Freeman chain code [8,9], where the letters correspond to the unit trans-
lations in the lattice directions: right, up, left and down. The word w represents the peri-
meter of the polyomino read in a counterclockwise way starting from the point s. For
instance, the polyomino of Fig. 2 is coded by (s, w) where s = (0, 0) and
w = rdrdrrruuruulluuldlddlld.
Many basic parameters associated to polyominoes (see Fig. 2) can be represented by
surface integrals. Indeed, the area A(P), center of gravity CG(P) and moment of inertia
I (P), of a polyomino P are deﬁned by the double integrals
A(P)=
∫ ∫
P
dx dy, CG(P)= (x¯, y¯)=
(∫∫
Px dx dy
A(P)
,
∫∫
Py dx dy
A(P)
)
,
I (P)=
∫ ∫
P
((x − x¯)2 + (y − y¯)2) dx dy
=
∫ ∫
P
(x2 + y2) dx dy − (x¯2 + y¯2)A(P).
The classical Green’s theorem (see below) relates surface integrals to contour integrals.
Since our polyominoes are given by words describing their contours, it is natural to use
Green’s theorem for the construction of our ﬁrst general algorithms. In Section 2, we intro-
duce the notion of incremental algorithm for polyominoes given by their contour and show
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how Green’s theorem can be used to generate families of such algorithms. In Section 3, we
drop the continuity conditions of Green’s theorem and deal with general additive incremen-
tal algorithms for which the output associated to the sum of two polyominoes is the sum
of the outputs associated to each polyomino. More general algorithms are then obtained by
the use of weight functions W : Z × Z −→ A. In particular, if W is the boolean-valued
characteristic function of a point, then the output of the algorithm is boolean valued and
decides if a given pixel belongs to a given polyomino. This result extends to sets of pixels,
providing the computation of the set characteristic function and some particular instances
such as the size of hook-lengths. When A is a ring of formal Laurent power series, the
use of q-analogues yields the simultaneous computation of both the horizontal and vertical
projections.
The use of Green’s theorem is not new in discrete geometry [14]. Our present approach is
similar to the one given in [13,16,17], where discrete Green’s theorem is applied to efﬁcient
moment computations. For a general presentation of polyominoes and their properties see
[10].A survey of enumerative results concerning polyominoes can be found in [15] (see, also
[2,4,6]). The reader is referred to theM.Sc. Thesis of Lacasse [11] for a detailed presentation
with complete proofs of the results presented here along with other developments.
2. Green’s theorem and incremental algorithms
The following version of Green’s theorem [12] will be sufﬁcient to start our analysis.
Theorem 1. Let P(x, y),Q(x, y) be two continuously differentiable functions on an open
set containing a simply connected region  bounded by a simple piecewise continuously
differentiable positively oriented curve . Then∫ ∫

(
Q
x
− P
y
)
dx dy =
∫

P(x, y) dx +Q(x, y) dy.
Since the above parameters about polyominoes involve integrals of the form∫ ∫

f (x, y) dx dy,
where  will be a polyomino, our next step is to choose P(x, y) and Q(x, y), in Green’s
theorem, such that ((Q/x) − (P/y)) = f. There are many ways to achieve this, and
three solutions are provided in the following useful lemma.
Lemma 2. Let P be a polyomino with contour , and f = f (x, y) be continuous. Then we
have, ∫ ∫
P
f (x, y) dx dy (1)=
∫

f1(x, y) dy
(2)=
−
∫

f2(x, y) dx
(3)=
∫

F(x, y)(x dy − y dx),
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where
f1(x, y)=
∫ x
f (u, y) du, f2(x, y)=
∫ y
f (x, v) dv,
F (x, y)=
∫ 1
0
f (sx, sy)s ds.
The notation
∫
 stands for contour integration on while
∫ t
means the indeﬁnite integration.
Proof. For (1), take P = 0, Q = f1 in Green’s theorem. For (2), take P = −f2, Q = 0.
Formula (3) is more delicate and can be established as follows. Take, in Green’s theorem,
P(x, y)=−yF(x, y) andQ(x, y)=xF(x, y).Wemust show that ((Q/x)−(P/y))=f.
In order to do this, note ﬁrst that(
Q
x
− P
y
)
= 2F + x F
x
+ y F
y
.
Next, consider an extra variable u such that 0<u1. Then,
u2F(ux, uy)= u2
∫ 1
0
f (sux, suy)s ds
=
∫ u
0
f (x,y) d (via = su).
Differentiating with respect to u gives
2uF(ux, uy)+ u2 F
x
(ux, uy)x + u2 F
y
(ux, uy)y = uf (ux, uy).
Finally, taking u= 1, one obtains the desired equality
2F + x F
x
+ y F
y
= f. 
2.1. Incremental algorithms
The evaluation of each line integral in Lemma 2 can be broken into simpler integrals over
successive unit (horizontal or vertical) line segments forming :
∫

=
n−1∑
i=0
∫
[vi ,vi+1]
,
where the vi = (xi, yi), i = 0, . . . , n− 1, denote the successive vertices of the polyomino
P, and satisfy vn= v0, vi+1= vi +vi = (xi +xi, yi +yi). Since our polyominoes are
coded by (s, w) where s ∈ Z × Z is the starting point and w is a word over the alphabet
A= {r, u, l, d}, the above discussion gives rise to incremental algorithms in the following
sense: starting from the source point s, the contour  of the polyomino is described by reading
w letter by letter. At each step, the action made depends only on the current position on the
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boundary and on the letter read. More precisely, consider the four vectors identiﬁed with
the letters ofA
r = (1, 0), u= (0, 1), l = (−1, 0), d = (0,−1)
and take four functions indexed byA,
r (x, y),u(x, y),l (x, y),d(x, y).
Then read the wordw=w1w2...wn sequentially from the left and cumulate partial sums as
follows, where wi is the vector corresponding to the letter wi :
v := (x0, y0); S := 0;
for i = 1 to n do S := S + wi (v); v := v + wi end do;
return S.
We use the following suggestive notation to represent the output of our incremental algo-
rithms:∑
→
r (xi, yi)+
∑
↑
u(xi, yi)+
∑
←
l (xi, yi)+
∑
↓
d(xi, yi).
The integral formulas in Lemma 2 yield the corresponding incremental algorithms called,
respectively, V-algorithm, H-algorithm and VH-algorithm, where the letters V and H stand
for the words vertical and horizontal: in a V-algorithm (resp., H-algorithm) only vertical
(resp., horizontal) sides of the polyomino are used; in VH-algorithms both vertical and
horizontal sides are used.
Proposition 3 (Incremental algorithms of Green’s type). Let P = (s, w) be a polyomino
and f (x, y) be continuous. Then,∫ ∫
P
f (x, y) dx dy =
∑
→
r (xi, yi)+
∑
↑
u(xi, yi)+
∑
←
l (xi, yi)
+
∑
↓
d(xi, yi),
where the functions r ,u,l ,d are taken from any of the following three sets of possi-
bilities:
V-algo: r = 0, u =
∫ 1
0 f1(x, y + t) dt, l = 0, d =−
∫ 1
0 f1(x, y − t) dt.
H-algo: r =−
∫ 1
0 f2(x + t, y) dt, u = 0, l =
∫ 1
0 f2(x − t, y) dt, d = 0.
VH-algo: r =−y
∫ 1
0 F(x + t, y) dt, u = x
∫ 1
0 F(x, y + t) dt,
l = y
∫ 1
0 F(x − t, y) dt, d =−x
∫ 1
0 F(x, y − t) dt,
where f1(x, y), f2(x, y) and F(x, y) are deﬁned by Lemma 2.
Proof. Let  be any one of the three differential forms
f1(x, y) dy, −f2(x, y) dx, F (x, y)(x dy − y dx)
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Table 1
Area
Algorithm r u l d
V 0 x 0 −x
H −y 0 y 0
VH −y/2 x/2 y/2 −x/2
Table 2
Center of gravity
Algorithm r u l d
V (num x¯) 0 x2/2 0 −x2/2
V (num y¯) 0 x/2+ xy 0 x/2− xy
H (num x¯) −y/2− xy 0 −y/2+ xy 0
H (num y¯) −y2/2 0 y2/2 0
VH (num x¯) −xy/3− y/6 x2/3 xy/3− y/6 −x2/3
VH (num y¯) −y2/3 xy/3+ x/6 y2/3 −xy/3+ x/6
appearing in the line integrals (1), (2), (3) of Lemma 2. Then,
∫ ∫
P
f (x, y) dx dy =
∫

=
n−1∑
i=0
∫
[vi ,vi+1]
,
where v0, v1, . . . , vn−1, vn(=v0) are the vertices of the contour  of P. Since P is deﬁned
by the point s = (x0, y0) and the word w =w1w2...wn, the side [vi , vi+1] of the contour 
is parametrized by (x, y)= (x(t), y(t)), 0 t1,
x = x(t)= xi + t, y = y(t)= yi, (dx = dt, dy = 0) if wi+1 = r,
x = x(t)= xi, y = y(t)= yi + t, (dx = 0, dy = dt) if wi+1 = u,
x = x(t)= xi − t, y = y(t)= yi, (dx =−dt, dy = 0) if wi+1 = l,
x = x(t)= xi, y = y(t)= yi − t, (dx = 0, dy =−dt) if wi+1 = d.
Weconclude by evaluating the line integrals (1), (2), (3) of Lemma2 using the corresponding
parametrizations. 
2.2. Elementary applications and examples
The main elementary instances of these algorithms include the computation of the area,
where f (x, y) = 1 (Table 1 ); center of gravity, where f (x, y) = x and f (x, y) = y
(Table 2 ); and moment of inertia, where f (x, y)= x2 + y2 (Table 3 ). For instance, using
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Table 3
Moment of inertia
V r = 0 u = x/3+ xy + x3/3+ xy2
l = 0 d =−x/3+ xy − x3/3− xy2
H r =−y/3− xy − x2y − y3/3 u = 0
l = y/3− xy + x2y + y3/3 d = 0
VH r =−y/12− xy/4− x2y/4− y3/4 u = x/12+ xy/4+ x3/4+ xy2/4
l = y/12− xy/4+ x2y/4+ y3/4 d =−x/12+ xy/4− x3/4− xy2/4
the polyomino w = rrururullulddldd, we obtain:
VH-algorithm for the area:
∑
→ − yi/2+
∑
↑xi/2+
∑
←yi/2+
∑
↓ − xi/2.∫ ∫
P
1 dx dy =−y0/2−y1/2+x2/2−y3/2+x4/2−y5/2+x6/2+y7/2+y8/2
+ x9/2+ y10/2− x11/2− x12/2+ y13/2− x14/2− x15/2
= 1− 12 + 32 − 1+ 2+ 32 + 32 + 1+ 2− 12 − 12 + 1
= 9.
V-algorithm for x¯ of the center of gravity:
∑
→0+
∑
↑x2i /2+
∑
←0+
∑
↓ − x2i /2.∫ ∫
P
x dx dy = x22/2+ x24/2+ x26/2+ x29/2− x211/2− x212/2− x214/2− x215/2
= 312 .
V-algorithm for the integral involved in the moment of inertia:∫ ∫
P
(x2 + y2) dx dy =
∑
↑
xi
3
+ xiyi + x
3
i
3
+ xiy2i
+
∑
↓
−xi
3
+ xiyi − x
3
i
3
− xiy2i
= 92.
Amore elaborate illustration of Proposition 3 is given by the computation of the probability
that a random point (x, y) ∈ R × R, under a normal bivariate probability distribution,
f (x, y)= 1 exp(−x2− y2), falls in a given polyomino P. In this case, the VH-algorithm is
complicated and only the V and H-algorithms are given (see Table 4 ). Discrete probability
distributions (such as uniformdistributions over rectangles) can be analyzed using the results
of the next section.
Due to its formulation, the VH-algorithm is in general more complicated than the corre-
sponding V and H-algorithms. There is, however, an important class of functions for which
the VH-algorithm is generally preferable: the class of homogeneous functions f (x, y), that
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Table 4
f (x, y)= 1 exp(−x2 − y2), erf(x)= 2√
∫ x
0 exp(−t2) dt
V r = 0 u = 14 erf(x)(erf(y + 1)− erf(y))
l = 0 d = 14 erf(x)(erf(y − 1)− erf(y))
H r =− 14 erf(y)(erf(x + 1)− erf(x)) u = 0
l =− 14 erf(y)(erf(x − 1)− erf(x)) d = 0
is, the functions satisfying a functional equation of the form f (sx, sy) = skf (x, y) for a
constant k, called the degree of homogeneity. The correspondingVH-algorithm is described
now.
Corollary 4. Let f (x, y) be continuous and homogeneous of degree k > − 2, and let
r ,u,l ,d be as follows:
r (x, y)= −y
k + 2 (f1(x + 1, y)− f1(x, y)),
u(x, y)= x
k + 2 (f2(x, y + 1)− f2(x, y)),
l (x, y)= −y
k + 2 (f1(x − 1, y)− f1(x, y)),
d(x, y)= x
k + 2 (f2(x, y − 1)− f2(x, y)),
where f1(x, y) and f2(x, y) are deﬁned in Lemma 2. Then the corresponding additive
incremental VH-algorithm computes
∫∫
Pf (x, y) dx dy, for P.
Proof. Since f (x, y) is homogeneous of degree k, the function F(x, y) of Proposition 3
takes the very simple form
F(x, y)=
∫ 1
0
f (sx, sy)s ds =
∫ 1
0
sk+1f (x, y) ds = 1
k + 2f (x, y).
Hence, for the corresponding VH-algorithm, we have,
r (x, y)= −
∫ 1
0
F(x + t, y)y dt =− y
k + 2
∫ 1
0
f (x + t, y) dt
= − y
k + 2
∫ x+1
x
f (x, y) dx =− y
k + 2 (f1(x + 1, y)− f1(x, y)),
by deﬁnition of f1(x, y). The veriﬁcation of the formulas for u, l and d is left to the
reader. 
Here, is a typical illustration of Corollary 4 for which the VH-algorithm is simpler than
the corresponding V or H-algorithms. The computation of the average euclidean distance
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from a given point (a, b) ∈ Z × Z to a random point in a polyomino P is given by the
formula∫∫
P
√
(x − a)2 + (y − b)2 dx dy
A(P)
,
whereA(P) is computed by some of our previous algorithms.We only need to compute the
integral
∫∫
Pf (x, y) dx dy. This is easily obtained by replacing the starting point s=(x0, y0)
by s− (a, b)= (x0−a, y0−b). It corresponds to the choice f (x, y)=
√
x2 + y2 and k=1
in Corollary 4. In this case, the functions f1(x, y) and f2(x, y) are given by the formulas
f1(x, y)= 12x
√
x2 + y2 + 1
2
y2 ln
(
x +
√
x2 + y2
)
,
f2(x, y)= 12y
√
x2 + y2 + 1
2
x2 ln
(
y +
√
x2 + y2
)
.
3. Additive incremental algorithms
In the preceding examples, the function f (x, y) was assumed to be continuous. We
can often drop this condition on f and still use Proposition 3 as a guideline to devise
corresponding algorithms. Indeed, algorithms for the computation of horizontal and vertical
projections of a polyomino can be found in this way: take an integer  and deﬁne f (x, y)=
(x < +1),where  denotes the characteristic function (which takes the value 1 if the
inequations are satisﬁed, and 0 otherwise). Then, ∫∫ Pf (x, y) dx dy is clearly the -vertical
projection of the polyomino P:∫ ∫
P
f (x, y) dx dy = #{ ∈ Z |Pix, ⊆ P} = v(P),
where Pix, denotes the unit pixel of the plane having the point (,) ∈ Z×Z as its lowest
left corner:
Pix, = {(x, y) ∈ R× R | x < + 1,y <+ 1}.
In this case, using Proposition 3, we ﬁnd that
f1(x, y)=
∫ x
(u< + 1) du=
{0 if x < ;
x −  if x < + 1;
1 if + 1x.
This gives the following V-algorithm for the vertical projection v(P):
r = 0, u = (x+ 1), l = 0, d =−(x+ 1).
Similarly, taking f (x, y)= (y <+ 1), the -horizontal projection of the polyomino
P deﬁned by
#{ ∈ Z |Pix, ⊆ P} = h(P),
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Fig. 3. P = P1 ∪ P2 with disjoint interiors.
can be computed by the H-Algorithm for the horizontal projection h(P):
r =−(y+ 1), u = 0, l = (y+ 1), d = 0.
These algorithms for the projections are special instances of the general notion of additive
incremental algorithm which we now deﬁne.
Deﬁnition 5. An incremental algorithm r (x, y),u(x, y),l (x, y),d(x, y), is called
additive if, whenever P is the union of two polyominoes P1, P2 with disjoint interiors (see
Fig. 3), we have
output(P)= output(P1 ∪ P2)= output(P1)+ output(P2).
An example of a non-additive incremental algorithm is given by the identity r =u =
l = d = 1, which simply computes the perimeter of a polyomino.
Proposition 6. An incremental algorithmr (x, y),u(x, y),l (x, y),d(x, y), is addi-
tive if and only if
l (x, y)=−r (x − 1, y) and d(x, y)=−u(x, y − 1).
Moreover the output of an additive incremental algorithm on P is given by
output(P)=
∑
Pix,⊆P
xu(,)− yr (,), (1)
where x(x, y)= (x + 1, y)− (x, y) and y(x, y)= (x, y + 1)− (x, y).
Proof. Since any polyomino P can be written as a ﬁnite union of the closure of its pixels,
P =
⋃
Pix,⊆P
Pix,,
the output of an additive incremental algorithm satisﬁes
output(P)=
∑
Pix,⊆P
output(Pix,).
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(x,y)(x-1,y)
(x,y)
(x,y-1)
(x+1,y)(x,y)
(a) (b) (c)
(x,y+1) (x+1,y+1)p1
p1
p2
p2
Fig. 4. (a) Vertical domino, (b) horizontal domino and (c) a pixel Pixx,y .
In particular, if P1 = p1 and P2 = p2 are both single pixels and P is a vertical domino as in
Fig. 4(a), then,
output(P)= output(p1 ∪ p2)= output(p1)+ output(p2).
Hence
l (x, y)=−r (x − 1, y)
in order to cancel the contribution of the common horizontal edge of P.
A similar argument (see Fig. 4(b)) shows that using an horizontal domino
d(x, y)=−u(x, y − 1).
This shows that the stated conditions are necessary for additivity. Their sufﬁciency follows
from the automatic cancellation of the common boundaries of P1 and P2 (see Fig. 4) for
general polyominoes with disjoint interiors such thatP=P1∪P2. The formula for output(P)
also follows from these conditions since for any closed pixel Pix,, we must have (see Fig.
4(c)) for any additive incremental algorithm.
output(Pix,)= r (,)+ u(+ 1,)+ l (+ 1,+ 1)+ d(,+ 1)
=r (,)+ u(+ 1,)− r (,+ 1)− u(,)
=xu(,)− yr (,). 
Proposition 6 can be used, for instance, to prove rigorously that a given additive incremen-
tal algorithm actually works: that the above algorithms for the projection v(P) and h(P)
are valid follows easily from it; the validity of the boolean valued additive incremental algo-
rithms below can also be checked using Proposition 6. Another use of this proposition is to
create new algorithms starting ﬁrst froman arbitrary choice of functionsr (x, y),u(x, y);
then by deﬁning the associated functionsl (x, y),d(x, y); and, ﬁnally, by computing the
corresponding output.
Note that Propositions 3 and 6 can be obviously adapted to polyominoes with holes: it
sufﬁces to subtract the holes. For instance, using the V-algorithm of Table 1, the area (or
any other parameter) of the polyomino with holes of Fig. 5 may be computed as follows: let
the outer perimeter be coded by the word 1 = rrrrrrrrrrruuulululluuldlldllddlddld
and the two holes coded respectively by 2 = ruuulddd and 3 = rrrruuldlluuuldddd.
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Fig. 5. A polyomino with holes.
Fig. 6. (a) Pix1,3 in the polyomino and (b) Pix4,3 not in the polyomino.
Then, the area is obtained by subtracting the results of the algorithm applied to 2 and 3
from that of 1. Listing only the non-zero terms gives:
A(P)=
∫
1
−
∫
2
−
∫
3
= (11+ 11+ 11+ 10+ 9+ 7+ 7− 6− 4− 2− 2− 1− 1)− (1+ 1+ 1)
− (4+ 4− 3+ 1+ 1+ 1)= 50− 3− 8= 39.
3.1. Deciding if a polyomino contains a given pixel
Let (,) ∈ Z×Zbe aﬁxedpoint, and consider the boolean-valued functionW,(x, y)=
(x = )(y = ). Since
∑
Pixx,y⊆P
W,(x, y)= (Pix, ⊆ P)=
{
1 if Pix, ⊆ P,
0 otherwise,
then, the following additive incremental algorithms can be used to decide whether the pixel
determined by (,) belongs or not to a polyomino P.
V-algorithm: r = 0, u = (x+ 1)(y = ),
l = 0, d =−(x+ 1)(y = + 1).
H-algorithm: r =−(x = )(y+ 1), u = 0,
l = (x = + 1)(y+ 1), d = 0.
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(a)
vi'
vi'
vi'
vi'
vj'' vj''
vj''vj''
(b) (c) (d)
Fig. 7. Matching pairs.
For instance, the V-algorithm applied to Fig. 6(a) with (,)= (1, 3) and to Fig. 6(b) with
(,)= (4, 3) gives, respectively (only non-zero terms are listed):
(Pix1,3 ⊆ P)= (x112)(y11 = 3)− (x162)(y16 = 4)
+ (x223)(y22 = 3)
= 1− 1+ 1= 1 (since Pix1,3 ⊆ P);
(Pix4,3 ⊆ P)= (x115)(y11 = 3)− (x165)(y16 = 4)
= 1− 1= 0 (since Pix4,3P).
Of course there is an uncountable family of algorithms ,r , 
,
u , 
,
l , 
,
d from which
one can compute (Pix, ⊆ P).
3.2. Boolean operations on polyominoes
From the characteristic function , it is now straightforward to deﬁne formulas for the
boolean operators on polyominoes. However, better results may be achieved with a bit of
care (Fig. 7).
Let P1 and P2 be two polyominoes whose contours are given respectively by v′i=(x′i , y′i ),
for i = 0, 1, . . . , n1 − 1, and v′′j = (x′′j , y′′j ) for j = 0, 1, . . . , n2 − 1.
Proposition 7. The number of pixels in P1 ∩ P2 is given by
#(P1 ∩ P2)= A(P1 ∩ P2)=
∑
0 i<n1,0 j<n2
i,j, matching
min(x′i , x′′j )y′iy′′j ,
where the sum is extended to all the ordered pairs (i, j) of indices thatmatch in the following
sense:
(i, j) match ⇐⇒


y′i = y′′j and y′i = y′′j (=± 1) (Fig. 7(a), (b))
or
y′i = y′′j − 1 and y′i = 1, y′′j =−1 (Fig. 7(c))
or
y′i = y′′j + 1 and y′i =−1, y′′j = 1 (Fig. 7(d)).
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Proof. The number of pixels in common between P1 and P2 is given by
#(P1 ∩ P2)=
∑
(p,q)∈Z×Z
(Pixp,q ⊆ P1)(Pixp,q ⊆ P2).
Using now the V-algorithm described in Section 3.1, we can write
(Pixp,q ⊆ P)=
∑
i
p,q(vi ,vi ),
wherep,q(v,v)=(xp+1)(y=q+ 1−y2 )y, sincey ∈ {−1, 0, 1}. LetM (resp.,
N) be a lower bound for all the x′i and x′′j (resp., y′i and y′′j ). Then,
#(P1 ∩ P2)=
∑
pM,qN
∑
i,j
p,q(v′i ,v′i )p,q(v′′j ,v′′j )
=
∑
i,j
(v′i ,v′i , v′′j ,v′′j ),
where
(v′i ,v′i , v′′j ,v′′j )=
∑
pM,qN
p,q(v′i ,v′i )p,q(v′′j ,v′′j )
= (min(x′, x′′)−M)	N(y′,y′, y′′,y′′),
where
	N(y′,y′, y′′,y′′)=


1 if Ny′ = y′′ and y′ = y′′(=± 1),
−1 if Ny′, y′ = y′′ − 1, y′ = 1, y′′ = −1,
−1 if Ny′′, y′ = y′′ + 1, y′ = −1, y′′ = 1,
0 otherwise.
Hence
#(P1 ∩ P2)=
∑
0 i<n1,0 j<n2
i,j, matching
(min(x′i , x′′j )−M)y′iy′′j
and the result follows since the left-hand side is independent of M and N. 
Using the de Morgan set formulas, the number of pixels in the union and difference of
two polyominoes is computed by
#(P1 ∪ P2)= #(P1)+ #(P2)− #(P1 ∩ P2),
#(P1\P2)= #(P1)− #(P1 ∩ P2).
3.3. Intersection between a polyomino and a given set
For this more general situation, consider a ﬁxed set of pixels S and let p,qr , p,qu , p,ql ,
p,qd be an algorithm for the computation of
(Pixp,q ⊆ P), (p, q) ∈ Z× Z.
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Fig. 8. There are 21 pixels in P to the north-east of (,).
Then, to decide if a polyomino P intersects S, one must compute (S ∩ P = ∅). This can
obviously be done by taking Sr , Su , Sl , 
S
d , as follows:
Sr (x, y)=
∑
Pixp,q⊆S
p,qr (x, y), 
S
u(x, y)=
∑
Pixp,q⊆S
p,qu (x, y),
Sl (x, y)=
∑
Pixp,q⊆S
p,ql (x, y), 
S
d (x, y)=
∑
Pixp,q⊆S
p,qd (x, y).
Note that, deciding if a polyomino P intersects the interior of S amounts to check if the
output of this algorithm is > 0.
3.4. Computation of hook-lengths
Consider the north-east corner in the R × R plane associated to a given lattice point
(,) ∈ Z× Z
NE, = {(x, y) ∈ R× R | x,y} = [,∞)× [,∞).
The number of pixels of P which are to the north-east of (,) is P ∩ NE, (see Fig. 8)
and the following algorithms can be used to compute it:
V-algorithm: r = 0, u = (x − )(x+ 1)(y),
l = 0, d =−(x − )(x+ 1)(y+ 1).
H-algorithm:r =−(y − )(x)(y+ 1), u = 0,
l = (y − )(x+ 1)(y+ 1), d = 0.
Let (,) ∈ Z × Z and P be a polyomino. The hook-length hook,(P) is the number
of pixels in the set P ∩ Hook, where Hook, = NE,\NE+1,+1. In other words,
it is the number of pixels of P belonging to the L-shaped Hook, determined by (,)
(see Fig. 9).
Replacing (,) by (+ 1,+ 1) in the above algorithms and subtracting gives corre-
sponding algorithms for the computation of hook-lengths.
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Fig. 9. There are 11 pixels in the Hook,.
3.5. Computation of families of projections
We now give an example where the weights of pixels are taken in the ring A = R((q))
of formal Laurent power series in q. In analogy to the V-algorithm for the area given in
Table 1, consider the algorithm associated to the functions
r (x, y)= 0, u(x, y)= [x]q, l (x, y)= 0, d(x, y)=−[x]q,
where
[x]q = 1− q
x
1− q , x ∈ Z,
denotes the q-analogue of x (q = 1 corresponds to area). In this case,
xu = [x + 1]q − [x]q = 1− q
x+1
1− q −
1− qx
1− q = q
x,
yr = 0.
So that, in view of Proposition 6, the output of this algorithm on a polyomino P is given by
output(P)=
∑
Pix,⊆P
xu(,)− yr (,)=
∑
Pix,⊆P
q =
∑
∈Z
v(P)q.
This is the generating Laurent series of the family of all vertical projections v(P),  ∈ Z,
and also a q-analogue of area. A similar approach can be used for the family h(P),  ∈ Z,
of all horizontal projections. Factoring out (1− q) (resp., (1− t)), it is easy to check that
the following holds:
Corollary 8. Let q and t be formal variables and P be a polyomino. Then,
(a) for the V-algorithm, r = 0, u = qx , l = 0, d =−qx, we have,∑
∈Z
v(P)q =−output(P)1− q
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Fig. 10. Family of vertical projections.
(b) for the H-algorithm, r = ty , u = 0, l =−ty , d = 0, we have,∑
∈Z
h(P)t = output(P)1− t ,
where v(P),  ∈ Z, and h(P),  ∈ Z, denote the families of vertical and horizontal
projections of the polyomino P.
We illustrate this corollary with the small polyomino of Fig. 10, for which an algorithm
has to be selected.
The computation using for instance the V-algorithm gives
output(P)= 0+ qx1 + 0+ 0− qx4 + 0+ qx6 + qx7 + 0+ 0+ qx10 + 0− qx12
+ 0− qx14 − qx15
= q1 − q3 + q4 + q4 + q2 − q1 − q0 − q0
= − 2+ q2 − q3 + 2q4
and then,
∑
∈Z
v(P)q =−output(P)1− q =−
(−2+ q2 − q3 + 2q4)
(1− q) = 2+ 2q + q
2 + 2q3.
Observe that the coefﬁcients of the polynomial correspond to the vertical projections of the
polyomino (see Fig. 10). If the polyomino is shifted to the left, then the last polynomial
would become a 4-term Laurent series.
4. Concluding remarks and open problems
The Discrete Green theorem provides a general framework allowing the discovery and
development of new algorithms for the computation of many statistics on polyominoes. In
addition to the algorithms described in this paper, the computation of oblique projections
and the computation of various statistics related to polyominoes may also be obtained by
this method. The algorithms described in Corollary 8 and their variants might be useful
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Fig. 11. The maximal polyomino strictly contained in a given polyomino.
for the study of families of polyominoes deﬁned by their projections (see [1,7]). It should
also be possible to study salient and reentrant points on polyominoes in the sense of [5],
by extending the concept of incremental algorithm to higher order (where, at each step, the
action made depends on the current position and on the next k letters read). There are many
problems related to the present work. Let us mention:
• deciding, in an efﬁcient way, whether a polyomino P1 is included in a polyomino P2.
Note that P1 ⊆ P2 if and only if #(P1 ∩P2)= #(P1), so that Sections 3.2 or 3.3 provide
a solution that could be eventually improved;
• given two polyominoes, P1 and P2, determine the maximal number of pixels in the
intersection of P1 and a translation of P2;
• determine the maximal polyomino P′ strictly contained in a given polyomino P, such
that the boundaries of P and P′ are disjoint (Fig. 11);
• decide if a point (x, y) in the plane is contained in the convex hull of a polyomino P.
Note also that the complexity of our algorithms is (time and space) linear in the boundary
size of the polyomino: indeed the Freeman chain code of a polyomino is its perimeter, whose
size determines the number of iterations in the incremental algorithms. More accurately, the
implementation of the formulas obtained in this paper requires a closer analysis. Indeed, a
straightforward (naive) implementation may easily be obtained, but for sake of efﬁciency,
adequate data structures should be deﬁned for every algorithm. For instance, the compu-
tation of the number of pixels in the intersection of two polyominoes can be optimized by
computing the matching pairs. Indeed, the matching pairs relies on a searching algorithm,
that behaves better if the ordinates are sorted. A detailed description of the implementation
goes beyond the scope of this paper but certainly deserves some further attention.
The careful reader has certainly noticed that the algorithms carried out can be straight-
forwardly adapted to more general objects: regions bounded by closed polygonal paths
(with or without holes, possibly with multiple points) on other sorts of lattices, such as the
triangular or hexagonal ones. For higher dimensional polyominoes a discrete version of the
Stokes theorem should bring similar results and will be considered in a future paper.
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