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Abstract
Modern society habitually uses online social media ser-
vices to publicly share observations, thoughts, opinions,
and beliefs at any time and from any location. These geo-
tagged social media posts may provide aggregate insights
into people’s perceptions on a broad range of topics across
a given geographical area beyond what is currently possi-
ble through services such as Yelp and Foursquare. This pa-
per develops probabilistic language models to investigate
whether collective, topic-based perceptions within a geo-
graphical area can be extracted from the content of geo-
tagged Twitter posts. The capability of the methodology is il-
lustrated using tweets from three areas of different sizes. An
application of the approach to support power grid restora-
tion following a storm is presented.
1 Introduction and Motivation
Online social media services are now deeply rooted in our
modern culture and people routinely turn to these services to
share their thoughts and opinions. These frequent updates
can provide tremendous insights into how people perceive
the world around them. A significant portion of these up-
dates are shared via smartphones and mobile devices, and
hence, have location information embedded in them. This
geo-tagging offers a unique opportunity to understand how
the content or what of the posts is influenced by the loca-
tion or from where the posts are shared [4]. Such linking of
“what” to “where” can be used to support many geographic
information retrieval systems [1]. Commercial agencies can
also use this association between perception and location to
tailor their marketing strategies to geographic demands [10].
Presently, geo-tagged social media posts are linked
to specific businesses using services such as Yelp1 and
Foursquare2. Through this linking, people can share their
reviews and experiences and alert friends to their where-
abouts. Opinions about specific businesses, however, may
not offer insights into how people feel about the underlying
1http://www.yelp.com
2http://www.foursquare.com
abstract notions or topics. For example, reviews about spe-
cific fast food restaurants cannot indicate whether people in
the area like to eat fast food, or that eating fast food is popu-
lar. Instead, posts that talk about fast food generally, with or
without reference to specific restaurants, provide clues about
area-wide perceptions on the topic of fast food.
This paper proposes a methodology that uses social me-
dia posts to identify localities where a specific topic-based
perception runs strong. Partitioning a geographic area into
non-overlapping sub-areas, the methodology trains proba-
bilistic language models over posts from these sub-areas.
This ensemble of models is then queried with a phrase defin-
ing a topic-based perception to identify sub-areas where
that perception runs strong. Illustrations using Twitter feeds
from three areas of vastly different sizes, population densi-
ties, and other characteristics show that despite the diversity,
the methodology can identify sub-areas with strong percep-
tions for several common topics. The paper concludes with
an industrial application of the methodology to support effi-
cient power recovery following a major weather storm.
The paper is organized as follows: Section 2 presents our
methodology. Section 3 describes Twitter data. Section 4
illustrates the methodology. Section 5 applies it to storm
damage response. Section 6 compares related work. Con-
clusions and future directions are in Section 7.
2 Locating Perceptions
In this section, we motivate and present the methodology
for finding perceptions.
2.1 Defining Perceptions
People’s perceptions about various topics may be embod-
ied in their spoken language and now in their social media
posts. These topic-based perceptions may be influenced by
the general characteristics of an area and also by specific
local features. For example, although people across New
York City may frequently talk and post about traffic conges-
tion and delays, this issue is unlikely to be on their minds
as they stroll through Central Park. Because it is impossible
to exhaustively define all topics and their perceptions, we
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propose a flexible approach which models the language of
the social media posts for each sub-area within a given area.
These language models can then be queried with multi-word
phrases which define a perception about a given topic to
identify sub-areas which strongly represent that topic-based
perception. For example, to identify perceptions of stressful
(slow) traffic, we can use the query ”hate traffic” (”traffic is
slow”). Note that sub-areas with stressful traffic may or may
not overlap those with slow traffic.
2.2 Specifying Language Models
A language model captures the features of the written
language in a collection of documents or a training corpus.
It defines a probability distribution over all n-grams, where
an n-gram is an ordered sequence of n words (w1, ...., wn).
We define language models for non-overlapping sub-areas
`i which comprise an area L. The maximum likelihood esti-
mate of an n-gram, computed over a corpus of social media
posts within `i ∈ L, is given by [3]:
P`i(w1, ....wn) =
c(w1, ...wn)
c(w1, ..., wn−1)
where c(.) is the number of times the sequence appears in
the posts. The probability that the language within a sub-
area generates a phrase T = (w1, ..., wk) is computed as the
product of the probabilities of the n-grams that comprise T :
P (T |`i) =
k∏
j=n
P`(wj−n+1, ..., wj)
Contextual information increases with n as higher order
sequences of words are considered. However, because the
frequency that larger sequences appear in social media posts
is very low, prevalent language models over these posts re-
strict to the lowest order unigrams (1-grams), which model
distinct words independent of their order [16, 5, 11]. Uni-
grams cannot model perceptions because these must be un-
derstood in the context of some topic or subject. For ex-
ample, unigrams trained over “I love driving” and “I hate
driving” will model the perceptions of “love” and “hate” but
will not associate them with the topic of “driving”. Bigrams,
on the other hand, can model the perceptions “I love”, “love
driving”, “I hate”, and “hate driving” and associate them
with a person (“I”) and the act of driving. Thus, unigrams
can only recognize “love” or “hate”, while bigrams actu-
ally identify what is being loved or hated. However, be-
cause social media posts may contain numerous distinct bi-
grams presenting unique thoughts on various topics, the es-
timates of bigrams over these posts may be inaccurate. To
improve this accuracy, we model the probability of bigram
estimates using a linear interpolation of both the bigram and
unigram estimates. This interpolation compensates for the
low count of a bigram (e.g. “love driving”) by incorporating
the expected higher count of the unigram “driving”. Thus,
for a sub-area `i, the probability of observing the bigram
(wj−1, wj) is given as:
P`i(wj−1, wj) = λ1c(wj−1, wj)/c(wj−1)+λ2c(wj)/|W (`i)|
where λ1 +λ2 = 1, |W (`i)| is the number of distinct words
in all posts in `i and c(wj)/|W (`i)| is the estimate of the
unigram that completes the bigram [3].
We use smoothing to compensate for the probability of
future unseen bigrams, which allocates some of the prob-
ability of the training bigrams to those that are as yet un-
observed [6]. The Modified Kneser-Ney (MKN) smoothing
algorithm [9] is chosen because of its superior performance
with interpolated language models [6]. The MKN algorithm
subtracts a constant d̂ from the observed frequency of ev-
ery known bigram. It then estimates the likelihood that an
unknown bigram (wj−1, wj) will appear using a modified
estimate of the unigram wj , where only the number of dis-
tinct bigrams that wj completes is considered:
Pc(wj) =
|{w : c(w,wj) > 0}|∑
v|{w : c(w, v) > 0}|
and then weighing this proportion by the probability mass
λ(wj−1) taken from the known bigrams:
λ(wj−1) =
d̂|{w : c(wj−1, w) > 0}|
c(wj−1)
Thus, under MKN smoothing the probability of observing a
bigram becomes:
P`(wj−1, wj) =
max(c(wj−1, wj)− d̂, 0)
c(wj−1)
+λ(wj−1)Pc(wj)
If (wj−1, wj) is unknown, the probability is just given by
λ(wj−1)Pc(wj), and if it is known, the probability is given
as a linear interpolation of the modified bigram and unigram
estimates. Note that the modified unigram estimate Pc(wj)
is superior to c(wj)/|W (`)| because under Pc(wj) words
that appear frequently but within few distinct contexts will
not strongly influence the probability of the bigram. We esti-
mate d̂ such that the log-likelihood that the model generates
a given bigram is maximized:
d̂ = argmax
d
∑
v
c(v, wj) logP`(v, wj)
This has a closed form approximation depending on whether
c(wi−1, wi) is equal to 1, 2, or ≥ 3 [14]. Using these ap-
proximations, we set d̂ equal to d1, d2, or d3 respectively:
d1 = 1−
2n2n1
n1(n1 + 2n2)
d2 = 2−
3n3n1
n2(n1 + 2n2)
d3 = 3−
4n4n1
n3(n1 + 2n2)
(a) NYC: Local-level (b) DC: District-level (c) CT: Region-level
Figure 1: Tweet Distribution in the Areas
with ni is the number of bigrams with frequency i.
The ensemble of language models, one for each sub-area,
is then queried to compute the probability that a phrase T is
generated from a sub-area `i using Bayes rule:
P (`i|T ) =
P (T |`i)P (`i)∑
j P (T |`j)P (`j)
P (`i) is the prior probability that a social media post is from
sub-area `i and is given by N(`i)/N(L). N(`i) is the num-
ber of posts in `i and N(L) is the total number of posts in
the entire area L. Finally, we we define define P (T |`i) as:
P (T |`i) =
k∏
j=2
P`i(wj−1, wj)
3 Data Description
We harvested geo-tagged tweets from Twitter between
January 29th and February 28th 2013 from three areas,
namely, Downtown Manhattan in New York City (NYC),
the greater Washington D.C. area and its surroundings (DC),
and the entire state of Connecticut (CT). Although these ar-
eas can be partitioned according to town and city jurisdic-
tions or even by zip code, for the sake of illustration, we
divide them into 100 equal sub-areas along a 10×10 grid us-
ing latitudinal and longitudinal coordinates. The partitions
of each area differ widely: (i) NYC sub-areas include a few
blocks and provide a local-level perspective; (ii) DC sub-
areas include substantial portions of cities, suburbs, and in-
terstates providing a district-level perspective; and (iii) CT
sub-areas contain multiple towns, entire cities and woods
offering a region-level perspective.
For each area, we eliminated non-English tweets and
those without geo-tags. Table 1 shows that the tweet den-
sity in NYC is an order higher than DC and two orders
higher than CT. The lower densities in DC and CT, how-
ever, do not impede training of the language models, be-
cause in each area tweet distributions conform to population
spread as shown in Figure 1 [7]. Thus, tweets in NYC are
almost uniform, in DC they cluster around major cities and
follow paths to major highways, and in CT they concentrate
around the three major interstates, with sparse densities in
the woods and farmland towns.
Area Sub-area Area Size Tweets Density
NYC Local 82.3km2 110,924 1,347/km2
DC District 3,452km2 394,072 114/km2
CT County 22,140km2 355,678 16/km2
Table 1: Area-wise Summary of Tweets
Geo-tagged tweets were further pre-processed by con-
verting all words to lowercase and by stripping punctuation,
hashtags (terms starting with #), username replies (terms
beginning with @), and Web links. Common words such
as “at”, “the”, and “or” lack contextual information, and
hence, were eliminated using a stopword list of 200 most
frequently used words. The stopword list was limited to 200
which is approximately equal to 1% of the average number
of distinct words across each area. We also include a “catch
all” unigram “<misc>” to aggregate the probability of all
words that occur only once. It also accounts for miscella-
neous, shorthand, mis-spelled, and other user-specific nota-
tions. On an average 3.16% of the words in each area were
mapped to “<misc>”, suggesting that we can control this
source of distortion without impacting the models’ fidelity.
4 Illustrations
In this section, we illustrate how our approach can iden-
tify sub-areas with strong topic-based perceptions.
4.1 Perceptions in NYC
Downtown Manhattan is a popular tourist destination and
includes Chinatown and Little Italy as well as Broadway and
(a) “Restaurant” (b) “Italian restaurant” (c) “Went to a great Italian restaurant”
Figure 2: Local-level Perceptions in NYC
(a) “traffic” (b) “traffic during commute”
Figure 3: District-level Perceptions in DC
Penn Station. Given its multi-cultural neighborhoods and
popularity, this area is rife with many types of eateries, due
to which we extract perceptions about restaurants. Figure 2a
displays the results in the form of a heat map, produced by
a generic query “restaurants”. Brighter shades across many
sub-areas indicate that people discuss restaurants broadly.
Figure 2b shows the results of a refined query “Italian restau-
rants”. The heat map now concentrates on fewer sub-areas,
mostly in the southwest, which corresponds to Little Italy.
It also includes northern sub-areas; home to many high-end
Italian restaurants3. Finally, a specific query “went to a great
Italian restaurant” produces Figure 2c which tells us that this
perception is most strongly present in Little Italy, and at the
entrances to the Holland Tunnel, Brooklyn and Williams-
burg Bridges. That this perception is strong in sub-areas
used to leave the city suggests that visitors may be more in-
clined to share their satisfaction about a great meal in Little
Italy compared to the city’s residents.
4.2 Perceptions in DC
This area encompasses Washington D.C. and the sur-
rounding suburbs. Here, sub-areas include entire commu-
3http://www.zagat.com
nities, parts of Washington D.C., portions of the I-95/495
interstate loop infamous for its heavy traffic, regional parks,
and major roads that connect Washington D.C. to Mary-
land and Virginia. The city is dominated by office parks,
federal agencies, and corporate headquarters bringing in a
large number of commuters from outside towns and sub-
urbs. We thus extract perceptions on “traffic” for this area.
The heat map in Figure 3a, resulting from a generic query
“traffic”, shows that traffic is most strongly perceived inside
and around the four sub-areas of downtown and decreases
in prominence as we go farther away. The heat map in Fig-
ure 3b, resulting from a more nuanced query “traffic during
commute”, finds that people do not discuss traffic and com-
mute within the city, but as expected in the sub-areas which
contain portions of the I-95/495 interstate loop and those to
the west neighboring Dulles Airport.
4.3 Perceptions in CT
This area covers the state of Connecticut featuring large
sub-areas that include entire towns and cities. A hot-button
issue that many people consider when deciding to relocate
to a neighborhood is the public perception of crime. City
and town governments must thus be aware of how crime
(a) “crime” (b) “hospital”
Figure 4: Region-level Perceptions in CT
is perceived in their jurisdictions. The heat map in Fig-
ure 4a, resulting from a generic query “crime”, suggests that
the people of CT do not think about crime except for sub-
areas along the I-91 interstate containing the cities of New
Haven, Bridgeport, Stamford, and Hartford, which are noto-
rious for its dangerousness4. Because a state encompasses a
large area, we also extract perceptions about topics that are
less likely to be thought of at a local- and district-level. The
heap map in Figure 4b, resulting from the query “hospital”,
shows that the hottest sub-areas coincide with the Yale-New
Haven Hospital and UConn Health Center. Also, adjacent
sub-areas are more likely to think of hospitals, compared to
other sub-areas in the state.
5 Storm Power Grid Damage Response
The above examples illustrate the capability of our ap-
proach to identify varied topic-based perceptions. We now
discuss how such identification can be leveraged for a dis-
aster response scenario. Natural and other disasters can cre-
ate potentially life-threatening conditions because of their
destructive impact on an electric power grid. Responding
to such outages efficiently and quickly can minimize this
damage and reduce the costs of restoration and loss of pro-
ductivity. Currently, utilities rely on experts to estimate lo-
cations of outages and the type and extent of damages in
order to dispatch appropriate crews and materials. We de-
scribe how public perceptions on the damages caused to the
power grid following a storm provides situational or “on-
the-ground” data supporting the expert’s analysis. On Jan-
uary 31st 2013, the CT area experienced hurricane force
winds causing widespread power outages. The heat map in
Figure 5, resulting from the query “power outage”, shows
that locations of this perception correspond to the power out-
4http://www.fbi.gov/about-_us/cjis/ucr/crime-_
in-_the-_u.s/2012
Figure 5: Perception of “power outage” in CT
age map 5. Zooming into an area northeast of Hartford, gen-
erates another heat map for the same perception, which now
highlights a residential block. Zooming in even further iden-
tifies specific places on the streets, which may correspond to
houses or electric poles. Based on this data, experts can tag
these streets as prone to power loss. They can analyze the
power grid in the area to determine what components failed,
and using tweets within the highlighted sub-areas, hypothe-
size about the source of damage (e.g. downed trees crushing
overhead lines). The appropriate crews and components can
then be dispatched to quickly repair these failures.
6 Related Research
Language models have been built over social media posts
for a variety of purposes. Iskandar et al. develop a query
likelihood model with Dirichlet smoothing to retrieve con-
tent from social media and Wikipedia articles [2]. Li pre-
dicts the point-of-interest of a tweet with a unigram lan-
5http://www.ctpost.com/local/article/Storm-_
leaves-_thousands-_without-_power-_4238526.php
guage model [11]. The models are also combined with loca-
tion information to evaluate the origin of tweets. Kinsella et
al. estimate cities from which tweets originate by comparing
KL-divergences among language models [8]. Chandra et al.
also predict originating cities based on unigram models over
tweet-reply chains [5]. Chang predicts positions based on
the spatial usage of words in the tweets [15], Sadilek et al.
incorporate the position of friends and content of tweets for
prediction [13], Liu et al consider check-in histories with
tweet content [12] and Wing et al use unigram models of
tweet content across areas within geo-grids [16].
This work differs from contemporary efforts because
rather than focusing on a specific set of tasks, we develop
language models to generally identify perceptions of users
across geographic areas. Also, our sophisticated language
model uses smoothing to combine accurate estimation of un-
igrams with contextual information in bigrams compared to
the prevalent models that consider only unigrams.
7 Conclusions and Future Work
This paper presented a methodology to identify where
perceptions about a topic are strongly represented across a
given geographic area. Central to the methodology are lan-
guage models that can be queried using phrases that define
any kind of perception for any topic. Without any a pri-
ori information and aid of external data sources, we demon-
strate how the approach can identify where a specific topic-
based perception is strongly represented in sub-areas with
sizes ranging from just a few urban blocks to entire cities.
In the future, we plan to enhance the methodology with
geographic and temporal variations in word usage. We will
also explore the use of the methodology for many different
applications including location prediction, storm and disas-
ter management, and analytics for city planning and public
services including mass transit.
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