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Re´sume´
Les moyens mis en oeuvre chez les animaux domestiques pour lutter contre les maladies
de´pendent de leur vitesse de propagation, de leur virulence et surtout de leur capacite´ a`
passer la barrie`re d’espe`ce. Certaines maladies entraˆınent des pertes e´conomiques importantes
chez l’animal(des centaines de milliers de vaches ont e´te´ abattues pendant l’e´pide´mie de
BSE). Bien plus, dans le cas des zoonoses, maladies transmissibles a` l’homme, il convient
d’appliquer des mesures de lutte extreˆmement one´reuses s’organisant dans les e´levages mais
aussi a` l’e´chelle des populations. Plusieurs strate´gies de pre´vention et/ou de traitement des
maladies infectieuses sont possibles : les traitements chimiques, la vaccination, la de´sinfection
des baˆtiments d’e´levage, la conduite des troupeaux, le controˆle sanitaire et la trac¸abilite´ des
produits alimentaires,l’abattage partiel ou total des troupeaux infecte´s. Ces mesures peuvent
eˆtre tre`s one´reuses et parfois peu efficaces.
Ces maladies peuvent eˆtre mono ou multifactorielles. Quand une maladie est en partie
re´gule´e par une pre´disposition ge´ne´tique, il est possible de choisir des reproducteurs les plus
re´sistants et diminuer ainsi l’incidence de la maladie. Si cette pre´disposition est monoge´nique,
ou pour le moins sous l’influence d’un ge`ne a` effet majeur, comme par exemple dans la
tremblante ovine, la se´lection assiste´e par ge`ne peut eˆtre une strate´gie comple´mentaire aux
strate´gies de´ja` existantes. Mais cette se´lection ne peut se faire inde´pendamment de celle des
caracte`res traditionnels de production qui ont permis d’ame´liorer par exemple la quantite´
de lait en races laitie`res ou le nombre et la croissance des animaux en races bouche`res. La
question qui se pose alors est d’arriver le plus rapidement possible a` une incidence quasi nulle
de la maladie en cre´ant une population essentiellement porteuse des alle`les de re´sistance
au ge`ne se´lectionne´ tout en e´vitant de perdre le gain ge´ne´tique acquis sur les caracte`res
traditionnels de production.
L’objectif de cette the`se a e´te´ de re´pondre a` cette question en proposant une approche
parame´trique permettant de mode´liser et d’optimiser la strate´gie de se´lection. Le parame´trage
du mode`le permet de de´crire de manie`re de´taille´e les caracte´ristiques du/des ge`ne(s) de
re´sistance se´lectionne´(s) et celles du sche´ma de se´lection sur les caracte`res de production,
souvent complexes chez les animaux domestiques. Les sorties du mode`le sont l’e´volution
des distributions des caracte`res de production (moyennes, variabilite´s) et des fre´quences des
alle`les de re´sistance / sensibilite´. Afin de prendre en compte le processus de se´lection, une
mode´lisation dynamique a e´te´ utilise´e. Des approches de´terministe et stochastique ont e´te´
de´veloppe´es et ont e´te´ optimise´es a` l’aide d’un algorithme ge´ne´tique.
La strate´gie optimale difficile a` promouvoir sur le terrain a e´te´ alors conside´re´e comme
re´fe´rence pour la mise en place de strate´gies de se´lection acceptables et efficaces. Il est possible
ainsi d’e´valuer diffe´rents sce´narios concernant par exemple l’organisation du ge´notypage
(pour le ge`ne de re´sistance) dans la population se´lectionne´e, le choix des conjoints selon leur
ge´notype, ainsi que la me´thode de diffusion des reproducteurs vers les e´levages de production.
La me´thodologie de´veloppe´e lors de ce travail a e´te´ applique´e au cas de la tremblante du
mouton, un exemple possible parmi d’autres maladies. Diffe´rentes strate´gies proches de
l’optimale ont e´te´ combine´es a` un mode`le e´pide´miologique afin d’analyser l’impact de ces
dernie`res sur l’e´volution de la maladie.
MOTS CLEFS : ge`ne(s) de re´sistance aux maladies, mode´lisation, optimisation,
se´lection, caracte`res d’inte´reˆt zootechnique, incidence, animaux domestiques.
Summary
The resources to be used in domestic animals to fight against the diseases depend on
their diffusion speed, their virulence and especially their ability to pass the species barrier.
Some diseases cause significant economic losses in animals (hundreds of thousands of cows
were culled during the BSE epidemic). Moreover, in the zoonotic case, diseases transmissible
to humans, measures to be implemented are generally extremely expensive both at the farm
and population levels. Several strategies for the prevention and / or treatment of infectious
diseases are possible : chemical treatments, vaccination, disinfection of livestock buildings
and herd management, health monitoring and traceability of food products, or partial or
full slaughtering of herds . These measures can be very costly and sometimes ineffective.
These diseases can be mono or multifactorial. In the case of genetic diseases (most often
single gene such as sheep scrapie), gene-assisted selection can be a complementary strategy
to existing strategies. But this selection can not be done independently of the selection of the
traditional production traits such as the quantity of milk in dairy breeds or the number and
the growth of animals in beef breeds. The question that arises is how to reach as quickly as
possible an almost zero incidence of the disease by creating a population displaying a high
proportion of the resistant allele at the gene of interest while minimizing the loss of genetic
progress on traditional production traits. The objective of this thesis was to answer this
question by proposing a parametric approach to model and optimize the selection strategy.
The parametrization of the model allowed to describe in detail the characteristics of the
gene (s) selected for resistance (s) and those of the breeding scheme on production traits,
often complex in domestic animals. The model outputs were the evolution of distributions of
production traits (means, variability) and allele frequencies of resistance / sensitivity. To take
into account the selection process, a dynamic model was used. Deterministic and stochastic
approaches have been developed and have been optimized using a genetic algorithm. The
optimal strategy may be difficult to apply. The optimal strategy may be taken as a reference
for the development of selection strategies. It is thus possible to evaluate different scenarios
such as the genotyping organization (for the resistance gene) in the selected population, the
choice of the mating according to their genotype, the method of dissemination of reproducers
to the production farms. The methodology developed in this work has been applied to the
scrapie case, a possible example among other diseases. Different strategies close to optimal
have been combined with an epidemiological model to analyze their impact of the spread of
the disease.
KEYWORDS : selected gene for resistance , modelization, optimization, selection, tra-
ditional production traits, incidence, domestic animals.
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Introduction
Les moyens mis en oeuvre chez les animaux domestiques pour lutter contre les maladies
de´pendent de leur vitesse de propagation, de leur virulence et surtout de leur capacite´ a`
passer la barrie`re d’espe`ce. Certaines zoonoses entraˆınent pour les reproducteurs, des pertes
e´conomiques non ne´gligeables. Bien plus, le fait que l’Homme soit menace´ conduit a` l’appli-
cation de mesures de lutte extreˆmement one´reuses. Celles-ci s’organisent dans chaque e´levage
mais aussi a` l’e´chelle des populations. Plusieurs strate´gies de pre´vention et/ou de traitement
des maladies infectieuses sont possibles, souvent tre`s one´reuses et parfois peu efficaces. Dans
ce contexte, la strate´gie ge´ne´tique qui exploite l’existence d’une variabilite´ ge´ne´tique de la
re´sistance/sensibilite´ a` une maladie particulie`re, peut intervenir en comple´mentarite´ des
strate´gies de´ja` existantes.
La se´lection pour la re´sistance a` une maladie ne peut cependant pas se faire inde´pendamment
de celle des caracte`res traditionnels de production. Il s’agit donc d’arriver le plus rapidement
possible a` une incidence quasi nulle de la maladie en cre´ant une population essentiellement
porteuse des alle`les de re´sistance au(x) ge`ne(s) se´lectionne´(s) en minimisant l’impact de cette
se´lection sur le gain ge´ne´tique acquis pour les caracte`res traditionnels de production.
L’objectif de ce travail de the`se est de proposer des approches parame´triques permet-
tant de mode´liser et d’optimiser cette strate´gie de se´lection. Le parame´trage des mode`les
de´crit de manie`re de´taille´e les caracte´ristiques du ge`ne de re´sistance se´lectionne´ et celles du
sche´ma de se´lection sur les caracte`res de production.
Une revue bibliographique concernant la re´sistance aux maladies, la mode´lisation de
la se´lection ainsi que les me´thodes d’optimisation font l’objet du premier chapitre. Afin de
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prendre en compte le processus de se´lection, une mode´lisation dynamique a e´te´ utilise´e. Des
approches de´terministe et stochastique ont e´te´ envisage´es (partie 2 et 3). Ces mode´lisations
permettent d’obtenir des strate´gies optimales et d’e´valuer diffe´rents sce´narios (organisation
du ge´notypage pour le ge`ne de re´sistance dans la population se´lectionne´e, choix des conjoints
selon leur ge´notype, me´thode de diffusion des reproducteurs vers les e´levages de production).
Chez les animaux domestiques, la recherche de ge`nes de re´sistance aux maladies est
devenue un sujet de recherche prioritaire en ge´ne´tique. Le cas de la tremblante du mouton est
un exemple type. Il a e´te´ de´montre´ qu’un ge`ne (PrP ) exerce un controˆle tre`s important sur
la sensibilite´ a` cette maladie. Diffe´rents mode`les e´pide´miologiques concernant la tremblante
ont e´te´ de´veloppe´s afin de simuler diffe´rents sce´narios de transmission et de comprendre
l’e´volution de cette maladie. Dans ce travail, nous avons cherche´ a` quantifier si l’optimisation
de la se´lection simultane´e sur le ge`ne PrP et sur un caracte`re de production avait un re´el
impact sur l’e´volution de la maladie. Le mode`le de´terministe de´veloppe´ dans le chapitre 2 a
e´te´ couple´ avec un mode`le dynamique e´pide´miologique afin d’e´tudier l’impact des diffe´rentes
strate´gies de se´lection sur l’e´volution de la maladie (Partie 4).
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Chapitre 1
Re´sistance aux maladies
1.1 Description de la re´sistance aux maladies
La re´sistance ge´ne´tique aux maladies chez les animaux domestiques a suscite´ un tre`s
grand inte´reˆt depuis de nombreuses anne´es. En effet, les maladies des animaux domestiques
entraˆınent une perte importante au niveau de la production et un risque pour l’Homme.
La re´sistance aux maladies s’exprime de diffe´rentes manie`res. La re´sistance/la sensibilite´
peut eˆtre totale (mortalite´ ou survie) ou partielle (intensite´ plus ou moins forte des signes
cliniques). D’autre part, certains animaux  porteurs de la maladie  peuvent maintenir leur
productivite´ tout en e´tant infecte´, ce phe´nome`ne est appele´ la re´silience. Les porteurs sains,
qui ne sont pas identifie´s comme e´tant  malades , repre´sentent un danger potentiel pour
les autres animaux de la meˆme espe`ce et pour les autres espe`ces. Ils constituent un re´servoir
de l’agent pathoge`ne et sont un obstacle a` son e´limination. Les maladies peuvent eˆtre mono
ou multifactorielles. Parmi les facteurs figure souvent une plus ou mois grande pre´disposition
ge´ne´tique. On distinguera les maladies ge´ne´tiques, le plus souvent monoge´nique, et les ma-
ladies ne´cessitant une infection par des bacte´ries, des virus ou des prions ou une infestation
par des parasites. Les premie`res sont associe´es au dysfonctionnement d’un ge`ne particulier.
Si la sensibilite´ a` la maladie est lie´e a` un alle`le dominant alors cette sensibilite´ se retrouve
chez tous les descendants d’un individu porteur de cet alle`le. Si la sensibilite´ est associe´e
a` un alle`le re´cessif, alors les descendants d’un individu porteur de cet alle`le re´cessif seront
porteurs de cette sensibilite´ mais ne de´velopperont pas la maladie. La sensibilite´ ge´ne´tique a`
une maladie infectieuse ou parasitaire peut eˆtre le fait d’un (monoge´nique) ou de plusieurs
(oligo ou multige´ne´iques) ge`nes.
Pour lutter contre les maladies, diffe´rents moyens sont utilise´s : traitements chimiques (an-
tibiotiques, bacte´ricides, vaccins), de´sinfections des baˆtiments d’e´levage, abattage partiel ou
total des troupeaux infecte´s. Ces diverses mesures s’ave`rent parfois non satisfaisantes et/ou
tre`s couˆteuses et/ou difficiles de mise en place. Les traitements peuvent avoir des impacts
ne´gatifs sur l’environnement et sur la se´curite´ alimentaire. La re´sistance de certains agents
pathoge`nes face aux traitements e´volue. Pour ces raisons, l’e´tude de la variabilite´ ge´ne´tique
pour ame´liorer la re´sistance aux maladies offre un outil comple´mentaire pour controˆler
ces maladies. Diffe´rentes me´thodes existent pour e´tudier la variabilite´ de la re´sistance aux
maladies selon qu’elle soit polyge´nique, oligoge´nique ou monoge´nique.
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Dans le cas polyge´nique, il convient d’estimer les he´ritabilite´s d’indicateurs de re´sistance
et leurs corre´lations. Ces estimations se font a` l’aide de mode`les statistiques prenant en
compte les valeurs des caracte`res mesure´s, l’apparentement entre individus et les effets des
milieux.
Dans le cas oligoge´nique, qui suppose que quelques ge`nes ont un effet important sur le ca-
racte`re de re´sistance, la recherche de ces ge`nes a` l’aide de marqueurs mole´culaires est re´alisable
graˆce aux cartes ge´ne´tiques. Ces informations permettent de de´tecter des zones chromo-
somiques porteuses de ge`nes lie´s aux caracte`res d’inte´reˆts : les Quantitative Trait Loci (QTL).
Dans le cas monoge´nique, la variabilite´ du caracte`re de sensibilite´ est due a` l’effet d’un
ge`ne  majeur . Le principe de localisation est identique a` celui pre´ce´demment cite´ ou peut
consister en une analyse d’association entre la sensibilite´ et le ge´notype en un ge`ne candidat.
Dans les tableaux 1.1 et 1.2, quelques exemples de maladies ge´ne´tiques dans diffe´rentes
espe`ces animales et chez l’homme sont re´pertorie´s. Cette liste non exhaustive ainsi que
diffe´rentes sites comme orpha.net ou celui de  NCBI  montrent que le nombre de maladies
a` composante ge´ne´tique sont tre`s nombreuses.
Dans ce travail, nous nous sommes particulie`rement inte´resse´s aux maladies a` prion et plus
particulie`rement a` la tremblante ovine. En effet, cette maladie pre´sente un inte´reˆt majeur
du point de vue ve´te´rinaire ainsi qu’au niveau de la compre´hension de certaines maladies
humaines dont elle se rapproche.
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1.2 Maladies a` prion
Les maladies a` prion sont des pathologies de l’ence´phale associe´es a` la pre´sence de
particules infectieuses prote´iniques couramment appele´es prions. Le nom scientifique de ces
maladies a` prion est Ence´phalopathies Spongiformes Subaigue¨s Transmissibles (ESST). Ces
maladies a` prion touchent de nombreuses espe`ces : bovins (ence´phalopathie spongiforme
bovine), ovins (tremblante), humains (maladie de Creutzfeldt-Jakob).
L’agent infectieux responsable de ces maladies est tre`s particulier. En effet, il re´siste aux
proce´de´s  habituels  de destruction : ultraviolets, radiations ionisantes, chaleur humide
ou se`che (130°C), enzymes (8,9). En 1982, Stanley Prusiner (Prusiner (1982)) a montre´ que
l’agent infectieux est une prote´ine sans acides nucle´iques qu’il a appele´  prion . Les prions
proviennent d’un changement de conformation 3D de la prote´ine PrP ou PrPc (cellulaire) en
prote´ine scrapie (PrPsc) ou re´sistante (PrPres). La prote´ine PrPc est relativement pre´sente
dans le syste`me nerveux central, le tissu lympho¨ıde et le tube digestif. La PrPres a pour
caracte´ristiques de transmettre, par des interactions prote´ine-prote´ine, ses proprie´te´s a` la
prote´ine  normale . L’accumulation de la PrPres est corre´le´e avec la destruction des cellules
nerveuses et l’infectiosite´ des tissus porteurs.
1.2.1 L’ence´phalopathie Spongiforme Bovine (ESB)
Cette maladie plus connue sous le nom de la maladie de la  vache folle  est apparue en
1986 (Wells et al. (1987)) au Royaume Uni. Environ 220 000 cas ont e´te´ de´tecte´s dont 90%
en Grande Bretagne. Les autres cas sont apparus en Suisse, Belgique, Portugal, France et
Allemagne et plus tardivement au Japon et au Canada. Cette maladie a e´te´ principalement
pre´sente au Royaume Uni. Les premiers symptoˆmes externes apparaissent a` l’aˆge adulte (4-5
ans en moyenne). Cette maladie fatale affecte le cerveau et la moelle e´pinie`re et se traduit par
des troubles du comportement, une baisse de la production laitie`re, perte de poids, troubles
locomoteurs. En 1993, Foster et al (Foster et al. (1993)) ont prouve´ la transmissibilite´ de
l’ESB aux ovins et aux caprins. De plus, des e´tudes ont montre´ que les cas de la nouvelle
variante de la maladie de Creutzfeldt-Jakob, apparue pour la premie`re fois en 1996, auraient
pour origine le meˆme agent que celui responsable de l’ESB.
1.2.2 La maladie de Creutzfled-Jakob (MCJ)
La maladie de Creutzfled-Jakob (MCJ), qui affecte l’homme, a e´te´ de´crite pour la premie`re
fois en 1920. Cette maladie rare et fatale affecte le syste`me nerveux central. Trois formes de
cette maladie sont connues :
– sporadique (85% des cas),
– familiale he´re´ditaire (10 a` 15% des cas),
– iatroge´nique (<5% des cas) c’est-a`-dire que l’individu est contamine´ par un proces-
sus ope´ratoire : utilisation d’hormones ou greffes de tissus ce´re´braux issus de cadavres
malades ou encore par utilisation d’instruments chirurgicaux contamine´s.
Cette maladie touche en ge´ne´ral des personnes age´es entre 50 et 75 ans avec une e´volution
tre`s rapide (4,5 mois). Elle se caracte´rise par des troubles de l’e´quilibre, de la sensibilite´ puis
par une de´mence. La nouvelle variante de la maladie de Creutzfled-Jakob (nvMCJ) atteint
des patients plus jeunes (27 ans en moyenne) et e´volue plus lentement (14 mois)
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1.2.3 La Tremblante
Cette maladie est aussi connue sous son terme anglophone  scrapie . Elle a e´te´ diag-
nostique´e en Europe chez les ovins et les caprins en 1732 (Comber (1772)). La re´partition de
cette maladie est mondiale a` l’exception notable de l’Australie et de la nouvelle Ze´lande.
Caracte´ristiques de la tremblante
Dans la majorite´ des cas, les symptoˆmes de la tremblante sont :
– troubles de la motricite´ (tremblements, perte d’e´quilibre, incoordination des mouve-
ments) ;
– hyper sensibilite´ (re´action exage´re´e au contact et au bruit) ;
– troubles du comportement (crainte, agressivite´, torpeur) ;
– de´mangeaisons ;
– perte de poids.
Cette maladie se caracte´rise par une pe´riode d’incubation assez longue de quelques mois a` plu-
sieurs anne´es (Sigurdsson (1954)). L’e´volution clinique est assez variable (1 a` 12 mois) mais
ine´vitablement mortelle. Cette e´volution peut se re´sumer en quatre e´tapes. Premie`rement,
l’animal s’isole. Un prurit apparaˆıt de la teˆte a` la re´gion dorsolombaire ce qui provoque des
zones de´pile´es (Figure 1.1). L’animal est tre`s excite´ et tremble. Deuxie`mement, les signes
Figure 1.1 – Mouton atteint de la tremblante
de´crits pre´ce´demment s’aggravent. On voit e´galement apparaˆıtre le de´veloppement d’une in-
coordination locomotrice (de´marche he´sitante, tre´buchements, chutes). L’e´tat ge´ne´ral de l’ani-
mal se de´grade et des signes d’anxie´te´ se de´veloppent. Troisie`mement, les troubles moteurs
sont de plus en plus importants et des le´sions nerveuses apparaissent. L’animal reste souvent
couche´. Quatrie`mement, l’animal ne peut plus se tenir debout puis meurt. La tremblante peut
eˆtre diagnostique´e par l’observation des symptoˆmes cite´s ci-dessus. Le diagnostic est confirme´
par un examen histopathologique permettant de mettre en e´vidence des le´sions spongiformes
du cerveau caracte´ristiques de ce groupe de maladies. A l’aide de l’e´tude microscopique de
coupes de cerveau de mouton, on peut observer au niveau tissulaire des vacuoles, espaces vides
laisse´s par la disparition de neurones (Figure 1.2a). Ces vacuoles montrent la de´ge´ne´rescence
neuronale. Au niveau neuronal, on observe la vacuolisation du corps cellulaire (Figure 1.2b).
Ce diagnostic plus pousse´ est ne´cessaire afin de connaˆıtre l’origine de l’agent infectieux. En
effet, les signes cliniques ne permettent pas la diffe´renciation de l’origine de l’agent infectieux
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entre le tremblante et l’ESB et ne peut se faire que par un examen histopathologique. Il
est ne´cessaire de savoir l’origine de la maladie puisque contrairement a` la tremblante, l’ESB
comporte un risque pour l’homme.
(a) Sche´ma de tissus sains et de tissus atteints (b) Sche´ma d’un neurone sain et d’un neurone at-
teint
Figure 1.2 – Caracte´ristiques au niveau tissulaire et neuronal de la tremblante
Mode de transmission de la tremblante
De`s 1936, Cuille´ et Chelle (Cuille & Chelle (1936)) ont montre´ la transmissibilite´ de
cette maladie. Cette transmissibilite´ se fait principalement par voie orale. Ils sont parvenus
e´galement a` la transmettre a` une che`vre montrant ainsi que le franchissement de la barrie`re
d’espe`ce e´tait possible. Dans les anne´es 60, David Haig est parvenu a` transmettre la
tremblante ovine a` la souris par inoculation intrace´re´brale. La contamination du mouton par
la consommation de placentas de brebis infecte´es a e´te´ de´montre´e (Sarradin et al. (1996)),
ainsi que celle par le paˆturage en zone herbeuse contamine´e par l’agent de la tremblante
(Sarradin et al. (1996)). La transmission de l’infection a` la souris a e´te´ re´ussie a` partir de
broyats d’acariens du foin (Wisniewski et al. (1996)), ce qui laisse supposer que les fourrages
pourraient servir de re´servoirs.
Graˆces aux re´sultats obtenus par la se´lection de reproducteurs re´sistants a` une inocu-
lation expe´rimentale (Davies & Kimberlin (1985)), l’existence d’un controˆle ge´ne´tique de la
sensibilite´ a` la tremblante a e´te´ demontre´e. L’effet d’un ge`ne majeur, le ge`ne Sip ( Scrapie
incubation pe´riod ), sur le controˆle de la dure´e d’incubation de la tremblante ovine a e´te´
prouve´ en 1968 (Dickinson et al. (1968)). Une forte liaison ge´ne´tique a e´te´ montre´e entre les
loci de Sip et du ge`ne codant pour la prote´ine prion PrP. Le ge`ne PrP est polymorphe en
divers codons. Le polymorphisme aux codons 136, 154 et 171 est lie´ a` des diffe´rences de sen-
sibilite´ a` la tremblante expe´rimentale et naturelle (Goldmann et al. (1991), Clouscard et al.
(1995), Elsen et al. (1999), Hunter et al. (1996)) ; 25 alle`les de ce ge`ne sont re´pertorie´s parmi
lesquels quatre alle`les sont fortement associe´s a` la variabilite´ ge´ne´tique de la sensibilite´ a` la
tremblante : ARR, ARQ, AHQ, VRQ (Belt et al. (1995)).
Diffe´rentes combinaisons des quatre principaux alle`les ont e´te´ recense´es et ont e´te´ classe´es
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Table 1.3 – Re´capitulatif des risques d’infection de l’animal selon son ge´notype
Ge´notype Risques
ARR/ARR Tre`s faible risque de contamination de l’animal
et faible risque sur ses descendants de premie`re ge´ne´ration
ARR/AHQ Faible risque de contamination de l’animal
AHQ/AHQ et sur ses descendants de premie`re ge´ne´ration
ARR/ARQ Risque sur ses descendants de premie`re ge´ne´ration
AHQ/ARQ
ARQ/ARQ Risque de contamination de l’animal et risque
ARR/VRQ important pour ses descendants de premie`re ge´ne´ration
AHQ/VRQ
ARQ/VRQ Risque important de contamination pour l’animal
VRQ/VRQ
selon le niveau de risque de contamination de l’animal et de ses descendants (Tableau 1.3).
L’alle`le VRQ confe`re une hypersensibilite´ a` la tremblante ovine. Les animaux homozygotes
VRQ/VRQ contamine´s par le prion de´veloppent rapidement la maladie. La diffusion du prion
se fait tre`s rapidement apre`s la contamination par les voies nerveuses et lymphatiques. Les
ovins porteurs de l’alle`le ARQ sont relativement sensibles a` la maladie. Quant a` l’alle`le AHQ,
il de´termine une sensibilite´ interme´diaire. Enfin l’alle`le ARR confe`re une grande re´sistance a`
la maladie. Les animaux he´te´rozygotes ARR/XXX sont tre`s peu sensibles a` la tremblante.
Les fre´quences des ces quatres alle`les dans la population ovine franc¸aise, estime´es avant la
mise e place d’un plan de se´lection pour la re´sistance a` la tremblante, sont re´capitule´es dans
le tableau 1.4.
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Table 1.4 – Fre´quences des alle`les du ge`ne PrP dans les races ovines franc¸aises (Palhie`re,
2002
Races ARR AHQ ARQ VRQ
Ile de France 0.687 0.000 0.146 0.167
Rava 0.430 0.007 0.528 0.035
Charmoise 0.313 0.030 0.495 0.162
Berrichon du Cher 0.805 0.063 0.105 0.026
Est a` laine me´rinos 0.159 0.066 0.774 0.000
Limousine 0.406 0.000 0.594 0.000
Bleu du Maine 0.700 0.000 0.050 0.250
Texel 0.270 0.050 0.590 0.090
Suffolk 0.704 0.000 0.281 0.015
Hampshire 0.602 0.005 0.379 0.015
Me´rinos d’Arles 0.359 0.025 0.591 0.025
Pre´alpes du Sud 0.441 0.000 0.559 0.000
Bizet 0.632 0.019 0.349 0.000
Noir du Velay 0.227 0.000 0.736 0.036
Lacaune Gebro 0.566 0.010 0.278 0.146
Lacaune Ovitest 0.400 0.030 0.505 0.065
Blanc du massif Central 0.250 0.050 0.621 0.079
Causses du Lot 0.151 0.174 0.604 0.071
Grivette 0.441 0.000 0.544 0.015
Mouton Vende´en 0.163 0.000 0.822 0.015
Rouge de l’ouest 0.667 0.000 0.250 0.083
Tarasconnaise 0.325 0.010 0.660 0.005
INRA 401 0.360 0.071 0.458 0.111
Lacaune Lait 0.545 0.016 0.427 0.012
Basco Be´arnaise 0.399 0.000 0.601 0.000
Corse 0.470 0.039 0.487 0.003
Manech Teˆte Noire 0.496 0.012 0.488 0.004
Manech Teˆte Rousse 0.167 0.008 0.806 0.019
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1.2.4 Transmission inter-espe`ce
La tremblante a e´te´ transmise expe´rimentalement a` diffe´rentes espe`ces (souris, hamster,
bovins, caprins) par voie intra-ce´re´brale ou orale. Les seules espe`ces contamine´es, dans des
conditions naturelles par la tremblante sont la che`vre et le vison d’e´levage.
Contrairement a` l’ESB, l’agent de la tremblante ne semble pas passer facilement les
barrie`res d’espe`ce, en particulier celle concernant l’espe`ce humaine. En effet, aucun lien n’a
e´te´ de´montre´ entre la tremblante et la MCJ. Ne´anmoins les ovins peuvent eˆtre contamine´s
par l’agent infectieux de l’ESB et de´velopper une forme de  tremblante . Par conse´quent,
on ne peut pas e´carter totalement le risque de contamination pour l’eˆtre humain.
1.2.5 Nouvelle forme : la tremblante atypique
En 1998, une nouvelle souche particulie`re de tremblante ovine nomme´e Nor98 est
apparue en Norve`ge (14). A partir de la`, d’autres cas discordants ont e´te´ de´tecte´s en Europe
(Buschmann et al. (2004), Gavier-Wide’n et al. (2004), Konold et al. (2006), Onnasch et al.
(2004), Orge et al. (2004)). Cette souche est diffe´rente de la souche  classique  sur le
plan clinique (Konold et al. (2007), Onnasch et al. (2004)) et physiopathologique (Benestad
et al. (2003), Le Dur (2005), Simmons et al. (2007)). Des analyses ge´ne´tiques ont permis de
mettre en e´vidence une mutation sur le codon 141 (Moum et al. (2005)) chez les animaux
dits re´sistants, juge´e sans importance pour la tremblante classique. La tremblante atypique a
e´te´ transmise par voie intrace´re´brale a` des souris et a` un ovin (Simmons et al. (2007)). Cette
maladie ne semble pas ou peu contagieuse en conditions naturelles (Luhken et al. (2007),
AFSSA (n.d.)).
1.3 Description des me´thodes de se´lection pour la re´sistance
aux maladies
L’e´tude de la re´sistance aux maladies est un sujet majeur qui a pris de l’ampleur graˆce
a` la ge´ne´tique mole´culaire. Les tableaux re´capitulant certaines maladies ge´ne´tiques chez
les animaux et chez les humains (liste non exhaustive) montrent que les e´tudes concernant
la re´sistance aux maladies sont importantes et ne cessent d’e´voluer. Ces recherches dans
le milieu animal peuvent aider a` mieux comprendre certaines maladies humaines qui s’y
apparentent. De plus, pour les e´leveurs, la de´couverte de ge`nes de re´sistance permet de
se´lectionner les animaux re´sistants, d’amoindrir les pertes e´conomiques occasionne´es par
une e´pide´mie et de re´duire les couˆts des traitements chimiques. La mise en place de cette
se´lection contribue donc a` garantir la se´curite´ du consommateur. Plusieurs strate´gies existent
pour obtenir une population re´sistante (se´lection phe´notypique, se´lection ge´notypique).
La se´lection sur le phe´notype
Cette se´lection est base´e sur la re´ponse phe´notypique aux risques des maladies. Cette
se´lection consiste a` choisir syste´matiquement des reproducteurs re´sistants le mieux aux ma-
ladies, le point cle´ e´tant le choix d’un crite`re de re´sistance pratique (mesurable en conditions
non expe´rimentales et relativement peu couˆteux) et he´ritable.
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Un premier exemple concerne les mammites. Le comptage des cellules somatiques dans le
lait et les cas cliniques de la maladie ont e´te´ utilise´s comme indicateurs de la sensibilite´ a` cette
maladie.Il a e´te´ montre´ que la variation de ces facteurs avait une composante ge´ne´tique (Rupp
& Boichard (2003)). Ces donne´es sont utilise´es chez les bovins (Shook & Schutz (1994)) et chez
les ovins (Barillet et al. (2001)). Un deuxie`me exemple est la se´lection des moutons pour la
re´sistance au parasitisme gastro intestinal, base´e sur le comptage des oeufs dans les fe´ce`s. Ce
crite`re a e´te´ de´montre´ comme un moyen efficace de re´duction du traitement me´dicamenteux
et de la contamination des paˆturages (Woolaston (1992), Morris et al. (2000), Woolaston &
Windon (2001), Bishop & Woolliams (2004)).
Dans certaines espe`ces, des races sont plus ou moins re´sistantes a` certaines maladies. Il
est donc inte´ressant de croiser les races re´sistantes avec d’autres races plus sensibles mais
avantageuses pour d’autres caracte`res d’inte´reˆt zootechnique. Par exemple, pour la peste
porcine africaine, il a e´te´ constate´ que les porcs sauvages confe`rent une re´sistance a` cette
maladie alors que les porcs domestique´s sont atteints. Des accouplements ont e´te´ effectue´s
entre ces deux races afin de diminuer la sensibilite´ a` cette maladie.
Dans de nombreuses situations, il n’existe pas de crite`res pratiques ou peu couˆteux
permettant d’appre´cier la re´sistance d’un sujet a` une maladie donne´e. La pression infectieuse
peut ne pas eˆtre controˆle´e, le temps d’incubation peut ne´cessiter plusieurs anne´es, les pertes
e´conomiques ou le couˆt du confinement des animaux artificiellement infecte´s peuvent eˆtre
conside´rables. En outre, cette se´lection ou ces croisements peuvent aboutir a` la perte de
certains alle`les et a` la fixation d’autres alle`les d’une manie`re irre´versible. En effet, la se´lection
sur le phe´notype de re´sistance entraˆıne une se´lection involontaire des ge`nes controˆlant divers
caracte`res, situe´s sur le meˆme chromosome que les ge`nes lie´s a` ce caracte`re.
Pour toutes ces raisons, il est pre´fe´rable, a` chaque fois que cela est possible, de re´aliser une
se´lection ge´notypique.
La se´lection sur le ge´notype
Elle est possible quand un ou un nombre limite´ de ge`nes est implique´ dans la variabilite´
de la re´sistance. Le polymorphisme a e´te´ identifie´ ou au moins finement localise´ a` l’aide de
marqueurs ge´ne´tiques en de´se´quilibre de liaison total avec le ge`ne. Dans cette situation, l’iden-
tification des individus porteurs du ge´notype de´sire´ peut se faire avant qu’ils ne soient en aˆge
de se reproduire. Cette strate´gie permet un gain de temps conside´rable, une ame´lioration de
l’efficacite´ de la se´lection et surtout le controˆle plus facile de certains effets inde´sirables dus a` la
se´lection (diminution de la variabilite´ ge´ne´tique, augmentation de la consanguinite´). En effet,
la re´duction du nombre de reproducteurs et leur utilisation de´mesure´e graˆce a` l’inse´mination
artificielle restreint les diffe´rentes origines des futures ge´ne´rations. Cette se´lection ge´ne´tique
pour la re´sistance aux maladies est particulie`rement approprie´e aux maladies e´pide´miques.
Elle a e´te´ mise en place chez certaines espe`ces. Pour la maladie de Marek (une maladie
virale des poules), l’utilisation des vaccins a accru la virulence de la maladie. La se´lection
ge´notypique pour la re´sistance est apparue ne´cessaire dans les syste`mes de production des
volailles. La se´lection, base´e sur les alle`les B21 spe´cifiques au sein du complexe majeur d’his-
tocompatibilite´ (CMH) (Bacon (1987)), a e´te´ utilise´e afin de faciliter la lutte contre cette
maladie. Des e´tudes ont par ailleurs mis en e´vidence un certain nombre de QTL associe´s
a` la re´sistance a` cette maladie (Vallejo et al. (1998), Yonash et al. (1999), Cheng (2005)).
D’autres marqueurs pour la re´sitance aux maladies ont e´te´ mis en e´vidence chez les bovins
avec la dermatophilose (Maillard et al. (2003)), la diarrhe´e cause´e par le E. coli chez les porcs
(Edfors & Wallgren (2000)) et la tremblante chez les moutons (Hunter et al. (1996)).
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1.4 Le programme franc¸ais d’e´radication de la tremblante
La tremblante n’est pas conside´re´e comme une zoonose. Le ministe`re de l’agriculture s’est
inte´resse´ a` cette maladie a` cause de la relation entre la MCJ et l’ESB. Meˆme si aucun lien
direct n’a e´te´ mis en e´vidence entre la Tremblante et la MCJ, la transmission de l’ESB aux
petits ruminants a e´te´ cependant de´montre´e. C’est pourquoi, la possibilite´ de transmission ne
peut eˆtre exclue. Un programme d’e´radication a e´te´ mis en place dans le but de garantir la
se´curite´ du consommateur et la sante´ animale.
Une e´tude a montre´ que les ovins ge´ne´tiquement re´sistants a` la tremblante classique sont
re´sistants a` l’ESB (Jeffrey et al. (2001)). L’utilisation de maˆles ARR/ARR comme repro-
ducteurs semble donc eˆtre un bon moyen pour re´duire la contamination en e´levage. De plus,
l’absence de lien entre les caracte`res de reproduction, de production et le ge´notype PrP a
e´te´ de´montre´e (Palhie`re et al. (2002), Brochard & Palhiere (2004), Vitezica et al. (2006),
Brochard et al. (2006)). Toutes ces informations permettent donc d’envisager l’utilisation du
polymorphisme du ge`ne PrP afin d’ame´liorer la re´sistance a` la tremblante.
Le dispositif du ministe`re de l’Agriculture franc¸ais pour lutter
contre la tremblante comprend diffe´rents e´le´ments comple´mentaires :
(source :http ://agriculture.gouv.fr/sections/thematiques/sante-protection-
animaux/maladies-animales/tremblante)
– Un re´seau de surveillance clinique. Des tests biochimiques  rapides  de de´pistage sont
re´alise´s sur 40 000 ovins et 20 000 caprins a` l’abattoir (destine´s a` la consommation) et
sur 20 000 ovins et 17 000 caprins a` l’e´quarrissage (morts ou malades). Les analyses sont
re´alise´es sur le tronc ce´re´bral des animaux. Les carcasses de´tecte´es positives a` l’abattoir
sont saisies et de´truites. Des mesures de police sanitaire sont mises en place dans le
troupeau d’origine de l’animal atteint, si l’identification et la trac¸abilite´ le permettent.
– Des mesures de police sanitaire sont mises en oeuvre de`s la de´tection d’un cas, un arreˆte´
pre´fectoral portant de´claration d’infection est pris. Tous les ovins du ou des e´levages
concerne´s sont recense´s et ge´notype´s afin de de´terminer leur degre´ de re´sistance a` la
tremblante. Les ovins porteurs du ge´notype sensible et tre`s sensible sont euthanasie´s
et de´truits. Les ovins  re´sistants  sont conserve´s. Les locaux sont de´sinfecte´s puis
l’arreˆte´ pre´fectoral est leve´. Ensuite des ovins re´sistants sont utilise´s pour le repeu-
plement des troupeaux. Dans les e´levages de´tenteurs d’ovins pre´sentant une sensibilite´
particulie`re a` la tremblante (plus de 20% d’animaux sensibles et tre`s sensibles), un pro-
gramme d’ame´lioration ge´ne´tique est mis en place en accord avec l’e´leveur. Cet e´leveur
pourra conserver pendant une pe´riode maximale de 2 ans ces femelles reproductrices
 sensibles  et les faire se reproduire avec des maˆles re´sistants. Les agnelles de renou-
vellement seront donc re´sistantes. Ces mesures permettent d’e´viter l’abattage total des
troupeaux peuple´s d’animaux de race sensible. A la fin de cette pe´riode, les femelles
sensibles seront euthanasie´es.
– Un plan d’ame´lioration ge´ne´tique base´ sur l’utilisation du polymorphisme du ge`ne PrP
comprenant quatre objectifs :
• Elimination des animaux porteurs de l’alle`le VRQ.
• Aide aux e´leveurs dont les troupeaux sont atteints. L’union nationale de se´lection
et de promotion de race (UPRA) pourrait contribuer a` re´pondre aux besoins des
e´leveurs des troupeaux atteints.
• Se´lection des animaux re´sistants dans le noyau de se´lection. L’objectif est que
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100% des ge´niteurs maˆles et femelles soient ARR/ARR.
• Utilisation des be´liers ARR/ARR pour la production d’agneaux de bouche-
rie. La commercialisation d’agneaux porteurs de l’alle`le ARR afin de prote´ger
les consommateurs d’un risque e´ventuel de transmission d’une ESST (notam-
ment l’ESB). Pour cela, l’identification et la reproduction des be´liers ARR/ARR
doivent se faire en grande quantite´.
En 2008, l’alle`le VRQ n’est plus pre´sent chez les maˆles reproducteurs des entreprises de
se´lection. Concernant la voie femelle, l’alle`le VRQ est quasiment e´limine´. Chez les ovins
allaitants, 93% des be´liers sont re´sistants (Tableau 1.5) alors qu’en 2002 ils ne repre´sentaient
que 24% (Tableau 1.4). Concernant les ovins lait, 85% des maˆles pour l’inse´mination artifielle
(principal mode de reproduction) et 95% des doses d’inse´mination artifielle sont de ge´notype
ARR/ARR contre 31% en 2002. Les objectifs du programme d’ame´lioration ge´ne´tique pour
la re´sistance a` la tremblante ont e´te´ atteints.
1.5 Conclusion
La contribution de la ge´ne´tique aux strate´gies de lutte contre les maladies apparaˆıt comme
indispensable. En effet, la durabilite´ et l’efficacite´ de nombreuses autres me´thodes de´ja` mises
en place pourraient eˆtre ame´liore´es si une telle se´lection ge´ne´tique est mise en place. De
nombreuses e´tudes sur la variation intra et interraciale en matie`re de sensibilite´ a` de nom-
breuses maladies ont e´te´ re´alise´es et, dans un certain nombre de cas, les re´sultats issus de ces
e´tudes ont e´te´ inclus dans des programmes de se´lection. La se´lection assiste´e par ge`ne ou par
marqueurs a de nombreux avantages :
– permanence des effets une fois e´tablis ;
– diminution des couˆts pour combattre ces maladies (ve´te´rinaires, traitements chimiques,
etc) ;
– efficacite´ prolonge´e des me´thodes de controˆles ;
– possibilite´ d’effets plus larges (accroˆıtre la re´sistance a` plus d’une maladie).
La se´lection assiste´e par ge`ne ou par marqueurs apparaˆıt donc comme une solution
comple´mentaire satisfaisante pour combattre ces maladies.
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Table 1.5 – Fre´quences des alle`les du ge`ne PrP dans les troupeaux ovins franc¸ais (agneaux
et agnelles) en 2008
Race ARR AHQ ARQ VRQ
Ile de France 0.964 0.000 0.030 0.006
Rava 0.748 0.001 0.249 0.001
Charmoise 0.814 0.003 0.169 0.015
Berrichon du Cher 0.954 0.004 0.042 0.000
Est a` laine Merinos 0.477 0.044 0.478 0.001
Limousine 0.748 0.000 0.250 0.002
Bleu du maine 0.969 0.000 0.014 0.017
Texel 0.864 0.011 0.123 0.002
Suffolk 0.925 0.001 0.074 0.000
Hampsire 0.782 0.000 0.215 0.003
Merinos d’Arles 0.736 0.012 0.250 0.002
Pre´alpes du sud 0.785 0.003 0.212 0.000
Bizet 0.808 0.000 0.192 0.000
Noir du Velay 0.705 0.000 0.289 0.007
Lacaune viande 0.875 0.002 0.122 0.000
Blanc du massif central 0.712 0.015 0.266 0.007
Causses du Lot 0.748 0.043 0.196 0.013
Grivette 0.664 0.003 0.334 0.000
Moutons vende´ens 0.766 0.000 0.233 0.001
Rouge de l’Ouest 0.917 0.000 0.080 0.003
Tarasconnaise 0.712 0.009 0.278 0.001
Lacaune lait 0.939 0.001 0.058 0.002
Basco-Be´arnaise 0.577 0.001 0.421 0.000
Corse 0.547 0.074 0.379 0.000
Manech teˆte noire 0.607 0.010 0.383 0.000
Manech teˆte rousse 0.663 0.001 0.336 0.001
Chapitre 2
Mode´lisation de la se´lection
2.1 Introduction
La se´lection des animaux domestiques permet d’augmenter les performances moyennes
des diffe´rentes populations sur le plan e´conomique (quantite´ de lait ou de viande, qualite´
des produits) de manie`re pe´renne. Avant de mettre en place un programme de se´lection, il
est important de de´finir clairement les objectifs et les crite`res de se´lection. Un programme
de se´lection combine e´valuation, se´lection et accouplement des reproducteurs sur plusieurs
ge´ne´rations. L’e´valuation permet de connaitre les performances des diffe´rents individus de la
population afin de se´lectionner les meilleurs animaux selon les crite`res fixe´s pre´alablement.
Ces derniers seront accouple´s pour obtenir une nouvelle ge´ne´ration avec des performances en
moyenne plus e´leve´es.
2.2 Objectif et crite`re de se´lection
La de´finition des objectifs de se´lection constituent la premie`re e´tape dans l’organisation
d’un programme de se´lection. Ils correspondent a` un ensemble de caracte`res que l’on
souhaite ame´liorer. Ces caracte`res sont parfois antagonistes et/ou non mesurables sur
l’individu lui-meˆme (qualite´ et/ou quantite´ de lait, qualite´ et/ou quantite´ de viande). Le
choix des objectifs de´pend des conditions d’e´levage, du marche´ des produits, des attentes
des consommateurs. De ce fait diffe´rents acteurs interviennent dans le choix de ces objectifs.
Les objectifs dans de nombreux programmes de se´lection correspondent a` l’ame´lioration de
la qualite´ du produit et a` la diminution des couˆts de production. On de´finit un objetif global
G comme une combinaison line´aire des caracte`res affecte´s d’un coefficent de ponde´ration.
Il convient de distinguer les caracte`res qui de´finissent l’objectif de se´lection et ceux qui
constituent les crite`res de se´lection. Les premiers peuvent ne pas eˆtre mesurables en pratique
sur les candidats a` la se´lection, mais sont en corre´lation avec les seconds. Ces crite`res cor-
respondent donc a` un caracte`re ou a` une combinaison de caracte`res que l’on peut mesurer
ou calculer a` partir de mesures effectue´es sur les candidats a` la se´lection et/ou sur leur ap-
parente´s. Ces crite`res font ge´ne´ralement l’objet de calcul d’indice de se´lection I permettant
de classer les animaux reproducteurs. Ces crite`res doivent eˆtre, dans l’ide´al, pre´coces pour
limiter l’intervalle de ge´ne´ration et de mesures peu couˆteuses. Ils doivent avoir une he´ritabilite´
suffisante afin que l’impact de la se´lection se fasse ressentir sur les ge´ne´rations futures. Ces
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crite`res de se´lection permettent de classer les individus et de choisir les meilleurs pour la
reproduction. Ce classement se fait sur une estimation de leur valeur ge´ne´tique G.
2.3 Indexation
2.3.1 Principes ge´ne´raux de l’indexation
Le calcul de l’indice I de chaque individu utilise les mesures pouvant provenir de l’in-
dividu lui-meˆme et/ou de ses apparente´s. Plus la quantite´ d’information est abondante et
informative (prise sur des apparente´s proches de l’individu), plus l’estimation de G par I
sera pre´cise. Diffe´rentes me´thodes d’indexation sont possibles de´pendant de la provenance
des informations : si l’information provient de l’individu lui-meˆme on parle d’e´valuation sur
performance propre ; si elle provient des parents ou grands parents, on parle d’e´valuation sur
ascendance ; si les informations proviennent de ses enfants, on parle d’e´valuation sur descen-
dance. Ces diverses me´thodes d’indexation sont le plus souvent combine´es. En pratique, la
valeur ge´ne´tique G d’un animal est e´value´e par un indice I prenant en compte l’ensemble
des relations de parente´s entre tous les individus mesure´s et tous les candidats a` la se´lection
(mode`le  animal ).
2.3.2 Diffe´rentes me´thodes d’indexation
Se´lection massale
Les animaux sont e´value´s sur leurs propres performances (le poids ou la prolificite´). Cette
me´thode est la plus simple de mise en oeuvre et tre`s avantageuse pour les caracte`res a` forte
he´ritabilite´. Ne´anmoins, elle n’est pas applicable quand le caracte`re est mesure´ apre`s l’abat-
tage de l’animal (exemple : qualite´ de viande, mesure sur la carcasse) ou n’est pas exprime´
chez le candidat a` la se´lection (production laitie`re pour un taureau). Pour pallier a` certaines de
ces limites, des mesures de caracte`res tre`s fortement corre´le´s avec le caracte`re initial peuvent
eˆtre effectue´es. Cependant, d’autres me´thodes d’e´valuation prenant en compte la ge´ne´alogie
de l’animal (ascendants, descendants) s’ave`rent plus adapte´es a` tous les caracte`res.
Evaluation sur ascendance
Cette me´thode d’e´valuation permet de choisir pre´cocement les futurs reproducteurs ce qui
constitue son avantage majeur dans la mise en place d’un plan de se´lection. En effet,
l’e´valuation de ces derniers peut eˆtre faite avant leur naissance. Ne´anmoins, pour mettre
en place cette me´thode d’e´valuation, il est ne´cessaire d’avoir des fichiers ou` la ge´ne´alogie
ainsi que les performances soient re´pertorie´es de manie`re re´gulie`re et fiable ce qui peut eˆtre
une difficulte´ dans certains pays en de´veloppement. Son gros inconve´nient se trouve dans sa
faible pre´cision. C’est pourquoi, le choix des reproducteurs doit eˆtre affine´ dans un second
temps avec d’autres me´thodes d’e´valuation comme la me´thode d’e´valuation individuelle ou
sur descendance.
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Evaluation sur descendance
Cette me´thode donne une grande pre´cision dans l’estimation de la valeur ge´ne´tique et s’ap-
plique a` tous les caracte`res. Cette pre´cision est tre`s importante lorsque les animaux sont
destine´s a` eˆtre diffuse´s de manie`re conse´quente ou lorsque des accouplements raisonne´s sont
envisage´s. Ne´anmoins, cette e´valuation est tardive puisqu’il faut attendre que les descen-
dants soient mesure´s. Le risque de perdre le candidat (accident, maladie) est non ne´gligeable.
En outre, le fait que cette e´valuation soit tardive entraˆıne un couˆt non ne´gligeable pour
les e´leveurs, car les animaux sont entretenus jusqu’a` l’obtention de leur e´valuation, certains
n’e´tant finalement pas conserve´s au vue des re´sultats. Le couˆt e´leve´ et l’organisation rigou-
reuse de cette e´valuation incite a` n’avoir qu’un nombre re´duit de candidats qui sont trie´s
pre´alablement par d’autres me´thodes d’e´valuation (massale, sur ascendance).
2.4 Re´ponse a` la se´lection et progre`s ge´ne´tique
Le but de la se´lection est d’ame´liorer de ge´ne´ration en ge´ne´ration la valeur ge´ne´tique
moyenne de la population. Parmi les candidats a` la se´lection de la ge´ne´ration t, les reproduc-
teurs sont se´lectionne´s et vont produire la ge´ne´ration t+ 1. Le re´sultat de la se´lection est un
progre`s ge´ne´tique ∆G re´alise´, diffe´rence entre la valeur ge´ne´tique moyenne de la ge´ne´ration
t et celle de la ge´ne´ration t + 1. Comme l’intervalle de ge´ne´ration peut varier d’une espe`ce
a` l’autre ou d’une me´thode de se´lection a` l’autre, il est pre´fe´rable de conside´rer le progre`s
ge´ne´tique exprime´ par unite´ de temps ∆Ga :
∆Ga =
∆G
Intervalle de ge´ne´ration
La se´lection ne se fait ge´ne´ralement pas de la meˆme manie`re dans les deux sexes, avec des
diffe´rences en terme de pression de se´lection et de me´thode d’e´valuation. Dans la transmission
des ge`nes entre ge´ne´rations, on doit distinguer quatre voies, car un individu peut eˆtre pe`re (P )
ou me`re (M) d’un futur pe`re ou me`re. La formule du progre`s ge´ne´tique donne´e par Rendel
et Robertson en 1950 est :
∆G =
iPP rPP + iPMrPM + iMP rMP + iMMrMM
tPP + tPM + tMP + tMM
σa
ou` i repre´sente l’intensite´ de se´lection, r la pre´cision de la me´thode d’e´valuation, t l’intervalle
de ge´ne´ration et σa est la racine carre´ de la variance ge´ne´tique additive du caracte`re soumis
a` se´lection. Le progre`s ge´ne´tique de´pend donc de 4 parame`tres qui vont eˆtre de´taille´s par la
suite :
– intervalle de ge´ne´ration ;
– variabilite´ ge´ne´tique ;
– intensite´ de se´lection ;
– pre´cision de la se´lection.
2.4.1 Intervalle de ge´ne´ration
L’intervalle de ge´ne´ration est l’aˆge moyen des parents a` la naissance de leurs descendants
(Haldane (1932), Lush (1937)) susceptibles d’eˆtre conserve´s pour la reproduction (Figure
2.1). Le progre`s ge´ne´tique obtenu est d’autant plus grand que l’intervalle de ge´ne´ration est
court.
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Figure 2.1 – Intervalle de ge´ne´ration entre 2 ge´ne´rations succesives t et t+1
2.4.2 Variabilite´ ge´ne´tique
La variabilite´ ge´ne´tique est la source biologique indispensable a` tout progre`s ge´ne´tique,
qui est d’autant plus grand, a` meˆme modalite´ de se´lection, que cette variabilite´ est plus im-
portante. Ne´anmoins, la taille re´duite des populations et l’utilisation importante d’un faible
nombre de reproducteurs augmentent la consanguinite´ et diminuent la variabilite´ ge´ne´tique.
Pour garder les ressources ne´cessaires en cas de changement d’objectifs de se´lection dans les
populations d’animaux d’e´levage, il est donc ne´cessaire de maintenir dans la population une
certaine diversite´ ge´ne´tique par un choix judicieux des reproducteurs et de leurs accouple-
ments, voire par l’introduction de reproducteurs e´trangers a` la population.
2.4.3 Intensite´ de se´lection
L’intensite´ de se´lection i exprime la force de la se´lection. Elle varie a` l’inverse de la pro-
portion d’animaux se´lectionne´s. L’intensite´ de se´lection mesure la diffe´rence entre la moyenne
des reproducteurs se´lectionne´s et la moyenne des candidats a` la se´lection. Soit un crite`re de
se´lection distribue´ selon une loi normale de moyenne µ0 et de variance σ2 (Figure 2.2). Les
animaux ayant une performance supe´rieure au seuil de se´lection fixe´ (soit une proportion q
des candidats) sont se´lectionne´s. Leur moyenne est de µs. La diffe´rence S, entre les deux
moyennes (µs − µ0) appele´e diffe´rentielle de se´lection se calcule dans le cas d’une loi normale
comme S = i(q)σa =
1√
2pi
e−
1
2λ
2
q σa
2.4.4 Pre´cision de la se´lection
La pre´cision de la se´lection note´e r(G, I) est mesure´e par la corre´lation entre la valeur
ge´ne´tique vraie G et son estimation I .
2.5 Sche´ma de se´lection
Le sche´ma de se´lection est une combinaison de plusieurs choix :
– me´thode d’e´valuation,
– intervalle de ge´ne´ration,
– intensite´ de se´lection,
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Figure 2.2 – Une ge´ne´ration de se´lection (Minvielle (1998))
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– mode d’accouplements.
Cette combinaison a pour objectif d’obtenir le plus grand progre`s ge´ne´tique possible, anne´e
apre`s anne´e. Ces choix sont ope´re´s compte tenu des spe´cificite´s de l’espe`ce animale et des
caracte`res e´tudie´s. De plus, il est ne´cessaire de connaˆıtre les liens entre les diffe´rents facteurs
du progre`s ge´ne´tique :
Relation entre l’intensite´ de se´lection i et l’intervalle de ge´ne´ration t
L’intervalle de ge´ne´ration de´pend du temps d’utilisation des reproducteurs. L’augmentation
de ce temps d’utilisation implique un intervalle de ge´ne´ration plus long et une augmentation
de l’intensite´ de se´lection. En effet, pour un nombre de reproducteurs constant, le besoin en
reproducteurs pour le remplacement des parents diminue.
Relation entre l’intensite´ de se´lection i et la pre´cision de se´lection r
La diminution du taux de se´lection augmente l’intensite´ de se´lection. Le nombre de repro-
ducteurs est en ge´ne´ral fixe´, il faut donc que le nombre de candidats soit plus grand. Dans le
cas de la se´lection sur descendance, en augmentant le nombre de candidats a` la se´lection, on
diminue le nombre de descendants controˆle´s par candidat a` taille constante de la population
mesurable. Par conse´quent la pre´cision de la se´lection (fonction du nombre de descendants
controˆle´s) de´croˆıt.
Relation entre l’intervalle de ge´ne´ration t et la pre´cision de se´lection r
Afin d’augmenter la pre´cision de se´lection, on peut avoir recours a` la se´lection sur descendance
ou augmenter le nombre de performances controˆle´es en se´lection individuelle a` condition que
le caracte`re soit re´pe´table. Dans ces conditions l’intervalle de ge´ne´ration augmente.
La mode´lisation d’un sche´ma de se´lection permet de pre´voir l’e´volution de la popula-
tion soumise a` ce sche´ma. Elle va de´crire la structure ge´ne´rale de la population ainsi que
son organisation a` l’aide d’e´quations reliant diffe´rentes variables aboutissant a` une fonction
objective. Pour caracte´riser la population, celle-ci sera subdivise´e en classes (par exemple
sexe, aˆge cate´gorie,...). Ces classes diffe`rent d’un sche´ma de se´lection a` l’autre. Les individus
d’une meˆme classe sont soumis aux meˆmes re`gles de de´cision (se´lection, accouplement). A
chaque classe sont associe´es des variables d’e´tat qui caracte´risent la population du point de
vue ge´ne´tique (par exemple l’espe´rance de la valeur ge´ne´tique pour un caracte`re polyge´nique
des individus de la classe, leur fre´quence ge´notypique pour un ge`ne majeur). Les valeurs
prises par ces variables e´voluent pendant le processus de se´lection. La mode´lisation doit
de´crire cette e´volution. D’autres variables interviennent dans la description du processus de
se´lection : les parame`tres, les variables de de´cision et des variables internes. Les parame`tres
sont de´termine´s par la  nature , ils peuvent eˆtre de´mographiques (taille de la population,
taux de mortalite´...), e´conomiques (couˆt engendre´ par les mesures, couˆt d’entretien...),
ge´ne´tiques (he´ritabilite´ du caracte`re) et zootechniques (pourcentage d’IA). Les variables
de de´cision permettent de de´crire les composantes d’un sche´ma de se´lection sur lesquels
l’ope´rateur peut agir (taux de se´lection, proportion de maˆles e´lites, dure´e d’utilisation
des maˆles, nombre de descendants controˆle´s par maˆles e´value´s...). Les variables internes
permettent de faire le lien entre les parame`tres, les variables de de´cision et les variables d’e´tat
(intervalle de ge´ne´ration, corre´lation entre la valeur ge´ne´tique et son estimation,...). Lors
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de la mise en place d’un sche´ma de se´lection, certaines contraintes apparaissent et sont en
ge´ne´ral des contraintes de´mographiques, biologiques ou organisationnelles apparaissant sous
forme d’e´quations ou d’ine´quations. Par exemple, les taux de se´lection sont des proportions,
donc compris entre 0 et 1, le nombre de maˆles en testage est limite´ ou les maˆles teste´s sont
des fils de maˆles e´lites.
2.6 Se´lection assiste´e par marqueurs
L’utilisation des marqueurs mole´culaires (caracte`re ge´ne´tique tre`s facile a` observer en labo-
ratoire) est de plus en plus re´pandue. Les marqueurs mole´culaires sont des fragments d’ADN.
Ils sont utilise´s dans divers domaines (analyse des caracte`res quantitatifs, e´valuation de la bio-
diversite´, pale´oge´ne´tique, enqueˆtes policie`res, recherche en paternite´, etc...). Ils permettent de
suivre la transmission des caracte´ristiques ge´ne´tiques entre ge´ne´rations. Par exemple si un in-
dividu est porteur d’un alle`le a, que son pe`re posse`de cet alle`le et que sa me`re ne le posse`de
pas, on en de´duit que l’individu l’a he´rite´ de son pe`re. Ces marqueurs sont des indicateurs de
la variabilite´ ge´ne´tique permettant d’identifier le polymorphisme entre espe`ces, races, indivi-
dus. Lors de la fabrication des game`tes, les alle`les en un QTL et un marqueur proche sont
le plus souvent cotransmis. Ce phe´nome`ne est utilise´ pour la de´tection des QTL et permet
de se´lectionner les individus porteurs du marqueur indiquant la pre´sence de l’alle`le favorable
au QTL. Cette nouvelle se´lection est appele´e la se´lection assiste´e par marqueurs (SAM). Son
principe est de´crit dans le sche´ma suivant (Figure 2.3) :
Extraction d’ADN 
Caractérisation de l’individu 
par marqueurs
Marqueur A lié à la 
qualité de la fourrure
Extraction d’ADN 
Caractérisation de l’individu 
par marqueurs
Marqueur B lié à la 
qualité de la viande
Parent A               x               Parent B
Extraction d’ADN Caractérisation des individus par marqueurs
Sélection des individus ayant les marqueurs A et B
Figure 2.3 – Principe de la se´lection assiste´e par marqueurs
L’efficacite´ de la SAM compare´e a` la se´lection classique de´pend principalement du
caracte`re e´tudie´ et de la dure´e de la se´lection. La SAM permet d’obtenir de meilleurs
re´sultats dans le cas ou` la se´lection classique est peu efficace et les informations mole´culaires
tre`s de´taille´es. Cette se´lection est donc souvent utilise´e avec des caracte`res peu he´ritables
et/ou avec des caracte`res exprime´s dans un seul sexe. Avec une approche de´terministe,
Ollivier (Ollivier (1998)) a montre´ que l’utilisation des marqueurs dans des index combine´s
n’ame´liore que le´ge`rement la pre´cision de la se´lection. Avec une approche stochastique, Ruane
et Colleau (Ruane & Colleau (1995)) ont trouve´ que l’apport de la SAM, pour des caracte`res
d’he´ritabilite´ moyenne, e´tait modeste. De plus, ils ont montre´ que l’e´volution des moyennes
polyge´niques e´tait de´favorable par rapport a` l’indexation BLUP base´e sur les performances.
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Ne´anmoins, Ruane et Colleau en 1996 (Ruane & Colleau (1995)) ont montre´ qu’une SAM
dans laquelle est introduite une se´lection ge´notypique de jeunes maˆles pour l’ame´lioration
de caracte`res exprime´s dans un seul sexe s’ave`re plus efficace que la se´lection classique pour
les gains polyge´niques et permet l’augmentation de la fre´quence des alle`les favorables au QTL.
De nombreuses e´tudes ont montre´ qu’a` court terme, la SAM ame´liorait les re´sultats
relatifs au progre`s ge´ne´tique (Smith (1967), Lande & Thompson (1990), Meuwissen &
Goddard (1996), Van der Beek et al. (1995), Ruane & Colleau (1995), Ruane & Colleau
(1996), Spelman & Van Arendonk (1997)). Sur le long terme, Gibson (Gibson (1994)) a
montre´, par des simulations multi ge´ne´rations, que la SAM donnait des gains ge´ne´tiques
infe´rieurs et des taux de consanguinite´ supe´rieurs a` ceux produits par la se´lection sur
performances. De meˆme, l’e´tude de Verrier (Verrier (2001)) montre que les alle`les favorables
ont e´te´ fixe´s plus rapidement qu’en se´lection classique mais que la re´ponse polyge´nique est
plus faible. Par conse´quent, sur le long terme, la SAM apparaˆıt moins performante que la
se´lection classique.
Ne´anmoins Dekkers et Van Arendonk (Dekkers & Van Arendonk (1998)) ainsi que
Manfredi et al (Manfredi et al. (1998)) ont montre´ que les re´sultats obtenus e´taient
supe´rieurs a` ceux de la se´lection classique si on construit une SAM dynamique, c’est a` dire
que les poids relatifs donne´s au QTL et aux polyge`nes dans l’index combine´ e´voluent dans le
temps. Ces re´sultats e´taient supe´rieurs en terme de vitesse de fixation des alle`les favorables
au QTL, d’e´volution des moyennes polyge´niques et des gains ge´ne´tiques totaux pour tout
horizon donne´.
L’utilisation des typages en dehors des index combine´s offre des valeurs ajoute´es pour
la se´lection. En effet, elle permet de diminuer le nombre de ge´ne´rations pour atteindre le ou
les objectifs (Hospital et al. (1992), Visscher et al. (1996), Hospital & Charcosset (1997)).
Des phases de se´lection ge´notypique peuvent s’inse´rer dans un sche´ma de se´lection massale.
Cependant, les cas souvent e´tudie´s correspondent a` des sche´mas plus complexes. Diffe´rentes
conditions d’utilisation des typages peuvent eˆtre envisage´es :
– une pre´se´lection ge´notypique de jeunes maˆles avant leur mise en testage sur descendance.
Les avantages de cette pre´se´lection, cite´s pre´ce´demment, ont e´te´ montre´ par Dekkers et
Van Arendonk (Dekkers & Van Arendonk (1998)) ainsi que Manfredi et al (Manfredi
et al. (1998)),
– un index combine´ pour la se´lection des adultes,
– des accouplements raisonne´s entre parents, c’est-a`-dire des accouplements en fonction
des ge´notypes au ge`ne/QTL conside´re´.
Avant toute application de la SAM, une estimation financie`re est ne´cessaire car les proce´de´s
permettant d’associer un alle`le marqueur a` un alle`le du QTL pour chaque reproducteur
peuvent devenir couˆteux dans des programmes de se´lection en routine (Soller & Medjugo-
rac (1999)). Par conse´quent, la SAM doit eˆtre conside´re´e comme un outil comple´mentaire
aux me´thodes d’indexation et aux sche´mas de se´lection classiques.
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2.7 Optimisation de la se´lection
Graˆce a` la mode´lisation du programme de se´lection, une fonction objective peut eˆtre
e´value´e et optimise´e. Cette fonction peut eˆtre de diffe´rentes natures : technique (progre`s
ge´ne´tique annuel ou final, taux de consanguinite´, variabilite´ ge´ne´tique) ou e´conomique
(couˆts occasionne´s par le controˆle de performances, par les inse´minations artificielles,
recettes de la production). L’optimisation de cette fonction objective correspond a` une
maximisation/minimisation d’une fonction mathe´matique sous contraintes.
Afin d’exploiter les diffe´rentes potentialite´s de la SAM (Colleau (1999), Fritz et al.
(2003)), de nombreuses e´tudes ont e´te´ faites sur l’optimisation de la se´lection assiste´e
par marqueurs :nouvelles e´tapes de se´lection, accouplement raisonne´s, fixation d’un alle`le
favorable. L’une des grandes pre´occupations suscite´e par la SAM est l’augmentation de la
consanguinite´ donc une perte de la variabilite´ ge´ne´tique. Des me´thodes ont e´te´ de´veloppe´es
pour ge´rer l’e´volution de cette consanguinite´ (Wray & Goddard (1994), Grundy et al.
(1998)), en terme de maximisation du progre`s ge´ne´tique tout en contraignant le taux de
consanguinite´ (1% par ge´ne´ration en ge´ne´ral) ou de minimisation de la consanguinite´ tout
en effectuant un certain progre`s ge´ne´tique(Colleau et al. (2004)).
Concre`tement le but de ces e´tudes est d’optimiser la se´lection des reproducteurs et
leur contribution (Colleau et al. (2004), Pong-Wong & Woolliams (2007), Villanueva et al.
(2002)). D’autres e´tudes ont fait la comparaison entre l’optimisation de la se´lection assiste´e
par marqueur et l’optimisation de la se´lection classique (Villanueva et al. (2004), Woolliams
et al. (2002)). Diverses me´thodes existent pour re´soudre ce genre de proble`me. Les principales
me´thodes d’optimisation utilise´es sont :
– me´thode de Lagrange (Meuwissen (1997), Hinrichs et al. (2006)),
– me´thode de Lagrange et recuit simule´ (Kirkpatrick et al. (1983), Sonesson & Meuwissen
(2000), Sonesson & Meuwissen (2002), Colleau & Tribout (2008)),
– semidefinite programming (SDP) (Vandenberghe et al. (2003), Pong-Wong & Woolliams
(2007))
– programmation dynamique (Lewis (1986), Dekkers & Van Arendonk (1998), Villanueva
et al. (2004)),
– sequencial quadratic programming (SQP)(Manfredi et al. (1998)).
Toutes ces me´thodes d’optimisation vont eˆtre de´crites succinctement dans la partie suivante et
une autre me´thode d’optimisation, me´thode utilise´e lors de ce travail, sera de´crite de manie`re
plus de´taille´e : les algorithmes ge´ne´tiques.
Chapitre 3
Optimisation
3.1 Mode`le
Un mode`le mathe´matique de´crit un phe´nome`ne re´el. Il correspond a` un ensemble de re`gles
ou d’e´quations compose´e de N variables de´cisionnelles X (variables de´taillant la situation que
l’on souhaite e´tudier) et va permettre de re´pondre a` une ou des questions que l’on se pose :
les objectif a` atteindre. Ces objectifs sont transcrits en une fonction mathe´matique compose´e
des variables de´cisionnelles, appele´e fonction objective f . Les variables de´cisionnelles sont,
en ge´ne´ral, limite´es par la description que l’on en fait. Ces limites sont de´crites par des
parame`tres B. L’ensemble de ces parame`tres limitant le mode`le est associe´ aux contraintes
G. Ces contraintes sont des e´quations ou ine´quations fonction des variables de de´cision et des
parame`tres. Apre`s la mode´lisation du phe´nome`ne a` e´tudier, l’optimisation du mode`le peut
eˆtre envisage´e. Rappelons que l’objectif en optimisation est de choisir parmi l’ensemble des
configurations possibles des diffe´rentes variables, la configuration qui satisfasse les contraintes
et donne une solution optimale (maximale ou minimale) pour la fonction objective f . Ce
proble`me s’e´crit sous la forme :
Max
X∈RN
f(X) ou Min
X∈RN
f(X)
Sous G(X) ≤ B
La strate´gie de re´solution d’e´nume´rer toutes les solutions possibles et de conserver la
meilleure est utopique. En effet, le nombre de solutions croˆıt de manie`re exponentielle avec
la taille du proble`me.
On peut regrouper les diffe´rentes me´thodes d’optimisation en deux familles. La premie`re est
la famille des me´thodes dites  exactes . Dans le cas ou` la fonction objectif f posse`de une
de´rive´e seconde continue, les proble`mes sans contraintes peuvent eˆtre re´solus en trouvant
les points X∗ qui annulent le gradient ∆f et en calculant la valeur de la hessienne (matrice
carre´e des de´rive´es partielles secondes) ∆2f aux points X∗. Si cette valeur est positive, le
point obtenu est un minimum local, si elle est ne´gative c’est un maximum local. Si la fonction
objectif est convexe, le minimum (resp. maximum) est un minimum (resp. maximum) global.
Dans le cas de proble`mes avec contraintes d’e´galite´, on peut se ramener a` un proble`me
sans contraintes en utilisant les multiplicateurs de Lagrange a` condition que la fonction soit
de´rivable.
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L’utilisation de la deuxie`me famille de me´thodes d’optimisation est en plein essor depuis
les anne´es 1980 alors que les premiers algorithmes datent de 1951 (Robbins et al). Ces
me´thodes sont appele´es  les me´taheuristiques  et sont utilise´es pour re´soudre des proble`mes
d’optimisation difficile pour lesquels on ne connaˆıt pas de me´thode classique plus efficace.
Ces algorithmes ont une part d’ale´atoire, ce qui permet une meilleure exploration de
l’espace des solutions. Les me´taheuristiques s’inspirent en ge´ne´ral des syste`mes naturels en
biologie avec l’algorithme ge´ne´tique (Holland (1962a,b)), l’algorithme de colonies de fourmis
(Dorigo & Gambardella (1997)), les re´seaux de neurones (Hopfield (1982)), en physique
avec le recuit simule´ (simulated annealing, Kirkpatrick et al. (1983)). En 1987, David
Ackley (Ackley (1987))a compare´ diffe´rents me´taheuristiques. Aucun de ces algorithmes
n’e´merge en tant que  vainqueur . Ne´anmoins, quand la fonction objectif devient plus
complexe, les algorithmes ge´ne´tiques et le recuit simule´ apparaissent comme plus performants.
Ces me´thodes pre´sentent chacune des avantages et des inconve´nients dans la re´solution des
proble`mes d’optimisation globale. Afin d’exploiter la potentialite´ de chacune de ces me´thodes,
de nouvelles me´thodes couple´es dites  hybrides apparaissent depuis une quinzaine d’anne´es.
Elles ont pour but d’ame´liorer les performances des algorithmes d’optimisation telle que le
temps d’exe´cution, le crite`re de convergence et la pre´cision de la solution obtenue.
3.2 Me´thodes d’optimisation
3.2.1 Me´thode de Lagrange
Le proble`me a` re´soudre se formule de la manie`re suivante :
min
x∈G
f(x) avec G = { x ∈ E, g(x) = 0}
Ce proble`me peut eˆtre re´solu par l’introduction des multiplicateurs de Lagrange. Le proble`me
s’e´crit alors sous la forme :
∀(x, λ) ∈ E × F min
(x,λ)∈E×F
L(x, λ) = f(x)− λg(x)
Pour re´soudre ce nouveau proble`me sans contraintes, les de´rive´es partielles sont calcule´es et
le syste`me (S) suivant est re´solu afin d’obtenir les valeurs de x et de λ :
(S)

∂L(x,λ)
∂x = 0
∂L(x,λ)
∂λ = 0
Cette me´thode peut eˆtre ge´ne´ralise´e aux proble`mes d’optimisation incluant des contraintes
d’ine´galite´s (ou non line´aires) ou sur des fonctions convexes en utilisant la me´thode des multi-
plicateurs d’Everett (ou multiplicateurs ge´ne´ralise´s de Lagrange ), plus fre´quemment appele´e
me´thode des pe´nalite´s (Everett (1963)).
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3.2.2 Sequencial Quadratic Programming SQP
La me´thode SQP est une me´thode d’optimisation pour des proble`mes avec des contraintes
de nature diffe´rentes :
– contraintes d’ine´galite´s non line´aires,
– ou contraintes d’ine´galite´s line´aires,
– ou contraintes d’e´galite´s non line´aires.
Le proble`me s’e´crit sous cette forme :
min
x∈X
f(x)
sous
gi(x) = 0 i = 1, ..., n1
gj(x) ≥ 0 j = n1, ..., n2
Les fonctions f et g doivent eˆtre continues et deux fois de´rivables. Le principe de cette
me´thode consiste a` reformuler ce proble`me en un proble`me de programmation quadratique
par une approximation quadratique du Lagrangien de la fonction objectif et une line´arisation
des contraintes. On effectue une approximation de Taylor a` l’ordre 2 de la fonction objective
a` l’ite´ration k, :
f(xk + δxk) = f(xk) + ∆f(xk)δxk + 12δxk∆
2f(xk)δxk
Puis la me´thode de Lagrange est utilise´e afin d’obtenir le sous proble`me suivant :
Min
xk,λk,βk
L(xk) +∇TL(xk)δxk + 12δx
t
k∇2L(xk, λk, βk)δxk
sous
gi(xk) +∇T gi(xk)δxk = 0 i = 1, ..., n1
gj(xk) +∇T gj(xk)δxk ≥ 0 j = n1, ..., n2
ou` δxk = x − xk et L fonction de Lagrange s’e´crivant sous la forme L(xk, λk, βk) = f(xk) +
λkgi(xk) + βkgj(xk) ou` λ et β sont les multiplicateurs de Lagrange.
L’algorithme de cette me´thode est le suivant :
1. Initialisation du proble`me. Matrice Hessienne initialise´e par la matrice identite´
2. Evaluation de la fonction objectif et des contraintes
3. Evaluation des gradients de la fonction objectif et des contraintes
4. Re´solution de sous proble`me quadratique
5. Ve´rifications des conditions d’arreˆt si ve´rifie´es solution trouve´e sinon :
(a) Estimation de la matrice Hessienne
(b) Estimation des parame`tres de Lagrange et Kuhn-Tucker
(c) Estimation de la direction de descente δxk
(d) Estimation de la longueur du pas αk
(e) Calcul du nouveau point xk+1 = xk + αkδxk
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6. Retour a` l’e´valuation de la fonction objectif et des contraintes (2)
Contrairement a` d’autres me´thodes d’optimisation, la me´thode SQP ne ve´rifie pas a`
chaque ite´ration si toutes les contraintes sont respecte´es mais impose simplement qu’aucune
contrainte ne soit viole´e pour la solution finale. Un point important de cette me´thode est
l’estimation des gradients. Il est ne´cessaire d’avoir une bonne pre´cision sur l’estimation des
gradients puisqu’ils de´terminent la direction de la descente et interviennent dans les conditions
d’arreˆt de l’algorithme.
3.2.3 Programmation semi-de´finie SDP
Un proble`me de programmation semi-de´finie est un proble`me qui est de la forme :
min f(x1, x2, ..., xn) =
n∑
i=1
aijxixj +
n∑
i=1
bixi
sous
gj(x1, x2, ..., xn) =
n∑
i=1
ci,jxi ≤ 0 ∀j ∈ 1..m
avec aij e´le´ments d’une matrice A semi-de´finie positive c’est a` dire ∀X ∈ Rn : XTAX ≥ 0. Le
proble`me de programmation semi-de´finie est un cas particulier des proble`mes de programma-
tion quadratique. Pour re´soudre ce proble`me avec contraintes, on se rame`ne a` un proble`me
sans contrainte en utilisant la fonction de Lagrange L :
L(x, λ) = f(x) +
m∑
j=1
λjgj(x)
La fonction L est une fonction de la variable primale x et de la variable duale λ. Les contraintes
gj ≤ 0 se traduisent par des contraintes sur la variable λ : λj ≥ 0. On de´finit la fonction duale
Θ de la manie`re suivante :
Θ(λ) = inf
x∈Rn
L(x, λ)
Le proble`me d’optimisation a` re´soudre devient alors la re´solution du proble`me dual :
max Θ(λ) avec λ ∈ R+m
La me´thode de points inte´rieurs est utilise´e pour re´soudre ce genre de proble`me. Cet algo-
rithme a e´te´ introduit par Karmarkar en 1984 (Karmarkar (1984)) pour la programmation
line´aire et a e´te´ e´tendu dans le cadre de l’optimisation convexe (Nesterov & Nemirovski
(1994)), et donc pour la programmation semi-de´finie.
3.2.4 Programmation dynamique
La programmation dynamique permet de re´soudre des proble`mes de´cisionnels e´voluant
sur plusieurs e´tapes (t ∈ [0, T ]). La transition de l’e´tape t a` t+ 1 est de´crite par des e´quations
diffe´rentielles du premier ordre de´pendant de variables d’e´tats x(t) et de variables de de´cisions
u(t). Le proble`me s’e´crit alors de la forme suivante :
x(t+ 1) = f(x(t), u(t))
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De la`, une fonctionnelle de gain J est de´finie en prenant en compte toutes les e´tapes et un
gain final h. Cette fonctionnelle s’e´crit alors sous la forme suivante :
J(u) =
T−1∑
t=1
g(x(t), u(t), t) + h(x(T ))
Les fonctions g et h sont respectivement appele´es fonction de gain instantane´ et fonction de
gain final. Par conse´quent le proble`me initial a` re´soudre devient :
min J(u) = min
T−1∑
t=1
g(x(t), u(t), t) + h(x(T ))
Le principe de Bellman est applique´. Ce principe dit que les parties d’une trajectoire optimale
sont elles-meˆmes optimales. Ce principe permet d’obtenir l’e´quation de Hamilton-Jacobi-
Bellman. Introduisons la fonction V de´finie de la fac¸on suivante :
V (x(τ), τ) = min
u(τ),...,u(T−1)
T−1∑
t=τ
g(x(t), u(t), t) + h(x(T ))
En sortant le premier terme de la somme, on constate que l’on peut e´crire la formule de
re´currence suivante :
V (x(τ), τ) = min
u(τ)
g(x(τ), u(τ), τ) + V (x(τ + 1), τ + 1)
Par conse´quent pour re´soudre ce proble`me, on de´termine V de manie`re re´cursive en partant
de la condition finale V (x(T ), T ) = h(x(T )). Cette me´thode est efficace lorsque le nombre de
variables d’e´tats est petit (infe´rieur a` 3 ou 4) sinon le temps de calcul et l’encombrement de
la me´moire devient trop important.
3.2.5 Recuit simule´
Le recuit simule´ est une me´thode d’optimisation combinatoire issue de la physique qui
s’inspire des techniques de side´rurgie pour faire refroidir le me´tal. Lors du refroidissement d’un
me´tal, les atomes s’organisent en structures cristallines. Si la vitesse de refroidissement est
rapide, le me´tal sera fragile. Pour e´viter cette fragilisation, on effectue un refroidissement par
palier. On descend donc la tempe´rature T , puis on attend un certain temps avant de refroidir
a` nouveau. L’algorithme du recuit simule´ propose´ par Metropolis en 1953 (Metropolis et al.
(1953))pour minimiser une fonction s’appuie sur le crite`re de Monte Carlo. Ce crite`re repose
sur une probabilite´ d’acceptation. On ge´ne`re une solution j autre que la solution initiale i,
la fonction objectif f s’en trouve modifier. On calcule la diffe´rence entre la valeur des deux
fonctions objectifs δfij = f(j) − f(i). Si cette diffe´rence est ne´gative, alors la solution j est
conserve´e sinon on la conserve avec une probabilite´ exp(−∆fijT ). L’algorithme classique du
recuit simule´ se pre´sente sous cette forme (Tableau 3.1) :
Les principaux inconve´nients du recuit simule´ re´sident dans le choix des nombreux pa-
rame`tres, tels que la tempe´rature initiale, la loi de de´croissance de la tempe´rature, les crite`res
d’arreˆt ou la longueur des paliers de tempe´rature (Siarry & Dreyfus (1989), Reeves (1995), Sa¨ıt
& Youssef (1999)). Ces parame`tres sont souvent choisis de manie`re empirique. Ne´anmoins,
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Table 3.1 – Algorithme du recuit simule´
i = i0 ou` i0 solution initiale
T = T0 ou` T0 tempe´rature initiale
Tant que crite`re d’arreˆt n’est pas ve´rifie´
Tant que fin de palier non atteint
ge´ne´rer une nouvelle solution j
∆fij = f(j)− f(i)
Si ∆fij < 0 alors solution j accepte´e
Sinon
Soit p probabilite´ tire´e ale´atoirement dans une loi uniforme U [0, 1]
Si p < exp(−∆fijT )
alors solution j accepte´e et T diminue
Fin si
Fin si
Fin tant que
Fin tant que
c’est une me´thode qui est facile a` programmer a` condition que la fonction objectif soit fa-
cilement et rapidement e´valuable. Cette me´thode est tre`s souvent utilise´e dans le domaine
de l’industrie notamment sur l’e´tude de la conception de circuits e´lectroniques et de re´seaux
informatiques.
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3.3 Les algorithmes ge´ne´tiques
Pourquoi choisir les algorithmes ge´ne´tiques comme me´thode d’optimisation, quelles sont
les diffe´rences par rapport aux autres me´thodes ?
Les algorithmes ge´ne´tiques sont des algorithmes d’optimisation stochastiques fonde´s sur
les me´canismes de la se´lection naturelle et de la ge´ne´tique (Darwin (1859)). Ils ont e´te´ initiale-
ment de´veloppe´s par John Holland (Holland (1962a,b)) et vulgarise´s par Goldberg (Goldberg
(1989)). De´finissons tout d’abord quelques termes avant de de´crire le fonctionnement des
algorithmes ge´ne´tiques :
– Individu/chromosome/se´quence : une solution potentielle du proble`me. Un chromo-
some est une entite´ organisatrice servant de support a` l’information ge´ne´tique. Dans
les algorithmes ge´ne´tiques, une se´quence correspondant a` un individu. Le chromosome
repre´sente une chaˆıne (ensemble de ge`nes) qui code une solution. Les diffe´rentes versions
d’un meˆme ge`ne sont appele´es alle`les. Dans notre exemple (tableau 3.2), les individus
sont repre´sente´s par un chromosome constitue´ de 4 ge`nes. L’alle`le 1 repre´sente l’expres-
sion du caracte`re et l’alle`le 0 repre´sente son absence.
Individu Chromosome
A 1 0 0 0
B 0 1 1 0
C 0 1 0 0
D 0 0 1 0
Table 3.2 – Exemple de repre´sentation d’un individu
– Population : un ensemble de chromosomes ou de points de l’espace de recherche,
– Environnement : l’espace de recherche,
– Fonction de fitness/ d’e´valuation : la fonction que nous cherchons a` maximiser.
Lerman et Ngouenet (Lerman & Ngouenet (1995)) ont mis en e´vidence 3 grands avantages
de l’utilisation des algorithmes ge´ne´tiques :
– Les algorithmes ge´ne´tiques travaillent sur une population d’individus c’est a` dire sur
plusieurs solutions a` la fois, au lieu d’un individu unique c’est a` dire une seule solution.
– Les algorithmes ge´ne´tiques n’utilisent que les valeurs de la fonction e´tudie´e, et non pas
sa de´rive´e,
– Les algorithmes ge´ne´tiques utilisent des re`gles de transition probabilistes, et non
de´terministes, ce qui permet de s’affranchir des optima locaux.
Leurs champs d’application sont tre`s vastes :
– optimisation de fonctions (De Jong (1980))
– finance (Pereira (2000))
– the´orie du controˆle optimal (Krishnakumar & Goldberg (1992), Marco et al. (1996),
Michalewicz et al. (1992))
– ge´ne´tique (Carlborg et al. (2000), Nakamichi et al. (2001), Ljungberg et al. (2004)
– conception d’antennes lentilles (Godi et al. (2005))
Les algorithmes ge´ne´tiques sont parfois fusionne´s a` d’autres algorithmes stochastiques
comme par exemple avec le recuit simule´ (Davis (1987), Mahfoud & Goldberg (1995) avec
l’algorithme du gradient (Oulladji et al. (2003)), avec les re´seaux de neurones (Montana &
Davis (1989), Forrest & Mitchell (1993)).
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La description du fonctionnement ge´ne´ral des algorihtmes ge´ne´tiques ainsi que des diffe´rents
ope´rateurs et des ame´liorations possibles de ces algorithmes a e´te´ faite par la combinaison
de diffe´rents sites internet :
- www.a525g.com/intelligence-artificielle/algorithme-genetique.htm
- www.recherche.enac.fr/opti/papers/thesis/HABIT/main002.html
- www.recherche.enac.fr/opti/papers/thesis/thesend.pdf
Pour utiliser les algorithmes ge´ne´tiques, nous devons disposer des 5 e´le´ments suivants :
1. Un principe de codage des individus de la population. Cette e´tape associe a` chaque
individu une structure de donne´es. Elle se place ge´ne´ralement apre`s une phase de
mode´lisation mathe´matique du proble`me traite´. Le codage binaire a e´te´ tre`s utilise´
a` l’origine. De nos jours, les codages re´els sont largement utilise´s.
2. Un ge´ne´rateur de la population initiale. Ce me´canisme doit eˆtre capable de produire une
population d’individus non homoge`ne qui servira de base pour les ge´ne´rations futures.
3. Une fonction a` optimiser. Celle-ci retourne une valeur pour chaque individu appele´e
fitness ou fonction d’e´valuation de l’individu.
4. Des ope´rateurs permettant de diversifier la population au cours des ge´ne´rations et d’ex-
plorer l’espace de recherche. L’ope´rateur de croisement recompose les ge`nes d’individus
existant dans la population, l’ope´rateur de mutation a pour but de garantir l’exploration
de l’espace des solutions.
5. Des parame`tres de dimensionnement : taille de la population, nombre total de
ge´ne´rations ou crite`re d’arreˆt, probabilite´s d’application des ope´rateurs de croisement
et de mutation.
Le fonctionnement ge´ne´ral des algorithmes ge´ne´tiques se de´roule de la manie`re suivante (figure
3.1) : une population initiale d’individus est cre´e´e de manie`re ale´atoire. Pour passer a` la
ge´ne´ration suivante, des couples de parents P1 et P2 sont se´lectionne´s en fonction de leur
fitness. On leur applique l’ope´rateur de croisement avec la probabilite´ Pc.
A partir de ce croisement, des couples d’enfants C1 et C2 sont cre´e´s. En paralle`le, d’autres
individus P sont se´lectionne´s selon leur fitness. On leur applique l’ope´rateur de mutation avec
la probabilite´ Pm et on obtient de nouveaux individus P ′. La fitness des individus C1, C2,
P ′ ainsi cre´e´s (par croisement ou par mutation) est e´value´e avant qu’ils soient inse´re´s dans la
population de la ge´ne´ration suivante. Ce processus est ite´re´ plusieurs fois. Le crite`re d’arreˆt
est variable : le nombre de ge´ne´rations est fixe´ a priori ou arreˆt de l’algorithme quand la
population n’e´volue plus. Les ope´rateurs de se´lection, de croisement et de mutation jouent un
roˆle pre´ponde´rant dans la re´ussite des algorithmes ge´ne´tiques. Chacun de ces ope´rateurs agit
selon divers crite`res qui lui sont propres (valeur se´lective des individus, probabilite´ d’activation
de l’ope´rateur). Nous allons de´crire, dans la partie suivante, les particularite´s de chacun de
ces diffe´rents ope´rateurs.
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Figure 3.1 – Fonctionnement ge´ne´ral des algorithmes ge´ne´tiques
(source :www.recherche.enac.fr)
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3.4 Les diffe´rents ope´rateurs des algorithmes ge´ne´tiques
3.4.1 Ope´rateur de se´lection
Cet ope´rateur est peut eˆtre le plus important des diffe´rents ope´rateurs pre´sents dans
les algorithmes ge´ne´tiques. En effet, les individus se reproduisent, survivent ou meurent
sous l’action des ope´rateurs de se´lection qui interviennent a` deux endroits : se´lection pour
la reproduction et se´lection pour le remplacement. Il existe deux groupes de se´lection : la
 se´lection proportionnelle  et la  se´lection par rang . Dans la se´lection proportionnelle,
on compte la proportionate selection(Holland (1975)),stochastic remainder selection (Booker
(1982) et Brindle (1981)), roulette wheel selection (Goldberg (1989)), stochastic universal
sampling selection ( Baker (1987), Grefenstette & Baker (1989)). Dans la se´lection par
rang, on liste la se´lection par tournoi (Brindle (1981), Goldberg (1989)), truncation selection
Muhlenbein & Schlierkaamp-Voosen (1993), linear ranking selection Baker (1985). Nous
allons de´crire les me´thodes les plus couramment utilise´es.
Se´lection par roulette
La me´thode la plus connue et la plus utilise´e est la roue de la loterie biaise´e (roulette
wheel) de Goldberg Goldberg (1989). Cette me´thode consiste a` associer a` chaque individu
i (chromosome) une probabilite´ Pi proportionnelle a` sa fitness f(i). Cette probabilite´ est
calcule´e de la manie`re suivante : Pi = f(i)/
∑
f(i). Chaque individu i est se´lectionne´ avec
Figure 3.2 – Exemple de se´lection par roulette de wheel (source :http ://sis.univ-tln.fr)
la probabilite´ Pi, les  bons  individus auront ainsi plus de chance d’eˆtre se´lectionne´s, et ce
plusieurs fois, d’autres le seront moins ou voire meˆme jamais. Par exemple dans la figure 3.2,
le chromosome 1 aura plus de chance d’eˆtre se´lectionne´ et donc reproduit que le chromosome
3.
Se´lection par tournoi
La me´thode de se´lection par tournoi est plus connue par son terme anglo-saxon tournament
selection. Cette me´thode augmente les chances des  mauvais  individus d’eˆtre se´lectionne´s
pour conserver une certaine diversite´ dans la population. Cette me´thode se´lectionne k in-
dividus de manie`re ale´atoire ou par la me´thode  roulette wheel . Ensuite un individu est
choisi parmi les k individus se´lectionne´s, le meilleur selon la fitness. Ce processus s’effectue
autant de fois qu’il y a d’individus a` se´lectionner. Le nombre k repre´sente la taille du tournoi.
Winter et al. (1995) ont de´montre´ que les meilleurs re´sultats e´taient obtenus avec une valeur
de k e´gale a` 2. Cette me´thode permet a` certains individus d’eˆtre se´lectionne´s plusieurs fois
entraˆınant la transmission de leurs ge`nes a` la nouvelle ge´ne´ration.
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Table 3.3 – Exemple de se´lection par rang (source :http ://sis.univ-tln.fr)
Chromosomes 1 2 3 4 5 6 7 8
Probabilite´s Roulette wheel 79% 4% 0.5% 3% 9% 1% 2% 1.5%
Rang 8 6 1 5 7 2 4 3
Probabilite´s Se´lection par rang 22% 17% 3% 14% 19% 6% 11% 8%
Se´lection par rang
La se´lection pre´ce´dente doit faire face a` des proble`mes lorsque la valeur d’adaptation des
chromosomes varie de fac¸on importante. Si la meilleure fonction d’e´valuation d’un chromosome
repre´sente 90% de la roulette, alors les autres chromosomes auront tre`s peu de chance d’eˆtre
se´lectionne´s et l’on arrivera a` une stagnation de l’e´volution. La se´lection par rang trie d’abord
la population par fitness (valeur d’adaptation). Ensuite, chaque chromosome se voit associe´
un rang en fonction de sa position. Ainsi le plus mauvais chromosome aura le rang 1, le suivant
2, et ainsi de suite jusqu’au meilleur chromosome qui aura le rang N , pour une population
de N chromosomes. La se´lection par rang d’un chromosome est la meˆme que par roulette,
mais les proportions sont en relation avec le rang plutoˆt qu’avec la valeur de l’e´valuation. Le
tableau 3.3 fournit un exemple de se´lection par rang. Avec cette me´thode de se´lection, tous
les chromosomes ont une chance d’eˆtre se´lectionne´s. Cependant, la convergence vers la bonne
solution est lente puisque les meilleurs chromosomes n’ont gue`re plus de chance que les plus
mauvais d’eˆtre se´lectionne´s.
Elitisme
Les individus sont trie´s selon leur fitness. Une partie de la population est se´lectionne´e,
en ge´ne´ral la moitie´ supe´rieure est conserve´e. Les individus les plus forts participent donc a`
l’ame´lioration de la population. Cette me´thode converge rapidement, cependant elle diminue
la diversite´ ge´ne´tique des individus et est donc tre`s sensible a` la pre´sence d’optimum locaux. Il
est pourtant ne´cessaire de conserver une certaine diversite´ ge´ne´tique. En effet, la combinaison
de deux parents moyens peut donner un individu tre`s inte´ressant.
Se´lection steady-state
Une grande partie de la population initiale doit survivre a` la prochaine ge´ne´ration. Par
conse´quent, a` chaque ge´ne´ration, quelques chromosomes sont se´lectionne´s (les meilleurs selon
la fitness) pour cre´er des chromosomes fils. Ensuite, les chromosomes les plus mauvais sont
retire´s et remplace´s par les nouveaux. Le reste de la population survit a` la nouvelle ge´ne´ration.
3.4.2 Ope´rateur de reproduction
La reproduction est compose´e de deux phases : le croisement et la mutation. Le croise-
ment est un ope´rateur sexue´, deux parents sont ne´cessaires pour cre´er deux chromosomes
fils. L’ope´rateur de mutation est asexue´, il suffit d’un chromosome parent pour ge´ne´rer un
chromosome enfant.
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L’ope´rateur de croisement
Cet ope´rateur est applique´ sur la population se´lectionne´e. Les couples sont cre´e´s de manie`re
ale´atoire et se reproduisent pour ge´ne´rer la nouvelle ge´ne´ration. Les chromosomes (ensemble
de parame`tres) des parents sont alors copie´s et recombine´s de fac¸on a` former deux descen-
dants posse´dant des caracte´ristiques issues des deux parents. Il existe plusieurs croisements
possibles : le croisement en 1 ou k points et le croisement uniforme.
Le croisement en 1 point
A partir de deux individus, on obtient deux nouveaux individus (enfants) qui he´ritent de
certaines caracte´ristiques de leurs parents. La population se´lectionne´e fait office de parents
pour cre´er la nouvelle ge´ne´ration. La probabilite´ de croisement repre´sente la fre´quence a`
laquelle les croisements sont applique´s. Dans les cas extreˆmes, si la probabilite´ de croisement
est de 0% alors la nouvelle ge´ne´ration est la copie de la population pre´ce´dente. Si la probabilite´
est de 100%, aucun des individus de la population pre´ce´dente n’est conserve´e dans la nouvelle
population. Nous choisissons au hasard un point de coupure k tel que k >= 1 et k < n (le
nombre d’alle`les). Un premier descendant est construit en concate´nant les k premiers alle`les
du premier parent au n−k alle`les du second. De meˆme un deuxie`me descendant est construit
en concate´nant aux k alle`les du second parent les n−k alle`les du premier parent (Figure 3.3).
Le croisement a` k points est une ge´ne´ralisation du croisement a` un point.
Figure 3.3 – Exemple du principe du croisement a` un point
Le croisement uniforme
La mise en oeuvre de ce proce´de´ consiste a` de´finir de manie`re ale´atoire un  masque ,
c’est-a`-dire une chaˆıne de meˆme longueur que les chromosomes des parents sur lesquels il sera
applique´. Ce masque permet de savoir pour chaque locus de quel parent les fils devront he´riter
du ge`ne (figure 3.4). Si face a` un locus le masque pre´sente un 0, le fils he´ritera du ge`ne du
parent n◦1, s’il pre´sente un 1 il he´ritera du ge`ne du parent n◦2. La cre´ation du fils n◦2 se
fait de manie`re syme´trique : si pour un ge`ne donne´ le masque indique que le fils n◦1 devra
recevoir celui du parent n◦1 alors le fils n◦2 recevra le ge`ne du parent n◦2. A l’oppose´, si le
fils n◦1 rec¸oit le ge`ne du parent n◦2 alors le fils 2 recevra le ge`ne du parent n◦1. L’ope´rateur
de croisement favorise ainsi l’exploration de l’espace des solutions.
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Figure 3.4 – Exemple du principe du croisement uniforme
L’ope´rateur de mutation
La mutation ge´ne`re des  erreurs  de copie, afin de cre´er un nouvel individu qui n’existait
pas auparavant. La valeur alle`lique d’un ge`ne est change´e avec une probabilite´ pm tre`s faible
(comprise entre 0.01 et 0.001). Le but est de cre´er de nouveaux individus et d’e´viter aux
algorithmes ge´ne´tiques de converger vers des extrema locaux de la fonction objectif. Si elle
ge´ne`re un individu faible, l’individu est e´limine´. S’il n’y a pas de mutation, le fils est inse´re´
dans la nouvelle population sans changement. Cet ope´rateur modifie de manie`re ale´atoire
les caracte´ristiques des individus, ce qui permet d’introduire et de maintenir la diversite´ au
sein de la population. De plus, cet ope´rateur permet de ne pas avoir de de´rive ge´ne´tique.
Sans lui, certains alle`les favorise´s par le hasard se re´pandent au de´triment des autres. Le fait
que l’ope´rateur de mutation puisse entraˆıner ale´atoirement des changements au niveau de
n’importe quel locus permet d’amoindrir ce phe´nome`ne.
D’autre part, cet ope´rateur permet de limiter les risques d’une convergence pre´mature´e cause´e
par exemple par une me´thode de se´lection e´litiste imposant a` la population une pression
se´lective trop forte. En effet, dans le cas d’une convergence pre´mature´e, on se retrouve avec
une population dont tous les individus sont identiques mais ne sont que des optimums locaux.
Tous les individus e´tant identiques, le croisement ne changera rien a` la situation. L’e´volution
est bloque´e et par conse´quent, l’optimum global ne sera jamais atteint. La mutation permet
d’effectuer des inversions de manie`re ale´atoire et d’e´viter ainsi cette situation de convergence
pre´mature´e.
3.4.3 Les parame`tres de dimensionnement
Les ope´rateurs de l’algorithme ge´ne´tique sont guide´s par un certain nombre de parame`tres
fixe´s a` l’avance : la taille de population, le nombre de ge´ne´rations a` simuler, la probabilite´
d’application des ope´rateurs. La valeur de ces parame`tres influence la re´ussite ou non des
algorithmes ge´ne´tiques.
La taille de la population
La taille de la population est proportionnelle a` la diversite´ (Winter et al. (1995)). En effet,
si la taille de population est re´duite, l’exploration de l’espace de recherche est insuffisante.
La solution obtenue ne sera qu’un optimum local duˆ au manque de diversite´. En revanche,
3.5 Les ame´liorations classiques 45
si la taille de la population est trop grand, le temps de calcul de l’algorithme peut s’ave´rer
prohibitif.
La probabilite´ de croisement pc
Cette probabilite´ de´pend de la forme de la fonction de fitness. Son choix est en ge´ne´ral
heuristique. Plus elle est e´leve´e, plus la population subit de changements importants. Les
valeurs ge´ne´ralement admises sont comprises entre 0,5 et 0,9.
La probabilite´ de mutation pm
Cette probabilite´ est ge´ne´ralement faible puisqu’une probabilite´ e´leve´e risque de conduire
a` une solution sous optimale. Elle est comprise ge´ne´ralement entre 0,001 et 0,01.
3.5 Les ame´liorations classiques
Les processus de se´lection sont tre`s sensibles aux e´carts de fitness. Par exemple, un tre`s
bon individu risque d’eˆtre reproduit trop souvent et pourrait induire l’e´limination de certains
individus, ce qui ame`nerait a` une population homoge`ne contenant un seul type d’individu.
Par exemple dans la figure 3.5, l’individu corresponndant au sommet S2 risque d’eˆtre le seul
repre´sentant pour la ge´ne´ration suivante. Les autres individus ont une fitness faible. Seule
la mutation pourrait aider a` atteindre l’objectif global (individu correspondant au sommet
S1 apre`s de nombreuses tentatives. Afin d’e´viter ce cas de figure, il existe des principes (sca-
Figure 3.5 – Exemple de risque de reproduction d’un seul individu
ling, sharing) qui empeˆchent les individus  forts  d’e´liminer comple`tement les individus
 faibles  pour e´viter ce phe´nome`ne de  niche .
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3.5.1 Scaling
Le scaling ou mise a` l’e´chelle transforme la fitness de chaque individu afin de re´duire ou
d’amplifier les diffe´rences entre les individus. La se´lection ne se fait plus sur la fitness re´elle
mais sur la fitness transforme´e. Pour modifier la fitness d’origine, diffe´rentes transformations
peuvent eˆtre envisage´es line´aires ou exponentielles.
3.5.2 Sharing
Le sharing est une technique de partage inspire´e d’un phe´nome`ne naturel de cre´ation de
niche e´cologique. Pour e´viter le rassemblement des individus autour d’un sommet dominant, le
sharing pe´nalise les fitness en fonction du taux d’agre´gation de la population dans le voisinage
d’un individu (figure 3.6). Pour ce faire, on introduit une notion de distance de dissimilarite´
Figure 3.6 – Principe du Sharing
d entre les individus. La fitness de chaque individu est calcule´e en fonction de son voisinage.
f ′(i) =
f(i)
ci
avec
c(i) =
N∑
j=1
Sh(d(i, j))
Sh(d) =
{
1− dσshare si d ≤ σshare
0 sinon
ou` σshare correspond a` la largeur du voisinage, c’est-a`-dire qu’il permet de de´limiter le voisi-
nage d’un point. Apre`s cette modification de la fitness, la se´lection est effectue´e.
Goldberg & Richardson (1987) ont montre´ que l’introduction de cette technique ame´liore la
performance des algorithmes ge´ne´tiques.
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3.5.3 Paralle´lisation
Les algorithmes ge´ne´tiques sont des algorithmes couˆteux en temps calcul d’ou` l’inte´reˆt du
calcul paralle`le. La paralle´lisation des algorithmes ge´ne´tiques peut se faire assez facilement
graˆce a` l’inde´pendance entre les diffe´rentes ope´rations ge´ne´tiques. Il existe pour cela diffe´rentes
me´thodes. L’e´tape la plus couˆteuse en temps de calcul est l’e´valuation de la performance
(fitness) de toute la population. Les calculs de fitness sont inde´pendants d’un individu a`
l’autre ce qui permet le calcul paralle`le. Le gain de temps obtenu de´pend alors du proble`me
conside´re´.
Le mode`le en ıˆlots
Cette me´thode consiste a` diviser la population en sous-populations (figure 3.7). Chaque
sous-population e´volue suivant son algorithme ge´ne´tique auquel vient s’ajouter une e´tape de
migration. Chaque sous-population envoie ses meilleurs individus, soit vers les populations
voisines soit dans un  pool  commun. Chaque sous-population rec¸oit ensuite des individus
soit envoye´s par ses voisins soit peˆche´s dans le  pool  commun.
Figure 3.7 – Fonctionnement du mode`le en ıˆlots
Ce phe´nome`ne de migration permet de pre´server la diversite´ ge´ne´tique le plus longtemps
possible. Cependant, si un grand nombre d’individus de chaque sous-population migre de
manie`re fre´quente, la diversite´ globale sera alors tre`s vite diminue´e. Dans le cas contraire,
si la migration est peu fre´quente, nous nous trouvons face a` une convergence pre´mature´e
des sous-populations (Bubak et al. (1997)). Ce phe´nome`ne rajoute deux parame`tres (taux de
migration et la fre´quence de cette dernie`re) difficiles a` re´gler.
Mode`le a` population distribue´e
Cette me´thode est base´e sur une approche  multi-agent . La population initiale est
ge´ne´re´e par un agent  Interface  (figure 3.8). Cet agent partitionne cette population en
sous populations de taille identique et les distribue a` des agents  Espe`ces . De la` chaque
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population e´volue en fonction de son AG. Ce mode`le ge´ne`re lui aussi une nouvelle dynamique
de l’algorithme, diffe´rente de la pre´ce´dente, avec l’apparition de  niches e´cologiques  dis-
tribue´es par  zones ge´ographiques , et permettant donc e´galement la de´couverte d’optima
multiples. L’agent  Interface  rec¸oit et traite toutes les informations des agents  Espe`ces .
Cet agent stoppe cette me´thode quand il conside`re que l’un des agents  Espe`ces  lui a fourni
la solution optimale.
Figure 3.8 – Fonctionnement du mode`le a` population distribue´e
L’algorithme ge´ne´tique le plus connu qui utilise cette me´thode est Distributed Guided
Genetic Algorithm (DGGA) initialement propose´ par Ghe´dira & Jlifi (2002). DGGA a e´te´
modifie´ principalement au niveau des ope´rateurs de croisement et de mutation par Bouamama
& Ghe´dira (2005).
Les approches paralle`les
Grefenstette (1981) a e´tudie´ de nombreuses imple´mentations de paralle´lisation des algo-
rithmes ge´ne´tiques que nous de´veloppons par la suite :
– Maˆıtre-Esclave synchrone,
– Maˆıtre-Esclave semi-synchrone,
– Approche distribue´e concurrente asynchrone.
1. Maˆıtre-Esclave synchrone
Il s’agit de paralle´liser l’e´tape d’e´valuation. Un processus Maˆıtre ge`re l’algorithme lui-
meˆme (se´lection/remplacement et ope´rateurs ge´ne´tiques), et envoie les calculs de per-
formance a` des processus Esclaves (figure 3.9). Cette me´thode de paralle´lisation com-
porte deux de´savantages : synchronisme du fonctionnement et de´pendance du processus
Maˆıtre.
2. Maˆıtre-Esclave semi-synchrone
Cette me´thode re´sout le premier inconve´nient de la me´thode synchrone en inse´rant
et en se´lectionnant des individus a` la vole´e alors que les processus Esclaves effectuent
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Figure 3.9 – Sche´ma du Maˆıtre-Esclave synchrone
leur travail (figure 3.10). L’inconve´nient de la de´pendance du processus Maˆıtre reste
cependant pre´sent (Laurens (1995)).
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Figure 3.10 – Sche´ma du Maˆıtre-Esclave asynchrone
3. Approche distribue´e concurrente asynchrone
Une manie`re de re´soudre ce proble`me est d’utiliser une me´thode asynchrone. Pour
cela, on dispose de k processus qui exe´cute les ope´rations ge´ne´tiques et l’e´valuation
inde´pendamment les uns des autres en utilisant une me´moire partage´e Talbi & Bessie`re
(1991a,b). L’imple´mentation de cette approche est plus difficile a` mettre en place que
les me´thodes Maˆıtre Esclave.
3.6 Convergence
Holland (1975) a prouve´ que meˆme dans des espaces larges et complexes, les algorithmes
ge´ne´tiques convergent sous certaines conditions vers des solutions globalement optimales au-
trement dit la population de cet algorithme se concentre autour d’un optimum global. Puis en
1991, Davis & Principe (1991) ont de´montre´ la convergence de l’algorithme ge´ne´tique simple.
Les trois ope´rateurs des algorithmes ge´ne´tiques (se´lection, croisement et mutation) jouent
un roˆle pre´ponde´rant dans la convergence vers l’optimum global. En effet, la se´lection agit
comme un ope´rateur de  rassemblement  alors que le croisement agit comme un ope´rateur
d’exploration. Ces deux ope´rateurs favorisent la concentration de la population dans des zones
de l’espace de recherche ou` la fonction d’e´valuation est assez e´leve´e. Si cette concentration
est faite pre´mature´ment un risque de convergence vers un optimum local est e´leve´. On parle
alors de perte de diversite´ ge´ne´tique c’est pourquoi l’ope´rateur mutation intervient pour e´viter
cette perte de diversite´. CERF (1994), Davis & Principe (1991) et Nix & Vose (1992) ont
montre´ les effets et l’efficacite´ de ces ope´rateurs. Le re´glage des parame`tres des algorithmes
ge´ne´tiques est assez de´licat mais primordiale pour une convergence vers un optimum global
dans un temps  correct . Par exemple, si la taille de la population est trop petite, l’al-
gorithme va e´voluer tre`s probablement vers un optimum local. Dans le cas contraire, si la
population est trop importante le temps de convergence sera excessif. La taille de la popula-
tion de´pend des me´thodes utilise´es (se´lection, ope´rateurs ge´ne´tiques), du nombre de variables,
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de la fonction objective et de la puissance de calcul disponible. A chaque proble`me correspond
son algorithme ge´ne´tique.
3.7 Conclusion
Les algorithmes ge´ne´tiques ont pour but d’obtenir une solution a` un proble`me d’optimi-
sation lorsqu’il n’existe pas ou qu’on ne connaˆıt pas de me´thode exacte pour le re´soudre. Les
algorithmes ge´ne´tiques sont plus performants que les algorithmes classiques lorsque l’espace
de recherche est important. Ne´anmoins, certains parame`tres comme la taille de la popu-
lation ou le taux de mutation sont parfois difficiles a` de´terminer et plusieurs ajustements
sont ne´cessaires. De plus, le choix de la fonction objective est tre`s important puisqu’elle doit
prendre en compte les  vrais  parame`tres du proble`me. Enfin, la solution obtenue meˆme
apre`s de nombreuses ge´ne´rations n’est pas force´ment la solution optimale mais une solution
acceptable qui s’en approche le plus. De nombreuses me´thodes hybrides ont e´te´ adapte´es aux
algorithmes ge´ne´tiques. Ne´anmoins ces me´thodes augmentent le nombre de parame`tres ini-
tiaux a` ajuster. Le choix d’une me´thode plus qu’une autre est vraiment heuristique et de´pend
re´ellement des besoins de l’utilisateur (pre´cision de la solution, temps d’e´xecution). Dans ce
travail, le choix s’est porte´ sur l’algorithme ge´ne´tique couple´ avec la technique du sharing.
Deuxie`me partie
Mode`le de´terministe
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Chapitre 4
Mode`le de´terministe
4.1 Re´sume´
Un mode`le de´terministe a e´te´ de´veloppe´ afin d’optimiser simultane´ment la se´lection sur
deux caracte`res inde´pendants, un caracte`re monoge´nique pour la re´sistance aux maladies et
un caracte`re de production polyge´nique. Pour prendre en compte le processus de se´lection,
une mode´lisation dynamique a e´te´ utilise´e. Ce mode`le de´crit l’e´volution de la population au
cours du temps sous l’influence de phe´nome`nes naturels (vieillissement, mort) et artificiels
(se´lection). Cette description se fait a` l’aide de parame`tres (fixe´s par la nature), de variables
de de´cision (taux de se´lection, probabilite´s d’accouplements entre individus e´lites selon leur
ge´notype, variables sur lesquelles on peut agir) et des variables d’e´tat. Ces dernie`res sont des
statistiques (fre´quence, espe´rance, variance) de´crivant les diffe´rentes classes de la population
ayant les meˆmes caracte´ristiques. Ces classes sont caracte´rise´es par le sexe (s), l’aˆge (a), le
ge´notype (g) au ge`ne a` se´lectionner et la cate´gorie (c) (e´lite vs. non e´lite dans le cas des maˆles et
des femelles en aˆge de reproduire). L’e´tat d’une classe est de´crit par sa fre´quence ge´notypique
fsactg et l’espe´rance de la distribution du caracte`re polyge´nique µsactg pour chaque ge´ne´ration
t. L’objectif de la se´lection est de´crit a` l’aide d’une fonction objective qui de´pend des pa-
rame`tres et des variables du mode`le. Par exemple, cette fonction peut eˆtre la fre´quence du
ge´notype favorable des femelles au sein de la population lors de la dernie`re anne´e du proces-
sus. L’optimisation des variables de de´cision pour maximiser cette fonction objective se fait
en utilisant un algorithme ge´ne´tique. Compte tenu du caracte`re dynamique de l’optimisation,
les variables de de´cision au cours du processus doivent eˆtre optimise´es simultane´ment.
L’exemple de la re´sistance a` la tremblante controˆle´e par le ge`ne PrP a e´te´ traite´. Dans cette
application, nous avons conside´re´ que le ge`ne posse`de deux classes d’alle`les (R re´sistant, S
sensible). Notre objectif e´tait d’obtenir une population re´sistante tout en limitant la perte du
progre`s ge´ne´tique. Cet objectif a e´te´ transcrit par la maximisation des fre´quences des femelles
porteuses du ge´notype de re´sistance a` la fin du processus avec une pe´nalite´ sur la perte du
progre`s ge´ne´tique sur le caracte`re polyge´nique. Le sche´ma de se´lection conside´re´ ici, prend
en compte, pour les femelles, une se´lection sur leur performance individuelle. Les maˆles sont
se´lectionne´s en deux e´tapes se´quentielles : une se´lection avant testage et une se´lection apre`s
testage sur leur performance sur le caracte`re polyge´nique. Des accouplements raisonne´s entre
maˆles et femelles e´lites sont conside´re´s pour le renouvellement des maˆles et des accouplements
ale´atoires sont pris en compte pour le renouvellement des femelles. Diffe´rents sce´narios ont
e´te´ traite´s en termes de fre´quences ge´notypiques initiales et de contraintes sur la perte de
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progre`s ge´ne´tique. Des simplifications de la strate´gie optimale ont e´te´ envisage´es pour obtenir
une strate´gie plus aise´e a` mettre en oeuvre.
Avec diffe´rentes fre´quences initiales et sans contrainte sur la perte du progre`s ge´ne´tique
sur le caracte`re polyge´nique, on constate que la strate´gie optimale est la meˆme : conservation
totale des animaux porteurs du ge´notype de re´sistance, se´lection drastique sur les animaux
porteurs des autres ge´notypes. Cette strate´gie permet de fixer le ge´notype de re´sistance tre`s
rapidement au de´triment du progre`s ge´ne´tique sur le caracte`re polyge´nique. Plus la fre´quence
du ge´notype de re´sistance est faible plus la perte sur le progre`s ge´ne´tique est importante.
En augmentant cette fre´quence la perte sur le progre`s ge´ne´tique diminue. La strate´gie opti-
male se focalise sur l’augmentation tre`s rapide du nombre d’individus porteur du ge´notype
de re´sistance. En prenant une fre´quence initiale faible du ge´notype de re´sistance (cas ou` la
perte sur le progre`s ge´ne´tique est la plus importante) et en faisant varier la contrainte sur la
perte du progre`s ge´ne´tique, on constate une modification de la strate´gie optimale. En effet,
avec une contrainte sur la perte du progre`s ge´ne´tique assez forte, la proportion d’animaux
porteurs du ge´notype de re´sistance se´lectionne´s varie d’une ge´ne´ration a` l’autre. Lors de la
premie`re ge´ne´ration, une forte proportion de ces animaux est conserve´e. Elle est diminue´e a` la
ge´ne´ration suivante afin de compenser la perte du progre`s ge´ne´tique. Ce cheminement se fait
sur toute la dure´e du sche´ma de se´lection jusqu’a` la fixation du ge´notype de re´sistance dans la
population. Ne´anmoins la strate´gie concernant les animaux porteurs du ge´notype de´favorable
est toujours aussi drastique. Les animaux de ge´notype ”interme´diaire” sont conserve´s plus
longtemps entraˆınant une atte´nuation de la perte du progre`s ge´ne´tique. Ce contraste entre
ces strate´gies montre bien que les objectifs initiaux - savoir ou` sont les priorite´s, quels sont
les compromis que l’on accepte de faire - doivent eˆtre bien de´finis. Il semble cependant diffi-
cile d’appliquer de telles strate´gies optimales (taux de se´lection variant a` chaque ge´ne´ration
et pour chaque classe). Apre`s une analyse des re´sultats obtenus, l’e´ventualite´ de certaines
simplifications apparaissent comme pouvant amener a` des strate´gies proches de l’optimum.
Certains taux de se´lection peuvent eˆtre conside´re´s constants au cours du processus. Un re´sultat
convenable voir optimal peut eˆtre atteint, tout de´pend des conditions initiales et des priorite´s
de´finies.
Le mode`le de´terministe et dynamique, de´veloppe´ ici, permet de s’adapter a` de nombreuses
situations. En effet, il conside`re des ge´ne´rations chevauchantes, prend en compte diffe´rents
types de se´lection (phe´notypique, ge´notypique ou combine´e ge´notype-phe´notype) quel que soit
le sexe (maˆle et femelle) et donne la possibilite´ de conside´rer soit des accouplements raisonne´s
soit des accouplements ale´atoires. Cette mode´lisation permet de concevoir des strate´gies com-
plexes mais e´galement de voir si certaines simplifications sont envisageables afin de pouvoir les
appliquer aise´ment en pratique. Ce mode`le permet de conside´rer plusieurs alle`les. Ne´anmoins
ce nombre doit eˆtre limite´. En effet, en prenant en compte un grand nombre d’alle`les, le
nombre de parame`tres croit de manie`re exponentielle et l’optimisation devient difficile.
Cette me´thodologie peut eˆtre extrapole´e a` la mode´lisation de la se´lection de ge`nes af-
fectant des caracte`res d’inte´reˆt zootechnique comme par exemple la prolificite´ des brebis ou
la conformation des carcasses d’agneaux. Cette approche originale peut eˆtre e´tendue a` plu-
sieurs ge`nes/QTLs en inte´grant e´galement l’effet d’e´pistasie. De plus, une autre e´volution de
ce mode`le serait a` envisager : la prise en compte de la re´duction de la variance ge´ne´tique
additive. En effet, la variance additive diminue avec la se´lection, ce phe´nome`ne n’a pas e´te´
pris en compte puisque nous avons suppose´ que cette dernie`re e´tait constante au cours des
ge´ne´rations. Ce mode`le de´terministe a e´volue´ vers un mode`le stochastique afin de conside´rer
un nombre limite´ de reproducteurs (chapitre 5).
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ABSTRACT 
 
A mathematical approach was developed to model and optimize simultaneously 
selection on 2 traits, a quantitative trait with underlying polygenic variation and a 
monogenic trait (e.g. resistance to a disease). A deterministic model allows a global 
optimization of the selection scheme in order to maximize the frequency of the desired 
genotype for the monogenic trait while minimizing the loss of genetic progress on the 
polygenic trait. An additive QTL or gene was considered. Breeding programs with 
overlapping generations, different selection strategies for males and females, and 
assortative mating were modeled. A Genetic Algorithm was used to solve this 
optimization problem. This modeling approach may easily be adapted to a variety of 
underlying genetic models and selection schemes. This model was applied to an 
example where selection on the Prp gene for Scrapie resistance was introduced as an 
additional selection criterion in an already existing dairy sheep selection scheme.  
 
 
 
 
 
Key words: genetic algorithm, global optimization, marker assisted selection, selection 
scheme 
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INTRODUCTION 
 
Gene or QTL information could improve selection efficiency and allow the 
implementation of marker-assisted selection (MAS). MAS has been proposed to 
improve classical selection schemes for complex traits with low heritability or which 
are difficult or expensive to measure (Lande and Thompson, 1990; Meuwissen and van 
Arendonk, 1992; Dekkers and van Arendonk, 1998). Strategies to use QTL or gene 
information in MAS are mainly based on indices combining the EBV for QTL and the 
EBV for the residual polygenic effect. MAS increases the QTL frequency in the short 
term but can result in lower response in the long term (Lande and Thompson, 1990). 
Several studies (Gibson, 1994; Larzul et al., 1997b; Pong-Wong and Woolliams, 1998) 
have explored the interactions between selection methods and time horizon. Dekkers 
and van Arendonk (1998) optimized selection on an identified QTL in a simple 
selection scheme (phenotypic selection, random mating) using an optimal control 
approach (Lewis, 1986). The method was extended by Chakraborty et al. (2002). The 
benefit of optimal selection on a single identified QTL and the differences between 
optimal and standard QTL selection were evaluated by Dekkers and Chakraborty 
(2001). Manfredi et al. (1998) optimized selection and mating on a QTL for a sex 
limited trait using sequential quadratic programming. In these studies, selection was for 
a single quantitative trait affected by 1 identified QTL of meaningful size as well as 
polygenes. The objective of this study is to optimize simultaneously selection on 2 
traits, a monogenic trait controlled by an identified QTL or gene, and a 2nd independent 
polygenic trait that is unaffected by the major locus with a genetic algorithm( Holland, 
1973; Goldberg, 1989; Mongeau, 2003). A deterministic and dynamic model is 
4.2 Article 60
 4 
presented for breeding programs including overlapping generations, different selection 
strategies for males and females, and non-random mating. 
 
MATERIALS AND METHODS 
 
Genetic Model  
A population of infinite size with overlapping generations and different classes 
of animals defined by sex s (s=1 for males and s=2 for females), age a, and EBV 
categories c (elite, not elite) was considered. Animals from identical sex and age may be 
classified in different subsets according to their EBV mean and their use as reproducers 
(e.g., the number of progeny per year). The QTL or gene has 2 alleles (B and b). 
Genotypes BB, Bb/bB, and bb are denoted g1, g2 and g3 respectively. The polygenic 
effects are assumed to follow the infinitesimal genetic model with a variance 2σ . The 
identified QTL or gene is unlinked with genes that influence the quantitative trait. For 
generation t, each class of animals has a QTL or gene effect with a genotype frequency 
of sactgf , and a polygenic effect denoted by the within class average EBV sactgµ . 
Selection can involve the EBV of the quantitative trait, the identified QTL or gene or 
both of them. Random mating and assortative mating according to genotype or to EBV 
categories can be used. The deterministic and dynamic model includes different 
equations that correspond to a general scheme presented in Figure 1. The phenomena 
underlying the evolution of the population are ageing, selection and matings. The 
equations describing the scheme are as follow: 
Without selection, after year t=1, the genotype frequency and the average EBV 
for an animal of sex s, category c and genotype g do not change between t and t-1  
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( 1) ( 1)
( 1) ( 1)
sactg s a c t g
sactg s a c t g
f f
µ µ
− −
− −
=
=
 
 
   
 
 
 
 
 
 
 
 
 
Figure 1. Selection scheme description with individual classes (rectangles), selection 
steps (• ) and selection proportion sacW  (sex s=1, 2; age a=1,...,as; category c=1,2) 
 
 
Selection. Different selection steps after year t=1 can be considered for males and 
females (Figure 1). For the last selection step, males and females are distributed in 2 
categories, elite and not elite. The selection rate sacW  can vary at each step for males and 
females. The expression for sacW  is:  
( -1) ( -1) sac sactg s a c t g
g
W w f= ∑
 
where sactgw  is the proportion of individuals with sex s, age a and category c at 
generation t with genotype g that are selected to become breeding animals. At each step, 
Young femalesYoung males 
111W
121W
1( 1)1aW −
11 2a
W1 11 2 1 11 a aW W− =
211W
221W
2( 1)1aW −
21 2a
W21 1aW
Selected femalesSelected males
Elite males
Mating
Not elite males Elite femalesNot elite females
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candidates for selection can be evaluated through their phenotype, genotype or both of 
them.  
Assuming that EBV’s are normally distributed, sactgw  is equal to: 
2 ( 1) ( 1) 1 ( 1) ( 1)( ) ( )sactg g s a c t g g s a c t gw φ β µ φ β µ− − − −= − − −
  
where φ  is the normal cumulative distribution function for a variance 2σ , and 1gβ  and 
2gβ
 are lower and upper thresholds for genotype g ( 1gβ  may be −∞  and 2gβ may 
be +∞ ) defining the interval selected.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Selection threshold for genotype g1 (…), g2 ( − − − ) and g3 ( − −i ) under 
combined genotypic and phenotypic selection (a) and phenotypic selection (b) 
 
 
Genotype g1
Genotype g2
Genotype g3
a b
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When individuals are selected according to EBV and genotype information, the 
selection thresholds may vary according to the genotype (Figure 2a), and the state 
variables sactgf  and sactgµ  are given by 
( 1) ( 1)
sactg
sactg s a c t g
sac
wf f
W − −
=
       [1] 
1 ( 1) ( 1) 2 ( 1) ( 1)
( 1) ( 1)
( ) ( )g s a c t g g s a c t g
sactg s a c t g
sactgw
ϕ β µ ϕ β µµ µ ρσ− − − −
− −
− − −
= +
           [2] 
where ϕ(x) is the normal density function, ρ is the accuracy or the correlation between 
true and the polygenic EBV and σ the genetic standard deviation. The phenotypic 
selection is a special case of these equations where 1β  and 2β  are the same for all 
genotypes, i.e.,  11β = 12β = 13β = 1β  and 21β = 22β = 23β = 2β   (Figure 2b).  
In the case of selection for a monogenic trait, the genotypes are ranked, because some 
genotypes are better than others from a biological point of view (e.g. favorable or 
unfavorable genotypes for a disease). Let g[k] be the kth ranked genotype. These 
constraints must be verified: 
1
( 1) ( 1) [ ] ( 1) ( 1) [ ]
1 1
 and 
r r
s a c t g k sac s a c t g k sac
k k
f W f W
−
− − − −
= =
< ≥∑ ∑ . 
because there cannot be more individuals in those classes than in the whole population. 
The selection proportions are: 
[ ] 1                                      -1sactg kw if k r= ≤
   
[ ] 0                                     sactg kw if k r= >
 
1
( 1) ( 1) [ ]
1
[ ]
( 1) ( 1) [ ]
 otherwise
r
sac s a c t g k
k
sactg r
s a c t g r
W f
w f
−
− −
=
− −
−
=
∑
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The selection within the rth genotype was at random. The genotype frequency sactgf   and 
the EBV mean sactgµ  of the population in generation t are obtained from equations [1] 
and [2]. 
Mating. Mating between different classes (selected, elite and not elite) of females and 
males can be considered (Figure 1). The probability for a progeny to be of genotype g, 
given that its parents carry the genotypes h (sire) and k (dam), is ghkτ . The probability 
that a parent of sex s has genotype g is ( 1)s t gF − and is defined as:  
( 1) ( 1)
,
s t g sac sac t g
a c
F fδ
− −
= ∑
 
where δsac  is the proportion of individuals of age a and class c among the parents with 
sex s. This quantity depends on demographic constraints (e.g. reproductive age) and 
breeder decisions (e.g. relative use of progeny tested males). From the parameters ghkτ  
and ( 1)s t gF − , different matings (random or assortative) can be considered.  
For random mating, none of the parents’ characteristics (e.g. EBV or 
genotype) are considered in matings. The genotype frequency and the EBV mean for the 
newborn animals of age 1 and category 1 are: 
11 1 ( 1) 2 ( 1)
,
s tg ghk h t k t
h k
f F Fτ
− −
= ∑  
1 1 1 1 2 2 2 2
1 1 2 2
1 1 2 2
1 1 ( 1) 2 2 ( 1)
11 1 ( 1) 2 ( 1)
, , ,11 1 ( 1) 2 ( 1)
1 ( )
2
a c a c t h a c a c t k
s tg ghk a c t h a c t k
h k a c a cs tg h t k t
f f
f F F
δ δ
µ τ µ µ− −
− −
− −
= +∑ ∑∑  
where s=1 for sire, s=2 for dam, a1 and a2, and c1 and c2 are the age and category for the 
sire and dam. 
For genotypic assortative mating, the mating may be organized according to 
the parents’ genotypes. The optimization of these matings may be achieved by choosing 
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a value for hktα  which is the proportion of newborn animals in generation t from a sire 
with genotype h and a dam with genotype k. This proportion is constrained by 
1 ( 1)hkt h t
k
Fα
−
=∑  
2 ( 1)hkt k t
h
Fα
−
=∑  
In this situation, the genotype frequency and the EBV mean are given by 
11
,
s tg ghk hkt
h k
f τ α= ∑  
1 1 1 1 2 2 2 2
1 1 2 2
1 1 2 2
1 1 ( 1) 2 2 ( 1)
11 1 ( 1) 2 ( 1)
, , ,11 1 ( 1) 2 ( 1)
1 ( )
2
a c a c t h a c a c t k
s tg ghk hkt a c t h a c t k
h k a c a cs tg h t k t
f f
f F F
δ δµ τ α µ µ− −
− −
− −
= +∑ ∑∑  
Finally, other assortative matings can be considered. Most often the structure 
of the parent population includes different groups involved in mating such as males on 
progeny testing, elite males or females, selected non elite males or females. For instance 
males in progeny testing may be mated exclusively to non elite females. To include 
assortative matings in the model, reproducers are classified according to mating groups 
m. ( 1)msc t gF −  is the probability that a parent of group m, and sex s has genotype g. It is 
defined as: 
( 1) ( 1)
,
msg t msac sac t g
a c
F fδ
− −
= ∑
 
where δmsac is the proportion of animals of age a, class c and sex s within the mth group. 
When mating groups are considered, the equations of genotype frequency and EBV 
mean are modified accordingly. For instance in genotypic random mating: 
1 2
1 2
11 1 ( 1) 2 ( 1)
,
s tg ghk m h t m k t
h k m m
f F Fτ
− −
= ∑ ∑∑  
1 1 1 1 1 2 2 2 2 2
1 1 2 2
1 2 1 1 2 2 1 2
1 1 ( 1) 2 2 ( 1)
11 1 ( 1) 2 ( 1)
, , ,11 1 ( 1) 2 ( 1)
1 ( )
2
m a c a c t h m a c a c t k
s tg ghk a c t h a c t k
h k m m a c a cs tg m h t m h t
f f
f F F
δ δ
µ τ µ µ− −
− −
− −
= +∑ ∑∑∑∑  
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Optimization 
The deterministic model described above allows a global optimization of the 
selection scheme in order to maximize the frequency of the desired genotype for a 
monogenic trait while minimizing the loss of genetic progress on a polygenic trait. 
These objectives may be achieved by taking into account the whole population (male 
and female) or a part of the population (female or male) for a given age. The decrease in 
genetic progress for the polygenic trait may be considered as a penalty term which may 
be defined either as a strict or as a progressive penalty. Under a strict penalty, the 
objective function is put to 0 when the genetic progress is below a threshold. Under a 
progressive penalty, this term is proportional to the decrease in genetic progress.  
The frequencies of the favorable genotype and the average EBV in the 
population may be considered during all periods of selection (e.g. in the use of 
discounting) or only on the last selection year.  
The decision variables sactgw  and hktα , describing the evolution of the 
population, have to be optimized. In our approach, we did not calculate the derivatives 
of the objective function, differing from the approaches used by Dekkers and van 
Arendonk (1998) and Manfredi et al (1998). A Genetic Algorithm (GA) was used to 
find the optimum solutions (Goldberg, 1989). A GA is an optimization technique based 
on an evolution of a population of artificial individuals. Each individual is a point in the 
research space and is characterized by its “chromosome” Ck, which determines the 
individual fitness h(Ck); k = 1,..., n; n is a population size. The evolution process 
consists of successive generations. At each generation, individuals with high fitness are 
selected; the “chromosomes” of selected individuals are recombined and subjected to 
small mutations. A GA implemented as in Carroll (2001) was used in our study. 
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APPLICATION 
 
This model was applied to an example, where selection for Scrapie resistance, 
which is controlled by a single gene (the PrP gene), was introduced as an additional 
selection criterion in an already existing dairy sheep selection scheme. It is expected 
that genetic progress in the polygenic trait (e.g. milk production) will be reduced under 
this selection objective.   
Scrapie is a spongiform encephalopathy in sheep similar to BSE (Bovine 
Spongiform Encephalopathy) in Bovine and CJD (Creutzfeldt - Jakob disease) in 
Humans. In sheep, a genetic variability of the resistance to scrapie has been 
demonstrated mainly determined by the PrP polymorphisms (Elsen et al., 1998; Fabre et 
al., 2006). Thus, selection on the PrP locus was proposed to improve Scrapie resistance 
in sheep populations. Equations corresponding to this example are given in the 
Appendix.  
The population (Figure 3) was composed of animals, males and females, aged 
from 0 to 6 yr. Females were selected on their own performances (with a selection 
rate 221W ) after their 1st lactation between 2 and 3 yr of age (Figure 3). The selected 
females were distributed in 2 categories, elite ( 232W ) and non elite ( 2311 W− ). Among the 
young males born from matings between elite reproducers, a fraction 111W  was mated to 
non elite females and their EBV’s for the polygenic trait were estimated after a progeny 
test. A fraction 131W  of these males was selected 2 yr later. Among the selected males, a 
proportion 142W  was mated to the elite females to produce young male candidates for 
selection in the next generation. The replacement of females resulted from mating 
4.2 Article 68
 12 
between non elite females and elite, non elite males or males in progeny testing; and 
between elite females and elite males.  
 
 
 
 
 
 
 
 
 
Figure 3. Population description with 7 categories (rectangles), 7 matings paths (thick 
lines), selection steps (dotted lines) and selection proportion sacW  (sex s=1, 2; age 
a=1,..., as ; category c=1,2) 
 
 
2 alleles (favorable vs. unfavorable) were considered for the Prp gene, thus 3 
genotypes exist (g=1 favorable genotype, g=2 intermediary genotype and g=3 
unfavorable genotype). PrP genotypes were known for females and males. Only males 
were selected on their PrP genotype and on their EBV value before and after progeny 
testing. The proportion δ of males in progeny test among reproductive males was equal 
to 0.2. The proportion λa of females with age a (4, 5 and 6 yr) among reproductive 
females was 0.4, 0.3, and 0.3 respectively.  This selection scheme was applied during 15 
yr (T=15) with the following parameter values: 221W =0.8; 232W =0.1; 111W =0.225; 
131W =0.2; 142W =0.3; σ=36. The accuracy for females (ρf) was 0.73. The accuracy for 
Young males Young females
Males in progeny testing
Elite males
Assortative mating
Young males Young males Young females
111W
131W
142W
1421 W−
221W
232W 2321 W−
Not Elite femalesNot elite males Elite females
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males before and after progeny test was 0.56 (ρm1) and  0.77 (ρm2), respectively. The 
accuracy for elite males (ρm3) was 0.89. The GA parameters were: population size=100, 
number of generations=1,000, creep mutation probability=0.02, crossover 
probability=0.5, jump mutation probability=0.01. 
The aim was to maximize Scrapie resistance, minimizing the loss of genetic 
progress in milk production. The objective function chosen was the frequency of 
homozygous favorable females (s=2, g=1) with a penalty on the genetic progress, 
constraining it not to be lower than a percentage π of the progress obtained without 
scrapie selection (∆GT). The objective function can be written as follows: 
3
211 211
1
6
1
6 2
2 1
1 c=1 100 *
1
1
T Tg Tg
g
T
a
acT
a
G f
Fobj
G
a
f
a
pi µ
pi
=
=
=
∆ −
= −
∆
 
 
 
 
 
 
∑
∑
∑∑
 
 The 1st term is the mean of homozygous favorable females of the elite (c=1) and non 
elite (c=2) group weighted by the coefficient 
1
a  (a is the age) which gives more 
importance to younger females. All the females were considered in the objective 
function because all of them will participate in the renewal. The second term is 
proportional to the difference in genetic progress obtained in this selection scheme and 
without selection on Scrapie resistance. 
First, the model was used with different initial frequencies of the favorable 
genotype without any constraint on genetic progress (π=100%). 3 initial frequencies of 
the favorable genotype were considered (0.03, 0.3, and 0.69). Then, situations with 
different constraints on genetic progress were considered while fixing the initial 
frequencies. Finally, simplifications of the strategy were explored to make the 
optimized selection procedures more practicable for farms. 
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Effect of different initial frequencies without constraint on genetic progress 
Whatever the initial frequency, the unfavorable genotype disappeared after 15 
yr of selection (Table I).  
Table 1. Final genotype frequencies for young females, objective function, and loss of 
genetic progress for 3 initial frequencies (g=1 favorable genotype, g=2 intermediary 
genotype, g=3 unfavorable genotype) without any constraint in the loss of genetic 
progress. 
 
Initial 
frequencies 
Final frequencies for 
young females 
Objective 
function 
Loss of genetic 
progress (%) 
Genotype 1        2         3 1             2             3   
 0.03   0.28   0.69 0.77        0.23        0.00 0.68 18.10 
 0.30   0.50   0.20 0.91        0.09        0.00 0.88   6.40 
 0.69   0.28   0.03 0.97        0.03        0.00 0.96   2.00 
 
 
The loss of genetic progress was more important (18.1%) with a low initial frequency of 
the favorable genotype than with a high initial frequency (2.0%). This loss is much 
higher in the first few years, and impacts in the first few years are very important if 
counting discounted returns. The optimal selection proportions and mating rules evolve 
during the 15 yr process. The favorable genotype frequency increased, keeping a high 
selection proportion of the homozygous resistant males before and after their progeny 
test. When the initial frequency of the favorable genotype (0.03 or 0.3) was low, the 
selection proportions of males carrying this genotype were high (0.9 and 0.7) during the 
first years in order to rapidly fix this genotype in the sires. These selection proportions 
decreased progressively when all sires became resistant. When the initial frequency of 
the favorable genotype (0.69) was high, the selection proportions for the favorable 
genotype were lower, in particular before progeny testing (0.32 instead of 0.9 and 0.7). 
Moreover, the selection proportions after the progeny test were constant from the 
beginning, while they were constant only after the 9th and 4th yr for the case of low 
frequencies (0.03 and 0.3). Whatever the initial frequencies of the favorable genotype, 
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none of the susceptible males were selected, eliminating all of them from the beginning. 
A fully favorable population of sires was reached more rapidly with a high initial 
frequency of the favorable genotype (3rd yr) than with a low frequency (8th yr).  
The reduction of the unfavorable genotype frequencies in the dam population 
occurred very slowly because (i) dams were selected just once, (ii) the selection 
threshold was the same across genotype classes and (iii) the selection pressure was low. 
With a high initial frequency of the favorable genotype, the objective was reached and 
the dam population was fully resistant. However with a low frequency, only sires were 
resistant at the end of the 15th yr, with the unfavorable genotype still segregating in the 
dam population. 
 
Effects of different constraints on the loss of genetic progress  
In contrast to the situation described above where no constraint was put on 
genetic progress, a 10% maximum loss of genetic progress at the end of the process was 
allowed (π=90%) for the situation with the lower initial frequency (0.03). The case with 
the initial low frequency of the favorable genotype was studied because the loss of 
genetic progress with this frequency was the most important (18.1%). In this situation, 
the optimal selection proportions of males with a favorable genotype were lower and 
fluctuated between high and low values (Figure 4). These fluctuations can be explained 
by the fact that the genetic progress must be kept over a threshold. Each year, the 
selection intensity varies in order to compensate for the loss in genetic progress.  
Contrary to the previous case, the selection proportions of favorable and heterozygous 
genotypes were high and similar (0.7). The selection proportions for homozygous 
unfavorable sires were null. After the elimination of unfavorable genotype carriers, the 
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selection proportions of the favorable genotype (20%-30%) were higher than for the 
heterozygous genotype (5%-20%). The heterozygous genotype was conserved for a 
longer time than without any constraint on the genetic progress. The objective of 
achieving a fully resistant population of sires was reached less rapidly with 10% of 
maximum loss of genetic progress (11th yr) than without any constraint on genetic 
progress (8th yr). In the dam population, proportions of favorable homozygous and 
heterozygous genotypes were similar. Dams with an unfavorable genotype were almost 
entirely eliminated, being kept at less than 5%. Thus the optimal strategy of selection 
depends on the constraints put on genetic progress. If the priority is to reach a 
population fully resistant to the disease, the loss of genetic progress may not be 
essential, the selection on genotype information is drastic at the beginning of the 
process and the animals are quickly fully resistant. If a more important penalty is put on 
the loss of genetic progress, the selection changes, with cycles of high and low selection 
proportions for the favorable genotype. Eventually, the unfavorable genotype disappears 
and the population is divided between favorable homozygous and heterozygous 
genotypes.  
In the previous case (Figure 4a), the selection proportions decreased gradually, 
as the population became progressively resistant. With a constraint on genetic progress, 
the fluctuation of selection proportions was larger (Figure 4b).  
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Figure 4. Selection rate evolution for the favorable genotype (g=1) without (a) and with 
(b) constraint in loss of genetic progress before progeny test (--), after progeny test (….) 
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not be practicable for breeders owing to the annual variations of the selection 
proportions. However, a detailed analysis of selection proportions and assortative 
mating during the 15 selection yr, suggests some simplifications.  
 
Simplifications of the optimal strategy 
2 cases were analyzed: (1) a low initial frequency of the favorable genotype and 
a maximum 10% loss of genetic progress accepted after 15 selection years and (2) a low 
initial frequency of the favorable genotype without any constraint on the loss of genetic 
progress. The results are given in Table II. The first case shows the evolution of the 
objective function without any penalty on loss of genetic progress. The second case 
shows the evolution of the objective function with a maximum loss of 10 % in the 
genetic progress.  
In the optimal strategy, the selection proportions of the males before progeny 
testing ( 111W , Figure 3) varied between years and thus needed to be optimized. On the 
contrary, some selection proportions were constant after a few years of selection, 
suggesting some simplifications. 
1. Within genotype selection proportions of males after progeny testing: The 
stabilization of these selection proportions is late, after the 11th selection year. 
However, the fixation of these selection proportions was tested. The values of the 
objective function were lower than in the optimal strategy. Thus, these selection 
proportions have to be optimized.  
2. Within genotype selection proportions for elite males: The results of the previous 
optimization suggest a suboptimal strategy where these selection proportions are 
constant. The objective function value obtained with this simplification was similar 
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to the optimal one (Table II). Consequently, it appears that it is not critical for 
within genotype selection proportions for elite males to be optimised every year. 
Table 2. Value of the objective function with some simplifications in 2 cases without 
constraint on loss of genetic progress (L-0) and with 10% of loss of genetic progress (L-
10) 
L-0 L-10 
Fully optimized scheme 0.68 0.53 
Constant selection rate for elite males 0.67 0.53 
Constant selection rate after progeny testing 0.56 0.48 
Random mating 0.68 0.52 
Constant selection rate for elite males + random mating 0.67 0.52 
 
 
Another question was to check if assortative mating based on the genotypes was 
necessary or not. The slight difference in the objective function value between the fully 
optimized scheme and the simplified one shows that mating optimization was not 
necessary. 
Globally, 2 simplifications were thus possible: fixed selection proportions for 
elite males, and random mating. The case combining simplifications gave a value of the 
objective function similar to the optimal one. Moreover, the penalty weight of the loss 
on genetic progress was identical with or without simplifications. Implementing other 
simplifications could give a lower value of the objective function than the one obtained 
in the fully optimized scheme, but these were not considered here. 
In our example, we proposed that the objective was to maximize the genotypic 
frequency of the favorable female genotypes with a penalty on genetic progress. 
Avoiding a loss of genetic progress increases the time needed to reach the fixation of 
the favorable genotype. For example, sires are all resistant at the end of the 8th yr or 
after 11th yr without any constraint or with a maximum loss of 10% of genetic progress, 
respectively. Other objective functions are possible and must be adapted to the aim of 
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the breeder. For example the males’ frequency may be considered instead of the 
females’ frequencies. Males have a more important impact on the selection scheme. In 
this example, the objective was to keep the homozygous genotype, however in the case 
of breeds with a risk of extinction it could be preferable to keep heterozygote genotypes. 
Another option could be to consider, the whole process rather than only the final state of 
the population, possibly using a discounting factor if sooner is better. 
 
DISCUSSION- CONCLUSION 
 
In this paper, a method was developed to optimize selection on an identified 
QTL or gene and a quantitative trait over multiple generations. The breeding program 
modeled assumed assortative mating and overlapping generations. This modeling may 
easily be adapted to a variety of situations concerning the underlying genetic model and 
the selection scheme. In this study, 2 alleles were considered but the methodology can 
consider a multi-allelic case. However, the number of alleles (and genotypes) should be 
limited. The number of optimized parameters increases in an exponential way with the 
number of alleles considered. For instance, when 3 genotypes (2 alleles) are considered, 
10 parameters have to be optimized and, if 10 genotypes (4 alleles) are considered, the 
optimization problem would involve 108 parameters. Only the case with an additive 
QTL or gene was considered here, but dominance could be included. The method can 
also be extended to multiple QTLs or genes with any type of linkage between them 
(epistasis).  
Different methodologies to solve multiple-generation selection problems in 
animal breeding are possible. In this study, a GA was used to solve the optimization 
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problem. Genetic Algorithms are more flexible when additional constraints have to be 
added than Optimal Control Theory, the method used by Dekkers and van Arendonk 
(1998), because in order to optimize selection the derivative of the selection criterion 
has to be calculated with Optimal Control Theory. Use of a GA by-passes this 
difficulty. 
Additive variance was assumed to be constant over generations, and genotyping 
errors and relationship errors were assumed to be non-existent. The reduction of the 
additive variance by selection could be considered in the model.  
The strategy developed here consisted of selecting animals that were resistant to 
a particular disease in order to decrease the number of infected animals. The aim was to 
reduce the incidence of the disease keeping the genetic progress on the traditional 
production traits.  
In this model, inbreeding was not considered. A possibility for taking this into 
account would be to add the notion of family for males. Males of one family participate 
for the males’ renewal for their family and males of different families participate for the 
females’ renewal. This possibility would allow a certain genetic variability to be 
maintained.  
Domestic animal diseases might represent a risk to human health. Thus, the 
identification of genes involved in disease resistance is an important genetic research 
subject. The scrapie case is an example where a national selection program for scrapie 
resistance was implemented as a precautionary measure. This dynamic and 
deterministic model was applied here in the scrapie case, however, it can be extended to 
other genes and selection schemes. For example, genes affecting important performance 
traits such as adiposity or meat quality in pigs ( Le Roy et al., 1990; Larzul et al., 
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1997a; Hamilton et al., 2000) or prolificity in sheep (Davis, 2005; Fabre et al., 2006) 
could use this model. Moreover, this deterministic model could evolve to a stochastic 
model for a limited number of breeding animals in a small population. Our model would 
need to be simplified for use in stochastic simulation, as stochastic simulations with a 
large number of choice variables can be impractical. 
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 APPENDIX: Equations of the example 
2 yr females: 
 21 11tg t gf f2 2 ( −1)=  
21 11tg t gµ µ2 2 ( −1)=  
3 yr non-elite females: 
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where i() is the selection intensity. 
3 yr elite females: 
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4 to 6 yr females  
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2 yr males after progeny testing  
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=
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131tg 121(t-1)gµ µ=  
4 yr non-elite males  
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4 yr elite males  
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Renewal  
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Chapitre 5
Mode`le stochastique
5.1 Re´sume´
La prise en compte de fluctuations de la re´ponse a` la se´lection dues a` des effectifs limite´s
est particulie`rement importante a` conside´rer quand la se´lection se fait sur un ge`ne identifie´.
En effet, si la fre´quence initiale de l’alle`le ayant un effet positif sur le caracte`re d’inte´reˆt est
faible, cet alle`le peut disparaˆıtre par de´rive. L’optimisation d’un plan de se´lection assiste´ par
ge`ne, quand le mode`le prend en compte ces fluctuations, pose ne´anmoins certains proble`mes
spe´cifiques.
Dans le cas stochastique, des de´cisions sont prises sans connaˆıtre exactement leurs
conse´quences alors que dans le cas de´terministe, l’e´volution du syste`me et les apports associe´s
sont parfaitement maˆıtrise´s.
Les relations entre les diffe´rentes composantes du mode`le (parame`tres, variables de
de´cision et d’e´tat) ne correspondent plus a` des statistiques classiques mais peuvent eˆtre
base´es sur des statistiques d’ordre. L’augmentation du nombre de classes et d’e´tapes de
se´lection entraˆıne une mode´lisation tre`s complexe.
Dans le mode`le de´terministe pre´ce´dent, les variables de de´cision a` optimiser sont de´finies
intra classe et par anne´e. Avec cette mode´lisation, le nombre de variables a` optimiser est
important et peu compatible avec une approche stochastique qui est beaucoup plus couˆteuse
en temps de calcul. Nous nous sommes donc focalise´s sur des modalite´s simplifie´es de
se´lection re´pe´te´es identiquement au cours du temps, ou line´airement de´pendante de l’e´tat de
la population a` l’instant t, de´finie par les fre´quences des ge´notypes en cet instant.
Cette approche n’efface pas la difficulte´ due a` la non unicite´ de la re´ponse a` une de´cision.
A un jeu de valeurs des variables de´cisionnelles ne correspond pas une valeur unique de
la fonction objective mais un ensemble de valeurs. En fait, une de´cision a` l’instant t n’est
optimale que si on prend en conside´ration l’ensemble des e´ve`nements a` venir affecte´s de leur
probabilite´ de re´alisation qui de´pendent des de´cisions a` optimiser pour l’avenir ( t+ 1, t+ 2,
..., T ). L’utilisation de simulations avec un mode`le dont les parties e´le´mentaires sont les
individus permet d’obtenir aise´ment des informations sur la variabilite´ de la re´ponse.
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Notre approche conside`re une population subdivise´e en e´le´ments simples : individus
de´finis par leur sexe, age, cate´gorie (e´lite/non e´lite). Chaque individu est caracte´rise´ par son
ge´notype et sa valeur polyge´nique. L’optimisation de la se´lection se fait sur des pe´nalite´s que
l’on ajoute aux estimations des valeurs polyge´niques. Ces pe´nalite´s varient en fonction du
ge´notype au ge`ne identifie´ et e´ventuellement en fonction des fre´quences ge´notypiques au sein
de la population au moment de l’application de la pe´nalite´. Pour un jeu de valeurs de ces
pe´nalite´s, l’e´volution de la population est simule´e plusieurs fois afin d’obtenir la distribution
des variables d’e´tat. La fonction objective est une statistique (espe´rance) des distributions
des ge´notypes du ge`ne affectant le caracte`re secondaire et des EBV du caracte`re principal a`
la fin du processus de se´lection.
Notre objectif a e´te´ de montrer, sur un exemple simple, que la de´marche e´tait possible
et efficace. Nous avons e´galement montre´ comment elle pouvait eˆtre utilise´e pour faire des
choix de me´thodes de se´lection. Pour cela nous avons utilise´, comme support, un mode`le
stochastique de´rive´ du mode`le de´terministe de´crit dans le chapitre pre´ce´dent.
Dans la plupart des populations d’animaux de ferme seuls les effectifs de maˆles sont
limite´s. Dans notre mode`le, les e´le´ments de la population sont les individus pour les maˆles,
et des classes pour les femelles. Les variables d’e´tat caracte´risant ces e´le´ments sont leur
ge´notype et leur valeur polyge´nique pour chaque maˆle, la fre´quence ge´notypique et la
valeur polyge´nique moyenne pour chaque classe de femelles. Pour faciliter la de´monstration,
le sche´ma de se´lection a e´te´ simplifie´ a` l’extreˆme : pas de se´lection de la voie femelle ;
se´lection en une seule e´tape des maˆles (Ns retenus pour N candidats), accouplements au
hasard, ge´ne´rations se´pare´es, variance ge´ne´tique constante au cours du temps. L’optimi-
sation sous contrainte de la fonction objective a e´te´ obtenue a` l’aide de l’algorithme ge´ne´tique.
Nos re´sultats concernant la comparaison entre le mode`le de´terministe et le mode`le
stochastique de´crivant le meˆme type de population a montre´ l’utilite´ d’une approche
stochastique. La strate´gie de se´lection optimale ne peut pas eˆtre re´duite a` celle obtenue avec
un mode`le de´terministe.
D’autre part, les re´sultats obtenus dans le cadre de cette mode´lisation stochastique
montrent qu’un crite`re de de´cision tre`s  simple  donne d’aussi bons re´sultats qu’un
crite`re de se´lection prenant en compte la structure ge´notypique de la population (fre´quence
ge´notypique des femelles ou des maˆles et des femelles). Cependant l’application conside´re´e
est tellement simplifie´e (ge´ne´rations se´pare´es et se´lection sur les maˆles uniquement et en une
e´tape) que les re´sultats obtenus ne sauraient eˆtre ge´ne´ralise´s. De plus, nous nous sommes
restreints dans cette application a` l’optimisation de l’espe´rance de la fonction objective.
D’autres choix auraient pu eˆtre faits comme par exemple l’optimisation de l’espe´rance de la
fonction objective avec une variance minimale.
Cette premie`re approche a permis de re´pondre aux questions concernant l’utilite´ et la
faisabilite´ de conside´rer un mode`le stochastique. Ne´anmoins, il serait inte´ressant de mettre
en oeuvre des situations plus complexes. Par exemple, les  meilleurs  maˆles pourraient eˆtre
conserve´s sur plusieurs ge´ne´rations, plusieurs e´tapes de se´lection pour les femelles comme pour
les maˆles pourraient eˆtre conside´re´es. Il serait e´galement inte´ressant de prendre en compte
l’e´volution de la variance ge´ne´tique au cours des ge´ne´rations. Enfin, dans le contexte qui nous
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pre´occupe d’un nombre limite´ de reproducteurs, la prise en conside´ration de la matrice de
parente´ entre les individus pourrait aider a` minimiser le taux de consanguinite´ et maintenir
une certaine diversite´ ge´ne´tique.
5.2 Article
Cet article va eˆtre soumis a` la revue  Journal of Animal Science .
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ABSTRACT 24 
 25 
Many of the models used to optimise selection process in livestock make 26 
the assumption that the population is of infinite size. The finite size case 27 
should however be considered when selection involves one identified gene. 28 
Indeed, it is likely that a favourable allele of this gene may disappear 29 
through drift if its initial frequency is low. In this paper, a stochastic model 30 
was developed to simultaneously optimize selection on two traits in a 31 
limited size population: a quantitative trait with underlying polygenic 32 
variation and a monogenic trait. We outline the interests of considering the 33 
limited size of the population in a stochastic modeling through a simple 34 
example. Such stochastic models pose some technical problems 35 
(convergence to the maximum, computational burden) which could 36 
obliterate their usefulness as compared to simpler but approximate 37 
deterministic models where the population is supposed to be of infinite size. 38 
Through a simple example, we show the feasibility of the optimization of 39 
this type of model with the genetic algorithm and demonstrate its interest 40 
relatively to the corresponding determinist model which assumes that the 41 
population is of infinite size. 42 
 43 
 44 
Key words: Gene Assisted Selection, Optimization, Small Population, 45 
Genetic Algorithm, Stochastic Model 46 
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 INTRODUCTION 47 
Many studies have demonstrated that marker-assisted selection (MAS/GAS) 48 
is more efficient than classical selection schemes for traits with low 49 
heritability or difficult and/or expensive to measure (Dekkers and van 50 
Arendonk, 1998; Lande and Thompson, 1990; Meuwissen and van 51 
Arendonk, 1992). The superiority of MAS has been demonstrated on the 52 
short term (Gibson, 1994; Larzul et al., 1997; Meuwissen and Goddard, 53 
1996; Pong-Wong and Woolliams, 1998; Spelman and van Arendonk, 1997) 54 
but these results were not confirmed on the long term (Gibson, 1994; 55 
Verrier, 2001). Several procedures to optimise selection with overlapping 56 
generations have been proposed, either to maximise the response to the 57 
selection with an optimal control approach (Chakraborty et al., 2002; 58 
Dekkers and Chakraborty, 2001) or with sequential quadratic programming 59 
(SQP, (Manfredi et al., 1998)). Other studies also attempted to maximise the 60 
genetic progress for one or several traits while limiting the inbreeding 61 
coefficient to a maximum value (Colleau et al., 2004). Costard et al. (2009) 62 
developed a mathematical approach to simultaneously optimise the selection 63 
on two traits: a quantitative trait with underlying polygenic variation and a 64 
monogenic trait. They proposed to maximise the frequency of the 65 
favourable genotype for the monogenic trait (e.g. resistance to a disease) 66 
while minimising the loss of genetic progress on the polygenic trait. 67 
The models that are used to optimise selection process in livestock usually 68 
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make the assumption that the population is of infinite size. Few studies took 69 
into account the variability in the response due to finite size, and mostly in 70 
the classical selection scheme situation (Meuwissen, 1997; Pong-Wong and 71 
Woolliams, 2007; Villanueva et al., 2006). The finite size case should 72 
however be considered when selection mostly focus on one identified gene. 73 
Indeed, it is likely that a favourable allele for the desired genotype may 74 
disappear through drift if its initial frequency is low. 75 
In this study, we address the question of the optimisation of a marker-76 
assisted selection scheme that takes into account the variations due to finite 77 
population size. To this aim, we have further improved the deterministic 78 
model of Costard et al (2009) with a stochastic model and, in this paper, we 79 
demonstrate the feasibility and the relevance of the proposed approach. 80 
 81 
MATERIAL AND METHODS 82 
 83 
The deterministic approach 84 
The model proposed by Costard et al (2009) was developed to optimise (1) 85 
the selection of candidates after their breeding value evaluation for a main 86 
polygenic trait and for a secondary monogenic trait and (2) the mating 87 
between selected individuals. In this study, we will only describe the 88 
selection part of the model. 89 
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The deterministic model proposed by Costard et al (2009) can be described 90 
by a set of equations that include fixed parameters, decision variables (e.g. 91 
selection rate) and state variables. In the case of a deterministic model, these 92 
latter variables are statistics which describe elements of the whole 93 
population. These elements may be individuals or classes of individuals that 94 
share the same characteristics across the population.  In Costard et al 95 
(2009), the elements are classes defined by the sex s, the age a, the genotype 96 
g for a gene to be selected and the category c (e.g. elite vs. non elite for 97 
mating males and females). The state of a class is described by its relative 98 
frequency and by the expectation of the polygenic trait distribution. The 99 
equations model the time evolution of the state variables with respect to 100 
natural (ageing or death) and artificial (selection) phenomena with discrete 101 
steps. 102 
The vector of the state variables at time 1t +  depends on state variables, and 103 
parameters values at time t as well as decision variables values 104 
corresponding to the applied decision between times t and 1t + . 105 
Furthermore, the breeding objective is described by an objective function 106 
that depends on the parameters and the variables in the model. For example, 107 
this function can be the favourable genotype frequency in the reproducers 108 
that were born in the last selection year. 109 
With this type of modelling, a set of parameters and decision variable values 110 
corresponds to one and only one evolution of the state variables, and, 111 
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therefore, to only one value of the objective function.  To maximise the 112 
objective function, the optimisation of the decision variables is performed 113 
using optimal control algorithms (Chakraborty et al 2002, Dekkers and 114 
Chakraborty 2001), sequential quadratic programming (SQP, Manfredi et al 115 
1998) or genetic algorithm (Costard et al, 2009). Note that the selection 116 
process being dynamic,  the best decision at time t+1 depends on the state 117 
variables values at time t, and it is needed to simultaneously optimise the 118 
whole set of decision variables across time. In other words, the optimisation 119 
results in a set of decisions which evolve across time when the population 120 
state changes, especially for the genotype frequency on the identified gene. 121 
For example, it may be optimal to apply a high  selection pressure on the 122 
candidates class which carry the favourable genotype at the beginning of the 123 
process, when the genotype is not frequent, and an medium selection 124 
pressure at the end of the process, when the genotypes becomes dominant. 125 
In practice, in Costard et al (2009) modelling, the decision variables are 126 
selection rates, on genetic values for the polygenic trait of individuals 127 
belonging to key classes (defined by some s, a, c) in the population. Note 128 
that mating probabilities between elite individuals according to their 129 
genotype can also be introduced in the model. If individuals belonging to a 130 
class Csagc  are involved in a selection step, the optimisation will provide the 131 
selection rates qsacgt on their estimated breeding value (EBV) that must be 132 
applied to candidates with genotype g at time t, given the constraint that the 133 
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mean selection rate across the three genotypes (for a biallelic gene), must be 134 
equal to a fixed qsac Other decision variables could have been used without 135 
affecting the meaning of the model: an EBV threshold value sacgt λ  above 136 
which the candidates would be selected, or the addition of a penalty term 137 
sacgt θ  to the EBV. The state variable ‘mean polygenic value’ sacgt+1 µ  of the 138 
progeny at time t+1 resulting from the selection within  Csacg at time t is 139 
function of sacgt µ , the relative genotypes frequencies sacgt f and the rates, 140 
thresholds or penalty terms sacgt sacgt,  ,sacgtq λ θ . 141 
 142 
Proposed stochastic approach 143 
In the case where the population size is finite, one must take into account 144 
the variability of possible states at time t+1 resulting from a decision taken 145 
at time t . This variability generates two specific phenomena. 146 
 147 
Firstly, the relationship between the parameters, decision and state variables 148 
– elementary statistics on EBV and genotypes distributions of the population 149 
elements, must be adapted, for instance using order statistics.  However, the 150 
modelling problem quickly becomes inextricable when the number of 151 
classes and selection cycles increase. A simpler approach would be to 152 
consider as model elements the individuals, rather than their classes. For 153 
example, if the number of 4-years old elite males is limited to 5 individuals, 154 
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the 3 elements of the corresponding model (three classes defined by the 155 
possible genotypes on a biallelic gene) will be replaced by 5 elements (the 5 156 
individuals sharing the same sex, age and category), but each possessing its 157 
own state defined by its genotype and polygenic value. 158 
This approach does not solve the difficulties linked to the fact that there is 159 
not a unique response at time t+1 (described by the state values at this time), 160 
to a decision taken at time t , and, thus, that there is not a unique value of the 161 
objective function corresponding to a set of decision variables. 162 
 However, this type of modelling enables to easily simulate the selection 163 
process, to obtain a distribution of possible responses, and thus to estimate 164 
parameters of the objective function distribution, such as its expectation, for 165 
any set of decisions. Several criteria can be chosen as objective function, 166 
such as minimising the probability that the favourable genotype frequency, 167 
or a combination of favourable genotype frequency and genetic progress on 168 
the polygenic trait is below a fixed threshold. 169 
It must be emphasized that, with this stochastic modelling approach, the 170 
decision variables (rates, thresholds or penalties ,   ou sacgt sacgt sacgtq λ θ ) are 171 
not equivalent. We do not think in terms of a proportion of selected 172 
individuals (qsac) but in terms of number of selected candidates Ns amongst 173 
N individuals. In this case, only the penalty terms are easily applicable: the 174 
Ns candidates will be the ones with the largest penalised EBV. 175 
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 176 
Secondly, the search for the optimal selection process should take into 177 
account the possible events to come: a decision taken at time t will be 178 
optimal only if the set of following events weighted by their probabilities 179 
are considered. These probabilities depend on the decisions to be optimised 180 
at time t+1, t+2, …, T.  Thus the rule used in the deterministic modelling 181 
(simultaneous optimisation of the whole set of decision variables across 182 
time in order to deal with the fact that  the best decision at time t+1 depends 183 
on the state variables values at time t) is not practically applicable, For 184 
instance, dynamic programming, although often used in this framework, 185 
cannot be applied in our particular case where the state variables are 186 
numerous continuous variables instead of a few discrete variables. 187 
 188 
In the deterministic models proposed by Chakraborty et al 2002, Dekkers 189 
and Chakraborty (2001), Manfredi et al (1998) and Costard et al (2009), 190 
optimal penalties (or equivalently to the selection rates) were determined for 191 
each year and class (sex/genotype/category) or (sex/age/category/genotype) 192 
I.e., the elements of the model. In the present stochastic modelling, we 193 
propose to focus the optimisation on a simplified framework, with  within 194 
genotypes penalties constant across time, or with penalties linearly 195 
dependent on the population state at time t, such as the genotype frequency 196 
at time t. 197 
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To summarise, we propose the following approach: The population is 198 
analysed with simple elements: the individuals characterized by their sex, 199 
age, category (elite/non elite). Their state is defined by their genotype g and 200 
their polygenic value m. 201 
1. The optimisation of the selection consists in choosing the penalties 202 
to be added to the estimated breeding values (EBV). These penalties 203 
vary according to the genotype at the identified gene and possibly 204 
according to the genotype frequencies when applying the penalty. 205 
2. For a given set of penalties, the population evolution is simulated 206 
many times so as to obtain the distribution of the state variables. 207 
3. The objective function is a composite statistic of the distribution, at 208 
some stage of the selection process (e.g. the last year) and across 209 
elements of the models defined by some characteristics (e.g. the 1 210 
year old females), of genotypes at the gene affecting the secondary 211 
trait and of polygenic values for the main trait.  212 
Besides the computational time inherent to any stochastic approach, the 213 
proposed approach can be invalidated for two reasons: 214 
1. All numerical optimisation procedures are based on the evaluation of 215 
differences between objective function values obtained for decision 216 
variables vector which are closer and closer to each other when the 217 
optimum is nearly reached. It may be possible that the estimation 218 
errors of the objective function are of the same order of these 219 
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variations, which would render the convergence towards an optimum 220 
impossible. 221 
2. We cannot exclude that the approximate solutions given by a simpler 222 
deterministic model was sufficient if one is solely interested in the 223 
distribution expectations. 224 
In this study, our aim is to show that our proposed approach is feasible and 225 
efficient on a simple example. We will then illustrate how this approach can 226 
be used to choose amongst different selection methods. 227 
 228 
Proof model 229 
In most livestock populations, only the males numbers are small. Our 230 
illustrative model is therefore composite, as the population elements are 231 
individuals for the males and classes for the females. Consequently, the state 232 
variables which characterise these elements are the genotype gj and the 233 
polygenic value mj for each male, the genotypic frequency , , , ,s a c t gf  and the 234 
mean polygenic value 
, , , ,s a c t gµ  for each class of females (s=2). 235 
To facilitate the proof of concept, the selection scheme is extremely 236 
simplified (Figure 1). There is no female selection, the male selection is 237 
performed in one step (Ns selected candidates amongst N candidates), and 238 
we include random mating, non-overlapping generations and constant 239 
genetic variability across time. We use the notations of Costard et al (2009) 240 
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with the appropriate modifications to take into account the finite male 241 
population size. 242 
 243 
Modelling the renewal 244 
Females renewal. The genotypic frequency and the mean polygenic values 245 
of the new generation (a=1, c=1) at time t are defined as: 246 
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where 
1 if the male  is selected
0 otherwisei
iη = 

 249 
igh k
τ
 is the probability that the progeny has a genotype g given that the 250 
parents have the genotypes k (dam) and hi  (sire i)  2( 1)t kF −  is the probability 251 
that the dam has a genotype k, defined by: 252 
2( 1) 2 2 ( 1)
,
t k ac ac t k
a c
F fδ
− −
= ∑  253 
where δ2ac is the proportion of females of age a and class c. 254 
Males renewal. We randomly simulate the genotype gi=g and the polygenic 255 
value mi of the sire i (i=1…N), which is the progeny of the sire j of genotype 256 
hj, and of polygenic value mj. The genotype is simulated from a multinomial 257 
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distribution with parameters 2( 1)jg gh k t k
k
p Fτ
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 261 
Modelling the reproducers selection 262 
For the generation t, an index ( , ) ( , ) j jI j t m c t h= +  is assigned to each 263 
male candidate j. This index is a linear combination of its polygenic value 264 
jm  and a weight ( , ) jc t h , which is function of its genotype hj. The Ns 265 
males with the largest index values I(j,t) are selected amongst the N 266 
candidates to renew the population. 267 
The weight formulation ( , ) jc t h can be optimised. For example, a selection 268 
uniquely based on the main polygenic trait is obtained using the index 269 
( , ) jI j t m= . Conversely, the criterion ( , ) ( , )jI j t c t h=  corresponds to a 270 
selection that is only based on the secondary trait. Generally, the coefficients 271 
( , ) jc t h can be constant or depend on generation t population characteristics 272 
such as males and/or females genotypic frequencies. The optimisation of the 273 
reproducers selection, and therefore of the selection process first consists in 274 
choosing the type of weights, and then in determining the best values to be 275 
assigned to decision variables for each type of weight. In our proof model, 276 
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three types of weight and indexes (I1, I2, I3), which correspond to 277 
respectively 10, 6, and 2 decision variables are compared: 278 
1. The weights ( , )jc t h  can be a linear combination of the males and 279 
females genotypic frequencies in the population at generation t: 280 
 1 2,1,1, ,1 2 2,1,1, ,2 3 1,1,1, ,1 4 1,1,1, ,2 5
6 2,1,1, ,1 7 2,1,1, ,2 8 1,1,1, ,1 9 1,1,1, ,2 10
( ,1) 0
( , 2)
( ,3)
t t t t
t t t t
c t
c t f f f f
c t f f f f
θ θ θ θ θ
θ θ θ θ θ
 =

= + + + +

= + + + +
 281 
The 10 parameters to be optimised are in this case 1 10,...,θ θ . The 282 
information about the males genotypic frequencies is neglected as they have 283 
a low economical impact for the production given their small population 284 
size. 285 
 286 
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 288 
The 6 parameters to be optimised are 1 2 3 4 5 6,  ,  ,  ,  ,  θ θ θ θ θ θ . 289 
At last, the third type of weight is the simplest case where the coefficients 290 
( , )jc t h  are constant for any generation t: 291 
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In this particular case, there are only 2 parameters to optimise 1 2,θ θ . 293 
 294 
Objective function 295 
To facilitate the comparison between the stochastic and the deterministic 296 
models, the objective function to be maximised is the expectation of a 297 
composite function which describes the population state at the end of the 298 
selection process for the secondary trait (favourable female genotype 299 
frequency) and for the main trait (deviation from the maximally achievable 300 
genetic progress): 301 
( ) '2,1,1, ,1max  max  obj T G GF f G
piλ
pi
 ∆ − ∆Ε = Ε − ∆ 
 302 
where 'G∆  is the genetic progress achieved on the main trait for the 303 
simultaneous selection on both traits, G∆  is the genetic progress that would 304 
have been achieved without selection on the secondary trait and pi  is the 305 
percentage of tolerated loss of genetic progress. Following Costard et al 306 
(2009), this objective function is therefore a combination of the female 307 
frequencies carrying the desired genotype at the last generation and a 308 
penalisation on the loss of genetic progress, according to a weight λ  chosen 309 
by the breeder. As in Costard et al (2009), the optimisation under constraint 310 
of the objective function was obtained with a genetic algorithm. 311 
 312 
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Numerical application 313 
The population consists of N = 10 males, amongst which the Ns = 5 best 314 
ranked males according to their index are selected. After this selection, 315 
males and females are mated in a panmictic manner, with an identical male 316 
contribution (one male gives 2 males progenies for each generation). This 317 
process is iterated on T generations (5, 10, 15, 20) and simulated 1000 318 
times. The 3 considered genotypes (g=1,2,3) have respective initial 319 
frequencies of 20%, 50%, 30%. The genetic variance is equal to σ2g=36.  In 320 
this example, the coefficient λ is set to an arbitrary value of 5. 321 
 322 
RESULTS 323 
Feasibility of the model 324 
We compared the results obtained by the genetic algorithm with those 325 
obtained by a grid search for the third index 3I  with two decision variables 326 
( 1 2,θ θ ). Three different cases were tested with 5, 10 and 15 generations with 327 
a maximum loss of progress of 10%. Both approaches gave similar results 328 
(Table 1). Results are better with genetic algorithm. These results could be 329 
explained by the imprecise step of the grid search (0.2) and by the limited 330 
number of simulation (100). Therefore, for this selection scheme, a global 331 
optimisation with a stochastic modelling approach seems feasible with a 332 
genetic algorithm.   333 
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Superiority of the stochastic model compared to the deterministic model  334 
The deterministic model of Costard et al (2009) has been simplified to fit 335 
into the stochastic model framework described above. For any generation, 336 
the male selection is performed with a constant rate 111W  as in Costard et al 337 
(2009). The characteristics of the selected males, such as genotypic 338 
frequencies and polygenic values are obtained as follows: 339 
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The mating between the selected males and the females is randomly 341 
performed. The genotypic frequency and the mean polygenic value of the 342 
progeny are: 343 
( ,1,1, 1, ) (1, 2, 2, , ) (2,1,1, , )ghk
h k
f s t g f t h f t kτ+ =∑∑  344 
1( ,1,1, 1, ) (1,2,2, , ) (2,1,1, , )( (1, 2, 2, , ) (2,1,1, , ))
2 ( ,1,1, 1, ) ghkh k
s t g f t h f t k t h t kf s t gµ τ µ µ+ = ++ ∑∑345 
 346 
Table 2 displays the optimisation of the deterministic model given the 347 
different configurations: 5, 10, 15 and 20 generations, 10% loss of genetic 348 
progress or no constraint on the loss. The values of the objective function 349 
obtained with the deterministic model are in general greater or equal to 350 
those obtained with the stochastic model. These results were logical as the 351 
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deterministic model did not consider the depressing effect of the random 352 
sampling on the mean distributions. The finite population size therefore has 353 
a noticeable effect on the selection outcome.  The optimal values of the 354 
prediction of the coefficients  1 2,θ θ  that were obtained without constraint on 355 
the loss of genetic progress were very high for both stochastic and 356 
deterministic model. However, these values strongly decrease when a 357 
constraint on the loss of genetic progress is imposed. In addition, with this 358 
constraint, the values of the coefficients 1 2, θ θ  were very close for both 359 
models. 360 
In order to assess the difference in prediction between the two models, 361 
simulations were performed with the stochastic model using values of the 362 
coefficients 1 2,θ θ obtained with the optimisation of the stochastic model 363 
(“stochastic coefficients”) and values obtained with the optimisation of the 364 
deterministic model (“deterministic coefficients”)  (Table 3). In the case 365 
where no constraint were imposed on the genetic progress, the use of a 366 
stochastic model is not justified as the results obtained with both models 367 
were identical. 368 
In the case where a constraint was imposed, there was a significant 369 
difference between outputs of the stochastic model using stochastic or 370 
deterministic coefficients (p < 0.001): the objective function value of the 371 
stochastic model was smaller using the deterministic rather than the 372 
5.2 Article 106
stochastic coefficients whatever the generations number, with a lower loss 373 
of genetic progress is less important and lower female genotypic frequency . 374 
As our aim is to obtain a maximum genotypic frequency, a stochastic model 375 
rather than a deterministic model seems therefore appropriate. 376 
 377 
Application of the stochastic model to choose a selection criterion  378 
The stochastic model was evaluated with different indexes 1 2 3, ,I I I  on 5, 379 
10, 15 and 20 generations, with different values of accepted genetic progress 380 
loss: 5%, 10% and 100%. Table 4 shows that the values of the optimised 381 
objective function were similar for any type of index. Therefore, taking into 382 
account the population structure with 1 2,I I  does not seem useful. In our 383 
setting with non-overlapping generations and a selection of the males only 384 
in one step, the I3 index is sufficient. 385 
Regarding the coefficient values 1 2,θ θ  for the index 3I  and the different 386 
tested configurations, the coefficients assigned to the males of genotype 2 387 
and 3 were negative (Table 2). The coefficient assigned to the genotype 2 388 
was less penalising than the one assigned to the genotype 3. 389 
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DISCUSSION- CONCLUSION 390 
The feasibility of the optimisation with a stochastic modelling using a 391 
genetic algorithm was validated through a grid search in a very simple 392 
framework. 393 
The comparison made between the deterministic and stochastic models 394 
demonstrated the usefulness of a stochastic approach: an optimal selection 395 
strategy obtained with this approach could not be obtained with a 396 
deterministic model. 397 
In a stochastic modelling framework, the results obtained with a ‘simple’ 398 
decision criterion were as good as those obtained with a selection criterion 399 
that takes into account the genotypic structure of the population, such as 400 
females and/or males genotypic frequency. However, our framework was 401 
restricted to non overlapping generations and the selection of the males only 402 
in one step. The generalisation of the obtained results should therefore be 403 
taken with caution. 404 
It would be interesting to set into more complex frameworks. For example, 405 
the ‘best’ males could be kept during several generations, or several 406 
selection steps for both females and males could also be considered. It 407 
would also be interesting to take into account the evolution of the genetic 408 
variance across generations. Finally, in the specific setting of a finite 409 
population size of reproducers, considering the relationship matrix between 410 
the individuals may help minimising the inbreeding rate and maintaining a 411 
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genetic diversity. 412 
To illustrate the application of the proposed stochastic approach, we have 413 
restrained our study to the optimisation of the objective function 414 
expectation. Other criteria should have been used, such as the maximisation 415 
of the objective function expectation with a constraint on the variance. 416 
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Figure 1. selection scheme with 3 categories (rectangles), one selection 477 
step (dashed line) and random mating (arrows). 478 
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Table 1. Optimised parameter values and objective function obtained with 479 
the grid search and the genetic algorithm with a maximum loss of progress 480 
of 10%. 481 
Resolution Generation 
number 1θ  2θ  
Objective 
function 
  5 -5.8 -8,8 0.43 
10 -4 -11,8 0.76 Grid search 
15 -7 -12 0.94 
  5 -5.23 -9.15 0.44 
10 -4.78 -10.8 0.77 
Genetic 
algorithm 
 
15 -6.98 -11.99 0.96 
 482 
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Table 2. Results obtained with the optimisation of the deterministic and the 483 
stochastic models with the optimised parameters 1 2,θ θ  and the objective 484 
function for different configurations: number of generation cycles, 485 
percentage of tolerated loss of genetic progress. 486 
Model  Generation nb. Accepted loss ∆G  
 
 
 
 
Objective 
function 
100% -47.19 -90.11 0.83 5 10% -3.70 -8.20 0.44 
100% -34.02 -99.89 0.99 10 10% -4.04 -9.94 0.78 
100% -32.92 -97.70 1.00 15 10% -6.54 -11.42 0.99 
100% -47.70 -57.30 1.00 
Deterministic 
20 10% -10.81 -16.26 1.00 
100% -40.67 -92.86 0.77 5 10% -5.23 -9.15 0.44 
100% -37.33 -77.91 0.99 10 10% -4.78 -10.80 0.77 
100% -37.74 -77.91 1.00 15 10% -6.98 -11.99 0.96 
100% -60.71 -95.19 1.00 
Stochastic  
20 10% -9.37 -16.6 0.99 
 487 
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Table 3. Results obtained with different values of coefficients in the 488 
stochastic model: coefficients with the optimisation of the stochastic model 489 
and coefficients from the optimisation of the deterministic model  490 
Generation 
nb. 
Coefficients from 
the optimisation 
model  
Objective 
function 
Favourable 
genotype 
frequencies  
% loss 
Accepted loss =100% 
Deterministic 0.77 0.77 60% 5 Stochastic 0.77 0.77 60% 
Deterministic 0.99 0.99 33% 10 Stochastic 0.99 0.99 33% 
Deterministic 1.00 1.00 22% 15 Stochastic 1.00 1.00 22% 
Deterministic 1.00 1.00 16% 20 Stochastic 1.00 1.00 16% 
Accepted loss =10% 
Deterministic 0.32 0.2 9.3% 5 Stochastic 0.44 0.44 10% 
Deterministic 0.66 0.59 9% 10 Stochastic 0.77 0.77 10% 
Deterministic 0.90 0.87 9% 15 Stochastic 0.96 0.96 10% 
Deterministic 0.97 1 10.5% 20 Stochastic 0.99 0.99 10% 
 491 
 492 
 493 
 494 
 495 
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Table 4. Objective function values obtained with the different indexes for 5, 496 
10, 15 and 20 generations, 5 %, 10% and 100% of loss of genetic progress. 497 
Objective function Generation 
number 
Accepted 
loss ∆G  
 1St index 2nd index 3rd index 
100%  0.768 0.768 0.768 
10% 0.440 0.442 0.441 5 
5% 0.368 0.370 0.368 
100% 0.992 0.992 0.992 
10% 0.770 0.772 0.768 10 
5% 0.607 0.61 0.611 
100%  1 1.00 1.00 
10% 0.950 0.965 0.963 15 
5% 0.802 0.807 0.803 
100% 1.00 1.00 1.00 
10% 1.00 1.00 1.00 20 
5% 0.932 0.94 0.941 
 498 
Quatrie`me partie
Mode`le e´pide´mio-ge´ne´tique
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Chapitre 6
Combinaison Mode`le
ge´ne´tique-Mode`le e´pide´miologique
6.1 Re´sume´
Afin de quantifier si l’optimisation de la se´lection simultane´e sur le ge`ne PrP et sur
un caracte`re de production peut avoir un re´el impact sur l’e´volution de la maladie, le
mode`le de´terministe de´veloppe´ dans le chapitre 4 a e´te´ couple´ avec un mode`le dynamique
e´pide´miologique. La combinaison de ces deux mode`les permet d’e´tudier l’impact de diffe´rentes
strate´gies de se´lection sur l’e´volution de la tremblante. Les donne´es utilise´es pour effectuer
nos simulations sont des donne´es  re´elles  issues de 3 races franc¸aises : Lacaune, Manech
Teˆte Rousse (MTR) et Manech Teˆte Noire (MTN)
Pour e´tudier l’impact de la se´lection sur la propagation de la tremblante intra-troupeau
dans les trois races (Lacaune, MTR et MTN), nous avons conc¸u plusieurs scenarios de si-
mulation. Ces scenarios combinent trois strate´gies de se´lection (pas de se´lection sur le ge`ne
PrP, se´lection sur le ge`ne PrP avec une forte contrainte sur la perte du progre`s ge´ne´tique du
caracte`re de production (1%) et une se´lection sur le ge`ne PrP sans contrainte sur la perte du
progre`s ge´ne´tique du caracte`re de production), a` quatre scenarios d’introductions de la trem-
blante (nombre de brebis infecte´es au de´but de la simulation (1 ou 5) et nombre d’introduction
de brebis infecte´s par an (0 ou 1)). Ces sce´narios sont simule´s sur 15 anne´es.
Le mode`le e´pide´miologique a pour objectif d’e´tudier la propagation de la tremblante clas-
sique au sein de diffe´rents troupeaux ovins. Ce mode`le est base´ sur un mode`le SI-re´alistes ou`
la population est divise´e en individus susceptibles de contracter la maladie (S), et en indivi-
dus infectieux (I). Le mode`le se concentre sur la population de brebis de remplacement. La
contribution des be´liers et des agneaux a` la propagation de la maladie est ne´glige´e. En effet,
le nombre de be´liers au sein des troupeaux est faible et les agneaux qui ne sont pas garde´s
pour la reproduction sont abattus avant l’aˆge de huit mois. Ce mode`le e´pide´miologique prend
en compte la taille du troupeau, sa structure en age et en ge´notype, le taux de renouvelle-
ment/re´forme, le taux d’e´quarrissage et les politiques d’achats/ventes.
La combinaison du mode`le de´terministe ge´ne´tique et du mode`le e´pide´miologique
se fait au niveau des accouplements dans le mode`le e´pide´miologique. En effet, les
fre´quences ge´notypiques obtenues lors de l’optimisation de la se´lection sur le ge`ne PrP a`
chaque ge´ne´ration sont utilise´es lors de la simulation des accouplements dans le mode`le
e´pide´miologique. Ces accouplements se font soit de manie`re de´terministe soit de manie`re
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stochastique.
Les re´sultats obtenus avec les accouplements conside´re´s de manie`re de´terministe ou sto-
chastique sont en moyenne similaires. Nous avons de´cide´ de nous attarder sur les re´sultats
obtenus avec la prise en compte de la stochasticite´.
Les re´sultats obtenus avec les diffe´rents sce´narios montrent que l’incidence cumule´e a` la
fin du processus est d’autant plus faible que la se´lection sur le ge`ne PrP est importante. Ce
constat est le meˆme quelque soit le troupeau conside´re´. Cependant il est plus marque´ dans le
troupeau ou` la fre´quence initiale de l’alle`le de re´sistance est faible. Ce constat est e´galement
visible au fur et a` mesure des ge´ne´rations.
Cette diffe´rence se constate e´galement au niveau des e´cart types de l’incidence de la
maladie. Ces variables de´croissent sous l’effet de la se´lection contrairement aux fre´quences
ge´notypiques des animaux dit re´sistants qui augmentent. Ces re´sultats montrent que l’opti-
misation de la se´lection sur le ge`ne PrP pour la re´sistance a` la tremblante a un effet tre`s
important sur l’incidence de la maladie et sur l’e´volution de la structure de la population.
Les diffe´rents scenarios d’introduction de la tremblante peuvent eˆtre classe´s selon un ordre
de  gravite´  croissant : (1) introduction initiale d’un infecte´ sans introduction au cours du
processus, (2) introduction initiale de cinq infecte´s sans introduction au cours du processus,
(3) introduction initiale d’un infecte´ avec une introduction par an lors du processus et (4)
enfin introduction initiale de cinq infecte´s avec une introduction par an lors du processus.
Le cas ou` on conside`re initialement un infecte´ sans ajout de tremblante durant le processus
se de´tache des autres scenarios. L’incidence cumule´e est tre`s nettement infe´rieure aux autres
cas. Cette diffe´rence augmente sous l’effet de la se´lection sur le ge`ne PrP. En revanche pour
les fre´quences ge´notypiques, la diffe´rence est moins importante et quasiment inexistante au
de´but du processus.
Pour ve´rifier la robustesse de nos re´sultats a` l’incertitude sur les parame`tres
e´pide´miologiques, nous avons effectue´ une analyse de sensibilite´. Le plan d’expe´rience
conside´re´ n’est pas complet mais satisfaisant puisque que le coefficient de de´termination R2
dans chaque analyse est supe´rieur a` 99%. Cette analyse a permis de de´finir les parame`tres
ayant le plus d’impact (coefficient de transmission de la maladie, caracte´ristiques du trou-
peaux, se´lection, introduction de la tremblante). Les re´sultats obtenus permettent de mettre
en e´vidence que l’incidence de la tremblante au sein d’un troupeau fluctue en fonction de leurs
caracte´ristiques (fre´quences ge´notypiques) ainsi que de la strate´gie de se´lection. Ces re´sultats
sont venus conforter ceux obtenus pre´ce´demment.
Le troupeau  Lacaune  est un troupeau assez particulier (fre´quence de l’alle`le de
re´sistance e´leve´e de`s le de´part). Ces caracte´ristiques font que l’incidence cumule´e se stabi-
lise quelque soit l’introduction de la tremblante faite dans le troupeau. L’e´radication de la
maladie dans ce genre de troupeau s’ave`re plus facile que dans les autres troupeaux pour
lesquels une se´lection sur le ge`ne PrP plus forte est ne´cessaire afin d’e´radiquer la tremblante.
Les strate´gies de se´lection ont un fort impact sur l’e´pide´mie de la maladie et sont donc un
outil efficace pour le controˆle de la tremblante. Toutefois, leur efficacite´ en termes d’e´radication
de la maladie de´pend fortement de la mise en place des sce´narios e´pide´miologiques.
6.2 Article
Cet article est en cours de re´daction.
6.2 Article 120
Combining dynamic epidemiological and genetic models to assess
the impact of genetic selection strategies on the spread of classical
scrapie within a sheep flock
Anne Costard,Suzanne Touzeau, Jean-Michel Elsen
Version 09/09/2010
1 Introduction
Scrapie is a fatal infectious neurodegenerative disease in sheep. Genetic resistance to clinical
scrapie is associated with polymorphisms at three sites on the PrP gene, i.e. at codons 136(A/V),
154(R/H) and 171(Q/R/H) where each letter represents the amino acids at the indicate codon.
The VRQ allele is associated with a high susceptibility to scrapie [10] while the ARR allele is
associated with a resistance to scrapie and bovine spongiform encephalopathy (BSE) ([7]). It is
difficult to distinguish between BSE and natural scrapie in sheep on the basis of clinical signs,
so many countries have established eradication breeding program to eliminate scrapie in sheep
breeds. These programs aim at increasing the ARR allele frequency in the populations. Data
from flocks entering in such breeding programs were analysed. The analyses suggested that
this introduction was an effective way to reduce the incidence of clinical scrapie confirmed by
mathematical model ([15],[20]). Different mathematical epidemiologic modellings (deterministic
or stochastic) were created to understand the assessing of susceptibility to scrapie, to characterize
different transmission scenarii or to assess the effect of scrapie control measures ([15], [11] , [14],
, [16], [2], [1], [9]).
However selection on PrP genotypes could have negative consequences on genetic progress
for the other economical important traits. This may be the consequence of the loss of selection
pressure, the emergence of a lonkage disequilibrium between the PrP gene and the polygenic
background, the increase of inbreeding and / or the loss of genetic varaibility. Some studies
assessed those possible impacts of selection on PrP genotype([12], [3], [6], [13], [21]). Selection
in favor of the ARR allele is expected to reduce the rate of genetic progress in selected trait
in populations where the frequency of this allele is low. To help the control of this drawback,
Costard et al ([5]) created a genetic deterministic and dynamic model to maximize scrapie
resistance with a constraint on loss of genetic progress on an economical important trait such as
milk production. It has been supposed that the disease does not become epidemic if the number
of susceptible animals is low. Under this hypothesis, classical scrapie could be eradicated without
the need to fix the ARR allele in the population ([15]).
The objective of this study was to evaluate the impact of selective breeding strategies on the
spread of classical scrapie within French sheep flocks. We combined a dynamic epidemiological
model with optimal outputs of a dynamic deterministic genetic model.
2 Materials and methods
2.1 Epidemiological model
The aim of this model is to represent the spread of classical scrapie within a sheep flock. The
model focuses on the ewe population replacement. This is justified by the observation that few
1
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rams are generally present in a flock and that lambs that are not kept for breeding purposes are
culled before the age of eight months. The contribution of rams and lambs to the disease spread
can therefore be neglected.
The realistic SI-like epidemiological model is based on [18] and [19], where S represents
the susceptible and I the infected incubating individuals. The population representation is
simplified, as it incorporates age classes instead of a continuous age structure. The main features
are similar: seasonality in breeding and transmission, genetic and age-dependent susceptibilities,
long and variable infectious incubation periods. The epidemiological and demographic processes
are refined: two lambing seasons for ewes and ewe-lambs, selective breeding, stochastic mating,
seasonal reform, variable exposure to the disease. The elements S,I,M,B represent the number
of animals Infected, Susceptible, Dead or Born in a given period of time and within a genotype
and an age class. They are represented in Figure 1 and described below. The complete set of
equations appears in Appendix A.
Ig,a (t,i)Sg,a (t)
Horizontal
transmission
B (t)gMg,aS (t) Mg,aI (t,i)
Jg,aS (t) Jg,aI (t,i)
Tg,a (t) Yg,a (t)
Purchases (introduction scenario)
incidence
Scrapie
(i=1)
Birth
(a=1)
Susceptible Infected
Mortality
reform, etc.
ram genotypes (breeding strategy)
Figure 1: Epidemiological model. Flock at time t of susceptible (S) and infected incubating
(I) renewal ewes, structured by genotype (g ∈ {1, . . . , Ng}), age class (a ∈ {1, . . . , Na}), and
infection load (i∈ [0, 1]). Demographic processes (purple arrows) include birth (B), represented
by an inflow of susceptible indiduals in the first age class (a = 1), non scrapie mortality (M)
and purchases (J). Epidemiological processes (green arrows) include horizontal transmission
(T ) and scrapie incidence (Y ), which occurs at the end of the incubation period (i = 1). Birth
depends on the breeding strategy that determines the ram genotypes; purchases depend on the
introduction scenario.
Birth There are two lambing seasons: the main one for ewes of age two and more that gives
birth to replacement ewes (sb(t) = 1 if time t ∈ lambing season); another one for the ewe-lambs
whose lambs are not integrated in the study population (idem with sl(t)).
To determine the breeding matrix (Ggg′) which gives the proportion of lambs with genotype
g born from ewes with genotype g′, one needs to know the genotypes of the rams used for mating.
It depends on the breeding strategy chosen (cf. Section 2.3.2). When no selective breeding is
implemented, the ram genotype frequencies are similar to those of the flock. Otherwise, they are
obtained by the genetic model (cf. Section 2.2). As few rams are used for mating, their genotypes
are drawn from a multinomial law, the probabilities being given by the genotype frequencies.
Breeding aims at maintaining the total population size P at a given level, so the birth rate
b is adjusted so as to reach a target population size at the end of the lambing season. The birth
function is hence given by
Bg(t) = sb(t)b(t, P )
∑
g′
Ggg′(t)
∑
a′>2yr
Pg′,a′(t), (1)
where Pg′,a′(t) = Sg′,a′(t)+
∫ 1
0 Ig′,a′(t, i)di represents the population in age class a
′, with genotype
g′, at time t.
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Horizontal transmission Horizontal transmission concerns all age classes and includes peri-
natal transmission. Vertical transmission is neglected, as contamination in lambs often occurs
shortly after birth rather than in utero [4].
The PrP genotype is a major susceptibility gene for scrapie, so relative genetic susceptibilities
(σg ∈ [0, 1]) are introduced in the model. Young animals are considered to be more at risk. The
relative age susceptibilities (σa ∈ [0, 1]) therefore follow a decreasing step function.
Transmission is assumed to take place mainly during lambing seasons (scaling factor k) [19].
It is hence seasonal, even if some residual contamination may occur all year round (scaling factor
kr  k). Moreover, exposure varies among animals according to their age class: during the main
lambing season (sb(t) = 1), the ewes and their lambs are at greater risk (eb = 1 for a > 2 years
and a < 6 months) than the ewe-lambs (eb = e < 1), which are present in the flock but not in
the lambing pens.
The residual force of infection is assumed to be proportional to the total number of infected
sheep (I(t)). Similarly, the force of infection during each lambing period is proportional to the
number of infected ewes that are lambing during this period (Ib(t) or Il(t)). The horizontal
transmission outflow is hence given by
Tg,a(t) = σgσaSg,a(t)[krI(t) + ksb(t)eb(a)Ib(t) + ksl(t)el(a)Il(t)],
where Sg,a(t) represents the susceptible population in age class a, with genotype g, at time t.
Scrapie incubation and incidence Once an individual is contaminated, it enters a long and
undetectable incubation period (ante-mortem tests have a moderate efficacy). In the model, it
acquires a first infection load i ∈ [0, 1] that grows exponentially during the incubation period
until it reaches its maximum value i = 1. This value corresponds to the onset of clinical signs,
very shortly followed by the removal of the individual from the flock.
The exponential growth rate (cg) of the infection load depends on the sheep PrP genotype g,
so the length of the incubation period varies among genotypes. Moreover, to allow some more
variability in the incubation period, the first infection load of newly infected individuals follow
a Beta distribution β(i). Let i0 be the first infection load. We have didt = cgi. So the length of
the incubation period is τg(i0) = − log(i0)/cg.
The cumulated incidence at time t corresponds to the number of scrapie cases between time
0 and time t. It is hence
Yg,a(t) =
∫ t
0
Yg,a(x)dx =
∫ t
0
cgIg,a(x, 1)dx, (2)
where Ig,a(x, 1) represents the density of infected sheep in age class a, with genotype g and
infection load i = 1, at time x.
Reform and non-scrapie mortality Reform is seasonal (it usually occurs after mating) and
age-dependent. As infected individuals are silently incubating in the flock, it does not depend on
the scrapie status. Moreover, we assume that the reform rate is genotype-independent (µa(t)),
either because the flock is not genotyped, or because selection is only applied on breeding and
not culling.
An extra constant death rate (ν) is introduced to represent mortality due to injuries or
diseases other than scrapie. The mortality outflow for suceptible ewes is hence
MSg,a(t) = (µa(t) + ν)Sg,a(t) (3)
and is similarly defined for infected ewes.
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Purchases The flock is open, meaning that animals are bought in and sold out of the flock.
The purchase of animals represents a potential scrapie risk and is explicit in the model. Animals
that are sold represent a potential risk for other flocks. As this model is flock-centred, they are
not distinguished from animals that are reformed.
The time at which ewes are bought in the flock, their age and their genotype depend on
flock management. The ratio of infected individuals among the purchases is determined by the
introduction scenario (cf. Section 2.3.2).
2.2 Genetic model
Young males Young females
Males in progeny testing
Not elite males
Elite males Elite females Not elite females
Assortative mating
Young males Young females
111W
131W
142W
1421 W−
221W
232W 2321 W−
Figure 2: Genetic model. Population description with 7 categories (rectangles), 7 matings paths
(green lines), selection steps (dark lines) and selection proportion Wsac (sex s=1: males, 2:
females; age a=1,...,as; category c=1: not elite, 2: elite).
A deterministic mathematical approach, based on a realistic and fairly detailed selection
model represented in Figure 2, was developed to globally optimise the selection scheme. It
simultaneously optimize selection on two traits, a quantitative trait with underlying polygenic
variation and a monogenic trait [5]. It maximizes the frequency of the desired genotype for the
monogenic trait, while minimizing the loss of genetic progress on the polygenic trait. Breeding
programs with overlapping generations, different selection strategies for males and females, and
assortative mating were modeled. This modeling approach may easily be adapted to a variety
of underlying genetic models and selection schemes. It was applied here to select on the PrP
gene for scrapie resistance in a dairy sheep selection scheme.
Description of the population A population of infinite size with overlapping generations
and different classes of animals defined by sex s (s = 1 for males and s = 2 for females), age a,
and estimated breeding value (EBV) categories c (elite, not elite) was considered. According to
4
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their mean EBV, animals from identical sex and age may be classified in different subsets, which
determine their use as reproducers. Two alleles (favorable vs. unfavorable) were considered
for the PrP gene, thus three genotypes exist (g = 1 favourable genotype, g = 2 intermediate
genotype, and g = 3 unfavourable genotype). Males and females are aged from 0 to 6 years.
Classes are characterised at each generation t by their genotype frequencies (fsactg) and their
EBV (µsactg).
Selection Females were selected on their own performances (with a selection rate Wsac =
W221) after their 1st lactation between 2 and 3 years of age. The selected females were distributed
in 2 categories, elite (W232) and non elite (1−W232). Among the young males born from matings
between elite reproducers, a fraction W111 was mated to non elite females and their EBVs for
the polygenic trait were estimated after a progeny test. A fraction W131 of these males was
selected 2 years later. Among the selected males, a proportion was mated to the elite females to
produce young male candidates for selection in the next generation. The replacement of females
resulted from mating between (i) non elite females and elite males, non elite males, and males
in progeny testing; (ii) elite females and elite males. PrP genotypes were known for females and
males. Only males were selected on their PrP genotype and on their EBV value before and after
progeny testing.
Optimisation The aim was to maximize scrapie resistance, minimizing the loss of genetic
progress in milk production. The objective function chosen was the frequency of homozygous
favourable females at the end of the process (s = 2, g = 1, t = T ) with a penalty on the loss of
genetic progress. The penalty prevents the progress from being lower than a given target value,
which corresponds to a percentage pi of the progress obtained without scrapie selection (∆GT ).
The objective function is written as follows:
Fobj =
6∑
a=1
2∑
c=1
1
af2acT1
6∑
a=1
1
a
− 100 ∗
pi∆GT −
3∑
g=1
f211Tgµ211Tg
pi∆GT
(4)
The first term is the mean of favourable (g = 1) elite (c = 1) and non elite (c = 2) females,
weighted by the 1a coefficient which gives more importance to younger females. All females were
considered in the objective function because they all participate in the renewal. The second
term corresponds to the penalty on the loss of genetic progress. A genetic algorithm [8] was
used to solve this optimization problem.
Ram PrP genotype frequencies obtained thanks to this optimization procedure were used as
an input for the breeding matrix (Ggg′)) of the epidemiological model described in Section 2.1.
2.3 Simulation scenarios
2.3.1 Model parameters
The model was applied to three French dairy flocks characterised by their sheep breed: Lacaune
from the Roquefort region (LAC), Manech Teˆte Noire (MTN) and Manech Teˆte Rousse (MTR),
both from the Pyre´ne´es Atlantiques. These three breeds exhibit contrasted PrP genotype fre-
quencies that are shown in Table 1.
Further data were available for each flock: flock size, age pyramid, number of rams, lambing
seasons (for ewes and ewe-lambs), reform rate, and mortality rate. They were provided by the
Institut de l’E´levage and INRA and reflect a typical Lacaune, MTN or MTR flock. They were
used to estimate the demographic parameters of the model.
The epidemiological parameters are shown in Table 2. Reasonable values were chosen for
the relative susceptibilities of the RS genotype and of older animals (50% compared to the
5
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Genotype
Flock g = 1: RR g = 2: RS g = 3: SS
LAC 0.43 0.48 0.09
MTN 0.19 0.53 0.28
MTR 0.05 0.37 0.58
Table 1: PrP genotype frequencies for the three flocks characterised by their sheep breed: La-
caune (LAC), Manech Teˆte Noire (MTN) and Manech Teˆte Rousse (MTR). R denotes the
scrapie resistant allele and S the susceptible allele.
Transmission parameters
Relative genetic susceptibilities σRR = 0
σRS = 0.5
σSS = 1 (scaled on SS genotype)
Relative age susceptibilities σa>2 yrs = σ = 0.5
σa<2 yrs = 1 (scaled on younger ewes)
Exposure coefficients eb or l = e = 0.25 for ewes not lambing
(season sb or sl) eb or l = 1 (scaled on ewes lambing)
Scaling factors k = 8.4 10−2 yr−1.indiv−1 seasonal transmission
kr = 1.7 10−4 yr−1.indiv−1 residual transmission
Incubation parameters
First infection load im = 0.1 mean of Beta distribution
iv = 8.3 10−4 variance —
⇔ β1 = 10.7, β2 = 96.3 parameters —
Infection load growth rate cRR = 0 yr−1
cRS = 1.15 yr−1
cSS = 1.35 yr−1
⇔ Incubation period length τRS = 2 yrs (computed with
τSS = τ τRS = 1.7 yrs first infection load im)
Table 2: Epidemiological parameters.
most susceptible groups), as well as for the exposure coefficient (25% for the animals present in
the flock but not in the lambing pens). The incubation parameters for the SS genotype were
obtained from [19]. Assuming a mean first infection load, it corresponds to an incubation period
of 1.7 years. The parameters for the RS genotype were similarly chosen, assuming a 2-year
incubation period. The scaling coefficients were calibrated in the model so as to obtain a very
low scrapie incidence due to residual transmission and “reasonable” values from the seasonal
transmission during lambing periods. As these parameter values remain fairly uncertain, a
sensitivity analysis was conducted to test the robustness of our results (cf. Section 2.4).
2.3.2 Scenarios
To study the impact of selective breeding on the scrapie spread in the three flocks selected
above, we designed several simulation scenarios. They are based on the breeding strategy and
the scrapie introduction scenario. Three breeding strategies were implemented:
NS no PrP selection, i.e. the ram PrP genotypes are similar to those of the ewes;
SC1 PrP selection on the ram genotypes, with a strong constraint on the loss of genetic progress
in milk production (pi = 1%);
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SNC PrP selection on the ram genotypes, without constraint on the loss of genetic progress in
milk production.
These three strategies were combined with four introduction scenarios obtained from:
• the initial number of infected ewes in the flock, I0 = 1 or 5 ewes;
• the yearly number of infected ewes bought in the flock, I1 = 0 or 1 ewe per year.
We assume that these are young ewes, with genotype RS, that are just starting their incubation
period when introduced in the flock.
We hence obtain 3 flocks × 3 breeding strategies × 4 introduction scenarios, i.e. 36 simulation
scenarios. The ram genotypes being drawn from a multinomial law, the model is stochastic. We
therefore performed 150 replications for each scenario, leading to 5400 simulations. We chose a
15-year time horizon, which more or less corresponds to two generations. We used the Scilab1
software.
2.3.3 Outputs
We chose to look at two model outputs: (i) the dam and ram PrP genotype frequencies over
time, which show the impact of selective breeding on the flock genetic structure; (ii) the total
scrapie cumulated incidence over time, Y(t) = ∑g,a Yg,a(t), which relates to the spread of the
disease.
Note that both outputs can actually be observed in a flock. PrP genotypes can be determined
from a blood sample. The incidence corresponds to scrapie cases, i.e. animals that show clinical
signs and whose post-mortem tests are positive. The infected population, however, cannot be
observed: it corresponds to animals incubating the disease and therefore cannot be distinguished
from the susceptible population.
2.4 Sensitivity analysis
To check the robustness of our results to the uncertainty on the epidemiological parameters, we
performed a sensitivity analysis. It aims at defining which parameters have the greatest impact
on a given model output.
The output we chose is the total cumulated incidence at the end of the simulation period
Y(T ), with T = 15 years. It is an aggregated variable that relates to scrapie spread.
We included all epidemiological parameters had them vary over a ±20% range around their
nominal values given in Table 2. We hence obtained eight parameters: σRS , σ, e, k, kr, β1, τRS ,
and τ . We chose τ ∈ [0, 1] instead of τSS so as to ensure that τSS 6 τRS which is biologically
consistent. With little loss of generality, the mean of the first infection load im can be fixed; the
remaining incubation parameters still generate a wide range of incubation period distributions.
We chose to vary β1, fixing β2 = 9β1 (⇔ im = 0.1).
So as to determine the interactions between the epidemiological parameters and the simula-
tion scenarios, we also included the scenario parameters defined in Section 2.4 in the analysis:
sel∈{NS,SC1,SNC}, I0 ∈ {1, 5}, and I1 ∈ {0, 1}. The analysis was performed for each flock, but
also with the flock as a parameter. It allows to include the demographic parameters, especially
the PrP genotype frequencies of Table 2, as one meta-parameter in the analysis. In total, we
hence have 11 or 12 parameters.
A factorial experimental design was used to explore the parameter space, with three levels
for the epidemiological parameters (nomimal value & ±20%). A complete design would lead to
1Scilab, the Free Platform for Numerical Computation: http://www.scilab.org/
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3× 22× 38 = 78732 simulations per flock. So we used a fractional design based on the following
statistical model:
([flock+]sel + I0 + I1)3.(σRS + σ + e+ k + kr + β1 + τRS + τ)2
It allows the estimation of main effects and interactions involving up to three scenario parameters,
combined with up to two epidemiological parameters. The higher order interactions are assumed
to be negligible. It leads to 2916 simulations/flock [8748 simulations when flock is a parameter].
The number of simulations remains fairly high, so we chose to perform the analyses on the
deterministic version of the model, in which the PrP genotypes of the rams directly correspond
to the genotype frequencies.
An ANOVA was then performed, to compare the influence of the 11[12] parameters on the
output. Sensitivity indices and total sensitivities were calculated for each parameter. The
sensitivity index SIx is defined as the ratio between the sum of squares associated with the main
effect of parameter x and the total sum of squares. The total sensitivity TSx is given by the
sum of the sensitivity indices corresponding to parameter x (main effect and interactions) [17].
The analyses were performed with R2.
3 Results
The results with the determinist and stochastic models were on average similar. In this section,
we discuss the results obtained with the stochastic model.
Results on total cumulated incidence with the worst introduction scenario (I0 = 5
and I1 = 1). After 15 years with the auto renewal, we obtained a cumulated incidence of 36.07,
154.28 and 209.41 for initial animal frequencies with RR genotypes of 0.43, 0.19 and 0.05 in the
different flocks (Lacaune, MTN and MTR respectively). The cumulated incidence was multiplied
by 4 between Lacaune and MTN flocks and by 6 between Lacaune and MTR flocks. At the end of
process with the auto renewal, for each flock, the SS genotype animal frequencies were of 0.1,0.16
and 0.43 respectively. The importance of initial conditions in flocks on disease incidence was
therefore demonstrated by these results. The largest cumulated incidence (209.41) was obtained
in the MTR flock with the auto renewal. With a PrP selection with a strong constraint on
loss of genetic progress (loss 1% of genetic progress in milk production), we noticed a decrease
of cumulated incidence (154.01). This decrease was even more important(68.01) with a PrP
selection and no constraint in the loss of genetic progress. With the effect of the PrP selection,
the total cumulated incidence was thus divided by 3. These results were also observed in MTN
and Lacaune flocks where the total cumulated incidence was divided approximately by 2.5 and
by 1.9 respectively.
Results on genotype frequencies with the worse introduction scenario (I0 = 5 and
I1 = 1). The PrP selection effect was also noticed on the different genotype frequencies. In
the MTR flock without PrP selection and with the worst scenario, the SS genotype frequency
was of 0.43. With a PrP selection and a low constraint on the loss of genetic progress, the SS
genotype frequency decreased (0.20). This decrease was even more important when there was
no constraint on the loss of genetic progress (SS genotype frequency of 0.01). These results were
confirmed in MTN and Lacaune flocks where the SS genotype frequencies were of 0.16 and 0.10
respectively, then decreased towards 0.09 and 0.04 and finished stabilized at 0.006 and 0.003.
The standard deviations of the total cumulated incidence decreased under the PrP selection
influence. Indeed, in the MTR flock, the standard deviations decreased from 21.27 to 3.55 at
2The R Project for Statistical Computing: http://www.r-project.org/
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Figure 3: PrP genotype frequencies for the three flocks (MTR, MTN, LAC; in lines) and the
three breeding strategies (NS, SC1, SNC; in columns): RR (purple), RS (green), and SS (white)
genotypes; ewes on the left, rams on the right of each subfigure. Introduction scenario: I0 = 5
initial infected ewes + I0 = 1 infected ewe per year.
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(a) MTR
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(c) LAC
Figure 4: For each flock (1 flock per subfigure): total cumulated incidence over time, computed
for the 12 scenarios (mean number computed over the 150 replications per scenario). The
scenarios are defined by the 3 breeding strategies: no selection (NS, black), selection for scrapie
resistance with less than 1% loss on genetic progress (SC1, green), selection without constraint
(SCN, purple) × the 4 introduction scenarios: I0 = 1 (thin line) or 5 (thick line) initial infected
ewes + I1 = 0 (dashed line) or 1 (plain line) infected ewe per year.
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the end of the process (15 years). In the MTN flock, they fluctuated between 20.96 and 3.62.
In the Lacaune flock, they fluctuated between 7.64 and 0.84. This difference was also confirmed
with the genotype frequencies but in a less obvious manner.
Classification of different introduction scenarii The different scenarii of scrapie intro-
duction could be classified according to an order of ”gravity”: I0 = 1 and I1 = 0, I0 = 5 and
I1 = 0, I0 = 1 and I1 = 1 and I0 = 5 and I1 = 1. The ”I0 = 1 and I1 = 0” scenario differed
from the others scenarii. Indeed, the total cumulated incidence was much lower than the other
scenarii. For example, in the MTR flock with auto-renewal, the total cumulated incidence was
of 75.08 with the scenario with I0 = 1 and I1 = 0, 159.03 with the scenario I0 = 5 and I1 = 0,
179.75 with the scenario I0 = 1 and I1 = 1 and 209.41 with the scenario I0 = 5 and I1 = 1.
These results were similar for the MTN and Lacaune flocks. This difference increased under
the PrP selection. Without the PrP selection, the total cumulated incidence was multiplied by
3 between the scenarii I0 = 1 andI1 = 0 and I0 = 5 and I1 = 1. With a low PrP selection,
the total cumulated incidence was multiplied by 4. With no constraint on the loss of genetic
progress, it was multiplied by 7. These contrasts between scenarii I0 = 1 and I1 = 0 and I0 = 5
and I1 = 1 were the same in MTN flock. For the Lacaune flock, these ratios were more im-
portant (17, 16.5 and 14) and the differences were less important for the genotype frequencies.
The total cumulated incidence at the end of the processus, in all flocks, was stabilised with PrP
selection and no constraint on loss of genetic progress. In the other scenarii, the total cumulated
incidence continued to grow (Figure 4) excepted in Lacaune flock. In Lacaune flock, the total
cumulated incidence stabilized whatever scrapie introduction was made (Figure 4c).
Sensitivity analysis At first, the sensitivity analysis was realized with all flocks. The factors
influencing most the variation of total cumulated incidence were in this order: k, flock, sel, I1,
τrs, I0, σrs. The results obtained before showed the importance of flocks. Indeed, the difference
between flocks were very important, so the sensitivity analysis was realized by flocks to see
if factors influencing the sensitivity analysis were modified. For each analysis, the coefficient
of determination R2 was upper in 99%. Consequently, the considered experiment plan was
sufficient, the complete plan was not necessary. The factors influencing the variation of total
cumulated incidence, at the end of process, were different according to flocks. For the Lacaune
flock, the most important factors were I1, sel, k, σrs and I0. These factors explained 95% of
variation of total cumulated incidence. For the MTR flock, k, sel, τrs, I1, I0 were the most
important factors explaining 66% of variation of total cumulated incidence and for the MTN
flock,k, sel, I1, τrs, σrs explaining 70% of variation of total cumulated incidence. k, sel, I1 were
the 3 factors common to the 3 flocks. For a fixed transmission coefficient, these results coincided
with those of the previous section 3. These results put in evidence that the total cumulated
incidence of scrapie within a flock fluctuated according to the initial conditions as well as to the
mating strategy.
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Figure 5: Sensitivity analyses on the total cumulated incidence: results of the ANOVA (a) for
all flocks, flock being a parameter; and (b)-(d) for each flock. Total sensitivities (TSx) are
represented for the 4 (a) or 3 (b)-(d) scenario parameters and the 8 epidemiological parameters.
They are ranked in descending order and split in main effect (dark grey – SIx sensitivity index)
and interactions (light grey).
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4 Discussion
A dynamic epidemiological model was combined with optimal outputs of a dynamic deterministic
genetic model to evaluate the impact of selective breeding strategies on the spread of classical
scrapie within French sheep flocks. In this study, a low level of stochasticity in breeding and non-
existent for the contamination was used. Therefore, the infection is overestimated (noextinction
in finite time), which is quite realistic for scrapie. The data used in this study came from
three main French dairy flocks. These flocks had contrasting characteristics, including their
genotypic structure. Our model takes into account many details: selection rate, genotypic
frequencies, selection accuracy, size, and age and genotypic structure of flocks, culling rate.
Despite epidemiological parameters uncertain reinforced by a sensitivity analysis, our results
appear robust. The mean and standard deviation of the total cumulated incidence and SS
genotype frequencies decreased due to the PrP selection. Therefore, the optimisation of the PrP
selection to scrapie resistance has an important impact on disease incidence and on the evolution
of population structure. Breeding strategies have a strong impact on the disease outbreak and
are therefore an efficient tool to control scrapie. However, their efficacy in terms of disease
eradication strongly depends on the scrapie introduction scenarios and intial genotypic structure
of flocks. Therefore, the disease eradication in flocks similar to the Lacaune flock seemed to be
easier than in the other flocks, for which selection was needed to eradicate scrapie. However,
in four generations, a population resistant to the introduction of scrapie can be obtained. By
acting only on the rams, the results are really satisfactory. These results can be improved using
asssortative mating. To evaluate the evolution of the disease and the population structure,
we have chosen to analyze the Total Cumulated incidence and genotype frequencies. The age
structure, which has been taken into account in these models, has a significant impact on the
epidemiology the total cumulated incidence corresponds to a synthetic indicator. The incidence
corresponds to observations, the newly infected are off by one year compared to the incidence.
The incidence is one of the most important criteria to evaluate the frequency and speed of
onset of disease The simulations are over 15 years as Man et al (2009). This disease has a
long incubation period (two years) and the time to completely renew the generations is long
enough (four years). In reality, these scenarios do not exist, stringent sanitary measures have
been put in place. However, in this study, the objective is to observe the evolution of the disease
without sanitary measures with only selection strategies, which explains high incidence.These
results hence emphasise the contribution of our original approach, which combines genetic and
epidemiological models in a realistic framework.
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A Epidemiological model
dSg,1(t)
dt
=sb(t)b(t, P )
Ng∑
g′=1
Ggg′(t)
∑
a′>2yr
[
Sg′,a′(t) +
∫ 1
0
Ig′,a′(t, i′)di′
]
− (α1 + µ1(t) + ν)Sg,1(t)− σg,1 Sg,1(t)φ1(t, I)
dSg,a(t)
dt
=JSg,a(t) + αa−1 Sg,a−1(t)− (αa + µa(t) + ν)Sg,a(t)
− σg,a Sg,a(t)φa(t, I)
dSg,Na(t)
dt
=αNa−1 Sg,Na−1(t)− (µNa(t) + ν)Sg,Na(t)
− σg,Na Sg,Na(t)φNa(t, I)
(5)
(
∂
∂t
+
∂cgi
∂i
)
Ig,1(t, i) =− (α1 + µ1(t) + ν)Ig,1(t, i) + β(i)σg,1 Sg,1(t)φ1(t, I)(
∂
∂t
+
∂cgi
∂i
)
Ig,a(t, i) =JIg,a(t, i) + αa−1 Ig,a−1(t, i)
− (αa + µa(t) + ν)Ig,a(t, i) + β(i)σg,a Sg,a(t)φa(t, I)(
∂
∂t
+
∂cgi
∂i
)
Ig,Na(t, i) =αNa−1 Ig,Na−1(t, i)− (µNa(t) + ν)Ig,Na(t, i)
+ β(i)σg,Na Sg,Na(t)φNa(t, I)
(6)
with JXg,a(t) : inflow of bought in ewes (X = S, I),
b(t, P ) : birth rate,
(Ggg′)(t) : breeding matrix,
αa : ageing coefficient,
µa(t) : reform rate,
ν : mortality rate,
σg,a : relative susceptibility (σg,a = σg σa),
cg : exponential growth rate of the infection load (didt = cgi),
β(i) : first infection load distribution (Beta distribution),
φa(t, I) : exposure × force of infection.
φa(t, I) = kr I(t) + k
∑
z=b,l
sz(t) ez(a) Iz(t)
with kr : scaling factor for residual transmission (all year round),
k : scaling factor for seasonal transmission (during lambing periods, k  kr),
z : z = b for the main and z = l the ewe-lamb lambing season,
sz(t) : seasonal function (sz(t) = 1 if t ∈ season z),
ez(a) : exposure coefficient during lambing season z,
Iz(t) : number of infected ewes that are lambing during season z.
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Conclusion
Ce projet de the`se consistait a` proposer des approches parame´triques permettant de
mode´liser et d’optimiser une se´lection pour la re´sistance a` une maladie en cre´ant une
population essentiellement porteuse des alle`les de re´sistance au(x) ge`ne(s) se´lectionne´(s) tout
en minimisant l’impact de cette se´lection sur le gain ge´ne´tique acquis pour les caracte`res
traditionnels de production. Un mode`le de´terministe et un mode`le stochastique ont e´te´
de´veloppe´s pour atteindre cet objectif. Ces mode`les permettent d’obtenir des strate´gies
optimales et d’e´valuer diffe´rents sce´narios (organisation du ge´notypage pour le ge`ne de
re´sistance dans la population se´lectionne´e, choix des conjoints selon leur ge´notype, me´thode
de diffusion des reproducteurs vers les e´levages de production).
Le mode`le de´terministe qui a e´te´ de´veloppe´ permet d’optimiser simultane´ment la se´lection
sur deux caracte`res inde´pendants, un caracte`re monoge´nique pour la re´sistance aux maladies
et un caracte`re de production polyge´nique. Il permet de s’adapter a` de nombreuses situa-
tions puisqu’il prend en compte diffe´rents types de se´lection (phe´notypique, ge´notypique ou
combine´e ge´notype-phe´notype) quelque soit le sexe (maˆle et femelle) et diffe´rents types d’ac-
couplements (raisonne´s ou ale´atoires).
Cette mode´lisation permet de concevoir des strate´gies complexes mais e´galement de voir
si certaines simplifications sont envisageables afin de pouvoir les appliquer aise´ment en ex-
ploitation.
Ce mode`le a e´te´ teste´ avec l’exemple de la tremblante. Cette me´thodologie peut eˆtre
extrapole´e a` la mode´lisation de la se´lection de ge`nes affectant des caracte`res d’inte´reˆt zoo-
technique. Cette approche peut eˆtre e´tendue a` plusieurs ge`nes/QTLs en inte´grant e´galement
l’effet d’e´pistasie. Ne´anmoins ces e´volutions seront limite´es a` cause d’une optimisation de plus
en plus difficile due au nombre des parame`tres augmentant de manie`re exponentielle.
136
Le mode`le stochastique, qui a e´te´ de´veloppe´ lors de ce travail, permet de prendre en
compte des fluctuations de la re´ponse a` la se´lection dues a` des effectifs limite´s. Cette pris en
compte est particulie`rement importante a` conside´rer quand la se´lection se fait sur un ge`ne
identifie´. L’optimisation d’un plan de se´lection assiste´ par ge`ne, quand le mode`le prend en
compte ces fluctuations, a souleve´ ne´anmoins un certains nombre de proble`mes spe´cifiques
(me´connaissance des re´percussions exactes des prises de de´cisions sur l’e´volution du syste`me
en raison de la non unicite´ de la re´ponse a` une de´cision prise ulte´rieurement, le nombre de
variables important entrainant une mode´lisation complexe et une optimisation couˆteuse en
temps de calcul). C’est pourquoi nous nous sommes limite´s a` un exemple simple afin de
montrer l’utilite´ et la faisabilite´ de conside´rer un mode`le stochastique. Ne´anmoins, il serait
inte´ressant de simuler des situations plus complexes.
Les mode`les de´veloppe´s lors de cette the`se peuvent eˆtre extrapole´s a` la mode´lisation de la
se´lection de ge`nes affectant des caracte`res d’inte´reˆt zootechnique tel que la prolificite´ des brebis
ou la conformation des carcasses d’agneaux. Concernant la prolificite´, deux ge`nes majeurs ont
de´ja` e´te´ mis en e´vidence dans la population Lacaune graˆce au soutien financier de la re´gion
Midi-Pyre´ne´es (Commission agriculture en 1996 ; Commission Recherche en 2000). Il serait
donc inte´ressant d’optimiser la gestion de ces ge`nes au niveau de la population.
Le mode`le de´terministe de´veloppe´ a e´te´ couple´ avec un mode`le dynamique
e´pide´miologique. La combinaison de ces deux mode`les a permis d’e´tudier l’impact de
diffe´rentes strate´gies de se´lection sur l’e´volution de la tremblante. Le mode`le e´pide´miologique
a e´te´ de´veloppe´ au sein du laboratoire de Mathe´matiques et Informatique Applique´es de
l’Institut national de la recherche Agronomique (INRA) par Suzanne Touzeau et a pour
objectif d’e´tudier la propagation de la tremblante classique au sein d’un troupeau ovin. Ce
travail a pu eˆtre re´alise´ a` l’aide de donne´es re´elles issues de 3 races franc¸aises : Lacaune,
Manech Teˆte Rousse et Manech Teˆte Noire. Cette approche a permis de montrer que les
strate´gies de se´lection avaient un fort impact sur l’e´pide´mie de la maladie et e´taient donc un
outil efficace pour le controˆle de la tremblante. Ce travail a permis de mettre en relation des
mode`les de´veloppe´s en ge´ne´tique avec des mode`les de´veloppe´s en e´pide´miologie.
La connaissance du ge´nome des diffe´rentes espe`ces est de plus en plus approfondies ouvrant
de perspectives nouvelles pour la se´lection pour la re´sistance aux maladies. Bishop et al
(2007) ont mis en e´vidence que la variabilite´ de la sensibilite´ a` de nombreuses maladies
infectieuses avait une composante ge´ne´tique. Ce constat permet d’envisager une se´lection
pour accroˆıtre la re´sistance. Ne´anmoins, la se´lection doit prendre en compte les attentes des
e´leveurs. La se´lection pour l’ame´lioration de la re´sistance aux maladies doit prendre en compte
la se´lection pour les autres caracte`res importants e´conomiquement (production, fertilite´,...).
La valeur e´conomique due a` l’augmentation de la production est prioritaire compare´ aux couˆts
occasionne´s pour la lutte contre les maladies et les pertes qu’elles occasionnent (mort, couˆt
des traitements). Une solution serait de cre´er un indice de se´lection prenant en compte les
relations ge´ne´tiques entre les caracte`res ponde´re´s par un poids e´conomique qui permettrait
de contrebalancer l’effet ne´gatif de cette se´lection sur les caracte`res de production.
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