The widespread use of flexible functional forms in demand analysis has given researchers the ability to model consumer preferences with no restrictions on the nature of substitution or complementarity relationships between pairs of goods. Unfortunately, theoretical restrictions automatically met by simpler forms need not hold with flexible forms, so estimated demand systems often conflict with prior beliefs. Symmetry and homogeneity restrictions may be violated when tested, but they are generally imposed using equality restrictions on the parameters of the model.
More difficult are restrictions represented as inequality constraints. It is common to observe predicted budget shares outside the 0-1 interval, violating monotonicity, or violation of curvature restrictions, reflected in a matrix of elasticities of substitution between goods that is not negative semidefinite. Thus, the researcher who desires to approximate arbitrary preferences often ends up with an approximation that suggests that they are badly behaved. James A. Chalfant IS an associate professor of agricultural and resource economics, University of Cahfomia. Berkeley; Richard S. Gray IS an assistant professor of agricultural economics, University of Saskatchewan: and Kenneth J . White is a professor of economics. University of British Columbia.
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In this paper we show how to impose the inequality constraints of monotonicity and concavity of the consumer's expenditure function, using an almost ideal demand system for per capita consumption of meats and fish in Canada. While one might expect that many of the factors affecting U.S. consumption have also been present in Canada, relative prices have not always been similar. In particular, while beef and pork are, to a large extent, freely traded between the two countries, live poultry and poultry meat are not. During the early 1970s, Canada introduced a supply management scheme under Article 1 l(c) of GATT. Under this scheme, domestic prices have been supported above U.S. prices through production quotas for producers within Canada and import quotas to restrict trade. As a result, some of the relative decline in relative poultry prices that has occurred in the United States since 1970 was not observed in Canada.
In addition to the inequality restrictions from consumer theory, we suggest a new set of inequality restrictions not generally imposed on a demand system, but which have a compelling motivation. It seems reasonable to expect that no pair of foods that play essentially the same role in the diet should be complements. One thinks of coffee and cream or beef and gravy, but not beef and fish as complementary items. Yet, complementarity is common when flexible forms are estimated. In many applications, an intermediate case between the rigidity of CobbDouglas or CES preferences and the flexible form would be desirable.
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Chalfant, Gray, and White
While inequality restrictions on the signs of elasticities of substitution are suggested by empirical observation, rather than the underlying theory, they seem just as important as compatibility with theory in judging the degree to which an estimated demand system conforms to prior beliefs about consumer behavior. For applications such as this one, then, the constraint that all meats are substitutes can be viewed as another requirement that any well-behaved demand system must satisfy.
We make use of a Bayesian approach based on Geweke's (1986 Geweke's ( , 1988 Geweke's ( , 1989 work. He shows how to make inferences about or impose inequality restrictions in regression models. Chalfant and White used his method to impose curvature and monotonicity restrictions on the translog cost function but did not address restrictions on individual elasticities of substitution.
There are farmliar alternatives to imposing prior beliefs with the Bayesian approach. One can always search over flexible forms to find one that is consistent with the desired restrictions but with the obvious consequences for inferences once a well-behaved demand system has been obtained (Judge and Bock). Alternatively, inequality restrictions can be imposed through constraints on a maximum-likelihood estimation procedure. Unfortunately, such constraints are difficult to interpret statistically (e.g., Gallant and Golub, Hazilla and Kopp, Wolak) ; the usual likelihood ratio test does not apply, for instance. Even if testing the restrictions is not the goal, imposing inequality constraints in this manner is likely to yield parameter values that lie on one of the constraints. For instance, constraining a demand elasticity to be nonpositive may well produce a vertical demand curve if the constraint is binding. Thus, a constrained maximum-likelihood approach is neither intuitively satisfying nor statistically attractive.
The next section discusses the almost ideal demand system. The Bayesian approach to inequality restrictions then is described in detail, followed by the application to meats demand. The data are described and demand system estimates are obtained for curvature and monotonicity restrictions alone and then with the added restriction that all meats are substitutes.
The Almost Ideal Demand System
Demand theory suggests that the demand for a good should be a function of its price, the prices Prior Beliefs in Meat Demand 477 of other goods, and income. In order to estimate demand relationships in a system of a reasonable size. it is common to invoke weak seDarability; choices concerning the allocation of expenditures among a subset of goods consumed are assumed to be made independently from the prices of goods outside that group. For example, the quantity of beef consumed is likely to be a function of the prices of beef, pork, chicken, fish, and total expenditure on meat but is not a function of the price of bananas. '
Whether or not it is appropriate to assume separability for a demand system is an empirical question. Theory suggests that any partial demand system representing the separable parts of larger systems should satisfy the conditions of symmetry, homogeneity, monotonicity, and concavity. Indeed, one interpretation of these conditions not holding in an estimated system is that the goods included in the demand system do not make up a separable group-a relevant price has presumably been omitted. Violation of those conditions also may indicate the presence of structural change, aggregation bias, or some other specification error.
Deaton and Muellbauer suggested the almost ideal demand system as a particular representation of price-independent, generalized logarithmic (PIGLOG) preferences. Such preferences are consistent with the aggregation of individual preferences. In addition, the functional form they chose is locally flexible in the sense used by Diewert and Barnett-it can attain arbitrary values for substitution elasticities at a given set of prices.
The equations for budget shares take the following form: M where PI is the jth good's price, x denotes total expenditure on the M goods, and P is a price index. The specification of the underlying expenditure function introduced by Deaton and Muellbauer leads to the expression M ' Except, of course, to the extent that the prices of goods outside the group under study affect the total group expenditure, perhaps in a preliminary stage of allocating expenditures to aggregates such as meats, other foods, shelter, etc. but this model, which is nonlinear in the parameters, is usually not estimated (for an exception, see Georgantelis, Phillips, and Zhang). More common is to follow the advice of Deaton and Muellbauer and replace this expression for In P with Stone's geometric price index
M
In P = CS, log P, k= 1 giving rise to an approximate almost ideal demand system that Blanciforti and Green (1983a, b) termed the linear approximate model because it is linear in parameters.
For either model, a system of these share equations can be estimated to obtain parameter estimates, and simple formulas convert the parameter estimates to elasticities. The system is easily restricted to satisfy symmetry ( Y ,= yj, V i, j ) and homogeneity (Czl yr1 = 0 V i). The adding-up property holds, given these restrictions, provided that CM, a, = 1 and CMl p, = 0. Concavity or monotonicity restrictions are more difficult because they involve multiple inequality restrictions on the parameters. For concavity, the matrix of second derivatives of the expenditure function, or equivalently, of elasticities of substitution, must be negative semidefinite. For monotonicity, predicted budget shares must all be between 0 and 1 to ensure that predicted quantities consumed are Such restrictions are difficult to impose using most econometric packages and even harder to interpret statistically.
As with other flexible functional forms, elasticities are not constant with respect to prices and expenditures. The income elasticity of demand for good i is for either specification of the price index. The Marshallian elasticity of demand for good i with respect to price j in the nonlinear model is where 6 , equals 1 when i = j and 0 otherwise. Green and Alston noted that the latter formula is obtained for the linear-approximate model only if the budget shares appearing in Stone's price index are treated as exogenous, and they offered alternative formulas to accommodate this problem. However, the Monte Carlo results in Foster, Green, and Alston show that, if the nonlinear model is viewed as the underlying demand system and the linear-approximate model is indeed viewed as an approximation, the simpler formula provides a good approximation. This can be seen by noting that for homothetic models (where each p, = O), the two formulas are identical, and for nonhomothetic models, the discrepancy is likely small.
A final practical advantage of the simpler formulas is that they remain consistent with the income elasticity 77, above, whereas treating the budget shares in the price index as endogenous means that the model no longer will be characterized by these income elasticities. Deaton and Muellbauer noted that these elasticities were an advantage of the almost ideal model. In the application below, the simpler formulas are used, but the method would also apply with the "true" nonlinear model or the Green and Alston formulas.
The Bayesian Approach to Testing Inequality Restrictions
An alternative approach to imposing inequality restrictions in a demand system is made possible using a Bayesian approach. which permits the formal inclusion of such prior information. Often, prior information can be imposed by choice of functional form. An extreme case is the CobbDouglas utility function, which would impose all of the restrictions from consumer theory plus some less desirable ones, such as additivity of preferences and that elasticities of substitution are each one. The latter restriction might lead one to question the stability of a demand system, for instance, if substitution patterns in response to relative price changes were not consistent with the assumed elasticities. Thus, flexible functional forms are a preferred alternative.
Symmetry and homogeneity restrictions from demand theory represent prior information that is often imposed on flexible forms through equality restrictions on the parameters. Such restrictions reduce the dimensionality of the parameter space when demand systems based on these forms are estimated; the symmetry and homogeneity restrictions, for instance, provide considerable gains in degrees of freedom. Prior information taking the form of an inequality restriction is less informative than such equality restrictions, in the sense that this information serves to truncate the parameter space, rather than reduce the number of free parameters. For instance, a particular parameter 0 may be restricted to be positive. Conventional approaches to estimation do not permit the formal inclusion of such information (e.g., Judge et al.), and most econometric packages do not permit such restrictions to be imposed.
The problem of prior beliefs that take the form of inequality constraints is easily handled in the context of Bayesian inference. The Bayesian approach begins with a prior density function, defined over the vector of parameters, 8, call it p(8).3 This prior density summarizes all of the information the researcher has about 0 prior to estimation. Specifying p(8) permits the formal inclusion of information about the parameters. For instance, if a particular parameter is considered equally likely to be positive or negative, a zero median characterizes the marginal probability density function used to describe prior beliefs about that parameter. If there is no prior information about 8, p(8) is simply defined to be proportional to a constant over all real numbers, thus making it an improper density and a 
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so-called "diffuse prior. " Alternatively, p(8) could be a proper density function that reflects various beliefs about 0 in the form of probability statements. A very simple case is the prior p.d.f. which says that 8 is contained in some region D with probability one:
where cc denotes "is proportional to"; D may be an open or closed interval, depending on the application. We consider below how such a prior density can be used to represent prior information about the parameters of a demand system.
Bayes' theorem shows how to combine prior and sample information to obtain a posterior distribution for the parameters in 8 given a data set y:
where L(.) is the likelihood function based on the observed data. Unlike the sampling-theoretic approach to estimation, the Bayesian approach recognizes that posterior beliefs are conditional on the observed data set rather than emphasizing the performance of estimators in repeated samples.
The posterior distribution f ( 0 1~) summarizes all information available about 0, both prior and sample information. It can serve as the end result of an investigation, or it can be used to calculate confidence intervals and probabilities related to hypotheses about 8 or to obtain a point estimate of 8 or some related quantity such as a demand elasticity. The optimal point estimate for 8 depends on the investigator's objective function. Constrained maximum-likelihood estimation, which yields the mode of the posterior distribution as a point estimate, corresponds to a "zero-one" loss function (e.g., Zellner 1988). This is an implausible loss function, in that it places the same weight on being wrong for estimates arbitrarily close to the true 0 and for choices very far from that value. More reasonable loss functions can be imagined, and different point estimates will result. For instance, if the investigator's loss function is quadratic, the mean of the posterior distribution for 8 minimizes expected loss (e.g., Judge et d . ) . All that is needed, then, to find Bayesian point estimates of the parameters of a demand system is a means to describe prior beliefs in the form of inequality restrictions using p(0), a way to obtain the posterior density function, and then a way to find its mean.
Below we illustrate this approach using the quadratic loss function. With the inequality re-strictions imposed, it is straightforward to obtain the mean of the posterior distribution, call it 8. This serves as the optimal point estimate of the parameters of the demand system. Also of interest is some measure of the plausibility of the restrictions, given the data. Suppose prior beliefs are completely uninformative; that is, all parameter values are considered equally likely. In this case, the sample information dominates the posterior density function and an optimal point estimate is the mean of the (unrestricted) posterior distribution. The probability that the restrictions are correct can be calculated using the unconstrained posterior density. This probability is interpreted as the degree of belief that the restrictions are true, based on observed data, found by obtaining the probability that 8 lies in 2.
Both restrictions on the signs of substitution elasticities and restrictions on the entire matrix of substitution elasticities, to satisfy curvature restrictions, can be examined by calculating substitution elasticities. To evaluate these inequality restrictions, then, the behavior of elasticities of substitution must be examined everywhere in the parameter space where the researcher wishes to impose them. Similarly, the monotonicity restriction can be evaluated using predicted budget shares. Each set of restrictions is then imposed by truncating the parameter space so that each restriction holds. To obtain a Bayesian point estimate (with a quadratic loss function), the researcher must find the mean of the truncated posterior distribution for the parameter vector.
While these calculations are in principle straightforward, requiring that integrals over the posterior density function be evaluated, the analytic solutions cannot be obtained in practice, except for fairly simple models. The dimension of the posterior density is likely to be too great, even if the density function and the region of the parameter space of interest can be described easily. Instead, it is necessary to evaluate the integrals using Monte Carlo integration. This permits estimating the solutions to integrals by random sampling. ' To describe the method, we begin by specifying a data-generating process. We assume that prices and expenditures may be treated as exogenous, so that the parameters of the system ' Kloek and van Dijk, van Dijk and Kloek, and Geweke (1986 provide the foundations for the Monte Carlo integration and importance sampling, described below. The application to demand systems follows the discussion in Chalfant and White. Gallant and Monahan; and Barnett, Geweke, and Yue have also followed a Bayesian approach to demand system estimation Amrr. J . Agr. Econ. of M -1 equations for budget shares could be estimated using seemingly unrelated regressions (SUR). As is well known, the equation for the Mth budget share cannot be included without implying a singular contemporaneous covariance matrix for the error terms in the M share equations (Barten) , but deleting the Mth share and using restrictions on the parameters allows the complete set of parameter estimates to be obtained. Use of iterated SUR was shown by Barten to lead to maximum-likelihood estimates that are invariant to the equation chosen for deletion.
We assume that each time period's M -1 vector of errors, and therefore the vector of budget shares, follows the multivariate normal distribution. Strictly speaking, one might prefer a distribution more compatible with the fact that observed shares are bounded by 0 and 1 (e.g., Woodland, Rossi) , in which case imposing monotonicity is not an issue, but we prefer to stick with the more widely used distribution to illustrate the method. Our approach could easily be adjusted for nonnormal errors.
To illustrate Monte Carlo integration, suppose that 2 , the variance-covariance matrix of the errors, is known. Suppose also that p(8), the prior information about the a,'s, y,,'s, and P,'s, indicates that some region D, a proper subset of R~, contains the true parameter vector, where J denotes the number of free parameters in the model and R~ denotes the J-dimensional real numbers. Finally, suppose that the investigator has a quadratic loss function, and desires a point estimate of 8; as noted earlier, the mean of the posterior density for 8 minimizes expected loss. Needless to say, such a calculation is infeasible for all but trivial examples. Monte Carlo integration is based on the idea that an expectation such as the one above can be estimated (arbitrarily accurately, given the Law of Large Numbers) using random sampling. One way of estimating the mean of a random variable with p.d.f. f(0) is to generate a large number of replications in a random sample from that distribution, and calculate N where N is the number of replications. 8 serves as an estimate of E(0), of course. Since N is determined by the investigator, E(8) can be estimated with an arbitrarily high degree of accuracy. To apply that approach using the multivariate normal would require five steps:
( a )Estimate the parameters of the share equations, obtaining 8 and ~( 8 ) .
(b) Treat these as parameters of the posterior distribution for 0 that would be consistent with no restrictions on 8's range, the J-variate normal density.
(c) Use ~, [ 8 , v(&] and a random number generator to obtain a random sample from this multivariate normal. Omit those draws Bi which are not contained in D, leaving a random sample of size n from the truncated multivariate normal.
(d) Estimate E(8) using the average of the n replications in D:
n (e) A byproduct of the procedure is that 0 , = n/N estimates the area under the multivariate normal density contained in D, i.e., the probability that the restrictions hold, given no prior information. If either p, or E(8) are estimated with less than the desired precision, increase N and repeat the process.
While somewhat computer-intensive, these steps are certainly feasible. They can be performed using the commonly available statistical packages for any desired posterior distribution. All that is required is a random number generator and some simple calculations.
Importance Sampling for Exact Results
The procedure outlined above relies on the asymptotic properties of the estimation procedure by making use of a normal approximation, since the covariance matrix Z will invariably be unknown. While this is comparable to what is Prior Beliefs in Meat Demand 481 done using non-Bayesian approaches, it will not yield results consistent with the exact posterior density function. Unfortunately, the posterior distribution for 8 is no longer of the multivariate normal form when the variance matrix Z is unknown. Effectively, the procedure outlined aboye substituted a conditional distribution f(81y, Z) for the marginal distribution f (01 y).
Such a marginal distribution for 0 can be obtained from a joint posterior density for 8 and the parameters of Z: by integrating over a posterior density for Z. Should one wish to impose the restriction that 0 could take on only values consistent with the inequality restrictions, a truncated version of this posterior density must be used. In this framework, imposing the Bayesian restrictions and finding a posterior mean 8requires sampling from the truncated density fR(81 y), but this is not a familiar density, so it is difficult to obtain an appropriate random sample. The procedure outlined above, whereby the untruncated density f ( 0 1~) could be used, also cannot be applied, for the same reason. Instead, the steps outlined above must be modified, correcting for the fact that the multivariate normal is at best only approximately the correct posterior density. The technique for doing so is called importance sampling (e.g., Kloek and van Dijk, van Dijk and Kloek, Geweke 1986 . The concept which underlies importance sampiing is relatively straightforward. Before returning to the problem at hand, its use is illustrated with a simple example.
Consider estimating the mean of Z, a beta random variable with a = 9 and P = 1 and density function f (z). Such a random variable has
.-I
Of course, this is an example where the integral could be evaluated and where random draws can also be obtained from the correct distribution, but suppose that we had available only a uniform random number generator, whose density function we denote g(z). How might the mean of the beta distribution be calculated, using random draws from U ( 0 , I)?
The sample mean of replications drawn from the U ( 0 , 1) will underestimate E ( Z ) because it will tend toward one-half. The reason, of course, is that values close to zero for Z occur more often under U ( 0 , 1) and most values above one-half will occur less often than under the beta distribution we have chosen. Importance sampling corrects for this by adjusting the "importance" given to each replication. The appropriate weight for each replication zi is the ratio of the probability density function of the beta distribution at zi, f(zi), and the density of the uniform at zi, g (z,) . In this way, those values drawn which are closer to one will receive a large weight while those closer to zero will receive a smaller weight.
To see why this works, note that the expected value of Z using the density function given by f ( z ) can be found by integrating over g(z) instead:
In the first instance, E ( Z ) is taken with respect to f ; and in the second, E[Zf ( Z ) / g ( Z ) ]is taken with respect to g. Just as E ( Z ) could be estimated using a sample mean of replications from f ( z ) , then so could it be estimated by drawing from g(z) and calculating One surprising aspect of this procedure is that any density function can be used as g(z), provided it is strictly positive over the range of Z determined from f (Z). Otherwise, division by g(z) within the integral is not allowed, and the implication would be that some values of Z , which do occur when sampling from f (z), would never be drawn using g(z). Naturally, if the weights applied to each z, are close to one, so that f ( z ) and g(z) are similar, fewer draws will be required to obtain good estimates of the values of these integrals Geweke 1986 Geweke , 1988 Geweke , 1989 .
This procedure can be applied for estimating
the mean of the exact posterior density for 8. The posterior distribution is analogous to the beta distribution in the case above, in that it is the correct density but difficult to work with. Meanwhile, the multivariate t will be used as was the uniform distribution, to generate replications for 8. In the case of uninformative priors, draws from the multivariate t can be adjusted by the ratio of the two density functions to obtain an estimate of the probability that the inequality restrictions hold. Alternatively, the inequality restrictions can be imposed, so that the posterior density is truncated or restricted. To find the posterior mean, find the solution to At the same time, to calculate the probability that the restrictions hold, find where I(0) = 1 if the restrictions hold and I(8) = 0 otherwise. Each of these could be accomplished by sampling from the exact posterior density f(81y), if it were of a known form, and the steps outlined earlier could be used. Because these integrands are too complicated to permit analytic solutions, importance sampling must be used. To reiterate, notice that the posterior mean can also be found by where $ ( 8 / y ) is the truncated multivariate t p.d.f. and D is the region of the parameter space consistent with the concavity and monotonicity restrictions. Again, the density $(81y) must be positive over the entire range ( D ) of the posterior density f R(8 1 y ) .
The modified steps now required for the calculations, taken from Chalfant and White, are given below:
(a) Estimate the parameters of the demand system using iterated seemingly unrelated regressions to obtain maximum likelihood estimates 8 and the estimated covariance matrix V(e).
(b) Calculate a matrix H such that HH' = V(8).
Draw a random vector of the same length as 0 from the standard normal distribution where I is the identity matrix of order J. Replications of 0 that follow a multivariate t-distribution with A degrees of freedom can be generated using the steps in van Dijk and Kloek. We obtain and its "antithetic replication" where v is obtained by taking a vector z of A draws from N(0, 1) and calculating
The inclusion of antithetic replications was suggested by Geweke (1988) to improve convergence.
Using the multivariate t , (c) Check each replication to see if it violates concavity, monotonicity, or substitutability. To do so, we calculated elasticities of substitution using each replication and the means of observed budget shares for the four meats. Concavity and substitutability were checked using these elasticities. (To check these restrictions for all 29 observations would have involved simply repeating the same check for each observed share vector.) To check monotonicity, we used each replication to obtain new predicted shares for all twenty-nine data points.
(d) Estimate the mean of the posterior distribution using the n draws of OA or OB that satisfy the restrictions As noted by Chalfant and White, iff (01 y) and g(6Iy) were proper density functions, a denominator of N would suffice. Otherwise, the denominator serves as a normalizing constant to correct for the fact that we use only the kernels of proper densities.
(e) To estimate the probability that the restrictions hold, use all replications, letting the first n be those consistent with the restrictions, and calculate A measure of the numerical accuracy of each estimated expectation, analogous to the usual standard error of the estimate of a population mean, was suggested by Geweke (1989) . These can be used in step (f). The numerical standard error (nse) of the estimate of the mean of the posterior is given by As also pointed out by Barnett, Geweke, and Yue, these measures a& reliable estimates of the true nse's if and only if the tails of the distribution being sampled from are at least as "fat" as the tails of the posterior distribution. This characteristic of the importance sampling procedure is easily checked by plotting the replications of each 0, against the ratio fR(O Iy)/gR(0 (Y). The weights should approach zero in the tails of each posterior distribution.
he standard deviation of the ~osterior distribution can be estimated by talungthe square root of the estimated variance of the posterior distribution, obtained by using importance sampling to estimate E[(B, -3~~1 :
Application to Aggregate Meat Consumption in Canada
In this section, an almost ideal demand system for meat and fish products is estimated using aggregate Canadian data for the years 1960 to 484 May 1991 1988.j The data are from Agriculture Canada (Robbins) and were also used by Alston and Chalfant. The demands for four goods were examined-beef, pork, poultry, and fish (henceforth, the meats group). Consumer preferences for the meats group were assumed weakly separable from all other goods, and the demand system was treated as the second-stage allocation model, conditional on prices and a predetermined level of expenditure^.^ Using the Agriculture Canada data on price indices and per capita quantities consumed for each meat, along with 1981 nominal prices reported in Van Kooten, we converted indices into current prices and calculated total expenditures on the group.
One remaining variable was included, a "&endn term taking the value 1 in 1975 and increasing by 1 in every subsequent period. Alston and Chalfant found that, although this data set is consistent with the hypothesis of stable preferences, the almost ideal demand system cannot be fit to these data without some allowance for dynamic influences; we chose the trend term as being more interpretable, albeit conditional on this specification, than an autocorrelation correction. A trend that began in the middle of the sample, 1975, seemed to correspond more to a hypothesized structural change or other type of model failure than did one beginning in 1960.
The share equations of the linear approximate form, obtained by deflating nominal expenditures by Stone's geometric price index, were then augmented by including this trend coefficient in each share equation. Thus the expression for the share of the budget allocated to the ith meat is A system of three such equations was estimated using the nonlinear regression (NL) procedure of version 6.1 of SHAZAM (White et al.) . The fourth equation was deleted because of singularity of the variance matrix for all four equations, and parameters of that equation were obtained through the homogeneity and symmetry
Other applications of this system to agricultural data include Blanciforti, Green, and King; Chalfant; Hayes. Wahl, and Williams; and Moschini and Meilke. Hayes, Wahl, and Williams also consider the restriction that all meats are substitutes, in an examination of Japanese meats demand.
Although LaFrance notes that treating expenditures as predetermined is inconsistent with the assumption that quantities are measured with errors, this is standard practice. The method we use does not depend on this assumption, however, and could accommodate a joint explanation of the first-and second-stage allocation dec~sions Amer. J . Agr. Econ. restrictions. The adding-up property is preserved by letting the sum of the four trend coefficients equal zero. By iterating over both the parameters and the error variance-covariance matrix, the estimates obtained are invariant to the equation chosen for deletion (Barten) . Estimates of the parameters are given in table 1. The trend coefficients do appear to contribute significantly to the model, as the likelihood-ratio test statistic for the restriction that they are all zero is 35.19 (as compared with a critical value of X' , , , = os of 11.345). They imply that, if the almost ideal model is the correct specification, there has been a negative trend affecting beef and pork and a positive one affecting chicken and fish. ' Elasticities of substitution are reported in table 2. Compensated price elasticities and expenditure elasticities are reported in table 3, part A, while uncompensated Marshallian elasticiBecause the results from the nonparametric test for stable preferences were consistent with the existence of a stable demand system, the trends may be picking up misspecification of the almost ideal model. One way to decide whether one should instead disregard those results and conclude that significant trends imply structural change rather than misspecification is to analyze the implied behavior of elasticities in a variety of models. Our analysis of just one demand system cannot answer that qucstlon definitively. but the procedure followed below provides a means for such an analysis to incorporate prior beliefs ties are given in table 4, part A. Recall that the the own-elasticity of substitution for fish is poslatter make use of a constant level of meats ex-itive for the first eleven data points, violating a penditure, not total expenditure. These elastic-necessary condition for concavity. For all but ities were calculated at the mean budget shares six observations, at least one elasticity of subobserved in the sample and were obtained with-stitution between two goods was negative for out the inequality constraints.
either beef and fish or beef and pork, sometimes The negative own-elasticities of substitution both at once. Finally, monotonicity holds with are as one would expect. The mostly positive these estimates at every point in the sample.' elasticities of substitution indicate that the meats Using the Bayesian procedure described eartend to be substitutes for one another at the mid-lier, the probability that the monotonicity, conpoint of the sample. The unrestricted results that cavity, and substitution restrictions hold for this are contrary to prior belief are the negative elas-demand system can be estimated. We followed ticity of substitution, indicating complementar-the procedure outlined earlier to obtain a sample ity, between fish and beef that is observed at the size of 10,000 replications (5,000 plus the ansample mean shares. Also contrary to expecta-tithetic replications) from the multivariate r-distions was the small positive elasticity between tribution with A = 4 degrees of freedom, again fish and pork and the fact that this elasticity also was often negative when the sub-G e r indication that this model requires trend effects is that stitution were evaluated at the individual obser-the results without the trend terms are completely inconsistent with vations.
the concavity or substitution restrictions. When the model was es-~ -----timated with the trend coefficients set equal to zero and the estiConcavity holds at the mean and for the last mated parameters were used to calculate elasticities, every obsereighteen observations in the sample; however, vation iiolated both restrictions 486 May 1991 were used to specify the parameters of this distribution. Only four degrees of freedom were chosen to ensure that sampling would occur from a density with relatively "fat" tails, thereby assuring that the entire range of the actual posterior distribution is covered by the importance density. Monotonicity was checked by using each replication to predict budget shares for all twentynine observations; every replication was consistent with positive budget shares for each observation, so monotonicity was never violated. Concavity was checked for each replication by calculating substitution elasticities using the parameter values given by each replication and the mean observed budget shares. The eigenvalues were then calculated for each matrix of elasticities of substitution. Consistency with the concavity restriction (a substitution matrix without positive eigenvalues) was found in over half of the replications. Had we been sampling from the exact posterior, the proportion consistent with concavity would have been the estimate of the probability that concavity holds, given diffuse priors. As noted earlier, however, that probability can be estimated using importance sampling to correct for not sampling from the exact posterior. Calculation of the ratio 0, in step (e) of section 4 yielded a value of 0.57. These results imply that the demand system is reasonably well behaved by this criterion. Table 5 summarizes all of the results in this section for the posterior probabilities that various restrictions are true.
Elasticities of substitution calculated using the concavity restriction are given in table 2, with numerical standard errors and standard deviations. The point estimates for the elasticities are obtained by estimating the means of the posterior distributions for each elasticity. Those distributions were found using the posterior distributions for the parameters, the mean budget shares, and the formulas for elasticities. The own The system was less consistent with the restriction that all meats are substitutes. Imposing concavity and substitutability jointly reduces the parameter space D further; the probability that the joint restriction holds, given diffuse prior beliefs, falls to 0.16. (Alternatively, this can be viewed as a conditional probability of substitutability, given that concavity is imposed, of 0.16/ 0.57 = 0.28.) This relatively stronger rejection of prior beliefs casts some doubt on the estimated system being a valid representation of preferences. Nonetheless, posterior means were calculated for the remaining elasticities. These numbers are shown in table 2 for the substitution elasticities and in part C of tables 3 and 4 for the price elasticities. For comparison to the results in table 1, the constrained parameter estimates are reported in table 6.
It is important to note that violations of the substitution restriction are not due solely to the cases of complementarity relationships implied by 8-beef and fish or pork and fish. Any elasticity could be responsible. Unless the posterior density for any particular elasticity of substitution implies that it is positive with probability one, each can be responsible for any particular replication violating the constraint. We examined the posterior distributions for each elasticity and found that those two elasticities indeed were responsible for the lion's share of rejections. We never observed a replication that implied that beef and pork were complements at the mean budget shares, while the estimated probabilities that the substitution elasticity was positive for the beef-poultry and pork-poultry combinations were both greater than 0.99. In contrast, the probability that the elasticity of substitution was positive for the remaining cases ubeef.fish, upor!i. fish, and ffpou,tq .fish were 0.59, 0.63, and 0.89, respectively, suggesting that fish is most responsible for the violations.
One can also reexamine the trend results with an inequality-constrained model; although the trend coefficients do not affect elasticities directly, their point estimates are correlated with those of the yij parameters and will be affected by imposing the inequality restrictions. The Table 6 . cients negative point estimates for beef and pork that were reported in table 1 for the trend effects observed without the inequality restrictions are less than the resulting posterior mean values for those two coefficients. The trend coefficients in both the beef and pork equations rise in absolute value, as does the implied one in the omitted fish equation, when concavity and then substitutability are imposed. At the same time, the coefficient in the poultry equation falls slightly. All of the estimated means of the posterior distributions for the trend coefficients are more than twice the corresponding standard deviations, as shown in table 6, although this is barely true for poultry. The posterior probability of a negative value in the beef and pork equations was 1, which was the probability of a positive value in the fish equation; only for poultry does the posterior distribution have some probability on both sides of zero, although that value is small for negative values, as the estimated probability of a positive value in the poultry equation is over .95.
A sample size of 10,000 was sufficiently large to obtain accurate estimates for these expectations from the posterior distribution. This is reflected in the small numerical standard error estimates, obtained as described in step (f ). These are well within tolerable ranges for applications.
Summary and Conclusions
An unfortunate byproduct of the use of demand systems that do not restrict substitution elasticities is that theoretical restrictions such as symmetry or homogeneity are often violated. More difficult to cope with are inequality restrictions. The familiar problem of curvature or monotonicity restrictions is the best example, but the signs of elasticities of substitution between goods are also good examples. In order to determine whether an estimated demand system is entirely consistent with prior beliefs, it is important to be able to impose or make inferences about inequality restrictions.
We showed that a Bayesian procedure handled this problem nicely. It produces constrained parameter estimates and also an estimate of the probability that the restrictions are true. For the demands for beef, pork, chicken. and fish in Canada, some support was found for the concavity of the consumer's expenditure function underlying an almost ideal demand system ( p = 0.57), while the monotonicity restricAmer. J . Agr. Econ. tion is definitely consistent with the model ( p = 1). On the other hand, the sample information is less consistent with prior beliefs about substitution relationships; it reveals a low conditional probability (given concavity) that these four goods are all substitutes for each other (p = .28). Finally, whether or not these restrictions are imposed, the almost ideal demand system implies a negative trend affecting beef and pork consumption and a positive trend for chicken and fish.
Because the necessary integrals over the exact posterior density were quite complicated, Monte Carlo integration was used to estimate parameter values. The p.d.f. of the exact posterior was known but not recognizable, which made sampling from it difficult. This problem was overcome by importance sampling.
These findings concerning Canadian meat demand are conditional on the observed data and on the specification of the almost ideal demand system. All such inferences in demand systems are also conditional on separability and aggregation assumptions (Chalfant and Alston) ; but, if these assumptions are valid, the results must be interpreted as questioning either the prior belief that these goods are substitutes or the functional form for the demand system. If one is satisfied with the almost ideal model and unconcerned about the substitution restriction, the reasonably good results for concavity permit the use of the constrained elasticity estimates for policy analysis. The ability to produce a theoretically consistent set of elasticities is one of the main advantages of this procedure.
On the other hand, one might hesitate to use the estimated trends as evidence concerning taste changes if the lower probability for the restriction that all meats are substitutes is a cause for alarm. However, the results suggest that the almost ideal model cannot be estimated without the trend effects. Further research with other functional forms can help to address this question. It will be of interest to see how the probabilities we report change when another functional form is tried; Alston and Chalfant and the Monte Carlo studies to date certainly offer evidence that point estimates can change. In that light, the procedure and restrictions suggested in this study serve not only as a means to interpret the data but as a way of evaluating alternative functional forms for demand systems. [Received January 1989; final revision received July 1990.1 
