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Abstract
In this paper, we establish strong convergence theorems for a common ﬁxed point of two relatively
nonexpansive mappings in a Banach space by using the hybrid method in mathematical programming. Our
results extend and improve the recent ones announced by Matsushita and Takahashi [A strong convergence
theorem for relatively nonexpansive mappings in a Banach space, J. Approx. Theory 134 (2005) 257–266],
Matinez-yanes and Xu [Strong convergence of the CQ method for ﬁxed point iteration processes, Nonlinear
Anal. 64 (2006) 2400–2411], and many others.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Relatively nonexpansive mapping; Nonexpansive mapping; Asymptotic ﬁxed point; Generalized projection;
Common ﬁxed point
1. Introduction
Let E be a smooth Banach space and let E∗ be the dual of E. The function  : E × E → R is
deﬁned by
(y, x) = ‖y‖2 − 2 〈y, Jx〉 + ‖x‖2
for all x, y ∈ E, where J is the normalized duality mapping from E to E∗. Let C be a closed
convex subset of E, and let T be a mapping from C into itself. We denote by F(T ) the set of
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ﬁxed points of T. A point p in C is said to be an asymptotic ﬁxed point of T [21] if C contains a
sequence {xn} which converges weakly to p such that the strong limn→∞(xn −T xn) = 0. The set
of asymptotic ﬁxed points of T will be denoted by Fˆ (T ). A mapping T from C into itself is called
nonexpansive if ‖T x − Ty‖‖x − y‖ for all x, y ∈ C and relatively nonexpansive [3–5,16] if
Fˆ (T ) = F(T ) and (p, T x)(p, x) for all x ∈ C and p ∈ F(T ). The asymptotic behavior of
relatively nonexpansive mapping was studied in [3–5,16].
Three classical iteration processes are often used to approximate a ﬁxed point of a nonexpansive
mapping. The ﬁrst one is introduced in 1953 byMann [14] which well-known as Mann’s iteration
process and is deﬁned as follows:{
x0 ∈ C chosen arbitrarily,
xn+1 = nxn + (1 − n)T xn, n0,
(1.1)
where the sequence {n} is chosen in [0, 1]. Fourteen years later, Halpern [10] proposed the new
innovation iteration process which resemble in Mann’s iteration (1.1), it is deﬁned by{
u ∈ C chosen arbitrarily,
xn+1 = nu + (1 − n)T xn, n0.
(1.2)
Seven years later, Ishikawa [11] enlarged and improvedMann’s iteration (1.1) to the new iteration
method, it is often cited as Ishikawa’s iteration process which is deﬁned recursively by⎧⎪⎨
⎪⎩
x0 ∈ C chosen arbitrarily,
yn = nxn + (1 − n)T xn,
xn+1 = nxn + (1 − n)T yn, n0,
(1.3)
where {n} and {n} are sequences in the interval [0, 1].
In general, not much has been known regarding the convergence of the iteration process (1.1)–
(1.3) unless the underlying space E has elegant properties which we brieﬂy mention here.
In both Hilbert space [10,13,27] and uniformly smooth Banach space [19,23,28] the iteration
process (1.2) has been proved to be strongly convergent if the sequence {n} satisﬁes the following
conditions:
(i) n → 0;
(ii) ∑∞n=0 n = ∞; and
(iii) either∑∞n=0 |n − n+1| < ∞ or limn→∞ nn+1 = 1.
By the restriction of condition (ii), it is widely believed that Halpern’s iteration process (1.2) to
have slow convergence though the rate of convergence has not be determined. Halpern [10] proved
that conditions (i) and (ii) are necessary in the strong convergence of (1.2) for a nonexpansive
mapping T on a closed convex subset C of a Hilbert space H. Moreover, Wittmann [27] showed
that (1.2) converges strongly to PF(T )u when {n} satisﬁes (i), (ii) and ∑∞n=0 |n − n+1| < ∞
where PF(T )(·) is the metric projection onto F(T ).
Both iterations processes (1.1) and (1.3) have only weak convergence, in general Banach space
(see [9] formore details).As amatter of fact, process (1.1)may fail to convergewhile process (1.3)
can still converge for a Lipschitz pseudo-contractive mapping in a Hilbert space [6]. For example,
Reich [18] proved that if E is a uniformly convex Banach space with Fre´chet differentiable norm
and if {n} is chosen such that ∑∞n=0 n(1 − n) = ∞, then the sequence {xn} deﬁned by (1.1)
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converges weakly to a ﬁxed point of T. However, we note that Mann’s iteration process (1.1) has
only weak convergence even in a Hilbert space [9].
Some attempts to modify the Mann iteration method so that strong convergence is guaranteed
have recently been made. Nakajo and Takahashi [17] proposed the following modiﬁcation of the
Mann iteration method for a single nonexpansive mapping T in a Hilbert space H:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = nxn + (1 − n)T xn,
Cn = {z ∈ C : ‖z − yn‖‖z − xn‖},
Qn = {z ∈ C : 〈xn − z, x − xn〉 0},
xn+1 = PCn∩Qnx, n = 0, 1, 2, . . . ,
(1.4)
where PK denotes the metric projection from H onto a closed convex subset K of H. They proved
that if the sequence {n} is bounded above from one, then {xn} deﬁned by (1.4) converges strongly
to PF(T )x.
Recently, Martinez-Yanes and Xu [15] has adapted Nakajo and Takahashi’s [17] idea to modify
the process (1.2) for a single nonexpansive mapping T in a Hilbert space H:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = nx0 + (1 − n)T xn,
Cn = {v ∈ C : ‖yn − v‖2‖xn − v‖2 + n(‖x0‖2 + 2 〈xn − x0, v〉)},
Qn = {v ∈ C : 〈xn − v, x0 − xn〉 0},
xn+1 = PCn∩Qnx0,
(1.5)
where PK denotes the metric projection from H onto a closed convex subset K of H. They proved
that if {n} ⊂ (0, 1) and limn→∞ n = 0, then the sequence {xn} generated by (1.5) converges
strongly to PF(T )x.
The ideas to generalize the process (1.4) from Hilbert space to Banach space have recently
been made. By using available properties on uniformly convex and uniformly smooth Banach
space, Matsushita and Takahashi [16] presented their ideas as the following method for a single
relatively nonexpansive mapping T in a Banach space E:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = J−1(nJxn + (1 − n)JT xn),
Hn = {z ∈ C : (z, yn)(z, xn)},
Wn = {z ∈ C : 〈xn − z, Jx − Jxn〉 0},
xn+1 = PHn∩Wnx, n = 0, 1, 2, . . . ,
(1.6)
where J is the duality mapping onE, andPF(T )(·) is the generalized projection fromC ontoF(T ).
Inspired andmotivated by these fact, it is the purpose of this paper to improve and generalize the
processes (1.5) and (1.6) to the new general processes of two relatively nonexpansive mappings
in a Banach space. Let C be a closed convex subset of a Banach space E and S, T : C → C two
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relatively nonexpansive mappings such that F := F(S) ∩ F(T ) = . Deﬁne {xn} in the two
following ways:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = J−1(nJxn + (1 − n)J zn),
zn = J−1((1)n Jxn + (2)n JT xn + (3)n JSxn),
Hn = {z ∈ C : (z, yn)(z, xn)},
Wn = {z ∈ C : 〈xn − z, Jx − Jxn〉 0},
xn+1 = PHn∩Wnx, n = 0, 1, 2, . . . ,
(1.7)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = J−1(nJx0 + (1 − n)J zn),
zn = J−1((1)n Jxn + (2)n JT xn + (3)n JSxn),
Hn = {z ∈ C : (z, yn)(z, xn) + n(‖x0‖2 + 2 〈z, Jxn − Jx〉)},
Wn = {z ∈ C : 〈xn − z, Jx − Jxn〉 0},
xn+1 = PHn∩Wnx, n = 0, 1, 2, . . . ,
(1.8)
where {n}, {(1)n }, {(2)n } and {(3)n } are sequences in [0, 1] with (1)n + (2)n + (3)n = 1 for all
n ∈ N ∪ {0}.
We shall prove that both iterations (1.7) and (1.8) converge strongly to a common ﬁxed point of
two relatively nonexpansive mappings S and T provided that {n}, {(1)n }, {(2)n } and {(3)n } satisfy
some appropriate conditions. Our results extend and improve the corresponding ones announced
by Nakajo and Takahashi [17], Martinez-Yanes and Xu [15] and Matsushita and Takahashi [16].
When {xn} is a sequence in E, we denote strong convergence of {xn} to x ∈ E by xn → x and
weak convergence by xn ⇀ x.
2. Preliminaries
Let E be a real Banach space with norm ‖ · ‖ and let E∗ be the dual of E. Denote by 〈·, ·〉 the
duality product. The normalized duality mapping J from E to E∗ is deﬁned by
Jx = {x∗ ∈ E∗ : 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2}
for x ∈ E.
A Banach space E is said to be strictly convex if ‖ x+y2 ‖ < 1 for all x, y ∈ E with ‖x‖ =‖y‖ = 1 and x = y. It is also said to be uniformly convex if limn→∞ ‖xn − yn‖ = 0 for
any two sequences {xn}, {yn} in E such that ‖xn‖ = ‖yn‖ = 1 and limn→∞ ‖ xn+yn2 ‖ = 1. Let
U = {x ∈ E : ‖x‖ = 1} be the unit sphere of E. Then the Banach space E is said to be smooth
provided
lim
t→0
‖x + ty‖ − ‖x‖
t
exists for each x, y ∈ U . It is also said to be uniformly smooth if the limit is attained uniformly
for x, y ∈ U . It is well known that if E is smooth, then the duality mapping J is single valued. It is
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also known that if E is uniformly smooth, then J is uniformly norm-to-norm continuous on each
bounded subset of E. Some properties of the duality mapping have been given in [8,20,25,26].
A Banach space E is said to have Kadec–Klee property if a sequence {xn} of E satisfying that
xn ⇀ x ∈ E and ‖xn‖ → ‖x‖, then xn → x. It is known that if E is uniformly convex, then E
has the Kadec-Klee property; see [8,25,26] for more details. Let E be a smooth Banach space.
The function  : E × E → R is deﬁned by
(y, x) = ‖y‖2 − 2 〈y, Jx〉 + ‖x‖2
for all x, y ∈ E. It is obvious from the deﬁnition of the function  that
(1) (‖x‖ − ‖y‖)2(y, x)(‖y‖2 + ‖x‖2).
(2) (x, y) = (x, z) + (z, y) + 2 〈x − z, J z − Jy〉.
(3) (x, y) = 〈x, Jx − Jy〉 + 〈y − x, Jy〉 ‖x‖‖Jx − Jy‖ + ‖y − x‖‖y‖
for all x, y ∈ E. See [12] for more details.
This section collects some deﬁnitions and lemmas which will be used in the proofs for the main
results in the next section. Some of them are known; others are not hard to derive.
Remark 2.1. If E is a strictly convex and smooth Banach space, then for x, y ∈ E, (x, y) = 0
if and only if x = y. It is sufﬁcient to show that if (y, x) = 0 then x = y. From (1), we have
‖x‖ = ‖y‖. This implies 〈y, Jx〉 = ‖y‖2 = ‖Jx‖2. From the deﬁnition of J, we have Jx = Jy.
Since J is one-to-one, we have x = y; see [8,25,26] for more details.
Lemma 2.2 (Kamimura and Takahashi [12]). Let E be a uniformly convex and smooth Banach
space and let {yn}, {zn} be two sequences of E. If (yn, zn) → 0 and either {yn} or {zn} is
bounded, then yn − zn → 0.
Let C be a nonempty closed convex subset of E. Suppose that E is reﬂexive, strictly convex and
smooth. Then, for any x ∈ E, there exists a point x0 ∈ C such that (x0, x) = miny∈C (y, x).
The mapping PC : E → C deﬁned by PCx = x0 is called the generalized projection [1,2,12].
The following are well-known results. For example, see [1,2,12].
Lemma 2.3 (Alber [1], Alber and Reich [2], Kamimura and Takahashi [12]). Let C be a non-
empty closed convex subset of a smooth Banach space E and x ∈ E. Then, x0 = PCx if and only
if 〈x0 − y, Jx − Jx0〉 0 for y ∈ C.
Lemma 2.4 (Alber [1], Alber and Reich [2], Kamimura and Takahashi [12]). Let E be a reﬂex-
ive, strictly convex and smooth Banach space, let C be a nonempty closed convex subset of E and
let x ∈ E. Then (y, PCx) + (PCx, x)(y, x) for all y ∈ C.
Lemma 2.5 (Cho et al. [7, Lemma 1.4]). Let X be a uniformly convexBanach space andBr(0) =
{x ∈ E : ‖x‖r} be a closed ball of X. Then there exists a continuous strictly increasing convex
function g : [0,∞) → [0,∞) with g(0) = 0 such that
‖x + y + z‖2‖x‖2 + ‖y‖2 + ‖z‖2 − g(‖x − y‖),
for all x, y, z ∈ Br(0) and , ,  ∈ [0, 1] with + +  = 1.
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Lemma 2.6. Let E be a uniformly convex and uniformly smooth Banach space and let C be a
closed convex subset of E. Then, for points w, x, y, z ∈ E and a real number a ∈ R, the set
K := {v ∈ C : (v, y)(v, x) + 〈v, J z − Jw〉 + a} is closed and convex.
Proof. As a matter of fact, the deﬁning inequality in K is equivalent to the inequality
〈v, 2(Jx − Jy) − (J z − Jw)〉 ‖x‖2 − ‖y‖2 + a.
This inequality is afﬁne in v and hence the set K is closed and convex. 
3. Main result
In this section, we prove two strong convergence theorems for a common ﬁxed point of two
relatively nonexpansive mappings in a Banach space by using the hybrid method in mathematical
programming.
Theorem 3.1. Let E be a uniformly convex and uniformly smooth Banach space, and let C be a
nonempty closed convex subset of E. Let S and T be two relatively nonexpansive mappings from
C into itself with F := F(S) ∩ F(T ) is nonempty. Let a sequence {xn} be deﬁned by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = J−1(nJxn + (1 − n)J zn),
zn = J−1((1)n Jxn + (2)n JT xn + (3)n JSxn),
Hn = {z ∈ C : (z, yn)(z, xn)},
Wn = {z ∈ C : 〈xn − z, Jx − Jxn〉 0},
xn+1 = PHn∩Wnx, n = 0, 1, 2, . . . ,
(3.1)
with the following restrictions:
(i) 0n < 1 for all n ∈ N ∪ {0} and lim supn→∞ n < 1,
(ii) 0(1)n , (2)n , (3)n 1, (1)n + (2)n + (3)n = 1 for all n ∈ N ∪ {0},
limn→∞ (1)n = 0 and lim infn→∞ (2)n (3)n > 0.
Then the sequence {xn} converges strongly to PFx, where PF is the generalized projection from
C onto F.
Proof. We ﬁrst show that Hn and Wn are closed and convex for each n ∈ N ∪ {0}. From the
deﬁnition of Hn and Wn, it is obvious Wn is closed and convex for each n ∈ N∪ {0}. By Lemma
2.6, Hn is closed and convex for each n ∈ N ∪ {0}.
Next, we show that F ⊂ Hn ∩Wn for each n ∈ N∪ {0}. Let u ∈ F and let n ∈ N∪ {0}. Then,
by the convexity of ‖ · ‖2, we have
(u, zn) = (u, J−1((1)n Jxn + (2)n JT xn + (3)n JSxn))
= ‖u‖2 − 2
〈
u, (1)n Jxn + (2)n JT xn + (3)n JSxn
〉
+‖(1)n Jxn + (2)n JT xn + (3)n JSxn‖2
 ‖u‖2 − 2(1)n 〈u, Jxn〉 − 2(2)n 〈u, JT xn〉 − 2(3)n 〈u, JSxn〉 + (1)n ‖xn‖2
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+ (2)n ‖T xn‖2 + (3)n ‖Sxn‖2
= (1)n (u, xn) + (2)n (u, T xn) + (3)n (u, Sxn)
 (1)n (u, xn) + (2)n (u, xn) + (3)n (u, xn) = (u, xn) (3.2)
and then
(u, yn) = (u, J−1(nJxn + (1 − n)J zn))
= ‖u‖2 − 2 〈u, nJxn + (1 − n)J zn〉 + ‖nJxn + (1 − n)J zn‖2
 ‖u‖2 − 2n 〈u, Jxn〉 − 2(1 − n) 〈u, J zn〉 + n‖xn‖2 + (1 − n)‖zn‖2
= n(‖u‖2 − 2 〈u, Jxn〉 + ‖xn‖2) + (1 − n)(‖u‖2 − 2 〈u, J zn〉 + ‖zn‖2)
= n(u, xn) + (1 − n)(u, zn)n(u, xn) + (1 − n)(u, xn)
= (u, xn).
Thus, we have u ∈ Hn. Therefore we obtain F ⊂ Hn for each n ∈ N ∪ {0}. We note by [16,
Proposition 2.4] that F(S) and F(T ) are closed convex sets and so is F. Using the same argument
presented in the proof of [16, Theorem 3.1; pp. 261–262] and Lemma 2.2 we have F ⊂ Hn ∩Wn
for each n ∈ N ∪ {0},
lim
n→∞ ‖xn+1 − yn‖ = limn→∞ ‖xn+1 − xn‖ = 0.
Since J is uniformly norm-to-norm continuous on bounded sets, we have
lim
n→∞ ‖Jxn+1 − Jyn‖ = limn→∞ ‖Jxn+1 − Jxn‖ = 0 (3.3)
and ‖Jxn+1 − Jyn‖(1 − n)‖Jxn+1 − Jzn‖ − n‖Jxn − Jxn+1‖ for each n ∈ N ∪ {0}. This
implies that
‖Jxn+1 − Jzn‖  11 − n (‖Jxn+1 − Jyn‖ + n‖Jxn − Jxn+1‖)
 1
1 − n (‖Jxn+1 − Jyn‖ + ‖Jxn − Jxn+1‖).
From (3.3) and lim supn→∞ n < 1, we have limn→∞ ‖Jxn+1 − Jzn‖ = 0. Since J−1 is also
uniformly norm-to-norm continuous on bounded sets, we obtain
lim
n→∞ ‖xn+1 − zn‖ = limn→∞ ‖J
−1(Jxn+1) − J−1(J zn)‖ = 0.
From ‖xn − zn‖‖xn − xn+1‖ + ‖xn+1 − zn‖ we have limn→∞ ‖xn − zn‖ = 0.
Next, we show that ‖xn − T xn‖ → 0 and ‖xn − Sxn‖ → 0. Since {xn} is bounded, (p, T xn)
(p, xn) and (p, Sxn)(p, xn) where p ∈ F . We also obtain that {Jxn}, {JT xn} and
{JSxn} are bounded, then there exists r > 0 such that {Jxn}, {JT xn}, {JSxn} ⊂ Br(0). Therefore
Lemma 2.5 is applicable and we observe that
(p, zn) = ‖p‖2 − 2
〈
p, (1)n Jxn + (2)n JT xn + (3)n JSxn
〉
+ ‖(1)n Jxn
+(2)n JT xn + (3)n JSxn‖2
 ‖p‖2 − 2(1)n 〈p, Jxn〉 − 2(2)n 〈p, JT xn〉 − 2(3)n 〈p, JSxn〉
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+(1)n ‖xn‖2 + (2)n ‖T xn‖2
+(3)n ‖Sxn‖2 − (2)n (3)n g(‖JT xn − JSxn‖)
= (1)n (p, xn)+(2)n (p, T xn)+(3)n (p, Sxn)−(2)n (3)n g(‖JT xn − JSxn‖)
 (p, xn) − (2)n (3)n g(‖JT xn − JSxn‖).
That is
(2)n 
(3)
n g(‖JT xn − JSxn‖)(p, xn) − (p, zn), (3.4)
where g : [0,∞) → [0,∞) is a continuous strictly convex function with g(0) = 0.
Let {‖T xnk − Sxnk‖} be any subsequence of {‖T xn − Sxn‖}. Since {xnk } is bounded, there
exists {xnj } a subsequence of {xnk } such that
lim
j→∞(p, xnj ) = lim supk→∞ (p, xnk ) := a,
where p ∈ F . By (2), we have
(p, xnj ) = (p, znj ) + (znj , xnj ) + 2
〈
p − znj , J znj − Jxnj
〉
 (p, znj ) + (znj , xnj ) + M‖Jznj − Jxnj ‖
for some appropriate constant M. Since
lim
j→∞(znj , xnj ) = 0 = limj→∞ ‖Jznj − Jxnj ‖
it follows that
a = lim inf
j→∞ (p, xnj ) lim infj→∞ (p, znj ).
By (3.2), we have
lim sup
j→∞
(p, znj ) lim sup
j→∞
(p, xnj ) = a
and hence limj→∞ (p, xnj ) = a = limj→∞ (p, znj ). By (3.4), we observe that
(2)nj 
(3)
nj
g(‖JT xnj − JSxnj ‖)(p, xnj ) − (p, znj ) → 0
as j → ∞. Since lim infn→∞ (2)n (3)n > 0, it follows that limj→∞ g(‖JT xnj − JSxnj ‖) = 0.
By the properties of the mapping g, we have limj→∞ ‖JT xnj − JSxnj ‖ = 0. Since J−1 is also
uniformly norm-to-norm continuous on bounded sets, we obtain
lim
j→∞ ‖T xnj − Sxnj ‖ = limj→∞ ‖J
−1(JT xnj ) − J−1(JSxnj )‖ = 0
and then limn→∞ ‖T xn − Sxn‖ = 0. Next, we note by the convexity of ‖ · ‖2 and (3) that
(T xn, zn) = ‖T xn‖2 − 2
〈
T xn, 
(1)
n Jxn + (2)n JT xn + (3)n JSxn
〉
+‖(1)n Jxn + (2)n JT xn + (3)n JSxn‖2
 ‖T xn‖2 − 2(1)n 〈T xn, Jxn〉 − 2(2)n 〈T xn, JT xn〉 − 2(3)n 〈T xn, JSxn〉
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+(1)n ‖xn‖2 + (2)n ‖T xn‖2 + (3)n ‖Sxn‖3
= (1)n (T xn, xn) + (2)n (T xn, Sxn) → 0
(as (1)n → 0). By Lemma 2.2, we have limn→∞ ‖T xn − zn‖ = 0 and hence
‖T xn − xn‖‖T xn − zn‖ + ‖zn − xn‖ → 0
as n → ∞. Moreover we observe that
‖Sxn − xn‖‖Sxn − T xn‖ + ‖T xn − xn‖ → 0
as n → ∞. Therefore, if {xnk } is a subsequence of {xn} such that xnk ⇀ xˆ ∈ C, then xˆ ∈
Fˆ (S) ∩ Fˆ (T ) = F(S) ∩ F(T ) = F .
Finally, we show that xn → PFx. Let {xnk } be a subsequence of {xn} such that xnk ⇀ xˆ ∈ F
and w = PFx. For any n ∈ N, from xn+1 = PHn∩Wnx and w ∈ F ⊂ Hn ∩ Wn, we have
(xn+1, x)(w, x). On the other hand, from weakly lower semicontinuity of the norm, we
have
(xˆ, x) = ‖xˆ‖2 − 2 〈xˆ, J x〉+ ‖x‖2 lim inf
k→∞ (‖xnk‖
2 − 2 〈xnk , Jx〉+ ‖x‖2)
= lim inf
k→∞ (xnk , x) lim supk→∞
(xnk , x)(w, x).
From the deﬁnition of PFx, we obtain xˆ = w and hence limk→∞ (xnk , x) = (w, x). So, we
have limk→∞ ‖xnk‖ = ‖w‖.Using the Kadec–Klee property of E, we obtain that {xnk } converges
strongly to PFx. Since {xnk } is an arbitrary weakly convergent sequence of {xn}, we can conclude
that {xn} converges strongly to PFx. 
Note that {(1)n } = { 1n+3 }, {(2)n } = { 12 } and {(3)n } = { 12 − 1n+3 }, an example of the sequences
{(i)n }, i = 1, 2, 3.
If S = T and (1)n = 0 for all n, then we obtain the following result.
Corollary 3.2 (Matsushita and Takahashi [16, Theorem 4.1]). Let E be a uniformly convex and
uniformly smooth Banach space, let C be a nonempty closed convex subset of E, let T be a
relatively nonexpansive mapping from C into itself, and let {n} be sequence of real numbers such
that 0n < 1 and lim supn→∞ n < 1. If F(T ) is nonempty, then the sequence {xn} generated
by (1.6) converges strongly to PF(T )x, where PF(T )x is the generalized projection from C onto
F(T ).
If E is a Hilbert space in Theorem 3.1, then we have the following corollary.
Corollary 3.3. Let C be a nonempty closed convex subset of a Hilbert space H, and let S, T be
two nonexpansive mappings of C into itself such that F := F(S) ∩ F(T ) is nonempty. Suppose
that {xn} is given by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = nxn + (1 − n)zn,
zn = (1)n xn + (2)n T xn + (3)n Sxn,
Cn = {z ∈ C : ‖z − yn‖‖z − xn‖},
Qn = {z ∈ C : 〈xn − z, x − xn〉 0},
xn+1 = PHn∩Wnx, n = 0, 1, 2, . . . ,
112 S. Plubtieng, K. Ungchittrakool / Journal of Approximation Theory 149 (2007) 103–115
with the following restrictions:
(i) 0n < 1 for all n ∈ N ∪ {0} and lim supn→∞ n < 1,
(ii) 0(1)n , (2)n , (3)n 1, (1)n + (2)n + (3)n = 1 for all n ∈ N ∪ {0},
limn→∞ (1)n = 0 and lim infn→∞ (2)n (3)n > 0.
where PCn∩Qn is the metric projection from C onto Cn ∩ Qn. Then {xn} converges strongly to
PFx, where PF is the metric projection from C onto F.
Proof. By the proof of [16, Theorem 4.1], we have S and T are relatively nonexpansive. Using
Theorem 3.1, we obtain the desired result. 
In the case of (1)n = 0 for all n and S = T , Corollary 3.3 reduces to the following corollary.
Corollary 3.4 (Nakajo and Takahashi [17]). Let C be a nonempty closed convex subset of a
Hilbert space H and let T : C → C be a nonexpansive mapping such that F(T ) is not empty. As-
sume that {n} ⊂ [0, a] for some a ∈ [0, 1). Then the sequence {xn} generated by (1.4) converges
in norm to the ﬁxed point PF(T )(x0).
Theorem 3.5. Let E be a uniformly convex and uniformly smooth Banach space, and let C be a
nonempty closed convex subset of E. Let S and T be two relatively nonexpansive mappings from
C into itself with F := F(S) ∩ F(T ) is nonempty. Let a sequence {xn} be deﬁned by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = J−1(nJx0 + (1 − n)J zn),
zn = J−1((1)n Jxn + (2)n JT xn + (3)n JSxn),
Hn = {z ∈ C : (z, yn)(z, xn) + n(‖x0‖2 + 2 〈z, Jxn − Jx〉)},
Wn = {z ∈ C : 〈xn − z, Jx − Jxn〉 0},
xn+1 = PHn∩Wnx, n = 0, 1, 2, . . . ,
(3.5)
with the following restrictions:
(i) 0 < n < 1 for all n ∈ N ∪ {0} and limn→∞ n = 0,
(ii) 0(1)n , (2)n , (3)n 1, (1)n + (2)n + (3)n = 1 for all n ∈ N ∪ {0},
limn→∞ (1)n = 0 and lim infn→∞ (2)n (3)n > 0.
Then the sequence {xn} converges strongly to PFx, where PF is the generalized projection from
C onto F.
Proof. We ﬁrst show that Hn and Wn are closed and convex for each n ∈ N ∪ {0}. From the
deﬁnition of Hn and Wn, it is obvious Wn is closed and convex for each n ∈ N∪ {0}. By Lemma
2.6, Hn is also closed and convex for each n ∈ N ∪ {0}.
We claim that F ⊂ Hn for all n ∈ N ∪ {0}. Let p ∈ F . By the same argument as in the proof
of Theorem 3.1, we have
(p, zn)(p, xn) − (2)n (3)n g(‖JT xn − JSxn‖)(p, xn). (3.6)
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Then, by the convexity of ‖ · ‖2, we have
(p, yn) = ‖p‖2 − 2 〈p, nJx0 + (1 − n)J zn〉 + ‖nJx0 + (1 − n)J zn‖2
 ‖p‖2 − 2n 〈p, Jx0〉 − 2(1 − n) 〈p, Jzn〉 + n‖x0‖2 + (1 − n)‖zn‖2
= n(p, x0) + (1 − n)(p, zn)n(p, x0) + (1 − n)(p, xn)
= (p, xn) + n((p, x0) − (p, xn))
= (p, xn) + n(‖x0‖2 − ‖xn‖2 + 2 〈p, Jxn − Jx0〉)
 (p, xn) + n(‖x0‖2 + 2 〈p, Jxn − Jx0〉).
This implies that p ∈ Hn and hence F ⊂ Hn for all n ∈ N ∪ {0}. By the same argument as
in the proof of [16, Theorem 3.1, pp. 261–262], we obtain F ⊂ Hn ∩ Wn for all n ∈ N ∪ {0},
and (xn+1, xn) → 0, as n → ∞. It follows by Lemma 2.2 that ‖xn+1 − xn‖ → 0. Since
xn+1 = PHn∩Wnx ∈ Hn, we have
(xn+1, yn)(xn+1, xn) + n(‖x0‖2 + 2 〈xn+1, J xn − Jx〉) → 0 as n → ∞.
By Lemma 2.2, we have ‖xn+1 − yn‖ → 0 and then
‖yn − xn‖‖yn − xn+1‖ + ‖xn+1 − xn‖ → 0.
We observe that
(zn, xn) =(zn, yn) + (yn, xn) + 2 〈zn − yn, Jyn − Jxn〉 (zn, yn) + (yn, xn)
+2‖zn − yn‖‖Jyn − Jxn‖
and
(zn, yn) = ‖zn‖2 − 2 〈zn, nJx0 + (1 − n)J zn〉 + ‖nJx0 + (1 − n)J zn‖2
 ‖zn‖2 − 2n 〈zn, Jx0〉 − 2(1 − n) 〈zn, J zn〉 + n‖x0‖2 + (1 − n)‖zn‖2
= n(‖zn‖2 − 2 〈zn, Jx0〉 + ‖x0‖2) = n(zn, x0) → 0.
Since limn→∞ (yn, xn) = 0 = limn→∞ ‖zn−yn‖‖Jyn−Jxn‖, it follows that limn→∞ (zn, xn)
= 0. Using Lemma 2.2, ‖zn − xn‖ → 0. By the same argument as in the proof of Theorem 3.1,
we have limn→∞ ‖T xn − Sxn‖ = 0 = limn→∞ ‖T xn − zn‖. Since ‖zn − xn‖ → 0, it follows
that
lim
n→∞ ‖T xn − xn‖ = 0 = limn→∞ ‖xn − Sxn‖.
Therefore, if {xnk } is a subsequence of {xn} such that xnk ⇀ xˆ ∈ C, then xˆ ∈ Fˆ (S) ∩ Fˆ (T ) =
F(S) ∩ F(T ) = F .
Finally, we show that xn → PFx. Let {xnk } be a subsequence of {xn} such that xnk ⇀ xˆ ∈ F
and w = PFx. For any n ∈ N, from xn+1 = PHn∩Wnx and w ∈ F ⊂ Hn ∩ Wn, we have
(xn+1, x)(w, x). On the other hand, from weakly lower semicontinuity of the norm, we
have
(xˆ, x) = ‖xˆ‖2 − 2 〈xˆ, J x〉+ ‖x‖2 lim inf
k→∞ (‖xnk‖
2 − 2 〈xnk , Jx〉+ ‖x‖2)
= lim inf
k→∞ (xnk , x) lim supk→∞
(xnk , x)(w, x).
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From the deﬁnition of PFx, we obtain xˆ = w and hence limk→∞ (xnk , x) = (w, x). So, we
have limk→∞ ‖xnk‖ = ‖w‖. Using the Kadec–Klee property of E, we obtain {xnk } converges
strongly to PFx. Since {xnk } is an arbitrary weakly convergent sequence of {xn}, we can conclude
that {xn} converges strongly to PFx. 
If S = T and (1)n = 0, then Theorem 3.5 reduces to the following result.
Corollary 3.6. Let E be a uniformly convex and uniformly smooth Banach space, let C be a
nonempty closed convex subset of E, let T be a relatively nonexpansive mapping from C into itself,
and {n} ⊂ (0, 1) is such that limn→∞ n = 0. Suppose that {xn} is given by⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x0 = x ∈ C,
yn = J−1(nJx0 + (1 − n)JT xn),
Hn = {z ∈ C : (z, yn)(z, xn) + n(‖x0‖2 + 2 〈z, Jxn − Jx〉)},
Wn = {z ∈ C : 〈xn − z, Jx − Jxn〉 0},
xn+1 = PHn∩Wnx, n = 0, 1, 2, . . . ,
where J is the duality mapping on E. If F(T ) is nonempty, then {xn} converges strongly to PF(T )x,
where PF(T ) is the generalized projection from C onto F(T ).
From Corollary 3.6, we have the following.
Corollary 3.7 (Martinez-Yanes and Xu [15, Theorem 3.1]). Let H be a real Hilbert space, C a
closed convex subset of H and T : C → C a nonexpansive mapping. Assume that {n} ⊂ (0, 1)
is such that limn→∞ n = 0. If F(T ) = , then the sequence {xn} generated by (1.5) converges
strongly to PF(T )x.
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