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The following pages contain a bibliography of current work in inductive infer-
ence, the algorithmic synthesis of programs from examples. This bibliography was ori-
ginally compiled to aid researchers interested theoretical aspects of automatic pro-
gram synthesis, Although some references to papers describing software to synthesize 
programs can be found in the following, they are few in number and do not necessarily 
constitute a representative sample of applications of the theory of inductive inference. 
Another weakness of the bibliography is its overly brief mention of the work in induc-
tive inference done by philosophers of science. We wish to acknowledge the assistance 
of D. Angluin, B. Stone, and D. Boles in compiling this bibliography. Computer time was 
supplied by the Department of Computer Sciences, Purdue University. Financial sup-
port was provided by NSF grant MCS 7903912. Amendments and corrections are here-
by solicited. 
1. Abd-alla, A. and Karlgaard, D., "Heuristic synthesis of microprogrammed 
computer architecture," IEEE Transactions on Computers C-23(8) pp. 802-
007 (1974). 
2. AdLeman, L. and Blum. H.. Inductive inference and unsolv ability, Depart-
ment of ElectricaL Engineering and Computer Science and the Electronics 
Research Laboratory, University of California at Berkely (1975). 
3. Amarel, S., "On the automatic formation of a computer program which 
represents a theory," pp. 107-175 in Self-organizing Systems, ed. M. Yovits, 
G. Jacobi, and G. Goldstein,Spartan Books, Washington, D.C. (1962). 
4. Angluin, D., "On the complexity of minimum inference of regular sets," 
Information and Control 39(3) pp. 337-350 (1978). 
5. Angluin, D., "Inductive inference of formal languages from positive data," 
Dept. of Mathematics report, University of California at Santa Barbara 
(1979). 
6. Angluin, D., "Finding patterns common to a set of strings," Information and 
Control 21(1) pp, 46-63 (1980). 
7. Angluin, D. and Smith, C, H,, A discrete theory of automatic program syn-
thesis, In preparation 1901. 
8. Barnes, J., Aristotle's Posterior Analytics, Oxford: Claredon Press (1975). 
9. Barzdin, J,, "Two theorems on the limiting synthesis of functions," pp. 82-8B 
in Theory of Algorithms and Programs, ed. Barzdin,Latvian State University, 
Riga. U.S.S.R. (1974). 310 
10. Barzdin, J.A., "On decoding automata in the absence of an upper bound on-
the number of states," Soviet MathDokt., pp. 1004-1051 (1970). 
11. Barzdin, J.A., "Prognostication of automata and functions," Information 
Processings '71, Proceedings of the IFIP Congress 1 pp. 81-84 (1971). 
12. Barzdin, J.A., "On synthesizing programs given by examples," Lecture Notes 
in Computer Science SSpringer Verlag, (1972). 
13. Barzdin, J.A., "Limiting synthesis of r numbers," pp. 112-116 in Theory of 
Algorithms and Programs, ed. Barzdin,Latvian State University, Riga, 
U.S.S.R. (1974). 210 
14. Barzdin, J.A.. "Uber eine eigenschaft limitar berech eubarer funktionale," 
pp. 20-24 in Theory of Algorithms and Programs, ed. Barzdin,Latvian State 
University. Riga, U.S.S.R. (1974). Russian 
15. Barzdin, J.A. and Freivald, R.V., "On the prediction of general recursive 
functions," Soviet Math Dokl. 13 pp. 1224-1228 (1972). 
16. Barzdin, J.A. and Freivald, R.V., "Prediction and limiting synthesis of r.e. 
classes of functions," pp. 101-111 in Theory of Algorithms and Programs. 
ed. Barzdin,Latvian State University, Riga, U.S.S.R. (1974). 
17. Barzdin, J.A., Kinber, E.B., and Podnieks, K. M., "Concerning synthesis and 
prediction of functions," pp. 117-128 in Theory Of Algorithms and .Pro-
grams, ed. Barzdin,Latvian State University, Riga, U.S.S.R, (1974). 210 
18. Barzdin, J.A. and Podnieks, K. M., "The theory of inductive inference," 
Proceedings of the Mathematical Foundations of Computer Science, pp. 9-
15 (1973). Russian 
- 3 -
19. Berger, J. and Pair, C., "Inference for regular bilanguages," Journal af 
Computer and System Sciences 15 pp. 100-132 (1976). 
20. Bernoulli, J., Ars conjectandi, Basel (1713). 
31. Biermann, A.W., "On the inference of turing machines from sample compu-
tations," Artificial Intelligence 3 pp. 101-198 (1973). 
22. Biermann, A.W,, "The inference of regular LISP programs from examples," 
IEEE Transactions on Systems, Man, and Cybernetics, pp. 565-600 (1978). 
SMC-8 
23. Biermann, A.W., Baum, R.I., and Petry, F.E., "Speeding up the synthesis of 
programs from traces," IEEE Transactions on Computers c-24 pp. 122-136 
(1975). 
24. Biermann, A. W. and Feldman, J. A., "A survey of results in grammatical 
inference," in Frontiers of Pattern Recognition, ed. S. Watanabe .Academic 
Press, New York (1972). 
25. Biermann, A.IV. and Feldman, J.A., "On the synthesis of finite-state 
machines from samples of their behavior," IEEE Transactions on Comput-
ers C-21 pp. 592-597 (1972). 
26. Biermann, A,IV, and Krishnaswamy, R., "Constructing programs from exam-
ple computations," IEEE Transactions an Software Engineering, pp. 141-
153 (1976). SE-2 
27. Biermann, A.W. and Smith, D.R., "The hierarchical synthesis of LISP scan-
ning programs," pp, 41-45 in Information Processing 77, ed. B. 
Gilchrist,North Holland, Amsterdam (1977). 
26. Blake, R. M., Ducasse, C. J., and Madden, E. H., Theories af Scientific 
Method: The Renaissance through the Nineteenth Century, University of 
Washington Press, Seattle (i960). 
29. Blum, L. and Blum, M., "Toward a mathematical theory of inductive infer-
ence," Information and Control SB pp. 125-155 (1975). 
30. Burks(ed.), A. W., Collected Papers of Charles Sanders Peirce, Harvard 
University Press, Cambridge, Mass. (1958). 
31. Carnap, R., The Continuum, of Inductive Methods, The University of Chicago 
Press, Chicago, Illinois (1952). 
32. Carnap, R, and Jeffrey, R., Studies in inductive logic and probability, 
University of California Press, Berkeley, California (1971). 
33. Case. J. and NgoManguelle, 5., "Refinements of inductive inference by pop-
perian machines," Kybernetika, (1981). to appear. 
34. Case, J. and Smith, C., "Anomaly hierarchies of mechanized inductive infer-
ence," Proceedings of the 10th Symposium on the Theory of Computing, 
pp. 314-319 (1976). 
35. Case, J. and Smith, C., Comparison of identification criteria for machine 
inductive inference, submitted for publication. 1961. 
36. Cook, C.M., Rosenfild, A., and Aronson, A.R,, "Grammatical inference by hill-
climbing," Information Sciences 10 pp, 59-80 (1976), 
37. Coulon, D. and Kayser, D., "Construction of natural-language sentence 
acceptors by a supervised learning technique," IEEE Transactions on Pat-
tern Analysis and Machine Intelligence PAMI-1 pp. 94-99 (1979). 
- 3 -
3B. Crespi-Reghizzi, S,, "An effective model for grammar inference," M/oma-
tian Processings 71, pp, 524-529 North Holland Publishing Company, 
(1972). 
39. Crespi-Reghizzi, S.. Melkanoff. M.A., and Lichten, L., "The use of grammati-
cal inference for designing programming languages," Communications of 
the ACM 16(2) pp. B3-90 (1973). 
40. Daley, R., "On the inference of optimal descriptions," Theoretical Computer 
Science 4pp. 301-319 (1977). 
41. Doucet, P.G., "The syntactic inference problem for DOL-sequences," L-
Systems, pp. 146-161 Springer-Verlag, (1974). 
42. Feldman, J., "Some decidability results on grammatical inference of best 
programs," Math Systems Theory 10 pp. 244-262 (1972). 
43. Feldman, J. and Shields, P., "Total complexity and the inference of best 
programs," Math Systems Theory 10 pp. 181-191 (1977), 
44. Feldman, J.A., "First Thoughts on Grammatical Inference," Artificial Intelli-
gence Memo, (Aug. 1967). 
45. Fiduccia, C. M., "Algebraic complexity by interrogation," Proceedings of the 
Conference on Information Sciences and Systems, p, 7 pgs. (1979). 
46. Freivald, R., "On the complexity and optimality of the computation in the 
limit," pp. 155-173 in Theory of Algorithms and Programs, ed. 
Barzdin,Latvian State University, Riga, U.S.S.R. (1975), 333 
47. Freivald, R.V., "On the limit synthesis of numbers of general recursive func-
tions in various computable numerations," Soviet Math Dokl. 15 pp. 1681-
1683 (1974), 
48. Freivald, R.V., "Uniform and non uniform predictability," pp, 89-100 in 
Theory Of Algorithms and Programs, ed. Barzdin,Latvian State University, 
Riga, U.S.S.R. (1974). 210 
49. Freivald, R.V., "Minimal Godel numbers and their identification in the 
limit," Lecture Notes in Computer Science 32 pp. 219-225 Springer Yerlag, 
(1975). 
50. Freivald, R. V. and Kinber, E. B., "Identification in the limit of minimal Godel 
numbers," pp. 1-34 in Theory Of Algorithms and Programs, ed. 
Barzdin,Latvian State University, Riga, U.S.S.R, (1977). Russian 
51. Freivald, R. V. and "Wiehagen, R., "Inductive inference with additional infor-
mation," Elektronische Informationsverarbeitung und KybernetiJc 15(4) pp. 
179-185 (1979). 
52. Friedberg, R., "A learning machine; part 1," IBM Journal of Research and 
Development 2(1) pp. 1-13 (1958), 
53. Friedberg, R,, Dunham, B., and North, T., "A learning machine: part Z," IBM 
Journal of Research and Development 3(3) pp. 282-2B7 (1959). 
54. Fu, K.S., Syntactic Methods in Pattern Recognition, Academic Press, New 
York (1975). 
55. Fu, K.S., Syntactic Pattern Recognition, Applications, Springer-Verlag, New 
York (1977). 
56. Fu, K.S. and Booth, T.L., "Grammatical inference: Introduction and survey I 
Parts 1 and II," IEEE Transactions on Systems, Man and Cybernetics SMC- ^ 
5pn. 409-423 (1972; 
\ 
- 4 -
57. Gaines, B.R.. "Behavior/structure transformations under uncertainty," 
International Journal of Man-Machine Studies B pp. 337-365 (1976). 
58. Gaines, B.R., "Maryanski's grammatical inferencer," IEEE Transactions on 
Computers C-2B pp. 62-64 (1979). 
59. Gill, A., "State-identification experiments in finite automata," Information 
and Control 4pp. 132-154 (1961). 
60. Goetze, B. and KLette, R., "Some properties of limit recursive functions," 
Lecture Notes in Computer Science 28 pp. 6B-90 Springer Verlag. (1974). 
61. Gold, E.M,, "Limiting recursion," Journal of Symbolic Logic 30 pp. 28-48 
(1965). 
62. Gold, E.M., "Language identification in the limit," Information and Control 
10 pp. 447-474 (1967). 
63. Gold, E.M., "System identification via state characterization," Automatica 
8 pp. 621-636 (1972). 
64. Gold, E.M., "Complexity of automaton identification from given data," Infor-
mation and Control 37 pp, 302-320 (197B). 
65. Gonzalez, R.C. and Thomason, M.G., Syntactic Pattern Recognition, An 
Introduction, Addison-Wesley, Reading, Mass. (1978). 
66. Good, I., "The probabilistic explication of information, evidence, surprise, 
causality, explanation, and utility," pp. 10B-122 in Foundations of statisti-
cal inference, ed, Godambe 8c Sprott.Holt, Rinehart and Winston of Canada, 
Toronto (1971). 
67. Guiho, G. and Jouannaud, J.P., "Program synthesis for a simple class of 
non-loop functions," 6, Universite de Paris-Sad, Orsay (1978). Laboratoire 
de Recherche en Jnformatique 
68. Hajek, P.. "On logics of discovery," Lecture Notes in Computer Science 
32 pp. 30-45 Springer-Verlag, (1975). 
69. Hardy, S,, "Synthesis of LISP functions from examples," Fourth Interna-
tional Joint Conference on Artificial Intelligence: Advance Papars. pp. 
268-273 (1975). 
70. Hendel, R. J., "Mathematical learning theory: a formalized, axiomatic, 
abstract approach," Information and Control 41 pp. 67-117 (1979). 
71. Herman, G. and Feliciangeli, H., "Algorithms for producing grammers from 
sample derivations: a common problem of formal language theory and 
developmental biology." Journal of Computer and Systems Sciences 7 pp. 
97-11B (1973). 
72. Hormann, A. M., "Programs for machine learning, Part 1," Information and 
Control 5 pp. 347-367 (1962), 
73. Hormann, A. M., "Programs for machine learning, Part II," Information and 
Control 7(1) pp. 55-77 (1964). 
74. Horning, J.J., "A study of grammatical inference," Computer Science 
Department, Stanford University (1969). Ph.D. dissertation 
75. Jouannaud, J.P, and Guiho, G., "Inference of functions with an interactive 
system," Machine Intelligence 9(). 
76. Jouannaud, T. P., Guiho, G., and Treuil, T. P., "SJSP/1 an interactive system 
able to synthesize functions from examples," 5th International Joint 
Conference on Artificial Intelligence 1 pp. 412-418 (1977). 
- 5 -
77. Kinber, E.B., "Frequency calculations of general recursive predicates and 
frequency enumeration of sets," Soviet Math Dokl. 13(4) pp. 873-876 
(1972). 
78. Kinber, E.B., "On the synthesis in the limit of almost minimal Godel 
numbers," pp, 221-223 in Theory of Algorithms and Programs, ed. 
Barzdin,Latvian State University, Riga, U.S.S.R. (1974). Russian 
79. Kinber, E. B., "On identification in the limit of minimal numbers for func-
tions of effectively enumerable classes," pp. 35-56 in Theory Of Mgorithms 
and Programs, ed. Barzdin,Latvian State University, Riga, U.S.S.R. (1977). 
Russian 
80. Kinber, E.B., "On a theory of inductive inference," Lecture Nates in Com-
puter Science 56 pp. 435-440 Springer Verlag, (1977). 
81. Klaus, P. J., "Zur kompliziertheit der konsistenten erkennung von klassen 
allgemein-rekursiver funktionen," International Symposium an ALgarith-
mische Kompliziertheit, lem, und Erkennungs-prozesse, pp. 45-52 (1976). 
B2. Klette, R., "Unterklassen in der familie NUM aller effektiv numerierbaren 
mengen von eistelligen allgemein rekursiven funktionen," Kompliziertheit 
von Lemund Erkennungs prozessen 1pp. 62-66 (1975). 
83. Klette, R., "Recognizing algorithms for recursive functions," Elektronische 
Informationsverarbeitung und Kybemetik 12 pp. 227-243 (1976). German 
84. Klette, R., "A few results on the complexity of classes of identifiable recur-
sive function sets," Sektion Mathematik report 4 (M) 77, Friedrich Schiller 
Universitat, Jena (1977). 
85. Klette, R. and Goetze, B., "Limes-rekursive funktionen," Elektronische 
Informationsverarbeitung und Kybemetik 11 pp. 586-589 (1975). German 
86. Klette, R. and Wiehagen, R., "Resaerch in the thoery of inductive inference 
by GDR mathematicians- a survey," Information Sciences 22 pp. 149-169 
(1980). 
87. Knobe, B. and Knobe, K., "A method for inferring context-free grammars," 
Information and Control 31 pp. 129-146 (1976), 
BB. Kochen, M,, "Experimental study of "hypothesis formation" by computer," 
Research report RC 294, IBM, Yorktown Heights, New York (1960). 
89. Kodaratoff, Y., "A class of functions synthesised from a finite number of 
examples and a LISP program scheme," International Journal of Computer 
and Information Sciences B(6) pp. 489-521 (1979). 
90. Kramer,, "A Note on the self-consistency definitions of generalization and 
inductive inference," J ACM, pp. 280-2B1 (1962). 
91. Kugel, P., "Induction pure and simple," Information and Control 35pp. 
276-336 (1977). 
92. Lazarev, V. G. and Zakrevskii(eds.), A. V., Synthesis of Digital Automata, 
Consutants Bureau, Plenum Publishing Corp., New York, New York (1969). 
Translated by E. S. Spiegelthal. 
93. Maryanski, F.J. and Booth, T.L., "Inference of finite-state probabilistic gram-
mars," IEEE Transactions on Computers C-2B pp. 521-536 (1977). see also 
Gaines ^ 
94. Michalski, R. S., "Pattern recognition as rule-guided inductive inference," C7) 
IEEE Transactions on Pattern Analysis and Machine Intelligence, (). to 00 
appear 
95. Michalski, R. S., "Learning by inductive inference," NATO Advanced Study 
Institute an Computer Oriented Learning Processes, p. 15 pgs. (1974). 
96. Michalski, R, S,, "Variable valued logic and its applications to pattern recog-
nition and machine learning," pp. 506-534 in Multiple Valued Logic and 
Computer Science, ed. D. Rine,North-Holland (1975). 
97. Minicozzi, E., "Some natural properties of strong-identification in inductive 
inference," Theoretical Computer Science 2 pp. 345-360 (1976). 
98. Moore, E.F., "Gedanken-experiments on sequential machines," Automata 
Studies, pp. 129-153 Princeton University Press. (1956). 
99. Mude. A, Van der and Walker, A., "On the inference of stochastic regular 
grammars," Information and Control 3B pp. 310-329 (1978). 
100. Pager, D., "On the efficiency of algorithms," Journal of the ACM 17(4) pp, 
708-714 (1970). 
101. Pao, T. and Carr, J.W., A solution of the syntactical induction-inference 
problem for regular languages. 1978. 
102. Pepe, J., A procedure to determine by observation the state diagram of a 
luring machine, M.S. Thesis 1967. 
103. Perry, M,, Program, optimization as a limiting process, in preparation 
104. Pivar, M. and Finkelstein, M., "Automation, using LISP, of inductive infer-
ence on sequences." pp. 125-136 in The Programming Language LISP: Its 
Operation and Applications, ed, Berkeley Si Babrow.M.I.T. Press, Cambridge, 
Mass. (1964). 
105. Pivar, M. and Gord, E., "The LISP program for inductive inference on 
sequences," pp, 260-289 in The Programming Language LISP: Its Operation 
and Applications, ed. Berkely & Babrow.MIT Press, Cambridge, Mass (1964), 
106. Plotkin, G.D., Automatic methods of inductive inference, University of 
Edinburgh, Edinburgh (1971). PhD Thesis 
107. Podnieks, K M.. "Comparing various concepts of function prediction part 
]," pp. 68-81 in Theory Of Algorithms and Programs, ed. Barzdin,Latvian 
State University, Riga, U.S.S.R. (1974). 210 
108. Podnieks, K. M., "Comparing various concepts of function prediction part 
II," pp. 35-44 in Theory Of Algorithms and Programs, ed. Barzdin,Latvian 
State University, Riga, U.S.S.R. (1975). 233 
109. Podnieks, K. M., "Probabilistic synthesis of enumerated classes of func-
tions." Soviet Math Dokl. 16 pp. 1042-1045 (1975). 
110. Podnieks, K. M.. "Probabalistic program synthesis," pp. 57-88 in Theory Of 
Algorithms and Programs, ed. Barzdin,Latvian State University, Riga, 
U.S.S.R. (1977). Russian 
111. Podnieks, K. M., "Computational complexity of prediction strategies," pp. 
89-102 in Theory Of Algorithms and Programs, ed. Barzdin,Latvian State 
University, Riga, U.S.S.R. (1977). Russian 
112. Popper, K., The Logic of Scientific Discovery, Harper Torch Books, N.Y. 
(1968). 2nd Edition 
113. Pudlak, P., "Polynomially complete problems in the logic of automated 
discovery," Lecture notes in Computer Science 32 pp. 358-361 Springer 
Verlag, (1975). 
- 7 -
114. Pudlak, P. and Springsteel, F, N., "Complexity in mechanized hypothesis 
formation," Theoretical Computer Science 8 pp. 203-225 (1979). 
115. Putnam, H., "Probability and confirmation," in Mathematics, Matter and 
Method, Cambridge University Press (1975). Originally appeared in 1963 as 
a Voice of America Lecture. 
116. Rescher, N., Scientific Explanation, The Free Press, New York (1970). 
117. Sato, M., "Towards a mathematical theory of program synthesis," Proceed-
ings of the sixth International Joint Conference on Artificial Intelligence, 
pp. 757-762 (1979). 
11B. Savage, L., The foundations of statistics, Dover Publications, New York 
(1972), second edition. # 
119. Schilpp, P., Library of Living Philosophers; The Philosapy af Rudolph Car-
nap, Open Court Publishing Co., LaSalle, IL (1963). 
120. Schubert, L.K., "Iterated limiting recursion and the program minimaliza-
tion problem," J ACM 21(3) pp. 436-445 (1974). 
121. Schubert, L.K., "Representative samples of programmable functions," 
Information and Control 25 pp. 30-44 (1974), 
122. Shamir, E., "A remark on discovery algorithms for grammars," Informa-
tion and Control 5 pp. 246-251 (1962). 
123. Shannon, C, E., "Prediction and entropy of printed English," Bell Systems 
Technical Journal 30 pp. 50-64 (1951). 
124. Shaw, D., Swartout, W., and Green, C., "Inferring LISP programs from exam-
ple problems," Fourth International Joint Conference an Artificial Intelli-
gence: Advance Papers, pp. 351-356 (1975). 
125. Siklossy, L., "The synthesis of programs from their properties, and the 
insane heuristic," Proceedings of the Third Texas Conference on Computer 
Systems, (1974). 
126. Siklossy, L. and Sykes, D., "Automatic program synthesis from example 
problems," Fourth International Joint Conference on Artificial Intelligence 
Advance Papers, pp. 26B-273 (1975), 
127. Simon, H.A. and Kotovsky, K., "Human acquisition of concepts for sequen-
tial patterns," Psychological Review 70 pp. 534-546 (1963). 
128. Smith, C.H,, Hierarchies of identification criteria for mechanized induc-
tive inference, SUNY/Buflalo,N,Y. (1979). Ph.D. Dissertation. 
129. Smith, C. H., The power of parallelism for automatic program systhesis, 
Submitted for publication. 1981. 
130. Solomonoff, R. J., "An inductive inference machine," IRE Convention 
Record, pp. 56-62 (1957). 
131. Solomonoff, R. J., "Training sequences for mechanized induction," pp. 425-
434 in Self-organizing Systems, ed. M. Yovits, G. Jacobi, and G. 
Goldstein,Spartan Books, Washington, D.C. (1962). 
132. Solomonoff. R.J., "A formal theory of inductive inference," Information and 
Control 7 pp. 1-22, 224-254 (1964). 
133. Solomonoff, R. J., "Inductive inference theory - a unified approach to prob-
lems in pattern recognition and artificial intelligence," Proceedings of he 
International Joint Conference on Artificial Intelligence, pp. 274-280 
(1975). 
- 8 -
134. SolomonoS, R. J., "Complexity-based induction systems: comparisons and 
convergence theorems," IEEE Transactions on Information Theory IT-
24(4) pp. 422-432 (1978). 
135. Stepp, R., "Learning without negative examples via variable valued logic 
characterizations: the uniclass inductive program AQ7UNI," Department of 
Computer Science Technical Report UIUCDCS-R-79-982 (1979). 
136. Strong, J., "The infinite ballot box of nature: De Morgan, Boole, and Jevons 
on probability and the logic of induction," PSA 1976, pp. 197-211 Philoso-
phy of Science Association, (1976). 
137. Summers, P.D., Program construction from examples, Yale University, New 
Haven, Conn, (). PhD Thesis 
138. Summers, P.D., "A methodology for LISP program construction from exam-
ples," Journal of the ACM 24 pp. 161-175 (1977). 
139. Sussman, G. J., A Computer Model of Skill Ajguisificm, American Elsevier 
Co,, New York (1975). 
140. Trakhtenbrot, B., "On problems solvable by successive trials," Lecture 
Notes in Computer Science 32 pp. 125-137 Springer Verlag, (1975). 
141. Trakhtenbrot, B. and Barzdin, J. A., Finite Automata: Behavior and Syn-
thesis. North Holland (1973). 
142. Tsypkin, Y. Z., Foundations of the Theory of Learning Systems, Academic 
Press. New York (1973). Translated by Z. L. Nikolic. 
143. Veelenturf, L.P.J., "Inference of sequential machines from sample compu-
tations," IEEE Transactions on Computers C-27 pp. 167-170 (1978). 
144. Watanabe, S, , "Information-theoretical aspects of inductive and deductive 
inference," IBM Journal of Research and Development 4(2) pp. 208-231 
(196D). 
145. Wharton, R.M., "Approximate language identification," Information and 
Control 26 pp. 236-255 (1974). 
146. Wharton, R.M., "Grammar enumeration and inference," Information and 
Control 33 pp, 253-272 (1977). 
147. Wiehagen, R., Primitiv - rekursive erkennung, to appear 
148. Wiehagen, R., "Inductive inference of recursive functions," Lecture Notes 
in Computer Science 32 pp. 462-464 Springer Verlag, (1974), 
149. Wiehagen, R., "Limes-erkennung rekursiver funktionen durch spezielle 
straegen," Elektronische Informationsverarbeitung und Kybernetik 12 pp. 
93-99 (1976). German 
150. Wiehagen, R., "Identification of formal languages," Lecture Notes in Com-
puter Science 53 pp. 571-579 Springer Verlag, (1977), 
151. Wiehagen, R., "Characterization problems in the theory of inductive infer-
ence," Lecture Notes in Computer Science 62 pp. 494-508 Springer Verlag, 
(1978). 
152. Wiehagen, R. and Jung, H., "Rekursionstheoretische charakterisierung von 
erkennbaren klassen rekursiver funktionen," Elektronische Informa-
tionsverarbeitung und Kybernetik 13 pp. 385-397 (1977). 
153. Wiehagen, R. and Liepe, W., "Characteristic properties of recognizable 
classes of recursive functions," Elektronische Informationsverarbeitung 
und Kybernetik 12 pp. 421-43B (1974). German 
- 9 -
154. Winston, P.H., "Learning structural description from examples." Memo AI 
TR-231, M.I.T. Artificial Intelligence Laboratory, Cambridge, Mass. (1970). 
CO 
o 
