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ABSTRACT 
A simple interpretation of the Berlekamp-Massey algorithm in the light of the 
Hankel matrix is presented. The salient result is that the jump of the linear feedback 
shift register (LFSR) length is derived almost trivially horn the so-called Iohvidov 
index of the Hankel matrix, prior to making any reference to the Berlekamp-Massey 
algorithm itself. Next, the Hankel system of equations that yields the updated 
connection polynomial is solved via the natural LU factorization of the Hankel matrix, 
which itself leads to the Berlekamp-Massey algorithm in a simple and transparent 
manner. 
1 INTRODUCTION 
The BerlekampMassey algorithm is well known for decoding Bose- 
Chaudhuri-Hocquenghem (BCH) codes [l, 21. However, it seems to be too 
complicated to admit a transparent explanation. In this paper, we provide a 
simple interpretation in the light of the algebraic theory of Hankel matrices. 
An earlier successful attempt to make the Berlekamp-Massey algorithm 
more understandable is due to Imamura and Yoshida [3]. The salient feature 
of their work is to use Hankel matrix arguments to derive both the jump sizes 
and locations, prior to making any reference to the BerlekampMassey 
algorithm. Here, we take a similar avenue of approach, except that the jump 
sizes and locations are derived, in a more straightforward fashion, from the 
so-called Iohvidov index of the Hankel matrix [4]. Next, we show how a more 
natural derivation of the BerlekampMassey algorithm emerges from the LU 
decomposition of the Hankel matrix of the equation yielding the updated 
connection polynomial. 
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Another feature distinguishing our work from [3] is that we shed light on 
the BerlekampMassey algorithm by viewing it as a partial reuZi.zation prob- 
lem of system theory. This together with the celebrated Kronecker theorem 
[S], which is not invoked in [3], allows for a substantial simplification of the 
proofs and leads to the BerlekampMassey algorithm in a simple and transpar- 
ent manner. 
2. PRELIMINARIES 
Let h(z) be a strictly proper rational function which has Ma&am-in 
series expansion around z = cc 
m 
= c hiz-‘. 
i=l 
Equating the equal powers of z in (1) it is easy to see that 
(1) 
(2) 
In the terminology of the linear feedback shift register (LFSR) of Massey 
[2], the sequence of hi is generated by a LFSR as shown in Figure 1. 
Then, the BerlekampMassey algorithm is to recursively compute a LFSR 
of shortest length, L,, that generates a given finite subsequence s, = 
[h,, h,, . . . , h,]. Clearly, the LFSR with connection polynomial a,(D) gener- 
ates s, if and only if 
h2 **- hL” hL"+l 
1 
= 0, (3) 
where a,(D) = l+ a;D + -. . + uEnDLn and D is the delay operator. 
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FIG. I 
From a system theory point of view, the BerlekampMassey algorithm is 
essentially one of finding an irreducible transfer function b,,(z)/a&) that 
generates s,. This has been extensively studied as the partial realization 
problem in system theory (see [6], [7], [8], etc.). Moreover, let Hi denote the 
square Hankel matrix formed by [h,, . . . , hzi_ J, i.e., 
h, h, .a- hi 
Then, the well-known Kronecker rank theorem, which plays a major role in 
our work, is 
THEOREM 1 [5]. h(z) is irreducible of degree N if and only if the rank of 
HK isNforallK>N. 
Consider the problem of generating s, with a LFSR of shortest length 
15,. The LFSR generates an extended sequence [ sn, ?, ?, . . . 1, where ? is not 
part of the specification and must be determined. With the extended se- 
quence, we construct the Hankel behavior matrix 
H,= (4) 
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By the Kronecker theorem, rank(Hx) = L, for all K >, L,. Therefore, the 
shortest length L, can be characterized as the minimum of the rank of H, 
over all extensions ? of s,. 
Based on the above observations, the following result is derived almost 
immediately. 
THEOREM 2. Zf some LFSR of shortest length L, generates s,, then 
1. if 2L, < n, the connection polynomial a,(D) is unique; 
2. if 2L, > n, there are 2L, - n free parameters. 
Proof. The proof relies on a careful inspection of equation (3) together 
with the rank property of HL, as revealed by Kronecker theorem. 
In the case where 2L, Q n, Equation (3) becomes 
In other words, HL does not contain elements of the extension ? and is 
hence uniquely con&ucted. From Kronecker theorem, H, is nonsingular. 
Hence, the above equation is uniquely solved for the conne&ion polynomial 
a,(D). 
In the case where 2L, > n, Equation (3) is “flat,” i.e., there are more 
unknowns than there are constraints. Let H, _ L,, L denote the matrix of the 
leftmost L, columns of (3). It is claimed that the rank of Hn_L,,L, is n - L,. 
Indeed, if it is not of full rank, HLm is singular. On the other hand, by the 
Kronecker theorem, HL, is nonsingular whatever the extension: a contradic- 
tion. Therefore, the number of free parameters in the solution of (3) is 
L, - rank(H,-Ln,Ln) = L, - (n - L,) = 2L, - n. This completes the proof. 
n 
3. ALGEBRAIC IOHVIDOV INDEX AND JUMP SIZE 
In this section, we show how one can derive the jump of the LFSR length 
from the so-called Iohvidov index of the Hankel matrix [4, Chapter 21 in an 
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easy way. The advantage of this approach is that it is algorithm free-the 
LFSR jumps are derived from the algebraic properties of the sequence rather 
than from the particular algorithm that generates the LFSR. 
We briefly review the Iovidov index of Hankel matrices here. Let H,, be 
an arbitrary Hankel matrix with rank p, and consider the following diagram: 
hl 
H,= h, 
_i 
. . . 
. . . 
. . . 
h, 
h 2r-1 
h2n-k 
. . . 
. . . 
(5) 
Let H, be the largest nonsingular principal submatrix. Hence H,, i is 
singular with rank r. Then, from [4, Chapter 21, there exists a uniquely 
defined sequence h&+2, hir+3,. . . that preserves the rank T of the extension 
of the truncated matrix H,+i. According to [4], if T < p. the Iohvidov index k 
is defined through the relation 
h 2r+2 = hi,,, ,... ,h+k_l=h;;,-k-1, h2n-k+h;n-k. (6) 
Namely, k specifies where the sequence of H, starts to differ from the 
sequence of unique extension of H,+i. If r = p, we set k = 0. 
Here, we are at a crucial point. Because of the lowest rank property of the 
rank r extension of H,+l, we deduce (via the Kronecker theorem) that the 
shortest length LFSR generates . . . , h2,, h2r+l, hirt2, hhr+s,. . . . Clearly, 
the Iohvidov index specifies where the next jump occurs. 
A matrix H, with its largest nonsingular principal submatrix of rank r 
and Iohvidov index k is said to be of (r, k) characteristic. At this point, we 
need the Iohvidov rank law: 
THEOREM 3 [4]. L.et H, be of (r, k) characteristic. Then the rank of H, 
i.sp=r+k. 
Using the Iohvidov index, we are able to derive the jumps of the 
BerlekampMassey algorithm in a way which is believed to be more straight- 
forward than [3]. 
THEOREM 4. If some LFSR of length L, generates s, but not s,,,~, then 
L n+l = max[L,, n + 1 - L,]. 
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Proof. We prove the theorem for two cases. The first case is n < 2L,. 
Obviously, from Theorem 2, there is no jump, since there are 2L, - n free 
parameters left. Thus, L,, 1 = L,. 
The second case is n > 2L,. By Theorem 2, there is a unique LFSR of 
length L, that generates s,. But this LFSR cannot generate s,+r. This 
implies that L,+l > L,, and we need to look for the extension of H, to a 
nonsingular matrix HL,+, of the smallest possible size. This is done by the 
Iohvidov index characterization. 
First, note that the smallest possible principal submatrix covering s, is a 
:;$2] + 1) x ([n/2] + 1) matrix, where [n/2] denotes the integer part of 
Let n be even, and look at the following diagram: 
HI!. =H “+l [n/2]+l+i 
. . . h [n/2]+l+i 
h tl+1 
i [n/2]+l+i * *. h . n+l 
Clearly, Hc,,21+, is of (L,, 1) characteristic. By Iohvidov rank law, 
‘a”kv4n,2, + 1) - - L, + 1. If n = 2L,, HL,,21+l is nonsingular. Thus, L, + 1 = 
L,+l= n +l- L,. If n> 2L,, HL,,21+l is singular. Thus we need to 
extend HI +I + 1 to a nonsingular matrix HL,,zl+ l+i of the smallest possible 
. . . h n+2i+l 
size. Still by Kronecker’s theorem, the smallest LFSR length for s,+i is 
L n + 1 = [n/2] + 1 -t i. On the other hand, by the Iohvidov rank law, the rank 
of H cn,21+l+i s L, + 1+2i, since Hi,,21+l+i is of (L,,2i + 1) characteristic. 
Therefore, [n/2] + 1 + i = L, + 2i + 1, and we get i = [n/2] - L,. This im- 
plies that L,+l = [n/2]+l+i=[n/2]+l+([n/2]-L,)=n+l-L,. 
The reader can check for himself that if n is odd, one gets L, + 2i = 
[n/2] + 1 + i. Therefore, i = [n/2] + 1 - L, and L,+l = ([n/2] + 1) + ([n/2] 
+l-L,)=n+l-L,. 
Combining these two cases, the theorem is proved. n 
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As an aside, we note that the Iohvidov characteristic is also referred to as 
the block structure of the Pad6 table [12-131. 
4. UPDATED CONNECTION POLYNOMIAL 
Finally, we show that the BerlekampMassey algorithm allows for a 
natural interpretation in terms of the LU factorization of the Hankel matrix 
of the system of equations yielding the updated connection polynomial. 
To begin with, suppose some LFSR of shortest length L, with connection 
polynomial a,(D) generates a,, but not s,+ i and n > 2 L,. By the Kronecker 
argument, we have to expand HL. to HL,+,. Central in the computation of 
the updated connection polynomial is the Hankel matrix liL,+, = 
[HL+l’h~“*ll as shown in (7): 
K”+l = 
h,” -.- h,,“-, h,,” 0.. h, h,,, 
h L”+l --* h 2Ln h 2L,+l h 
(8) 
n+l hn+2 ’ 
. : 
i L,+1 .-- h, ;1 n+l .*a* hn+k h”+k+l 
where k is the jump size, i.e., k = Lntl - L, = n + 1 - 2L,, and HL,+, is of 
(L,, k) characteristic. 
To construct a ,,+ i(D), let m be the sequence length before the last 
change in the minimal length register, i.e., 
L,<L,, L,+l=L,=m+l-L,, (9) 
and 
hi+ F ayhj_i= 1 
j=L,+l ,...,m, 
i-l 0” j=m+l. 
Therefore, from (9), (lo), we have 
00) 
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where t denotes the vector transpose and 
“am= 
[ 
~“+I-Li 
ar ,..., a;“,l, b,...,d . m 
I 
t 
Moreover, making use of the Hankel structure, we get the LU decomposition: 
0 
1: b d,” 
P, Xl” .a1 xk-l^a Xk$ n ” 3 
i 
0 
b 
0 
0 
b 
0 
b 
0 
* . 
a;fn-k+l 
i 
0 
0 
b 
0 
b 
0 
a; 
1 
0 
b 
. . . 0 
. . . b 
. . . 0 
= 
0 0 -.- d," . . . * 
b d,” I*. d;_, 
d," d; -.- d;_l 
. . . 0 
. . . 0 
’ : 
a:,-, a:, 
. . . 
. . . 
0 
b 
d,” 
d,” 
G-1 
G 
4 
1 
0 
1 
02) 
where x denotes the shift down operator on vectors. 
Clearly, in view of (12), it is easy to understand how the Berlekamp 
Massey algorithm constructs the updated connection polynomial. First, to get 
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a,+,(D), let us match h,,+i through a three-term recursion: 
4 ~ 
a n+l = xkiin - -a,. 
G’ 
We get 
73 
03) 
(14) 
Now, it is clear that (13) is exactly the updating procedure of the Berlekamp 
Massey algorithm in polynomial notation: 
a,+,(D) =a,(D) - $Yu.,(D), 
0” 
since, from (9), (12), (L,, 1 +l)-(L,+l)=(n+l-L,)-(m+l-L,)= 
n - m. 
At this point, there are 2L,+, - (n + 1) “free” parameters, 
[hn+s ,..., haLn+,]. If /z,,+~ is to be matched, let 
d,“+’ 
an+2 = a n+l _ -Xk-l~ d,” n (15) 
and get 
L,+l 
I 
t 
b,...,d,dG” ,..., d;_+i . (16) 
The above procedure can be continued recursively up to asL,+ 1 for matching 
the remaining free parameters. Note that the length of the LFSRs 
o,+2(~),...,a2L.+j~) remains L,+i. 
In fact, the LU decomposition (12) seems to have been first pointed out 
in the construction of the so-called principal part continued fractions by 
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Magnus in 1962 [9, 10, 71. Subsequently, it was rederived by Kung in the 
context of matrix factorization to get the generalized Lanczos polynomials for 
the partial realization problem in system theory [ 111. Here, we rather 
explicitly clarify how this LU decomposition is connected with the updating 
procedure of the BerlekampMassey algorithm. 
EXAMPLE. Let sl,, = [l, LO, - 1, - LO, - 1, l,O,O] be given. It is easy 
to see that L, = 2, but the LFSR of length L, does not generate .s~. 
Therefore, L, = 5 and we expand gs to Hs. Then, from (12), we have 
Hs[ Pi f& x^a, X3, x”L,] 
1 1 0 -1 -1 0 I 1 1 0 -1 -1 0 -1 
= 0 -1 -1 0 -1 
-1 -1 0 -1 1 
-1 0 -1 1 0 
1 0 0 0 
-1 1 0 0 
0 l-l 10 
0 0 l-l 1 
0 0 0 l-l 
0 0 0 0 
1 
0 
0 J 
l_ 
I. 
To get the connection vector a, for matching h,, let 
Thus, we have asa, = [0,0,4, - 2, - l] ‘. 
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To match the free parameter h,, let 
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a,=a,---$x2fi6=[2,-2,2, -l,l,l]‘. 
Thus, we have H,a, = [O,O, 0,2, - 51’. To match up to h,, let 
a,=a8--Axti6= [2, -l,l,O,l,l]‘. 
Thus, we have Esa, = [O,O,O,O, - 31’. To match up to h,,, let 
a,,=a,-G&= [i,+, -*,O,l,lll. 
Thus, we have H,a,, = [O,O,O,O,O]‘. 
5. CONCLUSION 
The main point of this paper is that combining the celebrated Kronecker 
theorem with Iohvidov’s rank law of Hankel matrices has allowed what is 
probably the simplest derivation of the Berlekamp-Massey algorithm. 
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