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A POSTERIORI ERROR ESTIMATION IN A FINITE ELEMENT
METHOD FOR RECONSTRUCTION OF DIELECTRIC
PERMITTIVITY
JOHN BONDESTAM MALMBERG
Abstract. We present a posteriori error estimates for finite element approxi-
mations in a minimization approach to a coefficient inverse problem. The prob-
lem is that of reconstructing the dielectric permittivity ε = ε(x), x ∈ Ω ⊂ R3,
from boundary measurements of the electric field. The electric field is related
to the permittivity via Maxwell’s equations. The reconstruction procedure is
based on minimization of a Tikhonov functional where the permittivity, the
electric field and a Lagrangian multiplier function are approximated by peice-
wise polynomials. Our main result is an estimate for the difference between the
computed coefficient εh and the true minimizer ε, in terms of the computed
functions.
1. Introduction
In this note we study an adaptive finite element method for the reconstruction
of a dielectric permittivity function ε = ε(x), x ∈ Ω, where Ω ⊂ R3 is a bounded
domain with (piecewise) smooth boundary Γ. This is a coefficient inverse problem
(CIP) for Maxwell’s equations, where the dielectric permittivity function ε, acting
as the coefficient in the equations, characterizes an inhomogeneous, isotropic, non-
magnetic, non-conductive medium in Ω. Possible applications include detection of
explosives in airport security and detection of land mines.
The method studied is based on minimization of a Tikhonov functional, where
the functions involved are approximated by piecewise polynomials. It is intended
as a second stage in a two-stage numerical procedure for the reconstruction of
a dielectric permittivity. On the first stage, described in [5, 6], a good initial
approximation ε0 of the dielectric permittivity function is obtained by a globally
convergent method. This initial approximation is then refined on the second stage.
The version of the second stage considered here was introduced in [19]. Another
version was studied theoretically and numerically in [3, 4, 7–9]. There were two
main reasons for introducing the new version of the second stage in [19]. The first
reason was to handle a discrepancy between theory and implementation which was
present in the previous version. This discrepancy was primarily due to the fact
that the dielectric permittivity was approximated by a piecewise constant function,
while the theory required higher regularity. In spite of that discrepancy, reasonable
reconstructions were obtained, but it remained to be seen whether the new version
of [19] could produce even more accurate reconstructions.
The second reason to introduce the version of [19] was to incorporate the di-
vergence free condition for the electric displacement directly into the differential
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equation, without having to introduce an additional stabilizing penalty term as
was done in [3, 4, 7–9].
In [3], an a posteriori error estimate for a Lagrangian functional was derived.
A similar estimate was given in [19], but there the amount of detail provided in
the proof was, for the sake of brevity, kept to a minimum. Here we give the fully
detailed proof of that estimate. Moreover, we extend the error analysis also to
include a posteriori error estimation for the Tikhonov functional, as well as for
the permittivity function itself. The arguments which we use here could easily be
adapted to obtain such estimates also for the original version of the second stage
considered in [3, 4, 7–9].
The remaining part of this note is structured as follows: In the next section
we present the mathematical formulations of the direct and inverse problems and
present the basic results prior to discretization of the problems. In Section 3 we state
the finite element formulations and perform the error analysis. Some concluding
remarks are given in Section 4.
2. The direct and inverse problems
Before proceeding with the mathematical statement of the problem, we introduce
some notation. For the bounded domain Ω ⊂ R3 with boundary Γ, we write
ΩT := Ω × (0, T ) and ΓT := Γ× (0, T ), where T > 0 is a (sufficiently large) fixed
time. If X ⊂ Rn, n ∈ N, is a domain, we define the norm ‖·‖X,m := ‖·‖Hm(X) and
corresponding inner product 〈·, ·〉X,m := 〈·, ·〉Hm(X), where H
m(X) is the L2-based
Sobolev space of order m over X , with respect to the usual Lebesgue measure. To
simplify notation, we will drop the index m whenever it is zero.
Let V ε := H3(Ω). We define the set of admissible dielectric permittivity func-
tions
(1) Uε := {v ∈ V ε : 1 ≤ v(x) ≤ εmax ∀x ∈ Ω, v|Γ ≡ 1, ∇v|Γ ≡ 0}
for some known but not necessarily small upper bound εmax. The set U
ε is defined
to describe a heterogeneous medium in Ω, immersed in a constant background with
permittivity 1 in R3 \ Ω.
Under the assumption that ε ∈ Uε we consider Maxwell’s equations for an
isotropic, non-magnetic, non-conductive medium in Ω:
∂(µH)
∂t
+∇×E = 0 in ΩT ,(2)
∂(εE)
∂t
−∇×H = 0 in ΩT ,(3)
∇ · (µH) = ∇ · (εE) = 0 in ΩT ,(4)
where H = H(x, t) and E = E(x, t), (x, t) ∈ ΩT , denote the magnetic and electric
fields, respectively, and µ > 0 is the constant magnetic permeability. By scaling,
we may assume that µ = 1.
To obtain an equation involving only ε and E, we combine the curl of (2) and
derivative of (3) with respect to t to obtain the second order equation
ε
∂2E
∂t2
+∇× (∇×E) = 0 in ΩT .
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To incorporate (4) we proceed as in [19] to expand ∇× (∇×E) = −∆E+∇(∇·E)
and use
∇ ·E = ∇ ·
(
εE
ε
)
=
∇ · (εE)
ε
−
∇ε ·E
ε
,
where the term ∇ · (εE)/ε vanishes in view of (4).
Thus, after completing with boundary and initial conditions, we obtain the sys-
tem
(5)
ε
∂2E
∂t2
−∆E−∇
(
∇ε ·E
ε
)
= 0 in ΩT ,
∂E
∂ν
= P on ΓT ,
E(·, 0) =
∂E
∂t
(·, 0) = 0 in Ω,
where ∂
∂ν
= ν · ∇, ν denotes the outward unit normal on Γ, and P ∈ [L2(ΓT )]3
is given Neumann data (see Section 4 of [9] for details). For well-posedness of
problems of this class, we refer to [16].
The mathematical statement of the coefficient inverse problem is:
Problem 1. Given time-resolved boundary observations G ∈ [L2(ΓT )]
3 of the elec-
tric field, determine ε ∈ Uε such that E = G on ΓT .
The observationsG represents either experimental or (partially) simulated data,
see [9].
Uniqueness of the solution of coefficient inverse problems of this type is typically
obtained via the method of Carleman estimates [11]. Examples where this method is
applied to inverse problems for Maxwell’s equations can be found in, for example,
[14], [10] for simultaneous reconstruction of two coefficients, and [17, 18] for bi-
isotropic and anisotropic media. However, this technique requires non-vanishing
initial conditions for the underlying partial differential equation, which is not the
case here. Thus, currently, uniqueness of the solution for the problem we study is
not known. For the purpose of this work, we will assume that uniqueness holds.
This assumption is justified by the numerical results presented in [8, 9].
We introduce the space V dir := {v ∈ [H1(ΩT )]3 : v(·, 0) = 0} for solutions to the
direct problem, and V adj := {v ∈ [H1(ΩT )]
3 : v(·, T ) = 0} for adjoint solutions.
Both spaces are equipped with the usual norm and inner product on [H1(ΩT )]
3.
Then, by multiplying the first equation in (5) by a test function φ ∈ V adj and
integration over ΩT , we obtain, after integration by parts,
(6)
0 = −
〈
ε∂E
∂t
, ∂φ
∂t
〉
ΩT
+
〈
ε∂E
∂t
(·, T ), φ(·, T )
〉
Ω
−
〈
ε∂E
∂t
(·, 0), φ(·, 0)
〉
Ω
+ 〈∇E, ∇φ〉ΩT −
〈
∂E
∂ν
, φ
〉
ΓT
+
〈
∇ε·E
ε
, ∇ · φ
〉
ΩT
−
〈
∇ε·E
ε
, ν · φ
〉
ΓT
= −
〈
ε∂E
∂t
, ∂φ
∂t
〉
ΩT
+ 〈∇E, ∇φ〉ΩT +
〈
∇ε·E
ε
, ∇ · φ
〉
ΩT
− 〈P, φ〉ΓT
=: D(ε, E, φ),
where the second equality holds because φ(·, T ) = 0, ∂E
∂t
(·, 0) = 0, ∂E
∂ν
= P on ΓT ,
and ∇ε = 0 on ΓT . This leads to the following weak description of the electric field:
Problem 2. Given ε ∈ Uε, determine E ∈ V dir such that D(ε, E, φ) = 0 for every
φ ∈ V adj.
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Figure 1. Schematic illustration of the cut-off function zδ appear-
ing in the Tikhonov functional (7).
Let Eε ∈ V dir denote the solution to Problem 2 for a given ε ∈ Uε. We can then
define the Tikhonov functional F : Uε → R+,
(7) F (ε) = F (ε, Eε) :=
1
2
‖(Eε −G)zδ‖
2
ΓT
+
α
2
‖ε− ε0‖
2
Ω ,
where α > 0 is a regularization parameter and zδ = zδ(t) ∈ C∞([0, T ]) is a cut-off
function for the data, dropping from a constant level of 1 to a constant level of
0 within the small interval (T − δ, T − δ/2), δ ≪ T , as schematically shown in
Figure 1. The function zδ is introduced to ensure data compatibility in the adjoint
problem arising in the minimization of (7).
How to choose the regularization parameter α with respect to the level of noise
in the data is a widely studied topic. Several methods exist, examples are the
(generalized) discrepancy principle [20] and iterative methods [1]. For the results
presented here, we regard α as a fixed parameter.
As remarked before, the initial approximation ε0 is obtained using the globally
convergent method, as described in, for instance [6]. This means in particular that
if ε0 is sufficiently close to an ideal solution ε
∗, corresponding to noiseless data G∗,
and if the regularization parameter α is chosen appropriately with respect to the
level of noise in the data G, then by Theorem 3.1 of [7], the Tikhonov functional F
is strongly convex in a neighborhood N ⊂ V ε of ε0. If so, then in particular there
exists a constant c > 0 such that for every ε1, ε2 ∈ N ∩ Uε,
(8) c ‖ε1 − ε2‖
2
V ε ≤ F
′(ε1; ε1 − ε2)− F
′(ε2; ε1 − ε2),
where F ′(ε; ε¯) denotes the Fre´chet derivative of F at ε, acting on ε¯.
Throughout the remaining part of this text we will assume that the hypothesis
of Theorem 3.1 of [7], and hence strong convexity, holds. Then we may seek a
minimizer ε ∈ Uε of F by applying any gradient based method (such as steepest
descent, quasi-Newton, or conjugate gradient), starting from ε0.
Such an approach requires that we compute the Fre´chet derivative of F , which
is complicated since it involves the implicit dependence of Eε upon ε. To simplify
the analysis, in the spirit of optimal control (see for example [2, 15] for the general
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theory and some specific examples), we introduce the Lagrangian
L(u) := F (ε, E) + D(ε, E, λ),
where u = (ε, E, λ) ∈ U := Uε × V dir × V adj ⊂ V := V ε × V dir × V adj, F (ε, E)
was defined in (7), and D(ε, E, λ) was defined in (6).
We can now minimize F over Uε by minimizing L over U . With the strong
convexity as above, this would imply that we solve
Problem 3. Find u ∈ U such that L′(u; v) = 0 for every v ∈ V .
Again we use the notation L′(u; v) for the Fre´chet derivative of L at u, acting
on v. It can be shown (see Proposition 1 of [19]) that
L′(u; v) =
∂L
∂ε
(u; ε¯) +
∂L
∂E
(u; E¯) +
∂L
∂λ
(u; λ¯),
where u = (ε, E, λ) ∈ U , v = (ε¯, E¯, λ¯) ∈ V , and
(9)
∂L
∂ε
(u; ε¯) := α 〈ε− ε0, ε¯〉Ω −
〈
∂E
∂t
· ∂λ
∂t
, ε¯
〉
ΩT
+
〈
(∇ · λ)E, ∇
(
ε¯
ε
)〉
ΩT
,
∂L
∂E
(u; E¯) :=
〈
(E−G)z2δ , E¯
〉
ΓT
−
〈
ε∂λ
∂t
, ∂E¯
∂t
〉
ΩT
+
〈
∇λ, ∇E¯
〉
ΩT
+
〈
∇·λ
ε
∇ε, E¯
〉
ΩT
=: A (ε, λ, E¯),
∂L
∂λ
(u; λ¯) = D(ε, E, λ¯).
In particular, we note that the solution u = (ε, E, λ) to Problem 3 must satisfy
D(ε, E, λ¯) = 0 for every λ¯ ∈ V adj and A (ε, λ, E¯) = 0 for every E¯ ∈ V dir. The
former means that E solves Problem 2 and the latter that λ solves the following
adjoint problem:
Problem 4. Given ε ∈ Uε, determine λ ∈ V adj such that A (ε, λ, φ) = 0 for
every φ ∈ V dir.
The functional A in Problem 4 was defined in (9). The problem can be seen as
a weak analogue of the following system, adjoint to (5):
ε
∂2λ
∂t2
−∆λ −
∇ · λ
ε
∇ε = 0 in ΩT ,
∂λ
∂ν
= −(E−G)z2δ on ΓT ,
λ(·, T ) =
∂λ
∂t
(·, T ) = 0 in Ω.
These observations will be used in the error analysis to be described below.
But first we shall make some remarks concerning the relation between the Fre´chet
derivative of Tikhonov functional and that of the Lagrangian.
Let uε = (ε, Eε, λε) be the element of U obtained by taking Eε as the solution
to Problem 2 and λε as the solution to Problem 4 for the given ε ∈ Uε. Then, under
assumption of sufficient stability of the weak solutions Eε and λε with respect to
ε, the observation that
F (ε) = F (ε, Eε) = F (ε, Eε) + D(ε, Eε, λε) = L(uε),
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(as D(ε, Eε, λε) = 0) leads to
(10) F ′(ε; ·) =
∂L
∂ε
(uε; ·).
Estimate (8) and identity (10) will play an important role in the error analysis for
the Tikhonov functional and for the coefficient.
3. Finite element formulations and error analysis
In this section we will give finite element formulations for discretizing Problems 2,
3 and 4. After that we will turn to the error analysis. We begin by defining finite-
dimensional analogues of the spaces V ε, V dir, V adj, and V , as well as subsets
corresponding to Uε and U .
Let Th := {K} be a triangulation of Ω and let Iτ be a uniform partition of (0, T )
into subintervals (tk, tk+1], tk = kτ , k = 0, . . . , Nτ , of length τ = T/Nτ . With Th
we associate a mesh-function h = h(x) such that h(x) = diam(K) for x ∈ K ∈ Th.
On these meshes we define1
V εh := {v ∈ V
ε : v|K ∈ P
q(K) ∀K ∈ Th},
Uεh := V
ε
h ∩ U
ε,
V dirh := {v ∈ V
dir : v|K×I ∈ [P
1(K)]3 × P 1(I) ∀K ∈ Th ∀I ∈ Iτ},
V adjh := {v ∈ V
adj : v|K×I ∈ [P
1(K)]3 × P 1(I) ∀K ∈ Th ∀I ∈ Iτ},
Vh := V
ε
h × V
dir
h × V
adj
h ,
Uh := U
ε
h × V
dir
h × V
adj
h ,
where Pn(X) denotes the space of polynomials of degree at most n ∈ N over X ,
and the degree q used in the finite-dimensional analogue V εh of V
ε is at least 1.
Using these spaces we can state finite element versions of Problems 2 and 4 as
Problem 5 and Problem 6, respectively, as follows:
Problem 5. Given ε ∈ Uε, determine Eh ∈ V dirh such that D(ε, Eh, φh) = 0 for
every φh ∈ V
adj
h .
Problem 6. Given ε ∈ Uε, determine λh ∈ V
adj
h such that A (ε, λh, φh) = 0 for
every φ ∈ V dirh .
The finite-dimensional analogue for Problem 3 is:
Problem 7. Find uh = (εh, Eh, λh) ∈ Uh such that L′(uh, v) = 0 for every
v ∈ Vh.
The same remark that was made in conjunction with Problem 3 is also valid
here: it holds that Eh solves Problem 5 and λh solves Problem 6 for ε = εh.
We will now focus on estimations of the difference between the solution to Prob-
lem 3 and Problem 7. We begin by introducing some additional notation. For
v = (ε, E, λ) ∈ V we denote (with some slight abuse of notation) its interpolant in
Vh by
Πhv = (Πhε, ΠhE, Πhλ),
1Observe that the dependence on the step size τ in time is not explicitly included in the
notation for the finite-dimensional spaces. This is justified by the fact that τ should be selected
with regard to h in accordance with the Courant-Friedrichs-Lewy condition.
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and the interpolation residual by
rhv = v −Πhv = (rhε, rhE, rhλ).
We will also need to consider jumps of discontinuous functions over Th and Iτ . Let
K1, K2 ∈ Th such that ∂K1 ∩ ∂K2 = e 6= ∅. For x ∈ e we define
{v}s (x) := lim
y→x,y∈K1
v(y) + lim
y→x,y∈K2
v(y),
so that in particular if v = wν, where w is piecewise constant on Th and ν is the
outward unit normal, then {v}s = {wν}s = (wν)|K1 +(wν)|K2 is the normal jump
across e. We extend {·}s to every edge in Th by defining {v}s (x) = 0 for x ∈ K∩Γ,
K ∈ Th. The corresponding maximal jump is defined by
[v]s (x) := max
y∈∂K
|{v}s (y)| , x ∈ K ∈ Th.
For jumps in time, we define
{v}t (tk) :=
{
lim
s→0+
(
v(tk + s)− v(tk − s)
)
, k = 1, . . . , Nτ − 1,
0 k = 0, Nτ ,
and
[v]t (t) := max{|{v}t (tk)| , |{v}t (tk+1)|} t ∈ (tk, tk+1).
In the theorems and proofs to be presented, we will frequently use the symbols
≈ and . to denote approximate equality and inequality, respectively, where higher
order terms (with respect to mesh-size or errors) are neglected.
We are now ready to present the first a posteriori error estimate, an estimate for
the Lagrangian. The theorem was first presented in [19], but with only a very brief
proof. We will here give the full details of the proof. Let us start by recalling the
theorem:
Theorem 1. (A posteriori error estimate for the Lagrangian.) Let u = (ε, E, λ) ∈
U be the solution to Problem 3 and uh = (εh, Eh, λh) ∈ Uh be the solution to
Problem 7. Then there exists a constant C, which does not depend on u, uh, h, or
τ , such that
|L(u)− L(uh)| . C
(〈
|Rε|, h
∣∣[∂εh
∂ν
]
s
∣∣〉
Ω
+
〈
Rλ,Ω, τ
∣∣[∂Eh
∂t
]
t
∣∣+ h ∣∣[∂Eh
∂ν
]
s
∣∣〉
ΩT
+
〈
Rλ,Γ, τ
∣∣[∂Eh
∂t
]
t
∣∣+ h ∣∣[∂Eh
∂ν
]
s
∣∣〉
ΓT
+
〈
RE,Ω, τ
∣∣[∂λh
∂t
]
t
∣∣+ h ∣∣[∂λh
∂ν
]
s
∣∣〉
ΩT
+
〈
RE,Γ, τ
∣∣[∂λh
∂t
]
t
∣∣+ h ∣∣[∂λh
∂ν
]
s
∣∣〉
ΓT
)
,
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where
Rε = α(εh − ε0)−
∫ T
0
∂Eh
∂t
(·, t) ·
∂λh
∂t
(·, t) dt
−
∫ T
0
∇ ·Eh(·, t)∇ · λh(·, t)
εh
dt+
∫ T
0
[(ν · Eh)(∇ · λh)]s
hεh
dt,
Rλ,Ω = −εh
[
∂λh
∂t
]
t
τ
+
[
∂λ
∂ν
]
s
2h
+
∇ · λh
εh
∇εh,
Rλ,Γ =
∂λh
∂ν
+ (Eh −G)z
2
δ ,
RE,Ω = −εh
[
∂Eh
∂t
]
t
τ
+
[
∂Eh
∂ν
]
s
2h
+
∇εh ·Eh
ε2h
∇εh −
JT∇εhEh + J
T
Eh
∇εh
εh
+
[(∇εh ·Eh)ν]s
2hεh
,
RE,Γ =
∂Eh
∂ν
−P.
Here J∇εh and JEh denotes the Jacobi matrices of ∇εh and Eh, respectively, and
(·)T denotes matrix transpose.
Note that if εh is piecewise linear, J∇εh |K ≡ 0 for every K ∈ Th, hence the
corresponding term in RE,Ω vanishes in that case.
In the following proof, and thereafter, C is used to denote various constants of
moderate size which do not depend on u, uh, h, or τ .
Proof. Using the definition of the Fre´chet derivative we get
L(u)− L(uh) = L
′(uh; u− uh) + o(‖u− uh‖V )
The split u− uh = (u −Πhu) + (Πhu− uh) = rhu+ (Πhu− uh) now gives
L(u)− L(uh) = L
′(uh; rhu+ (Πhu− uh)) + o(‖u− uh‖V )
= L′(uh; rhu) + L
′(uh; Πhu− uh) + o(‖u− uh‖V ).
The second term vanishes since Πhu − uh ∈ Vh and uh solves Problem 7, and we
neglect the remainder term o(‖u− uh‖V ) since it is of higher order with respect to
the error. We are then left with
L(u)− L(uh) ≈ L
′(uh; rhu) =
∂L
∂ε
(uh; rhε) +
∂L
∂E
(uh; rhE) +
∂L
∂λ
(uh; rhλ),
and individual estimation of these three terms will give the stated result.
Starting with the first term, we observe that
∂L
∂ε
(uh; rhε) = α 〈εh − ε0, rhε〉Ω −
〈
∂Eh
∂t
· ∂λh
∂t
, rhε
〉
ΩT
+
〈
(∇ · λh)Eh, ∇
(
rhε
εh
)〉
ΩT
.
We aim at lifting all derivatives from the interpolation residuals, thus we split
the inner product over ΩT in the last term above into the sum of inner products
over KT := K × (0, T ), K ∈ Th:〈
(∇ · λh)Eh, ∇
(
rhε
εh
)〉
ΩT
=
∑
K∈Th
〈
(∇ · λh)Eh, ∇
(
rhε
εh
)〉
KT
.
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We now integrate by parts, using the notation ∂KT := ∂K × (0, T ), ∂K ′T :=
(∂K \ Γ)× (0, T ), ∂K ′′T := (∂K ∩ Γ)× (0, T ), K ∈ Th:
∑
K∈Th
〈
(∇ · λh)Eh, ∇
(
rhε
εh
)〉
KT
=
∑
K∈Th
(
−
〈
∇ ·
(
(∇ · λh)Eh
)
, rhε
εh
〉
KT
+
〈
(∇ · λh)(ν ·Eh),
rhε
εh
〉
∂KT
)
=
∑
K∈Th
(
−
〈
∇(∇·λh)·Eh
εh
, rhε
〉
KT
−
〈
(∇·λh)(∇·Eh)
εh
, rhε
〉
KT
+
〈
(∇·λh)(ν·Eh)
εh
, rhε
〉
∂K′
T
+
〈
(∇·λh)(ν·Eh)
εh
, rhε
〉
∂K′′
T
)
= −
∑
K∈Th
〈
∇(∇·λh)·Eh
εh
, rhε
〉
KT
−
〈
(∇·λh)(∇·Eh)
εh
, rhε
〉
ΩT
+
∑
K∈Th
〈
(∇·λh)(ν·Eh)
εh
, rhε
〉
∂K′
T
+
〈
(∇·λh)(ν·Eh)
εh
, rhε
〉
ΓT
.
We observe that ∇(∇·λh) ≡ 0 on every KT , K ∈ Th, since λh is piecewise linear,
and that ε ≡ 1 on Γ so that rhε|Γ ≡ 0. With this in mind, the above calculations
yields
〈
(∇ · λh)Eh, ∇
(
rhε
εh
)〉
ΩT
= −
〈
(∇·λh)(∇·Eh)
εh
, rhε
〉
ΩT
+
∑
K∈Th
〈
(∇·λh)(ν·Eh)
εh
, rhε
〉
∂K′
T
.
In order to obtain a residual defined in the whole of Ω, as opposed to one con-
taining terms defined only on edges of elements K ∈ Th, we should manipulate the
last term in the above expression further. Observe that
∑
K∈Th
〈
1
εh
(∇ · λh)(ν ·Eh), rhε
〉
∂K′
T
=
1
2
∑
K∈Th
〈
1
εh
{(∇ · λh)(ν · Eh)}s, rhε
〉
∂K′
T
,
where the factor 12 appears since every internal edge is counted exactly twice in the
sum over all elements K ∈ Th.
Using the approximation
∫
∂K
f dS ≈
∫
K
f˜
hK
dx
where f˜ denotes the maximum of f over ∂K (see for instance [12]), we finally get
∑
K∈Th
〈
1
εh
{(∇ · λh)(ν · Eh)}s, rhε
〉
∂K′
T
≈
∑
K∈Th
〈
1
hKεh
[(∇ · λh)(ν ·Eh)]s, rhε
〉
KT
=
〈
1
hεh
[(∇ · λh)(ν ·Eh)]s, rhε
〉
ΩT
,
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which gives
∂L
∂ε
(uh; rhε) = α 〈εh − ε0, rhε〉Ω +
〈
∂Eh
∂t
· ∂λh
∂t
, rhε
〉
ΩT
−
〈
(∇·λh)(∇·Eh)
εh
, rhε
〉
ΩT
+
〈
1
hεh
[(∇ · λh)(ν · Eh)]s, rhε
〉
ΩT
= 〈Rε, rhε〉Ω .
We can now estimate rhε in terms of εh, using standard interpolation techniques
(see for instance [13]), as
|rhε| ≤ Ch
2
∣∣D2ε∣∣ ≈ Ch2
∣∣∣∣∣
[
∂εh
∂ν
]
s
h
∣∣∣∣∣ = Ch
∣∣[∂εh
∂ν
]
s
∣∣ ,
where D2 denotes derivatives of second order with respect to x. Thus∣∣∣∣∂L∂ε (uh; rhε)
∣∣∣∣ . C 〈|Rε|, h ∣∣[∂εh∂ν ]s∣∣〉Ω .
We continue with
∂L
∂E
(uh; rhE) =
〈
(Eh −G)z2δ , rhE
〉
ΓT
−
〈
εh
∂λh
∂t
, ∂rhE
∂t
〉
ΩT
+ 〈∇λh, ∇rhE〉ΩT +
〈
∇·λh
εh
∇εh, rhE
〉
ΩT
.
Again, we seek to lift derivatives from the interpolation residuals, and so we use
integration by parts to get
〈
εh
∂λh
∂t
, ∂rhE
∂t
〉
ΩT
=
Nτ∑
k=1
∫ tk
tk−1
〈
εh
∂λh
∂t
, ∂rhE
∂t
〉
Ω
dt
= −
Nτ∑
k=1
∫ tk
tk−1
〈
εh
∂2λh
∂t2
, rhE
〉
Ω
dt
+
Nτ∑
k=1
( 〈
εh
∂λh
∂t
, rhE
〉
Ω
|t=tk −
〈
εh
∂λh
∂t
, rhE
〉
Ω
|t=tk−1
)
=
Nτ−1∑
k=1
〈
εh
{
∂λh
∂t
}
t
, rhE
〉
Ω
|t=tk +
〈
εh
∂λh
∂t
, rhE
〉
Ω
|t=T
−
〈
εh
∂λh
∂t
, rhE
〉
Ω
|t=0,
where we have used the fact that ∂
2λh
∂t2
≡ 0 on each subinterval (tk−1, tk), for the
piecewise linear function λh.
Since rhE(·, 0) =
∂λh
∂t
(·, T ) = 0, this leaves us with
〈
εh
∂λh
∂t
, ∂rhE
∂t
〉
ΩT
=
Nτ−1∑
k=1
〈
εh
{
∂λh
∂t
}
t
, rhE
〉
Ω
|t=tk .
We now approximate the boundary terms by terms defined on the whole interval,
using
f(tk) ≈
1
τ
∫ tk
tk−1
f(t) dt,
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that is
Nτ−1∑
k=1
〈
εh
{
∂λh
∂t
}
t
, rhE
〉
Ω
|t=tk ≈
Nτ−1∑
k=1
1
τ
∫ tk
tk−1
〈
εh
[
∂λh
∂t
]
t
, rhE
〉
Ω
dt
=
〈
εh
τ
[
∂λh
∂t
]
t
, rhE
〉
ΩT
.
Moving on to
〈∇λh, ∇rhE〉ΩT =
∑
K∈Th
〈∇λh, ∇rhE〉KT ,
we integrate by parts and use the fact that ∆λh ≡ 0 in every K ∈ Th to obtain
〈∇λh, ∇rhE〉ΩT =
∑
K∈Th
(
−〈∆λh, rhE〉KT +
〈
∂λh
∂ν
, rhE
〉
∂KT
)
=
∑
K∈Th
(〈
∂λh
∂ν
, rhE
〉
∂K′
T
+
〈
∂λh
∂ν
, rhE
〉
∂K′′
T
)
=
1
2
∑
K∈Th
〈{
∂λh
∂ν
}
s
, rhE
〉
∂K′
T
+
〈
∂λh
∂ν
, rhE
〉
ΓT
.
We again approximate inner products over ∂K ′T by inner products over KT , so
that
〈∇λh, ∇rhE〉ΩT ≈
〈
1
2h
[
∂λh
∂ν
]
s
, rhE
〉
ΩT
+
〈
∂λh
∂ν
, rhE
〉
ΓT
.
Together with previous calculations, this gives
∂L
∂E
(uh; rhE) ≈
〈
(Eh −G)z2δ , rhE
〉
ΓT
−
〈
εh
τ
[
∂λh
∂t
]
t
, rhE
〉
ΩT
+
〈
1
2h
[
∂λh
∂ν
]
s
, rhE
〉
ΩT
+
〈
∂λh
∂ν
, rhE
〉
ΓT
+
〈
∇·λh
εh
∇εh, rhE
〉
ΩT
= 〈Rλ,Ω, rhE〉ΩT + 〈Rλ,Γ, rhE〉ΓT .
We once more use interpolation estimates
|rhE| ≤ C
(
h2
∣∣D2E∣∣+ τ2 ∣∣∣∣∂2E∂t2
∣∣∣∣
)
≈ C
(
h
∣∣[∂Eh
∂ν
]
t
∣∣+ τ ∣∣[∂Eh
∂t
]
s
∣∣) .
to get ∣∣∣∣∂L∂E (uh; rhE)
∣∣∣∣ . C (〈|Rλ,Ω|, h ∣∣[∂Eh∂ν ]t∣∣+ τ ∣∣[∂Eh∂t ]s∣∣〉ΩT
+
〈
|Rλ,Γ|, h
∣∣[∂Eh
∂ν
]
t
∣∣+ τ ∣∣[∂Eh
∂t
]
s
∣∣〉
ΓT
)
.
It remains to estimate
∂L
∂λ
(uh; rhλ) = −
〈
εh
∂Eh
∂t
, ∂rhλ
∂t
〉
ΩT
+ 〈∇Eh, ∇rhλ〉ΩT
+
〈
∇εh·Eh
εh
, ∇ · rhλ
〉
ΩT
− 〈P, rhλ〉ΓT .
Just as before, we obtain〈
εh
∂Eh
∂t
, ∂rhλ
∂t
〉
ΩT
≈
〈
εh
τ
[
∂Eh
∂t
]
t
, rhλ
〉
ΩT
and
〈∇Eh, ∇rhλ〉ΩT ≈
〈
1
2h
[
∂Eh
∂ν
]
s
, rhλ
〉
ΩT
+
〈
∂Eh
∂ν
, rhλ
〉
ΓT
.
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Consider the term〈
∇εh·Eh
εh
, ∇ · rhλ
〉
ΩT
=
∑
K∈Th
〈
∇εh·Eh
εh
, ∇ · rhλ
〉
KT
.
Integration by parts yields〈
∇εh·Eh
εh
, ∇ · rhλ
〉
ΩT
=
∑
K∈Th
(
−
〈
∇
(
∇εh·Eh
εh
)
, rhλ
〉
KT
+
〈
∇εh·Eh
εh
ν, rhλ
〉
∂KT
)
=
∑
K∈Th
〈
∇εh·Eh
ε2
h
∇εh −
JT
∇εh
Eh+J
T
Eh
∇εh
εh
, rhλ
〉
KT
+
∑
K∈Th
(〈
∇εh·Eh
εh
ν, rhλ
〉
∂K′
T
+
〈
∇εh·Eh
εh
ν, rhλ
〉
∂K′′
T
)
=
〈
∇εh·Eh
ε2
h
∇εh −
JT
∇εh
Eh+J
T
Eh
∇εh
εh
, rhλ
〉
ΩT
+
∑
K∈Th
〈
1
εh
{(∇εh · Eh)ν}s, rhλ
〉
∂K′
T
+
〈
∇εh·Eh
εh
ν, rhλ
〉
ΓT
,
where for the second equality we have used the identity ∇(∇εh · Eh) = JT∇εhEh +
JTEh∇εh.
Noting that ∇εh|Γ ≡ 0 as εh ∈ Uεh, and using the usual approximation for {·}s
inside elements K ∈ Th we get〈
∇εh·Eh
εh
, ∇ · rhλ
〉
ΩT
≈
〈
∇εh·Eh
ε2
h
∇εh −
JT
∇εh
Eh+J
T
Eh
∇εh
εh
, rhλ
〉
+
〈
1
2hεh
[(∇εh · Eh)ν]s, rhλ
〉
ΩT
.
Combining the results for ∂L
∂λ
(uh; rhλ) and estimating rhλ in terms of λh just
as rhE was estimated in terms of Eh gives∣∣∣∣∂L∂λ (uh; rhλ)
∣∣∣∣ . C (〈|RE,Ω|, h ∣∣[∂λh∂ν ]s∣∣+ τ ∣∣[∂λh∂t ]t∣∣〉ΩT
+
〈
|RE,Γ|, h
∣∣[∂λh
∂ν
]
s
∣∣+ τ ∣∣[∂λh
∂t
]
t
∣∣〉
ΓT
)
,
which completes the proof. 
One should note that the terms in the error estimate of Theorem 1 which are
derived from ∂L
∂λ
(uh; rhλ) and
∂L
∂E
(uh; rhE) estimate how accurately the solutions
of Problem 2 and Problem 4 are approximated by the solutions of Problem 5 and
Problem 6, respectively, for the approximate coefficient εh. The remaining term,〈
Rε, h
∣∣[∂εh
∂ν
]
s
∣∣〉
Ω
can be interpreted as the error induced by approximating ε by
εh. Thus, if we are mainly interested in that error, or if we can postulate that
the finite element approximations Eh and λh are computed with relatively high
accuracy, then |Rε| may be used as an error indicator by itself. The significance of
Rε will be further illustrated by the error estimates for the coefficient and for the
Tikhonov functional.
We now proceed with an error estimate for the coefficient itself. An error estimate
for the Tikhonov functional will follow as a corollary.
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Theorem 2. (A posteriori error estimate for the coefficient.) Suppose that the ini-
tial approximation ε0 and the regularization parameter α are such that the strong
convexity estimate (8) holds. Let u = (ε, E, λ) ∈ U be the solution to Problem 3,
and let uh = (εh, Eh, λh) ∈ Uh be the solution to Problem 7, computed on meshes
Th and Iτ . Denote by E˜ and λ˜ the solutions to Problem 2 and Problem 4, re-
spectively, with permittivity εh, and set u˜ = (εh, E˜, λ˜) ∈ U . Then there exists a
constant C, which does not depend on u, uh, h, or τ , such that
‖ε− εh‖V ε . C(cεη + ‖Rε‖Ω),
where cε := max{1, ‖∇εh‖L∞(Ω)} and η = η(uh) is defined by
η :=
〈
1
τ
∣∣[∂λh
∂t
]
t
∣∣+ |∇ · λh|, h ∣∣[∂Eh∂ν ]s∣∣+ τ ∣∣[∂Eh∂t ]t∣∣〉ΩT
+
〈
1
τ
∣∣[∂Eh
∂t
]
t
∣∣, h ∣∣[∂λh
∂ν
]
s
∣∣+ τ ∣∣[∂λh
∂t
]
t
∣∣〉
ΩT
+
〈
|Eh|,
∣∣[∂λh
∂ν
]
s
∣∣+ τ ∣∣[∂∇·λh
∂t
]
t
∣∣〉
ΩT
.
Proof. Using strong convexity (8), we obtain
‖ε− εh‖
2
V ε ≤ c (F
′(ε; ε− εh)− F
′(εh; ε− εh)) .
Since ε minimizes F (ε) we have F ′(ε; ε− εh) = 0 and thus
(11) ‖ε− εh‖
2
V ε ≤ c |F
′(εh; ε− εh)| = c
∣∣∣∣∂L∂ε (u˜; ε− εh)
∣∣∣∣ ,
where the last equality follows from (10).
We expand
(12)
∣∣∣∣∂L∂ε (u˜; ε− εh)
∣∣∣∣ =
∣∣∣∣∂L∂ε (u˜; ε− εh)− ∂L∂ε (uh; ε− εh) + ∂L∂ε (uh; ε− εh)
∣∣∣∣
≤
∣∣∣∣∂L∂ε (u˜; ε− εh)− ∂L∂ε (uh; ε− εh)
∣∣∣∣+
∣∣∣∣∂L∂ε (uh; ε− εh)
∣∣∣∣
=: |Θ1|+ |Θ2| ,
and estimate the two terms |Θ1| and |Θ2| separately.
For Θ1 we use the linearization
Θ1 =
∂2L
∂E∂ε
(uh; E˜−Eh; ε− εh) + o(‖E˜−Eh‖ΩT , 1)
+
∂2L
∂λ∂ε
(uh; λ˜ − λh; ε− εh) + o(‖λ˜− λh‖ΩT , 1),
where ∂
2L
∂E∂ε
and ∂
2L
∂λ∂ε
denote mixed second partial Fre´chet derivatives of L. Again,
the remainder terms are neglected as they are of higher order with respect to the
error. Thus, after exchanging the order of differentiation, we are left with
(13) Θ1 ≈ D1|ε−εh
(
∂L
∂E
(uh; E˜−Eh) +
∂L
∂λ
(uh; λ˜− λh)
)
,
where D1|ε−εh denotes differentiation with respect to the first component in uh and
action on ε− εh.
We split E˜−Eh = (E˜−ΠhE˜) + (ΠhE˜−Eh) = rhE˜+ (ΠhE˜−Eh) and use the
fact that λh solves Problem 4 with coefficient εh, so that
∂L
∂E
(uh; ΠhE˜ − Eh) = 0
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as ΠhE˜−Eh ∈ V dirh . This gives
∂L
∂E
(uh; E˜−Eh) =
∂L
∂E
(uh; rhE˜) +
∂L
∂E
(uh; ΠhE˜−Eh) =
∂L
∂E
(uh; rhE˜).(14)
Similarly, we have
∂L
∂λ
(uh; λ˜− λh) =
∂L
∂λ
(uh; rhλ˜) +
∂L
∂λ
(uh; Πhλ˜− λh) =
∂L
∂λ
(uh; rhλ˜).(15)
as Eh solves Problem 2 with coefficient εh.
Combining (13), (14), and (15) gives
Θ1 ≈ D1|ε−εh
(
∂L
∂E
(uh; rhE˜) +
∂L
∂λ
(uh; rhλ˜)
)
= −
〈
(ε− εh)
∂rhE˜
∂t
, ∂λh
∂t
〉
ΩT
+
〈
∇
(
ε−εh
εh
)
rhE˜, ∇ · λh
〉
ΩT
−
〈
(ε− εh)
∂Eh
∂t
, ∂rhλ˜
∂t
〉
ΩT
+
〈
∇
(
ε−εh
εh
)
Eh, ∇ · rhλ˜
〉
ΩT
.
In the same manner as in the proof of Theorem 1, we integrate by parts in time
and approximate jumps to get
−
〈
(ε− εh)
∂rhE˜
∂t
, ∂λh
∂t
〉
ΩT
=
Nτ∑
k=1
∫ tk
tk−1
〈
(ε− εh)rhE˜,
{
∂λh
∂t
}
t
〉
Ω
dt
≈
〈
(ε− εh)rhE˜,
1
τ
[
∂λh
∂t
]
t
〉
ΩT
and
−
〈
(ε− εh)
∂Eh
∂t
, ∂rhλ˜
∂t
〉
ΩT
=
Nτ∑
k=1
∫ tk
tk−1
〈
(ε− εh)
{
∂Eh
∂t
}
t
, rhλ˜
〉
Ω
dt
≈
〈
(ε− εh)
1
τ
[
∂Eh
∂t
]
t
, rhλ˜
〉
ΩT
.
Thus
Θ1 .
〈
|ε− εh|
1
τ
∣∣[∂λh
∂t
]
t
∣∣, ∣∣∣rhE˜∣∣∣〉
ΩT
+
〈∣∣∣∇( ε−εhεh
)∣∣∣ |∇ · λh|, ∣∣∣rhE˜∣∣∣〉
ΩT
+
〈
|ε− εh|
1
τ
∣∣[∂Eh
∂t
]
t
∣∣, ∣∣∣rhλ˜∣∣∣〉
ΩT
+
〈∣∣∣∇( ε−εhεh
)∣∣∣ |Eh|, ∣∣∣∇ · rhλ˜∣∣∣〉
ΩT
≤ ‖ε− εh‖L∞(Ω)
(〈
1
τ
∣∣[∂λh
∂t
]
t
∣∣, ∣∣∣rhE˜∣∣∣〉
ΩT
+
〈
1
τ
∣∣[∂Eh
∂t
]
t
∣∣, ∣∣∣rhλ˜∣∣∣〉
ΩT
)
+
∥∥∥∇( ε−εhεh
)∥∥∥
L∞(Ω)
(〈
|∇ · λh|,
∣∣∣rhE˜∣∣∣〉
ΩT
+
〈
|Eh|,
∣∣∣∇ · rhλ˜∣∣∣〉
ΩT
)
.
Note that∥∥∥∇( ε−εhεh
)∥∥∥
L∞(Ω)
=
∥∥∥∇(ε−εh)εh − (ε−εh)∇εhε2h
∥∥∥
L∞(Ω)
≤
∥∥∥ 1εh
∥∥∥
L∞(Ω)
‖∇(ε− εh)‖L∞(Ω)
+
∥∥∥ 1
ε2
h
∥∥∥
L∞(Ω)
‖∇εh‖L∞(Ω) ‖ε− εh‖L∞(Ω)
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and observe following facts:
‖ε− εh‖L∞(Ω) + ‖∇(ε− εh)‖L∞(Ω) ≤ C ‖ε− εh‖V ε ,∥∥∥ 1εp
h
∥∥∥
L∞(Ω)
≤ 1, p ≥ 0,
the first following from the Sobolev inequality and the second from noting that
1 ≤ εh(x) ≤ εmax, x ∈ Ω, by (1).
Using these observations, and interpolation estimates∣∣∣rhE˜∣∣∣ ≤ C (h ∣∣[∂Eh∂ν ]s∣∣+ τ ∣∣[∂Eh∂t ]t∣∣) ,∣∣∣rhλ˜∣∣∣ ≤ C (h ∣∣[∂λh∂ν ]s∣∣+ τ ∣∣[∂λh∂t ]t∣∣) ,∣∣∣∇ · rhλ˜∣∣∣ ≤ C (∣∣[∂λh∂ν ]s∣∣+ τ ∣∣[∂∇·λh∂t ]t∣∣) ,
we get
(16)
Θ1 . C
(〈
1
τ
∣∣[∂λh
∂t
]
t
∣∣, h ∣∣[∂Eh
∂ν
]
s
∣∣+ τ ∣∣[∂Eh
∂t
]
t
∣∣〉
ΩT
+ ‖∇εh‖L∞(Ω)
〈
|∇ · λh|, h
∣∣[∂Eh
∂ν
]
s
∣∣+ τ ∣∣[∂Eh
∂t
]
t
∣∣〉
ΩT
+
〈
1
τ
∣∣[∂Eh
∂t
]
t
∣∣, h ∣∣[∂λh
∂ν
]
s
∣∣+ τ ∣∣[∂λh
∂t
]
t
∣∣〉
ΩT
+ ‖∇εh‖L∞(Ω)
〈
|Eh|,
∣∣[∂λh
∂ν
]
s
∣∣+ τ ∣∣[∂∇·λh
∂t
]
t
∣∣〉
ΩT
)
‖ε− εh‖V ε
≤ Ccεη ‖ε− εh‖V ε ,
where cε and η were defined in the statement of the theorem.
Turning to Θ2 of (12), we use the techniques of the proof of Theorem 1 to
estimate
(17) |Θ2| . C 〈|Rε|, |ε− εh|〉Ω ≤ C ‖Rε‖Ω ‖ε− εh‖Ω ≤ C ‖Rε‖Ω ‖ε− εh‖V ε .
Combining estimates (16) and (17) with (11) and (12), we conclude that
‖ε− εh‖
2
V ε . C (cεη ‖ε− εh‖V ε + ‖Rε‖Ω ‖ε− εh‖V ε) ,
and the result follows. 
Again, just as for the error estimate for the Lagrangian, we see that if the
numerical errors for solving the direct and adjoint problems are relatively small,
that is, when u˜ ≈ uh with relatively high accuracy, then ‖Rε‖Ω dominates the error
estimate.
Corollary 1. (A posteriori error estimate for the Tikhonov functional.) Under the
hypothesis of Theorem 2, we have
|F (ε)− F (εh)| . C
(
c2εη
2 + ‖Rε‖
2
Ω
)
,
with cε and η as defined in Theorem 2.
Proof. Using the definition of the Fre´chet derivative and (10) we get
F (ε)− F (εh) = F
′(εh; ε− εh) + o(‖ε− εh‖V ε)
=
∂L
∂ε
(u˜; ε− εh) + o(‖ε− εh‖V ε).
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Neglecting the remainder term as it is of higher order with respect to the error, and
estimating ∂L
∂ε
(u˜; ε− εh) as in the proof of Theorem 2, we obtain
|F (ε)− F (εh)| . C(cεη + ‖Rε‖V ε) ‖ε− εh‖V ε .
Applying Theorem 2 to estimate ‖ε− εh‖V ε , we arrive at
|F (ε)− F (εh)| . C(cεη + ‖Rε‖V ε)
2 ≤ C
(
c2εη
2 + ‖Rε‖
2
V ε
)
.

4. Conclusion
We have presented three a posteriori error estimates for an adaptive finite element
method for the coefficient inverse problem, Problem 1: for the Lagrangian, for the
Tikhonov functional and for the coefficient. The latter two are presented here for
the first time. Each estimator consists essentially of three parts, an estimate for
the error resulting from finite element approximation of the solution to the direct
problem, a similar estimate for the finite element approximation of the adjoint
problem and an estimate corresponding to the approximation of the coefficient.
The latter part is characterized by the residual Rε in all estimates.
Explicit solution schemes and numerical testing, including the proper choice of
regularization parameter α, will be the subject of forthcoming papers.
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