Laboratory Upton, NY sjyoo@bnl.gov Synchrotron-based X-ray diffraction (XRD) and small-angle Xray scattering (SAXS) characterization techniques used on unirradiated and irradiated reactor pressure vessel steels yield large amounts of data. Machine learning techniques, including PCA, offer a novel method of analyzing and visualizing these large data sets in order to determine the effects of chemistry and irradiation conditions on the formation of radiation induced precipitates. In order to run analysis on these data sets, preprocessing must be carried out to convert the data to a usable format and mask the 2-D detector images to account for experimental variations. Once the data has been preprocessed, it can be organized and visualized using principal component analysis (PCA), multi-dimensional scaling, and k-means clustering. From these techniques, it is shown that sample chemistry has a notable effect on the formation of the radiation induced precipitates in reactor pressure vessel steels.
I. INTRODUCTION AND MOTIVATION
Nuclear reactor pressure vessels (RPVs) are exposed to high doses of radiation for extended periods of time, which may result in the embrittlement of the RPV material. The machine learning techniques principal component analysis (PCA) and multidimensional scaling (MDS) offer the ability to detect subtle differences between many samples quickly and a method to visualize the effects of alloy content and irradiation conditions on those differences. In order to predict the effects of radiation on the structural integrity of these materials, it is necessary to collect data for a large number of samples with varying alloy content and irradiation conditions. Synchrotronbased X-ray diffraction offers a nondestructive highthroughput method of collecting this structural data. Measurements on each sample yield a data set of a large number of XRD patterns, and as hundreds of samples are necessary to completely characterize the effects, a method of analysis that can be quickly applied to many data sets is necessary. This work discusses the computational steps required to transform large data sets of detector images to 1D patterns for use with PCA and MDS. Preliminary results are included.
II. EXPERIMENT
Data collection at the X-ray Powder Diffraction (XPD) beamline at the National Synchrotron Light Source -II (NSLS-II) is high-throughput and automated. A robot (Stäubli) and sample magazine at XPD provide the means for efficient sample loading and unloading, being able to store and automatically exchange samples. Automated sample exchange combined with sub-second acquisition of diffraction data allows for high-throughput measurements of large sample sets.
Before the machine learning techniques can be performed on the data, the 2D XRD images from the detector must be masked and reduced to 1D. This is performed simply in Igor Pro, using beamline parameters such as energy, source to detector distance, and detector pixel size. As part of the conversion, the 1D data can be plotted, allowing us to easily visualize if any samples have any experimental errors that would cause problems with the analysis. 1D plots also allow us to determine regions of interest by selecting the angular ranges containing only peaks corresponding to specific crystal structures. After the data has been reduced, it can be imported into Matlab, where PCA and MDS can be performed and plotted.
Visualization of the effects of alloy content and irradiation conditions begin by performing the analyses over the whole data collection angle range. By analyzing the whole range, any batch effects or major differences become apparent and indicate if it is necessary to separate the data into batches before further analysis. Specific regions of interest can then be targeted by introducing an angle threshold range during data import. With these regions of interest, we can begin to visualize the effects of individual factors on the clustering. A spreadsheet of metadata containing alloy content information for each sample can be imported into the Matlab script. One simple method of visualization of the effect of a single chemical factor is color coding each data point to a predetermined weight percent range of that factor. 
III. RESULTS AND DISCUSSION
Analysis on the entire angle range indicates there are strong similarities across the entire data set, no batch effects or major outliers. Differences in small peaks, i.e. the regions of interest, are washed out by more intense peaks, so no major correlations are visible. One important note from this plot is that in all cases, unirradiated and irradiated samples are visibly different from one another. Therefore, it is already evident that the irradiation has a notable effect on the materials, regardless of chemical content. Focusing the analysis and visualization on select peaks begins to demonstrate more quantifiable trends. Visualizing the effect of a single chemical factor, we demonstrate different peaks, that is, different crystal structures, react differently to that single factor. In all figures, the color coding in order of increasing Ni content is green (lowest), cyan, magenta, blue (highest) As a demonstration of the analysis principle, here we examine trends in the effect of Ni content on three angle ranges, corresponding to FCC, BCC, and carbide structure. In Figure 2 , the BCC peak analysis, there is an apparent trend in Ni content: data points with similar levels of Ni content are grouped together. Data points that are low Ni are grouped on one side of the cluster, while those with high Ni are on the opposite side of the cluster. Therefore, we can conclude there are weight percent-dependent effects of Ni on BCC structure in these steels. In Figure 3 , the FCC peak analysis, there is a main single cluster containing most of the data points, but there are outliers, and most of the outliers are points with high Ni content. From this, we can see there may be some effects on FCC structure when the samples have high Ni content, but as there is wide variation, other chemical factors may be at play. Finally, in Figure 4 , corresponding to the carbide peak, there is no visible correlation.
As demonstrated in these three simple analyses, this method of analysis can be used to visualize different types of correlations.
IV. CONCLUSION
Reducing large XRD data sets from 2D to 1D and performing PCA and MDS allows us to quickly visualize and detect subtle differences between many patterns. We have successfully applied this process to a data set containing nearly one hundred samples and one thousand images and examined the effects of individual factors on the clustering of the data. Simple analysis on single factors is the first step for this process. Future prospects for clustering analysis of synchrotron data include: plotting multiple factors simultaneously, comparison with traditional diffraction analysis techniques, application to small angle X-ray scattering, live development of beamline performance by tracking energy fluctuations, and detection of phase transitions.
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