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In this text, an introductory theory to Hadamard matrices is presented, which includes
a presentation of classical theorems, proofs, and examples of Hadamard matrices. After
such presentation, this text highlights current results regarding the existence of Butson-type
Hadamard matrices. Ultimately, the text concludes with the presentation of the research
eorts of A. LaClair, R. Nicoara, N. Geist, C. Worley, and A. Wintenberg in determining
the existence of a particular family of Butson-type Hadamard matrices.
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INTRODUCTION
There are several important remarks that need to be made concerning this text. First,
while this text is meant to serve as an elementary introduction to the subject of Hadamard
matrices, there are several instances throughout the text where we will assume facts from
elementary abstract algebra, linear algebra, set theory, and graph theory. Additionally,
we assume a familiarity with basic notations and properties of complex numbers. How-
ever, in an eort to make this text more accessible to non-experts, there is an included
appendix with notes on quadratic residues and cyclotomic polynomials. An understand-
ing of quadratic residues is needed only for the optional, though interesting, section 2:1
on complex circulant Hadamard matrices. An understanding of cyclotomic polynomials is
necessary for chapter 3.
Second, there are numerous exercises throughout this text designed to aid the reader
in better understanding the material. All of these exercises should be completed, as many
of these results are utilized in the proofs of future theorems.
Finally, this text should be read sequentially as the rst chapter develops the most
elementary results of Hadamard matrices, the second chapter develops upon these results
presenting more profound theorems and results, and the nal chapter presents our group's
research problem and our eorts to solve this problem. By the conclusion of this text, the
reader should be prepared to continue our research eorts and to better understand the
current literature on Hadamard matrices.
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CHAPTER 1
AN INTRODUCTION TO HADAMARD MATRICES
In mathematics, there are many important classes of matrices, symmetric, orthogonal,
Hermitian, etc. Perhaps, less well-known are the Hadamard matrices.
1.1 DEFINITION AND EXAMPLES OF HADAMARD MATRICES
Denition. A matrix H = (akl)k;l having complex entries is said to be Hadamard if it
satises:
1. jaklj= 1
2. All rows of H are mutually orthogonal.
Remark. Recall that for z; w 2 Cn that the inner product on Cn is dened as
z  w :=
X
i
ziwi:
From this denition, one readily sees that the following matrices are Hadamard.
Example 1.1.1.
0B@1 1
1  1
1CA
Example 1.1.2.
0B@ 1 i
i  1
1CA
2
1.1.1 Fourier Matrix
At this point, one may wonder for which dimenions is it possible to construct a
Hadamard matrix. As it turns out, one can construct a square Hadamard matrix for
all n 2 N.
Denition. For n 2 N, put  = e 2in , i.e.,  is an n-th root of unity. Then, the Fourier
matrix, denoted Fn, is dened as
Fn =
0BBBBBBBBBB@
1 1 1 : : : 1
1  2 : : : n 1
1 2 (2)2 : : : (2)n 1
         : : :   
1 n 1 (n 1)2 : : : (n 1)n 1
1CCCCCCCCCCA
= (kl) for 0  k; l  n  1:
Exercise. Show that Fn is a Hadamard matrix.
Because Fn has a natural construction for all dimenions, it is often considered to be
a trivial example of a Hadamard matrix. In the next chapter, we will encounter more
complicated examples of Hadamard matrices.
1.1.2 The Adjoint Matrix
In the following, we show a few methods of constructing Hadamard matrices from a
given Hadamard matrix.
Denition. Let H 2 Mn(C). Then, the adjoint of H, denoted by H, is dened to be
the conjugate transpose of H, i.e., H = H
t
.
Lemma 1.1.1. H 2 Mn(C) has orthogonal rows if and only if H  H has 0's o of the
diagonal of the matrix product. If H is Hadamard, then H H = nI.
Proof. Exercise.
3
Exercise. For H 2Mn(C), what is an equivalent reformulation of H?
Proposition 1.1.2. If H 2Mn(C) is Hadamard, then H is Hadamard.
Proof. First, observe that all of the entries of H are of absolute value 1. Second, observe
that by the above lemma that H H = nI, and hence that 1
n
(H H) = I. By the above
lemma, this implies that H has orthogonal rows, and hence H is Hadamard.
In the remainder of the text, if we say that H is Hadamard, then it is assumed that
H 2Mn(C) unless otherwise specied.
Corollary 1.1.3. If H is Hadamard, then the columns of H are orthogonal.
Proof. Since H is Hadamard, we know that H is also Hadamard, and hence the rows of
H are orthogonal, but the rows of H are precisely the columns of H conjugated. Hence,
the columns of H are orthogonal.
Thus, from this example, we have that seen given a Hadamard matrix, one can obtain
a new Hadamard matrix via H 7! H.
1.2 EQUIVALENCE CLASS OF HADAMARD MATRICES
In this section, we show two more methods for obtaining Hadamard matrices from an
initial Hadamard matrix.
Observe that
0B@1  1
1 1
1CA is Hadamard, then
0B@1 1
1  1
1CA is also Hadamard because we
have just permuted the rows. Also, observe that
0B@1 a
1  a
1CA is also Hadamard for all a 2 C
with jaj= 1.
In general, this leads to the observation that if H is Hadamard, then any permutation
of the rows or the columns of H is still a Hadamard matrix. Additionally, multiplication
of any row or column by a 2 C with jaj= 1 is still a Hadamard matrix. More precisely, we
say that
4
Denition. Hadamard matrices H;K are equivalent i there exist permutation matrices
P1; P2 and unitary diagonal matrices D1; D2 such that H = P1D1KD2P2.
Exercise. Check the above details, showing that a Hadamard matrix remains Hadamard
under arbitrary permutations of rows / columns and / or multiplication by a complex
number of absolute value 1.
Exercise. Show that  denes an equivalence relation on Mn(C).
The above denition is fundamental because it allows us to study the equivalence
class of Hadamard matrices. Thus, a main goal of research related to Hadamard matrices
is in determining dierent equivalence classes of Hadamard matrices, determining ways to
distinguish between equivalence classes of Hadamard matrices, and studying the structure
of the equivalence class of Hadamard matrices.
From the above, it should be obvious that any Hadamard matrix is equivalent to a
Hadamard matrix having 1's on the rst row and rst column.
Denition. We say that a Hadamard matrix is in normal form, normalized, or de-
phased if the rst row and rst column of the matrix consists of only 1's. The part of the
matrix within the 1 1 boundary is referred to as the core of the matrix.
We study Hadamard matrices exclusively in normal form because this restricts the
number of equivalent matrices of H from an innite set to a nite set. That is if H is a
Hadamard matrix in normal form, then the set of equivalent matrices of H in normal form
is given by all permutations of the rows and columns of H. In essence, we have removed
the option of multiplying rows and columns by a complex number of absolute value 1.
Exercise. Show that F2 is the only Hadamard matrix of dimenion two upto equivalence.
1.2.1 Haagerup's Invariant
As we remarked upon above, an important problem in the study of Hadamard matrices
is the determination of distinct equivalence classes of Hadamard matrices. Below, we
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present one such method:
Denition. Haagerup's Invariant of a Hadamard matrix H = (ak;l) is the set
i(H) =

ai;jak;lak;jai;l
 1  i; j; k; l  n
Theorem 1.2.1. If H;H
0
are Hadamard matrices satisfying H  H 0, then i(H) = i(H 0).
Proof. Exercise.
It is important to note that Haagerup's invariant is not a complete invariant; that is,
for general Hadamard matrices, the converse of the above theorem need not be true. In
practice, the contrapositive of the above theorem is useful.
Finally, it is worth noting that there exist stronger invariants for determining equiv-
alence of two Hadamard matrices. The interested reader is referred to [6] for a discussion
of the ngerprint of a matrix.
1.2.2 Haagerup's Equivalence Theorem
In a prior section, we saw that upto equivalence F2 is the only Hadamard matrix of
dimenion two. It turns out that this is also true for n = 3; 5.
Theorem 1.2.2 (Haagerup). For n = 1; 2; 3; 5, F1; F2; F3; F5 are, respectively, the only
Hadamard matrices of that dimension upto equivalence.
Proof. The cases n = 1; 2 are trivial. The case n = 3 is a valuable exercise. The case n = 5
is non-trivial, and the reader is referred to [2].
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Exercise. Show that
0BBBBBBBBBB@
1 a a4 a4 a
a 1 a a4 a4
a4 a 1 a a4
a4 a4 a 1 a
a a4 a4 a 1
1CCCCCCCCCCA
where a = e2i=5 is Hadamard and is equivalent to F5.
1.2.3 A One Parameter Family
Upto this point, we have seen the classication of the Hadamard matrices of dimension
1, 2, 3; and 5. As it turns out, Hadamard matrices of dimenion 4 is one of the last
dimenions for which the complete characterization of Hadamard matrices is known. The
space of Hadamard matrices of dimenion 4 consists of an ane, one parameter family
passing through F4.
Theorem 1.2.3. Every Hadamard matrix of dimenion 4 is of the form
0BBBBBBB@
1 1 1 1
1 z  1  z
1  1 1  1
1  z  1 z
1CCCCCCCA
for some z = e2it for t 2 [0; 2).
The proof of the above theorem requires the following lemma.
Lemma 1.2.4. If a; b; c; d 2 C with jaj= jbj= jcj= jdj= 1 and a + b + c + d = 0, then
a =  b, a =  c, or a =  d.
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Proof. Assume the hypotheses for the given lemmata. Then, the conclusion will follow if
we can show that
(a+ b)(a+ c)(a+ d) = 0:
Expanding the LHS of the above equation, we have the following equivalences:
0 = a3 + a2(b+ c+ d) + a(bc+ bd+ cd) + bcd
= abcd

1
a
+
1
b
+
1
c
+
1
d

(Justify this step.)
= abcd(a+ b+ c+ d):
And, since a+ b+ c+ d = 0 (justify this), the result follows.
We now sketch the proof of the above theorem leaving the details as an exercise.
Proof. Using the lemma, the Hadamard matrix can be put in the form
0BBBBBBB@
1 1 1 1
1  1 b  b
1 c d e
1 f g h
1CCCCCCCA
:
Next, break into cases examining when c, d, or e is equal to  1. For each case, determine
the value of the remaining variables by using the fact that distinct rows / columns are
orthogonal.
1.3 THEOREMS, CONJECTURES, AND PROPERTIES OF HADAMARD
MATRICES
Denition. A matrix A = (aij)i;j 2Mn(C) is said to be a unit matrix i jai;jj= 1 for all
1  i; j  n.
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Example 1.3.1.
 
1 e2i=7
i  1

is a unit matrix.
1.3.1 Determinant of Hadamard Matrices
Hadamard matrices originates from Jacques Hadamard's study of unit matrices having
maximal possible determinant. As it turns out Hadamard matrices of dimenion n have
maximal possible determinant amongst all unit matrices of dimenion n.
It can be shown that the maximum determinant of a unit n  n matrix is given by
jdet (A)j= nn=2. Intuitively, the reason is that A represents a paralleloid in n-dimenional
space, and det (A) is a measure of the hypervolume of this paralleloid. The hypervolume
is maximized when the vectors (i.e. rows / columns) are perpindicular to each other, i.e.,
mutually orthogonal, and in such case the hypervolume is simply the product of the lengths
of each vector (verify this in the 2 and 3 dimenional case). Since the length of each vector
is
p
n (verify this), it follows that the product of n vectors is nn=2, as desired. For a formal
proof of this result involving Gram-Schmidt see [1].
Next, we show that Hadamard matrices obtain this maximal value.
Theorem 1.3.1. Let H 2Mn(C) be a Hadamard matrix. Then, jdet (H)j= nn=2.
Proof. Using elementary algebra, it can be shown that det (H) = det (H t) = det (H
t
) =
det (H). Earlier, we showed that for Hadamard matrices that H  H = nI. This im-
plies that jdet (H) det (H)j= det (nI), which is equivalent to det (H)2 = nn, and hence
det (H) = nn=2, as desired.
Combining these two observations, we have the following theorem of Hadamard.
Theorem 1.3.2. H 2 Mn(C) with unimodular entries is a Hadamard matrix if and only
if jdet (H)j= nn=2.
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1.3.2 On the Existence of Real Hadamard Matrices
As we showed in section one, there exist complex Hadamard matrices H 2Mn(C) for
all n > 0. The question remaion do their exist real Hadamard matrices H 2Mn(R) for all
n > 0? The answer to this question is unknown; however, the conjecture is that
Conjecture 1.3.3. There exist H 2 Mn(R) Hadamard if and only if n = 1; 2 or n  0
(mod 4).
Remark. The conditions are necessary. Observe that real Hadamard matrices exist of
dimenion 1 and 2. Let H = (aij) 2 Mn(R) be a Hadamard matrix with n > 2. WLOG,
suppose that the Hadamard matrix is in normal form. There must be an equal number
of 1's and  1's showing up in rows 2 through n of the Hadamard matrix in order for the
rst row to be orthogonal to the other rows. This shows that 2 j n. Let k 2 N be such
that n = 2k, then there are k 1's in the second row. Through rearrangement, we may
suppose that a2;j = 1 for 1  j  k and that a2;j =  1 for k + 1  j  n. Convince
yourself that the inner product between the second and third rows of H is 0 if and only if
kP
l=0
a3;l = 0 =
kP
l=0
a3;l+k. This implies that there must be an even number of 1's and  1's on
the rst k positions of the third row, and hence that 2 j k. Thus, in particular, 4 j n.
A lot of research has been done on this conjecture, as this conjecture has remained
unsolved for over 100 years. Presently, the smallest order for which it is unknown whether
a real Hadamard matrix exists is 4  167 = 668.
1.3.3 On the Non-Existence of Circulant Hadamard Matrices
Another famous conjecture concerning Hadamard matrices is that
Conjecture 1.3.4. There is no real circulant Hadamard matrix for n 6= 1; 4.
10
Remark. For n = 1, (1) is such a matrix. For n = 4,
0BBBBBBB@
 1 1 1 1
1  1 1 1
1 1  1 1
1 1 1  1
1CCCCCCCA
is such an example.
Various research has shown this conjecture for special cases, though a complete proof
or counterexample remains as of the present unknown.
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CHAPTER 2
ADVANCED CONSTRUCTIONS OF HADAMARD MATRICES
In the previous chapter, we saw one example of a family of Hadamard matrices, Fourier
matrices, and several methods for constructing Hadamard matrices from a given Hadamard
matrix. In this chapter, we present another method for deriving Hadamard matrices from
known Hadamard matrices and introduce two important classes of Hadamard matrices.
2.1 CIRCULANT HADAMARD MATRICES
In the previous chapter, we discussed the conjectured non-existence of circulant, real
Hadamard matrices for almost every dimension. Under certain assumptions, there exist
innitely many complex Hadamard circulant matrices. This section, though not necessary
for the remainder of the paper, contains the elegant result of Munemasa and Watatani.
This section requires a familiarity with quadratic residues for which the reader is referred
to the Appendix.
In the proof of the following lemma, we use several results of quadratic residues. In
particular, that

k
p

=

k 1
p

, that the Legendre symbol is multiplicative, and that there
is an equal number of quadratic residues and non-residues between 1 and p  1.
Lemma 2.1.1. Let 1  s  p  1 be a xed integer and p a prime, then
s 1X
k=1

k
p

k   s
p

+
p 1X
k=s+1

k
p

k   s
p

=  1:
Proof. Combining results from the appendix, we have that for k 6= 0 that

k
p

k   s
p

=

k 1
p

k   s
p

=

1  k 1s
p

:
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Next, we observe that
A := f1  k 1s j 1  k 6= s  p  1g = f2; : : : ; p  1g =: B:
This is clear since 1   k 1s maps Fp onto f0; 2; : : : ; p   1g and maps s to 0. This implies
that
s 1X
k=1

k
p

k   s
p

+
p 1X
k=s+1

k
p

k   s
p

=
X
a2A

a
p

=
X
b2B

b
p

=  

1
p

+
p 1X
k=1

k
p

=  1:
The results of the following exercises will be used in the proof of the following theorem.
Exercise. Let 1  s  p  1 be a xed integer and p a prime, then
s 1X
k=1

k
p

+
p 1X
k=s+1

k
p

=  

s
p

:
Exercise. Let 1  s  p  1 be a xed integer and p a prime, then
s 1X
k=1

k   s
p

+
p 1X
k=s+1

k   s
p

=

s
p

:
Theorem 2.1.2. (Munemasa-Watatani) If p is a prime of the form 4k + 3, then there
exists unimodular constants a; b 2 C such that the following matrix C is Hadamard.
C =
0BBBBBBB@
c0 c1 : : : cp 1
cp 1 c0 : : : cp 2
...
...
. . .
...
c1 c2 : : : c0
1CCCCCCCA
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where each ck =
8>>>>>>><>>>>>>>:
1; if k = 0
a; if

k
p

= 1
b; if

k
p

=  1
Remark. Observe that C is a circulant matrix of size p.
Proof. Observe that because C is circulant if the inner product of the initial row with any
row below it is zero, then the inner product of any two distinct rows is also zero. Hence, it
suces to check that for xed 1  s  p  1, that the inner product of the initial row with
the sth row,
p 1P
k=0
ckck s, is identically zero.
A useful result that will aid us in this computation is that for 1  k  p   1 that
ck = 

k
p

+  where  = (a  b)=2 and  = (a+ b)=2.
We have the following
p 1X
k=0
ckck s = c0c s +
s 1X
k=1
ckck s + csc0 +
p 1X
k=s+1
ckck s
=


 s
p

+ 

+
s 1X
k=1



k
p

+ 



k   s
p

+ 

+



s
p

+ 

+
p 1X
k=s+1



k
p

+ 



k   s
p

+ 

=  

s
p

+  + 
s 1X
k=1

k
p

k   s
p

+ 
s 1X
k=1

k
p

+ 
s 1X
k=1

k   s
p

+ (s  1)
+

s
p

+  + 
p 1X
k=s+1

k
p

k   s
p

+ 
p 1X
k=s+1

k
p

+ 
p 1X
k=s+1

k   s
p

+ (p  s  1):
Observe that the above expression simplies to:

  

s
p

+  +  +   

s
p

+ 

s
p

+ (p  2)
=

     + 

s
p

+  +  + + (p  2)
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At this point our goal is to nd  and  such that simultaneously        +  = 0
and  +  + + (p  2) = 0.
Substituting in for  and  in terms of a and b, the rst equation is equivalent to
0 = a2b  ab2   b+ a  a2 + b2 = (a  b)(a  1)(b  1)
and the second equation is equivalent to
0 = 2a2b+ 2ab2 + 2b+ 2a+ 2ab(p  1) + a2(p  3) + b2(p  3):
Putting a = 1, the second equation reduces to
b2 + 2
p+ 1
p  1b+ 1 = 0:
Let p = 4m   1, then it follows that b =  2mi
p
1 4m
2m 1 , and a quick check shows that b is
unimodular, which completes the proof.
It is also true that for all primes p of the form 4k + 1 greater than 13 that there exist
a circulant Hadamard matrix of size p inequivalent to Fp. The reader is referred to [3].
2.2 PETRESCU'S MATRIX
In this section, we present the important discovery of Petrescu.
15
Theorem 2.2.1. (Petrescu) The matrix
P7 =
0BBBBBBBBBBBBBBBBB@
1 1 1 1 1 1 1
1 1 4 5 3 3 1
1 4 1 3 5 3 1
1 5 3 1 4 1 3
1 3 5 4 1 1 3
1 3 3 1 1 4 5
1 1 1 3 3 5 4
1CCCCCCCCCCCCCCCCCA
is Hadamard where  = e2i=6:
Petrescu's result is extremely important in the theory of Hadamard matrices for several
reasons.
First, Petrescu's matrix can be extended to a one dimensional ane family of
Hadamard matrices given by
P7(a) =
0BBBBBBBBBBBBBBBBB@
1 1 1 1 1 1 1
1 a a 5 3 3 1
1 a a 3 5 3 1
1 5 3 a a 1 3
1 3 5 a a 1 3
1 3 3 1 1 4 5
1 1 1 3 3 5 4
1CCCCCCCCCCCCCCCCCA
where a = e2it=6 for 0  t < 2.
Second, Petrescu's method of nding this matrix involved using computers to minimize
a set of equations governing a six dimensional Hadamard matrix. This method has since
been implemented by various other researchers to nd new examples of Hadamard matrices
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and forms the backbone of our particular research.
Third, Petrescu's research has been generalized to yield innite parametric families
for dimensions p = 13, 19, and 31. See [5] for more information.
Finally, Petrescu's example is important because it is a non-trivial example of an
important family of Hadamard matrices known as Butson type Hadamard matrix, which
we discuss next.
2.3 BUTSON TYPE HADAMARD MATRICES
In this section, we make fundamental use of results established in the Appendix on
cyclotomic polynomials.
Denition. Let n; k 2 Z+. Then, BH(n; k) is dened to be the set of all Hadamard
matrices of dimension n with all entries a k-th root of unity, i.e., if H 2 BH(n; k), then
H = (ai;j) where 0  i; j  n  1 and aki;j = 1 for all i; j; in such instances, H is said to be
a Butson type Hadamard matrix.
Observation. Fn 2 BH(n; n) and that P7 2 BH(7; 6).
Remark. Butson type Hadamard matrices are fundamental in the study of Hadamard
matrices essentially because nding Hadamard matrices with arbitrary unimodular entries
can be incredibly dicult. Because a Butson type Hadamard matrix has further restrictions
upon its entries, it is easier to nd new examples of Hadamard matrices by searching for
Butson type Hadamard matrices.
2.3.1 Non-Existence Results
We now return to our study of BH(n; k). A question that we want to answer is: when
is BH(n; k) 6= ?? As we have seen, BH(n; n) and BH(7; 6) are both nonempty. In the
following, we present several fundamental results giving conditions on when BH(n; k) is
empty.
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Exercise. Show that if n is odd, then BH(n; 2) = ?.
Remark. If the Hadamard conjecture is true, then the even stronger statement BH(n; 2) =
? for all 0 < n =2 4Z.
Theorem 2.3.1. Let p; q be distinct primes and 0 < l;m 2 Z, then BH(pl; qm) = ?.
Proof. Suppose, by contradiction, that there exists H = (ai;j) 2 BH(pl; qm), then we
may assume that H is dephased. Put  = e2i=q
m
, then there exists k1; : : : ; kpl 1 such
that (a1;j) = 
kj for 1  j  pl   1. It follows that 1 + k1 +    + kpl 1 = 0. Put
g(x) = 1 + xk1 +   + xkpl 1 . Since g() = 0, it follows that qm(x) j g(x), and hence that
g(x) = qm(x)  (x). Evaluating at x = 1 yields pl = q  (1), which implies that q j pl, a
contradiction.
Exercise. Show that 6(x) = x
2   x+ 1. Conclude that if  = e2i=6, then +  = 1.
Next, we focus on a non-existence result of Winston.
Theorem 2.3.2. (Winston) Let p be a prime of the form 6k + 5, then BH(p; 6) = ?.
Proof. Assume there exists H = (ai;j) 2 BH(p; 6). Since ai;j 2 f1; ; 2; 3; 4; 5g, it follows
that det(H) 2 Z[e] = fa + b j a; b 2 Zg (verify this). Hence, det(H) = x + y for some
x; y 2 Z, which implies by Hadamard's theorem that jdetHj= jx + yj= pp=2, and hence
jx+ yj2= (x+ y)(x+ y) = x2+xy+ y2 = pp. Multiplying both sides by four and making
smart rearrangements, we obtain that (2x+ y)2+3y2 = 4pp. This implies that there exists
A;B 2 Z such that A2 + 3B2 = 4pp, and consequently that A2  p (mod 3) (verify this).
This implies that

p
3

= 1. But, observe that

p
3

=

6k + 5
3

=

2
3

=  1, which is a
contradiction.
For various generalizations of Winston's theorem, see [7].
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2.4 SYLVESTER'S CONSTRUCTION
We conclude this chapter with a construction result of Sylvester.
Theorem 2.4.1. Let H 2 Mn(C) be a Hadamard matrix. Then, H2n :=
0B@H H
H  H
1CA is
also Hadamard.
Proof. Exercise.
Exercise. Prove that Hadamard's conjecture on the existence of real Hadamard matrices
is true for matrices of dimension 2l for 0  l 2 Z.
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CHAPTER 3
OUR RESEARCH
In the previous chapter, we were introduced to Butson type matrices and saw that
Petrescu's matrix is part of an ane parametric family in BH(7; 6). As it turns out for p
prime, the Fourier matrix, Fp, is always isolated, i.e., Fp is not part of an ane parametric
family of Hadamard matrices. Because families of Hadamard matrices are intrinsically
interesting, useful for the classication of all Hadamard matrices of a particular dimension,
and nd uses in quantum information theory the quest for discovering families of Hadamard
matrices is of great interest. Currently, for prime dimensions, only Petrescu's matrices
discovered for dimensions 7; 13; 19; and 31 are known to be part of an innite ane family
of Hadamard matrices; for all other prime dimensions it is unknown whether there exists
an innite family of Hadamard matrices. Observe that of the above dimensions all are of
the form 6k + 1. Currently, it is an open problem to determine whether there exist any
Butson type Hadamard matrices of dimension 11 which are part of an innite parametric
family. Currently, all known Hadamard matrices of dimension 11 are isolated. To answer
this question our group has been studying BH(11; ) trying to nd new examples of such
matrices. Below we outline the methods that we have used to answer this question.
3.1 INITIAL OBSERVATIONS
Observation. From the previous chapter, we know that the following sets are empty:
BH(11; k) for 2  k  9. The reader should justify these assertions. It is unknown whether
BH(11; 10) or BH(11; 12) are nonempty.
We seek to answer the question is BH(11; 12) = ??
Put  = e2i=12. Suppose that H = (ai;j) 2 BH(11; 12) is in dephased form, then
ai;j = 
ki;j for some 0  ki;j  11.
First, observe that the inner product of any two rows can be expressed in the form
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1 + k1 +   + k10 for some 0  ki  11. Put p(x) = 1 + xk1 +   + xk10 . Then, p() = 0,
which implies that 12(x) j p(x). Since 12(x) = x4   x2 + 1, we have that
p(x) = 1 + xk1 +   + xk10 = (x4   x2 + 1)
7X
i=0
cix
i: (3.1)
Remark. In equation (3.1), i ranges between 0 and 7 so that upon expansion with x4 x2+1
the resulting polynomial has at most degree 11.
Expanding equation (3.1), we nd that p(x) is equal to
c7x
11 + c6x
10 + (c5   c7)x9 + (c4   c6)x8 + (c3   c5 + c7)x7 + (c2   c4 + c6)x6 + (c1   c3 + c5)x5
+ (c0   c2 + c4)x4 + ( c1 + c3)x3 + ( c0 + c2)x2 + (c1)x+ c0:
(3.2)
At this point, we want to nd the ci's. By nding the ci's we can reverse engineer the
problem to nd the corresponding ki's, which is what we are really interested in.
Exercise. If (c7; : : : ; c0) = (0; 0; 0; 1; 0; 5; 0; 5), nd the corresponding ki's.
For p(x) to be a valid function in the context of our problem, it is necessary that each
coecient of p(x) is nonnegative and that p(1) = 11.
Remark. Observe that p(0) is not necessarily 1 since some of the ki's may be zero!
We obtain the following necessary conditions on the ci's.
1. c7  0
2. c6  0
3. c5  c7
4. c4  c6
5. c3  c5   c7
6. c2  c4   c6
7. c1  c3   c5
8. c0  c2   c4
9. c3  c1
10. c2  c0
11. c1  0
12. c0  1
13.
7P
i=0
ci = 11
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It is simple matter to write a program that iterates through all possible tuples belong-
ing to (Z12)8 and for each tuple checks whether the above conditions are satised. For each
tuple of ci's, we nd the corresponding tuple of ki's belonging to (Z12)10.
Put K := f~k = (k1; : : : ; k10) j 1 + k1 +   + k10 = 0g. Brute force search reveals that
there are 331 distinct, ordered vectors of K; however, the cardinality of K is 132; 414; 240;
this is the number of distinct permutations of the 331 ordered vectors.
If ~k = (1; k1 ; : : : ; ek10) and ~l = (1; l1 ; : : : ; el10) are two distinct rows of a Hadamard
matrix belonging to BH(11; 12), then it is necessary that 1+ ek1 +   + ek10 = 0 = 1+ l1 +
  + el10 and that 0 = 1 + k1 l1 +   + ek10 l10 :
That is if ~k;~l are two rows of a (11; 12) Butson type Hadamard matrix, then it follows
that (k1   l1; : : : ; k10   l10) 2 K. (Recall that the individual subtractions are done modulo
12 and that we are taking the smallest nonnegative integer as the result of this subtraction.
Going in the reverse direction, to nd a (11; 12) Butson type Hadamard matrix, we
need a set of 10 vectors belonging to K such that the dierence between any two them is
back in K.
More formally, we have that
Proposition 3.1.1. BH(11; 12) 6= ? if and only if there exists L  K  (Z12)10 such that
1. jLj= 11,
2. (0; : : : ; 0) 2 L, and
3. ~x; ~y 2 L implies that ~x  ~y 2 L:
Proof. Exercise.
We now present the following example to help illustrate the ideas mentioned above.
Example 3.1.1. We list the rst ve distinct, ordered vectors of K.
(8; 6; 6; 6; 6; 4; 0; 0; 0; 0); (8; 7; 6; 6; 6; 4; 1; 0; 0; 0); (8; 7; 7; 6; 6; 4; 1; 1; 0; 0);
(8; 7; 7; 7; 6; 4; 1; 1; 1; 0); (8; 7; 7; 7; 7; 4; 1; 1; 1; 1) 2 K.
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Three possible permutations of the rst vector include:
(8; 6; 6; 6; 6; 4; 0; 0; 0; 0); (4; 0; 6; 0; 6; 8; 0; 6; 6; 0); (0; 0; 0; 0; 4; 6; 6; 6; 6; 8).
Now, we illustrate subtraction of two vectors:
(8; 7; 7; 7; 6; 4; 1; 1; 1; 0) (4; 0; 6; 0; 6; 8; 0; 6; 6; 0) = (4; 7; 11; 7; 0; 8; 1; 7; 7; 0); which is not an
element of K.
Exercise. Prove that L cannot be a subgroup of (Z12)10.
3.2 EQUIVALENT CHARACTERIZATIONS
We now re-characterize (3.1.1) in terms of a graph theory problem, but rst we need
to dene a graph theoretic term.
Denition. If G is a graph, then a clique of G is a subgraph of G on in which every two
vertices of the subgraph share an edge. Thus, a maximal clique of G is the clique(s) of G
lying on the largest number of vertices.
Let G be the graph with vertices in bijective correspondence to the vectors of K. We
dene an edge between any two vertices ofG if and only if the dierence of the corresponding
vectors is an element of K. Then, we have
Proposition 3.2.1. BH(11; 12) 6= ? if and only if G has a maximal clique on at least 10
vertices.
Proof. Exercise.
The restatement of proposition (3.1.1) in terms of proposition (3.2.1) is crucial because
we are able to exploit the various results of both mathematical and computational graph
theory in solving our problem. For instance, we have a straightforward algorithm to test
for the existence of a matrix in BH(11; 12); determine the connnectivity of the graph
corresponding to K and then nd a maximal clique, and more importantly, we can draw
from literature a number of algorithms for nding the maximal clique of a graph.
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Because we expect the ratio of the number of edges actually appearing in G to the
total number of possible edges to be very low (experimental evidence suggests less than
one percent), we have utilized the clique nding algorithm presented in [4] because it is
designed to nd the maximal clique of a massive, sparse graph very quickly.
The biggest challenge in developing a computational solution to this problem is in
developing fast code. Because computing edges between nodes is inherently an O(n2) algo-
rithm in the number of nodes, a nave approach of visiting each vertex and then calculating
its connection with all subsequent vertices is simply not a feasible solution. Because if we
assume that a computer can check an average of 106 connections between nodes per second,
then such a program would take on the order of 278 years! Thus, the most important and
challenging part of this research has been in recognizing mathematical optimizations re-
ducing computational costs and in creating optimal, high performance code. The following
observation of Nicoara is fundamental.
Proposition 3.2.2. Let H be a maximal clique of G, v a vertex of H, and S the set of
vertices of G which correlate to a permutation of v in K. Then, each element of S is
contained in a maximal clique.
Proof. In the following, we let 0 denote the bijection between G and K taking a vertex of
G to the corresponding vector of K. Observe that 00 = id.
Let H be a maximal clique. Then, H
0 2 BH(11; 12), and v0 corresponds to some row
of H
0
. Let a 2 S, then there exists  2 S11 so that (v0) = a0 . It follows that (H 0) ( is
applied to the columns of H
0
) is Hadamard containing a
0
. Whence (H
0
)
0
is a clique of G
containing a.
From this statement, we immediately obtain the following important corollary.
Corollary 3.2.3. Let K denote the set of all distinct, ordered vectors of K. If BH(11; 12)
is nonempty, then there exists a Hadamard matrix containing some element of K.
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Remark. Recall that jKj= 331.
This corollary allows us to signicantly reduce the computational complexity of our
problem. We do so via the following algorithm.
Algorithm 1 Search for matrix in BH(11; 12)
for k 2 K do
Compute edges between k0 and g 2 G
if k
0
and g share an edge then
N  g
end if
Compute all edges between elements of N
Find MAX CLIQUE of fk0gSN
end for
In the above, when we are xing each k 2 K, we are in essence xing k as the
second row of the Hadamard matrix and searching whether there exists a Hadamard matrix
containing this row. If not, then by the corollary, we know that there is no Hadamard matrix
containing any permutation of row k.
In the next section, we give the results of the implementation of the above program.
3.3 RESULTS
Using our algorithm described above, we found that BH(11; k) = ? for k = 10 and
12  k  21. This suggests the following conjecture.
Conjecture 3.3.1. There exists n  n matrix M in BH(11; k) if and only if 11 j k, in
which case M is equivalent to F11:
Furthermore, using our algorithm we found several examples of what we believe to
be new Butson-type Hadamard matrices belonging to BH(13; 6). Below we present each
matrix in its dephased, log form.
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Example 3.3.1.
M1 =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
5 5 4 4 4 4 2 2 2 1 1 1
5 5 1 2 2 2 4 4 4 1 1 4
1 1 2 4 4 1 4 2 2 5 5 4
1 1 4 2 2 4 1 4 4 5 5 2
1 4 4 5 1 2 2 5 1 4 2 4
2 4 1 4 1 5 1 2 4 2 4 5
2 4 2 1 5 4 4 1 5 4 1 2
2 4 5 2 4 1 5 4 1 2 4 1
4 1 4 1 5 2 2 1 5 2 4 4
4 2 1 1 4 5 1 4 2 4 2 5
4 2 2 5 1 4 4 5 1 1 4 2
4 2 5 4 2 1 5 1 4 4 2 1
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
M2 =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
5 5 5 3 3 3 3 2 2 1 0 0
1 1 3 1 3 4 5 1 3 5 3 5
3 0 1 3 1 5 3 0 4 1 4 3
1 3 4 5 1 1 3 4 4 1 2 5
3 5 3 5 5 3 0 2 0 1 2 3
5 3 1 1 4 1 5 4 2 1 4 3
5 3 1 5 1 3 1 2 4 4 4 1
2 0 4 4 2 1 0 4 2 4 5 2
4 0 2 2 4 1 2 4 5 4 2 0
0 3 5 3 3 5 1 0 0 3 2 3
2 2 0 2 0 3 4 3 0 4 0 4
3 3 3 0 5 5 3 0 2 3 0 1
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
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M3 =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
5 5 5 4 3 3 2 2 2 2 0 0
2 4 2 0 1 4 1 2 4 4 0 4
2 0 0 3 2 1 3 5 5 3 5 3
2 1 4 1 4 4 5 3 1 1 5 3
2 4 1 3 4 4 1 5 1 5 3 1
0 4 2 3 5 0 4 2 0 2 2 4
5 2 2 3 2 0 5 3 3 5 5 1
4 4 0 0 1 2 4 4 2 0 2 3
0 2 4 0 3 0 2 0 2 4 3 4
4 0 4 2 5 2 0 1 4 4 2 2
4 2 2 0 5 2 2 4 5 2 4 0
2 2 4 4 1 4 4 0 4 1 2 0
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
It can be calculated that the defect ofM1;M2;M3 are:  11,  10, and  9, respectively.
Since the defect is an invariant on Hadamard matrices, this shows that M1;M2;M3 are not
equivalent as Hadamard matrices.
Future directions of investigation of BH(11; k) could involve a search for a mathemati-
cal proof that BH(11; 10) and BH(11; 12) are empty using number theoretic ideas, perhaps
similar to those of Winston. Following such a discovery one could attempt to extend this
proof for additional values of k.
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QUADRATIC RESIDUES
Denition. Let p be a prime and a 2 Znf0g. Then, we say that a is a quadratic residue
modulo p if and only if (a; p) = 1 and there exists x 2 Z such that x2  a (mod p), and
we write

a
p

=
8>>>>>><>>>>>>:
1; if a is a quadratic residue
0; if a  0 (mod p)
 1; if a is not a quadratic residue
Remark. The symbol



is known as the Legendre symbol.
It is possible to sucently generalize the notion of quadratic residues to non-prime
integers under certain conditions; however, for our purposes this will be unneeded.
Exercise. Find the quadratic residues of Z=7Z.
Exercise. Show that if a; b; p 2 Z with p prime and a  b (mod p), then

a
p

=

b
p

.
Quadratic residues are an extremely important mathematical concept. We present
some of the basic properties of quadratic residues and the Legendre symbol below.
Below we adopt the following notation: Fp := (Z=pZ), i.e., Fp is the group of units
of Z=pZ for p prime.
Theorem 3.3.2. If p > 2 is a prime, then exactly p 1
2
elements of F p are quadratic
residues.
Proof. Observe that for x; y 2 Fp that x2 = y2 , (x  y)(x+ y) = 0, which happens if and
only if x = y or x =  y = p  y.
Observe that the quadratic residues of Fp are precisely the elements belonging to the
set f12; 22; : : : ; (p 1)2g. However, in this set, there are exactly p 1
2
distinct elements, since
i2 = (p  i)2 for 1  i  p  1.
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Corollary 3.3.3. For p > 2 prime,
p 1P
k=1

k
p

= 0:
Next, we show that the Legendre symbol denes a group morphism.
Proposition 3.3.4. The map f : Fp ! f 1; 1g : k 7!

k
p

is a group homomorphism.
Proof. It suces to show that for a; b 2 Fp that f(ab) = f(a)f(b). Recall that Fp is
cyclic. Let  be a generator of Fp, i.e., <  >= Fp. Observe that for 0  k  p   2 that
k
p

= ( 1)k. This is because it can be seen that k is even if and only if k is a quadratic
residue. (Verify this!) Hence, we have that a = a and b = l, then
f(ab) = f(kl) = f(k+l) = ( 1)k+l = f(k)f(l) = f(a)f(b):
This proves the claim.
Exercise. Show that for k 2 Fp that

k
p

=

k 1
p

.
Proposition 3.3.5. Show that for p > 2 that
 1
p

= 1 if and only if p  1 (mod 4).
Proof. Suppose that p is a prime such that
 1
p

= 1. Pick 1  a  (p   1)=2. Then,
observe that

p  a
p

=
 1
p

a
p

=

a
p

. This shows that are an equal number of
quadratic residues / non-residues in the interval 1  a  (p  1)=2 as there are within the
interval (p + 1)=2  a  p   1, and thus that
(p 1)=2P
a=1

a
p

= 0. Clearly, this is possible if
and only if 2 j (p  1)=2:
In the foward direction, show that

(p  1)=2
2
=  1.
While there are many more wonderful properties and theorems regarding the Legendre
symbol, the above facts are all that will be needed in this text.
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CYCLOTOMIC POLYNOMIALS
Cyclotomic polynomials are special examples of minimal polynomials, and several of
the properties that we prove for cyclotomic polynomials hold in a more general setting.
Observation. Let  = e2i=n for some 0 < n 2 Z. Then, by Fermat's Little Theorem,  is
a root of the polynomial xn   1 .
Exercise. Show that for  = e2i=n that n 1 + n 2 +   + + 1 = 0 provided that n > 1.
We now show how to construct the nth cyclotomic polynomial. In the following, we
assume without stating, that  = e2i=n for some 0 < n 2 Z. Further, we write f 2 Z[x] to
signify that f is a polynomial having all of its coecients in Z.
As observed above,  is a root of a monic polynomial, that is a polynomial having
leading coecient equal to one. Let S be the set of all nonzero, monic polynomials having
coecients in Z having  as a root. Clearly, this set is non-empty. Choose a polynomial in
S having minimal degree, such a polynomial must exist by the Well-Ordering theorem.
Exercise. Show that if f(x) and g(x) are two polynomials in S of minimal degree, then
f(x) = g(x). Thus, it makes sense to speak of the polynomial of S of minimal degree.
Hint. Consider (f   g)(x).
Denition. For 0 < n 2 Z, the nth cyclotomic polynomial is the unique monic polynomial
of minimal degree taking  as a root and having all coecients in Z. This polynomial is
denoted as n(x).
In the following, we state two fundamental properties of n(x) that will be used
extensively in following sections.
Proposition 3.3.6. Show that n(x) is irreducible in Z[x], i.e. if f(x) j n(x) for some
f(x) 2 Z[x], then either f(x)  1 or f(x) = n(x).
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Hint. Recall that Z is an integral domain.
Corollary 3.3.7. n(x) is irreducible in Q[x].
Proof. Exercise.
Proposition 3.3.8. Show that if  is a root of f(x), then n(x) j f(x).
Hint. Recall that Z[x] is a Euclidean domain.
The following result due to Euler gives explicitly p(x) for p prime.
Theorem 3.3.9. p(x) =
p 1P
i=0
xi:
Proof. Let p be a prime, and put  = e2i=p. As we observed above,
p 1P
i=0
i = 0, and
hence it follows that p(x) j
p 1P
i=0
xi. Next, observe that for all a 2 Fp we have that
ap 1 +   + a+ 1 = 0, which implies that p(a) = 0 (Verify this!). Since every element of
F p is a root of both p(x) and x
p 1 +    + x + 1, if follows that deg(p(x)) = p   1 and
by unique factorization that p(x) = x
p 1 +   + x+ 1.
While the above theorem gives us a nice explicit value for p(x), it turns out that it
is not nearly as simple to determine the n(x) for an arbitrary positive integer. Thus, we
state the following result of Gauss, without proof, which can be used to evaluate n(x) for
0 < n 2 Z.
Theorem 3.3.10. For 0 < n 2 Z, we have that
xn   1 =
Y
djn
1dn
d(x)
and deg(n(x)) = (n).
Exercise. Show that for p prime and 0 < k 2 Z that pk = p(xpk 1) =
p 1P
i=0
(x)ip
k 1
:
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Exercise. Show that for p > 3 prime that 2p =
p 1P
i=0
( x)i:
Exercise. Show that 12(x) = x
4   x2 + 1.
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