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The purpose of this study was to develop an automatic indirect (non-invasive) system to 17 
identify the condition of drill bits on the basis of the measurement of feed force, cutting 18 
torque, jig vibrations, acoustic emission and noise which were all generated during 19 
machining. The k-nearest neighbors algorithm classifier (k-NN) was used. All data analyses 20 
were carried out in MATLAB (MathWorks – USA) environment. It was assumed that the 21 
most simple (but sufficiently effective in practice) tool condition identification system should 22 
be able to recognize (in an automatic way) 3 different states of the tool, which were 23 
conventionally defined as “Green” (tool can still be used), “Red” (tool change is necessary) 24 
and “Yellow” (intermediate, warning state). The overall accuracy of classification was 76 % 25 
what can be considered a satisfactory result at this stage of studies. 26 
Keywords: Drilling, melamine faced particleboard, k-NN classifier, tool condition 27 
identification. 28 
 29 
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The term “Industry 4.0” (in short: “I 4.0”), used for several years, means the latest 31 
direction of technical development involving intelligent automation and data exchange in 32 
manufacturing technologies. There is more and more talk about the 4th industrial revolution 33 
(4IR) taking place in front of our eyes (e.g. Schwab 2017; Wagner et al. 2017). As part of this 34 
revolution, we are heading to intelligent manufacturing in which the idea of cyber-physical 35 
Production Assistance System (cPAS) is to play an important role. This idea includes 36 
development of “autonomous devices, sensors and machines that monitor themselves” which 37 
are able to “perform condition-based, decentralized small tasks for continuous monitoring and 38 
self-diagnosis” (Bergweiler 2016). It should be honestly admitted that both the wood industry 39 
and furniture production are not the leading industrial branches in terms of intelligent 40 
manufacturing. Despite some research successes in this field (e.g. Iskra and Hernandez 2012) 41 
it is obvious that there is a lot to catch up to compared to, for example, the machine industry 42 
(especially the car industry). One of these arrears is the lack of any commercial or even 43 
prototype offer for automatic tool condition monitoring (TCM) systems when processing 44 
wood and wood-based materials. Serious research on this subject has been conducted for 45 
many years (e.g. Lemaster 2000a,b; Szwajka and Górski 2006; Wilkowski and Górski 2011; 46 
Świderski et al.; 2017 Górski et al. 2019; Jegorowa et al. 2019 ), yet there is still a lot to do 47 
before the problem is solved. Therefore, the purpose of this study was to develop an automatic 48 
indirect (non-invasive) system to identify the condition of drill bits on the basis of the selected 49 
signals generated in the machining zone, such as feed force, cutting torque, acoustic emission, 50 
noise and vibrations. All data analyses were carried out in MATLAB (MathWorks – USA) 51 
environment. Such a system could be a support for the machine tool operator, telling him 52 
when it is necessary to replace the worn tool with a new one. In the long-term perspective, as 53 
part of the 4th industrial revolution, such a system would become one of the elements of some 54 
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more advanced Production Assistance System and further reduce the human role in 55 
controlling the machining process. 56 
 57 
K–nearest neighbours (k–NN) algorithm  58 
K–nearest neighbors is one of the simplest classification algorithms. The idea of this 59 
method is not new (Fix and Hodges 1951) and belongs to lazy algorithms. It is characterized 60 
by the fact that it does not create an internal representation (model) of the training data set and 61 
looks for a solution only when the object requiring classification appears. The classification of 62 
the new x object consists in its comparison with the nearest neighbors and classifying it to the 63 
class that is represented by the majority of its k nearest neighbors. In order to determine the 64 
affiliation of the new object to the given class, the distance between it and all other objects 65 
belonging to the training data set is calculated. This distance is calculated in the 66 
multidimensional feature space using, e.g. Euclidean distance, which is defined in Equation 1: 67 
follows: 68 
 69 





x – the object currently classified, belonging to the test data set (with unknown class label);  71 
y – the object belonging to the training data set (with known class label). 72 
n – number of features of the objects which are taking into account (feature space dimension).  73 
 74 
The use of the algorithm requires the selection of the parameter k. General, useful in practice 75 
methods for optimal choice of k have apparently not been known (Hall et al. 2008). It is 76 
simply necessary to select k that will give satisfactory classification effects in a specific case. 77 
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Formally the parameter k can take values from 1 to the total number of objects in the set. For 78 
example, if k = 1, the new object will be simply assigned to the class that matches the class of 79 
its nearest neighbor. If k is too small in relation to the total number of objects belonging to the 80 
training data set, the algorithm will not be resistant to noise, and thus the quality of the 81 
classification will be poor. With too high k, the complexity of calculations is not only 82 
excessively increased, but what's worse, the object will be incorrectly identified too often as 83 
belonging to the most represented class in the training data set. The advantages of the k–NN 84 
classifier are, first of all, an unlimited number of classes, a simple method of operation and 85 
the ease of implementation in a wide range of practical applications. 86 
 87 
MATERIALS AND METHODS 88 
 89 
The standard CNC (Computerized Numerical Control) machining center (Busellato Jet 90 
100), Φ12 tungsten carbide drill bits (WP-01, FABA – Poland) and melamine faced 91 
particleboard (U511SM – Swiss Krono Group) were used in experimental part of study. 92 
Cutting parameters (spindle speed 4500 rpm, feed rate 1,35 m/min) were adopted on as 93 
recommended by the drills manufacturer. The experimental set up enabled the measurement 94 
and digital recording of 5 signals generated in the machining zone: feed force, cutting torque, 95 
acceleration of jig vibration, audible noise and ultrasonic acoustic emission. The recording of 96 
these signals was performed in the NI LabView (National Instruments - USA) environment 97 
using 2 data acquisition cards. The outline of the test stand along with details on the 98 
measuring system is shown in Figure 1. General view of the jig holding the workpiece is 99 
shown in Figure 2. 100 
 101 
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Figure 1: Structure of measuring system used in experiment. 103 
 104 
 105 
Figure 2: General view of the jig holding the workpiece (in front of the jig base the 106 
accelerometer is visible). 107 
 108 
The tool condition was monitored in a traditional way - the size of wear of the external corner 109 
of the drill was measured using a microscope with a digital camera (Mitutoyo – 505 – 110 
Mitutoyo Corporation, Japan). The size of this wear was determined separately for each of the 111 
two drill bit blades, and then averaged. The final measurement result (W) was given in 112 
millimeters. 113 
Six drill bits (5 experimental and 1 control) were used during the study. Each experimental 114 
drill bit was subjected to 8 operating cycles. More specifically, one of them was subjected to 7 115 
cycles, because in this case the tool life turned out to be shorter than in other cases, which 116 
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surprised and disappointed the experimenter. This way, all experimental tools gradually 117 
changed their state from perfectly sharp (W=0 mm) to definitely worn out (W > 0,5 mm). 118 
These cycles resulted in the execution (outside the measuring stand) of a series of holes as 119 
long as an increase in the wear of the drill bit corner of at least 0,05 mm (the real state of the 120 
drill bit was periodically monitored using the microscope) was achieved. After each such 121 
cycle, the experimental drill bit was sent to the measuring stand and there a series of 5 holes 122 
was made with its use, recording signals: feed force, cutting torque, acceleration of jig 123 
vibration, audible noise and ultrasonic acoustic emission. Then, a series of 3 holes was made 124 
by means of the control drill bit (all 5 diagnostic signals were still recorded). The sixth drill 125 
bit played the role of the control drill bit all the time and was used only on the measuring 126 
stand. Throughout the experiment, the control drill bit remained sharp (W<0,2 mm). 127 
It was assumed that the most simple (but sufficiently effective in practice) tool condition 128 
identification system should be able to recognize (in an automatic way) 3 different states of 129 
the tool, which were conventionally named as “Green”, “Yellow” and “Red” condition. The 130 
explanation of these code names is as follows. “Green” state means that the wear of the 131 
external corner (W) of the drill is less than 0,2 mm and the tool is ready to work. “Red” state 132 
means that the tool wear (W) is greater than 0,35 mm, so the drill is absolutely worn out and 133 
cannot work. “Yellow” means intermediate state (0,2 mm < W < 0,35 mm), which should be 134 
interpreted as a warning. 135 
After the experimental research was completed, the standard machine learning (ML) 136 
procedure was performed using MATLAB environment. The training and test data sets were 137 
established and next the k–nearest neighbours (k–NN) algorithm has been used. By creating 138 
and testing various options of the identification system, the test data set was always 139 
established, which included features of all signals recorded with 1 experimental drill bit (it 140 
played the role of the test drill bit). At the same time, the training data set was established, i.e. 141 
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the database concerning 5 remaining drill bits (there was always the control drill bit and 4 142 
remaining experimental drill bits among the test drill bits), which covered both knowledge 143 
about their real current states (“Green”, “Yellow” or “Red”), determined on the basis of the 144 
microscopic measurement, as well as features of all signals recorded with their participation 145 
on the measuring stand. Then, the k-NN algorithm was activated, which was to recognize the 146 
changing over time state of the test drill bit on the basis of features of signals included in the 147 
test data set. All features used in the study (91 standard features such as: root mean square, 148 
arithmetic mean, standard deviation, kurtosis, parametres based on fast Fourier transform and 149 
wavelet transform  etc.) were extracted by means of functions available in MATLAB Signal 150 
Processing Toolbox and Wavelet Toolbox (MathWorks – USA). Feature space dimension 151 
(total number of features) was 455 (91 features for each out of 5 measuring channels). 152 
Therefore, the fundamental (from the suggested identification system’s point of view) 153 
mathematical formula (which was based, of course, on formula no 1, presented earlier) had 154 
the following form: 155 
 156 





x - the currently classified case (belonging to the test data set with unknown color labels); 158 
xi – value of i-th feature (one of 455 features) which characterized the case “x”; 159 
y - the case “y”, belonging to the training data set (with known color label); 160 
yi – value of i-th feature (one of 455 features) which characterized the case “y”; 161 
D (x,y) – the distance (defined in the multidimensional feature space) between the case “x” 162 
and the case “y”. 163 
 164 
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This way, the distances (defined in the multidimensional feature space) between the currently 165 
classified case (belonging to the test data set with unknown color label) and all cases 166 
belonging to the training data set (with known color label) were calculated. Next, the case 167 
with unknown color label was automatically assigned to the class that was represented by the 168 
majority of its k nearest neighbors belonging to the training data set.  169 
The aforementioned procedure was performed many times, using different values of the 170 
parameter k (from 1 to 15). In each case (for each k value), 5 different options of the test data 171 
set (including, one by one, each of the 5 experimental drill bits) were developed. In this way, 172 
5 separate tests were performed, but only one integrated (collective) matrix confusion was 173 
developed on their basis. This matrix always included 215 cases constituting an integrated 174 
(collective) test data set. On the basis of such a matrix the classification quality indicators 175 
shown below were calculated. The overall accuracy (Acc_o), i.e. the ratio of the number of 176 
cases of correct classification of the test drill bit state to the total number of cases that were 177 
attempted to classify. In addition, for each of the three classes, the following parameters were 178 
defined separately: 179 
TP - number of true positive identifications, 180 
TN - number of true negative identifications,  181 
FP - number of false positive identifications, 182 
FN – number of false negative identifications. 183 
On this basis, 5 standard, detailed indicators of the effectiveness of its identification by the k-184 
NN classifier were calculated for each class separately (Eq. 3-7): 185 
Sn – sensitivity (recall),  186 
Sn = TPTP + FN (3) 
 187 
 188 
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Sp – specificity,  189 
Sp = TNTN + FP (4) 
Pr – precision,  190 
Pr = TPTP + FP (5) 
Acc – accuracy,  191 




precision + recall =
2TP
(2TP + FP + FN) (7) 
 193 
Each of the above 5 indicators can take values in the range from 0 (which would mean the 194 
lack of any correct identification) to 1 (in case of 100 % accuracy of identification). 195 
 196 
RESULTS AND DISCUSSION 197 
 198 
Figure 3 shows the impact of the parameter k on the overall accuracy of classification. 199 
When analyzing this impact, it was arbitrarily found that it was not worth increasing the value 200 
of the parameter k above 12 (at this point the clear upward trend ended). Overall accuracy of 201 
classification for k=12 was 0,76.  202 
 203 
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Figure 3: The effect of constant k (user-defined, basic parameter of k-NN algorithm) on the 204 
overall accuracy of classification (Acc_o) i.e. the ratio of the number of cases of correct 205 
classification of the test drill bit state to the total number of cases that were attempted to be 206 
classified. 207 
 208 
Detailed information about the effectiveness of the k-NN algorithm for k=12 is 209 
included in the confusion matrix (Table 1).  210 
Table 1: Confusion matrix for k=12 (total number of identification cases: 215), described in 211 




“Green” 29,8 % 6,5 % 0 % 
“Yellow” 5,1 % 11,2 % 1,9 % 
“Red” 0 % 10,2 % 35,3 % 
 “Green” “Yellow” “Red” 
Target tool condition 
 213 
This is a percentage (not numerical) form of a standard confusion matrix - a specific table 214 
used for visualization of the performance of the classification algorithm. The rows represent 215 
the classes resulting from (either correct or not) decisions made by the classifier. Columns, on 216 
the other hand, reflect real classes. If it was a numerical form of a confusion matrix, then the 217 
number at the intersection of j-th column and i-th row would be equal to the number of cases 218 
from the j-th class that have been classified as belonging to the i-th class. However, the 219 
percentage form of a matrix confusion (such as in table 1) contains the percentages of cases 220 
classified to particular classes calculated as the ratio of the count of cases classified to a class 221 
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to the total cases count. This means that in cells located on the diagonal (bold font), there are 222 
percentages that reflect the frequency of correct identifications of the tool state. The correct 223 
identification means the overlap between the target (real) and the output (predicted) tool 224 
condition. For example: value 29,8 % (at the intersection of first column and first row of table 225 
1) means that 29,8 percent of the total number of cases (that were attempted to be classified) 226 
belonged to the “Green” class (W<0,2 mm) and were correctly classified as such. On the other 227 
hand, all other cells showed (also in percentages) how often different types of identification 228 
errors occurred. For example: value 5,1 % (at the intersection of first column and second row 229 
of table 1) means that 5,1 percent of the total number of cases that belonged to the “Green” 230 
class (W<0,2 mm) and have been incorrectly classified as “Yellow”. 231 
A particularly positive fact is that the two cells, furthest from the diagonal mentioned above, 232 
contain zero values. This means a complete lack of the most compromising (inexcusable from 233 
the practical point of view) mistakes of the k-NN algorithm. The zero value in the right top 234 
cell indicates that not once was the really “Red” (W>0,35 mm) drill bit incorrectly classified 235 
as the “Green” (W<0,2 mm) drill bit. The zero value in the bottom left cell indicates that none 236 
of the cases belonging to the “Green” class were ever classified as “Red”.  Unfortunately, 237 
sporadically (1,9 %) the real “Red” drill bit was considered to be the “Yellow” drill bit. 238 
The table 2 contains detailed indicators of the effectiveness of identification of 239 
particular tool states by the k-NN algorithm for k=12. On the basis of the data shown in the 240 
table 2, it can be concluded that Acc and Fscore for the “Green” and “Red” classes were at a 241 
very similar, relatively high level (0,84÷0,88). The “Yellow” class was much less 242 
recognizable (Acc=0,76 and Fscore=0,48). This is quite understandable because this class is 243 
adjacent to both the “Green” and “Red” classes. In addition, the wear range, characteristic for 244 
this class, is relatively narrow (W=0,2÷0,35 mm). 245 
 246 
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Table 2: The effectiveness of tool condition identification - quantitative quality indicators 247 
calculated separately for each class. 248 
Tool condition Acc Sn Sp Pr Fscore 
„Green” 0,88 0,85 0,90 0,82 0,84 
„Yellow” 0,76 0,40 0,90 0,62 0,48 
„Red” 0,88 0,95 0,84 0,78 0,85 
 249 
CONCLUSIONS 250 
The use of the k-NN algorithm in engineering practice requires the arbitrary 251 
establishment of the parameter k. In the analyzed case, it was considered that it was not worth 252 
increasing the k above 12 (for k>12 there were no unambiguously better effects of the 253 
algorithm). 254 
 The overall accuracy of classification observed for k=12 was 0,76 what can be 255 
considered a satisfactory result at this stage of studies and especially that the real “Red” drill 256 
bit was never considered to be the “Green” drill bit by the classifier. Similarly, the real 257 
“Green” drill bit was never considered to be the “Red” drill bit by the classifier. This means a 258 
complete lack of the most compromising (inexcusable from the practical point of view) 259 
mistakes of the k-NN algorithm. Unfortunately, sporadically (1,9 %) the real “Red” drill bit 260 
was considered to be the “Yellow” drill bit.  261 
The worst recognizable drill bit class was the “Yellow” class. This is evidenced by 262 
the relatively low (less than 0,5) Sn and Fscore: 0,4 and 0,48 values. For comparison - for the 263 
“Red” class, these parameters were 0,95 and 0,85 respectively. 264 
 265 
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