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Abstract. We establish a pre-order principle. From the principle, we
obtain a very general set-valued Ekeland variational principle, where
the objective function is a set-valued map taking values in a quasi
ordered linear space and the perturbation contains a family of set-
valued maps satisfying certain property. From this general set-valued
Ekeland variational principle, we deduce a number of particular ver-
sions of set-valued Ekeland variational principle, which include many
known Ekeland variational principles, their improvements and some
new results.
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1. Introduction
In 1972, Ekeland [13] (see also [14, 15]) gave a variational principle, now known
as Ekeland variational principle (for short, EVP), which says that for any lower
semicontinuous function f bounded from below on a complete metric space, a
slightly perturbed function has a strict minimum. In the last four decades, the
famous EVP emerged as one of the most important results of nonlinear analysis and
it has significant applications in optimization, optimal control theory, game theory,
fixed point theory, nonlinear equations, dynamical systems, etc; see for example [3,
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10, 14, 15, 21, 36, 51]. Motivated by this wide usefulness, many authors have been
interested in extending EVP to vector-valued maps or set-valued maps with values
in a vector space quasi ordered by a convex cone, see, for example, [2, 4-10, 12, 16,
17, 21-25, 27-31, 33-35, 40-42, 44, 45, 47, 48] and the references therein.
Recently, there are many new and interesting results of EVP for set-valued
maps. Here, we only mention some results which are related to this paper. In
[24], Ha introduced a strict minimizer of a set-valued map by virtue of Kuroiwa’s
set optimization criterion (see [32]). Using the concept of cone extensions and
Dancs-Hegedus-Medvegyev theorem (see [11]) she established a new version (see
[24, Theorem 3.1]) of EVP for set-valued maps, which is expressed by the existence
of a strict minimizer for a perturbed set-valued optimization problem. Inspired
by Ha’s work and using the Gerstewitz’s function (see, for example, [18-20]), the
author [41] obtained an improvement of Ha’s version of EVP by relaxing several
assumptions. In the above Ha’s and Qiu’s versions, the perturbation is given by a
nonzero element k0 of the ordering cone multiplied by the distance function d(·, ·),
i.e., its form is as d(·, ·)k0 (disregarding a constant coefficient); and the objective
functions are set-valued maps. Bednarczuk and Zagrodny [7] proved a vectorial
EVP for a sequentially lower monotone vector-valued map (which is called a mono-
tonically semicontinuous map in [7]), where the perturbation is given by a convex
subset H of the ordering cone multiplied by the distance function d(·, ·), i.e., its
form is as d(·, ·)H . This generalizes the case where directions of the perturbations
are singletons k0. More generally, Gutie´rrez, Jime´nez and Novo [23] introduced
a set-valued metric, which takes values in the set family of all subsets of the or-
dering cone and satisfies the triangle inequality. By using it they gave an original
approach to extending the scalar-valued EVP to a vector-valued map, where the
perturbation contains a set-valued metric. They also deduced several special ver-
sions of EVP involving approximate solutions for vector optimization problems and
discussed their interesting applications in optimization. In the above EVPs given
by Bednarczuk and Zagrodny [7] and by Gutie´rrez, Jime´nez and Novo [23], the
objective maps are all a vector-valued (single-valued) map and the perturbations
contain a convex subset of the ordering cone and a set-valued metric with values
in the ordering cone, respectively.
Very recently, Liu and Ng [33], Tammer and Za˘linescu [48] and Flores-Baz´an,
Gutie´rrez and Novo [17] further considered more general versions of EVP, where
not only the objective map is a set-valued map, but also the perturbation is a
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set-valued map, even a family of set-valued maps satisfying certain property. In
particular, Liu and Ng [33] established several set-valued EVPs, where the ob-
jective map is a set-valued map and the perturbation is as the form γd(·, ·)H or
γ′d(·, ·)H, γ′ ∈ (0, γ), where γ > 0 is a constant, d(·, ·) is the metric on the
domain space and H is a closed convex subset of the ordering cone. Using the
obtained EVPs, they provided some sufficient conditions ensuring the existence of
error bounds for inequality systems. Tammer and Za˘linescu [48] presented new
minimal point theorems in product spaces and the corresponding set-valued EVPs.
As special cases, they derived many of the previous EVPs and their extensions,
for example, extensions of EVPs of Isac-Tammer’s (see [28]) and Ha’s versions (see
[24]). Through an extension of Bre´zis-Browder principle, Flores-Baz´an, Gutie´rrez
and Novo [17] established a general strong minimal point existence theorem on
quasi ordered spaces and deduced several very general set-valued EVPs, where the
objective map is a set-valued map and the perturbation even involves a family of
set-valued maps satisfying “triangle inequality” property. As we have seen, these
general set-valued EVPs extend and improve the previous EVPs and imply many
new interesting results.
On the other hand, Bao and Mordukhovich (see [4,5]) proposed the limiting
monotonicity condition on objective maps and established some enhanced versions
of EVP for Pareto minimizers of set-valued maps. By using minimal element theo-
rems for product orders in locally convex spaces, Khanh and Quy [31] generalized
and improved the above enhanced versions of EVP. Particularly, they extended the
direction of the perturbation from a single positive vector to a convex subset of the
positive cone and removed the assumption in [4, 5] that the objective map is level
closed.
In this paper, we first establish a pre-order principle, which consists of a pre-
order set (X,) and an extended real-valued function η which is monotone with
respect to . The pre-order principle states that there exists a strong minimal
point dominated by any given point provided that the monotone function η satisfies
three general conditions. From the pre-order principle, we obtain a very general
set-valued EVP, where the objective function is a set-valued map taking values in
a quasi ordered linear space and the perturbation contains a family of set-valued
maps satisfying certain property. Our assumption is accurate and weaker than
ones appeared in the previous EVPs. And our proof is clear and concise. The
key to the proof is to distinguish two different points by scalarizations. From the
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general EVP, we can deduce all of the above mentioned set-valued EVPs, their
improvements and some new versions. In particular, our pre-order principle also
implies generalizations of Khanh and Quy’s minimal element theorems for product
orders and hence we obtain several versions of EVP for Pareto minimizers, which
generalize and improve the corresponding results of Bao and Mordukhovich ([4, 5])
and of Khanh and Quy ([31]).
The structure of this paper is as follows. In Section 2, we establish a pre-order
principle. In Section 3, we give a general set-valued EVP and deduce a number of
corollaries. In Section 4, we discuss set-valued EVPs, where perturbations contain
a convex subset of the ordering cone. Moreover, we give several set-valued EVPs
for approximately efficient solutions. In Section 5, we discuss minimal points for
product orders and present several versions of EVP for Pareto minimizers.
2. A pre-order principle
Let X be a nonempty set. As in [17], a binary relation  on X is called a pre-
order if it satisfies the transitive property; a quasi order if it satisfies the reflexive
and transitive properties; a partial order if it satisfies the antisymmetric, reflexive
and transitive properties. Let (X,) be a pre-order set. An extended real-valued
function η : (X,) → R ∪ {±∞} is called monotone with respect to  if for any
x1, x2 ∈ X ,
x1  x2 =⇒ η(x1) ≤ η(x2).
For any given x0 ∈ X , denote S(x0) the set {x ∈ X : x  x0}. First we give a
pre-order principle as follows.
Theorem 2.1. Let (X,) be a pre-order set, x0 ∈ X such that S(x0) 6= ∅ and
η : (X,) → R ∪ {±∞} be an extended real-valued function which is monotone
with respect to .
Suppose that the following conditions are satisfied:
(A) −∞ < inf{η(x) : x ∈ S(x0)} < +∞.
(B) For any x ∈ S(x0) with −∞ < η(x) < +∞ and x
′ ∈ S(x)\{x}, one has
η(x) > η(x′).
(C) For any sequence (xn) ⊂ S(x0) with xn ∈ S(xn−1), ∀n, such that η(xn)−
inf{η(x) : x ∈ S(xn−1)} → 0 (n → ∞), there exists u ∈ X such that u ∈
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S(xn), ∀n.
Then there exists xˆ ∈ X such that
(a) xˆ ∈ S(x0);
(b) S(xˆ) ⊂ {xˆ}.
Proof. For brevity, we denote inf{η(x) : x ∈ S(x0)} by inf η ◦ S(X0). By (A),
we have
−∞ < inf η ◦ S(x0) < +∞. (2.1)
So, there exists x1 ∈ S(x0) such that
η(x1) < inf η ◦ S(x0) +
1
2
. (2.2)
By the transitive property of , we have
S(x1) ⊂ S(x0). (2.3)
If S(x1) ⊂ {x1}, then we may take xˆ := x1 and clearly xˆ satisfies (a) and (b). If
not, by (2.1), (2.2) and (2.3) we conclude that
−∞ < inf η ◦ S(x1) < +∞.
So, there exists x2 ∈ S(x1) such that
η(x2) < inf η ◦ S(x1) +
1
22
.
In general, if xn−1 ∈ X has been chosen, we may choose xn ∈ S(xn−1) such that
η(xn) < inf η ◦ S(xn−1) +
1
2n
.
If there exists n such that S(xn) ⊂ {xn}, then we may take xˆ := xn and clearly
xˆ satisfies (a) and (b). If not, we can obtain a sequence (xn) ⊂ S(x0) with xn ∈
S(xn−1), ∀n, such that
η(xn) < inf η ◦ S(xn−1) +
1
2n
, ∀n. (2.4)
Obviously, η(xn)− inf η ◦ S(xn−1) → 0 when n→ ∞. By (C), there exists xˆ ∈ X
such that
xˆ ∈ S(xn), ∀n. (2.5)
5
Obviously, xˆ ∈ S(x0), i.e., xˆ satisfies (a). Next we show that xˆ satisfies (b), i.e.,
S(xˆ) ⊂ {xˆ}. If it is not, there exists x¯ ∈ S(xˆ) and x¯ 6= xˆ. By (B),
η(xˆ) > η(x¯). (2.6)
On the other hand, by x¯ ∈ S(xˆ) and (2.5) we have
x¯ ∈ S(xn) ∀n. (2.7)
Since η is monotone with respect to , by (2.5), (2.4) and (2.7) we have
η(xˆ) ≤ η(xn) < inf η ◦ S(xn−1) +
1
2n
≤ η(x¯) +
1
2n
, ∀n.
Letting n→∞, we have η(xˆ) ≤ η(x¯), which contradicts (2.6).
Remark 2.1. The pre-order principle given by Theorem 2.1 consists of a
pre-order set (X,) and a monotone extended real-valued function η on (X,).
It states that there exists a strong minimal point dominated by any given point
provided that the monotone function η satisfies three general conditions (A), (B)
and (C). First, condition (A) is fundamental and a starting point for constructing
recurrently a decreasing sequence (xn) with η(xn)− inf η ◦ S(xn−1)→ 0 (n→∞).
Now that we have such a sequence (xn), condition (C) plays a key role, which says
that there exists xˆ ∈ X such that xˆ ∈ S(xn), ∀n. Particularly, xˆ ∈ S(x0) and
conclusion (a) holds. The role of condition (B) is to distinguish points x and non-x
in S(x). Condition (B) together with the transitivity of  and the condition that
η(xn)−inf η◦S(xn−1)→ 0 ensures that there is no x
′ 6= xˆ such that x′ ∈ S(xˆ). That
is, conclusion (b) holds. We realize that although the proofs of various versions
of EVP may be different, but their outlines are all similar to the above process.
We shall see that the pre-order principle indeed includes many versions of EVP
and their improvements. It should be noted also that in [49, 50] various kinds of
ordering principles were established and many important applications were given.
Our pre-order principle is different from them. It is specially made for deriving
EVPs.
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3. A general set-valued EVP and its corollaries
Let Y be a real linear space. If A, B ⊂ Y and α ∈ R, the sets A+B and αA
are defined as follows:
A +B := {z ∈ Y : ∃x ∈ A, ∃y ∈ B such that z = x+ y},
αA := {z ∈ Y : z = αx, x ∈ A}.
A nonempty subset D of Y is called a cone if αD ⊂ D for any α ≥ 0. And D is
called a convex cone if D +D ⊂ D and αD ⊂ D for any α ≥ 0. A convex cone D
can specify a quasi order on Y as follows:
y1, y2 ∈ Y, y1 ≤D y2 ⇐⇒ y1 − y2 ∈ −D.
In this case, D is also called the ordering cone or positive cone. We always assume
that D is nontrivial, i.e., D 6= {0} and D 6= Y . An extended real function ξ : Y →
R ∪ {±∞} is said to be D-monotone if ξ(y1) ≤ ξ(y2) whenever y1 ≤D y2. For any
nonempty subsetM of Y , we put inf ξ◦M = inf{ξ(y) : y ∈M}. If inf ξ◦M > −∞,
we say that ξ is lower bounded on M . For any given y ∈ Y , sometimes we denote
ξ(y) by ξ ◦ y. A family of set-valued maps Fλ : X ×X → 2
D\{∅}, λ ∈ Λ, is said
to satisfy the “triangle inequality” property (briefly, denoted by property TI, see
[17]) if for each xi ∈ X, i = 1, 2, 3, and λ ∈ Λ there exist µ, ν ∈ Λ such that
Fµ(x1, x2) + Fν(x2, x3) ⊂ Fλ(x1, x3) +D.
Let X be a nonempty set and let f : X → 2Y \{∅} be a set-valued map. For any
nonempty set A ⊂ X , we put f(A) := ∪{f(x) : x ∈ A}. For any x1, x2 ∈ X ,
define x2  x1 iff
f(x1) ⊂ f(x2) + Fλ(x2, x1) +D, ∀λ ∈ Λ.
Lemma 3.1. “” is a pre-order on X , i.e., it is a binary relation satisfying
transitive property.
Proof. Let x2  x1 and x3  x2. We show below that x3  x1. By the
definition of , we have
f(x1) ⊂ f(x2) + Fλ(x2, x1) +D, ∀λ ∈ Λ; (3.1)
7
and
f(x2) ⊂ f(x3) + Fλ(x3, x2) +D, ∀λ ∈ Λ. (3.2)
For the above x1, x2, x3 ∈ X and any given λ ∈ Λ, there exists µ, ν ∈ Λ such that
Fµ(x3, x2) + Fν(x2, x1) ⊂ Fλ(x3, x1) +D. (3.3)
By (3.1),
f(x1) ⊂ f(x2) + Fν(x2, x1) +D. (3.4)
By (3.2),
f(x2) ⊂ f(x3) + Fµ(x3, x2) +D. (3.5)
Combining (3.4), (3.5) and (3.3), we have
f(x1) ⊂ f(x2) + Fν(x2, x1) +D
⊂ f(x3) + Fµ(x3, x2) +D + Fν(x2, x1) +D
⊂ f(x3) + Fλ(x3, x1) +D +D +D
= f(x3) + Fλ(x3, x1) +D.
Since λ is arbitrary, we conclude that x3  x1.
Theorem 3.1. Let X be a nonempty set, Y be a real linear space, D ⊂ Y be
a convex cone specifying a quasi order ≤D on Y , f : X → 2
Y \{∅} be a set-valued
map and Fλ : X ×X → 2
D\{∅}, λ ∈ Λ, be a family of set-valued maps satisfying
the property TI. Let x0 ∈ X such that
S(x0) := {x ∈ X : f(x0) ⊂ f(x) + Fλ(x, x0) +D, ∀λ ∈ Λ} 6= ∅.
Suppose that there exists a D-monotone extended real function ξ : Y → R∪{±∞}
satisfying the following assumptions:
(D) −∞ < inf ξ ◦ f(S(x0)) < +∞.
(E) For any x ∈ S(x0) with −∞ < inf ξ◦f(x) < +∞ and for any x
′ ∈ S(x)\{x},
one has inf ξ ◦ f(x) > inf ξ ◦ f(x′).
(F) For any sequence (xn) ⊂ S(x0) with xn ∈ S(xn−1), ∀n, such that inf ξ ◦
f(xn)−inf ξ◦f(S(xn−1))→ 0, n→∞, there exists u ∈ X such that u ∈ S(xn), ∀n.
Then there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + Fλ(xˆ, x0) +D, ∀λ ∈ Λ;
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(b) ∀x ∈ X\{xˆ}, ∃λ ∈ Λ such that f(xˆ) 6⊂ f(x) + Fλ(x, xˆ) +D.
Proof. By Lemma 3.1, we can define a pre-order  on X as follows: for any
x1, x2 ∈ X ,
x2  x1 iff f(x1) ⊂ f(x2) + Fλ(x2, x1) +D, ∀λ ∈ Λ.
Thus, S(x0) = {x ∈ X : x  x0}. Define an extended real-valued function
η : (X,)→ R ∪ {±∞} as follows
η(x) := inf ξ ◦ f(x), ∀x ∈ X.
Let x′  x. Then
f(x) ⊂ f(x′) + Fλ(x
′, x) +D, ∀λ ∈ Λ.
For any y ∈ f(x), there exists y′ ∈ f(x′), qλ(x
′, x) ∈ Fλ(x
′, x), dλ,x′,x ∈ D such
that
y = y′ + qλ(x
′, x) + dλ,x′,x.
Since
y − y′ = qλ(x
′, x) + dλ,x′,x ∈ D,
we have
ξ(y) ≥ ξ(y′) ≥ inf ξ ◦ f(x′).
As y ∈ f(x) is arbitrary, we have
inf ξ ◦ f(x) ≥ inf ξ ◦ f(x′), i.e., η(x) ≥ η(x′).
Thus, η is monotone with respect to . It is easy to see that assumptions (D), (E)
and (F) are exactly assumptions (A), (B) and (C) in Theorem 2.1. Now, applying
Theorem 2.1, we know that there exists xˆ ∈ X such that xˆ ∈ S(x0) and S(xˆ) ⊂ {xˆ}.
This means that
f(x0) ⊂ f(xˆ) + Fλ(xˆ, x0) +D, ∀λ ∈ Λ
and
∀x ∈ X\{xˆ}, ∃λ ∈ Λ such that f(xˆ) 6⊂ f(x) + Fλ(x, xˆ) +D.
That is, (a) and (b) are satisfied.
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For a real linear space Y , denote the algebraic dual of Y by Y # and denote the
positive polar cone of D in Y # by D+#, i.e., D+# = {l ∈ Y # : l(d) ≥ 0, ∀d ∈ D}.
Obviously, every ξ ∈ D+# is a D-monotone real function. Hence, the ξ in Theorem
3.1 may be an element of D+#\{0}. In this case, assumptions (D) and (E) become
more concise. And the expression of assumption (F) is the same as in Theorem 3.1.
Theorem 3.1′. let X, Y, D, f, Fλ, λ ∈ Λ, and x0 ∈ X be the same as in
Theorem 3.1. Suppose that there exists ξ ∈ D+#\{0} satisfying the following
assumptions:
(D) ξ is lower bounded on f(S(x0)), i.e., −∞ < inf ξ ◦ f(S(x0)).
(E) For any x ∈ S(x0) and any x
′ ∈ S(x)\{x}, one has inf ξ◦f(x) > inf ξ◦f(x′).
(F) See Theorem 3.1.
Then the result of Theorem 3.1 remains true.
From Theorem 3.1′, we can deduce [17, Theorem 6.5], a general version of set-
valued EVP, which extends EVPs in [7, 23].
Corollary 3.1 (see [17, Theorem 6.5]). The result of Theorem 3.1′ remains true
if assumption (E) is replaced by the following assumption
(E1) For any x, x
′ ∈ S(x0) with x 6= x
′, there exists λ0 ∈ Λ such that
inf{ξ ◦ qλ0 : qλ0 ∈ Fλ0(x
′, x)} > 0.
Proof. By Theorem 3.1′ we only need to prove that (E1) ⇒ (E). Let x ∈ S(x0)
and x′ ∈ S(x)\{x}. We shall show that inf ξ ◦ f(x) > inf ξ ◦ f(x′). Obviously,
x′ 6= x and f(x) ⊂ f(x′) + Fλ(x
′, x) +D, ∀λ ∈ Λ.
By (E1), there exists λ0 ∈ Λ such that
η := inf{ξ ◦ qλ0 : qλ0 ∈ Fλ0(x
′, x)} > 0.
Clearly, there exists y ∈ f(x) such that
ξ ◦ y < inf ξ ◦ f(x) +
1
2
η. (3.6)
As y ∈ f(x) ⊂ f(x′) + Fλ0(x
′, x) +D, there exists y′ ∈ f(x′), qλ0 ∈ Fλ0(x
′, x) and
d ∈ D such that
y = y′ + qλ0 + d.
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Since ξ ∈ D+#\{0}, we have
ξ ◦ y = ξ ◦ y′ + ξ ◦ qλ0 + ξ ◦ d ≥ ξ ◦ y
′ + η. (3.7)
Combining (3.6) and (3.7), we have
inf ξ ◦ f(x) +
1
2
η > ξ ◦ y ≥ ξ ◦ y′ + η ≥ inf ξ ◦ f(x′) + η.
Thus,
inf ξ ◦ f(x) > inf ξ ◦ f(x′) +
1
2
η > inf ξ ◦ f(x′).
If ξ attains its infimum on f(x) for any x ∈ S(x0), then assumption (E1) in
Corollary 3.1 can be weakened.
Corollary 3.2. Suppose that ξ in Theorem 3.1′ attains its infimum on f(x)
for any x ∈ S(x0). Then the result of Theorem 3.1
′ remains true if assumption (E)
is replaced by the following assumption
(E2) For any x, x
′ ∈ S(x0) with x 6= x
′, there exists λ0 ∈ Λ such that
ξ ◦ qλ0 > 0, ∀qλ0 ∈ Fλ0(x
′, x).
Proof. By Theorem 3.1′ we only need to prove that (E2) ⇒ (E). Let x ∈ S(x0)
and x′ ∈ S(x)\{x}. Then x′ 6= x and
f(x) ⊂ f(x′) + Fλ(x
′, x) +D, ∀λ ∈ Λ. (3.8)
By assumption (E2), there exists
yx ∈ f(x) (3.9)
such that
ξ ◦ yx = inf ξ ◦ f(x). (3.10)
Since x 6= x′, by (E2) there exists λ0 ∈ Λ such that
ξ ◦ qλ0 > 0, ∀qλ0 ∈ Fλ0(x
′, x).
By (3.9) and (3.8),
yx ∈ f(x
′) + Fλ0(x
′, x) +D.
11
Hence, there exists y′ ∈ f(x′), qλ0 ∈ Fλ0(x
′, x) and d ∈ D such that
yx = y
′ + qλ0 + d.
As ξ ∈ D+# and ξ ◦ qλ0 > 0, we have
ξ ◦ yx = ξ ◦ y
′ + ξ ◦ qλ0 + ξ ◦ d
≥ ξ ◦ y′ + ξ ◦ qλ0
> ξ ◦ y′
≥ inf ξ ◦ f(x′).
Combining this with (3.10), we conclude that inf ξ ◦ f(x) > inf ξ ◦ f(x′) and hence
(E) holds.
In particular, if f(x) is a singleton for any x ∈ X , i.e., f : X → Y is a vector-
valued map, then from Corollary 3.2 we can obtain [42, Theorem 3.15]. If Y is a sep-
arated topological vector space, we denote Y ∗ the topological dual of Y and denote
D+ the positive polar cone of D in Y ∗, i.e., D+ := {l ∈ Y ∗ : l(d) ≥ 0, ∀d ∈ D}.
It is possible that Y ∗ = {0}, i.e., there is no non-trivial continuous linear func-
tional on Y . However, if Y is a locally convex separated topological vector space
(briefly, denoted by a locally convex space), then Y ∗ is large enough so that Y ∗
can separate points in Y . Suppose that K ⊂ Y is a weakly countably compact set
(particularly, a weakly compact set) in the locally convex space Y . Then for any
l ∈ Y ∗, l attains its infimum on K. Thus, from Corollary 3.2, we have the following.
Corollary 3.3. In Theorem 3.1′, we further assume that Y is a locally con-
vex space and the set-valued map f : X → 2Y \{∅} satisfies that f(x) is a weakly
countably compact set (particularly, a weakly compact set) in Y for any x ∈ S(x0).
Then the result of Theorem 3.1′ remains true if assumption (E) is replaced by (E2)
Definition 3.1 (see [42, Definition 3.4]). Let X be a topological space and
let S(·) : X → 2X\{∅} be a set-valued map. The set-valued map S(·) is said to
be dynamically closed at x ∈ X if (xn) ⊂ S(x), S(xn+1) ⊂ S(xn) ⊂ S(x) for all
n and xn → x¯ then x¯ ∈ S(x). In this case, we also say that S(x) is dynamically
closed. Moreover, let (X, d) be a metric space and x ∈ X . Then (X, d) is said
to be S(x)-dynamically complete if every Cauchy sequence (xn) ⊂ S(x) such that
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S(xn+1) ⊂ S(xn) ⊂ S(x) for all n, is convergent in X .
The following corollary generalizes [48, Theorems 4.1 and 6.1].
Corollary 3.4. Let (X, d) be a complete metric space, Y be a real linear space,
D ⊂ Y be a convex cone specifying a quasi order ≤D on Y , f : X → 2
Y \{∅} be
a set-valued map and Fλ : X × X → 2
D\{∅}, λ ∈ Λ, be a family of set-valued
maps satisfying the property TI. Let x0 ∈ X such that S(x0) := {x ∈ X : f(x0) ⊂
f(x) + Fλ(x, x0) + D, ∀λ ∈ Λ} 6= ∅. Suppose that for any x ∈ S(x0), S(x) is
dynamically closed and that there exists ξ ∈ D+#\{0} satisfying the following
assumptions:
(D) ξ is lower bounded on f(S(x0)).
(E3) There exists λ0 ∈ Λ such that for any δ > 0, inf ξ ◦ Fλ0δ > 0, where Fλ0δ
denotes the set ∪d(x,x′)≥δFλ0(x, x
′).
Then there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + Fλ(xˆ, x0) +D, ∀λ ∈ Λ;
(b) ∀x ∈ X\{xˆ}, ∃λ ∈ Λ such that f(xˆ) 6⊂ f(x) + Fλ(x, xˆ) +D.
Proof. Obviously, (E3) ⇒ (E1). By Corollary 3.1, we only need to prove that
assumption (F) in Theorem 3.1′ is satisfied. Let (xn) ⊂ S(x0) such that xn ∈
S(xn−1) and
inf ξ ◦ f(xn) − inf ξ ◦ f(S(xn−1)) → 0, n→∞.
We may take a positive real sequence (ǫn) such that ǫn → 0 (n → ∞) and such
that
inf ξ ◦ f(xn) < inf ξ ◦ f(S(xn−1)) + ǫn, ∀n.
For each n, choose yn ∈ f(xn) such that
ξ ◦ yn < inf ξ ◦ f(S(xn−1)) + ǫn. (3.11)
We assert that (xn) is a Cauchy sequence in (X, d). If not, there exists δ > 0 such
that for any k ∈ N , there exists nk > k such that
d(xnk , xk) ≥ δ. (3.12)
For any k ∈ N , xnk ∈ S(xnk−1) ⊂ S(xk) ⊂ S(xk−1). Thus,
yk ∈ f(xk) ⊂ f(xnk) + Fλ0(xnk , xk) +D.
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Hence, there exists y′nk ∈ f(xnk), qλ0,nk,k ∈ Fλ0(xnk , xk) and dk ∈ D such that
yk = y
′
nk
+ qλ0,nk,k + dk.
As ξ ∈ D+#\{0}, we have
ξ ◦ yk = ξ ◦ y
′
nk
+ ξ ◦ qλ0,nk,k + ξ ◦ dk ≥ ξ ◦ y
′
nk
+ ξ ◦ qλ0,nk,k. (3.13)
Remarking that y′nk ∈ f(xnk) ⊂ f(S(xk−1)), we have
ξ ◦ y′nk ≥ inf ξ ◦ f(S(xk−1)). (3.14)
By (3.13), (3.14) and (3.11), we have
ξ ◦ qλ0,nk,k ≤ ξ ◦ yk − ξ ◦ y
′
nk
≤ ξ ◦ yk − inf ξ ◦ f(S(xk−1))
< ǫk.
Letting k →∞, we have
ξ ◦ qλ0,nk,k → 0 (k →∞). (3.15)
On the other hand, by (3.12), every qλ0,nk,k ∈ Fλ0(xnk , xk) ⊂ Fλ0δ. By (E3),
ξ ◦ qλ0,nk,k ≥ inf ξ ◦ Fλ0δ > 0, ∀k,
which contradicts (3.15). Thus, we have shown that (xn) is a Cauchy sequence.
Since (X, d) is complete, there exists u ∈ X such that xn → u. By the assumption,
S(xn) is dynamically closed for any n. Since (xn+p)p∈N ⊂ S(xn), xn+p+1 ∈ S(xn+p)
and xn+p → u (p→∞), we have u ∈ S(xn), ∀n. This means that assumption (F)
is satisfied.
Let X be a metric space, Y be a locally convex space and D ⊂ Y be a
closed convex cone. As in [24], a set-valued map f : X → 2Y \{∅} is said to
be D-lower semicontinuous (briefly, D-l.s.c.) on X if for any y ∈ Y , the set
{x ∈ X : f(x) ∩ (y − D) 6= ∅} is closed. And f : X → 2Y \{∅} is said to have
D-closed values if for any x ∈ X , f(x)+D is closed. f(X) is said to be D-bounded
if there exists a bounded set M ⊂ Y such that f(X) ⊂M+D. In [48], f(X) being
D-bounded is also called f(X) being quasibounded from below. In [41], a set-
valued map f : X → 2Y \{∅} is said to be D-sequentially lower monotone (briefly,
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D-s.l.m.) if f(xn) ⊂ f(xn+1)+D, ∀n, and xn → x¯ imply f(xn) ⊂ f(x¯)+D, ∀n. It
is easy to show that a D-l.s.c. set-valued map is D-s.l.m. But the converse is not
true (see [41]). From Corollary 3.4 we can deduce an improvement of Ha’s version
of set-valued EVP (see [24, Theorem 3.1]) as follows.
Corollary 3.5. Let (X, d) be a complete metric space, Y be a locally convex
space pre-ordered by a closed convex coneD and k0 ∈ D\−D. Let f : X → 2
Y \{∅}
be D-s.l.m., have D-closed values and f(X) be D-bounded. Suppose that x0 ∈ X
and ǫ > 0 such that f(x0) 6⊂ f(x) + ǫk0 +D, ∀x ∈ X . Then for any λ > 0, there
exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + (ǫ/λ)d(xˆ, x0)k0 +D;
(b) ∀x ∈ X\{xˆ}, f(xˆ) 6⊂ f(x)+ (ǫ/λ)d(x, xˆ)k0+D., i.e., xˆ is a strict minimizer
of the map x 7→ f(x) + (ǫ/λ)d(x, xˆ)k0 (concerning a strict minimizer of a map, see
[24]);
(c) d(x0, xˆ) ≤ λ.
Proof. For any x, x′ ∈ X , define F (x, x′) := (ǫ/λ)d(x, x′)k0. Obviously, the
family {F} satisfies the property TI. Put
S(x0) := {x ∈ X : f(x0) ⊂ f(x) +
ǫ
λ
d(x, x0)k0 +D}.
Then x0 ∈ S(x0) and S(x0) 6= ∅. Since k0 6∈ −D and D is closed, by the separation
theorem, there exists ξ ∈ D+\{0} such that ξ(k0) = 1. When d(x, x
′) ≥ δ, we have
ξ(
ǫ
λ
d(x, x′)k0) ≥
ǫ
λ
· δ > 0.
Hence
inf ξ ◦ Fδ > 0, where Fδ = ∪d(x,x′)≥δF (x, x
′) = {
ǫ
λ
d(x, x′)k0 : d(x, x
′) ≥ δ}.
Remarking that f(X) is D-bounded and ξ ∈ D+\{0}, we see that ξ is lower
bounded on f(X) and lower bounded on f(S(x0)). Thus, we have verified that
assumptions (D) and (E3) in Corollary 3.4 are satisfied.
It remains to show that for any x ∈ S(x0), S(x) is dynamically closed. Let
(xn) ⊂ S(x), xn+1 ∈ S(xn) ⊂ S(x), ∀n, and xn → u. We shall show that u ∈ S(x).
Since xn+1 ∈ S(xn),
f(xn) ⊂ f(xn+1) +
ǫ
λ
d(xn+1, xn)k0 +D ⊂ f(xn+1) +D, ∀n.
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Combining this with xn → u and using the assumption that f is D-s.l.m., we have
f(xn) ⊂ f(u) +D, ∀n. (3.16)
By xn ∈ S(x) and (3.16), we have
f(x) ⊂ f(xn) +
ǫ
λ
d(xn, x)k0 +D
⊂ f(u) +D +
ǫ
λ
d(xn, x)k0 +D
= f(u) +
ǫ
λ
d(xn, x)k0 +D.
Thus,
f(x)−
ǫ
λ
d(xn, x)k0 ⊂ f(u) +D. (3.17)
Since (ǫ/λ)d(xn, x)k0 → (ǫ/λ)d(u, x)k0 (n→∞) and f(u) +D is closed, by (3.17)
we have
f(x)−
ǫ
λ
d(u, x)k0 ⊂ f(u) +D,
which means that u ∈ S(x).
Now applying Corollary 3.4, there exists xˆ ∈ X such that (a) and (b) hold. It
remains to show that (c) holds. If not, suppose that d(xˆ, x0) > λ. Then by (a), we
have
f(x0) ⊂ f(xˆ) +
ǫ
λ
d(xˆ, x0)k0 +D
= f(xˆ) + (
ǫ
λ
d(xˆ, x0)− ǫ)k0 + ǫk0 +D
⊂ f(xˆ) + ǫk0 +D.
This contradicts the assumption that f(x0) 6⊂ f(x) + ǫk0 +D, ∀x ∈ X .
In fact, the assumption that f(X) isD-bounded in Corollary 3.5 can be replaced
by a weaker assumption: there exists ǫ > 0 such that f(x0) 6⊂ f(X) + ǫk0+D (see
[41]). For this, we need the following nonlinear scalarization function. The original
version is due to Gerstewitz [18].
We present the concept in a general setting. Let Y be a real linear space and
A ⊂ Y be a nonempty set. We put (refer to [1])
vcl(A) := {y ∈ Y : ∃v ∈ Y, ∃λn ≥ 0, λn → 0 such that y + λnv ∈ A, ∀n ∈ N}.
For any given v0 ∈ Y , put
vclv0(A) = {y ∈ Y : ∃λn ≥ 0, λn → 0 such that y + λnv0 ∈ A, ∀n ∈ N}.
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Obviously,
A ⊂ vclv0(A) ⊂
⋃
v∈Y
vclv(A) = vcl(A).
Moreover, if Y is a topological vector space, then vcl(A) ⊂ cl(A) and the inclusion
is proper. If A = vclv0(A), then A is said to be v0-closed. If A = vcl(A), then A
is said to be vectorial closed. Obviously, v0-closedness and vectorial closedness are
both strictly weaker than topological closedness.
Let D ⊂ Y be a convex cone specifying a quasi order ≤D on Y and k0 ∈
D\−vcl(D). For any y ∈ Y , if there exists t ∈ R such that y ∈ tk0−D, then for any
t′ > t, y ∈ t′k0−D. We define a function ξk0 : Y → R∪ {+∞} as follows: if there
exists t ∈ R such that y ∈ tk0−D, then define ξk0(y) = inf{t ∈ R : y ∈ tk0−D}; or
else define ξk0(y) = +∞. As k0 6∈ −vcl(D), we can show that ξk0(y) 6= −∞. This
function is called a Gerstewitz’s function. Concerning the details of such a function
and its properties, please refer to [18-20]. For brevity, we denote D + (0,+∞)k0
by vintk0(D). We list several properties of ξk0 as follows.
Lemma 3.2 (refer to [10, 21, 40, 41, 44]). Let y ∈ Y and r ∈ R. Then we
have:
(i) ξk0(y) < r ⇔ y ∈ r k0 − vintko(D).
(ii) ξk0(y) ≤ r ⇔ y ∈ rk0 − vclk0(D).
(iii) ξk0(y) = r ⇔ y ∈ rk0 − (vclk0(D)\vintk0(D)). In particular, ξk0(k0) = 1
and ξk0(0) = 0.
(iv) ξk0(y) ≥ r ⇔ y 6∈ rk0 − vintk0(D).
(v) ξk0(y) > r ⇔ y 6∈ rk0 − vclk0(D).
Moreover, we have:
(vi) ξk0(y1 + y2) ≤ ξk0(y1) + ξk0(y2), ∀y1, y2 ∈ Y.
(vii) ξk0(y + λk0) = ξk0(y) + λ, ∀y ∈ Y, ∀λ ∈ R.
(viii) y1 ≤D y2 ⇒ ξk0(y1) ≤ ξk0(y2).
In Corollary 3.5, we need to assume that f : X → 2Y \{∅} has D-closed values,
i.e., f(x) +D is closed for all x ∈ X . Here, we introduce a weaker property: a set-
valued map f is said to haveD-k0-closed values if f(x)+D is k0-closed for all x ∈ X .
Corollary 3.6 (see [41, Theorem 3.1]). Let (X, d) be a metric space, Y be a
locally convex space quasi ordered by a convex cone D and k0 ∈ D\ − vcl(D). Let
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f : X → 2Y \{∅} be D-s.l.m. and have D-k0-closed values. Suppose that x0 ∈ X
and ǫ > 0 such that f(x0) 6⊂ f(X) + ǫk0 + D and suppose that (X, d) is S(x0)-
dynamically complete, where S(x0) = {x ∈ X : f(x0) ⊂ f(x) + (ǫ/λ)d(x, x0)k0 +
D}. Then for any λ > 0, there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + (ǫ/λ)d(xˆ, x0)k0 +D;
(b) ∀x ∈ X\{xˆ}, f(xˆ) 6⊂ f(x) + (ǫ/λ)d(x, xˆ)k0 +D;
(c) d(x0, xˆ) ≤ λ.
Proof. We shall prove the result by using Theorem 3.1. Define F : X ×X →
2D\{∅} as follows: F (x, x′) := (ǫ/λ)d(x, x′)k0. Then the family {F} satisfies the
property TI. Put
S(x0) := {x ∈ X : f(x0) ⊂ f(x) + (ǫ/λ)d(x, x0)k0 +D}.
Obviously, x0 ∈ S(x0) and S(x0) 6= ∅. Since f(x0) 6⊂ f(S(x0)) + ǫk0 + D, there
exists y0 ∈ f(x0) such that y0 6∈ f(S(x0)) + ǫk0 +D, that is,
(f(S(x0))− y0) ∩ (−ǫk0 −D) = ∅. (3.18)
By (3.18) and Lemma 3.2(iv), we have
ξk0(y − y0) ≥ −ǫ, ∀y ∈ f(S(x0)).
Also, ξk0(y0 − y0) = 0, where y0 ∈ f(x0) ⊂ f(S(x0)). Put
ξ(y) = ξk0(y − y0), ∀y ∈ Y.
Then ξ is a D-monotone extended real function such that
−∞ < −ǫ ≤ inf ξ ◦ f(S(x0)) ≤ 0 < +∞.
That is, assumption (D) in Theorem 3.1 is satisfied. For any x ∈ S(x0), we remark
that
inf ξ ◦ f(x) ≤ inf ξ ◦ f(x0) ≤ ξ(y0) = 0 < +∞.
For any x′ ∈ S(x)\{x}, we have
f(x) ⊂ f(x′) +
ǫ
λ
d(x′, x)k0 +D. (3.19)
Choose y ∈ f(x) such that
ξ ◦ y < inf ξ ◦ f(x) +
ǫ
2λ
d(x′, x). (3.20)
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By (3.19),
y − y0 ∈ f(x
′)− y0 +
ǫ
λ
d(x′, x)k0 +D.
Thus, there exists y′ ∈ f(x′) and d ∈ D such that
y − y0 = y
′ − y0 +
ǫ
λ
d(x′, x)k0 + d.
By Lemma 3.2, we have
ξk0(y − y0) ≥ ξk0
(
y′ − y0 +
ǫ
λ
d(x′, x)k0
)
= ξk0(y
′ − y0) +
ǫ
λ
d(x′, x),
that is,
ξ ◦ y ≥ ξ ◦ y′ +
ǫ
λ
d(x′, x). (3.21)
Combining (3.20) and (3.21), we have
inf ξ ◦ f(x) +
ǫ
2λ
d(x′, x) > ξ ◦ y ≥ ξ ◦ y′ +
ǫ
λ
d(x′, x) ≥ inf ◦f(x′) +
ǫ
λ
d(x′, x).
From this,
inf ξ ◦ f(x) > inf ξ ◦ f(x′) +
ǫ
2λ
d(x′, x) > inf ξ ◦ f(x′).
That is, assumption (E) in Theorem 3.1 is satisfied.
Finally, we show that assumption (F) in Theorem 3.1 is satisfied. Let a sequence
(xn) ⊂ S(x0) with xn ∈ S(xn−1), ∀n, such that
inf ξ ◦ f(xn)− inf ξ ◦ f(S(xn−1)) → 0, n→∞.
Put
ǫn := inf ξ ◦ f(xn)− inf ξ ◦ f(S(xn−1)) +
1
2n
.
Then
0 ≤ inf ξ ◦ f(xn)− inf ξ ◦ f(S(xn−1)) < ǫn → 0 (n→∞).
For each n, take yn ∈ f(xn) such that
ξ ◦ yn − inf ξ ◦ f(S(xn−1)) < ǫn. (3.22)
Since xn ∈ S(xn−1), ∀n, it is easy to see that
S(x0) ⊃ S(x1) ⊃ S(x2) ⊃ · · · .
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When m > n, xm ∈ S(xm−1) ⊂ S(xn). Thus,
yn ∈ f(xn) ⊂ f(xm) +
ǫ
λ
d(xm, xn)k0 +D.
Hence, there exists y′m ∈ f(xm) such that
yn − y0 ≥D y
′
m − y0 +
ǫ
λ
d(xm, xn)k0. (3.23)
From (3.23) and using Lemma 3.2, we have
ξk0(yn − y0) ≥ ξk0(y
′
m − y0) +
ǫ
λ
d(xm, xn).
Remarking that y′m ∈ f(xm) ⊂ f(S(xn−1)) and using (3.22), we have
ǫ
λ
d(xm, xn) ≤ ξk0(yn − y0)− ξk0(y
′
m − y0)
= ξ(yn)− ξ(y
′
m)
≤ ξ ◦ yn − inf ξ ◦ f(S(xn−1))
< ǫn → 0 (m > n→∞).
From this, we conclude that (xn) is a Cauchy sequence which satisfies that S(xn+1) ⊂
S(xn) ⊂ · · · ⊂ S(x0), ∀n. As (X, d) is S(x0)-dynamically complete, there exists
u ∈ X such that xn → u. Let n be given. Then for any i ∈ N , xn+i ∈ S(xn) and
f(xn) ⊂ f(xn+i) +
ǫ
λ
d(xn+i, xn)k0 +D. (3.24)
Since f is D-s.l.m. and f has D-k0-closed values, i.e., f(x)+D is k0-closed for any
x ∈ X , from (3.24) we can deduce that
f(xn) ⊂ f(u) +
ǫ
λ
d(u, xn)k0 +D.
That is, u ∈ S(xn) and assumption (F) is satisfied. Thus, we can apply Theorem
3.1 and obtain xˆ ∈ X such that (a) and (b) hold. As done in the proof of Corollary
3.5, we can also deduce that (c) holds.
Remark 3.1. In order to compare Corollary 3.6 with [41, Theorem 3.1],
let us recall the notion of (f,D)-lower completeness. A metric space (X, d) is
said to be (f,D)-lower complete if every Cauchy sequence (xn) ⊂ X satisfying
f(xn) ⊂ f(xn+1) +D for each n, is convergent. If a Cauchy sequence (xn) ⊂ S(x0)
satisfies that xn+1 ∈ S(xn), i.e., f(xn) ⊂ f(xn+1) + (ǫ/λ)d(xn+1, xn)k0 + D, then
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f(xn) ⊂ f(xn+1)+D. Hence, it is obvious that (X, d) being (f,D)- lower complete
implies that (X, d) is S(x0)-dynamically complete. Besides, in Corollary 3.6 we only
require that k0 ∈ D\−vcl(D) and f has D-k0-closed values, which are respectively
weaker than the conditions that k0 ∈ D\ − cl(D) and that f has D-closed values.
Hence, Corollary 3.6 is indeed a generalization of [41, Theorem 3.1].
Similarly, in Corollaries 3.4 and 3.5, the assumption that (X, d) is complete can
also be replaced by a weaker assumption: (X, d) is S(x0)-dynamically complete.
4. Set-valued EVPs with perturbations containing a set
In this section, by using the results in Section 3 we give several set-valued
EVPs, where perturbations containing a convex subset of the ordering cone. First
we give a generalization of [33, Theorem 3.4].
Theorem 4.1. Let (X, d) be a complete metric space. Y be a locally convex
space pre-ordered by a convex cone D, H ⊂ D\{0} be a convex set and f : X →
2Y \{∅} be a set-valued map.
Suppose that the following assumptions are satisfied:
(B1) 0 6∈ cl(H +D).
(B2) f(X) is D-bounded.
(B3) f is D-s.l.m.
Then for any x0 ∈ X and any γ > 0, there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + γ
′d(xˆ, x0)H +D, ∀γ
′ ∈ (0, γ);
(b) ∀x ∈ X\{xˆ}, ∃γ′ ∈ (0, γ) such that f(xˆ) 6⊂ f(x) + γ′d(x, xˆ)H +D.
Proof. Put Fγ′(x, x
′) := γ′d(x, x′)H, ∀γ′ ∈ (0, γ). Clearly, the family {Fγ′}γ′∈(0,γ)
satisfies the property TI. Put
S(x0) := {x ∈ X : f(x0) ⊂ f(x) + γ
′d(x, x0) +D, ∀γ
′ ∈ (0, γ)}.
Obviously, x0 ∈ S(x0) and S(x0) 6= ∅. By assumption (B1) and the separation
theorem, there exists ξ ∈ Y ∗ and α > 0 such that ξ(H + D) ≥ α > 0. Thus,
ξ ∈ D+\{0} and ξ(H) ≥ α > 0. By assumption (B2), ξ is lower bounded on f(X)
and lower bounded on f(S(x0)). Take any fixed γ0 ∈ (0, γ). For any δ > 0, put
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Fγ0δ :=
⋃
{γ0d(x, x
′)H : d(x, x′) ≥ δ}. Obviously,
inf ξ ◦ Fγ0δ ≥ γ0 δ α > 0.
Hence, assumption (E3) in Corollary 3.4 is satisfied. In order to apply Corollary
3.4 we need to show that for any x ∈ S(x0), S(x) is dynamically closed. Let
(xn) ⊂ S(x) such that xn+1 ∈ S(xn) ⊂ S(x), ∀n, and xn → u. For any n ∈ N
and any γ′ ∈ (0, γ), we have
f(xn) ⊂ f(xn+1) + γ
′d(xn+1, xn)H +D ⊂ f(xn+1) +D.
By assumption (B3) we have
f(xn) ⊂ f(u) +D. (4.1)
For any k ≥ n, xk ∈ S(xn). By this and (4.1), for any γ
′′ ∈ (0, γ), we have
f(xn) ⊂ f(xk) + γ
′′d(xk, xn)H +D ⊂ f(u) + γ
′′d(xk, xn)H +D. (4.2)
For any fixed γ′ ∈ (0, γ), take any γ′′ ∈ (γ′, γ). Since d(xk, xn)→ d(u, xn) (k →∞),
there exists k′ ≥ n such that
d(xk′, xn) ≥
γ′
γ′′
d(u, xn), i.e., γ
′′ d(xk′, xn) ≥ γ
′ d(u, xn). (4.3)
By (4.2) and (4.3), we have
f(xn) ⊂ f(u) + γ
′′d(xk′, xn)H +D
⊂ f(u) + γ′d(u, xn)H +D.
Thus, u ∈ S(xn) ⊂ S(x) and S(x) is dynamically closed. Now, applying Corollary
3.4 we obtain the result.
Remark 4.1. If we denote the set {l ∈ Y ∗ : inf l ◦H > 0} by H+s, then (B1)
is equivalent to the following assumption:
(B′1) H
+s ∩D+ 6= ∅.
In this expression, (B2) can be relaxed to the following weaker assumption:
(B′2) ∃ ξ ∈ H
+s ∩D+ such that ξ is lower bounded on f(X).
Remark 4.2. When Y is a Banach space, [33, Theorem 3.4] gave the same
result under the following assumptions (A1)-(A4):
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(A1) H ⊂ D\{0} is a closed convex set (thus we have κ := d(0, H) > 0).
(A2) ζ := inf{d(h/‖h‖,−D) : h ∈ H} > 0.
(A3) f(X) is D-bounded.
(A4) epif is closed in X × Y , where epif = {(x, y) ∈ X × Y : y ∈ f(x) +D}.
Obviously, assumption (A3) is exactly (B2) here. It is easy to show that as-
sumptions (A1) and (A2) imply (B1). Here, we needn’t assume that H is closed.
The essential assumption is 0 6∈ cl(H + D). Next we show that assumption (B3)
is strictly weaker than (A4). It is easy to see that (A4) ⇒ (B3). In fact, assume
that (A4) holds. Let (xn) ⊂ X such that f(xn) ⊂ f(xn+1) +D, ∀n, and xn → u.
Let n be given. For any k ≥ n, we have f(xn) ⊂ f(xk) +D. Take any yn ∈ f(xn).
Then the points (xk, yn) ∈ epif . Since (xk, yn) → (u, yn) (k → ∞) in X × Y and
epif is closed, we have yn ∈ f(u) +D and hence f(xn) ⊂ f(u) +D. That is, f is
D-s.l.m. The following example shows that there exists a D-s.l.m. set-valued map
f such that epif is not closed, i.e., (B3) 6⇒ (A4). Hence, even in the case that Y is
a Banach space, Theorem 4.1 is also an improvement of [33, Theorem 3.4].
Example 4.1. A D-s.l.m. set-valued map f such that epif is not closed. Let
X = R, Y = R and D = [0,+∞). Define a set-valued map f : X → 2Y \{∅} as
follows:
f(x) =
{
x+ 1 +D, if x ∈ [0,+∞),
{x}, if x ∈ (−∞, 0).
It is easy to verify that f is D-s.l.m. However, epif is not closed in X × Y . For
example, take a sequence (xn) in the interval (−∞, 0) such that xn → 0. Obviously,
(xn, xn) → (0, 0) in X × Y = R
2. Here, every (xn, xn) ∈ epif . But 0 6∈ f(0) +D,
i.e., (0, 0) 6∈ epif . Thus, epif is not closed.
Next we further introduce the following assumption:
(B′3) f is D-s.l.m. and has D-closed values.
It is easy to see that (A4)⇒ (B′3)⇒ (B3). In Example 4.1, f also has D-closed
values. Hence Example 4.1 shows that (B′3) 6⇒ (A4). The following theorem is a
set-valued extension of both [48, Theorem 6.2] and [42, Theorem 6.8], and it also
generalizes and improves [33, Theorem 3.5] in the case that (ii) holds, where (ii)
means that H is bounded. First let us recall some concepts (see [37, Definition
2.1.4]). Let H be a subset of a topological vector space. A convex series of points
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in H is a series of the form
∑∞
n=1 λnxn, where xn ∈ H, λn ≥ 0 and
∑∞
n=1 λn = 1.
H is said to be σ-convex if every convex series of its points converges to a point of
H . Sometimes, a σ-convex set is called a cs-complete set, see, e.g. [48, 51]. In [33,
Theorem 3.5], H ⊂ D\{0} is assumed to be a closed convex subset of a Banach
space Y and (ii) means that H is bounded, so H there is a σ-convex set. But a
σ-convex set may be non-closed. For example, an open ball in a Banach space is a
σ-convex set but non-closed. For details, see e.g., [43] and the references therein.
As every singleton is σ-convex, if we take H = {k0}, where k0 ∈ D\ − cl(D), then
we can also deduce Corollary 3.5 from the following theorem.
Theorem 4.2. Let (X, d) be a complete metric space, x0 ∈ X , Y be a locally
convex space quasi ordered by a convex cone D, H ⊂ D\{0} be a convex set and
f : X → 2Y \{∅} be a set-valued map. Suppose that the following assumptions are
satisfied:
(B′1) H
+s ∩D+ 6= ∅, or equivalently, 0 6∈ cl(H +D).
(B′2) ∃ ξ ∈ H
+s ∩D+ such that ξ is lower bounded on f(S(x0)), where S(x0) =
{x ∈ X : f(x0) ⊂ f(x) + γd(x, x0)H +D}.
(B′3) f is D-s.l.m. and has D-closed values.
Moreover, suppose that H is σ-convex, or, Y is locally complete and H is locally
closed, bounded.
Then for any γ > 0, there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + γd(xˆ, x0)H +D;
(b) ∀x ∈ X\{xˆ}, f(xˆ) 6⊂ f(x) + γd(x, xˆ)H +D.
Concerning local completeness and local closedness, see [37, Chapter 5] and [38,
39, 46]
Proof. Put F (x, x′) = γd(x, x′)H . Obviously, the family {F} satisfies the
property TI. Also, it is obvious that x0 ∈ S(x0) and S(x0) 6= ∅. By (B
′
1) and (B
′
2),
we can easily show that assumptions (D) and (E3) in Corollary 3.4 are satisfied. In
order to apply Corollary 3.4, we only need to show that for any x ∈ S(x0), S(x) is
dynamically closed. Let (xn) ⊂ S(x), xn+1 ∈ S(xn) ⊂ S(x), ∀n, and xn → u. Take
any fixed n0 ∈ N and put z1 := xn0 . As d(xk, u) → 0 (k → ∞), we may choose
a sequence (zn) from (xk) such that d(zn+1, u) < 1/(n + 1) and zn+1 ∈ S(zn), ∀n.
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Take any y1 ∈ f(z1). As z2 ∈ S(z1), we have
y1 ∈ f(z1) ⊂ f(z2) + γd(z2, z1)H +D.
Hence, there exists y2 ∈ f(z2), h1 ∈ H and d1 ∈ D such that
y1 = y2 + γd(z2, z1)h1 + d1.
In general, if yn ∈ f(zn) is given, then
yn ∈ f(zn) ⊂ f(zn+1) + γd(zn+1, zn)H +D,
so there exists yn+1 ∈ f(zn+1), hn ∈ H and dn ∈ D such that
yn = yn+1 + γd(zn+1, zn)hn + dn.
Adding two sides of the above n equalities, we have
n∑
i=1
yi =
n+1∑
i=2
yi + γ
n∑
i=1
d(zi+1, zi)hi +
n∑
i=1
di.
From this,
y1 = yn+1 + γ
n∑
i=1
d(zi+1, zi)hi +
n∑
i=1
di. (4.4)
As ξ ∈ H+s∩D+, ξ(D) ≥ 0 and there exists α > 0 such that ξ(H) ≥ α. Acting
on two sides of (4.4) by ξ, we have
ξ ◦ y1 = ξ ◦ yn+1 + γ
n∑
i=1
d(zi+1, zi) ξ(hi) + ξ
(
n∑
i=1
di
)
.
≥ ξ ◦ yn+1 + γα
(
n∑
i=1
d(zi+1, zi)
)
.
From this and by (B′2),
n∑
i=1
d(zi+1, zi) ≤
1
γα
(ξ ◦ y1 − ξ ◦ yn+1)
≤
1
γα
(ξ ◦ y1 − inf ξ ◦ f(S(x0)))
< +∞.
Hence,
∞∑
i=1
d(zi+1, zi) < +∞. By the assumption that H is σ-convex, we conclude
that
∞∑
i=1
d(zi+1, zi)hi
∞∑
j=1
d(zj+1, zj)
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is convergent to some point h¯ ∈ H. Put
h′n :=
n∑
i=1
d(zi+1, zi)hi
n∑
j=1
d(zj+1, zj)
.
Then every h′n ∈ H and h
′
n → h¯. From (4.4), we have
y1 ∈ yn+1 + γ
(
n∑
i=1
d(zi+1, zi)
)
h′n +D. (4.5)
Remark that
n∑
i=1
d(zi+1, zi) ≥ d(z1, u)− d(zn+1, u) and d(zn+1, u) < 1/(n+ 1). (4.6)
Also, By (B′3),
yn+1 ∈ f(zn+1) ⊂ f(u) +D. (4.7)
Combining (4.5), (4.6) and (4.7), we have
y1 ∈ yn+1 + γ(d(z1, u)− d(zn+1, u))h
′
n +D
⊂ yn+1 + γ(d(z1, u)− 1/(n+ 1))h
′
n +D
⊂ f(u) + γ(d(z1, u)− 1/(n+ 1))h
′
n +D. (4.8)
Since γ(d(z1, u)− 1/(n+1))h
′
n → γd(z1, u)h¯ and f(u)+D is closed by (B
′
3), from
(4.8) we have
y1 ∈ f(u) + γd(z1, u)h¯+D, where h¯ ∈ H.
Thus, we have shown that
f(z1) ⊂ f(u) + γd(z1, u)H +D, that is, u ∈ S(z1) ⊂ S(x).
Now, we can apply Corollary 3.4 and the result follows. Finally, we point out that
Y is locally complete iff it is l1-complete (see [46]). Hence it is easy to see that
Y being locally complete and H being locally closed bounded imply that H is σ-
convex.
In Theorem 4.2, if we strengthen assumption (B′3) to the following (B
′′
3): f
is D-s.l.m. and has (H,D)-closed values, i.e., for any x ∈ X and any λ ≥ 0,
f(x)+λH+D is closed, then the assumption that H is σ-convex can be weakened
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to that H is bounded.
Theorem 4.2′. Let (X, d) be a complete metric space, x0 ∈ X , Y be a locally
convex space pre-ordered by a convex cone D, H ⊂ D\{0} be a convex set and
f : X → 2Y \{∅} be a set-valued map. Suppose that the following assumptions are
satisfied:
(B′1) H
+s ∩D+ 6= ∅, or equivalently, 0 6∈ cl(H +D).
(B′2) ∃ ξ ∈ H
+s ∩D+ such that ξ is lower bounded on f(S(x0)).
(B′′3) f is D-s.l.m. and has (H,D)-closed values.
Moreover, suppose that H is bounded.
Then for any γ > 0, there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + γd(xˆ, x0)H +D;
(b) ∀x ∈ X\{xˆ}, f(xˆ) 6⊂ f(x) + γd(x, xˆ)H +D.
Proof. As shown in the proof of Theorem 4.2, we easily see that assumption
(E3) in Corollary 3.4 is satisfied. In order to apply Corollary 3.4, we only need
to show that for any x ∈ S(x0), S(x) is dynamically closed. Let (xn) ⊂ S(x),
xn+1 ∈ S(xn) ⊂ S(x), ∀n, and xn → u. Take any fixed n0 ∈ N and put z1 := xn0 .
As d(xk, u) → 0 (k → ∞), we may choose a sequence (zn) from (xk) such that
d(zn+1, u) < 1/(n + 1) and zn+1 ∈ S(zn), ∀n. Take any y1 ∈ f(z1). As done in
the proof of Theorem 4.2, for every n, we can choose yn+1 ∈ f(zn+1), hn ∈ H and
dn ∈ D such that
y1 = yn+1 + γ
(
n∑
i=1
d(zi+1, zi)hi
)
+
n∑
i=1
di = yn+1 + γ
(
n∑
i=1
d(zi+1, zi)
)
h′n +
n∑
i=1
di,
where
h′n =
n∑
i=1
d(zi+1, zi)hi
n∑
j=1
d(zj+1, zj)
∈ H.
Combining this with the assumption that d(zn+1, u) < 1/(n+1), we can also deduce
(4.8), i.e.,
y1 ∈ f(u) + γ
(
d(z1, u)−
1
n+ 1
)
h′n +D.
From this,
y1 +
γ
n+ 1
h′n ∈ f(u) + γd(z1, u)H +D.
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Since f(u) + γd(z1, u)H +D is closed by (B
′′
3), letting n→∞ we have
y1 ∈ f(u) + γd(z1, u)H +D.
Thus,
f(z1) ⊂ f(u) + γd(z1, u)H +D and u ∈ S(z1) = S(xn0) ⊂ S(x).
Now, applying Corollary 3.4, we obtain the result.
Theorem 4.3. Let (X, d) be a complete metric space, Y be a locally convex
space whose topology is determined by a saturated family {pα}α∈Λ of semi-norms
(concerning saturated family of semi-norms, see [26, p.96]), D ⊂ Y be a convex cone
and H ⊂ D\{0} be a closed convex set. Suppose that the following assumptions
are satisfied:
(B2) f(X) is D-bounded.
(B′3) f is D-s.l.m. and has D-closed values.
Moreover, assume that Y is l∞-complete (see [37, 38]) and for each α ∈ Λ there
exists ξα ∈ D
+\{0} and λα > 0 such that λαpα(h) ≤ ξα(h), ∀h ∈ H.
Then for any x0 ∈ X and any γ > 0, there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + γd(xˆ, x0)H +D;
(b) ∀x ∈ X\{xˆ}, f(xˆ) 6⊂ f(x) + γd(x, xˆ)H +D.
Proof. Put F (x, x′) = γd(x, x′)H . Obviously, the family {F} satisfies the
property TI. Also, x0 ∈ S(x0) and S(x0) 6= ∅, where S(x0) is the same as one in
the proof of Theorem 4.2. Since H is closed and 0 6∈ H , there exists α0 ∈ Λ and
η > 0 such that pα0(h) ≥ η, ∀h ∈ H . By the assumption, there exists ξα0 ∈ D
+\{0}
and λα0 > 0 such that
λα0η ≤ λα0 pα0(h) ≤ ξα0(h), ∀h ∈ H. (4.9)
Thus, ξα0 ∈ D
+ ∩ H+s. Combining this with (B2), we can show that assumption
(E3) in Corollary 3.4 is satisfied. By Corollary 3.4, it is sufficient to show that
for any x ∈ S(x0), S(x) is dynamically closed. Let (xn) ⊂ S(x), xn+1 ∈ S(xn) ⊂
S(x), ∀n, and xn → u. As done in the proof of Theorem 4.2, we can obtain a
sequence (zn) from (xk) such that d(zn+1, u) < 1/(n + 1) and zn+1 ∈ S(zn), ∀n.
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Take any y1 ∈ f(z1). We may choose yn+1 ∈ f(zn+1), hn ∈ H and dn ∈ D such
that (see (4.4))
y1 = yn+1 + γ
n∑
i=1
d(zi+1, zi)hi +
n∑
i=1
di. (4.10)
For each α ∈ Λ, acting on two sides of (4.10) by ξα, we have
ξα ◦ y1 = ξα ◦ yn+1 + γ
n∑
i=1
d(zi+1, zi) ξα ◦ hi +
n∑
i=1
ξα ◦ di
≥ ξα ◦ yn+1 + γ
n∑
i=1
d(zi+1, zi) ξα ◦ hi
≥ ξα ◦ yn+1 + γλα
n∑
i=1
d(zi+1, zi)pα(hi).
From this,
n∑
i=1
d(zi+1, zi)pα(hi) ≤
1
γλα
(ξα ◦ y1 − ξα ◦ yn+1)
≤
1
γλα
(ξα ◦ y1 − inf ξα ◦ f(S(x0)))
< +∞.
Hence,
∞∑
i=1
d(zi+1, zi)pα(hi) < +∞, ∀α ∈ Λ.
Since Y is l∞-complete, we know that
∞∑
i=1
d(zi+1, zi)hi is convergent in Y . Combin-
ing this with (4.9), we have
λα0η
n∑
i=1
d(zi+1, zi) ≤
n∑
i=1
d(zi+1, zi) ξα0(hi) ≤ ξα0
(
∞∑
i=1
d(zi+1, zi)hi
)
, ∀n ∈ N.
Thus,
∞∑
i=1
d(zi+1, zi) < +∞.
Put
h′n :=
n∑
i=1
d(zi+1, zi)hi
n∑
j=1
d(zj+1, zj)
.
Then
h′n ∈ H and h
′
n → h¯ :=
∞∑
i=1
d(zi+1, zi)hi
∞∑
j=1
d(zj+1, zj)
∈ H.
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From (4.10), we have
y1 ∈ yn+1 + γ
(
n∑
i=1
d(zi+1, zi)
)
h′n +D.
This is exactly (4.5). The remains of the proof is the same as one in the proof of
Theorem 4.2 and we omit the details.
Remark 4.3. Here we needn’t assume that (B′1) ( equivalently, (B1)) holds in
advance. It can be deduced from H being closed and the existence of ξα ∈ D
+\{0}
and λα > 0 such that λαpα(h) ≤ ξα(h), ∀h ∈ H . In fact, in [33, Theorem 3.5],
assumption (A2) can be removed when(i) holds, where Y is a Banach space and (i)
means that there exists ξ ∈ D+\{0} and λ > 0 such that λ‖h‖ ≤ ξ(h), ∀h ∈ H.
Obviously, Theorem 4.3 is a generalization of the part (where (i) holds) of [33,
Theorem 3.5].
Similarly, by Corollary 3.4 we can also obtain the part (where (iii) holds, i.e.,
Y is reflexive) of [33, Theorem 3.5]. In this case, assumption (A4) (i.e., epif is
closed in X × Y ) in [33] can also be relaxed to (B′3) (i.e., f is D-s.l.m. and has
D-closed values). We already presented several set-valued EVPs, where perturba-
tions are given by a convex subset multiplied by the distance. Next we further
consider more general version of set-valued EVP, where the perturbation is given
by a convex subset multiplied by a real function which is more general than the
distance.
Theorem 4.4. Let (X, d) be a metric space, Y be a locally convex space,
D ⊂ Y be a convex cone, H ⊂ D\{0} be a convex set and f : X → 2Y \{∅} be
a set-valued map. Let a real function p : X × X → R+ := [0,+∞) satisfy the
following properties:
(p1) for any x1, x2, x3 ∈ X, p(x1, x3) ≤ p(x1, x2) + p(x2, x3);
(p2) every sequence (xn) with p(xn, xm) → 0 (m > n → ∞) is a Cauchy
sequence, where p(xn, xm) → 0 (m > n → ∞) means that for any ǫ > 0, there
exists n0 ∈ N such that p(xn, xm) < ǫ for all m > n ≥ n0;
(p3) p(x, x
′) > 0, ∀x 6= x′.
Let x0 ∈ X such that
S(x0) := {x ∈ X : f(x0) ⊂ f(x) + p(x0, x)H +D} 6= ∅
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and (X, d) be S(x0)-dynamically complete. Suppose that for any x ∈ S(x0), S(x)
is dynamically closed and the following assumptions are satisfied:
(B′1) H
+s ∩D+ 6= ∅, or equivalently, 0 6∈ cl(H +D).
(B′2) ∃ ξ ∈ H
+s ∩D+ such that ξ is lower bounded on f(S(x0)).
Then there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + p(x0, xˆ)H +D;
(b) ∀x ∈ X\{xˆ}, f(xˆ) 6⊂ f(x) + p(xˆ, x)H +D.
Proof. Put F (x, x′) := p(x′, x)H, ∀x, x′ ∈ X . Obviously, the family {F}
satisfies the property TI. By assumptions (B′1) and (B
′
2), there exists ξ ∈ D
+\{0}
and α > 0 such that ξ(H) ≥ α > 0 and ξ is lower bounded on f(S(x0)). Clearly,
ξ satisfies assumption (D) in Theorem 3.1′. For any x ∈ S(x0) and any x
′ ∈
S(x)\{x}, we have
f(x) ⊂ f(x′) + p(x, x′)H +D. (4.11)
By (p3), p(x, x
′)α > 0, thus we may take y ∈ f(x) such that
ξ ◦ y < inf ξ ◦ f(x) +
1
2
p(x, x′)α. (4.12)
By (4.11), we have
y ∈ f(x′) + p(x, x′)H +D.
Thus, there exists y′ ∈ f(x′), h′ ∈ H and d′ ∈ D such that
y = y′ + p(x, x′)h′ + d′.
Acting two sides of the above equality by ξ, we have
ξ ◦ y = ξ ◦ y′ + p(x, x′) ξ ◦ h′ + ξ ◦ d′
≥ ξ ◦ y′ + p(x, x′)α
≥ inf ξ ◦ f(x′) + p(x, x′)α.
Combining this with (4.12), we have
inf ξ ◦ f(x) > inf ξ ◦ f(x′) +
1
2
p(x, x′)α > inf ξ ◦ f(x′).
Thus, ξ satisfies assumption (E) in Theorem 3.1′.
Next we show that assumption (F) is satisfied. Let a sequence (xn) ⊂ S(x0)
such that xn ∈ S(xn−1) and
inf ξ ◦ f(xn) < inf ξ ◦ f(S(xn−1)) + ǫn, ∀n,
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where ǫn > 0 and ǫn → 0. For each n, take yn ∈ f(xn) such that
ξ ◦ yn < inf ξ ◦ f(S(xn−1)) + ǫn. (4.13)
When m > n, xm ∈ S(xn). Hence
yn ∈ f(xn) ⊂ f(xm) + p(xn, xm)H +D.
Thus, there exists ym,n ∈ f(xm), hm,n ∈ H and dm,n ∈ D such that
yn = ym,n + p(xn, xm)hm,n + dm,n.
Acting two sides of the above equality by ξ, we have
ξ ◦ yn = ξ ◦ ym,n + p(xn, xm) ξ ◦ hmn + ξ ◦ dmn ≥ ξ ◦ ymn + p(xn, xm)α. (4.14)
Observe that ym,n ∈ f(xm) ⊂ f(S(xn−1)). From (4.14) and (4.13), we have
p(xn, xm) ≤
1
α
(ξ ◦ yn − ξ ◦ ym,n)
≤
1
α
(ξ ◦ yn − inf ξ ◦ f(S(xn−1)))
<
1
α
ǫn.
Hence p(xn, xm)→ 0 (m > n→∞). By property (p2), (xn) is a Cauchy sequence.
As (X, d) is S(x0)-dynamically complete, there exists u ∈ X such that xn → u.
Since S(xn) is dynamically closed, we easily see that u ∈ S(xn), ∀n. Thus, assump-
tion (F) in Theorem 3.1′ is satisfied. By Theorem 3.1′, we obtain the result.
At the end of this section, we consider EVPs for approximately efficient solu-
tions. Ne´meth [35] gave the concept of approximately efficient solutions for vector-
valued maps. Here, we extend the concept to set-valued maps.
Let X be a nonempty set, Y be a real linear space, D ⊂ Y be a convex pointed
cone and f : X → 2Y \{∅} be a set-valued map. We consider the following vector
optimization problem:
Min{f(x) : x ∈ X}. (4.15)
Moreover, let ǫ > 0 and H ⊂ D\{0} be a convex set.
Definition 4.1. A point x0 ∈ X is called an efficient solution of (4.15) if
f(x0) 6⊂ f(X) +D\{0}, where f(X) denotes the set ∪x∈Xf(x). A point x0 ∈ X is
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called an (ǫ,H)-efficient solution of (4.15) if f(x0) 6⊂ f(X) + ǫH + D, or equiva-
lently, there exists y0 ∈ f(x0) such that (y0 − ǫH −D) ∩ f(X) = ∅.
Theorem 4.5. In Theorem 4.1, moreover assume that x0 is an (ǫ,H)-efficient
solution of (4.15). Then there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + γ
′d(xˆ, x0)H +D, ∀γ
′ ∈ (0, γ);
(b) ∀x ∈ X\{xˆ}, ∃γ′ ∈ (0, γ) such that f(xˆ) 6⊂ f(x) + γ′d(x, xˆ)H +D;
(c) d(xˆ, x0) ≤ ǫ/γ.
Proof. By Theorem 4.1, we conclude that (a) and (b) hold. Hence, we only
need to show that (c) holds. If not, assume that d(xˆ, x0) > ǫ/γ. Then ǫ/d(xˆ, x0) <
γ. By (a),
f(x0) ⊂ f(xˆ) + (ǫ/d(xˆ, x0))d(xˆ, x0)H +D
= f(xˆ) + ǫH +D
⊂ f(X) + ǫH +D.
This contradicts the assumption that x0 is an (ǫ,H)-efficient solution of (4.15).
Similarly we can prove the following:
Theorem 4.6. In Theorems 4.2, 4.2′ and 4.3, moreover assume that x0 is an
(ǫ,H)-efficient solution of (4.15). Then there exists xˆ ∈ X such that
(a) f(x0) ⊂ f(xˆ) + γd(xˆ, x0)H +D;
(b) ∀x ∈ X\{xˆ}, f(xˆ) 6⊂ f(x) + γd(x, xˆ)H +D;
(c) d(xˆ, x0) < ǫ/γ.
5. Pre-orders and minimal points in product spaces
In this section, by using Theorem 2.1 we discuss pre-orders and minimal points
in product spaces. Particularly, we obtain several versions of EVP for Pareto min-
imizers, which generalize the corresponding results in [4, 5, 31, 48].
First we recall some concepts on Pareto minimum. Let Y be a real linear space
with a quasi order ≤D defined by a convex cone D in Y . Let B ⊂ Y be nonempty.
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A point y¯ ∈ B is called a Pareto minimum of B if y ∈ B and y ≤D y¯ implies
that y¯ ≤D y. And y¯ ∈ B is called a strict Pareto minimum of B if y 6≤D y¯ for all
y ∈ B\{y¯}, i.e., (B− y¯)∩ (−D) = {0}. We denote by MinDB (resp., SMinDB) the
sets of all Pareto minima (resp., strict Pareto minima) with respect to the order
≤D. In general, we have SMin
DB ⊂ MinDB. If D is pointed, i.e., D∩ (−D) = {0},
then SMinDB = MinDB. A subset B of Y is said to have the domination (resp.,
strict domination) property if, for any y ∈ B, there exists y¯ ∈ MinDB (resp.,
y¯ ∈ SMinDB) such that y¯ ≤D y.
Moreover, let (X, d) be a metric space and let f : X → 2Y \{∅} be a set-valued
map. A point x¯ ∈ X is called a Pareto minimizer (resp., strict Pareto minmizer)
of f if there exists y¯ ∈ f(x¯) such that y¯ ∈ MinDf(X) (resp., y¯ ∈ SMinDf(X)).
Let F : X ×X → 2D\{∅} satisfy the following conditions (see [48]):
(F1) 0 ∈ F (x, x), ∀x ∈ X ;
(F2) F (x1, x2) + F (x2, x3) ⊂ F (x1, x3) +D, ∀x1, x2, x3 ∈ X ;
(F3) there exists a D-monotone extended real function ξ : Y → (−∞,+∞]
such that for any y ∈ Y and any z ∈ F (X ×X), ξ(y + z) = ξ(y) + ξ(z) and such
that for any δ > 0,
ζ(δ) := inf{ξ(y) : y ∈ ∪d(x,x′)≥δF (x, x
′)} > 0.
Obviously, ξ(0) = ξ(0 + 0) = ξ(0) + ξ(0) = 2ξ(0), so ξ(0) = 0.
As in [48], define a quasi-order F on X × Y as follows:
(x2, y2) F (x1, y1) ⇐⇒ y1 ∈ y2 + F (x2, x1) +D.
Consider a nonempty set A ⊂ X × Y and a point (x0, y0) ∈ A. Put
SF (x0, y0) := {(x, y) ∈ A : (x, y) F (x0, y0)}.
Moreover, define a partial order F ∗ on X × Y as follows:
(x2, y2) F ∗ (x1, y1) ⇐⇒
{
(x2, y2) = (x1, y1) or
(x2, y2) F (x1, y1) and ξ(y2 − y0) < ξ(y1 − y0).
Put
SF ∗(x0, y0) := {(x, y) ∈ A : (x, y) F ∗ (x0, y0)}.
If ξ is strict D-monotone, i.e., y2 ≤D y1 and y2 6= y1 imply that ξ(y2) < ξ(y1), then
the orders F and F ∗ are coincident.
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By using Theorem 2.1, we can deduce the following minimal point theorem in
product spaces.
Theorem 5.1. Let (X, d) be a metric space, Y be a real linear space, D ⊂ Y
be a convex cone and a set-valued map F : X × X → 2D\{∅} satisfy (F1)-(F3).
Let A ⊂ X × Y be a nonempty set and (x0, y0) ∈ A be given. Suppose that the
following conditions are satisfied:
(i) for any F -decreasing sequence {(xn, yn)} in SF (x0, y0), if {xn} is a Cauchy
sequence, then {xn} is convergent in X ;
(ii) ξ (from in (F3)) is lower bounded on PY (SF (x0, y0))− y0, where PY is the
projection from X × Y on Y ;
(iii) for every F -decreasing sequence {(xn, yn)} in SF (x0, y0), if {xn} converges
to x, then there exists y ∈ Y such that (x, y) ∈ A and (x, y) F (xn, yn), ∀n (in
[48], (iii) is called (H1)).
Then, there exists (xˆ, yˆ) ∈ A such that
(a) (xˆ, yˆ) F ∗ (x0, y0);
(b) (x, y) F ∗ (xˆ, yˆ) =⇒ (x, y) = (xˆ, yˆ).
From this, we conclude that (xˆ, yˆ) ∈ A satisfies the following
(a′) y0 ∈ yˆ + F (xˆ, x0) +D;
(b′) for any (x, y) ∈ A with x 6= xˆ. yˆ 6∈ y + F (x, xˆ) +D.
Proof. Obviously, (A,F ∗) is a partial order set and SF ∗(x0, y0) 6= ∅. Define
η : (A,F ∗)→ (−∞,+∞] as follows: η◦ (x, y) = ξ(y−y0), ∀(x, y) ∈ A. Clearly, η
is monotone with respect to F ∗ . By (ii), ξ is lower bounded on PY (SF (x0, y0))−y0,
Also, 0 ∈ PY (SF (x0, y0))− y0 and ξ(0) = 0. Thus,
−∞ < inf{η ◦ (x, y) = ξ(y − y0) : (x, y) ∈ SF ∗(x0, y0)} < +∞.
This means that assumption (A) is satisfied if we regard (A,F ∗) as a pre-order set
(X,) in Theorem 2.1. For any (x, y) ∈ SF ∗(x0, y0) and any (x
′, y′) ∈ SF ∗(x, y)\{(x, y)},
we have y ∈ y′+F (x′, x)+D and ξ(y′−y0) < ξ(y−y0), that is, η◦(x
′, y′) < η◦(x, y).
Thus, assumption (B) in Theorem 2.1 is satisfied.
Let a sequence {(xn, yn)} ⊂ SF ∗(x0, y0) satisfy (xn, yn) F ∗ (xn−1, yn−1) ∀n.
We shall show that there exists (x¯, y¯) ∈ A such that (x¯, y¯) F ∗ (xn, yn), ∀n, i.e.,
assumption (C) in Theorem 2.1 satisfied. If there exists a sequence n1 < n2 < · · ·
such that (xni , yni) = (xni+1, yni+1), ∀i, then we have (xk, yk) = (xn1 , yn1) for all k ≥
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n1 and the result is trivial. Hence, we may assume that (xn, yn) 6= (xn−1, yn−1), ∀n.
From the definition of F ∗ , we have yn−1 ∈ yn + F (xn, xn−1) +D and
ξ(yn − y0) < ξ(yn−1 − y0), ∀n. (5.1)
As ξ is lower bounded on PY (SF (x0, y0)) − y0, {ξ(yn − y0)} is a lower bounded,
decreasing real sequence, so {ξ(yn − y0)} is convergent. We assume that
γ := lim
n→∞
ξ(yn − y0) ∈ R. (5.2)
First, we assert that {xn} is a Cauchy sequence. If not, there exists δ > 0 and
a sequence n1 < n2 < · · · such that d(xni, xni+1) ≥ δ. Since (xni+1, yni+1) F ∗
(xni , yni), we have yni ∈ yni+1 + F (xni+1, xni) +D. Thus,
ξ(yni − y0)− ξ(yni+1 − y0) ≥ ζ(δ) > 0, ∀i,
which contradicts (5.2). Thus, {xn} is a Cauchy sequence and by assumption (i),
there exists x¯ ∈ X such that xn → x¯. By assumption (iii), there exists y¯ ∈ Y such
that (x¯, y¯) ∈ A and (x¯, y¯) F (xn, yn), ∀n. From this, we have ξ(y¯−y0) ≤ ξ(yn−y0)
and by (5.1), we have ξ(y¯−y0) < ξ(yn−y0) for all n. Thus, (x¯, y¯) F ∗ (xn, yn), ∀n.
Now, we can apply Theorem 2.1 and obtain the result, i.e., there exists (xˆ, yˆ) ∈ A
such that (a) and (b) hold. Obviously, (a)⇒ (a′). Next, we show that (b) ⇒ (b′).
Assume that (b′) is not true. That is, there exists (x, y) ∈ A with x 6= xˆ such that
yˆ ∈ y + F (x, xˆ) +D. (5.3)
Thus, there exists v ∈ F (x, xˆ) such that yˆ ∈ y + v + D and hence yˆ − y0 ∈
y − y0 + v +D. As d(x, xˆ) > 0, we have ξ(v) > 0 and
ξ(yˆ − y0) ≥ ξ(y − y0) + ξ(v) > ξ(y − y0).
Combining this with (5.3), we have (x, y) F ∗ (xˆ, yˆ) and x 6= xˆ, which contradicts
(b).
Remark 5.1. If ξ appeared in (F3) is a positive linear functional, i.e., ξ ∈
D+\{0}, then the case becomes easier. This time, we needn’t use y0. For example,
we may define F ∗ on X × Y as follows:
(x2, y2) F ∗ (x1, y1) ⇐⇒
{
(x2, y2) = (x1, y1) or
(x2, y2) F (x1, y1) and ξ(y2) < ξ(y1).
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Moreover, assumption (ii) in Theorem 5.1 can be written as: ξ is lower bounded
on PY (SF (x0, y0)).
Obviously, Theorem 5.1 generalizes [48, Theorem 2.1]. In fact, it also includes
[31, Theorem 4.2]. In [31, Theorem 4.2], we assume that Y is a locally convex
space and H ⊂ D is a convex set such that 0 6∈ cl(H +D). By the Hahn-Banach
separation theorem, there exists ξ ∈ D+ such that α := inf{ξ(y) : y ∈ H} > 0.
Put F (x, x′) := d(x, x′)H, ∀x, x′ ∈ X . Then for any δ > 0, ζ(δ) := inf{ξ(y) :
y ∈ ∪d(x,x′)≥δd(x, x
′)H} ≥ αδ > 0. It is clear that F satisfies (F1)-(F3). Now,
applying Theorem 5.1 we can obtain [31, Theorem 4.2]. In order to obtain a result
on strict minimal elements in product orders, we need to strengthen assumption
(ii) in Theorem 5.1 (see [31, Theorem 4.3]).
Theorem 5.2. Impose the assumptions of Theorem 5.1 with (ii) being strength-
ened as
(ii′) ξ is lower bounded on PY (SF (x0, y0))− y0 and for all x ∈ PX(SF (x0, y0)),
the set {y′ ∈ Y : (x, y′) ∈ A} has the strict domination property.
Then, there exists (xˆ, yˆ) ∈ A such that
(a) y0 ∈ yˆ + F (xˆ, x0) +D and yˆ ∈ SMin
D{y′ : (xˆ, y′) ∈ A};
(b) for any (x, y) ∈ A\{(xˆ, yˆ)}, yˆ 6∈ y + F (x, xˆ) +D.
Proof. By Theorem 5.1, there exists (xˆ, y˜) ∈ A such that
y0 ∈ y˜ + F (xˆ, x0) +D (5.4)
and such that
y˜ 6∈ y + F (x, xˆ) +D for any (x, y) ∈ A with x 6= xˆ. (5.5)
By the imposed strict domination property, there is yˆ ∈ SMinD{y′ : (xˆ, y′) ∈ A}
such that yˆ ≤D y˜. Next, we show that (xˆ, yˆ) is a desired element. By (5.4) and
yˆ ≤D y˜, we have
y0 ∈ yˆ +D + F (xˆ, x0) +D = yˆ + F (xˆ, x0) +D.
Hence, (xˆ, yˆ) satisfies (a).
Let (x, y) ∈ A\{(xˆ, yˆ)}. Assume that
yˆ ∈ y + F (x, xˆ) +D. (5.6)
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Then y˜ ∈ yˆ + D ⊂ y + F (x, xˆ) + D. By (5.5), we have x = xˆ. Thus, we have
yˆ, y ∈ {y′ : (xˆ, y′) ∈ A}. By (5.6), y ≤D yˆ. Since yˆ ∈ SMin
D{y′ : (xˆ, y′) ∈ A}, we
have y = yˆ. This leads to (x, y) = (xˆ, yˆ), a contradiction!
Let f : X → 2Y \{∅} and (x0, y0) ∈ grf , where grf denotes the set {(x, y) ∈
X × Y : x ∈ X, y ∈ f(x)}. For (x, y), (x′, y′) ∈ grf , we define (x′, y′) F (x, y)
iff y ∈ y′ + F (x′, x) + D. Denote the set {(x, y) ∈ grf : (x, y) F (x0, y0)} by
SF (x0, y0). By taking A = grf in Theorem 5.2, we obtain the following.
Corollary 5.1. Let X, Y,D, F be the same as in Theorem 5.2. Let f :
X → 2Y \{∅} be a set-valued map and (x0, y0) ∈ grf . Suppose that the following
conditions are satisfied:
(i) for any F -decreasing sequence {(xn, yn)} in SF (x0, y0), if {xn} is a Cauchy
sequence, then {xn} is convergent in X ;
(ii) ξ (from (F3)) is lower bounded on PY (SF (x0, y0)) − y0 and f(x) has the
strict domination property for any x ∈ X ;
(iii) for any F -decreasing sequence {(xn, yn)} in SF (x0, y0), if {xn} converges
to x, then there exists y ∈ f(x) such that (x, y) F (xn, yn), ∀n.
Then, there exists (xˆ, yˆ) ∈ grf such that
(a) y0 ∈ yˆ + F (xˆ, x0) +D and yˆ ∈ SMin
Df(xˆ);
(b) for any (x, y) ∈ grf\{(xˆ, yˆ)}, yˆ 6∈ y + F (x, xˆ) +D.
Remark 5.2. Condition (i) in Corollary 5.1 can be replaced by the following
stronger condition
(i′) for any sequence {(xn, yn)} ⊂ grf , if yn+1 ≤D yn, ∀n, and {xn} is a Cauchy
sequence, then {xn} is convergent.
Compare (i′) with the following (f,D)-lower completeness (see Remark 3.1 or
[41]): every Cauchy sequence {xn} ⊂ X satisfying f(xn) ⊂ f(xn+1)+D for every n,
is convergent. We see that condition (i′) is stronger than (f,D)-lower completeness.
Let’s call (i′) strong (f,D)-lower completeness. Certainly, if f is a vector-valued
map, then the above two kinds of lower completeness are coincident.
For set-valued maps, Khanh and Quy [31] introduced the following concepts.
Definition 5.1. Let f : X → 2Y \{∅} be a set-valued map.
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(i) f is said to be D-lower semi-continuous from above(briefly, denoted by D-
lsca) at x¯ if, for any convergent sequence xn → x¯ and any sequence yn ∈ f(xn)
with yn+1 ≤D yn ∀n, there exists y¯ ∈ f(x¯) such that y¯ ≤D yn, ∀n.
(ii) f is said to be weak D-lower semi-continuous from above (briefly, denoted
by w.D-lsca) at x¯ if, for each sequence xn → x¯ with f(xn) ⊂ f(xn+1) +D. ∀n, one
has f(xn) ⊂ f(x¯) +D.
As pointed out in [31], D-lsca implies w.D-lsca. We see that f being w.D-lsca is
exactly that f is D-s.l.m. Hence, D-lsca maps can also be called strongly D-s.l.m.
maps. If f is a vector-valued map, thenD-s.l.m. and strongD-s.l.m. are coincident.
Corollary 5.2. Let (X, d) be a metric space, Y be a locally convex space,
D ⊂ Y be a convex cone, H ⊂ D be a convex set such that 0 6∈ cl(H +D) (i.e.,
H+s ∩D+ 6= ∅) and H +D be h0-closed for some h0 ∈ H .
Let f : X → 2Y \{∅} be strongly D-s.l.m. (i.e., D-lsca) and (x0, y0) ∈ grf .
For (x, y), (x′, y′) ∈ grf , define
(x′, y′) F (x, y) iff y ∈ y
′ + d(x′, x)H +D.
Suppose that the following conditions are satisfied:
(i) for any F -decreasing sequence {(xn, yn)} in SF (x0, y0), if {xn} is a Cauchy
sequence, then {xn} is convergent in X (particularly, (X, d) is strongly (f,D)-lower
complete);
(ii) there exists ξ ∈ H+s ∩D+ such that ξ is lower bounded on PY (SF (x0, y0))
and f(x) has the strict domination property for every x ∈ X .
Then the result of Corollary 5.1 holds.
Proof. It suffices to check assumption (iii) in Corollary 5.1. Let a sequence
{(xn, yn)} ⊂ grf satisfy (xn+1, yn+1) F (xn, yn) and xn → x¯. Clearly, yn+1 ≤D
yn, ∀n. By the assumption, f is strongly D-s.l.m., hence there exists y¯ ∈ f(x¯) such
that y¯ ≤D yn, ∀n. Next, we show that (x¯, y¯) F (xn, yn), ∀n.
If d(xn, x¯) = 0, then x = xn. In this case, y¯ ≤D yn is equivalent to that
yn ∈ y¯ + d(x¯, xn)H +D. Certainly, we have (x¯, y¯) F (xn, yn).
If d(xn, x¯) > 0, take i ∈ N such that d(xn, x¯) − (1/i) > 0. Since d(xm, xn) →
d(x¯, xn) (m→∞), we may take m > n such that d(xm, xn) ≥ d(x¯, xn)− (1/i). As
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(xm, ym) F (xn, yn) and y¯ ≤D ym, we have
yn ∈ ym + d(xm, xn)H +D
⊂ ym + (d(x¯, xn)−
1
i
)H +D
⊂ y¯ + (d(x¯, xn)−
1
i
)H +D.
Thus,
yn +
1
i
h0 ∈ y¯ + (d(x¯, xn)−
1
i
)H +
1
i
H +D
= y¯ + d(x¯, xn)H +D.
From this,
yn − y¯ + (1/i)h0
d(x¯, xn)
∈ H +D.
Letting i→∞ and remarking that H +D is h0-closed, we have
yn − y¯
d(x¯, xn)
∈ H +D and hence yn ∈ y¯ + d(x¯, xn)H +D.
That is, (x¯, y¯) F (xn, yn).
As we have seen, the assumption that αH +D is closed for all α > 0 (see [31,
Theorem 5.2]) is not necessary. Here, we only assume that H + D is h0-closed
for some h0 ∈ H . In particular, if H is a singleton {k0} with k0 ∈ D\ − cl(D),
then we only need to assume that D is k0-closed. As pointed out in [31, Section
5], the condition that f is strongly D-s.l.m. (i.e., D-lsca) and f(x) has the strict
domination property imposed in Corollary 5.2 is equivalent to the limiting mono-
tonicity condition assumed in [5, Theorem 3.4]. Obviously, Corollary 5.2 improves
[31, Theorem 5.2] and [5, Theorem 3.4]. Certainly, it also includes properly [4,
Theorem 1].
As done in the proof of [31, Theorem 5.3], from Corollary 5.2 we can obtain the
following.
Corollary 5.3. Let X, Y, D and H be the same as in Corollary 5.2 and
additionally, D be pointed and closed. Let f : X → 2Y \{∅} be D-lsc(D-lower
semi-continuous), compact-valued and D-bounded (i.e., there exists a bounded set
M such that f(X) ⊂ M + D), and (x0, y0) ∈ grf . Suppose that assumption (i)
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of Corollary 5.2 is satisfied (particularly, (X, d) is strongly (f,D)-lower complete).
Then, the result of Corollary 5.2 holds.
Proof. Since D is a closed convex pointed cone and f is compact-valued, f has
the strict domination property (see [31]). As f is D-bounded, for any ξ ∈ H+s∩D+,
ξ is lower bounded on PY (SF (x0, y0)). Thus, assumption (ii) in Corollary 5.2 is sat-
isfied. Also, f being D-lsc and having compact-valued implies that f is D-lsca (see
[31]). Now, we can apply Corollary 5.2 and obtain the result.
Concerning the strict domination property, there have been many interesting
results, for example, refer to [21, 43] and the references therein. In fact, in Corol-
laries 5.1 and 5.2, the condition that f has the strict domination property can be
replaced by any one which implies f having the strict domination property. For
example, from Corollary 5.2 we can obtain the following Corollaries 5.4 and 5.5.
First we recall some related notions.
Let Y be a locally convex space, A ⊂ Y be nonempty, Θ ⊂ Y be a bounded
convex set and D ⊂ Y be a convex cone specifying a quasi-order ≤D. Put Θ0 :=
∪0≤λ≤1λΘ. Then ∩ǫ>0(A−ǫΘ0) is called the Θ-closure of A and denoted by clΘ(A).
If clΘ(A) = A, then A is said to be Θ-closed. It is easy to see that A is locally
closed iff A is Θ-closed for every bounded convex set Θ. And A is vectorial closed
iff for every singleton Θ, A is Θ-closed. The following implications are obvious:
closedness =⇒ localclosedness =⇒ Θ− closedness.
But neither of two converses is true, for details, see [43].
A nonempty subset A ⊂ Y is said to be D-complete (resp., D-locally com-
plete) iff every Cauchy sequence (resp., locally Cauchy sequence) {yn} ⊂ A with
yn+1 ≤D yn, is convergent (resp., locally convergent) to some point y¯ ∈ A. It is
easy to show that every D-complete set is D locally complete.
Corollary 5.4. Let X, Y, D and H be the same as in Corollary 5.2 and, addi-
tionally, D have a σ-convex base Θ. Let f : X → 2Y \{∅} be strong D-s.l.m. (i.e.,
D-lsca), D-bounded and f(x) be Θ-closed (particularly, locally closed or closed)
for all x ∈ X and (x0, y0) ∈ grf . Suppose that assumption (i) of Corollary 5.2 is
satisfied. Then, the result of Corollary 5.2 holds.
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Proof. Since D has a σ-convex base Θ and f(x) is Θ-closed, by [43, Corollary
5.2], f(x) has the strict domination property. Also, f(X) being D-bounded im-
plies that assumption (ii) in Corollary 5.2 is satisfied. Thus, the result follows from
Corollary 5.2.
Corollary 5.5. Let X, Y, D and H be the same as in Corollary 5.2 and,
additionally, D be locally closed and have a bounded base. Let f : X → 2Y \{∅}
be strong D-s.l.m. (i.e., D-lsca), D-bounded and f(x) be D-locally complete (par-
ticularly, D-complete or complete) for all x ∈ X and (x0, y0) ∈ grf . Suppose that
assumption (i) of Corollary 5.2 is satisfied. Then, the result of Corollary 5.2 holds.
Proof. As done in the proof of Corollary 5.4, we only show that f(x) has the
strict domination property. For any x ∈ X , f(x) is D-bounded and f(x) is D-
locally complete. Also, D has a bounded base and D is locally closed. By [43,
Theorem 5.2], f(x) has the strict domination property and the proof is completed.
Finally, as an application of Corollary 5.1, we give a Pareto minimizer’s version
of Corollary 3.6.
Corollary 5.6. Let (X, d) be a metric space, Y be a locally convex space, D ⊂
Y be a convex cone, k0 ∈ D\ − vcl(D) and D be k0-closed. Let f : X → 2
Y \{∅}
be strongly s.l.m. (i.e., D-lsca) and f(x) have the strict domination property for
all x ∈ X and let (X, d) be strongly (f,D)-lower complete.
Suppose the (x0, y0) ∈ grf and ǫ > 0 such that y0 6∈ f(X) + ǫk0 +D.
Then for any λ > 0, there exists (xˆ, yˆ) ∈ grf such that
(a) y0 ∈ yˆ + (ǫ/λ)d(xˆ, x0)k0 +D and yˆ ∈ SMin
Df(xˆ);
(b) for any (x, y) ∈ grf\{(xˆ, yˆ)}, yˆ 6∈ y + (ǫ/λ)d(x, xˆ)k0 +D;
(c) d(x0, xˆ) ≤ λ.
Proof. We shall apply Corollary 5.1 to prove the conclusion. Put
F (x, x′) := (ǫ/λ)d(x, x′)k0, ∀x, x
′ ∈ X.
Obviously, F satisfies (F1) and (F2). Since k0 ∈ D\ − vcl(D), we know that
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ξk0(y) 6= −∞, ∀y ∈ Y . By Lemma 3.2, ξk0 is D-monotone and satisfies that
ξk0(y + z) = ξk0(y) + ξk0(z), ∀y ∈ Y, ∀z ∈ F (X ×X).
Besides, for any δ > 0,
ζ(δ) := inf{ξk0(y) : y ∈ ∪d(x,x′)≥δF (x, x
′)} ≥ (ǫ/λ)δ > 0.
Hence, F satisfies (F3) for ξk0. For (x, y), (x
′, y′) ∈ grf , we define
(x′, y′) F (x, y) ⇐⇒ y ∈ y
′ + (ǫ/λ)d(x′, x)k0 +D.
Denote the set {(x, y) ∈ grf : (x, y) F (x0, y0)} by SF (x0, y0).
Let {(xn, yn)} be a F -decreasing sequence in SF (x0, y0) and let {xn} be a
Cauchy sequence. From (xn+1, yn+1) F (xn, yn), we have
yn ∈ yn+1 + (ǫ/λ)d(xn+1, xn)k0 +D ⊂ yn+1 +D and yn+1 ≤D yn.
By the assumption that (X, d) is strongly (f,D)-lower complete, there exists x¯ ∈ X
such that xn → x¯ (n→∞), that is, condition (i) in Corollary 5.1 is satisfied.
Let {(xn, yn)} be a F -decreasing sequence in SF (x0, y0) and let xn → x¯. Since
yn+1 ≤D yn, xn → x¯ and f is strongly D-l.s.m. (i.e., D-lsca), there exists y¯ ∈ f(x¯)
such that y¯ ≤D yn, ∀n. For any given n, when m > n, we have
yn ∈ ym + (ǫ/λ)d(xm, xn)k0 +D
⊂ y¯ + (ǫ/λ)d(xm, xn)k0 +D. (5.7)
Since d(xm, xn)→ d(x¯, xn) (m→∞) and D is k0-closed, from (5.7) we can deduce
that yn ∈ y¯ + (ǫ/λ)d(x¯, xn)k0 +D, and hence (x¯, y¯) F (xn, yn). Thus, condition
(iii) in Corollary 5.1 is satisfied.
Since y0 6∈ f(X)+ǫk0+D, by Lemma 3.2, ξk0 is lower bounded on PY (SF (x0, y0))−
y0. And by the assumption that f(x) has the strict domination property, we know
that condition (ii) in Corollary 5.1 holds.
Now, applying Corollary 5.1, we obtain (xˆ, yˆ) ∈ grf such that (a) and (b) hold.
Finally, from (a), we have y0 ∈ yˆ + (ǫ/λ)d(xˆ, x0)k0 + D. Combining this with
y0 6∈ f(X) + ǫk0 +D, we conclude that d(xˆ, x0) ≤ λ.
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