We present an algorithm for the computation of representations of a Lie algebra acting on its universal enveloping algebra. This is a new algorithm which permits the effective computation of these representations and of the matrix elements of the corresponding Lie group. The approach is based on a mathematical formulation originated by the authors. An interesting feature is the efficient computation of the adjoint representation of the corresponding Lie group. The methods are implemented using a symbolic computation program such as MAPLE.
Introduction
The technique of computing representations on the enveloping algebra was developed in work by physicists, mainly Gruber (e.g. Gruber and Klimyk (1986) ). Their methods are not designed for computations with Lie algebras beyond the simplest ones. Our idea is to construct left and right principal matrices, corresponding to left and right multiplication of the basis elements of the Lie algebra on the basis of monomials of the universal enveloping algebra (see, e.g. Dixmier (1977) , Bourbaki (1971-72) ). These allow one to compute all representations of the Lie algebra, and the matrix elements of the corresponding Lie group, acting on the universal enveloping algebra and its quotients. We show how to compute these representations, which are typically infinite-dimensional. As the universal enveloping algebra is non-commutative, it is not an easy problem to calculate products in that algebra. Our method resolves these difficulties, by using the matrices defining the Lie algebra directly.
In the next section we present some notations and the theoretical basis of the algorithm. Then we present our algorithm along with the example of E2 (Euclidean group in two dimensions) which comes up naturally in many physical problems. The calculation of the adjoint group (see Chevalley (1946) ) comes for free in our approach. Other applications include calculating the matrix elements of the representations as well as recurrence relations for the matrix elements. We include some remarks concerning the efficiency of our approach.
Principles of the Algorithm
The problem is to compute the representations of a given Lie algebra G acting on its universal enveloping algebra U and its quotients.
dual representations and coordinates of the second kind
The novelty of our approach is to use coordinates of the second kind. They arise as follows. Denote a basis for
where n denotes a multi-index (n 1 , . . . , n d ).
Group elements in a neighborhood of the identity can be expressed as
The α i are called coordinates of the first kind and the A i , coordinates of the second kind. The significance of this for our problem is the expansion (expanding exponentials, combining the above equations)
The dual representations denote realizations of the Lie algebra as vector fields in terms of the coordinates of the second kind acting on the left or right, respectively, i.e. define the left (respectively, right) principal matrices, π ‡ (A) (respectively, π * (A)) according to:
where ∂ µ = ∂/∂A µ . We write the dual representations:
If A depends on a parameter s, then we have, for any function f (A) (the dot denoting differentiation with respect to s) the flowḟ = µȦ µ ∂ µ f . So, let X = µ α µ ξ µ and consider group elements
We have, acting by X on the left and right, respectively,
As mentioned above, we have in generalġ = µȦ µ ∂ µ g, therefore we can see the result:
Lemma 2.1. (Splitting Lemma) Denote by π(A) either the left or the right principal matrices. Then we haveȦ
with initial values
This is effectively calculating the matrix inverse to that in the Wei-Norman approach Norman, 1963, 1964) . Dual representations play an essential role in the vector coherent state method, see Ch. 7 of Biedenharn and Lohe (1995) .
matrix elements

Matrix elements are defined by group elements g(A, ξ) acting on the basis [[n]]:
where the sum is over m
Although this is a formal infinite sum, using the dual realization ξ * we see that the matrix elements are in fact determined recursively by the: , ξ) . Thus, these are matrix elements for infinite-dimensional representations. For nilpotent Lie groups these are polynomials in the group variables. See Feinsilver and Schott (1996b) for a detailed discussion and how to compute recurrence formulas for these matrix elements.
the adjoint group
Using the pi-matrices, calculating the adjoint group, the exponential of the adjoint representation, is readily accomplished. Here, we explicitly indicate the dependence of the group element g on (ξ 1 , . . . , ξ d ) to indicate that the basis elements ξ i are replaced by the corresponding matrices of the adjoint representationξ i . g(A,ξ) , the adjoint group. Now we have the main result (see Feinsilver and Schott (1996a) for the proof). 
Definition 2.2. Denote the transposesπ
The maps ξ j → ξ * j and ξ j →ξ j extend to Lie homomorphisms, giving concrete realizations of the Lie algebra.
Thus, the goal is the computation of the matrices π ‡ and π * . There are two proceduresa direct approach based on commutation relations-and the one based on our techniques. algorithm A procedure which is generally quite difficult to carry out is based on the use of given commutation relations. This is a direct approach. In this case, one finds the vector fields first, then extracts the principal matrices. One problem with this approach is that there is no guarantee once you push a ξ i through that it will not generate ξs which have then to be pulled back and forth and so on, causing an interminable repetition of steps. For nilpotent groups a proper choice of basis can eliminate this. (The reader may try so(3), group of rotations in three dimensions, to see an example of this phenomenon.)
The basis {ξ
The algorithm that we present below was developed to avoid these difficulties (as well as avoiding using the adjoint action of the group) of the above procedure and by its construction terminates upon solving a system of linear equations for the variablesȦ.
procedure for matrices
Here we give the main steps of the procedure. The defining matrices for the Lie algebra are used. In practice, the form of the element X in step 1 is given and the basis elements ξ i calculated as ∂X/∂α i . Remark 2.5. One can solveȦ = απ, using either π ‡ or π * , to find the splitting formula explicitly.
Pick a basis {ξ
Example 2.6. Here we illustrate with E2 the Euclidean group in two dimensions. Then, because complications develop rapidly with increasing dimension, we just state the result of the left-dual for E3, Euclidean group in three dimensions -the algebra is of dimension 6, the defining matrices 4 × 4.
For E2, start with
Now, exponentiating gives
Multiplying these together gives the group element
Differentiating formally yieldsġ, which we equate, for the left action, with Xg 
This yields the equations
Example 2.7. Here we state the result for E3. Start with
The above procedure yields the left-dual,
and the right-dual may be found as indicated above, and finally the exponential-adjoint, taking almost a full page to print.
The program given below includes the calculation of the matrices of the adjoint representation of the Lie algebra as the differential-first-order terms-of the difference between the pi-matrices. (See kirlv and adjrep). Note that it is 'modular', i.e. one can compute the group element and each of the pi-matrices and the exponential-adjoint separately, which is useful for dealing with time and memory limitations.
advantages of the matrix algorithm
For symbolic computation, it is generally advantageous to use matrices rather than abstract commutation relations.
To calculate the adjoint representation entails computing [ξ i , ξ j ] for all pairs of basis elements. This involves In our approach, we find the pi-matrices by computing with the defining representation of the Lie algebra, say, n × n, typically much smaller than d, e.g. for su(4), special unitary group in four dimensions, n = 4, while d = 15, the dimension of the Lie algebra. The computations involve exponentiating d matrices of size n × n. Of course, ultimately we calculate with only two d × d pi-matrices. In fact, we are interested in and able to find the matrix elements for infinite-dimensional representations and the adjoint group basically comes for free. 
MAPLE Program
Acknowledgments
