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RADIATIVE DECAY OF BUBBLE OSCILLATIONS IN A
COMPRESSIBLE FLUID
A. M. SHAPIRO∗ AND M. I. WEINSTEIN†
Abstract. Consider the dynamics of a gas bubble in an inviscid, compressible liquid with
surface tension. Kinematic and dynamic boundary conditions couple the bubble surface deformation
dynamics with the dynamics of waves in the fluid. This system has a spherical equilibrium state,
resulting from the balance of the pressure at infinity and the gas pressure within the bubble. We study
the linearized dynamics about this equilibrium state in a center of mass frame. We prove that the
velocity potential and bubble surface perturbation satisfy point-wise in space exponential time-decay
estimates. The time-decay rate is governed by the imaginary parts scattering resonances. These are
characterized by a non-selfadjoint spectral problem or as pole singularities in the lower half plane of
the analytic continuation of a resolvent operator from the upper half plane, across the real axis into
the lower half plane. The time-decay estimates are a consequence of resonance mode expansions for
the velocity potential and bubble surface perturbations. The weakly compressible case (small Mach
number, ǫ), is a singular perturbation of the incompressible limit. The scattering resonances which
govern the remarkably slow time-decay, are Rayleigh resonances, associated with capillary waves,
due to surface tension, on the bubble surface, which impart their energy slowly to the unbounded
fluid. Rigorous results, asymptotics and high-precision numerical studies, indicate that the Rayleigh
resonances which are closest to the real axis satisfy
∣
∣ℑλ⋆(ǫ)
ℜλ⋆(ǫ)
∣
∣ = O
(
exp(−κ We ǫ−2)
)
, κ > 0. Here,
We denotes the Weber number, a dimensionless ratio comparing inertia and surface tension. To
obtain the above results we prove a general result estimating the Neumann to Dirichlet map for the
wave equation, exterior to a sphere.
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1. Introduction. Consider a gas bubble, surrounded by an unbounded, inviscid
and incompressible fluid with surface tension. This system has a family of equilibria,
consisting of translates of a spherical gas bubble, whose radius is set by a balance of
pressure at infinity with pressure inside the bubble. In this paper we prove pointwise
in space time-decay estimates for the linearized evolution near this family of equilibria.
We also obtain very precise information on the rate of decay.
Background: The dynamics of gas bubbles in a liquid play an important role in many
fields. Examples include underwater explosion bubbles [10] (15 cm), seismic wave-
producing bubbles in magma [30], bubbly flows behind ships and propellors (1 cm),
bubbles at the ocean surface [19] (0.015− 0.5 cm), microfluidics [46] (50 µm), bubbles
used as contrast agents in medical imaging [9] (2 µm), and sonoluminescence [3, 27]
(0.1 − 10 µm). For a discussion of these and other applications of bubble dynamics,
see the excellent review articles [16, 25] and references cited therein.
The dynamics of a bubble in a liquid are governed by the compressible Navier-
Stokes equations in the liquid external to the bubble, a description of the gas within
the bubble, and boundary conditions (kinematic and dynamic) which couple the fluid
and gas. We assume the gas inside the bubble to be at a uniform pressure throughout
and to satisfy a thermodynamic law relating the bubble pressure to the bubble volume.
Rayleigh initiated the study of bubble dynamics and derived an equation for the radial
oscillations of a spherically symmetric gas bubble in an incompressible, inviscid liquid
with surface tension [13,28]. This problem has a spherical equilibrium, balancing the
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pressure at infinity and the pressure within the bubble. A general (asymmetric) per-
turbation of this spherical equilibrium will excite all harmonics and Rayleigh showed,
in the linear approximation, that each harmonic executes undamped time-periodic os-
cillations [13]. With viscosity present, the pulsating bubble oscillations are damped
and the spherical equilibrium is approached.
A second very important damping mechanism, energy preserving in nature, is due
to compressibility of the fluid. In a non-viscous and compressible fluid, a perturbation
of the equilibrium bubble will, due to coupling at the gas-liquid interface, generate
acoustic waves in the fluid which, in an unbounded region, propagate to infinity. The
bubble dynamics acquire an effective damping, due to energy transfer to the fluid, and
its propagation to infinity. If surface tension is included asymmetric modes should
damp and the bubble shape should approach that of a sphere as time advances.
Keller and co-workers [8,10,11] modeled slight compressibility of the fluid by the
linear wave equation, exterior to the bubble. Both the bubble interior pressure law
and the boundary conditions are kept as in the incompressible case. In the spherically
symmetric setting this leads to an ODE, which captures acoustic radiation damping.
A systematic derivation of the model of Keller et al., in the spherically symmetric
setting, was presented by Prosperretti-Lezzi [17, 26].
We expect, for the inviscid, compressible problem with surface tension, that the
family of translates of the spherical equilibrium is (locally) nonlinearly asymptotically
stable. Specifically, a small perturbation of the equilibrium spherical bubble, will
induce translational motion of the bubble and deformation of its surface. We expect
that, in a frame of reference which moves with the bubble center of mass, ξ
cm
(t), a
small perturbation of the spherical bubble will damp toward a spherical equilibrium
shape. As in many studies of asymptotic stability for coherent structures in spatially-
extended conservative nonlinear PDEs, linear decay estimates of the type established
in this work can be expected to play a role in the estimation of the convergence to
equilibrium for the nonlinear dynamics.
1.1. PDEs for a gas bubble in a compressible liquid. Consider a gas bub-
ble, occupying a bounded region B(t), surrounded by an inviscid and compressible
fluid with surface tension. We consider the boundary of the bubble, ∂B(t), to be
parametrized by a function R : (α, t) 7→ R(α, t) ∈ ∂B(t) ⊂ R3, with parameter α,
e.g. spherical coordinates.
The time-evolution of the fluid is governed by the system:
∂tu+ (u ·∇)u+ 1
ρ
∇p(ρ) = 0, x ∈ R3 \B(t) (1.1a)
∂tρ+∇ · (ρu) = 0, x ∈ R3 \B(t) (1.1b)
(u ◦R) · nˆ = ∂tR · nˆ, ∂B(t) (1.1c)
pbubble|∂B(t) − pfluid|∂B(t) = 2σH [R], ∂B(t), (1.1d)
where H [R] = 12 ∇ · nˆ denotes the mean curvature at location R ∈ ∂B(t); see, for
example, [13] (Article 275, Equation 5), or [7] (Section 3-3).
The pressure within the fluid is assumed to obey an equation of state: p =
pfluid = p(ρ). Equations (1.1a) and (1.1b) express conservation of momentum and
mass. Equation (1.1c) is the kinematic boundary condition, i.e. the normal velocity,
∂tR · nˆ, of the material point on the bubble surface moves with the normal velocity of
the fluid. The Young-Laplace boundary condition, also called the dynamic boundary
RADIATIVE DECAY OF BUBBLE OSCILLATIONS IN A COMPRESSIBLE FLUID 3
condition, (1.1d), expresses that the jump in pressure at the fluid bubble interface is
proportional to the mean curvature [15]:
pbubble|∂B(t) − pfluid|∂B(t) = Surface Tension × (2×Mean Curvature). (1.2)
We assume that the pressure within the bubble is spatially uniform and given by the
polytropic gas law [19]:
pbubble|∂B(t) = PB =
k
|B(t)|γ = Peq
( 4π
3 a
3
|B(t)|
)γ
, γ > 1. (1.3)
The pressure within the fluid is assumed to satisfy a general smooth relation of the
form: p = p(ρ), so that the system is determined by only one state variable.
Finally we assume that the initial velocity is irrotational, ∇ ∧ u0 = 0. It fol-
lows that the velocity field remains irrotational for all t ≥ 0; see, for example, [13],
Article 33. Thus, there is a single-valued velocity potential Φ, such that u(x, t) =∇Φ.
Equilibrium solutions: Equations (1.1) have a spherically symmetric equilibrium
solution:
u = 0, R = a rˆ = a
x− x0
|x− x0| p = p∞, ρ = ρ∞. (1.4)
The equilibrium bubble radius, a, is uniquely determined via the dynamic boundary
condition
k(
4π
3 a
3
)γ − p∞ = 2σa or Peq = p∞ + 2σa . (1.5)
We consider these dynamics in the linear approximation. Introduce spherical
coordinates, (r, θ, φ) = (r,Ω), with the origin chosen to be the bubble center of mass,
ξ
cm
(t). We express a small perturbation of the spherical bubble as:
Φ(r,Ω, t) = constant + Ψ(r,Ω, t), r = |x− ξ
cm
(t)|, (1.6)
R(t,Ω) =
(
1 + β(Ω, t)
) x− ξ
cm
(t)
|x− ξ
cm
(t)| . (1.7)
In Appendix C we re-write the system (1.1), relative to coordinates centered at ξ
cm
(t).
In the linear approximation, ξ
cm
(t) = ξ
cm
(0)1 and the nondimensional system of
equations, linearized about the spherical equilibrium bubble are:
ǫ2∂t
2Ψ−∆Ψ = 0 r > 1, (1.8a)
Ψr = βt r = 1,
(1.8b)
Ψt = 3γ
(
Ca
2
+
2
We
)〈
β, Y 00
〉
Y 00 −
1
We
(2 + ∆S)β r = 1, (1.8c)
〈 β , Y m1 〉L2(S2) = 0. |m| ≤ 1
(1.8d)
1At nonlinear order, ξ
cm
(t) will typically evolve.
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Here, ǫ denotes the Mach number (M = ǫ is used in the derivation of the non-
dimensional equations in Appendix C), Ca, the Cavitation number, and We, the
Weber number.
We shall focus on the initial-boundary value problem for (1.8) with data corre-
sponding to an initial perturbation of only the bubble surface:
Ψ(r,Ω, t = 0) = ∂tΨ(r,Ω, t = 0) = 0, β(t = 0,Ω) given and sufficiently smooth.
(1.9)
∆S denotes the Laplacian on S
2, in spherical coordinates given by (A.6). The spherical
harmonics, Y ml (Ω), are eigenfunctions: −∆SY ml = l(l+1)Y ml , l ≥ 0, |m| ≤ l, forming
a complete orthonormal set in L2(S2) with respect to the inner product 〈α1, α2〉L2(S2);
see Section D. The orthogonality conditions (1.8d), derived in Appendix C, express
our choice of coordinates (in the linearized approximation) placing the origin at the
bubble center of mass.
1.2. Overview of results and discussion. We conclude this section with an
overview and discussion of results.
1. Time-decay of solutions to wave equation on R3\{|x| ≤ 1} with time-
dependent Neumann data: Theorem 4.2 is a general result, of independent interest,
on the time-decay and resonance expansion of solutions to the initial-boundary value
problem for the wave equation on R3 − S2. The data prescribed on S2 are assumed
sufficiently smooth and exponentially decaying with time. Theorem 4.2 generalizes
the results of [41, 45]; see also [14, 39].
2. Exponential time-decay estimates for the bubble surface perturba-
tion (Theorem 5.1): Theorem 4.2 on the Neumann to Dirichlet map, together with
the detailed information we obtain on the locations of scattering resonances in the
lower half plane, is used to prove that the solution of the initial value problem (1.8)
with initial data (1.9) decays exponentially to zero, pointwise, at a rate O(e−Γ(ǫ)t),
Γ(ǫ) > 0, as t tends to infinity. Moreover, the linearized velocity potential, Ψ(r,Ω, t)
and bubble surface perturbation, β(Ω, t), satisfy resonance expansions in terms of out-
wardly radiating states of the scattering resonance problem. The expansion converges
in C2(K × R+), where K denotes any compact subset of |x| ≥ 1.
3. Scattering resonances and radiation damping: The exponential rate
of decay, Γ(ǫ) = |ℑλ±⋆ (ǫ)|, is determined via the scattering resonance problem, (3.4),
a non-selfadjoint spectral problem associated with the time-harmonic solutions of the
linearized compressible Euler equations + boundary conditions on |x| = 1, with outgo-
ing radiation conditions at infinity. Two families of scattering resonances, associated
with the Helmholtz equation ∆Ψ + ω2Ψ = 0 for |x| > 1, appear in the linearized
problem. Rigid resonances, {ωl,k(ǫ)}l≥0,1≤k≤l+1 (Theorem 3.1), are associated with
Neumann (sound soft) boundary conditions imposed on the sphere, and outgoing ra-
diation conditions at infinity and deformation resonances, {λl,k(ǫ)}l≥0,1≤k≤l+2 (The-
orem 6.1), associated with the hydrodynamic boundary conditions on the sphere,
responsible for the deformation of the bubble-fluid interface, and outgoing radiation
conditions at infinity. Theorem 6.3 implies that for each fixed ǫ > 0, there is a
strip containing the real axis, in which there are no scattering resonances; hence
|ℑλ±⋆ (ǫ)| > 0.
4. Asymptotics of deformation resonances and Fermi’s Golden Rule:
In the incompressible limit, ǫ ↓ 0, all resonances (rigid and deformation) have imag-
inary parts which tend to minus infinity, except for the sub-family of deformation
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resonances called Rayleigh resonances, {λ±l (ǫ)}l≥0. Rayleigh resonances are scatter-
ing resonances in the lower half plane to which the real Rayleigh eigenfrequencies (of
undamped oscillations in the incompressible problem, ǫ = 0) perturb upon inclusion
of small compressibility, ǫ > 0. Their detailed asymptotics for ǫ small is given in
Theorem 6.2. In particular, we find for the
Imaginary parts of the Rayleigh Deformation Resonances:
ℑλ±l=0(ǫ) = −ǫ
[
1
2
(
3γ
2
Ca + 2(3γ − 1) 1
We
)]
,
ℑλ±l (ǫ) = −
1
ǫ
[
1
2
[(l + 2)(l − 1)]l+1 (l + 1)l
[
2ll!
(2l)!
]2(
ǫ2
We
)l+1
+Ol
((
ǫ2
We
)l+2)]
(1.10)
for l = 2, 3, . . . . The proof of (1.10) relies on use of detailed properties of spherical
Hankel function and, in particular, a subtle result on the Taylor expansion of the func-
tion z 7→ Gl(z) = z ∂h(1)l (z)/h(1)l (z) in a neighborhood of z = 0; see Proposition 8.4.
The infinite set of pairs of (real) Rayleigh eigenfrequencies {λ±l (0)}l=0,2,... may be
viewed as: embedded eigenvalues in the continuous spectrum of the unperturbed (ǫ = 0,
incompressible) spectral problem. The negative imaginary part in (1.10) is an instance
of the Fermi Golden Rule. An expression coined originally in the context quantum
electrodynamics [6], it refers to the induced damping of an “excited state” (the bubble
perturbation), due to coupling of an “atom” (the deforming bubble) to a field (wave
equation); see also, for example, [29, 33, 44].
5. Scaling behavior of the decay rate, |ℑλ±⋆ (ǫ)| (Section 7): Theorem 6.2,
asymptotics and high-precision numerics show that the exponential rate of decay is
given by |ℑλ+⋆ (ǫ)| = |ℑλ−⋆ (ǫ)| > 0, where λ±⋆ (ǫ) are the scattering resonance energies
closest to the real axis, and in the lower half plane. These resonances λ±⋆ (ǫ) ∼
λ±l⋆(ǫ), where l⋆(ǫ) = O
(
ǫ−2We
)
. Moreover, an asymptotic study of the results of
Theorem 6.2 yields:
ℜλ±⋆ (ǫ) =
1
ǫ
O
(
We
ǫ2
)
, ℑλ±⋆ (ǫ) =
1
ǫ
O
(
We
ǫ2
e−κ
We
ǫ2
)
, κ > 0.
In contrast, the monopole (spherically symmetric) resonance has an imaginary part
which isO(ǫ). This remarkably slow rate of decay is related to the scattering resonance
problem being a singular perturbation problem in the (incompressible) limit of small
ǫ; the wave equation ǫ2∂2tΦ = ∆Φ reduces to Laplace’s equation ∆Φ = 0 as ǫ → 0.
Figure 1.1 displays, for a particular small choice of ǫ, a range of resonance energies
including those located closest to the real axis. Physically, these very slowly decaying
bubble shape modes are associated with capillary waves on the bubble surface, are
excited only by asymmetric perturbations, and very slowly transfer their energy to
the infinite fluid. 2
2We remark on an interesting example, where scattering resonances converge to the real axis.
Stefanov and Vodev [36] show, for the system of linear elasticity on the exterior of a ball in R3, that
the scattering resonances converge to the real axis exponentially fast, as the spherical harmonic index,
l, tends to infinity. Consequently, the time-decay of solutions is not exponentially fast; see [4,35–38]
and references cited therein. The modes associated with the resonances which come ever closer to
the real axis are called Rayleigh surface waves, a decay rate limiting mechanism analogous to the
capillary surface waves (Rayleigh resonance modes) of the bubble problem we consider in this article.
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Fig. 1.1. (a) Numerically computed scattering resonances associated with spherical har-
monics l = 20, 24, 28, . . . , 52 for ǫ = 0.1, We = 1. Rayleigh resonances are those located just
below the real axis. (b) Vertical axis is scaled to show the resonances closest to the real axis.
6. Monopole vs. Multipole radiation: A discussion of emission of acous-
tic radiation in the physics literature (see [19] and references cited therein) is based
on a heuristic energy balance argument, which assumes that the dominant emis-
sion of acoustic radiation is through the monopole (l = 0, purely radial) mode.
This assumption implies decay of the bubble perturbation on the time scale of or-
der τmonopole(ǫ) ∼ ǫ−1. Our results demonstrate that there are indeed non-symmetric
vibrational modes of a bubble, which have the much longer lifetime
τ(ǫ) ∼ ǫ (ǫ−2We) exp (κ ǫ−2We)≫ τmonopole(ǫ), κ > 0.
Of course, in many systems one would expect viscosity (not included in the modeling)
to contribute a dominant correction to the imaginary part.
We note a relation of these results to those in [18] and [21], who used energy flux
arguments to study the radiation of acoustic energy in compressible atmospheres.
Some future directions: In addition to the question of nonlinear asymptotic sta-
bility of the family of spherical equilibrium bubbles, we remark that there is a rich
class of solutions in the radially symmetric setting. In the case of radial symmetry,
Rayleigh showed that the dynamics of a spherical bubble in an incompressible liquid
exactly reduce to a nonlinear ordinary differential equation for the time-evolution of
the radius. This equation admits the spherical equilibrium (constant radius) state as
well as time-periodic (radially pulsating) states. Plesset [24] extended the analysis
in the spherically symmetric case to include viscosity. It is of interest to study the
dynamics near the spherically symmetric time-periodic states of the Rayleigh-Plesset
equations. We expect that these would be unstable; periodic oscillations would couple
to continuous spectral modes, resulting in radiation-damped “breather” oscillations;
see, for example, [34] and references cited therein. The period map or monodromy
operator associated with the linearization about such a state, for ǫ = 0, would have an
embedded Floquet multiplier on the unit circle, which would perturb to an unstable
Floquet multiplier outside the unit circle [20, 32].
Finally, we remark that the problem we consider is one of a very large class,
involving an infinite dimensional conservative system comprised of two coupled sub-
systems: one subsystem has a discrete number of degrees of freedom (here the mode
amplitudes of the spherical harmonics of the bubble surface) and one has a continuum
of degrees of freedom, the velocity potential governed by the wave equation. While
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there has been significant progress on such systems, where the number of “soliton”
degrees of freedom of the discrete subsystem is finite (for example, see [12,34,43] and
references cited therein), systems like the bubble-fluid system, which involve the cou-
pling of infinite dimensional systems, are central in physical and engineering science
and are an important future direction.
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in greater detail in [31].
1.3. Some oft used notation.
• 〈α, β〉 = 〈α, β〉L2(S2) = inner product on L2(S2); Section D.
• ∆S = Laplacian on S2; Equation (A.6), Y ml (θ, φ) = Y ml (Ω), spherical har-
monic; Appendix B.
• Dimensionless quantities: We = Weber number, Ca = Cavitation number,
ǫ = M = Mach number; Appendix C
rl =
{
3γ
2 Ca + 2(3γ − 1) 1We , l = 0
1
We (l + 2)(l − 1), l ≥ 1,
(1.11)
2. Conservation of Energy. An important role in our analysis of time-decay
of solutions of the initial-boundary value problem for (1.8) is played by the following
conservation law. We use it to establish the scattering resonance frequencies as lying
in the lower half plane; see the proof of Proposition 6.1.
Proposition 2.1. Let ( Ψ(x, t), β(Ω, t) ) denote a smooth complex-valued solu-
tion of the linearized equations.
(i) Then if Ψ decays sufficiently rapidly as |x| → ∞, then the following func-
tional is time-invariant
E =
∫
|x|≥1
(
ǫ2|∂tΨ|2 + |∇Ψ|2
)
dx+3γ
(
Ca
2 +
2
We
) ∣∣〈β, Y 00 〉∣∣2+ 1We〈(−∆S−2)β, β〉, (2.1)
where 〈α, β〉 denotes the inner product on L2(S2).
(ii) The energy, E, can also be expressed as:
E =
∫
|x|≥1
(
ǫ2|∂tΨ|2 + |∇Ψ|2
)
dx +
(
3γ
2 Ca + 2(3γ − 1) 1We
) ∣∣〈β, Y 00 〉∣∣2
+
1
We
∑
l≥2
∑
|m|≤l
(l + 2)(l − 1) |〈β, Y ml 〉|2 . (2.2)
Furthermore, E is positive definite on solutions of the linearized equations (1.8) since
γ > 1.
Proof. Part (i): Multiplying the wave equation (1.8a) by ∂tΨ and taking the real
part of the resulting equation yields
∂te(Ψ, ∂tΨ) + ∇ ·
( −∂tΨ∇Ψ − ∂tΨ∇Ψ) = 0, (2.3)
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where e(Ψ, ∂tΨ) = ǫ
2|∂tΨ|2 + |∇Ψ|2. Integration of the local conservation law (2.3)
over the region |x| ≥ 1 yields
d
dt
∫
|x|≥1
e(Ψ, ∂tΨ) dx+
∫
|x|=1
(
∂tΨ∇Ψ · nˆ+ ∂tΨ∇Ψ · nˆ
)
dS = 0, (2.4)
where nˆ denotes the unit normal to S2, pointing into the ball. The theorem no follows
from re-expressing the second term in (2.4) using the boundary conditions:∫
|x|=1
(
∂tΨ∇Ψ · nˆ+ ∂tΨ∇Ψ · nˆ
)
dS
=
d
dt
[
3γ
(
Ca
2 +
2
We
) ∣∣〈β, Y 00 〉∣∣2 + 1We 〈(−∆S − 2)β, β〉] (2.5)
Part (ii): We show now, using the center of mass constraint, (1.8d), that the energy
is positive definite on solutions of the linearized system, (1.8).
By (1.8d) we can expand β in spherical harmonics as β = 〈β, Y 00 〉Y 00 + βl≥2,
where βl≥2 =
∑
l≥2
∑
|m|≤l 〈β, Y ml 〉 Y ml . Consider the expression 〈(−∆S − 2)β, β〉.
We have, by orthogonality
〈(−∆S − 2)β, β〉 = −2
∣∣〈β, Y 00 〉∣∣2 + 〈(−∆S − 2)βl≥2, βl≥2〉
= −2 ∣∣〈β, Y 00 〉∣∣2 +∑
l≥2
∑
|m|≤l
(l + 2)(l − 1) |〈β, Y ml 〉|2 (2.6)
Use of (2.6) in the expression for the energy (2.1) yields (2.2), which is clearly positive
definite.
3. The Scattering Resonance Problem. Our results on time-decay of the
velocity potential and bubble surface perturbations (Theorems 4.2 and 5.1) are proved
using their representation as inverse Laplace transforms of a resolvent operator applied
to the initial data; see Equations (4.19) and (5.12), in which the contour of integration
is a horizontal line in the upper half of the complex frequency plane. Time decay
(and a resonance mode expansion) is deduced by analytically continuing the resolvent
kernel (Green’s function) and deforming the integration contour across the real axis
(essential spectrum) into the lower half plane. The time-decay is determined by
poles of this analytically continued resolvent kernel. These poles are called scattering
resonances or scattering poles. An alternative characterization of scattering resonances
is as complex frequencies in the lower half plane for which there are non-trivial time-
harmonic solutions of the linearized equations, satisfying an outgoing radiation (non-
self-adjoint) boundary condition at infinity.
In this section we use the alternative (spectral) characterization as solutions of a
non-selfadjoint eigenvalue problem. We consider two classes of scattering resonances:
1. Rigid resonances, associated with the wave equation on the exterior of the
(rigid) unit sphere with Neumann boundary conditions, and
2. Deformation resonances, associated with the linearized system (1.8).
Both families of resonances, for ǫ > 0, lie in the lower half plane. Of particular
interest is the resonance in each family with the smallest (in magnitude) imaginary
part. Denote by ω⋆(ǫ) and λ⋆(ǫ)
3 the rigid and deformation resonances of smallest
imaginary parts. We find for ǫ small:
|ℑω⋆(ǫ)| = O
(
ǫ−1
)
, |ℑλ⋆(ǫ)| = O
(
ǫ−3e−
κ
ǫ2
)
, κ > 0 ⇒ |ℑλ⋆(ǫ)| ≪ |ℑω⋆(ǫ)| . (3.1)
3Here, and in later sections, λ±⋆ (ǫ) may be denoted simply λ⋆(ǫ).
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3.1. Rigid - Neumann scattering resonances. We consider the scattering
resonance problem, associated with the wave equation ǫ2∂2tΨ = ∆Ψ in the exterior of
the unit sphere with Neumann boundary conditions. Seeking time-harmonic solutions,
Ψ(r,Ω, t) = e−iωtΨω, which are outgoing as r →∞ , we arrive the following eigenvalue
problem(
∆ + (ǫω)2
)
Ψω(r,Ω) = 0, r > 1; ∂rΨω(r,Ω) = 0, r = 1. (3.2)
Outgoing solutions are spanned by functions of the form h
(1)
l (ǫωr) Y
m
l (Ω). Thus, ω
is a Neumann scattering resonance if and only if ∂hl(ǫω) = 0 . The following result
summarizes results in [22, 41]; see also [1].
Theorem 3.1. Fix an arbitrary ǫ > 0 and arbitrary.
(i) For each l ≥ 0, the equation ∂h(1)l (ǫω) = 0 has a family of solutions
{ωl,k(ǫ) = ǫ−1ωl,k : k = 1, . . . , l+ 1}.
(ii) The set of all Neumann scattering resonances is a discrete subset of the lower
half complex plane and is uniformly bounded away from the real axis. In particular,
there exists l∗ ≥ 0, 1 ≤ k∗ ≤ l∗+1 such that ω∗(ǫ) =def ωl∗,k∗(ǫ) is a resonance whose
imaginary part is of minimal magnitude, i.e.
ℑωl,k(ǫ) ≤ ℑω∗(ǫ) < 0, for all l ≥ 0, k = 1, . . . , l+ 1 (3.3)
(iii) There exist constants C1, C2 > 0, such that for all l ≥ 0
C1 ǫ
−1 l1/3 ≤ |ℑωl,k(ǫ)| , l ≫ 1 and |ωl,k(ǫ)| = ǫ−1|ωl,k| ≤ C2ǫ−1 l .
This result is essentially due to Tokita [41] and uses fundamental results on the
asymptotics of Hankel and Airy functions; see Olver [1, 22]. Explicit approximations
to zeros of ∂Hν are given in Equation (E.17).
3.2. Deformation resonances. We seek time-harmonic solutions of the lin-
earized perturbation equations (1.8) : Ψ = e−iλtΨλ(r,Ω), β = e−iλtβλ(Ω). Substitu-
tion into (1.8) yields the following Helmholtz eigenvalue problem:(
∆+ (ǫλ)
2
)
Ψλ = 0, r > 1 (3.4a)
∂rΨλ = −iλβλ, r = 1 (3.4b)
−iλΨλ = 3γ
(
Ca
2 +
2
We
) 〈βλ, Y 00 〉Y 00 − 1We (2 + ∆S)βλ , r = 1 (3.4c)
Ψλ outgoing r→∞. (3.4d)
If λ is such that (3.4) has a non-trivial solution, then we call λ a (deformation)
scattering resonance energy or scattering frequency, and (Ψλ, βλ) a corresponding
scattering resonance mode.
Since outgoing solutions of the three-dimensional Helmholtz equation are linear
combinations of solutions of the form h
(1)
l (r)Y
m
l (Ω), |m| ≤ l, where h(1)l denotes the
outgoing spherical Hankel function of order l, we seek solutions of the boundary value
problem (3.4) of the form: Ψλ(r,Ω) = A Y
m
l (Ω) h
(1)
l (ǫλr), βλ(Ω) = B Y
m
l (Ω), r ≥ 1,
Ω ∈ S2, where A and B are constants to be determined. This Ansatz automatically
solves the Helmholtz equation and satisfies the outgoing radiation condition. To
impose the boundary conditions at r = 1 we substitute we substitute the expressions
for Ψλ and βλ into (3.4) and obtain the following two linear homogeneous equations
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for the constants A and B. This system has a non-trivial solution if and only if λ
solves the equation:
rl ǫ λ∂h
(1)
l (ǫλ) + λ
2h
(1)
l (ǫλ) = 0, (3.5)
where rl is given by (1.11). We shall be interested in the character of solutions to (3.5)
for small, positive and fixed ǫ. By (D.11)
lim
z→0
z∂h
(1)
l (z)
h
(1)
l (z)
= lim
z→0
pl(z)
rl+1 [lpl(z)− pl+1(z)] = −(l + 1) . (3.6)
Thus, we write (3.5) in the form:
λ2 + rl Gl(ǫλ) = 0, Gl(z) ≡ z∂h
(1)
l (z)
h
(1)
l (z)
. (3.7)
we call the solutions of (3.7) deformation resonances. Their properties are summarized
in the following result, proved in Section 6.
Theorem 3.2 (Deformation resonances). Fix ǫ > 0 and arbitrary.
(i) There are l+2 solutions of Equation (3.7) denoted {λl,j(ǫ)}, for l = 0, 2, 3, . . .
and j = 1, . . . , l + 2. These are the deformation resonance energies.
(ii) The set of deformation resonance energies is a discrete subset of the lower
half complex plane and is uniformly bounded away from the real axis. That is, for
some l⋆(ǫ), k⋆(ǫ),
ℑλl,j(ǫ) ≤ ℑλl⋆,j⋆(ǫ) ≡ ℑλ⋆(ǫ) < 0, all l ≥ 0, |j| ≤ l+ 2. (3.8)
(iii) λl,j(ǫ) = O(l) as l →∞.
(iv) In the incompressible limit, ǫ → 0+, the imaginary parts of all resonances
tend to −∞ except for the family of Rayleigh resonances with real frequencies:
λ±0 (0) = ±
√
3γ
2 Ca +
2
We(3γ − 1), λ±l (0) = ±
√
1
We(l + 2)(l + 1)(l − 1), l ≥ 2. (3.9)
4. A theorem on resonance expansions and time-decay for the exte-
rior Neumann problem for the wave equation. Our strategy for solving the
initial-boundary value problem (1.8), (1.9) is to (1) construct the solution to the
wave equation (1.8a) with kinematic boundary condition (1.8b), which specifies Neu-
mann boundary data on the unit sphere. This is the Neumann to Dirichlet map
∂tβ 7→ Ψ = NtD [∂tβ]. Then, (2) substitute Ψ = ∂tβ → NtD [∂tβ] into the dynamic
boundary condition (1.8c) and then study the closed nonlocal equation for β on the
unit sphere.
Denote by U the exterior of the unit sphere in R3:
U = {x : |x| > 1}.
In particular, we consider the general initial-boundary value problem(
c−2∂2t −∆
)
u = 0, in U × (0,∞), (4.1a)
u = 0, ∂tu = 0, on U × {t = 0}, (4.1b)
∂ru = ∂tf, on ∂U × (0,∞) (4.1c)
RADIATIVE DECAY OF BUBBLE OSCILLATIONS IN A COMPRESSIBLE FLUID 11
where the function ∂tf : ∂U × (0,∞) → R is a prescribed boundary forcing func-
tion, whose properties (anticipating those of the bubble shape perturbation, ∂tβ) are
prescribed below.
We introduce a norm of functions, ∂tf = ∂tf(Ω, t), defined on the sphere, S
2,
which encodes smoothness in Ω ∈ S2 and decay in time, t.
Definition 4.1.
(i) For a function J : [0,∞)→ R, define for any κ ∈ R.
[J ]κ = sup
t≥0
eκt|J(t)|. (4.2)
(ii) For a function g : Rt × S2Ω → R, with spherical harmonic expansion:
g(t,Ω) =
∑
l≥0
∑
|m|≤l g
m
l (t)Y
m
l (Ω), define, for q, κ ∈ R, the norm
[g]q,κ =
∑
l≥0
∑
|m|≤l
(1 + l)q sup
t≥0
eκt ( |gml (t)|+ |∂tgml (t)| )
=
∑
l≥0
∑
|m|≤l
(1 + l)q ( [gml ]κ + [∂tg
m
l ]κ ) . (4.3)
The main result of this section is the following theorem, a generalization [41, 45].
Theorem 4.2. Consider the Neumann initial-boundary value problem for the
wave equation (4.1) on the exterior of the unit sphere.
(i) Time Decay Estimate: There exists α > 0, such that if [∂tf ]α,η < ∞, with
η > 0, then there exists a unique solution of the initial-boundary value problem equa-
tions (4.1) satisfying the bound
|u(x, t)| ≤
{
C 1|x|e
−min{η,|ℑω∗|}(t− |x|−1c ) [∂tf ]α,η, 1 < |x| < 1 + ct
0, |x| ≥ 1 + ct (4.4)
Here, ω∗ (ℑω∗ < 0) denotes the scattering resonance of the exterior wave equation
with Neumann boundary condition, which is closest to the real axis; see Theorem 3.1.
(ii) Resonance Expansion: Let α be as above. Suppose f : S2×R+ → C has the
spherical harmonic expansion in the sense that
lim
L→∞
[∂tf − ∂tf (L)]α,η = 0, where f (L)(Ω, t) ≡
L∑
l=0
∑
|m|≤l
fml (t)Y
m
l (Ω). (4.5)
Denote by u(L)(r,Ω, t) the resonance expansion partial sum:
u(L) = i
L∑
l=0
∑
|m|≤l
 l+1∑
k=1
t−(r−1)/c∫
0
e−iω
k
l (t−s)∂sfml (s) ds
h
(1)
l (ωl,kr/c)
(ωl,k/c2) ∂2h
(1)
l (ωl,k/c)
Y ml (Ω).
(4.6)
Here h
(1)
l (z) is the outgoing spherical Hankel function of order l and
{ωkl } are the solutions of ∂h(1)l (ω/c) = 0;
see Theorem 3.1. The limit u(x, t) = limL→∞ u(L)(x, t) exists and converges to the
unique of solution of the initial-boundary value problem (4.1). Furthermore, we have
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the following error estimate for the resonance expansion. For 0 ≤ |a|+ |b| ≤ 2:∣∣∣ ∂at ∂bx(u− u(L))(x, t) ∣∣∣
≤
{
C [∂tf − ∂tf (L)]α,η 1|x| e−min{η,|ℑω∗|}(t−
|x|−1
c ), 1 < |x| < 1 + ct
0, |x| ≥ 1 + ct. (4.7)
4.1. Proof of Theorem 4.2 . We first note that the decay estimate of Part 1 is a
consequence of the resonance expansion of Part 2. Indeed, suppose Part 2 holds. Then,
to prove the decay estimate (4.4), note that |u(x, t)| ≤ |u(L)(x, t)|+|u(x, t)−u(L)(x, t)|.
The first term is a finite sum, each of whose terms satisfies the decay estimate, while
the second is controlled by (4.7).
We now turn to the proof of the resonance expansion, Part 2 of Theorem 4.2. We
first derive and, by Laplace transform methods, solve the equations for the spherical
harmonic coefficients uml (r, t); see Equation (4.24). Then, we form the partial sum
for u(L)(r,Ω, t) and prove convergence. In proving Theorem 4.2 we use the following
two estimates:
Proposition 4.3. Fix r > 1 and l ≥ 0. Then we have the bound
Ql(ω, r) ≡ h
(1)
l (ωr/c)
(ω/c) ∂h
(1)
l (ω/c)
e−iω(r−1)/c (4.8)
=
1
ωr/c
(
1 +Ol,r
(
1
|ω|
) )
as |ω| → ∞. (4.9)
Proof. We use facts about hl(z), documented in Appendix D.1. Note that
h
(1)
l (z) = z
−l−1pl(z)eiz , where pl(z) is a polynomial of degree l. Furthermore, we
have the following recursion relating hl and ∂hl derivatives
∂h
(1)
l (z) = z
−1lh(1)l (z)− h(1)l+1(z); (4.10)
see Appendix D.3. Therefore,
Ql(ω, r) =
pl(ωr/c)
rl+1 [lpl(ω/c)− pl+1(ω/c)] .
Now fix r > 1 and l ≥ 0. The asymptotics (4.9) follows using that pl(z) ∼ allzl for
large |z| and that |all/al+1l+1| = 1.
Proposition 4.4. Let 0 < η < |ℑω∗| =def minl,k |ℑωl,k|. Then,∫ t− r−1c
0
eℑωl,k(t−s)e−ηs ds e−ℑωl,k
r−1
c ≤ C|ℑω∗| − η e
−η(t− r−1c ), r < 1 + ct.
We now embark on the proof of Theorem 4.2. Substitution of the expansion
u(r,Ω, t) =
∞∑
l=0
∑
|m|≤l
uml (r, t)Y
m
l (Ω) (4.11)
into equation (4.1a), expressing the Laplacian as ∆r + r
−2∆S (radial and spherical
parts) and using that −∆SY ml = l(l + 1)Y ml , we obtain the following equations for
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uml (r, t): (
c−2∂2t −∆r +
l(l+ 1)
r2
)
uml (r, t) = 0. (4.12)
From the boundary conditions equation (4.1c) we have
∂ru
m
l (r, t) = ∂tf
m
l (t), at r = 1 (4.13)
In terms of the time Laplace transform of u, u˜ml (r, p) =
∫∞
0 e
−ptuml (r, t) dt., the
initial-boundary value problem (4.12), (4.13), with vanishing initial conditions for
r > 1 becomes[
1
r2
∂r
(
r2∂r
)
+
(
ip
c
)2
− l(l + 1)
r2
]
u˜ml (r, p) = 0 (4.14)
∂ru˜ml (r, p) = ∂˜tf
m
l (p), at r = 1, u˜
m
l (r, p) → 0 as r →∞. (4.15)
Equation (4.14) is solved in terms of the outgoing spherical hankel function h
(1)
l ; see
Appendix D:
u˜ml (r, p) = A
m
l (p)h
(1)
l (ipr/c), (4.16)
where Aml (p) is to be determined. Imposing the boundary condition (4.15) yields
Aml (p) =
∂˜tfml (p)
(ip/c) ∂h
(1)
l (ip/c)
. Inversion of the Laplace transform yields:
uml (r, t) =
1
2πi
∫ µ+i∞
µ−i∞
ept
∂˜tfml (p)h
(1)
l (ipr/c)
(ip/c) ∂h
(1)
l (ip/c)
dp , (4.17)
where the contour is chosen in the right half plane, with ℜp = µ > 0 sufficiently large
so that all poles lie to left.
We find it convenient to work with a rotated (horizontal) contour and therefore
make the change of variable
ω = ip . (4.18)
Then,
uml (r, t) =
1
2π
∫ ∞+iµ
−∞+iµ
e−iωt
∂˜tfml (−iω)h(1)l (ωr/c)
(ω/c) ∂h
(1)
l (ω/c)
dω
=
1
2π
∫ ∞+iµ
−∞+iµ
e−iω(t−(r−1)/c)Ql(ω, r) dω, µ > 0,
(4.19)
where Ql(ω, r) is defined in (4.8).
We first consider, r = |x| fixed with r > 1 + ct and prove the finite propagation
speed result:
uml (r, t) = 0, r > 1 + ct. (4.20)
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Proof of Equation (4.20). By Theorem 3.1 the poles of Ql(ω, r) are in the lower
half ω− plane. Therefore, for any ρ > 0
1
2π
( ∫ ρ+iµ
−ρ+iµ
+
∫
Cρ
)
e−iω(t−(r−1)/c) Ql(ω, r)dω = 0, µ > 0, (4.21)
where Cρ = { ω : |ω − iµ| = ρ, ℑω > µ }. It follows from (4.21) that for r > 1 + ct
uml (r, t) = lim
ρ→∞
1
2π
∫ ρ+iµ
−ρ+iµ
eiω((r−1)/c − t)Ql(ω, r) dω,
= − lim
ρ→∞
1
2π
∫
Cρ
eiω((r−1)/c − t)Ql(ω, r) dω
(4.22)
Note that the integrand is analytic in the upper half plane, continuous up to the real
line and, by Proposition 4.3, maxθ∈[0,π] |Ql(ρeiθ, r)| → 0 as ρ → ∞. By Jordan’s
Lemma the limit in (4.22) vanishes, proving (4.20).
For r ≤ 1 + ct, we decompose the Laplace transform of the initial data, ∂˜tfml :
∂˜tfml (−iω) =
∫ t−(r−1)/c
0
eiωs∂sf
m
l (s) ds︸ ︷︷ ︸
F(1)l,m(ω;t)
+
∫ ∞
t−(r−1)/c
eiωs∂sf
m
l (s) ds︸ ︷︷ ︸
F(2)l,m(ω;t)
(4.23)
and the corresponding solution
uml (r, t) =
1
2π
∫ ∞+iµ
−∞+iµ
e−iωtF (1)l,m(ω; t)
h
(1)
l (ωr/c)
(ω/c) ∂h
(1)
l (ω/c)
dω︸ ︷︷ ︸
≡ U(1)l,m(r,t)
+
1
2π
∫ ∞+iµ
−∞+iµ
e−iωtF (2)l,m(ω; t)
h
(1)
l (ωr/c)
(ω/c) ∂h
(1)
l (ω/c)
dω︸ ︷︷ ︸
≡ U(2)l,m(r,t)
.
(4.24)
In the following two propositions, we evaluate U
(1)
l,m and U
(2)
l,m.
Proposition 4.5. Let ωl,k = ωl,k
(
c−1
)
, k = 1, 2, . . . , l + 1 denote the solutions
of ∂h
(1)
l (ω/c) = 0; see Theorem 3.1 with ǫ = c
−1 4. For r < 1 + ct, Ul,m can be
expressed as a sum over residues:
U
(1)
l,m(r, t) =
l+1∑
k=1
∫ t−(r−1)/c
0
ie−iω
k
l (t−s)∂sfml (s) ds Res
ω=ωkl
h
(1)
l (ωr/c)
(ω/c) ∂h
(1)
l (ω/c)
,
=
l+1∑
k=1
∫ t−(r−1)/c
0
ie−iω
k
l (t−s)∂sfml (s) ds
h
(1)
l (ωl,kr/c)
(ωl,k/c2) ∂2h
(1)
l (ωl,k/c)
. (4.25)
4The notation of Theorem 3.1 suggests we label the solutions of ∂h
(1)
l
(ω/c) = 0 as ωl,k
(
c−1
)
.
For ease of presentation, in this self-contained section, we mildly abuse notation here and refer to
these solutions as simply ωl,k.
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Proposition 4.6. U
(2)
l,m(r, t) ≡ 0.
Proof of Proposition 4.5. We evaluate the contour integral representation of U
(1)
l,m
by the method of residues. Consider the clockwise-traversed rectangular contour
ΓM,µ,γ = Γ1 + Γ2 + Γ3 + Γ4, where
Γ1 = {x+ iµ : −M ≤ x ≤M}, Γ2 = {M − iy : −µ ≤ y ≤ γ}
Γ3 = {−x− iγ : −M ≤ x ≤M}, Γ4 = {−M + iy : −γ ≤ y ≤ µ}.
By Theorem 3.1, ∂h
(1)
l (ω/c) has l+1 zeros in the lower half plane and we can therefore
choose M > 0 and γ > 0 such that ΓM,µ,γ encircles these zeros.
Claim 1:
∫
Γ2
and
∫
Γ4
→ 0 as M →∞
This claim is a direct application of the asymptotics (4.9) on the Hankel function ratio
in the integrand. Namely,∣∣∣∣∣
∫
Γ2,4
∫ t−(r−1)/c
0
e−iω(t−s)∂sfml e
iω r−1c ds
h
(1)
l (ωr/c) e
−iω r−1c
(ω/c) ∂h
(1)
l (ω/c)
dω
∣∣∣∣∣
≤
∫
Γ2,4
∫ t−(r−1)/c
0
eµ(t−s)|∂sfml | ds e−ℑω
r−1
c
2
|ωr/c| dω
≤ C
rM
eγ
r−1
c
∫ t−(r−1)/c
0
eµ(t−s)|∂sfml | ds→ 0 as M →∞.
We therefore have
U
(1)
l,m(r, t) =
l+1∑
k=1
∫ t−(r−1)/c
0
ie−iωl,k(t−s)∂sfml (s) ds Resω=ωl,k
h
(1)
l (ωr/c)
(ω/c) ∂h
(1)
l (ω/c)
+
1
2π
∫
ΓM,γ3
∫ t−(r−1)/c
0
e−iω(t−s)∂sfml (s) ds
h
(1)
l (ωr/c)
(ω/c) ∂h
(1)
l (ω/c)
dω, (4.26)
where M > 0 sufficiently large. The size of M depends on l, since the contour must
enclose all l + 1 poles of the integrand. This completes the proof of Claim 1.
Our goal is to deform the contour Γ3 = Γ
M,γ
3 downward, by sending γ →∞, and
to establish the following claim, from which Proposition 4.5 follows immediately.
Claim 2: The dω integral in (4.26) satisfies the estimate
sup
M>0
∣∣∣∣∣
∫
ΓM,γ3
· · · dω
∣∣∣∣∣ → 0, as γ →∞. (4.27)
To prove Claim 2, we integrate by parts in s, exploiting the oscillatory character
of the integrand, in order to obtain absolutely convergent dω integrals.∫
ΓM,γ3
· · · dω = − 1
2πi
[I1(r, t) + I2(r, t) + I3(r, t)] (4.28)
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where
I1(r, t) =
∫ M−iγ
−M−iγ
∫ t−(r−1)/c
0
e−iω(t−s)∂2sf
m
l (s) ds
h
(1)
l (ωr/c)
(ω2/c) ∂h
(1)
l (ω/c)
dω (4.29a)
I2(r, t) = −∂tfml (t− (r − 1)/c)
∫ M−iγ
−M−iγ
e−iω(r−1)/c
h
(1)
l (ωr/c)
(ω2/c) ∂h
(1)
l (ω/c)
dω (4.29b)
I3(r, t) = ∂tf
m
l (0)
∫ M−iγ
−M−iγ
e−iωt
h
(1)
l (ωr/c)
(ω2/c) ∂h
(1)
l (ω/c)
dω (4.29c)
We conclude the proof of Claim 2, and therewith Proposition 4.5, by now showing
for j = 1, 2, 3, sup
M>0
| Ij(r, t) | = O(γ−1) → 0, as γ →∞. (4.30)
Estimation of I1(r, t): Choose γ > 2η. Using the bound (4.8), we have
|I1(r, t)| ≤
∣∣∣∣∣
∫ M−iγ
−M−iγ
∫ t−(r−1)/c
0
∣∣∣e−iω(t−s)eiω r−1c ∂2sfml (s)∣∣∣ dsh(1)l (ωr/c)e−iω r−1c
(ω/c)∂h
(1)
l (ω/c)
1
ω
dω
∣∣∣∣∣
≤
∫ t−(r−1)/c
0
e−γ(t−(r−1)/c−s)e−ηs ds [∂tf ]α,η
2c
r
∣∣∣∣∣
∫ M−iγ
−M−iγ
1
|ω|2 dω
∣∣∣∣∣
≤ 8c
γr
e−η(t−(r−1)/c) [∂tf ]α,η.
Estimation of I2(r, t):
|I2(r, t)| ≤ |∂tfml (t− (r − 1)/c)|
∣∣∣∣∣
∫ M−iγ
−M−iγ
∣∣∣∣∣h(1)l (ωr/c) e−iω((r−1)/c)(ω/c)∂h(1)l (ω/c)
∣∣∣∣∣ 1|ω| dω
∣∣∣∣∣
≤ 2c
r
e−η(t−(r−1)/c)
∣∣∣∣∣
∫ M−iγ
−M−iγ
1
|ω|2 dω
∣∣∣∣∣ [∂tf ]α,η ≤ 2cγr e−η(t−(r−1)/c) [∂tf ]α,η.
Estimation of I3(r, t): Lastly,
|I3(r, t)| ≤ |∂tfml (0)|
∣∣∣∣∣
∫ M−iγ
−M−iγ
∣∣∣e−iωteiω((r−1)/c)∣∣∣ ∣∣∣∣∣h(1)l (ωr/c) e−iω((r−1)/c)(ω/c)∂h(1)l (ω/c)
∣∣∣∣∣ 1|ω| dω
∣∣∣∣∣
≤ 2c
r
|∂tfml (0)| e−γ(t−(r−1)/c)
∣∣∣∣∣
∫ M−iγ
−M−iγ
1
|ω|2 dω
∣∣∣∣∣
≤ 2c
γ r
e−γ(t−(r−1)/c) [∂tfml ]α,η.
Proof of Proposition 4.6. We must prove that U
(2)
l,m(r, t) ≡ 0. Note the following
bound, for ℑω > 0 and r < 1 + ct:
|F (2)l,m(ω, t)| ≡
∣∣∣∣∣
∫ ∞
t−(r−1)/c
eiωs∂sf
m
l (s) ds
∣∣∣∣∣ ≤ C|ω|−1e−(ℑω+η)[t−(r−1)/c][∂tf ]α,η. (4.31)
This follows from direct substitution and integration of the bound∣∣eiωs∂sfml (s)∣∣ ≤ e−ℑωs e−ηs [∂tf ]α,η.
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We now use (4.31) to establish that U
(2)
l,m(r, t) ≡ 0. Indeed,
∣∣∣U (2)l,m(r, t)∣∣∣ ≡
∣∣∣∣∣ 12π
∫ M+iν
−M+iν
e−iωtF (2)l,m(ω; t)
h
(1)
l (ωr/c)
(ω/c)∂h
(1)
l (ω/c)
dω
∣∣∣∣∣
≤ 2Cc
2πr
∣∣∣∣∣
∫ M+iν
−M+iν
eν(t−(r−1)/c) · e
−(ν+η)[t−(r−1)/c]
|ω|2 dω
∣∣∣∣∣ [∂tf ]α,η
≤ C
∣∣∣∣∣
∫ M+iν
−M+iν
dω
|ω|2
∣∣∣∣∣ e−η(t−(r−1)/c) ≤ C
∫ ∞
−∞
dz
z2 + ν2
dz → 0
as ν → ∞, and thus, U (2)l,m(r, t) = 0. This completes the proof of Claim 2 and thus
Proposition 4.5.
Proof of the Resonance Expansion (4.5). The resonance partial sum, defined as
u(L)(r,Ω, t) =
∑L
l=0
∑
|m|≤l u
m
l (r, t) Y
m
l (Ω) is
u(L) = i
L∑
l=1
∑
|m|≤l
[
l+1∑
k=1
∫ t−(r−1)/c
0
e−iω
k
l (t−s)∂sfml (s) ds Res
ω=ωkl
h
(1)
l (ωr/c)
(ω/c) ∂h
(1)
l (ω/c)
]
Y ml (Ω)
which gives Equation (4.6).
To study the convergence of u(L) as L tends to infinity, consider the difference
u(N) − u(L), where N and L are large with N > L and prove:
Proposition 4.7. Let |ℑω∗| = mink,l |ℑωl,k| and pick η ∈ (0, |ℑω∗|). Assume
[∂tf ]α,η <∞. Then, for |a|+ |b| ≤ 2,
∣∣∣ ∂αt ∂βx (u(N)(x, t)− u(L)(x, t)) ∣∣∣ ≤ C [∂tf (N) − ∂tf (L)]α,η e−η (t− r−1c )r . (4.32)
Therefore, for any compact subset It×Ωx ⊂ R+t ×Rdx, {u(L)} is a Cauchy sequence in
C2(It×Ωx) and converges uniformly on It×Ωx to a limit u(x, t), which is a classical
solution of the initial-boundary value problem (4.1).
Proof. We begin by estimating the difference u(N)(x, t) − u(L)(x, t):∣∣∣ u(N)(x, t) − u(L)(x, t) ∣∣∣
≤
N+1∑
l=L+1
∑
|m|≤l
|Y ml (Ω)|
∣∣∣∣∣
l+1∑
k=1
∫ t− r−1c
0
e−iω
k
l (t−s)∂sfml (s) ds
h
(1)
l (ωl,kr/c)
(ωl,k/c2) ∂2h
(1)
l (ωl,k/c)
∣∣∣∣∣
≤
N+1∑
l=L+1
∑
|m|≤l
|Y ml (Ω)|
l+1∑
k=1
∣∣∣∣∣
∫ t− r−1c
0
e−iω
k
l (t−s)∂sfml (s) ds
∣∣∣∣∣
∣∣∣∣∣ h
(1)
l (ωl,kr/c)
(ωl,k/c2)∂2h
(1)
l (ωl,k/c)
∣∣∣∣∣
≤
N+1∑
l=L+1
∑
|m|≤l
|Y ml (Ω)| |∂fml |∞,η
l+1∑
k=1
t− r−1c∫
0
eℑωl,k(t−s)e−ηs ds
∣∣∣∣∣ h
(1)
l (ωl,kr/c)
(ωl,k/c2) ∂2h
(1)
l (ωl,k/c)
∣∣∣∣∣ .
(4.33)
To complete the proof of Proposition 4.7 we require Proposition 4.4 and the following
two propositions:
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Proposition 4.8. There is a constant C > 0, independent of r, such that for
0 ≤ a ≤ 2, and any r > 1,∣∣∣∣∣∣
∂ar
(
h
(1)
l (ωl,kr/c)
)
(ωl,k/c2) ∂2h
(1)
l (ωl,k/c)
∣∣∣∣∣∣ ≤ C (1 + l)
q⋆ · la
r
. (4.34)
Proposition 4.9. |∂aθ ∂bφ Y ml (θ, φ)| = O(l1/2+n), for |a|+ |b| = n, n = 0, 1, 2.
Proposition 4.8 is proved using the uniform asymptotic expansions for Hankel
of large argument and large order and the asymptotic locations of the resonances
{ωl,k}. The arguments are of the type used in [41] and very close to our proof of
Proposition 5.2, presented in Appendix F. Proposition 4.9 is a classical result of
Calderon and Zygmund [5]. We now complete the proof using Propositions 4.4, 4.8
and 4.9. First, we bound the (l,m) term of (4.33) as follows:
|Y ml (Ω)| |∂fml |∞,η
l+1∑
k=1
∫ t− r−1c
0
eℑωl,k(t−s)e−ηs ds
∣∣∣∣∣ h
(1)
l (ωl,kr/c)
(ωl,k/c2) ∂2h
(1)
l (ωl,k/c)
∣∣∣∣∣
≤ C l1/2 × |∂fml |∞,η ×
(l + 1)
|ℑω∗| − η e
−η(t− r−1c ) × (1 + l)
q⋆
r
.
Summing this estimate over l and m yields:∣∣∣ u(N)(x, t)− u(L)(x, t) ∣∣∣ ≤ C|ℑω∗| − η [∂tf (N) − ∂tf (L)]q⋆+ 32 ,η r−1e−η(t− r−1c ).
Similarly, we have for any a, b with |a|+ |b| ≤ 2, we obtain (4.32). This completes the
proof of Proposition 4.7. Theorem 4.2 now follows by passing to the limit N → ∞,
which proves the resonance expansion bound on u− u(L), (4.7).
5. Linearized bubble dynamics: solution of the initial-boundary value
problem, decay estimates & resonance expansion. We next state our main re-
sults on decay estimates and resonance expansions for solutions of the initial-boundary
value problem (1.8), (1.9). A key tool is the general result, Theorem 4.2, for the Neu-
mann to Dirichlet map.
Theorem 5.1. Fix ǫ > 0 and arbitrary. Suppose ‖β(t = 0)‖ =∑l≥0∑|m|≤l(1 +
l)2+
1
6 |βml (0)| < ∞. There exists a unique solution Ψ(r,Ω, t), β(Ω, t), defined for
r > 1, Ω ∈ S2, which solves the initial value problem (1.8).
(i) Decay Estimates: The solution satisfies the following decay estimates:
|β(Ω, t)| ≤ C ‖β(t = 0)‖ e−|ℑλ⋆(ǫ)|t, Ω ∈ S2, (5.1)
|Ψ(x, t)| ≤
{
C 1|x|e
−min{ℑλ⋆(ǫ),|ℑω∗(ǫ)|}(t−ǫ(|x|−1) ‖β(t = 0)‖, 1 < |x| < 1 + ǫ−1t,
0, |x| > 1 + ǫ−1t.
(5.2)
Here, ℑλ⋆(ǫ) < 0 and ℑω∗(ǫ) < 0 are, respectively, imaginary parts of the deformation
and rigid scattering resonances, which are closest to the real axis; see Theorems 3.1
and 3.2.
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(ii) Resonance Expansion of β: Define the resonance partial sum for the
bubble surface perturbation:
β(L)(Ω, t) =
L∑
l=0
∑
|m|≤l
βml (t)Y
m
l (Ω)
=
L∑
l=0
∑
|m|≤l
βml (0)
l+2∑
j=1
λl,je
−iλl,j t Res
λ=λl,j
[
λ2 + rlGl (ǫλ)
]−1
Y ml (Ω),
(5.3)
where {λl,j}, the solutions of λ2 + rlGl (ǫλ) = 0, are the deformation scattering res-
onances; see (3.5) and Theorem 3.2. The limit β(Ω, t) = limL→∞ β(L)(Ω, t) exists
and converges uniformly in C2(S2).
(iii) Resonance Expansion of Ψ: Given β, defined in (ii), define
Ψ(L)(r,Ω, t) =
L∑
l=0
∑
|m|≤l
iY ml (Ω)
l+1∑
k=1
t−ǫ(r−1)∫
0
e−iωl,k(t−s)∂sβml (s) ds
h
(1)
l (ǫωl,kr)
(ǫ2ωl,k)∂2h
(1)
l (ǫωl,k)
,
(5.4)
where {ωl,k} denotes the set of rigid Neumann scattering resonances; see Theorem 3.1.
The limit Ψ(r,Ω, t) = limL→∞Ψ(L)(r,Ω, t) exists and converges in C2 on any com-
pact subset K ⊂ {|x| > 1}.
Proof of Theorem 5.1. We apply the results of Section 4 with u(r,Ω, t) =
Ψ(r,Ω, t), f(Ω, t) = β(Ω, t) and c = ǫ−1, with ∂rΨ(1,Ω, t) = ∂tβ(Ω, t) as Neumann
data, coming from the linearized kinematic boundary condition and obtain:
Ψ(r,Ω, t) =
∞∑
l=0, l 6=1
∑
|m|≤l
Ψml (r, t)Y
m
l (Ω), (5.5)
Ψml (Ω, r, t) =
1
2πi
∫ µ+i∞
µ−i∞
ept∂˜tβml (p)
h
(1)
l (iǫpr)
(iǫp) ∂h
(1)
l (iǫ)
dp, l = 0, 2, 3, . . . , |m| ≤ l
(5.6)
Setting ω = ip in (5.6) and applying Proposition 4.6 we obtain
Ψml (Ω, r, t) =
1
2π
∫ +∞+iµ
−∞+iµ
e−iωt
∫ t−ǫ(r−1)
0
eiωs ∂sβ
m
l (s) ds
1
Gl(ǫω)
dω . (5.7)
Our goal is to obtain a closed equation for β. This we obtain by substitution
of (5.5), (5.7) into the linearized dynamic boundary condition (1.8c). Evaluating (5.7)
at r = 1 and expressing it as a time convolution, we get, for each l = 0, 2, 3, . . . and
|m| ≤ l,
∂tΨ
m
l (1,Ω, t) = ∂t
∫ t
0
(
L−1 1
Gl(ǫ⋆)
)
(t− s) ∂sβml (s) ds, (5.8)
where L−1 denotes the inverse Laplace transform. Now taking the Laplace trans-
form of equation (5.8) we obtain for the Laplace transform of the linearized dynamic
boundary condition (1.8c):
1
Gl(iǫp)
[
p2β˜ml (p)− pβml (0)
]
=
[
3γ
(
Ca
2 +
2
We
)
δl0 +
1
We(l + 2)(l − 1)
]
β˜ml (p), (5.9)
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for l = 0, 2, 3, . . . , and |m| ≤ l. In obtaining (5.9), we have used well-known rela-
tions for the Laplace transform of a time-derivative and a time-convolution, and that
−∆SY ml = l(l + 1)Y ml . Next, solving (5.9) for β˜ml (p) yields
β˜ml (p) = β
m
l (0) p
(
p2 − rlGl(iǫp)
)−1
, (5.10)
where rl =
1
We(l + 2)(l − 1) + 3γ
(
Ca
2 +
2
We
)
δl0. Inverting the Laplace transform and
changing variables to λ = ip, we have
βml (t) = β
m
l (0)
1
2π
∫ +∞+iµ
−∞+iµ
e−iλt
iλ
λ2 + rlGl(ǫλ)
dλ, µ > 0. (5.11)
Thus,
β(Ω, t) =
∞∑
l=0
∑
|m|≤l
βml (0)
1
2π
∫ +∞+iµ
−∞+iµ
e−iλt
iλ
λ2 + rlGl(ǫλ)
dλ Y ml (Ω), µ > 0. (5.12)
We will show (1) each term in the series (5.12) can be expressed as a finite sum of
residues at poles in the lower half λ-plane and (2) under suitable regularity hypotheses
on β(Ω, 0), the series converges uniformly in C2(S2Ω × R+t ).
Evaluation of βml (t), in terms of residues: The poles of the integrand of (5.11)
are precisely the deformation resonances, described in Theorem 3.2. In particular,
there are l + 2 poles, zeros of λ2 + rlGl(ǫλ).
Choose ΓM,µ,γ = Γ1+Γ2+Γ3+Γ4 a rectangular contour of the type used in the
proof of Proposition 4.5, with M,γ, µ so that ΓM,µ,γ encircles these l+2 poles in the
complex λ-plane. By the residue theorem
l+2∑
j=1
iλl,je
−iλl,jt Res
λ=λl,j
[
λ2 + rlGl (ǫλ)
]−1
= − 1
2πi
∫
ΓM,µ,γ
iλ e−iλt
λ2 + rlGl(ǫλ)
dλ. (5.13)
Note that
βml (t) = β
m
l (0)
1
2π
lim
M→∞
∫
ΓM1
· · · dλ, (5.14)
where · · · denotes the integrand in (5.13). Thus, we would have
βml (t) =
l+2∑
j=1
λl,je
−iλl,jt Res
λ=λl,j
[
λ2 + rlGl (ǫλ)
]−1
, (5.15)
as well as the expansion (5.3), if we can prove
∫
Γ2,4
· · · dλ → 0 as M → ∞, and∫
Γ3
· · · dλ→ 0 as γ →∞.
To prove
∫
Γ2,4
· · · dλ → 0 as M → ∞ we begin by noting (Appendix D.1) the
identity
Gl(ǫλ) = −(l + 1) + iǫλ+ ǫλp
′
l(ǫλ)
pl(ǫλ)
. (5.16)
Thus Gl(ǫλ) to be asymptotically linear in ǫλ. Thus M can be chosen large enough
so that
1
|λ2 + rlGl(ǫλ)| ≤
Cl
|λ|2 , for ℜλ > M. (5.17)
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Therefore, we have∣∣∣∣∫
Γ2
e−iλt
iλ
λ2 + rlGl(ǫλ)
dλ
∣∣∣∣ ≤ ∫
Γ2
|e−iλt|Cl|λ||λ|2 dλ ≤ Cl(µ+γ)e
µt 1
M
→ 0 as M →∞.
A similar estimate holds for the integral along Γ4.
We next bound the integral: limM→∞
∫
Γ3
. . . dλ =
∫
ℑλ=−γ . . . dλ as γ →∞. For
γ = ℑλ sufficiently large,(
λ+
rlGl(ǫλ)
λ
)
=
(
λ+
rl
λ
[
−(l + 1) + iǫλ+ ǫλp
′
l(ǫλ)
pl(ǫλ)
])−1
(5.18)
=
1
λ
1
1 + ǫrlO
(
λ−1
) = 1
λ
[
1 + ǫrlO
(
λ−1
)]
.
Therefore, ∂λ
(
λ+ rlGl(ǫλ)λ
)−1
= −λ−2 + O(λ−3). Using these asymptotics and in-
tegration by parts we have∣∣∣∣∣
∫ M−iγ
−M−iγ
e−iλt
iλ
λ2 + rlGl(ǫλ)
dλ
∣∣∣∣∣
≤ 1
t
∣∣∣∣∣
∫ M−iγ
−M−iγ
e−iλt
(
− 1
λ2
+O(λ−3)) dλ∣∣∣∣∣ + e−γt
∣∣∣∣ 1λ (1 + ǫrlO(λ−1))∣∣M−iγ−M−iγ
∣∣∣∣
≤ nle
−γt
t
∫ M−iγ
−M−iγ
1
|λ|2 dλ+O
(
M−1
) ≤ κle−γt
t
, t > 0.
(5.19)
Recall that ∫
ℑλ=−γ
· · · dλ = lim
M→∞
∫ M−iα
−M−iα
e−iλt
iλ
λ2 + rlGl(ǫλ)
dλ .
Thus, passing to the limit in (5.19), firstM →∞ and then γ →∞, we obtain that the
contribution from the contour Γ3 can be made arbitrarily small. This proves (5.15),
the expression for βml (t) as a sum over residues. Furthermore, multiplication of ex-
pression (5.15) by Y ml (Ω) and summing over l from 0 up to L yields the expression for
β(L)(Ω, t), the resonance expansion partial sum for the bubble surface perturbation,
β(Ω, t).
We now discuss the convergence of β(L)(Ω, t) as L→∞. Let N > L and consider
the difference:
β(N)(Ω, t)− β(L)(Ω, t) =
N∑
l=L
∑
|m|≤l
βml (0)
l+2∑
j=1
e−iλl,jt Res
λ=λl,j
λ
λ2 + rlGl (ǫλ)
Y ml (Ω).
(5.20)
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We require the following bound, proved in Appendix F:
Proposition 5.2. For l sufficiently large,
Res
λ=λjl
λ
λ2 + rlGl(ǫλ)
= O
(
l−4/3
)
. (5.21)
To bound the difference in (5.20) we use Proposition 5.2 and Theorem 3.2 char-
acterizing and estimating the deformation resonances, λl,j and the pointwise bounds
on Y ml (Ω) of Proposition 4.9. Let ∂
α
Ω denote any differential operator of order |α|,
acting tangentially to S2, i.e. ∂αΩ = ∂
α1
θ ∂
α2
φ , |α| = α1 + α2. Then,∣∣∣∂αΩ (β(N)(Ω, t)− β(L)(Ω, t))∣∣∣ ≤ C e−t |ℑλ⋆(ǫ)| N∑
l=L
∑
|m|≤l
|βml (0)|
l+2∑
j=1
(1 + l)−
4
3 l|α|+
1
2
≤ C e−t |ℑλ⋆(ǫ)|
N∑
l=L
∑
|m|≤l
(1 + l)
1
6+|α| |βml (0)| .
(5.22)
Thus, if
∑N
l=L
∑
|m|≤l(1 + l)
2+ 16 |βml (0)| < ∞, we have that β(L)(Ω, t) and
derivatives in Ω and t up to order two, converge uniformly in S2Ω×R+t . Moreover, the
limL→∞ β(Ω, t) is in C2(S2Ω × R+t ) and satisfies the decay estimate
| β(Ω, t) | ≤
N∑
l=L
∑
|m|≤l
(1 + l)2+
1
6 |βml (0)| · e−|ℑλ⋆|t . (5.23)
Now apply our result on the Neumann to Dirichlet map, Theorem 4.2 , to conclude
for |x| > 1, t > 0 that
|Ψ(r,Ω, t)| ≤ C e−min{|ℑλ∗(ǫ)|, |ℑω∗(ǫ)|}t [∂tβ]α,|ℑλ∗(ǫ)|
≤ Ce−min{|ℑλ∗(ǫ)|}t
N∑
l=L
∑
|m|≤l
(1 + l)2+
1
6 |βml (0)| .
(5.24)
The second inequality in (5.24), follows since |ℑλ∗(ǫ)| < |ℑω∗(ǫ)| = O(ǫ−1) for ǫ
sufficiently small. Moreover, (Ψ(r,Ω, t), β(Ω, t)) is a classical solution of the initial
value problem.
6. Scattering Resonance Energies — Statements of Detailed Results.
As discussed in Section 5, two families of scattering resonance energies arise in the
analysis of the linearized bubble dynamics near the spherical equilibrium state:
1. Rigid resonance energies, {ωl,k}, solutions of ∂h(1)l (ǫω) = 0.
2. Deformation resonance energies,
{
λl,k
}
, solutions of
λ2 + rlGl(ǫλ) = 0, Gl(z) ≡ z ∂h
(1)
l (z)
h
(1)
l (z)
, rl is given by (1.11). (6.1)
Both classes of resonances depend on ǫ. The incompressible limit, ǫ → 0, is a
singular limit. Indeed our results show that for each l = 0, 2, 3, . . . , as ǫ tends to zero,
the imaginary parts of all l + 1 rigid resonances and of l of the l + 2 deformation
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resonances lie near circular arcs in the lower half plane and have imaginary parts
which tend to minus infinity. The remaining two deformation resonances are just
below and converge to the real axis as ǫ→ 0; see Figure 1.1 of the Introduction. The
imaginary parts are O(ǫ−3 exp(κǫ−2)) as ǫ tends to zero.
6.1. Deformation resonances; {λl,j(ǫ)}, such that λ2 + rl Gl(ǫλ) = 0.
Theorem 6.1. Fix ǫ > 0 and arbitrary.
(i) There are l + 2 solutions of
λ2 + rl Gl(ǫλ) = 0, (6.2)
denoted {λl,j(ǫ)}, for l = 0, 2, 3, 4, . . . and j = 1, . . . , l+2. These are the deformation
resonance energies.
(ii) {λl,j(ǫ)} are symmetric about the imaginary axis and satisfy ℑλl,j < 0.
Theorem 6.2 (Asymptotics of Rayleigh deformation resonances, λ±l (ǫ) for small
Mach number, ǫ).
(i) For l = 0, the two deformation resonances are located in the lower half
plane, a distance O(ǫ) from the real axis, are given by:
λ±0 (ǫ) = ±
√
r0 − r
2
0
4
ǫ2 − i r0
2
ǫ, r0 =
3γ
2
Ca + 2(3γ − 1) 1
We
. (6.3)
(ii) Fix L∗ > 2. There exists ǫ∗(L∗) such that for ǫ ≤ ǫ∗ and 2 ≤ l ≤ L∗, two
of the l+2 deformation resonances (see Theorem 6.1), are located very slightly below
the real axis and given by: λ±l = ℜλ±l (ǫ) + iℑλ±l (ǫ), where
ℜλ±l (ǫ) = ±
√
1
We
(l + 2)(l − 1)(l + 1)
[
1− (l + 2)(l − 1)
2(2l − 1)
(
ǫ√
We
)2
+Ol,real
(
ǫ4
)]
,
ℑλ±l (ǫ) = −
1
ǫ
[
1
2
[(l + 2)(l − 1)]l+1 (l + 1)l
[
2ll!
(2l)!
]2(
ǫ√
We
)2l+2
+Ol
([
ǫWe−1/2
]2l+4)]
.
(6.4)
(iii) In the incompressible limit, ǫ → 0+, the deformation resonance equa-
tion (6.2), which has l + 2 roots in the lower half plane for ǫ > 0, reduces to the
quadratic equation:
λ2 + rl Gl(0) = λ
2 − 3γ (Ca2 + 2We) δl0 − 1We(l + 2)(l + 1)(l − 1) = 0, l = 0, 2, 3, . . .
and has two real roots:
λ±l (0) = ±
√
3γ
(
Ca
2
+
2
We
)
δl0 +
1
We
(l + 2)(l + 1)(l − 1), l = 0, 2, 3, . . . (6.5)
which are real frequencies. The corresponding solutions of the linearized time-
dependent perturbation equations:
Ψ±l = A
±
l e
−iλ±l (0) t Y ml (Ω) r
−l−1, β±l = B
±
l e
−iλ±l (0) t Y ml (Ω), l = 0, 2, . . .
are undamped and oscillatory solutions.
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Remark 6.1. In Section 7, we present an asymptotic analysis and numerical
computations offering strong evidence for the scattering resonance energy nearest to
the real axis being a distance of order
O
(
ǫ−1 We ǫ−2e−κWe ǫ
−2
)
, κ > 0, occurring at order l⋆(ǫ) = O
(
We ǫ−2
)
. (6.6)
Finally, the following theorem establishes that for any fixed ǫ and sufficiently large
l, the deformation resonances (excluding one) are distributed near a circular arc. In
particular, this implies that for any fixed ǫ scattering resonances are in the lower half
plane and uniformly bounded away from the real axis.
Theorem 6.3. Fix ǫ > 0 and arbitrary. The l + 2 deformation resonances are
approximated as follows:
(i) There are l + 1 resonances near zeros of ∂H
(1)
ν (ǫλ); see Equation (E.17).
Precisely, there exists K1 > 0 such that for l ≥ K1
(
ǫ−2We
)3/(1−3q)
, 0 < q < 1/3,
those in the fourth quadrant can be expressed as:
λl,s(ǫ) =
l + 1/2
ǫ
[
1 + 2−1/3e−2πi/3(l + 1/2)−2/3 |η′s|
+ 3102
−1/3e−4πi/3(l + 1/2)−4/3 |η′s|2 +O
(
s−1/3(l + 1/2)−2/3−q
)]
, (6.7)
for s = 1, 2, . . . , ⌊(l + 1)/2⌋+ 1. Here, η′s is the sth zero of ∂zAi(z); 0 > η′1 > η′2 >
· · · [22]. Note the error is uniform in ǫ. These resonances come in pairs, symmetric
about the imaginary axis, {λl,s,−λl,s}. For even l, λl,(l+2)/2 is a simple resonance on
the negative imaginary axis.
(ii) The remaining deformation resonance is located on the negative imaginary
axis and can be expressed, for some K2 sufficiently large and l ≥ K2 ǫ−2We, as
λl,l+2(ǫ) = −i l + 1/2
ǫ
[
ǫ2(l + 1/2)
We
+
1
2
We
ǫ2(l + 1/2)
+O
([
ǫ2We−1(l + 1/2)
]−3)]
.
(6.8)
(iii) The set of deformation resonance energies is uniformly bounded away from
R. That is, for some l⋆(ǫ), j⋆(ǫ),
ℑλl,j(ǫ) ≤ ℑλl⋆,j⋆(ǫ) ≡ ℑλ⋆(ǫ) < 0, all l ≥ 0, |j| ≤ l + 2 . (6.9)
(iv) Moreover, there exists C > 0 such that as l → ∞, λl,j(ǫ) = ǫ−1O(l),
C ǫ−1l1/3 ≤ |ℑλl,j(ǫ)|.
We conclude this section with a proof of Theorem 6.1. Theorem 6.2 is proved
in Section 8. Theorem 6.3 is proved in Section 9. To prove Theorem 6.1 we use the
following rational function representation of Gl(z) ≡ ∂h(1)l (z)/h(1)l (z), which follows
from (D.5):
Proposition 6.4. Gl(z) = −(l + 1) + iz + zp
′
l(z)
pl(z)
.
Proof of Theorem 6.1.
(i) We first observe that there l + 2 scattering resonance energies. To see this
we observe, by Proposition 6.4, that λ2 + rlGl(ǫλ) = 0 is equivalent to
λ2 + rl
[
−(l+ 1) + iǫλ+ ǫλp
′
l(ǫλ)
pl(ǫλ)
]
= 0, (6.10)
RADIATIVE DECAY OF BUBBLE OSCILLATIONS IN A COMPRESSIBLE FLUID 25
which clearly has l + 2 roots since pl(z) is a polynomial of degree l. For ǫ = 0, the
equation reduces to λ2 = rl(l+1), yielding two real frequencies, corresponding to the
non-decaying Rayleigh modes of the incompressible limit problem [13].
(ii) We now prove that if λ is a solution of (6.10), then so is −λ. By (D.4)
λ2 + rl Gl(ǫλ) = 0 ⇐⇒ λ2+rl
[
−1
2
+
ǫλ ∂H
(1)
ν (ǫλ)
H
(1)
ν (ǫλ)
]
= 0, ν = l+1/2. (6.11)
Using (D.10) we have λ2 + rl
[
− 12 + ǫλH(1)ν (ǫλ)
(
ν
H(1)ν (ǫλ)
ǫλ −H
(1)
ν+1(ǫλ)
) ]
= 0.
Taking the complex conjugate and using the analytic continuation formulae (D.7)
and (D.8) we obtain
0 = λ
2
+ rl
−1
2
+ ǫν − ǫλH
(1)
ν+1(ǫλ)
H
(1)
ν (ǫλ)
= (−λ)2+ rl[−1
2
+ ǫν + ǫ(−λ)H
(1)
ν+1(ǫ(−λ))
H
(1)
ν (ǫ(−λ))
]
.
(6.12)
Thus, −λ satisfies (6.11) and is therefore a scattering resonance.
We now prove that all resonances lie in the open lower half plane, ℑλ < 0. We
begin, following [41], by showing that there are no resonances along the real axis. Let
ν = l+1/2. Using the definition of H
(1)
ν in terms of Bessel funcitons, equation (6.11)
for the resonances can be written
0 =
(
λ2
rl
− 1
2
)
[Jν (ǫλ) + iYν (ǫλ)] + (ǫλ) [∂Jν (ǫλ) + i∂Yν (ǫλ)] . (6.13)
Now assume λ = x/ǫ, where x is real and nonzero, is a resonance and we show that
this leads to a contradiction. Indeed,
0 =
(
1
ǫ2
s2
rl
− 1
2
)
[Jν(x) + iYν(x)] + x [J
′
ν(x) + iY
′
ν(x)] (6.14)
=
[(
1
ǫ2
x2
rl
− 1
2
)
Jν(x) + xJ
′
ν(x)
]
+ i
[(
1
ǫ2
x2
rl
− 1
2
)
Yν(x) + xY
′
ν(x)
]
. (6.15)
Since x ∈ R both quantities in braces equal zero. Therefore, we have(
1
ǫ2
x2
rl
− 1
2
)
= −xJ
′
ν(x)
Jν(x)
= −xY
′
ν(x)
Yν(x)
implying −x [ J ′ν(x)Yν (x)− Y ′ν(x)Jν (x) ] = 0. The expression in square bracket is
the Wronskian of two linearly independent solutions of Bessel’s equation and satisfies
the following identity [1]:
J ′ν(x)Yν (x)− Y ′ν(x)Jν (x) =
2
πx
6= 0. (6.16)
Hence, for x 6= 0, we have a contradiction and thus ℑλ 6= 0.
Next, we claim that there are no resonances in the upper half plane, and therefore
ℑλ < 0. For if λ is a scattering resonance with ℑλ > 0, this would give rise to a
solution of the initial-boundary value problem for the linearized bubble perturbation
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system (1.8) of the form: Ψ(r,Ω) = e−iλth(1)l (ǫλlr), β(Ω) = e
−iλtY ml (Ω). Since
ℑλ > 0, this solution would decay to zero exponentially as r = |x| → ∞ ( h(1)l (z) is
eiz times a rational function of z), be smooth and be exponentially growing in t. This
contradicts conservation of energy, Proposition 2.1. Thus, ℑλ ≤ 0 and by the above
discussion ℑλ < 0.
7. Longest-lived mode; formal asymptotics and precision numerics.
From Theorems 6.1 to 6.3 we know that for any finite (not necessarily small) ǫ,
there is a strip:
ℑλ±⋆ (ǫ) < ℑλ < 0,
in which there are no scattering resonances. Moreover, the incompressible limit spec-
tral problem, ǫ = 0, has eigenvalues only at the real Rayleigh frequency pairs, given
in Equations (6.3) and (6.5), and none in the lower half plane.
Question: How thin is the strip? That is, can we estimate ℑλ±⋆ (ǫ), for ǫ small?
Figure 1.1 displays the distribution of numerically computed Rayleigh resonances
for a fixed ǫ > 0 and several values of l. The figure shows the resonance in the
lower half plane (a pair, λ±⋆ (ǫ) by λ 7→ −λ symmetry), which is closest to the real
axis. These resonances correspond to the slowest time-decaying term in the resonance
expansion and the resulting decay rate in Theorem 4.2.
Let l⋆(ǫ) denote the mode index of the resonances nearest the real axis and
λ±⋆ (ǫ) = λ
±
l⋆(ǫ)
the resonance itself. In Equation (6.4) we display the leading order
behavior of the ℑλ±l (ǫ), for l not too large, and ǫ small:
ℑλ±l (ǫ) ∼ − iM(l, ǫ) (7.1)
where
M(l, ǫ) = 1
2ǫ
[(l + 2)(l − 1)]l+1 (l + 1)l
[
2ll!
(2l)!
]2(
ǫ√
We
)2(l+1)
(7.2)
We attempt to compute the l⋆(ǫ) and ℑλ±⋆ (ǫ) ∼ −M (l⋆(ǫ), ǫ), by minimization of
M(l, ǫ) over l, treated as a continuous variable, while keeping ǫWe−1/2 fixed. The
calculation presented below in Remark 7.2 suggests the following conjecture:
Longest lived mode index: There exists A, ǫ∗ > 0 such that for ǫ ≤ ǫ∗
l⋆(ǫ) ≈ Aǫ−2We. (7.3)
Real part and imaginary part (“reciprocal lifetime”) of longest lived resonance mode:
There exists r1, i1, i2 > 0 such that λ
±
⋆ (ǫ) = ℜλ±⋆ (ǫ) + iℑλ±⋆ (ǫ), where
ℜ{λ±⋆ (ǫ)} ≈ ±r1ǫ (ǫ−2We) , ℑ{λ±⋆ (ǫ)} ≈ − i1ǫ (ǫ−2We) exp (−i2 ǫ−2We) (7.4)
Remark 7.1. |ℑλ±⋆ (ǫ)|, the distance from λ±⋆ (ǫ) to the real axis, tends to zero
very rapidly (beyond all orders in ǫ) as ǫ → 0. In contrast, the radial resonance,
λ0(ǫ), tends to the real axis only linearly in ǫ; see Theorem 6.2.
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Numerical evidence supporting (7.3) and 7.4 is obtained by numerically com-
puting the resonances for fixed ǫ and various l, and determining the optimal mode
index, l⋆(ǫ), and resonance λ
numerical
⋆ (ǫ). The Mathematica function FindRoot with
options AccuracyGoal -> 20, PrecisionGoal -> 20, WorkingPrecision -> 2000,
and MaxIterations -> 1500 were used to compute the resonances. Figure 7.1 shows
the numerically computed optimal mode along with a numerical fit of the data. Note
the expressions in Equations (7.3) and (7.4) are the leading terms of the numerical fit
functions.
(a) (b) (c)
l⋆ = log
[
A
We
ǫ
2 +B
]
log ℜ{λ⋆} = log
[
1
ǫ
(
r1
We
ǫ
2 + r2
)]
log (−ℑ{λ⋆}) = log
[
i1
ǫ
We
ǫ2
e
−i2
We
ǫ
2
]
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Fig. 7.1. Numerical computations of (a) l⋆(ǫ), angular momentum index of slowest decaying
mode (left column), (b) real part, ℜλ⋆(ǫ) (center) and (c) imaginary part, ℑλ⋆(ǫ) (right) of the
corresponding Rayleigh - deformation resonances, λl⋆(ǫ) = λ⋆(ǫ). Numerically computed values are
indicated by dots. A numerical fit (solid curve) to the functional form displayed in the inset of each
plot is also given.
Remark 7.2. Formally minimizing M(l, ǫ) over l ≥ 2 for fixed ǫWe− 12 , will
approximately determine the longest lived mode and its lifetime. The optimization
can be performed by treating l as a continuous index and applying Stirling’s formula,
n! ≈ √2πn (n/e)n, n ≫ 1. This leads to a formal approximation of l⋆(ǫ), the
angular momentum index of the most slowly decaying mode, and λ±l⋆(ǫ) = λ
±
⋆ (ǫ) =
ℜλ±⋆ (ǫ) + iℑλ±⋆ (ǫ), ℑλ±⋆ < 0, the corresponding scattering resonance energies. In
particular, we obtain: l⋆(ǫ) ∼ 4e3 ǫ−2We, ℜλ±⋆ (ǫ) ∼ ± 1ǫ
(
4
e3
)3/2 (
ǫ−2We
)
, ℑλ±⋆ (ǫ) ∼
− 1ǫ 4e4
(
ǫ−2We
)
exp
(− 4e3 ǫ−2We) .
8. Rayleigh deformation resonance analysis; Proof of Theorem 6.2. In
this section we prove the assertions of Theorem 6.2 concerning the Rayleigh reso-
nances, λ±l (ǫ), l = 0, 2, 3, . . . appearing very close to the real axis for ǫ small.
The main ingredients of the proof of Theorem 6.2 are the following several proposi-
tions, which establish the detailed structure of the Taylor expansion of λ2+rlGl(ǫλ) =
0 for λ bounded and ǫ sufficiently small. This will enable the explicit determination
of the Taylor expansion of the Rayleigh resonances, λ±l (ǫ), and in particular their
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imaginary parts.
Proposition 8.1. For ǫ small, the equation λ2 + rlGl(ǫλ) = 0 can be written as
λ2 + rl
[
−(l + 1) +
∞∑
j=1
(ǫλ)2j
(2j)!
G
(2j)
l (0)︸ ︷︷ ︸
A(λ)
+
∞∑
j=1
(ǫλ)2j+1
(2j + 1)!
G
(2j+1)
l (0)︸ ︷︷ ︸
B(λ)
]
= 0, (8.1)
where A(λ) is even and real for real λ and B(λ) is odd and purely imaginary for real
λ.
Proof. This proposition follows by Taylor expansion of Gl(z) about z = 0 and the
following:
Claim 8.2. For all j = 0, 1, 2, . . .
ℑ
{
G
(2j)
l (0)
}
= 0, ℜ
{
G
(2j+1)
l (0)
}
= 0. (8.2)
This claim follows directly from the observation that
Gl(z) is real on the imaginary axis. (8.3)
To prove (8.3), we consider Gl(iy), y ∈ R. By Proposition 6.4, it suffices to show that
the ratio p′l(iy)/pl(iy) is purely imaginary. By (D.6) we have
pl(iy) =
l∑
n=0
aln(iy)
n = −i
l∑
n=0
(2l − n)!
2l−n(l − n)!n!y
n, which is purely imaginary
p′l(iy) = −
l∑
n=0
(2l − n)!n
2l−n(l − n)!n!y
n−1, which is real . (8.4)
The ratio is therefore purely imaginary, which implies that Gl(iy) is real for y real.
We now prove Claim 8.2 by induction. Consider the rational representation of Gl
in Proposition 6.4. As noted in (3.6), Gl(0) = −(l + 1). Moreover, for y ∈ R
∂Gl(0) = lim
y→0
Gl(iy)−Gl(0)
iy
= −i lim
y→0
Gl(iy)−Gl(0)
y
∈ iR,
since Gl(iy) ∈ R for y ∈ R.
Next, we make the induction hypothesis:
ℑ
(
d2j−2Gl
dz2j−2
(0)
)
= 0, and ℜ
(
d2j−1Gl
dz2j−1
(0)
)
= 0 (8.5)
and seek to prove the assertion (8.5) with j replaced by j + 1.
From the Taylor series of Gl(z) we have:
d2jGl
dz2j
(0) = lim
y→0
(2j)!
(iy)2j
[
Gl(iy)−
j∑
k=1
(iy)2k−2
(2k − 2)!
d2k−2Gl
dz2k−2
(0)−
j∑
k=1
(iy)2k−1
(2k − 1)!
d2k−1Gl
dz2k−1
(0)
]
.
(8.6)
Thus, ℑ ∂2jGl(0) = 0 is real by induction hypothesis (8.5).
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Similarly, we have
d2j+1Gl
dz2j+1
(0) = lim
y→0
(2j + 1)!
(iy)2j+1
[
Gl(iy)−
j∑
k=1
(iy)2k
(2k)!
d2kGl
dz2k
(0)−
j∑
k=1
(iy)2k−1
(2k − 1)!
d2k−1Gl
dz2k−1
(0)
]
(8.7)
which is purely imaginary by induction hypothesis and since ℑ ∂2jGl(0) = 0. This
completes the proof of Claim 8.2 and thus Proposition 8.1.
Proposition 8.3. There is a positive integer 2 ≤ q∗ < ∞, for which Equa-
tion (8.1) is of the form:
λ2 + rl
[
−(l + 1) +
∞∑
j=1
(ǫλ)2j
(2j)!
G
(2j)
l (0)︸ ︷︷ ︸
A(λ)
+
(ǫλ)2q∗+1
(2q∗ + 1)!
G
(2q∗+1)
l (0) +O
(
ǫ2q∗+3
)
︸ ︷︷ ︸
B(λ)
]
= 0,
(8.8)
where A(λ) is even and real-valued for real λ and B(λ) is odd and imaginary-valued
for real λ.
Proof of Proposition 8.3. We begin by observing that Gl(z) is not an even function
of z. This is a direct consequence of the asymptotic behavior of Gl(x) as x→ ±∞:
Gl(x) ≈ −(l+ 1) + ix+ l = −1 + ix, x≫ 1
Gl(−x) ≈ −(l+ 1)− ix− l = −(2l + 1)− ix, x≫ 1. (8.9)
Therefore, there is a first non-zero odd derivative, Taylor coefficient. We call the order
of this coefficient, q∗. The next result asserts that q∗ = l.
Proposition 8.4.
G
(2k+1)
l (0) =
i (2l + 1)!
(
2ll!
(2l)!
)2
, k = l,
0, 0 ≤ k ≤ l − 1.
(8.10)
Proof of Proposition 8.4. Since we are interested in the odd derivatives of Gl at
the origin we calculate:
Gl(z)−Gl(−z) = −(l + 1) + iz + zp
′
l(z)
pl(z)
+ (l + 1) + iz − −zp
′
l(−z)
pl(−z)
= 2iz + z
[
p′l(z)
pl(z)
+
p′l(−z)
pl(−z)
]
= z
[
2ipl(z)pl(−z) + p′l(z)pl(−z) + p′l(−z)pl(z)
pl(z)pl(−z)
]
. (8.11)
By (D.6), all = i
−l−1 and therefore 2ipl(z)pl(−z) = 2iallz all(−z)l + O(z2l−1) =
−2iz2l +O(z2l−1). This suggests separating out this term and writing
Gl(z)−Gl(−z) = z
[−2iz2l +Rl(z)
pl(z)pl(−z)
]
, (8.12)
where
Rl(z) ≡ 2ipl(z)pl(−z) + p′l(z)pl(−z) + p′l(−z)pl(z) −
(−2iz2l) (8.13)
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The expression (8.12) simplifies due to a subtle cancellation which follows from
Lemma 8.5.
Rl(z) = 0 (8.14)
and therefore
Gl(z)−Gl(−z) = −2iz2l+1
[
1
pl(z)pl(−z)
]
We prove (8.14) below, but first note its consequences. For z small we have
Gl(z)−Gl(−z) = −2iz
2l+1(
al0
)2
+O(z)
= 2i
[
2ll!
(2l)!
]2
z2l+1 +O(z2l+3) (8.15)
where we have used that
al0 = −i
(2l)!
2ll!
.
Since
Gl(z)−Gl(−z) = 2
∞∑
k=0
G
(2k+1)
l (0)
(2k + 1)!
z2k+1, (8.16)
matching terms with Equation (8.15) implies q∗ = l and Equation (8.10).
To complete the proof of Proposition 8.4 we now give the proof of Lemma 8.5. The
idea is to re-express the polynomial expression for Rl(z) in terms of spherical Hankel
functions and to achieve simplification by using the Wronskian identity governing h
(1)
l
and h
(2)
l . Recall
pl(z) = z
l+1h
(1)
l (z)e
−iz (8.17)
p′l(z) = z
l
[
zh
(1)
l
′(z) + (l + 1− iz)h(1)l (z)
]
e−iz. (8.18)
Substituting into (8.13) yields
Rl(z) = 2i
[
zl+1h
(1)
l (z)e
−iz(−1)l+1zl+1h(1)l (−z)eiz + z2l
]
+ zl
[
z∂h
(1)
l (z) + (l + 1− iz)h(1)l (z)
]
e−iz(−1)l+1zl+1h(1)l (−z)eiz
+ (−1)lzl
[
−z∂h(1)l (−z) + (l + 1 + iz)h(1)l (−z)
]
eizzl+1h
(1)
l (z)e
−iz
= 2iz2l
[
(−1)l+1z2h(1)l (z)h(1)l (−z) + 1
]
+ (−1)l+1z2l
[
z2∂h
(1)
l (z)h
(1)
l (−z) + (✘✘l + 1− iz)zh(1)l (z)h(1)l (−z)
]
+ (−1)l+1z2l
[
z2∂h
(1)
l (−z)h(1)l (z)− (✘✘l + 1 + iz)zh(1)l (z)h(1)l (−z)
]
= 2iz2l
[
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
(−1)l+1z2h(1)l (z)h(1)l (−z) + 1
]
+(−1)l+1z2l
[
z2
(
∂h
(1)
l (z)h
(1)
l (−z)+∂h(1)l (−z)h(1)l (z)
)
−
✭
✭
✭
✭
✭
✭
✭
✭✭
2iz2h
(1)
l (z)h
(1)
l (−z)
]
= z2l
[
2i+ (−1)l+1z2
(
∂h
(1)
l (z)h
(1)
l (−z) + ∂h(1)l (−z)h(1)l (z)
)]
= z2l [ 0 ] = 0 .
(8.19)
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In the last line we used a Wronskian relation h
(1)
l (z)∂h
(2)
l (z) − h(2)l (z)∂h(1)l (z) =
−2iz−2 with the analytic continuation formulae [1] h(2)l (z) = (−1)lh(1)l (−z) and
∂h
(2)
l (z) = (−1)l+1∂h(1)l (−z) . This completes the proof of the key Lemma 8.5 and
thus Proposition 8.4.
We now complete of the proof of Theorem 6.2. Recall that deformation scattering
resonance energies satisfy the equation λ2 + rlGl(ǫλ) = 0. In the (incompressible)
limit, ǫ → 0, we have the equation λ2 + rlGl(0) = 0, which has two real solutions,
the Rayleigh frequencies, to which there are associated undamped oscillatory modes
of the incompressible linearized equations about the spherical bubble equilibrium.
We are interested in where these Rayleigh frequencies perturb for positive and
small ǫ. By Theorem 6.1, they necessarily perturb to the open lower half plane.
Propositions 8.1 and 8.4 enable us to compute, in detail, the location of the Rayleigh
scattering resonances to which these real frequencies perturb.
We first consider the case: l = 0. Using properties of Hankel functions (see Ap-
pendix D.1) we have G0(ǫλ) = iǫλ− 1 and the equation for the resonance energies is:
λ2 + iǫrˆ0λ− rˆ0 = 0 yielding the solution in Equation (6.2). This completes the proof
of Part 1 of Equation (6.2).
For general l ≥ 2, we can, by Propositions 8.3 and 8.4, write the resonance equa-
tion in the form:
λ2+rl
[
−(l + 1) +
l∑
j=1
(ǫλ)2j
(2j)!
G
(2j)
l (0)︸ ︷︷ ︸
A(λ)
+
(ǫλ)2l+1
(2l + 1)!
G
(2l+1)
l (0)︸ ︷︷ ︸
B(λ)
+O
(
ǫ2l+2
)]
= 0, (8.20)
where A(λ) is even and real-valued for real λ and B(λ) is odd and purely imaginary
for real λ and rl > 0 is given in (1.11). It is clear from equation (8.20) that the lowest
order term contributing an imaginary part is at O(ǫ2l+1). Taking 2l + 1 derivatives
in ǫ and setting ǫ = 0 yields 2λ(0)λ(2l+1)(0) + rlG
(2l+1)
l (0)λ(0)
2l+1 = 0. Again, using
Proposition 8.4, we find λ(2l+1)(0) = − rl2 G(2l+1)(0)λ(0)2l and
ℑλ(2l+1)(0) = −rl
2
[rl(l + 1)]
l
(2l + 1)!
[
2ll!
(2l)!
]2
= −22l−1rl+1l (l + 1)l(2l + 1)!
[
l!
(2l)!
]2
.
(8.21)
This proves Part 2 of Theorem 6.2.
9. Estimation of deformation resonances for l ≥ K1ǫ−6−δ, δ > 0;
Proof of Theorem 6.3 . In Theorem 6.1, we established that there are l+ 2 defor-
mation resonances in the lower half plane. These are solutions of λ2 + rlGl(ǫλ) = 0;
see Equations (1.11) and (6.1) or
(ǫλ)
2
ǫ2We−1(l + 2)(l − 1) h
(1)
l (ǫλ) + ǫλ ∂h
(1)
l (ǫλ) = 0. (9.1)
Equivalently, in terms of standard Hankel functions:(
(ǫλ)2
ǫ2We−1 (ν2 − (3/2)2) −
1
2
)
H(1)ν (ǫλ) + ǫλ ∂H
(1)
ν (ǫλ) = 0, ν = l+ 1/2. (9.2)
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In this section, we estimate the location of these resonances in the parameter
regime where the second term dominates. In Section 9.1, we will show that l + 1
deformation resonances are near the l + 1 zeros of ∂H
(1)
ν (ǫλ) by applying Rouche´’s
Theorem. See Appendix E.4 for the locations of the zeros of Hankel functions. In
Section 9.2, the remaining resonance is found by the method of dominant balance.
The proof of Theorem 6.3 is based on an application of Rouche´’s Theorem [2]:
Suppose f and g are analytic inside and on a simple, closed curve C and satisfy |g| <
|f | on C. Then f and f + g have the same number of zeros (counting multiplicities)
inside C.
9.1. Proof of Theorem 6.3, Part 1. Let
νz = ǫλ (9.3)
and rewrite (9.2) as
∂H(1)ν (νz)︸ ︷︷ ︸
f(z)
+
1
νz
(
(νz)2
ǫ2We−1 (ν2 − 9/4) −
1
2
)
H(1)ν (νz)︸ ︷︷ ︸
g(z)
= 0, ν = l + 1/2. (9.4)
We control the zeros of (9.4) in terms of the zeros of ∂H
(1)
ν for l sufficiently large.
Here, f and g are defined for the application of Rouche´’s Theorem to the locations of
all l + 2 resonances.
We prove that the l+ 1 roots of Equation (9.4), denoted zν,1, zν,2, . . . , zν,l+1, are
asymptotically (l large) close to zeros of ∂H
(1)
ν (νz). This implies, via (9.3) that there
are resonances at the locations:
λl,j(ǫ) = νzν,j/ǫ (9.5)
Let y′ν,j denote a solution of ∂H
(1)
ν (y) = 0 in the fourth quadrant; see Equa-
tion (E.17). We claim that (f + g)(z) has a unique simple zero, zν,j , in the interior
of γz, a small curve about the point z = ν
−1y′ν,j . The curve γz will be the image of a
small circle defined in (9.10). To prove this, we show that for all z ∈ γz,∣∣∣∣ g(z)f(z)
∣∣∣∣ =
∣∣∣∣∣ 1νz
(
(νz)2
ǫ2We−1 (ν2 − 9/4) −
1
2
)
H
(1)
ν (νz)
∂H
(1)
ν (νz)
∣∣∣∣∣ < 1, (9.6)
for ν ≥ K1
(
ǫ−2We
)3/(1−3q)
, where 0 < q < 1/3.
The key estimate, (9.6), is a consequence of the following two claims. Below, we
use C to denote a generic positive constant, independent of ν, ǫ,We.
Claim 9.1.
(i) Choose ǫ > 0 and 0 < c1 < c2. Assume c1 ≤ |z| ≤ c2. Then, there exists
C > 0, depending only on c1 and c2, and ν0 = O(1) > 0 such that∣∣∣∣ 1νz
(
(νz)2
ǫ2We−1 (ν2 − 9/4) −
1
2
)∣∣∣∣ ≤ Cǫ2We−1 ν , ν ≥ ν0. (9.7)
(ii) There exists ν0 > 0 and c3 > 0 such that for all ν ≥ ν0 and |arg z| < π with
|z| ≥ c3, ∣∣∣∣∣ H(1)ν (νz)∂H(1)ν (νz)
∣∣∣∣∣ ≤ Cν1/3
∣∣∣∣ Ai(η)∂Ai(η)
∣∣∣∣ , where (9.8)
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η = e2πi/3ν2/3ζ,
2
3
ζ3/2 =
∫ 1
z
√
1− t2
t
dt = log
1 +
√
1− z2
z
−
√
1− z2 ; (9.9)
see also Sections E.3 and E.4.
Claim 9.2. Let q ∈ (0, 1/3) and denote by η′s the sth solution of ∂Ai(η) = 0; see
Section E.2. There exists ν1 > 0, κ > 0 such that if ν ≥ ν1 and s ∈ {1, 2, . . . , ⌊(l +
1)/2⌋+ 1}, then∣∣∣∣ Ai(η)∂Ai(η)
∣∣∣∣ ≤ Cν1/3+q , on the circle Cη = {η : |η − η′s| = κ2 s−1/3ν−q} , (9.10)
chosen to enclose exactly one zero of ∂Ai; see Equation (9.22).
Inequality (9.6) is a direct consequence of (9.7), (9.8), and (9.10) of Claims 9.1
and 9.2.
Assuming Claims 9.1 and 9.2, we now prove the assertion of Part 1 of Theorem 6.3,
concerning l+1 of the l+2 resonances. (The (l+2)nd is covered by a separate argument
below; see Section 9.2.)
First, fix the parameters q, ν1, and κ as in Claim 9.2 and choose ηˇ ∈ Cη, so that
the upper bound in (9.10) holds. For such ηˇ, by the change of variables (9.9), z(ηˇ)
varies in an annulus 0 < c1 ≤ |z| ≤ c2, where 0 < c1 < c2 <∞ depend on κ and ν1.
By (9.10), we write ηˇ ∈ Cη as
ηˇ = η′s +
κ
2
s−1/3ν−qeiϑ, 0 ≤ ϑ < 2π. (9.11)
Under the mapping η 7→ ζ, (9.9), the circle Cη is transformed into the circle Cζ :
ζ(ηˇ) = ν−2/3e−2πi/3
(
η′s +
κ
2
s−1/3ν−qeiϑ
)
∈ Cζ . (9.12)
Finally, we map Cζ to the curve γz in the z-plane using a formula from [22]
z(ζ) = 1− 2−1/3 ζ + 3102−2/3 ζ2 + 1700 ζ3 + ζ4O(1), ζ small. (E.15)
Thus, to leading order, γz is a still a circle:
γz = z(Cζ) = 1− 2−1/3 Cζ +O
([
η′sν
−2/3
]2)
(9.13)
with radius the same as that of 2−1/3 Cζ , namely 2−4/3κ s−1/3ν−2/3−q. Since this
radius is decreasing in both s and ν, it can be bounded uniformly. Using this uniform
bound, we can find fixed c1 and c2 defining an annulus which encloses γz for all values
of s and ν.
Additionally, if we take y′ν,s to be a zero of ∂Hν corresponding to η
′
s, and approx-
imated by Equation (E.17) with k = s, then ν−1y′ν,s is inside the curve γz defined by
Equation (9.13). It is equivalent to show that when mapped into the ζ variable, the
image of ν−1y′ν,s lies in Cζ . From Equation (E.17), we see the image of ν
−1y′ν,s lies
in a disk of radius ∼ ν−4/3 which is smaller than the radius of Cζ . With this choice
of c1 and c2, we have, using the definitions in (9.4) and Claims 9.1 and 9.2, that∣∣∣∣ g(z)f(z)
∣∣∣∣ ≤ C Weǫ2l × l 13 l 13+q,
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Therefore, there existsK1 > 0 such that for any q ∈ (0, 1/3), if l ≥ K1
(
ǫ−2We
)3/(1−3q)
then |f(z)/g(z)| < 1 on the required curve γz. The largest range of l-values is obtained
by taking q = δ > 0 and small and thus l ≥ K1
(
ǫ−2We
)3+O(δ)
.
Since we have shown ∂H
(1)
ν (νz) = 0 has one zero inside γz, by Rouche´’s Theorem
there is also a single solution, zν,s, of (9.4), inside γz. To finish the proof of Theo-
rem 6.3 Part 1, we compute zν,s and map it to the λ-plane. Since zν,s is inside γz , we
use Equation (E.15) evaluated at (9.12) for the approximation. We find:
zν,s = 1+2
−1/3e−2πi/3(l+1/2)−2/3 |η′s|+ 3102−1/3e−4πi/3ν−4/3 |η′s|
2
+O
(
s−1/3ν−2/3−q
)
.
(9.14)
Mapping back to λ, using (9.5) completes the proof.
Proof of Claim 9.1. Estimate (9.7) is straightforward. To prove estimate (9.8)
we use the following leading order asymptotics of Hankel functions, uniform in z and
valid for large ν (see Appendix E.3)
H(1)ν (νz) ∼ 2e−πi/3
(
4ζ
1− z2
)1/4
Ai(η)
ν1/3
, |arg z| < π, (E.9)
∂H(1)ν (νz) ∼ −4eπi/3
1
z
(
1− z2
4ζ
)1/4
∂Ai(η)
ν2/3
, |arg z| < π. (E.10)
In particular, for any fixed 0 < δ < 1 and sufficiently large ν∣∣∣∣∣ H(1)ν (νz)∂H(1)ν (νz)
∣∣∣∣∣ ≤ 1 + δ1− δ ν1/3
∣∣∣∣∣z
(
ζ
1− z2
)1/2
Ai(η)
∂Ai(η)
∣∣∣∣∣ . (9.15)
To show this is bounded near z = 1, we use the Taylor series of ζ(z) about z = 1, as
given in Appendix E.3:
ζ = −eπi/321/3(z − 1) [1 +O (z − 1)] , (9.16)
so, due to the boundedness of z,
∣∣∣∣z ( ζ1−z2)1/2∣∣∣∣ ≤ C. This completes the proof of (9.8),
and therewith Claim 9.1.
Proof of Claim 9.2. Since ∂Ai(η′s) = 0, Taylor expansion of Ai and ∂Ai about
η = η′s implies the existence of analytic functions A1 and A2, such that
Ai(η) = Ai(η′s) +A1(η)(η − η′s)2 (9.17)
∂Ai(η) = η′sAi(η
′
s)(η − η′s) +A2(η)(η − η′s)2. (9.18)
To obtain (9.18) we also used that ∂2Ai(η) = ηAi(η). It follows that
Ai(η)
∂Ai(η)
=
Ai(η′s) +A1(η)(η − η′s)2
η′sAi(η′s)(η − η′s) +A2(η)(η − η′s)2
≡ 1
η′s(η − η′s)
a′ν(η) (9.19)
Thus, we now estimate a′ν(η). Using the domain specified in Equation (9.10), we have
the bound ∣∣∣∣ 1η′s(η − η′s)
∣∣∣∣ ≤ Cs1/3νq. (9.20)
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We complete the proof of Claim 9.2 by showing |a′ν(η)| ≤ C on a circle around η′s that
is small enough such that it encloses no other ∂Ai(η) zero. The specific circle used is
defined by
|η − η′s| = Cs−1/3ν−q
and is determined by the spacing between consecutive zeros of ∂Ai(η); see Equa-
tions (9.22) and (9.27). There are two cases to study:
• First, consider the case s ≥ s′1 ≥ s′0 ≥ 1 (s′0 and s′1 independent of l).
Using (E.8), giving the locations of the larger ∂Ai(η) zeros, {η′s| s ≥ s′0}, we estimate
the spacing between the zeros as∣∣η′s+1 − η′s∣∣ = 23 ( 3π2 )2/3 s−1/3 +O(s−4/3) (9.21)
so that the spacing satisfies the lower bound∣∣η′s+1 − η′s∣∣ ≥ κ s−1/3, s ≥ s′0 (9.22)
where κ = (3π/2)2/3/3 ≈ 0.93693. So, first, we consider the open disk |η − η′s| <
κ
2 s
−1/3, which clearly contains only one zero of ∂Ai.
Now we estimate the A1 and A2, appearing in (9.19). Using the Cauchy integral
formula and A1(η) obtained from (9.17) we have
A1(η) =
1
2πi
∮
|t−η′s|=κs−1/3
A1(t)
t− η dt =
1
2πi
∮
|t−η′s|=κs−1/3
Ai(t)−Ai(η′s)
(t− η′s)2(t− η)
dt.
(9.23)
Using the asymptotic expansion of Ai(η) on the negative real axis from Appendix E.1
and the location of the η′s from (E.7) we have
C0s
−1/6 ≤ sup
|η−η′s|≤κs−1/3
|Ai(η)| ≤ C1s−1/6, s ≥ s′1. (9.24)
This allows the estimate for |η − η′s| < κs−1/3:
|A1(η)| ≤ 1
2π
sup
|η¯−η′s|=κs−1/3
2|Ai(η¯)|
(κs−1/3)2
∮
|t−η′s|=κs−1/3
1
|t− η| |dt|,
≤ C s
−1/6
(κs−1/3)2
∮
|t−η′s|=κs−1/3
1
|t− η| |dt|, by equation (9.24),
≤ C s
−1/6
(κs−1/3)2
1
κs−1/3 − |η − η′s|
∮
|t−η′s|=κs−1/3
1 |dt|, by the triangle inequality,
≤ C s
−1/6
κs−1/3
1
κs−1/3 − |η − η′s|
.
Next, we apply the last inequality to the smaller circle |η − η′s| = Cs−1/3ν−q we can
estimate
|A1(η)| ≤ C s
−1/6
(κs−1/3)2
1
1− |η − η′s|/(κs−1/3)
≤ Cs1/2 1
1− Cν−q ≤ Cs
1/2. (9.25)
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Similarly,
|A2(η)| ≤ Cs5/6. (9.26)
The full numerator of (9.19) can be estimated, using (9.24) and (9.25),∣∣1 +Ai(η′s)−1A1(η)(η − η′s)2∣∣ ≤ 1 + |Ai(η′s)|−1 |A1(η)| |η − η′s|2
≤ 1 + Cs1/6 Cs1/2
(
Cs−1/3ν−q
)2
≤ 1 + Cν−2q .
For the denominator, using (E.8), (9.24) and (9.26),∣∣∣[η′sAi(η′s)]−1A2(η)(η − η′s)∣∣∣ ≤ |η′s|−1 |Ai(η′s)|−1 |A2(η)| |η − η′s|
≤ Cs−2/3 Cs1/6 Cs5/6 Cs−1/3ν−q ≤ Cν−q.
Therefore,
∣∣∣1 + [η′sAi(η′s)]−1A2(η)(η − η′s)∣∣∣−1 ≤ 1 + Cν−q. Combining these esti-
mates, we find |a′ν | ≤ C.
• The case 1 ≤ s < s′1 is handled similarly. Since we do not have an explicit
approximate formula for the zeros of ∂Ai zeros, we introduce the among the first s′1
zeros
2δ′ = min
1≤s≤s′1
∣∣η′s+1 − η′s∣∣ . (9.27)
For 1 ≤ s < s′1, define As1 and As2 via (9.17) and (9.18). Then,
a′ν =
1+ Ai(η′s)
−1As1(η)(η − η′s)2
1 + η′sAi(η′s)−1As2(η)(η − η′s)
. (9.28)
In the disk |η− η′s| ≤ δ′ν−q (in the theorem Cs−1/3 = δ′) we use the Cauchy integral
formula to make the estimates |As1(η)| ≤ C and |As2(η)| ≤ C, which give |a′ν | ≤ C.
This completes the proof of Claim 9.2 and therewith, Part 1 of Theorem 6.3.
9.2. Proof of Theorem 6.3 Part 2. We now discuss the single resonance, away
from the arc. As before, we begin by seeking solutions of Equation (6.1) for large l
using the asymptotics in Equations (E.9) and (E.10). However, we now seek zeros in a
domain not associated with zeros of ∂Ai(η). In particular, we focus where |η| is large
and |arg η| < π. Using the leading term of the asymptotic approximation to Airy
functions in Equations (E.1) and (E.2) and Equation (9.9) we obtain the approximate
equation
ν2z2 − ǫ
2
2
1
We
(
ν2 − 9
4
)
= −ǫ2ν 1
We
(
ν2 − 9
4
)(
1− z2)1/2 (9.29)
where λ = νz/ǫ. For ν ≫ 3/2, we can drop the terms involving 9/4, square both
sides, and write an approximate polynomial equation for the resonances in z:
z4 + ν2ǫ4
(
1
We
)2
z2 − ǫ2 ( 1We) z2 − ν2ǫ4 ( 1We)2 = 0. (9.30)
All neglected terms are of higher order in ǫ and will be absorbed into the final error.
We identify the large parameter N = ǫ
2ν
We , set α =
ǫ2
We and obtain:
z4 +N2z2 − α2z2 −N2 = 0. (9.31)
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In the regime, lǫ2We−1 ≥ K2, we have N ≥ K2, and the dominant balance is between
the first two terms. Choosing a solution in the lower half plane leads to z ≈ −iN .
Accordingly, we look for a solution in the form
z(N) = −iN + z0 + z−1N−1 + z−2N−2 +O
(
N−3
)
. (9.32)
Iteratively, we compute z0 = 0, z−1 = i(α − 1)/2, and z−2 = 0. Changing variables
back to λ leads to the desired result. This completes the proof of Theorem 6.3.
Appendix A. Spherical coordinates.
Spherical coordinates in R3:
x = r sin θ cosφ, y = r sin θ sinφ, z = r cos θ (A.1)
Standard orthonormal frame
rˆ =
sin θ cosφsin θ sinφ
cos θ
 , θˆ =
cos θ cosφcos θ sinφ
− sin θ
 = −∂θrˆ, φˆ =
− sin θ sinφsin θ cosφ
0
 = ∂φrˆ (A.2)
grad, div,∆ in spherical coordinates :
grad f = ∇f =
∂f
∂r
rˆ+
1
r
∂f
∂θ
θˆ +
1
r sin θ
∂f
∂φ
φˆ (A.3)
div F =∇ · F = 1
r2
∂
∂r
(r2Fr) +
1
r sin θ
∂
∂θ
(sin θFθ) +
1
r sin θ
∂
∂φ
Fφ (A.4)
div gradf = ∆f = ∆rf +
1
r2
∆Sf
∆r f =
1
r2
∂
∂r
(
r2
∂f
∂r
)
, radial Laplacian (A.5)
∆S f =
[
1
sin θ
∂
∂θ
(
sin θ
∂f
∂θ
)
+
1
sin2 θ
∂2f
∂φ2
]
, Laplacian on S2 (A.6)
Surface and Volume elements: dΩ = sin θ dθ dφ, dx = r2 sin θ dr dθ dφ = r2 dr dΩ
Appendix B. Spherical Harmonics. Y ml (θ, φ) = Y
m
l (Ω), l ≥ 0, |m| ≤ l
denote the spherical harmonics. These are eigenfunctions of the Laplacian on S2:
−∆SY ml (θ, φ) = l(l + 1)Y ml (θ, φ). (B.1)
The functions {Y ml } form a complete orthonormal system in L2(S2):
〈Y ml , Y m
′
l′ 〉L2(S2) = δll′,mm′ with L2(S2) inner product:
〈f, g〉L2(S2) =
∫ 2π
0
∫ π
0
f(θ, φ) g(θ, φ) sin θ dθ dφ =
∫
S2
f(Ω) g(Ω) dΩ (B.2)
We shall make use of the following explicit formulae:
Y 00 (θ, φ) =
1
2
√
1
π
(B.3)
Y −11 (θ, φ) =
1
2
√
3
2π
sin θ e−iφ, Y 01 (θ, φ) =
1
2
√
3
π
cos θ, Y 11 (θ, φ) = −
1
2
√
3
2π
sin θ eiφ
(B.4)
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Appendix C. PDEs for a bubble in a compressible fluid and lineariza-
tion. The inviscid, compressible fluid phase is governed by the Euler and conservation
of mass equations with normal velocity and stress boundary conditions:
0 = ∂tu+ (u ·∇)u+ 1
ρ
∇p(ρ), x ∈ R3 \B(t) (C.1a)
0 = ∂tρ+∇ · (ρu), x ∈ R3 \B(t) (C.1b)
u · nˆ = ∂tR · nˆ, ∂B(t) (C.1c)
pbubble|∂B(t) − pfluid|∂B(t) = σ∇ · nˆ, ∂B(t). (C.1d)
The pressure within the fluid is assumed to obey an equation of state: p = pfluid =
p(ρ). The pressure of the gas within the bubble is assumed to be constant and to vary
inversely with bubble-volume:
pbubble = PB(R) =
k
|B(t)|γ . (C.2)
For air (composed of mostly diatomic gases), the ratio of specific heats γ = 1.4. Equa-
tion (C.1d) is called the Young-Laplace equation [15] and states that the discontinuity
in pressure at the interface is proportional to the mean curvature H due to the rela-
tion ∇ · nˆ = 2H ; see Lamb [13] (Article 275, Equation 5), or do Carmo [7] (Section
3-3, Example 5).
Equations (C.1) have a spherically symmetric equilibrium solution:
u = 0, R(θ, φ) = a rˆ(θ, φ) (C.3)
p = p∞, ρ = ρ∞, PB = Peq (C.4)
where the equilibrium bubble radius, a and pressure, Peq are given by (1.5) .
To make the fluid compressibility more explicit, we define a variable sound speed
c2 = dpdρ and rewrite the continuity equation (C.1b) in terms of the pressure, p = p(ρ):
∂tp+∇p · u+ c2ρ∇ · u = 0. (C.5)
C.1. Nondimensionalization of the compressible Euler equations. We
shall use the equilibrium bubble radius, a, as a length scale, and a typical bubble
wall velocity, U , as a velocity scale to nondimensionalize the compressible Euler equa-
tions (C.1). In this section, we denote the nondimensional variables with subscript
asterisks. Thus, the non-dimensional spatial coordinate is denoted x∗. Now, introduce
non-dimensional variables:
B = aB∗ x = ax∗ t =
a
U
t∗ u = U u∗ p = ρ∞U2 p∗ (C.6)
∂B = a ∂B∗ ∇x =
1
a
∇x∗ ∂t =
U
a
∂t∗ ρ = ρ∞ ρ∗ PB = ρ∞U
2 P∗B∗ (C.7)
In terms of these non-dimensional variables, the first two equations of the Euler system
become:
∂t∗u∗ + (u∗ ·∇x∗)u∗ +
1
ρ∗
∇x∗p∗(ρ∗) = 0, x∗ ∈ R3 \B∗(t∗) (C.8)
∂t∗ρ∗ +∇x∗ · (ρ∗u∗) = 0, x∗ ∈ R3 \B∗(t∗). (C.9)
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Remark C.1. If ∇x∗ ∧ u∗(t = 0,x∗) = 0, i.e. the initial velocity field is
irrotational, it follows that ∇x∗ ∧ u∗(t,x∗) = 0 for all t; see [13]. In this case
u∗(t,x∗) =∇x∗ϕ∗(t,x∗). Alternatively, we may write the continuity equation (C.9)
in terms of the non-dimensional pressure, p∗, as:
∂t∗p∗ +∇x∗p∗ · u∗ + c∗2ρ∗∇x∗ · u∗ = 0. (C.10)
Here, we have introduced the non-dimensional speed: c2∗ =
(
c
U
)2
= dp∗dρ∗ (ρ∗). Note
that p∗, u∗, and ρ∗ are all functions of (x∗, t∗).
Next, we nondimensionalize the boundary conditions. Using the substitutions
above we have
u∗ · nˆ = ∂t∗R∗ · nˆ, x∗ ∈ ∂B∗(t∗), (C.11)
P∗B∗ − p∗ =
1
We
∇x∗ · nˆ, x∗ ∈ ∂B∗(t∗) (C.12)
where We denotes the Weber number, denoted by
We =
ρ∞aU2
σ
=
INERTIA
CURVATURE
. (C.13)
We now express the dynamic boundary condition more explicitly. First note |B(t)| =
|aB∗(t∗)| = a3|B∗(t∗)|. Furthermore, the bubble pressure at equilibrium is given by
Peq =
k
( 4π3 a3)
γ =⇒ k = Peq
(
4π
3 a
3
)γ
=⇒ PB(t) = Peq
(
4π
3 a
3
|B(t)|
)γ
. Thus, using
the expression for Peq in (1.5), we have
P∗B∗ =
PB
ρ∞U2
=
Peq
ρ∞U2
( 4π
3
|B∗(t∗)|
)γ
=
(
p∞ + 2σ/a
ρ∞U2
)( 4π
3
|B∗(t∗)|
)γ
=
(
Ca
2
+
2
We
)( 4π
3
|B∗(t∗)|
)γ (C.14)
Here, Ca denotes the Cavitation number
Ca =
p∞
1
2ρ∞U
2
=
EXTERNAL PRESSURE
KINETIC ENERGY PER VOLUME
. (C.15)
The nondimensional system is given by Equations (C.8), (C.9), (C.11) and (C.12).
Finally, we conclude this section by displaying the spherical bubble equilibrium
solution in non-dimensional variables:
u∗ = 0, R∗ = rˆ(θ, φ), p∗ =
1
2
Ca, ρ∗ = 1, P∗B∗ =
Ca
2
+
2
We
(C.16)
C.2. Nondimensional Euler equations in Center of Mass Coordinates.
The bubble’s dimensional center of mass is defined
ξ
cm
(t) :=
∫
B(t)
x dx (C.17)
and is nondimensionalized by ξ
cm
(t) = a ξ
cm∗(t∗). In this section, variables and
operators defined with respect to the moving coordinate system are denoted with a
prime (′). Let the moving coordinates be defined
x′∗(t∗) := x∗ − ξcm∗(t∗) (C.18)
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such that ∫
B′∗(t∗)
x′∗ dx
′
∗ = 0. (C.19)
We will use the following substitutions.
∇x∗ =∇x′∗ , nˆ = nˆ
′, R∗ = R′∗ + ξcm∗(t∗)
u∗(x∗, t∗) = u′∗(x∗ − ξcm∗(t∗), t∗) = u′∗(x′∗, t∗)
ρ∗(x∗, t∗) = ρ′∗(x
′
∗, t∗), (C.20)
p∗(x∗, t∗) = p′∗(x
′
∗, t∗)P∗B∗(R∗, t∗) = P
′
∗B′∗(R
′
∗, t∗), c∗(x∗, t∗) = c
′
∗(x
′
∗, t∗).
The resulting system of nonlinear equations is:
0 = (∂t∗− ∂t∗ξcm∗ ·∇x′∗)u′∗ +
(
u′∗ ·∇x′∗
)
u′∗ +
1
ρ′∗
∇x′∗p
′
∗, x
′
∗∈R3\B′∗(t∗) (C.21a)
0 = (∂t∗− ∂t∗ξcm∗ ·∇x′∗)p′∗ +∇x′∗p′∗ · u′∗+c′∗2ρ′∗ ∇x′∗ · u′∗, x′∗∈R3\B′∗(t∗) (C.21b)
u′∗ · nˆ′ = ∂t∗(R′∗ + ξcm∗) · nˆ′, x′∗ ∈ ∂B′∗(t∗) (C.21c)
P ′∗B′∗−p′∗ =
1
We
∇x′∗ · nˆ′, x′∗ ∈ ∂B′∗(t∗) (C.21d)
0 =
∫
B′∗
x′∗ dx
′
∗. (C.21e)
C.3. Linearization of Euler equations about the spherical equilibrium.
To simplify the notation, we drop asterisks and primes in Equations (C.21). and
linearize about the nondimensional equilibrium (C.16) by taking:
u = 0+ δ u1 +O
(
δ2
)
, R(θ, φ, t) = R(θ, φ, t) rˆ =
[
1 + δ R1(θ, φ, t) +O
(
δ2
)]
rˆ
(C.22)
p =
Ca
2
+ δ p1 +O
(
δ2
)
; p = p(ρ), ρ = 1 + δ ρ1 +O
(
δ2
)
(C.23)
ξ
cm
(t) = 0+ δ ξ
cm,1(t) +O
(
δ2
)
, ξ
cm,1(t) = ξ1,x(t)xˆ + ξ1,y(t)yˆ + ξ1,z(t)zˆ (C.24)
Consider initial conditions that are perturbations from equilibrium of size δ, δ ≤ 1.
We expand quantities in Equations (C.21) in powers of δ: c2 = dpdρ(1 + δρ1 + . . . ) =
1
M2
+ δ c1
2 +O(δ2), where M denotes the Mach number
M =
(
dp
dρ
(1)
)−1
=
U
c∞
=
[
INERTIA
COMPRESSIBILITY
]1/2
. (C.25)
In addition to the above expansions in powers of δ, we require the implied expan-
sions for nˆ and div nˆ. From the relation
F (r, θ, φ, t) ≡ r − R(θ, φ, t) = 0
which defines the bubble surface, ∂B(t), we have using the polar coordinate represen-
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tations, (A.3) and (A.4), for grad and div
nˆ |r=R =
grad F
|grad F |
∣∣∣∣
r=R
=
rˆ− 1R∂θR θˆ − 1R sin θ∂φR φˆ(
1 + 1R2 (∂θR)
2 + 1R2 sin2 θ (∂φR)
2
) 1
2
= 1 · rˆ− δ
(
∂θR1θˆ +
1
sin θ
∂φR1φˆ
)
+O(δ2) , (C.26)
(div nˆ)|r=R =
[
div
(
1 · rˆ − δ ∂θR1 θˆ − δ 1sin θ ∂φR1 φˆ + O(δ2)
)]∣∣∣
r=R
= 2− δ (2 + ∆S)R1 +O(δ2)
(C.27)
It follows that
u · nˆ = 0 + δ ∂ru1 +O(δ2)
∂tξcm · nˆ = 0 + δ ( ∂tξ1,x(t)xˆ+ ∂tξ1,y(t)yˆ + ∂tξ1,z(t)zˆ) · rˆ+O(δ2)
= δ (∂tξ1,x(t) sin θ cosφ + ∂tξ1,y(t) sin θ sinφ + ∂tξ1,z(t) cos θ ) +O(δ2)
∂tR · nˆ = 0 + δ ∂tR1 +O(δ2)
For the bubble pressure, we use the following expansion of the volume, |B(t)|:
|B(t)| =
∫ π
0
dφ
∫ 2π
0
dθ sin θ
R(θ,φ,t)∫
0
r2dr =
4
3
π + δ
∫ π
0
dφ
∫ 2π
0
R1(θ, φ, t) sin θ dθ +O(δ2)
Therefore,( 4π
3
|B(t)|
)γ
= 1− 3γ δ 〈Y 00 , R1〉L2(S2) Y 00 +O(δ2), where Y 00 (θ, φ) =
1
2
√
1
π
.
The center of mass constraint can be expanded is follows:
0 =
∫
B(t)
xdx =
∫ 2π
0
dθ
∫ π
0
dφ
∫ R(θ,φ,t)
0
r rˆ(θ, φ) r2 sin θ dr (C.28)
=
1
4
∫ 2π
0
∫ π
0
R4(θ, φ, t)
sin θ cosφsin θ sinφ
cos θ
 sin θ dθ dφ
Since R = 1 + δ R1 +O(δ2), we have at order δ:∫ 2π
0
∫ π
0
R1(θ, φ, t)
sin θ cosφsin θ sinφ
cos θ
 sin θ dθ dφ = 0 (C.29)
Equivalently, we can express these three orthogonality conditions in terms of spher-
ical harmonics of degree l = 1: Y 1l (θ, φ), Y
0
1 (θ, φ) and Y
−1
1 (θ, φ). Indeed, by Equa-
tion (B.4)√
3
2π
sin θ cosφ = Y −11 − Y 11 ,
√
3
2π
sin θ sinφ = i
(
Y −11 + Y
1
1
)
,
1
2
√
3
π
cos θ = Y 01 .
(C.30)
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Therefore, the three orthogonality conditions of Equation (C.29) are equivalent to
〈R1(·, t), Y m1 (·)〉L2(S2) = 0, m = −1, 0, 1. We can also re-express ∂tξcm · nˆ, given
above, in terms of Y m1 as follows
(∂tξcm · nˆ) (θ, φ, t) = δ (∂tξcm · rˆ) (θ, φ, t) +O(δ2)
=
√
π
3
δ
(√
2∂tξ1,x(t)
(
Y 1−1 − Y 11
)
+
√
2 i ∂tξ1,y(t)
(
Y −11 + Y
1
1
)
+2∂tξ1,z(t)Y
0
1
)
+O(δ2).
(C.31)
Substitution of these expansions into Equations (C.21) yields the following equations
for the linearized perturbations to the fluid phase:
0 = ∂tu1 +∇p1, 0 = ∂tp1 +
1
M2
∇ · u1 (C.32)
Assuming the flow is irrotational, we have u = δ u1 + δ
2 u2 + O(δ3) =
δ ∇ϕ1 + δ
2
∇ϕ2 + O(δ3). Since u1 = ∇ϕ1, we have 0 = ∇ (∂tϕ1 + p1) and
therefore
0 = ∂tϕ1 + p1, 0 = ∂tp1 +
1
M2
∆ϕ1
implying the wave equation for ϕ1:
M
2∂2t ϕ1 −∆ϕ1 = 0, r > 1, t > 0 (C.33)
The linearized boundary conditions and center of mass constraint are
∂rϕ1 = ∂tR1 + (∂tξcm · rˆ) (θ, φ, t), r = 1, t ≥ 0 (C.34)
∂tϕ1 = 3γ
(
Ca
2
+
2
We
)
〈Y 00 , R1〉Y 00 −
1
We
(2 + ∆S)R1, r = 1, t ≥ 0 (C.35)
〈R1(·, t), Y m1 〉 = 0, |m| ≤ 1 (C.36)
As initial conditions we take:
R1(θ, φ, t)|t=0 sufficiently smooth
ϕ1(r, θ, φ, t)|t=0 , ∂tϕ1(r, θ, φ, t)|t=0 ≡ 0, r > 1,
ξ
cm,1(t)
∣∣
t=0
= 0.
(C.37)
Proposition C.1. Let ϕ1(r, θ, φ, t), R1(θ, φ, t), ξcm,1(t) denote a sufficiently
regular solution of the initial-boundary value problem for the wave equation (C.33) on
the region r > 1 with linearized kinematic and dynamic boundary conditions (C.34)
and (C.35), linearized coordinate normalization (center of mass) condition, and initial
conditions (C.37). Then,
ξ
cm,1(t) = 0, t ≥ 0. (C.38)
It follows that the linearized perturbation: Ψ = ϕ1, β = R1 satisfies the initial-
boundary value problem (1.8), (1.9) of the Introduction.
To prove Proposition C.1, we first introduce the projection operators onto the
|m| = 1 spherical harmonics
Pm1 = 〈 · , Y m1 〉L2(S2) Y m1 . (C.39)
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Since Pm1 commutes with ∂t and ∆, for any |m| ≤ 1, the function U = Pm1 ∂tϕ1
satisfies the wave equation (
M
2∂2t −∆
)
U = 0, r > 1 (C.40)
Moreover, applying Pm1 to the dynamic boundary condition (C.35) and using (C.36)
yields the Dirichlet boundary condition
U = 0, r = 1. (C.41)
It follows that U = Pm1 ∂tϕ1 is identically zero on r > 1. Therefore,
Pm1 ϕ1(r, θ, φ, t) = F (r) Y m1 (θ, φ).
Since Pm1 ϕ1 is a time-independent solution of the wave equation for r > 1, clearly
∆Pm1 ϕ1 = 0, and therefore (∆r − 2r−2)F (r) = 0. Thus, F (r) = c1 j1(r) + c2 y1(r) for
some constants c1, c2 and therefore
Pm1 ϕ1(r, θ, φ, t) = (c1 j1(r) + c2 y1(r)) Y m1 (θ, φ), and
∂rPm1 ϕ1(r, θ, φ, t) = (c1 ∂rj1(r) + c2 ∂ry1(r)) Y m1 (θ, φ).
(C.42)
Evaluating (C.42) at r = 1 and t = 0 we have, using the initial condition ϕ1(r, θ, φ, t =
0) = 0 for r > 1,
c1 j1(1) + c2 y1(1) = 0, c1 ∂rj1(1) + c2 ∂ry1(1) = 0.
implying c1 = c2 = 0, by linear independence of {j1(r), y1(r)}. Now applying Pm1 to
the kinematic boundary condition (C.34) and using (C.36), we obtain〈
Y m1 ,
(
∂tξcm,1(t) · rˆ
) 〉
L2(S2)
= 0, |m| ≤ 1 (C.43)
We now claim that ∂tξcm,1(t) = 0, t ≥ 0 and therefore ξcm,1(t) = 0, t ≥ 0. To
see this, observe that
∂tξcm,1(t) · rˆ = ∂tξ1x(t) sin θ cos θ + ∂tξ1y(t) sin θ sinφ + ∂tξ1z(t) cos θ
=
√
2π
3
[
∂tξ1x(t)(Y
−1
1 −Y 11 ) + i ∂tξ1x(t)(Y −11 +Y 11 ) + 1√2∂tξ1z(t)Y
0
1
]
.
Taking inner product with Y m1 , |m| ≤ 1, yields ∂tξ1x(t) = ∂tξ1y(t) = ∂tξ1z(t) = 0,
t ≥ 0. This completes the proof.
Appendix D. Hankel Functions. Separation of variables, applied to the to the
wave equation in R3, in spherical coordinates, leads to the spherical Bessel’s equation
r2R′′(r) + 2rR′(r) +
(
r2 − l(l + 1))R(r) = 0. (D.1)
Two linearly independent solution are the spherical Bessel functions
jl(r) =
√
π
2r
Jl+1/2(r), yl(r) =
√
π
2r
Yl+1/2(r) (D.2)
where Jl+1/2 and Yl+1/2 are Bessel functions of order l+1/2. The outgoing spherical
Hankel function h
(1)
l (z), z ∈ C, is obtained by taking a linear combination of jl and
yl:
h
(1)
l (z) = jl(z) + iyl(z). (D.3)
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In terms of the Hankel functions, H
(1)
l+1/2(z) = Jl+1/2(z) + iYl+1/2(z) and
h
(1)
l (z) =
√
π
2z
H
(1)
l+1/2(z). (D.4)
D.1. Polynomial Representation. We can represent the spherical Hankel
functions as in [40] by
h
(1)
l (z) = z
−l−1pl(z)eiz (D.5)
where pl(z) is the polynomial of order l given by
pl(z) = i
−l−1
l∑
k=0
(
i
2
)k
(l + k)!
k!(l − k)!z
l−k =
l∑
n=0
i−n−1
2l−n
(2l− n)!
(l − n)!n!z
n ≡
l∑
n=0
alnz
n (D.6)
D.2. Analytic continuation. The Hankel functions have the following analytic
continuations and symmetries
H(1)ν (ze
πi) = −e−νπiH(2)ν (z) H(1)ν (z¯) = H(2)ν (z) (D.7)
H(2)ν (ze
−πi) = −eνπiH(1)ν (z) H(2)ν (z¯) = H(1)ν (z) = −eνπiH(1)ν (z¯eπi) (D.8)
D.3. Derivatives. The derivative of a spherical Hankel function can be ex-
pressed in terms of spherical Hankel functions in a variety of ways:
d
dz
h
(1)
l (z) =
lh
(1)
l (z)
z
− h(1)l+1(z) = h(1)l−1(z)−
(l + 1)h
(1)
l (z)
z
(D.9)
These relations are also valid for jl, yl, h
(2)
l . Similarly,
d
dz
H(1)ν (z) =
νH
(1)
ν (z)
z
−H(1)v+1(z) = H(1)v−1(z)−
νH
(1)
ν (z)
z
(D.10)
These relations are also valid for the Bessel functions Jl, Yl, and the incoming Hankel
function H
(2)
l .
Finally, a limit we require is a consequence of the above recursions and the poly-
nomial representation of h(1):
z∂h
(1)
l (z)
h
(1)
l (z)
= l − zh
(1)
l+1(z)
h
(1)
l (z)
= l − pl+1(z)
pl(z)
→ l − (2l + 1) = −(l+ 1), z → 0
Appendix E. Asymptotic Expansions of Special Functions.
E.1. Airy function asymptotics. The Airy function and its derivative can be
approximated for large argument by (Olver [23])
Ai(τ) =
1
2
π−1/2τ−1/4e−µ
[
1 +O(|µ|−1)] , |arg τ | < π (E.1)
∂Ai(τ) = −1
2
π−1/2τ1/4e−µ
[
1 +O(|µ|−1)] , |arg τ | < π (E.2)
Ai(−τ) = π−1/2τ−1/4 cos(µ− π/4) [1 + tan(µ− π/4)O(µ−1)] , |arg τ | < 2π/3
(E.3)
Ai′(−τ) = π−1/2τ1/4 cos(µ− 3π/4) [1 + tan(µ− 3π/4)O(µ−1)] , |arg τ | < 2π/3
(E.4)
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where µ = 23τ
3/2. Additionally, we have the inequalities [23]
|Ai(τ)| < C
(
1 + |τ |1/4
)−1 ∣∣e−µ∣∣ , |arg τ | ≤ π (E.5)
|∂Ai(τ)| < C
(
1 + |τ |1/4
) ∣∣e−µ∣∣ , |arg τ | ≤ π. (E.6)
E.2. Zeros of Airy Functions. All of the zeros of the Airy function and its
derivative lie on the negative real axis. The larger zeros have the following approxi-
mations [22, 41, 42].
Asymptotics for zeros of Ai(z):
ηs = −
[
3
8
π(4s− 1)
]2/3
+O(s−4/3), s = s0, . . . ,
⌊
l+ 1
2
⌋
. (E.7)
Asymptotics for zeros of ∂Ai(z):
η′s = −
[
3
8
π(4s− 3)
]2/3
+O(s−4/3), s = s′0, . . . ,
⌊
l + 1
2
⌋
+ 1. (E.8)
E.3. Hankel function asymptotics. The Hankel functions can be approxi-
mated for large order ν, uniformly in z in the sector |arg z| < π by
H(1)ν (νz) ∼ 2e−πi/3
(
4ζ
1− z2
)1/4
Ai(e2πi/3ν2/3ζ)
ν1/3
(E.9)
∂H(1)ν (νz) ∼ −4e−πi/3
1
z
(
1− z2
4ζ
)1/4
Ai(e2πi/3ν2/3ζ)
ν4/3
(E.10)
where
2
3
ζ3/2 =
∫ 1
z
√
1− t2
t
dt = log
1 +
√
1− z2
z
−
√
1− z2. (E.11)
We note the useful Taylor series
2
3
ζ3/2 = (− log(z) + log(2)− 1) + z
2
4
+O
(
z4
)
as z → 0, (E.12)
= −2
3
i
√
2(z − 1)3/2 + 3i(z − 1)
5/2
5
√
2
+O
(
(z − 1)7/2
)
as z → 1, (E.13)
= −iz + iπ
2
− i
2z
− i
24
1
z3
+O
(
1
z4
)
as z →∞. (E.14)
which yield the limits limz→0 ζ(z) =∞, limz→1 ζ(z) = 0, limz→∞ ζ(z) =∞. For ζ
close to zero, E.11 is inverted to yield
z(ζ) = 1− 2−1/3 ζ + 3102−2/3 ζ2 + 1700 ζ3 + ζ4O(1). (E.15)
E.4. Zeros of Hankel functions. Concerning the zeros of Hankel functions a
consequence of the analysis in [22] is the following:
Theorem E.1. Let ν = l + 1/2, where l ≥ 2 is an integer. The l + 1 zeros of
∂H
(1)
ν (y) and the l zeros of H
(1)
ν (y)
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The detailed locations of the previous zeros given in the following
Proposition E.2. The l zeros of H
(1)
ν (y) are
yν,k = ν
[
1 + 2−1/3e−2πi/3ν−2/3|ηk|+ 3102−2/3e−4πi/3ν−4/3 |ηk|2 +O
(
ν−4/3
)]
,
(E.16)
for k = 1, . . . , ⌊(l + 1)/2⌋, where ηk is the k-th zero of Ai.
The l + 1 zeros of ∂H
(1)
ν (y) are
y′ν,k = ν
[
1 + 2−1/3e−2πi/3ν−2/3 |η′k|+ 3102−2/3e−4πi/3ν−4/3 |η′k|
2
+O
(
ν−4/3
)]
,
(E.17)
for k = 1, . . . , ⌊(l + 1)/2⌋+ 1 where η′k is the k-th zero of ∂Ai.
We comment on approximating the zeros of ∂H
(1)
ν (νz) by Equation (E.17), which
is closely related to the analysis of Olver [23]. The proof is analogous for H
(1)
ν (νz).
Introduce the variables
ζ = ζ(z), η = η(ζ) = e2πi/3ν2/3ζ; see Equation (E.11). (E.18)
Using the uniform asymptotic approximation for ∂H
(1)
ν (νz) in (E.10) we can
rewrite the equation ∂H
(1)
ν (y) = 0, for ν = l+ 1/2 large as
∂Ai(η) +
e−2πi/3
ν2/3
Ai(η)
c0
d0
[
1 +O(ν−2)] = 0. (E.19)
For ν large, the zeros, η, are well approximated by zeros, {η′k}, of ∂Ai(η); see (E.8).
These lie on the negative real axis; see Figure E.1 (left). Then, the asymptotics of
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Fig. E.1. Complex mappings of some ∂Ai(η) zeros (left plot) to approximate zeros of
∂H
(1)
ν (νz) (right plot) by transformations η 7→ ζ 7→ z 7→ νz. The first map, η 7→ ζ, is given
by inverting Equation (E.18). The second map, ζ 7→ z, is computed using Equation (E.15).
Airy functions and the properties of the mapping η 7→ ζ 7→ z 7→ νz can be used to
show give approximations to the zeros of ∂Hν(y) and to establish their location near
an arc in the lower half plane.
Appendix F. Proof of Proposition 5.2. In this section we prove Proposi-
tion 5.2, which states:
Res
λ=λl,j
λ
λ2 + rlGl(ǫλ)
= O
(
ν−4/3
)
. (F.1)
The main tool of this analysis is the uniform asymptotics of Hankel functions.
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Proof. To compute the residues, in (5.3), first cancel a factor of λ, use the differ-
ential equation satisfied by spherical Hankel functions and relations in Appendix D
to obtain:
Res
λ=λl,j
λ
λ2 + rlGl(ǫλ)
= Res
λ=λl,j
1
λ+ ǫrl
h
(1)′
l (ǫλ)
h
(1)
l (ǫλ)
= lim
λ→λl,j
1
∂λ
(
λ+ ǫrl
h
(1)′
l (ǫλ)
h
(1)
l (ǫλ)
)
= lim
λ→λl,j
[
1 + ǫ2rl
(
−1 + l(l + 1)
(ǫλ)2
− 2
ǫλ
[−1
2ǫλ
+
H
(1)′
ν (ǫλ)
H
(1)
ν (ǫλ)
]
−
[−1
2ǫλ
+
H
(1)′
ν (ǫλ)
H
(1)
ν (ǫλ)
]2)]−1
.
(F.2)
In particular, we have used
h
(1)′
l (z)
h
(1)
l (z)
= − 1
2z
+
H
(1)′
ν (z)
H
(1)
ν (z)
, ν = l + 1/2.
Now we expand the terms in the last line of (F.2) about λl,j for large l. We recall
the approximation for these resonances from Theorem 6.3:
λl,s =
l+ 1/2
ǫ
[
1− 2−1/3(l + 1/2)−2/3e−2πi/3η′s +O(l−1)
]
, s = 1, 2, . . . ,
⌊
l + 1
2
⌋
+1.
(F.3)
There will be two cases to consider: resonances corresponding to Airy prime zeros
η′s for s = 1, . . . , s0 which are O(1) and for s ≈ l/2 which we will see are O(l2/3).
Specifically,
η′s = −
(
3π
8
)2/3
(4s− 3)2/3 + · · · , s = s0, . . . ,
⌊
l + 1
2
⌋
+ 1
= −
(
3π
2
)2/3
ν2/3 +O(ν−2/3), s ≈ l/2→∞.
Since
l(l + 1)
(ǫλ)2
=
(ν − 1/2)(ν + 1/2)
ν2
[
1− e−2πi/32−1/3ν−2/3η′s
] (F.4)
we have
l(l+ 1)
(ǫλ)2
=
{
1 +O(ν−2/3), s small,
O(1), s large. (F.5)
For the Hankel terms in (F.2), letting ǫλ = νz and using Appendix E.3, we have
H
(1)′
ν (νz)
H
(1)
ν (νz)
∼ e2πi/3 1
z
(
1− z2
ζ
)1/2
Ai′(τ)
Ai(τ)
ν−1/3, τ = e2πi/3ν2/3ζ. (F.6)
We simplify this ratio for z ≈ 1 using the Taylor expansion (E.13), which yields
ζ = 21/3e−πi/3(z − 1) +O((z − 1)2) . (F.7)
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Thus, ζ−1(1 − z2) = −(1 + z) z−1ζ = − 1+z21/3e−πi/3 = 22/3e−2πi/3 + · · · and
e2πi/3ν2/3ζ = e2πi/3ηs + · · · , where the dots indicate higher order terms. Now for
the Airy functions ∂Ai(τ)Ai(τ) = O(1) for small s. From Appendix E.1
∂Ai(τ)
Ai(τ)
∼ −τ1/2, τ large, |arg τ | < π. (F.8)
So, for large s
(
∂Ai(τ)
Ai(τ)
)∣∣∣∣
τ=e2πi/3ν2/3ζ
∼ −
[
e−πi/3
(
3π
2
)2/3
ν2/3
]1/2
= −
[
e−πi/6
(
3π
2
)1/3
ν1/3
]
.
Combining results(
∂Ai(τ)
Ai(τ)
)∣∣∣∣
τ=e2πi/3ν2/3ζ
=
{
O(1), s small,
e5πi/6
(
3π
2
)1/3
ν1/3 +O(ν−2/3), s ≈ l/2 large. (F.9)
We can now conclude the proof. For s large
− 1
2ǫλ
+
H
(1)′
ν (ǫλ)
H
(1)
ν (ǫλ)
= − 1
2ν
+O(1) = O(1). (F.10)
Thus,
Res
λ=λl,j
λ
λ2 + rlGl(ǫλ)
= lim
λ→λl,j
[
1 + ǫ2rl
(
−1 +O(1)− 2
ν
O(1)−O(1)2
)]−1
= O(ν−2).
(F.11)
For s small,
Res
λ=λl,j
λ
λ2 + rlGl(ǫλ)
= lim
λ→λl,j
[
1 + ǫ2rl
(
O(ν−4/3) +O(ν−2/3)
)]−1
= O(ν−4/3).
(F.12)
The asymptotic formula (F.1) is a consequence of (F.11) and (F.12).
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