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Abstract
We give a direct proof of the ‘upper’ Khintchine inequality for a noncommutative symmetric
(quasi-)Banach function space with nontrivial upper Boyd index. This settles an open question of
C. Le Merdy and the fourth named author (Le Merdy and Sukochev, 2008 [24]). We apply this result
to derive a version of Rosenthal’s theorem for sums of independent random variables in a noncommutative
symmetric space. As a result we obtain a new proof of Rosenthal’s theorem for (Haagerup) Lp-spaces.
© 2011 Elsevier Inc. All rights reserved.
Keywords: Khintchine inequalities; Burkholder–Gundy inequalities; Rosenthal inequalities; Noncommutative
symmetric spaces
1. Introduction
Probabilistic inequalities for independent random variables and martingales play a prominent
role in many different areas of mathematical research, such as harmonic analysis, probability
theory, Banach space geometry and the study of symmetric function spaces. In the recent years,
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commutative Lp-spaces. We mention in particular the noncommutative versions of Khintchine’s
inequalities [26], the Burkholder–Gundy inequalities for noncommutative martingales [32,34],
Doob’s maximal inequality [17] and the Burkholder–Rosenthal inequalities [18]. In the context
of operator algebras, these inequalities are equally fundamental for the study of the geometry
of noncommutative Lp-spaces, free probability theory and noncommutative harmonic anal-
ysis. In this paper we are concerned with further extending several of these inequalities to
the realm of noncommutative symmetric Banach function spaces. Our attention is focused on
generalizing some classical inequalities for independent random variables, due to H.P. Rosen-
thal.
The classical Rosenthal inequalities [36, Theorem 3] assert that for p  2 and (fi) a sequence
of independent, mean zero random variables in Lp(Ω), where (Ω,F ,P) is a probability space,
one has ∥∥∥∥∥
n∑
i=1
fi
∥∥∥∥∥
Lp(Ω)
p max
{∥∥(fi)ni=1∥∥lp(Lp(Ω)),∥∥(fi)ni=1∥∥l2(L2(Ω))}, (1)
where p means equivalence of norms up to constants depending only on p. These inequalities
have been generalized in several directions, for example to the setting where (fi) is a mar-
tingale difference sequence [7,8] and where Lp(Ω) is replaced by a rearrangement invariant
Banach function space [4,15,16]. Recently an extension of (1) for noncommutative (Haagerup)
Lp-spaces was obtained by Junge and Xu [18,19], who also proved a version for 1  p < 2.
A different proof for finite von Neumann algebras, which yields the optimal order of the con-
stants in these inequalities, is given in [35]. There one also finds Rosenthal-type inequalities
in noncommutative martingale BMO-spaces. The techniques used in the proofs of [19,35] are
specific to noncommutative Lp-spaces at several points and therefore unsuitable to treat general
noncommutative symmetric spaces.
To state our results, let us introduce the following notation. If A, B are quantities depending
on a parameter α, then we write A α B if there is a constant cα > 0 depending only on α
such that A cαB . We write A α B if both Aα B and B α A hold, possibly with different
constants.
We now describe a special case of our main result (Theorem 6.3 below). Let E be a separable
symmetric Banach function space on (0,∞) and let M be a semi-finite von Neumann algebra.
We denote by E(M) the noncommutative symmetric space associated with E and M. Let (Nk)
be a sequence of von Neumann subalgebras of M, N a common von Neumann subalgebra of
the (Nk) and suppose that (Nk) is independent with respect to EN , the conditional expectation
with respect to N (see Definition 6.1 below for a precise statement). Let (xk) be a sequence such
that xk ∈ E(Nk) and EN (xk) = 0 for all k. Let diag(xk) denote the n × n diagonal matrix with
x1, . . . , xn on its diagonal. Then, for any n,∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
E(M)
E max
{∥∥diag(xk)nk=1∥∥E(Mn(M)),
∥∥∥∥∥
(
n∑
EN |xk|2
) 1
2
∥∥∥∥∥ ,
∥∥∥∥∥
(
n∑
EN
∣∣x∗k ∣∣2
) 1
2
∥∥∥∥∥
}
, (2)k=1 E(M) k=1 E(M)
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ing 2 < pE  qE < ∞ (condition (i)), or E is a symmetric Banach function space which is an
interpolation space for the couple (L2,Lp) and q-concave, for some 2  p < ∞ and q < ∞
(condition (ii)). We refer to Remark 6.4 for a discussion of the differences between these con-
ditions. In particular, (2) holds for the noncommutative Lorentz space Lp,∞(M) (2 < p < ∞).
Since, by a result of H. Kosaki [22], we can always embed a Haagerup Lp-space into a noncom-
mutative Lorentz space Lp,∞ over a suitable semi-finite von Neumann algebra, we recover the
Rosenthal inequalities for Haagerup Lp-spaces proved in [19].
Corresponding to the two conditions formulated above, we need two different types of Khint-
chine inequalities in our proof of (2).
Under condition (i), a key tool needed in proving the above generalization of Rosenthal’s
theorem is the following Khintchine-type inequality, considered in [24]. Let M be a semi-
finite von Neumann algebra and let L∞(Ω) ⊗ M be the tensor product von Neumann algebra.
Suppose E is a symmetric Banach function space on (0,∞) with 1 < pE  qE < ∞ which
is either separable or the dual of a separable space. The main result in [24, Theorem 1.1],
states that for any finite sequence (xk) in E(M) and any Rademacher sequence (rk)∞k=1 we
have ∥∥∥∥∑
k
rk ⊗ xk
∥∥∥∥
E(L∞(Ω)⊗M)
E max
{∥∥(xk)∥∥E(M;l2c ),∥∥(xk)∥∥E(M;l2r )}. (3)
This inequality is derived by duality from the following inequality, which holds for a larger class
of spaces: if qE < ∞ then
inf
{∥∥(yk)∥∥E(M;l2c ) + ∥∥(zk)∥∥E(M;l2r )}E
∥∥∥∥∑
k
rk ⊗ xk
∥∥∥∥
E(L∞(Ω)⊗M)
,
where the infimum is taken over all decompositions xk = yk + zk in E(M). In [24] it was left
as an open question whether (3) holds if qE < ∞, with no further assumption on the lower Boyd
index of E. We answer this question in the positive by giving a direct proof in Theorem 4.1
below. In fact, we obtain (3) also for quasi-Banach function spaces and this proves to be essential
for our proof of (2).
In our proof of (2) under condition (ii), we need a different Khintchine-type of inequality,
which reads as follows. Suppose that M is a semi-finite von Neumann algebra and E is a
symmetric quasi-Banach function space on (0,∞) which is p-convex and q-concave for some
0 < p,q < ∞. In Theorem 4.11 below we show that for any finite sequence (xk) in E(M) and
Rademacher sequence (rk)∞k=1 we have
E
∥∥∥∥∑
k
rkxk
∥∥∥∥
E(M)
E max
{∥∥(xk)∥∥E(M;l2c ),∥∥(xk)∥∥E(M;l2r )}. (4)
These results are optimal in the following sense: (3) holds for any semi-finite von Neumann
algebra if and only if qE < ∞ and (4) holds for any semi-finite von Neumann algebra if and only
if E is q-concave for some q < ∞.
Using (4) we give a new proof of some Khintchine-type inequalities considered in [27]. We
also apply the inequalities (3) and (4) to obtain Burkholder–Gundy type inequalities for noncom-
mutative symmetric spaces.
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Let 0 < α ∞. For a measurable, a.e. finite function f on (0, α) we define its distribution
function by d(v;f ) = λ(t ∈ (0, α): |f (t)| > v) for v > 0, where λ denotes Lebesgue mea-
sure. Let S(0, α) denote the space of measurable, a.e. finite functions f on (0, α) such that
d(v;f ) < ∞ for some v > 0. For f ∈ S(0, α) we denote by μ(f ) the decreasing rearrangement
of f , defined by
μt(f ) = inf
{
v > 0: d(v;f ) t} (t  0).
For f,g ∈ S(0, α) we say f is submajorized by g, and write f ≺≺ g, if ∫ t0 μs(f )ds ∫ t
0 μs(g)ds, for all t > 0. Recall the following terminology. A (quasi-)Banach function space E
on (0, α) is called symmetric if for f ∈ S(0, α) and g ∈ E with μ(f )  μ(g) we have f ∈ E
and ‖f ‖E  ‖g‖E . It is called strongly symmetric if, in addition, for f,g ∈ E with f ≺≺ g
we have ‖f ‖E  ‖g‖E . If, moreover, for f ∈ S(0, α) and g ∈ E with f ≺≺ g it follows that
f ∈ E and ‖f ‖E  ‖g‖E , then E is called fully symmetric. As is well known, the fully symmet-
ric Banach function spaces on (0, α) are precisely the exact interpolation spaces for the couple
(L1(0, α),L∞(0, α)). The class of (fully) symmetric spaces covers many interesting spaces from
harmonic analysis and interpolation theory, such as Lorentz, Marcinkiewicz and Orlicz spaces.
A symmetric (quasi-)Banach function space is said to have a Fatou (quasi-)norm if for every
net (fβ) in E and f ∈ E satisfying 0  fβ ↑ f we have ‖fβ‖E ↑ ‖f ‖E . The space E is said
to have the Fatou property if for every net (fβ) in E and f ∈ S(0, α) satisfying 0  fβ ↑ f
and supβ ‖fβ‖E < ∞ we have f ∈ E and ‖fβ‖E ↑ ‖f ‖E . We say that E has order continuous
norm if for every net (fβ) in E such that fβ ↓ 0 we have ‖fβ‖E ↓ 0. A symmetric Banach
function space on (0, α) has order continuous norm if and only if it is separable, which is also
equivalent to the statement E∗ = E×, where E× is the Köthe dual (or associate space) of E.
A symmetric Banach function space which is separable or has the Fatou property is automatically
fully symmetric. For proofs of these facts, concrete examples of symmetric spaces and more
details we refer to [6,23,25,40].
Let M be a semi-finite von Neumann algebra acting on a complex Hilbert space H , which is
equipped with a normal, semi-finite, faithful trace τ satisfying τ(1) = α. For a closed, densely
defined operator x on H which is affiliated with M we define its distribution function by
d(v;x) = τ(e|x|(v,∞)), where e|x| is the spectral measure of |x|. The decreasing rearrange-
ment of x is defined by μt(x) = inf{v > 0: d(v;x) t}. We call x τ -measurable if d(v;x) < ∞
for some v > 0. We let S(τ) denote the linear space of all τ -measurable operators. One can
show that S(τ) is a metrizable, complete topological ∗-algebra. We denote by S0(τ ) the linear
subspace of all x ∈ S(τ) such that d(v;x) < ∞ for all v > 0.
For a symmetric (quasi-)Banach function space E on (0, α) which is p-convex for some
0 < p < ∞, we can define the associated noncommutative (quasi-)Banach function space E(M)
as the linear space of x ∈ S(τ) satisfying ‖μ(x)‖E < ∞, where μ(x) is the decreasing rearrange-
ment of x. This defines a p-convex (quasi-)Banach space under the (quasi-)norm ‖x‖E(M) :=
‖μ(x)‖E [21, Theorem 8.11], which is continuously embedded in S(τ). If E has a Fatou
(quasi-)norm, order continuous (quasi-norm) or the Fatou property, then so does E(M). If a Ba-
nach function space E has order continuous norm, then E(M)∗ = E×(M). In this case the
linear subspace F(τ ) of x ∈ M with τ(s(x)) < ∞, where s(x) is the support projection of x, is
norm dense in E(M). For details on measurable operators we refer to [13,31] and for the theory
of noncommutative symmetric spaces to [9–12,21,37].
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e.g. [39]).
Proposition 2.1. Let M be a von Neumann algebra equipped with a normal, semi-finite, faithful
trace τ and let N be a von Neumann subalgebra such that the restriction of τ to N is again
semi-finite. Then there is a unique linear map E :L1 + L∞(M) → L1 + L∞(N ) satisfying the
following properties:
(a) E(x∗) = E(x)∗;
(b) E(x) 0 if x  0;
(c) if x  0 and E(x) = 0 then x = 0;
(d) E(x) = x for any x ∈ L1 +L∞(N );
(e) E(x)∗E(x) E(x∗x) for x ∈ M;
(f) E is normal, i.e., xα ↑ x implies E(xα) ↑ E(x) for (xα), x ∈ M;
(g) ‖E(x)‖1  ‖x‖1, for all x ∈ L1(M), ‖E(x)‖∞  ‖x‖∞, for all x ∈ M and so E(x) ≺≺ x
for all x ∈ L1 +L∞(M);
(h) E(xy) = xE(y) if x ∈ L1(N ), y ∈ L∞(M) and E(xy) = E(x)y whenever x ∈ L1(M),
y ∈ L∞(N ).
Moreover, for any x ∈ L1 +L∞(M), E(x) is the unique element in L1 +L∞(N ) satisfying
τ(xy) = τ(E(x)y), (5)
for all y ∈ L1 ∩L∞(N ).
The map E in the proposition above is called the conditional expectation with respect to the
von Neumann subalgebra N . Notice that if E is a fully symmetric quasi-Banach function space,
then E defines a contraction on E(M) by property (g) above.
3. Symmetric quasi-Banach function spaces
In this section, let 0 < α ∞ and let E be a symmetric quasi-Banach function space on (0, α).
For any 0 < a < ∞ we define the dilation operator Da on S(0, α) by
(Daf )(s) = f (as)χ(0,α)(as)
(
s ∈ (0, α)).
If E is a symmetric quasi-Banach function space on (0, α), then Da is a bounded linear operator.
Define the lower Boyd index pE of E by
pE = sup
{
p > 0: ∃c > 0 ∀0 < a  1 ‖Daf ‖E  ca−
1
p ‖f ‖E
}
and the upper Boyd index qE of E by
qE = inf
{
q > 0: ∃c > 0 ∀a  1 ‖Daf ‖E  ca−
1
q ‖f ‖E
}
.
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pE = lim
s→∞
log s
log‖D1/s‖ = sups>1
log s
log‖D1/s‖ ,
qE = lim
s↓0
log s
log‖D1/s‖ = inf0<s<1
log s
log‖D1/s‖ .
Note that 0 pE  qE ∞. If E is a symmetric Banach function space then 1 pE  qE ∞.
Let 0 < p,q ∞. A symmetric quasi-Banach function space E is said to be p-convex if there
exists a constant C > 0 such that for any finite sequence (xi)ni=1 in E we have∥∥∥∥∥
(
n∑
i=1
|xi |p
) 1
p
∥∥∥∥∥
E
 C
(
n∑
i=1
‖xi‖pE
) 1
p
(if 0 < p < ∞)
or, ∥∥∥ max
1in
|xi |
∥∥∥
E
 C max
1in
‖xi‖E (if p = ∞).
A symmetric quasi-Banach function space E is said to be q-concave if there exists a constant
C > 0 such that for any finite sequence (xi)ni=1 in E we have(
n∑
i=1
‖xi‖qE
) 1
q
 C
∥∥∥∥∥
(
n∑
i=1
|xi |q
) 1
q
∥∥∥∥∥
E
(if 0 < q < ∞)
or,
max
1in
‖xi‖E  C
∥∥∥ max
1in
|xi |
∥∥∥
E
(if q = ∞).
Clearly, every quasi-Banach function space is ∞-concave and any Banach function space is
1-convex. We note that if E is p-convex then pE  p and if E is q-concave then qE  q . Also,
if E is a symmetric (quasi-)Banach function space which is q-concave for some q < ∞ then
E has order continuous (quasi-)norm. The proof of these facts is the essentially the same as in
the particular case where E is a Banach space, see e.g. [25, p. 132], for the first two assertions
and [1, Theorem 10.1], for the third observation.
For 1 r < ∞, let the r-concavification and r-convexification of E be defined by
E(r) :=
{
g ∈ S(0, α): |g| = f r ; f ∈ E+}, ‖g‖E(r) = ‖f ‖rE,
E(r) := {g ∈ S(0, α): |g| = f 1r ; f ∈ E+}, ‖g‖E(r) = ‖f ‖ 1rE,
respectively. As is shown in [25, p. 53], if E is a (symmetric) Banach function space, then E(r) is
a (symmetric) Banach function space. Notice that, in general, ‖ · ‖E(r) only defines a quasi-norm.
It easily follows from the definitions that
pE(r) =
1
pE, qE(r) =
1
qE, pE(r) = rpE, qE(r) = rqE.r r
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is an easy consequence of the Aoki–Rolewicz theorem (see [30, Lemma 6]).
Lemma 3.1. Let E be a symmetric quasi-Banach function space. Then, for every p > 0 there
exists a c > 0 and 0 < r  p such that for all xi ∈ E,∥∥∥∥∥
( ∞∑
i=1
|xi |p
) 1
p
∥∥∥∥∥
E
 c
( ∞∑
i=1
‖xi‖rE
) 1
r
. (6)
The following folklore result is stated in [20, Theorem 7.3]. Since a full proof has not been
published we provide it here. We thank S. Montgomery-Smith for providing a sketch of the
proof [29].
Theorem 3.2. (See [20].) Let E be a symmetric (quasi-)Banach function space on (0, α) which
either has order continuous (quasi-)norm or has the Fatou property. Let 0 < p < q ∞. Then
E is an interpolation space for the couple (Lp(0, α),Lq(0, α)) whenever one of the following
conditions holds:
(i) p < pE  qE < q;
(ii) E is p-convex with convexity constant equal to 1 and qE < q;
(iii) E is r-convex with convexity constant equal to 1, for some 0 < r < ∞, E is q-concave with
concavity constant equal to 1 and pE > p;
(iv) E is p-convex with convexity constant equal to 1 and q-concave.
Note that the conditions on the p-convexity and q-concavity constants in (ii)–(iv) are redun-
dant if E is a symmetric Banach function space and 1 < p,q < ∞. Indeed, in this case it is
well known that one can renorm the space to obtain a symmetric Banach function space with
p-convexity and q-concavity constant equal to 1.
We first need some preparatory results. The first observation appears implicitly in the proof of
Theorem 1 in [3].
Theorem 3.3. Let 1  p < q ∞ and 1
p′ + 1p = 1, 1q ′ + 1q = 1. Suppose E is a separable
Banach function space on (0, α) and suppose E× is an interpolation space for the couple
(Lp
′
(0, α),Lq ′(0, α)). Then E is an interpolation space for the couple (Lp(0, α),Lq(0, α)).
The following theorem follows directly from deep results of Sparr (see e.g. [20, Theorem 6.7])
and Brudnyi and Krugliak (see e.g. [20, Theorem 6.3]). For f ∈ S(0, α) we set
K
(
t, f ;Lp,Lq)= inf
f=f0+f1
(‖f0‖Lp(0,α) + t‖f1‖Lq(0,α)) (t > 0).
Theorem 3.4. Let (S,Σ,μ) be a measure space and let 1 p,q ∞. Then every interpolation
space E for the couple (Lp(S),Lq(S)) is given by a K-method, i.e., there is a Banach function
space F on (0,∞) such that f ∈ E if and only if t → K(t, f ;Lp,Lq) ∈ F and there exist
constants c,C > 0 such that
c
∥∥t → K(t, f ;Lp,Lq)∥∥
F
 ‖f ‖E  C
∥∥t → K(t, f ;Lp,Lq)∥∥
F
.
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ric quasi-Banach function space on (0, α) which is an interpolation space for the couple
(Lp(0, α),Lq(0, α)). Then, for any 1 s < ∞, E(s) (respectively, E(s)) is an interpolation space
for the couple (Lps (0, α),Lqs (0, α)) (respectively, (Lps(0, α),Lqs(0, α))).
Proof. By Theorem 3.4, there exists a Banach function space F such that
‖f ‖E =
∥∥t → K(t, f ;Lp,Lq)∥∥
F
.
For any p > 0 and a, b 0, αp(ap + bp) (a + b)p  βp(ap + bp), for some constants αp , βp
depending only on p. Using this fact, it is not difficult to show that there are constants depending
only on s such that
K
(
t, |f | 1s ;Lp,Lq) K(t s , f ;Lps ,Lqs ) 1s .
Let T be a linear operator on L
p
s +Lqs which is bounded on Lps and Lqs . Then,
‖Tf ‖E(s) 
∥∥t → K(t s , Tf ;Lps ,Lqs ) 1s ∥∥
F

∥∥t → K(t s , f ;Lps ,Lqs ) 1s ∥∥
F
 ‖f ‖E(s) .
The assertion for E(s) is proved similarly. 
Lemma 3.6. Let E be a symmetric quasi-Banach function space on (0, α) with pE > p. Then E
is an interpolation space for the couple (Lp(0, α),L∞(0, α)).
Proof. Suppose first that pE > 1. We claim that E is fully symmetric up to a constant, i.e. there
is a constant cE > 0 depending only on E, such that if f ∈ S(0, α), g ∈ E and f ≺≺ g, then
f ∈ E and ‖f ‖E  cE‖g‖E .
Let g∗∗(t) = 1
t
∫ t
0 μs(g)ds be the Hardy–Littlewood maximal function of g. By [30, The-
orem 2i)], the map g → g∗∗ is a bounded quasi-linear map on E and therefore g∗∗ ∈ E and
‖g∗∗‖E  cE‖g‖E . By assumption f ∗∗  g∗∗, so f ∗∗ ∈ E and ‖f ∗∗‖E  ‖g∗∗‖E , as E is sym-
metric. Finally, μ(f ) f ∗∗, so f ∈ E and ‖f ‖E = ‖μ(f )‖E  ‖f ∗∗‖E . This proves our claim.
Now let T be a contraction for the couple (L1(0, α),L∞(0, α)). Then,
Tf ≺≺ f (f ∈ L1 +L∞(0, α)).
By our claim we obtain ‖Tf ‖E E ‖f ‖E for all f ∈ E. This proves the case p = 1.
Suppose now that pE > p. If p > 1 then pE(p) > 1 and by the above E(p) is an interpolation
space for the couple (L1,L∞). On the other hand, if p < 1 then E(
1
p
) is an interpolation space
for the couple (L1,L∞). The result now follows by Proposition 3.5. 
We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. The first assertion is the well-known Boyd interpolation theorem, which
was generalized to symmetric quasi-Banach function spaces in [30, Theorem 3].
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tion space and satisfies qE(p) <
q
p
. Moreover, E(p) has the Fatou property or is separable if E is.
By [3, Theorem 1], E(p) is an interpolation space for the couple (L1,L
q
p ). By Proposition 3.5
we now find that E is an interpolation space for the couple (Lp,Lq). Finally, if 0 < p < 1 then
we find by the above that E(
1
p
) is an interpolation space for the couple (L1,L
q
p ). Hence, by
Proposition 3.5, E is an interpolation space for the couple (Lp,Lq).
The third assertion for q = ∞ is proved in Lemma 3.6. For the remaining cases we may
assume, by Proposition 3.5, that r = 1. Under this assumption, E is a symmetric Banach function
space and hence we can deduce the result by duality. Observe that E is separable, as q < ∞.
Moreover, E× is q ′-convex and qE× < p′, where 1p′ + 1p = 1, 1q ′ + 1q = 1. By the second assertion
we obtain that E× is an interpolation space for the couple (Lq ′ ,Lp′). The result now follows from
Theorem 3.3.
For the final assertion, suppose first that p = 1, q = ∞. Then E is a symmetric Banach func-
tion space which is separable or has the Fatou property. Hence E is fully symmetric under these
assumptions and the result now follows from the well-known Calderón–Mitjagin theorem, see
e.g. [23, Theorem 4.3]. The case where p > 1, q = ∞ follows from this by Proposition 3.5.
If p = 1, q < ∞, then E is a separable symmetric Banach function space and in this case the
result can be deduced from the case p > 1, q = ∞ by duality using Theorem 3.3. In the re-
maining cases, where 0 < p < 1, it follows by the above that the space E(
1
p
) is an interpolation
space for the couple (L1,L
q
p ). Therefore, by Proposition 3.5, E is an interpolation space for the
couple (Lp,Lq). 
The following theorem states that one can always ‘lift’ interpolation results for commutative
function spaces to their noncommutative versions. For the proof see [11, Theorem 3.4].
Theorem 3.7. Fix 1  p < q  ∞. Suppose E is a fully symmetric quasi-Banach function
space on (0, α) which is an interpolation space for the couple (Lp(0, α),Lq(0, α)). Let M be a
semi-finite von Neumann algebra equipped with a normal, semi-finite, faithful trace τ satisfying
τ(1) = α. Then E(M) is an interpolation space for the couple (Lp(M),Lq(M)).
We conclude this section by recalling some facts on Rademacher projections. Let (rk) be a
Rademacher sequence, i.e., a sequence of independent {−1,1}-valued random variables on a
probability space (Ω,F ,P) such that P(rk = 1) = P(rk = −1) = 12 for all k. It is well known
that, for 1 < p < ∞, the n-th Rademacher projection
Rn(x) =
n∑
j=1
rj ⊗ EC1⊗M
(
(rj ⊗ 1)x
) (7)
is bounded on Lp(L∞(Ω) ⊗ M) and, moreover, for all n  1 we have ‖Rn‖  Cp , for
some constant Cp depending only on p. If E is a symmetric quasi-Banach function space on
(0, α) with 1 < pE  qE < ∞, we find by interpolation (i.e., using Theorems 3.2 and 3.7)
that Rn defines a bounded projection in E(L∞(Ω) ⊗ M) and ‖Rn‖  CE for all n  1,
where CE is a constant depending only on E. We let Radn(E) denote the image of Rn,
i.e. the closed subspace of E(L∞ ⊗ M) spanned by the elements ∑nk=1 rk ⊗ xk , where
x1, . . . , xn ∈ E(M).
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In this section we prove two types of noncommutative Khintchine inequalities for noncommu-
tative symmetric spaces. The main results are Theorems 4.1 and 4.11 below. Recall the notation
∥∥(xi)∥∥E(M;l2c ) =
∥∥∥∥(∑
i
x∗i xi
) 1
2
∥∥∥∥
E(M)
; ∥∥(xi)∥∥E(M;l2r ) =
∥∥∥∥(∑
i
xix
∗
i
) 1
2
∥∥∥∥
E(M)
,
for a finite sequence (xi) in E(M).
4.1. Spaces with nontrivial upper Boyd index
We first focus on the proof of the following noncommutative Khintchine inequality.
Theorem 4.1. Let 0 < α ∞ and let M be a von Neumann algebra equipped with a normal,
faithful, semi-finite trace τ satisfying τ(1) = α. Suppose E is a symmetric quasi-Banach function
space on (0, α) which is p-convex for some 0 < p < ∞ and satisfies qE < ∞. Then∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
E max
{∥∥(xi)∥∥E(M;l2c ),∥∥(xi)∥∥E(M;l2r )}, (8)
for any Rademacher sequence (ri) and any finite sequence (xi) in E(M).
For a fully symmetric Banach function spaces with 1 < pE  qE < ∞, which is separable
or the dual of a separable space, this result was obtained in [24, Theorem 1.1]. The case where
1 pE  qE < ∞ was left as an open question there. Our approach is completely different from
the one in [24].
We first recall the noncommutative Khintchine inequalities in noncommutative Lq -spaces.
Theorem 4.2. (See [26].) Let 1 q < ∞ and let M be a von Neumann algebra equipped with
a normal, faithful, semi-finite trace. If 2 q < ∞ then
E
∥∥∥∥∑
i
rixi
∥∥∥∥
Lq(M)
q max
{∥∥(xi)∥∥Lq(M;l2c ),∥∥(xi)∥∥Lq(M;l2r )},
for any finite sequence (xi) in Lq(M). On the other hand, if 1 q < 2 then
E
∥∥∥∥∑
i
rixi
∥∥∥∥
Lq(M)
q inf
{∥∥(yi)∥∥Lq(M;l2c ) + ∥∥(zi)∥∥Lq(M;l2r )},
where the infimum is taken over all decompositions xi = yi + zi in Lq(M).
The main idea of our proof of Theorem 4.1 is to deduce (8) from the case E = Lq , 1 q < ∞,
using a truncation argument. We build on the work of [25, Proposition 2.d.1], who used this
strategy to prove Theorem 4.1 for (commutative) symmetric Banach function spaces. In fact, the
first statement in Lemma 4.3 below is part of their argument. Since we deal with quasi-Banach
function spaces, we give a full proof for the reader’s convenience.
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any q ∈ (0,∞) define φq : (0,1) → (0,∞) by φq(t) = t−
1
q
. If qE < q , then there is a constant
cq,E > 0 such that for any f ∈ E we have
‖f ⊗ φq‖E((0,α)×(0,1))  cq,E‖f ‖E(0,α). (9)
Conversely, if (9) holds for every f ∈ E then qE  q .
Proof. Suppose that qE < q and let f ∈ E+. Notice first that
‖f ⊗ φq‖E((0,α)×(0,1)) =
∥∥f (s)t− 1q ∥∥
E((0,α)×(0,1))

∥∥∥∥∥f (s)
∞∑
n=0
2
n+1
q χ(2−n−1,2−n](t)
∥∥∥∥∥
E((0,α)×(0,1))
 c
( ∞∑
n=0
2
r(n+1)
q
∥∥f (s)χ(2−n−1,2−n](t)∥∥rE((0,α)×(0,1))
) 1
r
,
where c > 0 and 0 < r  1 are as in (6).
Fix q > q0 > qE , then by the definition of qE there exists a constant Cq0 > 0 such that
‖Du‖ Cq0u−
1
q0 ,
for any 1 u < ∞. Observe that f (s)χ(2−n−1,2−n](t) has the same distribution on (0, α)× (0,1)
as D2n+1f on (0, α).
Hence, as E is symmetric, we finally obtain
‖f ⊗ φq‖E((0,α)×(0,1))  c
( ∞∑
n=0
2
r(n+1)
q
∥∥D2n+1f (t)∥∥rE(0,α)
) 1
r
 cCq0
( ∞∑
n=0
2
r(n+1)
q 2−
r(n+1)
q0
) 1
r
‖f ‖E(0,α)
q,E ‖f ‖E(0,α),
as q > q0.
To prove the second assertion, notice first that since μ(Ds(f ))Dsμ(f ) for all s ∈ (0,∞)
and f ∈ E, it suffices to show that there is a constant c > 0 such that for all s > 1 and f ∈ E+
we have ‖Dsf ‖E  cs−
1
q ‖f ‖E . Fix a ∈ (0,1] and observe that
‖f ⊗ φq‖E((0,α)×(0,1)) =
∥∥f (s)t− 1q ∥∥
E((0,α)×(0,1))

∥∥f (s)a− 1q χ( a2 ,a](t)∥∥E((0,α)×(0,1)) = a− 1q ‖D 2a f ‖E(0,α),
where in the final step we use that f (s)χ( a2 ,a](t) has the same distribution on (0, α) × (0,1)
as D 2 f (t) on (0, α).a
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‖D 2
a
f ‖E  a
1
q ‖f ⊗ φq‖E  cq,E
(
2
a
)− 1
q
2
1
q ‖f ‖E.
In other words, for any s  2 we obtain
‖Dsf ‖E  cq,E2
1
q s
− 1
q ‖f ‖E.
Clearly this implies that qE  q . 
Next we compute the distribution function of f ⊗ φq in (0, α) × (0,1).
Lemma 4.4. Let 0 < α ∞. For 0 < q < ∞ let φq : (0,1) → (0,∞) be given by φq(t) = t−
1
q
.
Let f : (0, α) → [0,∞] be measurable and a.e. finite. Then, for every v  0,
d(v;f ⊗ φq) =
∫
{fv}
(
f (s)
v
)q
ds + d(v;f ).
Proof. By a change of variable,
λ
(
(s, t) ∈ (0, α) × (0,1): f (s)φq(t) > v
)= 1∫
0
λ
(
s ∈ (0, α): f (s)t− 1q > v)dt
=
1∫
0
λ
(
s ∈ (0, α): f (s) > vu)quq−1 du
=
∞∫
0
λ
(
s ∈ (0, α): min
(
f (s)
v
,1
)
> u
)
quq−1 du
=
∥∥∥∥min(fv ,1
)∥∥∥∥q
Lq(0,α)
=
∫
{fv}
(
f (s)
v
)q
ds
+ λ(s ∈ (0, α): f (s) > v). 
For later reference we recall Chebyshev’s inequality.
Lemma 4.5 (Chebyshev’s inequality). Let 0 < q < ∞ and x ∈ Lq(M). Then for any v > 0,
d(v;x) ‖x‖
q
Lq(M)
vq
.
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elements.
Lemma 4.6. Let M be a semi-finite von Neumann algebra with a normal, semi-finite, faithful
trace τ satisfying τ(1) = α. Suppose E is a symmetric quasi-Banach function space on (0, α)
which is p-convex for some 0 < p < ∞ and suppose that for any finite sequence (xk) of self-
adjoint elements in E(M) we have∥∥∥∥∑
k
rk ⊗ xk
∥∥∥∥
E(L∞⊗M)
E
∥∥∥∥(∑
k
x2k
) 1
2
∥∥∥∥
E(M)
.
Then, for any finite sequence (xk) in E(M),∥∥∥∥∑
k
rk ⊗ xk
∥∥∥∥
E(L∞⊗M)
E max
{∥∥(xk)∥∥E(M;l2c ),∥∥(xk)∥∥E(M;l2r )}.
On the other hand, if we have
E
∥∥∥∥∑
k
rkxk
∥∥∥∥
E(M)
E
∥∥∥∥(∑
k
x2k
) 1
2
∥∥∥∥
E(M)
for any finite sequence (xk) of self-adjoint elements in E(M), then for any finite sequence (xk)
in E(M),
E
∥∥∥∥∑
k
rkxk
∥∥∥∥
E(M)
E max
{∥∥(xk)∥∥E(M;l2c ),∥∥(xk)∥∥E(M;l2r )}.
Proof. Let (xk)nk=1 be any finite sequence in E(M), set
xk = yk + izk, y∗k = yk, z∗k = zk, 1 k  n,
and notice that
0 y2k , z2k  y2k + z2k =
1
2
(
x∗k xk + xkx∗k
)
, 1 k  n.
Hence,(∑
k
y2k
) 1
2
,
(∑
k
z2k
) 1
2

(∑
k
1
2
(|xk|2 + ∣∣x∗k ∣∣2)) 12 = 1√2
(∑
k
(|xk|2 + ∣∣x∗k ∣∣2)) 12 .
The assertions now readily follow from a straightforward computation. 
We are now ready to prove the main result of this section.
Proof of Theorem 4.1. By Lemma 4.6, it suffices to consider the case where x1, . . . , xn are
self-adjoint. We begin by showing that for any q ∈ [1,∞) and v > 0
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(
v;
∑
i
ri ⊗ xi
)
 Cqd(v;f ⊗ φq),
where f : (0, α) → [0,∞] and φq : (0,1) → (0,∞) are defined by f (s) = μs((∑i x2i ) 12 ) and
φq(t) = t−
1
q and Cq is a constant depending only on q .
Fix v > 0. Define eˆv = 1 ⊗ ev , where ev = e(
∑
i x
2
i )
1
2 [0, v], then eˆ⊥v = 1 ⊗ e⊥v = 1 ⊗
e(
∑
i x
2
i )
1
2
(v,∞). Since d(v;a + b) d(v2 ;a)+ d(v2 ;b) for any a, b ∈ S(τ) and v > 0, we have
d
(
v;
∑
i
ri ⊗ xi
)
 d
(
v
4
; eˆv
∑
i
ri ⊗ xi eˆv
)
+ d
(
v
4
; eˆv
∑
i
ri ⊗ xi eˆ⊥v
)
+ d
(
v
4
; eˆ⊥v
∑
i
ri ⊗ xi eˆv
)
+ d
(
v
4
; eˆ⊥v
∑
i
ri ⊗ xi eˆ⊥v
)
.
Recall that if y ∈ S(τ) and e is a finite trace projection in M, then μt(ye) = μt(ey) = 0 for
t > τ(e). Hence,
d
(
v; eˆ⊥v
∑
i
ri ⊗ xi eˆv
)
 E ⊗ τ(eˆ⊥v )= τ(e⊥v )= d(v;(∑
i
|xi |2
) 1
2
)
= d(v;f ),
and analogously,
d
(
v; eˆv
∑
i
ri ⊗ xi eˆ⊥v
)
, d
(
v; eˆ⊥v
∑
i
ri ⊗ xi eˆ⊥v
)
 d
(
v;
(∑
i
|xi |2
) 1
2
)
= d(v;f ).
We estimate the remaining term using the noncommutative Khintchine inequality in Lq(M)
(Theorem 4.2), Kahane’s inequality (see e.g. [25, Theorem 1.e.13]) and Chebyshev’s inequality
(Lemma 4.5).
d
(
v; eˆv
(∑
ri ⊗ xi
)
eˆv
)
 v−q
∥∥∥∥∑
i
ri ⊗ evxiev
∥∥∥∥q
Lq(M)
 v−qKqq,1B
q
q
∥∥∥∥(∑
i
|evxiev|2
) 1
2
∥∥∥∥q
Lq(M)
,
where Bq and Kq,1 are the constants in the noncommutative Khintchine inequality and Ka-
hane’s inequality, respectively. Observe that E(M) ⊂ S0(τ ). Indeed, otherwise we would have
1 ∈ E(M) and hence qE = ∞. Thus we have τ(e⊥v ) < ∞ for all v > 0 and so
μt
((∑
i
x2i
) 1
2
ev
)
= μt+τ(e⊥v )
((∑
i
x2i
) 1
2
)
(t  0).
Moreover,
∑ |evxiev|2  |(∑ x2) 12 ev|2, and hence we obtaini i i
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i
|evxiev|2
) 1
2
∥∥∥∥
Lq(M)

∥∥∥∥(∑
i
x2i
) 1
2
ev
∥∥∥∥q
Lq(M)
=
∫
μ((
∑
i x
2
i )
1
2 )v
μs
((∑
i
x2i
) 1
2
)q
ds. (10)
Collecting our estimates we obtain, using Lemma 4.4, for any v > 0 and q ∈ [1,∞)
d
(
4v;
∑
i
ri ⊗ xi
)
 Cq
( ∫
{fv}
(
f (s)
v
)q
ds + d(v;f )
)
= Cqd(v;f ⊗ φq),
where Cq = max{1,BqqKqq,1}. Hence,
μt
(∑
i
ri ⊗ xi
)
 4μ
C−1q t (f ⊗ φq) (t > 0).
Since E is symmetric and D
C−1q is bounded on E, we have∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
=
∥∥∥∥μ(∑
i
ri ⊗ xi
)∥∥∥∥
E(0,α)
q,E ‖f ⊗ φq‖E((0,α)×(0,1)).
In particular this holds for any q > qE and hence, by Lemma 4.3, our proof is complete. 
By an argument similar to the one in Theorem 4.1 we obtain the following result for spaces
with qE < 2. We provide the full details for the reader’s convenience.
Theorem 4.7. Let M be a von Neumann algebra equipped with a normal, faithful trace τ satis-
fying τ(1) = α, E is a symmetric quasi-Banach function space on (0, α) which is p-convex for
some 0 < p < ∞ and suppose qE < 2. Then for any finite sequence (xi) in E(M) we have,∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
 cE inf
{∥∥(yi)∥∥E(M;l2c ) + ∥∥(zi)∥∥E(M;l2r )}, (11)
where the infimum is taken over all decompositions xi = yi + zi in E(M).
If E is a symmetric Banach function space on (0,∞) which is separable or the dual of a
separable space and satisfies qE < 2 then∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
E inf
{∥∥(yi)∥∥E(M;l2c ) + ∥∥(zi)∥∥E(M;l2r )}.
Proof. Fix yi , zi in E(M) such that xi = yi + zi for 1  i  n. Fix v > 0 and qE < q < 2.
Define y = (∑ |yi |2) 12 , z = (∑ |z∗i |2) 12 and set eˆyv = 1 ⊗ eyv , eˆzv = 1 ⊗ ezv . Set fy(s) = μs(y),
fz(s) = μs(z) and f (s) = μs(y + z). We first note that
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(
v;
∑
i
ri ⊗ xi
)
 d
(
v
16
; eˆyv eˆzv
∑
i
ri ⊗ xi eˆyv eˆzv
)
+ d
(
v
16
; eˆyv eˆzv
∑
i
ri ⊗ xi eˆyv
(
eˆzv
)⊥)
+ d
(
v
8
; eˆyv eˆzv
∑
i
ri ⊗ xi
(
eˆyv
)⊥)+ d(v
4
; eˆyv
(
eˆzv
)⊥∑
i
ri ⊗ xi
)
+ d
(
v
2
; (eˆyv )⊥∑
i
ri ⊗ xi
)
.
Reasoning as in the proof of Theorem 4.1 we obtain by Chebyshev’s inequality, Kahane’s in-
equality and the noncommutative Khintchine inequality for Lq(M),
d
(
v; eˆyv eˆzv
(∑
i
ri ⊗ xi
)
eˆyv eˆ
z
v
)
q d(v;fy ⊗ φq)+ d(v;fz ⊗ φq) d(v;f ⊗ φq).
Moreover,
d
(
v
16
; eˆyv eˆzv
∑
i
ri ⊗ xi eˆyv
(
eˆzv
)⊥) E ⊗ τ((eˆzv)⊥)= d(v; z) d(v;fz ⊗ φq) d(v;f ⊗ φq),
and similarly we find that
d
(
v
8
; eˆyv eˆzv
∑
i
ri ⊗ xi
(
eˆyv
)⊥)
, d
(
v
4
; eˆyv
(
eˆzv
)⊥∑
i
ri ⊗ xi
)
, d
(
v
2
; (eˆyv )⊥∑
i
ri ⊗ xi
)
are bounded by d(v;f ⊗φq). We conclude that there is a constant Cq depending only on q such
that for all v > 0,
d
(
v;
∑
i
ri ⊗ xi
)
 Cqd(v;f ⊗ φq).
Since the dilation D
C−1q is bounded on E, we obtain by Lemma 4.3∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
q,E ‖f ⊗ φq‖E((0,α)×(0,1)) q,E ‖f ‖E(0,α)
E
∥∥∥∥(∑
i
|yi |2
) 1
2
∥∥∥∥
E(M)
+
∥∥∥∥(∑
i
∣∣z∗i ∣∣2) 12 ∥∥∥∥
E(M)
.
By taking the infimum over all possible decompositions xi = yi + zi in E(M) we obtain (11).
The final statement follows from [24, Theorem 1.1 (1)], which states that the reverse of the
inequality in (11) holds if E is separable or the dual of a separable space and qE < ∞. 
By a duality argument we obtain the following.
Corollary 4.8. Let M be a semi-finite von Neumann algebra. Suppose E is a separable symmet-
ric Banach function space on (0,∞) with pE > 1. Then, for any finite sequence (xi) in E(M),
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{∥∥(yi)∥∥E(M;l2c ) + ∥∥(zi)∥∥E(M;l2r )}E
∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
, (12)
where the infimum is taken over all decompositions xi = yi + zi in E(M). If pE > 2 then
max
{∥∥(xi)∥∥E(M;l2c ),∥∥(xi)∥∥E(M;l2r )}E
∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
.
In the proof of Theorems 4.1 and 4.7 we can use the noncommutative Khintchine inequal-
ities in [19, Remark 3.5], to obtain the following version where the Rademacher sequence is
replaced by a sequence of independent noncommutative random variables (for the definition of
independence see Definition 6.1 below).
Corollary 4.9. Let M, N be a von Neumann algebras equipped with normal, faithful, finite
traces τ and σ , respectively, satisfying τ(1) = α and σ(1) = β . Suppose E is a p-convex 0 <
p < ∞ symmetric quasi-Banach function space on (0, αβ) with qE < ∞. Let q > max{2, qE}
and (αi)i1 be a sequence in Lq(N ) which is independent with respect to σ , satisfies σ(αi) = 0
and is such that dq = supi1 ‖αi‖q < ∞. Then∥∥∥∥∑
i
αi ⊗ xi
∥∥∥∥
E(N⊗M)
E,dq max
{∥∥(xi)∥∥E(M;l2c ),∥∥(xi)∥∥E(M;l2r )},
for any finite sequence (xi) in E(M). If qE < 2 then∥∥∥∥∑
i
αi ⊗ xi
∥∥∥∥
E(N⊗M)
E,dq inf
{∥∥(yi)∥∥E(M;l2c ) + ∥∥(zi)∥∥E(M;l2r )},
where the infimum is taken over all decompositions xi = yi + zi in E(M).
The following characterization shows that our result in Theorem 4.1 is, in a sense, the best
possible.
Theorem 4.10. Suppose E is a symmetric quasi-Banach function on (0,∞) which is p-convex
for some 0 < p < ∞. Then the following are equivalent.
(i) The inequality (8) holds for any semi-finite von Neumann algebra M;
(ii) qE < ∞.
Moreover, if this is the case and if E is either a separable symmetric Banach function space or
the dual of a separable symmetric space, then
∥∥(xk)∥∥E(M;l2c )+E(M;l2r ) E
∥∥∥∥∑
k
rk ⊗ xk
∥∥∥∥
E(L∞⊗M)
E
∥∥(xk)∥∥E(M;l2c )∩E(M;l2r ).
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that for every ε > 0 and any n ∈ N there exists a sequence (xi)ni=1 of mutually disjoint and
identically distributed elements in E such that ‖xi‖ = 1 for all i and
1
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
E(0,α)
< 1 + ε.
One can now show that (8) cannot hold for M = L∞(0,1), by proceeding as in the proof of [28,
Corollaire 1]. We leave the details to the interested reader.
The final assertion follows by [24, Theorem 1.1(1)]. 
A different proof of the implication (i) ⇒ (ii) for a Banach function space which is separable
or has the Fatou property is given in [2, Theorem 7.1].
4.2. Spaces which are q-concave for some q < ∞
We now turn our attention to a different type of Khintchine inequality. Our proof proceeds
along the same lines as in Theorem 4.1.
Theorem 4.11. Let M be a von Neumann algebra equipped with a normal, semi-finite, faithful
trace τ satisfying τ(1) = α. Suppose E is a symmetric quasi-Banach function space on (0,∞)
which is p-convex for some 0 < p < ∞ and r-concave for some r < ∞. Then
E
∥∥∥∥∑
i
rixi
∥∥∥∥
E(M)
E max
{∥∥(xi)∥∥E(M;l2c ),∥∥(xi)∥∥E(M;l2r )}, (13)
for any Rademacher sequence (ri) and any finite sequence (xi) in E(M).
Proof. By Lemma 4.6, it suffices to consider the case where x1, . . . , xn are self-adjoint. Fix q  1
such that q > r and define f : (0, α) → [0,∞] by f (s) = μs((∑i x2i ) 12 ) and φq : (0,1) → (0,∞)
by φq(t) = t−
1
q
. Since E is q-concave for any q  r ,
E
∥∥∥∥∑
i
rixi
∥∥∥∥
E(M)

(
E
∥∥∥∥μ(∑
i
rixi
)∥∥∥∥q
E(M)
) 1
q
 Cq(E)
∥∥∥∥(E∣∣∣∣μ(∑
i
rixi
)∣∣∣∣q) 1q ∥∥∥∥
E
,
where Cq(E) is the q-concavity constant of E.
Fix v > 0 and set ev = e(
∑
i |xi |2)
1
2 [0, v]. Recall that μt(a + b)  μ t2 (a) + μ t2 (b) and
d(v;a + b) d(v2 ;a) + d(v2 ;b) for all a, b ∈ S(τ). Hence, by the triangle inequality in Lq(Ω),
we have for any v > 0
d
(
v;
(
E
∣∣∣∣μ(∑
i
rixi
)∣∣∣∣q) 1q )
 d
(
v
4
;
(
E
∣∣∣∣D 14 μ
(
ev
∑
rixiev
)∣∣∣∣q) 1q )+ d(v4 ;
(
E
∣∣∣∣D 14 μ
(
e⊥v
∑
rixiev
)∣∣∣∣q) 1q )
i i
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(
v
4
;
(
E
∣∣∣∣D 14 μ
(
ev
∑
i
rixie
⊥
v
)∣∣∣∣q) 1q )
+ d
(
v
4
;
(
E
∣∣∣∣D 14 μ
(
e⊥v
∑
i
rixie
⊥
v
)∣∣∣∣q) 1q ). (14)
Recall that if e is a finite trace projection we have μt(ye) = μt(ey) = 0 for all t  τ(e). There-
fore,
d
(
v
4
;
(
E
∣∣∣∣D 14 μ
(
e⊥v
∑
i
rixiev
)∣∣∣∣q) 1q ) 4τ(e⊥v )= 4d(v;(∑
i
|xi |2
) 1
2
)
= 4d(v;f ),
and analogously,
d
(
v
4
;
(
E
∣∣∣∣D 14 μ
(
ev
∑
i
rixie
⊥
v
)∣∣∣∣q) 1q ), d(v4 ;
(
E
∣∣∣∣D 14 μ
(
e⊥v
∑
i
rixie
⊥
v
)∣∣∣∣q) 1q ) 4d(v;f ).
We estimate the final term in (14) using the noncommutative Khintchine inequality in Lq(M)
(Theorem 4.2) and Chebyshev’s inequality (Lemma 4.5). We obtain
vqd
(
v;
(
E
(
D 1
4
μ
(∑
i
rievxiev
)q)) 1
q
)
= vqλ
(
t ∈ (0,∞): E
(
μ t
4
(∑
i
rievxiev
)q)
> vq
)

∞∫
0
E
(
μ t
4
(∑
i
rievxiev
)q)
dt
= E
∥∥∥∥D 14 μ
(∑
i
rievxiev
)∥∥∥∥q
Lq(0,∞)
= 4qE
∥∥∥∥∑
i
rievxiev
∥∥∥∥q
Lq(M)
 4qKqq,1
(
E
∥∥∥∥∑
i
rievxiev
∥∥∥∥
Lq(M)
)q
 4qKqq,1B
q
q
∥∥∥∥(∑
i
|evxiev|2
) 1
2
∥∥∥∥q
Lq(M)
 4qKqq,1B
q
q
∫
{fv}
f (s)q ds,
where the last inequality follows by (10) and Bq and Kq,1 are the constants in the noncommuta-
tive Khintchine inequality and Kahane’s inequality [25, Theorem 1.e.13].
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∫
{fv} f (s)
q ds+d(v;f ) = d(v;f ⊗φq) for all v > 0 and hence
there is a constant Cq > 0 such that for any v > 0,
d
(
v;
(
E
∣∣∣∣μt(∑
i
rixi
)∣∣∣∣q) 1q ) Cqd(v4 ;f ⊗ φq
)
.
Since the dilation operator D
C−1q is bounded on E we obtain
∥∥∥∥(E∣∣∣∣μt(∑
i
rixi
)∣∣∣∣q) 1q ∥∥∥∥
E
q,E ‖f ⊗ φq‖E.
Since the r-concavity of E implies that qE  r < q < ∞, an application of Lemma 4.3 completes
the proof. 
By a duality argument we obtain the following.
Corollary 4.12. Let M be a semi-finite von Neumann algebra. Suppose E is a separable sym-
metric Banach function space on (0,∞) which is p-convex for some p > 1. Then, for any finite
sequence (xi) in E(M),
inf
{∥∥(yi)∥∥E(M;l2c ) + ∥∥(zi)∥∥E(M;l2r )}E E
∥∥∥∥∑
i
rixi
∥∥∥∥
E(M)
, (15)
where the infimum is taken over all decompositions xi = yi + zi in E(M).
We also obtain the following characterization of q-concave spaces.
Theorem 4.13. Let E be a symmetric quasi-Banach function space on (0,∞) which is p-convex
for some 0 < p < ∞. Then the following are equivalent.
(a) The inequality (13) holds for any semi-finite von Neumann algebra M.
(b) E is q-concave for some q < ∞.
Moreover, if this is the case and p > 1 we have
∥∥(xi)∥∥E(M;l2c )+E(M;l2r ) E E
∥∥∥∥∑
i
rixi
∥∥∥∥
E(M)
E
∥∥(xi)∥∥E(M;l2c )∩E(M;l2r ),
for any finite sequence (xi) in E(M).
The proof of this result is similar to proof of Theorem 4.10. In this case the implication
(i) ⇒ (ii) is proved in [28, Corollaire 1].
Finally, we obtain a new proof of the following known result (see [27, Theorem 1.3(ii)] for
the first equivalence in (16) and [24, Corollary 4.3] for the second).
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2-convex and q-concave for some q < ∞. Then, for any semi-finite von Neumann algebra
equipped with a normal, semi-finite, faithful trace τ satisfying τ(1) = α, any Rademacher se-
quence (ri) and any finite sequence (xi) in E(M) we have
E
∥∥∥∥∑
i
rixi
∥∥∥∥
E(M)
E
∥∥(xi)∥∥E(M;l2c )∩E(M;l2r ) E
∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
. (16)
Proof. Since E is q-concave, it has order continuous norm and qE  q < ∞. Hence, by Theo-
rems 4.1 and 4.11, it remains to show that
∥∥(xi)∥∥E(M;l2c )∩E(M;l2r ) E E
∥∥∥∥∑
i
rixi
∥∥∥∥
E(M)
; (17)
∥∥(xi)∥∥E(M;l2c )∩E(M;l2r ) E
∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
. (18)
To prove (17), recall that since E has Fatou norm and is 2-convex, E(M) is 2-convex as well.
Hence,
∥∥∥∥(∑
i
|xi |2
) 1
2
∥∥∥∥
E(M)
=
∥∥∥∥(∑
i
|rixi |2
) 1
2
∥∥∥∥
E(M)
=
∥∥∥∥(E∣∣∣∣∑
i
rixi
∣∣∣∣2) 12 ∥∥∥∥
E(M)
E
(
E
∥∥∥∥∑
i
rixi
∥∥∥∥2
E(M)
) 1
2
 E
∥∥∥∥∑
i
rixi
∥∥∥∥
E(M)
,
where in the final inequality we apply Kahane’s inequality. By applying this to (x∗i ) we see that
(17) holds.
Note that since Lp(Ω;Lp(M)) = Lp(L∞(Ω)⊗M) holds isometrically for 2 p < ∞, the
above shows that, for any finite sequence (xi)ni=1 in Lp(M),
∥∥(xi)∥∥Lp(M;l2c ) 
∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
Lp(L∞⊗M)
. (19)
Since E is 2-convex and q-concave, E is an interpolation space for the couple (L2,Lq) by
Theorem 3.2. Hence, by the discussion following (7), Radn(E) is a complemented subspace of
E(L∞ ⊗ M) and by Theorem 3.7, we obtain
∥∥(xi)∥∥E(M;l2c ) E
∥∥∥∥∑
i
ri ⊗ xi
∥∥∥∥
E(L∞⊗M)
by interpolation from (19). By applying this to (x∗i )ni=1 we see that (18) holds. 
Remark 4.15. The constants in the inequalities (8) and (13) obtained in the proofs above grow
exponentially in the upper Boyd index qE , which seems to be far from optimal. In fact, it is
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In the case where E is 2-convex and q-concave for some q < ∞ constants were found which
are O(q) [27, Theorem 1.3(ii)].
4.3. Burkholder–Gundy inequalities
We apply the Khintchine inequalities in Theorems 4.1 and 4.11 to prove Burkholder–Gundy
inequalities for martingale difference sequences in certain noncommutative symmetric spaces.
These inequalities will be utilized in the proof of the noncommutative Rosenthal theorem below
(Theorem 6.3). The additional ingredient needed for the proof is the following randomization
trick, explained in Lemma 4.17.
First recall the following definitions. Let E be a symmetric quasi-Banach function space
on (0, α) which is p-convex for some 0 < p < ∞ and let M be a von Neumann algebra with a
normal, semi-finite, faithful trace τ satisfying τ(1) = α. Suppose that (Mk)∞k=1 is an increasing
sequence of von Neumann subalgebras such that τ |Mk is semi-finite and let Ek be the conditional
expectation with respect to Mk . Then a sequence (xk) in E(M) is called a martingale with re-
spect to (Mk) if Ek(xk+1) = xk for all k  1. A sequence (yk) in E(M) is called a martingale
difference sequence if yk = xk − xk−1 for some martingale (xk), with the convention x0 = 0 and
M0 = C1. It is called finite if there is some N > 0 such that yk = 0 for all k N .
The next proposition follows by interpolation (i.e., using Theorems 3.2 and 3.7) from the
boundedness of martingale transforms in noncommutative Lp-spaces with 1 < p < ∞ (cf. [32,
p. 668]).
Proposition 4.16. Let E be a fully symmetric quasi-Banach function space on (0, α) with Fatou
quasi-norm and 1 < pE  qE < ∞. For every k  1, let ξk ∈ Mk−1 and suppose that ‖ξk‖ 1
and ξk commutes with Mk . Then, for any martingale difference sequence (yk)∞k=1 with respect
to (Mk)∞k=1 in E(M) and any n 1 we have∥∥∥∥∥
n∑
k=1
ξkyk
∥∥∥∥∥
E(M)
E
∥∥∥∥∥
n∑
k=1
yk
∥∥∥∥∥
E(M)
.
In particular, taking ξk ∈ {−1,1} yields the well-known fact that noncommutative martingale
difference sequences are unconditional in E(M).
Lemma 4.17. Let E be a symmetric p-convex (0 < p < ∞) quasi-Banach function space
on (0, α) with 1 < pE  qE < ∞ and suppose M is a von Neumann algebra equipped with
a normal, semi-finite, faithful trace τ satisfying τ(1) = α. Let (Mk)∞k=1 be an increasing se-
quence of von Neumann subalgebras such that τ |Mk is semi-finite. Then we have the equiva-
lences
E
∥∥∥∥∥
n∑
k=1
rkxk
∥∥∥∥∥
E(M)
E
∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
E(M)
E
∥∥∥∥∥
n∑
k=1
rk ⊗ xk
∥∥∥∥∥
E(L∞⊗M)
, (20)
for any Rademacher sequence (rk) and any martingale difference sequence (xk)nk=1 in E(M).
Proof. The first equivalence in (20) follows directly from the unconditionality of noncom-
mutative martingale difference sequences in E(M). For the second equivalence, observe that
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By applying Proposition 4.16 with ξk = rk ⊗ 1 we obtain∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
E(M)
=
∥∥∥∥∥
n∑
k=1
(rk ⊗ 1)(rk ⊗ xk)
∥∥∥∥∥
E(L∞⊗M)
E
∥∥∥∥∥
n∑
k=1
rk ⊗ xk
∥∥∥∥∥
E(L∞⊗M)
.
The reverse inequality follows similarly from Proposition 4.16 with (yk) = (1 ⊗ xk) and
ξk = rk ⊗ 1. 
Let E be a symmetric Banach function space on (0,∞). For any finite martingale difference
sequence (xk) in E(M) we set∥∥(xk)∥∥HEc = ∥∥(xk)∥∥E(M;l2c ); ∥∥(xk)∥∥HEr = ∥∥(xk)∥∥E(M;l2r ).
These expressions define two norms on the linear space of all finite martingale difference se-
quences in E(M). As noted in [5], if 1 < pE  qE < ∞ then it follows from the noncommutative
Stein inequality that for any finite martingale difference sequence we have∥∥(xk)∥∥HEc +HEr E ∥∥(xk)∥∥E(M;l2c )+E(M;l2r ).
By combining Lemma 4.17 with Theorems 4.7 and 4.10 and Corollary 4.8, we obtain the
following result, which generalizes the Burkholder–Gundy inequalities for noncommutative
Lp-spaces [32]. Part of this result was obtained in [5, Theorem 2.2].
Proposition 4.18. Let E be a symmetric Banach function space on (0,∞) with 1 < pE 
qE < ∞ and suppose that E is either separable or is the dual of a separable symmetric space.
Suppose M is a von Neumann algebra equipped with a normal, semi-finite, faithful trace τ . Let
(Mk)∞k=1 be an increasing sequence of von Neumann subalgebras such that τ |Mk is semi-finite.
Then, for any finite martingale difference sequence (xk) in E(M) we have
∥∥(xk)∥∥HEc +HEr E
∥∥∥∥∑
k
xk
∥∥∥∥
E(M)
E
∥∥(xk)∥∥HEc ∩HEr .
Suppose that E is separable. If pE > 1 and either qE < 2 or E is 2-concave, then∥∥∥∥∑
k
xk
∥∥∥∥
E(M)
E
∥∥(xk)∥∥HEc +HEr .
On the other hand, if either E is 2-convex and qE < ∞ or 2 < pE  qE < ∞ then∥∥∥∥∑
k
xk
∥∥∥∥
E(M)
E
∥∥(xk)∥∥HEc ∩HEr .
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Let M be a von Neumann algebra equipped with a normal, semi-finite, faithful trace τ and let
M˜ be a von Neumann subalgebra of M such that the restriction of τ to M˜ is again semi-finite.
Let E denote the conditional expectation with respect to M˜. In this section we give an elemen-
tary proof of the fact that the expressions ‖(∑k E |xk|2) 12 ‖E(M) and ‖(∑k E |x∗k |2) 12 ‖E(M) define
norms on the space of all finite sequences in E(M), whenever E is a symmetric Banach function
space on (0,∞) which is 2-convex with convexity constant equal to 1 and E(2) is fully symmet-
ric. For E = Lp this result was obtained in [17] using a different method. For x ∈ E(M), set
‖x‖E(M,E) := ‖(E(x∗x)) 12 ‖E(M). Note that this expression is well defined as E is a contraction
on E(2)(M).
Proposition 5.1. Let M be a semi-finite von Neumann algebra equipped with a normal, semi-
finite, faithful trace τ and M˜ a von Neumann subalgebra of M such that τ |M˜ is again semi-
finite. Let E be the conditional expectation with respect to M˜. Suppose E is a 2-convex symmetric
Banach function space on (0,∞) with 2-convexity constant equal to 1 and suppose E(2) is fully
symmetric. Then ‖ · ‖E(M;E) defines a norm on E(M).
Proof. It is clear that ‖ · ‖E(M;E) is positive definite and homogeneous. It remains to show the
triangle inequality. Let x, y ∈ E(M) and fix α > 0. Using that |αx − α−1y|2  0, it follows that
|x + y|2  (1 + α2)|x|2 + (1 + α−2)|y|2.
Hence, as E is 2-convex with 2-convexity constant equal to 1,∥∥E |x + y|2∥∥
E(2)(M) 
(
1 + α2)∥∥E |x|2∥∥
E(2)(M) +
(
1 + α−2)∥∥E |y|2∥∥
E(2)(M).
Taking the infimum over all α > 0 gives
∥∥E |x + y|2∥∥
E(2)

(∥∥E |x|2∥∥ 12E(2) + ∥∥E |y|2∥∥ 12E(2))2,
which yields the result. 
For any finite sequence (xk)nk=1 in E(M), define
∥∥(xk)nk=1∥∥E(M,E;l2c ) =
∥∥∥∥∥
(
n∑
k=1
E(x∗k xk)
) 1
2
∥∥∥∥∥
E(M)
.
Let x = col(xk), the n× n matrix with x1, . . . , xn in its first column, zeros elsewhere. Then∥∥(xk)nk=1∥∥E(M,E;l2c ) = ∥∥col(xk)∥∥E(Mn(M),E˜),
where E˜ is the conditional expectation with respect to the subalgebra Mn(M˜) and so by the
above proposition, ‖ · ‖E(M,E;l2c ) defines a norm on the space of all finitely non-zero sequences
in E(M). The conditional column space E(M,E; l2) is now defined as the completion in thisc
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finite sequences in the norm
∥∥(xk)nk=1∥∥E(M,E;l2r ) =
∥∥∥∥∥
(
n∑
k=1
E(xkx∗k )
) 1
2
∥∥∥∥∥
E(M)
= ∥∥(x∗k )nk=1∥∥E(M,E;l2c ).
6. Rosenthal’s inequality
We will now derive a generalization of Rosenthal’s theorem to noncommutative symmetric
spaces. Recall the following notion of conditional independence, which was introduced in [19].
Given a sequence (Nk) of von Neumann subalgebras of a von Neumann algebra M, we let
W ∗((Nk)k) denote the von Neumann subalgebra generated by (Nk).
Definition 6.1. Let M be a von Neumann algebra equipped with a normal, semi-finite, faithful
trace τ . Let (Nk) be a sequence of von Neumann subalgebras of M and N a common von Neu-
mann subalgebra of the Nk such that τ |N is semi-finite. We call (Nk) independent with respect
to EN if for every k we have EN (xy) = EN (x)EN (y) for all x ∈ Nk and y ∈ W ∗((Nj )j =k).
Notice that if a sequence (Nk) is independent with respect to EN and xk ∈ Nk sat-
isfy EN (xk) = 0, then (xk) is a martingale difference sequence with respect to the filtration
(W ∗(N1, . . . ,Nk))∞k=1. Indeed, if we let Ek denote the conditional expectation with respect to
W ∗(N1, . . . ,Nk), then by (5) one obtains Ek−1(xk) = EN (xk) = 0.
The following observation has its origins in [19] and [36].
Lemma 6.2. Let (M, τ ) be a von Neumann algebra equipped with a normal, semi-finite, faithful
trace τ satisfying τ(1) = α and let E be a p-convex (0 < p < ∞) quasi-Banach function space
on (0, α) which is an interpolation space for the couple (L1,L∞). Let (Nk) be a sequence of
von Neumann subalgebras of M and N a common von Neumann subalgebra of the Nk such
that τ |N is semi-finite. Suppose (Nk) is independent with respect to EN . If xk ∈ E(Nk) satisfy
EN (xk) = 0, then for any Rademacher sequence (rk),∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
E(M)
E E
∥∥∥∥∥
n∑
k=1
rkxk
∥∥∥∥∥
E(M)
,
with constants depending only on E.
If E is moreover q-concave for some q < ∞, then∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
E(M)
E max
{∥∥∥∥(∑
k
|xk|2
) 1
2
∥∥∥∥
E(M)
,
∥∥∥∥(∑
k
∣∣x∗k ∣∣2) 12 ∥∥∥∥
E(M)
}
.
Proof. It suffices to show that for any sequence of signs (εk)nk=1 ⊂ {−1,1}n,∥∥∥∥∥
n∑
εkxk
∥∥∥∥∥ E
∥∥∥∥∥
n∑
xk
∥∥∥∥∥ .
k=1 E(M) k=1 E(M)
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independence and (5) it readily follows that EN+(xi) = EN (xi) = 0. Hence,
EN+
(
n∑
k=1
xk
)
=
∑
εk=1
xk +
∑
εk=−1
EN+(xk) =
∑
εk=1
xk
and analogously, EN−(
∑n
k=1 xk) =
∑
εk=−1 xk . Since conditional expectations are bounded on
E(M) by a constant cE depending only on E (cf. Proposition 2.1), we obtain∥∥∥∥∥
n∑
k=1
εkxk
∥∥∥∥∥
E(M)
=
∥∥∥∥∑
εk=1
xk −
∑
εk=−1
xk
∥∥∥∥
E(M)
=
∥∥∥∥∥(EN+ − EN−)
(
n∑
k=1
xk
)∥∥∥∥∥
E(M)
E
∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
E(M)
.
The final statement now follows from Theorem 4.11. 
We are now ready to prove the main theorem of this section. For any n ∈ N we let Mn(M)
be von Neumann algebra of all n× n matrices with entries in M, equipped with its natural non-
normalized trace. For a finite sequence (xk)nk=1 we denote by diag(xk), col(xk) and row(xk) the
n × n matrix with the xk’s on its diagonal, first column and first row, respectively (and zeros
elsewhere).
Theorem 6.3 (Noncommutative Rosenthal theorem). Let M be a semi-finite von Neumann al-
gebra equipped with a normal, semi-finite, faithful trace τ . Suppose E is a symmetric Banach
function space on (0,∞) satisfying either of the following conditions:
(i) E is an interpolation space for the couple (L2,Lp) for some 2 p < ∞ and E is q-concave
for some q < ∞;
(ii) 2 < pE  qE < ∞.
Let (Nk) be a sequence of von Neumann subalgebras of M and N a common von Neumann
subalgebra of the (Nk) such that τ |N is semi-finite. Suppose that (Nk) is independent with
respect to E := EN . Let (xk) be a sequence such that xk ∈ Nk ∩ E(Nk) and E(xk) = 0 for all k.
Then, for any n,∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
E(M)
E max
{∥∥diag(xk)nk=1∥∥E(Mn(M)),∥∥(xk)nk=1∥∥E(M,E;l2c ),∥∥(xk)nk=1∥∥E(M,E;l2r )}.
(21)
If E is moreover separable, then (21) also holds if xk ∈ E(Nk).
Remark 6.4. Note that if 2 < pE  qE < ∞ then E is an interpolation space for the couple
(L2,Lp), for any p > qE . However, there are such spaces which are not q-concave for any
q < ∞. Indeed, recall the Lorentz spaces Lp,q on (0,∞) (see e.g. [6, Section 4.4]). Then the
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satisfy condition (i), but not condition (ii). For example, take E = L2,r for 2 r < ∞.
Proof of Theorem 6.3. Assume that the xk are bounded. Note that E is bounded on E(2)(M)
under both conditions (i) and (ii) by Proposition 3.5. We first prove that the maximum on the
right-hand side is dominated by ‖∑k xk‖E(M). Since E is an interpolation space for the couple
(L2,Lp) for some p < ∞ under both conditions (i) and (ii), it follows from the discussion
following (7) that the n-th Rademacher subspace Radn(E) is CE-complemented in E(L∞⊗M),
for some constant CE > 0 independent of n. Recall that Lq(M) has cotype q (see e.g. [33]), i.e.,
∥∥diag(xk)nk=1∥∥Lq(Mn(M)) =
(
n∑
k=1
‖xk‖qLq(M)
) 1
q

∥∥∥∥∥
n∑
k=1
rk ⊗ xk
∥∥∥∥∥
Lq(L∞⊗M)
.
By interpolation of this estimate for q = 2 and q = p we obtain
∥∥diag(xk)nk=1∥∥E(Mn(M)) E
∥∥∥∥∥
n∑
k=1
rk ⊗ xk
∥∥∥∥∥
E(L∞⊗M)
,
and by Lemma 4.17
∥∥∥∑ rk ⊗ xk∥∥∥
E(L∞⊗M) E
∥∥∥∥∑
k
xk
∥∥∥∥
E(M)
.
Since the (Nk) are independent and we have E(xk) = 0 for all k (so E(x∗k xj ) = E(x∗k )E(xj ) = 0
if j = k) we have by boundedness of E in E(2)(M),
∥∥∥∥(∑
k
E(x∗k xk)) 12 ∥∥∥∥
E(M)
=
∥∥∥∥∑
k
E(x∗k xk)∥∥∥∥ 12
E(2)(M)
=
∥∥∥∥E((∑
k
xk
)∗(∑
k
xk
))∥∥∥∥ 12
E(2)(M)
E
∥∥∥∥∑
k
xk
∥∥∥∥
E(M)
,
and by applying this to the sequence (x∗k ) we get∥∥∥∥(∑
k
E(xkx∗k )) 12 ∥∥∥∥
E(M)
E
∥∥∥∥∑
k
xk
∥∥∥∥
E(M)
.
We now prove the reverse inequality in (21). By Lemma 6.2 (case (i)) or Proposition 4.18
(case (ii)), respectively, we have
∥∥∥∥∑xk∥∥∥∥
E(M)
E max
{∥∥∥∥(∑x∗k xk) 12 ∥∥∥∥
E(M)
,
∥∥∥∥(∑xkx∗k) 12 ∥∥∥∥
E(M)
}
. (22)k k k
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k
x∗k xk
) 1
2
∥∥∥∥
E(M)
E
(∥∥∥∥∑
k
x∗k xk − E
(
x∗k xk
)∥∥∥∥
E(2)(M)
+
∥∥∥∥∑
k
E(x∗k xk)∥∥∥∥
E(2)(M)
) 1
2
.
Notice that (|xk|2 − E(|xk|2))k1 is independent with respect to E , self-adjoint and, moreover,
E(|xk|2 −E(|xk|2)) = 0 for all k. Hence it is a martingale difference sequence and we obtain again
by Lemma 6.2 (case (i)) or Proposition 4.18 (case (ii), since in this case 1 < pE(2) , qE(2) < ∞),
respectively,∥∥∥∥∑
k
x∗k xk − E
(
x∗k xk
)∥∥∥∥
E(2)(M)
E
∥∥∥∥(∑
k
(
x∗k xk − E
(
x∗k xk
))2) 12 ∥∥∥∥
E(2)(M)
E
∥∥∥∥(∑
k
|xk|4
) 1
2
∥∥∥∥
E(2)(M)
+
∥∥∥∥(∑
k
(E(|xk|2))2) 12 ∥∥∥∥
E(2)(M)
,
where in the final inequality we use the quasi-triangle inequality in E(2)(M; l2c ). Let x =
col(|xk|) and y = diag(|xk|). Since μ(xy) ≺≺ μ(x)μ(y), we obtain∥∥∥∥(∑
k
|xk|4
) 1
2
∥∥∥∥
E(2)(M)
= ∥∥(x∗y∗yx) 12 ∥∥
E(2)(Mn(M))
= ‖yx‖E(2)(Mn(M)) E
∥∥μ(x)μ(y)∥∥
E(2)
= ∥∥μ(x) 12 μ(y) 12 ∥∥2
E
 ‖y‖E(Mn(M))‖x‖E(Mn(M))
= ∥∥diag(xk)∥∥E(Mn(M))
∥∥∥∥(∑
k
|xk|2
) 1
2
∥∥∥∥
E(M)
,
where in the final inequality we use the Hölder-type inequality in [25, Proposition 1.d.2(i)].
Let En be the conditional expectation in E(Mn(M)) with respect to the von Neumann subal-
gebra Mn(N ), i.e. En = E ⊗ 1Mn(C). Writing z = col(|xk|2), we have En(z) = col(E(|xk|2)) and
so by boundedness of En in E(2)(Mn(M)),∥∥∥∥(∑
k
(E(|xk|2))2) 12 ∥∥∥∥
E(2)(M)
= ∥∥((En(z))∗En(z)) 12 ∥∥E(2)(Mn(M))
= ∥∥En(z)∥∥E(2)(Mn(M))
E ‖z‖E(2)(Mn(M)) =
∥∥∥∥(∑
k
|xk|4
) 1
2
∥∥∥∥
E(2)(M)
.
Putting the estimates together we arrive at∥∥∥∥(∑ |xk|2) 12 ∥∥∥∥
E
E
(∥∥diag(xk)∥∥E(Mn(M))
∥∥∥∥(∑ |xk|2) 12 ∥∥∥∥
E
+
∥∥∥∥(∑E(|xk|2)) 12 ∥∥∥∥2
E
) 1
2
.k k k
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a =
∥∥∥∥(∑
k
|xk|2
) 1
2
∥∥∥∥
E(M)
, b = ∥∥diag(xk)∥∥E(Mn(M)) and c =
∥∥∥∥(∑
k
E(|xk|2)) 12 ∥∥∥∥
E(M)
,
we have a2 E ab + c2. Solving this quadratic equation we obtain a E max{b, c}, or,∥∥∥∥(∑
k
|xk|2
) 1
2
∥∥∥∥
E(M)
E max
{∥∥diag(xk)∥∥E(Mn(M)),
∥∥∥∥(∑
k
E(|xk|2)) 12 ∥∥∥∥
E(M)
}
.
Applying this to the sequence (x∗k ) gives∥∥∥∥(∑
k
∣∣x∗k ∣∣2) 12 ∥∥∥∥
E(M)
E max
{∥∥diag(xk)∥∥E(Mn(M)),
∥∥∥∥(∑
k
E(∣∣x∗k ∣∣2)) 12 ∥∥∥∥
E(M)
}
.
The result now follows by (22). The final assertion follows by a straightforward approximation
argument. 
Remark 6.5. Notice that in the proof above we cannot simply renorm E(2) to become a Banach
space. Consider the Lorentz space E = Lp,q(0,∞), with p > 2 and 1 q < 2. Then E is a fully
symmetric, separable Banach function space with pE = p > 2. However, the space E(2) = Lp2 , q2
contains a copy of l
q
2 and since q2 < 1, L
p
2 ,
q
2 cannot be embedded into a Banach space (as l q2 is
not locally convex).
Theorem 6.3 generalizes the Rosenthal inequalities for commutative Banach function
spaces [15, Remark 7] and for noncommutative Lp-spaces [19, Theorem 2.1]. These two re-
sults can be recovered by taking M = L∞(Ω), N = C in the first case and by setting E = Lp
in the second. Note, however, that the proof in [19] is also valid for Haagerup Lp-spaces (i.e.,
if τ is not a trace). We now show how to recover the noncommutative Rosenthal inequalities for
Haagerup Lp-spaces from our result for noncommutative symmetric spaces.
6.1. Rosenthal’s inequality for Haagerup Lp-spaces
Let M be a von Neumann algebra equipped with a normal, faithful state φ. Let σ = σφ
denote the modular automorphism group of R on M associated with φ. For any von Neumann
subalgebra N of M satisfying σ(N ) ⊂ N , we let R(N ) = N σ R denote the von Neumann
crossed product. It is known that R(M) is a semi-finite von Neumann algebra and there exists a
canonical normal semi-finite faithful trace τ on R(M) such that
τ ◦ σˆt = e−t τ (t ∈ R),
where σˆ is the dual action of R on M corresponding to σ . The Haagerup Lp-space Lp(M, φ)
is defined as the elements of x ∈ S(τ) which satisfy σˆt (x) = e−
t
p x. We let D denote the Radon–
Nikodym derivative of the dual weight φˆ with respect to τ , i.e.
φˆ(x) = τ(Dx) (x ∈ R(M)).
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If N is any von Neumann subalgebra of M, then the Radon–Nikodym derivative of φ̂|N with
respect to τ is again equal to D. In particular, D ∈ S(R(N ), τ |R(N )) for any von Neumann
subalgebra N of M.
Let N be a von Neumann subalgebra of M and suppose N is invariant under σ , i.e.
σ(N ) ⊂ N . Then there exists a unique normal, faithful conditional expectation E : M → N
such that φ ◦ E = φ (cf. [38]). One can show that E extends to a normal faithful conditional ex-
pectation Ê from R(M) onto R(N ) which satisfies τ ◦ Ê = τ (see e.g. [14, Theorem 4.1]). One
can then further extend Ê as usual to a map on L1 + L∞(R(M)) which satisfies the properties
in Proposition 2.1. We refer to [14,18] for more details on Haagerup Lp-spaces.
Recall that the Lorentz space Lp,∞(0,∞) consists of all Lebesgue measurable functions such
that
‖f ‖(p,∞) = sup
0<t<∞
t
1
p μt (f ) < ∞.
If 1 < p ∞ then Lp,∞(0,∞) can be equipped with an equivalent norm
‖f ‖p,∞ = sup
0<t<∞
t
1
p
−1
t∫
0
μs(f )ds.
It is well known that Lp,∞(0,∞) is a fully symmetric Banach function space under this norm.
Moreover, Lp,∞ has the Fatou property and pLp,∞ = qLp,∞ = p. We wish to obtain the Rosenthal
inequalities for Haagerup Lp-spaces by using the following embedding result due to H. Kosaki
(see [22, Theorem 3.2]).
Proposition 6.6. If 1 < p < ∞ then the Haagerup space Lp(M) is a closed subspace of
Lp,∞(R(M), τ ). Moreover, if 1
p
+ 1
p′ = 1 then
‖x‖Lp(M) = p′‖x‖Lp,∞(R(M),τ )
(
x ∈ Lp(M)).
The following corollary yields an alternative proof of Theorem 2.1 from [19].
Corollary 6.7. Fix 2  p < ∞. Let M be a von Neumann algebra equipped with a normal,
faithful state φ. Suppose (Nk) is a sequence of von Neumann subalgebras of M and N is a
common von Neumann subalgebra of the Nk . Assume that Nk and N are invariant under σ and
suppose (Nk) is independent with respect to E = EN . Let xk ∈ Lp(Nk) be such that Ê(xk) = 0
for all k. Then,∥∥∥∥∑
k
xk
∥∥∥∥
Lp(M)
p max
{∥∥(xk)∥∥lp(Lp(M)),∥∥(xk)∥∥Lp(M,Ê;l2c ),∥∥(xk)∥∥Lp(M,Ê;l2r )}.
Proof. The case where p = 2 is trivial, so suppose 2 < p < ∞. In [14, Lemma 6.14], it is
shown that the von Neumann subalgebras R(Nk) are independent with respect to ER(N ) = ÊN
whenever (Nk) is independent with respect to EN . By Theorem 6.3 we thus obtain the Rosenthal
inequalities in Lp,∞(R(M)) for bounded elements. In [18, Lemma 1.1], it is shown that the set
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sequence (xkD
1
p ), where xk ∈ Nk . Set em = eD[0,m], then xkD
1
p em is a bounded linear operator
in Lp,∞(R(Nk), τ ). By the above we have∥∥∥∥∥
n∑
k=1
xkD
1
p em
∥∥∥∥∥
p,∞
p max
{∥∥diag(xkD 1p em)∥∥Lp,∞(Mn(R(M))),
∥∥(xkD 1p em)∥∥Lp,∞(R(M),Ê;l2c ),∥∥(xkD 1p em)∥∥Lp,∞(R(M),Ê;l2r )}.
Since Lp,∞ has Fatou norm, a standard argument shows that we can take the limit for m → ∞
to obtain the result. 
By duality one can also deduce a version of Rosenthal’s inequalities for 1 < p < 2. We refer
to [19, Theorem 3.2], for details.
6.2. Khintchine inequalities revisited
As an application of Theorem 6.3 we derive noncommutative Khintchine-type inequalities
in which the Rademacher sequence is replaced by a sequence of independent noncommutative
random variables. Similar inequalities in noncommutative Lp-spaces were considered in [19].
We first make the following simple observation.
Lemma 6.8. Let M be a semi-finite von Neumann algebra and let pα be a net of projections
such that pα ↑ 1. Then pαxpα → x locally in measure, for any x ∈ S(τ).
Proof. We need to show that for any finite trace projection e in M we have
epαxpαe → exe
in measure. Recall that if y ∈ S0(τ ) and xα is a net in S(τ)+ such that xα ↓ 0, we have xαy → 0
and yxα → 0 in measure. Hence, epα → e and pαe → e. Since multiplication is bicontinuous
with respect to the measure topology we obtain epαxpαe → exe, as asserted. 
For any 1 q ∞ and any sequence (αk) in Lq(M) we use the notation
cq := inf
k
‖αk‖q, dq := sup
k
‖αk‖q .
Corollary 6.9. Suppose E is a symmetric Banach function space on (0,∞) which satisfies con-
dition (i) or (ii) of Theorem 6.3 and let 2 p < ∞ be such that E is an interpolation space for
the couple (L2,Lp). Suppose E is either separable or has the Fatou property. Let N be a finite
von Neumann algebra equipped with a normal, faithful, finite trace σ and let (αk) be a sequence
in Lp(N ) such that
c2 := inf
k
‖αk‖2 > 0, dp := sup‖αk‖p < ∞.
k
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a finite von Neumann algebra equipped with a normal, faithful, finite trace τ and (xk) a finite
sequence in E(M). Then,∥∥∥∥∑
k
αk ⊗ xk
∥∥∥∥
E(N⊗M)
E,c2,dp max
{∥∥(xk)∥∥E(M;l2c ),∥∥(xk)∥∥E(M;l2r )}. (23)
Proof. Note that for (xk)nk=1 in E(M) it is a priori not clear that
∑
αk ⊗ xk defines an element
of E(N ⊗ M). We deduce this via an approximation argument. Suppose first that the αk and xk
are bounded. Identify M with C1N ⊗ M ⊂ N ⊗ M. It is easy to see that
EM(α ⊗ x) = σ(α)1N ⊗ x
(
α ∈ Lp(N ), x ∈ M).
Hence, since (αk) is independent with respect to σ , (αk ⊗ xk) is independent with respect to EM
and, moreover, EM(αk ⊗ xk) = 0 for all k. By Theorem 6.3,∥∥∥∥∑
k
αk ⊗ xk
∥∥∥∥
E
E max
{∥∥diag(αk ⊗ xk)∥∥E(Mn(N⊗M)),∥∥(αk ⊗ xk)∥∥E(N⊗M,EM;l2c ),∥∥(αk ⊗ xk)∥∥E(N⊗M,EM;l2r )}.
Now,
∥∥(αk ⊗ xk)∥∥E(N⊗M,EM;l2c ) =
∥∥∥∥(∑
k
EM
(|αk|2 ⊗ |xk|2)) 12 ∥∥∥∥
E(M)
=
∥∥∥∥(∑
k
x∗k xk‖αk‖22
) 1
2
∥∥∥∥
E(M)
,
so by assumption, ∥∥(αk ⊗ xk)∥∥E(N⊗M,EM;l2c ) c2,d2 ∥∥(xk)∥∥E(M;l2c ).
Applying this to (α∗k ⊗ x∗k ), we obtain∥∥(αk ⊗ xk)∥∥E(N⊗M,EM;l2r ) c2,d2 ∥∥(xk)∥∥E(M;l2r ).
Notice that for any 2 q < ∞ we have ‖αk ⊗ xk‖q = ‖αk‖q‖xk‖q and therefore,∥∥(αk ⊗ xk)∥∥lq (Lq(N⊗M)) cq ,dq ∥∥(xk)∥∥lq (Lq(M)).
Also, ‖(xk)‖lq (Lq(M))  ‖(xk)‖Lq(M;l2c ), which follows by interpolation of the cases q = 2 and
q = ∞. Hence, the map (xk) → diag(αk ⊗ xk) extends to a bounded map from Lq(M; l2c ) into
Lq(Mn(N ⊗ M)) with norm bounded by dq . By interpolation,∥∥diag(αk ⊗ xk)∥∥E(Mn(N⊗M)) E,dp ∥∥(xk)∥∥E(M;l2c ).
By approximation (23) holds for αk ∈ Lp(M) with c2 > 0 and dp < ∞.
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every n ∈ N set en = e(
∑
k |xk |2)
1
2 [0, n]. Then enxken is bounded for all k and n, so by the above,∥∥∥∥∑
k
αk ⊗ enxken
∥∥∥∥
E(N⊗M)
E,c2,dp
∥∥(enxken)∥∥E(M;l2c )∩E(M;l2r )

∥∥(xk)∥∥E(M;l2c )∩E(M;l2r ).
By Lemma 6.8 we find that
∑
k αk ⊗ enxken →
∑
k αk ⊗ xk locally in measure. Since the closed
unit ball of E(M) is closed in S(τ) for convergence in the local measure topology if E has the
Fatou property [12, Proposition 5.14], we deduce that ∑k αk ⊗ xk ∈ E(M) and∥∥∥∥∑
k
αk ⊗ xk
∥∥∥∥
E(N⊗M)
E,c2,dp max
{∥∥(xk)∥∥E(M;l2c ),∥∥(xk)∥∥E(M;l2r )}.
The reverse estimate is proved similarly.
Suppose now that E is separable. Then there exists a sequence (xmk ) in E(M; l2c )∩E(M; l2r )
such that xmk is bounded and (x
m
k ) → (xk) in E(M; l2c )∩E(M; l2r ). By the above, the sequence
(
∑
αk ⊗ xmk ) is Cauchy in E(N ⊗ M) and hence converges to some y ∈ E(N ⊗ M) in norm
and hence also with respect to the measure topology. On the other hand, it is clear that xmk → xk
in measure for all k and so
∑
αk ⊗ xmk →
∑
αk ⊗ xmk in measure and therefore y =
∑
αk ⊗ xk .
We conclude that
∑
αk ⊗ xk is in E(N ⊗ M) and that (23) holds. 
By a duality argument we can now deduce the following result.
Corollary 6.10. Let E be a separable symmetric space on (0,∞) which is either p-convex for
some p > 1 and 2-concave or satisfies 1 < pE  qE < 2. Let 1 < r < p (respectively, 1 <
r < pE) and let r ′ be such that 1r + 1r ′ = 1. Let N be a von Neumann algebra equipped with a
normal, faithful, finite trace σ and let (αk) be a sequence in Lr ′(N ) such that
c2 := inf
k
‖αk‖2 > 0, dr ′ := sup
k
‖αk‖r ′ < ∞.
Assume that (αk) is independent with respect to σ and that σ(αk) = 0 for all k  1. Let M be
another von Neumann algebra equipped with a normal, faithful, finite trace τ and (xk) a finite
sequence in E(M). Then∥∥∥∥∑
k
αk ⊗ xk
∥∥∥∥
E(N⊗M)
E,c2,dr′ inf
{∥∥(yk)∥∥E(M;l2c ) + ∥∥(zk)∥∥E(M;l2r )},
where the infimum runs over all decompositions xk = yk + zk in E(M).
Proof. Suppose first that (αk)nk=1 and (xk)
n
k=1 are finite sequences in N and M, respectively.
Let EM denote the conditional expectation onto the von Neumann subalgebra C1N ⊗ M. Since
r < 1 it follows by [17, Theorem 7.1], that2
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n∑
k=1
αk ⊗ xk
∥∥∥∥∥
2
Lr(N⊗M)
=
∥∥∥∥∥
∣∣∣∣∣
n∑
k=1
αk ⊗ xk
∣∣∣∣∣
2∥∥∥∥∥
r
2

∥∥∥∥∥EM
∣∣∣∣∣
n∑
k=1
αk ⊗ xk
∣∣∣∣∣
2∥∥∥∥∥
r
2
=
∥∥∥∥∥
n∑
k=1
x∗k xk‖αk‖22
∥∥∥∥∥
r
2
 sup
1kn
‖αk‖22
∥∥(xk)∥∥2Lr(M;l2c ).
By approximation, the estimate∥∥∥∥∥
n∑
k=1
αk ⊗ xk
∥∥∥∥∥
2
Lr(N⊗M)
 sup
1kn
‖αk‖22
∥∥(xk)∥∥2Lr(M;l2c )  supk1‖αk‖22∥∥(xk)∥∥2Lr(M;l2c )
holds for any sequence (αk)k1 in L2(M) such that supk ‖αk‖2 < ∞. Hence, the map (xk) →∑
k αk ⊗ xk extends to a bounded map from Lr(M; l2c ) into Lr(N ⊗ M) with norm bounded
by d2. Notice that E(M) is an interpolation space for the couple (Lr(M),L2(M)) by Theo-
rems 3.2 and 3.7. By interpolation we obtain,∥∥∥∥∑
k
αk ⊗ xk
∥∥∥∥
E(N⊗M)
d2,E
∥∥(xk)∥∥E(M;l2c ).
Applying this to (α∗k ⊗ x∗k ) yields∥∥∥∥∑
k
αk ⊗ xk
∥∥∥∥
E(N⊗M)
d2,E
∥∥(xk)∥∥E(M;l2r ).
By the triangle inequality, we arrive at∥∥∥∑αk ⊗ xk∥∥∥
E(N⊗M) d2,E inf
{∥∥(yk)∥∥E(M;l2c ) + ∥∥(zk)∥∥E(M;l2r )},
where the infimum runs over all decompositions xk = yk + zk in E(M).
We deduce the opposite inequality by duality. Since c2 > 0, we may assume that ‖αk‖2 = 1 for
all k. Let (x×k ) be a finite sequence in E×(M). Notice that E× is either 2-convex and p′-concave
for p′ < ∞ or satisfies 2 < pE×  qE× < ∞. Moreover, E× has the Fatou property. Hence we
can apply Corollary 6.9 and obtain
∑
k
τ
(
xkx
×
k
)= σ ⊗ τ((∑
k
αk ⊗ xk
)(∑
j
αj ⊗ x×j
))

∥∥∥∥∑
k
αk ⊗ xk
∥∥∥∥
E(N⊗M)
∥∥∥∥∑
j
αj ⊗ x×j
∥∥∥∥
E×(N⊗M)
dr′ ,E
∥∥∥∥∑
k
αk ⊗ xk
∥∥∥∥
E(N⊗M)
max
{∥∥(x×j )∥∥E×(M;l2c ),∥∥(x×j )∥∥E×(M;l2r )}.
Taking the supremum over all finite sequences (x×k ) in E×(M) and using that (E(M; l2c ) +
E(M; l2r ))∗ = E×(M; l2c )∩E×(M; l2r ) isometrically, we obtain the desired inequality. 
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