Abstract
Introduction
The quality of photograph in our daily life is easily undermined by the aerosols suspended in the medium, such as dust, mist, or fumes. This has an effect on the image in which contrasts are reduced and the surface color become fait. Such degraded photographs often lack visual vividness and offer a poor visibility of the scene contents. The goal of haze removal algorithms is to enhance and recover details of scene from haze image. There are many circumstances that accurate haze removal algorithms are needed. In computer vision, most automatic systems for surveillance, intelligent vehicles, object recognition, etc., assume that the input images have clear visibility. However, this is not always true in bad weather. Therefore, these applications will fail in the conditions. In consumer photography, the presence of fog will be an annoyance to the images for it reduced the contrast significantly. In aerial photography and satellite remote sensing, the photos are much more easily plagued by aerosols.
Since the importance of the haze removal algorithm, much work has been done. These methods can be classified into two main categories: (i) image enhancement based on image processing, and (ii) image restoration based on physical model. The classical methods for image enhancement are histogram equalization, homomorphic filter, curvelet transform, Retinex algorithm, fast median filter [1] and so on. The image restoration methods focus on the degradation process of the hazed image, aim at establishing the degradation model, deducing the degradation process and compensating the distortion during the degradation to get the undisturbed original image or its best estimation. The algorithms belong to this kind are mostly based on polarizing filter [2] , user interaction [3] , known 3D models [4] or multiple images [5] . Although these methods can significantly enhance the visibility, the user-interaction or strict requirement on the inputs limits their applications. Recently, haze removal from a single image has made great progress. Many dehazing algorithms [7, 8] based on single image have been developed since Fattal [6] . All these works are based on the assumptions, physically or empirically.
In this paper, we introduce a novel algorithm that is able to enhance hazy image based on a singe image. Our method is built on the fusion principle that has shown utility in several applications such as multispectral video enhancement [9] , underwater image enhancement [10] and intelligent transport system [11] . The image fusion is a means by combing multiple images into an enhanced picture to offering added values to the observers [12] . In contrast to the existing dehazing and fusion-based enhancement methods, our proposed algorithm does not require multiple images or physical model, deriving the inputs and the weights only from the original degraded image. The fusion strategy is driven by the intrinsic properties of the original image (these properties are represented by the weight maps) and is highly dependent on the choice of the inputs and the weights. As a result, in our framework the degraded image is firstly white balanced in order to remove the color casts while producing a natural appearance of the hazy image. The second input uses adaptive contrast stretching to improve the contrast of the entire image. Our fusion-based enhancement process is driven by several weight maps. The weight maps of our algorithm assess several image qualities that specify the spatial pixel relationships. These weights assign higher values to pixels to properly depict the desired image qualities. Finally, our process is designed in a multi-resolution fashion that is robust to artifacts. Compared with previous dehazing methods, our algorithm has three main advantages: (i) it performs an effective per-pixel computation, different than the majority of the previous methods [6] [7] [8] that consider patches. A proper per-pixel strategy reduces the amount of artifacts since patch-based methods have some limitations due to the assumption of a constant airlight in every patch. In general this assumption is not true and therefore additional post processing is required (e.g. the method of He et al. [8] needs to smooth the transmission map by alpha-matting); (ii) the complexity of our method is more reduced than the previous strategies; (iii) our technique performs faster being suitable for real-time applications. Compared with the traditional enhancing techniques, our method computes a hazy image shows more accuracy (see Fig. 1 ). 
Proposed Approach
In this work we propose a single image dehazing based on the multi-scale fusion strategy. We aim for a simple and fast method that is able to increase the visibility of a wide variation of hazy images. Even though we do not explicit follow specialized optical models, our framework blends specific inputs and weights carefully chosen in order to overcome the limitation of such environments. Specifically, the proposed algorithm consists of three main steps: inputs assignment (derivation of the inputs from the original hazy image), defining weight measures and multi-scale fusion of the inputs and weight measures.
Inputs of the Fusion
When applying a fusion strategy, the key to obtain good visibility of the final result is represented by well tailored inputs and weights. Different from most of the existing fusion method, our fusion technique processes only a single degraded hazy image. The general idea of image fusion is that the processed results, combines several input images by preserving only the most significant features of them. Thus, results obtained by the fusion strategy fulfilled the depiction expectation when each part of the results presents an appropriate appearance in at least one of the input images. In our image dehazing algorithm, two inputs of the fusion process are derived from the original degraded image. Our enhancing solution does not search to derive the inputs based on the physical model of scene, since the existing models are quite complex and time consuming to be tackled. Instead, we aim for a fast and simple technique that works generally. The first derived input is represented by the color corrected version of the original image while the second is computed as its contrast enhanced version (see Fig. 2 ). 
White Balancing of the Inputs
White balancing is an important processing step that aims to enhance the image appearance by discarding unwanted color casts caused by the atmospheric color. Due to the fact that haze is dominating the image, an average value is computed for the entire image. Similar as in [1] , a straightforward biasing of the image average color towards pure white is employed. This step assures that atmospheric light color constant is equal to one and the normalized image values are in the range [0, 1]. As observed in [1] , when the light color varies in the image it is more robust to perform this bias operation using the local average value, as shown in Fig. 2b .
Practically, the first input of the fusion process is computed based on the straightforward white balancing operation. Nevertheless, white balancing solely is not able to solve the problem of visibility, and therefore an additional input is needed to enhance the contrast of the degraded image.
Contrast Stretching of the Inputs
Contrast stretching is performed to increase the contrast in hazy regions. In our algorithm this is obtained automatically by using adaptive contrast stretching [13] . Practically, we first find the lowest and highest pixel values, T low and T high , currently present in the image, and then scale each pixel I k such that
where a and b are the lower and upper limits, respectively. A single outlying pixel with a very high or a very low value can severely affect the value T low and T high , which leads to very undesirable scaling. Therefore, we propose an adaptive method to select the two thresholds according to a cumulative distribution function (CDF) as follows.
. 
where C(I m ) is the cumulative histogram of the original image. We define a probability Th to determine T low and T high for preventing outliers from affecting the scaling (default value is Th = 0.005). For color images, all the channels will be stretched using the same T low and T high in order Fusion Strategy for Single Image Dehazing Fan Guo, Jin Tang, Zixing Cai to preserve the correct color ratios. Fig. 2c is the second input by using adaptive contrast stretching.
Weights of the Fusion
The design of the weight measures needs to consider the desired appearance of the restored output. Since image restoration is tightly correlated with the color appearance, so the measurable values such as haze density, salient features and exposedness are difficult to integrate by naïve per pixel blending. Higher values of the weight determine that a pixel is advantaged to appear in the final image. An illustrative example of the weight maps is shown in Fig. 3 . Haze veil weight (W F ) measures the haze density by applying Retinex algorithm on R, G, B three color channels of the input image I k . The impact of this measure is to eliminate the haze influence since haze density is the most prominent feature for dehazing effect assessment from the perspective of human vision perception. Practically, define F(x, y) to be Gaussian with standard derivation  , which is a typical low-pass smoothing function. Then the input image is convoluted with the smoothing function. This process can be expressed as follows:
where K is normalized factor,  is standard deviation and controls the degree of blurring. Assuming that the function uses w w  window, we determine K satisfying the constraint that make the sum of F(x, y) equals one. For all (x, y), in order to estimate haze veil associated with different position, we first generate the uniform haze veil ( , ) L x y by compute the mean of the imageˆ( , ) L x y . However, when the haze is not uniform, the color of our final haze-free result will be distorted seriously. Thus, we multiply the uniform veil ( , ) L x y by the input image I k to estimate the depth-like weight map. The process can be written as
The haze veil is calculated based on the assumption that the luminance of an image reflects the amount of photons received by every position of the image. The farther the distance between the scene points and camera, the fewer photons are received by the sensor, which leads to thicker haze and darker luminance. Thus, the haze density information reflected by the map can be measured by luminance.
Therefore, we transform the image '( , ) L x y from RGB to YCbCr color space, and extract the luminance component of the image, which is our haze veil map.
Saliency weight (W S ) aims to emphasize the discriminating objects that lose their prominence in the foggy scene. The map also identifies the degree of conspicuousness with respect to the neighborhood regions. To measure this quality, Achanta's saliency algorithm [14] is used here. The algorithm find the Euclidean distance between the Lab pixel vector in a Gaussian filtered image with the average Lab vector for the input image. The algorithm is adopted not only because the computationally efficiency but also due to the fact that the yielded map has well-defined boundaries and uniformly highlighted salient regions even at high resolution scales. The impact of this gain is to increase the global contrast appearance since it increases the contrast in highlighted and shadowed parts.
Exposedness weight (W E ) evaluates how well a pixel is exposed [10] . This assessed quality provides an estimator to preserve a constant appearance of the local contrast, which ideally is neither exaggerated nor understated. Commonly, the pixels tend to have a higher exposed appearance when their normalized values are close to the average value of 0.5. This weight map is expressed as a Gaussian-modeled distance to the average normalized range value (0.5): . This map will assign higher values to those tones with a distance close to zero, while pixels that are characterized by larger distance, are associated with the over-and under-exposed regions. In consequence, this weight tempers the result of the saliency map and produces a well preserved appearance of the fused image.
To yield consistent result, we define the normalized weight values W by constraining that the sum at each pixel location of the weight maps W equals one. Formally, for an input k the normalized weight is computed as
Multi-scale Fusion
The enhanced image version ( , ) R x y is obtained by fusing the defined inputs with weight measures at every pixel location ( , ) x y :
where k I symbolizes the input (k is the index of the inputs, and K = 2 in our case) that is weighted by the normalized weight map k W . The normalized weights W are obtained by normalizing over all k weight maps W in order that the value of each pixel ( , ) x y to be constrained by unity value (
). However, the solution to directly fuse (to apply directly equation 8) the inputs and weights introduces undesirable halo artifacts, mostly in the location characterized by strong transition of the weights maps. To prevent the degradation problem, we opted for the adapted solution that employs a classical multiscale pyramidal refinement strategy [15] .
In our case, each input is decomposed into a pyramid by applying the Laplacian operator to different scales. Similarly, for each normalized weight map W , a Gaussian pyramid is computed. Considering both the Gaussian and Laplacian pyramids have the same number of levels, the mixing between the Laplacian inputs and Gaussian normalized weights is performed at each level independently yielding the fused pyramid:
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, as shown in Fig.  4d .
The Laplacian multi-scale strategy performs relatively fast representing a good trade-off between speed and accuracy. By independently employing a fusion process at every scale level and the two temporal fused images, the potential artifacts due to the sharp transitions of the weight maps are minimized. Multi-scale fusion is motivated by the human visual system that is primarily sensitive to local contrast change such as edges and corners. 
Experimental Results and Performance Evaluation

Qualitative comparison
Our proposed dehazing algorithm works well for a wide variety of hazy images. In the experiments, we perform the algorithms by executing MATLAB on a PC with 3.00GHz Intel Pentium Dual-Core Processor. By a general visual inspection it can be observed that our algorithm is able to yield accurate results with enhanced contrast, color and fine details. Fig. 5 shows a comparison between the results obtained by Fattal [6] and our algorithm. Fattal's method is based on statistics and requires sufficient color information and variance. If the haze is dense, the color is faint and variance is not high enough for his method to reliably estimate the transmission. Next, we compare our method with Tan's work [7] in Fig. 6 . The colors of Tan's result may sometimes over saturate or distort, since his algorithm is not physically based and may underestimate the transmission. While our result presents less halos and color distortion. We also compare our method with He's work [8] . The overall result of our algorithm is approximately the same as He's algorithm. However, our algorithm can handle better when the scene objects are similar to the atmospheric light, as shown in Fig. 7 . Fig. 8 shows a direct comparison of our algorithm to the method by Tarel [1] . In contrast, our result has better contrast and vivid color for the hazy scene. Fig. 9 and Fig. 10 allow the comparison of our results with four state of the art visibility restoration algorithms: Fattal [6] , Tan [7] , He [8] and Tarel [1] . Notice that the results obtained with our algorithm seems visually close to the result obtained by He, with better color fidelity and less halos compared with Tan. However, we find depending of the image, each algorithm is a trade-off between color fidelity and contrast enhancement. Thus, it is hard to subjectively determine which dehazing algorithm is the best one. 
Quantitative evaluation
So far, there have been many works to remove haze from image, but only few researches focus on the quantitative measure of dehazing effect. An assessment method dedicated for contrast restoration proposed in [16] is widely used for dehazing effect evaluation. However, the method only assesses the effect from the image contrast without considering other factors of human visual perception. Since the haze density is the most intuitive feature for defogging effect assessment, thus we proposed an indicator to measure the density based on the dark channel prior and haze veil computation. The haziness can be defined as:
where, for an image I, dc is its dark channel computed by using He's method [8] . v is the uniform haze veil. H and W denote respectively the height and the width of the image. The accumulation of the responding each pixel represents the density of haze in the scene. An illustrative example of dark channel and haze veil is shown in Fig. 11 . One can notice that the bigger value of dark channel dc and fog veil v lead to denser haze. Thus, we can use the indicator f to make quantitative evaluation of different dehazing methods. A smaller value of indicator f implies that the restored image has less haziness, thereby better validating the dehazing effect of the algorithms. The assessment results for Fig. 5 to Fig. 10 with the indicator are shown in Table 1 . Clearly, the values of haziness are much reduced after the dehazing, which proves the validity of haze removal methods and visual restoration of haze-free images. 
Computation times
Computational time is considered by testing state of the art methods in Matlab environment. For He's method, its time-temporal complexity is relatively high since the Matting Laplacian matrix L using in the method is so huge that for an image of size sx×s y , the size of L is s x s y ×s x s y , so 20 second is needed to process a 600-by-400 pixel image. The computational time of Fattal's and Tan's methods is even longer than He's method. They take about 40 second and five to seven minute to process an image which is of size 600×400, respectively. Our proposed algorithm has a relatively faster speed, only 2 second is needed to obtain a haze removal image of the same size. Even compared with the recent effective implementation of Tarel [1] , our algorithm computes a hazy image in less time, especially when the size of image is very large.
Conclusions
Image dehazing is an important issue in computer vision. In this paper, we presented a fusion-based algorithm that solves the problem of single image dehazing. We have shown that by choose appropriate weight maps and inputs, the fusion strategy can be used to effectively dehaze images. The experimental results demonstrate that our algorithm can produce visually pleasing dehazing results and is faster than previous techniques. However, our work still has some deficiencies. For example, the very distant parts of the scene sometimes can not be recovered reliably. The restoration of distant objects and regions represents also a general limitation of our algorithm compared with model-based techniques that in general perform better in such case due to additional available information. However, we believe the overall framework we have introduced for this particular problem of dehazing would be useful for tackling other computer vision problems. 
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