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Abstract
Bivariate generalized Pareto distributions (GPs) with uniform margins are introduced and
elementary properties such as peaks-over-threshold (POT) stability are discussed. A uniﬁed
parameterization with parameter WA½0; 1 of the GPs is provided by their canonical
parameterization. We derive efﬁcient estimators of W and of the dependence function of the
GP in various models and establish local asymptotic normality (LAN) of the loglikelihood
function of a 2 2 table sorting of the observations. From this result we can deduce that the
estimator of W suggested by Falk and Reiss (2001, Statist. Probab. Lett. 52, 233–242) is not
efﬁcient, whereas a modiﬁcation actually is.
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0. Introduction
One method of extracting extreme values from data is to take exceedances over
higher thresholds t; a method which is addressed as the peaks-over-threshold (POT)
or partial duration series method. The asymptotic distributions of exceedances are
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the generalized Pareto (GP) distributions. The usual statistical modeling for
univariate exceedances over higher thresholds runs in terms of point processes.
One obtains certain models of binomial or Poisson point processes.
Multivariate max-stable or extreme value distributions are well known in the
statistical literature. Less is known about the statistical modeling and inference in
conjunction with the multivariate POT method. Notable exceptions are Kaufmann
and Reiss [11,12], and Falk et al. [3], where one may ﬁnd (a) approximations within
the point process framework with respect to the variational distance and (b) a
deﬁnition of a multivariate GP distribution; see also [10,19], where the ML principle
is applied to data within a point process framework. In this paper, we merely deal
with multivariate max-stable and GP models, where the dependence parameters are
determined by the bivariate marginals as, e.g., also in the familiar multivariate
Gaussian model. Therefore, we concentrate our attention on bivariate distributions.
Let ðX1; Y1Þ;y; ðXn; YnÞ be independent copies of a bivariate random variable
ðX ; Y Þ; which follows a bivariate max-stable distribution with reversed standard
exponential marginals. The corresponding distribution function (df) then has the
representation
Gðx; yÞ :¼ PðXpx; YpyÞ ¼ exp ðx þ yÞ D y
x þ y
  
ð1Þ
for x; yp0 and
PðXpzÞ ¼ PðYpzÞ ¼ expðzÞ; zp0:
We recall that a bivariate df H is called max-stable if for each nAN there exist
constants cn1; cn240; dn1; dn2AR such that for each ðx; yÞAR2
Hnðcn1x þ dn1; cn2y þ dn2Þ
¼ P c1n1 max
1pipn
Xi  dn1
 
px; c1n2 max
1pipn
Yi  dn2
 
py
 
¼ Hðx; yÞ;
see, e.g., [3, Section 4]. The df G in (1) is obviously max-stable with dn1 ¼ dn2 ¼ 0
and cn1 ¼ cn2 ¼ 1=n:
Representation (1) is due to Pickands [16] (see also [5, Theorem 5.4.5] for the
converse implication). The dependence function D : ½0; 1-½0; 1 possesses the
representation
DðzÞ ¼
Z
½0;1
maxðuð1 zÞ; ð1 uÞzÞnðduÞ;
where n is a ﬁnite measure on ½0; 1 satisfying the conditionZ
½0;1
unðduÞ ¼
Z
½0;1
ð1 uÞnðduÞ ¼ 1:
We have
maxð1 z; zÞpDðzÞp1; zA½0; 1;
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with D ¼ 1 and DðzÞ ¼ maxð1 z; zÞ characterizing the cases of independence and
complete dependence of the margins of G: Note that the above inequality implies
that DðzÞX1
2
for any zA½0; 1: Moreover, D is a convex and continuous function.
From the above integral equations we obtain, in addition, that Dð0Þ ¼ Dð1Þ ¼ 1
and, summing up the above integrals, that nð½0; 1Þ ¼ 2 in general.
Examples are
(i) The Marshall–Olkin df [14]
Glðx; yÞ ¼ expðx þ y  lmaxðx; yÞÞ; lA½0; 1;
with
DlðzÞ ¼ 1 lminðz; 1 zÞ;
(ii) the standard Gumbel df of type B [6,9, p. 251]
Glðx; yÞ ¼ expðððxÞl þ ðyÞlÞ1=lÞ; lX1;
with dependence function
DlðzÞ ¼ ðð1 zÞl þ zlÞ1=l;
(iii) the Hu¨sler–Reiss df [8]
Glðx; yÞ ¼ HlðlogðxÞ;logðyÞÞ; lX0;
where
Hlðu; vÞ ¼ exp F 1lþ
lðu  vÞ
2
 
ev

F 1
l
þ lðv  uÞ
2
 
eu

; u; vAR;
and F is the standard normal df.
In analogy to the univariate case (see, e.g., [3, Section 2]), one may deﬁne a
bivariate generalized Pareto distribution (GP) corresponding to G by
Wðx; yÞ :¼ 1þ logðGðx; yÞÞ
¼ 1þ ðx þ yÞD y
x þ y
 
; logðGðx; yÞÞX 1: ð2Þ
The univariate marginals of W are both the uniform distribution on ½1; 0; which
is the univariate GP corresponding to the reversed exponential distribution.
Note that G and W are tail equivalent:
1 Gðxn; ynÞ
1 Wðxn; ynÞ-n-N1; xn; ynm0:
For the above examples we obtain that for ðx; yÞ with 0pWlðx; yÞp1
(i) the GP for the Marshall–Olkin distribution is
Wlðx; yÞ ¼ 1þ x þ y  lmaxðx; yÞ;
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(ii) for the Gumbel distribution it is
Wlðx; yÞ ¼ 1 ððxÞl þ ðyÞlÞ1=l;
(iii) and for the Hu¨sler–Reiss distribution
Wlðx; yÞ ¼ 1þ F 1lþ
l
2
log
y
x
  
y þ F 1
l
þ l
2
log
x
y
  
x
is the GP. See Figs. 1–3 for illustrating plots of the df’s.
Note that an arbitrary bivariate max-stable distribution H with marginal df’s F1
and F2 can be transformed into a max-stable distribution G as in (1) by putting
Gðx; yÞ :¼ HðF11 ðexpðxÞÞ; F12 ðexpðyÞÞÞ; x; yo0;
where F1ðuÞ ¼ infftAR : FðuÞXtg; uAð0; 1Þ; denotes the quantile function of a
df F :
Let ðX ; YÞ have an arbitrary df W as in (2) and put
W :¼ 2ð1 Dð1=2ÞÞA½0; 1:
This canonical parameter satisﬁes
PðYXt j XXtÞ ¼ W
for 0XtX 1=2 or, in terms of the survivor function,
PðXXt; YXtÞ ¼ Wjtj; ð3Þ
see [4] for details.
For the above examples we obtain that
(i) W ¼ l is the canonical parameter for the Marshall–Olkin GP,
(ii) W ¼ 2 21=l is the canonical parameter for the Gumbel model and
(iii) W ¼ 2ð1 Fð1=lÞÞ is the canonical parameter for the Hu¨sler–Reiss GP.
In all three examples the mapping TðlÞ ¼ 2ð1 Dð1=2ÞÞ ¼ W is one-to-one and,
hence, we can reparameterize each Wl by WW :¼ WT1ðWÞ; WA½0; 1: This is the
canonical parameterization of a bivariate GP as in (2).
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Fig. 1. GP Wl of the Marshall–Olkin df with l ¼ 0:3:
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While G is max-stable, the GP is peaks-over-threshold (POT) stable in its upper
tail: Choose 1=2pt1; t2o0 with Wðt1; t2Þ40 and
c :¼ ðt1 þ t2Þ D t2
t1 þ t2
 
 1
 
40:
Note that 0pcp1 anyway. Suppose that ðX ; Y Þ follows the GP W : Then we obtain
for 0Xcs1Xt1; 0Xcs2Xt2
PðXXcs1; YXcs2 j XXt1; YXt2Þ
¼ PðXXcs1; YXcs2Þ
PðXXt1; YXt2Þ
¼ cs1  cs2 þ ðcs1 þ cs2ÞDð
s2
s1þs2Þ
t1  t2 þ ðt1 þ t2ÞDð t2t1þt2Þ
¼ s1  s2 þ ðs1 þ s2Þ D s2
s1 þ s2
 
¼ PðXXs1; YXs2Þ;
if Wðs1; s2Þ40:
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Fig. 2. GP Wl of the Gumbel df with l ¼ 5:
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Fig. 3. GP Wl of the Hu¨sler–Reiss df with l ¼ 4:
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Suppose that ðX1; Y1Þ;y; ðXn; YnÞ are independent copies of the random variable
ðX ; Y Þ; which follows the GP W : If we consider only those observations among
ðXi; YiÞ; which exceed in each component the threshold ðt1; t2Þ; then these
exceedances are again independent random variables and their common survivor
function is PðXXs1; YXs2jXXt1; YXt2Þ ¼ Wðs1=c; s2=cÞ for 0Xs1Xt1; 0Xs2Xt2
and Wðs1=c; s2=cÞ40:
Put
d :¼ ðt1 þ t2ÞD t2
t1 þ t2
 
o1:
Then we have for 0Xds1Xt1; 0Xds2Xt2
PðXXds1 or YXds2jXXt1 or YXt2Þ ¼ PðXXs1 or YXs2Þ:
Consequently, those observations among ðX1; Y1Þ;y; ðXn; YnÞ; where XiXt1 or
YiXt2 are iid with common df Wðs1=d; s2=dÞ for 0Xs1Xt1; 0Xs2Xt2 and
Wðs1=d; s2=dÞ40:
These stabilities make the GP a natural candidate for POT models. If we put in
particular t1 ¼ t2 ¼ tX 1=2; then we obtain for 0Xs1; s2X 1=2
c ¼ j t j2ð1 Dð1=2ÞÞ ¼ j t jW
and, hence,
PðXXWjtjs1; YXWjtjs2 j XXt; YXtÞ ¼ PðXXs1; YXs2Þ: ð4Þ
We have, moreover, for any cA½0; 1 and 04s1; s2X 1=2
c ¼ PðXXcs1; YXcs2Þ
PðXXs1; YXs2Þ ¼ PðXXcs1; YXcs2jXXs1; YXs2Þ:
Conditional on XXs1; YXs2; the random variable
Z :¼ max X
s1
;
Y
s2
 
is, therefore, uniformly distributed on (0,1).
A graphical test for whether the observations ðX1; Y1Þ;y; ðXn; YnÞ are
actually generated by some df, which coincides in its upper tail with that
of some GP W ; can now be carried out by a uniform–uniform probability
plot: Fix 04s1; s2X 1=2 and consider only those observations ðXj; YjÞ from the
original sample which satisfy XjXs1; YjXs2: Denote these by ðUj; VjÞ; 1pjpgðnÞ:
Then
Zj :¼ max Uj
s1
;
Vj
s2
 
; 1pjpgðnÞ
are independent and uniformly distributed on (0,1) rv’s and they are independent of
their total number gðnÞ: This follows from E 1.18 in [17] and the fact that Z follows
the uniform distribution on (0,1).
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Denote now by Z1:gðnÞp?oZgðnÞ:gðnÞ the ordered values of Z1;y; ZgðnÞ: Then the
plot of the points
j
gðnÞ þ 1; Zj:gðnÞ
 
; 1pjpgðnÞ;
should be roughly linear under the hypothesis.
In the present paper we will derive efﬁcient estimators of W in various models, thus
continuing the research in [4]. In the next section we will consider the univariate case,
conditional on XXt; and in Section 2 we will establish local asymptotic normality
(LAN) of the loglikelihood function in a bivariate model. The Ha´jek–LeCam
convolution theorem then provides us with the asymptotically minimum variance
within the class of regular estimators. From this result we can deduce that the
estimator of W suggested in [4] is not efﬁcient, whereas a modiﬁcation actually is. In
Section 3 we will derive BLUE estimators of the dependence function in the GP
model and estimators with asymptotically least mean squared error in the max-stable
model. For a thorough statistical inference of the max-stable Gumbel model we refer
to Lu and Bhattacharyya [13] and the literature cited therein.
1. The univariate case conditional on X4t
Let ðX1; Y1Þ;y; ðXn; YnÞ be independent copies of ðX ; YÞ with bivariate GP W as
in (2). For 1=2pto0 and 0psp 1=ð2tÞ we have
Fðs j tÞ :¼ P 0oY
t
ps
 X4t

¼ ð1þ sÞ 1 D s
1þ s
  
:
This follows from
PðYXst; X4tÞ ¼PðYXstÞ þ PðX4tÞ þ PðXpt; YpstÞ  1
¼ j st j þ j t j  ðj t j þ j st jÞD st
t þ st
 
¼ j t jð1þ sÞ 1 D s
1þ s
  
:
Fðs j tÞ is the df of Y=t; conditional on X4t; and we obviously have
Fð1 j tÞ ¼ W; 1
2
pto0:
The problem of estimating the parameter W now reduces to the estimation of the
df Fðs j tÞ at s ¼ 1: An obvious approach is the estimation of Fð1 j tÞ by an empirical
df. This is investigated in the following.
Fix tX 1=2 and denote by ðU1; V1Þ;y; ðUZðnÞ; VZðnÞÞ those observations among
ðX1; Y1Þ;y; ðXn; YnÞ with Xi4t: These are iid and independent of ZðnÞ; which is
binomial Bðn; PðX4tÞÞ distributed. In particular, we have that the df of Vi=t is
Fðs j tÞ:
PðVi=tpsÞ ¼ Pð0oY=tps j X4tÞ ¼ Fðs j tÞ; 0psp 1=ð2tÞ:
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A reasonable estimator of Fðs j tÞ is the empirical df
Fnðs j tÞ :¼ 1ZðnÞ
XZðnÞ
i¼1
1ðVi=tpsÞ:
In particular, we have
Fnð1 j tÞ ¼ 1ZðnÞ
Xn
i¼1
1ðYiXt; Xi4tÞ ¼ tðnÞZðnÞ;
where tðnÞ is the number of observations ðXi; YiÞ in ðt; 0Þ  ½t; 0Þ: The independence
of ZðnÞ and ðUi; ViÞ immediately implies that for m ¼ 1;y; n
EðFnðs j tÞ j ZðnÞ ¼ mÞ ¼ Fðs j tÞ;
EððFnðs j tÞ  Fðs j tÞÞ2 j ZðnÞ ¼ mÞ ¼ 1
m
Fðs j tÞð1 Fðs j tÞÞ:
One can obviously improve the performance of Fnðs j tÞ on the level of deﬁciency
by considering kernel estimators
Fˆnðs j tÞ ¼ 1ZðnÞ
XZðnÞ
i¼1
K
s  Vi=t
an
 
;
where K is a suitable kernel function; see Falk [2] for details.
Denote now by ðU˜1; V˜1Þ;y; ðU˜tðnÞ; V˜tðnÞÞ those vectors among ðU1; V1Þ;y;
ðUZðnÞ; VZðnÞÞ such that Vi is greater than t: These ðU˜s; V˜sÞ are iid and independent
of tðnÞ and ZðnÞ: This is a consequence of the decomposition of empirical processes
as formulated in [17, E. 1.18(iv)]. ðU˜1; V˜1Þ;y; ðU˜tðnÞ; V˜tðnÞÞ are actually those ðXi; YiÞ
which fall into ðt; 0Þ  ðt; 0Þ:
Next, we show that tðnÞ=ZðnÞ is conditionally on ZðnÞX1 BLUE in the following
class of estimators: Consider for ZðnÞX1
Tˆn ¼
PtðnÞ
j¼1 gnðU˜j; V˜jÞ
fnðZðnÞÞ; ;
where gn : ðt; 0Þ2-R; fn : f1; 2;y; ng-R\f0g are (measurable) functions. Suppose
that Tˆn is an unbiased estimator of W with ﬁnite second moment conditional on
ZðnÞ ¼ m; m ¼ 1; 2;y; n; i.e.,
EðTˆn j ZðnÞ ¼ mÞ ¼ W; m ¼ 1; 2;y; n; ð5Þ
EðTˆ2n j ZðnÞ ¼ mÞoN; m ¼ 1; 2;y; n: ð6Þ
Theorem 1.1. We have for m ¼ 1; 2;y; n
E
tðnÞ
ZðnÞ  W
 2  ZðnÞ ¼ m
 !
pEððTˆn  WÞ2 j ZðnÞ ¼ mÞ
and equality holds iff tðnÞ=ZðnÞ ¼ Tˆn a.s. conditionally on ZðnÞ ¼ m:
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Corollary 1.2.
E
tðnÞ
ZðnÞ  W
 2  ZðnÞX1
 !
pEððTˆn  WÞ2 j ZðnÞX1Þ
and equality holds iff tðnÞ=ZðnÞ ¼ Tˆn a.s. conditionally on ZðnÞX1:
Proof of Theorem 1.1. From the fact that the ðU˜j; V˜jÞ are iid and independent of
tðnÞ; conditionally on ZðnÞ ¼ m; we obtain
W ¼EðTˆn j ZðnÞ ¼ mÞ
¼ 1
fnðmÞ
Xm
i¼0
E
Xi
j¼1
gnðU˜j; V˜jÞ 1ðtðnÞ ¼ iÞ j ZðnÞ ¼ m
 !
¼ 1
fnðmÞ
Xm
i¼1
i EðgnðU˜1; V˜1Þ j ZðnÞ ¼ mÞPðtðnÞ ¼ i j ZðnÞ ¼ mÞ
¼ 1
fnðmÞ EðgnðU˜1; V˜1Þ j ZðnÞ ¼ mÞ
Xm
i¼1
i PðtðnÞ ¼ i j ZðnÞ ¼ mÞ
¼ 1
fnðmÞ EðgnðU˜1; V˜1Þ j ZðnÞ ¼ mÞ mW;
i.e.,
EðgnðU˜1; V˜1Þ j ZðnÞ ¼ mÞ
fnðmÞ ¼
1
m
:
We have
0pE Tˆn  tðnÞZðnÞ
 2  ZðnÞ ¼ m
!
¼EððTˆn  WÞ2j ZðnÞ ¼ mÞ  2E ðTˆn  WÞ tðnÞZðnÞ  W
   ZðnÞ ¼ m

þ E tðnÞ
ZðnÞ  W
 2  ZðnÞ ¼ m
!
¼EððTˆn  WÞ2 j ZðnÞ ¼ mÞ  E tðnÞZðnÞ  W
 2  ZðnÞ ¼ m
!
;
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since
E ðTˆn  WÞ tðnÞZðnÞ  W
   ZðnÞ ¼ m

¼
Xm
i¼0
i
m
 W
 
i
EðgnðU˜1; V˜1Þ j ZðnÞ ¼ mÞ
fnðmÞ  W
 
PðtðnÞ ¼ i j ZðnÞ ¼ mÞ
¼
Xm
i¼0
i
m
 W
 2
PðtðnÞ ¼ i j ZðnÞ ¼ mÞ
¼ Wð1 WÞ
m
¼ E tðnÞ
ZðnÞ  W
 2  ZðnÞ ¼ m
!
: &
Remark. If fn is the identity on f1;y; ng; then the conclusion of the corollary is
valid if we replace (5) by the more general condition
EðTˆn j ZðnÞX1Þ ¼ W:
The estimator tðnÞ=ZðnÞ of W was suggested in [4]. Its asymptotic normality was
established, thus revealing its superiority over the estimator tðnÞ=ðnjtjÞ; which is
BLUE in a class of linear estimators. Note that the estimator tðnÞ=ZðnÞ is also
applicable in the case of unknown, identical marginal distributions, where we assume
that ðX˜; Y˜Þ has the df
W˜Wðx; yÞ ¼ WWðFðxÞ  1; FðyÞ  1Þ;
see [4, Section 6] for details.
But the estimator tðnÞ=ZðnÞ came out of the blue in [4], whereas we have shown in
this section that it is actually an empirical df evaluated at s ¼ 1 and that it is BLUE
in a certain class of estimators.
2. LAN and efﬁcient estimators
In this section we will establish local asymptotic normality (LAN) of the
loglikelihood function in a multinomial model. The Ha´jek–LeCam convolution
theorem then provides us with the asymptotically minimum variance within the class
of regular estimators of W and we will deﬁne a regular estimator sequence, which
attains this minimum variance.
Let again ðX1; Y1Þ;y; ðXn; YnÞ be independent copies of a random vector ðX ; YÞ
with GP W as in (3).
We divide the quadrant fðx; yÞ : x; yo0g into the four subsets:
S11 ¼S11ðtÞ ¼ fðx; yÞ : tox; yo0g;
S12 ¼S12ðtÞ ¼ fðx; yÞ : xpt; toyo0g;
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S21 ¼S21ðtÞ ¼ fðx; yÞ : toxo0; yptg;
S22 ¼S22ðtÞ ¼ fðx; yÞ : xpt; yptg;
where t ¼ tðnÞm0 as n-N: Denote by
nij ¼
Xn
m¼1
1ððXm; YmÞASijÞ
the number of observations in Sij: This gives a 2 2 table of the observations; see
Fig. 4.
The vector ðnijÞ is obviously multinomially Bðn; ðpijÞÞ distributed with parameters
n and
p11 ¼PðX4t; Y4tÞ ¼ jtjW;
p12 ¼PðXpt; Y4tÞ ¼ jtjð1 WÞ ¼ PðX4t; YptÞ ¼ p21;
p22 ¼ 1þ jtjðW 2Þ:
Fix now WAð0; 1Þ and deﬁne the alternative
Wn :¼ Wþ cdn;
where cAR is arbitrary and
dn :¼ 1ðn jtjÞ1=2
:
Denote the corresponding cell probabilities under Wn by pijn:
Theorem 2.1. Suppose that t ¼ tnm0 and njtnj-N: Then we have under W for the
loglikelihood ratio the expansion
Ln ¼ log Bðn; ðpijnÞÞ
Bðn; ðpijÞÞ ðnijÞ
 
¼ cZn  c
2
2
1þ W
Wð1 WÞ þ oPð1Þ
t
t
(0, 0)
n12
n22
n11
n21
Fig. 4. 2 2 table of observations.
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with the central sequence
Zn ¼ dn n11W  n jtj 
n12 þ n21
1 W þ 2njtj
 
-DN 0;
1þ W
Wð1 WÞ
 
:
Proof. We have by the expansion logð1þ eÞ ¼ e e2=2þ Oðe3Þ for e-0
Ln ¼ log WnW
 n11 1þ jtjðWn  2Þ
1þ jtjðW 2Þ
 n22 1 Wn
1 W
 n12þn21 
¼ n11 log 1þ cdnW
 
þ n22 log 1þ cdnjtj
1þ jtjðW 2Þ
 
þ ðn12 þ n21Þ log 1 cdn
1 W
 
¼ n11 cdnW 
c2d2n
2W2
 
þ n22 cdnjtj
1þ jtjðW 2Þ 
c2d2njtj2
2ð1þ jtjðW 2ÞÞ2
 !
 ðn12 þ n21Þ cdn
1 Wþ
c2d2n
2ð1 WÞ2
 !
þ oPð1Þ
¼ cdn n11W þ
n22jtj
1þ jtjðW 2Þ 
n12 þ n21
1 W
 
 c
2
2
1
W
þ 2
1 W
 
þ oPð1Þ:
We have, further,
dn
n11
W
þ jtj n22
1þ jtjðW 2Þ 
n12 þ n21
ð1 WÞ
 
¼ dn n11W  njtj þ jtj
n22
1þ jtjðW 2Þ  njtj 
n12 þ n21
1 W þ 2njtj
 
¼ Zn þ oPð1Þ;
as dnjtjðn22=ð1þ jtjðW 2ÞÞ  nÞ ¼ oPð1Þ: Note that the nij in Zn are asymptotically
uncorrelated and, thus, Zn-DNð0; ð1þ WÞ=ðWð1 WÞÞÞ by the central limit
theorem. &
The above result implies that an efﬁcient estimator in the class of regular
estimators with the rate of convergence dn has necessarily the minimum limiting
variance
s2minimum :¼
Wð1 WÞ
1þ W :
Consider, for example, the estimator
#Wn :¼ n11
n11 þ n21 ¼
tðnÞ
ZðnÞ;
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of the underlying parameter W; which is BLUE in a submodel; see Section 1. This
estimator satisﬁes
d1n ð #Wn  WÞ-DNð0; Wð1 WÞÞ
and therefore does not have asymptotically minimum variance.
The modiﬁcation
#Wn;eff :¼ #Wn þ
#Wn
1þ #Wn
1 #Wn  n12
njtj
 
¼
#Wn
1þ #Wn
2 n12
njtj
 
;
however, satisﬁes
d1n ð #Wn;eff  WÞ ¼
Wð1 WÞ
1þ W Zn þ oPð1Þ-DN 0;
Wð1 WÞ
1þ W
 
;
which is shown by elementary computations. The modiﬁed estimator is by the
Ha´jek–LeCam Convolution Theorem an efﬁcient estimator in the class of regular
estimators with the rate dn; see Sections 8.4 and 8.5 in the book by Pfanzagl [15].
3. Estimation of the dependence function
Let ðX1; Y1Þ;y; ðXn; YnÞ be independent copies of the rv ðX ; YÞ which has
df Wðx; yÞ ¼ 1þ ðx þ yÞ Dðy=ðx þ yÞÞ if ðx þ yÞ Dðy=ðx þ yÞÞX 1: Fix zA½0; 1
and put
DˆnðzÞ :¼ 1 1
n
Xn
i¼1
1ðXipz  1; Yip zÞ
¼ 1
n
Xn
i¼1
1ðXi4z  1 or Yi4 zÞ:
Note that x :¼ z  1; y :¼ z satisfy ðx þ yÞ Dðy=ðx þ yÞÞ ¼ DðzÞX 1 and,
hence, DˆnðzÞ is an unbiased estimator of DðzÞ and asymptotically normal:
Lemma 3.1. We have
EðDˆnðzÞÞ ¼ DðzÞ; VarðDˆnðzÞÞ ¼ n1DðzÞð1 DðzÞÞ;
n1=2ðDˆnðzÞ  DðzÞÞ-DNð0; DðzÞð1 DðzÞÞÞ:
The estimator DˆnðzÞ is actually BLUE in the following class of estimators. Let
TˆnðzÞ ¼
Pn
i¼1 gðXi; YiÞ be an arbitrary estimator of DðzÞ; which is unbiased and
where the function g : ðN; 0  ðN; 0-R satisﬁes
EðgðUÞÞ  EðgðVÞÞ ¼ 1
n
: ð7Þ
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By U and V we denote random vectors with values in ðN; 0  ðN; 0 which have
the df PðXp; Yp  j X4z  1 or Y4 zÞ and PðXp; Yp  j Xpz  1;
Yp zÞ; respectively. This condition is automatically satisﬁed if TˆnðzÞ is unbiased
and uses only those ðXi; YiÞ with Xi4z  1 or Yi4 z: In this case we have gðVÞ ¼ 0;
see the remark after the proof of the following theorem.
Theorem 3.2. We have under the above conditions
EððDˆnðzÞ  DðzÞÞ2Þ ¼ 1
n
DðzÞð1 DðzÞÞpEððTˆnðzÞ  DðzÞÞ2Þ;
and equality holds if and only if TˆnðzÞ ¼ DˆnðzÞ a.s.
Proof. For the sake of notational simplicity we will drop in the following the
argument z: Assume that EðTˆ2nÞoN: We have
0pEððTˆn  DˆnÞ2Þ ¼ EðððTˆn  DÞ  ðDˆn  DÞÞ2Þ
¼EððTˆn  DÞ2Þ  2EððTˆn  DÞðDˆn  DÞÞ þ EððDˆn  DÞ2Þ
¼EððTˆn  DÞ2Þ  EððDˆn  DÞ2Þ:
The last equation, which implies the assertion, can be seen as follows. Write
Tˆn ¼
XnDˆn
i¼1
gðUiÞ þ
Xnð1DˆnÞ
j¼1
gðVjÞ;
where the bivariate random vectors U1; U2;y and V1; V2;y denote those
observations among ðX1; Y1Þ;y; ðXn; YnÞ which satisfy Xi4z  1 or Yi4 z and
Xipz  1; Yipz; respectively. Conditional on nDˆn ¼ k; the rv’s U1;y; Uk and
V1;y; Vnk are independent copies of U and V ; respectively; see [17, E 1.18]. Hence,
we have
EððTˆn  DÞðDˆn  DÞÞ
¼ EðTˆnðDˆn  DÞÞ
¼
Xn
k¼0
EðTˆn j nDˆn ¼ kÞ k
n
 D
 
PðnDˆn ¼ kÞ
¼
Xn
k¼0
ðkEðgðUÞÞ þ ðn  kÞEðgðVÞÞÞ k
n
 D
 
PðnDˆn ¼ kÞ
¼ nEðgðUÞÞ
Xn
k¼0
k
n
k
n
 D
 
P Dˆn ¼ k
n
 
þ nEðgðVÞÞ
Xn
k¼0
n  k
n
k
n
 D
 
PðnDˆn ¼ kÞ
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¼ nEðgðUÞÞEðDˆnðDˆn  DÞÞ
 nEðgðVÞÞ
Xn
k¼0
n  k
n
n  k
n
 ð1 DÞ
 
P 1 Dˆn ¼ n  k
n
 
¼ nEðgðUÞÞVarðDˆnÞ  nEðgðVÞÞVarð1 DˆnÞ
¼ VarðDˆnÞnðEðgðUÞÞ  EðgðVÞÞÞ ¼ VarðDˆnÞ: &
Repeating the arguments in the preceding proof, we obtain that the unbiasedness
EðTˆnðzÞÞ ¼ DðzÞ of TˆnðzÞ implies the equation
DðzÞ ¼ nEðgðUÞÞDðzÞ þ nEðgðVÞÞð1 DðzÞÞ
and, hence, the condition EðgðUÞÞ  EðgðVÞÞ ¼ 1=n is automatically satisﬁed if
gðVÞ ¼ 0:
If the rv ðX ; YÞ follows the df Wðx; yÞ only for x; y close to 0, then we can
introduce an auxiliary parameter cAð0; 1Þ and put
Dˆn;cðzÞ :¼ 1
c
1 1
n
Xn
i¼1
1ðXipcðz  1Þ; Yip czÞ
 !
¼ 1
cn
Xn
i¼1
1ðXi4cðz  1Þ or Yi4 czÞ:
If c is chosen small enough, then x ¼ cðz  1Þ; y ¼ cz are close to 0; ðx þ yÞ
Dðy=ðx þ yÞÞ ¼ cDðzÞX 1 and, thus, Dˆn;cðzÞ is an unbiased estimator of DðzÞ
and asymptotically normal as well. Note that it also satisﬁes condition (7).
Lemma 3.3. We have for zA½0; 1 and c small enough
EðDˆn;cðzÞÞ ¼ DðzÞ; VarðDˆn;cðzÞÞ ¼ 1
nc
DðzÞð1 cDðzÞÞ;
n1=2ðDˆn;cðzÞ  DðzÞÞ-DN 0; 1
c
DðzÞð1 c DðzÞÞ
 
:
If we let c ¼ cn decrease with n; then we obtain from the central limit theorem for
triangular arrays the asymptotic normality of Dˆn;cnðzÞ:
Lemma 3.4. If we consider cn-0 with ncn-N as n-N; then we have
ðncnÞ1=2ðDˆn;cnðzÞ  DðzÞÞ-DNð0; DðzÞÞ; zA½0; 1:
Suppose now that ðX ; YÞ follows a max-stable df G as in (1) and consider again
independent copies ðX1; Y1Þ;y; ðXn; YnÞ of ðX ; Y Þ: We have uniformly for
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nAN; cnAð0; 1 and zA½0; 1
EðDˆn;cnðzÞÞ ¼
1
cn
ð1 Gðcnðz  1Þ;cn zÞÞ
¼ 1
cn
ð1 expðcnDðzÞÞÞ
¼DðzÞ  cn D
2ðzÞ
2
þ Oðc2nÞ
and
VarðDˆn;cnðzÞÞ ¼
1
ncn
EðDˆn;cnðzÞÞð1þ OðcnÞÞ
¼ 1
ncn
ðDðzÞ þ OðcnÞÞ:
As a consequence we obtain the asymptotic normality of Dˆn;cnðzÞ:
Lemma 3.5. Suppose that ðX1; Y1Þ;y; ðXn; YnÞ are iid with common df G as in (1). If
cn-0 with ncn-N as n-N; then we have
ðncnÞ1=2ðDˆn;cnðzÞ  DðzÞÞ-D
Nð0; DðzÞÞ if nc3n-0;
N l1=2 D
2ðzÞ
2
; DðzÞ
 
if nc3n-l40:
8><
>:
We have, moreover, for the mean squared error the expansion
MSEðDˆn;cnðzÞÞ ¼EððDˆn;cnðzÞ  DðzÞÞ2Þ
¼ 1
ncn
ðDðzÞ þ OðcnÞÞ þ cn D
2ðzÞ
2
þ Oðc2nÞ
 2
¼DðzÞ
ncn
þ c2n
D4ðzÞ
4
þ o 1
ncn
þ c2n
 
:
The leading terms in this expansion are minimized by
cn;opt :¼ 1
n1=3
21=3
DðzÞ
with
MSEðDˆn;cn;optÞ ¼
1
n2=3
3D2ðzÞ
24=3
þ o 1
n2=3
 
:
The optimal rate for the choice of cn is, consequently, n
1=3; in which case the mean
squared error has minimum rate n2=3:
For the max-stable df G in (1) with reversed exponential margins, the function
lðx; yÞ :¼ ðx þ yÞD y
x þ y
 
; x; y40
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is known as the stable tail dependence function [1]. Huang [7] introduced the tail
empirical dependence function
lˆnðx; yÞ :¼ 1
kn
Xn
i¼1
1ðXi4Xn½knx:n or Yi4Yn½kny:nÞ;
where kn-N; kn=n-0; ½x denotes the integer part of xAR and Z1:np?pZn:n are
the ordered values of random variables Z1;y; Zn:
We obviously have with y ¼ z; x ¼ 1 z; zAð0; 1Þ
lð1 z; zÞ ¼ DðzÞ
and, hence, we obtain from Huang [7] the asymptotic normality of
k1=2n ðlˆnð1 z; zÞ  DðzÞÞ
under appropriate differentiability conditions on D: Notice that the distribution of lˆn
is actually independent of the marginal distributions. In particular, we obtain that
TˆnðzÞ :¼ 2ð1 lˆnð1 z; zÞÞ
is an estimator of the canonical dependence function
TðzÞ :¼ 2ð1 DðzÞÞ; zA½0; 1;
see [18, Chapter 10].
Repeating the arguments in the proof of Huang [7] or of the proof of Theorem 2.3
in [1], one can show that
Tnn ðzÞ :¼
1
kn
Xn
i¼1
1ðXi4Xn½knð1zÞ:n; Yi4Yn½knz:nÞ; 0ozo1;
and Tnn ð0Þ ¼ Tnn ð1Þ ¼ 0; is an asymptotically normal estimator of TðzÞ as well.
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