In this paper an algorithm for the optimization of excitation system of line-start permanent magnet synchronous motors will be presented. For the basis of this algorithm, software was developed in the Borland Delphi environment. The software consists of two independent modules: an optimization solver, and a module including the mathematical model of a synchronous motor with a self-start ability. The optimization module contains the bat algorithm procedure. The mathematical model of the motor has been developed in an Ansys Maxwell environment. In order to determine the functional parameters of the motor, additional scripts in Visual Basic language were developed. Selected results of the optimization calculation are presented and compared with results for the particle swarm optimization algorithm.
Introduction
The motivation to analyze and synthesize new structures of machines excited by permanent magnets has been driven by the development of the material technology. The manufacturers have produced permanent magnets allowing for a high density of energy and improved parameters concerning magnetic, thermal and mechanical properties. Therefore, for the last couple of years it has been possible to observe a dynamic development of new constructions of permanent magnet machines. The variety of magnetic properties of permanent magnets influences the diversity of construction of permanent magnet motors.
In the last period years, an interesting alternative for the permanent magnet synchronous motor (PMSM) has appeared in a form of motors with self-starting ability: linestart permanent magnet motors (LSPMSM). An increase in interest in these machines was recorded by multiple research teams throughout the world [1] [2] [3] [4] . The basic advantage of LSPMSM is a possibility of direct start-up after connecting to a three-phase grid.
Designers and constructors of the machines use powder technology more and more often. This concerns both soft and hard magnetic material. In the most innovative projects, magnetic circuits have been used which have been built of both soft and hard magnetic material. Also, hybrid structures, i.e. the structures with excitation systems composed of two or more materials with different magnetic properties have been used [5] .
Further development of new constructions of permanent magnet motors depends on improving the methods of simulations, as well as their design and optimization.
The designing process itself is often supported by computations. With the use of a computational environment consisting of a numerical model of a motor combined with an efficient optimizing procedure, it is possible to find solutions for the synthesis of the machines excited by permanents magnets.
The modern design process most frequently uses discrete field-circuit models of electromagnetic phenomena in the considered device [6, 7] . Such models are computationally sophisticated, optimization processes using them are very time consuming. For that reason, new optimization algorithms have been developed, which are particularly effective for solving tasks concerning the synthesis of permanent magnet machines. Many different nondeterministic optimization algorithms are popular, such as: particle swarm optimization (PSO), genetic algorithms (GA), brain storm optimization (BSO) method, ant colony optimization (ACO) and cuckoo search (CS) [8] [9] [10] [11] [12] . Re-search is still being conducted with an aim to develop new, even more effective optimization methods.
The aim of this paper is to recognize the areas of application for a bat algorithm to solve the optimization tasks for the machines with permanent magnets.
The bat algorithm
The bat algorithm (BA) is inspired by the echolocation behaviour of a small species of bats. Echolocation helps bats orient themselves in the dark for hunting. Most bats using echolocation emit ultrasonic waves of frequency varying from 20 kHz to 100 kHz.
The BA was introduced in 2010 [13] . This algorithm combines the advantages of two different nondeterministic optimization methods: the particle swarm optimization (PSO) and the simulated annealing (SA). The SA method shows high probability of finding a global optimum but only provided that the optimization process is carried out slowly enough. Nowadays, this method is rarely used as a tool to solve tasks of synthesis of permanent magnet machines. On the other hand, the PSO method is commonly used for such tasks [9, 14] . In its classic form, one can notice a strong correlation between the placement of the swarm leader and the trajectory of the whole swarm, where the swarm leader is the most adjusted particle in the swarm system. For this reason, the most advanced method of PSO includes some modifications for the improvement of the performance and the quality of calculations.
The set of bats constitute the colony. Each individual bat represents an acceptance solution of the optimization task. Each bat is described by position x i and velocity
loudness A i and the rate of pulse emission r i . In j-th time step, the bats know the position of leader x B -the best bat in the colony. In order to calculate position vector for i-th individual, the following formula is used:
where
, Fmax, F min are the minimum and maximum value of frequency, r 1 is the random number, usually selected from the range (0, 1). The method of setting new consecutive velocity vectors and bats' position vectors is similar to the algorithm used in the PSO method. The dynamics of bats' movements in a space of a considered problem depends on the range of change of frequency.
In order to imitate precisely the tactic of a single bat's hunting, there are two additional parameters defined in the algorithm: a loudness parameter A i and the rate of pulse emission r i . A hunting bat emits on average 5 -10 impulses per second but this depends on the species. If it locates an insect in the surroundings, at this very moment the quantity of the impulses raises up to as many as 50 impulses per second. And it is the coefficient r i that shows the dynamics of the change of impulses emitted by a bat. This proved to be the most successful parameter order to obtain an improved value of the objective function in the optimization calculations. The block diagram of the bat algorithm is presented in Figure 1 .
After setting new positions of each and every bat in the j-th time step, a value of β 1 is randomly picked from the range (0, 1), as shown in the Figure 1 . Taking into consideration the value of β 1 and the average coefficient of pulse emission for the whole colony rav, a new position is defined for the current best-bat in the colony or for a randomly chosen bat according to the formula:
where χ is the random number from range (-1, 1), Aav is the average loudness of all bat population in the j-th time step. If a bat attains a better value of the objective function and it gets closer to the searched optimum point and the random parameter β 2 from the range (0, 1) is smaller than the average loudness Aav of the whole colony, then the rate of pulse emission r i is increased and the loudness A i is decreased:
where α and are the constants, and r 0 is the initial value of emission rate.
The optimization procedure
In order to analyze the efficiency of the bat algorithm, the optimization of the rotor geometry of LSPMSM is executed. The structure of considered LSPMSM is presented in The task of the optimization was defined as follows: for known parameters such as stator and squirrel-cage structural parameters, air gap length and stack length, the structural parameters describing the excitation system (gm, rm and lm -see Figure 2 ) had to be found in such a way that these parameters would assure the maximum value of the product of an efficiency η and a power factor cosφ. The exciting system was described with the use of three design variables: s 1 = lm -permanent magnet width, s 2 = gm -the thickness of the magnet and s 3 = rm -distance between the poles. All design variables s j in the optimization process have been transformed into dimensionless quantities x j using the following formula [15] :
where s min j and s max j are the expected lower and upper limits of each variable s j , respectively. These parameters x j form a normalized vector x. The objective function for i-th bat has been defined as follows:
here: η i (x), cos φ i (x) are the efficiency and power factor for i-th bat, η 0 , cos φ 0 are the average values of efficiency and power factor after the initiation procedure.
In the optimization process, a function (5) was maximized, while the non-linear constrains regarding the permissible values of the total mass of permanent-magnet material mm ≤ mz and the electromagnetic torque T 80 (x) ≥ Tz, where T 80 is the synchronizing torque produced by the motor at 0.8 of the synchronous speed. The high value of torque enables proper synchronization during starting. The constraint functions have been normalized and are describedas follows:
In the described algorithm, the constraints were included with the use of an external penalty function. According to this method, the modified objective function h k (x) is created. The value of the penalty component p k (x) increases in successive time steps of the bat algorithm. The subsequent superior iterations depend on the assumed constraints, the p k (x) component was calculated as follows:
where a k is the penalty coefficient, a is the real number greater than 1, k is the number of penalty iterations.
In case the objective function f (x) is maximised, the modified function i-th bat has a form [16, 17] :
It should be noted that in order to calculate the efficiency and power factor of the motor, additional scripts which cooperate with a Maxwell environment have been developed. The efficiency was calculated on the basis of electrical and mechanical discrete values. The value of the power factor is computed from the real and apparent power. The real power is determined as an integral from values of voltages and currents in the period of the supply voltage. 
Results of optimization
In order to validate the developed computer software, a large number of computer simulations have been performed. The optimization process was run 15 times. In each case, the same reference values η 0 = 84% and cosφ 0 = 0.88 have been assumed as the average values of several random starts of software. The initial population was also the same for all studied cases. The calculations on a colony with N = 50 bats have been performed. The following values of the parameters of the BA algorithm have been assumed: F min = 0, Fmax = 1.2, r 0 = 0, A 0 = 1, α = 0.75 and = 0.5 [18] . The following parameters of the optimization procedure have been assumed: λ 1 = 0.5, λ 2 = 0.5 and a = 1.2. In single penalty iteration, the five time-steps of the BA algorithm are executed. The permissible values of: mz = 0.5 kg and Tz = 20 Nm have been imposed. The course of the best optimization process after 15 runs of the program is presented in Table 1 . In the successive columns, the values of design variables, components of objective function, value of modified objective function for the best individual in a colony and the average value of modified objective function for a colony in the selected time step have been listed.
As presented within the table, the result closest to the optimal result has been obtained after approximately 40 time-steps. During the whole optimization process, determination of a new position, according to (2) , was only achieved in four cases. The movement trajectory of bats in successive time steps may be strongly dependent on the BA algorithm parameters.
The statistical data obtained during the test runs of the software are presented in Table 2 . The mean values and standard deviations for the design variables and components of the objective function have been determined from 15 runs of the program.
The mean value of the efficiency and power factor is close to the best result. Also the value of standard deviation for those functional parameters is very small. The imposed constraints were fulfilled in all considered cases. Similarly, the standard deviations for imposed constraints also have very small values. 
The bat algorithm versus particle swarm optimization
The results of the optimization process of two nondeterministic optimization algorithms have been compared. The BA and PSO methods have been taken into consideration. Both versions of the software have been equipped with the same mathematical model of the motor. The initial population was the same for both tested algorithms. Also, the parameters of the optimization procedure (λ 1 , λ 2 and a), permissible values (mz and Tz) and reference values (η 0 and cos φ 0 ) were the same. The control parameters of the PSO procedure were selected on the basis of author's experience [14] . The optimization calculations on a swarm with N = 50 have been executed. Table 3 shows a comparison between BA and PSO algorithms.
As it can be observed, the values of functional parameters and constraints are similar. On the other hand, the values of design variables for the PSO algorithm are close to the mean values obtained from 15 runs of the process with the BA algorithm.
Changes to the modified objective function for the BA and the PSO algorithms have been analyzed. The values of the modified objective function for the best individual in the colony/swarm were considered. The results are shown in Figure 3 . For the PSO algorithm the oscillations has been observed during the optimization process. In spite of the rapid changes at the initial stage of the optimization process, the imposed constraint is reached with far fewer time steps in comparison to BA. However, in the case of the BA method, the value of mm never exceeds the imposed value.
Conclusions
This paper presents the application of the bat algorithm for the rotor structure optimization of the line-start permanent magnet synchronous motor. The results of test calculations are encouraging. In the author's opinion the BA algorithm seems to be an interesting method in relation to other well-known non-deterministic optimization meth-ods, in particular PSO and GA. The algorithm may be applied for solving complex designing problems of optimization of permanent-magnet machines.
Throughout the presented results for both optimization algorithms, it was observed that the PSO algorithm allows for better convergence to be achieved in comparison with the BA algorithm. In order to improve the convergence and quality of the solution of the bat algorithm, the modifications of the classical method should be introduced.
