Abstract-This paper proposes a dc optimal power flow (DCOPF) with losses formulation (the -DCOPF + S problem) and uses it to investigate the role of real power losses in OPF-based gridscale storage integration. We derive the -DCOPF + S problem by augmenting a standard DCOPF with storage (DCOPF + S) model to include quadratic real power loss approximations. This procedure leads to a multiperiod nonconvex quadratically constrained quadratic program, which we prove can be solved to optimality using either a semidefinite or second-order cone relaxation. Our approach has some important benefits over existing models. It is more computationally tractable than ACOPF with storage (ACOPF + S) formulations and the provably exact convex relaxations guarantee that an optimal solution can be attained for a feasible problem. Adding loss approximations to a DCOPF + S model also leads to a more accurate representation of locational marginal prices, which have been shown to be critical in determining optimal storage dispatch and siting in prior ACOPF + S-based studies. Case studies demonstrate the improved accuracy of the -DCOPF + S model over a DCOPF + S model and the computational advantages over an ACOPF + S formulation.
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I. INTRODUCTION
T HERE has been growing interest in energy storage systems (ESSs) as a means of adding flexibility to the power grid. This interest has led to studies of ESS integration in a number of contexts, see, e.g., the recent surveys [1] - [3] . These studies typically incorporate network effects through optimal power flow (OPF) models such as the alternating current OPF (ACOPF) problem, which includes all of the physical power network constraints for steady-state power system operating conditions. The ACOPF with storage (ACOPF + S) problem extends the ACOPF to a multiperiod framework and adds storage dynamics that operate over a finite time horizon. Although this problem has been investigated by a number of researchers, see, e.g., [4] - [7] , a full understanding of ACOPF-based storage integration has remained elusive because adding storage dynamics to the already nonconvex and NP-hard ACOPF problem further increases its computational complexity. One approach to overcoming this difficulty is applying convex relaxations to the problem, see, e.g., [8] - [12] . For example, a semidefinite relaxation (SDR) has been applied to the ACOPF + S problem, e.g., [13] - [16] . One major shortcoming of this approach is that the SDR only provides a solution to the ACOPF + S problem when the relaxation is exact, that is, strong duality holds. To date, there is no general method for determining whether a particular problem instance over an arbitrary graph has a zero duality gap prior to solving the problem. SDR and related second-order cone relaxations (SOCR) [12] also increase the size of the ACOPF + S problem instance, which limits scaling of these approaches to very large networks. Computational techniques to improve the scalability of convex relaxations of the ACOPF problem is an active area of ongoing research, see, e.g., [17] - [21] . The DCOPF problem is a commonly applied linear approximation of the ACOPF problem that can be solved to optimality in polynomial time for large-scale networks. Consequently, there are a large number of studies that examine DCOPF-based ESS integration, e.g., [22] - [27] . A major limitation of DCOPF with storage (DCOPF + S) formulations is that they implicitly assume that real power losses are negligible, which implies that network power transfers are perfectly efficient. This assumption leads to inaccuracies in the locational marginal prices (LMPs), which have been shown to play a key role in ACOPF-based storage dispatch, siting, and sizing decisions [15] . Inaccurate estimates of any of their constitutive costs (which include the marginal unit cost, congestion costs, and costs due to network losses in the ACOPF + S) can therefore lead to suboptimal ESS integration decisions.
One way to address inaccuracies obtained through standard DCOPF approximations is to add real power loss approximations; a technique that has been most often applied in the context of generalized market models, see, e.g., [28] - [37] . Quadratic real power loss approximations can be obtained directly by applying a second-order small angle approximation to the ac real power flow equations, see, e.g., [30] , [31] , [38] - [40] . Incorporating these losses into a DCOPF problem results in a nonconvex quadratically constrained quadratic problem (QCQP). A number of works have dealt with this complexity by applying a piecewise linearization to approximate the quadratic losses, see, e.g., [33] , [35] , [39] - [41] . However, this approach can lead to poor scalability as the number of variables grows as a function of the number of piecewise segments introduced to improve the loss approximation. Others propose successive linear programming [33] , which has quickly converging iterations but is known to cycle when poorly initialized. Real power losses can also be incorporated through loss distribution factors [29] , [32] , [36] , [42] and the resulting problem can be solved directly using linear programming techniques, which is what is typically done in the U.S. electricity markets. Loss distribution factors are typically less accurate than quadratic loss approximations, although iterative updates can improve their fidelity [29] .
This work proposes a DCOPF + S problem that includes quadratic loss approximations, we refer to this model as the -DCOPF + S problem. We then address some of the shortcomings of previous methods to solve DCOPF with losses problems by first relaxing the problem to semidefinite (SD) and second-order cone (SOC) programs. We then use arguments that extend those presented in [43] and [44] to prove that both of these convex relaxations equivalently provide an exact lower bound to the -DCOPF + S problem. In other words, we reformulate the problem into two different convex problems and show that both relaxations always provide the optimal solution for a feasible problem. Our second theoretical result addresses the operation of the ESS units by providing sufficient conditions for unimodal storage operation (i.e., conditions that prevent simultaneous charging and discharging) in a model with linear storage dynamics including independent charge and discharge efficiencies. Some previous studies have avoided simultaneous charging and discharging by assuming perfectly efficient linear storage dynamics, e.g., [13] , [14] , [22] , [45] . Other researchers have used binary variables or nonlinearities to enforce that a unit be in a state that is either charge, discharge, or idle, e.g., [46] - [48] . A number of OPFbased studies that also present linear storage models with inefficiencies simply do not address this behavior, e.g., [4] , [7] , [25] , [27] . This work is the first to explicitly provide both a sufficient condition for unimodal operations and a constraint relaxation to guarantee this behavior a priori.
We use the -DCOPF + S formulation and our novel solution technique to investigate the role of real power losses in storage siting and dispatch problems using a series of numerical examples. The first case study compares the results of the -DCOPF + S, DCOPF + S and ACOPF + S problems on a 14-bus IEEE test system with wind power. The results demonstrate that the -DCOPF + S problem provides more accurate solutions for both storage siting and dispatch than the DCOPF + S model. The second case study shows that the formulation is computationally tractable enough to be directly applied to a 118-bus test case and that the losses continue to effect storage siting predictions in large networks. These examples exploit previously derived expressions connecting LMPs to optimal storage allocation throughout the network [15] , [38] and demonstrate that lossless OPF approximations lead to poor LMP approximations and suboptimal storage siting and dispatch strategies.
The remainder of this paper is organized as follows. In Section II-A, we derive the linear power flows and quadratic loss approximations. In Section II-B, we use these approximations to derive the -DCOPF + S problem. Section III provides the SDP and SOCP relaxations for the -DCOPF + S problem along with proofs that these relaxations are exact. In Section IV, we prove sufficient conditions for unimodal storage dynamics and provide a constraint relaxation to enforce this behavior. In Section V, we use a series of case studies to illustrate the two main theoretical contributions of the work; provably exact convex relaxations to the -DCOPF + S problem and a means to enforce unimodal storage operations while maintaining convexity. Concluding remarks and a discussion of directions for future work are provided in Section VI.
II. PROBLEM FORMULATION
Consider a power network with a set of buses N := {1, . . . , N} that has a subset of conventional generator buses G ⊆ N := {1, . . . , G} and a subset of renewable energy resource (e.g., solar or wind power) buses R ⊆ N := {1, . . . , R}. We denote the set of lines as K := {1, . . . , K} and associate each line k with the pair (n, i) ∈ A, where = {1, . . . , A} is the set of interconnected buses n, i ∈ N . We denote the flow from bus n to bus i along line k as k (n, i), the flow from bus i to bus n along line k as k (i, n) and use k (n, ·) to refer to all of the flows originating from bus n.
A. Power Flow Approximations
The respective real and reactive power flows from bus n to i on each line k ∈ K are
where |υ n | and θ n are the respective voltage magnitude and voltage angle at each bus n ∈ N , and θ n,i := (θ n − θ i ) for interconnected buses (n, i) ∈ A. The parameters G k , B k , and B s k are respectively the electrical conductance, the electrical susceptance, and the shunt susceptance for each line k ∈ K.
We now derive approximate real power flow expressions using a variation of standard DCOPF approximations [49] , [50] . In particular, we assume unitary voltage, that is, |υ n | = 1 for all n ∈ N , low resistance-to-reactance ratios, that is, G k B k for all k ∈ K, and that the reactive power flow is negligible. We also assume small angle differences between connected buses θ n,i , but use a second-order approximation of these angles rather than the usual first-order approximation, that is, we assume sin θ n,i ≈ θ n,i and cos θ n,i ≈ 1 − (θ n,i ) 2 /2. These assumptions lead to the following real power flow approximation:
which is comprised of linear power transfer and quadratic loss terms.
In the next section, we use the approximation in (3) to derive a multiperiod DCOPF problem with storage dynamics and real power losses.
B. Multiperiod Lossy DCOPF With Storage Dynamics
We define the ESS integration problem over a single operating cycle T (of arbitrary length) and model the multiperiod operations and storage dynamics for the -DCOPF + S over discrete time intervals t ∈ T := {1, . . . , T }. Without loss of generality we can, for example, define T as a diurnal cycle.
In order to define the real power balance analogous to (1) for the -DCOPF + S problem, we must first define the variables associated with load, generation, and storage. The real power demand P d n (t) is modeled as a parameter at each bus n ∈ N and time interval t ∈ T .
For each conventional generator bus n ∈ G and time interval t ∈ T , the real power generation P g n (t) is bounded by generation capacity constraints as
The conventional generators are also subject to ramp rates RR n , which can be defined for time intervals t ∈ {2, . . . , T } at each bus n ∈ G, assuming an arbitrary level of real power generation during interval t = 1. These rates are bounded as
The real power injected to the grid by renewable energy-based resources (e.g., solar or wind power) at each bus n ∈ R and time interval t ∈ T is limited by
where C r n (t) denotes the total amount of real power available from these resources at bus n ∈ R during time interval t ∈ T .
The real power charge and discharge rates of the ESS at bus n ∈ N over time interval t ∈ T are respectively bounded as
The energy level of the ESS at each bus n ∈ N and time interval t ∈ T is given by
where the respective charge and discharge efficiencies of the given storage technology are denoted by η c n , η d n ∈ (0, 1 ]. For the single operating cycle T , we equate the terminal storage level in the current operating cycle to that of the prior operating cycles n (T ), so thats
for all buses n ∈ N . We limit the energy storage level s n (t) at bus n ∈ N for all time intervals t ∈ T as
where C min n := 0 for the storage allocation problem and C min n can be set to a technology-dependent depth of discharge in the storage dispatch problem. The storage allocation problem determines the energy storage capacity C n that is sited at each bus n ∈ N . Therefore, this problem requires the following additional constraint on the total energy storage that can be allocated throughout the network
Remark 1: The generic storage model presented above can be adapted to a specific technology by adjusting the power ratings (i.e., the respective charge/discharge rate bounds R c n and (7) and (8)), the charge and discharge efficiencies, η c n and η d n , as well as by applying additional constraints (e.g., geographic limitations) to the capacity limit at each bus C n .
The real power balance for all buses n ∈ N and time intervals t ∈ T is given by
Here
are the net power injections and withdrawals at bus n for all n ∈ N , t ∈ T , where k (n,·) represents a sum over all flows originating from bus n, and
is the real power loss for the flow from bus n to bus i on line k.
Since by definition P k (n,i) = P k (i,n) , we refer to the real power loss in each direction on line k as P k for the remainder of the paper. The voltage angle difference for all interconnected buses (n, i) ∈ A is limited by
for all t ∈ T . The real power flow on line k is limited by
for all bidirectional flows on line k and time intervals t ∈ T . The multiperiod lossy DCOPF with storage dynamics ( -DCOPF + S) problem can now be written as
subject to
where the notation f (·) indicates a function of several arguments, (18) denotes the cost of generating real power, which consists of the following strictly convex quadratic cost function for conventional generation: n (t) respectively denote costs for renewable generation and storage discharging. The cost of storage discharging may include O&M costs, cost per cycle, and opportunity costs. The cost of storage charging is not included because the storage operator implicitly pays the LMP at the bus, where the LMP at bus n during time interval t ∈ T is the dual variable λ n (t) associated with the power balance constraint in (13) .
The -DCOPF + S problem in (18) and (19) can be used to solve either the storage allocation problem or the storage dispatch problem given a predefined storage capacity C n at each bus n. For the storage dispatch problem, the constraint (12) is omitted and C becomes an input parameter, whereas for the storage allocation problem the lower bound in (11) is C min n = 0. Remark 2: The DCOPF + S with storage problem can be recovered from the -DCOPF + S problem by setting G k ≈ 0 in (15) , which corresponds to assuming zero network losses.
III. SOLUTION TECHNIQUE
The -DCOPF + S problem defined in (18) and (19) is a nonconvex QCQP, which has a quadratic cost function and a nonconvex quadratic equality constraint (15) . We now demonstrate that this -DCOPF + S problem can be solved to optimality through both an SDR and an SOCR.
We first rewrite the losses in (15) by defining a slack variablẽ
where
The losses defined in (15) can then be expressed as
where the coefficient matrix for each line k ∈ K is defined as
and G k > 0.
A. Semidefinite Relaxation
The SDR of (21) is then obtained by enforcing that
for all (n, i) ∈ A, t ∈ T , where 0 indicates that the matrix is positive SD. Based on (20) , the condition (23) is equivalent to
This SDR is exact when
which implies that rank{Θ n,i (t)} = 1 and that (15) and (21) are equivalent. The SDR of the nonconvex QCQP in (18) and (19) is then given by the following SDP:
subject to (4)- (14), (16), (17), (21), (23) 
and
for each generator bus n ∈ G and time interval t ∈ T . Here, Θ := {Θ n,i (t)} A ×T and we have introduced the slack variable α g n (t) to reformulate (18) as the equivalent linear matrix inequality (LMI) (28) .
B. Second-Order Cone Relaxation
We obtain the SOCR in two steps. The first step follows the SDR and rewrites the losses in (15) using (21) . We then reformulate the constraint in (23) as
The corresponding SOCR of the -DCOPF + S problem (18) and (19) is then given by the following SOCP:
subject to (16), (17), (21), (28), (29) .
The optimal solution of the SOCR in (30) and (31) provides a lower bound on the SDR of the -DCOPF + S problem given in (26) and (27) . This lower bound is tight, that is, the SOCR is exact, when (25) holds, which makes (29) an equality.
C. Exactness of Convex Relaxations
We now prove that the SDR and SOCR in Sections III-A and III-B are exact. Our proof method follows the arguments in [43] and [44] to show that the optimal solution of the SDP in (26)- (28) provides an optimal solution for the -DCOPF + S problem. This theoretical result is stated in Theorem 1. Corollary 2 shows that the optimal solution of the SOCP in (30) and (31) always provides a tight lower bound for the solution of the QCQP in (18) and (19) .
Theorem 1: The optimal solution of the SDP in (26)-(28) provides a tight lower bound (i.e., the optimal solution) for the nonconvex QCQP in (18) and (19) .
Proof: In order to prove the theorem we need only prove that the losses based on the optimal value ofΘ are equal to the losses (15) at the optimal value of θ for the QCQP in (18) and (19) , that is, that rank{Θ} = 1, i.e., Θ n,i (t) = (θ n,i (t)) 2 . This condition results in the same optimal values for the power flows in (14) , the power balance in (13) , and the cost function. This fact can be seen by observing that for this given θ, the power flow along all lines will be the same, see (14) . In order to satisfy the power balance constraints in (13) all of the other terms will also have the same values. Therefore, the cost function value will also be the same.
GivenΘ := {Θ n,i (t)} A ×T and (23), the condition in (24) implies that
Letθ n,i (t) = Θ n,i (t), whereθ n,i (t) ∈ R + . Then, the ma-
has the same diagonal elements as Θ n,i (t), but the off-diagonal elements are Θ n,i (t) instead of θ n,i (t). From the definition of M k in (22) all of its off-diagonal elements are zero and M k 2,2 > 0. Therefore,
We have shown that for every optimal solution to the SDP there exists a θ n,i (t), such that θ n,i (t) = Θ n,i (t) is a feasible solution to the nonconvex QCQP. Therefore, the loss approximation in (21) is equivalent to that in (15) , and as such the power flows, which are linear in θ n,i (t), and the resulting objective function in the QCQP are equal to those of the SDP. Since the SDP is a lower bound of the nonconvex QCQP, Θ n,i (t) is also an optimal solution of the nonconvex QCQP, and the relaxation is exact.
Corollary 2: Under the conditions of Theorem 1, the optimal solution of the SOCP in (30) and (31) provides an exact lower bound for the optimal solution of the -DCOPF + S problem in (18) and (19) .
Proof: LetΘ be the optimal solution of the SOCP in (30) and (31) . The constraint (29) is equivalent to condition (24) . Thus, without loss of generality, we can apply the same proof as above to demonstrate that the SOCP in (30) and (31) is an exact relaxation of the nonconvex QCQP in (18) and (19) (the -DCOPF + S problem).
IV. UNIMODAL STORAGE DYNAMICS
The linear storage dynamics in (9) do not explicitly prevent simultaneous charging and discharging, that is, both r c n (t) and r d n (t) may be positive for the same n and t. This behavior can be prevented by introducing binary variables to represent the disjunctive state of operating in either state, or through the use of a bilinear term r c n (t) r d n (t) = 0 for each n ∈ N , t ∈ T , e.g., [46] - [48] . However, both of these approaches introduce additional computationally complexity and would not permit direct use of the convex relaxations described in the previous sections. In this section, we prove sufficient conditions to prevent simultaneous charging and discharging for the -DCOPF + S problem described in (18) and (19) .
For the optimal solution to the SDP in (26)-(28) and the SOCP in (30) and (31), Slater's condition is satisfied and strong duality holds. This condition allows us to prove the following theorem, which states that if the LMP at bus n is nonnegative throughout the operating cycle, then the ESS is in one of the three operating states: (1) charging, (2) discharging, or (3) neither charging nor discharging. Corollary 4 provides a constraint relaxation to guarantee unimodal storage dynamics for each storage unit, a priori.
Theorem 3: Consider an ESS unit at bus n ∈ N with capacity C n > 0 at the KKT optimal point for the SDP in (26)- (28) or the SOCP in (30) and (31) 
for all t ∈ T , as well as the zero gradient conditions
for all t ∈ T . The dual variables φ, λ n (t) , κ n (t), and γ n (t) are sign indefinite, and κ n (t) = 0 when t = T . Also by dual feasibility β
min n (t), and σ max n (t) are nonnegative. From the zero gradient conditions, when λ n (t) ≥ 0 the ESS dynamics at bus n are given by We now demonstrate that whenever λ n (t) This fact can be seen by observing that the following properties hold at the KKT optimal point for all buses n ∈ N and time intervals t ∈ T when λ n (t) ≥ 0:
1) If γ n (t) > 0, then from (35) and (45), we have that ρ min n (t) > λ n (t)
The following Corollary eliminates this problem by providing a means to alter the problem formulation in order to ensure unimodal storage operation at each bus. In particular, it relaxes the power balance constraint in (13) from an equality to an inequality (≥ 0), which is commonly referred to as over-satisfaction of loads. In practice, this relaxation would allow energy spillage. This approach has been extensively applied to ensure exactness of convex OPF relaxations, see, e.g., [11] , [51] , [52] .
Corollary 4: The LMP at bus n ∈ N in time interval t ∈ T is nonnegative if and only if the load is over-satisfied, that is, λ n (t) ≥ 0 if and only if
Proof: (⇐=) The real power balance constraint in (13) is equivalent to simultaneously satisfying the following two inequalities: (49) for all t ∈ T , n ∈ N , where λ + n (t) is the dual variable to (48) , λ − n (t) is the dual variable to (49) , and λ + n (t) , λ − n (t) ≥ 0. The dual variable λ n (t) for the real power balance constraint (13) is sign indefinite where λ n (t) = λ
Dual feasibility of (48) and (49) require that
This implies that if λ (48) (18) and (19) , then by dual feasibility, the dual problem gives a nontrivial lower bound on -DCOPF + S only when (51) is binding, which implies λ n (t) ≥ 0.
Remark 3: Extensions of Theorem 3 and Corollary 4 to both the DCOPF + S problem and the convex relaxation of ACOPF + S problem closely follow the proof steps shown above.
While our approach allows us to prevent multimodal behavior, we note that such behavior is technically possible for certain storage technologies (e.g., vanadium redox and redox flow batteries, and pumped hydro systems with a separate pump and compressor). We also note that negative LMPs can occur in the real-time markets due to an oversupply on the network, binding line limits, or more typically because of negative bid-in costs. The market and operating conditions that give rise to negative LMPs are more likely to occur for short periods of time [53] . Current electricity market design would actually reward multimodal operations. In particular, ESS with roundtrip inefficiencies would be paid to charge and discharge concurrently (where the payment to discharge is less due to the dissipated energy). However, allowing this type of behavior in a storage siting study may lead to an overallocation of storage at particular nodes or overvaluation of potential storage profits. In addition, this behavior is inefficient from an energy conservation perspective, which may be a system design goal.
V. CASE STUDIES
In this section, we perform case studies on modified IEEE 14-bus and 118-bus systems [54] . For the 14-bus cases, we compare the storage allocation and dispatch strategies obtained by solving the -DCOPF + S problem in (18) and (19) with the SOCR in (30) and (31) to those obtained by solving the corresponding ACOPF + S and DCOPF + S problems. In order to ensure that a global optima is obtained, the ACOPF + S is solved using an SDR, which is provided in the Appendix for reference. For the 118-bus cases, we focus on the scalability of the -DCOPF + S formulation and therefore limit direct comparisons to DCOPF + S solutions.
The three models are implemented in MATLAB [55] and the optimization problems are solved with Mosek 7.1 [56] using a 2.2 GHz quad-core Intel Core i7 with 16 GB of 1600 MHz DDR3. In order to maintain consistency with the DCOPF + S and -DCOPF + S approximations, we only enforce transmission capacity limits on the real power flows in the ACOPF + S problem in (54) and (55). For all of the results shown, we verified that the theory provided in Theorem 1 holds, that is, that the convex relaxation for the -DCOPF + S is exact and that the ACOPF + S solutions have zero duality gap. We also confirm that simultaneous charging and discharging does not occur for any of the models.
The computational times for each of the four test cases are shown in Table I . This table highlights the improved computational efficiency of the -DCOPF + S problem over the ACOPF + S problem (solved using a SDR). The solution time for the proposed -DCOPF + S model is the same order of magnitude as that of the DCOPF + S problem for both the small and large test cases. Even for the small test case, the ACOPF + S solution time is an order of magnitude higher. The use of a different solvers, e.g., Sedumi [57] , led to longer solution times for the ACOPF + S problem. Finally, we note that advanced computational methods could be employed to improve the solution times of all of the methods presented here. Methods to improve the computational The solve times for the -DCOPF + S problems discussed here are of the same order of magnitude as the DCOPF + S problems, whereas the ACOPF + S problem solve times are an order of magnitude larger.
tractability of ACOPF relaxations is an active area of ongoing research, see, e.g., [17] - [21] . In order to evaluate the case study results, we define the following performance metric for each n ∈ N .
where λ * n (t) denotes the market-clearing price signal at the optimal solution and r d * n (t) and r c * n (t) respectively denote the optimal charge and discharge rates of the ESS at each bus n ∈ N over each time interval t ∈ T . Derived from the Lagrangian dual [15] , π s n is based on the market-clearing outcome of the optimal solution for each time period and is a function of the revenues and costs to the storage operator at bus n over the operating cycle. It, therefore, isolates the terms specific to the monetization capability of the storage operator and quantifies the economic value of the storage at bus n ∈ N in terms of the aggregate profits over the operating cycle. We, therefore, refer to π s n as the marginal storage profits.
The case study results demonstrate that these storage profits directly relate to the amount of storage allocated at each bus. In particular, higher values of π s n correspond to a larger storage allocation at bus n and the differences in values of π s n amongst buses indicate the differential preference for storage allocation at one bus versus another. When π s n = 0 there is no storage placed at that bus. This behavior reflects the fact that ESS units receive the most incremental value at the bus where the marginal profits of the storage operator are maximized, which was proven in [15] .
A. Modified IEEE 14-Bus Cases
The 14-bus case studies are performed on a test grid with the topology of the 14-bus IEEE benchmark system [54] , shown in Fig. 1 . We consider two example scenarios: one with 15% wind penetration and no transmission constraints and a second one that includes transmission constraints (congestion). Each study is performed over a 24-hour period with time intervals (Δt) of 30 minutes. We augment the standard IEEE test case by adding real power flow constraints on each line (transmission constraints), ramp constraints on the conventional generator power output, as well as load and renewable energy resource profiles that vary over the 24 hour time horizon. The demand profiles in Fig. 2(a) are based on data from Southern California Fig. 1 . IEEE 14-bus benchmark system topology with wind farms and potential ESS sites noted. The percentages next to each bus indicate its portion of the aggregate demand [(in Fig. 2(a) ].
Edison for July 2010, sampled at 30 minute intervals [14] . The renewable energy resources are wind farms placed at buses 1 and 2. The 24-hour wind profiles, shown in Fig. 2(b) , are obtained from the National Renewable Energy Laboratory (NREL) Western Wind Resources Dataset for 2006 [58] . We define the percent wind penetration based on the aggregate online generation capacity.
We obtain the following coefficients for f 
t).
We consider a single storage technology and limit the aggregate network ESS capacity to h = 100 MWΔt, which is equivalent to 50 MWh. At each bus n (that has ESS) assume charge and discharge power ratings of R all k ∈ K, t ∈ T ; therefore, the relaxation is exact for the simulation. The objective function values are respectively $159,524.05, $172,044.39, and $170,368.64 for the DCOPF + S, -DCOPF + S, and ACOPF + S problems. Table II summarizes the resulting storage allocation and marginal profits π s n based on the three OPF-based ESS integration models. These results show that failing to account for the real power losses can have a significant impact on the accuracy of the results. More specifically, the DCOPF + S strategy equally distributes the ESS units throughout the network, whereas both the -DCOPF + S and ACOPF + S solutions place different amounts of storage at each bus, with the majority at buses 3 and 14 and little or no storage at buses 1, 5, 6, and 11. In addition, the results of the DCOPF + S problem greatly underes- timate the value of storage (the total profits n π s n ) because the formulation fails to account for the additional power dispatch required to compensate for real power losses.
The relationship between the marginal storage profits and storage allocation results is further illustrated in Fig. 3 , which demonstrates the effect of decreasing the line resistances on the marginal profits per storage capacity at each bus (i.e., π s, * n /c n ). We denote the line resistances as r and then examine how changing the resistance on each line affects the marginal profits at each bus. The results labeled 1r correspond to the -DCOPF + S baseline reported in Table II . The figure shows that as the resistances are reduced to a negligible value, the DCOPF + S results are recovered. This behavior is expected because without congestion and losses, the LMPs (λ n ) are equal at all buses and therefore have the same marginal profits. Table II and Fig. 3 demonstrate that the DCOPF + S does not capture the nonlinear relationship between the marginal storage capacity and the marginal profits that is implicit in the -DCOPF + S and ACOPF + S formulations. The results from the -DCOPF + S and ACOPF + S solutions are far more consistent; they both allocate the largest amounts of storage at buses 3 and 14 and also place large amounts at buses 4 and 13. However, as expected, the overall allocations are not identical since the ACOPF + S has additional nonlinear constraints on the nodal voltage limits as well as coupling between the real and reactive power flows. Fig. 4 shows the power flows, total losses, and storage charging and discharging observed at bus 14. The upper left panel illustrates that the real power flows obtained by the -DCOPF + S (black lines) and ACOPF + S (gray lines) models are similar. However, the real power flows obtained by the DCOPF + S (dashed gray lines) model are less accurate than -DCOPF + S. The upper right panel of Fig. 4 indicates that the -DCOPF + S (black) slightly overestimates the total losses on all of the lines connected to bus 14. The lower panels plot the charge and discharge dynamics of the ESS units at bus 14. This plot shows that ESS for the -DCOPF + S (black) and the ACOPF + S (gray) results have identical operational profiles at this particular bus. These results demonstrate that including losses greatly improves the power flow estimates over the DCOPF + S results.
2) Case II: 15% Wind and Transmission Constraints: In the second case study, we add the following transmission line capacity constraints to the Case 1 conditions: P max k = 50 MW for the line between bus pairs (1, 2), (1, 5) , (2, 3) , and (2, 4); P max k = 25 MW for the lines (6, 13) and (9, 14) ; and P max k = 7 MW for the line (12, 13) . We solve the optimization problem and obtain eigenvalue ranges related to the convex relaxation terms in the vector of matricesΘ in (20) $201,108.43 for the DCOPF + S, -DCOPF + S, ACOPF + S problems. Table III shows the storage allocation and marginal profits π s n at each bus from simulations of this system using the three different formulations. In general, the majority of the storage capacity is placed at buses 1, 2, and 3, that is, 75% in the DCOPF + S solution, 75.7% in the -DCOPF + S solution, and 68.6% in the ACOPF + S solution. However, the DCOPF + S solution places almost no storage (3%) in the upper part of the grid (buses [10] [11] [12] [13] [14] , whereas the ACOPF + S and -DCOPF + S formulations respectively allocate 13.4% and 9.8% of the storage in that part of the network. The DCOPS + S strategy also places 70% more storage at buses 7-9 than the ACOPF + S one does, while the -DCOPF + S solution is within 3% of the ACOPF + S one for those buses.
The -DCOPF + S problem also provides more accurate ESS allocation and profit estimates than the DCOPF + S formulation (using the ACOPF + S solution as the baseline). In particular, the DCOPF + S solution overestimates the marginal profits of storage by 28.4% relative to the ACOPF + S, whereas the -DCOPF + S only overestimates this quantity by 2.1%. Fig. 5(a) demonstrates that the DCOPF + S also overestimates the aggregate energy arbitrage potential of the system, which accounts for the increased profits reported in Table III. The errors in the storage profits π s n are directly tied to errors in the LMP estimates at each bus n ∈ N , which can be computed for each time interval t ∈ T as
where λ * ,ref n
(t) refers to the optimal value of the LMP (λ * n (t)) from either the DCOPF + S or -DCOPF + S solution and λ * ,ac n (t) refers to dual variable from the ACOPF + S solution. Fig. 5(b) illustrates that the LMP error is higher for the DCOPF + S solution. This higher error is expected because real power losses are not accounted for in the physical constraints. In other words, the -DCOPF + S and ACOPF + S models require power dispatch to meet both demand and losses, whereas the DCOPF + S system only dispatches power to meet demand, which can lead to both over-and underestimation of the LMPs.
We next examine how the -DCOPF + S problem scales to a larger network, the 118-bus IEEE test system [54] .
B. Modified IEEE 118-Bus Cases
We simulate a modified IEEE-118 test system [54] over a 24-hour period with hour time intervals and again consider two scenarios; one without transmission constraints and the other with network congestion. The system, which is shown in Fig. 6 , has 118 buses, 54 generators, 90 loads, and 186 lines. The simulations use the hourly demand data, line capacity specifications, and generator characteristics (for operating costs, output limits, and ramp rates) specified in [60] . We augment the dataset by assuming P min n = 0 for all n ∈ N . We use the same power factor of 0.98 for the loads and the same storage parameters as in the 14-bus case. We limit the aggregate network ESS capacity to h = 1000 MWΔt, which is equivalent to 1000 MWh. Note that we were unable to solve the full SDR for the ACOPF + S for this case due to memory limitations; however, for the transmission constrained system in Case II below, we summarize results from a simulation with fewer time steps. Those results demonstrate that the -DCOPF + S solution more closely approximates the globally optimal ACOPF + S solution.
1) Case I: No Transmission Constraints:
For the first 118-bus case study, we simulate the modified IEEE-118 test grid with no transmission constraints. At the optimal solution, the eigenvalue ranges related to the convex relaxation terms in the vector of matricesΘ in (20) are λ 1 ∈ [−9.03 × 10 −6 , 2.49 × 10 −5 ] and λ 2 ∈ [1, 1.03] for all k ∈ K, t ∈ T ; therefore, the relaxation is exact for the simulation. The value of the objective function for the DCOPF + S and -DCOPF + S problems are respectively $5 809 275.50 and $5 901 114.78. As in the 14-bus test system, the DCOPF + S has a lower overall cost than the -DCOPF + S as it assumes perfectly efficient power transfers and therefore neglects the additional generation required to make up for line losses. The lack of congestion again leads to uniform storage distribution for the DCOPF + S model, that is, C n ≈ 8.5 MWh and π s n ≈ $536.29 for all n ∈ N . The inclusion of losses in the -DCOPF + S leads to a significantly different result with 50% of the ESS units being concentrated at 9 of the 118 buses (1, 2, 3, 13, 41, 45, 53, 56, and 117 ). All of these buses are located along the north corridors of the network, see Fig. 6 . The storage profits are $63,282.22 for the DCOPF + S solution and $62,540.65 in the -DCOPF + S case.
2) Case II: Transmission Constraints: In the second 118-bus study, we add the transmission constraints specified in [60] . These line limits range from 100 to 500 MW. At the optimal solution, the eigenvalue ranges related to the convex relaxation terms in the vector of matricesΘ in (20) are λ 1 ∈ [−9.04 × 10 −6 , 2.49 × 10 −5 ] and λ 2 ∈ [1, 1.03] for all k ∈ K, t ∈ T ; therefore, the relaxation is exact for the simulation. The objective function value of the respective DCOPF + S and -DCOPF + S solutions are $5,810,680.38 and $5,901,865.42, which indicates that the real power losses result in a $91 185.04 difference between the models. In Table IV, we report the profits π s n and the energy storage capacity, C n , at buses with ESS units of 10 MWh capacity or higher, as well as the total storage operator marginal profits. The results show that although the total ESS profits are comparable in both the DCOPF + S and -DCOPF + S solution, the ESS siting is drastically different. In fact, the DCOPF + S strategy concentrates its ESS integration in the southern most corridor of the network, whereas the -DCOPF + S solution places the storage in the north corridor (similar to its strategy in the no congestion result). These results indicate that using a DCOPF + S-based approach could lead a storage operator to greatly under-or overestimate the profit potential for a given bus, which could lead to suboptimal investment decisions. A deeper analysis of these types of economic questions is a topic of continuing work.
To test the accuracy of this result, we simulated the ACOPF + S problem with 12 time steps that was obtained by subsampling the larger problem. In those results the -DCOPF + S solution more closely approximated the globally optimal ACOPF + S one. For example, there are over 30 buses where there is less than 1 MWh of storage (generally 0-0.2 MWh) placed by the ACOPF + S or the -DCOPF + S approach, but more than 8 MWh placed by the DCOPF + S approach.
The results of both 118-bus simulations demonstrate that losses continue to play a large role in storage allocation as the network size increases.
VI. CONCLUSION
In this study, we propose a multiperiod lossy DCOPF with storage ( -DCOPF + S) model and use it to investigate the role of real power losses in OPF-based ESS integration. This first of its kind investigation leads to important observations regarding how poor (or nonexistent) representations of real power losses can lead to suboptimal storage siting and dispatch strategies. In particular, case studies using the -DCOPF + S model indicate that it more accurately approximates the ACOPF + S results than DCOPF + S models. DCOPF + S models can critically overestimate the value of energy storage, which can lead to suboptimal storage siting and dispatch strategies, which can be costly due to the current cost of storage.
The work also improves on previous studies using DCOPF formulations with quadratic losses by providing two convex relaxations (an SDR and an SOCR) that we prove to be exact lower bounds to the -DCOPF + S problem. This leads to better loss estimates than the commonly employed linear approximations of the loss terms and guarantees that the solutions found are globally optimal. In addition, our solution approach does not greatly increase the computational complexity over a DCOPF problem for the case studies tested, even when the network size increases by an order of magnitude. The -DCOPF + S problem is also more suitable for practical application than the ACOPF + S since it can be solved using Gurobi and CPLEX, which are the commercial solvers currently applied in independent system operator (ISO) market software.
Finally, we note that the deterministic problem formulation discussed herein is a necessary first step in validating our -DCOPF + S framework. The proposed -DCOPF + S formulation can be extended to include uncertainty in order to more fully analyze situations with wind and other renewable resources in a number of ways. For example, uncertainty can be introduced through case studies for a particular network using Monte Carlo simulations of a number of different realizations of the problem. Extensions to a stochastic optimization framework could incorporate risk-averseness and would be another avenue of future investigation.
The problem setting could also be expanded to include storage portfolio optimization and siting questions, for example, based on the approach in [27] . Elastic demand models would be another interesting extension. Finally, the assumption of a perfectly competitive market could be removed to investigate strategic behavior that storage operators can exercise on market prices.
