Abstract. In this article, we define and study the affine and cyclotomic Yokonuma-Hecke algebras. These algebras generalise at the same time the Ariki-Koike and affine Hecke algebras and the Yokonuma-Hecke algebras. We study the representation theory of these algebras and construct several bases for them. We then show how we can define Markov traces on them, which we in turn use to construct invariants for framed and classical knots in the solid torus. Finally, we study the Markov trace with zero parameters on the cyclotomic Yokonuma-Hecke algebras and determine the Schur elements with respect to that trace.
In Section 6, we use the Markov trace that we constructed in order to define knot invariants. Jones was the first to use a Markov trace to define an invariant for classical knots and links (Jones polynomial, which in turn led to the HOMFLYPT polynomial with the use of the Ocneanu trace), using Alexander's theorem which states that every link can be represented by a braid. In [La1] Lambropoulou showed that every link in the solid torus can be represented by an element of the affine braid group. Using the Markov traces constructed in [La1, GeLa, La2] , she defined invariants for knots and links in the solid torus. Finally, Juyumaya and Lambropoulou [JuLa2] used Juyumaya's trace and the fact that the Yokonuma-Hecke algebra is a quotient of the framed braid group algebra to construct invariants for framed knots and links (which become invariants for classical knots and links if we forget the framings, see [JuLa3] ). So it is only natural to use the Markov trace on Y(d, m, n) to define invariants for framed knots and links in the solid torus (which become invariants for classical knots and links in the solid torus if we forget the framings). For this, we prove an analogue of Alexander's theorem for framed knots and links in the solid torus and we impose a certain condition on the parameters of the Markov trace, the affine E-condition, which is a generalisation of the E-condition of Juyumaya and Lambropoulou [JuLa2] .
Finally, in Section 7, we restrict again ourselves to the case where m < ∞. We study a very special Markov trace on Y(d, m, n), the one where all parameters are equal to 0. This Markov trace generalises both the canonical symmetrising trace on the Ariki-Koike algebra H(m, n) constructed by Bremke and Malle [BrMa, MaMa, GIM] and the canonical symmetrising trace on the Yokonuma-Hecke algebra Y(d, n) constructed in [ChPo] . We compute the Schur elements for the cyclotomic Yokonuma-Hecke algebra with respect to this trace by showing that they can be expressed as products of Schur elements for Ariki-Koike algebras, which are already known [GIM, Ma, ChJa] .
Notation. We set E m := {0, . . . , m − 1} for m ∈ Z >0 , and E ∞ := Z.
Let q and v a , a ∈ Z >0 , be indeterminates and set R m := C[q ±1 , v 
Affine and cyclotomic Yokonuma-Hecke algebras
Let d ∈ Z >0 , m ∈ Z >0 ∪ {∞} and n ∈ Z >0 . We denote by Y(d, m, n) the associative algebra over R m generated by elements t 1 , . . . , t n , g 1 , . . . , g n−1 , X = 1 for all j = 1, . . . , n, g 2 i = 1 + (q − q −1 ) e i g i for all i = 1, . . . , n − 1, where s i is the transposition (i, i + 1) and
together with the following relations concerning the generator X 1 :
(2.2)
for all i = 2, . . . , n − 1, X 1 t j = t j X 1 for all j = 1, . . . , n,
The algebra Y(d, ∞, n) was called in [ChPo] the affine Yokonuma-Hecke algebra. For m < ∞, we call the algebra Y(d, m, n) the cyclotomic Yokonuma-Hecke algebra. These algebras are isomorphic to the modular framisations of, respectively, the affine Hecke algebra (m = ∞) and the cyclotomic Hecke algebra (m < ∞); see definitions in [JuLa5, Section 6] and Remark 1 in [ChPo] . For any m, we define can be removed from the set of generators when m < ∞.
We recall that the Yokonuma-Hecke algebra, defined by Yokonuma in [Yo] , of type A is the associative algebra over C[q ±1 ] generated by elements t (d, n) and this implies that ι Y is injective. Thus, the subalgebra of Y(d, m, n) generated by t 1 , . . . , t n , g 1 , . . . , g n−1 is isomorphic to Y m (d, n). In the paper, we will refer to Y m (d, n) as the Yokonuma-Hecke algebra and implicitly use the isomorphism with the subalgebra of Y(d, m, n) generated by t 1 , . . . , t n , g 1 , . . . , g n−1 . For m = 1, the algebra Y(d, 1, n) coincides with Y 1 (d, n).
Remarks 2.7. (a) The four first relations in (2.1) are defining relations for the classical framed braid group Z ≀ B n , where B n is the classical braid group on n strands, with the t j 's being interpreted as the "elementary framings" (framing 1 on the jth strand). The quotient of Z ≀ B n over the relations t d j = 1 is the modular framed braid group (Z/dZ) ≀ B n (the framing of each braid strand is regarded modulo d). Thus, the Yokonuma-Hecke algebra is the quotient of the modular framed braid group algebra over the last relation in (2.1). (b) The two first relations in (2.1) together with the two first relations in (2.2) are defining relations for the affine braid group B aff n (with generators X 1 , g 1 , . . . , g n−1 ). Adding the generators t 1 , . . . , t n , we obtain the framed affine braid group Z ≀ B aff n by considering as defining relations the four first relations in (2.1) together with the three first relations in (2.2). The quotient of Z ≀ B aff n over the relations t d j = 1 is the modular framed affine braid group (Z/dZ) ≀ B aff n . Thus, the affine and cyclotomic Yokonuma-Hecke algebras are quotients of the modular framed affine braid group algebra over R m . These braid groups and their connections with knots and links will be described more precisely in Section 6. △
We denote by H(m, n) the quotient of the algebra Y(d, m, n) over the relations t j = 1, j = 1, . . . , n. If m < ∞, the algebra H(m, n) is the Ariki-Koike algebra, also called the cyclotomic Hecke algebra of type G(m, 1, n), while if m = ∞, the algebra H(∞, n) is the affine Hecke algebra of GL. For d = 1, the algebra Y(1, m, n) coincides with H(m, n).
Let π H be the natural surjective morphism from Y(d, m, n) to its quotient H(m, n). The image of the subalgebra of Y(d, m, n) generated by t 1 , . . . , t n , g 1 , . . . , g n−1 under the map π H is denoted by H m (n). It is well-known that the subalgebra H m (n) of H(m, n) is isomorphic to the finite Hecke algebra of type A (over the ring R m ). In other words, the Hecke algebra H m (n) is the quotient of the Yokonuma-Hecke algebra Y m (d, n) by the relations t j = 1, j = 1, . . . , n. The following diagram summarises the different algebras Remark 2.9. The degenerate (or graded) affine Hecke algebra of GL can be obtained as a certain degeneration, when q tends to ±1, of the affine Hecke algebra H(∞, n) [Dr] . In [WaWa] , an analogue of the degenerate affine Hecke algebra of GL is associated to the wreath product of an arbitrary finite group G by the symmetric group; see also [RaSh] when G is a cyclic group. This algebra (when G is the cyclic group of order d) can be seen as a degeneration, when q tends to ±1, of the affine Yokonuma-Hecke algebra Y(d, ∞, n); see [ChPo, Remark 2] . △ Let w ∈ S n , where S n is the symmetric group on n letters, and let w = s i1 s i2 . . . s ir be a reduced expression for w (where s i denotes the transposition (i, i + 1) for all i = 1, . . . , n − 1). Since the generators g i of Y(d, m, n) satisfy the same braid relations as the generators of S n , Matsumoto's lemma implies that the element (2.10)
is well-defined, that is, it does not depend on the choice of the reduced expression of w ∈ S n .
We define inductively elements X 2 , . . . , X n of Y(d, m, n) by (2.11)
In [ChPo, Lemma 1] , it is proved that, for any i ∈ {1, . . . , n}, we have:
Moreover, we have that the elements t 1 , . . . , t n , X 1 , . . . , X n form a commutative family [ChPo, Proposition 1] , that is, (2.13) xy = yx for any x, y ∈ {t 1 , . . . , t n , X 1 , . . . , X n } .
Finally, we have (2.14)
We record here some formulas that we will need in the rest of this paper:
Lemma 2.15. We have the following identities satisfied in Y(d, m, n) (i = 1, . . . , n − 1):
Proof. To prove (2.16), we use that g i commutes with X i X i+1 , see (2.14), together with the following relations, which are easily proved by induction on a,
To obtain (2.17) for b = 0, we multiply the equality
1 from both sides, and use that g −1 1 = g 1 − (q − q −1 )e 1 , together with the fact that e 1 commutes with g 1 and X 1 . To obtain (2.17) for any b ∈ Z, we first move t b 1 to the right through g 1 , so it becomes t b 2 . Then we apply (2.17) for b = 0 and we move back t b 2 through g 1 in each term. Finally, to obtain (2.18), we first replace g
We then use (2.17) and we transform g 1 − (q − q −1 )e 1 appearing in front of X
The algebra Y(d, m, n) admits an involutive ring homomorphism η given, for any generator x ∈ {t 1 , . . . , t n , g 1 , . . . , g n−1 , X
a , a = 1, . . . , m. The existence of the homomorphism η is immediate once we notice that g
Representation theory of the cyclotomic Yokonuma-Hecke algebra
In this section, we consider only the situation m < ∞, and we construct, with explicit formulas, a set of representations of the algebra
Then we show that the representations constructed are pairwise non-isomorphic and irreducible. It will turn out in Section 4 that these representations form a complete set of pairwise non-isomorphic irreducible representations for F m Y(d, m, n).
3.1. Multipartitions and multitableaux. In this subsection we will introduce the combinatorial tools needed to describe the representations of the cyclotomic Yokonuma-Hecke algebra.
3.1.1. (d, m)-partitions. Let λ ⊢ n be a partition of n, that is, λ = (λ 1 , . . . , λ k ) is a family of positive integers such that λ 1 ≥ λ 2 ≥ . . . ≥ λ k ≥ 1 and |λ| := λ 1 + . . . + λ k = n. We shall also say that λ is a partition of size n.
We identify partitions with their Young diagrams: the Young diagram of λ is a left-justified array of k rows such that the j-th row contains λ j nodes for all j = 1, . . . , k. We write θ = (x, y) for the node in row x and column y. A node θ ∈ λ is called removable if the set of nodes obtained from λ by removing θ is still a partition. A node θ ′ / ∈ λ is called addable if the set of nodes obtained from λ by adding θ ′ is still a partition. Let r ∈ Z >0 . An r-partition λ, or a Young r-diagram, of size n is an r-tuple of partitions such that the total number of nodes in the associated Young diagrams is equal to n. That is, we have λ = (λ (1) , . . . , λ (r) ) with λ (1) , . . . , λ (r) usual partitions such that |λ (1) | + . . . + |λ (r) | = n. The combinatorial objects appearing in the representation theory of the cyclotomic Yokonuma-Hecke algebra F m Y(d, m, n) will be r-partitions with r = dm. It will be convenient to consider them as d-tuples of m-tuples of partitions (i.e. d-tuples of m-partitions). We will call such an object a (d, m)-partition. The size of a (d, m)-partition is the size of the dm-partition associated. We will say that the l-th partition of the k-th d-tuple has position (k, l). This is an example of a (2, 2)-partition of size 7:
with the partition in position (1, 1), the partition in position (1, 2), the empty partition in position (2, 1) and the partition in position (2, 2).
A triplet θ = (θ, k, l) consisting of a node θ, an integer k ∈ {1, . . . , d} and an integer l ∈ {1, . . . , m} will be called a (d, m)-node. The integer k is called the d-position of θ and the integer l is called the m-position of θ. We will also say that the (d, m)-node θ has position (k, l). A (d, m)-partition λ is thus naturally identified with a set of (d, m)-nodes such that the subset consisting of the (d, m)-nodes having position (k, l) forms a usual partition, for any k ∈ {1, . . . , d} and l ∈ {1, . . . , m}. For a (d, m)-node θ belonging to this set, we will say that θ is a (d, m)-node of λ, and write θ ∈ λ. For example, the following (2, 2)-nodes are the (2, 2)-nodes of the (2, 2)-partition above:
(1, 1), 1, 1 , (1, 2), 1, 1 , (2, 1), 1, 1 , (1, 1), 1, 2 , (1, 1), 2, 2 , (2, 1), 2, 2 , (3, 1), 2, 2 .
∈ λ is called removable from λ if the set of (d, m)-nodes obtained from λ by removing θ is still a (d, m)-partition, or equivalently if the node θ is removable from the partition of λ with position (k, l). We will write λ \ {θ} for the (d, m)-partition obtained by removing a removable (d, m)-node θ from λ. Respectively, a (d, m)-node θ = (θ, k, l) / ∈ λ is called addable to λ if the set of (d, m)-nodes obtained from λ by adding θ is still a (d, m)-partition, or equivalently if the node θ is addable to the partition of λ with position (k, l). We will write λ ∪ {θ} for the (d, m)-partition obtained by adding an addable (d, m)-node θ to λ. The set of d-nodes removable from λ is denoted by E − (λ) and the set of d-nodes addable to λ is denoted by E + (λ).
) (θ) := l and the (quantum) content c(θ) of θ by c(θ) := v l q 2(y−x) (recall that q, v 1 , . . . , v m are the parameters appearing in the defining relations of the cyclotomic Yokonuma-Hecke algebra Y(d, m, n)). Note that the quantum content of θ contains simultaneously the information about p (m) (θ) and about the classical content cc(θ) := y − x. We will refer to the array
as the content array of the (d, m)-node θ.
A (d, m)-partition λ is fully characterised by its collection of content arrays
. Therefore, they lie in the same diagonal of the same partition in λ, namely the diagonal of the partition with position (p (d) (θ), p (m) (θ)) and whose nodes have classical content equal to cc(θ). Once we know the number of nodes on each diagonal of each partition of λ, the (d, m)-partition λ is fixed. For a (d, m)-tableau T , we denote respectively by p (d) (T |i), p (m) (T |i) and c(T |i) the d-position, the mposition and the quantum content of the (d, m)-node with the number i in it. For example, for the standard (2, 2)-tableau above, we have:
Recall that a (d, m)-partition is uniquely determined by its collection of content arrays (3.2). Thus, any standard (d, m)-tableau T of size n is fully characterised by its sequence of content arrays
.
It is worth noting that, for any standard (d, m)-tableau T and any i ∈ {1, . . . , n−1}, if we have p
, then c(T |i) = c(T |i + 1) (in other words, the nodes containing i and i + 1 cannot lie in the same diagonal of the same diagram).
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Finally, let T be a standard (d, m)-tableau of shape λ and of size n. As T is standard, the (d, m)-node θ that contains n is removable from λ. We will write T \{ n } for the standard (d, m)-tableau of shape λ \ {θ} obtained from T by removing θ.
3.2.
Formulas for the representations. For any (d, m)-tableau T of size n and any permutation σ ∈ S n , we denote by T σ the (d, m)-tableau obtained from T by applying the permutation σ on the numbers contained in the (d, n)-nodes of T . We have, for i = 1, . . . , n, Proposition 3.6. Let T be a standard (d, m)-tableau of shape λ ∈ P(d, m, n). For brevity, we set p
with the action of the generators on the basis element v T defined as follows:
where s i is the transposition (i, i + 1).
Proof. We would first like to point out that the formulas for the action of the generators t 1 , . . . , t n , g 1 , . . . , g n−1 are formally exactly the same as the formulas for the representations of the Yokonuma-Hecke algebra in [ChPo, Proposition 5] . The difference only lies in the definition of the quantum content which involves here the parameters v 1 , . . . , v m . Moreover, for any standard (d, m)-tableau T , the necessary and sufficient conditions for the (d, m)-tableau T si to be standard (see Remark 3.5) are the same as for a (d, 1)-tableau. Therefore, the verification that the defining relations (2.1) are satisfied by the images of the generators t 1 , . . . , t n , g 1 , . . . , g n−1 in the representations is exactly the same as the verification for the Yokonuma-Hecke algebras in [ChPo] . It is a straightforward calculation, and we do not repeat it here.
It remains to check the defining relations (2.1) involving the generator X 1 . The relations
are obviously satisfied on V λ . Finally, the relation X 1 g 1 X 1 g 1 = g 1 X 1 g 1 X 1 , equivalent to X 2 X 1 = X 1 X 2 , follows from Lemma 3.11 below.
Recall that the elements X 2 , . . . , X n are defined inductively by X i+1 = g i X i g i , i = 1, . . . , n − 1.
Lemma 3.11. The action of the elements X 1 , . . . , X n on V λ is given, on a basis element v T as above, by
Proof. We prove Formula (3.12) by induction on i. For i = 1, this is the defining action of X 1 given by (3.7). Let now i ∈ {1, . . . , n − 1}. We will show that (3.13)
Note that if p
i+1 , we are in the situation of the Ariki-Koike algebra H(m, n) for the action of g i on v T and v T s i ; in this case, (3.13) is well-known and follows from a straightforward calculation (see, for example, [ArKo] ). Thus, let p
si is standard and we calculate:
where we use the induction hypothesis in the third equality, Equation (3.4) in the fourth, and Formula (3.9) for the action of g i in the second and last equalities.
3.3. Distinctness and irreducibility. In the previous paragraph we constructed representations V λ of F m Y(d, m, n), where λ runs over the set P(d, m, n). In these subsection, we will show that these representations are distinct and irreducible.
Proposition 3.14. The representations V λ , where λ runs over the set
Proof. The proof is very similar to the proof of the analogous results for the Ariki-Koike algebras in [ArKo] and for the Yokonuma-Hecke algebras in [ChPo] . We give it here for completeness. The fact that the representations V λ , where λ ∈ P(d, m, n), are pairwise non-isomorphic follows from the described action of the elements t 1 , . . . , t n , X 1 , . . . , X n in Proposition 3.6 and Lemma 3.11, together with the already noted fact that a standard (d, m)-tableau T is characterised by its sequence of content arrays, see (3.3).
Let λ ∈ P(d, m, n). The irreducibility of V λ is proved by induction on the size n of λ. For n = 1, the representations are one-dimensional so there is nothing to prove. Let n > 1 and denote by A the subalgebra of F m Y(d, m, n) generated by t 1 , . . . , t n−1 , g 1 , . . . , g n−2 , X 1 . The algebra A is a quotient of the algebra
Let µ be a (d, m)-partition of size n − 1 of the form λ \ {θ} where θ is a removable (d, m)-node of λ. As F m -vector space, V µ is isomorphic to the subspace of V λ spanned by the vectors of the form v T , with T such that T \{ n } is of shape µ. Through this identification, we have the following isomorphism of F m -vector spaces:
where E − (λ) denotes the set of removable (d, m)-nodes of λ. A direct inspection at the formulas (3.7)-(3.10) for the action of the generators shows that the isomorphism in (3.15) is in fact an isomorphism of A-modules. By induction hypothesis, the representations V λ\{θ} appearing in (3.15) are irreducible representations of F m Y(d, m, n − 1), and hence of A. Moreover, we already showed that they are pairwise non-isomorphic. Now assume that M is a non-trivial proper
By the decomposition (3.15) of the A-module V λ as a direct sum of irreducible A-modules, there must be two (d, m)-nodes θ, θ ′ removable from λ such that V λ\{θ} ⊂ M and V λ\{θ ′ } ∩ M = {0}. Let T be a standard (d, m)-tableau of shape λ with number n in θ and number n − 1 in θ ′ . As θ and θ ′ are both removable from λ, they cannot lie in the same diagonal nor in adjacent diagonals of the same diagram in λ, and thus such a standard (d, m)-tableau T exists; moreover, T sn−1 is also standard. By construction, v T ∈ V λ\{θ} and v
, then, due to (3.10), we have
and qc n −q −1 c n−1 = 0, following Remark 3.5. In every case, we have that v
In this section, we return to the general situation of an arbitrary m ∈ Z >0 ∪ {∞}. The goal of this section is to construct explicitly several R m -bases of the algebra Y(d, m, n). We first exhibit some generating sets of elements of Y(d, m, n) and then we use the representation theory developed in the preceding section to deduce that, when m < ∞, these sets of elements are linearly independent. Due to the uniformity (with respect to m) of the form of the basis elements, the linear independence for m = ∞ is a consequence of the result for finite m. Finally, we use the results obtained in this section to conclude that the representations constructed in the previous section form a complete set of pairwise non-isomorphic irreducible representations and to obtain a semicimplicity criterion for F m Y(d, m, n) when m < ∞.
Generating sets. Recall that we identify the Yokonuma-Hecke algebra
Example 4.1. Juyumaya [Ju2] has shown that the following set is a basis for
. . , r n ∈ Z/dZ} , where S n is the symmetric group on n letters and g w is defined in (2.10).
△
. . , a n ) ∈ E n m and ω ∈ B d,n . Let us now introduce the following notation for k = 1, . . . , n,
where J ∈ {0, . . . , k −1} and a, b ∈ Z. We use the following standard conventions: for ǫ = ±1, g 
The set B AK d,m,n is the analogue of the Ariki-Koike basis of the Ariki-Koike algebra H(m, n) [ArKo] for m < ∞, and the standard Bernstein basis of the affine Hecke algebra of GL for m = ∞. The four other sets are inductive sets with respect to n, which are analogous to the inductive bases of H(m, n) studied in [La2, OgPo] . The proof of the proposition below generalises the methods used in [ArKo, OgPo] . 
Let (a 1 , . . . , a n ) ∈ E n m and ω ∈ B d,n . First, we have X
. . . X an n · ω ∈ A, either automatically, or with the use of (2.4)-(2.5) if m < ∞. Now, by (2.13), we have that
. . , n, since t j ω can be written as an R m -linear combination of elements of B d,n . Finally, by (2.12), we have that
With the use of (2.16) and what we have seen above, we deduce that
Applying again (2.12) yields
A for all i = 1, . . . , n − 1, since g i ω can be written as an R m -linear combination of elements of B d,n . Thus,
We proceed similarly for B ′ ∈ E m . The latter follows immediately from (2.4)-(2.5). This remark yields in particular the statement for n = 1. For n > 1, we consider the products x · W (n) J,a,b , where x ∈ {t 1 , . . . , t n , g 1 , . . . , g n−1 , X ±1 1 } , J ∈ {0, . . . , n − 1} and a, b ∈ Z. Due to the above remark, it is enough to show that these products can be written as R m -linear combinations of terms of the form W (n)
Following the induction hypothesis, this will yield our statement.
The rewriting of x · W (n) J,a,b is a straightforward case-by-case analysis which yields the following explicit formulas (for l = 1, . . . , n and i = 1, . . . , n − 1):
where we use Formula (2.18) in Lemma 2.15, together with the equality:
1 , which follows directly from (4.9). For finite m the proof for B Ind d,m,n is finished, while for m = ∞ it remains to multiply W (n) J,a,b by X −1 1 . By multiplying both sides of (4.10) by X −1 1 , we obtain:
We can perform similar straightforward calculations for B Ind d,m,n to prove that the R m -span of the elements in B Ind d,m,n is stable by multiplication (from the left) by the generators. We only indicate that we have to use Formula (2.17) in Lemma 2.15, instead of (2.18), for the multiplication by X 1 . We skip the details. Then it remains to prove that the unit element belongs to the R m -span of the elements in B Bases. We will use the representation theory developed in the previous section to prove that each generating set in Proposition 4.7 is actually a basis of Y(d, m, n). Recall that, in Section 3, we constructed a set
The following standard equality holds:
(4.14)
is a free R m -module and, if m < ∞, its rank is equal to (dm) n n! .
Proof. First assume that m < ∞. Due to (4.14), we have that dim( d,∞,n , assume that a (non-trivial) linear combination L of its elements over R ∞ is equal to 0. Let m + ∈ Z be the largest absolute value of the powers of X 1 appearing in L and take m 0 := 2m + + 1 (or any larger odd integer). Then applying and checking that the images of the elements of these sets are linearly independent operators. For this type of arguments in the case of the Ariki-Koike algebra and the affine Hecke algebra of GL, one can see [OgPo] . 
The following result is a direct consequence of (4.17). We now use the semisimplicity criterion for the Ariki-Koike algebra H(m, n) given in [Ar] to obtain a semisimplicity criterion for the cyclotomic Yokonuma-Hecke algebra Y(d, m, n). The criteria turn out to be the same.
Proposition 4.19. Let m < ∞ and let ϑ : R m → C be a C-algebra homomorphism. We consider the specialised cyclotomic Yokonuma-Hecke algebra
The algebra Y ϑ is (split) semisimple if and only if ϑ(P ) = 0, where
Proof. Ariki's semisimplicity criterion [Ar] states that the specialised Ariki-Koike algebra
H(m, n), defined via ϑ, is semisimple if and only if ϑ(P ) = 0. Since H(m, n) is a quotient of the algebra Y(d, m, n), we obtain that if Y ϑ is semisimple, then H ϑ is also semisimple and ϑ(P ) = 0. For the converse statement, we will use the following lemma.
Lemma 4.20. Let µ be a (d, m)-partition of size N −1, and let θ and θ
The following hold:
. . , N − 1}, and some s, t ∈ {1, . . . , m} such that s = t.
Proof of Lemma 4.20. Let c(θ) = v s q 2x and c(θ ′ ) = v t q 2y for some s, t ∈ {1, . . . , d} and x, y ∈ Z. If s = t, then x = y and we have c(θ)/c(θ ′ ) = q 2(x−y) . Moreover, |x − y| − 1 is the number of diagonals strictly between the diagonal of θ and the diagonal of θ ′ . All these diagonals have to be occupied by at least one (d, m)-node of µ, so we must have
Let ǫ x and ǫ y denote respectively the signs of x and y. The diagonals with content v s , v s q 2ǫx , . . . , v s q 2ǫx(|x|−1) have to be occupied by at least one (d, m)-node of µ. Similarly, the diagonals with content v t , v t q 2ǫy , . . . , v t q 2ǫy(|y|−1) have to be occupied by at least one (d, m)-node of µ. So we obtain |x| + |y| ≤ N − 1, which yields the second assertion of the lemma.
We return to the proof of Proposition 4.19. Assume that ϑ(P ) = 0. Set q := ϑ(q). If q 2 = 1, the specialised algebra Y ϑ is the crossed product of a finite-dimensional commutative algebra (generated by t 1 , . . . , t n , X 1 , . . . , X n ) by the symmetric group acting by permutation. It is therefore semisimple. So we can assume, in addition to ϑ(P ) = 0, that q 2 = 1. Then we have q 2N = 1 for any integer N such that |N | ≤ n. First, in order to be able to construct representations V ϑ λ of Y ϑ as in Proposition 3.6 (with the parameters specialised via ϑ), we must have, for any standard (d, m)-tableau T of size n,
, Second, in order to be able to repeat the proof of Proposition 3.14 concerning the irreducibility of the representations V ϑ λ , we must have
-nodes with entries n − 1 and n are both addable to the (d, m)-partition µ n−2 of size n − 2 that is obtained by keeping only the (d, m)-nodes of T containing 1, . . . , n − 2. Then Equation (4.22) follows from Lemma 4.20 applied to µ n−2 together with the assumption (q 2 − 1)ϑ(P ) = 0. By induction on the size and with the help of Lemma 4.20, we straightforwardly have that any standard (d, m)-tableau T of size n is fully characterised by its sequence of specialised content arrays
This implies, as in the proof of Proposition 3.14, that the constructed irreducible representations V ϑ λ of Y ϑ are pairwise non-isomorphic.
Finally, the semisimplicity of the algebra Y ϑ under the assumption (q 2 −1)ϑ(P ) = 0 follows from Equation (4.14) together with the fact, implied by Theorem 4.15, that the dimension of Y ϑ is equal to (dm) n n!.
Markov traces on Y(d, m, n)
Now we are ready to define and study Markov traces on the cyclotomic and affine Yokonuma-Hecke algebras. In order to define a Markov trace tr : Y(d, m, n) → R m , we will define intermediary linear maps
with certain properties and then show that tr is in fact a composition of these maps. In this section again, m is arbitrary in Z >0 ∪ {∞}.
5.1. Chains of relative traces. For each of the bases of Y(d, m, n) studied in the previous section, the basis elements involving only the generators t 1 , . . . , t n−1 , g 1 , . . . , g n−2 , X ±1 1 are in one-to-one correspondence with the elements of the corresponding basis of Y(d, m, n − 1). Thus, the subalgebra of Y(d, m, n) generated by t 1 , . . . , t n−1 , g 1 , . . . , g n−2 , X ±1 1 is isomorphic to Y(d, m, n − 1). This allows to consider the chain (on n) of algebras 
Remark 5.8. We note that, by (5.3), we have tr 1 (1) = x 0,0 , and morever, by applying (5.5) with u = 1, we obtain tr k (1) = tr k−1 (1) for any k ≥ 2. Thus, we have tr k (1) = x 0,0 for any k ≥ 1. More generally, using (5.4) with Z = v = 1, we have
We will impose x 0,0 = 1 later in Subsection 5.2. △
We will now prove the existence and uniqueness of relative traces. For this, we are going to use the elements W Proposition 5.11. Let z and x a,b , with a ∈ E m and b ∈ {0, . . . , d − 1}, be parameters in R m . There exists a unique chain of relative traces tr k with parameters z and x a,b , and it is given, for any k ≥ 1, by
The remaining of this subsection is devoted to the proof of this proposition. We define for later use x a,b ∈ R m for any a, b ∈ Z by x a,b := tr 1 (X a 1 t b 1 ), a, b ∈ Z, where tr 1 is given on Y(d, m, 1) by (5.13) with k = 1. Note that x a,b+d = x a,b for any a, b ∈ Z and that, if m < ∞ and a / ∈ E m , then x a,b is an R m -linear combination of x a ′ ,b with a ′ ∈ E m (this follows from Equations (2.4) and (2.5)).
We start with a lemma that we will use in the proof of the proposition.
Lemma 5.14. As a consequence of Formulas (5.12) and (5.13), we have, for k ≥ 1 and Z ∈ Y(d, m, k),
Proof. Since tr k is a linear map, it is enough to take Z = W (k)
J,a,b w to be a basis element of Y(d, m, k) as in (5.10). Note that w commutes with t k since w ∈ Y(d, m, k − 1). First, if J = k − 1, then t k Z = Zt k and Formula (5.15) follows. So let J < k − 1. Then we have
On the other hand, we have
J,a,b+1 w.
Proof of Proposition 5.11. Assume that a chain of relative traces tr k with parameters z and x a,b exists. Then Equation (5.12) is a direct consequence of (5.4) (with u = g −1
and v = w) and (5.7). Equation (5.13) is obtained by first applying (5.4) with u = 1, Z = W We now assume that a set of linear maps tr k , k ∈ Z >0 , is defined by (5.12)-(5.13) and we will show, in order to prove the proposition, that these linear maps satisfy (5.3)-(5.7). Equations (5.3) and (5.7) are obviously satisfied, being respectively, Equation (5.13) for k = 1, and Equation (5.12) for J = k−2, a = b = 0 and w = 1.
Proof of (5.4). It is enough to take u to be any generator of Y (d, m, k − 1), namely u ∈ {t 1 , . . . , t k−1 , g 1 , . . . , g k−2 , X 
Thus, using (5.12), it implies that
k−1,a,b uw. Therefore, using (5.13), tr k (uZv) = x a,b uwv = u tr k (Z) v. If u = X 1 , then, using the second line in (4.10) with J = k − 1 and applying (5.12)-(5.13), we obtain
for any a ′ , b ′ ∈ Z, the above formula becomes simply tr k (X 1 Zv) = x a,b X 1 wv, which is equal to X 1 tr k (Z)v.
Finally, if we take
where we use the already proved (5.4) for u = X 1 and for u = 1 in the second and fourth equality respectively. This concludes the verification of (5.4).
We record here some useful consequences of Formula (5.4) combined with Lemma 5.14.
Lemma 5.16. As a consequence of Formulas (5.12) and (5.13), we have, for
Proof of Lemma 5.16. Note that t k commutes with every element u ∈ Y(d, m, k − 1). Thus, the left hand side of (5.17) is equal to
where we use the already proved Formula (5.4) in the last equality. Similarly, the right hand side of (5.17) is equal to
Therefore, Formula (5.17) follows from the fact (included in (5.12)) that tr k (g k−1 ) = z ∈ R m . Using Formula (5.4), we have
Thus, Formula (5.18) follows from two applications of Lemma 5.14.
Proof of (5.5). It is enough to prove (5.5) for u an element of the basis (5.10
. We first note that, using g
Together with Formula (5.17), it implies that
k−1 ). Therefore, it is enough to prove (5.5) for ε = −1. If J = k − 2, then we have
where we use the facts that g k−1 commutes with w and g
k > 2 and, using the fact that g
Proof of (5.6). It is enough to prove (5.6) for Z an element of the basis (5.10) of
J,a,b w, where J ∈ {0, . . . , k − 1}, a ∈ E m , b ∈ {0, . . . , d − 1} and w ∈ Y(d, m, k − 1). We note that, due to Formula (5.18) together with g
J,a,b g k−1 w. We will prove (5.19). By (5.4) and (5.5), we have
On the other hand, again by (5.4) and (5.5), we have
J,a,b tr k−1 (w). Now, since tr k−1 (w) ∈ Y(d, m, k − 2), we have by (5.4) that (5.21) tr k−1 tr k (Zg
Thus, Formula (5.19), if J < k − 1, follows from (5.20) and (5.21).
Assume now that J = k − 1. In this case, we will prove (5.6) directly. We will use the following lemma (which corresponds to the case k = 2). Lemma 5.22. As a consequence of Formulas (5.12) and (5.13), we have, for any a, a
Proof of Lemma 5.22. The second equality follows directly from (5.12) and (5.13), since
For the first equality, we start with
This formula is easily proved by induction on a, the basis of induction for a = 1 being Formula (2.17) with b = 0. Thus, using the fact that g −1 1 commutes with e 1 , we have g
Writing each term of the form e 1 g −1
1 , we apply tr 2 and we use (5.4) together with (5.12)-(5.13) to obtain
Now we note that, for each i ∈ {1, . . . , a}, we have
which is equal to 0 since
We conclude that
which completes the verification of Formula (5.23).
We return to the proof of (5.6) with
. It is enough to take w to be an element of the basis (5.10) of Y(d, m, k − 1). So let
Hence, if J ′ = k − 2, we have
If now J ′ < k − 2, we use the fact that (see (4.9))
1 to the left, and that
0,a ′ ,b ′ g i−1 for 1 < i < k − 1 to move g 2 . . . g k−2 to the right. We obtain that, if
Now we apply tr k−1 to (5.24) and (5.25) and we use (5.4) and (5.5) to find that the left-hand side of (5.6) is equal to
For the right-hand side of (5.6), note first that g k−1 commutes with w ′ and thus,
Then we use the fact that (see (4.9))
for 1 < i < k to move g 2 . . . g k−1 to the right. We obtain
Now we apply tr k and use first (5.4) and then (5.5) k − 2 times. This yields:
Finally, we apply tr k−1 and we use (5.4) and (5.5) (note that tr 2 (g
. We obtain that the right hand side of (5.6) is equal to
The comparison of (5.26) and (5.27) using Lemma 5.22 concludes the verification of (5.6), and in turn the proof of Proposition 5.11.
Markov traces on Y(d, m, n).
Let n > 0. We define inductively elements X 1 , X 2 , . . . , X n of Y(d, m, n) by
i−1,a,0 for any i ∈ {1, . . . , n} and a ∈ Z. Hence, we have t
We recall that the algebra Y(d, m, k) for k ≤ n is identified with the subalgebra of Y(d, m, n) generated by g 1 , . . . , g k−1 , t 1 , . . . , t k , X We note that, from (5.9) together with the fact that x 0,0 = 1, we have, for any k ≤ n and u ∈ Y(d, m, k),
Then it follows immediately from (5.12) and (5.13) that the action of τ on the elements of the basis (5.10) of Y(d, m, n) is given by the following initial condition and recursive formula:
Proposition 5.34. The map τ is the unique Markov trace with parameters z and x a,b on the algebra
Proof. First assume that tr is a Markov trace with parameters z and x a,b on the algebra Y(d, m, n). 
So it remains to take Y ∈ {g k−1 , t k }. By (5.6) if Y = g k−1 , and by Lemma 5.14 if Y = t k , we have
which concludes the verification of Condition (5.29) for τ . 
Invariants for framed knots and links in the solid torus
As stated in the beggining of this paper, the affine and cyclotomic Yokonuma-Hecke algebras can be seen as quotients of the modular framed affine braid group algebra over R m . In this section, we will see that each framed link in the solid torus can be represented by an element of the modular framed affine braid group. We will then use the Markov trace on Y(d, m, n) constructed in the previous section to define invariants for framed knots and links in the solid torus. Our approach will be a generalisation of the approach used by Geck and Lambropoulou [La1, GeLa, La2] for (non-framed) knots and links in the solid torus (case d = 1), as well as the approach used by Juyumaya and Lambropoulou [JuLa2] for (usual) framed knots and links (case m = 1).
6.1. Modular framed affine braids. Let n ∈ Z >0 . We denote by B aff n the affine braid group with a presentation given by:
• generators: σ 0 , σ 1 , . . . , σ n−1 , • and relations:
(6.1)
for all i = 1, . . . , n − 2.
The usual braid group B n on n strands is isomorphic to the subgroup of B aff n generated by σ 1 , . . . , σ n−1 , and also to the quotient of B aff n over the relation σ 0 = 1. We keep the notation σ 1 , . . . , σ n−1 for the images of these elements in the quotient, and we denote by π 0 the surjective homomorphism from B aff n to B n given by
ir ∈ B n , with i 1 , i 2 , . . . , i r ∈ {1, . . . , n − 1} and b i1 , b i2 , . . . , b ir ∈ Z. We will denote by ǫ(α) the sum of the exponents of α, that is,
We extend the definition of the map ǫ to the affine braid group B aff n as follows: (6.3) ǫ(β) := ǫ π 0 (β) for any β ∈ B aff n . The defining relations (6.1) are homogeneous in the generators σ 0 , σ 1 , . . . , σ n−1 , so ǫ(β) does not depend on the chosen word for β in terms of the generators. There is also a diagrammatic interpretation of β in terms of n braid strands (as in the classical braid group case) plus one extra fixed strand that extends to infinity (the "pole"). The generators σ 1 , . . . , σ n−1 appearing in β correspond to the classical braid group movements, while every appearance of the generator σ 0 corresponds to a circling of the first strand around the pole (see, for example, [La1, GeLa, La2] ir , with i 1 , i 2 , . . . , i r ∈ {0, 1, . . . , n − 1} and b i1 , b i2 , . . . , b ir ∈ Z, we set
Further, we denote by π be the natural surjective homomorphism from B aff n to the symmetric group S n on n letters, given by σ 0 → 1 and σ i → s i for any i = 1, . . . , n − 1, where s i is the transposition (i, i + 1). We set β := π(β) for any β ∈ B aff n . Let now d ∈ Z >0 and consider the modular framed (or (Z/dZ)-framed) affine braid group (Z/dZ) ≀ B aff n . The group (Z/dZ) ≀ B aff n has a presentation given by • generators: σ 0 , σ 1 , . . . , σ n−1 , t 1 , t 2 , . . . , t n , • and relations (6.1) together with: (6.5)
for all j = 1, . . . , n and i = 1, . . . , n − 1, where s i is the transposition (i, i + 1). The group (Z/dZ) ≀ B aff n is the semi-direct product of (Z/dZ) n with the group B aff n , with the action of B aff n on (Z/dZ) n given by the composition of π and the natural permutation action of S n on (Z/dZ) n . We have that
for any a 1 , . . . , a n ∈ {0, 1, . . . , d − 1} and β ∈ B aff n , and any α ∈ (Z/dZ) ≀ B aff n can be written uniquely in the form α = t a1 1 . . . t an n β where a 1 , . . . , a n ∈ {0, 1, . . . , d − 1} and β ∈ B aff n . We will refer to t a1 1 . . . t an n as the "framing part" of α and to β as the "braiding part" of α. We set (6.7)
where ǫ(β) is defined in (6.3), and
where ǫ ′ (β) is defined in (6.4). There is also a diagrammatic interpretation of α as follows: The diagram of α is the diagram of β with the integer a i attached to the i-th strand, for i = 1, . . . , n. We will call a i the framing of the i-th braid strand. Then, by construction, multiplication in (Z/dZ) ≀ B aff n corresponds to concatenation of framed braid diagrams, that is, usual concatenation of braid diagrams together with addition (in Z/dZ) of the framings on each strand (see, for example, [JuLa1] for the non-affine framed situation).
Remark 6.9. We use the same notation t j for the generators of (Z/dZ) n inside (Z/dZ) ≀ B aff n and for generators of Y(d, m, n); this should not lead to any confusion, since the subalgebra of Y(d, m, n) generated by t 1 , . . . , t n is isomorphic to the group algebra of (Z/dZ) n . △ Remark 6.10. Note that we can interpret any affine braid as a (Z/dZ)-framed affine braid with all framings equal to 0. △ 6.2. Modular framed solid torus links. From now on, we will simply say solid torus links for the links in the solid torus. A framed solid torus link is a solid torus link where each connected component has an integer attached to it. We will call this integer the framing of the connected component. A modular framed (or (Z/dZ)-framed) solid torus link is a framed solid torus link where all framings belong to Z/dZ. The closure of an affine braid can be interpreted as a solid torus link [La1] . For a (Z/dZ)-framed affine braid α ∈ (Z/dZ) ≀ B aff n , we will denote by α its closure, which is the (Z/dZ)-framed solid torus link defined as follows: We consider the closure β of the braiding part β of α. Then α is obtained by attaching to each connected component of β the sum (in Z/dZ) of the framings of the strands forming this component after closure. Again, we can interpret a solid torus link as a (Z/dZ)-framed solid torus link with all framings equal to 0.
In [La1, Theorem 1], the analogue of Alexander's theorem is proved for solid torus links; namely, any solid torus link can be obtained as the closure of an affine braid. Moreover, it is obvious that by adding a suitable framing on the affine braid, one can obtain any possible framing in the solid torus link. So the analogue of Alexander's theorem is also true in our setting.
Theorem 6.11. Any (Z/dZ)-framed solid torus link can be obtained as the closure of a (Z/dZ)-framed affine braid.
Remark 6.12. For any n, n ′ ∈ Z > 0 such that n ′ > n, we denote by ι n,n ′ the group homomorphism from
for any x ∈ {σ 0 , σ 1 , . . . , σ n−1 , t 1 , t 2 , . . . , t n } .
The homomorphism ι n,n ′ is in fact an isomorphism between (Z/dZ) ≀ B aff n and the subgroup of (Z/dZ) ≀ B aff n ′ generated by σ 0 , σ 1 , . . . , σ n−1 , t 1 , t 2 , . . . , t n . This allows us to consider the chain, on n, of groups
However, the closures of α ∈ (Z/dZ) ≀ B aff n and ι n,n ′ (α) are different (Z/dZ)-framed solid torus links. This is why, in what follows, whenever we say that α ∈ (Z/dZ) ≀ B aff n , we mean that α is expressed diagrammatically exactly on n braid strands (plus the pole). We thus consider the whole union n≥1 (Z/dZ) ≀ B aff n , and we use the chain (6.13) to define multiplication between its elements. △ Definition 6.14. Two (Z/dZ)-framed affine braids α, α
n are equivalent if and only if there exists a finite sequence of (Z/dZ)-framed affine braids α 0 , α 1 , . . . , α r ∈ n≥1 (Z/dZ) ≀ B aff n with α = α 0 and α ′ = α r such that, for all i = 1, . . . , r, one of the following holds:
We will write α ∼ α ′ for two equivalent (Z/dZ)-framed affine braids.
Two (Z/dZ)-framed solid torus links are isotopic if the underlying solid torus links are isotopic and the framing is conserved. The following theorem has been shown in [La1, Theorem 3] if we assume that α, α ′ ∈ n≥1 B aff n (case d = 1). It has been also proved in [KoSm, Lemma 1] for (non-affine) (Z/dZ)-framed braids (case m = 1). Using [La1, Theorem 3] , the proof of [KoSm, Lemma 1] generalises straightforwardly to our setting. We give all details here for completeness.
n . The (Z/dZ)-framed solid torus links α and α ′ are isotopic if and only if α ∼ α ′ .
Proof.
and a 1 , . . . , a n , a
n by elements t j does not change the braiding part. Using the known result for affine braids in B aff n , we deduce that β and β ′ are isotopic solid torus links. We then observe that moves (i)-(iii) do not change the framing of each link component after the framed braids are closed. It is obvious for moves (ii) and (iii). For the move (i), let γ = t 
Thus after the closure, the framings coming from γ and γ −1 cancel each other out. We conclude that α and α ′ are isotopic (Z/dZ)-framed solid torus links. Now assume that α and α ′ are isotopic (Z/dZ)-framed solid torus links. Then β and β ′ are isotopic solid torus links. Using again the known result for affine braids, we deduce that β ∼ β ′ as affine braids. Without loss of generality, we may assume that β ′ is obtained from β with just one of the moves (i) or (ii), where γ i in move (i) is restricted to be in B aff n .
If m = n + 1 and
n . Note that β commutes with t n+1 and therefore, α
n . By first conjugating by t a ′ n+1 n and then applying move (iii), we obtain that
If m = n and β ′ = γβγ −1 for some γ ∈ B aff n then, by (6.6) and move (i), we have
In both cases, we have an element α ′′ ∈ (Z/dZ) ≀ B aff n such that α ′ ∼ α ′′ , whence α ′ and α ′′ are isotopic, and the braiding part of α ′′ is the same as the braiding part of α. So it suffices to show that if two (Z/dZ)-framed affine braids with the same braiding part have isotopic closure, then they are equivalent. We will show that in fact they are conjugate by an element with trivial braiding part.
We can assume now that m = n and β ′ = β. Let β = τ 1 τ 2 . . . τ k be the decomposition of β into disjoint cycles with C 1 , . . . , C k ⊂ {1, . . . , n} the supports of τ 1 , . . . , τ k . Since α and α ′ are isotopic we have (6.16)
We want to show that, for some values of r 1 , . . . , r n , this is equal to α ′ . Thus we need a solution to the following system of equations for r 1 , . . . , r n :
Let j ∈ {1, . . . , k}. Suppose τ j is a cycle of order m j and write τ j = (p j,1 , . . . , p j,mj ), that is, choose an element p j,1 ∈ C j and define p j,l+1 := τ j (p j,l ) for l = 1, . . . , m j − 1. Set
Then, for any l ∈ {1, . . . , m j }, we have
Since r pj,m j = i∈Cj (a ′ i − a i ) = 0 by (6.16), we conclude that (6.18) is a solution to the system of equations (6.17).
6.3. Invariants for (Z/dZ)-framed solid torus links. Let us consider the group algebra R m [(Z/dZ)≀B aff n ] of the modular framed affine braid group over R m . As we mentioned earlier, the affine and cyclotomic Yokonuma-Hecke algebras are quotients of this algebra. Thus, there is a natural surjective algebra homomorphim δ n :
. . , n − 1, and t j → t j , j = 1, . . . , n.
Let us also consider the Markov trace tr of Definition 5.28 (given by Proposition 5.34) with parameters z and x a,b , with a ∈ E m and b ∈ {0, . . . , d − 1}, such that x 0,0 = 1. We also assume that z = 0. From now on, we set
where the last equality follows easily from (5.31).
We extend the ring of definition by setting
]. We define
where ǫ(α) is defined in (6.7) and δ n is the natural surjection from
Proposition 6.21. Let m ∈ Z >0 ∪ {∞}. Assume that, for any n ≥ 1, (6.22) tr(ue n ) = tr(u)tr(e n ) for all u ∈ Y(d, m, n).
Proof. It is enough to show that, for all α, β ∈ (Z/dZ) ≀ B aff n , we have Γ m (αβ) = Γ m (βα) and
The first equality follows immediately from (5.29). Now note that, as we consider the chain (on n) of algebras Y(d, m, n), we have
Then, due to (5.30), we have
Using (5.30) and the assumption (6.22), we deduce that
Let L tor denote the set of (Z/dZ)-framed solid torus links. Following Theorem 6.11,
Combining Proposition 6.21 with Theorem 6.15 yields the following result, which is the objective of Section 6.
Theorem 6.23. Let m ∈ Z >0 ∪ {∞}. Assume that, for any n ≥ 1, (6.22) holds. Then the map
is an isotopy invariant, that is, if α = α ′ , for some α, α
. Condition (6.22) will be from now on referred to as the affine E-condition. Note that it is a sufficient condition for Γ m to be an isotopy invariant, but we do not know whether it is necessary.
Remarks 6.24. (a) The affine E-condition is the analogue of the E-condition imposed by Juyumaya and Lambropoulou [JuLa2] on classical Yokonuma-Hecke algebras in order to define invariants for (non-affine) framed knots and links. In fact, if we restrict Γ m to the (non-affine) framed links (case m = 1), the invariants we constructed in Theorem 6.23 are the same as the ones constructed in [JuLa2] . [La1, GeLa, La2] . Already for m = 1, it is an open question whether the invariant for classical links coming from the Yokonuma-Hecke algebras is equivalent to the invariant coming from the usual Hecke algebras (cf. [JuLa3, ChLa] 
where ǫ ′ (α) is defined in (6.8), then we can repeat the proof of Proposition 6.21 to obtain that Γ ′ m is stable on the equivalence classes of n≥1 (Z/dZ) ≀ B aff n . Thus, similarly to Theorem 6.23, we deduce that the map Γ
The affine E-system. In this subsection, we will study further the affine E-condition and show that it imposes some restrictions on the values of the parameters x a,b of the Markov trace tr.
Proposition 6.26. The affine E-condition holds, that is, we have tr(ue n ) = tr(u)tr(e n ) for any n ≥ 1 and all u ∈ Y(d, m, n), if and only if
Proof. Let us take first n = 1. We have, using (5.31),
x 0,−s x a,b+s .
As tr(X a 1 t b 1 ) = x a,b , we conclude that if the affine E-condition holds, then (6.27) must hold. Now assume that (6.27) is true. We will prove that tr(ue n ) = tr(u)tr(e n ) = tr(u)E for all u ∈ Y(d, m, n) by induction on n, and by taking u to be an arbitrary element of the basis (5.10) of Y(d, m, n). We have already proved it for n = 1.
Let us take n > 1, and let u = W Finally, we use the assumption (6.27) to conclude that tr(ue n ) = x a,b E w = tr(u) E .
We have just proved that the affine E-condition holds if and only if the parameters x a,b of the Markov trace tr are solutions of the system of equations (6.27). We will call this system of equations the affine E-system. In the next subsection we will classify its solutions.
Remark 6.28. Fix m ∈ Z >0 ∪ {∞}. Then for each solution of the affine E-system, we obtain a different isotopy invariant Γ m . Again, it is an open question whether these isotopy invariants are equivalent. △ 6.5. Solutions of the affine E-system. We first recall the classification, obtained in the Appendix of [JuLa2] by Gérardin 1 , of the solutions of the part of the system (6.27) corresponding to a = 0. For a = 0, the system (6.27) becomes a system of equations with unknowns x 0,1 , . . . , x 0,d−1 (recall that x 0,0 = 1), known simply as E-system. The solutions of this system are parametrised by the non-empty subsets S of {0, . .
Note that C = (C i,j ) 0≤i,j≤d−1 can be seen as the character table matrix of the cyclic group Z/dZ. Then the solution of the E-system parametrised by the subset S is given by
We fix a subset S ⊂ {0, . . . , d − 1} and consider the solution X S = {x 0,0 , x 0,1 , . . . , x 0,d−1 } of the E-system parametrised by S. Note that E = tr(e 1 ) = 1 |S| . Now let a = 0. The equations of (6.27) are exactly the same regardless the value of a, as long as a = 0. We have the following linear system of equations (recall that
. . .
This is equivalent to the system (6.29)
If we take
1 Gérardin works over C, but his proof works also over Fm.
Since the matrix C is invertible (as the character table matrix of a finite group), its rows form a linear basis of F d m , which can be written as {(
If we denote by V Ai (d) (respectively V Ai (0)) the eigenspace of A i with respect to the eigenvalue d (respectively 0), we have
Thus, in particular, we have
and
. Now, set A S := i∈S A i . The solutions of the linear system (6.29) are the elements of the eigenspace V AS (d) of A S with respect to the eigenvalue d. Following the above discussion, it is straightforward to see that
Proposition 6.30. We have tr(ue n ) = tr(u)tr(e n ) for any n ≥ 1 and all u ∈ Y(d, m, n) , if and only if there exists a non-empty subset S of {0, . . . , d − 1} such that
and, for a = 0, (x a,0 , x a,1 , . . . ,
Remark 6.31. Note that when S = {0, . . . , d − 1}, we have Thus, for each a = 0, (x a,0 , x a,1 , . . . , x a,d−1 ) is an arbitrary vector of R d m . On the other hand, if we take a solution of the affine E-system corresponding to a singleton subset S = {i} ⊂ {0, . . . , d − 1}, then we have
and, for a = 0, (x a,0 , x a,1 , . . . , x a,d−1 ) = λ a (x 0,0 , x 0,1 , . . . , x 0,d−1 ) for some λ a ∈ R m .
The Markov trace with zero parameters
In this section, we only consider again the cyclotomic Yokonuma-Hecke algebra Y(d, m, n) , that is, we take m < ∞. We will study the Markov trace on Y(d, m, n) with all parameters equal to 0 and show that it generalises both the canonical symmetrising trace defined by Bremke and Malle [BrMa, MaMa, GIM] on the Ariki-Koike algebra (case d = 1) and the canonical symmetrising trace defined in [ChPo] on the YokonumaHecke algebra (case m = 1). We will then determine the weights of this Markov trace by expressing them in terms of Schur elements for Ariki-Koike algebras. . . , a n ∈ E m , ω ∈ B d,n } is also an R m -basis of the cyclotomic Yokonuma-Hecke algebra Y (d, m, n). Using for B d,n the canonical basis of the Yokonuma-Hecke algebra Y m (d, n) given by Example 4.1, we obtain that the set
Proposition 7.4. The Markov trace τ is given on the basis B n by:
Proof. We will prove (7.5) by induction on n. For n = 1, Formula (7.5) is the same as Formula (7.2). Let n > 1. Following a standard fact about reduced expressions in the symmetric group S n , any g w , with w ∈ S n , can be written uniquely as g J+1 . . . g n−1 · g w ′ for some J ∈ {0, . . . , n − 1} and w ′ ∈ S n−1 (for J = n − 1, g w = g w ′ ). By the centrality of τ and (2.13), the left-hand side of Formula (7.5) is equal to So it is enough to prove that, for any a ∈ E m , b ∈ {0, . . . , d − 1} and u ∈ Y (d, m, n − 1), we have
Case a = 0. If J = n − 1, then Formula (7.6) is a particular case of (7.2) (recall that t
n−1,0,b ). If J < n − 1, then we have, by (7.2),
Case a > 0 and J = n − 1. For any s ∈ {1, . . . , m − 1}, we define
Due to the condition a ′ ∈ {1, . . . , s}, we have from (7.2) that τ (x) = 0 for any x ∈ K s , for all s = 1, . . . , m−1. Thus, if we prove that
then we obtain τ (X a n t b n u) = 0, as desired. Now, note that, due to Formulas (4.8)-(4.10), we have, for all s = 1, . . . , m − 2, x · K s ⊂ K s for any x ∈ {t 1 , . . . , t n , g 1 , . . . , g n−1 } and X 1 · K s ⊂ K s+1 , whence we deduce that X n · K s ⊂ K s+1 . In particular, we have X a−1 n · K 1 ⊂ K a . So, in order to prove (7.7), it is enough to show that X n t b n u ∈ K 1 . The assertion X n t b n u ∈ K 1 follows from the following formula (for L = n − 1):
where α i ∈ R m , b i ∈ Z and u i ∈ Y(d, m, n − 1), for any i ∈ {0, . . . , L − 1}. Formula (7.8) is trivially satisfied if L = 0. Assume that L > 0. Then, using that g L = g Case a > 0 and J < n − 1. We use induction on a, the case a = 0 being already checked. By (2.12) and (2.19), we have respectively that X n commutes with g J+1 . . . g n−2 and that X n g n−1 = g n−1 X n−1 +(q −q −1 )e n−1 X n . So we obtain : Conditon (i) is satisfied since τ is a Markov trace, while Condition (ii) is true because, for q = 1 and v l = exp(2πl √ −1/m), the trace τ specialises to the canonical symmetrising trace on the group algebra of (Z/dZ × Z/mZ) ≀ S n over F m , and is thus non-degenerate. We then have that τ is written uniquely as a linear combination of the irreducible characters of F m Y(d, m, n) with non-zero coefficients ("weights"). We have
where s λ ∈ F m is called the Schur element of V λ with respect to τ .
Remark 7.10. The map τ is known to be a symmetrising trace on Y(d, m, n) (defined over R m ) in cases d = 1 [MaMa] and m = 1 [ChPo] . In these cases, τ is called the "canonical" symmetrising trace on Y(d, m, n). △ 7.2.1. Schur elements and primitive idempotents. For any λ ∈ P(d, m, n), denote by d λ the dimension of the representation V λ . We fix the basis {v T } of V λ used in Proposition 3.6 and use it to identify End Fm (V λ ) with the matrix algebra Mat d λ (F m ) over F m . Since F m Y(d, m, n) is split semisimple, it follows from the Artin-Wedderburn theorem that there exists an isomorphism Mat d λ (F m ).
We write I λ for the projection of I onto the λ-factor, that is,
Let T be a standard (d, m)-tableau of shape λ. Since I is an isomorphism, there exists a unique element E T of F m Y(d, m, n) that satisfies:
where P v T stands for the projection onto F m v T , that is, P v T is the diagonal d λ × d λ matrix with coefficient 1 in the column labelled by v T , and 0 everywhere else. Then we have (7.12) τ (E T ) = 1 s λ .
We will use the above formula in order to calculate the Schur elements for F m Y(d, m, n).
The set {P v T }, where v T runs over the basis vectors of V λ , is a complete set of pairwise orthogonal primitive idempotents of Mat d λ (F m ). Thus, the element E T is a primitive idempotent of F m Y(d, m, n) and the set {E T }, where T runs over the set of standard (d, m)-tableaux of size n, is a complete set of pairwise orthogonal primitive idempotents of F m Y(d, m, n).
7.2.2.
Formulas for the idempotents E T . Let Γ d = {ξ 1 , . . . , ξ d } be the set of all d-th roots of unity (ordered arbitrarily). The elements t 1 , . . . , t n , X 1 , . . . , X n are represented by diagonal matrices in the basis {v T } of V λ indexed by the standard (d, m)-tableaux of shape λ (see Formulas (3.8) and (3.12)). Moreover, the eigenvalues of the set {t 1 , . . . , t n , X 1 , . . . , X n } allow to distinguish between all basis vectors v T of all representations V λ , with λ ∈ P(d, m, n). This follows immediately from the fact that any standard (d, m)-tableau is uniquely determined by its sequence of content arrays, see (3.3). Thus, for T a standard (d, m)-tableau of size n, we can express the primitive idempotent E T of F m Y(d, m, n) in terms of the elements t 1 , . . . , t n , X 1 , . . . , X n as follows:
For i = 1, . . . , n, let θ i be the (d, m)-node of T with the number i in it. In order to symplify notation, we set p i := p (d) (θ i ) and c i := c(θ i ) for i = 1, . . . , n. As the (d, m)-tableau T is standard, the (d, m)-node θ n is removable. Let U be the standard (d, m)-tableau obtained from T by removing the (d, m)-node θ n and let µ n−1 be the shape of U. The inductive formula for E T in terms of the elements t 1 , . . . , t n , X 1 , . . . , X n reads: (7.13)
with E T 0 = 1 for the unique (d, m)-tableau T 0 of size 0. Note that, due to the commutativity of the elements t 1 , . . . , t n , X 1 , . . . , X n , all terms in the above formula commute with each other. Further, we have (7.14) t i E T = E T t i = ξ pi E T and X i E T = E T X i = c i E T , for all i = 1, . . . , n.
In Formula (7.13), we consider the idempotent E U of 
where, for any θ ∈ E + (µ), U ∪ {θ} is the standard (d, m)-tableau obtained from U by adding the (d, m)-node θ with the number n in it. We have
As moreover {ξ p (d) (θ) | θ ∈ E + (µ)} = Γ d (for any (d, m)-partition µ), we deduce that (7.13) is equivalent to (7.16)
Finally, it is easy to check that
7.2.3. Calculation of the Schur elements. Before we determine the Schur elements for F m Y(d, m, n) with respect to τ , we introduce some notation.
Recall that the Ariki-Koike algebra H(m, n) is the quotient of Y(d, m, n) over the relations t j = 1, j = 1, . . . , n (see Section 2). The associated surjective homomorphism is denoted by π H . Recall moreover that H(m, n) coincides with Y(1, m, n). In order to avoid confusion, from now on, we will denote by g 1 , . . . , g N −1 , X 1 the generators of the algebra H(m, N ) (the images of g 1 , . . . , g N −1 , X 1 under π H ), for any N ∈ Z ≥0 . We will also denote by g w the image of the element g w under π H for any w ∈ S N . Finally, we will denote by τ N the canonical symmetrising trace on H(m, n) (see Remark 7.10). This form was first constructed in [BrMa] . It was subsequently proved that τ N is given by Formula (7.5) for d = 1 [MaMa, Proposition 2.2] and that it is the unique Markov trace on H(m, N ) with all parameters equal to 0 [GIM, Lemma 4.3] . Hence, τ 
