Given a polynomial of degree at most n, we estimate the sum of the moduli of any two of its coefficients in terms of its supremum norm on the unit disk.
Cn = max{C"(s, /): 0 < s < t < n}.
A classical result of O. Szâsz [4] , originally stated for bounded analytic functions instead of bounded polynomials, implies 
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Besides (2), the main tool in our approach is the following estimate of Q. I. Rahman [3] (see also L. Brickman and St. Ruscheweyh [1] ):
0^s<t,s + t^n,m = + 1 (6) is known to be best possible in a number of cases; for instance, if n is odd, s = [n/2], s + t = n, and these cases lead to (4) . Unfortunately, the exact range of parameters for which (6) is sharp remains unknown. We have only marginal results:
Theorem 2. (6) is best possible if either m G (2,3,4} or s > (m -2)(t -s).
Note that (6) cannot be sharp in every case, since then hm"_00 Cn(s, t) = 4/w for s, t fixed, which contradicts (2). To determine Cn(s, t) in the cases where (6) is not sharp seems to be even harder. It would be interesting to narrow the gap in (4) and (5) and to decide the question of whether or not lim"_00Z)" exists. which shows that (6) is sharp for this case. Now let n, s, t be as in (6) such that j > (m -2)(t -s). Then 1, and we is of degree
Furthermore, ||ô|| = 1 and the coefficients with index s and t, respectively, add up to the expected sum. which implies (9).
In order to estimate Cn(s, t), 0 < s < t < «, we note that C"(J. 0 = C"(n -t,n-s), since P belongs to &n if and only if P(z):= z"P(\/z) does; therefore, we can confine ourselves to the cases s + t < n. Here we have two different estimates coming from (2) and (6), namely
n -t + 2 2(n -t + 2) (Note that in both cases the estimates for Cn(t -1, t) are the largest among those for C"(s, t), 0 < s < t. This shows that C"< max min (F(t), G(t)} < max ( F(tn), G(tn)}. i
The expansions (7) and (8) which corresponds to (5).
