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Zusammenfassung
Das Thema dieser kumulativen Dissertation ist die experimentelle Beobachtung und
die Beschreibung der Kristallisation und der Entmischung von dreidimensionalen kom-
plexen Plasmen. Komplexe Plasmen sind Niedertemperaturplasmen, in denen genau
definierte Mikropartikel hinzugefu¨gt wurden. Die Partikel laden sich durch Elektronen-
und Ionenflu¨sse auf ihre Oberfla¨che elektrisch auf. Aufgrund ihrer Ladung ko¨nnen die
Teilchen regelma¨ßige Strukturen vergleichbar mit Kristallen ausbilden. Eine Ordnung
analog zu Fluiden ist ebenfalls mo¨glich. Die typische Gro¨ßen- und Zeitskalen in einem
komplexen Plasma, erlauben es U¨berga¨nge zwischen unterschiedlichen Phasen auf einer
Partikelebene direkt zu beobachten. Aus diesem Grund werden sie oft als Modellsysteme
fu¨r Phasenu¨berga¨nge genutzt.
In der ersten Vero¨ffentlichung [1] wird der Einfluss des Gasdruckes auf die Kristalli-
sation eines dreidimensionalen komplexen Plasmas unter Gravitation untersucht. Das
Skalarprodukt der Minkowski Struktur Metrik wurde hier entwickelt, um den Aggregatzu-
stand in dem sich die Partikel befinden zu bestimmen. Daneben wurden zahlreiche wei-
tere bekannte Kristallisationskriterien eingesetzt. Alle Kriterien zeigten das gleiche Bild:
Bei niedrigem Druck war das System im kristallinen, bei hohem Druck im flu¨ssigem Zu-
stand. Das steht im Gegensatz zu bisherigen Experimenten sowohl unter Gravitation als
auch unter Mikrogravitation. Als Grund fu¨r diese Beobachtung wurden die zunehmende
Bedeutung von Sto¨ßen zwischen Ionen und Neutralgas in der direkten Umgebung der
Partikel sowie eine verringerte Debye La¨nge identifiziert.
Die zweite Vero¨ffentlichung [2] ist eine logische Erweiterung der Ersten. In dieser Pub-
likation wird bei unterschiedlichen Gasdru¨cken das Skalarprodukt der Minkowski Struk-
tur Metrik genutzt, um den Ort der Partikel, die sich im festen bzw. im flu¨ssigen Zustand
befinden, zu visualisieren. Hierdurch konnte zusa¨tzlich gezeigt werden, dass der Kristalli-
sationsgrad der Partikelwolke von unten nach oben abnimmt.
In den ersten beiden Vero¨ffentlichungen wurden die genauen Bedingungen, unter denen
sich ein komplexes Plasma in einem kristallinen Zustand befindet, bestimmt. Dieses Wis-
sen erlaubte die dritte Publikation [3], in der der Kristallisationsvorgang eines komplexen
Plasmas unter Gravitation zeitaufgelo¨st analysiert wurde. Wa¨hrend des Kristalliza-
tionsprozesses wurden tomographische Scans durchgefu¨hrt, um die Entwicklung fester
Doma¨nen zu identifizieren. Die berechnete fraktale Dimension dieser Doma¨nen ergab,
dass der Erstarrvorgang durch epitaktisches Wachstum und diffusions begrenztes Wach-
stum dominiert wurde.
Die vierte Publikation [4] handelt von dem Entmischen zweier Partikelsorten innerhalb
eines komplexen Plasmas. Unter Gravitation wu¨rden die Partikelsorten aufgrund der
Massendifferenzen in unterschiedlichen Ho¨hen innerhalb des Plasmas levitieren. Aus
diesem Grund wurden die Experimente unter Milligravitation wa¨hrend eines Parabel-
fluges durchgefu¨hrt. Der U¨bergang zwischen einem Ein-Phasen zu einem Zwei-Phasen
System konnte beobachtet und beschrieben werden.
Abstract
This cumulative dissertation discusses the experimental observation and description of
crystallization and demixing processes in a three-dimensional complex plasma. Com-
plex plasmas are low temperature plasmas to which well-defined microparticles have
been added deliberately. These particles are charged by electron and ion fluxes toward
their surfaces. Charged particles can then create regular structures similar to a crystal
or arrange comparable to fluids. The typical size and time ranges in a complex plasma
allow for observations of changes in form of distinct phases on a single-particle level.
This is why they are often used as model systems for phase transitions.
In the first publication [1], the influence of neutral gas pressure on the crystallization
of a three-dimensional complex plasma under gravity conditions was considered. The
scalar product of the Minkowski structure metric was developed in this publication to
identify the particles’ state of aggregation. Besides this method, various well-known
crystallization criteria were applied. All criteria revealed the same picture: the system
was in the crystalline state at low pressure and in the liquid state at high pressure. This
stands in contrast with previous experiments under gravity as well as under microgravity
conditions. The increasing role of collisions between ions and neutrals in the vicinity of
the particles as well as a decreased Debye length were identified as responsible for this
observation.
The second publication [2] is a logical extension of the first one. In this publication, the
scalar product of the Minkowski structure metric was applied to visualize the location of
the particles in the solid state and in the liquid state at different pressure rates. Hereby,
it could be shown additionally that the degree of crystallization was decreasing from the
lower to the upper part of the particle cloud.
After the first two publications, the detailed conditions under which complex plasmas
are highly ordered were determined. This knowledge facilitated the third publication
[3]. In this publication, the crystallization process of a complex plasma under gravity
conditions was analyzed in a time-resolved manner. During crystallization, tomographic
scans were performed to identify the evolution of solid clusters. The calculated fractal
dimension of these clusters showed that the solidification process was dominated by epi-
taxial growth and diffusion-limited growth.
The fourth publication [4] deals with the demixing of two particle types in a complex
plasma. Due to the mass discrepancies, the particles would levitate at different heights
in the plasma under gravity conditions. This is why the experiments were performed
under milligravity during a parabola flight. The transition from a single phase into a
two-phase system was observed and described.
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1 Introduction
Complex or dusty plasmas consist of electrons, ions, neutrals, and charged solid particles,
typically in a range of nano- or micrometers. The term complex plasmas mainly describes
experiments in which monodisperse, spherical particles are deliberately inserted into the
plasma1. By contrast, the particles in dusty plasmas are unintentionally added or formed
in the plasma, thus coming in many of shapes and sizes. The different charging processes
of the particles determine weather they are positively or negatively charged. In the case
of dominant emission processes, such as secondary electron emission or photoeffect, the
charge is positive. If charging is defined by electron and ion fluxes onto the surface,
the particles are typically negatively charged. This is why the absolute charge of the
particles is commonly given by a complicated interplay of photons, ions, electrons, and
neutral gas atoms of the background plasma.
Although complex and dusty plasmas are diverse, they can be divided into three main
types. The first type of complex or dusty plasma is industrial, the second naturally
occurring (primarily in an astrophysical or atmospherically context), and the third type
are particular physical experiments, often used as model systems.
1.1 Dusty Plasmas in Industrial Contexts
Processes involving plasma are growing more and more important in industrial contexts.
While the size of the plasma-etched structures (e.g., in semiconductor industry) de-
creases, contamination through solid particles is an increasing issue. Solid macroscopic
particles can be released by sputtering processes or grow directly in the discharge. Since
their diameters exceed the typical length of the desired structure, these particles are able
to cause shortcuts on electric circuits. Furthermore, charged particles with a typical size
can gain enough kinetic energy in a plasma etching device to mechanically destroy the
desired structures [7–9].
In a stellarator or a tokamak, a plasma is confined in torus by strong electromagnetic
fields to produce energy via controlled fusion. Dust is produced in these fusion reactors
via evaporation and sublimation out of material from the wall. These particles migrate
into the plasma and charge, creating a dusty plasma. This process of deposition and re-
deposition changes the surface properties and stability. Negatively charged dust particles
confined in the edge plasma can grow further (up to a size of 1 µm) via agglomeration.
Since a fraction of the dust grains is ferromagnetic or paramagnetic, it interacts with
the existing magnetic field. A contamination with dust can impede the plasma startup,
and once in the plasma, dust is considered responsible for plasma disruptions [10–13].
A controlled growth of particles, in an appropriate discharge, can also have desirable
effects. Solid carbon particles, for instance, grow in a mixture of a buffer gas (e.g.,
argon) and a reactive gas (e.g., acetylene or methane). The produced particles have a
well-defined diameter of nano- to micrometers [14–16]. In sintering processes, the plasma
1In some complex plasma experiments, different particle types are added (see, e.g., chapter 8). It
should also be noted that experiments with nonspherical particles exist [5, 6].
1
treatment of metallic powder improves the physical properties of the product [17]. Fi-
nally, complex plasmas play a key role in many other applications, as well (see, e.g.,
[18]).
1.2 Dusty Plasmas in Space and Atmosphere
Dusty plasmas are widespread in the astrophysical realm, e.g., in planetary rings [19–
22], interstellar clouds [21–23], comets tails [21, 24, 25], and as part of the formation of
stars or planets [23]. Although dust represents only a small fraction of mass, it plays an
important role in chemistry, dynamics, and thermodynamics within astrophysics. For
example, during the collapse of a gas cloud and the formation of a star, the cloud gets
optical thick for visible radiation. The cloud is heated by the release of gravitational
energy, which cannot be carted away by direct radiation. Without any cooling process,
the kinetic energy of the gas counters gravity, thereby ending the collapse. Dust particles
inside the cloud emit infrared radiation, which the cloud is transparent for, thus reducing
the energy of the cloud and maintaining the process of collapse [23, 26, 27].
The surface of a macroscopic solid particle can act as a catalyst for the creation of some
chemical compounds. Since the formation of molecular hydrogen from two single atoms
is radiation-free, a third collision partner is needed to dispose of the energy [28].
The sun’s UV radiation ionizes the gases in the planetary rings of the outer planets
Jupiter, Saturn, Uranus, and Neptune. Pictures from Voyager 2 show the presence of
altering radial ’spokes’ in Saturn’s ring. These spokes are lighter in forward scattered
light and darker in backward scattered light. They were found to consist of solid low
charged particles with a maximum size of a few micrometers, showing highly dynamical
behavior [19–21, 29–33].
If gas flows out from the surface of comets, it can release larger dust particles. When this
gas becomes ionized by UV light or by free electrons, the charged particles can create a
so-called coma, i.e., a dusty plasma in the vicinity of the comet [21, 24, 25, 34].
Furthermore, a dusty plasma can be observed in the earth’s atmosphere. Small icy
crystals in the partly ionized atmosphere can create night shining (or noctilucent) clouds
at a height of about 80 km. These clouds are visible when illuminated by the sun
positioned below the horizon [35, 36]. Dusty plasmas are also considered responsible for
radar back scattering in the atmosphere [37].
1.3 Complex Plasmas as Model Systems
In real physical systems, dynamic processes, such as phase transitions, take place within
size and time ranges that make direct observation difficult, if not impossible. Thus,
there is a need for model systems. Mainly colloidal dispersions have been applied for
this purpose in the past, which, however, have the issue to be overdamped [38, 39]. To
overcome these limitations, complex plasmas with a low damping rate are used. Since
the diameter of the particles (∼ µm) is negligible compared to the interparticle distances
(∼ 0.1 mm), a complex plasma is optical thin. This means that even extended three-
dimensional systems with up to hundreds of thousands of particles are still transparent,
Page 2
allowing for the observation of dynamics up to an individual particle level. Depending
on external and internal conditions, the particles can arrange periodically, similar to
crystalline structures, or in a disordered manner, similar to a fluid or gas.
In addition, experiments with complex plasmas are easily manageable. A typical exper-
imental setup is small, and customary cameras are sufficient to observe the particles,
which are illuminated by a laser. To gain the position of particles in two or three dimen-
sions, a range of techniques other than the tomographic scan (see chapter 4.2) have been
developed, e.g., different laser colors [40, 41], bragg reflections [42], stereoscopy [43], and
interferometer [44].
Various physical phenomena can be simulated with complex plasmas, including a di-
rect measurement of the velocity of dislocations in crystalline structures [45, 46], wave
propagation in the solid state and liquid state [47, 48], heat transfer and the role of the
involved phonons [49, 50], and crystallization as well as the melting process, i.e., the
transitions between a high and a low ordered state (see chapter 3.1). Molecular dynamic
simulations predict a triple point between different crystal structures and the liquid state
in complex plasmas [51]. In phase diagrams, a critical point constitutes the end point of
the phase transition line for liquid-gas transition. Beyond this critical point, the system
becomes a supercritical fluid. This critical point in experimental complex plasma is still
an object of ongoing research [52].
When at least two distinguishable particle types are inserted into the discharge, it be-
comes possible to analyze the demixing processes on a single-particle level (see chap-
ter 8).
The specific interaction between the particles and the background can give complex
plasma a non-Newton nature. When only the particles are considered, Newton’s third
law actio est reactio is no longer fulfilled2; for example, a layer of particles can exert a
force on a lower level via supersonic ions, where a counterforce does not exist (see chap-
ter 6.2). In addition to this violation of Newton’s third law, the viscosity of a complex
plasma also often shows a non-Newtonian nature. This behavior allows for some re-
markable studies in complex plasma, based on its non-Newtonian and non-Hamiltonian
nature [53–59]. As an example for a non-Hamiltonian system simulated by a complex
plasma, electrorheological fluids, which change their flow behavior in an electric field,
should be mentioned [4].
2If all species are taken into account (i.e. including the ions, electrons, and neutral gas atoms), the
system naturally follows Newton’s laws of motion.
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2 Important Terms and Effects
For a better understanding of the later observations, the most important physical infor-
mation on the individual as well as collective effects of a complex plasma are introduced
in this chapter.
2.1 Charging of Micro-Particles
To understand the behavior of the microparticles, it is crucial to consider their charge.
Due to it, the particles interact with external electromagnetical fields, with ions and
electrons of the background plasma, and with each other. In complex plasmas, the
charging process is typically dominated by electron and ion fluxes onto the surface of
the particle.
In a low temperature plasma, the electrons have a higher velocity than the ions, due to
their lower mass and higher temperature. As a result, the electron flux Ie toward the
surface of a particle excels the ion flux Ii, charging the particle negatively. Thus, the
electrons are rejected, while the ions are attracted, until the fluxes balance each other,
which typically occurs a few microseconds after the particles are injected. The charge
of a particle Q remains constant
dQ
dt
= Ii + Ie = 0. (1)
Here, dQdt is the temporal derivative of the particle charge. The most frequently applied
method of describing charging by electron and ion flux is the orbital motion limited
(OML) theory [60]. The OML theory is based on four assumptions - namely, (i) no
barriers exist in the effective potential, (ii) the particle is isolated; in other words, the
interparticle distance is high enough that other particles do not influence the trajectories
of the electrons and ions in the vicinity of the particle, (iii) there are no collisions present
involving electrons or ions on their way toward the particle, (iv) all electrons and ions
that reach the particle stick to its surface.
The electron flux on a particle is then given by
Ie = r
2
ppiene
(
8kBTe
pime
)1/2
exp
(
eφS
kBTe
)
(2)
with the radius of the particle rp and elementary charge e. The surface potential is de-
noted by φS = Q/rd < 0. The densities of electrons and ions are ne and ni, respectively.
The electron mass is me, and mi is the ion mass. The respective thermal energies of the
electrons and ions are kBTe and kBTi.
The ion flux on a particle is given by
Ii = r
2
ppieni
(
8kBTi
pimi
)1/2
·
(
1− eφS
kBTi
)
. (3)
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In equilibrium, the charge of a particle can be calculated by
Q ≈ C 4rppi0kBTe
e2
ln
[
ni
ne
(
meTe
miTi
)1/2]
. (4)
In a wide range of Te/Ti for argon C ≈ 0.73 [61], and 0 denotes the vacuum permittivity.
Following (4), in a typical discharge, particles with a diameter of few micrometers carry
charges of 104 e− 105 e.
In a collision between an ion and a neutral gas atom, the ion can lose its momentum
and angular momentum. If this happens in the vicinity of a particle, the slow ion has
a higher probability of reaching the surface of the particle. This is why the absolute
charge of the particles decreases for a high collision rate, and the OML theory is only
valid for small pressures [62–67].
2.2 Coupling Parameter
The ratio of two important lengths of a complex plasma, the mean distance between the
particles ∆ and the Debye length λD, is given by the dimensionless parameter κ,
κ = ∆/λD. (5)
For a quasineutral plasma with a much higher electron temperature than ion temperature
(Te  Ti), the Debye length is given by
λD ≈
√
0kBTi
e2ni
. (6)
The coupling parameter Γ is defined by the ratio of screened potential energy of in-
teracting neighboring particles, and their kinetic energy, given for an isotropic plasma
by
Γ =
Q2
4pi0∆kBTp
exp(−κ). (7)
Here, kBTp is the thermal energy of the particles. The order of Γ defines the behavior
of the particles; for Γ → 0, the particle behavior is defined by their kinetic energy,
the interaction is comparable to an ideal gas. For Γ > 1, the interaction between two
particles exceeds their kinetic energy, in this case they are denoted as strongly coupled.
At higher values of the coupling parameter, the particles arrange in periodic structures
(see chapter 3.1).
2.3 Forces on a Particle
The five main forces acting on a particle in a typical experiment can be divided into
two groups, namely the charge depending and the non-charge depending forces. The
Lorentz force and the ion drag make up the former, the neutral gas drag, gravity, and the
thermophoretic force the latter group. Note that besides these main forces, additional
ones may also occur under certain conditions, such as the radiation force induced by
strong lasers [68–70].
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2.3.1 Electromagnetic Forces
Consider a particle with no dipole moment in an electric field E, moving with the velocity
v in a magnetic field B. In this case, the Lorentz force is given by
FL = QE +Q(v ×B). (8)
Since in most applications no significant magnetic field exists, the second term is com-
monly neglected. Within the quasineutral bulk of the plasma, the majority of a constant
external electric field is screened. This is why the highest electric fields are located within
the sheath.
2.3.2 Ion Drag
The ion drag is given by the rate of momentum that ions transfer to the particle, while
moving relatively to it. It plays an important role in some of the most remarkable
effects in complex plasma, including the creation of dust voids [71, 72], dust vortices
[73, 74], and the rotation of the particle cloud under the influence of a weak magnetic
field [75, 76]. The ion drag force Fi can be written as
Fi = Fcoll + Fcoul. (9)
Here, Fcoll is the ion force transferred by direct collision between the positive ions and
the negative charged particle. The force which the ions exert on the particles via the
Coulomb interaction without reaching its surface, is Fcoul. Owing to the highly non-
linear interplay of the deformation of the particle screening, in addition to the role of
ion-neutral collisions, the ratio of the relative particle velocity to the sound speed of the
ions, the finite size of a particle, the mean free path of the ions, and the screening length,
etc., a consistent and detailed description of the ion drag is still an object of ongoing
research. Further information about the ion drag under certain conditions is given in
references [77–80].
Due to the high ratio of ion to electron mass, an electron transfers significantly less
momentum to the particle than an ion in a collision. Hence, the electron drag is mainly
neglected, even in most low temperature plasmas, where the electrons have a typical
kinetic energy of a few eV and the ions of roughly 0.025 eV .
2.3.3 Neutral Gas Drag
If a particle moves with a relative velocity vrel to the background gas, the neutral gas drag
appears, pointing toward the opposite direction. In contrast to the ion drag, the cross
section is proportional to the geometric size of the particle, since the neutral components
of the gas interact only via direct collisions. Assuming that the mean free path of the
neutrals from the background gas is long compared to the particle size, and the relative
velocity is small compared to the thermal speed (both conditions are fulfilled in typical
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low pressure complex plasma experiments), the neutral gas drag can be determined by
the Epstein drag force [81] given by
Fdrag = −4pi
3
δmnnnv¯th,nr
2
dvrel. (10)
The mass of the gas atoms (or neutral molecules) and their density are mn and nn,
respectively. The thermal velocity of the gas is denoted by v¯th,n. For elastic scattering
δ = 1, and for diffuse scattering δ ≈ 1.4; experiments indicate δ ≈ 1.4 [82].
2.3.4 Thermophoretic
The thermophoretic force occurs, if a temperature gradient exists; e.g., through heating
and cooling of opposite parts of the setup. Neutral gas atoms from the colder side have a
lower thermal velocity than gas atoms from the hotter side. In collisions, faster (hotter)
atoms transfer more momentum to the particle than slower (colder) ones. In sum, a
force directed toward the colder side is created, given by [83]
Fth = −8
3
r2d
v¯th,n
κn
∂T
∂x
. (11)
The temperature gradient is ∂T/∂x, and the coefficient for thermal conductivity κn
depending on the gas. For mono-atomic, ideal gases, the thermophoretic force can be
written as [83]
Fth ≈ −3.33kBr
2
d
σgas
∂T
∂x
. (12)
The cross section for atomic scattering for the gas is σgas. Note that the thermophoretic
force in this case is independent from the absolute temperature as well as from the
pressure of the gas.
2.3.5 Gravity
Like on every other object with a non-vanishing mass, gravity acts on the spherical
particles, given by
Fg = mg =
4pi
3
r3d%g. (13)
Here, the gravitational acceleration is denoted by g. The density being % = 1.51 g/cm3
for melamine-formaldehyde (MF) particles and % = 1.85 g/cm3 for silicon dioxide (SiO2)
particles, respectively [84]. Since gravity is proportional to the volume of the particle
(∝ r3d), it becomes the dominating force for microscopic particles in a typical ground
based experiment, while for nano-sized particles it can often be neglected [85, 86]. This
is why for microparticles gravity has to be compensated by other forces, such as the
electrostatic force [1–3] or the thermophoretic force [87]. Another method is conducting
the experiments in a so-called reduced gravity environment3 such as parabola flights [4],
sounding rockets [88], or in space stations (MIR [89] and later ISS (international space
station) [90, 91]).
3To be exact, not the gravity is reduced, but the setup is in a free falling surrounding.
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3 Phase Transition
Different phase transitions are presented in this chapter, with a spotlight on the crys-
tallization of complex plasmas as well as on the physical background of demixing.
3.1 Liquid and Crystalline Phases in Complex Plasmas
In the case of a high coupling parameter (7), the particles will arrange in periodic struc-
tures. Thomas and Morfill [92] called this entity with high translational as well as
orientational order a plasma crystal. In three dimensions, the structures can be identi-
cal to arrangements known from atomic structures in material science, i.e., face-centered
cubic (fcc), hexagonal close packed (hcp)4, or body-centered cubic (bcc) [94, 95]. In two
dimensions, the particles arrange in a hexagonal structure.
At a lower coupling parameter, the particles overcome the caging through their distrac-
tion and move freely within the plasma. With reference to atomic behavior, this is called
the liquid or even the gaseous state.
The exact physical conditions for the transition between liquid and crystalline structures
in Yukawa systems are the object of various considerations [51, 96–99]. For a one compo-
nent plasma (OCP), in which the charged particles interact exclusively via the Coulomb
potential, the critical value for crystallization is Γc = 172 [100, 101]. In real physical
systems, the value for the critical coupling parameter increases, due to further effects
such as gravity or the electric screening of the particles in the plasma. Moreover, the
normalized particle separation κ (5) represents an important parameter for the phase
state of Yukawa systems [51, 97, 98, 102].
For a gas-liquid transition, the interaction has to be repulsive as well as attractive. The
latter can be realized in complex plasmas by shadowing effects of an ion streaming [52].
3.2 Theory of Phase Transition
Phase transitions characterize the behavior of multiparticle systems following the change
of an external parameter, such as temperature, pressure, or an external electromagnetic
field. Examples for phase transitions include the transformations between the different
aggregation states of matter; melting, vaporization, sublimation as well as the reverse
processes freezing, condensation, and deposition. The change of a crystal structure,
transition to superconductivity (and thus the disappearance of electrical resistance),
transition to paramagnetism (around the Curie temperature for ferromagnetic materials
and at Ne´el temperature for antiferromagnetic materials), or transition to superfluidity
(and thus the disappearance of viscosity) are also phase transitions. Finally, mixing
two distinguishable materials into a single phase system, or the transition into a elec-
trorheological system as well as the reverse processes are also called phase transitions
[103, 104].
To understand phase transitions in detail, the term free energy F (T ), defined as the
4In pure Yukawa systems, the hcp phase is a metastable state and does not exist if the system is in
ground state [93].
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amount of work a system can do, as a function of the temperature T , is introduced,
defined by
F (T ) = E − TS. (14)
Here, the internal energy and the entropy are denoted by E and S, respectively. By way
of classification, Ehrenfest called phase transitions, in which the n.th derivative of the
free energy is discontinuous, phase transitions of n.th order.
Take, for example, the melting and crystallization at a constant pressure. The free en-
ergy function of the liquid phase differs from that of the solid phase. Since in solids the
particles are located in an optimized distance and angular distribution to each other,
the free energy function of the solid system is below the function for liquid systems at
low temperatures. With rising temperature, the free energy is increasingly dominated
by entropy, defined by S = kB ln Ω with the number of accessible states Ω. Following
(14), the function of free energy decreases faster for liquids than for crystals, since in
liquids more accessible states exist. At a high temperature, the free energy of the liquid
systems is below the value for the solid state. In order to minimize the free energy,
the system in thermodynamic equilibrium is in the solid state at low temperatures and
in the liquid state at high temperatures. At the temperature at which both functions
became equal, a phase transition (melting or crystallization) takes place. The combined
curve of free energy is a continuous function of temperature, but its first derivative in
respect to temperature is discontinuous at the melting point. This is why melting and
crystallization are first-order phase transitions [103].
To illustrate these correlations, one might think of ice at normal pressure and at a
temperature below zero degrees. By adding thermal energy, it is heated up, until zero
degrees is reached and melting begins. Although the same amount of thermal energy is
added continuously, the temperature remains constant, until all ice is melted. Only after
the ice has vanished, does the temperature rise again. This is why the function of the
free energy (14) is continuous, but its derivative is discontinuous at melting temperature.
The transformation of a three-dimensional complex plasma from the liquid state to
solid state and the rearward process are also first-order phase transitions [93, 104–107].
For the melting of a two-dimensional complex plasma, two competing theories exist,
namely, the grain-boundary [108, 109] and the KTHNY5 theory for melting [111–115].
In the grain-boundary theory, the melting of a system is described by a single first-order
phase transition, while in the KTHNY theory the melting happens via a hexatic phase
through two second-order (continuous) phase transitions [39, 116].
The conversion of the crystal structure within a three-dimensional complex plasma is
a second-order phase transition [104]. Furthermore, Astrakharchik, Belousov, and Lo-
zovik [117, 118] discovered that manipulating the Debye length leads to various first-
and second-order phase transitions of a cluster consisting of a few dozen particles.
5Named after its developers J. M. Kosterlitz, D. J. Thouless, B. Halpering, D. R. Nelson, and A. P.
Young in the 1970’s [110]
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3.3 Liquid - Solid Transition in 3D
There are various distinguishable mechanisms of crystallization, depending on the spe-
cific properties of a given material as well as the external conditions. These conditions
include particle mobility before and after reaching the surface of the aggregation, particle
flux onto the surface as well as the interplay of latent energy, undercooling, the cooling
process, and the creation of bonds between particles. Further, a possible intermediate
phase between the solid state and liquid state, the structure of the crystallization front,
external or internal fields, instabilities, stochastic noise, and anisotropies influence the
solidification process. Since the actual crystallization mechanism has a crucial effect on
the characteristics of the solid material, detailed time- and space-resolved studies on the
different solidification mechanisms are of broad interest. In the following, three different
growth mechanisms are presented.
In epitaxial growth, a compact crystallization front is created, starting from a seed.
In the beginning, the crystal grows layer-by-layer, where one layer is completed before
the layer above it is begun. No highlighted point exists in the layers [119].
In diffusion-limited aggregation (DLA), the particles stop moving as soon as they
touch the aggregate. In contrast to epitaxial growth, the particles here do not rearrange
on the surface of the aggregation. Since the exposed ends of the aggregation screen the
remaining parts, they have a higher probability of acquiring new particles. The higher
growing speed of the exposed ends as opposed to the center of the aggregate leads to
branched complex objects. To simulate the diffusion-limited aggregation the following
model is applied. First, a single particle is located in the origin of ordinates. Then, a
second particle is placed far away from the first, performing a random walk, until they
touch. After the second particle hits the first, a third is added far away from the others,
executing also a random walk, until it touches one of them. This method is repeated for
all particles. Since only one moving particle exists at a single time, it is not affected by
others on its way to the aggregate.
In diffusion-limited cluster-cluster aggregation (DLCA) simulation, all particles
are distributed randomly in the first step. If two particles meet at any time, they irre-
versible stick together, becoming part of the same cluster. In each time step, a randomly
selected isolated particle or cluster of particles is moved in an arbitrarily chosen direc-
tion. Since the particles becomes attached to each other when they touch, the amount
of isolated particles and clusters decreases with time. The simulation is finished as soon
as all particles are arranged in the same cluster.
In DLA as well as in DLCA, self-similar aggregations are generated; in other words,
the whole looks the same as its parts so that zooming in or out reveals the same pic-
ture6. Under certain conditions, two extended clusters can stick together in DLCA, while
in DLA, clusters grow one particle at a time. Hence, the aggregates generated by DLCA
6As with every physical system, this definition is only true within a certain range; e.g., depending on
the finite size of the bond of two particles or the total amount of particles.
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are commonly higher branched than those grown by DLA. To quantify the structure
of an aggregate, the fractal dimension can be applied [120]. Given a three-dimensional
embedding euclidean space, aggregates grown by DLCA have a fractal dimension of
df = 1.78 ± 0.06, and aggregates grown by DLA one of df = 2.53 ± 0.06. Assum-
ing that epitaxial growth is dominated by layer-by-layer stacking, the dimension of the
formed aggregates then corresponds with the dimension of the embedding euclidean
space [119, 121–123].
If the bonds between the particles can be destroyed, leading to their rearrangement, then
the growth is reversible. Since the extended ends of a cluster have a high probability of
breaking apart, reversibility provides much more compact objects. As a result, the re-
arrangement of the fragments increases the fractal dimension of a cluster. Nevertheless,
the fractal dimension cannot be higher than the dimension of the embedding euclidean
space [124].
3.4 Demixing: From a One-Phase to Two-Phase System
Nowadays, most produced solids and liquids, like alloys, polymers, and solutions, are
mixtures of at least two different particle types. Often, two distinct substances are only
miscible to a limited extent. If demixing is preferred, two distinct phases are generated
within the solution, either by ”nucleation and growth” or by ”spinodal decomposition”
[125]. Taking, for example, a mixture of the two partially miscible fluids A and B.
Figure 1 depicts the schematic composition - temperature phase diagram at constant
pressure. Above the critical temperature Tc, all ratios of A and B, are unconditionally
miscible. At a concentration of c = 0.5 (c being defined by the relative amount of par-
ticles7 fluid A consists of), two distinct phases are preferred. Additionally, it has been
found that, at non-vanishing temperatures, a very slight quantity of impurity through
fluid A in a B -dominated liquid (and vice versa) creates stable mixtures.
The region where the mixture is stable and the region where demixing can take place are
separated by the binodal or coexistant line. This line is defined by the local minimum
of the free energy F plotted versus the concentration (dFdc = 0). Below the binodal line,
the spinodal line can be found, given by d
2F
dc2
= 0. Since in the region between the two
lines d
2F
dc2
> 0, it is called the metastable regime. Here, phase transition into a A-rich
and into a B -rich phase is possible via a nucleation and growth mechanism. Droplets of
the minority component can be formed from the supersaturated solution via a change
in composition. Below a critical size, these fluctuations in concentration are energeti-
cally unfavorable and will dissolve. Only droplets above the critical size are able to grow
within the solution. The mobility of the droplets enables movement via Brownian motion
in the liquid, resulting in their contact. Due to surface tension, touching droplets merge
into bigger ones in order to minimize the boundary surface between the two phases.
Below the spinodal line, a region exists in which the mixture of both liquids is unstable,
given by d
2F
dc2
< 0. In contrast to the metastable region, even infinitesimal variations in
7Here, ”particles” denotes the interacting partners; in real materials this could also be molecules or
atoms.
Page 12
Figure 1: A schematic isobaric phase diagram for the miscibility of two materials; c is the
concentration of a component in the binary mixture, T/Tc is the ratio of the temperature
and the critical temperature for demixing (according to [103]).
the concentrations will lead to separation, since neither a surface energy nor a nucleation
barrier are present. If an initially homogeneous single phase mixture is quenched into
this regime, then phase separation occurs by spinodal decomposition. While nucleation
and growth mechanism is a discontinuous phase transition (due to the sharp boundaries
between the distinct phases), the spinodal decomposition is a continuous transition (due
to a gradual increase and decrease of concentration) [39, 103, 126–128].
The function of free energy is continuous during demixing. Entropy and so the deriva-
tive of the free energy with respect to temperature are, however, discontinuous at the
critical temperature. Due to the fact that spinodal decomposition is characterized by a
gradual variation of concentration, this discontinuity is solved. As a result, nucleation
and growth mechanism is a first-order phase transition, based on the presence of sharp
boundaries between the different phases, while spinodal decomposition is considered as
a second-order phase transition [103].
Phase separation of binary mixtures is not only, however, possible if the interaction
force between the particles of the same type is attractive, and repellent between distinct
particles (such as, e.g., in a mixture of water and oil). Following the Lorentz-Berthelot
mixing rules [129], phase separation could also takes place if the interparticle forces
between particles of the same type are repulsive, as long as the geometrical mean of
there interaction is weaker than the repulsive interaction between particles of different
types. In a complex plasma with particles of two different sizes, the larger ones carries a
higher negative charge (4). Due to this diverging charge in a steady state, the particles
can create two distinct phases [128, 130–132]. In reference [133], the spinodial line for
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complex plasmas, depending on the particle size and plasma parameters, is derived. Fol-
lowing these calculations, spinodal decomposition occurs for mixtures of particle types,
in which the bigger one is double or triple in diameter compared to the smaller [133].
This is easily realized in experimental setups [134].
Other experiments also show that for even smaller size disparities of about 5%, phase
separation can be observed, which might be related to slightly different electric forces
acting on the particles [135].
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4 Setup and Identification of Particle Positions
In this chapter, the setup is presented, in which the experiments dealing with crys-
tallization are performed [1–3]. Since the demixing experiments were conducted in the
well-described PK-4 setup, details about this facility are given in reference [52, 136]. Ad-
ditionally, the method to acquire the particle positions from a tomographic scan is given.
Figure 2: A schematic sketch of the setup, the guard ring for confinement (not shown)
is located directly around the upper electrode [2].
4.1 Setup
Experiments dealing with crystallization [1–3] were performed in a cylindrical plasma
chamber, originating from the Max Planck Institute for Extraterrestrial Physics [137].
The parallel-plate radiofrequency (13.56 MHz) chamber has a height of 3 cm and a di-
ameter of 14 cm. The electrodes with a diameter of 7.5 cm are operated independently.
In the experiments, the upper electrode has a peak-to-peak voltage of 35 V, and the
lower one of 15 V. A dispenser mounted on the side of the chamber injects melamine-
formaldehyde particles with a diameter of 2.05± 0.04 µm into the argon discharge. For
horizontal confinement of the particles within the plasma, a guard ring is placed around
the lower electrode. The intrinsic electric field in the plasma sheath compensates gravity,
allowing the particles to levitate. A stream-reduced gas inlet and a separate gas outlet
make it possible to refresh the gas or to manipulate the pressure in the discharge without
changing the amount of particles.
To observe the particles with a complementary metal-oxide semiconductor (CMOS) cam-
era located above the chamber, the upper electrode is made of glass coated with indium
tin oxide (ITO). For particle illumination, a laser beam is expanded to a sheet (thickness
about 0.1 mm) parallel to the electrodes. The camera has a resolution of 15.6 µm/px
and is mounted on the same stage as the laser. For a tomographic scan of the three-
dimensional particle cloud, this stage is moved in or against the direction of gravity,
while taking pictures. A filter is installed in front of the camera, which only allows light
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with a frequency of the laser to pass. This filter accomplishes reliable discrimination be-
tween the reflections of the laser light by the particles and the background light coming
from the plasma or from external sources. Technical limitations (a low depth of focus
and a limited Rayleigh length of the laser) allow for observation for only one area of the
particle cloud at a time. Under gravity conditions, the particle cloud has a finite height,
where in the upper regions the particle number depletes [138]. The region of interest,
containing ten thousands of particles, had a size of a few hundred cubic millimeters and
was located about 3 mm above the middle of the lower electrode within the plasma bulk.
Figure 2 shows a sketch of the experimental setup [1–3].
4.2 Tracking of Particles
To gain the particle positions [1–3], a tracking algorithm according to J. C. Crocker
and D. G. Grier [139] was applied. Thanks to a filter, which only transmits light with
the same wavelength as the laser light, the particles appear as white dots on a dark
background in the recorded pictures. If the brightness of the dots was above a certain
threshold, it was possible to determine the position of the particles with subpixel accu-
racy in the single frames. The next step was to track the particles over a certain number
of consecutive frames, taking the maximal horizontal movement between two frames
into consideration. Only when the same particle was identified in a minimum number
of frames, its positional data was saved for further analysis. The number of frames a
particle had to be identified in depended on its size, on the diameter of the laser sheet,
and on the number of frames recorded per millimeter. The frame rate and the scanning
speed define the number of frames per millimeter.
A tomographic scan is only reasonable for static systems [1, 2] or systems changing at a
slower rate than the time needed for a scan [3]. In reference [4], a highly dynamic process
was considered, allowing only a slice of the three-dimensional system to be recorded. The
particle positions in every frame were gained independently from the other frames. To
analyze the demixing of big and small particles, they had to be distinguished by their
size. This was done by the integrated brightness and the shape the particles appeared
as (since the smaller ones moved significantly within the exposure time, they appeared
as tracks [134]).
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5 Structure Analysis
This chapter considers mathematical methods for detecting and describing the phase
transitions. For the crystallization experiments [1–3], the criteria for determining if the
particles are in crystalline or in the liquid state are presented. Since lanes are created
during demixing, the scaling index method is derived to identify the local dimension in
which the particles can be found.
5.1 Crystallization Criteria
Since a tomographic scan of the particle cloud reveals no dynamic behavior, the peri-
odicity of the position data is the only way to identify the state of aggregation. A high
periodicity indicates crystalline, a low one liquid structures.
5.1.1 Pair Correlation
Pair correlation is based on a histogram of the distances form each particle to its neigh-
bors. For a system with N particles and a particle density ρ, it is defined by
g(r) =
1
ρN
〈 N∑
i
N∑
j 6=i
δ(r− rij)
〉
. (15)
Here, rij is the connection vector of the particles i and j; rij = ri − rj . In periodic
systems such as crystals, the pair correlation has distinct minima and maxima, while
in disordered systems the extrema disperse. Following the Raveche´-Mountain-Streett
criterion, Lennard-Jones systems are crystalline if the ratio of the first minimum divided
by the first maximum is R < 0.2± 0.02 [140];
R =
min1(g(r))
max1(g(r))
. (16)
In other systems the exact value can slightly differ [141]. A disadvantage of this criterion
is that it does not deal well with inhomogeneities, such as a system under stress because
of gravity (see [1]).
5.1.2 Nonspherical Distribution
Another, more local, crystallization criterion is nonspherical distribution [142]. It is
proportional to the relation of the surface A and the volume V of the Voronoi cell of the
particle. For a particle i, it is defined by
αi =
Rc,i ·Ai
3Vi
. (17)
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The average curvature radius Rc for polyhedrons is given by
Rc =
1
8pi
edges∑
k
lkφk. (18)
Here, lk is the length of two intersection facets and φk (in units of radian) is the angle be-
tween their normal vectors, pointing outward. In highly ordered crystals, the histogram
of α over all particles is peaked at low values, whereas in liquids, the distribution fades
toward higher values. For crystal structures occurring in complex plasma (bcc, fcc, and
hcp), the peak is at about 1.2 (αbcc = 1.18, αfcc = αhcp = 1.22); for liquids, the maxi-
mum is at approximately 1.31 [1, 2, 142].
5.1.3 Scalar Product of the Local Bond Order Parameter
An often applied local method to determine the state of aggregation is the scalar product
of the local bond order parameter (SPBOP) [143–147]. For this parameter, a constant
number [148], a cutoff-radius [149], or the Voronoi neighbors [150] are used to define the
neighborhood. For a constant number of nearest neighbors N (e.g., twelve), the local
order parameter can be written as
q6m(i) =
1
N
N∑
j=1
Y6m(rij) (19)
with the spherical harmonics functions Y6m of degree 6 (l = 6), since they are the most
sensitive. After normalization
q˜6m(i) =
q6m(i)√∑6
m=−6 |q6m(i)|2
, (20)
the scalar product of the local bond order parameter Sij for the neighbors i and j can
be calculated by
Sij =
6∑
m=−6
q˜6m(i) · q˜∗6m(j). (21)
Complex conjugation is denoted by the asterisk ∗. If Sij > 0.75, the two neighboring
particles i and j are defined as being connected. In case of at least eight connected
neighbors, a particle is identified to be in the solid state, otherwise as in the liquid state.
5.1.4 Scalar Product of the Minkowski Structure Metric
A disadvantage of the local bond order parameter is that it changes erratically, due to
the shifting of the neighborhood [151]. This is why the scalar product of the Minkowski
structure metric (SPMSM) is developed in [1], based on the ideas of reference [151].
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Instead of a constant number of nearest neighbors (or applying a cutoff length, which
is unsuitable for inhomogeneous systems), the Voronoi neighbors are used. Since the
contribution of each neighbor is weighted by their respective Voronoi facet area A(f),
SPMSM is a robust method, independent from the local density.
The bond order parameter q′6m(ri) is then given for the particle i by
q′6m(i) =
∑
fF(i)
A(f)
A
Y6m(rij). (22)
Here, the sum runs over all Voronoi neighbors of the particle i. Accordingly, the total
surface of the Voronoi cell A is defined by the facet areas A(f); A =
∑
f∈F(i)A(f).
The scalar product of the Minkowski structure metric is defined analogous to SPBOP. For
the multiplication (see (21)), the Voronoi neighbors are used. The identical thresholds
(for deeming two particles connected and the minimum of connected neighbors to be
identified as being in the solid state) are introduced. The local method also allows for
visualization of the position of particles in the solid state and in the liquid state within
the particle cloud [2, 3]. In reference [94], it was possible to show that the SPMSM is
insensitive against small dislocations; e.g., because of particle oscillations.
5.2 Scaling Index Method
During demixing, the smaller particles arrange in lanes to penetrate the cloud of bigger
particles. Since other approaches, such as binary correlation, bond orientation functions,
and Legendre polynoms are not sensitive enough for lane formation, the scaling index
method is applied [152]. The scaling index method is a well-established tool to detect
the local structural characteristics of a data set. Thus far, it has been applied to analyze
complex plasmas [152], bones [153], cosmic microwave background [154, 155], or as an
image processing tool [156].
For a set of N points with the positions r1, r2, . . . rN , the local weighted cumulative
point distribution is given by
ρ(ri, R) =
N∑
j=1
KR(d(ri, rj)). (23)
Here, i, j ∈ (1, 2, . . . , N), and KR() denotes a kernel function depending on the scale
R. The distance between point i and point j is given by d(ri, rj), for simplification the
Euclidean norm is used d(ri, rj) := dij = ||ri − rj ||2.
Commonly, it is assumed that for smaller scales the following approximation in depen-
dence of the scaling index αi is valid
ρ(ri, R) ∝ Rα(ri). (24)
As a result, αi is given by
α(ri, R) =
∂ log ρ(ri, R)
∂ logR
=
R
ρ
∂
∂R
ρ(ri, R). (25)
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Following (25), the Kernel function has to be one time differential (e.g., realized by a
Gaussian shaping function), thus (23) can be rewritten as
ρ(ri, R) =
N∑
j=1
exp
(
−
(
dij
R
)q)
. (26)
The weighting of the element j according to the distance dij is governed by q (q ∈ N).
With a low q, even particles with a distance greater than the scale R, significantly
influence ρ(ri, R). A high exponent q, making the function more steplike, discriminates
all particles further away than R. In the limit q → ∞, the function is a Heaviside
function. For the here presented work q = 2 is chosen, where (26) is the Gaussian
exponential function (in appendix A, it is demonstrated that the choice of q = 2 can be
justified).
Following (25) and (26) with q = 2, the anisotropic scaling index is given by
α(ri, R) =
∑N
j=1 2 · (dij/R)2 exp(−(dij/R)2)∑N
j=1 exp(−(dij/R)2)
. (27)
This provides the local dimension of the structure the particle i is located in (not to be
confused with the fractal dimension, see chapter 3.3) [157, 158]. In appendix A, it is
shown that R should be in the order of 15dnn (dnn being the nearest neighbor distance).
For this value, the limits for α(ri, R) are also derived in appendix A: If α(ri, 15dnn) <
0.8, but positive, the structure around the particle i is compact or point-like (zero-
dimensional). If 0.8 ≤ α(ri, 15dnn) ≥ 1.5, the particle is in a line-like environment
(one-dimensional). Finally, if α(ri, 15dnn) > 1.5, the structure around the particle is flat
(two-dimensional).
5.2.1 Preferred Direction
For describing the demixing process in a complex plasma, the different behaviors of
the individual components are essential. While penetrating the cloud of big particles,
the small particles create lanes with a preferred direction. For the identification of this
direction, the positions of the particles are stretched by the aspect ratio  > 1 in the
direction u = [cos θ, sin θ], (θ ∈ [−pi/2, pi/2]), before their distances are calculated. The
transformed distance between the points i and j is given by
d′ij(, θ) = ||Λ()Ξ(θ)ri − Λ()Ξ(θ)rj ||2. (28)
Here, Ξ(θ) =
( cos(θ) − sin(θ)
sin(θ) cos(θ)
)
is a rotation matrix and Λ() =
(
 0
0 1
)
a stretching ma-
trix. Following (28), the anisotropic scaling index (27) becomes aspect ratio and angle
dependent α(ri, R, , θ). This then allows determining the angle θi, where the scaling
index method is the most sensitive; i.e., for this angle, the difference α(ri, R, , θ+pi/2)−
α(ri, R, , θ) is maximal. The preferred direction vector for the i.th particle is then given
by ui = [cos θi, sin θi].
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In order to get a global value to quantify the degree of laning, a global tensor T is
introduced, given by
T =
2
N
N∑
i=1
ui ⊗ ui − I. (29)
The identity matrix is symbolized by I, and ⊗ is the Kronecker product. Commonly, the
tensor T has two distinct eigenvalues; the larger one is called laning-order parameter S.
In case of perfectly aligned particles S = 1, while in case of a totally random distribution
S = 0, the lower eigenvalue of T can be negative. The global laning angle Θ is obtained
by
cos(Θ) = 〈u〉ex. (30)
Here, the unit vector in x-direction is given by ex = [1, 0]. The eigenvector of the tensor
T , denoted by 〈u〉, belongs to the eigenvalue S. If Θ = 0, the particles are arranged in
a lane; if Θ = pi/2, the particles are distributed isotropicly [134, 159, 160].
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6 The Variation of Neutral Gas Pressure
In this chapter, the publication [1] and its logical further development [2] are summarized.
Here, the influence of neutral gas pressure on the crystallization of a three-dimensional
complex under gravity conditions was considered.
6.1 Motivation
In experiments, the neutral gas pressure is an easily accessible, crucial parameter for
controlling complex plasmas, since pressure manipulation has various effects on particle
behavior. Owing to the fact that gas pressure is, via the gas density, proportional to
the neutral drag (10), a variation in pressure can have a significant effect on the kinetic
energy of the particles. Furthermore, if the pressure drops below a critical value, under
certain conditions an instability occurs (see chapter 6.2). The neutral gas drag can also
influence the particle confinement and, as a result, the interparticle distance (see chap-
ter 6.3). In a broad plasma parameter range, the pressure is proportional to ion density,
which is important for the Debye length (6). In addition, the probability for collisions
between ions and neutrals is higher at increased pressure, decreasing the particle charge.
The decreased Debye length and the decreased particle charge significantly change the
coupling parameter (see chapter 6.4).
6.2 Prior Experiments under Gravity Conditions
In ground based experiments, it is necessary to counter gravity, e.g., via an electric field.
Since shielding of constant electromagnetic fields is a fundamental property of a plasma,
the strength of such a field is small in the bulk. Hence, levitation of microparticles is
commonly realized in the plasma sheath above the lower electrode, where the electric
fields are stronger. As a result, the generated particle clouds mainly extended only in
two dimensions, perpendicular to the direction of gravity. In contrast to microgravity
conditions, the height of the particle distribution is very limited in most conventional
experiments under gravity conditions.
Experiments dealing with the transition between the solid and the liquid phase of flat
complex plasmas under gravity conditions are summarized in table 1. The exact pressure
regime at which melting and crystallization take place depends on the specific character-
istics of the experiment, such as the plasma parameters, i.e., gas type [161], ionization
degree (controlled by the rf power) [162], particle size [162], the amount of particles
[162] as well as their arrangement [162–164]. In the experiments in table 1, the complex
plasmas were crystalline at high pressure and melted through the decreasing of neutral
gas pressure. Below a certain pressure limit, the kinetic energy of the particles increased
by a factor of 10 − 200. While kinetic energy increased, the particle oscillations got
stronger, which was partly made responsible for melting [92, 162, 163, 165]. In the tran-
sition between the crystalline state and liquid state, an intermediate phase was observed.
Originally, these observations were considered as an indication for the KTHNY [111–
115] or grain-boundary [108, 109] theory of melting of two-dimensional systems [92, 165].
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Table 1: Examples of solid-fluid phase transitions in complex plasmas under gravity
conditions. Since no sharp transitions were observed, the mentioned pressure regimes are
partly rough estimations. All experiments were performed with melamine-formaldehyde
particles.
rf Particle Range of
gas power diameter melting Arrangement Reference
[W] [µm] [Pa]
He 12 ≈ 9.4 39− 76 two layers [165]
Kr 0.8− 2 9.6 23− 42 few layers [92]
Ar 2 9.55 8− 12 one layer (N=36) [163]
+ one particle below
Ar 3 9.55 4− 12 one layer (N=55) [162]
+ one particle below
Ar 5 9.55 6− 18 one layer (N=55) [162]
+ one particle below
In the mentioned experiments, the microscopic particles arranged themselves in a few
layers located in the plasma sheath region above the lower plasma wall due to grav-
ity. Ions that streamed through the plasma sheath toward the wall were deflected by
the particles. These deflections caused by an orientated ion flow were able to generate
a positive space charge region, the so-called ion-focus. Decreasing pressure increased
the mean free path of the ions between the collisions with neutrals, and the positive
charge regions were more pronounced [166]. The negative charged particles of the lower
layers were attracted by these positive charge regions, which were caused by deflected
supersonic ions. As a result, the lower particles aligned below the upper particles, the
so-called wake effect evolves. This chain-like arrangement was observed in the performed
experiments [92, 162, 163, 165]. For the particles in the lower layers, a comparable force
acting on the upper layer did not exist, so the system is non-Hamiltonian. The asym-
metry of the interaction between the particles of different layers became the reason for
unstable behavior. If the gas pressure was below a certain value, the neutral drag could
not fade away enough kinetic energy from the particles [167, 168]. In reference [105],
the vertical alignment of particles and the sudden increase of their kinetic energy below
a critical pressure was called a ”two stream instability”. This is also the reason why
a particle below the main particle layer was crucial for the creation of the instability
and thus for the phase transition into the disordered state [163]. In conclusion, in the
presented experiments under gravity conditions, melting was the result of a self-excited
wave below a critical pressure value, originating in the sheath.
Besides complex plasmas with only few particle layers above the lower electrode, Yukawa
balls should be mentioned. Typically, a dozen up to a few hundred particles are injected
into a low pressure discharge under gravity conditions. The horizontal confinement is re-
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alized, for example, by a square tube with a couple of centimeters in diameter placed on
the lower electrode. To compensate gravity, the particles are levitated by thermophoretic
force, due to a heated lower electrode (see chapter 2.3.4). In highly ordered phases, the
Yukawa balls generate spherical shells with well-defined angular distribution between
the particles. Provided that the particle’s numbers meet the requirement to fill up the
shells, the Voronoi cells of the particles are mainly hexagons8, indicating a highly order
curved surface [169–175].
Decreasing the pressure increased the ion focus below the particles, due to less frequent
collisions between ions and neutrals. Analogous to flat complex plasmas, the lower par-
ticles arranged themselves below the upper ones, creating particle chains at decreased
pressure. The vertical alignment of the particles led to vertical elongated Yukawa clus-
ters, which destroyed the highly spherical order [176, 177].
6.3 Former Experiments under Reduced Gravity Conditions
Under microgravity conditions, e.g., on board the ISS, the particles are located in the
bulk. In reference [90], melting and crystallization of a complex plasma under neutral
gas pressure manipulation were considered. After reducing the pressure from ≈ 15 Pa to
≈ 11 Pa, it was again increased, to ≈ 21 Pa. Two separate experimental runs were per-
formed in an argon plasma with different particle sizes and materials. In the beginning,
at high pressure (≈ 15 Pa), the particles were in the liquid state; in the middle, at the
lowest pressure (≈ 11 Pa), they were mainly in the solid state; finally, at high pressure
(≈ 20 Pa), they were in the liquid state again. While decreasing the pressure, the mean
interparticle distances decreased and vice versa. Particle charge as well as screening
length remained constant during pressure manipulation. The influence of the gas pres-
sure on the kinetic temperature of the particles was not reported, but it is expected that
their temperature was in the range of the gas (room) temperature. In conclusion, the
increased interparticle distances, as a result of the changed confinement because of the
raised pressure, were made responsible for the observed melting. Analogous to this, the
decrease of particle separation likewise caused by varied confinement, induced by lower-
ing the neutral gas pressure, was claimed to be the reason for crystallization. Therefore,
the solid state at low pressure and the liquid state at high pressure of a complex plasma
were effects of the different interparticle separation, but not primarily of neutral gas
pressure [90, 178].
6.4 Own Experiment
In [1, 2], the crystallization of a complex plasma in dependence of pressure under gravity
conditions was considered. The examined pressure regime was between 25 Pa and 45 Pa.
A guard ring around the lower electrode accomplished strong confinement, which allows
the cloud of small melamine-formaldehyde particles (2rd = 2.05 µm) to range up into the
bulk plasma and to create many layers even under gravity conditions. The rf generator
8Following the Euler’s polyhedron formula, other polygons, with fewer edges, are needed to create a
closed surface, e.g., twelve pentagons.
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provided an electric power of about 13.7 W. The actual inserted power was lower, due to
the reflected power and losses, e.g., in the wires or in the matching network. In complex
plasma setups, it is expected that, in sum, more than 90 % of the rf power is not fed
into the plasma [179]. This marginally supplied rf power (∼ 1.4 W) generated a dilute
plasma, sufficient for a weak electric field to levitate the particles. The distribution
of the particles (in up to thirty layers) and their number (ten thousands in total and
≈ 1.5 · 104 in the examined region) are in contrast to experiments dealing with spherical
Yukawa balls (max. a few hundred particles) or flat complex plasmas under gravity con-
ditions. In former experiments under gravity conditions [92, 162, 163, 165], the particles
arranged periodically before neutral gas pressure was slowly decreased and the order was
destroyed by an instability. In this scenario, the properties of a complex plasma were
not only a function of the present conditions, but also of the prior pressure, due to a
possible hysteresis [90]. On the other hand, crystallization started from the disordered
state for each considered pressure value in [1, 2]. The total amount of particles as well
as the interparticle distances did not change during the pressure manipulation.
Independent crystallization criteria (chapter 5.1) showed that the particles were in the
solid state at low pressures and in liquid state at high pressures. This inverse behavior,
compared to former ground experiments with flat complex plasmas, could be explained
by decreased particle charge at high pressures. The condition for the OML theory (chap-
ter 2.1), requiring that ions perform collision-free motions in the vicinity of particles, was
no longer fulfilled at increased pressure. If an ion collides with a neutral gas atom, the
ion can lose its momentum and angular momentum. Further, charge exchange collisions
and electron impact ionizations generate slow ions [180]. Low energetic ions next to a
particle have a higher probability of reaching the attractive surface of the negatively
charged grain. While the flux of positive ions onto the microparticles is increased, their
negative charges reduce (see also [165]).
Moreover, since the ion density was increased by increasing gas pressure [181, 182],
the Debye screening length also changed under pressure manipulation (following (6)
λD ∝ n−1/2i ∝ p−1/2). The electron temperature was expected to be constant [183]. The
reduced particle charge as well as the decreased Debye length were made responsible
for a low coupling parameter (7) at high pressures (at constant interparticle distance).
Low ordering at high pressure was then caused by the decreased coupling parameter.
Additionally, due to gravity, the upper particles compressed the lower layers, causing
reduced interparticle distances in the lower part of the cloud [3, 138, 184]. This could
be the reason why the particles in the bottom of the examined region have a higher
probability to be in the solid state than those in the upper part [1–3, 138].
A primary stage for the instability, which is made responsible for melting of flat complex
plasmas, was the vertical alignment of the particles in the plasma sheath. Thanks to a
low rf power, no sign was found for such an alignment in the examined pressure regime.
Behavior opposite to that in former experiments under gravity conditions can be ex-
plained by two factors: Firstly, the location of the particles up in the bulk plasma, and
secondly, a weak electric field for levitation.
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7 Process of Crystallization
In reference [3], a crystallization process of a complex plasma was resolved temporally
and spatially in three-dimensions. To draw conclusion on the dominant solidification
process, the fractal dimensions of the solid clusters were calculated.
7.1 Motivation
The solidification processes of real materials are in a length scale of milli-˚angstro¨m
and in a timescale of picoseconds. Nowadays, some methods such as X-ray diffraction
[185, 186] and ultrafast optical spectroscopy [185] allow for monitoring of some details in
the crystallization process. Nevertheless, computer simulations [187] or model systems,
like colloidal systems and complex plasmas [39], can give much easier access to the
involved physics, space and time resolved.
7.2 Prior Experiments
Most publications about the transition between the solid state and liquid state of a
complex plasma deal with the melting of a highly crystalline system triggered by vari-
ation of one or more parameters, such as pressure (see chapter 6) [107, 165, 188, 189].
The reverse transition from a low into a highly ordered system has been described more
rarely. In reference [190], a two-dimensional complex plasma crystal was melted by a
short electric pulse, and the recrystallization was observed. The solidification happened
via the creation of highly ordered local domains and the decreasing of lattice defects.
During recrystallization, the particles lost their kinetic energy until the original level
was reached.
A crystallization front of a two-dimensional slice of a three-dimensional complex plasma
was considered in reference [191]. The fractal dimension of the crystallization front was
calculated to draw conclusions on the solidification mechanism. In the slice, the deter-
mined fractal dimension of the front line oscillated between 1.16 and 1.21. This value is
between the expected fractal dimension values for epitaxial growth (here, d = 1) and for
diffusion-limited aggregation (here, df ≈ 1.42). Following reference [123], the complete
front area had a fractal dimension of df = 2.16− 2.21 in the three-dimensional embed-
ding euclidean space.
Previous work demonstrated that colloid systems can solidify via various mechanisms,
including epitaxial growth [192], diffusion-limited growth [193, 194], dendritic growth
[195], and reaction-limited growth [196, 197]. In colloid systems some growth instabili-
ties [194, 198] could be observed, as well [199].
7.3 Own Experiment
The crystallization process of an extended three-dimensional complex plasma was de-
scribed in [3], time and space resolved. In contrast to prior experiments [190, 191] a
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three-dimensional region was examined.
The plasma parameters and the particle charge were in steady state microseconds and
milliseconds, respectively. Therefore, these values were expected to be constant during
the experimental run. In a first step, solid clusters were identified at different times
after the start of crystallization. Following percolation theory, the fractal dimension can
be determined as soon as a cluster first breached the gap between opposite ends of the
examined area. Significantly later, the fractal dimension of the cluster increases toward
the dimension of the embedding euclidean space [123].
The fractal dimension df can be calculated via the box-counting method [123, 200], given
by
df ∝ lim
L→0
log(N(L))
log(1/L)
. (31)
Here, the minimum number of boxes with length L to cover the fractal object is N(L).
The fractal dimension is then given by the slope of the double logarithmic plot of N(L)
versus L.
The thus-determined fractal dimension of df = 2.72 ± 0.03 was above the value for
diffusion-limited growth (df ≈ 2.5) and below the value for epitaxial growth (d = 3).
These values allow the assumption that the crystallization process was governed by both
processes. The diffusion-limited cluster-cluster aggregation (df ≈ 1.8) could not be the
main solidification mechanism, because of its low fractal dimension. Note that due to
destruction of the bonds and rearrangement of the particles, the fractal dimension could
also be increased. The value for the fractal dimension of the solid clusters is in accor-
dance with former results based on two-dimensional data [191].
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8 Demixing
This chapter is based on the forth publication, in which different physical processes of
a complex plasma in a parabola flight were studied [4]. In this context, only the results
of the demixing experiments are described.
8.1 Previous Demixing Experiments under reduced Gravity Condi-
tions
The ubiquitous phenomenon of phase separation of two liquids is an often examined
issue (see e.g., [201, 202] and references therein). The demixing of multi particle sys-
tems with Yukawa interaction has been studied extensively in different systems, ranging
from complex plasmas [128], to Yukawa suspensions [203] as well as to molecular and
Langevin dynamics simulations [204, 205].
In complex plasmas, phase separations of particles with disparate sizes are based on their
differing magnitude of electric charge, due to a radius-dependent charging (4). Using
identical material, particles of different size do not have the same mass. Under gravity
conditions, the particles would be levitated by an electric field in different heights de-
pending on their mass-to-charge ratio over the lower electrode, within the plasma sheath.
As a result, under gravity conditions, the separation of particles with different sizes is not
an effect of their interaction forces, but of levitation. This is why experiments dealing
with phase separation in complex plasmas are done under reduced gravity conditions,
like on board the ISS [128, 132]. Since demixing takes place within seconds, experiments
on parabola flights are also possible [130].
On board the ISS, in PK-3 Plus [182], big particles (2rd = 9.2 µm) were injected into an
argon discharge at 30 Pa. The particles created a spheroidal, homogeneous cloud with
a central void before smaller particles (2rd = 3.4 µm) were added. A small electric field
pulled these small particles toward the center of the chamber. By penetrating through
the cloud of big particles, the small ones arranged themselves into lanes, while the big
particles were pushed away, likewise forced to arrange in lanes. Since the lanes of small
particles followed the field lines toward the center, they got closer to each other and
merged into bigger lanes. As the net force grew weaker in the vicinity of the center, the
small particles created a compact drop. The drop consisted only of the small particles,
whereas the lager ones were squeezed out. After reaching the void, the drop dissolved
viscously, and the small particles arranged around the void. A few seconds later, the big
particles were distributed homogeneously again. In figure 3, small particles penetrating
a cloud of big ones via lane formation are shown [128, 132, 134, 206].
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Figure 3: Small particles (coming from left) penetrate a cloud of big particles, due to
an electric field pointing toward the center of the chamber (at the right side). Since the
small particles move significantly during exposure time (0.04 s), they appear as streaks.
The numbers show the evolution of the process at different times; I. (t = 0 s) small
particles reach the big ones, II. (t = 0.4 s) small and then big particles are arranged
in lanes, III. (t = 1 s) the lines of the small particles are merged into bigger ones, IV.
(t = 2 s) the small particles create a drop [128].
8.2 Own Demixing Experiment under Milligravity Conditions
The experiments reported in reference [4] were performed in a parabola flight within the
PK-4 setup. Here, two distinct particle types were mixed in the dispenser prior to their
injection into the discharge9. Commonly, in phase separation experiments, particles
with one size created a cloud, before particles with a different size coming from another
dispenser were added and penetrated that cloud (see chapter 8.1) [128, 132, 134, 135,
160, 182]. Experiments in which one dispenser is filled with particles of different types
were much more rare [130]. In reference [4], the phase separation of a mixture consisting
of melamine-formaldehyde (2rd = 3.27 µm) and silicon dioxide (2rd = 2.06 µm) was
observed. The dc discharge current was 1 mA, and the argon pressure was 100 Pa.
The anisotropic lane formation (see chapter 5.2) showed that the small particles arranged
behind one another, creating lanes. The bigger ones remained mainly homogeneously
9On ISS, the dispensers are filled with monodisperse particles and cannot be changed by astronauts
or cosmonauts.
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Figure 4: During demixing, small particles (SiO2 2rd = 2.06 µm) move from the left side
toward the right side. The big particles (MF 2rd = 3.27 µm) remain in their positions.
An electric field could not be excluded, which influenced the motion of the small particle
analogous to [128]. For this picture, six single frames (exposure time ≈ 0.01 s) were
superimposed.
distributed, without a preferred direction during the demixing process. In figure 4, the
small particles moving through the cloud of unmovable big particles are shown. It could
be seen that, similarly to former experiments, some big particles were surrounded by the
small moving particles.
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9 Conclusion and Outlook
In the presented work, it was verified that complex plasmas are ideal model systems for
observing and studying dynamical processes like phase transitions on a single-particle
level.
The neutral gas pressure turned out to play an ambivalent role for the crystallization of
a three-dimensional complex plasma: From former work, it is known that high pressures
reduce the kinetic energy of the particles and suppress instabilities or increase the par-
ticle separation via a variation of their confinement. In references [1, 2], it was shown
that high pressure is also responsible for lower particle charges and a decreased Debye
length, leading to the opposite effect, namely, a crystallization at low pressure.
Furthermore, the solidification process of a complex plasma was identified with the help
of the fractal dimension of solid clusters, giving new insights into the crystallization
process in three-dimensions. For analysis, the scalar product of the Minkowski structure
metric was developed, inspired by Mickel et al. [151]. This crystallization criterion also
became a crucial parameter in a machine learning algorithm [94].
The transition from a single phase mixture into a two phase system was observed in
a complex plasma with two different particle types under milligravity conditions. The
behavior of the different particle types in the phase transition could successfully be de-
scribed by the scaling index method.
Nevertheless, some issues should be investigated in future work:
• The influence of neutral gas pressure for a complex plasma, in particular for the
particles’ state of aggregation, should be determined more accurately. Here, the
kinetic energy of the particles, their charge, and the interparticle distance as well
as the Debye length are crucial parameters. For further studies, a detailed analysis
of the actual plasma parameters is essential.
• In this work, the fractal dimension of the solid clusters created during crystalliza-
tion was used to draw conclusion about the solidification mechanism. It would be
interesting to clarify if the exact solidification mechanism depends on external (or
internal) conditions, or whether it is an intrinsic property of complex plasmas. Be-
sides, the particle flux toward a solid cluster and the mobility of particles touching
its surface are important factors for understanding the solidification mechanism.
Further, the role of reversibility should be considered via a higher temporal reso-
lution of the particle positions.
• In subsequent experiments, the difference between the two demixing processes,
i.e., spinodal decomposition and nucleation and growth within a complex plasma
would be of special interest. Moreover, a direct measurement of the free energy
of the particles in the different phases would help to determine the order of phase
transition experimentally. A detailed analysis of the evolution of the free energy
during solidification could also provide a deeper understanding of the involved
physics.
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• In the demixing experiments of reference [4], a weak electric field acting on the
particles could not be excluded. Since the smaller particles carry a lower charge
than the bigger ones, they experience a different electric force. If the electric field is
too strong, the demixing is a reaction of the external force acting on the particles,
rather than of the intrinsic properties of the particles themselves. This is why
in future work, it should be guaranteed that no external forces depending on the
particle properties occurs.
• In the publication [4], while demixing of different liquids, particle pressure was
not considered, since its influence was expected to be low [103]. Nevertheless,
particle pressure can be a new parameter for manipulating the system in continuing
experiments.
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A Determination of the Anisotropic Scaling Index Con-
stants
Figure 5: Artificially generated distribution consisting of a background with 1000 homo-
geneously distributed elements, 1000 elements distributed in a strip, and 250 elements
in a square (according to [206]).
To determine the factor R for the anisotropic scaling index (ASI) α (see chapter 5.2),
an artificial distribution of elements is generated, as demonstrated in figure 5. The distri-
bution is given by a point-like as well as line-like accumulations added to a homogeneous
background. The background should be identified by the anisotropic scaling index as
being two-dimensional, the stripe as being one-dimensional, and the small square as be-
ing zero-dimensional. If the scale R is too small, the finite width of the stripe and also
of the square is sufficient for all structures to be identified as being two-dimensional. If
R is too large, even the background is identified as zero-dimensional.
In figure 6, each plot depicts a histogram in a log scale of the calculated α (27) for the
distribution given in figure 5. The different plots demonstrate the variation of R shifted
upward for better visibility. For a low R, every particle has a different value for α, but
no accumulation values are shown. Three distinguishable regions in the distribution are
necessary to define limits for assigning the values of the ASI with the local dimensions.
At very high scales, each particle has a low value for α, but the different structures of
the distribution are also not represented. Only at moderate scales (about 15 nearest
neighbor distances dnn), three distinct peaks could be identified in the plot. The left
maximum represents the zero-dimensional, the middle one the one-dimensional struc-
ture, and the right one the two-dimensional structures. Vertical lines distinguish the
three regions. If the anisotropic scaling index is below 0.8 for a specific particle, then
its local environment is identified as being point-like; if it is above 1.5, it is identified as
localized in a two-dimensional surrounding - or in a line-like surrounding, if not.
The results of the anisotropic scaling index with R = 15dnn are shown in figure 7. The
stripe with high element density is identified as a one-dimensional structure, the square
as a zero-dimensional structure, and the background as two-dimensional. In the transi-
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Figure 6: Histograms of the anisotropic scaling index α (27), as a function of the scaling
R, for the distribution given in figure 5. In order to be scale invariant, R is defined
as a function of the nearest neighbor distance dnn. The applied value R = 15dnn is
highlighted. The vertical lines at 0.8 and 1.5 divide the histogram in three regions;
particles on the left are defined as being located in a zero-dimensional, those in the middle
as in a one-dimensional, and those on the right as in a two-dimensional surrounding
(according to [206]).
tion region between the point-like accumulation and the homogeneous background, some
particles are wrongly identified as belonging to a one-dimensional structure.
In the derivation of the anisotropic scaling index (chapter 5.2) an exponent q is in-
troduced. It defines the influence of particles on the local dimension, located further
away than the scale R. Elements with a higher distance to the considered position than
R are ignored for q → ∞. If q = 0, all particles would have the same influence on
the local dimension. Figure 8 shows the log scale histograms of the anisotropic scaling
index (analogous to figure 6) for the distribution given in figure 5 with R = 15dnn. For
the applied exponent q = 2, the histogram shows three distinguishable regions, which is
essential for the correlation with the local dimension [206].
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Figure 7: The elements given in figure 5, colored according to the local dimension they
are located in with R = 15dnn. Elements in a point-like surrounding are black, those in a
line-like surrounding red, and those in a two-dimensional surrounding are blue (according
to [206]).
Figure 8: The influence of the exponent q on the anisotropic scaling index ((26) and
(27)) with R = 15dnn. For better visibility the log scale histograms are shifted. The
distribution is shown in figure 5; further explanation is given in figure 6.
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Abbreviations and Symbols
A 5.1 Voronoi surface
A(f) 5.1.4 Voronoi facet area
ASI 5.2 ansiotropic scaling index
αi 5.1.2 nonspherical distribution for particle i
α(ri, R) 5.2 scaling index
B 2.3.1 magnetic field
bcc body-centered cubic
CMOS 4.1 complementary metal-oxide semiconductor
c 3.4 concentration
DLA 3.3 diffusion-limited aggregation
DLCA 3.3 diffusion-limited cluster-cluster aggregation
dij distance between the point i and j
df 7.3 fractal dimension
∆ 2.2 mean distance between the particles
δ 2.3.3 dimensionless parameter for gas drag
E 2.3.1 electric field
E 3.2 internal energy
e elementary charge
ex 5.2.1 unit vector in x-direction
 5.2.1 aspect ratio for stretching
0 2.1 vacuum permittivity
Fdrag 2.3.3 neutral gas drag
Fcoll 2.3.2 ion drag force via direct collisions
Fcoul 2.3.2 ion drag force via Coulomb interaction
Fg 2.3.5 gravity
Fi 2.3.2 sum of ion drag forces
FL 2.3.1 Lorentz force
Fth 2.3.3 neutral gas drag
F (T ) 3.2 function of free energy
fcc face-centered cubic
φk 5.1.2 angle between the normal vectors of two intersection facets
φS 2.1 surface potential
g 2.3.5 gravitational acceleration
g(r) 5.1.1 pair correlation function
Γ 2.2 coupling parameter
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hcp hexagonal close packed
Ie 2.1 electron flux toward a particle
Ii 2.1 ion flux toward a particle
ITO 4.1 indium tin oxide
KR 5.2 kernel function
KTHNY 3.2 theory of melting of a two-dimensional system
kB Boltzmann constant
κ 2.2 normalized particle separation
κ 2.3.4 coefficient for thermal conductivity
lk 5.1.2 length of two intersection facets
Λ 5.2.1 stretching matrix
λD 2.2 Debye length
MF melamine-formaldehyde
me electron mass
mi ion mass
mn 2.3.3 atom (or molecule) mass
N number of particles
ne electron density
ni ion density
nn 2.3.3 atom (or molecule) density
OCP 3.1 one component plasma
OML 2.1 orbital motion limited (theory)
Ω 3.2 number of accessible states
Q 2.1 charge of the particles
q 5.2 exponent for the scaling index method
q6m 5.1 local order parameters of degree 6 (l = 6)
R 5.2 scale for kernel function
R 5.1.1 ratio of the first extrema of the pair correlation function
Rc 5.1.2 curvature radius
rij connection vector of the particles i and j
ri vector to the particle i
rp radius of a particle
rf radio frequency (here 13.56 MHz)
ρ 2.3.5 density
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ρ 5.1.1 particle density
ρ(ri, R) 5.2 local weighted cumulative point distribution
S 5.2.1 laning-order parameter
S 3.2 entropy
Sij 5.1 SPMSM or SPBOP for the neighbors i and j
SiO2 silicon dioxide
SPMSM 5.1.4 scalar product of the Minkowski structure metric
SPBOP 5.1.3 scalar product of the local bond order parameter
σgas 2.3.3 cross section for atomic scattering
T 5.2.1 global tensor
T temperature
Tc 3.4 critical temperature
Te temperature electron
Ti temperature ion
Tp temperature particle
Θ 5.2.1 global laning angle
θ 5.2.1 angle for stretching
u 5.2.1 direction for stretching
〈u〉 5.2.1 eigenvector of the tensor
V 5.1.2 volume of the Voronoi cell
v 2.3 velocity of the particle
v¯th,n 2.3.3 thermal velocity of the gas
Ξ 5.2.1 rotation matrix
Y6m 5.1 spherical harmonics functions of degree 6 (l = 6)
I 5.2.1 identity matrix
⊗ 5.2.1 Kronecker product
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The influence of neutral gas pressure for crystallization of cylindrical complex plasmas under
laboratory conditions is investigated. For the analysis of the complex plasma structure, different
methods are adopted: First, the pair correlation and a criterion based on the shape of the Voronoi
cells are applied. Besides this, a new implementation, which connects the Minkowski structure
metric with the benefits from the scalar product of the local bond order parameter, is presented. In
addition, the bcc sensitive Minkowski structure metric is used to identify the crystalline
structures. All criteria display the same behavior: Decreasing the neutral pressure leads to
crystallization. This is the opposite behavior to that observed in former ground based experiments.
Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4977902]
I. INTRODUCTION
By injecting solid particles with a typical size of a few
micrometers into a low-temperature discharge plasma, the
so-called complex plasma is created. Since electrons have a
higher temperature than ions, the thermal electron flux on a
non-charged particle is much greater than the ion flux. While
a particle is charging more and more negatively, electrons
are repulsed and ions are attracted. As soon as the ion flux
and the electron flux balance each other out, the charge is in
equilibrium.1 Due to the screening of the plasma, the interac-
tion of the particles with each other can be described by a
Yukawa potential. Depending on the interaction strength
between each other and their kinetic energy, the particles
arrange in a solid-like or liquid-like structure.2 Different phe-
nomena are observed in a complex plasma like wave propa-
gation,3 particle growth,4,5 formation of mach cones,6 and
many more. Fluid-solid phase transitions are of particular
interest since the characteristic time and size range of the
particle system allow to study melting and freezing at an
individual particle level.7
A solid system (plasma crystal) is formed if the coupling
parameter, i.e., the ratio of the interaction energy to the ther-
mal energy of the particles
C ¼ Q
2
4p0DkBTd
exp D=kDð Þ; (1)
becomes sufficiently large. Here, Q is the charge of particles,
D the interparticle distance, and kBTd the thermal energy of
the particles. The Debye screening length in the bulk plasma,
where the electron temperature Te is much higher than the
ion temperature Ti, is given by
kD 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0kBTi
e2ni
r
(2)
with the ion density ni being proportional to the gas pressure
p. The critical value is estimated as C¼ 172 in the case of a
one-component plasma with a pure Coulomb interaction.8
According to (1), melting can be induced by decreasing
the particle charge Q, increasing the particle temperature Td,
increasing interparticle distance D, or decreasing the screen-
ing length kD. These quantities depend on the experiment
control parameters, namely, gas pressure and type, electric
power, particle size, and density in various ways. Most of the
plasma crystal experiments have been done in compact
capacitively coupled radio-frequency (RF) discharge cham-
bers such as PK-3 Plus.9
Under microgravity on board the International Space
Station (ISS), the influence of neutral gas pressure on the
solid-fluid phase transition of a three dimensional complex
plasma was investigated.2,9 In these experiments, an increase
in the neutral gas pressure led to larger interparticle distances
(smaller particle density). At the same time, it was shown
that the particle charge and screening length were approxi-
mately independent of the pressure. Although no statement
on the pressure dependence of the particle temperature Td
was given, it was concluded that the increase in D with
increasing pressure was the main responsible factor for
melting.2
Under gravity, an electric field is necessary to suspend
the particles. Since the electric field in the quasineutral bulk
plasma is small, the levitation can be realized only in the
plasma sheath, leading usually to plasma crystals with a lim-
ited extension in the vertical direction. This is in contrast to
microgravity experiments where extended 3D systems can be
studied. In experiments on ground, it is often observed that
melting of a plasma crystal in the plasma sheath is caused by
reducing the gas pressure, leading to a self-excited wave
within the particle cloud.10 This wave occurs below a certain
pressure value where the mean free path and consequently
also the velocity of the ions streaming to the plasma chamber
walls become large enough to trigger a two-stream instabil-
ity.11,12 Therefore, in contrast to microgravity experiments,a)Electronic mail: Benjamin.Steinmueller@physik.uni-giessen.de
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plasma crystals under gravity conditions have been observed
so far only at higher pressures. Another possibility of melting
with decreasing pressure could be a lowering of friction of the
particles in the background gas, resulting in a higher kinetic
temperature Td of the particles.
13 Two examples of solid-fluid
phase transitions in complex plasmas on ground are given in
Table I.
Spherical Yukawa clusters under gravity conditions
have been studied in Refs. 16–20. Using a thermophoretic
force, these clusters are levitated within the bulk plasma
above the plasma sheath similar to our microparticle system.
However, in contrast to the experiments discussed here, the
number of particles in the cluster is much smaller, typically a
few hundred, because of the horizontal confinement, e.g., by
a glass box inserted into the chamber. Also, due to this spa-
tial restriction, the structures differ from an extended 3d
plasma crystal showing the arrangement of the micropar-
ticles in shell structures. At decreased pressure, the shell
structure dissipates into a chainlike structure, forming an
elongated cluster.21
In this paper, the crystallization of extensive three dimen-
sional complex plasmas under gravity conditions depending
on the neutral gas pressure is investigated. Here, plasmas with
more than 104 particles and up to 30 layers perpendicular to
the gravitation direction are analyzed. This is different from
former studies of complex plasmas under gravity conditions,
which consist of a single or only a few layers.14,15,22–30 To
eliminate other effects having an influence on the phase tran-
sition, the average distance and the particle density are kept
constant while the pressure is manipulated. This is in distinc-
tion to the three dimensional complex plasmas investigated
under microgravity conditions.2,9
The crystallization is examined by several criteria like
the pair correlation and the nonspherical distribution.31 To
overcome some shortcomings of the local bond order parame-
ter, Mickel et al.32 recommended an implementation called
the Minkowski structure metric (MSM). For this reason, we
adopt the scalar product of the Minkowski structure metric
(SPMSM), which is analogous to the known scalar product of
the local bond order parameter (SPBOP).33 The results of
both implementations are compared. Furthermore, the bcc
sensitive Minkowski structure metric (BSSMSM),34 which
gives an overview of the occurrence of different crystalline
structures, is used.
II. EXPERIMENTAL SETUPAND PROCEDURES
The experiments are performed in a parallel-plate radio-
frequency (RF) chamber with an electrode diameter of about
7.5 cm and a distance of 3 cm. This chamber was originally
developed and used at the Max Planck Institute for
Extraterrestrial Physics for investigating complex plasmas in
strong magnetic fields.35 The discharges are operated in argon
at pressures between 25Pa and 45Pa. A complex plasma is
created by injecting monodisperse spherical particles made of
Melamine - Formaldehyde (mass density, 1:51 g=cm3) with a
diameter of d ¼ 2:05 lm. The dispenser is localized at the
side of the chamber. The electric field of the plasma sheath
compensates gravity, allowing the small particles to levitate.
The horizontal confinement of the microparticle cloud is
caused by the finite horizontal extension of the plasma
restricted to the volume between the electrodes due to the use
of a guard ring in the rf discharge chamber.
For particle observation, a horizontal expanded sheet of a
laser diode is used. The scattered light from the particles is
recorded by a CMOS camera with a resolution of
15:6 lm=pixel. It is mounted perpendicular to the laser sheet.
The upper electrode consisting of glass coated with indium tin
oxide (ITO) allows the camera to be mounted on top of the
chamber. The amplitude of the voltage of the electrodes is set
independently from each other. In order to determine the three
dimensional positions of the particles, the laser and the cam-
era are moved perpendicular to the field of view, recording
images every 10lm. A volume of about 6 6 6mm3 is
analyzed. This volume is located about 4.5mm above the cen-
ter of the lower electrode outside the plasma sheath. Figure 1
shows a sketch of the experimental setup.
To keep the particle number between two scans at differ-
ent pressures approximately constant (15 103 particles
within the observed volume), the pressure is varied by only
small gas flows. The small gas fluxes allow to maintain the
structure of the particle arrangement. To observe the phase
changes, the crystallization at every new pressure level should
be unaffected from the former conditions. For this reason, the
particle arrangement has to be disturbed for a short duration,
which could be realized, e.g., by lasers28 or by a strong
increase in RF power.14 Here, the RF power at 13.56MHz is
increased for a few seconds to a high level, before it returns
TABLE I. Examples of solid-fluid phase transitions in complex plasmas under gravity conditions.
Gas RF power (W) Particle size (lm) Start of melting (Pa) Completely disordered (Pa)
He14 12 9.4 76 39
Kr15 0.8–2 9.6 42 23
FIG. 1. Sketch of the experimental setup.
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back to a low level, where the measurements are taken. At
high power, the peak-to-peak voltage is 52V at the lower
electrode and 92V at the upper electrode. Increasing the RF
power to that high level results in an entire disorder of the par-
ticle system. At low power, the peak-to-peak voltage is 15V
at the lower and 35V at the upper electrode. In both cases, the
phase difference between both electrodes is p so that the max-
imum electric field is generated.
To refresh the gas, a flux of about 0.15 sccm for 5 min is
applied. In the next 5 min before scanning, the flow is
switched off, so that the particles are undisturbed. In order to
get statistical results, five independent measurement series are
performed. Therefore, between two measurements, the cham-
ber is evacuated, and then fresh gas is used to ignite the
plasma and new particles are injected. This means that the
particle number changes between the series of measurements;
however, the amount of particles in a series remains constant.
In contrast to former ground experiments, a rather large
homogeneous particle cloud consisting of small particles and
extending into the bulk plasma could be created at low RF
power, reducing the formation of a two-stream instability at
low pressures. Besides this, in the plasma sheath where the
ions are accelerated by the electric field, the ion-focus effect
causes a wake potential between the microparticles, leading
to the formation of vertical strings.21 In the bulk plasma,
however, the ion-focus effect can be neglected, as it can be
seen in microgravity experiments.2,9 In addition, keeping the
particle number constant at different pressures within one
experiment series allowed to observe changes in the phase
structure under controlled conditions.
III. CRITERIA OF PHASE TRANSITIONS
To investigate the phase transition between liquid and
solid states, various criteria have been developed. To deter-
mine the phase transition in a complex plasma in this work,
some of the well-known and newly developed criteria are
described and applied.
A. Pair correlation
For the pair correlation, the distances to the nearest
neighbors of particles are plotted in a histogram. For a sys-
tem with N particles and a particle density q, the pair correla-
tion function is given by
g rð Þ ¼ 1
qN
XN
i
XN
j 6¼i
d r rijð Þ
* +
: (3)
The connecting vector of particles i and j is given by rij.
In a crystal, where the positions of the particles are arranged
periodically and symmetrically, the pair correlation function
has distinct maxima and minima. In short-range systems like
liquids, the peaks disperse.36,37
The ratio of the first nonvanishing minimum and the first
maximum of the pair correlation function
R ¼ min g rð Þð Þ
max g rð Þð Þ (4)
has been proposed by Raveche, Mountain, and Streett as a
crystallization criterion. Lennard-Jones systems are in the
solid state if R < 0:260:02.38 The exact value of this ratio at
phase transition may depend on the specific shape of the
interacting potential.39 Nevertheless, the Raveche-Mountain-
Streett criterion is a good indicator for qualitative compari-
son of crystallization in all kinds of particle clouds, indepen-
dent of their interaction potential.
A disadvantage of this method is that it does not perform
well with inhomogeneous structures, e.g., if the interparticle
distances vary over the observed region. In such a case, the
fraction R increases, even if the system is highly ordered. To
demonstrate the effect of inhomogeneity, a face centered
cubic (fcc) crystal structure consisting of 62,500 particles
with lattice constant a of one is artificially generated. With
respect to gravity, the z-axis is distorted by an exponential
term, while the x- and y- coordinates of the particles remain
unchanged. The distortion factor is given by exp 1þ z=hð Þ,
z is the primary z-coordinate of the particle, while h corre-
sponds to the z-dimension of the crystal, which is 24.5. This
means that a particle whose origin position is 24; 24; 24½  is
shifted to 24; 24; 24  exp 24=24:5 1ð Þ½   24; 24; 23:5½ .
The advantage of this distortion is that the borders of the
crystal keep unaltered. In addition, for considering Brownian
motion, the original coordinates and the distorted ones are
overlain by a normal distribution with a standard deviation
of 0:05 a (a is the lattice constant). Figure 2 shows the pair
correlations of the undistorted and the distorted coordinates.
R is increased from 0.11 (undistorted fcc) to 0.39 (distorted
fcc), following the Raveche-Mountain-Streett criterion a
phase transition takes place due to the distortion.
B. Nonspherical distribution
Voronoi cells are frequently used to investigate the
regions of solid and liquid phases in two dimensional com-
plex plasmas.14,29,40 If the number of Voronoi neighbors
diverges from six in such a system, the lattice is disturbed.
Based on the occurrence of the perturbations, the particle
cloud can be determined as being in the liquid or (if only few
perturbations exist) as being in the solid state.
FIG. 2. The pair correlation of fcc clusters, undistorted (solid line) and dis-
torted (dotted line), by a factor of exp z=height 1ð Þ, each superimposed by
a Gaussian noise of 0:05 a (a is the lattice constant).
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Since already small displacements of the particle posi-
tions vary the number of the polyhedron facets, the absolute
number of Voronoi neighbors in fcc and hcp (hexagonal
closed packed) crystals fluctuates strongly.41 This is why in
three dimensions, the amount of facets cannot be used as a
criterion for phase transition. Therefore, Montoro and
Abascal introduced the nonsphericity, anisotropy factor a,
which describes the geometric characteristics of Voronoi
cells or, in other words, how close the Voronoi cell is to a
perfect sphere.31 This method was never used before to ana-
lyze a complex plasma. The nonsphericity factor is propor-
tional to the product of the average curvature radius Rc for a
Voronoi cell, and its surface S divided by its volume V
a ¼ RcS
3V
: (5)
Obviously, a is unity (a¼ 1) for spheres and increases
for nonspherical convex shapes. The length of two intersect-
ing facets is li and the angle between their normal vectors,
which are oriented towards the outside, is described by /i (in
units of radian). For polyhedrons, the average curvature
radius is given by
Rc ¼ 1
8p
Xedges
i
li/i: (6)
To use the anisotropic factor to determine the phase
state, a is calculated for each particle and plotted in a histo-
gram. Since the positions of the Voronoi neighbors are
highly symmetric in a non-disturbed crystalline structure, the
distribution of the anisotropic factor is very narrow. Table II
shows the values for a in different structures. In crystalline
structures, except for simple cubic (sc), the anisotropic factor
a is below 1.25. At melting, the Voronoi cells become more
irregular, which has two effects: The distribution of the
anisotropic factor disperses and the polyhedra are in general
less spherical-like, which increases the value for a.
C. Scalar product of the local bond order parameter
The pair correlation and the Voronoi anisotropic factor
are global criteria for phase transitions. To get a local insight
into the structure, the scalar product of the local bond order
parameter (SPBOP) is used to identify if each individual par-
ticle is in the solid or in the liquid state. The bond order
parameter qlm with N neighbors can be written as
42
qlm rið Þ ¼ 1
N
XN
j¼1
Ylm h rijð Þ;/ rijð Þ
 
: (7)
h rijð Þ and / rijð Þ are the respective angles of spherical coor-
dinates, from which the spherical harmonics Ylm are calcu-
lated (for details about the spherical harmonics, see
appendix). An algorithm is used to find the twelve nearest
neighbors. With l¼ 6, the bond order parameter is sensitive
to distinguish between crystalline and liquid structures. q6m
is normalized by
~q6m ið Þ ¼
q6mP6
m¼6 jq6m ið Þj2
 1=2 : (8)
Since crystals are arranged periodically, the bond order
parameter adds up coherently in crystals and incoherently in
liquids33
Sij ¼
X6
m¼6
~q6m ið Þ  ~q6m jð Þ: (9)
The asterisks denote complex conjugation. Due to the
normalization to unity, the bond order parameter Sij is 1 in a
perfect crystal, where the connection vectors of the particles
are symmetric. In the slightly disturbed position data of real
particles (e.g., stressed by gravity), this value decreases. For
this reason, a specific threshold is introduced. If the product
of the bond order parameter exceeds this threshold, two par-
ticles are defined as connected. Often, a value of 0.5 is
applied.33,43,44 To make the criterion more sensitive in this
work, 0.75 is used.
However, two particles can still be connected in a sys-
tem that is in the liquid state even using this higher threshold.
Therefore, a particle is only identified as being in the solid
state if it is connected to at least eight of its twelve nearest
neighbors. In the case of few connections to its neighbors, a
particle is defined as being in the liquid state.33,43,44
D. Scalar product of the Minkowski structure metric
Recent investigation of local bond order parameters from
Mickel et al.32 has shown problematic behavior of the bond-
orientational order parameter q6. The parameter is not robust
because it tends to change erratically. This is due to the fact
that the bond order parameters are not a continuous function
of the neighborhood. Also, the definition of a neighborhood is
ambiguous, and there are many different ways to calculate the
neighbors (e.g., Voronoi neighbors,45 cutoff-radius,42 or k-
nearest neighbor search46). Thus, Mickel et al. proposed a
new definition of local structure metric parameters, which is
called the Minkowski structure metric, defined by
q0l ið Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4p
2lþ 1
Xl
m¼l
 X
f2F ið Þ
A fð Þ
A
Ylm hf ;/f
 
2
vuut : (10)
The new parameter q0l is now weighted by the facet areas
of the respective Voronoi facet A(f), with
A ¼
X
f2F ið Þ
A fð Þ: (11)
TABLE II. Values of the anisotropic factor a for different structures.31
abcc afcc ahcp aliq agas asc
Value 1.18 1.22 1.22 1.31 1.42 1.50
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Also, the spherical angles are now determined with
respect to the normal vectors of facet f. F ið Þ is the Voronoi
cell boundary around particle i. With this slight modification,
the Minkowski structure metric is a more robust and continu-
ous structure parameter. The problem of different definitions
of neighborhood has also been solved.
We propose to use the scalar product of the Minkowski
structure metric (SPMSM) to apply the advantages of the
continuous Minkowski structure parameter to the SPBOP.
Now, the order parameters are defined with respect to the
Minkowski structure metric
q0lm ið Þ ¼
X
f F ið Þ
A fð Þ
A
Ylm hf ;/f
 
: (12)
This metric has the same characteristics as the local
bond order parameters. For l¼ 6, it sums up coherently in
crystals and incoherently in liquids. After normalization (see
(8)), a criterion for a scalar product is developed.
S0ij ¼
X6
m¼6
~q06m ið Þ  ~q06m jð Þ: (13)
If the product exceeds 0.75, a pair of Voronoi neighbor-
ing particles is defined as connected. Particles with eight or
more connected neighbors are identified as being in the solid,
otherwise as being in the liquid state.
E. BCC sensitive Minkowski structure metric
To get a deeper insight into the individual crystal struc-
tures, a modified version of the bond order parameter with
the improved Minkowski structure metric (MSM)32 is used.
The main feature of the method is that it allows to distin-
guish between fcc, hcp, and bcc (body centered cubic) crys-
tal structures in data with mixed crystalline phases.
Accordingly, this method is called the “bcc sensitive
Minkowski structure metric” or short BCCMSM.34 Since the
parameters q4 and q6 (see Equation (10)), which are calcu-
lated for every particle i, have unique values for certain crys-
tal structures, it is possible to assign different crystal
structures (see Table III).
In the case of bcc, it is useful to calculate a ratio
between the first and second shell facet areas using the mean
areas A1st and A2nd
z ¼ A1st
A2nd
¼ 3
4
P8
i¼1
Af i
P14
j¼9
Af j
: (14)
For a descending sorted list of facet areas
~A ¼ Af1;Af2;…;AfNð Þ, it is possible to calculate zbcc using
the first eight entries as first shell neighbors and the next six
entries as second shell neighbors, which results in zbcc ¼ 32
ﬃﬃﬃ
3
p
.
Calculating z for fcc and hcp will result in zfcc ¼ zhcp ¼ 1.
Now, a weighting function h A fð Þ½  can be defined as
h A fð Þ½  ¼ exp 3A A fð Þ 
A
 
A
2
g zð Þ
" #
þ 1
( )1
; (15)
g zð Þ ¼ exp  9
2
z zbccð Þ2
 	
(16)
with A given in (11) and A ¼ hAi. This weighting function
will suppress any second shell neighbors in the case of bcc to
allow a better distinction between fcc and hcp. The result for
fcc or hcp-like structures remains untouched. The new
parameter is now defined as follows:
~ql ið Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4p
2lþ 1
Xl
m¼l
 X
f2F ið Þ
h A fð Þ½ 
H
Ylm hf ;/f
 
2
vuut : (17)
The divisor H is the sum over all possible h A fð Þ½ .34
IV. RESULTS
A. Pair correlation
To determine the phase state of the system, the pair corre-
lation function is applied. Figure 3 shows the ratio of its first
minimum to its first maximum (4). At low pressures, the ratio
is low, indicating a highly ordered complex plasma. Increasing
TABLE III. Values of the bcc sensitive Minkowski structure metric ql for
the most relevant crystal structures: the values are calculated for perfect
lattices.32
fcc hcp bcc
~q2 0 0 0
~q3 0 0.076 0
~q4 0.190 0.097 0.509
~q5 0 0.252 0
~q6 0.575 0.484 0.629
FIG. 3. The ratio R of the first minimum to the first maximum of the pair
correlation. The standard deviation of the five independent measurements is
given by the errorbars.
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the pressure leads to an increased value, which means that, fol-
lowing the Raveche-Mountain-Streett criterion, the particles
are in the liquid state. Even in the crystalline state, the arrange-
ment of the particles is not very homogeneous. Owing to grav-
ity, the interparticle distances are smaller in the lower part of a
complex plasma than in the upper part. It is shown that the
global pair correlation of a system with varying interparticle
distances has dispersed minima and maxima (see Figure 2).
Since this heterogeneous structure occurs in a complex plasma,
the ratio R (4) is high. Nevertheless, the Raveche-Mountain-
Streett criterion, which is valid for Lennard-Jones systems,
indicates that the phase transition takes place at about 28Pa.
However, as discussed in Section IIIA, the actual value for the
pressure of the phase transition could be higher since distor-
tions of the lattice might increase R.
B. Nonspherical distribution
For p> 28 Pa, it is not clear whether the particle systems
are completely disordered or the high value of R is caused by
the unequal interparticle distances. To get a deeper insight
into the phase transitions, a more local criterion is used. For
the nonspehrical distribution, the value a (5) for each particle
is plotted in a histogram. To make sure that each measure-
ment is weighted equally (independent of the particle num-
ber), the distribution is area normalized. Figure 4 shows the
average of the measurements at identical pressure.
At 25 Pa, the maximum of the distribution is at
a ¼ 1:22, indicating that all particles are in the solid state
(see Table II). At increased pressure, the distribution dis-
perses, indicating a superposition of particles in the solid and
in the liquid state. At 45 Pa, no distinguished peak is recog-
nizable at the predicted value for solid phases. Besides this,
the distribution is broadened, also indicting that the particles
are in the liquid phase. The reason why the maximum is not
localized where it is proposed to be for liquids (a  1.3,
Table II) is still to be investigated.
C. SPMSM and SPBOP
In Figure 5, the results of the SPBOP and of the
SPMSM are given. Here, the normalized fraction of particles
that are connected to at least eight neighbors (i.e., being in
the solid state) is shown. At high pressure, the fraction is
lower than at low pressure. This indicates melting of the dust
cloud at decreased pressure. It can be seen that the fraction
of particles being in the solid state is higher for SPMSM than
for SPBOB. This may be due to the improved definition of
neighborhood. Nevertheless, the differences between both
scalar products are small. Between domains of highly
ordered particles being in the solid state, a region with no or
only small order exists. Particles in this transition region are
connected to less than eight neighbors and are accordingly
classified as being in the fluid state.
At increased neutral gas pressure, the crystallization
starts at the bottom of the analyzed volume but does not pro-
ceed to the upper part. This is in accordance with Zuzic
et al.,40 who already reported, that complex plasmas under
gravity conditions are highly ordered at bottom, while upper
layers are more disordered.
D. BCCMSM
Since the already applied criteria distinguish only
between solid and liquid states, the BCCMSM is used to
retrieve information about the structural composition. It was
possible to find fcc, hcp, and bcc structures using the ~q4 and
~q6 (Figure 6). At 25 Pa, the diagram shows high density in
the upper half, which confirms that the whole particle clouds
are in the solid state (Table III). The dominant part of par-
ticles in the solid state forms fcc and bcc structures. At
increased pressure, the amount of particles being in the solid
state decreases, while the amount of particles being in the
liquid state increases.
E. Overview and particle number
From Table IV, it can be seen that the results of all
applied criteria are in good agreement with each other. A
continuous phase transition between 25 Pa, where nearly all
particles are in the solid state, and 45 Pa, where all particles
are in the liquid state (see also Figure 3), is observed.FIG. 4. The nonspherical distribution a (area normalized).
FIG. 5. The relative number of particles being in the solid state (particles
which are connected with at least eight neighbors, whereas two particles are
defined as connected if Sij> 0.75 or S
0
ij> 0.75) based on the scalar product
of the local bond order parameter SPBOP and of the Minkowski structure
metric SPMSM. The error bars indicate the standard deviation.
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To verify that the crystallization is only an effect of
varying the neutral gas pressure, the particle number has
been kept constant during pressure manipulation. Between
the five independent measurement series, the gas and the
particles were exchanged. Figure 7 shows the density and
average interparticle distances. Since it is not possible in this
setup to inject the same amount of particles into the dis-
charge, the error bars of the density and the nearest neighbor
distance are large.
V. DISCUSSION
In the present experiments, crystallization at low pres-
sures was observed with a gradual melting with increasing
pressure (see Table IV). Former ground based experiments
showed the opposite behavior where the particles were in the
solid state at higher pressure and in the liquid state at lower
pressure14,15,22 (see Table I).
To explain this different behavior, the changing of the
coupling parameter (1) under neutral gas pressure manipula-
tion is considered. Increasing the number density of neutral
gas atoms by increasing the pressure raises the probability of
collisions between the plasma particles. Collisions of ions
with neutrals transfer energy and angular momentum, espe-
cially when charge is exchanged. A positive ion that lost its
kinetic energy in the vicinity of a negatively charged particle
has a lower probability to escape its attractive potential.
Therefore, at increased pressure, the higher ion flow to the
particle reduces its negative charge.47 The orbit motion lim-
ited (OML) theory is often used to describe the charging of
particles in a complex plasma.1 This theory is derived by
energy and angular momentum conservation of the ions in
the vicinity of a particle and neglects the ion-neutral colli-
sions. If the Debye length is much smaller than the mean
free path of neutrals and ions, the OML is a good approxima-
tion. But even at low pressures (25 Pa), it overestimates
the charge of a particle significantly.48
An effect that should also be taken into account is the
smaller Debye length at increased pressure (kD / n0:5i
/ p0:5).
The decreased particle charge and the increased Debye
length (while the interparticle distance was held constant)
decrease the coupling parameter (1). This reduced coupling
parameter explains the observed melting of the particle cloud
at low pressure, assuming a constant dust temperature Td and
interparticle distance D. The latter is realized in our experi-
ments (see Figure 7).
FIG. 6. Two dimensional histogram showing ~q4 and ~q6 at different pres-
sures. The diagram is accumulated over all measurements according to the
pressure. Yellow (light) areas mark high particle density, while blue (dark)
regions have low density.
TABLE IV. Estimation of the melting behavior of the complex plasma
based on different criteria.
Melting (Pa)
Pair correlationa 28
Nonspherical distribution 25–45
SPBOPb 25–45
SPMSMc 25–45
BCCMSMd 25–45
aFollowing the Raveche-Mountain-Streett criterion; R¼ 0.2 (Ref. 38) (made
for Lennard-Jones systems).
bScalar product of the local bond order parameter.
cScalar product of the Minkowski structure metric.
dbcc sensitive Minkowski structure metric.
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The opposite observations in former ground experiments
may originate from different positions of the dust cloud in
the plasma. Under gravity conditions, the crystalline state in
a complex plasma was examined mainly in systems, where
the particles were arranged in one or in only a few
layers.14,15,22 Due to gravity, all particles in former experi-
ments were located in or close to the plasma sheath. In the
present work, the complex plasma consists of up to thirty
layers of small particles with about 15  103 particles in the
examined region, which is clearly above the plasma sheath
in the bulk plasma. Besides this, the upper layers exert pres-
sure on the lower ones, which compresses them. So, the inner
pressure of dust particles explains the smaller interparticle
distances in the lower part of the complex plasma. The high
vertical extension of the particle cloud increases the coupling
parameter (1) of the lower layers. Furthermore, a small RF
power leading to a weak electric field in the sheath49 is suffi-
cient to levitate the small particles and reduces the formation
of a two-steam instability at low pressures, which leads to
melting.2,11,12
Our observation is similar to microgravity experiments
onboard the ISS,2 where the solid state was observed at
lower pressures and the liquid state at higher pressures.
However, the reason is different: In the microgravity experi-
ments, the melting is caused by an increase in the interparti-
cle distance with increasing pressure at constant particle
charge and screening length, whereas in our experiments, the
interparticle distance was kept constant, the but particle
charge and screening length decreased.
VI. CONCLUSIONS
The neutral gas pressure of complex plasmas under
gravity conditions is varied in a range of 25 Pa–45 Pa.
Different crystallization criteria are applied: the pair correla-
tion and the nonspherical distribution. The scalar product of
the local bond order parameter is improved to the scalar
product of the Minkowski structure metric. Both methods
are successfully applied and compared. The composition of
different crystalline structures is analyzed by the bcc sensi-
tive Minkowski structure metric. All deployed criteria are in
agreement: Under laboratory conditions, the three dimen-
sional particle cloud is in the solid state at low pressure and
in the liquid state at high pressure. There is no hint for a
sharp transition between these two states. The particle den-
sity and the interparticle distances are kept constant during
pressure manipulation. So, the phase state of the system is
dominated by neutral pressure. This behavior is explained by
the decreasing coupling parameter. This is due to the reduced
charge of the microparticles based on collisions of ions in
their vicinity and an increased Debye length.
In comparison with former experiments under gravity
and under microgravity conditions, we find two factors that
might be important for the behavior of complex plasmas as
investigated here: the extension of the particle cloud and the
strength of the electric fields that levitates the particles.
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APPENDIX: SPHERICAL HARMONICS
The spherical harmonics are defined as
Ylm h;/ð Þ ¼ 1ﬃﬃﬃﬃﬃ
2p
p NlmPlm cos hð Þeim/ (A1)
with
Plm xð Þ ¼ 1
ð Þm
2ll!
1 x2ð Þm=2 d
lþm
dxlþm
x2  1ð Þl (A2)
and
Nlm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lþ 0:5ð Þ  l mð Þ!
lþ mð Þ!
s
(A3)
Here, h is the polar angle and / the azimuthal angle
of the connection vector between two neighboring points,
see Figure 8. r ¼ x; y; zð Þ is the vector from the particle to
its neighbor, and both the angles are given by (analog to
the spherical coordinate system) / ¼ atan2 y; xð Þ and
h ¼ arccos z=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2 þ z2
p 
.
FIG. 7. Density q and nearest neighbor distances D of the particles. The
standard deviation is given by the errorbars.
FIG. 8. The polar angle h and the azimuthal angle / for the connection
between two particles.
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Abstract—The crystallization of a three dimensional complex
plasma under gravity conditions at different gas pressures is
investigated. Three different methods are applied to determine
the phase state of the complex plasma; the pair correlation, the
nonspherical distribution (which uses the geometric properties
of the Voronoi cells of each particle) and an improvement of the
scalar product of the local bond order parameter. All criteria are
in accordance that the complex plasma is in solid at low and in
liquid state at high pressure.
I. INTRODUCTION
A complex plasma consists of electrons, ions, neutral
gas atoms and micro- or submicro-particles. Since electrons
have a higher temperature than ions in laboratory plasmas,
the immersed particles get negatively charged. Due to the
screening of the plasma the interaction of the particles can be
described by a Yukawa potential. The interacting strength is
the reason for a liquid- or solid-like behavior of the complex
plasma. If the coupling parameter
Γ =
Q2
4πϵ0∆kBTd
exp (−∆/λD). (1)
exceeds a specific threshold [1] highly ordered structures are
created which are called solid or crystalline, while low ordered
structures are defined as liquid [2], [3]. The distance of the
particles is ∆, their thermal energy kBTd and their charge
Q. If the electron temperature is much higher than the ion
temperature, the Debye screening length can be written as
λD ≈
√
ϵ0kBTi
e2ni
. (2)
Here the ion density ni is proportional to the gas pressure p.
II. EXPERIMENT SETUP AND PROCEDURES
A weakly ionized Ar plasma is generated by capacitively
coupled RF electrodes with a diameter of 7.5 cm and dis-
tance of 3 cm. Melamine - Formaldehyde particles (diameter
d = 2.05 µm) are injected by a dispenser mounted on the
side of the chamber. A horizontal laser sheet illuminates
the particles. The plasma as well as the particle cloud are
horizontal confined by a guard ring around the electrode. A
peak to peak voltage of 15 V at the lower and 35 V at the
Fig. 1: The setup. The gas inlet as well as the vacuum con-
nection is gas flow reduced, to guarantee that the confinement
of the particles is sufficient while pressure manipulation (see
[4]).
upper electrode, which is made of glass coated with indium
tin oxide (ITO), is applied. Since this electrode is transparent
the particles can be recorded by a CMOS camera (resolution
15.6 µm/pixel) on top of the chamber. To determine the three
dimensional positions of the particles the laser and the camera
are mounted on a stage moving parallel to the direction of
gravity (see fig. 1). Every 10 µm a picture is recorded. A cube
with a side length of 6 mm around 4.5 mm above the middle of
the electrode is chosen to be analyzed, where 1.5·104 particles
in up to 30 layers are located. Since the observed volume is
located above the sheath, it cannot excluded that the shape of
the particle cloud in the peripheral area of the complex plasma
changes while pressure manipulation.
To ensure that the structure (solid or liquid) of the complex
plasma is only an effect of pressure manipulation, the particle
density as well as the interparticle distances are kept constant.
This is realized by a fixed number of particles.
After injecting the particles the pressure is adjusted slowly.
Some structures in the complex plasma are maintained during
the slow change of pressure. To ensure that the observed
structures at each pressure are independent from previous
conditions, the particles have to be heated up, which is realized
by a short increase of the RF power [5]. After lowering the
RF power to the former level, the gas is refreshed by a low
gas flux. Before recording, the gas flux is switched off, so the
particles can arrange without any external disturbance. Then
the next pressure is adjusted and the steps are repeated until
all desired pressures are realized. To estimate the error all
measurements are repeated five times. Between two series the
chamber is evacuated to base pressure, before fresh gas and
new particles are applied. As a result the number of particles
keeps constant in a series, but varies between them.
III. CRITERIA OF PHASE TRANSITIONS
In the pair correlation g(r) the distances to the neighbors
are plotted in a histogram calculated by
g(r) =
1
ρN
⟨ N∑
i
N∑
j ̸=i
δ(r− rij)
⟩
. (3)
N is the number of particles, ρ their density and rij the
connecting vector of particle i and j. In periodical systems
the pair correlation has distinct maxima and minima [3], [6].
The ratio of the first minimum and the first maximum
R =
min1(g(r))
max1(g(r))
(4)
could be used as an order parameter [7].
The idea behind the nonspherical distribution is that in
highly ordered crystals the Voronoi cells are identical
and have a small surface S to volume V ratio [8]. The
nonsphericity factor is defined as
α =
RcS
3V
, (5)
with the average curvature radius Rc for polyhedrons
Rc =
1
8π
edges∑
i
liϕi. (6)
The length of intersecting facet is li and the corresponding
angle is ϕi (in units of radian). For hcp (hexagonal close-
packed) and fcc (face-centered cubic) crystals the histogram
of the nonspherical distribution is sharply peaked around
1.22, for less ordered systems it disperses to higher values.
The scalar product of the local bond order parameter
(SPBOP) determines, whether each individual particle is in
liquid or in solid state. For the twelve nearest neighbors N
the bond order parameter qlm(ri) is given by
qlm(ri) =
1
N
N∑
j=1
Y6m(θ(rij), ϕ(rij)). (7)
The spherical harmonics functions Y6m are of degree 6 (l = 6),
because they are the most sensitive for this utilization, the
respective angles are θ(rij) and ϕ(rij). After normalization
q˜6m(i) =
q6m(∑6
m=−6 |q6m(i)|2
)1/2 (8)
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Fig. 2: Ratio R (4), following the criteria by Raveche´, Moun-
tain and Streett [7]. A system is in solid state if R < 0.2. The
errorbars show the standard deviation [4].
the scalar product for two neighboring particles
Sij =
6∑
m=−6
q˜6m(i) · q˜∗6m(j) (9)
is calculated (∗ symbolizes complex conjugation). Due to
the high symmetry in the particle arrangement the scalar
product adds up coherently in crystals. In undisturbed data
the product is for all neighboring particles unity. Since every
slight disorder decreases this value, for real data a threshold
of 0.75 is adopted. To increase the reliability of this criterion,
a specific particle is only identified to be in solid state, if the
scalar product (9) with at least eight of its twelve neighbors
exceeds this threshold. Otherwise it is considered to be in
liquid state. Both thresholds for determining a specific particle
to be in the solid state (the minimum value of the product and
the number of neighbors which has to exceed this value) can
be used as more or less strict criteria for crystallization [9],
[10], [11].
However, even small displacements of the particles positions
can change the neighborhood completely, which makes the
SPBOP unstable [12]. To solve this issue the scalar product of
the Minkowski structure metric (SPMSM) was proposed [4].
Instead of a fixed number of nearest neighbors, the Voronoi
neighbors are used and weighted by their respective Voronoi
facet area A(f). So (7) is changed to
q′6m(i) =
∑
fϵF(i)
A(f)
A
Y6m(θf , ϕf ). (10)
The surface A of the Voronoi cell is given by
A =
∑
f∈F(i)
A(f). (11)
After normalization (see eq. 8), the scalar product of two
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Fig. 4: (Color online) Position of particles being in solid state  and in liquid state  at a) 25 Pa, b) 35 Pa and c) 45 Pa
according to SPMSM. Here a particle is identified as being in solid state if S′ij (12) exceeds 0.75 for at least eight of its
Voronoi neighbors. All other particles are determined as being in liquid state. For better visibility the figures are shown upside
down.
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Fig. 3: The nonspherical distribution α (area normalized) [4].
Voronoi neighboring particles
S′ij =
6∑
m=−6
q˜′6m(i) · q˜′∗6m(j) (12)
shows similar properties like the SPBOP. So analogous thresh-
olds could be applied: if the scalar product exceeds 0.75 for
at least eight of its Voronoi neighbors a particle is defined as
being in solid state, else as being in liquid state [4].
IV. RESULTS
The pair correlation is used to determine the state of
aggregation of a complex plasma. At low pressures the
distribution shows distinct maxima and minima. At increased
pressure the distribution disperses. Figure 2 shows the ratio
of the first minimum to the first maximum (4). The pair
correlation does not deal well with heterogeneous structures.
So the high values could also originate from inhomogeneous
structures, like variations of interparticle distances based on
gravity or different crystal structures [13], [14]. To get a
deeper insight into the details a more local criterion is used.
In figure 3 the results of the nonspherical distribution
are plotted in a histogram. It is shown, that at 25 Pa the
distribution is peaked at around 1.22, which is in accordance
with the predicted value for a hcp and fcc crystal. The
distribution disperses to higher values at increased pressure,
which also indicate less ordered structures.
In order to localize the particles, which are in liquid or
in solid state, the SPMSM is used. Figure 4 shows the
positions of the particles being in solid and in liquid state.
The particles which are located in the lower layers (shown
on top) have the highest probability to be in solid state,
while in the upper area the particles are rather in liquid state.
Finding more ordered structures in lower layers and less
ordered structures in higher layers under gravity conditions
is in agreement with Zuzic et al. [13]. Beside this, particles
being in solid state are creating clusters, which are embedded
by particles being in liquid state.
Figure 5 summarizes the results of the SPBOP and SPMSM
at different pressures. Both criteria are in great accordance
with each other, while the SPMSM identifies slightly more
particles being in solid state. At high pressure the particles
are in liquid state, while at decreased pressure most of them
are in solid state.
The results of all applied criteria are in good agreement with
each other. A continuous phase transition between 25 Pa,
where nearly all particles are in the solid state, and 45 Pa,
where all particles are in the liquid state, is observed.
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Fig. 5: The relative number of particles being in the solid state
based on the scalar product of the local bond order parameter
SPBOP  and of the Minkowski structure metric SPMSM  .
The same criteria as in fig 4 are used. The errorbars indicate
the standard deviation [4].
V. DISCUSSION
Increasing the neutral gas pressure at constant temperature
increases the number density of the gas atoms which makes
collisions of ions with neutrals more likely. An ion, which
lost its energy and angular momentum by such a collision
in the vicinity of a particle, has a smaller chance to escape
from the attractive potential of this particle. The resulting
higher ion flow to the particle surface reduces the negative
charge Q [15]. Beside this the Debye length was decreased
by increasing neutral gas pressure (2). Due to the constant
particle number while pressure manipulation, the mean
interparticle distance (roughly 0.22 mm) does not change
significantly.
The lower Debye length and the lower charge of the particles
lead to a decreased coupling parameter (1), while the pressure
is increased (supposing a constant particle temperature).
The diminished coupling parameter could explain the
crystallization at low pressure, observed here.
In former ground based experiments particles were in
liquid state at low pressure and in solid state at high pressure
[2], [5], [16]. One possible explanation of this behavior
could be the formation of a two-stream instability [17].
Owing to gravity, in these experiments the particles, which
create only few particle layers, are located close to the
plasma sheath. In the present work the analyzed particles
extend into the bulk plasma. As a result the particle layers
in the lower part become compressed by the upper layers.
This ”pressure” compresses the interparticle distances and
increases the coupling parameter (1) (see [13], [14]). Beside
this the light particles allowed us to use only a small RF
power. The exerted pressure on the lower particles as well as
the low power were the reasons, why no formation of such
an instability was observed at the examined pressure regime.
VI. CONCLUSIONS
The influence of neutral gas pressure of a three dimensional
complex plasma under gravity conditions is considered. All
applied criteria show the same picture: at low pressure the
particles are in solid state, while at increased pressure the
particles are in liquid state. The position of the extended
particle cloud as well as the low RF-power could be the
reason for this behavior in contrast to former experiments
under gravity conditions.
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Crystallization process of a three-dimensional complex plasma
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Characteristic timescales and length scales for phase transitions of real materials are in ranges where a direct
visualization is unfeasible. Therefore, model systems can be useful. Here, the crystallization process of a three-
dimensional complex plasma under gravity conditions is considered where the system ranges up to a large extent
into the bulk plasma. Time-resolved measurements exhibit the process down to a single-particle level. Primary
clusters, consisting of particles in the solid state, grow vertically and, secondarily, horizontally. The box-counting
method shows a fractal dimension of df ≈ 2.72 for the clusters. This value gives a hint that the formation process
is a combination of local epitaxial and diffusion-limited growth. The particle density and the interparticle distance
to the nearest neighbor remain constant within the clusters during crystallization. All results are in good agreement
with former observations of a single-particle layer.
DOI: 10.1103/PhysRevE.97.053202
I. INTRODUCTION
The crystallization process of various materials are of great
interest in solid state physics. In actual materials, the specific
timescales and size scales make a detailed study of the involved
processes unattainable. Computer simulations [1] or model
systems such as colloidal systems [2] and complex plasmas [3]
may help to overcome these limitations. In complex plasmas
the length scales and timescales are in the range of minutes
and millimeters. The positions of each individual particle, as
well as collective effects in the aggregation process, can be
recorded [4]. The timescales in colloidal systems range from
seconds to days and the length scales are in the range of the
wavelength of visible light [5].
A complex plasma consists of micron-sized particles em-
bedded in a low-temperature plasma. These particles charge
up negatively due to the high electron velocity and interact via
the Yukawa potential. Depending on the ratio of the interacting
energy to the thermal energy, the particles may arrange in solid
or liquid configurations [3]. Under laboratory conditions, the
particles have to be levitated to counter gravity, e.g., by an
electric field. Owing to the screening of electric fields in the
plasma, the particles are often arranged in a single layer or
in a few layers located in the sheath [6]. Since all particles
can be observed simultaneously in a single layer, the melting
[7–9] and crystallization [10] of flat complex plasmas are
well understood. Under certain conditions (small particles and
a strong confinement), it is possible that the particle cloud
ranges up into the presheath and bulk plasma even in ground-
based experiments [11,12]. Also, computer simulations were
performed to study the phase transition of three-dimensional
complex plasmas [13,14].
A widespread method to analyze the process of aggregation
in detail is the determination of the fractal dimension [15–17].
In epitaxial growth (at least at the beginning), one layer after
*Benjamin.Steinmueller@physik.uni-giessen.de
another settles on the surface, creating compact objects with the
same dimension as of the embedding Euclidean space [18]. A
different picture is shown by diffusion-limited growth, where
the exposed ends of a structure screen their own center. As a re-
sult, the ends grow faster than the remaining parts and branched
complex objects are created [19,20]. In three-dimensional
embedding Euclidean space, the fractal dimension for irre-
versible diffusion-limited cluster-cluster aggregation (DLCA)
[21] is df = 1.78 ± 0.06, and for irreversible diffusion-limited
aggregation (DLA) [22] it is df = 2.53 ± 0.06 [19]. If the
growth is reversible, the bonds can be destroyed and the
particles can rearrange, creating much more compact objects.
For this reason, reversibility increases the fractal dimension
of the grown structures towards the value for the embedding
Euclidean dimension [17].
Rubin-Zuzici et al. [13] have examined a contour in a
two-dimensional slice of a three-dimensional complex plasma
during the phase transition. It is shown that the fractal dimen-
sion d ′f of the crystallization front line oscillates between 1.16
and 1.21. This is higher than for epitaxially grown structures
(in this context, d = 1) and lower for diffusion-limited growth
(in this context, df = 1.42) [13]. For a two-dimensional slice,
the overall fractal dimension of the crystallization front is de-
creased by 1 [23]. This means that in the originally embedding
three-dimensional Euclidean space, the front area has a fractal
dimension of df = 2.16–2.21.
Previously, only colloidal systems were used as model sys-
tems to observe the aggregation process in three dimensions.
Based on the high fluid density of the surrounding fluid, the
colloidal systems are overdamped. Due to the low damping
rate, complex plasmas may provide new insights into the phase
transition process in general [24].
In the presented work, the crystallization process of a
liquidlike three-dimensional complex plasma under gravity
conditions is studied. The measurements are time and space
resolved. A local criterion shows individual particles in the
solid state at particular time steps, from which the fractal
dimension of the clusters can be derived.
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II. EXPERIMENTAL SETUP AND PROCEDURE
A capacitively coupled radio-frequency chamber with a
frequency of 13.56 MHz (peak-to-peak voltage of 15 V at
the lower and 35 V at the upper electrode) is used for the
experiments. The electrodes have a diameter of 7.5 cm and are
3 cm apart from each other, and the diameter of the chamber
is 14 cm. Glass coated with indium tin oxide (ITO) is used as
the upper electrode. Due to the transparency of this electrode,
it is possible to mount the camera directly above it. The
melamine-formaldehyde particles inside the complex plasma
have a diameter of d = 2.05 ± 0.04 μm and are injected by
a dispenser mounted on the side of the chamber. Due to
the small particle mass, a weak electric field in the bulk
plasma is sufficient for levitation. Besides the electric field
and the gravity, no significant forces act on the particle. A
guard ring around the lower electrode is responsible for the
horizontal confinement of the particle cloud. The experiments
described here are performed in argon at a pressure of 40 Pa.
To illuminate the particles, a laser beam (width ≈0.1 mm) is
spread into a sheet parallel to the electrodes. The laser light,
which is scattered by the particles, is recorded by a camera
perpendicular to the laser sheet. Further information about the
experimental setup is given in Ref. [11].
To observe its phase transition from a liquid- to crystal-like
system, the complex plasma has to be fully disordered in the
beginning. This is achieved by a temporal increase of rf power
to a peak-to-peak voltage of 52 V at the lower and 92 V at
the upper electrode, in which the particles gain a high kinetic
energy [9]. When the power is reduced again, crystallization
starts. Three-dimensional positions of the particles are ac-
quired by moving the laser diode, as well as the camera, in
a vertical direction perpendicular to the electrodes. Several
scans are taken at different times, in order to get time-resolved
measurements. A scan with a speed of 0.1 mm/s starts at the
upper part of the complex plasma and ends in the lower part
[25]. The next scan goes from the lower to the upper part, with
each scan taking about 33 s. This scan velocity is of the same
order as used in other plasma crystal experiments [12,26–29].
To reconstruct the position of the particles, first, the particles
are identified in each single frame with subpixel accuracy
and then they are tracked over consecutive frames [30]. The
z coordinate of the particles is calculated by the position
of the laser sheet above the electrode. Particles in the solid
state oscillate around their equilibrium positions [31], with an
amplitude of about 23 μm in the x and y directions. Due to the
low scanning speed, with this method it is possible to gain the
exact equilibrium positions of the particles in the horizontal
plane by averaging over time since the particles are identified
in several frames. Due to the fact that this is not possible for the
scan direction, the z coordinate has an uncertainty in the range
of the oscillation amplitude. Assuming a typical thermal energy
(∼0.025 eV), particles in the liquid state have a higher kinetic
velocity than the scanning speed. This is a widespread issue
in three-dimensional complex plasmas [12,26–29] or even in
two dimensions, where a particle can move between two frames
further than the mean interparticle distance [13]. As a result,
only the positions of particles in the solid state are determined
with high accuracy, while the positions of particles in the liquid
state have large uncertainties.
The drawback of the scanning method is that not all particles
are recorded simultaneously. The scans are done 0, 33, 66,
99, 178, 211, and 244 s after reducing the rf power. In the
following, the particle positions are named after the starting
time of the corresponding scan. The complementary metal-
oxide semiconductor (CMOS) camera has a resolution of
15.6 μm/pixel and a frame rate of 40 fps. The region of interest
of about 10 × 10 × 4 mm3 contains over 36 000 particles.
The examined region is chosen from the homogeneous center
of the particle cloud, 3.5 mm above the lower electrode,
which is above the sheath region with a maximal extension
of about 1 mm [32] (Debye length ∼100 μm). Taking an even
distribution of particles within the confinement into account,
the whole cloud consists of about 1.6 × 106 particles. Since
no gas flux is present, the particles do not move collectively,
nevertheless, some particles can diffuse inside and outside of
the examined region.
III. FRACTAL SCALE ANALYSIS
In a complex plasma, three different crystalline structures
can occur: hexagonal closed packed (hcp), face-centered cubic
(fcc), and body-centered cubic (bcc). In this investigation,
the exact crystal structure is not important, but a reliable
identification of whether a single particle is in the liquid or
in the solid state is important. This is why the scalar product
of the Minkowski structure metric (SPMSM) is applied. This
method is robust against uncertainties up to 14% of the nearest-
neighbor distance in the particle positions, e.g., because of
oscillation in the scan direction. This is why the x and y
coordinates of the particles have to be determined with high
accuracy, otherwise the sum of the errors in each direction
would be too high for a reliable identification via the SPMSM
[11,33–35].
For a particle i, the order parameters
q6m(i) =
∑
f F(i)
A(f )
A
Y6m(rij ) (1)
are calculated. Here, Y6m are the spherical harmonics with l =
6, and the sum runs over all Voronoi neighbors. The connecting
vector of the two neighboring particles i and j is rij . The
surface of the Voronoi cell A is defined by the sum over the
corresponding facet areas A(f ) [A =∑f∈F(i) A(f )]. Then,
the complex vector is normalized over all possible orders m
given by
q˜6m(i) = q6m(i)√∑6
m=−6 |q6m(i)|2
. (2)
If, for neighboring particles i and j , the product
Sij =
6∑
m=−6
q˜6m(i) · q˜∗6m(j ) (3)
is above 0.75, they are deemed to be connected (the aster-
isk ∗ stands for complex conjugation). With eight or more
connections to its neighbors, a particle is defined to be in
the solid state, and with less connections, to be in the liquid
state [11].
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Fractal objects are self-similar or scale invariant, which
means, in a mathematical sense, that changing the scale
produces similar structures. In contrast to the embedding
Euclidean space, fractals have noninteger dimensions.
One of the most commonly used procedures to determine
the fractal dimension is the box-counting method [36]. Here,
the minimum number of boxes N (L) with the length L,
which are needed to cover the fractal, are counted. The fractal
dimension df is then given by [19]
df ∝ lim
L→0
log[N (L)]
log(1/L) . (4)
The probability for a specific particle to be in the solid state
is called p. In percolation theory, the lowest probability for
which the size of the largest cluster [37] reaches the same
order as the size of the examined region is called the critical
probability pc. Following Ref. [23], the fractal dimension of
a cluster with p < pc is zero. If p is clearly above pc, the
largest cluster is no longer fractal, so its dimension is given by
the embedding Euclidean space. Only for p = pc (or slightly
above) does the largest cluster have a fractal nature [23].
IV. RESULTS
Figure 1 shows the crystallization process of the complex
plasma under gravity conditions. Directly after decreasing the
rf power (at 0 s), hardly any particles are found in the solid
state, indicating that due to the temporally increased rf power,
all particles obtain so much kinetic energy that no ordered
structures can exist. After 244 s, most particles are in the solid
state, confirming a timescale for crystallization of minutes.
During the phase transition, the particles in the solid state create
clusters. The clusters originate preferably from the lower part
of the examined region. They grow mainly against the direction
of gravity and are less pronounced in the horizontal direction.
While the individual solid clusters increase in size, they merge
with each other. Nevertheless, no compact crystallization front
is observed.
Due to the crystallization process, the amount of particles
in the solid state and therefore the probability p increases (see
Fig. 1). The critical value for p is reached after about 178 s,
when the largest solid cluster connects the upper with the lower
boundary for the first time. The ratio of particles in the solid
state and the total number of particles in the examined region
give an upper limit of 0.3 for the critical probability pc.
Figure 2 shows the amount N (L) of boxes where at least
one particle of the cluster is included versus the length of the
boxes L in a double logarithmic scale. The slope of the linear
fit gives a fractal dimension of df = 2.72 ± 0.03. Changing
the threshold for connected particles (3) varies the number
of particles identified to be in the solid or liquid state. At a
lower threshold the critical probability pc is reached earlier,
while at a higher threshold it is achieved later. Nevertheless,
the absolute value for the fractal dimension at (or slightly
above) the critical probability remains constant. Since the
fractal dimension appears to be time independent, we do not
expect that a finite scanning time affects its value. Of course,
the exact structure of a cluster at a certain moment cannot be
extracted. After all, this does not have an influence on the final
results.
FIG. 1. The positions of particles in the solid (red/light) and liquid
(blue/dark) state, 0, 66, 178, and 244 s (from top to bottom) after the
crystallization process has begun. Due to their high thermal speed,
the absolute position of the particles in the liquid state may have an
error.
In Fig. 3 the distance to the nearest neighbor as well as
the density of the particles are plotted, based on particles
embedded completely in the solid state. Due to gravity, the in-
terparticle distances are compressed. Averaged over all times in
a cluster, the density of particles increases from 78 ± 3 mm−3
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FIG. 2. The relation between the minimum amount of boxes
needed to cover the largest solid cluster N (L) and the corresponding
length of the box L. The scans are done at 178 s , 211 s, and 244 s
after the start of crystallization.
in the upper 20% to 87 ± 3 mm−3 in the lower 20% of
the examined region. While crystallization progresses, the
mean number density of particles and the average interparticle
distance as well as their standard deviations remain constant
over time. In previous experiments it was shown that the
variation of particle density or interparticle distance during
a phase transition was very small [8,13].
V. CONCLUSION
The crystallization process of a three-dimensional complex
plasma with more than 36 000 particles under gravity condi-
tions was resolved temporally and spatially. To this end, at
different times after the start of crystallization, a space-
resolved local method was used to identify whether each single
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FIG. 3. The particle density (calculated by the inverse volume of
the Voronoi cell [29]) and the distance to the nearest neighbor for
particles within a cluster depending on the time after starting the
crystallization. The standard deviation in each time step is given by
the error bars.
particle was in the solid or liquid state. It has been confirmed
that the timescales and size scales for phase transitions in a
complex plasma are in a range of a few minutes and millime-
ters, respectively. The plasma parameters are in a steady state
only microseconds after the rf power is lowered [38] and the
charge of the particles needs milliseconds to be in equilibrium.
During the crystallization process, no significant change of
the particle density took place. The different timescales of the
involved processes allowed the assumption that the background
plasma and the mean charge of the particles were constant.
Crystallization takes place by the growth of different solid
clusters, starting from the lower part under gravity. These
clusters primarily expand vertically and, secondarily, horizon-
tally. At later times they merge with each other. About 178 s
after the start of crystallization, the extent of the largest solid
cluster was in the range of the size of the examined region.
At this time, the probability to determine a specific particle
to be in the solid state was about 0.3, resulting in a critical
value of pc . 0.3. After the critical probability was attained,
the box-counting method yielded a fractal dimension of df =
2.72 ± 0.03, which lies between the values for epitaxial growth
(d = 3) and for diffusion-limited growth (df ≈ 2.5), indicat-
ing the observed crystallization process was governed by both
growth mechanisms. This observation is in accordance with
former observations of complex plasmas in two dimensions
[13]. Since the calculated fractal dimension is much higher than
for diffusion-limited cluster-cluster growth (df ≈ 1.8), this
phenomenon can be excluded as the dominant growth process.
Since reversibility can also increase the fractal dimension,
reversible diffusion-limited aggregation could also contribute
to the observed fractal dimension of df = 2.72 ± 0.03.
It should be kept in mind that, in contrast to the formal
mathematical definition of a fractal in a physical system,
self-affinity is only realized in a certain range, since it has
a lowest size (at least one interparticle distance ∝0.2 mm) and
a largest size (diameter of the examined region ∝10 mm). Due
to this limitation, the method which is utilized to determine
the fractal dimension could influence the result [36,39]. Fur-
thermore, it could not be excluded, based on the limited time
resolution, that the critical value for the probability was reached
before the scan was done. This could have an effect on the
calculated fractal dimension, if the measured probability was
significantly larger than the critical value. Nevertheless, Fig. 2
shows no strong time dependence for the fractal dimension.
Besides this, no measurable changes in number density or in
interparticle distances were observed within the clusters during
crystallization.
All observed effects are in good agreement with former
experiments, using two-dimensional data. Due to their lower
damping rate compared to colloidal systems, complex plasmas
are a valuable tool for understanding phase transitions in three
dimensions.
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Complex plasmas are low-temperature plasmas containing micrometer-sized parti-
cles. They are useful as models for strongly coupled many-body systems. Since the
microparticles are strongly affected by gravity, microgravity experiments with com-
plex plasmas are conducted. Here we report on recent microgravity experiments
with the experimental facility PK-4 performed in parabolic flights. In particular,
we discuss electrorheological and demixing experiments and the image analysis
tools used.
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1 INTRODUCTION
Complex or dusty plasmas are plasmas containing micrometer-sized particles, for example, dust grains. They are present in
astrophysical objects such as comets, protoplanetary discs, or planetary rings,[1] as well as in technological applications, for
example, in plasma etching processes used in microchip production.[2] In fundamental physics they are of great interest because
they are ideal models for investigating many-body systems on the microscopic and dynamical level in real time in laboratory
experiments.[3–5] In these experiments, usually low-temperature plasmas at low pressures are produced in which monodisperse
microparticles are injected. The microparticles are negatively charged up to several thousand elementary charges depending on
the particle size due to electron collection on their surface. Therefore, they form a strongly coupled component of the plasma.
One of the most exciting discoveries was the formation of the plasma crystal due to the strong inter-particle interaction.[6–9]
Complex plasmas, as an example for soft matter, are particularly useful for studying general properties and mechanisms of the
statistical physics of many-body systems because of the following reasons:
• Complex plasmas can be produced without much effort in small plasma chambers (table-top experiments) and the
microparticles can be observed easily with cameras using laser illumination.
• From the camera images, microscopic observations of the behavior of the individual microparticles are possible.
• The positions and velocities of the microparticles can be extracted, giving the entire phase space information.
• Complex plasmas are transparent since the inter-particle distance (d> 100 μm) is much larger than the particle sizes, allowing
the observation of extended microparticle clouds.
• The microparticle dynamics can be observed in real time since the time scales of the collective phenomena, for example,
plasma waves or crystallization, are of the order of seconds or minutes.
• The Coulomb coupling parameter, that is, the ratio of the interaction energy to the thermal energy of the microparticles,
covers a huge range: Γ=Q2/(dkBTd)= 1− 105, where Q is the microparticle charge, d is the inter-particle distance, and Td
is the temperature of the microparticles corresponding to their kinetic energy. Therefore, various phases (gas, liquid, solid)
and phase transitions can be investigated.
• To some extent, the interaction between the microparticles is tuneable by changing the plasma parameters or apply-
ing external fields. For example, changing the ion density ni or temperature Ti by pressure or power variation leads
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to a change of the Debye screening length 𝜆D ∼
√
Ti∕ni and therefore also of the inter-particle potential (Yukawa)
V(r)∼ exp(−r/𝜆D)/r.
These features of complex plasma experiments enable unique investigations of equilibrium and non-equilibrium statistical
physics, such as the equation of state, phase transitions, and transport coefficients.
In laboratory experiments on ground, the microparticles are levitated by the electric field in the plasma sheath above the
bottom of the plasma chamber. Therefore, usually only microparticle clouds with a small vertical extension can be produced,
although exceptions exist (see e.g. Steinmüller et al. [10]). However, ground experiments are of particular interest for the statistical
physics of two-dimensional (2D) systems.[11] For example, the solid–liquid phase transition of these systems may show an
intermediate phase, called hexatic, as predicted by the KTHNY theory.[12] Indications for such a phase have been found in the
melting of 2D plasma crystals.[13]
Another more recent interesting example was investigated theoretically as well as experimentally by Ivlev et al.[14] Here, the
thermodynamics of systems with a non-reciprocal interaction, that is, an interaction that does not obey Newton’s Third Law
(“action= reaction”), was considered. For example, wake potentials belong to this class if one just considers the force between
a moving object in a medium and another behind it attracted by the wake, and neglects the atomistic interactions taking place in
the medium. Such a situation is often found in complex plasmas where ion streaming generates a wake potential between two
microparticles leading to string formation. Ivlev et al. investigated quasi-2D systems with two different particle sizes where the
smaller particles are levitated just above the larger ones and attract the lower particles by a wake interaction. They showed that
in such systems the upper particles have a different (higher) temperature than the lower ones although the system is in thermal
equilibrium.
Extended three-dimensional (3D) systems, on the other hand, are studied best under microgravity conditions. Laboratory
experiments on ground are strongly affected by gravity, as is also the case for other soft matter systems where the mesoscopic
component is subjected to gravity effects such as sedimentation and convection. In particular, in the case of complex plasmas,
there are the following disturbing effects:
• An electrostatic field, typically of the order of a few V/cm is necessary to levitate the charged microparticles.
• Such a field does not exist in the quasi-neutral bulk plasma but only in the plasma sheath. Therefore, only particle clouds
of a few vertical layers can be produced, which are compressed by gravity. In addition, the plasma conditions in the sheath
are complicated. For example, there exists ion streaming due to the electric field leading to a distortion of the Debye sphere
around a microparticle and anisotropic interactions (wakes).
• The gravitational force is comparable to the inter-particle forces, changing the structure and dynamics of complex plasmas.
• Some experiments, in particular with large particles of the order 20 μm and larger, are impossible because the electric field
in the plasma sheath is not strong enough to suspend these particles.
Therefore, microgravity experiments have been performed already since the 1990s onboard of the Russian space station
MIR[15] and in sounding rockets (TEXUS).[16] Later, the experiments PKE-Nevedov (PK-3)[17] and PK-3 Plus[18] were operated
successfully on the International Space Station (ISS) from 2001 to 2013. In 2014, the complex plasma facility PK-4 (“Plas-
makristallexperiment 4”)[19] was launched to the ISS. In addition, numerous parabolic flight experiments with different complex
plasma devices were conducted.
2 THE PK-4 PROJECT
Complex plasmas were mostly studied in compact plasma chambers using radio frequency (rf) discharges, as was the case
also for PKE-Nefedov and PK-3 Plus. An alternative is dc discharges.[20] Preliminary experiments with complex dc plasmas
were also performed under microgravity.[21] In 2002, the joint project of the Max-Planck-Institute for Extraterrestrial Physics
(Garching) and the Joint Institute for High Temperatures (Moscow) PK-4 was started aiming at a complex dc experiment for
the ISS. Laboratory set-ups and a parabolic flight rack were constructed, and experiments on ground and in nine parabolic
flight campaigns were performed with funding from the German Aerospace Center (DLR). The aim of these experiments was
to test and optimize protypes of an ISS facility and to conduct scientific experiments, which led to more than 20 peer-reviewed
publications until now.
An example is self-excited plasma waves observed in parabolic flights, as shown in Figure 1.[19] The plasma frequency of the
dust acoustic waves[22], given by
𝜔pl =
√
4𝜋 Q2nd
md
(1)
where nd is the microparticle density and md their mass, is of the order 10–100Hz and hence observable by the naked eye. Even
the dynamics of the individual particles within the waves, for example, surfing from wavefront to wavefront, can be studied.
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FIGURE 1 Dust waves in PK-4 under microgravity
FIGURE 2 Sketch of the PK-4 plasma
chamber
The parabolic flight set-up was used in nine parabolic flight campaigns from 2003 to 2012. At the same time, this set-up was
used as an engineering model for the ISS flight model. The technical details of this facility are described in Pustylnik et al.[23].
In 2006, PK-4 became a project of the European Space Agency (ESA) involving more international scientists. In 2014, the
flight model was launched from Baikonur with a Progress transporter to the ISS and accommodated in the European Columbus
Module.
The heart of the PK-4 experiment is a U-shaped glass tube of 80 cm length and 3 cm diameter (Figure 2). At its end there are
cylindrical dc electrodes powered by a high-voltage generator up to 3 kV producing the plasma. A gas/vacuum system provides
a minimum gas pressure in the chamber of 10−3 Pa and argon or neon gas with pressures between 5 and 250 Pa. Two kinds
of particle injectors (three shaker and three gas jet dispensers) are attached to the glass tube for injecting spherical melamine
formaldehyde (MF) or silica particles of various diameters between 1 and 11 μm. A laser sheet (laser diode, 532 nm wavelength)
illuminates the microparticles along the horizontal part of the tube, and two CCD cameras (2 MPixel each and frame rate
35–200Hz) record the images. Both cameras are movable along and perpendicular to the glass tube, allowing the observation
of the microparticles in the positive column of the discharge over a longitudinal range of 20 cm and scans across the tube for
extracting 3D information. In addition, there is an overview camera for observing the plasma glow and a spectrometer for local
plasma diagnostics.
PK-4 is not a dedicated experiment but rather a laboratory facility allowing the performance of many different measurements
in a way as flexible as possible. Therefore, various devices are incorporated for particle manipulation such as trapping of the
particles, accelerating the particles, or producing shock waves and shear flow. For this purpose, the dc can be changed into ac
between 100 and 5,000Hz by polarity switching. In addition, two external rf coils can be used for creating a combined dc/rf
plasma, an internal ring electrode can be powered by short pulses for creating shock waves, an infrared laser diode (0–20W)
can produce shear flow by radiation pressure, and a thermal heating wire creates a temperature gradient for the thermophoretic
transport of microparticles. In contrast to the previous ISS experiments PKE-Nefedov and PK-3 Plus, where in particular plasma
crystals were studied in compact rf chambers, PK-4 is especially suited for flow experiments in complex plasma liquids due to
its elongated chamber geometry.
The parabolic flight rackwas transferred in 2015 to theUniversityGiessenwhere it was reconstructed (Figure 3) for a parabolic
flight campaign in 2016. The rack structure was completely redesigned, and one CCD camera was replaced by a modern CMOS
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FIGURE 3 Parabolic flight set-up of PK-4: the racks (left) and the integrated base plate containing the plasma chamber (right)
FIGURE 4 Particle potential in the case of (a)
no field (a), (b) a dc field, and (c) an ac field
camera with a higher resolution and frame rate. This campaign was dedicated to two experiments, namely electrorheology and
demixing.
3 ELECTRORHEOLOGY
Electrorheological fluids are non-conducting liquids containing nano or microparticles that change their flow behaviour if an
external electric field is applied. For example, the viscosity can be increased by several orders of magnitude, as used in brakes
or shock absorbers. This effect is caused by inducing a dipole interaction between the particles leading to string formation.[24]
Complex plasmas can be used to simulate those systems by applying an external ac field. First experiments were done
with PK-3 Plus onboard the ISS.[25] In Figure 4 the mechanism is sketched. In the absence of an electric field (a), the
interaction potential of a negatively charged microparticle is given by the repulsive and isotropic Yukawa potential. In
the presence of a dc field (b), an ion streaming is generated, leading to a non-reciprocal wake interaction between the
particles corresponding to a non-Hamiltonian system. In the case of an ac field (c), with a frequency much larger than
the dust plasma frequency[1] but much lower than the ion plasma frequency (a few MHz), the ions stream back and
forth creating a symmetric ion wake around a particle (Hamiltonian system) within a stable particle cloud. The inter-
action potential is then given by a superposition of the repulsive Yukawa interaction and an attractive dipole–dipole
interaction[26]:
W(r, 𝜃) ≃ Q2
[
exp(−r∕𝜆D)
r
− 0.43
M2
T
𝜆2
D
r3
(3cos2𝜃 − 1)
]
, (2)
where MT is the Mach number, which is the ratio of ion drift velocity to thermal ion velocity.
In PK-4, electrorheological experiments under microgravity were performed in two parabolic flight campaigns in 2008 and
2009.[27] Here, a polarity switching frequency of 1,000Hz was applied to the dc electrodes for generating a longitudinal electric
ac field inside of the glass tube. In this way, a stable microparticle cloud was observed showing extended longitudinal strings
(Figure 5). Because of the microgravity, the cloud was located in the centre of the tube where the radial electric field from the
sheath of the glass walls does not disturb the string formation. The string formation was analysed by the scaling index analysis
(see below) for detecting anisotropic structures in the particle system. Using the same parameters (particle size, gas pressure,
current) in the pure dc mode, much less or no string formation was found. This was explained by the fact that non-Hamiltonian
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FIGURE 5 String formation in an ac field (left), and isotropic system in a dc field (right). The discharge current is 1mA, the particle diameter is 6.86 μm,
and the gas pressure is 60 Pa corresponding to a Mach number of 0.4
FIGURE 6 Duty cycle variation from an
symmetric ac field (50%) to a dc field (0%)
FIGURE 7 String formation
depending on the duty cycle
systems (dc) are more sensitive to instabilities, preventing the string formation, than Hamiltonian ones (ac). These findings were
confirmed by molecular dynamics (MD) simulations.
In the parabolic flight campaign in 2016, we were interested in the phase transition from a string fluid to a nearly isotropic
one by changing the duty cycle of the polarity switching (Figure 6). Polarity switching frequencies of 100 and 250Hz at a dc
current of 1mA and a gas pressure of 60 Pa with MF particles of 6.86 μm diameter were utilized. Using an analysis based on
scaling indices and a neural network, as described below, it was found that the string formation decreased in the dc compared
to the ac mode (Figure 7). However, the decrease was less pronounced than in the earlier experiments, which requires further
investigations.
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FIGURE 8 Lane formation analysis using the
anistropic scaling index S at a gas pressure of 100 Pa
and a dc current in the polarity switching mode of
1mA. S= 1 means perfect alignment, and S= 0 is
random alignment
4 DEMIXING
Phase separation of a system containing two different species takes place if there is an attractive interaction within the
same species and a repulsive interaction between them like in water–oil mixtures. However, also a heterogeneous mixture
with only repulsive particle interactions can demix if the repulsive force between particles of the same species is weaker
than that between particles of different species.[28] So a complex plasma consisting of particles with different sizes (and
therefore different charges), where all particles repel each other, can demix. This was shown using the experiment PK-3
Plus on the ISS.[29] Demixing starts if the radius of the smaller particles is less than ∼0.7 times the radius of the bigger
ones.[28]
In the parabolic flight campaign with PK-4 in 2016, we filled two different particles (MF particles of 3.27 μm diameter and
silica particles of 2.06 μm diameter) in one dispenser. This experiment is not possible on the ISS since the dispensers of the
flight model contain only particles of one size and the astronauts have no access to the interior of the apparatus. On ground,
the particles arrive in the field of view of the cameras already demixed, caused by a separation due to gravity because larger
particles are located lower, i.e. closer to the bottom of the glass tube where the electric field is strong enough to levitate the
larger particles. Therefore, only under microgravity conditions can one observe the binary particle mixture and its demixing.
The demixing proceeds via lane formation, i.e. the particles in the clouds penetrating each other arranging themselves in lanes,
a generic process found in interpenetrating systems.[30] The lane formation was also observed in the parabolic flight experiments
in the fall of 2016. The analysis of lane formation was done by using the scaling index method (see below). It was found that
the small particles tended to form clear lanes, whereas the larger ones did not (Figure 8). Further analysis and interpretation of
these results are in progress.
5 IMAGE ANALYSIS
At the University of Giessen, various image analysis tools for identifying structures in complex plasmas have been adopted
and developed further. To detect the particle positions in the images retrieved from the camera system, an algorithm due to
Crocker and Grier [31] was used. From the particle positions, the crystalline lattices are determined by using various analysis
methods,[10,32,33] which can also be used for the investigation of string and lane formation. Here we used the scaling index
method.
5.1 Scaling index method
The scaling index method has been successfully applied to characterize bone structures in medicine,[34] electrorheologi-
cal complex plasmas,[25] and lane formation in complex binary plasmas.[30] The anisotropic scaling index characterizes the
dimensionality of the local structure defined around a point ri with a number of neighbours N. It is defined as follows:
𝛼(ri,R) =
2
∑N
j=1 (dij∕R)2 exp(−(dij∕R)2)∑N
j=1 exp(−(dij∕R)2)
(3)
The scale is denoted as R, and dij is the distance between two points dij = |ri − rj|, with j being the index of a neighbouring
point. As stated before, the scaling index is a measure of the dimensionality with respect to the scale R. This means 𝛼(ri, R) is
close to zero for point-like structures, close to 1 for line-like structures, and so on.[30,35,36]
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In this work, especially the detection of line-like structures due to string formation in electrorheological plasmas and lane
formation in binary mixtures is of interest. Because lanes and strings have a pronounced direction (see Figure 5) it is convenient
to increase the sensitivity of the scaling index by using an aspect ratio 𝜀 (>1) in the direction of the vector u= (cos 𝜃, sin 𝜃) (due
to symmetry effects, − 𝜋/2≤ 𝜃 ≤𝜋/2). The distance of two points r1 = (x1, y1) and r2 = (x2, y2) is given in two dimensions after
rotation and stretching as
dij(𝜖, 𝜃) =
√
[(x1 − x2) sin 𝜃 − (y1 − y2) cos 𝜃]2 + 𝜖2[(x1 − x2) cos 𝜃 + (y1 − y2) sin 𝜃]2. (4)
This means the anisotropic scaling index[3] also depends on the aspect ratio 𝜀 and the angle, that is, 𝛼(ri, R, 𝜀, 𝜃). This makes
it possible to scan for anisotropic behaviour by varying R and 𝜃.
To determine a “preferred” direction, for each particle i, it is convenient to maximize 𝛼(ri, R, 𝜀, 𝜃i +𝜋/2)− 𝛼(ri, R, 𝜀, 𝜃i). This
will result in an angle 𝜃i, from which the “preferred” direction vector ui = (cos 𝜃i, sin 𝜃i) can be determined. A global quantity
of “laning” of the particles can be calculated using the global tensor T:
T = 2
N
N∑
j=1
uj ⊗ uj − 1. (5)
Here,⊗ denotes the Kronecker product and 1 the identitymatrix. The largest eigenvalue of T is called the laning-order parameter
S. If all particles are perfectly aligned, S = 1; if they are in complete random phase, S = 0. Corresponding to the laning-order
parameter, the eigenvector ⟨u⟩ can be determined. The global laning angle Θ is defined as
cosΘ = ⟨u⟩ex (6)
where ex is the unit vector in the x-direction, ex = (1, 0). In case of laning, Θ= 0, and in case of isotropic distribution
Θ=𝜋/2.[30,35,36]
5.2 Demixing
To analyse the demixing, the different particles species have to be distinguished by their size. When illuminated by the laser
sheet, the big particles reflect more light than the small particles. Furthermore, the small particles move through the cloud of
the rather stationary big ones. Because of the movement and the exposure time, they appear as tracks in the recorded picture,
whereas the big ones create only a bright dot. Both criteria (the overall brightness and the ratio of the length to the width of the
particle images) allow us to distinguish between small and big particles.[30]
For the investigation of demixing, a region of 7.5× 7.5mm2 was chosen, where about 350 small and 1,000 big particles were
identified. During the demixing process, the small particles create lanes to penetrate the cloud of the big ones. To describe this
lane formation mathematically, the anisotropic scaling index with a stretching factor of 𝜀= 5 was applied. The rotational angle
was calculated numerically in the range−𝜋/2 to +𝜋/2 with a resolution of 𝜋/80. To give reasonable results, the scale R has to
be some multiple of the inter-particle distance. Therefore, we used R= dnn × 15, where dnn is the average distance between the
nearest neighbours. Figure 8 shows the evolution of the laning-order parameter S calculated for each individual frame.
For the small particles, the global laning angle is Θs = 0.05± 0.03 and for big particles Θb = 1.07± 0.47 (in units of radians),
indicating a strong lane formation of the small particles, whereas the bigger ones are distributed in a more isotropic manner.
5.3 Local string classification
For future investigations we will train a neural network using the sklearn library[37] to discriminate between particles in a
“string” and particles outside a string (see Figure 5). For this discrimination, we calculate the anisotropic scaling index 𝛼 for
six different angles 𝜃l and scales Rk. This leads to a 36-dimensional vector 𝛼(ri, Rk, 𝜃l). This vector can now be used to identify
particles in strings.
Because strings are not highly symmetric like crystals,[32,33] we use a large neighbourhood of six average neighbour distances
d0 around the particle i. The scales Rk are six equidistant numbers from 1–3 neighbour distances: Rk ∈ d0 …3d0. The six angles
are calculated in the range 𝜃l ∈−𝜋/4…𝜋/4. The aspect ratio is constant (𝜀= 5).
To train the neural network, we need labeled data where it is exactly known whether a particle is in a string or not. To achieve
this, we generate artificial data that represent the occurrence of strings in a dusty plasma. The artificial data consist of strings
and random particles on a grid (see Figure 9a). To emulate disturbances of the particles, a normal-distributed noise between 3%
and 13% of the average particle distance is added to the data. In this artificial dataset, we know exactly which particles are part
of a string, and we use this to teach the neural network how to discriminate these particles in our experimental data. By using
another set of artificial data, we can test the accuracy of the classification, which results in 91% correctly classified particles.
28 DIETZ ET AL.
(a) (b)
FIGURE 9 (a) Example for training data at 13% of noise. (b) Result from local classification on the measured data. Particles directly retrieved from the
classification are in green, and the identified strings above a length of three particles are in red
With this state-of-the-art method of classification, we are now able to locally measure whether a particle is part of a string. An
example of the classification is shown in Figure 9b. It is apparent that the approach does not perform perfectly, and a significant
number of falsely classified particles is in the data. To improve this, we post-process the particles by connecting string particles
with their nearest neighbours and use a custom community detection algorithm to find chains in the string particles. With the
identification of the chains, we can filter out particles that are in a chain shorter than four particles, which is also shown in
Figure 9b. This leads to a more satisfactory result. The percentage of particles in a string can then be calculated as in Figure 7.
6 CONCLUSIONS
PK-4 allows novel experiments and investigations with extended 3D complex plasmas under microgravity conditions. In par-
ticular, fluid systems and phase transitions can be studied on the microscopic and dynamic level in real time and great detail.
Experiments on board the ISS in long-term and high-quality microgravity started in 2015 and will be conducted for several
years further on. After all, parabolic flight experiments in short-term reduced gravity are useful since they can be complemen-
tary to the ISS experiments where the experimental apparatus cannot be changed. For example, in parabolic flights we can use
particle mixtures in a dispenser.
We investigated the phase transition in electrorheological plasmas and the lane formation in the demixing process of binary
particle systems in parabolic flight experiments in 2016 and analysed the results using powerful image analysis tools. Preliminary
results were presented in this paper. However, further analysis and additional microgravity experiments are required.
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