In this paper, an edge property-based neighborhood region search method is proposed to speedup the fractal encoder. The method searches for the best matched solution in the frequency domain. A coordinate system is constructed using the two lowest discrete cosine transformation (DCT) coefficients of image blocks. Image blocks with similar edge shapes will be concentrated in some specific regions. Therefore the purpose of speedup can be reached by limiting the search space. Moreover, embedding the edge property of block into the proposed search method, the speedup rate can be lifted further. Experimental results show that, under the condition of the same PSNR, the encoding time of the proposed method is only about two-fifth of Duh's classification method. Compared with Tseng's method, the proposed method is near or superior to the performance of their method. Moreover, the encoding speed of the proposed method is about 120 times faster than that of the full search method, while the penalty of retrieved image quality is only decaying 0.9 dB.
Introduction
Fractal image compression was first proposed in 1985 by Barnsley originating from Iterated Function System (IFS) [1] . The practical coding algorithm was not realized until 1992 by Jacquin [2] . The underlying idea of the coding scheme is based on the Partitioned Iteration Function System (PIFS) which utilized the self-similarity characteristic in a nature image to achieve the purpose of compression [3, 4] .
The encoding process of the fractal image compression is very time-consuming. The reason is that most of the encoding time is spent on a large amount of computations of the similarity measure in order to find the best matched domain block for each range block. Hence the main research direction for fractal image compression is focused on how to reduce the encoding time. Many encoding techniques were presented by the researchers to speedup the fractal encoder. These techniques include classification techniques [5] [6] [7] [8] , quad-tree technique [9] [10] [11] , spatial correlation [12, 13] , and evolutionary computation technique [14, 15] etc. Recently, some hybrid methods and no search methods are proposed to improve the encoding time further. In 2009, Wang et al. [16] firstly proposed a hybrid method combining spatial correlation and genetic algorithm based on the characteristics of fractal and PIFS. Under the same image quality, their encoding time needs only the half of the SC-GA method proposed by Wu et al. [13] . In the same year, they combine quad-tree framework, neighbor search, and asymptotic strategy to implement a fast coding method [17] . Compared to Furao's no search method [9] , their method achieves better retrieved image quality and compression ratio with only little increase in encoding time. In 2010, Wang et al. constructed a no-search fractal image coding method based on a fitting plane [18] . In comparison to their previous approaches, the compression ratio, the quality and encoding time are all improved greatly.
In this paper, an edge property-based neighborhood region search method is proposed to speedup the fractal encoder. The method executes the optimal search process in the frequency domain. A coordinate system is constructed from two discrete cosine transformation (DCT) coefficients of image blocks: The lowest vertical coefficient and the lowest horizontal coefficient. The reason for executing the optimal search process in the frequency domain is that, by mapping all the range and domain blocks into the coordinate system, those blocks with similar edge shapes will concentrate together. Hence the range block is limited to the region surrounding itself to find the best domain block. Moreover, for traditional fractal image encoding methods, the range block must be matched with all the 8 transformed ones of the domain block to find the fractal code. But for the proposed method, by considering the edge property of block, the similarity match for each range block is done only with 4 transformed ones of the domain block. Experimental results show that, under the condition of the same PSNR, the encoding time of the proposed method is only about two-fifths of Duh's classification method [8] . Compared to Tseng's PSO-K and PSO-KI methods [14] , the proposed method is close or superior to the performance of the two methods. Moreover, the encoding speed of the proposed method is about 120 times faster than that of the full search method, while the penalty of retrieved image quality only a decay of 0.9 dB.
The rest of the paper is organized as follows. We introduce the conventional fractal image coding scheme in Section 2. Section 3 describes the proposed method. Section 4 shows some experimental results to verify the performances of the proposed method. Finally, a conclusion is made in Section 5.
Fractal image encoding
The fractal image compression is based on the local self-similarity property in a nature image. The fundamental idea is coming from the Partitioned Iterated Function System (PIFS). Suppose the original gray level image f is of size m × m. Let the range pool R be defined as the set of all non-overlapping blocks of size n × n of the image f , which makes up (m/n) To execute the similarity measure between range block and domain block, the size of the domain block must be first sub-sampled to 8 × 8 such that its size is the same as v. Let u denote a sub-sampled domain block. The similarity of two image blocks u and v of size n × n is measured by mean square error (MSE) defined as
The fractal affine transformation allows the eight transformations of the domain block u in the Dihedral. The eight transformations T k : k = 0, 1, . . . , 7 can be expressed by the matrices in Table 1 , in which the origin of u is assumed be located at the center of the block. By the eight transformations, eight transformed blocks are generated and denoted by u k : k = 0, 1, . . . , 7, respectively, where u 0 is equal to the original sub-sampled domain block u. Fig. 1 lists the diagram of the eight Dihedral transformations. T 0 picks the origin block u. T 1 and T 2 are the flip of u with respect to horizontal and vertical lines, respectively. T 3 is the flip of u with respect to both horizontal and vertical lines. T 4 , T 5 , T 6 , and T 7 are the transformations which flip the u 0 , u 1 , u 2 , and u 3 along the main diagonal line y = x, respectively. Thus for a given block from the range pool, there are 58 081 × 8 = 464, 648 MSE computations which must be done in order to obtain the most similar block from the domain pool. Thus, in total, one needs 1024×464, 648 = 475, 799, 552 MSE computations to encode the whole image using this full search compression method. The fractal affine transformation also allows the contrast scaling p and the brightness offset q on the transformed blocks.
Thus the fractal affine transformation φ of u(x, y) can be expressed as where the sub-matrix
 represents the one of eight Dihedral transformations in Table 1 and (t x , t y ) is the coordinate of the domain block. Thus the similarity is to minimize the quantity d = ‖p · u k + q − v‖. Here, p and q can be computed directly by
where N is the number of pixels of the range block and
Finally, as u runs over all the 58 081 blocks in the domain pool, a set of parameters t x , t y , p, q, and k are obtained and constitute the fractal compression code of v. For the 256 × 256 image, both t x and t y require 8 and 8 bits, respectively, to represent the position of the domain block. For contrast p, brightness q, and the Dihedral transformation k, 5, 7 and 3 bits are required, respectively. Hence one needs 31 bits in total to encode a range block. Finally, as v runs over all 1024 blocks in the range pool, the encoding process is completed.
To decode, one first makes up the 1024 affine transformations from the compression codes. Next, one chooses any initial image and performs the 1024 affine transformations on the image to obtain a new image. The transformation is proceeded recursively according to the Contractive Mapping Fixed-Point Theorem and Collage Theorem until the sequence of images converges to the encoded image [19] . The stopping criterion of the recursion is designed according to the user's application and the final image is the retrieved image of fractal coding.
Proposed method
Before introducing the proposed method, a 2-dimensional coordinate system of frequency domain is built first. All the range blocks and domain blocks in the image will be mapped into the coordinate system. The system is built according to the lowest frequency DCT coefficients so that blocks of similar edge properties will be gathered together. Hence, a good match solution can be obtained, if we search for the best matched domain block in a region including the range block on the coordinate system.
The coordinate system of frequency domain is set up by using two DCT coefficients: the lowest vertical coefficient F (1, 0) and the lowest horizontal coefficient
where m, n = 0, 1, . . . , N − 1 and
Typically, for N = 8, we have where
The magnitude of F (1, 0) reflects the intensity variation between the left half and right half of the image block f and the magnitude of F (0, 1) reflects the intensity variation between the upper half and lower half. Rough edge shapes of image blocks can be associated with these two coefficients.
Base on the statement above, for each image block, we calculate the coefficients F (1, 0) and F (0, 1). In terms of Fractal image compression due to the Dihedral transformation as stated above, we take the absolute values of the two coefficients to constitute a pair (|F (1, 0)|, |F (0, 1)|) which represent the image block. In this study, all the range blocks and domain blocks are mapped into the coordinate system in a way that we associate an image block f to the pair (|F (1, 0)|, |F (0, 1)|) in the coordinate. Assume the element with maximal norm is (|F
To facilitate a later search strategy, we scale all the elements with respect to this element and denote the new elements as (|F ( 
is the scaled element of the one with maximal norm. Thus, all elements are further mapped into the unit circle in the first quadrant. First, in Section 3.1, a neighborhood region search method is introduced. The search strategy of the method is appropriately designed by utilizing the characteristic of neighborhood blocks in Fig. 2 with similar edge properties. Second, embedding the edge property of the block into the neighborhood region search method, an edge property-based neighborhood region search method is presented in Section 3.2 to speed up the encoder further.
The neighborhood region search method
In Fig. 2 , those blocks with similar edge properties will be gathered together, since their |F (1, 0)| S and |F (0, 1)| S are almost the same. Hence, if two blocks in Fig. 2 are located near to each other, they tend to have a high similar edge shape.
In other words, for a range block v j , a near-optimal solution can be found if the search is processed only in the neighboring region surrounding it.
In Fig. 3 , assuming the distance of v j to the origin is d j and the straight line connecting it and origin is φ = θ j . The line φ = θ j in the first quadrant is calculated by θ j = tan It should be noted that when φ = θ j is close to the horizontal and vertical axes, the fan regions will be automatically clipped to be in the first quadrant. For the case when there is no element in the fan area, we will expand it, i.e., increase ⌢ θ and c, until the region becomes non-empty.
The edge property-based neighborhood region search method
In Section 3.1, each range domain must do the similarity measure with all the 8 transformed blocks of domain block to find the best one. Here, we embed the edge property of block into the method proposed in Section 3.1 to reduce the encoding time further. For the 8 transformed blocks f k : k = 0, 1, . . . , 7 of domain block f , f 0 , f 1 , f 2 and f 3 are obtained by performing the Dihedral transformations T 0 , T 1 , T 2 and T 3 in Table 1 , respectively, in which f 0 = f and the relations between the coefficients of the other 3 transformed blocks to the original block f can be easily calculated as Table 1, respectively. The relations between the coefficients of the 4 transformed blocks to the original block f are
Similarly, the 4 transformed blocks f k : k = 4, 5, 6, 7 will also have the same directional edge since their |F i (1, 0)| and |F i (0, 1)| are the same. Further observing, if a domain block is coming from Ω 1 , its 4 transformed blocks f k : k = 0, 1, 2, 3 still stay in Ω 1 and the other 4 transformed blocks f k : k = 4, 5, 6, 7 are transferred into the Ω 2 . The 4 transformed blocks f k : k = 0, 1, 2, 3 for the domain block will be good candidates for the best match, since they have the same directional edge with v j , but the rest are not. On the contrary, if a domain block is located in Ω 2 , its 4 transformed blocks f k : k = 0, 1, 2, 3 stay in Ω 2 and the other 4 transformed blocks f k : k = 4, 5, 6, 7 are transferred into the Ω 1 . Hence, the 4 transformed blocks f k : k = 4, 5, 6, 7 of the domain block will also be good candidates for the best match, since they have the same directional edge with v j . Base on the argument above, for a given range block v j , if the domain block is picked from the region Ω 1 , we actually need only the four Dihedral transformation ones f k : k = 0, 1, 2, 3 of the domain block to do the similarity comparison. Therefore there are only four MSE computations required. Similarly, the v j also need only to perform the similarity comparison with the four Dihedral transformation ones f k : k = 4, 5, 6, 7 of the domain block in the Ω 2 region. The amount of MSE computations will be reduced a further two times theoretically.
The detailed steps for edge property-based neighborhood region search method are stated as follows:
1. Carry out the Step 1-3 of proposed method in Section 3.1.
2. For each range block v j , perform the Steps 3-6. 3. Find d j and φ = θ j . 
Utilize

Experimental results
The proposed search strategy on the frequency domain is simulated to verify its performance. The tested images are Lena, 
where m × n denotes the image size and f (i, j) is the original image. Table 2 lists the difference of performance for both the neighborhood region search and the edge property-based neighborhood region search methods. The tested image is Lena. Here, NRS and EP-NRS are the abbreviations of the neighborhood region search method and the edge property-based neighborhood region search method, respectively. In the last row, ⌢ θ and c are 4.0°and 0.6, respectively. For the NRS method, the number of MSE computations and PSNR are 13,484,744 and 28.30 dB, respectively. For the EP-NRS method, the two values are 6,797,776 and 28.26 dB, respectively. The difference in retrieved image quality for the two methods is only 0.04 dB. As observed, by embedding the edge property into the neighborhood region search strategy, the number of MSE computations of the EP-NRS method is only almost half of that of the NRS method, whereas their retrieved image qualities are almost the same. The number of MSE computations of EP-NRS is not just half the number of MSE computations of NRS, the reason being, when the range block is near φ = 45°, its Ω 1 and Ω 2 will partly overlap. Hence for the domain blocks located in the overlap area, there all 8 transformed blocks f k : k = 0, 1, . . . , 7 need be picked to match with the range block. The data for Duh's method are acquired by using the number of the category shown below data points. As shown, we let Moreover, Fig. 5 also shows that, under the condition of the same parameter pair (θ , c), the Baboon image consumes more encoding time, since its MSE computational load is more than that of the other three images. The reason is that when the blocks for the Baboon are mapped into the Fig. 2 , the blocks tend to gather together, not in a uniform distribution. Hence, on average, each range block must do the similarity measure with more domain blocks.
To demonstrate the coding efficiency, we further compare our method to Tseng's PSO-K and PSO-KI methods [14] . The efficiency we mentioned here is not only the encoding time and quality, but also, the implementation cost and complexity. Tseng's method is population-based as well as iteration-based, in which both the cost and complexity of software implementation are considerably large. Instead, our proposed method is simple and easy to implement. In the meantime, we can achieve the about same level of encoding time and quality. Table 3 shows the performance of the proposed EP-NRS method compared with Duh's classification, Tseng's PSO-K, Tseng's PSO-KI, and full search methods for Lena of size 256×256. All the methods are arranged to have about the same PSNR except for the full search method. Under the condition of decaying 0.9 dB for all methods, the encoding times for the 4 methods are 53. 19, 29.92, 19 .71 and 20.69 s, respectively. The encoding time of the EP-NRS method is reduced by 2.57 and 1.45 times, respectively, compared with Duh's and PSO-K methods. Compared to PSO-KI, the encoding times are very close. Tables 3 and 4 , although the number of computations of MSE of EP-NRS is more than that of PSO-K and PSO-KI, its encoding time is close or superior to them. The reason is that the EP-NRS method has very little overhead computations, but for PSO-K and PSO-KI, a large portion of the encoding time is wasted on the evolutionary process. Also as reserved from Tables 3 and 4 , in comparison to full search method, the encoding speeds of the EP-NRS method for the Lena of 256 × 256 and 512 × 512 are 119.02 and 690.45 times faster, respectively, whereas the retrieved image quality is relatively acceptable. 
Table 4
The performance of EP-NRS, Duh's classification, PSO-K, PSO-KI and full search methods; the tested image is Lena of size 512 × 512.
Compression method
Full The retrieved images obtained by using full search, Duh's classification and EP-NRS methods are shown on Fig. 6 . The parameter data are the same as Table 3 . Fig. 6(a) is the original Lena image. Fig. 6(b) and (c) are the retrieved images using the full search method and Duh's classification method, respectively. Fig. 6(d) shows the retrieved images using the EP-NRS method. As demonstrated, the proposed methods do preserve the image's visual effects.
Conclusion
In this paper, we construct a coordinate system using two DCT coefficients of image blocks: the lowest vertical coefficient F (1, 0) and the lowest horizontal coefficient F (0, 1). We thus map all of the image blocks into the coordinate system with the property that blocks having similar edge shapes will concentrate in some specific regions. In the encoding process, the searches are limited in the confined regions to reduce the encoding time. Moreover, embedding the edge property of block into the search process, the speedup rate can be lifted further. The experiment shows that, at the encoding speed, the proposed method is about 2.57 times faster than Duh's classification method. Compared to Tseng's PSO-K and PSO-KI methods, the proposed method is close or superior to the performance of the two methods. Moreover, in comparison with the full search method, the speedup ratio is raised almost 120 times, while the penalty of retrieved image quality only decays by 0.9 dB.
