We consider the three-dimensional ±J model defined on a simple cubic lattice and study its behavior close to the multicritical Nishimori point where the paramagnetic-ferromagnetic, the paramagnetic-glassy, and the ferromagnetic-glassy transition lines meet in the T -p phase diagram (p characterizes the disorder distribution and gives the fraction of ferromagnetic bonds). For this purpose we perform Monte Carlo simulations on cubic lattices of size L ≤ 32 and a finitesize scaling analysis of the numerical results. The magnetic-glassy multicritical point is found at p * = 0.76820(4), along the Nishimori line given by 2p − 1 = Tanh(J/T ). We determine the renormalization-group dimensions of the operators that control the renormalization-group flow close to the multicritical point, y 1 = 1.02(5), y 2 = 0.61(2), and the susceptibility exponent η = −0.114(3). The temperature and crossover exponents are ν = 1/y 2 = 1.64(5) and φ = y 1 /y 2 = 1.67(10), respectively. We also investigate the model-A dynamics, obtaining the dynamic critical exponent z = 5.0(5).
where σ x = ±1, the sum is over the nearest-neighbor sites of a simple cubic lattice, and the exchange interactions J xy are uncorrelated quenched random variables, taking values ±J with probability distribution P (J xy ) = pδ(J xy − J) + (1 − p)δ(J xy + J).
In the following we set J = 1 without loss of generality. For p = 1 we recover the standard transition line starts from the MGP and extends up to p = 1/2. A reasonable hypothesis is that the critical behavior is independent of p along the PG line, i.e. that a nonzero average value [J xy ] of the bond variables is irrelevant at the glass transition, as found in mean-field models. 12 Assuming this scenario, for any 1 − p * < p < p * the PG transition belongs to the same universality class as that of the bimodal Ising spin glass model at p = 1/2. Its critical behavior has been widely investigated (see, e.g., Refs. 13,14 and references therein) and it is characterized by the overlap exponents ν g ≈ 2.4 and η g ≈ −0.4.
As argued in Refs. 15, 16, 17 , the MGP is located along the so-called Nishimori line 18, 19 (N-line) defined by the relation
where β ≡ 1/T , which allows us to define a Nishimori temperature
for each value of p. The ±J Ising model along the N-line presents several interesting properties. The internal energy has been computed exactly along the N-line:
where the angular parentheses and the brackets refer respectively to the thermal average and to the quenched average over the bond couplings {J xy }. Along the N-line several other remarkable relations hold, such as
where A X is an arbitrary product of spin variables σ x , and also
where
. As a consequence of Eq. (7), the magnetic correlation function on local gauge invariance 15, 16, 17 show that the MGP must be located along the N-line, so that
. At the MGP, magnetic and glassy fluctuations become critical simultaneously.
At fixed p an important inequality holds: In this paper we consider the ±J model and perform Monte Carlo (MC) simulations along the N-line close to the MGP. By performing a finite-size scaling (FSS) analysis, we locate the multicritical point along the N-line, finding p * = 0.76820 (4) . We determine the renormalization-group (RG) dimensions y 1 and y 2 of the relevant operators that control the RG flow close to the MGP and the exponent η that gives the critical behavior of the magnetic and of the overlap susceptibility. We obtain y 1 = 1.02(5), y 2 = 0.61 (2) , and η = −0.114(3).
The temperature and crossover exponents are ν = 1/y 2 = 1.64(5) and φ = y 2 /y 1 = 1.67 (10) respectively. We also use our numerical results to estimate the dynamic critical exponent z that characterizes the model-A dynamics 30 at the MGP, i.e. a relaxational dynamics without conserved order parameters. We obtain z = 5.0(5). Our results significantly improve those obtained in previous works. 31, 32, 33, 34, 35, 36 The paper is organized as follows. In Sec. II we summarize the theoretical results we need in our numerical analysis. In Sec. III we report our numerical results. We estimate the position of the MGP and the critical exponents y 1 , y 2 , and η in Sec. III A, while in
Sec. III B we give an estimate of the exponent z for the Metropolis dynamics we use, which is a specific example of a relaxational dynamics without order parameters (the so-called model-A dynamics). In Sec. IV we summarize our results. In the Appendix we report some notations.
II. SUMMARY OF THEORETICAL RESULTS
In the absence of external fields, the critical behavior at the MGP is characterized by two relevant RG operators. The singular part of the free energy averaged over disorder in a volume of size L can be written as
where y 1 > y 2 > 0, y i < 0 for i ≥ 3, u i are the corresponding scaling fields, and u 1 = u 2 = 0 at the MGP. In the infinite-volume limit and neglecting subleading corrections, we have
where the functions f ± (x) apply to the parameter regions in which ±u 
As for the scaling axis u 1 = 0, ǫ ≡ 6 − d expansion calculations predict it 17 to be parallel to the T axis. The extension of this result to d = 3 suggests
Note that, if Eq. (12) holds, only the scaling field u 2 depends on the temperature T . We may then identify ν = 1/y 2 as the critical exponent associated with the temperature, and rewrite Eq. (10) as
where t ≡ (T − T * )/T * , g ≡ p − p * , and φ is the crossover exponent.
These results give rise to the following predictions for the FSS behavior around T * , p * .
Let us consider a RG invariant quantity R, such as R ξ ≡ ξ/L, U 4 , U 22 , which are defined in the Appendix, and its derivative R ′ with respect to β ≡ 1/T . In general, in the FSS limit R obeys the scaling law
Neglecting the scaling corrections, that is terms vanishing in the limit L → ∞, close to the MGP we expect
which is valid as long as u 1 L y 1 is small. Along the N-line, the scaling field u 2 vanishes, so that we can write
where the subscript N indicates that R is restricted to the N-line. Let us now consider the derivative of R with respect to β. Differentiating Eq. (15), we obtain
If Eq. (12) holds, then u
This result gives us a method to verify the conjecture of Ref. 17 : once y 1 has been determined from the scaling behavior of a RG invariant ratio close to the MGP, it is enough to check the scaling behavior of R ′ . If R ′ scales as L x with x < y 1 , the conjecture is confirmed and x provides an estimate of y 2 .
Finally, we consider the magnetic susceptibility. Along the N-line it behaves as
Note that there is only one η exponent which characterizes the critical behavior of both the magnetic and overlap correlation functions, 16 since they are equal along the N-line, see
Eq. (7).
III. RESULTS
In the following we present a FSS analysis of high-statistics MC data along the N-line 
keeping R * , β * , and y 1 as free parameters. Note that this functional form relies on the property that u 2 = 0 along the N-line. Otherwise, an additional term of the form (β −β * )L y 2 should be added. We also neglect scaling corrections that behave as cL y 3 with y 3 < 0. Indeed, since we only have data in a limited range of values of L, we are not able to include reliably a correction of this type.
Fits that involve R ξ and U 22 have an acceptable χ 2 even if we include all data with L ≥ 8:
there is no evidence of scaling corrections. On the other hand, in fits of U 4 or U d the data with L = 8 must be discarded to obtain a good χ 2 . To obtain more accurate estimates, we have performed combined fits in which several RG invariant quantities are fitted together.
The results are reported in Table I . The dependence on the observables used in the fit is reasonably small and allows us to estimate
The errors take into account the variation of the estimates with the different observables account the scaling corrections. We have then T * = 1/β * = 1.6692(3), and, by using Eq. (3),
In Table I we also report estimates of the critical value of the RG renormalized couplings.
Note that U * 22 ≈ 0.318, which is significantly higher than the corresponding result for the RDIs universality class, U * 22 = 0.1479 (6) . 7 This indicates 37 that the violations of selfaveraging are much stronger at the MGP than along the PF transition line, as of course should be expected.
We consider now the derivative R ′ of the RG invariant quantities with respect to β. They have been determined by considering the connected correlations of R and of the Hamiltonian.
At the critical point, R ′ is expected to behave as L x for large L, where x = y 2 , if the argument of Ref. 17 holds; otherwise, one should have x = y 1 . In order to determine x, we fit ln R ′ to
keeping y 1 fixed to y 1 = 1.02(5). To avoid fixing β c we perform combined fits in which one derivative R ′ 1 and one RG coupling R 2 are fitted together. The results are reported in Table II . The χ 2 of the fit is always good except when we use L min = 8 and U x < y 1 , x should be identified with y 2 . Therefore, we obtain the estimates
The crossover exponent is therefore
The same analysis used to estimate y 2 can be employed to determine η. Instead of χ, we consider the ratio Z ≡ χ/ξ 2 , which has smaller statistical errors. Since
at the critical point, we fit the MC data to
As before, we fix y 1 and perform combined fits of ln Z with a RG invariant coupling, considering only data satisfying L ≥ L min . Fits of Z and R ξ give η = −0.1155(6) and −0.1154 (9) for L min = 8, 12; if we use U 22 instead of R ξ , we obtain η = −0.1134(7) and −0.1131 (9) for L min = 8, 12. The L min dependence is small and results change only slightly with the observable. We take as our final estimate
Our FSS results significantly improve earlier results. Ref. 33 reports the computation and analysis of the 34th-order high-temperature (HT) series of some susceptibilities Finally, we present some results on the dynamic behavior of the Metropolis algorithm, which represents a particular implementation of a relaxational dynamics without conserved order parameters (model-A dynamics).
30 Note that at the MGP there is only one dynamic exponent z characterizing the relaxation of both the magnetic and the glassy critical modes, since their autocorrelation functions are strictly equal along the N-line. 36 In Fig. 3 we show estimates of the exponential autocorrelation time τ at the MGP as extracted from the connected autocorrelation function of the magnetic susceptibility
For large L and T = T * , τ is expected to scale as L z , where z is the dynamic critical exponent. A linear fit of the MC results to ln τ = a + b ln L gives the estimate z = 5.0(5), which is significantly larger than the value at the PF transition line z = 2.35(2). 42 Instead this estimate is close to the value of z obtained for the bimodal Ising spin-glass model, z = 5.7(2).
43
We also determine the exponent λ which describes the nonequilibrium relaxation of the magnetization at T c from a starting configuration in which all spins are parallel. 36 Asymptotically, for t → ∞, one expects Our results are significantly more precise than those obtained in previous works. 31, 32, 33, 34, 35, 36 They can be used to explain experiments on materials containing both ferromagnetic and antiferromagnetic ions. An example is Fe x Mn 1−x TiO 3 , which shows Ising behavior for x = 1 and x = 0, a PG transition for 0.38 x 0.58 and a PF transition for 0 < x 0.38 and 0.58 x < 1. 44, 45 The MGP should be located at x ≈ 0.38 and at x ≈ 0.58. Close to these values our results apply.
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where the angular parentheses and the brackets indicate respectively the thermal average and the quenched average over J xy , the magnetic and overlap correlation functions are given respectively by G 1 (x) and G 2 (x). Along the N-line, cf. Eq. (3), G 1 (x) = G 2 (x).
We define the magnetic susceptibility χ ≡ x G 1 (x) and the correlation length ξ
where q min ≡ (2π/L, 0, 0),q ≡ 2 sin q/2, and G 1 (q) is the Fourier transform of G 1 (x). We also consider quantities that are invariant under RG transformations in the critical limit.
Beside the ratio
we consider the quartic cumulants U 4 , U 22 , and U d defined by
Analogous quantities R Finally, we consider the derivatives
which can be computed by measuring appropriate expectation values at fixed β and p.
