Load Balancing is a technique to improve resources, utilizing parallelism, exploiting throughput managing and to reduce response time through proper distribution of the application.
INTRODUCTION
Grid computing is a type of parallel and distributed system that enables the distribution, selection and aggregation of geologically resources dynamically at run time depending on their availability, capability, performance, cost, user quality-of -self-service requirement [1] .Grid computing, individual users can retrieve computers and data, transparently, without taking into account the location, operating system, account administration, and other details. In Grid computing, the details are abstracted, and the resources are virtualized. Grid
Computing should enable the job in question to be run on an idle machine elsewhere on the network [2] . Grids functionally bring together globally distributed computers and information systems for creating a universal source of computing power and information [3] . A key characteristic of Grids is that resources (e.g., CPU cycles and network capacities) are shared among various applications, and therefore, the amount of resources available to any given application highly fluctuates over time. Load balancing is a technique to enhance resources, utilizing parallelism, exploiting throughput improvisation, and to reduce response time through an appropriate distribution of the application [4] .
Load balancing algorithm are two type static and dynamic, Static load balancing algorithms allocate the tasks of a parallel program to workstations based on either the load at the time nodes are allocated to some task, or based on an average load of our workstation cluster. The decisions related to load balance are made at compile time [5] .
A few static load balancing techniques are Round robin algorithm, Randomized algorithm, simulated annealing or genetic algorithms, and Dynamic load balancing algorithms make changes to the distribution of work among workstations at run-time; they use current or recent load information when making distribution decisions [6] . Multicomputers with dynamic load balancing allocate/reallocate resources at runtime based on no a priori task information, which may determine when and whose tasks can be migrated [7] .
As a result, dynamic load balancing algorithms can provide a major improvement in performance over static algorithms.
However, this comes at the additional cost of collecting and maintaining load information, so it is important to keep these overheads within reasonable limits [8] .
There are three major parameters which usually define the strategy a specific load balancing algorithm will employ [9] .
These three parameters answer three important questions: 
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In this paper we propose a dynamic load balancing algorithm Middleware.
