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91 Introduc¸a˜o
Com a evoluc¸a˜o dos meios de comunicac¸a˜o digital a quantidade de dados exigidos
para representar, sem perda de informac¸a˜o, uma imagem inviabilizaria utilizac¸o˜es comuns,
como uma foto de amigos exposta na Internet.
Armazenar ou transmitir grandes quantidades de dados usando recursos limitados de
processamento e gerar imagens realmente relevantes com perda de informac¸a˜o intencional
sa˜o grandes desafios. Problemas como este motivam pesquisadores a estudar diversas
maneiras de contorna´-los; tornam-se necessa´rios me´todos eficazes para o armazenamento,
o processamento e a recuperac¸a˜o de imagens.Tais me´todos devem ser aplicados a qualquer
imagem e, para isso, esses me´todos de reduc¸a˜o da redundaˆncia de dados sa˜o estudados.
Neste trabalho iremos explorar a chamada decomposic¸a˜o em valores singulares (DVS).
Uma imagem digital e´ representada por uma matriz. Diminuindo-se a redundaˆncia de
dados dessa matriz, diminu´ımos a redundaˆncia de dados necessa´rios a` armazenagem ou
transmissa˜o de uma imagem. Tal efeito de eliminac¸a˜o de redundaˆncia e´ chamado de
compressa˜o.
Com este propo´sito, neste trabalho, apresentaremos alguns resultados ba´sicos da
a´lgebra linear computacional,para que possamos tratar da DVS, propriamente dita.
O foco desse trabalho na˜o e´, exatamente, o de examinar a eficieˆncia da decomposic¸a˜o
em valores singulares, aplicada a` compressa˜o de imagens comparada a outros me´todos.
Propomo-nos difundir a ide´ia que as decomposic¸o˜es que se estudam em A´lgebra Linear
servem para extrair das matrizes propriedades primordiais e, no caso da DVS, propriedades
que traduzam quase fielmente uma imagem.
Assim, os cap´ıtulos 2, 3, 4, 5, 6 e 7, apresentam resultados de A´lgebra Linear em uma
sequ¨eˆncia que converge a` DVS. No capitulo 8, apresentamos resultados de experimentos
com compressa˜o de imagens via DVS, nos que usamos MatLab.
10
2 Produto de Matrizes
A definic¸a˜o de produto usual de matrizes presta-se a` descric¸a˜o de sistemas lineares,
como uma generalizac¸a˜o de uma equac¸a˜o escalar do tipo
ax = b (2.1)
em que a, b sa˜o escalares, x e´ a soluc¸a˜o escalar desejada. Ou seja, dado um sistema linear
m× n
a11x1 + a12x2 + . . . + a1nxn = b1
a21x1 + a22x2 + . . . + a2nxn = b2
...
...
...
...
...
am1x1 + am2x2 + . . . + amnxn = bm
e´ deseja´vel escrever o sistema em uma forma semelhante a` equac¸a˜o 2.1, isto e´, como uma
equac¸a˜o matricial
Ax = b
onde A = (aij) e´ conhecida, x e´ uma matriz n× 1 de inco´gnitas e b e´ uma matriz m× 1
que representa os elementos a` direita dos sinais de igualdade. Definimos, enta˜o,
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
...
...
am1 am2 . . . amn
 , x =

x1
x2
...
xn
 , b =

b1
b2
...
bm

e
Ax =

a11x1 + a12x2 + . . . + a1nxn
a21x1 + a22x2 + . . . + a2nxn
...
...
...
...
am1x1 + am2x2 + . . . + amnxn

O i -e´simo elemento de Ax e´ determinado pela i -e´sima linha de A. Os elementos daquela
linha sa˜o multiplicados pelos elementos correspondentes em x e os n produtos sa˜o, enta˜o,
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somados. Ou seja, por esta “regra”, o i -e´simo elemento de Ax e´ determinado por:
ai1x1 + ai2x2 + . . .+ ainxn
Pela familiaridade com produtos internos reconhecemos essa fo´rmula, simplesmente, como
o produto interno da n-upla correspondente a i-e´sima linha de A com a n-upla correspon-
dente ao vetor x
(
ai1 ai2 . . . ain
)

x1
x2
...
xn
 = ai1x1 + ai2x2 + . . .+ ainxn.
Assim, e´ poss´ıvel definir um produto de uma matriz A por uma outra matriz B se
o nu´mero de colunas de A e´ igual ao nu´mero de linhas de B: cada coluna B(:, k) da´
origem a AB(:, k) que e´ o resultado do produto da matriz A pela matriz coluna B(:, j).
Ou melhor, dadas as matrizes A = (aij)m×n e B = (bij)n×r, o produto AB = C e´ definido
do seguinte modo: cada coluna de C e´ o produto de A pela coluna de B correspondente
C(:, j) = AB(:, j). Desse modo, cada entrada (cij) da matriz C e´ definida por:
cij =
n∑
k=1
aikbkj
Observac¸o˜es:
1. Observe que C(i, :) a i -e´sima linha de C, e´ dada por
C (i, :) = A (i, :)B
2. Uma forma na˜o usual de representar o produto de matrizes acima e´ a seguinte:
C =
p∑
i=1
A(:, i)B(i, :)
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2.1 Matrizes blocadas (ou em bloco)
Matrizes em bloco podem ser multiplicadas de modo ana´logo, como se os blocos fossem
entradas nume´ricas, desde que, para um produto AB, a partic¸a˜o das colunas de A combine
com a partic¸a˜o das linhas de B. Veja o exemplo que se segue.
• Exemplo: Sejam
A =

2 −3 1 0 −4
1 5 −2 3 −1
0 −4 −2 7 −1
 e B =

6 4
−2 1
−3 7
−1 3
5 2

blocadas da seguinte maneira:
• blocos de A: A11 =
(
2 −3 1
1 5 −2
)
, A12 =
(
0 −4
3 −1
)
, A21 =
(
0 −4 −2
)
e
A22 =
(
7 −1
)
;
• blocos de B: B1 =

6 4
−2 1
−3 7
 e B2 =
(
−1 3
5 2
)
O produto AB pode ser escrito como
AB =
(
A11 A12
A21 A22
)(
B1
B2
)
=
(
A11B1 + A12B2
A21B1 + A22B2
)
Agora,
A11B1 =
(
15 12
2 −5
)
, A12B2 =
(
−20 −8
−8 7
)
,
A21B1 =
(
14 −18
)
e A22B2 =
(
−12 19
)
.
Logo, o bloco superior de AB e´
(
−5 4
−6 2
)
e o seu bloco inferior e´
(
2 1
)
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Portanto AB =

−5 4
−6 2
2 1

O produto de matrizes em blocos e´ a forma mais gene´rica de considerar o produto
de duas matrizes. Este produto tera´ importaˆncia ı´mpar no cap´ıtulo 7.2 onde faremos
considerac¸o˜es sobre a DVS reduzida.
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3 Conhecendo melhor algumas
normas
3.1 Norma de um Vetor
Uma norma no espac¸o Rn e´ uma func¸a˜o ‖ · ‖ : Rn → R de modo que sejam va´lidas as
seguintes propriedades:
• ‖v‖ ≥ 0, para todo v ∈ Rn;
• ‖v‖ = 0 ⇐⇒ v = 0; (se na˜o for va´lida esta propriedade, diz-se enta˜o que e´ uma
semi-norma);
• ‖αv‖ = |α|‖v‖, para todo α ∈ R, e para todo v ∈ Rn;
• ‖v + u‖ ≤ ‖v‖+ ‖u‖, (desigualdade triangular)
Dessa desigualdade, segue que ‖v − u‖ ≥ |‖v‖ − ‖u‖|.
Exemplos de normas sa˜o os seguintes:
• ‖v‖2 =
√
〈v, v〉 =
√
vTv =
√√√√ n∑
i=1
v2i ; (norma euclidiana)
• ‖v‖∞ = maxi=1,...,n |vi|; (norma do ma´ximo)
• ‖v‖1 =
n∑
i=1
|vi|
Por exemplo: Se v =
(
1 −1 2
)
, ‖v‖2 =
√
6, ‖v‖∞ = 2 e ‖v‖1 = 4.
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Definic¸a˜o 3.1.1. Duas normas ‖ · ‖α e ‖ · ‖β sa˜o equivalentes se existirem constantes a
e b tais que para qualquer v:
‖v‖α ≤ a‖v‖β
‖v‖β ≤ b‖v‖α
Num espac¸o de dimensa˜o finita, como e´ o caso do Rn todas as normas sa˜o equivalentes,
ou seja, se ‖ · ‖α e ‖ · ‖β sa˜o normas do Rn, enta˜o existe constantes positivas c1 e c2 tais
que c1‖v‖α ≤ ‖v‖β ≤ c2‖v‖α.
Definic¸a˜o 3.1.2. Uma sequ¨eˆncia
(
v(k)
)
de vetores do Rn converge a um vetor v, quando
k →∞, se existe uma norma ‖ · ‖ tal que o limk→∞ ‖v(k) − v‖ = 0.
Esta definic¸a˜o esta´ bem posta porque todas as normas sa˜o equivalentes. Ale´m disso,
lim
k→∞
v(k) = v ⇔ lim
k→∞
v
(k)
i = vi para todo 1 ≤ i ≤ n
⇔ lim
k→∞
‖v(k) − v‖ = 0
Exemplos:
1. Considere para todo k ∈ Z+, v(k) =
(
1
k
1 1
k2
)
, assim limk→∞ v(k) =
(
0 1 0
)
2. Considere a bola fechada B = {v ∈ R2, tal que ‖v‖ = 1}. A representac¸a˜o de B
em R2 com respeito as normas 2, 1 e ∞ sa˜o as seguintes:
Figura 1: Bola unita´ria nas normas 2, 1 e ∞
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3.2 Norma de uma Matriz
Podemos pensar uma matriz m×n como um vetor de m×n componentes (ordenando
os elementos por linha ou por coluna), ou seja, uma norma matricial e´ uma func¸a˜o
‖ · ‖ : Rm×n → R, que deve satisfazer:
• ‖A‖ ≥ 0, para todo A ∈ Rm×n;
• ‖A‖ = 0⇐⇒ A = 0;
• ‖αA‖ = |α|‖A‖, para todo α ∈ R, e para todo v ∈ Rm×n;
• ‖A+B‖ ≤ ‖A‖+ ‖B‖.
Mas, acrescentamos uma nova propriedade para que uma norma seja norma de ma-
trizes:
• ‖AB‖ ≤ ‖A‖‖B‖
Dizemos que a norma de matrizes ‖ · ‖M e´ compat´ıvel com a norma de vetores ‖ · ‖ se
∀A ∈ Rm×n e ∀v ∈ Rn
‖Av‖ ≤ ‖A‖M‖v‖
Exemplos
• Norma matricial compat´ıvel com a norma vetorial ∞
‖A‖∞ = max
i
n∑
j=1
|aij|;
pois ‖Av‖∞ ≤ ‖A‖∞‖v‖∞
• Norma matricial compat´ıvel com a norma vetorial 1
‖A‖1 = max
j
m∑
i=1
|aij|;
• Norma matricial compat´ıvel com a norma euclidiana (norma-2)1, chamada de norma
espectral
‖A‖2 =
√
λmax(ATA)
em que λmax(A
TA) indica o ma´ximo autovalor de ATA;
1Veremos no cap´ıtulo 7.1 que a norma-2 e´, ta˜o somente, o maior valor singular de A.
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• Uma outra norma matricial compat´ıvel com a norma euclidiana e´ a norma de Fro-
benius
‖A‖F =
√∑
i
∑
j
(aij)
2 =
√
tr(ATA)
em que tr(ATA) e´ a soma dos elementos da diagonal de ATA, ou seja, o trac¸o de
ATA.
Exemplo: Seja A =
(
1 1 −1
0 −3 2
)
. Logo: ‖A‖F = 4, ‖A‖1 = 4, ‖A‖∞ = 5 e
‖A‖2 =
√
8 + 5
√
2
Definic¸a˜o 3.2.1. Dada uma sequ¨eˆncia de matrizes {Ak} dizemos que ela converge a um
matriz A, quando k →∞, se existe uma norma matricial ‖·‖ tal que limk→∞ ‖Ak−A‖ = 0.
Tal definic¸a˜o e´ abrangente, pois todas as normas matriciais sa˜o equivalentes. Ale´m
disso
lim
k→∞
Ak = A⇐⇒ ∀i,j lim
k→∞
a
(k)
ij = aij
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4 Decomposic¸a˜o QR
Neste cap´ıtulo apresentaremos a chamada decomposic¸a˜o QR de uma matriz Am×n,
isto e´, um produto de duas outras matrizes Q e R, em que Q e´ uma matriz ortogonal e R
e´ uma matriz triangular superior.
Para tal decomposic¸a˜o, faremos uso de dois me´todos: o processo de ortogonalizac¸a˜o
de Gram-Schmidt e o me´todo de ortogonalizac¸a˜o via reflexo˜es de Householder. Descre-
veremos, agora, cada um dos processos e a forma de obtenc¸a˜o da decomposic¸a˜o QR, via
cada me´todo.
4.1 Processo de Gram-Schmidt
A partir de uma base para um espac¸o vetorial qualquer (com produto interno 〈, 〉),
o processo de Gram-Schmidt e´ usado para gerar uma base ortogonal desse espac¸o (em
relac¸a˜o a esse produto interno). Inicialmente descreveremos esse processo para uma base
β = {v1, v2}.
Seja u1 = v1. Teremos de encontrar a partir de v2 um novo vetor u2 ortogonal a u1,
isto e´, 〈u1, u2〉 = 0. Para tal tomamos u2 = v2 − α12u1, onde α12 e´ um nu´mero escolhido
de modo que 〈u1, u2〉 = 0, ou melhor, 〈u1, v2 − α12u1〉 = 0 o que resulta em α12 = 〈v2,u1〉〈u1,u1〉 .
ficamos enta˜o com:
u1 = v1
u2 = v2 − α12u1 = v2 − 〈u1,v2〉〈u1,u1〉u1
Observemos que u2 foi obtido de v2, subtraindo-se deste a projec¸a˜o ortogonal de v2
na direc¸a˜o de u1,
〈u1,v2〉
〈u1,u1〉u1
19
Figura 2: Visualizac¸a˜o geome´trica do processo de Gram-Schmidt
Como definido para uma base β com dois vetores, podemos estender o processo para
uma base com um nu´mero arbitra´rio de vetores. Vamos, agora, transpor esse processo
para os casos em que as bases sa˜o formadas por vetores do Rn e o produto interno e´ o
usual.
Sejam {v1, . . . , vn} vetores colunas linearmente independentes de uma matrizA∈Rm×n.
Enta˜o
u1 = v1
u2 = v2 − α12u1
u3 = v3 − α13u1 − α23u2
...
un = vn − α1nu1 − α2nu2 − . . .− α(n−1)nu(n−1)
Genericamente, definindo αij =
uTi vj
uTi ui
, obtemos:
uj = vj −
(j−1)∑
i=1
αijui
4.1.1 Processo de Gram-Schmidt modificado
O processo de Gram-Schmidt na˜o produz, em geral, resultados precisos quando tra-
balhamos com aritme´tica de precisa˜o finita. Na pra´tica, os vetores resultantes na˜o sa˜o
perpendiculares devido a erros de aproximac¸a˜o no ca´lculo de u1, u2, u3, . . . , un. Podemos
obter melhor precisa˜o nume´rica usando uma versa˜o modificada do me´todo de Gram-
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Schmidt, em que:
• na primeira etapa, chamando u1 = v1, subtra´ımos de cada vetor vi sua projec¸a˜o
ortogonal sobre u1. Temos, enta˜o, que:
v
(1)
2 = v2 − α12u1
v
(1)
3 = v3 − α13u1
v
(1)
4 = v4 − α14u1
...
v
(1)
n = vn − α1nu1
em que α1j = 〈u1, vj〉. Definimos u2 = v(1)2
• Na segunda etapa, modificamos os (n− 2) vetores restantes de modo a torna´-los
ortogonais a u2 (observe que pela primeira etapa, eles ja´ sa˜o ortogonais a u1).
v
(2)
3 = v
(1)
3 − α23(1)u2
v
(2)
4 = v
(1)
4 − α24(1)u2
v
(2)
5 = v
(1)
4 − α24(1)u2
...
v
(2)
n = v
(1)
n − α2n(1)u2
em que α2j = 〈u2, vj〉, j ≥ 3. Definimos u3 = v(2)3 .
Analogamente, determinamos u4, u5, . . . , un.
O processo de Gram-Schmidt modificado pode, tambe´m, ser descrito por meio de
matrizes de projec¸a˜o:
v
(0)
1 = u1
v
(1)
2 = v
(0)
2 − u
T
1 v2
uT1 u1
u1 = v
(0)
2 − (v
(0)
1 )
T
v
(0)
2
(v(0)1 )
T
v
(0)
1
v
(0)
1 = v
(0)
2 − P1v(0)2 = (I − P1) v(0)2
onde P = v
(0)
1 (v
(0)
1 )
T
.
Desta forma, para um k qualquer, temos:
v
(0)
k = vk
v
(1)
k = (I − P1)v(0)k
v
(2)
k = (I − P2)v(1)k = (I − P2)(I − P1)v(0)k
...
v
(n)
k = (I − Pn)v(n−1)k = (I − Pn)(I − Pn−1) . . . (I − P2)(I − P1)v(0)k
E uk sera´ tomado da mesma forma que anteriormente, ou seja, uk = v
(k−1)
k .
Se o processo de Gram-Schmidt (modificado ou na˜o) e´ aplicado aos vetores colunas
de uma matriz Am×p de posto p, enta˜o podemos obter uma fatorac¸a˜o QR de A.
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4.2 Decomposic¸a˜o QR pelo Processo de Gram-Schmidt
A decomposic¸a˜o QR e´ uma interpretac¸a˜o matricial do processo de Gram-Schmidt.
Suponha que v1, v2, . . . , vp sa˜o as p colunas de uma matriz A e considere a tradicional
implementac¸a˜o do processo de Gram-Schmidt. Temos pela definic¸a˜o do processo que
cada vetor vj pode ser escrito como:
vj = u1α1,j + u2α2,j + . . .+ uj−1αj−1,j + uj
O que pode ser reescrito, em notac¸a˜o matricial, por um produto de matrizes:

...
...
v1 . . . vp
...
...
 =

...
...
u1 . . . up
...
...


1 α1,2 α1,3 . . . α1,p
0 1 α2,3 . . . α2,p
...
...
. . . . . .
...
0 0 0 . . . 1

Se dividirmos cada vetor ui por sua norma, essa igualdade fica:
...
...
v1 . . . vp
...
...
 =

...
...
u1
‖u1‖ . . .
up
‖up‖
...
...

︸ ︷︷ ︸
Q

‖u1‖ 0
. . .
0 ‖up‖


1 α1,2 . . . α1,p
...
. . . . . .
...
0 0 . . . 1

︸ ︷︷ ︸
R
A matriz

.
.
.
.
.
.
u1
‖u1‖ . . .
up
‖up‖
.
.
.
.
.
.
, que denotaremos por Q , tem colunas ortonormais (ou seja,
QTQ = I). O produto

‖u1‖ 0
. . .
0 ‖up‖


1 α1,2 . . . α1,p
.
.
.
.
.
.
. . .
.
.
.
0 0 . . . 1
 e´ uma matriz triangular superior,
que denotaremos por R. Assim A = QR.
Teorema 4.2.1 (Teorema da Decomposic¸a˜o QR por Gram-Schmidt). Seja A uma
matriz m×p de posto p. Enta˜o A pode ser escrita como uma decomposic¸a˜o QR, A = QR,
em que:
• Q e´ uma matriz m× p e suas colunas sa˜o ortonormais;
• R e´ uma matriz p× p, triangular-superior, e de posto p.
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Exemplo: Considere a matriz A4×4 da qual as 4 colunas originais sa˜o vetores v1, v2, v3, v4.
A =

1 2 0 −1
1 −1 3 2
1 −1 3 2
−1 1 −3 1

Aplicando a v1, v2, v3, v4 o processo de Gram-Schmidt temos:
u1 = v1 =
(
1 1 1 −1
)T
u2 = v2 − α12u1 = v2 − 〈u1,v2〉〈u1,u1〉u1 =
(
9
4
−3
4
−3
4
3
4
)T
u3 = v3 − α13u1 − α23u2 =
(
0 0 0 0
)T
u4 = v4 − α14u1 − α24u2 − α34u3 =
(
0 1 1 2
)T
Portanto,
Q =
(
u1
‖u1‖
u2
‖u2‖
u4
‖u4‖
)
=

1
2
√
3
2
0
1
2
−
√
3
6
√
6
6
1
2
−
√
3
6
√
6
6
−1
2
√
3
6
√
6
3

R =

2 −1
2
9
2
1
0 3
√
3
2
−3
√
3
2
−√3
0 0 0
√
6

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4.3 Reflexo˜es de Householder
Seja P uma matriz ortogonal (isto e´, P ∈ Rn×n e P TP = I). Sabemos que as seguintes
propriedades sa˜o equivalentes a P ser ortogonal.
• 〈Pu, Pv〉 = 〈u, v〉 para todo u e v; assim o aˆngulo entre Pu e Pv e´ igual aquele
entre u e v.
• ‖Pu‖2 = ‖u‖2 para todo u; assim o comprimento de Pu e´ igual ao comprimento de
u.
Portanto, P preserva comprimento e aˆngulo.
Exemplos de matrizes ortogonais sa˜o as matrizes correspondentes a`s operac¸o˜es de
reflexa˜o em relac¸a˜o a um subespac¸o de Rn.
Figura 3: Reflexa˜o em relac¸a˜o a` reta que conte´m O e B
Suponha que desejamos refletir um vetor real u sobre a reta r que passa pela origem.
Temos duas soluc¸o˜es:
• uma que resulta no vetor −→OC;
• outra,que resulta no vetor −−→OD.
Observe que
−→
OC = −−−→OD e que ‖−→OC‖ = ‖−−→OD‖ = ‖u‖.
Tambe´m temos que
−→
OA =
−→
OC+2
−→
BA, em que
−→
BA e´ a projec¸a˜o ortogonal de u sobre
−→
CA,
isto e´,
−→
BA =
〈−→OA,−→CA〉
‖−→CA‖2
−→
CA.
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Denotando
−→
CA = u− v por w, temos que u = v+2Pwu, em que Pwu = −→BA = u,w‖w‖2w,
ou ww
Tu
wTw
, em notac¸a˜o matricial, em que u e w sa˜o matrizes n× 1.
Figura 4: Obtenc¸a˜o de v por uma reflexa˜o de u em relac¸a˜o a W⊥
Ou seja,
v =
(
I − 2ww
T
wTw
)
u
Portanto,
Pw =
(
I − 2ww
T
wTw
)
.
Observe que Pw e´ a matriz associada ao operador que reflete um vetor u em relac¸a˜o
a [w]⊥, complemento ortogonal de [w]. Essa reflexa˜o e´ dita reflexa˜o de Householder.
Exemplos
• Considere o vetor u =
(
3 4
)T
e o problema de transforma´-lo, por uma reflexa˜o de
Householder, em um multiplo do vetor e1.
Resoluc¸a˜o:
Para solucionar tal problema, definiremos o vetor w em termos do vetor u e de um
vetor da reta em relac¸a˜o a` qual u sera´ refletido.
Como ‖u‖ = 5, v pode ser ±5e1. Vamos definir v = 5e1. Logo,
w = u− 5e1 =
(
−2 4
)T
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H = I − 2ww
T
‖w‖2 =
(
1 0
0 1
)
− 2
20
(
4 −8
−8 16
)
=
(
3
5
4
5
4
5
−3
5
)
o que nos da´
v = Hu =
(
3
5
4
5
4
5
−3
5
)(
3
4
)
=
(
5
0
)
= 5e1
• Dada a matriz A =

1 1 0
1 0 1
0 1 1
,
(a) encontrar H1 tal que H1

1
1
0
 seja multiplo de e1, e determinar A1 = H1A;
(b) determinar H2 =

1 0 0
0 H˜2
0
 tal que H˜2
(
∗
∗
)
=
(
1
0
)
, em que
(
∗
∗
)
e´ a
submatriz A1: A1(2 : 3, 2).
Resoluc¸a˜o:
• Para solucionar o item (a) procederemos de mesma forma que no exemplo anterior.
Temos
u1 =
(
1 1 0
)T
e1 =
(
1 0 0
)T
w1 = u1 − ‖u1‖e1 =
(
(1−√2) 1 0
)T
Como H1 = I − 2‖w1‖2w1w
T
1
H1 =

−2−√2
2
√
2
2
0
√
2
2
−
√
2
2
0
0 0 1

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• Determinaremos, agora, A1 para solucionar o item (b)
A1 = H1A =

−2−√2
2
√
2
2
0
√
2
2
−√2
2
0
0 0 1


1 1 0
1 0 1
0 1 1
 =

−1 −2−
√
2
2
√
2
2
0
√
2
2
−√2
2
0 1 1

Tendo A1 podemos encontrar H˜2 de modo a transformar u2 =
(√
2
2
1
)T
em multiplo
de e1 =
(
1 0
)T
. Procedendo como no item (a),
w2 = u2 − ‖u2‖e1 =
(√
2−√6
2
1
)T
H˜2 =
(√
12
6
√
6
3√
6
3
−√12
6
)
Logo, H2 =

1 0 0
0
√
12
6
√
6
3
0
√
6
3
−√12
6

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4.4 Decomposic¸a˜o QR por Reflexo˜es de Householder
A decomposic¸a˜o QR por matrizes de Householder e´, considera´velmente, em termos
computacionais, mais precisa do que a decomposic¸a˜o obtida pelo processo de Gram-
Schmidt (conforme (2)).
Suponhamos Am×n uma matriz. Definiremos uma sequ¨eˆncia H1, H2, . . . , Hn−1 de ma-
trizes de Householder, tal que
Hn−1Hn−2 . . . H1A = R
em queR e´ triangular superior. EquivalentementeA = QR, conquantoQ = H1H2 . . . Hn−1.
• Exemplo Usaremos as matrizes H1 e H2 do segundo exemplo da sec¸a˜o 4.3 para
decompor a matriz A, do citado exemplo, em QR.
Resoluc¸a˜o:
Temos: A =

1 1 0
1 0 1
0 1 1
 , H1 =

−2−√2
2
√
2
2
0
√
2
2
−√2
2
0
0 0 1
 e H2 =

1 0 0
0
√
12
6
√
6
3
0
√
6
3
−√12
6
 .
Efetuamos o produto H1H2A e obtemos a matriz R
H1H2A =

−1 −2−
√
2
2
√
2
2
0
√
6
2
√
6
6
0 0 −2
√
3
3
 = R.
Por conseguinte, A = H−11 H
−1
2 R. Como H
−1
i = Hi, temos A = H1H2R, ou seja,
Q = H1H2 =

−2−√2
2
√
2
2
0
√
2
2
−√2
2
0
0 0 1


1 0 0
0
√
12
6
√
6
3
0
√
6
3
−√12
6
 =

−2−√2
2
√
6
6
√
3
3√
2
2
−√6
6
−√3
3
0
√
6
3
−√3
3

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5 Problema de Quadrados
Mı´nimos
Consideremos sistemas envolvendo mais equac¸o˜es do que inco´gnitas (m > n). Enta˜o
dado um sistema m × n Ax = b com m > n, na˜o podemos esperar, em geral, encontrar
um vetor x ∈ Rn para o qual Ax seja igual b. Em vez disso, vamos procurar um vetor x
para o qual Ax esta´ o mais pro´ximo poss´ıvel de b.
Seja uma matriz Am×n com m > n e o vetor b ∈ Rm. Para cada x ∈ Rn podemos
formar o res´ıduo r(x) = b− Ax. A distaˆncia entre b e Ax e´ dada por
‖b− Ax‖ = ‖r(x)‖
Queremos encontrar um vetor x para o qual ‖r(x)‖ e´ mı´nimo. Minimizar ‖r(x)‖ e´ equiva-
lente a minimizar ‖r(x)‖2. O vetor x˜ que nos proporciona tal minimizac¸a˜o e´ uma soluc¸a˜o
de quadrados mı´nimos para o sistema Ax = b.
Se x˜ e´ uma soluc¸a˜o de quadrados mı´nimos para o sistema Ax = b e v = Ax˜, enta˜o v
e´ o vetor no espac¸o coluna de A mais pro´ximo de b.
A ortogonalidade tem um papel importante na soluc¸a˜o de quadrados mı´nimos. Se
Am×n e´ uma matriz de posto n, enta˜o o problema de quadrados mı´nimos para Ax = b
tem uma u´nica soluc¸a˜o x˜ que e´ obtida resolvendo-se as equac¸o˜es normais ATAx = AT b.
A projec¸a˜o ortogonal de v = Ax˜ e´ o vetor pertencente a` imagem A mais pro´ximo de b.
O problema e´ facilmente solu´vel quando os vetores colunas de A sa˜o ortonormais, pois
ATA = I. A soluc¸a˜o dos quadrados mı´nimos e´, nesse caso, x˜ = AT b.
Caso A na˜o seja uma matriz com colunas ortonormais, obtemos a decomposic¸a˜o de A
em um produto QR, onde Q e´ ortogonal e R e´ triangular superior.
Teorema 5.0.1. Se Am×n e´ uma matriz de posto n, enta˜o a soluc¸a˜o para o problema
de quadrados mı´nimos Ax = b e´ dada por x˜ = R−1QT b, em que Q e´ ortogonal e R e´
triangular superior. A soluc¸a˜o x˜ pode ser obtida resolvendo-se o sistema Rx = QT b por
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substituic¸a˜o.
Prova: Seja x˜ a soluc¸a˜o do problema de quadrados mı´nimos para Ax = b. Enta˜o x˜
satisfaz as equac¸o˜es normais
ATAx = AT b
Decompondo A em um produto QR, essas equac¸o˜es ficam
(QR)T (QR)x = (QR)T b
ou seja
RT (QTQ)Rx = RTQT b
como Q e´ ortogonal, temos
RTRx = RTQT b
R e´ invert´ıvel, logo Rx = QT b e, portanto,
x = R−1QT b
• Exemplo Encontre a soluc¸a˜o de quadrados mı´nimos para o sistema
x1 − 2x2 − x3 = −1
2x1 + x3 = 1
2x1 − 4x2 + 2x3 = 1
4x1 = −2
(5.1)
Resoluc¸a˜o: Reescrevendo o sistema em notac¸a˜o matricial

1 −2 −1
2 0 1
2 −4 2
4 0 0


x1
x2
x3
 =

−1
1
1
−2

Fazendo o uso do processo de Gram-Schmidt, decompondo em QR a matriz A dos coefi-
cientes do sistema, ficamos com
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A =

1 −2 −1
2 0 1
2 −4 2
4 0 0
 = QR =

1
5
−2
5
−4
5
2
5
1
5
2
5
2
5
−4
5
2
5
4
5
2
5
−1
5


5 −2 1
0 4 −1
0 0 2

Usando essa decomposic¸a˜o, obtemos
QT b =

1
5
−2
5
−4
5
2
5
1
5
2
5
2
5
−4
5
2
5
4
5
2
5
−1
5

T 
−1
1
1
−2
 =

−1
−1
2
 ,
possibilitando-nos solucionar Rx = QT b facilmente com o uso de substituic¸a˜o:
5 −2 1
0 4 −1
0 0 2


x1
x2
x3
 =

−1
−1
2

Portanto, x =

−2
5
0
1
 e´ soluc¸a˜o para o problema de quadrados mı´nimos, do sistema
5.1.
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6 Dois Teoremas Fundamentais
6.1 O Teorema de Schur
Teorema 6.1.1 (Teorema de Schur ). Dada uma matriz A, existe uma matriz unita´ria
Q e uma matriz triangular superior T tal que QHAQ = T , em que os autovalores de A
sa˜o as entradas da diagonal de T .
Para a prova deste teorema faremos o uso de induc¸a˜o. O teorema e´ obviamente
va´lido se A e´ 1 × 1. Agora, sejam λ qualquer autovalor de A e u um correspondente
autovetor normalizado (‖u‖ = 1). Escolhemos U˜ de forma que U =
(
u U˜
)
seja uma
matriz quadrada e unita´ria. Enta˜o:
UHAU =
(
uH
U˜H
)
A
(
u U˜
)
=
(
uHA
U˜HA
)(
u U˜
)
=
(
uHAu uHAU˜
U˜HAu U˜HAU˜
)
.
Agora, podemos reescrever
uHAu = uHλu = λuHu = λ
e, como 〈U˜(i, :), u〉 = 0,
U˜HAu = U˜Hλu = λU˜Hu = λ0 = 0, assim
UHAU =
(
λ uHAU˜
0 U˜HAU˜
)
, e definimos
UHAU =
(
λ A˜12
0 A˜22
)
Pela hipo´tese de induc¸a˜o, existe uma matriz unita´ria P , tal que PHA˜22P = T˜ e T˜ e´
uma matriz triangular superior. Enta˜o,
A˜22 = PT˜P
H , logo
UHAU =
(
λ A˜12
0 PT˜PH
)
=
(
1 0
0 P
)(
λ A˜12P
0 T˜
)(
1 0
0 PH
)
. Assim
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(
1 0
0 PH
)
UHAU
(
1 0
0 P
)
=
(
λ A˜12P
0 T˜
)
= T
Portanto, a matriz T e´ triangular superior e Q = U
(
1 0
0 P
)
e´ matriz unita´ria.
6.2 O Teorema Espectral
Teorema 6.2.1 (Teorema Espectral). Seja A uma matriz normal, enta˜o existe uma
matriz unita´ria U que diagonaliza A.
Prova:
Provamos no teorema 6.1.1 a existeˆncia de uma matriz unita´ria U tal que UHAU = T ,
em que T e´ triangular superior.
Enta˜o:
TH =
(
UHAU
)H
= UHAH
(
UH
)H
= UHAHU
Como A e´ normal (AHA = AAH), THT = TTH .
Logo, T e´ diagonal.
Observac¸a˜o: No livro de LEON (5), a prova deste teorema e´ vista com maior detalha-
mento.
Corola´rio 6.2.1. Se A e´ uma matriz real e sime´trica, enta˜o existe uma matriz ortogonal
U que diagonaliza A, isto e´, UTAU = D, em que D e´ diagonal.
Prova:
Resultados axiliares: Seja A ∈ Rn×n sime´trica. Temos:
(i) A = V DV H ⇒ AT = V¯ DV T = V D¯V¯ T = V D¯V H
A = AT ⇒ V DV H = V D¯V H
Como A ∈ Rn×n, V D¯V H = V D¯V H = V DV H ⇒ D = D¯
Logo, os autovalores de A, sime´trica real, sa˜o reais.
(ii) V = B + iC e´ invers´ıvel enta˜o B,C sa˜o invers´ıveis.
Demonstrac¸a˜o
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V e´ invers´ıvel, enta˜o a u´nica soluc¸a˜o para V x = 0 e´ x = 0. Mas, se x ∈ Rn, V x = 0 ⇔
Bx = Cx = 0.
Logo, a u´nica soluc¸a˜o real, tanto para Bx = 0 como para Cx = 0, e´ a soluc¸a˜o x = 0, ou
equivalentemente, B e C sa˜o invers´ıveis.
(iii)

A ∈ Rn×n
AV = V D, D ∈ Rn×n
V = B + iC
⇒
{
AB = BD
AC = CD
(iv) Se Av = λv, em que v ∈ Rn e v 6= 0; e, Aw = µw, em que w ∈ Rn, w 6= 0 e λ 6= µ,
enta˜o vTw = 0.
Demonstrac¸a˜o
vTAw = vTµw = µvTw
(vTAw)T = wTATv = wTAv = wTλv = λwTv = λvTw
Como vTAw = (vTAw)T e λ 6= µ, enta˜o vTw = 0
Prova do corola´rio: Pelo teorema espectral existe uma matriz unita´ria V e uma matriz
diagonal D tais que A = V DV H . Por (i), D ∈ Rn×n. Por (ii) e (iii), existe B ∈ Rn×n
invers´ıvel tal que AB = BD. Vamos supor, sem perda de generalidade, que diagonal de
D esta´ ordenada de tal modo que d11 ≥ d22 ≥ . . . ≥ dnn, correspondente aos autovalores
λ1 > λ2 > . . . .λq.
Sejam B1 = B(:, 1 : r1), B2 = B(:, r1 + 1 : r2), . . ., Bq = B(:, rq−1 + 1 : rq) a matrizes
colunas de B que sa˜o autovetores respectivamente de λ1, λ2, . . . , λq.
Sejam B1 = Q1R1, B2 = Q2R2, . . . , Bq = QqRq as decomposic¸o˜es QR de B1, B2, . . . , Bq,
respectivamente (Qi e´ da mesma ordem que B1). E´ claro que Q1, Q2, . . . , Qq sa˜o matrizes
formadas por autovalores de A associados respectivamente a λ1, λ2, . . . , λq. Sabemos,
tambe´m, por (iii), que QTj Qi = 0 para i 6= j (autovetores associados a autovalores
distintos sa˜o ortogonais). Seja Q =
(
Q1 . . . Qq
)
, Q e´ ortogonal e
AQ =
(
AQ1 . . . AQq
)
=
(
λ1Q1 . . . λqQq
)
=
(
Q1 . . . Qq
)
d11
. . .
dqq
 = QD
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7 Decomposic¸a˜o em Valores
Singulares
7.1 Os Valores Singulares de uma Matriz
Seja A ∈ Rm×n. Enta˜o ATA e´ uma matriz sime´trica, que pode ser diagonalizada por
uma matriz ortogonal. Seja α = {v1, v2, v3, . . . , vn} uma base ortonormal de Rn formada
pelos autovetores de ATA, e sejam α = {λ1, λ2, λ3, . . . , λn} os respectivos autovalores.
Enta˜o
‖Avi‖2 = (Avi)TAvi = vTi ATAvi
Como vi e´ autovetor de A
TA
‖Avi‖2 = vTi λivi
Uma vez que vi e´ unita´rio
‖Avi‖2 = λi
Assim sendo,os autovalores de ATA sa˜o todos na˜o negativos.
Os valores singulares de A sa˜o as ra´ızes quadradas dos autovalores de ATA reordenados
de forma decrescente e, denotados por σi. Como visto acima, sa˜o os comprimentos dos
vetores Avi. O exemplo a seguir ilustra de forma geome´trica um valor singular.
• Exemplo Seja A =
(
4 11 14
8 7 −2
)
uma matriz e ‖u‖ = 1 um vetor unita´rio, enta˜o
a transformac¸a˜o linear T (u) = A (u) leva a esfera unita´ria de R3 sobre uma elipse
em R2 (teorema 7.2.2). Encontre um vetor unita´rio u no qual o comprimento ‖Au‖
seja ma´ximo e calcule esse comprimento.
Resoluc¸a˜o: ‖Au‖ atinge seu ma´ximo para o mesmo u que torna ma´ximo ‖Au‖2.
Enta˜o,
‖Au‖2 = (Au)T (Au) = uTATAu = uT (ATA)u
Como ATA e´ uma matriz sime´trica, o problema passa a ser a maximizac¸a˜o da forma
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Figura 5: Visualizac¸a˜o de transformac¸a˜o de R3 em R2.
quadra´tica uT (ATA)u sujeita a restric¸a˜o ‖u‖2 = 1. O valor ma´ximo sera´ enta˜o um
autovalor λi de A
TA e sera´ atingido em um autovetor unita´rio de ATA associado a
λi (teorema 7.2.2).
ATA =

4 8
11 7
14 −2

(
4 11 14
8 7 −2
)
=

80 100 40
100 170 140
40 140 200

Os autovalores de ATA sa˜o λ1 = 360, λ2 = 90 e λ3 = 0. Autovetores associados sa˜o
respectivamente
v1 =

1
3
2
3
2
3
 , v2 =

−2
3
−1
3
2
3
 , v3 =

2
3
−2
3
1
3

O valor ma´ximo de ‖Au‖2 e´ 360, atingido quando u e´ o vetor unita´rio v1. O vetor
Av1 e´ o ponto na elipse, ilustrada na figura 7.1, mais afastado poss´ıvel da origem,
isto e´,
Av1 =
(
4 11 14
8 7 −2
)
1
3
2
3
2
3
 =
(
18
6
)
Para ‖u‖ = 1, o valor ma´ximo de ‖Au‖ e´ ‖Av1‖ =
√
360 = 6
√
10.
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Como os outovalores de ATA sa˜o 360, 90 e 0, os valores singulares de A sa˜o
σ1 = 6
√
10, σ2 = 3
√
10, e σ3 = 0.
O primeiro valor singular de A e´ o ma´ximo de Au sobre todos os vetores unita´rios,
e o ma´ximo e´ atingido no autovetor unita´rio v1; o segundo valor singular de A e´ o
ma´ximo de Au sobre todos os vetores ortogonais a v1, e esse ma´ximo e´ atingido no
segundo autovetor unita´rio v2
Av2 =
(
4 11 14
8 7 −2
)
−2
3
−1
3
2
3
 =
(
3
−9
)
Este ponto esta´ no eixo menor da elipse da figura 7.1. Notemos que os dois primeiros
valores singulares de A sa˜o os comprimentos dos semi-eixos maior e menor da elipse.
Uma das utilidades computacionas dos valores singulares e´ a ana´lise do posto de uma
matriz.
Em alguns casos (...). O me´todo o´bvio de contar o nu´mero de colunas pivo
em A na˜o funciona bem se A for reduzida por linhas por um computador.(...)
Na pra´tica, a maneira mais confia´vel de estimar o posto de uma matriz A
grande e´ contar o nu´mero de valores singulares na˜o-nulos. Nesse caso, valores
singulares extremamente pequenos sa˜o considerados nulos para todos os efeitos,
e o posto efetivo da matriz e´ o nu´mero obtido contando-se os valores singulares
na˜o-nulos restantes. David C. LAY(4).
Teorema 7.1.1. Seja α = {v1, v2, v3, . . . , vn} uma base ortonormal para Rn consistindo
de autovetores de ATA ordenados de forma que os autovalores correspondentes estejam
em ordem decrescente. Suponhamos que A tenha p valores singulares na˜o nulos. Enta˜o
β = {Av1, Av2, Av3, . . . , Avp} e´ uma base ortogonal para o espac¸o coluna de A e posto de
A = p.
Demonstrac¸a˜o: Como vi e vj sa˜o ortogonais para qualquer i 6= j, temos
〈Avi, Avj〉 = (Avi)T Avj = vTi ATAvj = vTi (λjvj) = 0
Logo Av1, Av2, Av3, . . . , Avn e´ um conjunto ortogonal. Como os valores singulares de A
sa˜o os comprimentos dos vetores Avi e existem somente p valores singulares na˜o-nulos,
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temos que Avi 6= 0 se e somente se 1 ≤ i ≤ p. Portanto, o conjunto β e´ composto por
vetores LI pertencentes ao espac¸o coluna de A, e, qualquer que seja w pertencente ao
espac¸o coluna de A,
w = Au = c1Av1 + c2Av2 + . . .+ cpAvp + . . .+ cnAvn
= c1Av1 + c2Av2 + . . .+ cpAvp + 0 . . .+ 0
Concluimos que w ∈ [Av1, Av2, . . . , Avp], mostrando que β e´ uma base para o espac¸o
coluna de A. Portanto, posto de A e´ igual a p.
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7.2 A Decomposic¸a˜o em Valores Singulares -
o Teorema
A decomposic¸a˜o de uma matriz A em valores singulares envolve uma matriz Σm×n da
forma
Σ =
(
D 0
0 0
)
(7.1)
em que D = diag(σi) e´ uma matriz diagonal p× p para algum p na˜o excedendo o menor
valor entre m e n, ou seja, temos m− p linhas de “zeros” e n− p colunas de “zeros” em
Σ.
Qualquer fatorac¸a˜o A = UΣV T , com U e V ortogonais, Σ como em 7.1 com elementos
diagonais positivos em D, e´ chamada uma decomposic¸a˜o em valores singulares (DVS) de
A. No caso, U e´ m×m e V e´ n× n, e Σ e´ retangular, com a mesma dimensa˜o de A. As
entradas da diagonal de Σ, que sa˜o Σii = σi, sa˜o ordenadas de forma decrescente. Em
uma tal decomposic¸a˜o, as colunas de U sa˜o chamadas de vetores singulares a` esquerda de
A, e as colunas de V sa˜o chamadas de vetores singulares a` direita de A.
A DVS esta´ intimamente relacionada a` diagonalizac¸a˜o de matrizes sime´tricas. Dada
uma matriz A ∈ Rn×n sime´trica , existe uma matriz ortogonal V e uma matriz diagonal
D tal que A = V DV T . As colunas de V sa˜o os autovetores de A e formam uma base
ortonormal para Rn; as entradas da diagonal de D sa˜o os autovalores de A.
Agora, analisemos a DVS de uma matriz Am×n. A matriz Σ corresponde a` matriz da
transformac¸a˜o de Rn em Rm, em relac¸a˜o a`s bases dadas pelas colunas de V e U . Quando
elas sa˜o usadas para representar vetores no domı´nio, a natureza da transformac¸a˜o se torna
evidente: ela e´ simplesmente a dilatac¸a˜o de alguns componentes e a contrac¸a˜o de outros,
de acordo com a magnitude dos valores singulares, conforme ja´ vimos no exemplo 7.1. Ha´
possibilidade de descartar componentes ou acrescentar zeros, uma necessidade conforme
a mudanc¸a de dimensa˜o.Vista desta perspectiva, a DVS nos diz como escolher uma base
ortonormal, de forma que, a transformac¸a˜o e´ representada por uma matriz simples, isto
e´, uma matriz diagonal.
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Teorema 7.2.1 (Teorema da DVS). Seja Am×n uma matriz de posto p. Enta˜o existe
uma matriz Σm×n, em que os elementos diagonais de D sa˜o os p primeiros valores singu-
lares de A, σ1 ≥ σ2 ≥ . . . ≥ σp > 0, e existem uma matriz ortogonal Um×m e uma matriz
ortogonal Vn×n tais que
A = UΣV T
Demonstrac¸a˜o: Seja λi e vi como no Teorema 7.1.1, de modo que {Av1, . . . , Avp}
seja uma base ortogonal para o espac¸o coluna de A. Normalizamos cada Avi para obter
uma base ortonormal α = {u1, . . . , up}, em que
ui =
1
‖Avi‖Avi =
1
σi
Avi
e
Avi = σiui (1 ≤ i ≤ p)
Vamos, agora, estender α a uma base ortonormal {u1, . . . , um} ∈ Rm e definir as matrizes
U =
(
u1 u2 . . . um
)
e V =
(
v1 v2 . . . vn
)
Por construc¸a˜o, U e V sa˜o matrizes ortogonais. Ale´m disso
AV =
(
Av1 . . . Avp 0 . . . 0
)
=
(
σ1u1 . . . σpup 0 . . . 0
)
Seja D a matriz, de existeˆncia garantida pelo teorema 6.2.1, cujos elementos diagonais
sa˜o σ1, . . . , σp e seja Σ =
(
D 0
0 0
)
, como definida na equac¸a˜o 7.1. Enta˜o
UΣ =
(
u1 u2 . . . um
)

σ1 0
0 σ2 0
. . .
σp
0 0 0

isto e´,
UΣ =
(
σ1u1 . . . σpup 0 . . . 0
)
= AV
Como V e´ uma matriz ortogonal, UΣV T = AV V T = A.
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Corola´rio 7.2.1. Seja A uma matriz m × n, em que n ≤ m. Escrevendo-se U =(
u1 u2 . . . un
)
e V =
(
v1 v2 . . . vn
)
, temos que
A = UΣV T =
n∑
i=1
σiuiv
T
i (somato´rio de matrizes de posto 1.)
Enta˜o a matriz de posto p ≤ n mais perto de A e´ a matriz Ap =
∑p
i=1 σiuiv
T
i , cuja
distaˆncia ate´ A e´ ‖A− Ap‖ = σp+1.
Teorema 7.2.2. Sejam A = UΣV T , a DVS de uma matriz Am×n, e S uma esfera unita´ria
em Rn: S = {u ∈ Rn tal que ‖u‖2 = 1}. Seja, tambe´m, AS a imagem de S por A:
AS = {Au tal que u ∈ Rn e ‖u‖2 = 1}. Enta˜o AS e´ um elipso´ide centrado na
origem de Rm, com eixos σivi, se posto de A igual a n.
Demonstrac¸a˜o: Para a prova, no´s construiremos a transformac¸a˜o AS trabalhando com
a multiplicac¸a˜o fator por fator, de A = UΣV T .
Visto que V e´ ortogonal, V transforma um vetor unita´rio em outro vetor unita´rio,
enta˜o V TS = S.
Como u ∈ S se e somente se ‖u‖2 = 1, v ∈ ΣS se e somente se
∑n
i=1
(
vi
σi
)2
= 1. Vemos
que esta ultima igualdade define um elipso´ide com eixos σiei em que ei e´ i -e´simo vetor
canoˆnico (no espac¸o xn+1 = . . . = xm=0). Finalmente, multiplicando-se cada v = Σu
por U rotacionamos o elipso´ide de forma que cada ei torna-se ui, a i-e´sima coluna de U .
Consequ¨entemente o comprimento do maior eixo do elipso´ide sera´ o maior σi.
Quando Σ conte´m linhas ou colunas nulas, e´ poss´ıvel obter uma decomposic¸a˜o mais
compacta de A. Seja p o posto da matriz A. Particionamos U e V em submatrizes de
modo que o primeiro bloco de cada uma contenha p colunas:
U =
(
Up Um−p
)
em que Up =
(
u1 . . . up
)
V =
(
Vp Vn−p
)
em que Vp =
(
v1 . . . vp
)
Nesse caso, U e´ m× p e V e´ n× p. A multiplicac¸a˜o de matrizes em bloco nos mostra,
41
enta˜o, que
A =
(
Up Um−p
)(D 0
0 0
)(
V Tp
V Tn−p
)
= UpDV
T
p
Essa fatorac¸a˜o e´ conhecida como decomposic¸a˜o em valores singulares reduzida.
Resumindo, uma matriz A ∈ Rm×n pode ser expressa por um produto UΣV T , quando
U e V sa˜o matrizes ortogonais e Σ e´ uma matriz diagonal. A matriz V e´ obtida da
fatorac¸a˜o diagonal de ATA = V DV T , U prove´m da normalizac¸a˜o da imagem de A sobre
V estendida a uma base ortonormal, se necessa´rio, conforme ja´ descrito. As matrizes
U e V na˜o esta˜o unicamente determinadas por A, mas os elementos diagonais de Σ sa˜o
necessariamente os valores singulares de A.
Exemplo Encontrar uma decomposic¸a˜o em valores singulares para A =
(
4 11 14
8 7 −2
)
.
Resoluc¸a˜o: No exemplo 7.1 ja´ encontramos v1, v2, e v3 que sa˜o os nossos vetores
singulares a` direita de A. Tambe´m, tinhamos calculado Av1 e Av2. Agora, definimos
u1 =
1
σ1
Av1 =
1
6
√
10
(
18
6
)
=
(
3√
10
1√
10
)
u2 =
1
σ2
Av2 =
1
3
√
10
(
3
−9
)
=
(
1√
10
−3√
10
)
Logo {u1, u2} e´ uma base para R2. Sejam U =
(
u1 u2
)
e V =
(
v1 v2 v3
)
e
definindo
D =
(
6
√
10 0
0 3
√
10
)
Σ =
(
6
√
10 0 0
0 3
√
10 0
)
Portanto, a DVS de A e´
A =
(
3√
10
1√
10
1√
10
−3√
10
)(
6
√
10 0 0
0 3
√
10 0
)
1
3
2
3
2
3
−2
3
−1
3
2
3
2
3
−2
3
1
3

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8 Compressa˜o de Imagem
Usando a DVS
A DVS tem uma aplicac¸a˜o natural: a compressa˜o de imagens digitais. Uma
imagem digital e´ uma matriz m × n, em que as entradas sa˜o traduc¸o˜es nume´ricas da
luminosidade e da cor dos “patches” (a tela fica dividida em m × n patches, como uma
colcha de retalhos, que e´ a traduc¸a˜o literal de patches). No caso de imagem colorida
podemos ter uma matriz m× n× 3, em que o primeiro elemento e´ o tom de vermelho, o
segundo o tom de verde e, o terceiro o tom de azul.
Se A = UΣV T e´ a DVS de A, A =
p∑
i=1
σiuiv
T
i , em que σ1 ≥ σ2 ≥ . . . ≥ σp > 0
sa˜o os valores singulares de A e, para todo i, ui vi sa˜o as i -e´simas colunas de U e V ,
respectivamente, queremos encontrar uma aproximac¸a˜o para A que capture a maior parte
dos significados dos dados, no caso, acuidade visual e relativa perfeic¸a˜o da imagem. A
aproximac¸a˜o por DVS diminui ou elimina certa redundaˆncia de dados. O posto de uma
matriz especifica o nu´mero de linhas ou colunas linearmente independentes da matriz, ou
seja, ele e´ um mensurador da redundaˆncia. Uma matriz que tenha um posto p pequeno
e´ altamente redundante, pois necessitam-se apenas p colunas de U e V , mais p valores
singulares para descrever exatamente A. Ou seja, pm+ np = p(m+ n) elementos.
Enta˜o com a DVS podemos expressar os dados muito mais eficientemente do que
simplesmente por uma listagem de todas as entradas da matriz. Como um exemplo, su-
ponhamos que um scanner e´ usado para digitalizar uma fotografia substituindo a imagem
por uma matriz de m× n pixels, na qual cada n´ıvel de cinza e´ representado numa escala
de 0 a 1. Em qualquer escala, as caracter´ısticas de uma imagem sa˜o traduzidas redun-
dantemente nas linhas ou colunas da matriz. No´s podemos rever estas caracter´ısticas de
forma menos redundante, atrave´s da aproximac¸a˜o da matriz original por uma matriz de
posto menor do que o mı´nimo entre m e n.
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Temos do corala´rio 7.2.1 que Ap =
∑p
i=1 σiuiv
T
i e´ a melhor aproximac¸a˜o de A com
posto p, no sentido de minimizar ‖A − Ap‖ = σp+1. Lembrando que somente com mp +
np = (m+ n)p elementos, podemos estocar {u1, . . . , up} e {σ1v1, . . . , σpvp}, pois estamos
guardando as matrizes Um×p e
(
ΣV T
)
p×n. Normalmente, utilizar´ıamosmn elementos para
estocar A, que e´ um nu´mero muito grande comparado a (m + n)p, se p e´ pequeno em
relac¸a˜o a m ou a n. Consequ¨entemente, o erro relativo da aproximac¸a˜o de A por Ap e´
medido por
σp+1
σp
e a raza˜o de compressa˜o e´ medida por
(m+ n)p
mn
.
Consideremos alguns aspectos de suma importaˆncia ao entendimento dos exemplos:
• Na obtenc¸a˜o da DVS utilizamos o MatLab1, que tambe´m foi utilizado na criac¸a˜o e
compressa˜o das imagens, vista a sua polivaleˆncia.
• O MatLab apresenta diversos mapas de cores predefinidos, entre eles as opc¸o˜es
mapa default (figura 6) e mapa gray (figura 7), e outros podem ser criados. A
matriz que armazena um mapa de cores e´ uma matriz Cm×3, em que C tera´ um
nu´mero qualquer de linhas (ate´ 64) e necessariamente treˆs colunas. Cada linha
da matriz e´ interpretada como uma cor, em que o primeiro elemento determina a
intensidade de vermelho, o segundo de verde e o terceiro de azul. A intensidade das
cores pode ser especificada no intervalo [0, 1]. Por exemplo,
(
0 0 0
)
representa
preto,
(
1 1 1
)
especifica branco,
(
1 0 0
)
e´ vermelho,
(
0.5 0.5 0.5
)
e´ cinza,
e
(
127/255 1 212/255
)
e´ aquamarinha.
• As imagens neste trabalho foram geradas com os comandos image, imagesc e o
comando pcolor.
O comando image interpreta, somente, valores inteiros entre 1 e 64 procedendo
arredondamento (o menor inteiro mais pro´ximo de), para nu´meros racionais entre
1 e 64; ou tratando como 1 e como 64, nu´meros abaixo de 1 ou acima de 64,
respectivamente. Quando a matriz A que representa a imagem e´ uma matriz m ×
n, os elementos de A sa˜o usados como ı´ndices do corrente mapa de cores para
determinar as cores, ou seja, 1 corresponde a azul, 32 a aguamarinha, 64 a vermelho
e assim por diante, no mapa default (ver figura 6). Pore´m, quando A e´ uma
matriz m× n× 3 os elementos em A(:, :, 1) sa˜o interpretados como as intensidades
de vermelho, em A(:, :, 2) como as intensidades de verde e em A(:, :, 3) como as de
1The MathWorks, Inc. All Rights Reserved.
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azul, independentemente do mapa de cores utilizado. Na figuras abaixo podemos ver
o comando image(A) aplicado a uma matriz A1×64 com entradas contendo inteiros
do 1 ao 64.
Figura 6: Cores de A no mapa default.
Figura 7: Cores de A no mapa gray.
Ja´ o comando imagesc, escalona as cores do corrente mapa de cores conforme as
entradas da matriz A. Por exemplo, se A =
(
0.2 0.64 1.28
)
as cores, no corrente
mapa de cores, sera˜o interpretadas com 0.2 equivalendo a 1; 0.64 equivalendo a 32;
e, 1.28 equivalendo a 64; do comando image. Quando A e´ m × n × 3 a imagem e´
gerada da mesma forma que no comando image.
• Com a utilizac¸a˜o do comando pcolor podemos notar, claramente, cada ce´lula que
compo˜e a imagem, pois, as ce´lulas ficam delimitadas por sombras (ver figura 8).
• Quando importamos uma imagem ao MatLab ele a armazena em uma matriz (nome
do arquivo)m×n×3 no formato uint8; pore´m, para realizarmos ca´lculos devemos
converter a matriz para o formato double; e, quando desejarmos visualizar a imagem
devemos reconverter a matriz ao formato uint8; ale´m disso, o formato uint8 ocupa
menos bytes do que double.
• Por fins computacionais, o MatLab considera como sendo zero todos os valores
singulares muito pequenos, e os anota com quatro casas decimais 0.0000; e, para
aqueles valores singulares que sa˜o realmente zero, anota simplesmente 0.
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Exemplos de imagens e suas respectivas compresso˜es:
1. Considere a imagem da figura 8. Esta imagem tem 20× 20 pixels, o que corresponde a
uma matrizM20×20, em que cada entrada e´ exatamente a 0 ou 1. Na imagem criada, cada
ce´lula esta´ colorida em preto (correspondendo a entrada 0 da matriz) ou branco (quando
a entrada e´ 1). O mapa de cores utilizado conte´m apenas as cores preto e branco, ou seja,
e´ definido pela matriz mapa =
(
0 0 0
1 1 1
)
. Abaixo esta˜o descritos todos os 20 valores
singulares de M com aproximac¸a˜o de 4 casa decimais.
9.2350 3.7440 3.3476 2.5177 2.1369 1.7886 1.4066
1.0273 0.5938 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0 0 0
Figura 8: Uma imagem 20× 20
Seja UΣV T = M a decomposic¸a˜o em valores singulares de M . As pro´ximas figuras
mostram aproximac¸o˜es (compresso˜es) feitas da figura 8 pelo me´todo da DVS. Para tal,
foi usada no MatLab a seginte rotina:
[u s v]=svd(M);
M1=(u(:,1:p)*s(1:p,1:p)*v(:,1:p)’)
pcolor(M1), view([0 270])
Fazendo-se alterac¸o˜es no posto da matriz de aproximac¸a˜o M1 mudamos a raza˜o de com-
pressa˜o e consequentente a qualidade da imagem. Lembrando-se que M tem 9 valores
singulares na˜o nulos, ou seja, posto de M e´ igual a 9.
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Figura 9: Compressa˜o da figura 8 com p = 2 (esquerda) p = 3 (direita)
Figura 10: Compressa˜o da figura 8 com p = 4 (esquerda) p = 5 (direita)
Com p = 4 praticamente reconstruimos a imagem e com p = 5 na˜o se pode notar
nenhuma diferenc¸a de acuidade entre a imagem original (figura 8) e a imagem acima
(direita).
Medindo a qualidade da compressa˜o:
p Erro relativo σp+1
σp
Raza˜o de compressa˜o 1
10
p
2 0.8941 1
5
= 0.2
3 0.7521 3
10
= 0.3
4 0.8487 2
5
= 0.4
5 0.8370 1
2
= 0.5
9 0.0000 9
10
= 0.9
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2. Para este exemplo, trabalharemos com uma imagem um pouco mais complexa, que
esta´ associada a uma matriz B488×640 cujo posto e´ p = 54.
Figura 11: Uma imagem 576× 1280
Faremos a compressa˜o desta imagem e visualizaremos os resultados com as seguintes
linhas de comando:
[u s v]=svd(B);
colormap(’default’)
B1=(u(:,1:p)*s(1:p,1:p)*v(:,1:p)’)
image(B1)
Figura 12: Compressa˜o da figura 11 com p = 10 (esquerda) e com p = 20 (direita)
A qualidade da imagem na˜o sofre melhorias significativas a partir de p = 20 ate´
p = 40.
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Figura 13: Imagem original (esquerda) e sua compressa˜o com p = 40 (direita)
Quando p = 40, podemos verificar que a imagem produzida e´, praticamente, a pro´pria
imagem original, conforme pode ser visto na figura acima. A raza˜o de compressa˜o e´ 141
39040
p
e, portanto para p = 40 temos uma raza˜o de compressa˜o igual a 141
976
∼= 0, 15, ou seja,
conseguimos uma compressa˜o na ordem de 85%.
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3. Para um ultimo exemplo, trabalharemos com a foto do Departamento de Matema´tica
da UFSC. Tal foto e´ importada do formato jpg para o ambiente MatLab onde fica ar-
mazenada como uma matriz A242×425×3, ou seja, como treˆs matrizes A242×425, em que a
primeira matriz armazena as intensidades de vermelho, a segunda de verde e a terceira de
azul. As treˆs matrizes que formam a foto A1242×425, A2242×425 e A3242×425 tem o mesmo
posto p = 242. Podemos ver a imagem original em jpg (esquerda) e a sua representac¸a˜o
feita pelo no MatLab (direita).
Figura 14: Foto do Departamento em jpg (esquerda) e no formato mat (direita)
A foto originalmente em jpg tem tamanho de 71.031 bytes, no formato bmp a mesma
coresponde a 311.296 bytes, enquanto que, no formato mat, do MatLab, a matriz A
associada a essa foto tem 308.550 bytes. Procederemos a aproximac¸a˜o de A por matrizes
de posto menor, consequ¨entemente diminuiremos o nu´mero de bytes necessa´rios para
armazena´-la. Para isso, trabalharemos com a seguinte rotina:
a=double(A); x1=a(:,:,1); x2=a(:,:,2); x3=a(:,:,3);
[u1,s1,v1]=svd(x1);[u2,s2,v2]=svd(x2); [u3,s3,v3]=svd(x3);
t(:,:,1)=u1(:,1:p)*s1(1:p,1:p)*v1(:,1:p)’;
t(:,:,2)=u2(:,1:p)*s2(1:p,1:p)*v2(:,1:p)’;
t(:,:,3)=u3(:,1:p)*s3(1:p,1:p)*v3(:,1:p)’; mtm=(uint8(t));
image(mtm), axis off, axis image
Abaixo, podemos ver as compresso˜es das fotos feitas com p = 10 e p = 50, respecti-
vamente.
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Figura 15: Compressa˜o da figura 14 com p = 10 (esquerda) e com p = 50 (direita)
Observe que com p = 50 a imagem obtida e´ muito semalhante a` original.
Podemos ver na figura 16 abaixo, a comparac¸a˜o entre a imagem original e uma imagem
comprimida com p = 100.
Figura 16: Imagem original (esquerda) e sua compressa˜o com p = 100 (direita)
Agora, armazenamos as matrizes U1, U2 e U3, e, SV 1, SV 2 e SV 3 na classe uint8
para comparamos a quantidade de bytes necessa´rios para armazena´-las com os bytes
necessa´rios para armazenar a matriz A. Temos que a quantidade de bytes necessa´rios e´
3×Ui+3×SV i, ou seja basta verificarmos quantos bytes sa˜o necessa´rios para armazenar
U18 e SV 18. Faremos isto digitando as linhas de comando abaixo.
U1=(u1(:,1:p)); SV1=(s1(1:p,1:p)*v1(:,1:p)’);
U18=(uint8(U1));SV18=(uint8(SV1));
Obtemos que para um posto p = 50 necessitamos de 100.050 bytes e para p = 100 de
200.100 bytes, ou seja, aproximadamente 32,5% e 65%, respectivamente, dos bytes que
seriam necessa´rios para armazenar a matriz A. Observando que a raza˜o matricial de
compressa˜o, para este caso, e´ 242+425
242×425p =
667
102850
p, temos que a raza˜o de compressa˜o para
p = 10, p = 50 e p = 100 e´ repectivamente 667
10285
∼= 0.0648, 6672057 ∼= 0.3242 e 13342057 ∼= 0.6485;
ou seja a mesma taxa que a verificada nos bytes.
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9 Conclusa˜o
Analisando os va´rios aspectos que satisfac¸a˜o os objetivos deste trabalho chegamos as
seguintes concluso˜es:
Refazendo o mesmo exemplo que Dan Kalman (3) publicou na revista College Mathe-
matics Journal (1996, 2-23 p). Descobrimos, depois de muito trabalho, que erronea-
mente as figuras 8 da pa´gina 20 e 9 da pa´gina 21 publicadas como sendo a aproximac¸a˜o
da imagem com p=5, na realidade e´ p=4. Abaixo vemos a imagem original (esquerda) e
a imagem publicada como sendo p = 5 (direita).
Figura 17: Imagem original (esquerda) e sua compressa˜o com p = 4 (direita)
O presente trabalho contribuiu, de um modo geral, para o melhor entendimento de como
os conhecimentos em a´lgebra linear sa˜o importantes a`s cieˆncias aplicadas, em especial a`
computac¸a˜o. Os resultados obtidos podem ser compreendidos por qualquer pessoa que
saiba um pouco de a´lgebra linear.
Os experimentos realizados nos permitem dizer que a compressa˜o de imagens digitais via
DVS e´ algo eficiente, pois o uso da DVS resulta em taxas satisfato´rias de compressa˜o.
Um software eficiente, como o MatLab, entende e manipula com facilidade a a´lgebra linear.
Portanto, o Matlab c© contribuiu amplamente na gerac¸a˜o, visualizac¸a˜o e compressa˜o das
imagens.
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