Abstract. The following result is proved: for a vector field with real linear coefficients to be locally solvable in R n it is necessary and sufficient that not all its orbits have a compact closure in the complement of the critical set of the vector field.
Introduction
In this paper the following notation is used: C a jk x j ∂ x k that are locally solvable at every point of R n (this will turn out to be equivalent to local solvability at the origin). The characterization is the content of Theorem 1 below; it extends to higher dimensions the two-dimensional result in [Treves, 2009] (Theorem 10). Related results in the context of hyperfunctions can be found in [Miwa, 1973] .
We denote by m (L) the complex matrix (a jk ) 1≤j,k≤n ; then div L = tr m (L), the trace of the matrix m (L). Nonsingular linear changes of the variables x 1 , ..., x n are equivalent to conjugations m (L) → Γ −1 m (L) Γ by a matrix Γ ∈ GL(n, R).
The critical points of L are the points x = (x 1 , ..., x n ) in R n such that m (L) x = 0. They form a vector subspace of R n , which will be denoted by V (L). We set 4210 FRANÇ OIS TREVES m = codim V (L); after a linear coordinate change we may assume that
The vector field (1.2) is invariant under translations in the variables (x m+1 , ..., x n ), i.e., parallel to V (L); we have
Observe that the constant coefficients vector fields L 1 , ..., L m must be linearly independent; if they were not, we would have codim
We point out that the spectrum of m (L) is equal to that of m (L • ) to which the eigenvalue zero has been adjoined, with the multiplicity n−m; in particular, div L = div L
• . We note that L defines a foliation of R n whose leaves are either single points, precisely the critical points of L [i.e., the points of V (L)] or "true" curves contained in R n \V (L). More precisely, the latter are immersed, connected, one-dimensional analytic submanifolds without self-intersections whose tangent line is spanned by L at each one of their points (and are maximal for these properties). We shall refer to the leaves of the foliation defined by L as L-orbits.
We shall avail ourselves of the following:
Lemma 1. The following properties of the vector field (1.2) are equivalent:
is purely imaginary, and the nilpotent part of 
The vector field (1.5) is tangent to the linear subspace x 2 = · · · = x m = 0. In the half-subspaces x 1 ≶ 0 the L-orbits coincide with those of the vector field
which are obviously not compact. This contradicts (1). Now suppose ξη = 0 and let 
The change of variables
As a result of this and of (1.3) we have (after deleting the tildes)
When L has the expression (1.6) L is tangent to the deleted affine subspace
If we use polar coordinates in this subspace we see that
The orbits of L in
, the same is true of −iη. There is a linear change of the variables
The expression of L in the new coordinates will be
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When L has the expression (1.7), L is tangent to the deleted affine subspace
It is checked straightaway that L is tangent to the curve in • V defined by the parametric equations
whose closure in
• V is noncompact, contradicting (1). We have thus proved that the negation of (2) implies that of (1). Now suppose (2) is true. There is a linear change of the variables
and therefore L into the form
where
We carry out the change of variables
In the new coordinates, L k = ∂x k which, after deletion of the tildes, puts L itself into the form (1.8). If we write
We see that the L-orbit through a point
is a geodesic of the torus
As a consequence, the closure of every L-orbit is compact.
Proof. If tr m (L) = 0 there is an eigenvalue of m (L) whose real part does not vanish.
Remark 1. Property (2) in Lemma 1 is equivalent to the following property:
• The one-parameter subgroup R t −→ exp tm (L) ∈ GL(n, R) has a compact closure. 
is a geodesic of the torus (1.10).
Remark 2. Owing to the invariance of L under translations in the V (L) directions, Property (a) could have as well been stated as (a ) L is not locally solvable at the origin. That (c) implies (b) is trivial; the converse is part of Lemma 1. Proving that (a) and (b) are equivalent will be a matter of settling a few special cases. The corresponding results will be stated as independent propositions. The proofs of these propositions will make repeated use of the next two classical lemmas. In what follows (·, ·) and · stand for the inner product and the norm in L 2 (Ω), respectively.
Lemma 2. If X is a vector field with constant coefficients, not all vanishing, and if h is a complex-valued analytic function in an open subset Ω of R
n , then the vector field h (x) X is locally solvable in Ω.
Proof. An arbitrary distribution f ∈ D (Ω) can be divided by the analytic function h ( [Lojasiewicz, 1965] 
Proof. The estimate (2.1) entails that the linear map
We begin the proof proper of Theorem 1 with the following two simple observations.
The case m = 1 is a direct consequence of Lemma 2 since, in this case, L = x 1 L 1 with L 1 having constant coefficients not all vanishing. The L-orbits are the same as the orbits of X (which are straight lines) possibly "interrupted" by the hyperplane x 1 = 0.
In the remainder of the proof we limit our attention to the cases 2 ≤ m ≤ n.
Proposition 1. Let L be the vector field (1.2). If div L = 0, then there is a bounded linear operator
Proof. We have, whatever
The claim follows then from the Cauchy-Schwarz inequality and Lemma 3.
In the sequel we restrict our attention to divergence-free vector fields (1.1), in which case L = −L.
The matrix m (L
• ) has at least one real eigenvalue ξ. In this case we may assume that L has the form (1.5).
Proposition 2. Let L be the vector field (1.5). If div L = 0 and if m (L
• ) has at least one real eigenvalue ξ (possibly equal to zero), then L is locally solvable in R n .
Proof. We may assume that L is the vector field (1.5).
Case ξ = 0. We use the fact that
To every number T > 0 there is 
Since div L = 0 we see that Proof. We may assume that L has the expression (1.6); it follows that, for every
But this can be rewritten as
Let Ω R = x ∈ R n ; x 2 1 + x 2 2 < R , R > 0. We have, for some C R > 0 and all
The Cauchy-Schwarz inequality and Lemma 3 entail the claim.
Case II: Every eigenvalue of m (L
• ) is purely imaginary. We continue to assume that div L = 0.
Proposition 4. If all the eigenvalues of m (L • ) are purely imaginary and if the nilpotent part of m (L • ) is not equal to zero, then L is locally solvable at every point of V (L).
Proof. In this case we may assume that L has the expression (1.7). We derive
Integration by parts implies
We conclude that
In view of (2.3) the Cauchy-Schwarz inequality and Lemma 3 entail the claim.
The proof of Theorem 1 is completed with the following result.
Proposition 5. If all the eigenvalues of m (L • ) are purely imaginary and the nilpotent part of m (L • ) is equal to zero, then L is not locally solvable at any point of V (L).

Proof. In this case we may assume that
for all r j ≥ 0 and all (x m+1 , ...,x n ) ∈ R n−m : F cannot be an arbitrary test function in B R .
Vector fields with complex linear coefficients defining a rank-one foliation
In this section we allow the coefficients of the vector field (1.1) to be complex. We reason under the hypothesis that L is locally solvable in the open set Ω = R n \V (L). We begin by recalling what this entails. Let g (L) denote the Lie algebra generated by the real vector fields
consists of connected analytic submanifolds whose tangent space at any one of their points is equal to the "freezing" of g (L) at that point and which are maximal for these properties. A classical result of the local solvability theory of smooth complex vector fields without critical points (see [Treves, 1992] , Section VIII.7) states that for L to be locally solvable in R n \V (L) it is necessary and sufficient that the following requirement be satisfied:
(P) The leaves of the Nagano foliation of R n \V (L) defined by the Lie algebra
Here we shall assume that there are no two-dimensional Nagano leaves and we shall not concern ourselves with the sign of every point does not imply that ζ −1 L is a real vector field for some ζ ∈ C\ {0}. We take a closer look at this question.
In the notation (1.3), L ∧ L ≡ 0 is equivalent to the equations
We end up with a set of vector fields X 1 , ..., X r (1 ≤ r ≤ m) with real constant coefficients such that X α ∧ X β = 0 if α = β and such that to
In particular, this implies ζ k = c k,1 ζ j for all j = 1, ..., ν 1 and all k > ν 1 . Moreover, when r > 1, what we have just said implies ζ j = c j,1 ζ 1 for all j ∈ [2, ..., ν 1 ]. We find ourselves in one of the following two situations:
(1) r = 1; there is a single vector field X with real constant coefficients such that L j = ζ j X for each j = 1, ..., m, with ζ j ∈ C\ {0}. In this case, (2) r > 1; there are numbers ζ ∈ C\ {0} and c α,j ∈ R\ {0} such that This is possible only if m ≤ 2. Moreover, if m = 2, it requires Im ζ 1ζ2 = 0; in turn the latter allows one to carry out a real linear change of the variables x 1 , x 2 such that L = ζ (x 1 + ix 2 ) X, 0 = ζ ∈ C. If m = 1, we must have L = ζx 1 X. The only one of these two cases not covered by Theorem 1 (after division by ζ) is the case of L = (x 1 + ix 2 ) X, whose local solvability is a consequence of Lemma 2.
If L = (x 1 + ix 2 ) X (and thus m = 2), not every eigenvalue of m (L • ) [see (1.4)] can be purely imaginary (and different from zero). Indeed, in an arbitrary basis of R 2 we will have m (L • ) = a 11 a 12 ia 11 ia 12 , a 11 , a 12 ∈ R, whose eigenvalues are a 11 +ia 12 and 0. The orbits of L = (x 1 + ix 2 ) X in R n \V (L) are equal to the connected components of the intersections of R n \V (L) with the orbits of X in R n . The latter being straight lines, the closures of the orbits of L in R n \V (L) are not compact (X has real constant coefficients, not all equal to zero). We can state 
