Abstract. We study the relative expressive power of Fusion and pi-calculus. Fusion is commonly regarded as a generalisation of pi-calculus. Actually, we prove that there is no uniform fully abstract embedding of pi-calculus into Fusion. This fact motivates the introduction of a new calculus, D-Fusion, with two binders, λ and ν. We show that DFusion is strictly more expressive than both pi-calculus and Fusion. The expressiveness gap is further clarified by the existence of a fully abstract encoding of mixed guarded choice into the choice-free fragment of D-Fusion.
The binding mechanism of pi-calculus generalises that of λ-calculus in several ways. Input prefix a(x). binds like λx, and name passing takes place in pi-calculus in a way typical of functional programming, i.e., formal names are assigned their actual counterparts. The restriction binder ν, however, is very different from λ, as a restricted name can be exported (extruded), with the guarantee that it will never be identified to anything else.
Fusion calculus is presented in [16] as a more uniform and more expressive evolution of the pi-calculus. The main idea is to decompose input prefix a(x). into a binder (x) and a prefix a x . In the polyadic case, matching between the input list and the output list of arguments induces name unification, i.e. a fusion. The latter is propagated across processes, but one or more binders can be used to control the scope (i.e. propagation) of the fusion. Thus one achieves both a perfect symmetry between input and output and a more general name passing mechanism.
At first sight, Fusion is more general than pi-calculus. And, indeed, the pi-calculus transition system can be embedded into Fusion's, provided that one identifies restriction (νx) with the (x) binder of Fusion [16] .
Our first move is to argue that this embedding breaks down if comparing the two calculi on the basis of behavioural semantics. We prove that no 'uniform' encoding exists of pi-calculus into Fusion that preserves any 'reasonable' behavioural equivalence (at least as fine as trace equivalence). Here 'uniform' means homomorphic with respect to parallel composition and name substitution, mapping (νx) to (x) and preserving (a subset of) weak traces. As hinted before, the ultimate reason for this failure is that in Fusion all names are like logical variables, i.e., unification always succeeds, which is not true in the pi-calculus.
The above considerations motivate the introduction of a new calculus, D-Fusion, with two binders, λ and ν: the first generalises input prefix, and the second corresponds to restriction. Also, any issue of symmetry between input and output is preempted, since the calculus has just one kind of prefix (no polarisation); polarised prefixes can be easily encoded, though. In D-Fusion, while lambdas are used to control the propagation of fusions, restrictions are used to possibly inhibit fusions. In logical terms, this corresponds to consider unification not only among variables, but also among variables and dynamically generated constants (that is, ν-extruded names). As expected, unification fails whenever one tries to identify two distinct constants. We show that the additional expressive power achieved in this way is relevant. Both pi-calculus and Fusion are subcalculi of D-Fusion. Moreover, the combined mechanism of restriction and unification yields additional expressive power: it allows to express a form of pattern matching which cannot be expressed in the other two calculi. As a consequence, we prove, D-Fusion cannot be uniformly encoded neither into Fusion, nor into pi-calculus.
Next, the gap between D-Fusion and Fusion/pi-calculus is explored from a more concrete perspective. First, we exhibit a simple security protocol and a related correlation property that are readily translated into D-Fusion. The property breaks down if uniformly translating the protocol into Fusion. The failure is illuminating: in Fusion, one has no way of declaring unique fresh names to correlate different messages of the protocol.
Palamidessi has shown [13, 14] that nondeterministic guarded choice cannot be simulated in the choice (+) -free pi-calculus in a fully abstract way, while preserving any 'reasonable' semantics. The reason is that it is not possible to atomically perform, in the absence of +, an external synchronisation and an internal exclusive choice among a number of alternatives. We prove that in D-Fusion, under mild typing assumptions, guarded choice can actually be simulated in a fully abstract way in the choice-free fragment. The encoding preserves a reasonable semantics, defined in terms of barbed equivalence ( [11] ). Informally, branches of a choice are represented as concurrent processes. Synchronisation is performed in the ordinary way, but it forces a fusion between a λ-name global to all branches and a ν-name local to the chosen branch. Excluded branches are atomically inhibited, since any progress would lead them to fusing two distinct ν-names.
In the present paper, we are mainly interested in assessing the expressive power of DFusion compared to other calculi. The principal tool for this study will be barbed bisimilarity and the induced equivalences, as they enjoy a uniform definition based only on a reduction relation, on an observation predicate and on context-closure. We defer the study of alternative, more tractable semantics for D-Fusion, like a form of 'labelled' bisimulation, to a forthcoming work.
The rest of the paper is organised as follows. Section 2 contains a proof that the pi-calculus cannot be uniformly encoded into Fusion. In Section 3 we introduce the D-Fusion calculus, its operational semantics and barbed congruence. In Section 4 we show that D-Fusion calculus is strictly more expressive than both pi-calculus and Fusion. We further explore this expressiveness gap in Section 5, by means of an example concerning a security protocol, and in Section 6, by encoding mixed guarded choice into the choice-free calculus. Section 7 contains a brief overview of some related work and a few concluding remarks.
Fusion and Pi
The aim of this section is to illustrate the difference between pi-calculus and Fusion, and to show that the former cannot be uniformly encoded in the latter.
The crucial difference between the pi-calculus and Fusion shows up in synchronisations: in Fusion, the effect of a synchronisation is not necessarily local, and is regulated by the scope of the binder (x). For example, an interaction between uv.P and ux.Q will result in a fusion of v and x. This fusion will also affect any further process R running in parallel, as illustrated by the example below:
The binding operator (x) can be used to limit the scope of the fusion, e.g.:
where τ denotes the identity fusion. For a full treatment of pi-calculus and Fusion we refer to [10] and to [16] Note that the above notion of uniform encoding is stronger than the one introduced in [14] .
The next proposition generalises an example from [16] . Below, we fix an arbitrary Π-equivalence included in trace equivalence, ∼ Π , and an arbitrary F -equivalence which is included in trace equivalence and is preserved by parallel composition, ∼ F (like, e.g., hyperequivalence of [16] ).
Proposition 1. There is no uniform translation [[·]]
: Π → F such that for each P, Q ∈ Π:
PROOF: Suppose that there exists such a translation [[·]]
. Let P and Q be the following two pi-agents:
Obviously, P ∼ Π Q (e.g. they are strongly late bisimilar). Suppose
y).(cx|cy)
and A and B be as follows:
Since =⇒. This is a contradiction.
The Distinctive Fusion Calculus, D-Fusion
Syntax We consider a countable set of names N ranged over by a, b, . . . , u, v, ..., z. We write x for a finite tuple x 1 , . . . , x n of names. The set DF of D-Fusion processes, ranged over by P, Q, . . ., is defined by the syntax:
where prefixes α are defined as α ::= a v. The occurrences of x in λx P and (νx) P are bound, thus notions of free names and bound names of a process P arise as expected and are denoted by fn(P) and bn(P), respectively. The notion of alpha-equivalence also arises as expected. In the rest of the paper we will identify alpha-equivalent processes. A context C[·] is a process with a hole that can be filled with any process P, thus yielding a process C [P] .
Note that we consider one kind of prefix, thus ignoring polarities. However, a sub-calculus with polarities can be easily retrieved, as shown at the end of this section.
The main difference from Fusion is the presence of two distinct binding constructs, λ and ν. The λ-abstraction operator corresponds to the binding construct of Fusion and generalises input binding of the pi-calculus. The restriction operator (ν) corresponds to the analogous operator of the pi-calculus: it allows a process to create a fresh, new name that will be kept distinct from other names.
Definition 2 (Structural Congruence). The structural congruence ≡ is the least congruence on processes satisfying the abelian monoid laws for Summation and Composition (associativity, commutativity and 0 as identity), the scope laws
plus the scope extrusion laws
and the swapping law λx (νy) P ≡ (νy) λx P where x = y.
Operational Semantics For R a binary relation over N , let R denote the reflexive, symmetric and transitive closure of R with respect to N . We use σ, σ to range over substitutions, i.e. finite partial functions from N onto N . Domain and co-domain of σ, denoted dom(σ), cod(σ) are defined as expected. We denote by tσ the result of applying σ onto a term t. Given a set/tuple
Below, we define fusions, that is, name equivalences that arise as the result of equating two lists of names in a synchronisation.
Definition 3 (fusions). We let φ, χ, . . . range over fusions, that is total equivalence relations on N with only finitely many non-singleton equivalence classes. We let:
-n(φ) denote {x : x φ y for some y = x}; -τ denote the identity fusion (i.e., n(τ) = / 0);
denote the equivalence class of x in φ.
We now introduce a labelled transition system for D-Fusion. This will be useful in order to compare D-Fusion with other calculi and, in particular, to prove that D-Fusion cannot be encoded into pi-calculus (see Section 4). The reduction relation coincides with the identity fusion transition τ − → of the labelled transition system. Table 1 .
Definition 4 (labelled transition system). The transition relation P
Some notations for actions and effects. The bound names of µ are written bn(µ) and are defined as expected; when µ = (ν x) λ y a v is an action we let subj(µ) = a and obj(µ) = v denote the subject and object part of µ, otherwise they both denote a conventional value '−'. Moreover, n(µ) denotes all names in µ. We use abbreviations such as n(φ, µ) to denote n(φ) ∪ n(µ) and (νz) µ for (ν xz) φ, if µ = (ν x) φ. Furthermore, we shall identify actions and effects up to reordering of the tuple x in (ν x) and λ x.
The rules in Table 1 deserve some explanation. As mentioned, we have two kinds of labels, actions and effects. Apart from the absence of polarities, actions are governed by rules similar to those found in pi-calculus. The main difference is that on the same action one can find both ν-and λ-extruded names. On the other hand, effects are similar to those found in Fusion: an effect of the form φ can be created as a result of a communication (rule COM), and be propagated across parallel components, until a λ that binds a fused name z is encountered (rule λ-OPEN f ). At that point, a substitutive effect [ w /z] is applied onto the target process and z is discarded from the fusion (the result is φ −z ). A major difference with respect to Fusion is that our effects can also ν-extrude names. The side condition 'φ[z] ∩ x = / 0' in rule ν-OPEN prevents effects from equating two distinct ν-extruded names. Note that the premises of rules COM and λ-OPEN only deal with binder-free actions and effects, while λ-OPEN a only deals with ν-binder-free actions. However, structural congruence permits freely moving λ's and ν's, so the general case is covered via STRUCT.
(
Symmetric rules for (SUM) and (PAR) are not shown. Usual conventions about freshness of bound names apply. Let us illustrate the rules with some examples. We shall write { x = y}.P for (νc) (c x|c y.P) (for a fresh name c). Example 1.
1. Let P = (νc) ((νx) cx.P 1 | cy.P 2 ). The interaction between cx.P 1 and cy.P 2 will result into a fusion {x = y}, that causes x to be extruded:
Now consider Q = λy P. The effect of λ-abstracting y in P is that of removing φ and getting the substitution [ x /y] applied onto the continuation:
2. Another example illustrating interplay between ν-bound, λ-bound and free names:
Encoding I/O polarities We can encode input and output polarities as follows: Barbed Congruence We now define our main tools for assessing the expressive power of D-Fusion compared to other calculi, that is barbed bisimulation and barbed congruence.
Definition 5 (barbs). We write P ↓ a if and only if there exist an action µ and a process Q such that P µ
− → Q and subj(µ) = a.
Definition 6 (barbed bisimulation).
A barbed bisimulation is a symmetric binary relation R between processes such that P R Q implies:
for each name a, if P ↓ a then Q ↓ a. P is a barbed bisimilar to Q, written P .
∼ Q, if PR Q for some barbed bisimulation R .
Definition 7 (barbed congruence). Two processes P and Q are barbed congruent, written P ∼ Q, if for all contexts C[·], it holds that C[P]
.
Example 2.
1. An example of 'expansion' for parallel composition is as follows: 
2.
The following two examples show the effect of fusing a λ-abstracted name with a free name and with another λ-abstracted name, respectively:
On the contrary, 
Expressiveness of D-Fusion
As expected, inclusion in term of labelled transition systems naturally lifts to bisimulation equivalences. Let ∼ π and ∼ f denote barbed congruence, respectively, over Π ( [18] ) and over F (see [21] ) (Note that, over image-finite processes, ∼ π is pi-calculus early congruence [18] , and ∼ f is Fusion hyper-equivalence [21] 
Proposition 2.
Let P and Q be two pi-calculus processes. P
∼ π Q iff [[P]] π ∼ [[π]] [[Q]] π .
Let P and Q be two Fusion processes. P
More interesting, we now show that D-Fusion cannot be uniformly encoded into Π. The intuitive reason is that, in D-Fusion, the combined use of action prefix, fusions and restrictions allows one to express a form of pattern matching. This is not possible in Π, at least not atomically. To show this fact, we restrict our attention to polarised D-Fusion, DF p . The reference semantics for Π is again the late operational semantics.
Given P ∈ Π and a trace of actions s, let us write Pŝ =⇒ if P s =⇒ for some trace s that exhibits the same sequence of subject names, with the same polarity, as s (e.g., s = a x ·λ y b v and s = a z · b w ). Below, we denote by ∼ DF p any fixed equivalence over DF p which is contained in trace semantics (defined in the obvious way), and by ∼ Π any fixed equivalence over Π which is contained in trace equivalence. Note that barbed congruence over DF p , ∼, is contained in trace equivalence.
Proposition 3. There is no uniform translation
[[·]] : DF p → Π such that ∀ P, Q ∈ DF p : P ∼ DF p Q ⇒ [[P]] ∼ Π [[Q]].
PROOF: Suppose that there exists such a translation [[·]].
Let us consider the following two DF p -processes P and Q:
It holds that P ∼ Q in DF p : the reason is that, in P, synchronisation between prefixes c h and c k , which carry different restricted names h and k, is forbidden (see rule ν-OPEN). Thus P can only make c k and c k synchronise, and then perform a. Thus, P ∼ DF p Q holds too. On the other hand, by Definition 9, for any uniform encoding Of course, it is also true that D-Fusion cannot be uniformly encoded into F , as this would imply the existence of a uniform fully abstract encoding from Π to F , which does not exist (Proposition 1).
The conclusion is that there is some expressiveness gap between D-Fusion on one side and the other two calculi on the other side, at least, as far as our simple notion of uniform encoding is concerned. This gap is further explored by means of more elaborate examples in the next two sections.
Example: Correlation
This example aims at illustrating the gap between D-Fusion and Fusion from a more concrete perspective. Consider the following simple protocol. An agent A asks a trusted server S for two keys, to be used to access two distinct services (e.g. A might be a proxy requiring remote connections on behalf of two different users). Communication between A and S takes place over an insecure public channel, controlled by an adversary, but it is protected by encryption and challenge-response nonces. Informally, the dialogue between A and S is as follows:
Here {·} (·) is symmetric encryption and k S is a secret master key shared by A and S. A simple property of this protocol is that A should never receive k and k in the wrong order (k and then k), even in case S accepts new requests before completing old ones. Indeed, nonces n and n are intended to avoid confusion of distinct sessions. In other words, nonces do correlate each request to S with the appropriate reply of S.
Below, we show that the above small protocol and the related ordering property can be readily translated and verified in D-Fusion. Next, we show that the property breaks down when (uniformly) translating the protocol into Fusion.
D-Fusion
Encryption is not a primitive operation in D-Fusion. However, in the present case, it is sensible to model an encrypted message {n, k} k S as an output action k S n, k : only knowing the master key k S , and further specifying a session-specific nonce, it is possible to acquire the key k (similarly for {n , k } k S , of course). Thus, assuming A concludes the protocol with a conventional 'commit' action and that p is the public channel, A, S and the whole protocol P might be specified as follows (below, we abbreviate λ x p x .X as p( x).X):
Let A spec be the process defined like A, except that the commit y, y action is replaced by commit k, k , and let P spec = (νk S ) (A spec |S). The property that A should never receive k and k in the wrong order is stated as: P ∼ P spec .
Informally, equivalence holds true because the second input action in A/A spec , that is λy k S n , y , can only get synchronised with the second output action in S, that is k S x , k .
In fact, n can be extruded only after x has been received, hence fusion of x and n is forbidden. Note that the above protocol specification would not be easily translated in pi-calculus, because in A the input prefix k S n, y has a ν-bound name n.
Fusion Suppose P f and P f spec are obtained by some uniform encoding of P and P spec above into Fusion. It is not difficult to show that P f can be 'attacked' by an adversary R that gets n and n and fuse them together, R = p(x). p x .0|p(y).p y .0 . Formally, for α = commit k , k ,
which proves that P f and P f spec are not hyper-equivalent. This example illustrates the difficulty of modelling fresh, indistinguishable quantities (nonces) in Fusion. This makes apparent that Fusion is not apt to express security properties based on correlation.
Encoding guarded choice
In this section we show how the combined mechanisms of fusions and restrictions can be used to encode different forms of guarded choice via parallel composition, in a clean and uniform way. Informally, different branches of a guarded choice will be represented as concurrent processes. The encodings add pairs of extra names to the object part of each action: these extra names are used as 'side-channels' for atomic coordination among the different branches. We start by looking at a simple example.
Example 3. Consider the guarded choice A = λx (νn) a xn .P + λx (νm) a xm .Q. Its intended 'parallel' implementation is the process:
∈ fn(a, P, Q)). Assume a channel discipline by which output actions on channel a must carry two identical names. In B, the parallel component that first consumes any such message, forces fusion of x either to n or to m, and consequently inhibits the other component. E.g.:
Under the mentioned assumption, (νm, n) a mn .Q is equivalent to 0, because there is no way of fusing m and n. Thus the process on the right of ∼ is equivalent to P. In other words, choice between P and Q has been resolved atomically.
The above line of reasoning can be formalised in two ways. One way is considering a new 'disciplined' equivalence ∼ d , obtained by closing barbed bisimilarity only with respect to contexts C[·] obeying the mentioned channel discipline (i.e. for each c v in C[·] with | v| ≥ 2, v = wuu, for some w and u). The other way is keeping standard barbed congruence ∼, but inserting processes inside a 'firewall' that filters out a-messages not respecting the given channel discipline. The latter can be easily defined in D-Fusion relying on 'non-linear' inputs:
We state the result in both forms below. Note that the result above exploits in a crucial way features of both Fusion (non-linearity of input actions, in the firewall, and sharing of input variable x, in B) and of D-Fusion (restricted input).
Proposition 4 can be generalised to fully abstract encodings of different forms of guarded choice. For the sake of simplicity, we will state the results in terms of 'disciplined' equivalences. We believe the results can also be stated in terms of ordinary barbed congruence, at the cost of breaking uniformity of the encoding and of introducing more sophisticated forms of 'firewalls'. We examine two cases, input-guarded choice and mixed choice. 
Input-guarded (ig) choice
where Π i∈I X i denotes the parallel composition of all X i 's. Of course, the above theorem also yields a fully abstract encoding of input-guarded choice for pi-calculus, which may be viewed as a sub-calculus of DF p,ig .
Mixed choice in a sorted pi-calculus As a source language we fix here a sorted version of polyadic pi-calculus [9] with 'mixed' choice, Π mix . In this language, prefixes and + are replaced by mixed summation, ∑ i∈I a i ( x i ).P i + ∑ j∈J b j v j .Q j . The target language is again the fragment of polarised D-Fusion with no summation at all. The encoding is a bit more complex than in the previous case, as it implies adding two pairs of extra names to coordinate different branches. The relevant clause is:
Note that the relative positions of ν-names correctly forbid communication between branches of opposite polarities within the same choice (no 'incestuous' communication, according to the terminology of [12] ). The encoding acts as a homomorphism over the remaining operators of Π mix .
Below, ∼ mix denotes barbed congruence over Π mix , and ∼ [[mix] ] the equivalence over DFusion obtained by closing barbed bisimulation under translated Π mix -contexts. Both equivalences are reasonable semantics in the sense of [13] . The proof of the following theorem is again straightforward by correspondence on reductions and barbs, and by compositionality of the encoding. In a pi-calculus setting, it is well-known that mixed choice cannot be encoded into the choice-free fragment, if one requires the encoding be uniform and preserve a reasonable semantics [13, 14, 12 ]. The theorem above shows that pi-calculus mixed choice can be implemented into the choice-free fragment of D-Fusion. The encoding is uniform, deadlock-and divergence-free, and preserves a reasonable semantics. This is yet another evidence of the expressiveness gap between D-Fusion and pi-calculus.
Another point that deserves further study is characterization of D-Fusion barbed congruence in terms of a more tractable, labelled bisimulation, which would avoid universal quantification on all contexts. Preliminary results indicate that definition of this equivalence would require a (nontrivial) integration of substitutive effectsà la fusion calculus [16] , i.e. name substitutions resulting from fusions, with distinctionsà la open pi-calculus [19] .
We also plan to extend the D-Fusion calculus by generalising name fusions to substitutions over an arbitrary signature of terms. It would be interesting to compare the expressive power of this extended D-Fusion to systems of Concurrent Constraint or Logic Programming that allow creation of fresh names, such as lambda-Prolog [8] , and CCP [17, 20] .
In [7] Merro gives an encoding from asynchronous Chi calculus (a variant of Fusion, indipendently introduced by Fu, [2] ) to (asynchronous) pi-calculus. However, no result on the other direction is proven. Here, we have proved that pi-calculus cannot be encoded into Fusion.
In [1] the synchronisation mechanism of the pi-calculus is extended to allow for polyadic synchronisation, where channels are vectors of names. The expressiveness of polyadic synchronisation, matching and mixed choice is compared.
