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Table 0.2 – Répartition des heures en cours, TD et TP prévue pour 2014-2015 en première,
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travaux dirigés concernent deux cours de tronc commun de la formation d’ingé-
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je pense qu’il est aujourd’hui plus intéressant d’insister principalement sur les
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of the International Conference on Quality Control by Artificial Vision, Saint Etienne, France,
2011.
8. A. Arnaubec, A. Roueff, P.-C. Dubois-Fernandez, and Ph. Réfrégier, “Influence of the nature
of a priori knowledge on the precision of vegetation height estimation in polarimetric SAR
interferometry,” in EUSAR, Nuremberg, Germany, 2012.
9. A. Roueff, A. Arnaubec, P.-C. Dubois-Fernandez, and Ph. Réfrégier, “Analysis of vegetation
height estimation fluctuations of PolInSAR measurement using the Cramer Rao bound,”
in Proc. of the meeting PolInSAR, Frascaty, Italy, 2013.
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Participation à des conférences internationales avec comité de lecture et
sans acte
1. Ph. Réfrégier, A. Roueff, and J. Tervo, “Visibility parameters in young’s interference ex-
periment with unpolarizezd light,” in the 4th EOS Topical Meeting on Advanced Imaging
Techniques, Lille, France, 2007.
2. Ph. Réfrégier, A. Roueff, F. Goudail, and J. Tervo, “A review of some anisotropy proper-
ties of totally unpolarizezd light,” in the 5th EOS Topical Meeting on Advanced Imaging
Techniques, Switzerland, 2010.
3. V. Wasik, A. Roueff, and Ph. Réfrégier, “Bi-component partially coherent light,” in the 1st
Conference on Coherence and Random Polarization, Joensuu, Finland, 2014.
Participation à des ouvrages
1. Ph. Réfrégier and A. Roueff, Advances in Information Optics and Photonics. SPIE Press
Book, 2008, ch. Intrinsic Degrees of Coherence for Electromagnetic fields.
Articles de conférences nationales avec comité de lecture et avec actes
1. A. Roueff, P.-F. Piserchia, J.-L. Plantet, Y. Cansi, and G. Ruzie, “Caractérisation du bruit à
la station du système de surveillance internationale des îles crozet (ha4),” in 7ième journées
d’Acoustique Sous-Marine, Brest, Le Quartz, France, 2004.
2. A. Roueff, K. Castor, P.-F. Piserchia, J. Talandier, and Y. Cansi, “Caractérisation de familles
d’évènements dans l’océan indien,” in 7ième journées d’Acoustique Sous-Marine, Brest, Le
Quartz, France, 2004.
3. M. Diong, P. Lasaygues, A. Roueff, and A. Litman, “Outils statistiques pour l’amélioration





- Pierre Capdessus (thèse financée par la région PACA et l’ONERA de Salon de Provence),
Evaluation de techniques de télédétection pour la caractérisation de la structure de la végétation.
Ecole Centrale Marseille, Ecole doctorale 352 “Physique et sciences de la matière”.
Thèse débutée le 1er novembre 2014.
Directeur de thèse : Antoine Roueff de l’Institut Fresnel.
Co-encadrante : Pascale Dubois-Fernandez de l’ONERA de Salon de Provence.
- Valentine Wasik (thèse financée par le ministère de la recherche), Analyse des propriétés
de polarisation et de cohérence des ondes optiques et électromagnétiques interagissant avec des
milieux aléatoires.
Université d’Aix-Marseille, Ecole doctorale 352 “Physique et sciences de la matière”.
Thèse débutée le 1er octobre 2013.
Directeur de thèse : Philippe Réfrégier de l’Institut Fresnel.
Co-encadrant : Antoine Roueff de l’Institut Fresnel.
Publications avec l’étudiant :
— 2 revues internationales [81, 82],
— 1 conférence internationale [126].
- Mouhamadou Lamine Diong (thèse financée par l’institut Carnot), Développements d’outils
statistiques pour améliorer les outils d’imagerie acoustique et hyperfréquences.
Université d’Aix-Marseille, Ecole doctorale 353 “Sciences pour l’Ingénieur”.
Thèse débutée le 1er octobre 2012.
Directeur de thèse : Philippe Lasaygues du Laboratoire de Mécanique et d’Acoustique (LMA).
Co-directeur de thèse : Antoine Roueff de l’Institut Fresnel.
Publications avec l’étudiant :
— 1 conférence nationale [16].
Thèses soutenues
- Aurélien Arnaubec (thèse financée par la région PACA et l’ONERA de Salon de Provence),
Analyse de la précision d’estimation de paramètres de la biomasse végétale à l’aide de techniques
PolInSAR.
Université d’Aix-Marseille, Ecole doctorale 352 “Physique et sciences de la matière”.
Thèse débutée le 1er octobre 2009.
Directeur de thèse : Philippe Réfrégier de l’Institut Fresnel.
Co-encadrants : Antoine Roueff de l’Institut Fresnel et Pascale Dubois-Fernandez de l’ONERA de
Salon de Provence.
Composition du Jury :
— Vincent Devlaminck, Pr. LAGIS, Université de Lille 1 (Président),
— Eric Pottier, Pr. IETR, Université de Rennes I (Rapporteur),
— Florence Tupin, Pr. Telecom ParisTech (Rapporteur),
— Jean-Claude Souyris, Dr. au CNES de Toulouse (Examinateur),
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— Philippe Réfrégier, Pr. à l’institut Fresnel (Directeur de thèse),
— Pascale Dubois-Fernandez, Ch. à l’ONERA de Salon de Provence (co-encadrante),
— Antoine Roueff, MCF à l’Institut Fresnel (co-encadrant).
Publications avec l’étudiant :
— 3 revues internationales [87, 4, 80],
— 2 conférences internationales [3, 88].
Situation en 2014 : ingénieur de recherche en contrat à durée indéterminée (CDI) au centre
Méditerranée de l’IFREMER.
Post-doc
- Hélène Sportouche (post-doc financée par le CNES), Outils d’analyse des systèmes radar
polarimétriques et interférométriques fondés sur des techniques statistiques pour l’étude de la
végétation.
Post-doc commencé le 1er octobre 2012.
Directeur de recherche : Antoine Roueff de l’Institut Fresnel.
Stages
Depuis 2007, j’ai eu l’occasion d’encadrer :
— 3 stages d’étudiants de deuxième année de l’école Centrale de Marseille,
— 4 stages d’étudiants du Master “Optique, Photonique, Signal et Images”.
Les étudiants ayant fait leur stage de Master sous ma responsabilité ont continué par la suite
en doctorat à Telecom ParisTech (Flora Weissgerber), à Thalès (Jonathan Bosse) ou à l’institut
Fresnel (Aurélien Arnaubec et Valentine Wasik).
Contrats
— 2009-2010 : Projet BIOMASS - TropiSAR 2010, financement TOSCA du CNES.
Sujet : “Partitionnement des images PolInSAR acquises par l’ONERA lors de la campagne
de mesure TropiSAR à Cayenne”.
Montant : 11 keuros pour l’équipe PhyTI de l’institut Fresnel.
Durée : 1 an.
Partenaires : 14 laboratoires Français et en particulier : l’ONERA de Salon de Provence,
IETR de Rennes , le CESBIO de Toulouse.
— 2010-2011 : Projet BIOMASS - TropiSAR 2011, financement TOSCA du CNES.
Sujet : “Analyse des hauteurs de végétation et des hauteurs de sol dans les images PolIn-
SAR acquises par l’ONERA lors de la campagne de mesure TropiSAR à Cayenne”.
Montant : 5 keuros pour l’équipe PhyTI de l’institut Fresnel.
Durée : 1 an.
Partenaires : 11 laboratoires Français et en particulier : l’ONERA de Salon de Provence,
IETR de Rennes , le CESBIO de Toulouse.
— 2013-2014 : Evaluation de la configuration compacte, étude de Recherche et Tech-
nologie du CNES.
Sujet : “Evaluation des performances du système PolInSAR compact pour l’estimation des
hauteurs de végétation et des hauteurs de sol dans les images PolInSAR.”
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Montant : 25 keuros pour l’équipe PhyTI de l’institut Fresnel.
Durée : 1 an.
Partenaire : l’ONERA de Salon de Provence.
Ces contrats concernent notamment l’exploitation des données RADAR acquises par l’ONERA
de Salon de Provence. Les deux derniers systèmes de l’ONERA sont présentés Fig. 0.1. Cette
Figure 0.1 – Photographies des deux derniers systèmes RADAR de l’ONERA avec leur por-
teur. A gauche le système RADAR RAMSES installé sur un transall de l’armée. A
droite le système SETHI installé sur un falcon 20. Remerciements à Pascale Dubois-
Fernandez pour l’autorisation de publication de ces photographies.
collaboration avec l’ONERA de Salon de Provence est financée notamment par le CNES. Elle
présente le grand intérêt de se situer au cœur de mes préoccupations sur l’étude de la cohérence
des signaux électromagnétiques partiellement polarisés et de leur application en télédétection.
La collaboration établie avec l’ONERA est très importante pour mes travaux de recherche comme
cela sera en particulier illustré au chapitre 3.
Participation aux tâches collectives
Responsabilités pédagogiques
Depuis 2011, je suis responsable du groupe thématique “Traitement de l’information” à l’école
Centrale Marseille. Avec la confiance de deux professeurs (Salah Bourennane et Philippe Réfré-
gier) de Centrale Marseille, je représente les 10 enseignants-chercheurs spécialisés en traitement
du signal et des images, pour l’organisation des enseignements à l’école. Cette tâche consiste es-
sentiellement à assurer une bonne communication lors de la gestion des dossiers de manière à ce
que les décisions soient prises de manière collégiale et dans le respect des fonctions de chacun.
Parmi les résultats obtenus, je souhaite souligner l’aménagement d’une nouvelle salle de tra-
vaux pratiques (voir Fig.0.2). Cet aménagement, conçu et réalisé en 2013 avec le soutien de
l’école, a pour but d’insister sur l’importance des séances de travaux pratiques dans nos ensei-
gnements en traitement du signal et des images. Ce laboratoire est utilisé pour structurer une
pédagogie illustrative mais avec l’objectif très clair de montrer les aspects essentiels des dévelop-
pements théoriques en traitement du signal et des images.
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Figure 0.2 – Simulation (en haut) et réalisation (en bas) de l’aménagement d’une salle de TP de
traitement du signal. L’objectif est de créer un espace du type “Open Space” afin
que les étudiants de l’école Centrale de Marseille puissent travailler dans un cadre
plus professionnel (et moins scolaire). Remerciements à la société ADP GROUP
pour l’autorisation de publication de l’image de simulation. Remerciements à Gilles
Santucci pour l’autorisation de publication de la photographie.
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Responsabilités d’enseignements
En 2014-2015, j’ai la responsabilité de plusieurs unités d’enseignement à Centrale Marseille :
— un cours d’option de deuxième année (entre 40 et 50 étudiants) intitulé “Approfondisse-
ments en traitement du signal et des images”,
— un cours de troisième année intitulé “Analyse des signaux” dans le parcours spécialisé
“Signal, Images, Communications”.
De plus depuis 2012, j’ai la responsabilité d’un cours d’introduction au traitement du signal
à l’Ecole Centrale de Pékin en deuxième année du cursus ingénieur. Centrale Pékin, qui fait
partie du groupe des écoles Centrale, est une formation en français avec des promotions d’une
centaine d’étudiants Chinois qui sont sélectionnés au sein de l’université de Beihang (25 000
étudiants). Lors de mes cours à Pékin, j’apprécie tout particulièrement la très grande motivation
des étudiants Chinois. Leur soif d’apprendre compense largement la difficulté de communication
due à la langue et aux différences culturelles.
Relations Internationales à l’école Centrale Marseille
Depuis 2011, je suis chargé des relations avec les universités Chinoises pour les relations in-
ternationales de l’école. En 2011, 2013 et 2014, j’ai participé à une mission recrutement d’une
soixantaine d’étudiants Chinois pour les cinq Ecoles Centrale françaises (Paris, Lyon, Nantes, Lille
et Marseille). Lors de ces missions de deux semaines en Chine, nous auditionnons environ 200
étudiants venant de six excellentes universités chinoises (dont l’université Tsing Hua de Pékin).
La politique du groupe des écoles Centrale est d’accueillir des étudiants étrangers, mais elle
consiste aussi à demander aux étudiants français d’effectuer une mobilité à l’étranger, le plus
souvent dans l’une des universités partenaires de l’école. Pour aider à cette politique, en 2012 j’ai
développé de nouveaux accords d’échange avec deux universités Taïwanaises (NTUST et NCU).
Ces deux destinations sont devenues dès 2013 parmi les plus demandées par les étudiants de
Centrale Marseille pour leur séjour à l’étranger.
Conseil Scientifique
J’ai été membre élu du conseil scientifique de l’école Centrale de Marseille de 2007 à 2013.
Collaborations scientifiques
J’ai toujours apprécié le travail en équipe. Actuellement, mes principales collaborations (en
dehors des encadrements d’étudiants) sont :
— avec Philippe Réfrégier (équipe PhyTI, Institut Fresnel) en optique statistique ainsi que
sur l’analyse des systèmes PolInSAR,
— avec Pascale Dubois-Fernandez de l’ONERA de Salon de Provence sur l’analyse des
données PolInSAR,
— avec Amélie Litman (équipe HIPE, Institut Fresnel) sur les aspects électro-magnétiques
et Philippe Lasaygues du Laboratoire de Mécanique d’Acoustique (LMA) en acoustique.
De manière moins régulière, j’ai aussi eu l’occasion de travailler ces dernières années avec :
— Jani Tervo de l’université de Yoennsu (3 articles en collaborations),
— Philippe Roux du LGIT de Grenoble (2 articles en collaborations).
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Il est intéressant de souligner que ces collaborateurs sont des physiciens d’horizon très différents :
optique, RADAR, acoustique, micro-ondes et géophysique.
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Synthèse des activités de
recherche
Préambule sur la synthèse des activités de
recherche
La synthèse d’une activité scientifique menée pendant une dizaine d’années est l’occasion d’ef-
fectuer un bilan sur la stratégie de recherche conduite. Depuis ma thèse en sismique jusqu’à mes
travaux actuels en imagerie RADAR et en optique statistique, le fil conducteur est la prise en
compte de la polarisation des signaux pour leur analyse et leur traitement.
Ma motivation scientifique est de montrer qu’une analyse rigoureuse de signaux polarimé-
triques contribue au développement d’un traitement adapté à ces données et peut aider à la
conception des systèmes d’acquisition. Les développements méthodologiques présentés ont pour
objectif de caractériser l’information contenue dans les données polarimétriques en s’appuyant
sur des outils statistiques et en prenant en compte l’analyse des phénomènes physiques.
Pour la rédaction de ce document, il m’a semblé intéressant de commencer par un premier
chapitre introductif sur la polarisation. Dans ce chapitre, d’une part j’explique pourquoi je me
suis intéressé à la polarisation lors de mon doctorat portant sur l’analyse de signaux sismiques.
D’autre part, j’y présente un rapide historique sur la polarisation en optique et ainsi que les prin-
cipaux concepts liés à l’analyse des propriétés de polarisation en optique et en imagerie RADAR
à synthèse d’ouverture.
Le deuxième chapitre porte sur l’analyse de la cohérence de la lumière partiellement polari-
sée. Depuis 2003, cette problématique motive de nombreux travaux en optique statistique. Lors
de mon arrivée à l’institut Fresnel en novembre 2005, Philippe Réfrégier m’a rapidement associé
à ses travaux sur ce sujet. Contrairement à ce que l’on pourrait croire, les propriétés de cohé-
rence de la lumière partiellement polarisée ont été relativement peu explorées. En effet, même
si, d’une part, l’analyse polarimétrique a connu ces dernières années un développement très im-
portant et que, d’autre part, la cohérence des ondes totalement polarisées est exploitée depuis de
très nombreuses années, le mélange de ces deux caractéristiques a été peu étudié jusqu’à présent.
Le troisième chapitre porte sur l’estimation de paramètres de végétation en imagerie Radar à
synthèse d’ouverture polarimétrique et interférométrique. Il s’agit d’un domaine où la polarisa-
tion et la cohérence partielle des ondes sont exploitées pour une application dont l’enjeu sociétal
est important puisqu’il s’agit de l’étude de la biomasse à l’échelle planétaire. Depuis 2009, date
à laquelle j’ai commencé à m’intéresser à cette thématique, nous avons obtenu avec Philippe Ré-
frégier, Aurélien Arnaubec et Pascale Dubois-Fernandez plusieurs résultats sur la caractérisation
des performances de cette technique d’imagerie. Avoir un système polarimétrique et interféromé-
trique fournit des données riches, mais complexes à interpréter. Depuis que ce type de données
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est accessible dans le cadre de l’analyse environnementale de la biomasse, la plupart des études
se sont focalisées : soit sur la proposition de nouveaux algorithmes de traitement pour l’estima-
tion des paramètres de végétation, soit sur l’amélioration des modèles de description des méca-
nismes de rétro-diffusion. Comme cela est expliqué dans le troisième chapitre, notre contribution
est complémentaire à ces travaux puisqu’elle consiste à quantifier la précision des algorithmes
d’estimation au vu de la quantité d’information disponible dans les données, et en fonction du
modèle physique utilisé pour décrire ces données.
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1 La polarisation en sismique, en
optique et en RADAR
1.1 Introduction
Les systèmes d’imagerie polarimétriques se développent dans de nombreux domaines : l’astro-
nomie [63], la défense [117], l’imagerie biomédicale [62], les sciences du vivant [1], .... Cette
progression, due aux développements des capteurs et des moyens de calculs, offre de nombreuses
perspectives. L’exemple de l’imagerie de Mueller pour la détection du cancer [62] est représenta-
tif de l’émergence de nouvelles techniques pour lesquelles la polarisation est utilisée pour sonder
des propriétés physiques peu analysées jusqu’à présent. Néanmoins, ce type d’imagerie soulève
aussi de nombreuses questions quant à la nature des phénomènes observés. En traitement du
signal, la nature vectorielle des données polarimétriques a nécessité de reconsidérer les traite-
ments usuels (décomposition en valeurs singulières, transformée de Fourier, MUSIC, ...) [60],
nécessitant parfois une complexité accrue dans l’analyse et le traitement [7].
L’équipe PhyTI de l’institut Fresnel s’intéresse à l’analyse statistique des images depuis 1994
et a commencé à s’intéresser aux données polarimétriques en 2001 [34]. Les travaux de l’équipe,
fondés sur l’analyse statistique et les outils issus de la théorie de l’information ont porté, dès
sa création, sur plusieurs applications : la détection, la segmentation, ainsi que sur l’estimation
du degré de polarisation. Par ailleurs, des travaux plus théoriques sur la définition du contraste
et la caractérisation de lumières non-gaussiennes ont aussi été développés au début des an-
nées 2000 [73]. L’activité de l’équipe s’est structurée autour de l’analyse des images fortement
bruitées et c’est en 1999 qu’elle a commencé à s’intéresser aux images RADAR à Synthèse d’Ou-
verture a [28]. Sa double compétence en imagerie SAR et en polarimétrie l’a ensuite conduite
à travailler en collaboration avec l’ONERA de Salon de Provence sur le système SAR polarimé-
trique et interférométrique en 2004 [58]. En parallèle à cette activité, l’analyse des propriétés de
cohérence de la lumière partiellement polarisée devient une thématique importante de l’équipe
en 2005 [74]. Plus généralement, les travaux de l’équipe PhyTI consistent à développer une mé-
thodologie qui s’appuie sur la prise en compte de modèles physiques, ce qui favorise les échanges
scientifiques avec les autres équipes de l’institut Fresnel ainsi que les grands organismes de re-
cherche. Aujourd’hui, les domaines d’application de l’équipe sont : l’imagerie RADAR, l’imagerie
optique pour la biologie, l’imagerie optique sous marine, et la tomographie optique diffuse.
Ce premier chapitre décrit le contexte scientifique de mes travaux sur la polarisation. En par-
ticulier, j’y explique la raison pour laquelle je me suis intéressé à la polarisation lors de mon
doctorat sur le traitement des signaux sismiques et je résume très succinctement ma thématique
de recherche durant mon stage post-doctoral. Néanmoins, la plus grande partie de ce chapitre
porte sur la présentation de concepts liés à l’analyse des propriétés de polarisation dans un
contexte optique. Ce rappel est important pour bien comprendre le reste du document. Le lien
avec l’imagerie SAR polarimétrique (PolSAR) est effectué à la fin du chapitre.
a. en anglais : Synthetic Aperture RADAR (SAR)
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1.2 La polarisation en sismique (travaux de thèse)
L’objectif de mes travaux de thèse était d’analyser des signaux sismiques et en particulier de
séparer les ondes de volume et les ondes de surface [86]. Les ondes de volumes intéressent les
chercheurs en exploration pétrolière car ces ondes renseignent sur les réservoirs de pétrole situés
dans le sous-sol alors que les ondes de surface intéressent les géologues car l’analyse de leur dis-
persion renseigne sur la structure du sol proche de la surface. Ce doctorat, effectué à Grenoble
de 2000 à 2003 au Laboratoire des Images et des Signaux (LIS, renommé depuis GIPSA-Lab)
sous la direction de Jocelyn Chanussot et de Jérôme Mars, a été l’occasion d’établir des collabo-
rations avec des géologues du Laboratoire de Géophysique Interne et Tectonophysique (LGIT)
de Grenoble [93] ainsi que des chercheurs en exploration pétrolière du centre de recherche de
Total de Pau [92].






































Figure 1.1 – Segmentation d’une représentation temps-échelle d’un signal géophysique acquis
dans le massif de Chantourne (Isère). Figure extraite de [86].
A cette époque, ce qui m’intéressait en traitement du signal était d’analyser les données de
manière à induire un traitement adapté permettant d’accomplir une tâche particulière le mieux
possible. L’objectif initial de ma thèse était d’automatiser les algorithmes de filtrage temps-
fréquence à l’aide de techniques de segmentation [91]. Une illustration de ce traitement est
présentée Fig. 1.1. Le scalogramme à gauche correspond au module de la transformée en onde-
lette continue d’un signal, effectuée avec l’ondelette de Morlet [59]. Dans cette représentation
temps-fréquence, avec l’aide d’un géophysicien, on reconnaît 4 ondes sismiques : l’onde directe,
l’onde réfléchie, et 2 ondes de Rayleigh. L’onde directe arrive la première sur le capteur. L’onde
réfléchie est la suivante car la réflexion ne s’est pas effectuée très profondément. Les ondes de
Rayleigh, qui sont des ondes de surface, sont plus lentes que les ondes de volume (onde directe
et réfléchie), c’est pourquoi elles arrivent plus tard. Ces ondes de surface sont d’énergie beaucoup
plus importante. Dans l’image du scalogramme présentée Fig. 1.1(a), chacune des ondes a une
forme de bosse avec un seul maximum local. Pour construire le masque temps-fréquence per-
mettant de séparer au mieux les différentes ondes par filtrage temps-fréquence, on a utilisé dans
[91] l’algorithme de croissance de région appelé la ligne de partage des eaux (en anglais water-
shed) [125]. Pour décrire cet algorithme de segmentation issu de la morphologie mathématique,
on utilise souvent l’image d’un relief topographique immergé dans l’eau. La ligne de partage
des eaux qui sépare les différents bassins détermine les frontières entre les différentes régions de
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l’image. Sur l’exemple présenté Fig. 1.1(a), si on prend le négatif de l’image, à chacune des ondes
correspond un minimum local et la ligne de partage des eaux plus un seuillage de l’image (pour
éviter de prendre en compte le bruit) mène à l’image des étiquettes présentée Fig. 1.1(b). Cette
image des étiquettes fournit pour chacune des ondes un masque temps-fréquence permettant de
l’extraire du signal initial [91]. Dans ce traitement, le recours à un algorithme de segmentation
permet ainsi d’automatiser le filtrage.
Néanmoins, si on regarde attentivement le scalogramme Fig. 1.1(a), il semble que les deux
motifs des deux ondes de Rayleigh se recouvrent partiellement dans le plan temps-fréquence.
Ainsi, après quelques mois de thèse, ce qui m’a motivé était de réussir à séparer les ondes sis-
miques pour lesquelles les supports temps-fréquence n’étaient pas totalement disjoints. J’ai alors
cherché un nouveau degré de liberté pour réussir à séparer les ondes, et c’est ainsi que je me suis
intéressé à la polarisation. L’une des contributions de ma thèse est d’avoir proposé une estima-
tion des paramètres de polarisation dans le plan temps-fréquence [90] afin de réussir à séparer
les ondes même quand leur support temps-fréquence se recouvrent partiellement.
Dans [90], le signal mesuré y(t) est issu d’un capteur multi-composante qui enregistre les
vibrations sismiques suivant les directions horizontales et verticales. Le modèle suppose la pré-
sence de deux ondes totalement polarisées :
y(t) = j1s1(t) + j2s2(t), (1.1)
où pour chacune des ondes i ∈ {1, 2}, le vecteur ji est un vecteur de Jones qui représente l’état
de polarisation de l’onde et la fonction scalaire si(t) représente ses fluctuations temporelles. Dans
le traitement proposé [90], on suppose que les motifs temps-fréquence associés respectivement
à s1(t) et s2(t) ne se recouvrent que partiellement. Ainsi, pour chacune des deux ondes, il existe
un voisinage du plan temps-fréquence dans lequel une seule onde est présente et c’est dans ce
voisinage qu’est estimé l’état de polarisation de cette onde. Un exemple de résultat montrant
le potentiel de ce traitement est illustré Fig. 1.2 pour un signal synthétique. Pour cet exemple,
chaque onde polarisée est décrite par un chirp b avec une enveloppe gaussienne. Néanmoins, la
première onde a une fréquence instantanée qui augmente au cours du temps alors que celle de
la deuxième onde diminue au cours du temps. Un filtrage temps-fréquence comme celui effectué
dans [91] ne permet pas de séparer correctement ces deux ondes. En revanche, l’estimation
des états de polarisation dans le plan temps-fréquence permet d’aboutir au résultat présenté
Fig. 1.2. Ensuite, je me suis intéressé aux traitements multi-capteurs car ce type de données
est très souvent disponible en géophysique. Ainsi, le troisième axe de recherche de ma thèse
portait sur une analyse multi-capteurs dans laquelle j’utilisais les différences de vitesse de groupe
estimées dans le plan temps-fréquence pour séparer les ondes dispersives [89].
Lors de mon stage post-doctoral au CEA au Département Analyse et Surveillance de l’Envi-
ronnement (DASE), j’ai analysé les capacités de détection d’une station d’hydrophones installée
par le CEA dans l’océan indien. Parmi les résultats obtenus, j’ai notamment découvert une forte
corrélation entre le niveau de bruit des signaux enregistrés par la station et les phénomènes
de marées [94]. De plus, parmi les nombreux évènements détectés par le réseau entre 2003 et
2005 [89], j’ai participé à l’étude des ondes générées par le tsunami de Sumatra de décembre
2004 [35]. Lors de l’analyse de ces données, j’ai constaté que l’analyse menée pendant mon doc-
torat fondée sur le scalogramme (ou le spectrogramme) n’est plus efficace lorsque le niveau de
bruit ambiant est important.
Pour détecter les évènements présents dans les données enregistrées par la station d’hydro-
phones du CEA située dans l’océan indien, j’ai utilisé principalement deux algorithmes. Le pre-
mier était fondé sur un critère de rapport d’amplitudes (l’équivalent d’un maximum de vraisem-
blance généralisé), ce qui permettait de détecter des signaux avec un fort rapport signal à bruit.
b. Un chirp est un signal avec une fréquence instantanée qui évolue linéairement en fonction
du temps
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Figure 1.2 – Illustration sur un signal synthétique du résultat obtenu par filtrage polarimétrique.
A gauche les données initiales. Chaque composante est la somme de deux chirps,
dont l’un a une fréquence instantanée qui augmente avec le temps alors que l’autre
a une fréquence instantanée qui diminue. A droite le résultat du filtrage. Figure
extraite de [86].
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Le deuxième était un algorithme développé au Département Analyse et Surveillance de l’Envi-
ronnement (DASE) [10] et adapté aux réseaux de capteurs. Le principe est le suivant. Supposons
que l’on dispose d’un réseau de 3 capteurs. Soit ∆ij le retard qui maximise la corrélation entre
le signal enregistré au capteur i et celui enregistré au capteur j. Le détecteur conçu au DASE a
pour principe de détecter un évènement lorsque le module de
∆12 + ∆23 + ∆31 (1.2)
est plus petit qu’un certain seuil. En effet, si un évènement arrive de manière “cohérente” sur les
trois capteurs à une certaine vitesse depuis une certaine direction, alors ce critère est proche de
0. Par contre, si le signal enregistré sur chacun des capteurs ne correspond pas à un évènement
arrivant sur le réseau, alors ce critère n’a aucune raison a priori d’être proche de 0. Par rapport
à un détecteur classique basé sur un rapport d’amplitude, ou même par rapport aux algorithmes
du type MUSIC [99], l’algorithme du DASE se montre performant. Comme il est simple à mettre
en œuvre, il est utilisé comme une brique élémentaire dans le plan temps-fréquence, ce qui per-
met d’augmenter ses capacités de détection. C’est en utilisant cet algorithme pour l’analyse des
données réelles que j’ai commencé à comprendre l’intérêt d’analyser les propriétés de cohérence.
C’est avec ce bagage en polarisation et en cohérence que je suis arrivé à Marseille en ATER dans
l’équipe PhyTI. A cette époque, ma plus grosse lacune était en statistique, sujet sur lequel j’ai pu
progresser rapidement grâce à mon intégration dans l’équipe. En conclusion sur ce paragraphe
relatif à ma formation avant mon arrivée à Marseille, si je devais citer un point fort de cette
formation je dirais l’analyse et l’interprétation des données réelles.
1.3 La polarisation en optique
1.3.1 Introduction
J’ai commencé à étudier l’optique statistique lors de mon arrivée à Marseille en tant qu’ATER
en novembre 2005. Plus précisément, j’ai étudié les propriétés de cohérence de la lumière partiel-
lement polarisée. Ces travaux sont complémentaires avec des analyses plus appliquées comme en
sismique (voir paragraphe précédent) et en RADAR (voir chapitre 3) et je l’espère à moyen terme
en optique. Le paragraphe suivant propose un rapide historique sur la polarisation en optique,
suivi du rappel des principaux concepts utiles à l’analyse des propriétés de polarisation. L’étude
de la cohérence optique sera introduite au chapitre 2 de ce document.
1.3.2 Rapide historique sur la polarisation en optique : du
déterminisme à l’aléatoire
L’objectif de cette partie est de souligner l’influence des travaux fondateurs sur la polarisation
en optique. Pour un historique plus complet, nous renvoyons aux ouvrages de références d’op-
tique, comme par exemple au premier chapitre de [8] dans lequel sont rappelés plusieurs faits
historiques.
Entre le XVIIème et le XIXème siècle, de nombreux scientifiques cherchent à décrire les lois de
l’optique, et à cette occasion, découvrent la polarisation. Pendant cette période, la description est
purement déterministe. Le débat porte notamment sur la nature ondulatoire ou corpusculaire de
la lumière. La théorie ondulatoire est présentée par Huygens en 1672 alors que la théorie cor-
pusculaire, qui pendant longtemps va dominer le monde scientifique, est proposée par Newton
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en 1704. Il faudra attendre l’expérience de Young sur la visibilité des franges d’interférence pro-
posée en 1801 et surtout les travaux de Fresnel en 1816 pour réaliser que la théorie de Newton
n’est pas suffisante pour décrire le comportement de la lumière.
En 1815, Arago et Fresnel discutent de la différence entre les propriétés de polarisation et la
capacité de deux ondes à interférer :
“deux ondes, linéairement polarisées avec des polarisations orthogonales, si elles viennent de la
même onde linéairement polarisée et si elles sont ramenées dans le même plan de polarisation,
peuvent interférer.”.
Nous verrons plus loin que cette remarque est fondamentale pour comprendre une motivation
importante de nos travaux.
En 1852, Stokes [107] propose de décrire la polarisation de la lumière partiellement polarisée
à l’aide de quatre mesures d’intensité (qui sont à présent appelés les paramètres de Stokes). Ces
travaux de Stokes sont souvent cités comme révolutionnaires car les amplitudes des signaux op-
tiques ne pouvant pas, en général, être mesurés directement, la grandeur observable en optique
est, le plus souvent, une intensité moyenne (par exemple moyennée pendant la durée d’acquisi-
tion).
En 1892, Poincaré [66] propose de représenter les propriétés polarimétriques de la lumière
partiellement polarisée par un point dans une sphère, qu’on appelle à présent sphère de Poincaré.
Ce point a pour coordonnées cartésiennes une version normalisée des 4 paramètres de Stokes,
alors que ses coordonnées sphériques font apparaître l’orientation et l’ellipticité définies dans le
formalisme de Jones (1941)[43] ainsi que le degré de polarisation.
A la fin du XIXème siècle, l’émergence de la théorie électro-magnétique, qui commence avec
les équations de Maxwell en 1864, permet de définir les lois qui régissent le comportement des
ondes électro-magnétiques. Néanmoins pour l’étude de la polarisation et de la cohérence telle
qu’elle est menée dans ce document, l’évolution la plus importante est le passage du formalisme
déterministe au formalisme aléatoire. En 1930, Wiener [127] définit la matrice de cohérence (en
anglais “coherency matrix”). En 1954, Wolf [128] propose un formalisme général des propriétés
de cohérence pour une lumière quasi-monochromatique avec une source non ponctuelle. De
plus, toujours en 1954, Wolf [129] montre l’importance de la matrice de cohérence, et souligne
le lien entre la matrice de polarisation (qui correspond à la matrice de cohérence en un point de
l’espace et à un instant donné) et les paramètres de Stokes.
Ensuite l’aventure continue, mais dans cette introduction nous souhaitions juste situer les prin-
cipaux travaux fondateurs dans la période qui concerne le passage du formalisme déterministe
au formalisme aléatoire pour la description de la polarisation de la lumière. Dans le paragraphe
suivant, nous rappelons les concepts nécessaires à l’analyse des propriétés de polarisation.
1.3.3 Définition et représentation des propriétés de
polarisation en optique 2D
Considérons un champ électrique transverse c décrit au point r et à l’instant t par le vecteur
aléatoire complexe circulaire centré à deux composantes E(r, t) = [Ex(r, t), Ey(r, t)]T où aT
est la transposée du vecteur a. L’analyse des propriétés statistiques d’ordre 2 du champ E est
souvent suffisante pour décrire le résultat des expériences en optique. C’est pourquoi l’outil ma-
thématique fondamental en optique statistique est la matrice de cohérence du champ. Soient
(r1, t1) et (r2, t2) deux cordonnées spatio-temporelles du champ, la matrice de cohérence est
définie par [31, 52] :
Ω(r1, r2, t1, t2) = 〈E(r1, t1)E†(r2, t2)〉, (1.3)
où † représente l’opérateur complexe conjugué transposé et 〈〉 est l’espérance statistique. Dans
cette formulation, l’espérance correspond à une moyenne statistique sur l’ensemble des réali-
c. Un champ transverse oscille dans le plan perpendiculaire à la direction de propagation.
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sations du champ E. Selon l’expérience considérée, cette moyenne peut être calculée de dif-
férentes manières. Par exemple, si le champ est un processus stochastique stationnaire, alors
Ω(r1, r2, t1, t2) ne dépend que de τ = t2 − t1 et si de plus ce processus est ergodique alors
l’espérance peut se calculer à partir du calcul de l’intégrale :







E(r1, t)E†(r2, t+ τ)dt. (1.4)
Ainsi lors de mesures, on supposera souvent que le champ est stationnaire et ergodique et de
plus que le temps d’acquisition T est suffisamment grand pour que l’on puisse obtenir une bonne
approximation de l’intégrale décrite Eq. (1.4).
Dans ce premier chapitre, on s’intéresse essentiellement aux propriétés de polarisation du
champ décrites par les moments d’ordre 2. Ces propriétés sont décrites par la matrice de polari-
sation, qui est définie localement par :
Γ(r, t) = Ω(r, r, t, t) =
( 〈Ex(r, t)E∗x(r, t)〉 〈Ex(r, t)E∗y(r, t)〉
〈Ey(r, t)E∗x(r, t)〉 〈Ey(r, t)E∗y(r, t)〉
)
, (1.5)
où ∗ est le complexe conjugué.
Dans le reste de ce paragraphe, on suppose que le champ est stationnaire. Dans ce cas Γ(r, t) =
Ω(r, r, 0, 0) ne dépend pas de t et par conséquent la dépendence en t peut être omise. De plus, ci-
dessous on analyse les propriétés du champ en un point de l’espace en omettant la dépendance en
r pour ne pas alourdir les notations. La matrice de polarisation Γ est une matrice de covariance,
elle est donc hermitienne avec des valeurs propres positives ou nulles [38] :






avec λ1 ≥ λ2 ≥ 0 et où U est une matrice unitaire.
La polarisation décrit localement l’orientation des fluctuations du champ. Pour une onde trans-
verse, cela correspond à la répartition d’intensité dans le plan perpendiculaire à la direction de
propagation. Pour commencer par un exemple simple, considérons le cas particulier d’un champ
déterministe et parfaitement mono-chromatique. Si on trace la partie réelle de Ex(t) (notée
<(Ex(t))) en fonction de la partie réelle de Ey(t) (notée <(Ey(t))) en fonction du temps, alors
la trajectoire obtenue décrit une ellipse comme celle du schéma présenté Fig. 1.3. Cette ellipse
peut être paramétrée par l’ellipticité χ et l’orientation ψ. Par exemple χ = 0 correspond au cas
particulier d’une polarisation linéaire alors que χ = pi/2 correspond au cas particulier d’une
polarisation circulaire. Dans ce cas déterministe et mono-chromatique, le champ E(t) peut être
décrit par :
E(t) = Ee2ipiνtu, (1.7)
où E est un scalaire complexe qui dépend de l’amplitude et de la phase du champ au point
considéré, ν est la fréquence (temporelle) du champ et u est le vecteur de Jones [43] décrit par :
u =
(
cosψ cosχ− i sinψ sinχ
sinψ cosχ+ i cosψ sinχ
)
, (1.8)
où i2 = −1 et où apparaissent l’ellipticité χ et l’orientation ψ présentées Fig. 1.3. La polarisation
dans le cas déterministe et mono-chromatique est entièrement paramétrée par ψ et χ.
Si à présent, on revient sur le cas général d’un champE(t) aléatoire, la description des proprié-




Figure 1.3 – Trajectoire d’un champ transverse monochromatique et déterministe. L’ellipse de
polarisation est paramétrée par l’ellipticité χ et l’orientation ψ.
une analyse en composantes principales du champ :
E(t) = 1(t)u1 + 2(t)u2, (1.9)
où u1 et u2 sont les deux vecteurs colonnes de U d (donc orthogonaux) et où pour j ∈ {1, 2}
j(t) = u†jE(t) (1.10)
est une variable aléatoire scalaire, qui représente la coordonnée du champ E(t) suivant la direc-
tion uj . Le champ E(t) est alors interprétable comme la somme de deux contributions décorré-
lées au sens où :
〈1(t)∗2(t)〉 = 0, (1.11)
et chacune de ces contributions est dite “totalement polarisée” car elle s’écrit sous la forme
Ej(t) = j(t)uj , (1.12)
où j(t) est une variable aléatoire scalaire et uj peut s’écrire comme un vecteur de Jones (voir
Eq. (1.8)). Enfin l’intensité de chacune de ces deux contributions est donnée par la valeur propre
λj :
〈|j(t)|2〉 = λj . (1.13)
La décomposition de la matrice de polarisation correspondante est
Γ = λ1u1u†1 + λ2u2u
†
2. (1.14)
Analysons deux exemples particuliers. Si λ1 > λ2 = 0 alors
Γ = λ1u1u†1 (1.15)
et le champ est dit “totalement polarisé”. Dans cette situation particulière, si de plus on suppose
que le champ est quasi-monochromatique, alors chaque réalisation du champ E(t), sélectionnée











sur une durée finie, a une trajectoire dans le plan transverse qui peut être approximativement
décrite par une ellipse comme cela est illustré Fig. 1.4(a). Dans ce cas, les paramètres d’éllipticité
et d’orientation (notés χ et ψ Fig. 1.4(a)) sont liés au vecteur propre u1, mais la trajectoire n’est








Figure 1.4 – Trajectoire d’un champ transverse quasi-monochromatique : (a) Totalement polarisé.
(b) Totalement dépolarisé.
Si maintenant λ1 = λ2, alors
Γ = λ1UU † = λ1Id, (1.16)
où Id est la matrice identité. Dans ce cas, le champ est dit “totalement dépolarisé”. Le sous
espace associé à λ1 est de dimension 2 : il n’y a pas d’état de polarisation privilégié dans le
plan transverse. Un exemple de la trajectoire pour un champ quasi-monochromatique totalement
dépolarisé est présenté Fig.1.4(b).
Ces deux situations particulières sont des cas extrêmes. Pour décrire la situation intermédiaire
d’un champ partiellement polarisé caractérisée par 0 < λ1 < λ2, il peut être intéressant d’effec-
tuer une autre décomposition de la matrice de polarisation :





U † + λ2Id, (1.17)
qui peut aussi s’écrire
Γ = (λ1 − λ2)u1u†1 + λ2Id. (1.18)
Avec cette décomposition, la première matrice correspond à la contribution d’un champ tota-
lement polarisé, dont l’état de polarisation est caractérisée par l’ellipticité χ et l’orientation ψ
associées au vecteur u1, et la deuxième matrice correspond à la contribution d’un champ to-
talement dépolarisé et décorrélé du premier. Un exemple de champ partiellement polarisé et
quasi-monochromatique est présenté Fig. 1.5. Cette figure correspond à un cas intermédiaire
entre Fig. 1.4(a) et Fig. 1.4(b). Notons que l’intensité totale du champ est donnée par :






Figure 1.5 – Trajectoire d’un champ transverse quasi-monochromatique et partiellement polarisé.
L’état principal de polarisation défini par l’ellipticité et l’orientation est caractérisé
par le vecteur propre u1.
où tr est la trace, et le degré de polarisation est défini par
P = λ1 − λ2
λ1 + λ2
, (1.20)
et peut être interprété comme le rapport entre l’intensité de la partie totalement polarisée
(λ1 − λ2) et l’intensité totale du champ (λ1 + λ2). Ce rapport est compris entre 0 et 1, et ses
deux valeurs extrêmes correspondent respectivement aux champs totalement dépolarisés et aux
champs totalement polarisés.
Finalement, au sens des moments statistiques d’ordre 2, le champ stationnaire est caractérisé
localement (c’est-à-dire à une coordonnée spatiale) par les 4 paramètres réels de la matrice Γ (les
deux termes positifs sur la diagonale et les parties réelle et imaginaire du terme anti-diagonal)
ou par n’importe quelle transformation bijective de ces 4 paramètres. En particulier, le champ est
aussi caractérisé localement par les 4 paramètres de Stokes :
S0 = 〈Ex(t)(Ex(t))∗〉+ 〈Ey(t)(Ey(t))∗〉
S1 = 〈Ex(t)(Ex(t))∗〉 − 〈Ey(t)(Ey(t))∗〉
S2 = 〈Ey(t)(Ex(t))∗〉+ 〈Ex(t)(Ey(t))∗〉
S3 = i [〈Ey(t)(Ex(t))∗〉 − 〈Ex(t)(Ey(t))∗〉]
, (1.21)










Ainsi, la lumière est caractérisée localement au sens des moments statistiques d’ordre 2 par
l’intensité I = S0 , qui est une grandeur à laquelle on est habitué, ainsi que par la polarisation,











Figure 1.6 – Représentation des propriétés polarimétriques (au sens des moments statistiques
d’ordre 2) avec un point dans la sphère de Poincaré. La distance entre le point et le
centre de la sphère est fixée par le degré de polarisation P, la longitude et la latitude
du point sont fixées respectivement par l’angle 2ψ et l’angle 2χ. (a) Cas général d’une
onde partiellement polarisée. (b) Cas particulier d’une onde totalement dépolarisée.
Dans la sphère de Poincaré représentée Fig. 1.6, ces propriétés de polarisation du champ sont
décrites par un point dont les coordonnées cartésiennes correspondent à une version normalisée
des 4 paramètres de Stokes [S1, S2, S3]T /S0. En coordonnées sphériques, la distance entre
le centre de la sphère et ce point est égal au degré de polarisation P et les deux angles qui
définissent respectivement la longitude et la latitude sont reliés à l’orientation ψ et l’ellipticité χ
(voir Fig. 1.6.(a)). En particulier, lorsque le point est au centre de la sphère (voir Fig. 1.6.(b)),
le champ est totalement dépolarisé et la polarisation n’a pas de direction privilégiée dans le plan
transverse.
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1.3.4 Formalisme des matrices de Jones
A présent que nous avons défini les propriétés de polarisation du champ au sens des moments
statistiques d’ordre 2, et que nous avons vu comment ces propriétés pouvaient être représentées
dans la sphère de Poincaré, il est intéressant d’analyser l’évolution de ces propriétés lorsque le
champ subit des transformations. La plupart des travaux en optique consiste à sonder un milieu
à l’aide d’une source naturelle ou artificielle. Analyser l’évolution des propriétés de la lumière,
lorsque celle-ci se propage au sein d’un milieu plus ou moins inconnu est donc essentiel pour
caractériser le milieu.
Dans ce document, on considère principalement l’action de milieux optiquement minces sur
des champs quasi-monochomatiques de sorte à pouvoir utiliser le formalisme des matrices de
Jones. Dans cette situation, le milieu optique peut être décrit par une matrice (de Jones) J , et si
on note E le champ incident, alors le champ A transformé par le milieu s’écrit :
A = JE. (1.23)
Commençons par utiliser ce formalisme de la matrice de Jones pour décrire les transforma-
tions du champ lorsque celui-ci traverse certains composants optiques standards. Considérons






Figure 1.7 – Polariseur linéaire du type “grille métallique”. Le champ incident E présente plu-
sieurs polarisations alors que le champ à la sortie du polariseurA est polarisé suivant
l’axe des x.
polariseur, la composante du champ qui est parallèle à l’orientation de la grille est absorbée ou
réfléchie alors que celle qui est perpendiculaire à l’orientation de la grille métallique est trans-
mise. Par conséquent, à la sortie d’un tel instrument le champ A est totalement polarisé suivant







Avec un polariseur, l’état de polarisation du champ à la sortie ne dépend pas de l’état de polari-
sation du champ incident. Ce n’est pas le cas de tous les instruments optiques. L’exemple d’une
lame quart d’onde est présenté Fig. 1.8. Comme le montre la figure, ce composant optique per-
met notamment de passer d’une polarisation linéaire à pi/4 à une polarisation circulaire. Comme






Figure 1.8 – Lame quart d’onde qui permet par exemple de passer d’un champ E avec une








Ce type de composant est basé sur le phénomène de biréfringence des cristaux. L’état de polari-
sation du champ à la sortie dépend de l’état de polarisation du champ incident car ces matériaux
biréfringents peuvent introduire un déphasage entre les composantes qui change l’état de pola-
risation de la lumière.
Un autre composant très utile en optique et utilisant la biréfringence est le “rotateur” [41],




cos θ sin θ
− sin θ cos θ
)
. (1.26)
Notons que ces deux composants : lame quart d’onde et rotateur sont décrits par des matrices
de Jones unitaires alors que les polariseurs sont décrits par des matrices de Jones singulières. Il
existe bien sûr des composants optiques décrits par une matrice de Jones qui n’est ni singulière,
ni unitaire. Par exemple, on peut trouver des matériaux dichroïques e pour lesquels la matrice de







où |α| < 1. Avec ce composant optique, le champ n’est atténué que suivant la direction verticale
(axe y).
Plus généralement, dans un montage optique, si le champ E subit plusieurs transformations
successives à travers des composants optiques dont le comportement peut être décrit par des
matrices de Jones J1, J2, ... JN , alors le champ A modifié par l’ensemble de ces composants
s’écrit :
A = J1J2...JNE. (1.28)
Avec les quelques composants optiques cités, il est déjà possible d’effectuer de nombreuses ana-
lyses. En particulier, il est possible de mesurer les quatre paramètres de Stokes d’un faisceau [52].
e. Un matériau dichroïque est absorbant, mais son pouvoir d’absorption dépend de l’état de
polarisation du champ incident [41].
37
En effet, une manipulation mathématique permet de constater que les quatre paramètres de
Stokes définis Eq. (1.21) peuvent être écrits sous la forme :
S0 = 〈|Ex(t)|2〉+ 〈|Ey(t)|2〉
S1 = 〈|Ex(t)|2〉 − 〈|Ey(t)|2〉
S2 = 〈|Eα(t)|2〉 − 〈|Eβ(t)|2〉
S3 = 〈|Er(t)|2〉 − 〈|El(t)|2〉
, (1.29)
où Eα représente le champ après passage dans un polariseur orienté suivant la direction linéaire
à pi/4, Eβ suivant la direction linéaire à −pi/4, Er suivant la direction circulaire droit et El
suivant la direction circulaire gauche. Ainsi en mesurant les 6 intensités dans les directions de
polarisation linéaire horizontale (x), linéaire verticale (y), linéaire pi/4 (α), linéaire −pi/4 (β),
circulaire gauche (l) et circulaire droit (r), on obtient une mesure des quatre paramètres de
Stokes S0, S1, S2 et S3.
Après avoir décrit les transformations du champ par des composants optiques standards, consi-
dérons à présent le cas général d’un milieu inconnu décrit par une matrice de Jones J et éclairé
par un faisceau incident E et pour lequel le champ modifié A peut s’écrire :
A = JE. (1.30)
Dans ce document, on s’intéressera à deux types de situations. Celles où la matrice de Jones J
est déterministe, et celles où elle est aléatoire. Si la matrice de Jones J est déterministe, alors le
lien entre la matrice de polarisation ΓA du champ A et la matrice de polarisation ΓE du champ
E est très simple puisqu’on a :
ΓA = JΓEJ†. (1.31)
Par contre, si la matrice J est aléatoire, alors la relation ΓA = JΓEJ† n’est, en général, pas vé-
rifiée. Dans ce cas, on parle alors de milieux aléatoires et, comme cela est souligné dans [46], on
peut soit utiliser le formalisme de Mueller pour analyser la transformation du vecteur de Stokes f,
soit conserver le formalisme de Jones mais en tenant compte du caractère aléatoire des matrices
J . Ce point est déterminant pour la compréhension des phénomènes physiques.
Analysons plusieurs exemples en commençant par celui très simple d’un atténuateur pour le-
quel la matrice de Jones s’écrit :
J = αId, (1.32)
où α est un nombre scalaire de module plus petit que 1. Si α est déterministe, alors la matrice
de polarisation du champ A = JE s’écrit
ΓA = |α|2ΓE , (1.33)











〉 = |α|2IE , (1.35)
où IE est l’intensité du champ E. Avec un atténuateur |α| < 1 et l’intensité du champ à la sortie
est plus petite que l’intensité du champ incident : IA < IE . En revanche, les vecteurs propres de
la matrice ΓA et le degré de polarisation sont inchangés donc les propriétés de polarisation ne
f. Le vecteur de Stokes est le vecteur donc les 4 composantes sont les 4 paramètres de Stokes.
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sont pas modifiées. Le point dans la sphère de Poincaré qui représente les propriétés polarimé-
triques du champ A a les mêmes coordonnées que le point associé au champ E.
Qu’en est-il si on suppose que α est une variable aléatoire indépendante du champ E ? Par
un calcul similaire au précédent, il est facile d’obtenir :
ΓA = 〈|α|2〉ΓE et IA = 〈|α|2〉IE . (1.36)
Ainsi, pour ce premier exemple particulier, même si le milieu est aléatoire, les propriétés de po-
larisation du champ ne sont pas modifiées. Seule l’intensité du champ est perturbée.
Maintenant, si on considère un exemple plus complexe pour lequel la matrice de Jones s’écrit :
J = U , (1.37)

















= IE . (1.40)
Cela signifie que lorsque le champ est modifié par ce type de transformation, l’intensité n’est
pas modifiée. En d’autres termes, de tels composants optiques n’absorbent pas d’énergie de la
lumière. Intéressons nous à présent aux propriétés de polarisation du champ A.
Comme affirmé précédemment, on distingue le cas où la matrice de Jones est déterministe
du cas où elle est aléatoire. Si la matrice U est déterministe, alors il est possible de montrer [8,
50] que cette transformation correspond à la multiplication du vecteur de Stokes normalisé
[S1, S2, S3]T /S0 par une matrice du groupe des rotations 3D O(3). Ainsi, dans la sphère de
Poincaré (voir Fig. 1.9(a)), seul l’état principal de polarisation décrit par le couple (χ, ψ) est
modifié et le degré de polarisation P reste inchangé g. Par contre, si la matrice U est aléatoire,
alors le degré de polarisation de A peut soit rester constant soit diminuer [76]. Fig. 1.9(b)
représente le cas extrême où le champ A devient totalement dépolarisé.
Pour illustrer la capacité d’une matrice de Jones aléatoire à dépolariser le champ E, consi-








modifié par un rotateur d’angle θ(t) :
R(t) =
(
cos θ(t) sin θ(t)
− sin θ(t) cos θ(t)
)
. (1.42)
Si θ(t) est constant (c’est-à-dire indépendant de t), alors le champ :
A(t) = R(t)E(t), (1.43)
g. Une interprétation plus mathématique consiste simplement à remarquer que la transfor-
mation considérée ne modifie pas les valeurs propres λ1 et λ2 de la matrice Γ. Or comme le degré
de polarisation P = (λ1 − λ2)/(λ1 + λ2), il n’est donc pas modifié.
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reste totalement polarisé et l’état de polarisation est linéaire et orienté suivant l’angle θ(t). Par
contre, si θ(t) peut être décrit par une variable aléatoire uniforme entre 0 et 2pi, alors un calcul












{P,ψ′,χ′} {0, ., .}
A
Figure 1.9 – Modification des propriétés polarimétriques par l’application d’une matrice unitaire :
A = UE. (a) Cas d’une matrice U déterministe : le degré de polarisation P reste
identique, par contre l’ellipticité χ et l’orientation ψ sont modifiées. (b) Cas d’une
matrice U aléatoire et pour laquelle le champ A devient totalement dépolarisé
Soulignons que pour pouvoir constater qu’un milieu inconnu “dépolarise” comme on l’a illustré
à travers quelques exemples, il est préférable que le faisceau incident E soit polarisé. En effet si




alors l’application d’une matrice unitaire U à travers la transformation A = UE ne modifie par
la matrice de polarisation :
ΓA = ΓE . (1.46)
Cette propriété d’invariance aux transformations du champ par des matrices de Jones unitaires
décrit une symétrie remarquable de la lumière totalement dépolarisée.
Pour conclure cette introduction sur l’analyse des propriétés de polarisation en optique et
faciliter la transition vers le RADAR, considérons l’expérience décrite Fig. 1.10. A la sortie du
laser, le champ stationnaire E(t) a un degré de polarisation P. Le modulateur spatial de lumière
modifie l’état principal de polarisation en chaque point r du faisceau élargi, de telle sorte que
le champ transformé par le modulateur au point r s’écrit A(r, t) = U(r)E(t) où U(r) est une
matrice unitaire.
Pour une coordonnée spatiale r fixée, si on suppose qu’un analyseur de polarisation mesure
la matrice de polarisation du champ A(r, t) au point r et que pendant la durée d’acquisition le
modulateur spatial de lumière reste constant (de sorte que la matrice U(r) est déterministe),
alors cette mesure correspond au point r à :










A(r, t) = U(r)E(t)
r
Figure 1.10 – Génération d’un champ qui vérifie : A(r, t) = U(r)E(t), où E(t) est un champ
stationnaire incident qui fluctue en fonction du temps et U(r) est une matrice
unitaire dont les caractéristiques varient dans l’espace.
où 〈〉t représente l’espérance mathématique suivant les différentes réalisations de E(t). Comme
U(r) est déterministe (à r fixé), on obtient donc :
ΓA(r) = U(r)ΓE (U(r))† . (1.48)
Ainsi le degré de polarisation associé à la matrice ΓA(r) reste égal à P. Par contre en chaque
point r, l’état principal de polarisation (décrit par l’ellipticité et l’orientation) est modifié la
matrice U(r). Il est alors possible de régler le modulateur spatial de lumière de sorte à ce que
les propriétés de polarisation mesurées en chaque point r du faisceau élargi mène à l’image
présentée Fig. 1.11 où les propriétés de polarisation de ΓA(r) recouvrent de manière uniforme
la sphère de Poincaré de rayon égal à P à cause de la dépendance à r.
Pour cette même expérience décrite Fig. 1.10, si à présent on suppose que les matrices U(r)
correspondent à un processus stochastique ergodique et homogène (c’est-à-dire stationnaire par
rapport à la variation r) et que le système de mesure utilisé permet de mesurer les champs à
chaque instant, alors il est possible de mesurer :
Γ′A(t) = 〈A(r, t) (A(r, t))†〉r, (1.49)
où 〈〉r représente l’espérance suivant les différentes réalisations de U(r).
Les propriétés décrites par ΓA(r) et Γ′A(t) sont bien sûr très différentes. Pour illustrer ces diffé-








ΓA(t) = |E(t)|2〈u1(r) (u1(r))†〉, (1.51)
où u1(r) est le premier vecteur colonne de U(r). Or, si le vecteur u1(r) correspond à un vec-
teur de Jones uniformément réparti dans la sphère de Poincaré (comme c’est le cas représenté
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Figure 1.11 – Représentation dans la sphère de Poincaré des propriétés de polarisation décrit par
ΓA(r) pour les différents r (voir expérience Fig. 1.10).
Fig. 1.11), alors le degré de polarisation associé à ΓA(t)′ est égal à 0. Ainsi le champ A(r, t)
est temporellement totalement polarisé au point r, mais spatialement totalement dépolarisé à
l’instant t.
L’objectif de cette partie est d’illustrer que l’analyse des propriétés de polarisation fondée sur
les moments statistiques d’ordre 2 permet de décrire de nombreuses situations physiques. Il est
néanmoins important de souligner qu’une analyse des moments d’ordre 2 ne correspond qu’à
une description partielle des propriétés statistiques de la lumière si celle-ci n’est pas gaussienne.
En particulier, lorsqu’on applique une matrice de Jones aléatoire U au champ E à travers la
transformation A = UE, même si le champ E est gaussien, en général le champ A n’est pas
gaussien [76]. Cela signifie qu’une caractérisation à l’aide des moments statistiques d’ordre su-
périeur à deux devient nécessaire pour une description complète des propriétés de polarisation.
Par exemple dans [68], la divergence de Kullback-Leibler, qui tient compte de l’ensemble des
moments statistiques, est utilisée pour caractériser différentes propriétés de polarisation pour la
lumière non-gaussienne. Ce point n’est pas traité dans ce document, mais ouvre un champ de
perspectives intéressantes pour des projets futurs.
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1.4 La polarisation en imagerie RADAR à synthèse
d’ouverture
1.4.1 Introduction
L’analyse des propriétés polarimétriques avec un RADAR date des années 1940 pour la carac-
térisation des avions en imagerie RADAR, puis pour l’estimation de paramètres géophysiques. En
télédétection, le système Radar à synthèse d’ouverture (SAR), développé dans les années 1950,
a démontré sa capacité à fournir des images de qualité avec le satellite SEASAT en 1978 (voir
[50] pour un historique plus complet).
Le développement technique des capteurs et des capacités de calculs a favorisé, pendant les an-
nées 1990, le développement de missions satellitaires et aéroportées fournissant de nombreuses
images RADAR. La disponibilité des données issues de ces missions a entrainé une forte crois-
sance de l’activité scientifique liée à l’analyse des images SAR et à la conception de nouveaux
systèmes d’imagerie. En 1997, l’article de Cloude et Pottier [13] démontre l’intérêt du SAR pola-
rimétrique (PolSAR) pour la caractérisation des données. En 1998, l’article de Cloude et Papatha-
nassiou [11] illustre les capacités du système polarimétrique SAR interférométrique (PolInSAR)
pour l’analyse de la végétation.
L’un des premiers thèmes de recherche de l’équipe PhyTI est l’analyse des performances de
détecteurs de cibles dans les images bruitées pour lesquelles le fond de l’image peut être décrit
par une texture aléatoire [75]. L’équipe s’est notamment intéressée aux données SAR pour la
segmentation [28] et la détection de bords [29]. Une activité importante avec comme caractéris-
tique le développement d’algorithmes de segmentation rapide et sans paramètres à régler a été
développée avec succès [20, 24, 21, 53, 14, 22]. Lors de la thèse de Jérôme Morio sur le système
PolInSAR, en plus de résultats sur la segmentation de ces images multi-composantes [57], il a été
démontré que les outils issus de la théorie de l’information (information de Shannon et distance
de Bhattacharyya) permettaient de comparer les informations apportées par les systèmes SAR,
PolSAR, InSAR et PolInSAR [58].
Pour ma part, j’ai commencé à travailler sur le système PolInSAR lors du co-encadrement de
la thèse d’Aurélien Arnaubec (2009-2012) dont le directeur était Philippe Réfrégier et Pascale
Dubois-Fernandez était l’encadrante pour l’ONERA de Salon de Provence. Le sujet était l’estima-
tion des paramètres de biomasse avec le système PolInSAR et le modèle RVoG. Cette thématique
sera détaillée au chapitre 3. Dans cette section, on rappelle le lien entre l’analyse des propriétés
de polarisation en optique et celle effectuée en RADAR.
1.4.2 Imagerie Radar à synthèse d’ouverture polarimétrique
La polarimétrie RADAR à synthèse d’ouverture (PolSAR) aéroportée (ou satellitaire) consiste à
éclairer une scène avec une onde électro-magnétique et à déduire, des propriétés polarimétriques
de l’onde reçue, des caractéristiques sur la scène éclairée. Pour une présentation approfondie de
ce sujet, je conseille la lecture des ouvrages de référence [56, 50]. Une illustration de l’acquisi-
tion d’une image PolSAR est présentée Fig. 1.12. Lorsque le champ émis par le RADAR atteint
la végétation, une partie de l’onde est absorbée et une autre partie est diffusée. Si, comme c’est
le cas sur le schéma, l’émetteur et le récepteur sont placés au même endroit, on appelle l’onde
mesurée par le capteur l’onde “rétro-diffusée”. Pour avoir une description complète de la scène
(du point de vue polarimétrique), deux ondes polarisées sont alternativement émises par le RA-
DAR, l’une avec une polarisation linéaire horizontale (H), l’autre avec une polarisation linéaire
verticale (V ).
A l’issue du traitement de synthèse du Radar à synthèse d’ouverture (en anglais SAR h), en














Figure 1.12 – Illustration de l’acquisition d’une image PolSAR. L’émetteur et le récepteur sont
sur le satellite. En configuration complète, le système PolSAR émet deux ondes :
l’une avec une polarisation linéaire horizontale (H) et l’autre avec une polarisation
linéaire verticale (V ).
chaque pixel de l’image obtenue, tout se passe comme si le champ émis est décrit par un vecteur
Ee qui s’écrit en polarisation linéaire horizontaleEe = [1, 0]T et en polarisation linéaire verticale















s’appelle la matrice de diffusion et est assimilable à une matrice de Jones. Dans cette matrice,
qui caractérise les propriétés de la scène éclairée par le RADAR au pixel considéré, le terme SXY
décrit le mécanisme de rétro-diffusion mesuré lorsque l’onde à l’émission est polarisée suivant la
direction Y et à la réception l’onde est polarisée suivant la direction X. Ainsi lorsque le système
PolSAR émet deux ondes (en polarisation horizontale et verticale), le système est dit “complet”
et à l’issue de l’acquisition, on caractérise le milieu éclairé en chaque pixel de l’image par le
vecteur :
[SHH , SHV , SV H , SV V ]T . (1.54)
De plus, lorsque l’émetteur et le récepteur sont situés au même endroit (comme c’est le cas sur
le schéma Fig. 1.12), en utilisant le principe de réciprocité, on obtient que SHV = SV H . Dans ce
cas, le vecteur mesuré en chaque pixel est défini par :
v = [SHH ,
√
2SHV , SV V ]T . (1.55)
Dans la plupart des images SAR, la longueur d’onde du RADAR (de l’ordre du cm) est en général
beaucoup plus petite que la résolution de l’image obtenue (de l’ordre du mètre). Par conséquent,
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on considère souvent qu’en chaque pixel de l’image, les éléments de la matrice S qui sont me-
surés représentent la somme de nombreuses contributions indépendantes qui correspondent aux
réponses des différents diffuseurs situés dans le pixel considéré. Pour cette raison, dans une
région homogène d’une image PolSAR, les mesures acquises aux différents pixels sont souvent
modélisées comme des réalisations indépendantes d’un vecteur aléatoire complexe circulaire
gaussien, ce qui correspond au phénomène de speckle. Une telle modélisation revient à consi-
dérer qu’au sein d’une région homogène, les mesures sont entièrement caractérisées par leur
matrice de covariance :
T = 〈vv†〉 =
 〈|SHH |2〉 √2〈SHH(SHV )∗〉 〈SHH(SV V )∗〉√2〈SHV (SHH)∗〉 2〈|SHV |2〉 √2〈SHV (SV V )∗〉
〈SV V (SHH)∗〉
√
2〈SV V (SHV )∗〉 〈|SV V |2〉
 , (1.56)
où 〈〉 est l’espérance statistique. Pour estimer la matrice T , le plus souvent on considère la mesure
v comme un processus stochastique ergodique, dont on estime la matrice de covariance à partir
d’un échantillon χ = {v1, v2, ..., vN} constitué d’un ensemble de mesures indépendantes
localisées dans une zone homogène de l’image PolSAR. La matrice T est alors estimée par la








Il est intéressant de noter la différence entre le précédent paragraphe en optique Eq. (1.4), où l’es-
pérance est estimée à partir du calcul de l’intégrale temporelle de l’intensité du champ supposé
stationnaire, alors que dans ce paragraphe en PolSAR Eq. (1.57), l’espérance est estimée avec la
matrice empirique de la mesure v supposée homogène dans la zone de l’image considérée.
Quelle information sur la scène peut-on obtenir à partir de la matrice T estimée ? Une partie
importante des études en imagerie PolSAR consiste à utiliser des modèles paramétriques pour
extraire des matrices T̂ différentes caractéristiques sur la forme des diffuseurs [13, 18, 19, 116].
Néanmoins, étant donnée la complexité d’une scène et la résolution des images, il est délicat de
trouver une paramétrisation qui soit à la fois réaliste, ce qui nécessite beaucoup de paramètres,
et pour laquelle les paramètres peuvent être estimés de manière précise, ce qui nécessite la
définition d’échantillons χ = {v1, v2, ..., vN} homogènes et de grande taille.
L’une des solutions pour définir des échantillons χ = {v1, v2, ..., vN} homogènes et de
grande taille, est d’appliquer un algorithme de partitionnement en zones statistiquement gaus-
siennes et homogènes [57]. Une autre solution est de relâcher l’hypothèse de gaussianité, ce qui
permet de considérer des zones (et donc des échantillons χ) de plus grande tailles, mais qui
nécessite l’utilisation de lois de probabilité plus complexe à manipuler [65, 122]. Néanmoins, la
solution la plus courante consiste à effectuer une classification en zones de même nature [13] à
l’aide de paramètre réduits estimés dans une fenêtre glissante.
Dans [13], l’un des paramètres proposés pour effectuer l’analyse des images PolSAR est :
H = − 1log(3)
3∑
n=1
Pn log3 Pn, (1.58)














sont les 3 valeurs propres de la matrice T estimée. Ce
paramètre, appelé entropie, permet par exemple de séparer une surface parfaite qui dépolarise
peu et pour laquelle H ' 0, d’un volume qui dépolarise du fait de rebonds multiples, ce qui
implique que H > 0.
Une caractéristique intéressante du paramètre H est qu’il est invariant à plusieurs transforma-
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tions. Le paramètre H est invariant à un changement de base des axes de polarisation du RADAR
du type v 7→ Uv car il ne dépend que des valeurs propres de la matrice T . De plus, il est invariant
à l’application d’une amplification du type v 7→ αv où α est scalaire. Ces invariances peuvent
permettre de faciliter le regroupement des zones d’une image PolSAR au sein d’une classe de
même nature. Par exemple, on sait que l’intensité rétro-diffusée dans l’image dépend de l’angle
d’incidence du RADAR. Il est donc intéressant que le paramètre H soit invariant à cette évolution
de l’intensité.
Nos travaux en imagerie RADAR, dont les résultats sont présentés au chapitre 3, ne portent pas
sur ces analyses des images PolSAR, mais sur l’estimation de la hauteur de végétation à partir de
données polarimétriques SAR interférométriques (PolInSAR). Le système PolInSAR correspond
à la concaténation de deux images PolSAR dont les acquisitions v1 et v2 ont été effectuées
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T ij = 〈viv†j〉 (1.60)
est la matrice de covariance entre vi et vj . Cette problématique, qui repose sur l’analyse de
propriétés de polarisation et de cohérence sera présentée au chapitre 3. Avant d’aborder cette
partie, il est intéressant de commencer par l’analyse des propriétés de cohérence de la lumière
partiellement polarisée au chapitre 2.
1.5 Conclusion
Ce premier chapitre d’introduction sur la polarisation a présenté les plusieurs notions utiles
pour la description de nos travaux. Le formalisme présenté est utilisé dans les chapitres suivants :
les matrices de cohérence et de polarisation en optique statistique, la matrice de diffusion et sa
caractérisation par la matrice de covariance en RADAR. Notons que dans le premier cas, on
analyse les moments statistiques d’ordre 2 du champ E, alors que dans le deuxième cas, on
analyse les moments statistiques d’ordre 2 des éléments de la matrice de diffusion (et non du
champ).
Ce chapitre a aussi été l’occasion d’évoquer l’évolution de ma thématique de recherche depuis
l’analyse des signaux géophysiques jusqu’à l’analyse de la polarisation en optique statistique et en
RADAR. Dans les chapitres suivants, on cherchera à souligner les liens entre les différents travaux
réalisés sur l’analyse de la cohérence de la lumière partiellement polarisée et sur l’estimation de
paramètres de biomasse avec un système PolInSAR, notamment lors de l’analyse du système
PolInSAR compact où l’on utilisera la représentation dans la sphère de Poincaré pour décrire les
propriétés physiques du problème.
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2 Analyse de la cohérence de la
lumière partiellement polarisée
2.1 Introduction
L’expérience la plus connue fondée sur la cohérence est sans doute celle de Michelson-Morley
qui, entre 1881 et 1887, ont essayé de montrer à l’aide d’un interféromètre que la vitesse de la lu-
mière dépendait de l’orientation de l’interféromètre. Néanmoins, pour les physiciens, le moment
où le concept de cohérence a été le plus important est probablement lors de la discussion sur
la nature corpusculaire et ondulatoire de la lumière (discussion portée notamment par Newton,
Huygens, Young, Fresnel, ...). En effet, la capacité des ondes à interférer a été fondamentale pour
révéler que la lumière pouvait avoir un comportement ondulatoire. A notre époque, la cohérence
est utilisée dans de nombreuses applications. La tomographie par cohérence optique, qui date des
années 1990, est très utilisée notamment en imagerie médicale [40]. En RADAR, l’interféromé-
trie permet de mesurer les déplacements géophysiques avec une précision remarquable [56]. En
sismique les travaux sur la corrélation de la coda a [9] permettent d’imager la structure du sous-
sol qui est situé proche de la surface. Dans les travaux présentés dans ce chapitre, on analyse les
propriétés de cohérence de la lumière partiellement polarisée.
Pourquoi s’intéresser à l’analyse des propriétés de cohérence de la lumière partiellement pola-
risée au XXI siècle ? L’analyse des propriétés de cohérence de la lumière, qui commence avec les
travaux de Verdet [124] en 1865, a connu un développement très important jusqu’au milieu du
vingtième siècle. Pour ne citer que quelques-uns des articles les plus connus : Van Cittert [120]
en 1934, Zernike [132] en 1938 et Wolf [129] en 1954. Pourtant en 2003, après cinquante ans
de travaux en optique statistique, Wolf a souligné la nécessité de mieux comprendre les pro-
priétés de cohérence pour la lumière partiellement polarisée [130]. L’un des points qui a motivé
l’analyse de Wolf est l’article de James [42] dans lequel l’auteur souligne que les propriétés de
polarisation d’une lumière partiellement cohérente peuvent changer au cours de la propagation.
A la suite de l’article de James, Gori souligne dans [32] que l’information sur la polarisation et la
cohérence se trouve dans la matrice de cohérence, mais Wolf dans [130] propose de caractériser
la cohérence avec un seul paramètre scalaire. A la suite de l’article de Wolf de 2003, différentes
approches ont été proposées pour analyser les propriétés de cohérence de la lumière partielle-
ment polarisée [111, 74, 51, 55]. Pour ma part, j’ai commencé à travailler sur ce sujet à mon
arrivée à Marseille en novembre 2005.
L’organisation de ce chapitre est la suivante. Je commence par présenter le contexte scien-
tifique de cette étude et notamment je tente d’illustrer la difficulté de décrire simplement les
propriétés de cohérence de la lumière partiellement polarisée. Ensuite, je décris les premiers
résultats auxquels j’ai participé sur l’interprétation physique du cas de la lumière totalement
cohérente au sens des degrés intrinsèques. Après, j’ouvre la discussion sur le cas général de la
a. En sismique, la coda fait référence au contenu d’un enregistrement sismique après le passage
de l’onde directe due au séisme. Dans cette période qui suit un évènement sismique, le signal
paraît très bruité, car il est la somme de contributions issues des diffusions multiples.
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lumière partiellement cohérente, mais en fondant l’analyse sur des expériences particulières. Ces
expériences illustrent en particulier l’existence de différentes propriétés de symétrie pour la lu-
mière partiellement polarisée et partiellement cohérente. Ce chapitre se termine par l’analyse des
lumières à deux composantes qui ont des propriétés de séparabilité et d’invariance spécifiques.
2.2 Contexte scientifique
2.2.1 Analyse des degrés de cohérence
2.2.1.1 Degré de cohérence standard
Lorsque le champ E(r, t) est totalement polarisé et que son état de polarisation, décrit par un
vecteur unitaire déterministe u, est constant dans tout l’espace, le champ peut s’écrire
E(r, t) = E(r, t)u, (2.1)
où E(r, t) est une variable aléatoire scalaire. Dans ce cas, le champ scalaire E(r, t) suffit à décrire
la lumière. On parle alors de formalisme “scalaire” et le degré de cohérence entre deux champs
E(r1, t1) et E(r2, t2) est défini sans ambiguïté par :
µ(r1, r2, t1, t2) =
〈E(r1, t1) (E(r2, t2))∗〉√〈|E(r1, t1)|2〉〈|E(r2, t2)|2〉 . (2.2)
Pour comprendre physiquement la notion de cohérence, il est intéressant de lire l’ouvrage de
Goodman [31] où il donne de nombreuses interprétations physiques. Notamment il explique que
le concept de cohérence temporelle est lié à la capacité de deux faisceaux lumineux, l’un étant
retardé par rapport à l’autre, à générer des franges d’interférence. Ce phénomène intervient par
exemple dans l’expérience de l’interféromètre de Michelson, qui est très utilisé notamment pour
effectuer de la spectroscopie très précise ou pour la technique de tomographie par cohérence
optique [40].
Dans notre étude, on préfèrera s’intéresser à l’expérience des fentes d’Young, car cela nous
permet d’analyser la cohérence spatiale entre deux faisceaux lumineux situés à deux endroits
différents. Comme cela est illustré Fig. 2.1, dans l’expérience des fentes d’Young, si on modifie
l’intensité des champs pour maximiser la visibilité des franges d’interférence, on obtient alors le
module du degré de cohérence µ(r1, r2, t1, t2).
En effet, si on note I(x) l’intensité du champ observé sur l’écran à l’abscisse x qui résulte de
la somme des deux faisceaux : α1E(r1, t− d1c ) +α2E(r2, t− d2c ), où c est la vitesse de la lumière,
alors on peut montrer (voir [31] pour un détail complet des calculs) que l’intensité I(x) s’écrit
I(x) = α21〈|E(r1, t− d1c )|2〉+ α22〈|E(r2, t− d2c )|2〉
+2α1α2<
(〈E(r1, t− d1c )E∗(r2, t− d2c )〉) . (2.3)
Ensuite, en utilisant l’hypothèse que la lumière est quasi-monochromatique de fréquence ν et
stationnaire, et de plus en supposant que les distances d1 et d2 sont proches, on obtient une
nouvelle expression de l’intensité I(x) :
I(x) = α21I1 + α22I2 + 2α1α2
√
I1I2|µ| cos(2piν d1 − d2
c
+ φ), (2.4)
où Ii est l’intensité du faisceau E(ri, t), φ un angle lié à la phase de la corrélation entre les deux





























Figure 2.1 – Dans l’expérience des fentes d’Young, lorsque une lumière quasi-monochromatique
est totalement polarisée et que l’état de polarisation est constant, si on place deux
amplificateurs idéaux, chacun décrit mathématiquement par la multiplication du
champ par un scalaire positif α1 (respectivement α2), alors il est possible d’opti-
miser la visibilité des franges d’interférence en modifiant les intensités des champs
α1E(r1, t) et α2E(r2, t) de manière à ce que la visibilité des franges d’interférence
observée sur l’écran soit maximale et soit égale au module du degré de cohérence
µ (défini Eq. (2.2)). Ce résultat est symbolisé à droite par 3 exemples de franges
d’interférence avec leur module de degré de cohérence associé.
Ainsi, la visibilité des franges d’interférence sur l’écran définie par :
V = Imax − IminImax + Imin , (2.5)






Cette formule montre qu’il est simple de déterminer les amplifications αi qui optimisent la visi-
bilité des franges : il suffit de choisir par exemple αi = 1√Ii pour obtenir :
V = |µ|. (2.7)
Cette équation montre le lien entre la mesure de la visibilité de la frange d’interférence et le
module du degré de cohérence entre les deux faisceaux totalement polarisés.
2.2.1.2 Degré de cohérence de Wolf
En 2003, Wolf repose la question de la définition du degré de cohérence pour la lumière par-
tiellement polarisée, auquel cas il faut tenir compte de la nature vectorielle du champ électrique.
Pour expliquer l’approche de Wolf, considérons l’expérience des fentes d’Young présentée Fig. 2.2
où l’intensité des champs a été modifiée de manière à optimiser la visibilité des franges d’interfé-

















Figure 2.2 – Expérience dans laquelle un faisceau quasi-monochromatique et stationnaire est du-
pliqué par un miroir semi-réfléchissant, puis l’un des faisceau passe dans un atténua-
teur. Dans ce schéma on suppose que la distance du chemin optique entre le faisceau
incident à gauche décrit par E(r, t) et chacune des fentes est identique. Après op-
timisation de la visibilité des franges d’interférences effectuée par l’ajustement des
amplificateurs α1 et α2, cette expérience génère des franges d’interférence avec une
visibilité égale à 1.
par : b
µW (r1, r2, t1, t2) =
tr(Ω(r1, r2, t1, t2))√
tr(Γ(r1, t1))tr(Γ(r2, t2))
, (2.8)
où Ω(r1, r2, t1, t2) et Γ(ri, ti) sont les matrices de cohérence et de polarisation définies Eq. (1.3)
et Eq. (1.5), alors dans l’expérience présentée Fig. 2.2 où l’on fait interférer les faisceaux αE(r, t−
τ) et E(r, t − τ), le module du degré µW est égal à 1. En effet, si on appelle Ω la matrice de
cohérence entre les deux faisceaux qui interfèrent et Γi la matrice de polarisation du ième faisceau,
on a
Ω = αα1α2〈E(r, t− τ)E†(r, t− τ)〉
Γ1 = α2α21〈E(r, t− τ)E†(r, t− τ)〉
Γ2 = α22〈E(r, t− τ)E†(r, t− τ)〉
. (2.9)
Une application directe de la formule Eq. (2.8) mène à µW (r1, r2, t1, t2) = 1. De plus, comme le
souligne Wolf dans [130], ce résultat est indépendant du degré de polarisation du champE(r, t).
Le point essentiel pour Wolf est que ce degré de cohérence est relié à la capacité des deux champs
à générer des franges d’interférence.
2.2.1.3 Degré de cohérence de Tervo, Setälä et Friberg
Dès 2003, une équipe Finlandaise (Tervo, Setälä et Friberg) [111] fait remarquer que le degré
µW (r1, r2, t1, t2) ne dépend que de la trace de la matrice Ω(r1, r2, t1, t2) et que par conséquent
une partie de la corrélation entre les deux faisceaux n’est pas prise en compte dans la mesure
de la cohérence. Pour illustrer leur point de vue, ils modifient l’expérience présentée Fig. 2.2
en ajoutant une lame biréfringente qui fait tourner la polarisation d’un angle de 90◦ et de plus
ils choisissent un faisceau incident totalement polarisé, comme cela est présenté Fig. 2.3. Dans
b. Soulignons que dans [130], Wolf mentionne qu’un tel degré de cohérence avait déjà été





























Figure 2.3 – Même expérience que Fig. 2.2 sauf qu’un rotateur d’angle 90◦ a été ajouté et que
le faisceau incident est supposé totalement polarisé suivant l’axe des x. Dans cette
situation, quel que soit le réglage des amplificateurs α1 et α2, aucune frange d’in-
terférence n’est visible sur l’écran.
ce cas, les franges d’interférence disparaissent et comme la corrélation n’est pas présente sur la
diagonale de la matrice Ω, mais sur l’anti-diagonale :
Ω = αα1α2
(
0 〈|E(r, t− τ)|2〉
〈|E(r, t− τ)|2〉 0
)
, (2.10)
on a donc µW = 0. Par cette expérience, on observe que µW = 0 ne fait pas la distinction entre







et la situation décrite Fig. 2.3 et par Eq. (2.10) où certains termes de corrélation sont non nuls,
mais ils sont situés sur l’anti-diagonal de la matrice Ω. Dans [111], l’équipe Finlandaise propose
alors un autre degré de cohérence défini par :
µTSF (r1, r2, t1, t2)2 =
tr(Ω(r1, r2, t1, t2)(Ω(r1, r2, t1, t2))†)
tr(Γ(r1, t1))tr(Γ(r2, t2))
, (2.12)
où le terme tr(Ω(r1, r2, t1, t2)(Ω(r1, r2, t1, t2))†) est la norme de Frobenius de la matrice Ω et
est égal, dans le cas général, à :
tr(Ω(r1, r2, t1, t2)(Ω(r1, r2, t1, t2))†) =
∑
(u,v)∈{x, y}2
|〈Eu(r1, t1)E∗v (r2, t2)〉|2 . (2.13)
Ainsi le degré µTSF , contrairement à µW , tient compte de tous les termes de la matrice Ω. Ce







µTSF = 1, (2.15)
ce qui signifie que µTSF est capable de détecter la corrélation entre les deux faisceaux.
Une autre propriété, citée dans [111], est que dans l’expérience présentée Fig. 2.2, si le fais-
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Ce résultat implique que pour une même visibilité des franges d’interférence sur l’écran, le degré
µTSF peut prendre des valeurs différentes comprises entre 1√2 et 1. Ainsi, le degré µTSF ne fait
pas la différence entre la situation où les deux faisceaux qui interfèrent sont identiques, mais avec
un degré de polarisation P = 0, et la situation où les deux faisceaux sont totalement polarisés
et avec le même état de polarisation mais partiellement cohérents avec un degré standard de
cohérence µ = 1√2 .
2.2.1.4 Cohérence au sens de Glauber
En 1963, Glauber dans [30], présente une théorie quantique de la cohérence, qui donne lieu
à des interprétations intéressantes en optique classique. Dans cet article, Glauber s’intéresse aux
corrélations d’ordre N :
ΩX1...XNXN+1...X2N (x1, ...,xN ,xN+1, ...,x2N ) =
〈EX1(x1)...EXN (xN )E∗XN1 (xN+1)...EXN1 (x2N )〉
, (2.17)
où EXn(xn) représente la composante Xn du vecteur E à la coordonnée spatio-temporelle xn.
Au sein de la théorie de Glauber, un champ est cohérent au sens des corrélations d’ordre 1 si il
vérifie la relation de factorisation à l’ordre 1 : ∀(x1,x2)
Ω(x1,x2) = ψ(x1) (ψ(x2))† , (2.18)
où ψ(x) est un vecteur déterministe.
Dans [102], l’équipe Finlandaise considère un champ stationnaire et montre que si, pour tout
couple (r1, r2) appartenant à un certain domaine spatial D, et pour tout retard τ ∈ R, on a
µTSF (r1, t, r2, t+ τ) = 1, (2.19)
alors le champ satisfait la relation de factorisation, ∀(r1, r2) ∈ D2 et ∀τ ∈ R :
Ω(r1, t, r2, t+ τ) = ψ(r1) (ψ(r2))† e−2ipiντ , (2.20)
où ψ(r) est un vecteur déterministe et ν est la fréquence du champ. Ce résultat souligne un lien
entre la cohérence au sens de µTSF = 1 et la cohérence au sens de Glauber. Notons aussi que
dans ce cas le champ est forcément monochromatique. L’équipe Finlandaise obtient un résultat
similaire dans le domaine spectral [101]. Soit W ν(r1, r2) la matrice de cohérence spectrale
définie par :
W ν(r1, r2) =
∫
R
Ω(r1, t, r2, t+ τ)e−2ipiντdτ, (2.21)
où le champ E(r, t) est supposé stationnaire (ce qui signifie que la matrice Ω(r1, t, r2, t+ τ) est
indépendante de t). Si l’équivalent spectral de µTSF défini par
µTSF,ν(r1, r2)2 =
tr(W ν(r1, r2)(W ν(r1, r2))†)
tr(W ν(r1, r1))tr(W ν(r2, r2))
, (2.22)
est égale à 1, ∀(r1, r2) ∈ D2, alors le champ satisfait la relation de factorisation, ∀(r1, r2) ∈ D2




oùψν(ri) est un vecteur déterministe pour i = 1, 2. Ainsi dans le cas cohérent au sens de Glauber,
la matrice de cohérence se décompose suivant un unique mode cohérent alors que dans le cas
général, elle peut se décomposer suivant un nombre infini de modes cohérents [33].
Pour mieux comprendre la différence entre les travaux qui portent sur la cohérence au sens où
µTSF = 1 et ceux qui traitent de la cohérence au sens où |µW | = 1, il est important de souligner
que dans la plupart de ces études, la cohérence au sens où
|µW (r1, r2, t1, t2)| = 1, (2.24)
est analysé dans le cadre de l’expérience des fentes d’Young et que dans ce cas, cette égalité n’est
vérifiée que pour un couple de coordonnées spatiales r1 et r2 et non dans un domaine entier
comme c’est le cas des études décrites précédemment [102, 101]. En fait, ce que montrent ces
travaux est que la cohérence de Glauber et celle de µTSF = 1, quand elle est analysée dans un
domaine, portent sur la nature monomode du champ alors que la cohérence de Wolf, décrite par
|µW | = 1 dans l’expérience des fentes d’Young porte sur la capacité de deux faisceaux à générer
des interférences avec une visibilité égale à 1.
Une autre propriété de la cohérence de Glauber qu’il est intéressant de souligner est que la
propriété de factorisation décrite Eq. (2.18) reste vérifiée lorsque le champ est modifié par une
transformation locale déterministe inversible du type ∀x :
A(x) = J(x)E(x), (2.25)
où J(x) est une matrice de Jones non singulière et déterministe. Nous revenons en détail sur
l’importance de cette propriété d’invariance ci-dessous.
2.2.1.5 Degrés intrinsèques de cohérence
En résumé, on a souligné que le degré de Wolf µW est lié à la visibilité des franges d’inter-
férence, mais on a noté un mélange entre les propriétés de cohérence décrites par µW et les
états principaux de polarisation des faisceaux incidents. Pour le degré µTSF , on a mentionné la
prise en compte de tous les termes de corrélation de Ω, le lien avec la cohérence de Glauber,
mais on a remarqué aussi un mélange entre les propriétés de cohérence décrites par µTSF et les
degrés de polarisation des faisceaux incidents. Enfin, la cohérence au sens de Glauber dans un
domaine correspond à une analyse monomode. Cette propriété est invariante aux transforma-
tions linéaires locales, déterministes et inversibles du champ. Comme la propriété µTSF = 1, la
cohérence de Glauber implique que le champ est totalement polarisé c. Finalement, à partir de
ces différentes analyses, on peut se demander s’il est possible de définir un degré de cohérence
qui ne soit pas influencé par les propriétés de polarisation des champs.
Dans l’approche développée par Réfrégier et Goudail en 2005 dans [74], les auteurs proposent
de définir des degrés de cohérence indépendants des propriétés de polarisation. Pour cela, les
auteurs cherchent pour le couple de coordonnées spatio-temporelles (r1, t1) et (r2, t2) les degrés
de cohérence qui sont invariants aux transformations locales et déterministes du type :
A(r1, t1) = J1E(r1, t1) et A(r2, t2) = J2E(r2, t2), (2.26)
où J1 et J2 sont des matrices de Jones inversibles (c’est-à-dire non singulières) et déterministes.
En effet, si quelles que soient les matrices J1 et J2 les degrés de cohérence entre E(r1, t1)
c. En effet, Eq. (2.18) montre que la matrice de polarisation obtenue pour x1 = x2 est
singulière.
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et E(r2, t2) sont égaux aux degrés de cohérence entre A(r1, t1) et A(r2, t2), alors ces de-
grés de cohérence sont indépendants des propriétés de polarisation car on peut toujours se
ramener au cas de lumières totalement dépolarisées en choisissant J1 = (Γ(r1, t1))−1/2 et
J2 = (Γ(r2, t2))−1/2 d. Avec ces matrices de Jones J1 et J2, le triplet :
{Γ(r1, t1), Γ(r2, t2), Ω(r1, r2, t1, t2)}, (2.27)
qui décrit les propriétés de polarisation et de cohérence au sens des moments d’ordre 2, devient
{Id, Id, M(r1, r2, t1, t2)}, (2.28)
où M est appelé la matrice de cohérence normalisée [74] définie par :
M(r1, r2, t1, t2) = (Γ(r1, t1))−1/2Ω(r1, r2, t1, t2)(Γ(r2, t2))−1/2. (2.29)
Ainsi, le point de départ de l’approche développée dans [74] peut se résumer sous la forme
d’une question : est-ce qu’il existe des grandeurs issues de Γ(r1, t1), Γ(r2, t2) et Ω(r1, r2, t1, t2)
qui soient invariantes par les transformations du type A(r1, t1) = J1E(r1, t1) et A(r2, t2) =
J2E(r2, t2) ? Dans [74], les auteurs montrent que la réponse est affirmative puisque le couple
µS(r1, r2, t1, t2), µI(r1, r2, t1, t2), (2.30)
qui correspond aux deux valeurs singulières de la matrice M(r1, r2, t1, t2) définie Eq. (2.29)
vérifie cette propriété d’invariance. En effet, considérons la décomposition en valeurs singulières :
M(r1, r2, t1, t2) = U1(r1, r2, t1, t2)D(r1, r2, t1, t2)(U2(r1, r2, t1, t2))†, (2.31)
où
D(r1, r2, t1, t2) =
(
µS(r1, r2, t1, t2) 0
0 µS(r1, r2, t1, t2)
)
, (2.32)
et pour laquelle 1 ≥ µS(r1, r2, t1, t2) ≥ µI(r1, r2, t1, t2) ≥ 0 et où U i(r1, r2, t1, t2) sont des
matrices unitaires e. Après application de la transformation Eq. (2.26), le triplet
{Γ(r1, t1), Γ(r2, t2), Ω(r1, r2, t1, t2)}, (2.33)
devient
{J1Γ(r1, t1)J†1, J2Γ(r2, t2)J†2, J1Ω(r1, r2, t1, t2)J†2}, (2.34)
Or, un calcul simple montre que la matrice de cohérence normalisée du champ A :









d. L’exposant .−1/2 est à considérer au sens des matrices, ainsi J−1/2 est une matrice qui
vérifie J−1/2J−1/2 = J−1.
e. Notons que les paramètres µS et µI décrits Eq. (2.32) sont mathématiquement analogues
aux corrélations canoniques [100] qui ont été initialement utilisées en analyse de données inho-
mogènes (éventuellement de dimensions différentes) [39]. Il est intéressant de remarquer que, si
les considérations qui ont abouti à la formulation Eq. (2.32) sont essentiellement fondées sur des
arguments d’invariance par des transformations linéaire locales déterministes, des paramètres




MA(r1, r2, t1, t2) = V 1(r1, r2, t1, t2)D(r1, r2, t1, t2)(V 2(r1, r2, t1, t2))†, (2.36)
où pour n ∈ {1, 2}




Jn (Γ(rn, tn))1/2Un(r1, r2, t1, t2), (2.37)
et il est facile de vérifier que
V n(r1, r2, t1, t2) (V n(r1, r2, t1, t2))† = Id, (2.38)
ce qui confirme que les matrices M et MA ont les mêmes valeurs singulières µS et µI .
Dans [74], les auteurs ont appelé µS et µI les degrés intrinsèques de cohérence et ils en ont
donné plusieurs interprétations physiques. En particulier, il est montré dans [74] que le degré µS
correspond au maximum du module du degré de cohérence standard µ (voir Eq. (2.2)) lorsque
chacun des champs est modifié par une matrice de Jones déterministe unitaire appropriée, puis
traverse un polariseur afin que chacun des champs soit totalement polarisé. Cette situation est













Figure 2.4 – Schéma permettant de relier µS au degré de cohérence standard µ. Il existe un
couple de matrices de Jones unitaire V 1 et V 2 pour lesquelles après passage dans
les polariseurs P , le module du degré standard de cohérence vérifie |µ| = µS .
cation de la transformation qui rend chacun des champs totalement dépolarisé, tout se passe
comme si le champ pouvait se décomposer en la somme de deux champs incohérents entre eux,
mais qui sont chacun totalement polarisés. Le premier champ totalement polarisé est associé au
degré de cohérence à µS et le deuxième champ est associé à µI .
Pour mieux comprendre les conséquences de la propriété d’invariance, qui est le point de
départ de la définition des degrés µS et µI , notons tout d’abord que la condition de factorisation
qui correspond à un état cohérent au sens de Glauber vérifie la même propriété d’invariance que
les degrés intrinsèques µS et µI . En effet, si :
〈E(r1, t1) (E(r2, t2))†〉 = ψ(r1, t1) (ψ(r2, t2))† , (2.39)
alors
〈A(r1, t1) (A(r2, t2))†〉 = (J1ψ(r1, t1)) (J2ψ(r2, t2))† . (2.40)
Qu’en est-il des degrés de cohérence µW et µTSF ? Commençons par une famille de transforma-
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tions moins générale que celle décrite Eq. (2.26) et pour laquelle :
A(r1, t1) = U1E(r1, t1) et A(r2, t2) = U2E(r2, t2), (2.41)
où U1 et U2 sont des matrices unitaires et déterministes. Comme cela est souligné par l’équipe
Finlandaise dans [111], le degré µTSF est invariant à ce type de transformation, mais le degré
µW ne l’est pas. L’expérience présentée précédemment Fig. 2.3 est d’ailleurs un cas particulier de
ce type de transformation puisque la rotation de l’état de polarisation est décrite par une matrice
unitaire.
Maintenant, regardons une nouvelle expérience présentée Fig. 2.5, pour laquelle on analyse
la cohérence entre JE(r, t,−τ) et E(r, t − τ) où J est une matrice déterministe inversible qui


















Figure 2.5 – Expérience où l’un des faiscaux passe à travers des matériaux dichroïques de sorte
que le champ subit une transformation déterministe réversible (c’est-à-dire que la
matrice J est non singulière). Dans cette situation, les valeurs de |µW | et de µTSF
dépendent de J .
gré µW dépend de J car celui-ci peut faire varier l’état de polarisation du faisceau. D’autre part,
µTSF dépend lui aussi de J car la transformation J peut par exemple faire varier le degré de
polarisation du champ. Ainsi les deux degrés µW et µTSF ne sont pas, en général, invariants aux
transformations décrites Eq. (2.26) et ces degrés ne détectent pas que la relation déterministe
entre les deux champs. Pourtant si on modifie le montage comme cela est proposé Fig. 2.6, alors
on retrouve des franges d’interférence avec une visibilité égale à 1. De plus il est facile de montrer
que les degrés intrinsèques sont égaux à 1 dans ces deux expériences. Ainsi contrairement aux
degrés µW et µTSF , les degrés intrinsèques permettent, dans ces expériences, de décrire la ca-
pacité des champs à générer des franges d’interférence lorsque l’expérimentateur peut optimiser
les propriétés de polarisation de chacun des deux champs.
Considérons un cas particulier où les calculs sont faciles à mener pour mieux illustrer ce












où 1(t) et 2(t) sont deux variables aléatoires scalaires décorrélées 〈1(t)(2(t))∗〉 = 0. Soit In



























|µW | = 1
E(r, t)
α1
Figure 2.6 – Même expérience que Fig. 2.5, mais pour laquelle on a ajouté un nouveau composant
optique qui correspond à une matrice de Jones du type αJ−1.
le degré de polarisation est identique en (r1, t1) et (r2, t2) :
P = |I1 − I2|I1 + I2 , (2.44)
la matrice de cohérence s’écrit :






la matrice de cohérence normalisée s’écrit :






et les différents degrés de cohérence sont :
µW (r1, r2, t1, t2) = 0 µTSF (r1, r2, t1, t2) =
√
1 + P2/√2
µS(r1, r2, t1, t2) = 1 µI(r1, r2, t1, t2) = 1
. (2.47)
Ainsi, avec cet exemple, le degré µW ne détecte pas la capacité des deux champs à générer des
franges d’interférence car ce degré est sensible aux états de polarisation des champs et parce
qu’on a choisi un cas particulier pour lequel les états de polarisation sont orthogonaux. Le degré
µTSF détecte la corrélation entre les deux faisceaux, mais il dépend du degré de polarisation P
des champs. Seuls les degrés intrinsèques ne sont influencés ni par les états de polarisation des
champs, ni par leur degré de polarisation.
Cette exemple montre que la propriété d’invariance, qui est à la base de la définition des
degrés intrinsèques de cohérence proposés dans [74], permet de détecter la capacité des champs
à générer des franges d’interférences lorsque l’on peut modifier les propriétés des champs par
des matrices de Jones déterministes. Comme cela est expliqué dans le paragraphe suivant, ma
première participation sur cette thématique a consisté à préciser les propriétés des lumières
cohérentes au sens des degrés intrinsèques.
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2.3 Analyse de la cohérence au sens des degrés
intrinsèques
2.3.1 Lien avec la cohérence au sens de Glauber
Dans [74], il est montré que si le champ est la somme de deux champs qui vérifient chacun
la relation de factorisation de Glauber à l’ordre 1, que ces deux champs sont incohérents entre
eux et que les états de polarisation de ces deux champs sont différents, alors les deux degrés
intrinsèques de cohérence sont égaux à 1, mais le champ total ne vérifie pas la relation de
factorisation de Glauber. En effet comme on l’a vu précédemment, un champ cohérent au sens
de Glauber est forcément totalement polarisé. De plus dans [74], il est aussi montré que l’on
peut effectuer un filtrage polarimétrique pour retrouver un champ totalement polarisé avec un
degré standard de cohérence égal à µS (voir Fig. 2.4). Lorsque j’ai eu l’occasion de participer aux
travaux de recherche sur ce sujet, cette utilisation du filtrage polarimétrique m’a rappelé mes
travaux de thèse au cours desquels j’avais utilisé le filtrage polarimétrique pour séparer les ondes
sismiques [90].
Dans [77], ceci nous a donné l’idée d’utiliser ce filtrage polarimétrique pour retrouver un
champ cohérent au sens de Glauber lorsque le champ initial est la somme de deux champs
polarisés avec des états de polarisation non parallèles et que l’un de ces deux champs est cohérent
au sens de Glauber. Dans [77], cette analyse a été menée dans le domaine spectral. Dans ce cas,
la matrice de cohérence normalisée s’écrit :
Mν(r1, r2) = (W ν(r1, r1))−1/2W ν(r1, r2) (W ν(r2, r2))−1/2 , (2.48)
et les degrés intrinsèques notés µS,ν et µI,ν sont obtenus à partir de la décomposition en valeurs
singulière








et où U1,ν(r1, r2) et U2,ν(r1, r2) sont deux matrices unitaires.
Considérons un champ dans un domaine D, qui est la somme de deux champs incohérents
entre eux, chacun des deux champs étant totalement polarisé. De plus, on suppose que l’un des
deux champs vérifie la relation de factorisation de Glauber, qui s’écrit dans le domaine spatio-
fréquentiel, ∀(r1, r2) ∈ D2 :
W ν(r1, r2) = ψν(r1) (ψν(r2))
∗
, (2.51)
où ψν(ri) est un vecteur déterministe pour i = 1, 2. Dans [77], on a montré que si les états de
polarisation des deux champs sont non parallèles, alors d’une part le plus grand degré intrinsèque
de cohérence µS,ν(r1, r2) est égal à 1 pour tous les couples (r1, r2) ∈ D2 et d’autre part, même si
le deuxième champ est partiellement cohérent, il est néanmoins possible de retrouver un champ
totalement cohérent au sens de Glauber (c’est-à-dire qui vérifie la relation de factorisation de
Glauber) en sélectionnant par filtrage polarimétrique le champ totalement polarisé associé au
plus grand degré intrinsèque µS,ν(r1, r2).
Cette expérience particulière montre que la nature vectorielle du champ permet d’avoir des
situations riches où l’application d’un filtrage polarimétrique permet de retrouver un champ mo-
nomode parfaitement cohérent au sens de Glauber. Avec un champ scalaire (c’est-à-dire tota-
lement polarisé), on a un seul degré de cohérence et une transformation linéaire déterministe
des champs ne modifie pas ce degré, il n’est donc pas possible de retrouver un champ mono-
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mode dans le formalisme scalaire f. Cette expérience montre aussi l’intérêt d’avoir deux degrés
de cohérence, puisque cela permet de rendre compte de situations physiques particulières.
2.3.2 Lien avec la cohérence au sens de Wolf
L’un des points essentiels dans l’approche de Wolf est le lien avec la visibilité des franges
d’interférence. Comme expliqué dans l’article de Wolf [130], dans une expérience des fentes
d’Young, lorsque une lumière stationnaire est quasi-monochromatique, le module |µW | corres-
pond au maximum de visibilité des franges lorsque l’on modifie l’intensité de chacun des deux
champs qui interfèrent pour optimiser la visibilité des franges. Considérons le schéma présenté
Fig. 2.7, sur lequel on a ajouté deux matrices de Jones J1 et J2 (à gauche) qui symbolisent la
possibilité d’un expérimentateur de choisir deux composants optiques pour optimiser la visibilité
des franges d’interférence. Lorsque Wolf modifie uniquement l’intensité des deux champs qui in-
terfèrent, il ne considère que l’ensemble des matrices de Jones pour lesquelles Jn = αnId où α1
et α2 sont deux scalaires positifs déterministes. En termes de matériel optique, cela correspond















Figure 2.7 – Expérience des fentes d’Young sur laquelle on rajoute à gauche deux matrices de
Jones J1 et J2 pour pouvoir optimiser la visibilité des franges d’interférence issues
des champs J1E1 et J2E2 et visibles sur l’écran à droite.
Dans [74], il est montré que si on analyse le maximum du module de degré de cohérence stan-
dard entre les deux champs lorsque ceux-ci sont modifiés par des transformations unitaires, puis
totalement polarisées, alors le maximum obtenu est égal au plus grand des degrés intrinsèques
de cohérence µS . Dans [77], on a précisé ce résultat en soulignant que µS , correspond aussi à la
valeur maximum de |µW | quand chacun des deux champs est multiplié par une transformation
linéaire locale déterministe. Cette optimisation correspond sur le schéma présenté Fig. 2.7 au
cas où la maximisation de la visibilité des franges s’effectue sur l’ensemble des matrices de Jones
J1 et J2 déterministes. Ainsi, on retrouve sur ce schéma présenté Fig. 2.7 l’idée déjà présente
dans [74] (voir Fig. 2.4) où les auteurs associent les propriétés de cohérence à la capacité des
champs à générer des franges d’interférence lorsque les champs peuvent être modifiés par des
matrices de Jones.
Par la suite on a encore précisé l’analyse du cas cohérent en se focalisant sur les situations
physiques pour lesquelles µS = µI = 1. Dans [78], on a montré que µS = µI = 1 est la condition
f. Rappelons que l’on raisonne sur la cohérence spectrale, il n’est donc pas envisageable
d’appliquer un filtrage fréquentiel aux champs pour augmenter la cohérence.
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nécessaire et suffisante pour avoir un champ partiellement polarisé qui puisse vérifier |µW | = 1
après transformation déterministe des champs. Pour résumé, d’une part µS = 1 signifie que, après
transformation déterministe des champs, il est possible d’obtenir un champ totalement cohérent
(au sens où |µW | = 1) à condition de le filtrer pour qu’il soit totalement polarisée. D’autre part
µS = µI = 1 signifie que, après transformation déterministe des champs, il est possible d’obtenir
un champ partiellement polarisé et totalement cohérent (au sens où |µW | = 1). Ce résultat
montre que l’utilisation de deux paramètres µS et µI permet de différencier les deux situations
physiques différentes.
Une autre propriété importante que nous avons montré dans [78] est que la cohérence au
sens des degrés intrinsèques µS(r1, r2, t1, t2) = µI(r1, r2, t1, t2) = 1 correspond à restreindre
l’aléatoire entre les champs E(r1, t1) et E(r2, t2) dans le sens où, si
µS(r1, r2, t1, t2) = µI(r1, r2, t1, t2) = 1, (2.52)
alors il existe une matrice déterministe inversible J(r1, r2, t1, t2) telle que :
E(r2, t2) = J(r1, r2, t1, t2)E(r1, t1), (2.53)
où cette égalité est à considérer au sens des moindres carrés. Ainsi, connaître le champ en (r1, t1)
permet de connaître parfaitement le champ en (r2, t2) à une transformation linéaire près. Cette
propriété permet en particulier d’analyser les cas précédemment illustrés Fig. 2.5 et Fig. 2.6 sans
même avoir besoin de poser les calculs.
Avec le degré de cohérence de Wolf, la situation est différente. Si
|µW (r1, r2, t1, t2)| = 1, (2.54)
alors il existe un scalaire déterministe α(r1, r2, t1, t2) tel que
E(r2, t2) = α(r1, r2, t1, t2)E(r1, t1). (2.55)
La cohérence au sens de Wolf contraint non-seulement l’aléatoire entre les deux champs, mais
contraint aussi les états de polarisation des deux champs à être égaux ce qui n’est pas le cas de la
relation Eq. (2.53). Notons qu’une propriété similaire appelée “similarité statistique” a été défini
pour les champs scalaires dans [67] dans le domaine temporel, puis dans [48] dans le domaine
spectrale.
En 2007, deux nouvelles définitions du degré de cohérence [51, 55] ont été proposées et par la
suite plusieurs ouvrages ont été publiés sur l’analyse de la cohérence de la lumière partiellement
polarisée [131, 54]. Le degré de cohérence de Martinez-Herrero et Mejias que nous proposons
de noter µMHM,ν est défini dans comme le maximum du module du degré de cohérence µW,ν
quand chacun des deux champs est modifiable par un composant optique décrit par une matrice
unitaire [55] :
µMHM,ν(r1, r2) = max
V 1,V 2
∣∣∣tr(V 1W ν(r1, r2)V †2)∣∣∣√
tr (W ν(r1, r1)) tr (W ν(r2, r2))
, (2.56)
où V 1 et V 2 appartiennent à l’ensemble des matrices unitaires. Dans [55], les auteurs montrent
que cette optimisation mène à :
µMHM,ν(r1, r2) =
(σ1(r1, r2) + σ2(r1, r2))√
tr (W ν(r1, r1)) tr (W ν(r2, r2))
, (2.57)
où σ1(r1, r2) et σ2(r1, r2) sont les valeurs singulières de W ν(r1, r2).
Pour conclure l’analyse du cas particulier de la lumière totalement cohérente, je reprends une
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µS,ν = µI,ν = 1




Figure 2.8 – Analyse effectuée dans [54] sur la relation entre les différentes propriétés de lumières
cohérentes.
quement une relation entre les contraintes que l’on peut imposer aux lumières dites “cohérentes”.
Sur ce graphique, il y a quatre niveaux de contraintes :
— l’ensemble {T} correspond à celui pour lequel ∀(r1, r2) ∈ D2, µTSF,ν(r1, r2) = 1. Ceci im-
plique que la matrice de cohérence spectrale est factorisable sous la forme :W ν(r1, r2) =
ψ(r1) (ψ(r2))†, où ψ est un vecteur déterministe. Dans cette situation, la lumière est mo-
nomode (et donc totalement polarisée). Cette ensemble est le plus petit des 4.
— l’ensemble {V } correspond à l’ensemble des lumières qui atteignent une visibilité des
franges d’interférence égale à 1 lorsque chacun des champs peut être modifié par une
transformation unitaires (c’est-à-dire quand ∀(r1, r2) ∈ D2, µMHM,ν(r1, r2) = 1). Ces
champs s’écrivent sous la forme ∀r ∈ D, E(r) = f(r)U(r)E0, où E0 est un vecteur
aléatoire, f(r) une fonction scalaire déterministe et U(r) une matrice unitaire. Ainsi,
contrairement à l’ensemble {T}, il n’est pas nécessaire que la lumière soit totalement
polarisée.
— l’ensemble {R} est l’ensemble des champs introduits dans [71] et dénommés les champs
cohérents au sens des moindres carrés. Ils correspondent aux champs pour lesquels les
degrés intrinsèques sont égaux à 1 dans tout l’espace (∀(r1, r2) ∈ D2, µS,ν(r1, r2) =
µI,ν(r1, r2) = 1). Ces lumières correspondent à la somme de deux champs cohérents au
sens de Glauber : ∀r, E(r) = 1ψ1(r) + 2ψ2(r) où 〈1(2)∗〉 = 0, et ψ1(r) et ψ2(r) sont
des vecteurs déterministes non parallèles.
— l’ensemble {R∗} est un cas intermédiaire entre {V } et {R}. Dans ce cas, le champ s’écrit
sous la forme ∀r ∈ D, E(r) = D(r)U(r)E0 où D(r) est une matrice diagonale. Cette
formulation est donc moins contrainte que celle de {V }. Par contre, cela correspond aussi
au cas où E(r) = 1ψ1(r) + 2ψ2(r), mais par rapport à {R}, on rajoute la contrainte que
les vecteurs ψ1(r) et ψ2(r) sont orthogonaux.
Cette étude montre que l’analyse du cas cohérent de la lumière partiellement polarisée est très
riche si bien que chacune des définitions présentées est intéressante pour décrire des propriétés
particulières de la lumière. Dans la suite de ce chapitre, on s’intéresse aux lumières partiellement
polarisées et partiellement cohérentes.
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2.4 Analyse des lumières partiellement polarisées
et partiellement cohérentes
2.4.1 Introduction
Une des particularités des degrés intrinsèques de cohérence est que contrairement aux autres
degrés qui sont scalaires (comme par exemple µW ou µTSF ), ils nous amènent à définir un
couple de degré de cohérence (µS et µI). Dans [69] Réfrégier a montré que la caractérisation
des propriétés de symétrie d’une lumière partiellement polarisée analysée en un couple de points
et pour laquelle les champs sont multipliés par des matrices de Jones inversibles nécessite 2
grandeurs scalaires et que les deux degrés intrinsèques de cohérence permettent de décrire ces
symétries. Ainsi, il est démontré dans [69], qu’il existe 4 types de situations physiques ayant des
propriétés de symétries différentes :
— µS = µI = 0, qui correspond à la symétrie la plus importante,
— µS > µI = 0,
— µS = µI > 0,
— µS > µI > 0, qui correspond à la symétrie la moins importante.
Dans la suite de ce chapitre, on montre qu’en fonction du type de lumière analysée :
— les lumières pour lesquelles µS > µI ,
— ou celles pour lesquelles µS = µI .
on peut observer des propriétés différentes lors d’expériences optiques spécifiques. Avec ces
études, on cherche à induire une meilleure compréhension des propriétés de cohérence pour
la lumière partiellement polarisée.
2.4.2 Analyse de la cohérence fondée sur l’expérience d’une
détection homodyne
Dans [79], nous nous sommes intéressés à la détection homodyne décrite sur le schéma pré-
senté Fig. 2.9. Cette expérience correspond à une situation où pour des raisons expérimentales
particulières, on ne souhaite pas modifier l’un des deux faisceaux. Ce peut être par exemple parce
que ce faisceau est déjà de très faible intensité car il s’est propagé sur une très grande distance
ou parce qu’il contient une information que l’on ne souhaite pas modifier.
Précédemment, on a rappelé que µS est la valeur maximum de |µW | lorsque les champs sont
modifiés par des matrices de Jones déterministes. La détection homodyne correspond au cas où
l’optimisation de la visibilité des franges d’interférence s’effectue en agissant sur l’intensité et la
polarisation d’un seul des deux champs (par exemple le premier). Cette optimisation correspond
sur le schéma présenté Fig. 2.7 au cas où la maximisation de la visibilité des franges s’effectue
sur l’ensemble pour lequel J2 = Id alors que la matrice de Jones J1 appartient à l’ensemble
des matices déterministes. Dans ce contexte, on a montré dans [79] que si µS = µI alors après
optimisation de |µW |, les propriétés de polarisation du champ J1E(r1, t) sont identiques à celles
deE(r2, t). Par contre, si µS > µI , en général, les propriétés de polarisation du champ J1E(r1, t)
ne sont pas identiques à celles de E(r2, t). En particulier si E(r2, t) est totalement dépolarisé
(c’est-à-dire son degré de polarisation P2 = 0), alors le degré de polarisation P ′1 du champ





Ce qui est remarquable dans cette expression, c’est que le degré de polarisation obtenu dépend
des degrés intrinsèques de cohérence et que P ′1 = 0 si et seulement si µS = µI .
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franges d’interférences 










Figure 2.9 – Montage optique d’une détection homodyne.
Lors de cette expérience, en effectuant l’optimisation des franges d’interférence en considérant
qu’on ne peut modifier qu’un seul des deux faisceaux, on introduit une rupture de la symétrie du
problème d’optimisation qui a pour conséquence un mélange entre les propriétés de polarisation
et les propriétés de cohérence. Cette expérience met aussi en évidence une différence de com-
portement entre le cas µS = µI et µS 6= µI . Dans la suite de ce chapitre, on va analyser d’autres
exemples où cette propriété de cohérence (µS > µI ) caractérise des propriétés particulières de
la lumière partiellement polarisée.
2.4.3 Lien avec les paramètres de Stokes généralisés
Dans le chapitre 1, on a rappelé que les paramètres de Stokes, qui correspond à une com-
binaison des coefficients de la matrice de polarisation, permettent de décrire les propriétés de
polarisation. En 2005 dans [47], Korotkova et Wolf proposent de définir les paramètres de Stokes
généralisés, qui cette fois correspondent à une combinaison de la matrice de cohérence :
S0(r1, r2) = Wxx(r1, r2) +Wyy(r1, r2)
S1(r1, r2) = Wxx(r1, r2)−Wyy(r1, r2)
S2(r1, r2) = Wxy(r1, r2) +Wyx(r1, r2)
S3(r1, r2) = i(Wyx(r1, r2)−Wxy(r1, r2))
, (2.59)
où (Wuv(r1, r2))(u,v)∈{x, y}2 sont les éléments de la matrice spectrale de cohérence W ν(r1, r2)
définie Eq. (2.21). Le degré spectral de cohérence de Wolf peut alors s’écrire :
µW,ν(r1, r2) =
S0(r1, r2)√S0(r1, r1)S0(r2, r2) , (2.60)
où l’on peut noter que S0(ri, ri) est égal au paramètre de Stokes standard précédemment défini
en temps Eq. (1.21).
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Dans [103], l’équipe Finlandaise montre que dans une expérience des fentes d’Young comme










Figure 2.10 – Expérience des fentes d’Young. Les deux faisceaux incidents quasi-
monochromatiques sont en r1 et r2 et la position sur l’écran est localisée
par la coordonnée en x.
pour n = 0, 1, 2, 3 :










ce qui rappelle la modulation de l’intensité précédemment décrite Eq. (2.4), mais où cette fois,
S
(m)
n (x) représente le paramètre de Stokes du champ sur l’écran si seule la fente m localisée en
rm avait été ouverte et où :
ηn(r1, r2) =
Sn(r1, r2)√S0(r1, r1)S0(r2, r2) (2.62)
correspond à une version normalisée du nème paramètre de Stokes généralisé.
Ainsi, comme cela est expliqué dans [103], le degré standard de cohérence µ (défini Eq. (2.2))
décrit la visibilité des franges associées à l’intensité du champ, alors que |ηn(r1, r2)| décrit le
contraste associé à la modulation du nème paramètre de Stokes standard. De plus, observant que







les auteurs montrent ainsi que µTSF,ν(r1, r2) prend en compte l’ensemble des contrastes.
Dans [112], on a montré en collaboration avec Tervo et Setälä le lien entre les paramètres
de Stokes généralisés et les schéma de mesures expérimentales des corrélations. Ce résultat est
fondé sur une généralisation du calcul précédemment décrit Eq. (1.29) :
S0(r1, r2) = Wxx(r1, r2) +Wyy(r1, r2)
S1(r1, r2) = Wxx(r1, r2)−Wyy(r1, r2)
S2(r1, r2) = Wαα(r1, r2)−Wββ(r1, r2)
S3(r1, r2) = Wrr(r1, r2)−Wll(r1, r2)
, (2.64)
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qui permet de relier les paramètres de Stokes généralisés à la mesure des éléments de corrélation
lorsque les champs sont polarisés dans les directions de polarisation linéaire horizontale (x),
linéaire verticale (y), linéaire pi/4 (α), linéaire −pi/4 (β), circulaire gauche (l) et circulaire droit
(r).
De plus, dans [112] on a aussi discuté des différences entre les paramètres de Stokes stan-
dards et les paramètres de Stokes généralisés. Par la suite, dans [110] on a précisé cette analyse
et on a montré que le nombre de paramètres de Stokes généralisés non nuls, et par conséquent
le nombre de contrastes (|ηn(r1, r2)|)n=0..3 non nuls, pouvait être réduit à 2 par l’application
de transformations déterministes unitaires et à 1 lorsque les valeurs singulières de la matrice Ω
sont identiques. En effet la décomposition en valeurs singulières de Ω peut s’interpéter comme
un changement de base à l’issu duquel la nouvelle matrice de cohérence est diagonale et ses
éléments sont les valeurs singulières. Cette transformation permet ainsi d’annuler S2(r1, r2)
et S3(r1, r2) qui ne dépendent que des termes anti-diagonaux de Ω (voir Eq. (2.59)). De plus
lorsque les deux valeurs singulières sont égales, alors S1(r1, r2) s’annule lui aussi.
Pour faire le lien avec les degrés intrinsèques, il suffit de considérer que les deux faisceaux
sont totalement dépolarisés (P1 = P2 = 0). Dans ce cas, les valeurs singulières de Ω sont pro-
portionnelles aux degrés intrinsèques de cohérence. Cette analyse montre que pour une lumière
totalement dépolarisée le nombre de contrastes (|ηn(r1, r2)|)n=0..3 non nuls peut être réduit à 1
par des transformations unitaires déterministes si les degrés intrinsèques µS et µI sont égaux,
alors que le nombre de contrastes ne peut être réduit qu’à 2 si µS > µI . Ainsi à travers l’ex-
périence de la mesure des contrastes des paramètres de Stokes se manifeste à nouveau une
différence entre les lumières pour lesquelles µS = µI et celles pour lesquelles µS > µI .
2.4.4 Manifestation d’une anisotropie de cohérence pour une
lumière totalement dépolarisée
Par la suite, nous avons continué la collaboration avec Tervo pour montrer dans [83] que si
une lumière totalement dépolarisée vérifie la propriété µS > µI , alors on peut observer la mani-
festation d’une anisotropie de cohérence. Pour introduire ce résultat, il est utile de commencer
par analyser l’anisotropie lié à la polarisation qui apparaît lorsque le degré de polarisation est
non nul. Dans l’expérience décrite Fig. 2.11, il est possible de conserver l’orientation définie par
l’état de polarisation où le champ est d’énergie maximum si et seulement si le degré de polarisa-
tion est non nul. En effet, soit une lumière dont les propriétés de polarisation sont décrites par
une matrice Γ connue. La matrice Γ est hermitienne avec des valeurs propres positives ou nulles.
Elle peut donc s’écrire :








avec λ1 ≥ λ2 et N une matrice unitaire. Si la lumière est partiellement polarisée alors λ1 > λ2
et le premier vecteur colonne définit l’orientation de référence. Lorsque le champ est modifié par
une matrice U inconnue, le champ transformé s’écrit A(t) = UE(t). L’analyseur de polarisation
peut mesurer ΓA, et on peut calculer sa décomposition en valeurs propres :
ΓA = WDW †, (2.67)
où W est une matrice unitaire qui n’est pas obtenue à partir de la connaissance de U , mais sim-
plement à partir de la décomposition en valeurs propres de ΓA. Ainsi il suffit à l’expérimentateur
d’appliquer la transformation V = NW † pour retrouver à la sortie du montage un champ dont
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E(t) A(t) = UE(t) V A(t)
Γ ΓA = UΓU
† ΓV A = V ΓAV † = Γ
Figure 2.11 – Illustration d’une anisotropie de polarisation caractérisée par la capacité à aligner
un champ suivant une orientation de référence absolue définie par l’état de po-
larisation où le champ est d’énergie maximum. Le champ peut être modifié par
une transformation unitaire U inconnue, cette transformation peut être compen-
sée par l’application d’une autre matrice V de manière à retrouver le même état
de polarisation que celui du champ initial.
la matrice de polarisation s’écrit :
ΓV A = NDN † = Γ, (2.68)
et ainsi retrouver la polarisation de départ.
Au contraire, si la lumière est totalement dépolarisée (i.e. Γ = αId), il n’est pas possible de
définir d’orientation de référence à partir de Γ puisque le sous espace associé à la valeur propre
est de dimension 2. D’ailleurs, dans ce cas, il n’est même pas possible de détecter la modification
de l’orientation de départ puisque Γ = ΓA.
La possibilité d’aligner le champ suivant une direction de référence lorsque la lumière est
partiellement polarisée est bien connue [8], mais son rappel permet d’introduire l’anisotropie
de cohérence que nous avons démontrée dans [83]. Considérons une lumière totalement dé-
polarisée qui n’a, a priori, pas d’orientation privilégiée. Dans l’expérience décrite Fig. 2.12, les
propriétés de cohérence temporelle sont décrites par la matrice Ω(τ) connue. Les degrés intrin-
sèques de cohérence sont définis à partir de la décomposition en valeurs singulières de la matrice







g où la matrice de cohérence normalisée est définie Eq. (2.29). Dans le cas d’un champ totalement

















 Jones unitaire U
 inconnue 
Ajustement avec
 une matrice 
de Jones V 
Ω(τ) ΩA(τ) = UΩ(τ)U
† ΩV A(τ) = V ΩA(τ)V †
= Ω(τ)
Figure 2.12 – Illustration d’une anisotropie de cohérence caractérisée par la capacité à aligner
un champ suivant une orientation de référence liée aux propriétés de polarisation
et de cohérence du champ. Le champ peut être modifié par une transformation
unitaire U inconnue, cette transformation peut être compensée par l’application
d’une autre matrice V de manière à retrouver la même matrice de cohérence et
ainsi la même orientation de référence.
Montrons que N1(τ), qui est une matrice unitaire, peut être utilisée pour aligner le champ sui-
vant une orientation de référence. Dans [83], on a choisi de s’intéresser à la matrice Ω(τ)Ω†(τ)






Si le champ est modifié par une matriceU inconnue de sorte que le champ transformé s’écrit :A(t) =
UE(t), alors lorsque l’analyseur de cohérence mesure ΩA(τ) et on peut effectuer la décomposi-





où W (τ) est une matrice unitaire. Il suffit à l’expérimentateur d’appliquer la transformation
V = N1(τ) (W (τ))† pour retrouver à la sortie du montage :
ΩV A(τ)Ω†V A(τ) =
I2
4 N1(τ)D
2(τ)N †1(τ) = Ω(τ)Ω†(τ). (2.74)
Ainsi il est possible d’avoir comme orientation de référence l’état de polarisation associé au pre-
mier vecteur colonne de N1(τ) si et seulement si µS(τ) > µI(τ).
Pour interpréter le résultat de cette expérience, reprenons la comparaison avec l’analyse d’une
lumière partiellement polarisée. Si le degré de polarisation, défini par la différence normalisée
des valeurs propres de la matrice Γ :
P = λ1 − λ2
λ1 + λ2
, (2.75)
n’est pas égal à zéro, alors il existe une anisotropie de polarisation qui permet d’aligner le champ
suivant une orientation de référence. Si on cherche une formulation similaire pour l’expérience
proposée, on obtient : si le paramètre défini par la différence normalisée des valeurs propres de
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n’est pas égal à zéro, alors il existe une anisotropie de cohérence qui permet d’aligner le champ
suivant une orientation de référence. On peut donc interpèter Q(τ) comme un degré d’anisotro-
pie de cohérence.
Soulignons que dans l’expérience analysée, la détermination d’une orientation de référence
peut être effectuée à partir de Ω(τ)Ω†(τ) ou de M(τ)M †(τ) car les matrices Ω(τ)Ω†(τ) et
M(τ)M †(τ) ont les mêmes vecteurs singuliers puisque la lumière est totalement dépolarisée.
De plus, au lieu de travailler à partir de Ω(τ)Ω†(τ), on aurait pu mener le même raisonnement
en fondant notre analyse sur la matrice Ω†(τ)Ω(τ). Avec cette matrice, la seule différence est
que l’orientation est dans ce cas décrite par le premier vecteur colonne de N2(τ) et non de
N1(τ). Enfin notons que la valeur du paramètre Q(τ) défini Eq. (2.76) est identique que l’on
fonde l’analyse sur Ω(τ)Ω†(τ), Ω†(τ)Ω(τ), M(τ)M †(τ) ou M †(τ)M(τ).
En perpective à ce travail, il serait intéressant de poursuivre ces travaux en considérant
d’autres expériences d’optique fondées sur l’analyse de cette anisotropie de cohérence afin de
mieux comprendre les propriétés physiques décrites par les matrices Ω(τ)Ω†(τ), Ω†(τ)Ω(τ),
M(τ)M †(τ) et M †(τ)M(τ).
2.4.5 Isotropie de cohérence
Plus récemment [81], dans la lignée des travaux réalisés sur les propriétés d’irréversibilité [70,
76], nous nous sommes intéressés, dans le cadre de la thèse de Valentine Wasik, non pas à une
propriété d’anisotropie de cohérence, mais cette fois à une propriété d’invariance des propriétés
de cohérence lors de transformations de Jones aléatoires. Cette nouvelle expérience permet ainsi
d’analyser les propriétés physiques sous un angle différent du précédent. Considérons l’expé-














Figure 2.13 – Expérience des fentes d’Young pour laquelle on précède l’analyse des franges d’in-
terférence par une transformation éventuellement aléatoire du champ décrit par
une matrice de Jones J .
de cohérence µW , qui est relié à la visibilité et à la position des franges d’interférence [31], reste
invariant lorsque les deux champs qui interfèrent subissent la même transformation aléatoire.
En d’autres termes, on considère une transformation du type :
A(r1, t1) = JE(r1, t1) et A(r2, t2) = JE(r2, t2), (2.77)
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où J est une matrice aléatoire décorrélée de E(r, t).
Rappelons que si le champ est totalement polarisé et que la matrice de Jones Eq. (2.77) peut
être remplacée par un scalaire α, alors on peut conserver le formalisme scalaire et la situation
est relativement simple car quel que soit le champ E(r, t), le degré de cohérence standard du
champ modifié de sorte que A(r, t) = αE(r, t) et défini par
µA(r1, r2, t1, t2) =
〈A(r1, t1)A∗(r2, t2)〉√〈|A(r1, t1)|2〉〈|A(r2, t2)|2〉 , (2.78)
vérifie
µA(r1, r2, t1, t2) =
〈|α|2〉√〈|α|2〉〈|α|2〉 〈E(r1, t1)E∗(r2, t2)〉√〈|E(r1, t1)|2〉〈|E(r2, t2)|2〉 = µE(r1, r2, t1, t2). (2.79)
Ce rapide calcul rappelle que dans l’expérience présentée Fig. 2.13, si le champ est totalement po-
larisé et que J = α est scalaire, alors la visibilité et la position des franges d’interférence ne sont
pas modifiées même si le milieu décrit par le scalaire α est aléatoire. Il est intéressant d’analyser
comment évolue cette propriété pour la lumière partiellement polarisée. On a montré dans [81]
que dans le cas où le champ E(r, t) est partiellement polarisée, le degré µW (r1, r2, t1, t2) (qui
décrit la position et la visibilité des franges d’interférences) reste inchangé par l’application d’une
matrice aléatoire J si et seulement si
Γ(ri, ti) = g(ri, ti)Γ pour i ∈ {1, 2}
et




Remarquons que pour une lumière quelconque, il est simple, au moins théoriquement, de forcer
la propriété décrite par la première relation. Par exemple, il suffit d’appliquer localement au
champ la transformation linéaire déterministe
E′(r, t) = (Γ(r, t))−1/2E(r, t), (2.81)
pour que la matrice de polarisation du champ transformée vérifie ΓE′(r, t) = Id.
Par contre, la deuxième relation est plus contraignante car elle porte sur les propriétés de co-
hérence entre les couples de points. Pour être invariante aux transformations aléatoires comme
décrit par Eq. (2.77), la matrice de cohérence normalisée (définie Eq. (2.29)) doit pouvoir s’écrire
M(r1, r2, t1, t2) = µW (r1, r2, t1, t2)Id, (2.82)
Cette égalité correspond à une propriété de symétrie particulière pour laquelle on a :
M(r1, r2, t1, t2) = VM(r1, r2, t1, t2)V †, (2.83)
pour toute matrice unitaire V . De plus, cette propriété s’interprète facilement avec les degrés
intrinsèques. En effet, la relation Eq. (2.82) implique que
µS(r1, r2, t1, t2) = µI(r1, r2, t1, t2) = |µW (r1, r2, t1, t2)|. (2.84)
Ainsi, dans le précédent paragraphe, on a observé que la propriété
µS(r1, r2, t1, t2) > µI(r1, r2, t1, t2) (2.85)
permet d’aligner le champ suivant une orientation de référence, le cas considéré ici décrit une
situation différente où les propriétés de cohérence restent invariantes aux transformations du
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champ par une matrice de Jones aléatoire. Nous voyons ainsi que les situations physiques pour
lesquelles µS(r1, r2, t1, t2) = µI(r1, r2, t1, t2), qui possèdent un groupe de symétrie plus grand
que quand µS(r1, r2, t1, t2) > µI(r1, r2, t1, t2) > 0 [69], possèdent également des propriétés
physiques remarquables expérimentalement. Dans le paragraphe suivant, on revient sur la diffé-
rence de comportements µS > µI et µS = µI en se focalisant sur le cas particulier de champs à
deux composantes.
2.5 Analyse du cas particulier des champs à deux
composantes
2.5.1 Définition d’un champ à deux composantes
Dans ce paragraphe, on s’intéresse aux propriétés des champs à deux composantes. En s’ap-
puyant sur nos précédentes publications [95, 81], on peut montrer qu’il y a équivalence entre
avoir une lumière “deux composantes” au sens où :
∀(r, t) ∈ D, le champ se décompose comme la somme de deux composantes totalement polari-
sées
E(r, t) = j1(r, t)E1(r, t) + j2(r, t)E2(r, t), (2.86)
où les vecteurs déterministes j1(r, t) et j2(r, t) ne sont pas parallèles et les deux champs scalaires
E1(r, t) et E2(r, t) sont incohérents dans le sens où ∀(ri, rj , ti, tj) ∈ D2
〈E1(ri, ti) (E2(rj , tj))∗〉 = 0, (2.87)
et une lumière qui vérifie la propriété suivante :
∀(ri, rj , ti, tj) ∈ D2 la matrice de cohérence normalisée peut s’écrire
M(ri, rj , ti, tj) = V i(ri, ti)
(
µ1(ri, rj , ti, tj) 0
0 µ2(ri, rj , ti, tj)
)
(V j(rj , tj))† , (2.88)
où ∀i la matrice V i(ri, ti) est une matrice unitaire qui ne dépend que de (ri, ti), contraire-
ment aux matrices U i(ri, rj , ti, tj) définies Eq. (2.31) qui dépendent de (ri, rj , ti, tj). En d’autres
termes, les matrices unitaires V i(ri, ti) sont définies “localement”.
Pour ces lumières “deux composantes”, la transformation locale suivante, ∀(ri, ti) ∈ D
E(ri, ti) = T (ri, ti)E(ri, ti), (2.89)
où T (ri, ti) = V i(ri, ti)† (Γ(ri, ti))−1/2, permet de se ramener au cas où :
ΩE(ri, rj , ti, tj) = ME(ri, rj , ti, tj) =
(
µ1(ri, rj , ti, tj) 0
0 µ2(ri, rj , ti, tj)
)
, (2.90)
où ∀n ∈ {1, 2}, le scalaire µn(ri, rj , ti, tj) est égal au degré de cohérence complexe défini
Eq. (2.2) entre En(ri, ti) et En(rj , tj).
Dans les deux paragraphes suivants, on va montrer que ces champs à deux composantes ont
des propriétés de cohérence particulières.
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2.5.2 Invariance des propriétés de cohérence dans un
domaine
Précédemment, dans l’expérience décrite Fig. 2.13, on a analysé une invariance des propriétés
de cohérence quand le champ est modifié par une transformation linéaire aléatoire et quand
le champ est analysé pour un couple de faisceaux. L’une des raisons pour laquelle nous avons
analysé les champs à deux composantes est que ces lumières permettent de généraliser l’analyse
d’invariance des propriétés de cohérence à l’étude du champ dans un domaine. Dans [81], on
a montré que la propriété d’invariance de µW par l’application de transformations aléatoires
comme décrit par Eq. (2.77) peut être obtenue dans tout un domaine (r, t) ∈ D après application
d’une transformation locale du type E(r, t) = T (r, t)E(r, t), si et seulement si le champ a “deux
composantes” au sens où, ∀(ri, rj , ti, tj) ∈ D2 :
M(ri, rj , ti, tj) = V i(ri, ti)
(
µ1(ri, rj , ti, tj) 0
0 µ2(ri, rj , ti, tj)
)
(V j(rj , tj))† , (2.91)
et de plus les propriétés de cohérence de ces deux composantes sont identiques :
∀(ri, rj , ti, tj) ∈ D2
µ1(ri, rj , ti, tj) = µ2(ri, rj , ti, tj). (2.92)
Considérons l’exemple du montage optique présenté Fig. 2.14 et permettant de générer un
champ “deux composantes”. Chacun des lasers génère un champ stationnaire partiellement co-
hérent et totalement polarisé. Les deux champs ainsi générés sont supposés incohérents entre
eux. Ceux-ci passent dans un élargisseur de faisceau. Le passage dans les modulateurs spatiaux
de lumière modifie l’état de polarisation du champ en chaque point du plan. Finalement le miroir











Figure 2.14 – Génération d’un champ à “deux composantes”. Chaque laser produit un champ po-
larisé et partiellement cohérent. Le champ total est la somme de deux composantes
totalement polarisées avec des états de polarisation non parallèles et incohérentes
entre elles.
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Ainsi, ∀(ri, rj) ∈ D2, dans le plan à la sortie du montage et ∀(ti, tj), on a :
M(ri, rj , ti, tj) = V i(ri, ti)
(
µ1(ri, rj , ti, tj) 0
0 µ2(ri, rj , ti, tj)
)
(V j(rj , tj))† , (2.93)
où les propriétés de cohérence sont liées aux caractéristiques des deux lasers. Si de plus les
propriétés de cohérence des lasers sont égaux, et que les temps de propagation entre chacun des
lasers et le plan D sont identiques, alors :
∀(ri, rj , ti, tj) ∈ D2
µ1(ri, rj , ti, tj) = µ2(ri, rj , ti, tj). (2.94)
Dans ce cas, il est possible d’ajouter à la sortie du montage au plan D (voir Fig. 2.14) une lame
biréfringente que l’on fait tourner au cours du temps de manière à appliquer une transformation
aléatoire identique à toutes les coordonnées spatiale du plan D. Le degré de cohérence µW entre
deux couples (r1, t1) et (r2, t2) ne sera pas modifié par l’application de la lame biréfringente.
Par contre, si on considère un champ qui est généré par la somme de trois composantes comme
cela est décrit sur le schéma présenté Fig. 2.15, dans cette situation, les propriétés de cohérence
décrites par degré µW ne sont pas invariantes à toutes les transformations décrite Eq. (2.77),




Figure 2.15 – Génération d’un champ à “trois composantes”. Le champ total est la somme de
trois composantes totalement polarisées et incohérentes entre elles.
L’expérience analysée ici est très particulière. Elle montre néanmoins que les propriétés d’inva-
riance sont elles aussi reliées aux propriétés de cohérence puisqu’elle nécessitent ici que µS = µI .
Plus généralement, l’analyse des propriétés de cohérence des lumières qui vérifient
M(ri, rj , ti, tj) = µ(ri, rj , ti, tj)Id (2.95)
est actuellement en cours.
2.5.3 Estimation des états de polarisation et filtrage
polarimétrique dans le cas anisotrope
Dans le paragraphe précédent, on a insisté sur une propriété particulière des champs à deux
composantes dans le cas particulier où µ1(r1, r2, t1, t2) = µ2(r1, r2, t1, t2) (ce qui implique que
µS(r1, r2, t1, t2) = µIr1, r2, t1, t2)). Nous avons étudié un cas différent dans [95]. En effet, si
µS(r1, r2, t1, t2) > µI(r1, r2, t1, t2), alors on a montré dans [95] qu’il est possible d’identifier
l’ellipticité et l’orientation de chacune des deux composantes, ce qui permet de les séparer, sans
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information a priori sur leur état de polarisation et surtout sans avoir besoin que ceux-ci soient
orthogonaux. Cela est illustré par le schéma présenté Fig. 2.16. D’un point de vue “traitement du
E(r, t) =j1(r, t)E1(r, t)+j2(r, t)E2(r, t)
E(r, t) = E1(r, t)
E2(r, t)
E(r, t) = E1(r, t)
E2(r, t)







Figure 2.16 – Si µS > µI , alors l’optimisation des degrés intrinsèques de cohérence dans le cas de
champs “deux composantes” permet d’estimer la matrice de Jones J(r) qui permet
de séparer les deux champs polarisés à l’aide d’un séparateur de polarisation [41].
signal”, soulignons que dans [6], une approche similaire, c’est-à-dire reposant sur une analyse
en composante principale des moments d’ordre 2, a été proposée dans un cadre différent.
L’un des points intéressants est que cette technique de séparation fondée sur la maximisation
des propriétés de cohérence entre un couple de champs analysés en deux points r1 et r2 est une
expérience simple directement reliée à la capacité des champs à interférer. Cette technique de
séparation a d’ailleurs été appliquée sur des données réelles géophysiques pour la séparation des
ondes de Loves et des ondes de Rayleigh en collaboration notamment avec Philippe Roux du LGIT
de Grenoble [96, 97]. Dans cette analyse, les données acquises à proximité de la faille sismique
de San Andréas contiennent un nombre très important de signaux qui sont dus à des micro-
séismes qui donnent l’aspect d’un bruit continu. Comme ces micro-séismes se propagent dans
toutes les directions de manière irrégulière mais quasi-continue, le calcul des inter-corrélations
entre deux capteurs sur plusieurs heures de données (voir plusieurs jours) permet d’estimer la
fonction de Green entre les deux capteurs considérés.
Comme l’orthogonalité entre les états de polarisation des composantes n’est pas nécessaire
avec la technique de séparation fondée sur les degrés intrinsèques de cohérence, dans l’analyse
menée [96], on a pu vérifier a posteriori sur les données réelles que les ondes de Love et ondes




Dans ce chapitre, nous avons essayé de montrer la richesse de l’analyse des propriétés de
cohérence de la lumière partiellement polarisée. Bien que le nombre d’équipes internationales
s’intéressant à ce sujet depuis une dizaine d’années soit non négligeable, le sentiment demeure
que, si l’analyse mathématique des propriétés au second ordre est simple, notre compréhension
des phénomènes physiques reste encore superficielle. Notre réflexion a été fondé sur plusieurs
expériences de pensée (c’est-à-dire sans mesures expérimentales). Néanmoins, la richesse des
situations physiques que recouvrent les propriétés de cohérence des lumières partiellement po-
larisées offre encore de nombreuses perspectives d’études et un défi majeur car de nombreuses
expériences ne prennent pas encore en compte à la fois le caractère partiellement polarisé et
partiellement cohérent de la lumière, ou plus généralement du champ électro-magnétique.
Pour progresser sur ce sujet, nous allons donc continuer à considérer différentes expériences.
En particulier, l’expérience de Hanbury Brown and Twiss (HBT) [37] est une piste intéressante
qui nous donnerait l’occasion de travailler sur des moments statistiques d’ordre supérieur à deux.
Cela pourrait aussi être intéressant pour caractériser des lumières non gaussiennes. Par ailleurs,
la généralisation de l’analyse des propriétés de cohérence au cas des champs non-transverses,
c’est-à-dire où il est nécessaire de tenir compte des trois dimensions du champ électrique, est une
autre perspective motivante car elle offre un degré de liberté supplémentaire qui devrait encore
enrichir ce sujet [84]. Enfin, le développement de collaborations avec des équipes effectuant des
expériences optiques est aussi une perspective très motivante qui permettrait d’enrichir notre
analyse des situations physiques.
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3 Estimation de paramètres de




Le contexte des études décrites dans ce chapitre est l’estimation de la biomasse pour l’étude du
cycle du carbone. Alors que la quantité deCO2 émise sur la planète est relativement bien estimée,
les scientifiques ont encore beaucoup de difficultés à comprendre où ce CO2 est stocké [49]. En
particulier on ignore la proportion de CO2 qui est incorporée dans la biomasse des forêts car
on ne dispose pas de mesure de cette biomasse à l’échelle planétaire. Le point le plus crucial est
l’analyse des forêts tropicales qui sont les principales réserves mondiales de biomasse, mais qui
sont aussi les forêts les plus difficiles à étudier.
Pour pallier cette méconnaissance, il est prévu d’envoyer un satellite dédié à l’estimation de la
biomasse aux alentours de 2020 [49]. Ce satellite sera équipé d’un système SAR polarimétrique
(PolSAR) en bande P. Cette bande de fréquence correspond à la plus grande des longueurs d’onde
disponible (environ 60 cm) du fait de la taille des satellites (avoir une grande longueur d’onde
nécessite d’avoir une grande antenne) ainsi que de l’allocation des plages de fréquences pour
les systèmes de télécommunications et de défense. L’intérêt d’avoir une grande longueur d’onde
pour l’estimation de la biomasse est d’augmenter la pénétration des ondes dans la végétation et
d’être plus sensible aux branches qu’aux feuilles des arbres.
Les études qui proposent d’estimer la biomasse à partir de mesures d’intensité avec un système
PolSAR datent d’une vingtaine d’années [114]. Les résultats sont intéressants mais ces techniques
présentent plusieurs limitations. D’une part, l’intensité rétro-diffusée n’est pas uniquement reliée
à la quantité de biomasse, elle est aussi fortement dépendante de l’angle d’incidence ainsi que de
la pente topographique. D’autre part, une autre difficulté est l’effet de saturation de l’intensité
rétro-diffusé lorsque la végétation est très dense ou que les arbres sont très grands. Par exemple,
dans les forêts tropicales, il est difficile de relier la quantité de biomasse à l’intensité rétro-
diffusée. Pour tenir compte de ces deux effets, il est nécessaire d’estimer d’une part la topographie
du sol pour avoir une idée des pentes et d’autre part d’intégrer la hauteur de végétation aux
modèles d’estimation de la biomasse [49].
3.1.2 Analyse d’une image SAR
Le système SAR est une technique d’imagerie cohérente qui émet une onde, puis mesure
la contribution rétro-diffusée par l’ensemble des diffuseurs. Grâce à sa technique de synthèse,
l’image obtenue a une résolution qui permet de décrire la scène malgré quelques déformations
géométriques [50]. L’image SAR formée a souvent un aspect bruité à cause du phénomène de
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speckle [31]. Ce phénomène se produit avec des systèmes d’imagerie cohérents quand le nombre
de diffuseurs au sein de chaque pixel est important et que ceux-ci renvoient vers le RADAR des
contributions indépendantes. En effet, dans ce cas, l’application du théorème Centrale limite
montre que l’amplitude mesurée en chaque pixel peut alors être modélisée comme la réalisation
d’une variable aléatoire normale complexe circulaire. Ainsi, le module carré de cette mesure,










































Figure 3.1 – Deux jeux de données réelles ont été analysées en détails (voir [88] et [2]). Le premier
jeu a été acquis dans la forêt tempérée de Nezer (voir carte (a)) et le deuxième
dans la forêt tropicale de Paracou en Guyane (voir carte (b)). Les deux images en
composition RVB correspondant respectivement à Nezer en (c) et Paracou en (d)
ont été générées avec les intensités dans la base de Pauli (Rouge : 12 〈|SHH − SV V |2〉,
Vert : 2〈|SHV |2〉 et bleu : 12 〈|SHH + SV V |2〉). Images générées à partir de données
fournies par Pascale Dubois-Fernandez de l’ONERA.
Deux exemples de données réelles avec du speckle sont présentés Fig. 3.1. Dans ces images, le
rendu couleur est obtenu par la combinaison de trois composantes polarimétriques. Ces images
montrent que lorsque la zone étudiée correspond à une forêt entretenue sur un sol plat, comme
c’est le cas de la forêt de Nezer, il est facile de distinguer des zones homogènes qui délimitent
les chemins et les parcelles de forêts, alors que dans la forêt tropicale de Guyane, la nature plus
chahutée de la végétation, la présence de collines, qui génèrent des phénomènes d’ombre, et
l’absence de chemins visibles rend plus difficile l’analyse de l’image.
Pour comprendre le phénomène de speckle, il est intéressant de souligner que si on effec-
tue deux acquisitions d’une même zone dans les mêmes conditions, c’est-à-dire avec un système
RADAR installé sur un porteur ayant deux fois exactement la même trajectoire, et dans un in-
tervalle de temps proche de sorte que la zone étudiée n’a pas changé, et si en plus on néglige
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le bruit du capteur, alors on obtient deux fois exactement la même réalisation de speckle sur les
deux images. En physique, on parle alors de “désordre gelé”. Cela signifie que la nature bruitée
n’est pas due à une fluctuation temporelle (comme par exemple un bruit thermique), mais à la
complexité de la scène imagée.
Pour analyser les images SAR avec du speckle, le plus souvent on cherche des régions homo-
gènes de l’image où les mesures sont identiquement distribuées et caractérisées par leur moment
statistique d’ordre 2 (c’est-à-dire leur variance). L’estimation de ce moment peut notamment s’ef-
fectuer par l’application d’une fenêtre glissante sur l’image dans laquelle est calculée la variance
empirique. Comme cela est illustré Fig. 3.2 sur une image SAR simulée, il y a un compromis sur
la taille de la fenêtre glissante. Avec une grande fenêtre, la variance au sein de chaque région est
a) b) 
c) d) 
Figure 3.2 – Exemple d’une image SAR (scalaire) simulée pour illustrer le compromis sur la taille
de la fenêtre glissante lors du débruitage des images SAR. (a) Image des intensités
sans bruit de speckle. (b) Image des intensités avec bruit de speckle. (c) Image des
intensités filtrée avec une fenêtre glissante de taille 15× 15. (d) Image des intensités
filtrée avec une fenêtre glissante de taille 5×5. Dans ces 4 images, toutes les valeurs
d’intensité plus grandes que 30 ont été représentées en marron.
mieux estimée car la fenêtre glissante contient plus de mesures indépendantes. En effet, les fluc-
tuations sont moins importantes sur l’image présentée Fig. 3.2.(c) que sur l’image Fig. 3.2.(d).
Par contre, avec une grande fenêtre, la frontière est moins visible qu’avec une petite fenêtre car
le filtrage lisse d’autant plus l’image que la taille de la fenêtre est importante.
Lorsque l’on traite des images InSAR, PolSAR ou PolInSAR, en chaque pixel on mesure un vec-
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teur. En effet, en configuration InSAR ce vecteur est la concaténation de deux images SAR sca-
laires [v1, v2]T acquises depuis deux positions proches du RADAR. En PolSAR, comme mentionné
au chapitre 1, le vecteur mesuré s’écrit v = [SHH ,
√
2SHV , SV V ]T et contient les différents élé-
ments de la matrice de diffusion (voir Eq. (1.53)). En PolInSAR, le vecteur mesuré k = [v1, v2]T
est de dimension 6 et correspond à la concaténation de deux images PolSAR acquises depuis
deux positions proches du RADAR. De même que pour les images SAR scalaires, en présence de
speckle le traitement des images InSAR, PolSAR et PolInSAR consiste le plus souvent à calculer








où {k1, k2, ..., kN} est un ensemble de mesures localisées dans une zone homogène de l’image
PolInSAR considérée. Ainsi, pour avoir une estimation précise de la matrice de covariance Υ, il
est préférable de sélectionner une grande région homogène, c’est-à-dire avec beaucoup de pixels.
Néanmoins, du fait de la résolution des images et de la variation spatiale de la scène, il peut être
difficile de définir de grandes régions homogènes [57]. Dans l’analyse menée dans ce chapitre,
la question du nombre de mesures nécessaire à une “bonne” estimation est un enjeu crucial qu’il
faut prendre en compte pour évaluer les performances du système PolInSAR.
3.1.3 Modèle Random Volume over Ground (RVoG) et
estimation de la hauteur de végétation
Lorsqu’un satellite revisite la même zone avec une incidence légèrement différente, il est pos-
sible d’utiliser deux acquisitions PolSAR pour définir un système SAR polarimétrique et interfé-
rométrique (PolInSAR). Depuis une quinzaine d’années, de nombreuses études ont démontré la
faisabilité d’utiliser le système PolInSAR pour estimer la hauteur de végétation et la hauteur du
sol [119, 64, 12, 108, 25, 17].
Pour expliquer le principe de ces estimateurs, revenons tout d’abord à l’analyse d’une surface
avec une configuration SAR interférométrique (InSAR). Quand un système InSAR éclaire une
surface, si les deux acquisitions v1 et v2 ont été effectuées depuis deux endroits dans l’espace
suffisamment proches l’un de l’autre, alors la réalisation de speckle, qui décrit la scène vue depuis
le système RADAR, est quasiment identique et la seule différence entre les deux acquisitions v1
et v2 est un déphasage φ dû à la différence de marche entre les deux acquisitions :
v1 ' v2eiφ. (3.2)




(r1 − r2), (3.3)
où λ est la longueur d’onde du RADAR. Lorsque la distance entre les antennes est faible par




où (b.p) est le produit scalaire entre les deux vecteurs représentés Fig. 3.3. Comme cela est
expliqué notamment dans [5], on peut montrer par des arguments géométriques que :











Figure 3.3 – Géométrie InSAR où l’on a représenté r1 et r2 la distance entre chacune des ac-
quisitions et le point éclairé sur le sol noté P . L’angle β est l’angle d’incidence.
La distance B⊥ s’appelle la baseline orthogonale. Les deux vecteurs n et p sont
unitaires. Le vecteur b relie les deux coordonnées des deux récepteurs du système
InSAR.
où zg est la hauteur du sol par rapport à une altitude de référence qui dépend de la calibration du





r sin β , (3.6)
où β est l’ange d’incidence et r la distance entre le point P et le RADAR (r ' r1 ' r2) et B⊥ est
appelé la ligne de base orthogonale (voir Fig. 3.3).
Dans le cas particulier d’une surface où l’Eq. (3.2) est vérifiée, le degré de cohérence défini en
configuration InSAR par :
µInSAR =
〈v1v∗2〉√〈|v1|2〉〈|v1|2〉 (3.7)
est de module proche de 1 et l’estimation de la phase φ = kzzg est très précise [104]. Remarquons
que la connaissance de l’angle φ modulo 2pi permet de remonter à la hauteur zg avec une hauteur
d’ambiguïté égale ha = 2pi/kz.
Dans le problème qui nous intéresse, la scène ne correspond pas à une surface, mais à une
végétation dont les diffuseurs sont situés entre la hauteur de sol zg et la hauteur de canopée





où Sv(z) est une fonction positive qui peut s’interpréter comme l’intensité de l’onde rétro-diffusée






où tout se passe comme si le volume était constitué d’un ensemble continue de surfaces indé-
pendantes les unes des autres. Avec ces hypothèses, dans Eq. (3.9) on reconnaît un calcul de
transformée de Fourier. Ainsi, lorsque l’on dispose de plusieurs baselines (c’est-à-dire plusieurs
termes de corrélations avec différentes valeurs de kz), il est alors possible d’utiliser les techniques
dites “tomographiques” [85, 109] pour retrouver la fonction Sv(z). Dans notre étude, nous nous
intéressons à un seul couple d’antennes, c’est pourquoi l’analyse dans ce chapitre est fondée sur








Comme la fonction Sv(z) est positive, le terme de cohérence µInSAR est forcément de module
plus petit que 1. En d’autres termes, on a une perte de cohérence à cause du fait que les diffuseurs
ne sont pas tous à la même altitude. Ce qui est intéressant pour l’estimation de la hauteur des
arbres est que cette perte de cohérence (ou tout simplement “décohérence”) est liée à la hauteur
de végétation hv.
Lorsque l’on passe au système PolInSAR, en conservant les notations du chapitre 1 où l’on a
noté vn la nème image PolSAR (voir Eq. (1.55)), on généralise facilement les équations Eq. (3.8)
et Eq. (3.9). Ainsi ∀n ∈ {1, 2} :




où T (z) représente une matrice de covariance et




Dans [118, 119], Treuhaft propose le modèle Random Volume over Ground (RVoG) pour
décrire les mécanismes de rétro-diffusion en configuration InSAR, puis PolInSAR, ce qui per-
met de paramétrer simplement les fonctions Sv(z) et T (z), c’est-à-dire avec un faible nombre
de paramètres. Ce modèle, schématisé Fig. 3.4, reprend les hypothèses précédentes Eq. (3.11),
Eq. (3.12) et suppose de plus que l’onde rétro-diffusée correspond à la somme de deux contribu-
tions, ∀z ∈ [zg, zg + hv] :
T (z) = T volf(z) + T grof(zg)δ(z − zg), (3.13)
où dans cette équation f(z) représente l’atténuation subie par la contribution des diffuseurs
localisés à la hauteur z et due au trajet allée-retour dans le volume entre la canopée située
à la hauteur zg + hv et la hauteur z. Les deux matrices de covariance T vol et T gro sont de
taille 3× 3 et correspondent aux propriétés polarimétriques respectivement du volume et du sol
lorsque l’atténuation dans le volume n’est pas prise en compte. Ce modèle suppose donc que
les propriétés de polarisation du volume ne dépendent pas de z. De plus, en supposant que le
volume a une densité verticale des diffuseurs constante, la fonction f(z) est alors caractérisée
par un paramètre d’atténuation σv, supposé isotrope :
f(z) = e2(z−(zg+hv))σv/ cos β , (3.14)
où β est l’angle d’incidence. Avec ce modèle, l’atténuation au niveau de la canopée est égale à
un (c’est-à-dire f(zg + hv) = 1), l’onde rétro-diffusée par la canopée n’est pas atténuée car cette
onde ne s’est pas propagée dans la végétation. Par contre, au niveau du sol, le trajet aller-retour
dans le volume induit une atténuation de f(zg) = e−2hvσv/ cos β .
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Figure 3.4 – Modélisation de la végétation par le modèle RVoG [118] constitué d’une surface
située à la hauteur zg et d’un volume situé entre la hauteur zg et la hauteur zg +hv.
Avec ce modèle RVoG [119, 64], les matrices de covariance Υ des mesures PolInSAR (voir
Eq. (1.59))
Υ = 〈kk†〉 =
(
T 11 T 12
T †12 T 22
)
(3.15)
sont reliées aux deux paramètres du RADAR : l’angle d’incidence β et le vecteur d’onde kz ainsi
qu’aux paramètres de végétation que sont T vol, T gro, σv, hv et zg. En effet, avec les hypothèses
effectuées, le calcul des intégrales mène au modèle décrit [64] :
T 1 = T 2 = I1T vol + aT gro
T 12 = eikzzg (I2T vol + aT gro)
, (3.16)
où







Parmi ces paramètres, la hauteur de végétation hv et la hauteur du sol zg sont deux paramètres
d’intérêt. En bande P, l’atténuation dans le volume σv est souvent supposée connue [25], mais
les matrices de covariance de taille 3× 3 du volume T vol et du sol T gro sont inconnues. Comme
ces matrices sont hermitiennes, chacune peut être paramétrée par 9 paramètres réels. Si on
ajoute hv et zg, on a un problème d’estimation avec 20 paramètres réels scalaires inconnus.
Entre 2001 et 2009, une partie importante de l’activité scientifique en PolInSAR a consisté à
proposer des estimateurs de la hauteur de végétation hv et la hauteur du sol zg en utilisant le
modèle RVoG [119, 64, 12, 108, 25, 17]. L’émergence de ces techniques d’estimation a motivé
de nombreuses analyses avec des données réelles pour vérifier leur pertinence.
Il est intéressant de noter que la grande majorité de ces estimateurs est fondée sur l’analyse
des propriétés de cohérence des mesures. En effet dans [64, 12, 25, 17], on s’intéresse à la







où w est un vecteur complexe (non nul) de dimension 3. Dans [64], il est montré que dans le
cadre du modèle RVoG, la cohérence s’écrit :
γ(w) = eikzzg γv + µ(w)1 + µ(w) , (3.19)





. Comme l’illustre le schéma représenté Fig. 3.5, l’ensemble
décrit par w 7→ γ(w), qu’on appelle “la région de cohérence” [64], décrit alors un segment. Si
on prolonge ce segment comme indiqué sur la figure, on sait que l’une des intersections avec
le cercle unité se trouve en eikzzg et que le point γveikzzg se trouve sur le segment représenté








Figure 3.5 – Représentation dans le plan complexe des propriétés de cohérence décrites par γ(w)
avec le modèle RVoG.
utilisent ces deux propriétés. Le point de départ de ces estimateurs est d’estimer la région de
cohérence décrite par la fonction w 7→ γ(w) en remplaçant dans Eq. (3.18) T 1, T 2 et T 12 par les
covariances empiriques notées respectivement T̂ 1, T̂ 2 et T̂ 12. L’étape suivante consiste à estimer
la droite qui permet de décrire au mieux (par exemple au sens des moindre carrés dans [12]) la
région de cohérence estimée. Un point important à noter pour la suite de la discussion est qu’en
présence du bruit de speckle, la droite qui passe par la région de cohérence est d’autant plus
difficile à estimer que le segment représenté Fig. 3.5 est petit. En particulier, dans le cas extrême
où la région de cohérence se réduit à un point, il est impossible d’estimer la droite qui passe par
eikzzg et γveikzzg .
3.1.4 Amélioration des modèles décrivant les mécanismes
de rétro-diffusion
Une autre part importante de l’activité scientifique porte sur l’amélioration des modèles per-
mettant de décrire les données PolSAR. En supposant des propriétés que nous détaillons ci-
dessous sur le sol et sur le volume, il est possible d’en déduire une forme plus contrainte des
matrices de polarisation du sol T gro et du volume T vol qui interviennent dans le modèle RVoG
(voir Eq. (3.16)).
En effet on peut montrer que pour une région homogène éclairée par un système PolSAR, si
les propriétés au sens des moments statistiques d’ordre 2 sont invariantes au sens de passage de
l’avion (ce qui revient à faire un changement de repère H 7→ −H et V 7→ V ), alors la matrice
de covariance T possède certains paramètres égaux à 0. Cette propriété est appelée dans [61] la
symétrie de réflexion et permet de déduire que la matrice de covariance en PolSAR, notée dans
ce cas TR, s’écrit
TR = 〈vv†〉 =
 〈|SHH |2〉 0 〈SHH(SV V )∗〉0 2〈|SHV |2〉 0
〈SV V (SHH)∗〉 0 〈|SV V |2〉
 . (3.20)
Ce type de symétrie est vérifié par exemple lorsque la scène éclairée est une surface homogène












Figure 3.6 – Avec une surface homogène et plate, la matrice de covariance T est invariante à
un changement de repère caractérisé lors du passage de (a) à (b) par H 7→ −H et
V 7→ V .
Dans certains cas particuliers, une deuxième propriété de symétrie peut s’ajouter à la première.
En effet si en plus de la symétrie de réflexion, les propriétés au sens des moments statistiques
d’ordre 2 sont aussi invariantes par rotation des axes de références H, V , alors cette propriété,
appelé dans [61] la symétrie azimutale, permet de simplifier encore la matrice de covariance
noté dans ce cas TA :
TA =
 2〈|SHV |2〉+ <(〈SHH(SV V )∗〉) 0 <(〈SHH(SV V )∗〉)0 2〈|SHV |2〉 0
<(〈SHH(SV V )∗〉) 0 2〈|SHV |2〉+ <(〈SHH(SV V )∗〉)
 , (3.21)
où <(〈SHH(SV V )∗〉) est la partie réelle de 〈SHH(SV V )∗〉. Cette symétrie est valable par exemple












Figure 3.7 – Avec un volume isotrope, la matrice de covariance T est invariante à un changement
de repère caractérisé lors du passage de (a) à (b) par une rotation des axes de
références (H,V ).
Ainsi dans le cas général, la matrice T est paramétrée par 9 paramètres réels inconnus, en
présence d’une symétrie de réflexion la matrice TR est paramétrée par 5 paramètres réels in-
connus et en présence d’une symétrie azimutale, la matrice TA est paramétrée par seulement
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2 paramètres réels inconnus. Dans le cadre du modèle RVoG, il est possible de supposer que le
sol a une symétrie de réflexion et que le volume de végétation a une symétrie azimutale. Avec
de telles connaissances a priori, le problème d’estimation passe d’un problème à 20 paramètres
inconnus à un problème à 9 paramètres inconnus [108].
3.1.5 Plan du chapitre
Lorsque nous avons commencé à nous intéresser à cette thématique lors de la thèse d’Aurélien
Arnaubec en 2009, plutôt que de proposer un nouvel estimateur ou de travailler sur le choix
de modèle, nous avons choisi d’entrer dans cette thématique en commençant par quantifier la
précision disponible dans les données PolInSAR au vu du modèle RVoG utilisé pour décrire ces
données. Comme cela est expliqué dans la suite, nous avons observé lors de cette analyse une
grande diversité de situations possibles et nous avons dû chercher à réduire la complexité de la
description du problème.
Dans les paragraphes suivants, après avoir introduit les paramètres pertinents pour la des-
cription du problème, nous analysons les gains envisageables pour améliorer la précision des
estimations par l’introduction de connaissances a priori. En fait, l’ordre de présentation des ré-
sultats de ce chapitre n’est pas chronologique car nous avons commencé à regarder l’apport des
connaissances a priori avant d’avoir réduit la complexité de la description du problème. Néan-
moins il m’a semblé plus didactique de présenter nos résultats sur l’impact des connaissances a
priori après avoir défini les paramètres pertinents qui décrivent le problème d’estimation. Il en est
de même pour la dernière partie de ce chapitre, qui porte sur l’analyse d’un compromis entre la
complexité du système et la précision d’estimation avec la configuration PolInSAR compacte. Un
autre intérêt de terminer ce chapitre par l’analyse du système compact est qu’on y développe une
analyse fondée sur les propriétés de symétrie dans la sphère de Poincaré, ce qui offre l’occasion
d’illustrer la synergie entre mes activités en RADAR et en optique.
3.2 Recherche d’invariants pour réduire la
complexité de la description du problème
3.2.1 Etude quantitative de la précision des estimations
Lorsque nous avons commencé à travailler sur ce sujet, de nombreuses études avaient déjà
démontré sur des acquisitions aéroportées ou satellitaires la faisabilité d’estimer la hauteur de
végétation avec le système PolInSAR [119, 64, 12, 108, 25, 17], mais à notre connaissance, il n’y
avait pas eu d’analyse de la précision avec laquelle on pouvait espérer réaliser ces estimations.
Plutôt que de proposer un nouvel estimateur, notre première contribution [87] a donc consisté à
quantifier la précision d’estimation de la hauteur de végétation avec le système PolInSAR dans le
cadre du modèle RVoG considéré. Afin d’être indépendant du choix de l’estimateur du moment
qu’il n’est pas biaisé, nous avons utilisé la borne de Cramer Rao (BCR) comme valeur de référence
de la précision des estimations. Ce choix peut paraître optimiste car la BCR est une borne qui
n’est pas toujours atteignable [121]. Néanmoins, comme cela sera discuté plus loin, nous avons
observé que la précision donnée par la BCR semblait être atteinte par un estimateur.
Soit χ = {k1, k2, ..., kN} un échantillon de N mesures indépendantes issues d’une zone
homogène (c’est-à-dire que les mesures sont identiquement distribuées) d’une image PolInSAR
pouvant être décrite par le modèle RVoG. Cet échantillon est supposé distribué suivant une loi
complexe Gaussienne circulaire et sa matrice de covariance est supposée être paramétrée comme
indiqué Eq. (3.16). Le vecteur des paramètres inconnus est :
θ = (θi)i=1,..20 = {tvol,1, ..., tvol,9, tgro,1, ..., tgro,9, hv, zg}, (3.22)
84
où (tvol,n)n=1,..9 (respectivement (tgro,n)n=1,..9) sont les 9 paramètres réels qui interviennent
dans la paramétrisation des matrices T vol (resp. T gro). Soit θ̂i(χ) un estimateur de θi, supposé
non-biaisé, c’est-à-dire : 〈θ̂i(χ)〉 = θi, où 〈〉 représente l’espérance statistique sur les différentes
réalisations de l’échantillon χ. La précision de l’estimateur décrite par sa variance
var(θ̂i(χ)) = 〈(θ̂i(χ)− 〈θ̂i(χ)〉)2〉, (3.23)
est bornée par la borne de Cramer Rao (BCR) :
var(θ̂i(χ)) ≥ BCR(θi). (3.24)
La borne de Cramer-Rao BCR(θi) est égal au ième terme diagonal de l’inverse de la matrice de
Fisher IF . On rappelle [26] que le terme i, j de la matrice de Fisher est défini par :
[IF ]ij = −〈
∂2
∂θi∂θj
logP (χ, θ)〉, (3.25)
où P (χ, θ) représente la densité de probabilité de l’échantillon χ quand le paramètre est θ. Dans
le cas d’une loi normale centrée, le calcul de la matrice de Fisher est particulièrement simple
puisqu’il suffit d’utiliser la formule de Slepian-Bang [106] :








La BCR est très utilisée en traitement du signal (voir par exemple [45]) car elle permet de
déterminer une borne inférieure des performances d’estimation en ne tenant compte que de
l’information contenue dans les données et donc sans être influencé par le choix d’un estimateur
particulier. En plus, comme le montrent les formules précédentes, son calcul est particulièrement
simple dans le cas gaussien. Au contraire, pour un estimateur donné θ̂i(χ) le calcul de sa variance
n’est pas toujours facile et la plupart du temps il faut effectuer une simulation Monte Carlo pour
estimer sa moyenne et sa variance.








vérifie ∀a ∈ R20
a†Σa = a†I−1F a, (3.28)
alors cet estimateur est dit efficace. Il atteint les performances optimales qui sont alors décrites
par la BCR. Néanmoins, rappelons que la BCR n’est pas toujours atteignable et qu’il existe un
nombre important de travaux qui s’intéressent aux calculs d’autres bornes qui peuvent être plus
grandes que la BCR [115, 121]. Enfin, rappelons que le terme anti-diagonal de la matrice I−1F a




= cov(θ̂i(χ), θ̂j(χ)), (3.29)
où
cov(θ̂i(χ), θ̂j(χ)) = 〈(θ̂i(χ)− 〈θ̂i(χ)〉)(θ̂j(χ)− 〈θ̂j(χ)〉)〉. (3.30)
Pour vérifier que la BCR était représentative de la précision des estimateurs, nous avons comparé
par simulation Monte Carlo la valeur de la BCR sur la hauteur de végétation à la variance de
l’estimateur proposé dans [64]. A cette époque, alors que le nombre d’estimateurs proposés
continuait d’augmenter, nous avons constaté que l’estimateur proposé dès 2001 était efficace
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lorsque la taille d’échantillon correspondait approximativement à une précision sur l’estimation
de la hauteur de végétation de l’ordre du mètre [87]. Une illustration de ces performances est
Moyenne empirique de 
l’estimateur de hv [m]
Valeur vraie de hv [m]
Ecart type empirique de 
l’estimateur de hv [m]
BCR1/2(hv) [m]
Figure 3.8 – Résultat d’une simulation Monte Carlo illustrant les performances de l’estimateur
proposé dans [64] sur un exemple dont les caractéristiques sont décrites dans le ta-
bleau 3.1. Dans la simulation Monte Carlo, le nombre de réalisations des échantillons
χ est égal à 100.
présentée Fig. 3.8. Pour une taille d’échantillon de 200, le biais est faible, l’écart type est plus
petit que le mètre, et surtout est du même ordre de grandeur que la racine carrée de la BCR.
Une telle étude reproduite sur de nombreux exemples nous a convaincus que la recherche d’un
nouvel estimateur n’était pas la priorité.
hv , zg [m] σv [m−1] T gro 1000 T vol [m−1]
31.4, 1 0.046
(
68 −0.65 + i −6− 14i
−0.65− i 23 −3.6− 0.26i
−6 + 14i −3.6 + 0.26i 61
) (
100 −7 30− 5i
−7 76 −8 + 1i
30 + 5i −8− i 120
)
Table 3.1 – Paramètres du volume et du sol pour l’exemple considéré Fig. 3.8. Les matrices de
polarisation du sol et du volume sont données dans la base lexicographique (définie
par SHH ,
√
2SHV , SV V ). Les paramètres du RADAR sont kz = 0.09 [m−1] et β =
pi/4.
En complément à ces études par simulation Monte Carlo, nous avons aussi analysé en détail
deux jeux de données réelles acquis en bande P par l’ONERA de Salon de Provence. Comme
montré Fig. 3.1, ces deux jeux de données correspondent à des végétations très différentes. La
forêt de Nezer est tempérée et bien entretenue avec des parcelles régulières délimitées par des
chemins. La forêt de Paracou est tropicale et donc très chahutée, en plus la topographie y varie
beaucoup, ce qui rend difficile la sélection de grandes zones homogènes. En étudiant les don-
nées de Nezer, dans [88] on a pu observer que les valeurs de BCR de hauteur de végétation et de
hauteur de sol étaient du même ordre de grandeur que les variances empiriques de l’estimateur.
Cette analyse, qui a nécessité d’avoir de grandes zones homogènes pour pouvoir estimer la va-
riance des estimateurs a ainsi permis de vérifier l’intérêt du modèle RVoG et du calcul de la BCR
pour l’analyse de la précision des estimations sur données réelles. De plus, un autre résultat qui
a permis de vérifier que le modèle RVoG est adéquat à l’analyse des données réelles est l’analyse
de robustesse de l’estimateur effectuée dans [2]. Lors de cette étude, nous avons considéré plu-
sieurs écarts au modèle et nous avons vérifié que l’estimateur proposé dans [12] était robuste à
ces écarts.
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Etant donnés ces résultats, la question qui nous motivait n’était donc ni de trouver un nouvel
estimateur, ni de proposer un nouveau modèle pour décrire nos données. En revanche, ce qui
nous a interrogés est que nous observions une grande variation des valeurs de BCR de hv notée
BCR(hv) en fonction des situations physiques considérées. Cette variation est illustrée Fig. 3.9
où l’on a présenté deux exemples représentatifs de ceux observés dans [2]. Pour l’exemple 1, la
précision sur l’estimation de la hauteur de végétation obtenue pour une taille d’échantillon de
100 pixels varie peu en fonction de hv, on reste avec une précision meilleure que le mètre pour
hv et zg. Par contre, pour l’exemple 2, la précision sur l’estimation de la hauteur de végétation
change d’un facteur 10 quand la hauteur de végétation hv passe de 23 mètres à 26 mètres. Le
principal problème soulevé lors de ces travaux était donc de comprendre pourquoi pour certains
jeux de paramètres, une centaine de mesures permet d’avoir une estimation de la hauteur de
végétation de l’ordre du mètre et pourquoi pour d’autres jeux de paramètres, il faut plus de 104
mesures indépendantes pour avoir une précision sur l’estimation de la hauteur de végétation de
l’ordre du mètre. Etant donné l’objectif d’envoyer un satellite pour effectuer ces estimations et
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Figure 3.9 – Deux exemples analysés dans [2] montrant la variété des situations possibles pour
les valeurs de BCR en fonction des jeux de paramètres. Que ce soit pour l’exemple
1 en (a) ou l’exemple 2 en (b), chacune des courbes montre l’évolution de la BCR
des hauteurs de végétation et de sol lorsque la valeur du paramètre hv du modèle
RVoG change alors que les autres paramètres du modèle restent constants.
D’un point de vue méthodologique, la principale difficulté pour appréhender cette diversité de
situations est que le modèle RVoG fait intervenir 20 paramètres réels inconnus et que sonder un
espace à 20 dimensions avec simplement 10 valeurs par dimension nécessite 1020 simulations, ce
qui n’est pas réalisable. Ainsi, même si la BCR nous permet d’analyser la précision dans toutes les
situations physiques envisageables, à ce stade, il est difficile d’essayer de prédire la précision que
l’on pourra obtenir car d’une part, on ne connait pas a priori les valeurs des paramètres inconnus,
et d’autre part parmi ces 20 paramètres inconnus, on ne sait pas lesquels sont importants pour
avoir une bonne précision sur l’estimation de la hauteur de végétation.
3.2.2 Réduction de la complexité de la description du
problème d’estimation des hauteurs
L’analyse des paramètres de contraste invariants fait partie des sujets qui intéressent l’équipe
PhyTI depuis longtemps (voir notamment [73] dans le contexte de la polarimétrie). Le principe
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consiste à réduire la complexité de la description du problème en cherchant un ensemble réduit
de paramètres qui caractérisent les performances du système. Pour le problème d’estimation de
la hauteur de végétation avec le système PolInSAR et le modèle RVoG, dès 2003 Cloude et Pa-
pathanassiou avaient souligné dans [12] que les valeurs propres de T−1volT gro jouaient un rôle
important dans le problème d’estimation (où T vol et T gro caractérisent respectivement les pro-
priétés du volume et du sol voir Eq. (3.16)). Dans [80] on a démontré en utilisant les invariances
de groupe du problème que la borne de Cramer Rao des hauteurs de végétation et de sol ne
dépendent que de 4 paramètres parmi les 20 paramètres inconnus : la hauteur de végétation hv
et les trois valeurs propres (réelles) (λi)i=1,2,3 de T
−1
volT gro où λ1 < λ2 < λ3. Ainsi au lieu d’avoir
à sonder un espace de dimension 20, il suffit de sonder un espace de dimension 4 pour décrire
l’ensemble des valeurs possibles de BCR de hv et de zg.
De plus, en définissant comme nouveaux paramètres
A = λ1−λ3λ1+λ3
E = λ1 + λ2 + λ3
, (3.31)
a on a observé lors des simulations dans [80] que seul le triplet {hv,A, E} a une importance et
qu’en comparaison la valeur propre λ2 a très peu d’influence sur les BCR de hauteur de végétation
et de sol. Pour interpréter l’évolution de la BCR de la hauteur de végétation en fonction de A et
E , dans [80] on a fait des simulations dans lesquelles on a fait varier les 3 paramètres {hv,A, E}.
Le graphique présenté Fig. 3.10 synthétise le résultat de cette analyse.
La première remarque sur les courbes représentées Fig. 3.10 est que la BCR(hv) en fonction
de hv présente souvent un minimum local (c’est aussi le cas Fig. 3.9). Dans [80], on a observé
que si on augmente la valeur de E , alors la valeur de hv où se trouve le minimum local augmente.
Cette évolution est symbolisée Fig. 3.10 par le passage de la courbe rouge à la courbe bleue. De
plus, dans [80], on a aussi observé que si on diminue la valeur de A, alors la valeur de BCR(hv)
augmente très rapidement sauf au niveau du minimum local où la valeur de BCR(hv) ne change
pas. Cette évolution est symbolisée Fig. 3.10 par le passage de la courbe verte à la courbe rouge.
Dans [4], on a montré que la valeur de hauteur de végétation où se situe le minimum local
correspond approximativement à une situation physique pour laquelle le rapport d’énergie entre
sol et volume est proche de 1. Cette condition s’interprète facilement : pour réussir à estimer la
hauteur de végétation et la hauteur du sol, il faut que le système soit capable de voir à la fois le
sol et la végétation. En effet, si le RADAR ne voit que le sol, il sera possible de bien estimer zg,
mais il ne sera pas possible d’estimer hv. Si au contraire, le RADAR ne voit pas du tout le sol,
alors il ne sera possible d’estimer ni zg ni hv. L’existence du minimum peut donc s’interpréter
comme le résultat du compromis entre la nécessité d’éclairer le sol et la nécessité d’éclairer le
volume.
Pour interpréter le sens physique de E et de A il est intéressant de souligner que si dans
le modèle RVoG décrit Eq. (3.16), on remplace T vol par αvolT vol et T gro par αgroT gro alors
le paramètre E est modifié en αgroαvol E , mais le paramètre A ne change pas. Ceci montre que le
paramètre E est lié au rapport des intensités entre la contribution du sol et celle du volume. Pour
le paramètre A, cela montre qu’il ne dépend pas des intensités, mais uniquement des propriétés
a. soulignons que le paramètre A est différent de l’anisotropie définie par Hajnsek, Pottier et
Cloude dans [36] où leur paramètre d’anisotropie est définie par :
A = λ
(T )



























Figure 3.10 – Synthèse des résultats obtenus dans [80] sur l’influence des paramètres hv, A et E
sur la BCR de la hauteur de végétation hv.
de polarisation de T vol et de celle de T gro. De plus si on intervertit les rôles de T vol et T gro, la
valeur du paramètre A reste inchangé b.
Analysons le cas particulier où A = 0. Il est facile de montrer que cela implique que T vol et
T gro sont proportionnels. On peut ainsi interpréter le paramètre A comme un contraste entre
les propriétés de polarisation de T vol et celle de T gro. De plus, soulignons que si A = 0, alors






22 = µId, (3.32)
où µ est un nombre complexe de module plus petit que 1. c Cette relation implique que pour
tous les vecteurs w, la cohérence γ(w) définie Eq. (3.18) est constante. La région de cohérence
illustrée dans le cas général Fig. 3.5 se réduit alors à un point dans le plan complexe. Ainsi,
lorsque A = 0, il n’est pas possible de dissocier la contribution du sol de celle du volume, ce qui
correspond à une situation où l’estimation de la hauteur de végétation est impossible.
A présent que l’on a rappelé que les estimateurs étaient efficaces et surtout que l’on a décrit les
paramètres pertinents qui déterminent la valeur des BCR des hauteurs de sol et de végétation,
dans la section suivante nous présentons une analyse générale de la précision que l’on peut
espérer atteindre en fonction des paramètres invariants.
3.2.3 Analyse des précisions sur l’estimation la hauteur de
végétation pour N = 100
Dans ce paragraphe, on cherche empiriquement les valeurs des paramètres invariants pour
lesquels on peut espérer avoir une bonne précision d’estimation de la hauteur de végétation. Pour
tenter de répondre à cette question, on construit des représentations qui décrivent l’évolution de
b. En effet, si T−1volT groX = λX, alors T
−1
groT volX = 1λX. Par conséquent, si on intervertit
les rôles de T vol et T gro, les valeurs propres deviennent 1λ3 ,
1
λ2
et 1λ1 . Donc le paramètre A reste
inchangé.
c. Un calcul direct montre que µ = ekzzg I2/I1+aλi/I11+aλi/I1 .
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avec a et I1 définis Eq. (3.17). Par rapport à E , le paramètre R a le défaut de ne pas dépendre
que de T vol et T gro. En revanche, l’intérêt d’analyser R plutôt que E est qu’il est interprétable
comme un rapport d’intensité entre la contribution du sol aT gro et la contribution du volume
I1T vol (voir Eq. (3.16)) car R est la somme des valeurs propres de la matrice (I1T vol)−1 aT gro.
Fig. 3.11(a) montre que BCR1/2(hv) est de l’ordre du mètre pour une taille d’échantillon
N = 100 quand le paramètre R est de l’ordre de 2 et que le paramètre A est grand. Pour
analyser la sensibilité de ces cartes aux paramètres que sont : la hauteur de végétation hv, le
vecteur d’onde kz et l’angle d’incidence β, on fait varier ces paramètres et on trace les nouvelles
cartes Fig. 3.11(b), (c) et (d). Pour les variations considérés, les valeurs deBCR1/2(hv) changent
peu, et de plus il semble que le voisinage où BCR1/2(hv) est minimum reste caractérisé par





























































































































































Figure 3.11 – (a) Cartes de BCR1/2(hv) [m] pour une taille d’échantillon N = 100. Pour obtenir
cette image, on a fait varier les paramètresA et E et on a fixé les autres paramètres :
hv = 30 [m], σv = 0.0461 [m−1], angle d’incidence β = 35◦ et kz = 0.9 [m−1].
Toutes les valeurs de BCR1/2(hv) plus grande que 6 sont représentées en marron.
(b) Même chose que (a), mais avec hv = 20 [m]. (c) Même chose que (a), mais avec
kz = 0.06 [m−1]. (d) Même chose que (a), mais avec β = 55◦.
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d’estimation en fonction des paramètres R et A. Le problème d’optimisation du système reste
délicat car d’une part, on ne connaît pas a priori la valeur de ces deux paramètres, et d’autre
part, pour une optimisation du système, il faut tenir compte de nombreux autres phénomènes et
notamment le bruit capteur et le “frequency shift” [27].
Peut-on espérer avoir le même type de caractérisation pour les estimateurs ĥv ? Si on fonde
notre estimation de la droite qui permet de remonter à zg et hv (voir Fig. 3.5) sur les valeurs
propres de la matrice T−111 T 12T
−1
22 comme cela est proposé dans [17], alors un calcul simple
permet de montrer que la variance de l’estimateur de hv et zg a les mêmes invariants que les
BCR de hv et zg. d Il est alors intéressant de tracer côte à côte la BCR et l’erreur quadratique






et estimée par simulation Monte Carlo. L’EQM estimée noté êqm(ĥv) permet alors d’analyser
l’efficacité de l’estimateur. Une illustration de cette analyse est présentée Fig. 3.12. Lorsque la
BCR est plus petite que 1, l’erreur quadratique moyenne estimée aussi. Plus généralement, cette
Figure 3.12 – (a) Même figure que Fig. 3.11(a). (b) Image de la racine carrée des erreurs qua-
dratiques moyennes de l’estimateur ĥv pour une taille d’échantillon égale à 100
et estimée avec une simulation Monte Carlo qui a nécessité P = 100 réalisations
pour chaque couple A et R considéré. Toutes les valeurs de BCR1/2(hv) et de
eqm1/2(ĥv) plus grandes que 6 m sont représentées en marron.
étude de l’EQM permet ainsi de vérifier si la précision annoncée par la BCR peut être atteinte
pour la taille d’échantillon considérée.
Comme on a vu que la BCR de hv est plus faible quand le paramètre R est de l’ordre de 2,
mais que ce paramètre dépend à la fois du paramètre E (qui est la somme des valeurs propres de
T−1volT gro) et de la hauteur de végétation hv, il est intéressant d’analyser s’il existe une condition
simple sur hv et E pour laquelle R = 2. On trace Fig. 3.13 l’évolution de R en fonction de E et
hv. L’image montre que si on souhaite avoir le paramètre R de l’ordre de 2, cela dépend à la fois
de hv et de E . Si on cherche la hauteur de végétation hv notée hopt pour laquelle :
R = 2. (3.35)
d. Pour que l’invariance soit vérifiée, lors de l’estimation des valeurs propres de la matrice
T−111 T 12T
−1
22 , il faut remplacer T 11 et T 22 par 12 (T̂ 11 + T̂ 22), et T 12 par T̂ 12.
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Figure 3.13 – Représentation de log10 (R/2) en fonction de la hauteur de végétation hv et de E
(la somme des valeurs propres de T−1volT gro). Les paramètres suivants sont fixés :
atténuation σv = 0.0461 [m−1], angle d’incidence β = 35◦ et kz = 0.9 [m−1].




Or comme d’après, Eq. (3.16), a = e−αhv . Ainsi la valeur hopt pour laquelle R = 2 vérifie :
E = 2I1eαhopt , (3.37)
et par conséquent
αhopt = log (E/2I1) . (3.38)
De plus, lorsque hv est grand, on a I1 ' 1/α, ce qui mène à une expression relativement simple :
hopt ' 1
α
log (αE/2) . (3.39)
La détermination de ces différents paramètres ne résout pas le problème d’estimation, mais
cela permet d’interpréter l’évolution des précisions en fonction des situations physiques consi-
dérées. Pour prolonger ce travail, une piste est d’analyser comment évoluent ces différentes
grandeurs en fonction du type de végétation analysée. Cette analyse pourra s’effectuer de deux
manières. Une première possibilité est de partir d’un modèle particulier, comme par exemple des
modèles de Freeman [19] et d’analyser comment les propriétés des diffuseurs influencent les pa-
ramètres A, R, E et hopt. Une autre solution est d’estimer sur les données réelles les paramètres
T vol et T gro. La difficulté de cette deuxième piste est qu’il sera difficile de s’assurer que la pré-
cision d’estimation des matrices T vol et T gro soit suffisante pour que l’interprétation que l’on en
tire soit satisfaisante.
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3.3 Analyse des gains possibles sur les
performances d’estimation
3.3.1 Introduction
Où sont les gains possibles pour l’amélioration des performances sur l’estimation de la hauteur
de végétation ? Au vu des résultats obtenus, notamment dans [87], on a le sentiment qu’amélio-
rer les estimateurs ne nous permettrait pas de gagner de manière importante en performance car
ceux-ci semblent proches d’être efficaces. De plus, on a vu dans les images présentés Fig. 3.11
que la précision dépend fortement des valeurs deA etR, et donc dépend de la situation physique
considérée.
Dans cette partie, on présente nos résultats sur l’analyse de l’impact de l’ajout de connais-
sances a priori sur la précision d’estimation. Cette analyse a été initiée dès [87], puis dans [3],
donc avant la détermination des paramètres invariants dans [80]. Néanmoins, il est intéressant
de revisiter ces résultats en s’appuyant sur les paramètres invariants A et E pour en tirer une
conclusion plus générale que l’étude des cas particuliers traités dans [87, 3].
3.3.2 Influence de la connaissance des symétries du sol et
du volume
Comme on l’a mentionné à la section 3.1.4 plusieurs travaux portent sur l’amélioration des
modèles qui caractérisent les mécanismes de rétro-diffusion. Si on a la connaissance a priori que
la surface a une symétrie de réflexion et que le volume a une symétrie azimutale, alors on peut
contraindre les matrices T vol et T gro et ainsi diminuer le nombre de paramètres inconnus du
modèle RVoG de 20 à 9. Ainsi, plusieurs estimateurs fondés sur le maximum de vraisemblance
ont été proposés dans [108] en fonction des hypothèses de symétrie du sol et de la végétation.
Pour calculer la précision décrite par la BCR de hv lorsque l’on a la connaissance a priori que les
matrices T vol et T gro sont contraintes, il suffit de reprendre les calculs en modifiant simplement
le vecteur des paramètres inconnus qui est dans le cas contraint de dimension 9. Ainsi la nouvelle


























Figure 3.14 – Comparaison entre la BCR de hv avec la connaissance a priori des formes
contraintes de T vol et T gro (9 paramètres inconnus) notée BCR(hv|S0) repré-
sentée en rouge et celle sans cette connaissance a priori (20 paramètres inconnus)
notée BCR(hv) et représentée en bleu. Ces courbes ont été obtenues en faisant
varier les paramètres A et hv. Les autres paramètres sont E = 50 [m], β = pi/4,
kz = 0.1 [m−1], σv = 0.0345 [m−1]. La taille d’échantillon est supposée égale à 100.
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matrice de Fisher est de taille 9 × 9 et la BCR de hv que l’on note dans ce cas BCR(hv|S0) est
forcément plus petite que BCR(hv) qui n’a pas la connaissance que les matrices T vol et T gro
sont contraintes. Dans [87, 3], nous avons comparé les BCR(hv) (20 paramètres inconnus) et
BCR(hv|S0) (9 paramètres inconnus). Pour illustrer le résultat que nous avons obtenu, on a
tracé plusieurs exemples Fig. 3.14, pour différentes valeurs des paramètres invariants hv et A.
Les courbes hv 7→ BCR(hv) et hv 7→ BCR(hv|S0) sont quasiment identiques, ce qui montre
que la connaissance des propriétés de symétrie n’apporte pas de gain significatif sur la précision
d’estimation de la hauteur de végétation.
L’interprétation de ce résultat est délicate. On a néanmoins observé que lorsque la connais-
sance porte sur des paramètres non-nuls de T vol et T gro, alors l’influence n’est plus négligeable.
3.3.3 Influence de la connaissance de la hauteur
topographique
Dans ce paragraphe, on analyse l’influence de la connaissance a priori de la hauteur du sol
zg sur la précision de l’estimation de la hauteur de végétation. Même si on ne dispose pas d’un
modèle numérique de terrain, analyser l’impact de cette connaissance est intéressant ne serait-ce
que pour améliorer notre compréhension du problème d’estimation.
Considérons l’exemple représenté Fig. 3.15, qui correspond à une représentation en couleur


















Figure 3.15 – Influence de la connaissance a priori de la hauteur de sol zg sur la précision d’esti-
mation de la hauteur de végétation hv. Les courbes BCR(hv) et BCR(hv|zg) sont
respectivement les BCR de hv sans et avec la connaissance a priori du paramètre
zg. La courbe marron BCR(zg) est la BCR de zg. La courbe en noir est une cova-
riance normalisée entre -1 et 1 (voir axe à droite). Ces courbes ont été obtenues en
fixant tous les paramètres sauf hv. La taille d’échantillon est supposée égale à 100.
a priori, présente un minimum local marqué pour une hauteur de végétation notée hloc. Cette
hauteur est liée à hopt précédemment définie, mais on en donne ici une nouvelle interprétation.
On observe qu’en ce minimum local, la courbe verte rejoint la courbe bleue, qui correspond à
la précision sur l’estimation de hv quand la hauteur du sol zg est connue a priori. Dans [4],
nous avons interprété ce résultat en montrant que ce minimum très marqué est dû à la très forte
corrélation entre l’estimation de hv et l’estimation de zg quand la valeur du paramètre hv est
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différente de hloc. Cette corrélation est décrite par la covariance normalisée calculée avec :
η = BCR(hv, zg)√
BCR(hv)BCR(zg)
, (3.40)
où BCR(hv, zg) est le terme anti-diagonal de la matrice I−1F , alors que BCR(hv) et BCR(zg) se
trouvent sur la diagonale de cette matrice.
Lorsque le terme de corrélation normalisée η est positif, une sur-estimation de zg entraine une
sur-estimation de hv, alors que quand il est négatif une sur-estimation de zg entraine une sous-
estimation de hv. En revanche, quand il est égal à 0, une mauvaise estimation de zg n’entraine pas
d’erreur sur l’estimation de hv. Sur l’exemple traité Fig. 3.15, on observe que la méconnaissance
de zg a un impact fort sur la précision d’estimation de hv décrite par BCR(hv) dès que le module
de la corrélation est proche de 1. Empiriquement, ceci correspond aux situations où hv est plus
petit ou plus grand que hloc.
Une autre caractéristique de la figure Fig. 3.15, est qu’après le minimum local, la courbe verte
de BCR(hv) augmente rapidement pour rejoindre la courbe marron de BCR(zg). e Ce résultat
s’interprète facilement. Lorsque les arbres sont de plus en plus grands, la contribution de l’onde
rétro-diffusée qui atteint le sol est de plus en plus petite, par conséquent, si on ne connait pas la
hauteur de sol zg, il est de plus en plus difficile d’estimer hv. En revanche, quand la hauteur du
sol zg est connue, la précision sur la hauteur de végétation décrite par BCR(hv|zg) change peu
lorsque la hauteur de végétation augmente.
3.3.4 Influence de la connaissance des matrices T vol et T gro
Dans ce paragraphe, on continue l’analyse de l’impact des connaissances a priori en s’intéres-
sant cette fois aux matrices T vol et T gro. Les courbes présentées Fig. 3.16 montrent qu’en com-
paraison avec la connaissance de la hauteur de sol, la connaissance de la matrice T vol est très
intéressante lorsque la hauteur de végétation est petite, par contre au delà du minimum local,
l’influence de la connaissance des matrice T vol et T vol est moins importante que la connaissance
de la hauteur de sol zg.
Quel est le bilan de l’impact des différentes connaissances a priori ? On peut noter que pour
les grands arbres (c’est-à-dire quand hv plus grand que hloc) la difficulté pour estimer hv vient
essentiellement de la difficulté à estimer zg. Soulignons que dans [3], on a vérifié qu’un estima-
teur de la hauteur de végétation à zg connu était simple à mettre en œuvre et efficace. De plus,
e. En effet quand la hauteur de végétation est très grande, le contribution du sol est faible et
le modèle devient approximativement
T 11 = T 22 = T vol/α
T 12 = eikz(hv+zg)T vol/(ikz + α)
,
ainsi la connaissance de α (angle d’incidence du RADAR et atténuation du volume) et de kz
(vecteur d’onde du RADAR) permet d’estimer précisément la hauteur de canopée hc définie par
hc = zg + hv.
Or si var(ĥc) est proche de 0, alors on a











































Figure 3.16 – Comparaison des influences des connaissances de zg, T vol et T gro sur la précision
d’estimation de la hauteur de végétation hv. En magenta, BCR(hv|T vol,T gro)
représente la BCR de hv lorsque les deux matrices T vol et T gro sont connues. La
taille d’échantillon est supposée égale à 100. La valeur de hv varie, et les autres
paramètres sont fixés avec A = 0.2, E = 100 [m], β = pi/4, kz = 0.1 [m−1] et
σv = 0.0345 [m−1].
rappelons que les modèles qui relient la quantité de biomasse à l’intensité rétro-diffusée en HV
ne semblent plus vérifiés pour les grands arbres [49]. En conséquence, le résultat de l’étude de
l’influence de zg semble montrer qu’un effort accru sur l’estimation de zg est une perspective in-
téressante pour améliorer l’estimation de hv, et donc aussi la quantité de biomasse. L’estimation
du modèle numérique de terrain par des techniques complémentaires au PolInSAR ou bien le
développement d’une approche multi-échelle pour estimer le paramètre zg avec une précision
accrue sont donc deux perspectives très intéressantes.
Pour ce qui est de la connaissance des matrices T vol pour les petits arbres, une application di-
recte de ce résultat paraît moins évidente. Néanmoins, l’analyse des estimations des matrices T vol
et T gro et de leur précision est de toute façon une perspective intéressante pour une meilleure
compréhension des mécanismes de rétro-diffusion dans les données PolInSAR.
3.4 Analyse d’un compromis entre complexité du
système et performance des estimateurs avec
le système PolInSAR compact
3.4.1 Introduction
Précédemment, la détermination des paramètres invariants A et E a permis une analyse de la
difficulté d’estimer les hauteurs de végétation et de sol avec le système PolInSAR complet. Dans
cette dernière partie, on traite du cas particulier du système PolInSAR compact [105] analysé
dans [4]. Alors que le système PolInSAR complet consiste à émettre une polarisation linéaire
horizontale H puis une polarisation linéaire verticale V , le système compact consiste à n’envoyer
qu’une seule polarisation [105]. Dans la perspective du projet BIOMASS, et plus généralement
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de l’envoi de satellites, l’une des questions est d’étudier si la réduction de la complexité du
système du mode complet au mode compact, qui permet une réduction du coût du système,
implique du point de vue du traitement une perte de performance importante. Lorsque l’on émet
une seule polarisation plutôt que deux, le vecteur mesuré en PolInSAR passe de la dimension
6 à la dimension 4, ce qui implique que le système sonde moins d’information sur la scène.
Néanmoins, on peut aussi remarquer que si le RADAR n’émet qu’une seule polarisation, alors on
peut multiplier par deux le nombre d’acquisitions suivant cette direction, ce qui implique un gain
de deux sur la résolution de l’image en azimuth par rapport à la configuration complète.
Du point de vue du modèle, lorsqu’on passe du système PolInSAR complet au système Po-
lInSAR compact, les paramètres du modèle RVoG de hauteurs de sol et de végétation, l’angle
d’incidence du RADAR, l’écartement entre les antennes et l’atténuation de l’onde dans le volume
demeurent identiques. Seules les matrices de polarisation du sol et du volume changent. Si on
note T vol et T gro les matrices de volume et du sol qui permettent de décrire les données avec
le système complet et si on note T˜ vol(χ, ψ) et T˜ gro(χ, ψ) les matrices de volume et du sol qui
permettent de décrire les données avec le système compact lorsque l’état de polarisation émis
est paramétré par l’ellipticité χ et l’orientation ψ (tous deux représentés Fig. 1.3), alors on peut
montrer [4] que pour m ∈ {vol, gro}













J1(χ, ψ) = cosψ cosχ− i sinψ sinχ
J2(χ, ψ) = sinψ cosχ+ i cosψ sinχ
. (3.43)
Ainsi, les matrices T˜ vol(χ, ψ) et T˜ gro(χ, ψ) sont de taille 2 × 2 en configuration compacte et le
nouveau vecteur de paramètre inconnu est :
θ˜(χ, ψ) = {t˜vol,1(χ, ψ), ..., t˜vol,4(χ, ψ), t˜gro,1(χ, ψ), ..., t˜gro,4(χ, ψ), hv, zg}. (3.44)
L’objectif de notre analyse sur ce sujet est d’une part de quantifier la perte de précision sur
l’estimation du paramètre hv liée à la diminution du nombre de composantes du vecteur mesuré
et d’autre part d’analyser l’influence du choix de la polarisation d’émission sur cette perte de
précision. En particulier, existe-t-il un état de polarisation qui permette de minimiser la perte
de résolution quelle que soit la situation physique considérée ? Dans la littérature [105], les
polarisations d’émission les plus couramment utilisées sont : linéaire horizontale (H), linéaire
verticale (V ), linéaire à 45◦ (pi/4) et Circulaire C. Ci-dessous nous effectuerons une comparaison
de ces quatre états de polarisation.
3.4.2 Analyse de la perte de précision
Dans [4], pour quantifier la perte de précision sur l’estimation de la hauteur de végétation hv
en fonction de la polarisation émise, nous avons analysé le rapport
ρ(χ, ψ) = BCRC(χ, ψ)
BCRF
, (3.45)
où BCRC(χ, ψ) est la BCR de la hauteur de végétation obtenue avec le système PolInSAR com-
pact lorsqu’à l’émission l’état de polarisation est paramétré par le couple ellipticité, orientation
(χ, ψ) et BCRF la BCR sur la hauteur de végétation obtenue avec le système complet (en an-






Figure 3.17 – Analyse de la perte de précision décrite par ρ(χ, ψ) (défini Eq. (3.45)) induite
par le passage du système PolInSAR complet au système PolInSAR compact pour
l’estimation de la hauteur de végétation avec le modèle RVoG sur deux exemples
dont les paramètres du modèle sont donnés dans le tableau 3.2. A droite on a
indiqué par des flèches les polarisations d’émission les plus couramment utilisées :
linéaire horizontale (H), linéaire verticale (V), linéaire à pi/4 et circulaire. Notons
que pour l’exemple n◦1, A = 0.5, E = 1600 et R = 3.6, alors que pour l’exemple
n◦2, A = 0.32 et E = 1500 et R = 2.
Ex hv [m] T gro 1000 T vol [m−1]
n◦1 31.4
(
68 −0.65 + i −6− 14i
−0.65− i 23 −3.6− 0.26i
−6 + 14i −3.6 + 0.26i 61
) (
100 −7 30− 5i
−7 76 −8 + 1i




91 −1.6 + 1.6i 2.9− 12i
−1.6− 1.6i 51 −5− 0.7i
2.9 + 12i −5 + 0.7i 71
) (
150 −8 + 2i 40− 6i
−8− 2i 120 −13 + 0.5i
40 + 6i −13− 0.5i 180
)
Table 3.2 – Paramètres du volume et du sol pour les exemples 1 et 2. Les matrices de polarisation
du sol et du volume sont données dans la base lexicographique. Les autres paramètres
sont σv = 0.046 [m−1], zg = 1 [m], kz = 0.09 [m−1], β = pi/4 pour les deux exemples
considérés.
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Fig. 3.17(a), le choix de la polarisation émise a peu d’influence car l’augmentation de la BCR
varie simplement de 1.3 à 2.7. Au contraire pour l’exemple 2 présenté Fig. 3.17(b), l’utilisation
de la polarisation linéaire verticale V entraine une augmentation de la BCR de la hauteur de
végétation d’un facteur supérieur à 70.
Pour interpréter ce résultat, on peut, comme précédemment, s’appuyer sur les paramètres
invariants de la BCR de la hauteur de végétation. Avec le système compact, seules les matrices
de polarisation du sol et du volume T˜ gro(χ, ψ) et T˜ vol(χ, ψ) varient avec χ et ψ. De plus, elles
sont de dimension 2, donc les deux seuls paramètres invariants qui dépendent de χ, ψ sont :
R˜(χ, ψ) = aI1 (λ˜1(χ, ψ) + λ˜2(χ, ψ))
A˜(χ, ψ) = λ˜1(χ,ψ)−λ˜2(χ,ψ)
λ˜1(χ,ψ)+λ˜2(χ,ψ)
, (3.46)





















Figure 3.18 – Analyse des paramètres A˜(χ, ψ) et R˜(χ, ψ) (définis Eq. (3.46)) pour les deux
exemples analysés en Fig. 3.17.
Comme le montrent les images présentées Fig. 3.18(a) et Fig. 3.18(b), le paramètre R˜(χ, ψ)
varie entre 1.8 et 2.8 pour l’exemple 1 et entre 1.15 et 1.55 pour l’exemple 2. Ainsi pour ces deux
exemples, l’ordre de grandeur de R˜(χ, ψ) décrit un bon équilibre entre la contribution du sol et
celle du volume. Par ailleurs, sur l’image présentée Fig. 3.18(d), on observe qu’avec l’exemple
2, pour la polarisation d’émission linéaire verticale V , le paramètre A˜(χ, ψ) est plus petit que
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0.1, ce qui coïncide sur l’image Fig. 3.17(b) à la polarisation d’émission pour laquelle la perte de
précision décrite par ρ(χ, ψ) est proche de 70. Pour les autres polarisations d’émission et pour
l’exemple 1 présenté Fig. 3.18(c), le paramètre A˜(χ, ψ) est plus grand que 0.2 et la perte de
précision ρ(χ, ψ) est moins importante.
Cette analyse démontre qu’il est absolument nécessaire d’optimiser la polarisation d’émission
car le choix d’une mauvaise polarisation peut entrainer une perte de précision supérieure à 70.
Par contre, l’analyse étant effectuée sur simplement deux exemples, elle ne permet pas d’effec-
tuer un choix entre les différentes polarisations d’émission. Néanmoins, ayant souligné la forte
influence du paramètre A˜(χ, ψ), on peut noter que la valeur de A˜(χ, ψ) est maximum à proximité
de la polarisation linéaire pi/4 pour les deux exemples. Dans le paragraphe suivant, on présente
une deuxième analyse en faveur de la polarisation linéaire à pi/4.
3.4.3 Analyse dans la sphère de Poincaré
Une question qui intéresse les spécialistes est de savoir s’il est possible de déterminer une
hiérarchie entre les différentes polarisations d’émission possibles. Pour mener cette analyse, on
se propose d’effectuer un lien avec de précédents travaux de l’équipe PhyTI en optique statis-
tique [73]. Avec le système compact, le lien avec l’optique est facile car lorsque l’on analyse les
données en configuration PolInSAR compacte dans une région homogène, tout se passe comme
si en chaque récepteur on avait la contribution de deux champs partiellement polarisés. L’un
de ces champs correspond à la contribution de l’onde rétro-diffusée par le volume, l’autre à la
contribution de l’onde rétro-diffusée par le sol. Ces deux contributions sont incohérentes entre
elles.
En 2002, Réfrégier et Goudail dans [73] se sont intéressés au contraste entre deux lumières
partiellement polarisées. L’objectif de cette analyse était la définition du contraste entre deux
zones homogènes d’une image acquise par un système d’imagerie polarimétrique. Les auteurs ont
montré dans [73] que le contraste qui décrit la capacité à différencier les deux zones de l’image
étudiée dépend des deux valeurs propres λˇ1 et λˇ2 de la matrice Γ−11 Γ2 où, pour n ∈ {1, 2}, Γn
décrit les propriétés de polarisation de la région n. Si on applique cette analyse à nos deux contri-
butions venant du sol et du volume, cela implique que le contraste entre les deux contributions





qui sont alors λˇ1 = aI1 λ˜1(χ, ψ) et λˇ2 =
a
I1
λ˜2(χ, ψ). De plus, dans [73], il est montré qu’une trans-
















βC = 1−PgroPvol cos Ω√1−P2gro√1−P2vol
, (3.48)
où IX et PX sont respectivement l’intensité et le degré de polarisation associés à la matrice
T˜X(χ, ψ) pour X ∈ {vol, gro}, et Ω est l’angle formé dans la sphère de Poincaré entre les deux
états de polarisations principaux (voir représentation de Poincaré sur Fig. 3.19). L’intérêt de
ce nouveau jeu de paramètres est donc de proposer une représentation graphique reliée aux
paramètres invariants.








Figure 3.19 – Représentation des propriétés de polarisation dans la sphère de Poincaré des contri-
butions du volume et du sol en configuration PolInSAR compacte. Les rayons Pvol
et Pgro sont les degrés de polarisation des contribution du champ rétro-diffusé qui
viennent respectivement du volume et du sol, et Ω est l’angle solide entre les deux
états principaux de polarisation des deux contributions du champ.
précédente, on a observé que le paramètre R˜(χ, ψ) était relativement stable et que le paramètre
important était A˜(χ, ψ). Or un calcul simple montre que :
A˜2(χ, ψ) = 1− 1
β2C
. (3.49)
Ainsi, on peut montrer que
A˜2(χ, ψ) = P
2
vol + P2gro − 2PvolPgro cos Ω− P2volP2gro sin2 Ω
(1− PvolPgro cos Ω)2 , (3.50)
où, comme on l’avait déjà souligné, ce paramètre ne dépend pas des intensités Ivol = tr(T˜ vol(χ, ψ))
et Igro = tr(T˜ gro(χ, ψ)), mais uniquement de la différence des propriétés de polarisation (Pvol,
Pgro et Ω). Analysons certains cas particuliers. Si l’onde rétro-diffusée par le sol (ou par le vo-
lume) est totalement polarisée alors :
lim
Pgro 7→1
A˜(χ, ψ) = 1, (3.51)
ce qui correspond à la valeur maximum du paramètre A˜(χ, ψ).
Un autre cas intéressant correspond à la situation pour laquelle Ω = 0. Dans ce cas :
lim
Ω7→0
A˜(χ, ψ) = |Pvol − Pgro|1− PvolPgro . (3.52)
Ainsi, quand Ω = 0, il faut que les degrés de polarisation soient différents pour que le paramètre




A˜(χ, ψ) = 0. (3.53)
Dans cette situation, les propriétés de polarisation des deux matrices sont identiques.
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Pour interpréter le rôle de Ω, notons que :
A˜2(χ, ψ) = 1− (1− P
2
gro)(1− P2vol)
(1− PgroPvol cos Ω)2
. (3.54)
Ainsi, quand Pvol et Pgro sont fixés, le contraste est d’autant plus important que l’angle Ω est
proche de pi modulo 2pi. Dans la sphère de Poincaré Fig. 3.19, il faut donc que les états de
polarisation soient opposés pour maximiser le paramètre A˜(χ, ψ).
Enfin remarquons que si Pvol = 0, alors
lim
Pvol 7→0
A˜(χ, ψ) = Pgro. (3.55)
En effet, si l’un des champs rétro-diffusé est totalement dépolarisé, le paramètre A˜(χ, ψ) ne
dépend plus de l’angle Ω car celui-ci n’est pas défini.
Dans [4], pour les quatre polarisations d’émission typiques que sont : linéaire horizontale,
linéaire verticale, linéaire à pi/4 et circulaire, on a corrélé les valeurs de ρ(χ, ψ) aux paramètres
Pvol, Pgro et Ω qui sont liés à A˜(χ, ψ). Un résumé des valeurs observées dans [4] est présenté
dans le tableau 3.3.
Pvol Pgro Ω ρ
Polarisation linéaire horizontale H [0.4, 0.5] [0.6, 1] 0 [1.4, 1.6]
Polarisation linéaire verticale V [0.4, 0.5] [0.4, 0.1] 0 [1.7, 150]
Polarisation linéaire à pi/4 [0.4, 0.5] [0.3, 1] >0 [1.1, 3]
Polarisation circulaire [0, 0.2] [0.2, 1] >0 [1.8, 4]
Table 3.3 – Ordres de grandeur obtenus à partir des exemples traités dans [4] et pour lesquels le
sol a une symétrie de réflexion et le volume une symétrie azimutale. Les paramètres
(Pu)u∈{vol,gro} sont les degrés de polarisation de l’onde rétro-diffusée respectivement
par le volume et le sol. L’angle Ω est représenté Fig. 3.19.
Pour les exemples considérés, pour lesquels le sol a une symétrie de réflexion et le volume
une symétrie azimutale, on observe les résultats suivants. La polarisation linéaire verticale peut
avoir une très grande valeur de ρ(χ, ψ) (150). Ceci peut s’expliquer par l’observation que Ω = 0
et que les degrés de polarisation peuvent être proches : on a vu Eq. (3.53) que A˜(χ, ψ) est dans
ce cas très petit. Pour la polarisation linéaire horizontale, les valeurs de ρ(χ, ψ) sont de l’ordre de
1.4 à 1.6, ce qui correspond à une perte de résolution très faible. Cela vient sans doute d’écarts
importants entre les degrés de polarisation Pvol et Pgro. Avec la polarisation linéaire à pi/4, on a
potentiellement un très bon choix car l’angle Ω est non nul, ce qui peut permettre d’augmenter
le contraste A˜(χ, ψ). En effet, on observe une valeur de ρ(χ, ψ) qui descend jusqu’à 1.1. Enfin la
polarisation circulaire correspond souvent au cas où le degré de polarisation de la contribution du
volume est très faible. Eq. (3.55), on a vu que dans cette situation le contraste A˜(χ, ψ) ' Pgro.
Les valeurs correspondantes de ρ(χ, ψ) observées varient entre 1.8 et 4, ce qui est légèrement
moins bon que pour pi/4 et H, mais reste un bon résultat par rapport au cas pathologique de la
polarisation V .
Une synthèse de ces différents comportements est présentée Fig. 3.20. Avec les polarisations
linéaires horizontales et verticales, les états principaux de polarisation des ondes rétro-diffusées
par le volume et par le sol sont parallèles dans la sphère de Poincaré. Cette particularité vient
du fait que la végétation est isotrope et par conséquent quelle que soit la polarisation linéaire
émise par le RADAR, la contribution rétro-diffusée par le volume a le même état principal de
polarisation que celui de l’onde émise. De plus, comme le sol a une symétrie de réflexion, si














Figure 3.20 – Résumé des comportements observés en fonction des polarisations d’émission pour
les exemples considérés où le sol, représenté en marron, a une symétrie de réflexion
et le volume, représenté en vert, une symétrie azimutale.
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par le sol possède elle aussi une polarisation linéaire horizontale ou verticale. En revanche,
avec la polarisation linéaire à pi/4, la situation est différente. Le volume isotrope renvoie une
contribution avec un état principal linéaire à pi/4, mais le sol ne renvoie pas une polarisation
linéaire à pi/4. On a donc deux contributions avec des états de polarisation différents et donc un
angle Ω > 0, comme cela est visible Fig. 3.20(c). Cette propriété Ω > 0 favorise l’existence d’un
contraste plus important et d’une valeur de ρ(χ, ψ) plus petite. Pour la polarisation circulaire,
l’onde rétro-diffusée par le volume est presque totalement dépolarisée, ainsi le contraste n’est
finalement lié qu’au degré de polarisation du sol : A˜(χ, ψ) ' Pgro.
En résumé, le système compact semble une option intéressante pour réduire la complexité du
système. Néanmoins, il faut optimiser le choix de la polarisation émise car il existe des exemples
pour lesquels il peut y avoir une perte de précision très importante. L’étude proposée, fondée sur
les propriétés de symétrie de T vol et T gro, semble montrer que la polarisation linéaire à pi/4 est
une bonne candidate. Il sera intéressant de développer cette étude pour confirmer ce résultat.
La polarisation circulaire semble elle aussi une bonne candidate, mais l’interprétation dans la
sphère de Poincaré semble montrer que l’origine du contraste en circulaire est différent du cas
linéaire pi/4.
3.5 Conclusions et perspectives
L’analyse de la végétation avec le système PolInSAR est un sujet de recherche passionnant
avec un enjeu sociétal important. Lorsque j’ai commencé à étudier les articles scientifiques sur ce
sujet, il y avait essentiellement deux types de travaux. Les premiers proposaient des algorithmes
d’estimation, notamment de la hauteur des arbres. Les seconds développaient de nouveaux mo-
dèles de rétro-diffusion pour mieux analyser les données. Dans l’étude à laquelle j’ai participé,
nous avons choisi de commencer par la quantification de la précision des estimations en fonction
de la situation physique considérée. Cela a permis de confirmer la faisabilité de la technique
d’estimation de la hauteur des arbres, mais a aussi souligné qu’il existait des situations physiques
pour lesquelles l’estimation n’est pas possible avec un nombre raisonnable d’échantillons.
Dans ce document, j’ai choisi d’insister sur la détermination des paramètres invariants de la
BCR de hv, car c’est pour moi un résultat très important qui permet de donner une description
simplifiée du problème d’estimation, c’est-à-dire avec un minimum de paramètres. Parmi ces
paramètres invariants, il me semble que le paramètre A est particulièrement intéressant car il
décrit la différence entre les propriétés polarimétriques des contributions rétro-diffusées par le
sol et le volume. Une perspective intéressante est donc d’analyser comment évolue ce paramètre
en fonction des situations physiques considérées.
L’analyse de l’impact des connaissances a priori a aussi permis des avancés significatives. Elle
a souligné d’une part le rôle capital de la connaissance de la hauteur de sol zg dans l’estimation
du paramètre hv, et d’autre part l’impact tout à fait négligeable de la connaissance des propriétés
de symétrie de T vol et T gro. A ma connaissance, nous avons été les premiers à observer que la
connaissance de la hauteur du sol zg pouvait permettre de gagner un facteur 100 sur la variance
d’estimation de la hauteur de végétation hv. L’amélioration de l’estimation de zg est donc une
perspective importante de ce travail car cela pourrait permettre d’effectuer des estimations de hv
dans des zones homogènes de plus petite taille.
La suite de cette étude à court terme est d’étudier la possibilité de relâcher la contrainte sur
la connaissance de l’atténuation dans le volume et la prise en compte du phénomène de décohé-
rence temporelle. Cette étape est nécessaire pour étendre le champ de validité de la technique
d’estimation de la hauteur de végétation. Par contre, une telle évolution nécessitera de consi-
dérer des données plus complexes : dual baseline ou multi-baseline. A plus long terme, une
perspective motivante qui posera certainement de nouveaux défis est l’analyse des nouveaux sys-
tèmes d’imagerie tel que le LIDAR. Le problème consistera alors à développer une stratégie de
synergie permettant d’utiliser les informations complémentaires de ces différents modes d’acqui-
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sition. Néanmoins, cela ne sera possible que si on dispose d’une compréhension suffisante des
mécanismes de rétro-diffusion dans chacun des modes d’acquisition considérés.
Pour ce projet, il me faudra développer de nouvelles collaborations au sein de la communauté
“télédétection” au niveau national et international tout en approfondissant celle déjà très riche
avec l’ONERA de Salon de Provence. La compréhension des phénomènes physiques issue de
l’analyse des propriétés de cohérence de la lumière partiellement polarisée a contribué à faciliter
mon entrée dans la thématique PolInSAR. L’exemple du recours à la sphère de Poincaré pour
comparer les polarisations d’émission en configuration compacte en est une illustration. Néan-
moins, je souhaiterais aussi souligner que l’expérience de l’équipe PhyTI en RADAR a aussi été
un atout très important, notamment pour la compréhension et le traitement des données réelles.
En terme de traitement, les analyses auxquelles j’ai participé ont été conduites en supposant
que les échantillons étaient gaussiens et identiquement distribués. Or l’émergence de données de
télédétection avec une très haute résolution (THR), a motivé le développement d’analyses sta-
tistiques remettant en cause l’hypothèse gaussienne [113, 65, 122]. En parallèle à ces travaux,
une approche différente remettant en cause non pas la loi de probabilité, mais l’hypothèse d’ho-
mogénéité de l’échantillon, a été développée dans l’équipe [23, 123]. Il me paraît intéressant de
continuer dans cette voie en complexifiant non pas la loi de probabilité décrivant les données,
mais plutôt en imposant une structure particulière à la variation spatiale des paramètres. Enfin
une piste qui, sauf erreur de ma part, n’a pas suscité pour l’instant de nombreuses travaux, est
l’estimation sur données réelles de la précision des estimations. Ce problème, qui consiste à étu-
dier la précision à laquelle on peut estimer la BCR est au cœur de mes préoccupations que sont :
l’analyse et le traitement des données.
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Conclusions et Perspectives
L’analyse des propriétés de cohérence de la lumière partiellement polarisée a mobilisé de
nombreuses équipes de recherche depuis une dizaine d’année. J’ai contribué à ce sujet en fon-
dant mes analyses sur plusieurs expériences particulières permettant de souligner l’existence de
propriétés de cohérence particulières de la lumière partiellement polarisée. Sur cette thématique
de recherche, la difficulté principale n’est pas de mener les calculs. La difficulté est de trouver
des interprétations physiques au concept de cohérence pour la lumière partiellement polarisée.
Malgré les résultats obtenus, l’analyse des propriétés de cohérence de la lumière partiellement
polarisée demeure à mon avis un défi majeur car il reste de nombreux phénomènes physiques à
explorer.
L’analyse des champs en trois dimensions (3D) est une perspective très intéressante car elle
ouvre un champ de possibilités important de développements méthodologiques. En effet, la ca-
ractérisation du comportement polarimétrique d’une onde 3D nécessite 5 paramètres lorsqu’elle
est totalement polarisée et 9 paramètres lorsqu’elle est partiellement polarisée. Le degré de pola-
risation est décrit par deux paramètres [72]. Une généralisation au cas 3D mène de la définition
de trois degrés intrinsèques de cohérence [84]. Cette problématique apparaît en optique par
exemple lors de l’analyse de la lumière en champ proche. De plus, ce sujet pourrait aussi être
l’occasion de revenir sur l’analyse des signaux géophysiques, car dans ce domaine, il est fréquent
d’avoir accès aux amplitudes des vibrations suivant les trois dimensions de l’espace [98].
A la fin du premier chapitre, j’ai mentionné qu’en général, un champ gaussien transformé par
une matrice de Jones aléatoire n’est pas gaussien. Cela signifie que pour caractériser complète-
ment les propriétés de polarisation et de cohérence, il faudra pour certaines situations prendre
en compte les moments statistiques d’ordre supérieur à deux, ce qui soulève aussi de nombreuses
perspectives motivantes. Par exemple, cette étude pourra être menée à partir d’expériences met-
tant en œuvre des corrélations d’intensité des champs, ce qui permettra d’analyser des moments
d’ordre 4. Une autre solution sera de caractériser les propriétés de polarisation à partir des den-
sités de probabilité du champ dans la sphère de Poincaré. Si on dispose de mesures, ce thème
pourrait aussi soulever de nouveaux problèmes d’estimation dans la sphère de Poincaré. En effet,
comme le montre par exemple [15], il est important de revisiter la notion de distance dans la
sphère de Poincaré.
En comparaison, l’objectif de l’analyse menée en imagerie PolInSAR est plus simple à ap-
préhender. Même s’il demeure des incertitudes sur la configuration du système et sur le choix
du modèle pour décrire les mécanismes de rétro-diffusion, l’intention est d’étudier le problème
d’estimation des paramètres de végétation. En PolInSAR, l’enjeu sociétal et les moyens mis en
œuvre sont très importants. Les données acquises par ces systèmes sont très riches en informa-
tion. Les résultats obtenus ont montré l’intérêt d’une analyse de la précision fondée sur les outils
statistiques. La prochaine étape dans cette étude est d’aborder les systèmes multi-baselines, qui
vont permettre d’effectuer des estimations plus précises ainsi que de mieux comprendre les méca-
nismes de rétro-diffusion. Je dirige une thèse sur ce sujet depuis novembre 2014 en collaboration
avec l’ONERA de Salon de Provence. Dans cette thèse, en plus du système PolInSAR, il est aussi
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prévu d’analyser les capacités du système LIDAR, ce qui nous permettra d’affiner l’estimation de
certains paramètres et de décrire les mécanismes de rétro-diffusion sous en nouvel angle.
En plus de ces deux activités de recherche, je souhaite aussi développer de nouvelles collabora-
tions sur des problèmes physiques différents de manière à induire de nouveaux problèmes métho-
dologiques. En particulier, je participe actuellement à la direction de la thèse de Lamine Diong.
Cette thèse est co-dirigée avec Philippe Lasaygues du Laboratoire de Mécanique et d’Acoustique
(LMA). Amélie Litman de l’Institut Fresnel participe à la collaboration scientifique pour les as-
pects micro-ondes. Le projet est d’analyser la précision disponible au sein d’un système d’imagerie
acoustique et micro-onde avec un formalisme unifié fondé sur les équations d’Helmholtz. Pour
ce sujet, comme pour le PolInSAR, notre démarche consiste à utiliser la BCR pour sonder le pro-
blème d’estimation et ainsi aider à la conception du système de mesure.
Plus généralement, concernant mes projets à plus long terme, l’enjeu est de continuer à in-
duire de l’analyse de travaux appliqués des analyses méthodologiques. Par exemple, développer
une activité sur l’estimation des propriétés de polarisation dans la sphère de Poincaré est une
piste intéressante pour décrire des propriétés de non gaussianité des champs. Sortir du cadre
des transformations linéaires des champs est aussi une piste importante pour rendre compte des
phénomènes physiques complexes. Ce qui est sûr est que je continuerai à travailler en collabo-
ration avec des physiciens avec l’objectif de progresser dans la compréhension des phénomènes
physiques et de développer mon expertise en analyse statistique et en traitement du signal.
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