New Identification and Decoding Techniques for Low-Density Parity-Check Codes by Xia, Tian
Louisiana State University
LSU Digital Commons
LSU Doctoral Dissertations Graduate School
2015
New Identification and Decoding Techniques for
Low-Density Parity-Check Codes
Tian Xia
Louisiana State University and Agricultural and Mechanical College, tiaxian@gmail.com
Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_dissertations
Part of the Electrical and Computer Engineering Commons
This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It has been accepted for inclusion in
LSU Doctoral Dissertations by an authorized graduate school editor of LSU Digital Commons. For more information, please contactgradetd@lsu.edu.
Recommended Citation
Xia, Tian, "New Identification and Decoding Techniques for Low-Density Parity-Check Codes" (2015). LSU Doctoral Dissertations.
1557.
https://digitalcommons.lsu.edu/gradschool_dissertations/1557
NEW IDENTIFICATION AND DECODING TECHNIQUES FOR LOW-DENSITY
PARITY-CHECK CODES
A Dissertation
Submitted to the Graduate Faculty of the
Louisiana State University and
Agricultural and Mechanical College
in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
in
The School of Electrical Engineering and Computer Sciences
by
Tian Xia
B.S., University of Electronic Science and Technology of China, 2008
M.S., University of Electronic Science and Technology of China, 2011
M.S., Louisiana State University, 2013
May 2015
ACKNOWLEDGMENTS
I would like to express my deepest gratitude to my advisor Dr. Hsiao-Chun Wu. This work
cannot be fulfilled without his kind and precious guidance. Dr. Wu’s profound knowledge and
constant encouragement inspire and motivate me to pursue the challenging but interesting
questions encountered in this work. His academic serious and respectable personality will
surely have a lasting impact for my future career.
I also would like to thank my committee members Dr. Xuebin Liang, Dr. Xin Li, Dr.
Supratik Mukhopadhyay, and Dr. Frank Tsai for their invaluable time and constructive
suggestions to improve this work. I would like to thank the division of the electrical and
computer engineering as well for building a great learning environment during my study.
Moreover, I would like to thank my former group members Dr. Yonas G. Debessu and
Ms. Hongting Zhang. They generously share their experience and knowledge not only in
directions of research topics but also in details of daily life. They also helped me a lot by
leaving me useful books and driving me to buy groceries, just to name a few.
I am also grateful to the Graduate School of Louisiana State University for offering me
the distinguished Dissertation Year Fellowship. Part of this work was developed under this
financial assistance.
Finally, I would like to say thanks to my parents who raised me in their unconditional
love. Their endless support keeps me focused on my research and lets me continue to chase




ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 LDPC Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Iterative BP Decoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Motivation and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 BLIND IDENTIFICATION OF LDPC CODES FOR AWGN CHANNELS . . . . . 9
2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Blind LDPC Encoder Identification . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 EM Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 APPs of Coded Bits . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 LDPC Encoder Identification . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 BLIND IDENTIFICATION OF LDPC CODES FOR FADING CHANNELS . . . . 22
3.1 Blind LDPC Encoder Identification for Time-Varying Fading Channels . . . 22
3.1.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Blind LDPC Encoder Identification . . . . . . . . . . . . . . . . . . . . 26
3.1.3 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.4 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Joint Blind Frame Synchronization and Encoder Identification . . . . . . . . 32
3.2.1 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 New Joint Blind Scheme. . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.3 Computational Complexity Reduction . . . . . . . . . . . . . . . . . . 37
3.2.4 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.5 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 FAST LDPC DECODING ALGORITHMS . . . . . . . . . . . . . . . . . . . . . . 47
4.1 A New Stopping Criterion . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1.1 Undecodable Blocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1.2 Robust T -Tolerance Stopping Criterion. . . . . . . . . . . . . . . . . . 51
4.1.3 Complexity Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.1.4 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
iii
4.1.5 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 An Efficient APP-based Dynamic Scheduling . . . . . . . . . . . . . . . . . 60
4.2.1 Existing Serial Scheduling Algorithms . . . . . . . . . . . . . . . . . . 63
4.2.2 The APPRBP Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2.3 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2.4 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5 FAST ITERATIVE DECODING THRESHOLD ESTIMATION. . . . . . . . . . . 75
5.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.1.1 LDPC Convolutional Codes (LDPC-CCs) . . . . . . . . . . . . . . . . 77
5.1.2 PEXIT Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Monotonicity Analysis and the PEXIT-fast Algorithm . . . . . . . . . . . . 82
5.2.1 Our Proposed PEXIT-Fast Algorithm . . . . . . . . . . . . . . . . . . 90
5.2.2 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
iv
LIST OF TABLES
4.1 Proportions of decodable and undecodable blocks . . . . . . . . . . . . . . . 50
5.1 Comparison between IDTs obtained from our PEXIT-fast algorithm and IDTs
in [1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 IDT Estimates η̂ for Various (J,K, L) LDPC-CCs Using Our PEXIT-fast
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
v
LIST OF FIGURES
1.1 An example of a Tanner graph representation for a regular LDPC code. . . . 2
2.1 The illustration of the one-to-one mapping for a typical 16-QAM constellation
together with two sets A1 and A3. . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 The probabilities of correct identification Pc with respect to Eb/N0 for 4-QAM
signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 The probabilities of correct identification Pc with respect to Eb/N0 for 16-
QAM signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 The probabilities of correct identification Pc with respect to Eb/N0 for 64-
QAM signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 The average iteration numbers with respect to Eb/N0 for 4-QAM, 16-QAM,
and 64-QAM signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 The probabilities of correct identification Pc with respect to Eb/N0 for the four
LDPC encoder candidates using Eq. (3.11) (“hard decision”) and Eq. (3.13)
(“soft decision”), respectively. BFSK modulator is used, and the normalized
Doppler rate is fDTs = 0.001. . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 The probabilities of correct identification Pc with respect to Eb/N0 using
Eq. (3.13) for different FSK modulation orders and different normalized Doppler
rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 The average LLR Γθ
′
t versus the sliding window’s starting time point t for the
rate 1/2 LDPC encoder (θ′ = θ). . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 The probabilities of correct identification Pc with respect to Eb/N0 for different
SIR values when L = 3 (three channel paths). . . . . . . . . . . . . . . . . . 41
3.5 The average LLR Γθ
′
t with respect to the sliding window’s starting time point
t for each encoder θ′ = θ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.6 The probabilities of correct identification Pc with respect to Eb/N0 for the
search step-size scenarios v0 and v1 when L = 3 (three channel paths) and
SIR = 5 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
vi
3.7 The probabilities of correct identification Pc with respect to Eb/N0 for the
search step-size scenarios v0 and v2 when L = 3 (three channel paths) and
SIR = 5 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.8 The probabilities of correct identification Pc with respect to Eb/N0 for L = 3
and L = 5 when SIR = 5 dB. The conventional one-stage sample-by-sample
search is used here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1 The cumulative density functions of the iteration numbers required for decod-
able blocks subject to different Eb/N0 values. . . . . . . . . . . . . . . . . . . 51
4.2 The evolution of the total APP P (t) with respect to the iteration number t
for Eb/N0 = 9 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 The frame error rate of the binary LDPC code (648, 324) versus Eb/N0 for
different T values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4 The average iteration number of the binary LDPC code (648, 324) with respect
to Eb/N0 for different T values. . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.5 The frame error rate of the nonbinary LDPC code (147, 108) over GF(64)
versus Eb/N0 for different T values. . . . . . . . . . . . . . . . . . . . . . . . 59
4.6 The average iteration number of the nonbinary LDPC code (147, 108) over
GF(64) with respect to Eb/N0 for different T values. . . . . . . . . . . . . . 60
4.7 The illustration of the flooding BP decoding to correct erasures using three
iterations [2]. The channel is binary erasure channel (BEC). The received
signal is denoted by y, and the estimated codeword is denoted by ĉ. The
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ABSTRACT
Error-correction coding schemes are indispensable for high-capacity high data-rate com-
munication systems nowadays. Among various channel coding schemes, low-density parity-
check (LDPC) codes introduced by pioneer Robert G. Gallager are prominent due to the
capacity-approaching and superior error-correcting properties. There is no hard constraint on
the code rate of LDPC codes. Consequently, it is ideal to incorporate LDPC codes with var-
ious code rate and codeword length in the adaptive modulation and coding (AMC) systems
which change the encoder and the modulator adaptively to improve the system throughput.
In conventional AMC systems, a dedicated control channel is assigned to coordinate the
encoder/decoder changes. A questions then rises: if the AMC system still works when such
a control channel is absent. This work gives positive answer to this question by investigating
various scenarios consisting of different modulation schemes, such as quadrature-amplitude
modulation (QAM), frequency-shift keying (FSK), and different channels, such as additive
white Gaussian noise (AWGN) channels and fading channels.
On the other hand, LDPC decoding is usually carried out by iterative belief-propagation
(BP) algorithms. As LDPC codes become prevalent in advanced communication and storage
systems, low-complexity LDPC decoding algorithms are favored in practical applications. In
the conventional BP decoding algorithm, the stopping criterion is to check if all the parities
are satisfied. This single rule may not be able to identify the undecodable blocks, as a result,
the decoding time and power consumption are wasted for executing unnecessary iterations.
In this work, we propose a new stopping criterion to identify the undecodable blocks in the
ix
early stage of the iterative decoding process. Furthermore, in the conventional BP decoding
algorithm, the variable (check) nodes are updated in parallel. It is known that the number
of iterations can be reduced by the serial scheduling algorithm. The informed dynamic
scheduling (IDS) algorithms were proposed in the existing literatures to further reduce the
number of iterations. However, the computational complexity involved in finding the update
node in the existing IDS algorithms would not be neglected. In this work, we propose a new
efficient IDS scheme which can provide better performance-complexity trade-off compared
to the existing IDS ones.
In addition, the iterative decoding threshold, which is used for differentiating which LDPC
code is better, is investigated in this work. A family of LDPC codes, called LDPC convo-
lutional codes, has drawn a lot of attentions from researchers in recent years due to the
threshold saturation phenomenon. The IDT for an LDPC convolutional code may be com-
putationally demanding when the termination length goes to thousand or even approaches
infinity, especially for AWGN channels. In this work, we propose a fast IDT estimation
algorithm which can greatly reduce the complexity of the IDT calculation for LDPC convo-
lutional codes with arbitrary large termination length (including infinity). By utilizing our
new IDT estimation algorithm, the IDTs for LDPC convolutional codes with arbitrary large
termination length (including infinity) can be quickly obtained.
x
1. INTRODUCTION
In this chapter, we give a brief introduction of low-density parity-check (LDPC) codes
and the conventional iterative belief-propagation algorithms used for LDPC decoding. The
following chapters of this work are developed upon these fundamental concepts. For much
wider and deeper details on LDPC codes, the reader is referred to [2–4] and the references
therein.
1.1 LDPC Codes
LDPC codes were introduced by Robert G. Gallager in 1960s [3]. An LDPC code is
defined by a sparse parity-check matrix (PCM). The sparsity implies that the number of
non-zero entries in the PCM increase linearly rather than quadratically with respect to the
codeword length. Denote a sparse PCM by H with dimension m× n (m < n). An LDPC is
defined by H if and only if each codeword, denoted by c with dimension n× 1, satisfies
Hc = 0, (1.1)
where 0 is all-zero vector with dimension m× 1. The corresponding code rate R ≥ 1−m/n,
where the equality hold when all the rows in H are independent. If all the non-zero entries
in H are 1, then H defines a binary LDPC code; if all the non-zero entries in H are from





variable nodes check nodes
Figure 1.1: An example of a Tanner graph representation for a regular LDPC code.
LDPC codes are one of the graph codes. Specifically, an LDPC code’s PCM H can
also be represented by a bipartite graph, which is also called a Tanner graph [5]. In the
corresponding Tanner graph, the jth column of H is represented by a variable node j, the ith
row of H is represented by a check node i, and there is an edge between a variable node j and
a check node i if the entry is non-zeros in the ith row and jth column of H. It is inevitable
to have cycles in the corresponding Tanner graph when constructing LDPC codes [2]. The
minimum length of any cycles in a Tanner graph is called girth. Usually, LDPC codes are
constructed carefully to avoid cycles with length 4 (the girth is thus at least 6), since short
cycles are unfavorable for the iterative LDPC decoding algorithms and impairs the bit-error
rate (BER) performance.
In a Tanner graph, if every variable node has degree dl and every check node has degree
dr, the corresponding LDPC code is called regular ; otherwise, it is irregular. An example of
a Tanner graph representation for a regular LDPC code is depicted in Figure 1.1. Note that
there is an edge permutation operation in Figure 1.1 to permute edge connections between
variable nodes and check nodes. Given all possible edge permutation instances, an LDPC
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ensemble is then formed. It is of interest to investigate an LDPC ensemble rather than a
particular instance due to the concentration property when codeword length n grows [6].
An LDPC ensemble is characterized by a degree distribution pair [7]. Give a specific degree
distribution pair, the iterative decoding threshold (IDT) can then be determined by the den-
sity evolution technique [6] or the extrinsic information transfer (EXIT) chart analysis [8].
The IDT indicates the best possible performance of an LDPC code under iterative decoding
and can then be utilized for LDPC code design. Usually, carefully designed irregular LDPC
codes have better iterative decoding thresholds than regular LDPC codes.
The encoding procedure of an LDPC code is usually not straightforward. A efficient
encoding scheme was proposed in [9] for general LDPC codes. For practical applications, it
is favorable to employ quasi-cyclic LDPC codes whose PCM is constructed by concatenating
circulant sub-matrix [10]. The constraint can greatly simplify the encoding process and the
corresponding circuit design [11, 12].
It is worth mentioning that in recent years LDPC convolutional codes, also called spatially-
coupled LDPC codes, have drawn a lot of attentions from both academia and industry [13].
A remarkable phenomenon, called threshold saturation, is observed for terminated LDPC
convolutional codes when the termination length goes large [14]. In detail, the iterative
decoding threshold (IDT) of an LDPC convolutional code can approach the maximum a
posteriori (MAP) decoding threshold as the termination length increases.
1.2 Iterative BP Decoding
The superior error-correction performance of LDPC codes is offered by the iterative belief-
propagation (BP) decoding algorithms. When a Tanner graph of an LDPC code has no
3
cycles, the BP decoding is optimal and can be accomplished in one iteration. As mentioned
above, to construct LDPC codes to be good in finite lengths, cycles are inevitable but short
cycles of length 4 should be eliminated. Consequently, the BP algorithms has to be carried
out iteratively for decoding LDPC codes, and in general, the iterative BP decoding is not
optimal anymore. Here, we illustrate the iterative BP decoding procedure for binary LDPC
codes. For nonbinary LDPC decoding, the reader is referred to [15–18].
The iterative BP decoding process can be described over the Tanner graph. Each variable
node (each column of the PCM H) is considered as a repetition code, and each check node
(each row of H) is considered as a single parity-check code. The soft extrinsic information
messages, presented by the probabilities or log-likelihood ratios (LLR) which infer the beliefs
of the received symbols being 0 or 1, are propagated between the variable nodes and the
check nodes. Thus, the name belief propagation comes.
Consider the binary phase-shift keying modulation and additive white Gaussian noise
(AWGN) channels. Denote the received symbol by rj, j = 1, 2, . . . , n. Denoted the extrinsic
information in LLR from the variable node j to the check node i by αi,j. Denoted the
extrinsic information in LLR from the check node i to the variable node j by βi,j . Denote
the LLR of a posteriori probability (APP) for the variable node j by ρj. The standard
iterative BP algorithm for LDPC decoding can thus be described as follows [4].




, j = 1, 2, . . . , n, (1.2)
where a is the signal amplitude and σ2 is the noise variance. For every edge connecting the
variable node j to the check node i (every non-zero entry in PCM H in row i and column
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j), initialize αi,j by
αi,j = µj. (1.3)
Step 2 Check-node processing: At the check-node side, calculate βi,j using the in-



















where Vi\j is the set of the variable nodes connected to the check node i except the variable








, x ≥ 0. (1.5)
Step 3 Variable-node processing: At the variable-node side, calculate αi,j using the
incoming messages βi,j by




where Cj\i is the set of the check nodes connected to the variable node j except the check
node i.
Step 4 APP: Calculate the LLR of APP, ρj , which can be expressed by
ρj = µj +
∑
i∈Cj
βi,j , j = 1, 2, . . . , n, (1.7)
where Cj is the set of the check nodes connected to the variable node j.
Step 5 Stopping rule: Perform hard decision on ρj to obtain the codeword estimation ĉ.
Carry out the syndrome check using Eq. (1.1). If all the parity check equations are satisfied,
that is, Hĉ = 0, terminate the algorithm and output estimated codeword ĉ. Otherwise, go
back to Step 2 until the maximum iteration number, denoted by Niter, is reached.
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The aforementioned iterative BP decoding is called the sum-product algorithm in the
logarithm domain [4]. The complexity burden lies at the check-node processing in the Step
2. Take a closer look at the function φ(x) defined by Eq.(1.5). It can be observed that the

































we obtain the so called min-sum algorithm. Although the expensive calculation on φ(x) is
avoided in the min-sum algorithm, there is certain BER performance degradation incurred
by the approximation in Eq. (1.8) [4].
1.3 Motivation and Objectives
LDPC codes have been successfully adopted in various standards, such as the DVB-S2
(digital televisions) [19], the IEEE 802.11 WLAN (Wi-Fi) [20], 10 Gigabit Ethernet [21], etc.
Research interests and applications of LDPC codes can also be found in advanced optical
communications and modern data-storage systems [22, 23].
In the aforementioned standards, LDPC codes are defined by various code rates and
codeword lengths. Consequently, the transceivers therein can employ different LDPC en-
coders/decoders according to the channel qualities. This is the so-called adaptive modulation
and coding technique. Usually, there is a dedicated control channel to facilitate the changes
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of encoders/decoders between transceivers, which complicates the transceiver design and
impairs the spectral efficiency. To avoid such a control channel, blind LDPC encoder iden-
tification schemes are proposed in this work so that the receiver can blindly identify LDPC
codes from a predefined LDPC encoder candidate set. We investigate various modulation
schemes and channel models and assume that the receivers have no knowledge of the channel
state information.
Furthermore, there are possibilities to reduce the computational complexity (number of
iterations) of the standard iterative BP decoding algorithm described in Chapter 1.2 in
following ways. Note that the conventional stopping rule (Step 5 in Chapter 1.2) cannot
recognize undecodable blocks. As a result, when an undecodable block is experienced in the
BP decoding, all available iterations will be exhausted and no legitimate codeword will be
generated. To save the decoding time and the power consumption when an undecodable
block is experienced, in this work, we devise a new stopping criterion for BP decoding,
which can identify undecodable blocks and terminate the BP decoding process in an early
stage. Moreover, the parallel scheduling method in the standard iterative BP decoding
algorithm could be replaced by serial scheduling schemes. It is known that serial scheduling
schemes can reduce the number of iterations and converge fast compared to the parallel
(flooding) scheme. In this work, we propose an efficient dynamic scheduling scheme for
BP decoding, which can further reduce the number of iterations compared to the existing
dynamic scheduling algorithms.
In addition, the IDTs of LDPC convolutional codes with large termination lengths are
computationally demanding to be determined, especially for the additive white Gaussian
noise (AWGN) channel. Instead of using the existing protograph-based extrinsic informa-
7
tion transfer (PEXIT) algorithm to determine the IDTs for protograph-based LDPC convo-
lutional codes, in this work, we propose a PEXIT-fast algorithm based on our new analysis
and proofs on the monotonic properties involved in the PEXIT analysis of LDPC convolu-
tional codes. The computational complexity can thus be greatly reduced for determining the
IDTs of LDPC convolutional codes with arbitrary large termination lengths which include
infinity.
The rest of this work is organized as follows. In Chapter 2 and Chapter 3, the blind
identification schemes for LDPC codes are developed for different modulation formats and
channels. Joint blind frame synchronization and LDPC encoder identification is also ad-
dressed in Chapter 3. In Chapter 4, two fast BP decoding algorithms are proposed to reduce
the computational complexity (number of iterations). One is a new stopping criterion, and
the other one is an efficient dynamic serial scheduling for LDPC decoding. In Chapter 5, we
propose an efficiently IDT estimate algorithm for LDPC convolutional codes, which is useful
especially for large termination length.
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2. BLIND IDENTIFICATION OF LDPC CODES FOR AWGN CHANNELS
Adaptive modulation and coding (AMC) technologies exploit the channel state informa-
tion (CSI) to improve the data rate (throughput) or enhance the bit-error-rate performance,
especially in time-varying fading channels [24]. Based on the feedback CSI, the AMC trans-
mitter dynamically selects an appropriate combination of modulator and channel encoder
from the predefined candidate pool [25–28]. Instead of employing a dedicated control chan-
nel to update the changes in the modulation/demodulation and coding/decoding schemes
in conventional AMC transceivers, people proposed blind encoder identification techniques
in [29–34] and blind modulation classification schemes in [35–37] recently to boost the spectral
efficiency and remove the corresponding control mechanisms (thus simplify the transceiver
design) by using advanced signal processing methods.
It is known that the redundancy introduced in the existing coding schemes offers potentials
for the receiver to blindly identify the unknown encoder adopted by an AMC transmitter.
In [29, 30], the space-time redundancy of the received signal samples was exploited to dis-
tinguish the underlying coding schemes for flat- and frequency-selective fading channels,
respectively. In [31], the receiver utilized the parity-check constraints to identify the original
encoder. In [32, 33], the blind encoder identification schemes were developed for binary and
nonbinary low-density parity-check (LDPC) codes over the additive white Gaussian noise
(AWGN) channel, respectively.
In this chapter, we extend our previous work in [32] to blindly identify binary LDPC
codes for M-quadrature amplitude modulation (M-QAM) signals over the additive white
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Gaussian noise (AWGN) channel. The main contributions of this work are highlighted as
follows. First, since the transmitted symbols change from BPSK modulation to M-QAM
modulation, an unknown phase offset is introduced. The expectation-maximization (EM)
algorithm is thus developed accordingly for estimating the unknown parameters, namely
signal amplitude, noise variance, and phase offset. Second, the a posteriori probabilities
(APPs) of the received signal symbols have to be transformed to the corresponding coded
bits for facilitating the syndrome APP of binary LDPC codes subject to the mapping of M-
QAM. This new framework involving the two aforementioned attributes enables our proposed
blind binary LDPC encoder identification scheme to work reliably in the AMC systems where
both modulation type and coding scheme change dynamically with respect to the channel
state.
The rest of this chapter is organized as follows. The basic AMC transceiver system is
introduced in Chapter 2.1. The blind LDPC encoder identification method for M-QAM sig-
nals and the associated EM algorithm are presented in Chapter 2.2. Monte Carlo simulation
results are demonstrated in Chapter 2.3 to illustrate the effectiveness of our proposed new
scheme.
2.1 System Model
In this section, we introduce the basic AMC system model for the transceivers involving a
binary LDPC encoder and an M-QAM modulator. At the transmitter, original information
bits are grouped into blocks, each of which consists of k consecutive bits, say bν , where ν
is the block index. This block of information bits are passed to the binary LDPC encoder
θ to generate a corresponding block of codeword or coded bits, say cθν with codeword length
10
n, where θ denotes a particular type of binary LDPC encoder. Obviously the corresponding
code rate is R = k/n. Then, the codeword cθν is modulated by the M-QAM such that L
(L = log2M) consecutive coded bits form one M-QAM symbol. The corresponding block of
modulated symbols to cθν are denoted by s
θ
ν with length N = n/L.
It is assume that the timing, frequency, and frame synchronizations are properly under-
taken at the receiver frontend [38–40]. Thus, the received baseband signal symbols are also
collected in blocks, say rν . We propose to feed rν to our blind encoder identification scheme
to identify θ, the unknown binary LDPC encoder adopted in the transmitter. Once the
encoder type is identified by our proposed scheme as θ̂ν where the subscript ν indicates that
it is estimated from the νth block of received signal symbols, then the appropriate LDPC
decoder can be employed to construct the information symbol estimates b̂ν . As our blind
binary LDPC encoder identification scheme can rely on a single codeword block, the block
index ν can be omitted for notational convenience in the rest of this chapter.
To establish the signal model, each element of one block of received baseband signal
symbols, r
def
= [r1, r2, . . . , rj , . . . , rN ]
T , can be expressed as
rj = ae
ıϕsθj + wj, j = 1, 2, . . . , N, (2.1)




−1, ϕ is the unknown phase offset, sθj is the
M-QAM symbol generated from the encoder θ, and wj is the zero-mean complex AWGN
with independent real and imaginary parts both having the variance σ2. Consequently, the








In practice, the AMC transceivers would not change their modulators and encoders arbi-
trarily but have a predefined modulator/encoder candidate set. In this chapter, we assume
that a predetermined LDPC encoder candidate set, say Θ, which contains multiple encoder
candidates, is known to both transmitter and receiver. We also assume that the encoders in
Θ are different from each other so that the parity-check matrices of any two encoders do not
share identical row(s). In the next section, we will present our scheme to blindly identify the
binary LDPC encoder θ ∈ Θ for M-QAM signals.
2.2 Blind LDPC Encoder Identification
Note that the unknown parameters, namely signal amplitude a, noise variance σ2, and
phase offset ϕ need to be estimated first in our blind binary LDPC encoder identification
scheme (see [32]). According to the system model formulated by Eq. (2.1), we propose to
adopt the EM algorithm to estimate all of them [41].
2.2.1 EM Estimation
When a maximum-likelihood estimation (MLE) problem is complicated, it is favorable
to adopt the EM algorithm to find the optimal solution due to its monotonicity [41]. The
received signal samples formulated by Eq. (2.1) comply with the Gaussian mixture model
which the EM algorithm is built upon.
In the EM framework, the missing data are the transmitted symbols s = [s1, s2, . . . , sN ].
The complete data are denoted by z = [r; s]. Let C denote the M-QAM constellation set
where xm ∈ C (m = 1, 2, . . . ,M) represents themth constellation point. Each xm corresponds
to a mode in the Gaussian mixture. Here we assume that sj is randomly picked from xm
12
and therefore the probability weight of the mth mode is 1/M . The unknown parameter
set is λ = [a, σ2, ϕ]. According to Eq. (2.1), the conditional expected log-likelihood function







































































At the E-step, according to Eq. (2.3), only δ
(t)



















































By setting the partial derivatives of Q(λ|λ(t)) with respect to a and σ2 to zero respectively
and using the phase offset estimator given by Eq. (2.10), one can obtain the optimal updates

































By the end of each iteration, to check if the EM algorithm converges, the log-likelihood also


















The EM algorithm continues to iterate its E-step and M-step alternately if |f (t+1)−f (t)| ≥ ǫ,
where ǫ is a predefined threshold; it stops when either |f (t+1) − f (t)| < ǫ or the maximum
iteration number is reached, and outputs the ultimate estimates λ̂ = [â, σ̂2, ϕ̂].
2.2.2 APPs of Coded Bits
Note that in order to identify the binary LDPC codes, the a posteriori probabilities
(APPs) of coded bits need to be carried out to facilitate the log-likelihood ratios (LLRs).
This calculation is straightforward for BPSK signals [32]. Nevertheless, more rigors are
required for M-QAM signals. Recall that there is a one-to-one mapping between each M-
QAM constellation point and L consecutive bits within a binary LDPC codeword. Therefore,
14
































Figure 2.1: The illustration of the one-to-one mapping for a typical 16-QAM constellation
together with two sets A1 and A3.
each received symbol rj corresponds to the L consecutive bits denoted by cj,1, cj,2, . . . , cj,L.
For each bit cj,l, l = 1, 2, . . . L, denote Al ⊆ C such that the constellation points xm ∈ Al all
result in the mapping cj,l = 0. The APP of the coded bit cj,l can therefore be obtained from
the APP of the transmitted symbol sj as expressed by
P{cj,l = 0|rj} =
∑
xm∈Al
P{sj = xm|rj}, (2.14)
and
P{cj,l = 1|rj} = 1− P{cj,l = 0|rj}, (2.15)
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where P{sj = xm|rj} can be carried out according to Eq. (2.4) by plugging in â, σ̂2, and ϕ̂
resulting from the EM algorithm which is discussed in Section 2.2.1.
Figure 2.1 depicts the one-to-one mapping for a typical 16-QAM constellation. The
constellation points contained in the set A1 are circled by the solid line while the constellation
points contained in A3 are circled by the dashed line. For clarity, the constellation subsets
A2 and A4 are not illustrated therein. It is obvious that each set Al, l = 1, 2, . . . , log2 (M),
contains M/2, i.e., half of the constellation points.
2.2.3 LDPC Encoder Identification





Let g denote a row vector of the LLRs of APPs such that g
def
= [L(c1,1|r1), L(c1,2|r1), . . .,
L(c1,L|r1), L(c2,1|r2), . . ., L(c2,L|r2), . . ., L(cN,L|rN)] with length n = NL.





i , i = 1, 2, . . . , q. Denote gi
def
= [gi,1, gi,2, . . . , gNi] the sub-vector of g by retaining
the elements in g which coincide with the positions of the non-zero elements of hθ
′
i , where Ni
is the total number of the non-zero elements of hθ
′
i . According to [32], the LLR of syndrome
APP for hθ
′


























































EM: R = 1/2
EM: R = 2/3
EM: R = 3/4
EM: R = 5/6
True: R = 1/2
True: R = 2/3
True: R = 3/4
True: R = 5/6
Figure 2.2: The probabilities of correct identification Pc with respect to Eb/N0 for 4-QAM
signals.
where ⊞ is the box-plus operation defined in [32]. The average LLR of syndrome APP subject



















where Θ is the predefined encoder candidate set.
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EM: R = 1/2
EM: R = 2/3
EM: R = 3/4
EM: R = 5/6
True: R = 1/2
True: R = 2/3
True: R = 3/4
True: R = 5/6
Figure 2.3: The probabilities of correct identification Pc with respect to Eb/N0 for 16-QAM
signals.
2.3 Simulation
The performances of our proposed blind LDPC-encoder identification scheme forM-QAM
signals are evaluated by computer simulations. The performance metric we choose is the
probability of correct identification, which is the probability that the receiver can correctly





The binary LDPC codes with length n = 648 and four different code-rates R = 1/2, 2/3,
3/4, and 5/6 defined in the IEEE 802.11-2012 standard constitute the encoder candidate set
Θ here [20]. For each particular modulation order M , one thousand Monte Carlo trials are
taken for each encoder to be the actual one adopted by the transmitter. In each trial, one
18



































EM: R = 1/2
EM: R = 2/3
EM: R = 3/4
EM: R = 5/6
True: R = 1/2
True: R = 2/3
True: R = 3/4
True: R = 5/6
Figure 2.4: The probabilities of correct identification Pc with respect to Eb/N0 for 64-QAM
signals.
codeword block consisting of random information bits is generated, and the phase offset is
randomly chosen within (−π/4, π/4) to avoid the phase ambiguity inherent in any square
QAM constellation (see [25, 43]). For the EM algorithm, we use the M2M4 method in [44]
to establish the initial estimates a(0) and σ2
(0)





according to [45]. In addition, the initial log-likelihood f (0) is set as an
arbitrary number, say 1. The threshold ǫ is set as 10−3 and the maximum iteration number
is set as 100.
Figures 2.2–2.4 delineate the probabilities of correct identification Pc with respect to
Eb/N0 for M-QAM signals when M is 4, 16, and 64, respectively. It can be discovered
19






























Figure 2.5: The average iteration numbers with respect to Eb/N0 for 4-QAM, 16-QAM, and
64-QAM signals.
that Pc can achieve 100% for all the four codes when Eb/N0 > 5 dB for 4-QAM signals,
Eb/N0 > 9 dB for 16-QAM signals, and Eb/N0 > 13 dB for 64-QAM signals. Moreover,
the probabilities of correct identification Pc using the estimated signal amplitude â, noise
variance σ̂2 and phase offset ϕ̂ from the EM algorithm (denoted by “EM” in the figures) are
compared to those using the true values of a, σ2, and ϕ (denoted by “True” in the figures).
The simulation results show that the differences between these two cases are quite negligible.
Note that as the modulation order M goes larger, the block length N of the received
symbols becomes shorter since the binary LDPC codeword length n remains the same. As a
result, the EM algorithm requires more iterations to converge for higher modulation orders.
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Hence, it is interesting to investigate the average iteration number (AIN) of the EM algorithm
for different M . Figure 2.5 demonstrates the AINs with respect to Eb/N0 forM-QAM signals
when M is 4, 16, and 64. It exhibits that the AIN required for 64-QAM signals is much
larger than that required for 4-QAM signals as expected.
2.4 Summary
In this chapter, we propose a novel blind binary LDPC encoder identification technique
for arbitrary M-QAM signals. The EM algorithm is also devised to estimate the unknown
signal amplitude, noise variance, and phase offset. Monte Carlo simulation results illustrate
the effectiveness of our blind binary LDPC encoder identification scheme. Besides, the
average iteration number the EM algorithm needs to converge will be proportional to the
modulation order M under the same channel condition. Our proposed new LDPC encoder
identification mechanism can be a very promising solution for the next generation wireless
adaptive modulation and coding transceivers.
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3. BLIND IDENTIFICATION OF LDPC CODES FOR FADING CHANNELS
In this chapter, we would like to address blind LDPC encoder identification problems
in fading channels. In Chapter 3.1, how to blindly identify LDPC codes for time-varying
fading channels is discussed. In Chapter 3.2, a joint blind frame synchronization and LDPC
encoder identification scheme is proposed for multipath fading channels. In order to keep
our identification scheme blind, the channel state information which is hard to be estimate
accurately for fading channels is not required anymore in our proposed identifications schemes
by proper approximation techniques in this chapter.
3.1 Blind LDPC Encoder Identification for Time-Varying Fading Channels
The blind LDPC encoder identification schemes discussed in Chapter 2 in [31–33] cannot
be directly applied to time-varying fading channels, which are often used as a practical
scenario for modern wireless communication systems. Therefore, we would like to address
the blind LDPC encoder identification for time-varying flat-fading channels in this section.
Specifically, our blind LDPC encoder identification scheme does not require the receiver
to have any knowledge of the channel station information (CSI), i.e., symbol energy, noise
variance, fading amplitude, and phase offset. Instead of trying to blindly estimate these
parameters, our proposed new scheme resorts to the following techniques to avoid deal-
ing with the CSI directly. To ignore the phase offset, an orthogonal modulation, namely
M-ary frequency-shift-keying (FSK) is adopted so that the non-coherent detection can be
carried out. The fading amplitude, assumed to be Rayleigh distributed, can also be aver-
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aged out analytically and hence it does not need to be estimated. To make our identification
scheme “blind” to the signal energy and the noise variance, we propose to use the “max-log”
and “min-sum” approximations to calculate the log-likelihood ratio (LLR) of the syndrome
a posteriori probability (APP), which is the key metric for identifying different encoders
(see [32, 33] for details).
3.1.1 System Model
In this section, we introduce the basic transceiver system model in the baseband for our
focused problem. At the transmitter, k successive information bits are grouped and passed
through a particular binary (n, k) LDPC encoder (labeled by θ), which generates a codeword
cθ with length n. Then, D blocks of codewords are interleaved by the interleaver with the
interleaving depth D. The interleaved stream is modulated by the M-ary FSK modulator
to generate the orthogonal signal. After it travels over a time-varying flat-fading channel,
the tth received signal sample can be represented by
rt = at e





−1, at ejφt is the complex fading coefficient that both real and imaginary parts
are zero-mean Gaussian variables with the same variance 1/2, and st is the M-ary FSK
symbol in vector form. Specifically, at is the Rayleigh distributed fading amplitude and
φ is the phase offset uniformly distributed over [0, 2π]. The complex fading coefficients
at e
jφt are generated by Jakes’ model [46]. In essence, the lth M-ary FSK symbol el can be
represented by an M-dimensional vector whose entries are all 0 except that the lth entry
should be
√
Es instead where Es is the symbol energy. Usually, M is a radix-2 number and
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therefore every log2(M) bits resulting from the interleaver generates one M-ary FSK symbol
st. In addition, wt denotes the M-dimensional complex AWGN vector such that the real
and imaginary parts of each complex entry are statistically independent with zero mean and
the same variance σ2. Note that one should write st = s
θ
t and θ here specifies a particular
LDPC encoder used by the transmitter but unknown to the receiver. How to blindly identify
θ will be discussed in Section 3.1.2. Without loss of generality, we neglect the superscript θ
for notational convenience throughout this section. The energy per information-bit to noise







where R = k/n is the code rate.
According to the system model given by Eq. (3.1), we can derive the APP and the
corresponding LLR as follows. For notional simplicity, henceforth we will omit the index t
dictated in Eq. (3.1) without causing any further ambiguity. Given a, φ, and s = el, the
channel transition probability p(r|s, a, φ) can then be expressed by




















































and rm, rl denote them
th and lth entries of r, respectively. It is obvious that C1 is independent
of l and is not related to a and φ.
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Since the receiver has no knowledge of the phase offset φ and the fading amplitude a and
there is no pilot available for estimating these parameters (as we consider the blind scenario),
these two unknown variables need to be “averaged” out. First, a non-coherent detection is
























where I0( ) is the zero-order modified Bessel function of the first kind. Then, by averaging














































For the input of the binary LDPC decoder, the M-ary FSK demodulator’s “soft output”
should be the probability for each information bit rather than that for each modulated symbol
as shown in Eq. (3.6). Therefore, a “symbol-to-bit” probability mapping needs to be carried
out. Moreover, the LDPC decoding algorithm is usually performed in the logarithm domain
for the numerical precision reason. Thus, the bit probabilities will be further converted to
the LLRs prior to decoding. Denote Aµ the set of modulation indices l such that the µth
bit of el is 0, and denote Acµ the set of indices l such that the µth bit of el is 1 instead, for
µ = 1, 2, . . . , log2(M). For a time instant t, the received signal sample r contains log2(M)
coded bits cµ, µ = 1, 2, . . . , log2(M). Assume that the coded bits have equal probabilities to
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The LLRs given by Eq. (3.7) are obtained and then the deinterleaving operation is performed.
These “deinterleaved” LLRs can be sent to our new blind encoder identification scheme for
identifying the unknown encoder θ finally.
3.1.2 Blind LDPC Encoder Identification
In this section, we present our proposed blind LDPC encoder identification scheme for
the system model involving FSK modulated signals and the time-varying flat-fading channel
manifested in Section 3.1.1. Note that the encoder θ cannot be arbitrary and it should be
drawn from a predefined candidate set Θ which is known to both transmitter and receiver.
For LDPC codes, each encoder θ is specified by its associated (n − k)-by-n parity-check
matrix Hθ. Each row of Hθ, denoted by hθi , i = 1, 2, . . . , n− k, manifests the corresponding
parity-check constraint. Without loss of generality, it is assumed that the parity-check matrix
Hθ has full rank, that is, all rows of Hθ are linearly independent of each other. Since only the
codeword generated from encoder θ can satisfy the syndrome check of Hθ, i.e., Hθcθ
T
= 0
(0 is an (n− k)-by-1 all-zero vector), we can investigate the likelihood of the received signal
block satisfying the parity check for each encoder candidate, and then identify the unknown
encoder θ in the sense of maximum likelihood. Such likelihood is usually represented by
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the LLR of the syndrome APP (see [32, 33]), which can be obtained from LLRs given by
Eq. (3.7).
Note that in Eq. (3.7), the CSI, namely the symbol energy Es and the noise variance σ
2,
are needed. Because the receiver has no knowledge of these parameters, our proposed blind
encoder identification scheme can depend on neither Es nor σ
2, and therefore we propose to
adopt “max-log” and “min-sum” approximations as follows.


































Thus, according to Eq. (3.9), Es and σ
2 are inherently included in the new parameter C2.
Note that when the FSK modulation order M is 2, the max-log approximation becomes
equality since there remains only one term in the max operation.
Denote Hθ
′
the (n−k)×n parity-check matrix of the encoder candidate θ′. The locations
of the non-zero elements in the ith row of Hθ
′
are denoted by a vector zi
def
= [zi1 , zi2 , . . . , ziNi ]
T ,
where Ni is the total number of the non-zero elements in the i





[r1, r2, . . . , rν ], where ν
def
= n/ log2(M) such that R results from one LDPC codeword block
c = [c1, c2, . . . , cn]. Recall that in the min-sum algorithm [48], the box-plus operation in
the check node can be approximated by selecting the incoming information which has the
minimum absolute value among those calculated from all connected variable nodes. Thus,
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by adopting the min-sum algorithm (see [40,48]), the LLR of syndrome APP for the ith check
node, denoted by γθ
′

























Since the coefficient C2 involving Es and σ
2 poses no effect on the sign and min operations
used in Eq. (3.10), it can be simply dropped from Eq. (3.8). Therefore, after these two
approximations in Eqs. (3.8) and (3.10), our proposed blind identification scheme does not
depend on the CSI anymore.
The calculation of the LLRs of the syndrome APP, according to Eq. (3.10), is essentially
undertaken at the check nodes involved in the message passing (MP) decoding algorithm.
Note that all incoming information from the variable nodes must be used to compute the
syndrome APP, while only extrinsic information are used at the check nodes in the MP
decoding algorithm.
Having obtained the LLRs of the syndrome APP, we are ready to identify the unknown
encoder θ. Obviously, the encoder can be identified if it has the highest percentage of the





























Eq. (3.12) can be considered as a “hard” decision. If γθ
′
i > 0, the i
th parity check relation
is more likely to be satisfied, then Eq. (3.12) will mark the ith parity check “satisfied”;
otherwise, if γθ
′
i < 0, Eq. (3.12) indicates that the parity check is failed.
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In analogy to the difference between the hard decision and the soft decision used in













where the argument of argmax{ } is the average LLR of the syndrome APP according
to [32, 40]. Note that different encoders θ may have different combinations of n and k, and
therefore the normalization factor 1/(n− k) is necessary in both Eq. (3.11) and Eq. (3.13).
When a parity-check matrix of some encoder has more (independent) rows than others,
it implies that more parity-check constraints are available and thus better identification
performance could be expected. As a matter of fact, this normalization factor serves to
facilitate a fair comparison among different encoder candidates so that the impact of the
variations in the total number of parity-check constraints would be mitigated.
Since the unknown encoder θ is identified by examining the likelihood of a codeword (or
multiple codewords) satisfying all the parity-check relations manifested by the parity-check
matrix, a crucial assumption has to be made for Θ that the parity-check matrices of any
two encoders share no common rows (no identical parity-check relations). This assumption
is usually valid for LDPC codes. On the other hand, the encoders in Θ can have the same
length and/or the same code rate. They can even be drawn from the same ensemble.
3.1.3 Simulation
The performance of our proposed new blind LDPC encoder identification scheme for the
transmitted signals subject to orthogonal modulations traveling through time-varying flat-
fading channels is evaluated via Monte Carlo simulations in this section. The performance
29
metric we choose is the probability of correct identification, Pc, which is the probability that
the receiver can correctly identify the unknown LDPC encoder, i.e., Pc
def
= Pr(θ̂ = θ). The
LDPC parity-check matrices with codeword length n = 1944 specified in the IEEE 802.11-
2012 standard [20] are adopted for our simulations. Thus, there are four encoder candidates
with code rates R = 1/2, R = 2/3, R = 3/4, and R = 5/6 in the candidate set Θ. The
interleaver depth is 50 so that 50 codewords are interleaved before passed into the M-ary
FSK modulator. The complex fading coefficients described in Eq. (3.1) are generated by
Jakes’ model [46], in which the maximum Doppler shift is denoted by fD, the symbol period
is denoted by Ts, and the normalized Doppler rate is denoted by fDTs. One thousand Monte
Carlo trials are carried out to obtain the average performance for each simulation setting.
Figure 3.1 depicts the probabilities of correct identification Pc with respect to Eb/N0 for
the four aforementioned LDPC encoders using the hard decision given by Eq. (3.11) and
the soft decision given by Eq. (3.13), respectively. The binary FSK (BFSK) modulation is
used and the normalized Doppler rate fD Ts is 0.001 for this figure. It is shown that the
probabilities of correct identification Pc for all encoders approach 100% when Eb/N0 ≥ 15
dB. The lower the code rate (the more the parity-check bits), the better the identification
performance. Moreover, the average LLR of the syndrome APP (Eq. (3.13)) offers better
identification than the percentage of the satisfied syndrome checks (Eq. (3.11)) in the high
Eb/N0 region. This phenomenon coincides with the well-known concept that soft-decision
based methods are superior to hard-decision based schemes. Nevertheless, the performance
gap between these two methods narrows down as the code rate increases.
The probabilities of correct identification Pc with respect to Eb/N0 using Eq. (3.13) are
investigated in Figure 3.2 for different FSK modulation orders and different normalized
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Figure 3.1: The probabilities of correct identification Pc with respect to Eb/N0 for the four
LDPC encoder candidates using Eq. (3.11) (“hard decision”) and Eq. (3.13) (“soft decision”),
respectively. BFSK modulator is used, and the normalized Doppler rate is fDTs = 0.001.
Doppler rates. For clarity, only rate 1/2 code’s identification performances are presented.
It is shown that as the FSK modulation order M increases, the identification performance
improves. Moreover, the normalized Doppler rates varying from 0.001 (slow fading) to 0.05
(fast fading) have little impact on the performance of our proposed blind scheme. Similar
results can be observed for other encoder candidates.
3.1.4 Summary
In this section, we propose a novel blind LDPC encoder identification scheme for time-
varying flat-fading channels when orthogonal modulations such as M-ary FSK are used. The
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Figure 3.2: The probabilities of correct identification Pc with respect to Eb/N0 using
Eq. (3.13) for different FSK modulation orders and different normalized Doppler rates.
proposed blind scheme is devised in a convenient way that all channel state information,
namely the phase offset, the fading coefficient, the symbol energy, and the noise variance,
are not required. The performances of our proposed LDPC encoder identification scheme
through Monte Carlo simulations demonstrate that this method is very robust against both
slow and fast time-varying flat-fading channels.
3.2 Joint Blind Frame Synchronization and Encoder Identification
For the aforementioned blind LDPC encoder identification schemes in Chapter 2 and
Chapter 3.1, one common underlying assumption is that the frame synchronization is per-
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fectly accomplished beforehand. However, in a “practical” blind scenario, this assumption
is unrealistic. Fortunately, various blind techniques were proposed to address timing syn-
chronization, carrier frequency offset or phase offset estimation [39, 49, 50]. Among these
schemes, the blind synchronization methods for LDPC-coded systems in [39, 50] are based
on the log-likelihood ratios (LLRs) of the syndrome, which are related to the essential metric,
the average LLR of syndrome a posteriori probability (APP) in our recently proposed blind
encoder identification schemes [33, 51].
Therefore, it would be quite interesting to investigate a “practical” blind transceiver
structure addressing both blind frame synchronization and blind encoder identification. In
this chapter, we would like to explore the joint blind frame synchronization and blind encoder
identification of binary LDPC codes for binary phase-shift keying (BPSK) signals over multi-
path fading channels. We propose to use average LLR as the unifying metric for this new
joint blind scheme. Furthermore, we propose a two-stage search method with a search step-
size q by taking advantage of the quasi-cyclic property of the parity-check matrix. Such
a new method can mitigate the cumbersome computational burden brought by the blind
frame synchronization problem. Our proposed new joint blind scheme is then evaluated by
the probability of correct identification in various multi-path channel scenarios.
The rest of this section is organized as follows. The signal model is introduced in Sec-
tion 3.2.1. The joint blind frame synchronization and LDPC encoder identification scheme is
presented in Section 3.2.2. The new two-stage search algorithm is presented in Section 3.2.3
to reduce the complexity of blind frame synchronization. Monte Carlo simulation results are
demonstrated in Section 3.2.4 to evaluate the effectiveness of our proposed new scheme.
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3.2.1 Signal Model
In this section, we introduce the basic binary LDPC-coded system. At the transmitter,
original information bits are grouped into blocks, each of which consists of k consecutive bits.
Each block of information bits is passed to the LDPC encoder θ to generate a corresponding
block of codeword, say cθ with length n, where θ denotes a particular type of LDPC encoder.
The corresponding code rate is thus R = k/n. Then, the codeword cθ should be modulated
by BPSK modulator and the corresponding block of modulated symbols is denoted by sθ.
The transmitted pass-band signals travel through the multipath channel and arrive at the





θ(j − τl) + w(j), (3.14)
where L is the number of the paths, al is the unknown channel fading coefficient for the
lth signal path, sθ(j) is the modulated BPSK signal generated from the encoder θ, τl is the
time delay for the lth signal path, and w(j) is the zero-mean additive white Gaussian noise
(AWGN) with the variance σ2. Without loss of generality, it is assumed that al1 ≥ al2 and
τl1 ≤ τl2 for l1 < l2. That is, the shorter path the signal travels, the larger the signal strength
one expects.



















In practice, the AMC transceivers usually select the modulation/encoder schemes only
over a predefined candidate set. In this chapter, we assume that a predetermined LDPC
encoder candidate set, say Θ, which contains multiple encoder candidates, is known to both
transmitter and receiver beforehand. We also assume that the encoders in Θ are different
from each other by that the parity-check matrices of any two encoders do not have identical
row(s). This assumption is valid for existing AMC schemes. It is further assumed that the
delay for the first signal path (with the shortest time delay) is within a codeword length,
that is, τ1 ∈ [0, n − 1] according to [39]. In the next section, we will present a joint blind
frame synchronization and blind encoder identification method using the average LLR of
syndrome APP.
3.2.2 New Joint Blind Scheme
First consider blind frame synchronization. The probability of having a verified parity-
check equation (the syndrome is 0) when the timing synchronization is achieved is greater
than the probability of making the same statement true when it is out of synchronization
according to [39]. Then consider blind encoder identification. The average LLR of syndrome
APP when the true encoder is picked is larger than those average LLRs when incorrect
encoders are picked from the candidate set instead according to [33, 51]. Therefore, when
the receiver needs to blindly identify the encoder θ and to blindly estimate the time delay τ1
altogether from the received signals given by Eq. (3.14), it is expected that the average LLR
of syndrome APP attains its maximum when the underlying signal block is synchronized
and meanwhile the true encoder is identified. In this section, we will design a new unified
framework for joint blind frame synchronization and blind LDPC encoder identification.
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the m× n parity-check matrix of the encoder candidate θ′. The locations of
the non-zero elements in the ith row of Hθ
′
are denoted by a vector zi = [zi1 , zi2 , . . . , ziNi ]
T ,
where Ni is the total number of the non-zero elements in the i





[r(t), r(t + 1), . . . , r(t + n − 1)]T the received signal vector starting from the time instant
t subject to the encoder θ used by the transmitter. The range of t (t = 0, 1, . . . , n − 1) is
determined by the time delay of the first path, τ1. According to [48,51], the LLR of syndrome
APP for the ith parity-check equation (i = 1, 2, . . . , m) of Hθ
′
when the sliding window for






























































When the SIR is much larger than 1, the effect of “fading interferences” al (l = 2, . . . , L)












in Eq. (3.18) can be simplified as r(j) when sign and min
operations are taken in Eq. (3.17). Consequently, it is not required to estimate the fading
coefficient a1 and the noise variance σ
2.
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Following [39,51], the LLR of syndrome APP, γθ
′
t,i, is expected to be a positive value when
the true encoder is picked and the sliding window aligns with the time delay of the first path,
that is, θ′ = θ and t = τ1 for all i = 1, 2, . . . , m. On the other hand, if θ
′ 6= θ or t 6= τ1,
the parity-check equations do not necessarily hold. As a result, individual LLRs γθ
′
t,i may be
sometimes positive and sometimes negative and thus they exhibit fluctuations around zero.
Therefore, for each θ′ and t, we can average γθ
′
t,i over all i and the maximum average value
should correspond to the true encoder θ and the correct time delay τ1. The average LLR for
the received signal block rθt subject to the encoder candidate θ













Consequently, according to Eqs. (3.17) and (3.19), the underlying LDPC encoder and the
time delay of the first path for the received signals can be identified by
Λ
def







= {0, 1, 2, . . . , n− 1}. One can see that it is necessary to search for every possible
encoder candidate θ′ ∈ Θ and every possible time delay t ∈ ∆ for the joint blind scheme.
3.2.3 Computational Complexity Reduction
According to Eq. (3.20), the complexity of our proposed joint blind encoder identification
and blind frame synchronization scheme depends on the dimension of the entire search space,
|Θ| × n. Usually, the encoder candidate set Θ just includes a few elements; however, the
codeword length n is as large as hundreds or even thousands. For instance, twelve high-
throughput LDPC codes (|Θ| = 12) are specified in the IEEE 802.11-2012 standard [20] with
codeword lengths n equal to 648, 1296, and 1944. Therefore, when n ≫ |Θ|, the big majority
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Figure 3.3: The average LLR Γθ
′
t versus the sliding window’s starting time point t for the
rate 1/2 LDPC encoder (θ′ = θ).
of the complexity burden of our joint scheme arises from blind frame synchronization. To
combat this computational bottleneck, in this section, we propose a two-stage search method
to reduce the search scope for time delays.
We observe that when θ′ = θ, the average LLR Γθ
′
t may show an abrupt peak around
t = τ1 for quasi-cyclic LDPC codes (see [20, 52] for quasi-cyclic LDPC codes). For instance,
as illustrated in Figure 3.3, the average LLR Γθ
′
t is depicted with respect to the sliding
window’s starting time t for the LDPC code with codeword length 648 and the code rate
1/2 specified in the IEEE 802.11-2012 standard [20]. The explanation of this phenomenon
is that the quasi-cyclic property makes γθ
′
t,i repeat a lot of times between consecutive time
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points t’s; hence the average LLR Γθ
′
t would not decrease drastically when t lies within the
neighborhood of the true time delay τ1 (a few time points away from it). Thanks to this
neat quasi-cyclic property, we do not need to search the time delay sample by sample from
t = 0 to t = n − 1. Instead, the search grid spacing can be a few samples apart to save a
lot of computational complexity. This “coarse search” will be facilitated at Stage One. The
coarse search will narrow our general time-delay search down to the neighborhood of the
true value. Then, at Stage Two, we carry out the fine search with the one-sample resolution
over the neighborhood of the spotted time delay from the coarse search. Through these two




In summary, our proposed two-stage time-delay search algorithm is detailed as follows:
Step 1) Choose a proper search step-size q; for each encoder candidate θ′ ∈ Θ, do Step 2
to Step 5;
Step 2) First-Stage Search (coarse search): slide the window by q samples each time from








attains the maximum among Γθ
′
t , t ∈
{0, q, 2q, 3q, . . .} (t ≤ n− 1);
Step 4) Second-Stage Search (fine search): slide the window sample by sample only in the
range of b1 ≤ t ≤ b2, where b1 = max{0, t1− q+1} and b2 = min{t1+ q− 1, n− 1}; compute
the corresponding average LLRs Γθ
′
t accordingly;




which attains the maximum among Γθ
′
t , t ∈
{b1, b1 + 1, b1 + 2, . . . , b2};
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Step 6) Pick θ̂ for which Γθ̂
t2(θ̂)
is the maximum of Γθ
′
t2(θ′)
among θ′ ∈ Θ. The corresponding
time delay t2(θ̂) is chosen as τ̂1.
Now we can calculate the total number of search points required by the above-mentioned
two-stage search method. In the first stage, the total number of search points is ⌈n/q⌉ where
⌈a⌉ gives a nearest integer which is not less than a. In the second stage, the total number of
search points is upper-bounded by 2q − 1. Hence, compared to the exhaustive search, the
total number of search points required by our proposed two-stage algorithm is tremendously
decreased from n to at most ⌈n/q⌉+2× q− 1. Theoretically speaking, it is better to choose
q (q ≤
√
n/2) as large as possible so that the computational complexity can be greatly
reduced. However, in practice, the search step-size q has to be smaller than the peak width
of the average LLR for a particular encoder so that the global maximum of the average LLR
can be found. The peak width of the average LLR Γθ
′




the maximum), denoted by Nτ1
def
= {τ1− δ1, τ1− δ1+1, . . . , τ1, . . . , τ1+ δ2− 1, τ1+ δ2}, where





t′ , ∀ t ∈ Nτ1 , ∀ t′ 6∈ Nτ1 . (3.21)
For a proper search step-size q (q ≪ n), our proposed two-stage search method can
decrease the dimension of the search scope for t by almost q times .
3.2.4 Simulation
The performance of our proposed new joint blind LDPC-encoder identification and blind
frame synchronization scheme is evaluated by Monte Carlo computer simulations in this sec-
tion. The performance metric we choose is the probability of correct identification, Pc, which is
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SIR = ∞ 
SIR = 2 dB
SIR = 0 dB
Figure 3.4: The probabilities of correct identification Pc with respect to Eb/N0 for different
SIR values when L = 3 (three channel paths).
the probability that the receiver can correctly identify the LDPC encoder the transmitter ac-




θ̂ = θ, τ̂ = τ1
}
.
The LDPC parity-check matrices with codeword length n = 648 specified in the IEEE 802.11-
2012 standard [20] are adopted for our simulations. Hence, there are four encoder candidates
to form Θ. Different channel scenarios are randomly created by different numbers of channel
paths as well as different SIR values. One thousand Monte Carlo experiments are carried
out to obtain the average performance for each particular simulation set-up.
Figure 3.4 depicts the probability of correct identification with respect to Eb/N0 for dif-
ferent SIR values. When SIR approaches either infinity (the multipath channel becomes the
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AWGN channel in this case) or 2 dB, the probability of correct identification can reach up
to 100% as Eb/N0 is larger than 7 dB. In other words, our proposed joint blind scheme can
correctly identify the encoder and estimate the true time delay at the same time. Moreover,
it is shown that the performance difference between SIR = ∞ dB and SIR = 2 dB is very
small. On the contrary, when SIR decreases to 0 dB, the probability of correct identification
cannot be any significantly better than Pc = 0% for all encoders no matter how large Eb/N0
is. It is also observed that the lower the code rate of the encoder, the better the detection
performance (similar to the phenomenon presented in our previous chapter [51]). This is
because the lower-rate encoder has more parity-check bits which lead to a more reliable
average LLR.
The exceptions can be found for SIR = 2 or ∞ dB, where the probability of correct
identification of the rate 1/2 encoder becomes smaller than that of the rate 2/3 encoder
when Eb/N0 is larger than 3 dB. This eccentric phenomenon is due to the peak widths of the
average LLRs Γθ
′
t as shown in Figure 3.5. Each sub-figure of Figure 3.5 depicts the average
LLR Γθ
′
t versus t for θ
′ = θ. The number of channel paths is L = 3 and the SIR is set to be
5 dB. For the rate 1/2 encoder, the peak width covers 11 samples within t ∈ [144, 154]; for
the rate 2/3 encoder, the peak width covers 5 samples in the interval t ∈ [165, 169]; for the
rate 3/4 encoder, the peak width covers 4 samples in the interval t ∈ [94, 99]; for the rate
5/6 encoder, the peak width covers only 3 samples in the interval t ∈ [244, 246]. It suggests
that the average LLR of the lower rate encoder has a larger peak width. When the noise
level is high, the more ambiguity (error) would be induced for time-delay estimation by the
larger peak width. Indeed, the time-delay estimate is usually just a sample apart from the
true time delay when this phenomenon is observed during our simulations.
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(b) R = 2/3
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(c) R = 3/4
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(d) R = 5/6
t
Figure 3.5: The average LLR Γθ
′
t with respect to the sliding window’s starting time point t
for each encoder θ′ = θ.
On the other hand, the peak width of the average LLR is also related to the proper
value of the search step-size for each LDPC encoder, which is a key parameter involved in
our proposed two-stage search scheme. Recall that the peak width of the average LLR is
due to the quasi-cyclic property of the parity-check matrix. The reason that the peak width
decreases as the code rate increases as demonstrated by Figure 3.5 is that the two consecutive
rows of the parity-check matrix for the higher rate encoder are much more different due to
a larger row weight of its parity-check matrix. The search step-size cannot be chosen larger
than the peak width; otherwise, there may be some risk that no time point would be chosen
from the peak area in the first stage so the global maximum of average LLR cannot be
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Figure 3.6: The probabilities of correct identification Pc with respect to Eb/N0 for the search
step-size scenarios v0 and v1 when L = 3 (three channel paths) and SIR = 5 dB.
spotted during the second stage.
Figure 3.6 and Figure 3.7 illustrate the probabilities of detection for three different search
step-size scenarios denoted by v0 = [1, 1, 1, 1]
T (one-stage search only, namely the conven-
tional sample-by-sample search), v1 = [5, 3, 2, 1]
T , and v2 = [10, 6, 4, 2]
T . The four elements
of v1, v2, and v0 correspond to the search step-size for the rate 1/2, 2/3, 3/4, and 5/6
encoders, respectively. The lower rate encoder should correspond to a larger search step-size
because it leads to a broader peak width as illustrated by Figure 3.5. One can observe from
Figures 3.6 and 3.7 that the detection performances for the search step-size scenario v1 al-
most stay the same as those for the scenario v0. However, the detection performances for the
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Figure 3.7: The probabilities of correct identification Pc with respect to Eb/N0 for the search
step-size scenarios v0 and v2 when L = 3 (three channel paths) and SIR = 5 dB.
search step-size scenario v2 demonstrate obvious degradations compared to the conventional
scenario v0.
Finally, the probabilities of detection are also investigated for two different numbers of
channel paths (L = 3 and L = 5) in Figure 3.8. It is shown that the number of channel
paths poses little impact on the detection performance when the SIR is fixed.
3.2.5 Summary
In this section, we propose an innovative joint scheme for blind LDPC encoder identifica-
tion and blind frame synchronization in a unified framework. The encoder is blindly identified
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Figure 3.8: The probabilities of correct identification Pc with respect to Eb/N0 for L = 3
and L = 5 when SIR = 5 dB. The conventional one-stage sample-by-sample search is used
here.
and the time delay is blindly estimated both by maximizing the average log-likelihood ra-
tio. In order to mitigate the computational complexity of blind frame synchronization, we
propose a new two-stage search algorithm with a search step-size q by taking advantage of
the quasi-cyclic property of the parity-check matrices so that the complexity of our proposed
scheme can be greatly reduced by almost q times. The effectiveness of our proposed new joint
blind scheme is evaluated by the probability of detection performances. Numerous Monte
Carlo simulations are carried out for various SIRs and multipath channel scenarios. Besides,
how to choose the proper search step-sizes is also studied via empirical information.
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4. FAST LDPC DECODING ALGORITHMS
In this chapter, we will shift our focus from blind identification schemes on LDPC codes to
LDPC decoding techniques. In Chapter 4.1, we propose a new stopping criterion which can
be useful when undecodable blocks are experienced frequently. In Chapter 4.2, we propose
an efficient informed dynamic scheduling (IDS) algorithm for LDPC decoding, which can
provide more freedom in the performance-complexity trade-off compared to existing IDS
algorithms. Both schemes discussed in this chapter are to reduce the number of iterations
during the iterative decoding process. The computational complexities involved in both
schemes are very little compared to the existing algorithms.
4.1 A New Stopping Criterion
The outstanding LDPC decoding performance relying on the conventional belief propa-
gation (BP) algorithms would often induce high computational complexity, especially for
nonbinary LDPC codes. The computational bottleneck lies in the check node processing in
the iterative BP algorithms [15,53]. To combat this complexity problem, the extended min-
sum (EMS) algorithm was proposed lately where the messages of length q were truncated
by choosing the nm largest ones (nm ≪ q) [17,54]. In [55,56], new sophisticated decoding al-
gorithms were proposed to adaptively truncate the message length over iterations to further
reduce the decoding complexity.
In addition to the message length, the decoding complexity of BP algorithms for LDPC
codes also depends on the required iteration number. Usually, a maximum iteration number
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is preset. The BP algorithms terminate when either the estimated codeword satisfies all
parity checks or the maximum iteration number is reached. This conventional stopping cri-
terion is not efficient since it is observed that for the undecodable blocks, the BP algorithms
always run up to the maximum iteration limit and cannot generate the correct codeword.
Therefore, it would be better to terminate the BP algorithms early so as to avoid the un-
necessary computational time and reduce the extra power consumption when undecodable
blocks are experienced. To deal with this problem, a stopping criterion was proposed before
to decode binary LDPC codes using the variable node reliability for identifying undecodable
codeword blocks in [57]. In [58], the iterative decoding process would be terminated when a
soft-word cycle appears. In [59], an BP algorithm would skip further iterations if the mean
magnitude of the log-likelihood ratios converges. In [60], an error frame is identified for both
binary and nonbinary LDPC codes when the check-sum stays the same value over several
consecutive iterations.
However, the aforementioned previous stopping criteria either require a lot of memory
storage space [58] or involve several parameters which are difficult to optimize systemati-
cally in practice [57, 59]. Moreover, it cannot be justified that undecodable blocks always
demonstrate the constant check-sum patterns. To address these issues, in this chapter, we
propose a robust new stopping criterion for both binary and nonbinary LDPC decoders,
which involves only one parameter and requires little computational burden. Heuristically,
the maximum a posteriori probability (APP) for each variable node would increase when an
BP algorithm is executed in progress across iterations [55]. Consequently, we propose to use
the total a posteriori probability (APP) as the essential metric to check if an BP algorithm
has a tendency to converge to a correct solution. Specifically, we propose a T -tolerance
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criterion such that the iterative decoding process terminates when the total APP decreases
exactly for T + 1 times in aggregate during the execution of an BP algorithm.
The rest of this section is organized as follows. The LDPC decoding complexity in terms
of iteration number is analyzed in Chapter 4.1.1. Based on this analysis, we devise a new
T -tolerance stopping criterion for BP algorithms in Chapter 4.1.2. Monte Carlo simulation
results are shown in Chapter 4.1.4 to demonstrate the trade-off between the error perfor-
mance and the complexity of our proposed stopping criterion for both binary and nonbinary
LDPC codes.
4.1.1 Undecodable Blocks
To reduce the overall complexity of an BP algorithm for decoding LDPC codes, not
only it is important to lower the computational complexity for each iteration, but also it is
desirable to make the required iteration number as small as possible. Generally speaking,
the lower Eb/N0 is given, the more iterations may be required. In this section, we carry
out Monte Carlo simulations to illustrate how many iterations are actually taken for a given
Eb/N0 when a certain LDPC codeword is transmitted. We take a (147, 108) LDPC code
over GF(64), which is arbitrarily generated using the finite field method according to [61],
for illustration. The maximum iteration number is set to be 50. One thousand Monte Carlo
trials are undertaken for each of four Eb/N0 values. In each trial, the codeword is modulated
by 64-quadrature amplitude modulation (64-QAM) and transmitted over the additive white
Gaussian noise (AWGN) channel. The received signal is decoded using q-ary sum-product
algorithm (QSPA) subject to the maximum iteration number.
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Table 4.1: Proportions of decodable and undecodable blocks
Eb/N0 (dB) 8 9 10 11
Decodable (correct) 0.168 0.837 0.993 1
Decodable (wrong) 0.017 0.033 0.003 0
Undecodable 0.815 0.130 0.004 0
According to Table 4.1, the estimated codewords can be classified into three groups: (i)
codewords which are correctly restored, (ii) codewords which satisfy the parity checks but are
not the true ones, and (iii) codewords which are undecodable and thus exhaust all possible
iterations but the syndrome still contains nonzero element(s). For the blocks belonging to the
first two aforementioned groups, we say that the blocks are decodable since QSPA succeeds
in generating a valid codeword. It is explicit that for low Eb/N0, undecodable blocks account
for a large portion, while for high Eb/N0 undecodable blocks are rare.
To investigate how many iterations are taken for decodable blocks, we depict the cumu-
lative density function (CDF) of the iteration numbers subject to different Eb/N0 values in
Figure 4.1. One can observe that when Eb/N0 is 9 dB, more than 95% of decodable blocks
need at most 20 iterations for QSPA to converge; when Eb/N0 is enlarged to 11 dB, all
decodable blocks need at most just 5 iterations for QSPA to converge. On the other hand,
the maximum iteration number should be set to 48 when Eb/N0 is 9 dB for all decodable
blocks, and it should be reduced to 33 when Eb/N0 increases to 10 dB.
Since it is hard to estimate a precise upper bound of the required iteration number for
an arbitrary Eb/N0, the maximum iteration number is usually set to be rather large in BP
algorithms. However, the larger the maximum iteration number, the less efficient the BP
algorithm when undecodable blocks are encountered, especially in low Eb/N0 conditions. To
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Eb/N0 = 8 dB Eb/N0 = 9 dB
Eb/N0 = 10 dB Eb/N0 = 11 dB
Figure 4.1: The cumulative density functions of the iteration numbers required for decodable
blocks subject to different Eb/N0 values.
tackle this difficulty, in the next section, we will introduce a new stopping criterion for BP
algorithms.
4.1.2 Robust T -Tolerance Stopping Criterion
For undecodable blocks which constitute a great portion of codeword blocks in the low
signal-to-noise ratio (SNR) conditions, no matter how large the maximum iteration number
is chosen, the BP algorithm will always use up all iterations but fail to converge to the correct
codeword. Indeed, the conventional stopping criterion of BP algorithms does not involve any
convergence check during the iterative decoding process and therefore lacks the ability to
51
identify the undecodable blocks. In this section, we propose a novel robust stopping criterion
to monitor the evolution of the total APP such that the BP iterative decoding process can
be terminated at an early stage when dealing with an undecodable block.
4.1.2.1 Total A Posteriori Probability
For BP algorithms in the probability domain, at the end of the tth iteration, the estimated







, j = 1, 2, . . . , n (4.1)
where p
(t)
j is the q×1 APP vector whose elements sum to 1, q is the order of the Galois field,
and n is the codeword length. Refer to [15] for the detailed formulation of the APP vectors.
If an BP algorithm, say QSPA, can converge to the correct codeword, the distribution of APP
vectors pj would concentrate more and more around the j
th correct symbol as the iteration
number increases according to [55] since the iterative decoding process can be deemed an
SNR amplifier [62]. On the other hand, if the BP algorithm has difficulty to converge, it
indicates that some estimated symbols either change from iteration to iteration or converge
to the incorrect results. Based on this fact, to distinguish whether the iterative decoder is
















Figure 4.2 depicts the evolution of the total APP P (t) with respect to the iteration number
t when Eb/N0 is fixed at 9 dB for the nonbinary LDPC code (147, 108) over GF(64) using
QSPA. Note that four individual trials drawn from the simulations stated in Chapter 4.1.1
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Figure 4.2: The evolution of the total APP P (t) with respect to the iteration number t for
Eb/N0 = 9 dB.
are evinced here as examples: two decodable blocks a and b and two undecodable blocks c
and d. Specifically, both block a and block b are correctly recovered by using six and eighteen
iterations of QSPA, respectively. On the other hand, for both undecodable blocks c and d,
QSPA runs out of fifty iterations but cannot restore any valid codeword.
4.1.2.2 New T -Tolerance Criterion
According to Figure 4.2, the number of the cumulative times that the total APP decreases
from one iteration to next during the LDPC decoding process for undecodable blocks is
usually much larger than that for decodable blocks. Based on this key observation, we
devise a new T -tolerance stopping criterion for BP algorithms where T -tolerance suggests
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that an BP algorithm can only tolerate at most T times of total APP decreases and will
terminate as long as the number of the cumulate times of such total APP decreases exceeds
T .
In detail, the T -tolerance stopping criterion can be carried out as follows:
(1) Initialization: Set the tolerance time T , and reset a counter C = 0;
(2) At the end of the tth iteration, compute the total APP P (t) according to Eq. (4.2);
(3) Compare P (t) with the previous value P (t−1); if P (t) < P (t−1), a decrease occurs and
C is incremented by 1;
(4) Once C > T , the BP algorithm terminates; otherwise, continue to the next iteration
(t+ 1) and go back to Step (2).
Obviously, our proposed T -tolerance criterion only requires to record two scalars, namely
P (t) and C. The computation of P (t) is also handy since the “max” operation in Eq. (4.2) is
already available when the BP algorithm iteratively estimates the codeword in the probability
domain. Hence, only a simple arithmetic average is required as the additional computational
burden. For the BP algorithms executed in the logarithm domain, the log-likelihood ratios
need to be converted to the APPs (see [55]) to accommodate our proposed new stopping
criterion. Note that our proposed new T -tolerance criterion will be incorporated into the
standard syndrome-check stopping criterion for early termination of BP algorithms. Thus,
the iterative decoding process will terminate when either there are T times of total APP
decreases or the maximum iteration number is reached.
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4.1.3 Complexity Comparison
The complexity comparison between the BP decoding using our proposed T -tolerance
stopping criterion and using the conventional syndrome check stopping rule is investigated
as follows. As the T -tolerance stopping criterion includes the syndrome check process, the
computational complexity of the T -tolerance stopping criterion actually increases for each
iteration of the BP decoding process. The extra computational complexity arises from calcu-
lating the total APP expressed by Eq. (4.2), which is O(qn). If the messages are represented
by log-likelihood ratios (LLRs) rather than probabilities, then a conversion from LLRs to
probabilities is needed, the complexity of which is also O(qn). The extra memory require-
ment for the T -tolerance stopping criterion is negligible, only two scalars, the total APP
and the counter, need to be stored. The complexity of comparison between P (t) and P (t−1)
can also be neglected. Note that the computational complexity of the check-node processing
in the BP decoding algorithms is O(q log q Nedge), where Nedge is the total number of edges
(non-zero entries of the parity-check matrix). Thus, the extra computational complexity of
the T -tolerance stopping criterion is rather small compared to the that of the conventional
BP decoding algorithm, which is on the order of n
log q Nedge
of the conventional BP decoding
algorithm.
On the other hand, the number of iterations used by the T -tolerance stopping criterion
is no more than that used by the conventional BP decoding algorithm. When undecodable
blocks are frequently encountered, it is shown by simulations in the next section that the
number of iterations can be greatly reduced by adopting the T -tolerance stopping criterion
compared to that of the conventional BP decoding algorithm. Therefore, it is favorable
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to adopt the T -tolerance stopping criterion when undecodable blocks are experienced very
often.
4.1.4 Simulation
The performance of a popular BP algorithm (QSPA) using our proposed new T -tolerance
criterion is investigated for both binary and nonbinary LDPC codes via numerous Monte
Carlo simulations. A binary (648, 324) LDPC code from the IEEE 802.11-2012 standard [20]
and a nonbinary (147, 108) LDPC code over GF(64) generated according to [61] are used
for illustration. The maximum iteration number is defaulted to 50. The binary (648, 324)
LDPC codewords are modulated by binary phase-shift keying (BPSK) and the nonbinary
(147, 108) LDPC codewords are modulated by 64-QAM. All codewords are transmitted over
the AWGN channel.
Figure 4.3 depicts the frame error rate (FER) performance of binary (648, 324) LDPC
code versus Eb/N0 for different T values compared to the performance of the conventional
sum-product algorithm (labeled as “SPA” in the figure). It can be observed that the larger
the value of T , the better the FER performance. When T is too small, such as T = 0, 1,
the T -tolerance criterion is more likely to terminate the algorithm too early before the
decodable block can be recovered. However, the FER performance of SPA using the T -
tolerance criterion approaches the performance of the conventional scheme very quickly as
T increases. It is shown that the FER performance degradation due to the 5-tolerance
criterion (T = 5) is almost within 0.1 dB compared to the conventional SPA in the low
Eb/N0 conditions.
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Figure 4.3: The frame error rate of the binary LDPC code (648, 324) versus Eb/N0 for
different T values.
Since the proposed stopping criterion is to reduce the iteration numbers (thus reducing
the complexity), Figure 4.4 is drawn to show the average iteration number (AIN) versus
Eb/N0 for different T values compared to that of the conventional SPA. It can be observed
that the smaller the value of T , the less the value of AIN. The AIN gap between the SPA
using the 5-tolerance criterion and the conventional SPA scheme is large in the low Eb/N0
scenarios.
Figure 4.5 and Figure 4.6 also depict the FER performances and the AINs of nonbinary
(147, 108) LDPC code versus Eb/N0 for different T values compared to the performances
of the conventional q-ary sum-product algorithm (labeled as “QSPA” in the figures), re-
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Figure 4.4: The average iteration number of the binary LDPC code (648, 324) with respect
to Eb/N0 for different T values.
spectively. Compared to the results for the binary code in Figures 4.3 and 4.4, the FER
performances of the nonbinary code for T = 0, 1 are much closer to the performance of the
conventional scheme, and the AIN gap between the QSPA using the T -tolerance criterion
and the conventional scheme is yet larger in the low Eb/N0 scenarios.
The FER-complexity trade-off can simply be maneuvered by adjusting T . Our simulation
results suggest that it is favorable to adopt the T -tolerance criterion in the low Eb/N0
situations where undecodable blocks are often found.
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Figure 4.5: The frame error rate of the nonbinary LDPC code (147, 108) over GF(64) versus
Eb/N0 for different T values.
4.1.5 Summary
In this section, we propose a novel T -tolerance stopping criterion for decoding LDPC
codes. It allows the total a posteriori probability to decrease iteration by iteration at most
T times when a message passing algorithm is executed. Monte Carlo simulation results
demonstrate that the 5-tolerance criterion (T = 5) can greatly reduce the average iteration
number (complexity) in the low Eb/N0 conditions while maintaining the frame-error-rate
performance degradation within 0.1 dB. It is desirable to adopt our proposed new stopping
criterion when undecodable blocks are frequently encountered during the LDPC decoding
process.
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Figure 4.6: The average iteration number of the nonbinary LDPC code (147, 108) over
GF(64) with respect to Eb/N0 for different T values.
4.2 An Efficient APP-based Dynamic Scheduling
The LDPC decoding procedure is usually carried out using the belief-propagation (BP)
algorithms as discussed in Chapter 1.2. In practice, an LDPC code is of finite length and
the Tanner graph representation of its parity-check matrix (PCM) inevitably has cycles [2].
As a result, the BP algorithm for LDPC decoding is an iterative process. The conventional
BP decoding is carried out in a flooding fashion. That is, in one iteration, all the variable
(check) nodes are updated in parallel, then all the check (variable) nodes are updated in
parallel. On the contrary, serial BP decoding schemes can be carried out by sequentially
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updating the variable nodes [63] or the check nodes [64]. The serial BP decoding in which
the check nodes are updated in a fixed order is also called layered BP (LBP) decoding [65].
The advantage of the serial scheduling is that the useful extrinsic information can be used
in the same iteration. Compared to the flooding BP (FBP) decoding, it is demonstrated by
analysis and simulation that fixed-order serial scheduling schemes can reduce the required
number of iterations by half and thus converge twice faster [65,66]. To make fair comparison
between different LDPC decoding scheduling algorithms, we need to define the meaning
of iterations and sub-iterations. For FBP decoding, one iteration consists of updating all
variable and check nodes once, and there is no sub-iterations. For check-node (variable-node)
based serial scheduling algorithms, one iteration is counted when the number of check-node
(variable-node) updates is equal to the total number of check (variable) nodes, and each
check-node (variable-node) update is called a sub-iteration. Note that in serial scheduling
schemes, there is no restriction that every check (variable) node needs to be updated and
updated once in each iteration. Some check (variable) nodes may be updated as many times
and some other check (variable) nodes may not even have opportunities to be updated.
An example for illustrating the importance of scheduling is given by Figure 4.7 which
is drawn from [2]. It can be seen that three erasures are recovered correctly by the FBP
decoding using three iterations. One might ask how many iterations are required for a
serial scheduling decoding algorithm to correct these three erasures. The answer is only one
iteration. The order of the erasure being corrected by the FBP decoding algorithm actually
suggests the sequential order for the serial scheduling decoding. Specifically, we first update
the bottom check node (same as iteration 1), then update the top check node (same as
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(c) iteration 2 (d) iteration 3
Figure 4.7: The illustration of the flooding BP decoding to correct erasures using three
iterations [2]. The channel is binary erasure channel (BEC). The received signal is denoted
by y, and the estimated codeword is denoted by ĉ. The solid line represents messages of 0
or 1, and the dashed line represents the messages of erasure after each iteration.
The optimal scheduling order for serial scheduling soon becomes intricate when we con-
sider LDPC codes with codeword length over thousands and other channels, such as additive
white Gaussian noise (AWGN) channels. The number of possible serial scheduling exponen-
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tially increases with respect to the number of check (variable) nodes or even the number of
edges (the non-zero entries in the corresponding PCM). The optimal serial scheduling algo-
rithm for LDPC decoding is not discovered yet. In fact, it is still an open question whether
such an optimal serial scheduling algorithm exists.
In the rest of this section, we first reviews several existing state-of-art serial scheduling
algorithm in Chapter 4.2.1 which also includes a variable-node-wise RBP (VNWRBP). In
Chapter 4.2.2, we propose an efficient serial scheduling algorithm, called a posteriori prob-
ability (APP) based residual BP (APPRBP). The simulation results are shown in Chap-
ter 4.2.3 to demonstrate the effectiveness of our proposed APPRBP algorithm.
4.2.1 Existing Serial Scheduling Algorithms
Serial scheduling LDPC decoding algorithms appeared in early 2000s soon after the re-
naissance of LDPC codes [64, 67]. In [63], a serial BP decoding scheme was proposed to
update the variable nodes sequentially. In [64, 65], it was suggested to serially update the
check nodes. In these serial scheduling algorithms, the variable (check) nodes updating order
is fixed for each iteration. It was demonstrated in these algorithms that the serial scheduling
for LDPC decoding can converge twice faster compared to the conventional FBP decoding
algorithm [65, 66]. The serial scheduling can also improve the bit-error-rate (BER) perfor-
mance when the maximum number of iteration, denoted by Niter, is limited. For the rest of
this chapter, we choose the LBP algorithm [65] as the representative for these fixed-order
serial algorithms.
Later, check-node based informed dynamic scheduling (IDS) algorithms, namely residual
BP (RBP) and node-wise RBP (NWRBP), were proposed in [68, 69] in which the updating
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order of check nodes is determined by the maximum residual. The residual is defined by
the absolute difference between the message before and after the update. Consequently,
the check nodes updating order is no long fixed but varies for each iteration in the IDS
algorithms. The simulation results in [68, 69] suggested that the NWRBP algorithm not
only converges faster than the LBP algorithm but also provides superior BER performance
compared to the FBP algorithm. The reduction in number of iterations comes from the
greedy nature of the NWRBP algorithm by updating the check node having the maximum
residual. The reason for BER performance enhancement is that the NWRBP algorithm has
capabilities to break the trapping sets when serially updating the check nodes.
Several other IDS algorithms were then proposed. In [70], an efficient dynamic schedule for
layered LBP decoding of LDPC codes was presented. Note that the check nodes connecting to
a variable node with maximum relative message residual are chosen to be updated. In [71], an
IDS strategy, called informed variable-to-check RBP (IVCRBP) was proposed which utilizes
not only the instability of the variable node (the hard decisions before and after one update
are different) but also the residual of the variable-to-check message to locate the message
to be updated first. In [72], a new dynamic selection strategy was proposed by adding the
unsatisfied syndrome checks into consideration. An oscillation processing method was also
proposed in [72] to suppress the oscillating behaviors of variable nodes.
One common feature of the aforementioned IDS algorithms is that after each sub-iteration,
the stopping rule will be carried out. Note than the conventional stopping rule, namely the
syndrome check, is not computationally free and would become a burden if carried out in
such high frequency.
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There are also some other serial scheduling algorithms in the existing literatures. Prob-
abilistic scheduling based on the girth or reliability were proposed in [73–75], in which the
variable or check nodes will be updated in certain probabilities determined by their cor-
responding girths or reliabilities. A maximum mutual information increase (M2I2)-based
algorithm was proposed recently to find the fixed edge-based order [76]. The edge-based
updating order is determined by running the protograph-based extrinsic information trans-
fer (PEXIT) algorithm and finding the maximum mutual information increase. High order
prediction was also proposed in [76] to determine the update sequence in more than one
step. The edge updating order for an LDPC ensemble can be predetermined in the M2I2
algorithm. Thus the complexity is actually the same as the LBP algorithm. The simulation
results in [76] demonstrated that the M2I2 algorithm is superior than the LBP algorithm in
terms of convergence and the BER performance. However, the authors did not compare the
M2I2 algorithm to the NWRBP algorithm in [76].
To facilitate the illustration of our proposed new scheduling algorithm in Chapter 4.2.2,
here we present the variable-node-wise RBP (VNWRBP) algorithm which is the counterpart
of the NWRBP algorithm in [69] but not presented in the existing literatures. Denote the
message (extrinsic information in log-likelihood ratio) from the jth variable node to the ith
check node before and after the update by αi,j and α
′
i,j. Then the residual for each edge can
be expressed by
ξi,j = |α′i,j − αi,j|. (4.3)
Consequently, each variable node j can be assigned a metric ξ∗j which is the maximum
residual of ξi,j among all check nodes connected to the variable node j. Denote the set of
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Input: The initial LLR values µj and the corresponding PCM H
Output: The estimated codeword ĉ
1: Initialize αi,j = µj, βi,j = 0, and ξi,j = |µj|
2: for k = 1 to n do
3: Find j∗ according to Eq. (4.4) and (4.5)
4: for every check node i ∈ Cj∗ do
5: Generate and propagate αi,j∗
6: Reset ξ∗j∗ = 0
7: for every variable node j ∈ Vi\j∗ do
8: Generate and propagate βi,j
9: Update ξi,j
10: Generate ĉ and carry out the stopping criterion
11: if the stopping criterion is not satisfied then
12: Go back to Line 2
13: else
14: return ĉ
Figure 4.8: The VNWRBP algorithm.
neighboring check nodes of a variable node j by Cj and the set of neighboring variable nodes













, j ∈ {1, 2, . . . , n}. (4.5)
where n is the total number of variable nodes, i.e., the codeword length. According to
Eq. (4.4) and (4.5), the variable node will be updated if it has the maximum residual ξi,j
among all (i, j) pairs.
Denote the initial log-likelihood ratio (LLR) for the variable node j by µj . The correspond-
ing PCM is denoted by H with dimension m×n. Denote the message (extrinsic information
in LLR) from the ith check node to the jth variable node by βi,j. The pseudocode of the
VNWRBP algorithm can be illustrated in Figure 4.8.
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Note that the stopping criterion is carried out after updating variable nodes n times in the
VNWRBP algorithm. Recall that the in existing IDS algorithms, the stopping criterion is
triggered after each variable (check) node update. Thus, for the same number of iterations,
the number of executing the stopping criterion in the VNWRBP algorithm is the same as
that of the FBP algorithm, but the number of executing the stopping criterion in the existing
IDS algorithms is around m times (check-node based) or n times more (variable node based).
Now we are ready to propose a new IDS algorithm for LDPC decoding in Chapter 4.2.2.
4.2.2 The APPRBP Algorithm
Although the IDS algorithms, for instance, the NWRBP scheduling algorithm, can further
reduce the number of iterations compared to that of the LBP scheduling algorithm, their
additional computational complexities cannot be neglected, which arise from the calculation
of the residuals and the often checking operations on the stopping criterion. Since the check-
node processing is more complex than the variable-node processing in the LDPC iterative
decoding algorithms [4], the check-node based RBP scheduling algorithms usually involve
higher computational complexity than the variable-node based RBP scheduling algorithms.
To address the aforementioned drawbacks inherent in the existing IDS algorithms, in this
section, we devise a novel efficient variable-node based IDS algorithm called the “a posteriori
probability RBP (APPRBP) scheduling algorithm”. A threshold parameter δ is introduced
in the APPRBP scheduling algorithm to determine if a variable node needs to be updated
or can remain as it is. The BER performance and the number of iterations (complexity) of
the APPRBP scheduling algorithm can thus be maneuvered by adjusting δ.
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Denote the LLR of APP for the variable node j before and after the update by ρj and ρ
′
j ,









The pseudocode of our proposed APPRBP scheduling algorithm is illustrated in Fig-
ure 4.9. The threshold parameter δ is included as one input. The number of iterations
executed by the APPRBP scheduling algorithm is recorded as the output Nused. In Line 1,
a counter C is initialized to 0, which is used to record the number of variable-node updates.
In Line 2, reset a queue Q to be empty. In Line 4, the APP residuals ξj are duplicated to
ηj , ∀j so that the following manipulations on ηj will not change ξj. In Line 5, ηj is reset
to 0 for the variable nodes whose indices j are in the queue Q. By doing this, it can avoid
the possibility that some variable nodes are updated more often than others. In Line 6, the
variable node j∗ is chosen to be updated, which has the maximum of ηj among all variable
nodes. In Line 7, the threshold δ is compared with the current maximum APP residual ηj∗ .
If ηj∗ < δ, then the for-loop indexed by k will break as shown by Line 8. The intuition
behind this threshold-controlled termination is as follows. As the index k of the for-loop
increments, ηj∗ becomes smaller and smaller due to the confinement of the queue Q in Line
5. Thus, at some point, ηj∗ is very small so that there is no significant change even after the
update of variable node j∗. Hence, no further increment in k is required and the for-loop
terminates thereby.
On the other hand, if ξj∗ > δ, we place the index j
∗ into the queue Q as stated by Line
9. Lines 10 to 13 are the same as Lines 4, 5, 7, and 8 of the VNWRBP scheduling algorithm
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Input: The initial LLR values µj, ∀j, the corresponding PCM H, and the threshold param-
eter δ
Output: The estimated codeword ĉ, and the number of iterations executed Nused
1: Initialize αi,j = µj, βi,j = 0, ξj = |µj|, for all i, j, and a counter C = 0
2: Reset an empty queue Q
3: for k = 1 to n do
4: Duplicate ξj to ηj , for j = 1, 2, . . . , n
5: Set ηj = 0, for j ∈ Q
6: Find j∗ = argmax
j
{ηj}, j ∈ {1, 2, . . . , n}
7: if ηj∗ < δ then
8: break
9: Append j∗ into Q
10: for every check node i ∈ Cj∗ do
11: Generate and propagate αi,j∗ (see [69] for details)
12: for every variable node j ∈ Vi\j∗ do
13: Generate and propagate βi,j (see [69] for details)
14: Update ξj according to Eq. (4.6)
15: Increment the counter by C = C + k
16: Generate ĉ using the APP-based hard-decision and then check the stopping criterion
according to [4]
17: if the stopping criterion is not satisfied then
18: Go back to Line 2
19: else
20: return ĉ and Nused = C/n
Figure 4.9: The APPRBP scheduling algorithm.
described in Figure 4.8. In Line 14, ξj is updated according to Eq. (4.6).
After the k-for-loop finishes (it runs through k = n or terminates for some k = k0 at
Line 8), in Line 15, the counter C will be incremented by k, which indicates the number of
variable-node updates. In Line 16, the hard decision on the LLR of APP will be performed
to generate the estimated codeword ĉ and then a stopping criterion is checked if ĉ is a
legitimate (hopefully correct) codeword [4]. If the stopping criterion is not satisfied, the
APPRBP scheduling algorithm will go back to Line 2 where the queue Q will be reset to
empty again. Otherwise, the estimated codeword ĉ and the number of iterations Nused = C/n
will be returned as outputs in Line 20. Note that the number of variable-node updates C
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is normalized by the total number of variable nodes n to obtain Nused according to the
definition of iteration stated in Section 4.2.
The key merits of our proposed new APPRBP scheduling algorithm can be summarized as
follows. The APP residual is calculated for each variable node rather than each edge in our
scheme. Thus, the number of residuals is greatly reduced and the computational complexity
for finding the maximum residual is reduced thereby. The calculation of the APP residual
ξj is straightforward, which is the absolute difference between the messages from the check
node i to the variable node j before and after the update, i.e.,
∣
∣βi,j − β ′i,j
∣
∣. This calculation
is valid for there is no cycle of length 4 in the corresponding Tanner graph of the PCM H,
which is usually the case when an LDPC code is constructed [77].
It can be perceived that the APP residual calculation in the APPRBP scheduling algo-
rithm involves the least computational complexity over all IDS algorithms. The threshold δ
can also be adjusted to further reduce the number of iterations and thus speed up the con-
vergence. Note that when the threshold δ is set to 0, the condition stated by Line 7 in the
APPRBP scheduling algorithm will never be true. An appropriate value of δ which leads to
remarkable reduction in the number of iterations will be pursued via computer simulations
in the next section.
4.2.3 Simulation
Computer simulations are carried out to demonstrate the effectiveness of our proposed
APPRBP algorithm described in Chapter 4.2.2. The performances of the conventional FBP
algorithm descried in Chapter 1.2, the LBP algorithm [65], and the NWRBP algorithm [69]
are also investigated for comparison. Since the VNWRBP algorithm (variable-node based)
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Figure 4.10: The BER performances of the APPRBP algorithm using different threshold
δ. The BER performances of the FBP algorithm, the LBP algorithm, and the NWRBP
algorithm are also depicted for comparison.
is the counterpart of the NWRBP algorithm (check-node based), these two algorithms have
almost the same performance according to our simulations. Thus, for clarity of illustration,
the performance of the VNWRBP algorithm is not shown in the simulation results. The
LDPC code defined in the IEEE 802.11 standard [20] with codeword length 1944 and code
rate 1/2 is taken for the simulations. The maximum iteration number Niter is set to 50 for
all examined scheduling algorithms.
Figure 4.10 depicts the BER performances of the APPRBP algorithm using different
threshold δ. When δ = 0 (the condition in Line 6 in the APPRBP algorithm described in
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Figure 4.9 will never be satisfied and Line 7 will never be carried out), the BER performance
of the APPRBP algorithm is almost the same as that of the NWRBP algorithm. When
δ = 0.1, the BER performance of the APPRBP algorithm is very close to that of the LBP
algorithm, When δ = 0.2, the BER performance of the APPRBP algorithm is a little worse
than that of the FBP algorithm. It is clear that the bigger the threshold δ, the worse the
BER performance of the APPRBP algorithm. The reason is that when δ is larger, the
condition in Line 6 will be more likely satisfied. Therefore, the APPRBP may be terminated
before converging to the correct codeword for large δ. However, it is worth mentioning that
the BER degradation is not too much (within 0.05 dB) when δ is increased from 0 to 0.1.
Figure 4.11 illustrates the average iteration numbers (AIN) of the APPRBP algorithm
using different threshold δ. When δ = 0, the AIN curve of the APPRBP algorithm is
between that of the LBP algorithm and the NWRBP algorithm. When δ = 0.1, the AIN
curve of the APPRBP algorithm is below that of the NWRBP algorithm in the low Eb/N0
region (Eb/N0 < 1.4 dB). When δ = 0.2, the AIN of the APPRBP is further reduced for
Eb/N0 < 0.4 dB. On the other hand, when Eb/N0 > 1.4 dB, the AINs of the APPRBP
using δ = 0.1 and δ = 0.2 are almost the same as that of the NWRBP algorithm. When
Eb/N0 = 1 dB, the APPRBP using δ = 0.1 reduces the AIN of the NWRBP by almost half.
This remarkable AIN reduction phenomenon is not observed in the existing advanced IDS
algorithms, considering that the BER performance of the APPRBP is almost the same as
that of the LBP algorithm and is very close to that of the NWRBP.
According to Figure 4.10 and 4.11, there is apparently more freedom in the APPRBP
algorithm to leverage the BER performance and computational complexity (indicated by
the AIN) trade-off by adjusting threshold δ.
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Figure 4.11: The AIN of the APPRBP algorithm using different threshold δ. The AIN
performances of the FBP algorithm, the LBP algorithm, and the NWRBP algorithm are
also depicted for comparison.
4.2.4 Summary
In this section, a new efficient informed dynamic scheduling (IDS) algorithm is proposed
for LDPC (low-density parity-check) decoders, called a posteriori probability residual belief
propagation (APPRBP) scheduling algorithm. A threshold parameter is incorporated in our
proposed algorithm to maneuver the performance-complexity trade-off. The computational
complexity burden involved in the residual calculation of the proposed APPRBP scheduling
algorithm is reduced compared to those in other existing IDS algorithms. The remarkable
complexity reduction in terms of the average iteration numbers shown by the simulation
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results demonstrates that our proposed APPRBP scheduling algorithm is capable of provid-
ing excellent flexibility for maneuvering the performance-complexity trade-off compared to
existing scheduling schemes for LDPC decoding.
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5. FAST ITERATIVE DECODING THRESHOLD ESTIMATION
Low-density parity-check convolutional codes (LDPC-CCs), also called spatially-coupled
codes, have drawn a lot of research interest in recent years [13, 78]. One common way
to construct LDPC-CCs is based on protographs [79, 80]. LDPC-CCs can be of infinite
length [13] or be terminated [14]. For terminated LDPC-CCs, a significant observation is
the threshold saturation phenomenon that makes the iterative decoding threshold of LDPC-
CCs asymptotically approach the maximum a posteriori (MAP) decoding threshold [14,80].
Recently proposed window decoding techniques [81, 82] also made LDPC-CCs favorable in
practical applications subject to stringent memory and latency requirements.
Given a channel, the iterative decoding threshold (IDT) is one of the key parameters
associated with an LDPC code ensemble and related to the belief-propagation (BP) algo-
rithms [1]. For instance, let us consider the additive white Gaussian noise (AWGN) channel
where the link quality can be expressed by the signal-energy-per-bit-to-noise-power-spectral-
density ratio, denoted by Eb/N0. For some LDPC-CC ensemble, if Eb/N0 is greater than
the corresponding IDT, then reliable communications can be achieved using BP decoding
algorithms as the codeword length approaches infinity. On the other hand, if Eb/N0 is lower
than the IDT, no matter how many iterations the BP decoding algorithms take, the bit error
probability is bounded above zero (the error probability can never be zero). Thus, how good
an LDPC code ensemble is can be evaluated by examining the gap between its IDT and the
Shannon limit, and there exists ceaseless effort for researchers to design good LDPC codes
with IDTs as close to the Shannon limit as possible.
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One of the IDT calculation techniques is density evolution (DE) (see [83]), which tracks
the evolution of the probability densities during the BP decoding process. For a given
channel, the IDT is obtained when the bit error probability approaches zero. To avoid the
potential complexity of calculating the probability densities in DE, an alternative to compute
the IDT is utilizing the extrinsic information transfer (EXIT) chart (see [8, 84]), by which
one can investigate the mutual information (MI) between the extrinsic information at the
variable (check) nodes and the transmitted bits/symbols. The IDT is found from the EXIT
chart when the MI curve for check nodes partially overlaps with the MI curve for variable
nodes. Recently, a protograph-based EXIT (PEXIT) analysis was proposed for protograph-
based LDPC codes [85], which calculated the MI for each edge (each non-zero entry of the
protograph base matrix), and could be capable of dealing with protograph base matrices of
multi-edge type, punctured type, etc.
While the IDT calculation for conventional LDPC block code ensembles can be carried out
given the degree distribution pair [84], averaging over degree distributions cannot be directly
applied to LDPC-CCs due to the spatially-coupled structure [14]. Instead, to determine
the IDT for given LDPC-CCs using either DE or EXIT analysis, the calculation has to be
performed for each individual variable and check node. As a result, it is inevitable to go
through the BP iteration process for determining the IDTs for LDPC-CCs. For LDPC-CCs
with large termination length L, given the AWGN channel, it can be time-consuming to
estimate the IDT, denoted by η, due to the exorbitant number of decoding iterations and
high storage memory requirement.
For the rest of this chapter, the IDT actually means “the IDT for the AWGN chan-
nel”. For simplicity, the AWGN channel is omitted in the IDT expression. To mitigate
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the computational complexity involved in the calculation of the IDT for protograph-based
LDPC-CCs [1], in this chapter, we propose a novel PEXIT-fast algorithm. Based on the fact
that the termination effect propagates from both ends to the center of the Tanner graph for
LDPC-CCs, we propose to monitor the MI of the a posteriori probability for the first variable
node. If this MI value can approach one, the investigated (Eb/N0) value is then an upper
bound of the IDT; on the other hand, if this MI value converges to a value less than one, the
evaluated (Eb/N0) value is instead a lower bound of the IDT. It is thus unnecessary to get
through the whole evolution process and the corresponding computational complexity can
be greatly reduced. We also develop the asymptotic analysis when the termination length
L of an LDPC-CC goes to infinity. This leads to an efficient way to determine the IDTs of
LDPC-CCs for an arbitrarily large L, which includes the case of L → ∞.
5.1 Preliminaries
In this section, we first provide a brief introduction on LDPC-CCs constructed by pro-
tographs and then establish the basics of the PEXIT analysis.
5.1.1 LDPC Convolutional Codes (LDPC-CCs)
A protograph-based LDPC-CC is constructed from a protograph. For simplicity of illus-
tration, in this chapter, we assume that there are no multiple edges between any two nodes
in a protograph. Besides, we only consider terminated LDPC-CCs with termination length
L; however, the asymptotic analysis of L will also be addressed. A terminated LDPC-CC
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where ms is called the syndrome former memory, and the sub-matrices Bµ, µ = 0, 1, . . . , ms,
have dimension b× c, b ≤ c, in which all entries are equal to one [81].
We call B[0,L−1] a (J,K, L) base matrix if B[0,L−1] has exactly J nonzero entries in each col-
umn and K nonzero entries in each row (except that the top and bottom rows of B[0,L−1] have
less weights due to the termination effect of the corresponding protograph). A (J,K, L,M)
LDPC-CC can then be constructed from B[0,L−1] by changing every nonzero entry in B[0,L−1]
into an arbitrary permutation matrix with dimension M (M is also called the graph lifting
factor). All possible permutation combinations consist of the (J,K, L,M) LDPC-CC ensem-
ble. Generally speaking, the code rate of the protograph-based LDPC-CC can be determined
by its (J,K, L) base matrix and has nothing to do with M .
It is known that the IDT of an LDPC-CC ensemble can be improved (get closer to the
Shannon limit) by increasing the termination length L. Meanwhile, the rate loss incurred
by termination is mitigated to 0 when L goes to infinity. When determining the IDT of
an protograph-based LDPC-CC, it is assumed that the graph lifting factor M approaches
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infinity. How to use the PEXIT analysis to determine the IDTs for LDPC-CCs with finite
L is discussed as follows.
5.1.2 PEXIT Analysis
In the EXIT analysis for the AWGN channel, by modeling the extrinsic information
propagated over each edge connecting a check node and a variable node as a Gaussian
variable with mean σ2/2 and variance σ2, one can express the MI between the extrinsic
information and the transmitted bits as (see [8])















The curve-fitting functions are given in [84] to calculate J (σ) and its inverse J −1(σ) effi-
ciently.
The EXIT analysis is usually implemented by averaging the degree distributions from the
edge perspective [84]. Thus, in each iteration of the EXIT analysis, there is only one MI
value between the extrinsic messages from variable (check) nodes to check (variable) nodes
and the transmitted random bits. However, to deal with the protograph-based LDPC codes
which involve base matrices of multi-edge type, punctured type, etc., the EXIT analysis is
extended to the PEXIT analysis which is carried out for each edge [85]. Apparently, the
downside of the PEXIT analysis is that it consumes more storage memory and leads to
higher computational complexity since the MI for each edge has to be calculated and stored
during the iterative BP process.
Nevertheless, due to the spatially-coupled structure imposed by an LDPC-CC, its iterative
decoding threshold can not be evaluated anymore by taking average of the variable/check-
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node degree distributions from the edge perspective. Instead, the EXIT analysis has to be
carried out for each edge exactly as the PEXIT analysis does. A protograph-based LDPC-
CC’s IDT can be determined by running the PEXIT algorithm on its (J,K, L) protograph
base matrix. Here, to simplify the discussion, it is assumed that the (J,K, L) base matrix
has the form given by Eq. (5.1).
In the lth iteration of the PEXIT algorithm, denote the mutual information between the
extrinsic information from the jth variable node to the ith check node and the coded bit cj
by x
(l)
i,j , the mutual information between the extrinsic information from the i
th check node to
the jth variable node and the coded bit cj by y
(l)
i,j , and the mutual information between the
LLR (log-likelihood ratio) of APP (a posteriori probability) and cj by z
(l)
j . The details of
the PEXIT algorithm for determining the IDT of an protograph-based LDPC-CC, given its
(J,K, L) base matrix, can be described as follows.
Input: Eb/N0, a (J,K, L) base matrix with dimension m× n.
Step 1: Initialize x
(l)
i,j = 0, y
(l)
i,j = 0 for all edges (i, j), and z
(l)
j = 0 for all j, i ∈
{1, 2, . . . , m}, j ∈ {1, 2, . . . , n}. Set the maximum iteration number Niter, and the iteration
number is reset to l = 0. Calculate the initial variance of the channel output to the decoder,









= 1−m/n is the code rate of the LDPC-CC having the (J,K, L) base matrix.
Step 2: Increment l by 1. Update x
(l)

























where Cj is the set of the neighboring check nodes of the jth variable node, and Cj\i excludes
the ith check node from Cj.
Step 3: Update y
(l)
















where Vi is the set of the neighboring variable nodes of the ith check node, and Vi\j excludes
the jth variable node from Vi.
Step 4: Update z
(l)



















Step 5: If l < Niter and there is any j such that z
(l)
j < 1, go back to Step 2. If z
(l)
j = 1, ∀j,
terminate the PEXIT algorithm and declare “The input Eb/N0 is larger than the IDT. Thus,
an upper bound of IDT, η′ = Eb/N0, is found.” Otherwise, all Niter iterations are used up
but there is some j such that z
(l)
j < 1; this indicates “The input Eb/N0 is lower than the
IDT and a lower bound of IDT, η′′ = Eb/N0, is found instead.”
Run the PEXIT algorithm above in a search routine for a sequence of Eb/N0 values.
Then one can find a closest adjacent pair of Eb/N0 values (η
′′, η′) in between the IDT η lies,
i.e., η ∈ [η′′, η′]. For a given accuracy requirement θ, if the difference between η′′ and η′
is smaller than θ, i.e., η′ − η′′ < θ, we assign η′ as the estimated IDT, denoted by η̂, i.e.,
η̂ = η′; otherwise, the search routine continues. Therefore, the smaller the value of θ, the
more accurate the IDT estimate η̂ one can obtain.
When the termination length L is very large, it may require an enormous number of
iterations for the PEXIT algorithm to find the IDT of the given LDPC-CC. This is because
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the maximum iteration number of the PEXIT algorithm, Niter, has to be set very large for
large L values to guarantee that all z
(l)
j can converge to 1 if the input Eb/N0 is greater than
the IDT, and on the other hand an Eb/N0 value less than the IDT during the search routine
will consume all Niter iterations. The memory requirement of the PEXIT algorithm may
also be very demanding for very large L values. On the other hand, as L goes to infinity,
the PEXIT algorithm cannot be employed anymore. However, according to the threshold
saturation phenomenon, the terminated LDPC-CC specified by the (J,K, L) base matrix has
the best possible IDT when L → ∞, where the values of J and K are fixed. Consequently, it
would be very favorable to design a new algorithm to estimate this “best possible IDT” for
the theoretical study of the best scenario when the termination length L approaches infinity.
5.2 Monotonicity Analysis and the PEXIT-fast Algorithm
In this section, we propose a new “PEXIT-fast algorithm” which can address all afore-
mentioned issues challenging the existing PEXIT algorithm as discussed in Section 5.1.2.
According to [2], we first establish several crucial monotonic properties of the functions in-
volved in the PEXIT algorithm when an LDPC-CC is evaluated. Based on these monotonic
properties, we derive two corollaries for efficiently facilitate a pair of upper and lower bounds
of the IDT. According to these two corollaries, our PEXIT-fast algorithm can terminate the
algorithm in a very early stage by only monitoring the MI of APP for the first variable node
rather than all variable nodes. That is, the number of required iterations (the computational
complexity) can be significantly reduced.
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When the input Eb/N0 happens to be the IDT η, Eq. (5.3) facilitates the corresponding
variance threshold, denoted by σ̄2ch, that is,
σ̄2ch = 8R η. (5.7)
Note that both R and η vary with respect to L. Thus, according to Eq. (5.7), we can write
σ̄2ch(L) = 8R(L)η(L). (5.8)
Obviously, from Eq. (5.8), one can find that the IDT η(L) can be easily calculated when
σ̄2ch(L) is available. Therefore, we would like to establish the asymptotic analysis of σ̄
2
ch(L) as
L goes to infinity and investigate the convergence of σ̄2ch(L) as L → ∞. Assume that σ̄2ch(L)
converges as L > L0 for a moderate value L0 (the simulation results presented later in this
section demonstrate that L0 = 100 is a good choice). According to Eq. (5.8), the estimate






, for all L > L0. (5.9)
Note that the LDPC-CC’s code rate R(L) can be easily computed for an arbitrary L given
the (J,K, L) base matrix defined by Eq. (5.1). Thus, our new PEXIT-fast algorithm will
first determine L0 (=100), then calculate σ̄
2
ch(L0), and compute the IDT estimates according
to Eq. (5.9) for all L > L0 quickly.
To facilitate the detailed analysis of the PEXIT algorithm for an LDPC-CC, we rewrite
Eq. (5.4) and Eq. (5.5) in vector forms. Denote the number of edge of the (J,K, L) base
matrix by N . Then in the lth iteration, there are two sets of MI vectors with dimension N :
one consists of the MI values from the variable nodes to the check nodes, denoted by x(l),
and the other consists of the MI values from the check nodes to the variable nodes, denoted
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where G : [0, 1]N → [0, 1]N represents the evaluation (functional mapping) of Eq. (5.5).
Denote the N -dimensional all-zero and all-one vectors by 0 and 1, respectively. As a matter
of fact, we have (i) F(0, 0) = 0, F(1, σ2ch) = 1, and F(x,∞) = 1; (ii) G(0) = 0 and
G(1) = 1.
Substitute Eq. (5.11) into Eq. (5.10). For notational simplification, we further let ǫ = σ2ch.









, l = 0, 1, . . . . (5.12)
where l specifies the iteration number during the execution of the PEXIT algorithm.
The IDT of an LDPC-CC depends on the monotonicity properties of Eq. (5.12). Before
establishing the analysis, we present the following definitions.
Definition 1. Given two arbitrary N-dimensional real-valued vectors v = (v1, v2, . . . , vk, . . . , vN)
and w = (w1, w2, . . . , wk, . . . , wN), we say v ≦ w if and only if vk ≤ wk, ∀k.
Definition 2. A real-valued multivariate function g(v1, v2, . . . , vN) can be expressed as a
function with an N-dimensional variable vector v ∈ RN such that g(v1, v2, . . . , vN) = g(v).
For any two vectors v′ ∈ RN and v′′ ∈ RN , if v′ ≦ v′′, we have g(v′) ≤ g(v′′). Thus, we
say g(v1, v2, . . . , vN) is a “monotonically increasing” function.
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Definition 3. A collection of P real-valued multivariate functions g1(v), g2(v), . . . , gP (v)
can be expressed as G(v)
def
= [g1(v), g2(v), . . . , gP (v)]
T where v ∈ RN . If all element func-
tions gp(v), p = 1, 2, . . . , P , are monotonically increasing, we say G(v) is monotonically
increasing. In other words, given a monotonically increasing functional collection G(v), we
have G(v′) ≦ G(v′′) for all v′ ∈ RN , v′′ ∈ RN , and v′ ≦ v′′.
Based on Definitions 1-3, we can investigate the monotonicity of Eq. (5.12) with respect
to x and ǫ. Let’s just check one iteration (for any particular iteration l) with the following
lemma.




is monotonically increasing with respect to both x and
ǫ.
Proof. It is easy to justify that the functions J (·, ·) and J −1(·) in Eqs.(5.4)-(5.5) are both
monotonically increasing and J (·, ·) is bounded within [0, 1]. Therefore, F(·, ·) and G(·) are
both monotonically increasing with respect to their arguments. Specifically, for 0 ≦ x1 ≦

















Next, we will provide the following lemma for the monotonicity of x(l) in Eq. (5.12) over
the iteration l.
Lemma 2. Let 0 ≦ x(0) ≦ 1. Then x(l) is a monotonic sequence, for l = 0, 1, . . ., and will
converge to a fixed point as l goes to infinity.




= 0. Thus, for ǫ = 0, x = 0 is a fixed point. If




= 1. Thus, x = 1 is a fixed point in this regard. If




= 1, for l = 0, 1, 2, . . .. Thus, after one iteration, x = 1
becomes the corresponding fixed point.
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If 0 ≦ x, for some iteration l0, we have x
(l0−1) ≦ x(l0). According to the monotonicity








= x(l0+1). Since x(l) ∈ [0, 1], x(l)
will converge to some fixed point, denoted by x∞, when the iteration number l approaches
infinity.
In the protograph represented by the (J,K, L) base matrix, the termination length L
can be seen as L positions [80]. According to Eq. (5.1), there are c variable nodes for each
position. It can be seen that the variable nodes at the same position are isomorphic to
each other since relabeling them leads to the identical protograph. From the base matrix
perspective, relabeling the variable nodes at the same position is equivalent to permuting the
corresponding columns of the base matrix, which results in the same base matrix. Conse-
quently, the variable nodes at the same position have the same MI of APP. For illustrational
simplicity, the positions of the variable (check) nodes are indexed in the following way ac-
cording to the termination length L. If L is even, the positions of variable nodes are indexed
as t ∈ {−L/2,−L/2+ 1, . . . ,−1, 1, . . . , L/2}. If L is odd, the positions of variable nodes are
indexed as t ∈ {−(L− 1)/2,−(L− 1)/2 + 1, . . . ,−1, 0, 1, . . . , (L− 1)/2} instead.
Proposition 1. Assume that at iteration 0, x(0) = 0 is initialized. For two variable nodes j1
and j2 where j1 is at the position t1 and j2 is at the position t2, if |t1| ≥ |t2|, then z(l)j1 ≥ z
(l)
j2
for the iteration number l = 1, 2, . . ..
Proof. At iteration 1, x(1) = J (σch) since x(0) = 0 and G(x) = 0. Given two variable nodes
j1 and j2, for all check nodes i ∈ Cj1 , place all the corresponding check node degree di in a
vector dj1 of a nondecreasing order; for all check nodes i
′ ∈ Cj2 , place all the corresponding
check node degree di′ in a vector dj2 of a nondecreasing order. Since all variable nodes for
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an LDPC-CC have the same degree distribution J , dj1 and dj2 have the same dimension J .
Then, if |t1| ≥ |t2|, we have dj1 ≦ dj2 because the check nodes connected to j1 are closer to
the boundary of the corresponding protograph and the check node degree is non-increasing
from the middle positions to the boundary positions of the protograph.
Let ik, k = 1, 2, . . . , J be the k
th check node which is connected to the variable node j1
and it has the degree given by the kth element of dj1. Let i
′
k be the k
th check node which
is connected to the variable node j2 and it has the degree given by the k
th element of dj2 .























































The phenomenon manifested by Proposition 1 that the MI of APP is larger for the variable
nodes at the boundary positions was also observed in [1]. However, the proof was not
provided in [1]. It is well known that the termination of an LDPC-CC makes the variable
nodes at the boundary positions of the protograph “stronger” (see [1]) and the termination
effect is propagated from both boundary positions to the middle positions of the protograph
for a terminated LDPC-CC.
Remark: According to Proposition 1, at the iteration l, z
(l)
1 ≥ z(l)j , ∀j. Thus, when the




that achieves 1 ahead of all other variable nodes during the iterative process of the PEXIT
analysis. Thus, we can have the following corollary which can be used for identifying the
lower bound of the IDT in the PEXIT analysis without exhausting all Niter iterations.
Corollary 1. If the MI of the LLR of APP cannot approach 1 for the first variable node,
then the MI of the LLR of APP cannot reach 1 for any other variable node no matter how
many iterations are undertaken.
Revisit Eqs. (5.8) and (5.9). It is crucial to analyze the asymptotic behavior of the
variance threshold σ̄2ch(L) with respect to L in order to calculate η̂(L) for a large termination
length L. The pertinent analysis is facilitated by the following lemma.
Lemma 3 (Monotonicity of σ̄2ch(L)). Given an LDPC-CC having the (J,K, L) base matrix,
the threshold σ̄2ch(L) is monotonically increasing with respect to L.





ch(L1) can make z
(l)
j = 1, ∀j when l is sufficiently large, according to Propo-
sition 1, at some iteration l0, z
(l)
j first become 1 for all j belonging to the very left boundary
position. Because of the isomorphism of the variable nodes at the same position, the MI val-
ues of APP for all variable nodes at the very left boundary position also attain 1. Note that
once the variable node j’s MI of APP attains 1 (the corresponding coded symbols can be cor-
rectly decoded), this variable node has no further influence on the PEXIT recursion. Thus,
the variable nodes at the very left boundary position can be deleted in the PEXIT algorithm.
The remaining protograph becomes the protograph constituted by the (J,K, L2) base matrix
with L1 = L2 + 1. Since σ̄
2
ch(L1) can make all z
(l)
j achieve 1, it is greater than or equal to
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the IDT, i.e., σ̄2ch(L2), of the LDPC-CC having the (J,K, L2) base matrix. This contradicts
with the assumption. Finally, by induction, for L′ ≥ L′′, we have σ̄2ch(L′) ≥ σ̄2ch(L′′).
Lemma 3 leads to the following corollary which can be used to identify the upper bound
of the IDT in the PEXIT analysis without requiring z
(l)
j = 1, ∀j.
Corollary 2. If the MI of the LLR of APP can reach 1 for the first variable node, i.e.,
z
(l)
1 = 1, then by running a sufficiently large number of iterations furthermore, the MI values
of the LLR of APP for all other variable nodes will also reach 1, i.e., z
(l)
j = 1, for j = 2, . . . , n.
As L goes to infinity, the LDPC-CC with termination length L or L + 1 can be seen as
the same code. According to Lemma 3, it implies that σ̄2ch(L) converges as L gets large.
Suppose that there exists a value L0 such that for L ≥ L0, the threshold σ̄2ch(L) converges.
Then, we can utilize Eq. (5.9) to easily derive the IDTs of the LDPC-CCs for any arbitrary
termination length L > L0 since the code rate R(L) is available given the (J,K, L) values.
Thus, as long as L0 is not a huge number, we can first identify it and then all IDTs for L > L0
(no matter how large L is) can be computed. Figure 5.1 illustrates the trend of σ̄2ch(L) with
respect to L for several typical J,K values. It is shown that σ̄2ch(L) increases rapidly when
L increases from 10 to 20. The convergence behavior of σ̄2ch(L) appears substantial as L
exceeds 50. Generally speaking, it is thus quite handy to choose L0 = 100 and calculate
the IDT for L ≥ 100 using σ̄2ch(100). Obviously, one does not need to carry out the PEXIT
algorithm to compute σ̄2ch(L) for large L since its convergence is fortunately fast. This fact
greatly simplifies the IDT calculation for the LDPC-CCs having arbitrary large L, which
includes the asymptotic case for L → ∞.
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Figure 5.1: The variance threshold σ̄2ch(L) with respect to the termination length L for some
typical LDPC-CCs with three different (J,K) combinations.
5.2.1 Our Proposed PEXIT-Fast Algorithm
By taking advantage of Corollary 1, Corollary 2, and the aforementioned asymptotic
analysis of σ̄2ch(L), we propose a new PEXIT-fast algorithm which can greatly reduce the
complexity for obtaining the IDT estimate of an LDPC-CC with an arbitrary termination
length L over AWGN channels. The pseudocode of our proposed PEXIT-fast algorithm is
presented by Figure 5.2. The specifications of the input variables are given as follows. For
the (J,K, L) base matrix, it is assumed that we are interested in L ≥ 10 because LDPC-CCs
become favorable in practice when L is large. According to Figure 5.1, L0 is set to 100. The
initial Eb/N0 search range is specified by [η
′′, η′]. An initial lower bound η′′ can be set as
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Input: A (J,K, L) base matrix with dimension m× n, L0, η′′, η′, θ, δ.
Output: The IDT estimate η̂(L).
1: if L ≤ L0 then
2: if η′ − η′′ < θ then
3: return η̂(L) = η′
4: Eb/N0 = (η
′ − η′′)/2










1 = 1 then
10: η′ = Eb/N0; go to Line 2
11: else if z
(l)
1 < 1 and z
(l)
1 − z(l−1)1 < δ then
12: η′′ = Eb/N0; go to Line 2
13: else
14: Go to Line 7
15: else
16: Go to Line 2 using the (J,K, L0) base matrix instead to obtain η̂(L0). Note that L
should be replaced by L0 here for Lines 2-14
17: return η̂(L) = η̂(L0)R(L0)/R(L)
Figure 5.2: Our proposed PEXIT-fast algorithm.
the ultimate Shannon limit, −1.59 dB. An initial upper bound η′ can then be obtained by
running the PEXIT algorithm using the (J,K, L′ = 10) base matrix several times; each time
the input Eb/N0 is incremented by 1 dB starting from Eb/N0 = η
′′. The accuracy of the IDT
estimate is specified by θ. In this chapter, we set θ = 10−3 dB. Whether the MI of APP for
the first variable node z
(l)
1 converges or not is specified by δ such that convergence occurs
when z
(l)
1 − z(l−1)1 ≤ δ. Here δ is set to be 10−12. The aforementioned specifications of these
input variables may be changed for other circumstances if necessary.
As illustrated by Figure 5.2, in Lines 5 and 7, Steps 1-4 of the PEXIT algorithm stated in
Section 5.1.2 are carried out. In Line 6, the first variable node’s MI of APP z
(0)
1 is initialized
as 0. In Line 8, at the iteration l, store the first variable node’s MI of APP z
(l)
1 which will
be needed for comparison with the result from the previous iteration. In Lines 9-14, a new
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stopping criterion is facilitated to determine, in a fast manner, if the currently investigated
Eb/N0 is the upper or lower bound of the IDT.
Note that for large L (L > L0), the PEXIT-fast algorithm does not need to be executed
directly for L as specified by Lines 16 and 17 (impossible to be directly executed anyway for
L → ∞). Instead, it calculates the threshold σ̄2ch(L0) using Eq. (5.8) by running the routine
specified by Lines 2-14 to compute η̂(L0). Then, σ̄
2
ch(L0) is used to calculate the estimated
IDT η̂ for arbitrary L > L0 using Eq. (5.9). As a matter of fact, one only needs to calculate
σ̄2ch(L0) once to obtain various IDT estimates for all L > L0.
Our proposed new PEXIT-fast algorithm does not carry out the entire iterative process
which is otherwise needed by the conventional PEXIT analysis described in Section 5.1.2.
Our scheme also provides a computationally-efficient way to determine the IDT of an LDPC-
CC for an arbitrary large termination length L, which includes the case of L → ∞. Thus,
the computational complexity for calculating the IDTs of LDPC-CCs over AWGN channels
can be significantly reduced.
5.2.2 Complexity Analysis
The advantage of our proposed PEXIT-fast algorithm is manifested by the “early termi-
nation” mechanism described in Section 5.2.1 and by that one may simply use a “small”
termination length L0 to obtain all IDT estimates for L > L0. For a given L, the computa-
tional complexities of the existing PEXIT algorithm and our proposed PEXIT-fast algorithm
can be represented by the total number of iterations applied to obtain the IDT estimate η̂,
denoted by ∆(L) and Λ(L), respectively. The computational complexity comparison can
then be carried out by evaluating the trends of ∆(L) and Λ(L) with respect to L.
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In the search procedure for the IDT of a given LDPC-CC with termination length L, there
will be a sequence of Eb/N0 values to be examined (see Line 4 of Figure 5.2) for determining
the final IDT estimates. For the PEXIT algorithm, denote the examined sequence of Eb/N0
by [α1, α2, . . . , αD1]. For the PEXIT-fast algorithm, denote the examined sequence of Eb/N0
by [β1, β2, . . . , βD2]. The lengths of these two sequence, say D1 and D2, are determined by
the precision requirement θ for the IDT estimates. Assume that the conventional PEXIT
algorithm and our proposed PEXIT-fast algorithm both use the same precision parame-
ter θ and the same binary section search procedure described in Figure 5.2. For each αµ,
µ = 1, 2, . . . , D1, denote the number of iterations undertaken in the conventional PEXIT
algorithm by ∆µ(L). For each βν , ν = 1, 2, . . . , D2, denote the number of iterations under-
taken in our proposed PEXIT-fast algorithm by Λν(L). The total number of iterations used





On the other hand, according to Figure 5.2, the total number of iterations used by the







Λν(L), L ≤ L0
Λ(L0), L > L0
. (5.14)
According to Eq. (5.13), it is expected that ∆(L) always increases with L. However,
Λ(L) becomes a “constant” for L > L0. Thus, the larger the termination length L, the more
efficient the PEXIT-fast algorithm for calculating the IDT estimate. Since the PEXIT-fast
algorithm always runs up to L0 (once) for obtaining the IDT estimates for L > L0, the
memory storage requirement for the PEXIT-fast algorithm does not increase furthermore
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with respect to L for L > L0. On the other hand, the memory storage requirement of the
PEXIT algorithm always increases with L.
5.3 Numerical Results
In this section, we demonstrate the numerical results for evaluating our proposed new
PEXIT-fast algorithm over various (J,K, L) LDPC-CCs. First, the evolution of mutual
information of APP z
(l)
j with respect to the iteration number l for different Eb/N0 values
will be illustrated. Then, the IDTs estimated from our proposed PEXIT-fast algorithm are
compared to the IDTs given by [1]. Finally, the computational complexity comparison is also
demonstrated in terms of total number of iterations for our proposed PEXIT-fast algorithm
(details can be referred to Section 5.2.1) and the conventional PEXIT algorithm (details can
be referred to Section 5.1.2).
Figure 5.3 illustrates the evolution of mutual information z
(l)
j when the conventional
PEXIT algorithm is carried out for the LDPC-CC with the (3, 6, 500) base matrix whose
corresponding IDT estimate η̂ is 0.475 dB. Two Eb/N0 values are examined to exemplify the
two cases of evolution. For Eb/N0 = 0.55 dB which is greater than η̂ (note that η̂ is quite
precise and very close to the true IDT η), the percentage of the variable nodes j with z
(l)
j = 1
increases linearly with the number of iterations l as shown by Figure 5.3. In particular, 15.2%
of the variable nodes have attained z
(l)
j = 1 when 1000 iterations are undertaken. And this
percentage is further increased to 32%, 48.4%, and 64.8% as we carry out 2000, 3000, and
4000 iterations, respectively. Actually, 5,912 iterations are needed to make z
(l)
j = 1 for all
variable nodes. Note that as the iteration number l increases, z
(l)
j reaches 1 sequentially from
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Figure 5.3: The evolution of mutual information of APP z
(l)
j for different iteration numbers
l and different Eb/N0 values when the conventional PEXIT algorithm is adopted. The
(3, 6, 500) LDPC-CC is used for illustration here.
Eb/N0 = 0.45 dB which is smaller than η̂, the mutual information z
(l)
j for each variable node
exhibits the “premature” convergence (to some value below 1) at an early stage. Regardless
of how many iterations are carried out in the PEXIT algorithm (as shown in Figure 5.3,
l > 1000), the MI z
(l)
j for each variable node stops increasing and none of them can reach 1.
Similar phenomena can be observed for LDPC-CCs with other (J,K, L) combinations. It
is also observed that for very large L, when an Eb/N0 value is greater than but quite close to
the IDT, the evolution of the mutual information z
(l)
j becomes very slow, and an enormously
large iteration number l is required to make z
(l)
j reach 1 for every variable node.
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Figure 5.4: The IDT estimates for the (3, 6, L) LDPC-CCs resulting from our proposed
PEXIT-fast algorithm and [1], where the termination lengths L range from 20 to infinity.
Figure 5.4 depicts the trend of IDT estimates versus code rates for the (3, 6, L) LDPC-
CCs with different termination lengths L. It is shown that with the increase of L, the IDT
continues to decrease and the code rate continues to increase. The IDTs estimated by [1]
using the density evolution technique are also provided here for comparison. The closeness
between these two sets of estimated IDTs (by our proposed method and by [1]) demonstrates
the effectiveness of our proposed PEXIT-fast algorithm.
The detailed comparison between the IDTs obtained by our proposed PEXIT-fast algo-
rithm and the IDTs presented in [1] is shown in Table 5.1. Note that code rate 0.5 implies


































Figure 5.5: The total numbers of iterations undertaken by the conventional PEXIT algorithm
and our PEXIT-fast algorithm for calculating the IDTs of the (3, 6, L) LDPC-CCs with the
termination lengths L ranging from 10 to 5000.
σ̄2ch(L0 = 100). It is shown by Table 5.1 that the absolute values of errors between these
two sets of IDTs are within 0.025 dB. In Table 5.2, we list the IDTs for various (J,K, L)
LDPC-CCs using our PEXIT-fast algorithm.
In Figure 5.5, the total numbers of iterations, namely ∆(L) and Λ(L) given by Eq. (5.13)
and Eq. (5.14), respectively, are compared with respect to L. For the conventional PEXIT
algorithm, ∆(L) increases linearly with L. However, for our PEXIT-fast algorithm, Λ(L)
converges to a constant as L > L0 = 100. It is obvious that for L=50, 500, and 5000,
there is a 10-, 100-, and 1000-times complexity reduction by using our proposed PEXIT-fast
algorithm, respectively. As a result, our PEXIT-fast algorithm demonstrates the outstanding
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Table 5.1: Comparison between IDTs obtained from our PEXIT-fast algorithm and IDTs
in [1]
(J,K) Code Rate η̂ ([1]) η̂ (PEXIT-fast) Absolute Error
(3, 6) 0.49 0.55 dB 0.545 dB 0.005 dB
(3, 6) 0.50 0.46 dB 0.458 dB 0.002 dB
(4, 8) 0.49 0.35 dB 0.326 dB 0.024 dB
(4, 8) 0.50 0.26 dB 0.238 dB 0.022 dB
(5, 10) 0.49 0.30 dB 0.278 dB 0.022 dB
(5, 10) 0.50 0.21 dB 0.190 dB 0.020 dB
computational-complexity advantage for estimating IDTs.
5.4 Summary
In this chapter, we propose a novel PEXIT-fast algorithm to estimate the iterative de-
coding thresholds (IDTs) for prevalent low-density parity-check convolutional codes (LDPC-
CCs). Our PEXIT-fast algorithm can determine the lower and upper bounds of the IDTs
quickly. New theoretical analysis and lemmas are established as the basis of our new IDT es-
timation scheme. Accordingly, we devise an efficient approach to determine the IDTs for the
LDPC-CCs with arbitrarily large termination lengths L. The effectiveness of our PEXIT-fast
algorithm is demonstrated by comparing the IDTs obtained by our PEXIT-fast algorithm
and the conventional method. The computational-complexity analysis is also presented to
demonstrate the significant advantage of our PEXIT-fast algorithm for calculating the IDT
estimates, especially when the termination length L becomes large.
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Table 5.2: IDT Estimates η̂ for Various (J,K, L) LDPC-CCs Using Our PEXIT-fast Algorithm
(J,K) Code Rate IDT Estimate η̂ (dB)
L = 20 L = 50 L = 100 L = 500 L → ∞ L = 20 L = 50 L = 100 L = 500 L → ∞
(3, 6) 0.4500 0.4800 0.4900 0.4980 0.5000 0.911 0.635 0.545 0.475 0.458
(3, 9) 0.6333 0.6533 0.6600 0.6653 0.6666 1.581 1.448 1.404 1.369 1.360
(3, 12) 0.7250 0.7400 0.7450 0.7490 0.7500 2.072 1.984 1.955 1.932 1.926
(3, 15) 0.7800 0.7920 0.7960 0.7992 0.8000 2.443 2.378 2.356 2.338 2.334
(3, 18) 0.8166 0.8266 0.8300 0.8326 0.8333 2.737 2.685 2.667 2.653 2.650
(4, 8) 0.4250 0.4700 0.4850 0.4970 0.5000 0.943 0.507 0.370 0.264 0.238
(4, 12) 0.6166 0.6466 0.6566 0.6646 0.6666 1.477 1.271 1.205 1.152 1.139
(4, 16) 0.7125 0.7350 0.7425 0.7485 0.7500 1.932 1.798 1.754 1.719 1.710
(4, 20) 0.7700 0.7880 0.7940 0.7988 0.8000 2.291 2.191 2.158 2.132 2.126
(4, 24) 0.8083 0.8233 0.8283 0.8323 0.8333 2.581 2.501 2.475 2.454 2.449
(5, 10) 0.4000 0.4600 0.4800 0.4960 0.5000 1.158 0.552 0.367 0.225 0.190
(5, 15) 0.6000 0.6400 0.6533 0.6640 0.6666 1.540 1.260 1.170 1.100 1.083
(5, 20) 0.7000 0.7300 0.7400 0.7480 0.7500 1.951 1.769 1.710 1.663 1.652
(5, 25) 0.7600 0.7840 0.7920 0.7984 0.7800 2.290 2.155 2.111 2.076 2.068
(5, 30) 0.8000 0.8200 0.8266 0.8320 0.8333 2.569 2.462 2.427 2.399 2.392
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