Abstract. Let G = (G, +) be a compact connected abelian group, and let µ G denote its probability Haar measure. A theorem of Kneser (generalising previous results of Macbeath, Raikov, and Shields) establishes the bound
Introduction
Throughout this paper, we use µ G to denote the Haar probability measure on any compact abelian group G = (G, +); thus for instance µ R/Z is Lebesgue measure on the unit circle R/Z. In [22] , Kneser established 1 the inequality
whenever A, B are non-empty compact subsets of a compact connected abelian group G, and A+ B ≔ {a+b : a ∈ A, b ∈ B} denotes the sumset of A and B. A subsequent result of Kemperman [21] extended this inequality to compact connected nonabelian groups also, but we restrict attention here to the abelian case. Prior to Macbeath's result, the case of a circle G = R/Z was obtained by Raikov [26] (and can also be derived by a limiting argument from the Cauchy-Davenport inequality), the case of a torus G = (R/Z) d was obtained by Macbeath [23] , and the case of second countable connected compact groups by Shields [32] . The fact that G is connected is crucial, since otherwise G could contain open subgroups of measure strictly between 0 and 1, which would of course yield a counterexample to (1) .
In a blog post [33] of the author, it was observed that one could use an argument of Ruzsa [28] to obtain the following stronger bound (cf. Pollard's bound [25] For the convenience of the reader, we give the proof of this theorem in Section 2. To see why this result implies (1), we observe the following corollary of Theorem 1.1. Given two measurable subsets A, B of G and a parameter ε > 0, we define the partial sumset A + ε B by the formula
This is a compact subset of A + B.
Corollary 1.2. Let G, A, B be as in Theorem 1.1. Then for any 0 < ε < min(µ G (A), µ G (B))
2 , we have
One can improve the error term 2 √ ε slightly, but we will not need to do so here.
Proof. From the pointwise bound
and hence by Theorem 1.1, we have
giving the claim.
Since the set A + ε B is contained in A + B, the claim (1) follows from this corollary (in the case µ G (A), µ G (B) > 0) by sending ε to 0, noting that (1) is trivial when µ G (A) = 0 or µ G (B) = 0.
There are several cases in which the estimate (1) is sharp. Firstly, one has the trivial cases in which A or B is a point; there are some further examples of this type where (say) A is a coset of a measure zero subgroup of G, and B is a union of cosets of that group. Secondly, if one has µ G (A) + µ G (B) ≥ 1, then the compact sets A and x − B cannot be disjoint (as this would disconnect G, since the complement of A ∪ (x − B)
would be an open null set and hence empty); hence A + B = G and (1) holds with equality. Define a Bohr set to be a subset of G of the form φ −1 (I), where φ : G → R/Z is a continuous surjective homomorphism and I is a compact arc in R/Z (i.e., a set of the form I = [a, b] mod Z for some a < b, where x → x mod Z is the projection from R to R/Z), and say that two Bohr sets φ −1 (I), ψ −1 (J) are parallel if φ = ψ. If A = φ −1 (I) and B = φ −1 (J) are two parallel Bohr sets, then A + B = φ −1 (I + J) is also a Bohr set, and (by the uniqueness of Haar measure) the Haar measure of A, B, A + B is equal to the measures of I, J, I + J respectively on the unit circle. One can then easily verify that (1) holds with equality in these cases.
The main result of this paper is an inverse theorem that asserts, roughly speaking, that the above examples are essentially the only situations in which equality can occur. More precisely, we have Theorem 1.3 (Inverse theorem, first form). Let ε > 0, and suppose that δ > 0 is sufficiently small depending on ε. Then, for any compact subsets A, B of a compact connected abelian group G = (G, +) with
there exist parallel Bohr sets φ −1 (I), φ −1 (J) such that
where A∆B denotes the symmetric difference of A and B.
In the case G = R/Z, this result was recently obtained in [6, Theorem 1.5] (with a quite sharp dependence between ε and δ), by a different method; see also the earlier work [24] , [12] . In the case of a torus G = (R/Z) d , when the measures of A and B are small and comparable to each other, this theorem was obtained (again with a sharp dependence between ε and δ) in [1, Theorem 1.4] .
As a consequence of the above theorem, we can reprove a theorem of Kneser [22, Satz 2] classifying when equality holds in (1): Corollary 1.4. Let let A, B be non-empty compact subsets of a compact connected abelian group G such that equality holds in (1) . Then at least one of the following statements hold:
We prove this corollary in Section 3. Much as (1) can be deduced from Corollary 1.2, Theorem 1.3 will be deduced from the following variant: Theorem 1.5 (Inverse theorem, second form). Let ε > 0, and suppose that δ > 0 is sufficiently small depending on ε. Then, for any measurable subsets A, B of a compact connected abelian group G with
Since A + δ B is clearly contained in A + B, it is immediate that Theorem 1.5 implies Theorem 1.3.
The proof of Theorem 1.5 can be outlined as follows. To simplify this outline, let us ignore all the ε and δ errors, in particular pretending that the partial sumset A + δ B is the same as the full sumset A + B. Let us informally call a pair (A, B) a "critical pair" if the conditions of Theorem 1.5 are obeyed. By using "submodularity inequalities" such as
valid for any compact A 1 , A 2 , B ⊂ G, (which follow from the identity (A 1 ∪ A 2 ) + B = (A 1 +B)∪(A 2 +B) and the inclusion (A 1 ∩A 2 )+B ⊂ (A 1 +B)∩(A 2 +B) respectively), one can obtain a number of closure properties regarding critical pairs, for instance establishing that if (A 1 , B) and (A 2 , B) are critical pairs then (A 1 ∪ A 2 , B) and (A 1 ∩ A 2 , B) are also, provided that A 1 ∩ A 2 is non-empty and A 1 ∪ A 2 is not too large. Similarly, using the associativity (A+B)+C = A+(B+C) of the sum set operation, one can show that if (A, B) and (A + B, C) are critical pairs, then so are (B, C) and (A, B + C). Using such closure properties repeatedly in combination with the translation invariance of the critical pair concept, we can start with a critical pair (A, B) and generate a small (but non-trivial) auxiliary set C such that (A, C) and (C, C) are critical pairs; furthermore, we can also arrange matters so that (C, kC) is a critical pair for all bounded k (e.g. all 1 ≤ k ≤ 10 4 ), where kC = C + · · · + C is the k-fold iterated sumset of C. This implies in particular that C has linear growth in the sense that µ G (kC) ≈ kµ G (C) for all bounded k, which by existing tools in inverse sumset theory (in particular using arguments of Schoen [29] and Green-Ruzsa [13] , [14] ) can be used to show that C is very close to a Bohr set. As (A, C) is a critical pair, some elementary analysis can then be deployed to show that A is very close to a Bohr set parallel to C, and then as (A, B) is also critical, B is also very close to a Bohr set parallel to A, giving the claim.
In order to make notions such as "critical pair" rigorous, it will be convenient to use the language of "cheap nonstandard analysis" [34] , working with a sequence (A, B) = (A n , B n ) of pairs in a sequence G = G n of groups, rather than with a single pair in a single group, so that asymptotic notation such as o(1) can be usefully deployed. It should however be possible to reformulate the arguments below without this language, at the cost of having to pay significantly more attention to various ε and δ type parameters.
In a subsequent paper with Joni Teräväinen, we will combine this theorem with the structural theory of correlations of bounded multiplicative functions (as developed recently in [35] ) to obtain new results about the distribution of sign patterns ( f 1 (n + 1), f 2 (n + 2), . . . , f k (n + k)) of various bounded multiplicative functions f 1 , . . . , f k such as the Liouville function λ(n), as well as generalisations such as e 2πiΩ(n)/m for a fixed natural number m, where Ω(n) denotes the number of prime factors of n (counting multiplicity). Remark 1.6. Results analogous to Theorem 1.3 are known when the connected group G is replaced by the discrete group Z/pZ: see [11] , [27] , [30] , [13] , [2] , [18] , as well as some further discussion in [19] . In the recent paper [6] , these results (particularly those in [18] ) are used to establish the G = R/Z case of Theorem 
we see that the set A∩(x−B) = {y ∈ A : x−y ∈ B} has measure at least µ G (A)+µ G (B)−1 ≥ t for every x ∈ G, and hence 1 A * 1 B (x) ≥ t for all x ∈ G, giving the claim in this case. Thus we may assume that µ G (A) + µ G (B) − t < 1. We may also assume that G is nontrivial, which (by the connectedness of G) implies that there exist measurable subsets of G of arbitrary measure between 0 and 1.
Fix G, let B be a compact subset of G, and let 0 ≤ t ≤ µ G (B) be a real number. For any compact A ⊂ G, define the quantity
and then for every a ∈ [0, 1], let f (a) denote the infimum of c(A) over all A with µ G (A) = a. Our task is to show that f is non-negative on the interval
If µ G (A) = 1 − µ G (B) + t, then by the previous discussion we have 1 A * 1 B (x) ≥ t for all x ∈ G, and hence c(A) = 0; hence f (1 − µ G (B) + t) = 0. At the other extreme, if µ G (A) = t, then 1 A * 1 B (x) ≤ t for all x ∈ G, and hence from Fubini's theorem we again have c(A) = 0.
Observe that if one modifies A by a set of measure at most δ, then c(A) varies by O(δ). From this we conclude that f is Lipschitz continuous. Thus, if we assume for contradiction that f is not always non-negative; then there must exist a point a in the interior of [t, 1 − µ G (B) + t] where f attains a global negative minimum and is not locally constant in a neighbourhood of a. In particular, there exist arbitrarily small ε such that
On the other hand, we observe the crucial submodularity property
for all measurable sets A 1 , A 2 ⊂ G. To see this, we begin with the inclusion-exclusion identity
Observe that for each x ∈ G, we have the pointwise inequalities
by the concavity of the map x → min(x, t) we therefore have the pointwise bound
Integrating over G and using the inclusion-exclusion formula
, we obtain (3) as desired.
Let A be such that µ G (A) = a, and let ε > 0 be a small quantity such that (2) holds. Now we observe the following application of connectedness: Lemma 2.1. Let A be a measurable subset of G, and let t be any real number with
functions, is a continuous function of x that equals µ G (A) when x = 0, and has a mean value of µ G (A) 2 on G by Fubini's theorem. The claim then follows from the intermediate value theorem and the connectedness of G.
By translation invariance we have c(x
Taking infima over all A with µ G (A) = a, we contradict (2) , and the claim follows.
Remark 2.2. With some minor notational modifications, this argument also works for nonabelian compact connected groups; see [33] .
3. Proof of Corollary 1.4
We now prove Corollary 1.4. Suppose that A, B are compact subsets of a compact connected abelian group G are such that equality holds in (1) . We may assume that 
, where in this section we use o(1) to denote a quantity that goes to zero as n → ∞. In particular, the arcs I n , J n in the circle R/Z have measure
Taking Fourier coefficients, we see that
On the other hand, from Plancherel's theorem we have
where the Pontryagin dual groupĜ consists of all continuous homomorphisms φ from G to R/Z. Thus, for n large enough, there are only boundedly many possible choices for φ n , and by passing to a subsequence if necessary we may assume that φ n = φ does not depend on n. For n, n ′ → ∞, we now have
and hence by the triangle inequality
as n, n ′ → ∞. By the Bolzano-Weierstrass theorem, we may thus find a compact arc I independent of n such that µ R/Z (I n ∆I) → 0 as n → ∞, which implies that
as n → ∞. Hence by the triangle inequality, A and φ −1 (I) must agree µ G -almost everywhere; as A is compact, it cannot omit any interior point of φ −1 (I) (as this would also exclude a set of positive µ G measure from A, and hence A must therefore consist of the union of φ −1 (I) and a µ G -null set E. Similarly, there is a compact arc J such that B consists of the union of φ −1 (J) and a µ G -null set F. Thus A + B contains φ −1 (I + J), which has measure
since (1) holds, we conclude that A + B is in fact equal to the union of φ −1 (I + J) and a µ G -null set. Thus for every a ∈ A, the set a + φ −1 (J) lies in the union of φ −1 (I + J) and a µ G -null set, which forces a to lie in φ −1 (I); thus A = φ −1 (I), and similarly B = φ −1 (J), giving the claim.
Proof of Theorem 1.5
We now prove Theorem 1.5. It will be convenient to reformulate the result in terms of a "cheap" form of nonstandard analysis (as used in [34] ), involving sequences of potential counterexamples. The full machinery of nonstandard analysis, such as ultraproducts and the construction of Loeb measure, will not be needed for this reformulation; one could certainly insert such machinery into the arguments below, but they do not appear to dramatically simplify the proofs.
We will need a natural number parameter n. In the sequel, all mathematical objects will be permitted to depend on this parameter (and can thus be viewed as a sequence of objects), unless explicitly declared to be "fixed". Usually we will suppress the dependence on n. For instance, a sequence G n of compact abelian groups will be abbreviated as G = G n . A real number x = x n depending on n is said to be infinitesimal if one has lim n→∞ x n = 0, in which case we write x = o (1) . If x = x n , y = y n are real numbers such that |x n | ≤ Cy n for all sufficiently large n and some fixed C > 0, we write x ≪ y, y ≫ x, or x = O(y). Two measurable subsets A = A n , B = B n of a compact abelian group G = G n are said to be asymptotically equivalent if one has µ G (A∆B) = o (1) . This is clearly an equivalence relation. Theorem 1.5 can now be deduced from the following variant:
Theorem 4.1 (Inverse theorem, cheap nonstandard form). Let A = A n , B = B n be measurable subsets of a sequence G = G n of compact connected abelian groups with
and
for some infinitesimal δ > 0. Then there exist parallel Bohr sets
such that A and B are asymptotically equivalent to
Let us assume Theorem 4.1 for now and see how it implies Theorem 1.5 (and hence also Theorem 1.3). Suppose for contradiction that Theorem 1.5 fails. Carefully negating the quantifiers, and applying the axiom of choice, we conclude that there exists an ε > 0, such that for every natural number n there are measurable subsets A = A n , B = B n of a compact connected abelian group G = G n such that for every n one has
but such that for each n, there do not exist parallel Bohr sets φ
By applying Theorem 4.1 with the infinitesimal δ = δ n ≔ 1 n , we know that A, B are asymptotically equivalent respectively to parallel Bohr sets φ −1 (I), φ −1 (J). But by taking n large enough, this contradicts the previous statement.
It remains to prove Theorem 4.1. One of the main reasons of passing to this formulation is that it allows for 2 the following convenient definition. In the sequel G = G n is understood to be a sequence of compact connected abelian groups with probability Haar measure µ = µ n . A pair (A, B) of measurable subsets of G is said to be a critical pair 3 if one has the properties (5), (6) for some infinitesimal δ > 0. Our goal is thus to prove that every critical pair is equivalent to a pair of parallel Bohr sets.
It turns out that the space of critical pairs is closed under a number of operations.
Clearly it is symmetric: (A, B) is a critical pair if and only if (B, A)
is. It is also obvious that if (A, B) is a critical pair, then so is (A + x, B + y) for any x, y ∈ G, where A + x ≔ {a + x : a ∈ A} denotes the translate of A by x. Next, we observe that it is insensitive to asymptotic equivalence:
Lemma 4.2. Suppose that (A, B) is a critical pair, and that A
′ is asymptotically equivalent to A. Then (A ′ , B) is also a critical pair.
Of course by symmetry, the same statement holds if we replace B by an asymptotically equivalent B ′ . Thus one only needs to know A, B up to asymptotic equivalence to determine if (A, B) form a critical pair.
Proof. By hypothesis, there exists an infinitesimal ε > 0 such that
The price one pays for this is that it is difficult to directly extract from this argument an explicit dependence of δ on ε in Theorem 1.5. However, this can be done (in principle, at least) by refraining from passing to the "cheap nonstandard" framework and instead working with a more quantitative, but significantly messier, notion of critical pair, in which one replaces all o(1) errors by more explicit decay rates that may vary from line to line. We leave this task to the interested reader. 3 A more accurate terminology would be "asymptotically critical pair", but we use "critical pair" instead for brevity.
which implies the pointwise bound
and hence we have the inclusion
for any δ > 0. On the other hand, as (A, B) is a critical pair, there exists an infinitesimal δ > 0 such that
and hence
From this we easily verify that (A ′ , B) is a critical pair as claimed.
We can now simplify the problem by observing that if one element (A, B) of a critical pair is already asymptotically equivalent to a Bohr set, then so is the other: Proof. By Lemma 4.2, we may assume without loss of generality that B = φ −1 (J); also, by translation invariance we may assume that J = [0, t] mod Z for some t with
As (A, B) is a critical pair, there exists an infinitesimal δ > 0 such that the set C ≔ A+ δ B has measure
The set B is invariant with respect to translations in the kernel of φ, so C is similarly invariant, thus C = φ −1 (E) for some measurable subset E of R/Z with
The pullback map φ
It is easy to see that the map φ * is monotone with φ * (1) = 1 (up to almost everywhere equivalence). If we write f A ≔ φ * 1 A for the pushforward of 1 A , then f A takes values in [0, 1] (after modifying on a set of measure zero if necessary), and we have
Also, since 1
Let λ > 0 be any fixed parameter, and let
From Markov's inequality, we conclude that for any fixed ε > 0, all but o(1) in measure of the set F λ + ε J is contained in E, thus
On the other hand, from Corollary 1.2 we have
combining the two bounds and sending ε to zero, we conclude using (7) that
for any fixed λ > 0. Sending λ sufficiently slowly to zero as n → ∞, we conclude on diagonalising that
Combining this with (9) and the pointwise bound
which implies in particular that
Pulling back to G, this implies that
thus A is asymptotically equivalent to φ −1 (F κ ). Thus to establish the proposition, it suffices to show that F κ is asymptotically equivalent to an arc.
From (10), (12) we have
This bound can be used to show that partial sumsets of F κ and [0, t] mod Z are mostly contained in E. However, it does not control the full sumset of these two sets. To get around this difficulty, we "smooth" F κ somewhat by replacing it with a modified set H σ . More precisely, let 0 < σ < t be a small fixed quantity, and let H σ ⊂ R/Z be the set
From this, (13) and Markov's inequality we conclude that all but o(1) in measure of
By (8), we conclude that
On the other hand, from Corollary 1.2 and (11), (7) one has
The situation here is reminiscent of that for which the inverse theorem for the BrunnMinkowski inequality (see [10] , [7] , [8] ), can be applied, but we are on the circle R/Z instead of the line R. However, as one of the sets involved is an arc, we can use the following elementary argument. As H σ is measurable, it is asymptotically equivalent to some finite union K of arcs.
is also a finite union of arcs, with
It is easy to see that the function s → µ G (K s ) is continuous and piecewise linear, with all slopes being positive integers. From the fundamental theorem of calculus, we thus see that the slope must in fact equal 1 for all s in [0, t − σ] outside of a set of measure at most 4σ + o (1) . The slope can only equal one when K s is an arc, thus K s must be an arc for some s ≤ 4σ + o (1) . From the fundamental theorem of calculus again, we have
and thus K = K 0 differs by at most O(σ) + o(1) in measure from an arc of length µ G (A)+O(σ)+o (1), where we adopt the convention that implied constants in asymptotic notation are independent of σ. This implies that
mod Z is bounded pointwise by σ, and by σ 2 outside of H σ , we conclude that
which by Fubini's theorem implies that F κ has at most O(σ)+o (1) 
and hence A + δ B and A + δ ′ B are asymptotically equivalent. Thus, the almost sumset A + o(1) B is well defined up to asymptotic equivalence. As a first approximation, the reader may think of A + o(1) B as being the full sumset A + B; however, we do not use the latter set for technical reasons (it is not stable with respect to asymptotic equivalence).
We now observe the following submodularity property, related to (3): 
Then (A, B 1 ∩ B 2 ) and (A, B 1 ∪ B 2 ) are also critical pairs.
The reader may wish to check that the lemma is true in the case when A, B 1 , B 2 are parallel Bohr sets. Of course, once Theorem 4.1 is proven we know that this is essentially the only case in which the hypotheses of the lemma apply, but we cannot use this fact directly as this would be circular.
Proof. The properties (5) for (A, B 1 ∩ B 2 ) and (A, B 1 ∪ B 2 ) are clear from construction, so it suffices to show that (6) also holds for these pairs.
By hypothesis, we can find an infinitesimal δ > 0 such that
(note that we can use the same δ for both critical pairs (A, B 1 ), (A, B 2 ) by increasing one of the δ's as necessary). In particular, from the pointwise bound
and similarly
Summing and applying (4) (with the obvious relabeling) together with the inclusionexclusion identity
On the other hand, from Theorem 1.1 we have
Thus we in fact have
In particular, we have
We thus obtain (5) for (A, B 1 ∩ B 2 ) and (A, B 1 ∪ B 2 ) as desired (with δ replaced by √ δ).
We can iterate this lemma to obtain Proof. By hypothesis, there exists a fixed c > 0 such that
for n large enough. For the given A, B and any fixed δ > 0, let P(δ) denote the assertion that there exists C with µ G (C) ≤ min(µ G (B), δ) such that (A, C) is a critical pair. Clearly P(δ) holds for any δ ≥ 1 − c, as one can simply take C = B. Now suppose that P(δ) holds for some δ ≤ 1−c, thus there exists C with µ G (C) ≤ δ and (A, C) a critical pair. By Lemma 2.1, one can find
As (A, C) and (A, x + C) are both critical pairs, we conclude from Lemma 4.4 that (A, C ∩ (x + C)) is also a critical pair. Thus P(δ ′ ) holds for all δ ′ ≥ max(δ 2 , δ − c/2). Iterating this, we conclude that P(δ) holds for all fixed δ > 0, giving the claim.
As a consequence of this corollary and Proposition 4.3, we may now reduce Theorem 4.1 to the following variant: Theorem 4.6 (Inverse theorem, reduced form). Let K be a sufficiently large absolute constant. Suppose that (A, C) is a critical pair such that
Then C is asymptotically equivalent to a Bohr set.
One can in fact take K = 10 4 in our arguments, but the exact value of K will not be of importance to us.
We now claim that Theorem 4.1 follows from Theorem 4.6. Indeed, if (A, B) is a critical pair and K is as as in Theorem 4.6, then by applying Corollary 4.5 with a sufficiently small δ we may find a critical pair (A, C) obeying (14), (15) . By Theorem 4.6, C is asymptotically equivalent to a Bohr set, which by Proposition 4.3 implies that A is asymptotically equivalent to a parallel Bohr set. But by a second application of Proposition 4.3, we conclude that B is also asymptotically equivalent to a parallel Bohr set, and Theorem 4.1 follows.
It remains to establish Theorem 4.6. To do this, we first iterate Lemma 4.4 in a different fashion to obtain 2 ) is a critical pair), but this is of no concern here thanks to Lemma 4.2. As before, the reader may verify that this claim is easily checked in the case that A, B 1 , B 2 are parallel Bohr sets.
Proof. By definition, we can write
Now let m be a fixed large natural number, thus δ = δ n ≤ 1/m for n large enough. From Corollary 1.2 one has
where we adopt the convention in this proof that implied constants in the O() and ≪ asymptotic notation are independent of m. Hence we have
for n large enough. Next, we claim there exists a finite set X m ⊂ B 1 of cardinality at most m 2 , such that
for all sufficiently large n. To establish this claim we use the probabilistic method. Let x 1 , . . . , x m 2 be chosen independently and uniformly from B 1 (using the probability measure
µ to B 1 ). Form the random set X m ≔ {x 1 , . . . , x m 2 }. For any x ∈ G, we see that x ∈ A + X m precisely when at least one of x 1 , . . . , x m 2 lie in x − A. By construction, this occurs with probability
In particular, if x ∈ A + 1/m B 1 , then x ∈ A + X m with probability at least 1
, then x ∈ A + X m with probability o (1) . By linearity of expectation (or Fubini's theorem), we conclude that the expected measure of (A + 1/m B 1 )\(A + X) is O(exp(−m)), while the expected measure of (A + X m )\(A + δ B 1 ) is o (1) . By Markov's inequality, we conclude that there exists a deterministic choice of X m such that
and the claim (19) follows from (18) .
From (19) , (17) we see in particular that
for n large enough, and hence by (16) we have
for n large enough. In particular, we see that for any x, x ′ ∈ X m , we have
A similar argument also gives
By translation invariance, (A + x, B 2 ) is a critical pair for each x ∈ X m . Applying Lemma 4.4 at most m 2 times and using the above estimates to verify the hypotheses of that lemma, we conclude that (A + X m , B 2 ) is also a critical pair.
The set A + X m is not quite asymptotically equivalent to A + δ B 1 ; but by (19) and a diagonalisation argument we see that A + X m n is asymptotically equivalent to A + δ B 1 if m n goes to infinity sufficiently slowly as n → ∞. As each (A + X m , B 2 ) is a critical pair, (A + X m n , B 2 ) will also be a critical pair for m n going to infinity sufficiently slowly. Applying Lemma 4.2, we conclude that (A + δ B 1 , B 2 ) is a critical pair, giving the second of the three claims of the proposition.
Write C ≔ A + δ B 1 , thus (as (A, B 1 ) is a critical pair)
As (C, B 2 ) is a critical pair, there exists an infinitesimal δ ′ > 0 such that
thus σ > 0 is infinitesimal, and write D ≔ B 1 + σ B 2 . We now consider the expression
By definition of D, we have the pointwise estimate
and hence we can bound (22) by
(here we implicitly use the fact that convolution is associative). On the other hand, by definition of C we have the pointwise estimate
and hence we can bound (22) 
By Markov's inequality, we conclude that
and hence by (20) , (21) one has
On the other hand, from two applications of Corollary 1.2 (and (16)) one has
By (16), these bounds can only be consistent if
so that (B 1 , B 2 ) and (A, D) are both critical pairs, giving the final two claims of the proposition. (14), (15), Proposition 4.7, we see that (C, C) is a critical pair, and there exists a set
is a critical pair. By further iteration of Proposition 4.7 using (14), (15), we in fact can find a set C k of measure
for each even number k = 2, 4, . . . , K − 2 such that (A, C k ) is a critical pair, and for each even k = 2, . . . , K − 4, (C 2 , C k ) is a critical pair with
We now use the linear growth (23) to approximate C by a Bohr set, using an argument of Schoen [29] (later employed by Green and Ruzsa [13] , [14] ) to locate the relevant character φ. The character χ that this argument produces may not necessarily be the one used to construct the Bohr set, but it turns out that it is closely related to that character (one may have to divide the initial character by a bounded natural number).
From (24) we see that 1 C 2 * 1 C k is bounded pointwise by 1 C k+2 + o(1) for every even k = 2, . . . , K − 4. By induction we then see that for every k = 1, . . . ,
is bounded pointwise by 1 C 2k + o(1). In particular, by Fubini's theorem we have
from (23) and Cauchy-Schwarz, we conclude that
On the other hand, by Plancherel's theorem we may write
where (as in Section 3) the Pontryagin dualĜ is the collection of all continuous homomorphisms (characters) φ : G → R/Z, and1 C 2 (φ) are the Fourier coefficientŝ
The contribution of the trivial homomorphism 0 to the above sum is µ G (C 2 ) 2k , which will be smaller than half the main term if k ≤ K/8, thanks to (14) . We conclude that
for k ≤ K/8 and n large enough. On the other hand, from Plancherel's theorem we have
We conclude that there exists a non-zero continuous homomorphism φ :
Applying this with k = K 8 , we conclude in particular that
where we adopt the convention that implied constants in the O() notation are independent of K. The image φ(G) of G is a non-trivial connected subgroup of R/Z, and thus must be all of R/Z; thus φ is surjective. φ : x → x of φ by m. As such, we will need to perform such a quotienting step later in the argument.
By Fubini's theorem, the left-hand side may be rewritten as
and hence by Markov's inequality, there exists a subset C ′ of C asymptotically equivalent to C such that
for all x ∈ C ′ . From (25) , there exists θ ∈ R/Z such that
which we rearrange as
From (26) and (23), we conclude in particular that for every x ∈ C ′ , one has
and hence by change of variables
which by Cauchy-Schwarz implies that
noting the trigonometric identity
we conclude that
From the triangle inequality, we conclude that for any x, x ′ ∈ C, one has
But the left-hand side simplifies to 2µ
for all x, x ′ ∈ C ′ . Thus, if α R/Z denotes the distance of α to the nearest integer, with the associated metric
) with respect to this metric. For K large enough (in fact one can check that K = 10 4 would suffice), we conclude that there exists α 0 ∈ R/Z such that
′ . Note that we have the freedom to translate C (and C ′ ) by an arbitrary shift x in G (shifting C 2k by 2kx accordingly) without affecting any of the above properties. From this and the surjectivity of φ, we may assume without loss of generality that α 0 = 0, thus 
From (27) one has that f C ′ is supported in the arc [− 
If x ∈ C
′ , then by (26) 1 x+C , and hence 1 x+C ′ , is bounded by 1 C 2 plus a function of
. Applying Markov's inequality, we conclude that for any t ≫ 1, the set φ(x) + { f C ′ ≥ t} is contained in the union of { f 2C ≥ t − o(1)} and a set of measure o(1). Thus (1) or equivalently that
In particular, for any fixed s > 0, one has
Comparing this with Corollary 1.2, and recalling that { f C ′ ≥ s} and { f C ′ ≥ t} are both contained in [− ] mod Z and thus have measure at most 1/5, we conclude that
whenever t, s < τ (so that the sets on the right-hand side are non-empty ). Integrating over t, we conclude that
for any 1 ≪ s < τ, and hence by (28) , (29) we conclude that
for every fixed 0 < s ≪ τ. Diagonalising, we conclude that there exists an infinitesimal ε > 0 such that
Then from (28) we have
and thus
Hence by Markov's inequality, one has
whenever t, τ − t ≫ 1. Using (30), we conclude that
whenever t, τ − t ≫ 1, and hence by diagonalising there exists an infinitesimal ε ′ > 0 such that
while from (29), (32), and Markov's inequality one has
Our strategy is to first work on the structure of f C ′ and f C 2 (in particular, to show that these functions are basically indicator functions of arcs multiplied by τ), and then return to the structural classification of C ′ once this is done. ] be the lifts of S , S 2 respectively from R/Z to R, then we have
where m denotes Lebesgue measure on R. Also m(S ) = µ R/Z (S ) = τ −1 µ G (C)+o(1) ≫ 1. This type of situation (a near-saturation of the Riesz-Sobolev inequality) was studied by Christ [7] , [8] . We were not able to directly apply the results from those papers, as this is an endpoint case (the parameter η in those papers would be set to o(1) here). However, we can use the following variant of the arguments in those papers. The left-hand side of (35) can be rearranged as
so by Markov's inequality, one can find a subsetS ′ ofS with m(
for all x ∈S ′ . By inner regularity we may also takeS ′ to be compact.
Let 0 < σ ≤ 1/4 be a small fixed parameter. As the primitive x → 
Thus, if one definesS
which in particular forces b − a ≫ 1, where we adopt the convention that implied constants in the asymptotic notation are independent of σ. From (37) we have
and hence all but o(1) in measure of the set {a, b} +S * is contained inS 2 . But the sets a+S * and b+S * are essentially disjoint, thus {a, b}+S * has measure (2−4σ)m(S )+o (1) . From (36) we conclude that all but 4σm(S ) + o(1) in measure ofS 2 is contained in {a, b} +S * . Since 1S * 1S is bounded pointwise by m(S ), we conclude from (35) that
and in particular
We now project R to the circle T ≔ R/(b−a)Z, and let S * be the projection ofS
is essentially a fundamental domain for T , we conclude that
(note that the normalising factors of 1 b−a on both sides cancel each other out). Since
On the other hand, from Theorem 1.1 one has
and hence min(2µ
. Since µ T (S * ) ≫ 1, we conclude on taking σ small enough that
and thusS * occupies all but O(
. By sending σ sufficiently slowly to zero, rather than being fixed, we have thus located a compact arc I = [a, b] mod Z with − 1 10
From (28) we now have
so in particular b − a ≫ 1. Also, from (34) we now see that
where 2I ≔ [2a, 2b] mod Z, and hence by (29) and the definition of S 2 we have
To summarise so far, we have obtained a satisfactory description of the functions f C ′ , f C 2 , namely that they are equal to τ1 I and τ1 2I respectively up to negligible errors. If τ = 1 we would now be quickly done, as we could then show that C ′ is asymptotically equivalent to the Bohr set φ −1 (I), which would then imply the same statement for C, as required for Theorem 4.6. Unfortunately, as Remark 4.11 shows, τ can be less than 1, and we will need to "quotient" the character φ by a natural number m (which will turn out to be very close to τ −1 ) to deal with this issue. We turn to the details. Let C ′′ ≔ C ′ ∩ φ −1 (I). From (38) we have
and so C ′′ is asymptotically equivalent to C ′ and hence to C. As C ′′ is contained in φ −1 (I), the difference set 
In particular, the sets
are both contained in the set C 2 ∩φ −1 ([a+h+ s, b+ s] mod Z), outside of a set of measure o (1) . But by (38), the set y
and similarly z + (
By the inclusion-exclusion principle, we conclude that
Since the left-hand side is at least 1 C ′′ * 1 −C ′′ (y−z) = 1 C ′′ * 1 −C ′′ (x), the claim follows.
As a consequence, we can now obtain a local additive closure property for C ′′ − C ′′ :
Corollary 4.13. There is a positive quantity κ = o(1) with the property that whenever
Proof. Let κ = o(1) be an infinitesimal to be chosen later. From the preceding lemma we have
while from (39) we have
From the triangle inequality, we conclude that
For κ going to zero sufficiently slowly, the right-hand side is positive, and hence x + y ∈ C ′′ − C ′′ as desired.
, then H is compact and symmetric around the origin. By the above corollary, it is also closed under addition; thus H is a compact subgroup of φ −1 (0). By a further application of the above corollary, we see that whenever
By yet another application of this corollary, we see that the set E ≔ φ(
is locally closed under addition in the sense that
By (38) we see that E occupies all but o(1) of the arc [a−b+κ, b−a−κ] mod Z; from the above inclusion and the pigeonhole principle we conclude that E contains the interval
We thus see that we have a representation of the form
is a compact set of positive measure in G, ψ(J) is a compact set of positive measure in the quotient group G/H, which is a compact connected group. The character φ : G → R/Z descends to a characterφ : G/H → R/Z. The translates ψ(J) + h for h ∈φ −1 (0) are all disjoint, and hence the kernelφ −1 (0) must be finite since G/H has finite measure. If m is the cardinality of this kernel, thenφ is an m-fold cover of R/Z by a compact connected group, and this cover is isomorphic to the cover of R/Z by itself using the multiplication map x → mx. In other words, we haveφ = mφ ′ for some bijective characterφ ′ : G/H → R/Z, which can be lifted back to φ = mφ ′ where φ ′ is the lift ofφ ′ . Consider the function g : J → R/Z defined by g(s) ≔ (φ ′ ) −1 (ψ(s)). Since ψ(J) is compact, g is continuous; since ψ(s) lies in φ −1 (s), we have mg(s) = s for all s ∈ J. Also, g(0) = 0. By monodromy, this implies that
we conclude that (C ′′ − C ′′ ) ∩ φ −1 (J) is the Bohr set
where
Having controlled C
′′ − C ′′ , we now return to C ′′ . We first need to relate m with τ. On the one hand, for any x ∈ C ′′ , we have On the other hand, from Lemma 4.12 and (41) we see that
By (39), the left-hand side is
By change of variables, the right-hand side is equal to
and we conclude that
Thus we have τ = m −1 + o(1); from (39) we conclude that
From ( , we conclude that J ′ is an arc of length at most b−a m ; in particular,
Comparing this with (42) we conclude that C ′′ is asymptotically equivalent to the Bohr set (φ ′ ) −1 (J ′ ), and hence C is also, giving Theorem 4.6 (and thus Theorems 4.1, 1.5, and 1.3).
Further remarks
It is natural to ask whether Theorem 1.3 or Theorem 1.5 may be extended to more general groups. John Griesmer (personal communication) has proposed the following strong conjecture: 
One could strengthen this conjecture even further by requiring that δ be independent of G. One can also consider non-compact groups G (in which one would remove the hypothesis µ G (A) + µ G (B) ≤ 1 − ε), though for non-unimodular groups there may be additional technical difficulties arising from the distinction between left-invariant and right-invariant Haar measures. The case A = B would be of particular interest, as it basically is concerned with classification of sets of doubling constant slightly larger than 2.
Note that Theorem 1.3 verifies Conjecture 5.1 (with δ independent of G) under the additional hypotheses that G is connected and abelian. The case G = Z/pZ of a cyclic group of prime order also follows from [18, Theorem 21.8] . This conjecture would combine well with the extensive literature [20] , [22] , [18] , [15] , [9] , [3] , [4] , [5] It may also be possible to obtain an inverse theorem for Theorem 1.1, that is to say to obtain some approximate structural description of sets A, B for which G min(1 A * 1 B , t) dµ G ≤ t min(µ G (A) + µ G (B) − t, 1) + ε for some t > 0 and some small ε > 0, assuming appropriate non-degeneracy conditions on µ G (A), µ G (B), t. We do not pursue this question here.
