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Abstract
The properties of dynamic conditional correlation (DCC) models, intro-
duced more than a decade ago, are still not entirely known. This paper fills
one of the gaps by deriving weak diffusion limits of a modified version of the
classical DCC model. The limiting system of stochastic differential equations
is characterized by a diffusion matrix of reduced rank. The degeneracy is
due to perfect collinearity between the innovations of the volatility and cor-
relation dynamics. For the special case of constant conditional correlations,
a non-degenerate diffusion limit can be obtained. Alternative sets of condi-
tions are considered for the rate of convergence of the parameters, obtaining
time-varying but deterministic variances and/or correlations. A Monte Carlo
experiment confirms that the often used quasi approximate maximum likeli-
hood (QAML) method to estimate the diffusion parameters is inconsistent for
any fixed frequency, but that it may provide reasonable approximations for
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1 Introduction
Continuous and discrete time volatility models are often considered as two compet-
itive views to modeling financial time series. Thanks to the analytical tractability
ensured by Itoˆ calculus, continuous time models have played a central role in the-
oretical finance. The continuous time setting permits a deeper understanding of
the properties of the corresponding discrete time model and to assess probabilistic
and statistical properties of discrete time sequences such as stationarity, existence of
moments or distributional results which are otherwise intractable in discrete time,
see e.g. Nelson (1990), Nelson and Foster (1994) and Nelson (1994).
From an applied viewpoint, inference on continuous time parameters of stochas-
tic volatility models represents an important issue. The intractable likelihood func-
tions and the unobservable volatility process require sophisticated estimation pro-
cedures. Several estimation methods have been proposed, such as the simulation
based method of moments, Duffie and Singleton (1993), the quasi-indirect inference
of Broze, Scaillet, and Zakoian (1998) or Bayesian Markov chain Monte Carlo meth-
ods, Jones (2003). Bollerslev, Engle, and Nelson (1994) and Ghysels, Harvey, and
Renault (1996) provide exhaustive surveys on stochastic volatility models. There-
fore, discrete time volatility models have been most often preferred by the applied
econometrician. Rather than estimating and forecasting with a diffusion model ob-
served at discrete points in time, it is in fact often easier to use a discrete model
directly.
The theory of convergence of discrete time Markov sequences towards continuous
time diffusion processes, see e.g. Stroock and Varadhan (1979), Kushner (1984) and
Ethier and Kurtz (1986), provides the theoretical foundation to establish mutual
complementarities, possible inter-changeability and connections between the two
approaches. Nelson (1990) provides conditions ensuring the weak convergence of a
discrete time Markov chain, defined by a system of stochastic difference equations,
towards a diffusion, defined by a system of stochastic differential equations. The
proposed approach requires the convergence, as the interval between observations
shrinks to zero, of a number of conditional moments to well defined limits at an
appropriate rate. In the context of GARCH-type models, Nelson (1990) illustrates
the convergence through various GARCH specifications. This approach has been
used by Duan (1997) to derive the diffusion limit of the Augmented GARCH model,
by Fornari and Mele (1997) to study the continuous time behavior of the class of non
linear ARCH models proposed by Ding, Granger, and Engle (1993), by Alexander
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and Lazar (2005) to derive the diffusion limit of a weak GARCH process and in
a related setting by Trifi (2006) to illustrate the convergence results for the CEV-
ARCH model of Fornari and Mele (2006) and the CMSV model of Jeantheau (2004)
and Hobson and Rogers (1998). In the multivariate case, apart from Nelson (1994)
in the context of asymptotic filtering theory, to our knowledge, the relationship
between discrete and continuous time volatility and correlation models has not been
addressed yet.
The potential advantage of the Nelson approximation approach lies essentially
in estimation and forecasting. Considering the discrete time model as a diffusion
approximation suggests inference on the parameters of the diffusion model via the
parameter estimates of a discrete time GARCH-type model. Hence, a natural alter-
native to the direct estimation of the diffusion parameters consists in inferring the
diffusion parameters by means of a tractable likelihood function of an approximating
discrete time multivariate GARCH process. Following Fornari and Mele (2006), this
approach is called estimation by quasi-approximated maximum likelihood (QAML).
Requiring a feasible computational effort, this approach has been advocated e.g. by
Engle and Lee (1996), Lewis (2000), Barone-Adesi, Rasmussen, and Ravanelli (2005)
and Stentoft (2011) among others. Its computational advantage becomes important
in the multivariate case, where volatility models within the conditional correlation
class can be estimated in a straightforward two-step procedure, estimating first the
conditional variances, then conditional correlations. However, the main drawback of
estimation by QAML is the difficulty of proving its consistency even if the discrete
time approximation is closed under temporal aggregation, see Drost and Nijman
(1993) and Drost and Werker (1996). In the univariate GARCH case, Wang (2002)
has shown that the statistical experiments resulting from the estimation of the dif-
fusion model and its approximating discrete time model are not equivalent, which
would imply inconsistency of the QAML estimator also in the multivariate case.
In this paper we focus on conditional correlation models with GARCH dynamics
for the variances of the marginal processes. We recover the diffusion limit of a modi-
fied version of the classical Dynamic Conditional Correlation (DCC) model of Engle
(2002), called consistent DCC (cDCC), proposed by Aielli (2006). Unlike DCC, the
cDCC model has a martingale difference property of the correlation dynamics and is
therefore easier to treat from a theoretical viewpoint. For this specification and the
general case of time-varying conditional correlations, we derive the existence of a
degenerate weak diffusion limit under suitable convergence conditions for the model
parameters. The degeneracy in the general case is due to the particular structure of
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the discrete time model in which the noise propagation systems of the variances and
the one of the correlation driving process are perfectly correlated. This structure
is preserved in the diffusion limit which is characterized by a diffusion matrix of
reduced rank. More precisely, the diffusion of the variances and of the diagonal ele-
ments of the correlation driving process are pairwise governed by the same Brownian
motion.
As a special case, we consider the Constant Conditional Correlation model (CCC)
of Bollerslev (1990), which can be obtained from the cDCC under suitable parameter
restrictions. The CCC-GARCH model is particularly interesting because, unlike the
cDCC-GARCH process, it admits a non-degenerate diffusion and, in the bivariate
specification, a closed form solution for the diffusion limit.
We then propose and discuss alternative sets of conditions regarding the speed of
convergence of parameters of the cDCC-GARCH model. In this way, other types of
degenerated diffusions can be obtained which are characterized by a stochastic price
process while variances and/or correlations remain time varying but deterministic.
In the same spirit of Corradi (2000), we then discuss what kind of processes can be
obtained as Euler approximations of the alternative diffusion processes.
The paper is completed by a simulation study to investigate the performance of
the QAML estimator of the diffusion parameters in our model framework. For the
parameters characterizing the innovation in variances and in correlations, we find
a negative bias in all cases, irrespective of the sample size, which only decreases
as the time interval shrinks to zero. This confirms the results of Wang (2002)
that care needs to be taken in inferring diffusion parameters from a discrete type
approximation when there is no statistical equivalence of the likelihood estimators.
For the remaining model parameters, however, no substantial biases are found and
the mean square error converges to zero as the sample size increases for a given time
interval.
The paper is organized as follows. In Section 2 we study the continuous time
behavior of the cDCC and CCC models. We also present the degenerate diffusions
induced by a reparameterization of the convergence conditions. In Section 3, we
illustrate through a Monte Carlo simulation our convergence results. In Section
4 we conclude and discuss directions for further research. Appendix A presents
the general framework of the theorem of weak convergence of discrete time Markov
chains. All proofs are provided in Appendix B.
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2 Main theoretical results
Let Y
(h)
kh be an N -dimensional vector of logarithmic prices indexed by kh, k ∈
N, h > 0. The superscript (h) represents the time interval between two consecutive
observations, i.e. for given h, prices are observed at times h, 2h, 3h, .... We let the
parameters depend on the sampling frequency. Furthermore, the variance of the
innovations is made proportional to h. In this paper we focus on the covariance
stationary case, hence usual suitable positivity and stationarity constraints on the
parameters of the variances and correlation driving process apply, see Bollerslev
(1986), Engle (2002), Aielli (2006) and Aielli (2013).
Throughout the paper we use the following notation: ||A|| is the L2 (Frobenius)
norm of a matrix A, vec() stacks the columns of a matrix into a vector, vech()
stacks the lower triangular portion of a square matrix into a vector, vechl() stacks
the strictly lower triangular portion of a square matrix into a vector (i.e., excluding
the diagonal elements), diag() stacks the diagonal of a square matrix into a vector.
For any symmetric matrix A, the operation a = vech(A) can be inverted and we
write this as A = vech−1(a). Similarly, for the diag operator, we can define the
inverse operator diag−1 that inserts a vector into a diagonal matrix. Furthermore,
1N is a (N × 1) vector of ones and IN is the (N ×N) identity matrix. Let Ω denote
the space of N ×N matrices, and Ω′ ⊂ Ω the set of symmetric positive semi-definite
N × N matrices. We also make use of the following elementary matrices: DN
denotes the (N2×N(N +1)/2) duplication matrix, which for any symmetric matrix
A transforms vech(A) into vec(A), D+N its generalized inverse, see e.g. Lu¨tkepohl
(1996) for details, I∗ is defined such that diag(A) = I∗vech(A) with I∗ = I+′DN and
I+ = (1N⊗IN )⊙[1′N⊗vec(IN)] transforms vec(A) into diag(A). Finally, I− is defined
such that vechl(A)vechl(A)′ = I−(vech(A)vech(A)′)I−′ = I−D+N (A⊗ A)D+′N I−′.1
2.1 The cDCC-GARCH process
We consider a system of stochastic difference equations based on the discrete time
cDCC-GARCH process of Aielli (2006) for the log price vector of an N -dimensional
portfolio of assets Y
(h)
kh , h > 0 and k ∈ N. Time is partitioned more and more finely
as in Appendix A, letting the parameters and the covariance matrix of innovations
1Examples for N = 3: I+ =

1 0 0 0 0 0 0 0 00 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1


′
and I− =

0 1 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0

 .
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depend on the length h of time intervals. The model is given by
Y
(h)
kh = Y
(h)
(k−1)h + S
(h)
kh η
(h)
kh , (1)
V
(h)
(k+1)h = ch + Ahh
−1 S
(h)2
kh (η
(h)
kh ⊙ η(h)kh ) +Bh V (h)kh , (2)
Q
(h)
(k+1)h = Q¯h + ϑhh
−1P
(h)
kh η
(h)
kh η
(h)′
kh P
(h)
kh + γh Q
(h)
kh , (3)
P
(h)
kh = (Q
(h)
kh ⊙ IN)1/2, (4)
R
(h)
kh = P
(h)−1
kh Q
(h)
kh P
(h)−1
kh , (5)
where η
(h)
kh is an (N × 1) vector of standardized but potentially conditionally cor-
related innovations such that R
(h)−1/2
kh η
(h)
kh ∼ i.i.d. N(0, hIN). Further, S(h)kh is an
(N ×N) diagonal matrix of conditional standard deviations with the (N ×1) vector
of conditional variances denoted by V
(h)
kh = diag(S
(h)2
kh ). For the correlation driving
process Q
(h)
kh we have, under the restrictions Q¯h ∈ Ω′, ϑh, γh ≥ 0, that Q(h)kh ∈ Ω′.
We will stack the non-redundant elements of Q
(h)
kh into the vector q
(h)
kh = vech(Q
(h)
kh ).
Note that, for a given h, the vector X
(h)
kh := (Y
(h)
kh , V
(h)
(k+1)h, q
(h)
(k+1)h)
′ is a discrete time
Markov process with filtration Fkh := σ(X(h)sh , s < k), so that the theory of Appendix
A applies.
Note also that the discrete time cDCC-GARCH model of Aielli (2006) can be
obtained by setting h = 1. The standard DCC model of Engle (2002) is very similar
but instead of (3) specifies Q
(h)
(k+1)h = Q¯h + ϑhh
−1 η
(h)
kh η
(h)′
kh + γh Q
(h)
kh . The advantage
of the cDCC model is that the recursion for Q
(h)
kh preserves the martingale difference
property, i.e., h−1E[(P
(h)
kh η
(h)
kh η
(h)′
kh P
(h)
kh ) − Q(h)kh |Fkh] = 0, so that, for a given h, the
process {h−1/2P (h)kh η(h)kh , q(h)kh } is a multivariate semi-strong GARCH process in the
sense of Drost and Nijman (1993) and Hafner (2008).
Without loss of generality, we reparameterize the drift in the recursion Q
(h)
kh as a
combination of a frequency invariant component and frequency dependent parame-
ters. The drift Q¯h can be expressed as Q¯h = (1 − ϑh − γh)Q¯.2 As shown by Aielli
(2013), Q¯ is only identified up to scale so that we restrict the diagonal elements
of Q¯ to one. The reparameterization will be particularly useful when deriving the
diffusion limit of the constant conditional correlation (CCC) model of Bollerslev
(1990). In fact, under the parameter restriction ϑh = γh = 0, Q
(h)
kh = Q¯h = Q¯, and
therefore R
(h)
kh = Q¯ for all h. Thus, in the CCC model Q¯ is the frequency-invariant
2The same transformation can be carried out for the intercept of the V
(h)
(k+1)h process, i.e.,
ch = (IN−Ah−Bh)c¯. The vector c¯ is frequency invariant and contains the (rescaled) unconditional
variances of the return process (Y
(h)
(k+1)h− Y
(h)
kh
), i.e., c¯ = E[(Y
(h)
(k+1)h− Y
(h)
kh
)⊙(Y (h)(k+1)h− Y
(h)
kh
)]/h =
E[V
(h)
(k+1)h], for all h > 0.
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unconditional correlation matrix of (Y
(h)
(k+1)h − Y (h)kh ). We denote by q¯ = vech(Q¯) the
non-redundant elements of Q¯.
Deriving the diffusion limit of the cDCC-GARCH process requires to assume
convergence rates of the discrete time parameters such that the first two conditional
moments converge with increasing sampling frequency, as required by Assumption
1. For the discrete time cDCC-GARCH process X
(h)
kh = (Y
(h)
kh , V
(h)
(k+1)h, q
(h)
(k+1)h)
′ given
in (1)-(3), our main result in Theorem 1 will assume the following convergence rates:
ch = h c+ o(h) (6)
IN −Ah − Bh = hΛ + o(h) (7)
Ah =
√
hA+ o(
√
h) (8)
Q¯h = Q¯φh+ o(h) (9)
1− ϑh − γh = hφ+ o(h) (10)
ϑh =
√
hϑ+ o(
√
h), (11)
where c is an (N × 1) vector, A and Λ are diagonal N × N matrices with positive
diagonal elements, Q¯ is a positive definite N × N matrix, and φ, ϑ are positive
scalars.
As shown in the proof of Theorem 1, these convergence rates ensure that the
first and the second conditional moments per unit of time converge, as h → 0, to
well-behaved limits and that the first difference of the process [Y
(h)′
kh , V
(h)′
(k+1)h, q
(h)′
(k+1)h]
′
satisfies Assumption 1.
Note that c > 0 (elementwise) ensures positivity of the variance process, A > 0
and ϑ > 0 ensure that the rescaled second conditional moment does not vanish as
h→ 0, while Λ > 0 and φ > 0 ensure covariance stationarity of the return process.3
Under our assumptions, we have the following result for the diffusion limit of the
cDCC-GARCH process X
(h)
kh = (Y
(h)
kh , V
(h)
(k+1)h, q
(h)
(k+1)h)
′.
Theorem 1 (Diffusion limit of the cDCC-GARCH model). Assume that the
initial value X
(h)
0h converges in distribution to a random vector X0 as h→ 0. Under
(6) to (11), the discrete time cDCC-GARCH process X
(h)
kh given in (1)-(3) weakly
converges to the diffusion process Xt = [Y
′
t , V
′
t , q
′
t]
′ which is the solution to the system
of stochastic differential equations
dXt = b(Xt)dt+ σ(Xt)dWt, (12)
3In the univariate setting, the cases Λ = 0 (integrated variance) and Λ < 0 (strictly stationary
but not covariance stationary GARCH process) are also discussed in Nelson (1990). In this paper
we restrict the analysis to the covariance stationary case.
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where Wt is an N(N+5)/2-dimensional vector of mutually independent standard
Brownian motions, independent from X0. The drift, b(Xt), is given by
b(Xt) =

 0Nc− ΛVt
φ(q¯ − qt)

 , (13)
while the scale, σ(Xt), is a continuous mapping such that, for all Xt ∈ IRN(N+5)/2
and t ≥ 0, a(Xt) = σ(Xt)σ(Xt)′ where a(Xt) is given by
a(Xt) =

 aY Y 0(N×N) 0(N×N
∗)
0(N×N) aV V aV q
0(N∗×N) a
′
V q aqq

 , (14)
with N∗ := N(N + 1)/2 and
aY Y = StRtSt
aV V = 2AS
2
t (Rt ⊙ Rt)S2tA
aV q = ϑ
[
I∗KtD
+
N(Pt ⊗ Pt)D+′N − 1Nq′t
]′
S2tA
aqq = ϑ
2[D+N (Pt ⊗ Pt)D+′N KtD+N(Pt ⊗ Pt)D+′N − qtq′t],
where Kt = 2D
+
N(Rt ⊗ Rt)D+′N + vech(Rt)vech(Rt)′, Qt = vech−1(qt), Pt = (IN ⊙
Qt)
1/2, Rt = P
−1
t QtP
−1
t , and St = diag
−1(V
1/2
t ). The matrix a(Xt) is singular and
its rank is equal to N(N + 3)/2 < dim(Xt) = N(N + 5)/2.
Note first that the drift term b(Xt) is linear in Xt, which is due to the fact
that the cDCC-GARCH process satisfies a semi-strong GARCH structure, meaning
that increments to the state variables have a conditional mean that is linear in the
state. In particular, as shown in the proof, we can use that in the cDCC model
E[∆q
(h)
(k+1)h|Fkh] = (1−ϑh− γh)(q¯− q(h)kh ). This is, however, not the case in the DCC
model, where this expectation would be a function of the conditional correlation
matrix R
(h)
kh , which is a nonlinear function of the state variable q
(h)
kh . This is the
reason why it is tedious to obtain analytical results for the diffusion limit of the
DCC model, and in fact more generally why there are few results on the properties
of this model such as stationarity or moment conditions.
Note further that one of the examples of Nelson (1990), p.15, of a univariate
GARCH(1,1) model setting c = 0 in his equation (2.20), can be recovered as a
special case of Theorem 1. His drift and diffusion terms (2.37) and (2.38) are the
reduced versions of our (13) and (14) terms in the univariate case. Note however
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the difference in terms of the parameter scaling: Nelson (1990) lets αh = α(h/2)
1/2,
so that the scaling factor
√
2 should be included in his results to compare them with
ours.
The singularity of a(Xt) is due to the particular structure of the model in which
the noise propagation of the variance processes and the one of the diagonal elements
of the correlation driving processes are pairwise perfectly correlated. This is because,
although (possibly) different in terms of level and dynamics, (2) and (3) are driven by
the same innovations. For example, in the special case where (IN −Ah−Bh)−1ch =
diag(Q¯), Ah = ϑhIN , Bh = γhIN , the model reduces to a scalar VEC model with N
redundant equations.
To investigate the implications of singularity of the diffusion matrix a(Xt), let us
rearrange the order of the elements of the diffusion process Xt as [Y
′
t , V
′
t , q
(d)′
t , q
(l)′
t ]
′,
where q
(d)
t = diag(Qt) and q
(l)
t = vechl(Qt). The two partial diffusion processes
[Y ′t , V
′
t , q
(l)′
t ]
′ and [Y ′t , q
(d)′
t , q
(l)′
t ]
′ share the same correlation structure, while Corr(dVt,i,
dQt,ii) = 1, i = 1, . . . , N, implies that the two partial diffusions are driven by the
same vector of Brownian innovations. Thus, the relevant part in terms of the noise
propagation system of the diffusion limit of the cDCC-GARCH process consists
of a system of N(N + 3)/2 stochastic differential equations, either [Y ′t , V
′
t , q
(l)′
t ] or
[Y ′t , q
(d)′
t , q
(l)′
t ], while the remaining N diffusion processes, q
(d)
t or Vt respectively, are
characterized by a specific deterministic part (drift) but a common, although ap-
propriately rescaled, stochastic component. To illustrate this point, let us consider
the following partition of the diffusion matrix in (14), whose elements have been
appropriately reordered,
a(Xt) =


aY Y 0(N×N) 0(N×N) 0(N×N+)
0(N×N) aV V aV q(d) aV q(l)
0(N×N) a
′
V q(d)
aq(d)q(d) aq(d)q(l)
0(N+×N) a
′
V q(l)
a′
q(d)q(l)
aq(l)q(l)

 (15)
where N+ := N(N − 1)/2 and
aV q(d) = 2ϑAS
2
t (Rt ⊙ Rr)P 2t = ϑaV V (S2tA)−1P 2t
aq(d)q(d) = 2ϑ
2P 2t (Rt ⊙ Rr)P 2t = ϑ2P 2t (AS2t )−1aV V (S2tA)−1P 2t
aV q(l) = ϑAS
2
[
I∗KtD
+
N(Pt ⊗ Pt)D+′N I−′ − 1Nq′tI−′
]
aq(d)q(l) = ϑ
2P 2t [I
∗KtD
+
N(Pt ⊗ Pt)D+′N I−′ − 1Nq′tI−′] = ϑP 2t (AS2t )−1aV q(l)
aq(l)q(l) = ϑ
2I−[D+N(Pt ⊗ Pt)D+′N KtD+N(Pt ⊗ Pt)D+′N − qtq′t]I−′.
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Let us also define Ct = ϑP
2
t (AS
2
t )
−1. We can rewrite (15) as

aY Y 0(N×N) 0(N×N) 0(N×N+)
0(N×N) aV V aV VC
′
t aV q(l)
0(N×N) CtaV V CtaV VC
′
t CtaV q(l)
0(N+×N) a
′
V q(l)
a′
V q(l)
C ′t aq(l)q(l)

 . (16)
Therefore, the partial diffusion processes [Y ′t , V
′
t , q
(l)′
t ]
′ and [Y ′t , q
(d)′
t , q
(l)′
t ]
′ are charac-
terized by the diffusion matrices a1(·) and a2(·), respectively, given by
a1([Y
′
t , V
′
t , q
(l)′
t ]
′) =


aY Y 0(N×N) 0(N×N+)
0(N×N) aV V aV q(l)
0(N+×N) a
′
V q(l)
aq(l)q(l)

 (17)
a2([Y
′
t , q
(d)′
t , q
(l)′
t ]
′) =


aY Y 0(N×N) 0(N×N+)
0(N×N) CtaV VC
′
t CtaV q(l)
0(N+×N) a
′
V q(l)
C ′t aq(l)q(l)

 . (18)
The structure of (17) and (18) shows that the two partial processes [V ′t , q
(l)′
t ]
′ and
[q
(d)′
t , q
(l)′
t ]
′, both uncorrelated with Yt, share the same correlation structure. Fur-
thermore, from Theorem 1, it immediately follows that [V ′t , q
(l)′
t ]
′ and [q
(d)′
t , q
(l)′
t ]
′
are elementwise perfectly correlated. In fact, more generally, Corr(dVt,i, dq
(d)
t,j ) =
(Rt ⊙ Rt)ij, i, j = 1, ..., N . The perfect correlation between the variances and the
diagonal elements of Q is intuitively obvious also from the discrete time model
in (1)-(5), as the driving innovations in (2) and the diagonal elements of (3) are
both given by η
(h)
kh ⊙ η(h)kh . Although either partial diffusion process [Y ′t , V ′t , q(l)′t ]′ or
[Y ′t , q
(d)′
t , q
(l)′
t ]
′ is sufficient alone to fully characterize the noise propagation system
of the cDCC diffusion limit, they are both necessary to obtain the distribution of Yt
which depends on both Vt and qt = [q
(d)′
t , q
(l)′
t ]
′ through the correlation process Rt.
The degeneracy of the diffusion matrix may have consequences for the estima-
tion method of the parameters of the diffusion process. For example, if maximum
likelihood is used as e.g. in Li (2013) which requires a positive definite diffusion
matrix, estimation of the full system would be infeasible in our case.
2.2 A special case: the CCC-GARCH process
As a special case, consider the Constant Conditional Correlation (CCC) model of
Bollerslev (1990). The cDCC process nests the CCC process under the following
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parameter restrictions
ϑh = γh = 0 for all h > 0.
The innovation vector η
(h)
kh in the CCC-GARCH process is an (N×1) vector of stan-
dardized but potentially correlated innovations, such that η
(h)
kh ∼ N(0, hR), where R
represents the (frequency invariant) constant conditional correlation matrix. This
model, although rather restrictive in practice, is particularly interesting because,
unlike the cDCC-GARCH process, it allows for a non-degenerate diffusion and, in
the bivariate specification, a closed form solution for the diffusion limit. As a corol-
lary to Theorem 1, Assumption 1 holds under the following convergence rates for
the parameters of the discrete time CCC-GARCH process
ch = h c+ o(h) (19)
IN −Ah − Bh = hΛ + o(h) (20)
Ah =
√
hA+ o(
√
h), (21)
for some (N × 1) vector c and (N × N) diagonal matrices A and Λ with positive
and finite elements.
The following corollary to Theorem 1 states the result of a diffusion limit of the
CCC-GARCH process X
(h)
kh = (Y
(h)
kh , V
(h)
(k+1)h)
′.
Corollary 1 (Diffusion limit of the CCC-GARCH model). Assume that the
initial value X
(h)
0h converges in distribution to a random vector X0 as h→ 0. Under
the convergence conditions in (19)-(21), the CCC-GARCH process weakly converges
to the non-degenerate diffusion process Xt = [Y
′
t , V
′
t ]
′ which is a solution to a system
of stochastic differential equations of the form (12), with drift
b(Xt) =
[
0N
c− ΛVt
]
(22)
and diffusion matrix
a(Xt) =
[
StRSt 0(N×N)
0(N×N) 2AS
2
t (R⊙ R)S2tA
]
(23)
and driven by a vector Wt of 2N mutually independent Brownian motions, indepen-
dent of the initial value X0 = [Y0, V0]
′.
The diffusion limit of the CCC model is clearly non-degenerate because it is
driven by as many Brownian motions as the number of variables in the system and
whose covariance matrix is non-singular.
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It is clear that the diffusion limit of the cDCC-GARCH process (as well as
that of the CCC-GARCH process) is a continuous time stochastic volatility model
(i.e., stochastic variances and correlations). We discuss next the case when rates
of convergence other than the ones introduced in Theorem 1, but still satisfying
Assumption 1, are used.
2.3 Alternative convergence conditions
In this section we reconsider the continuous time approximation of the cDCC-
GARCH process (1)-(3). The convergence rate h1/2, suggested in Theorem 1, rep-
resents the slowest rate of convergence for the parameters Ah and ϑh satisfying
Assumption 1. More generally, the rate h1/2 represents the only rate ensuring that
the second conditional moments Var(V
(h)
(k+1)h−V (h)kh |Fkh), Var(q(h)(k+1)h− q(h)kh |Fkh) and
Cov[(V
(h)
(k+1)h − V (h)kh ), (q(h)(k+1)h − q(h)kh )|Fkh] scaled by h−1, do not vanish as h → 0.
As shown in Theorem 1, the resulting diffusion limit is characterized by stochastic
variances of the marginal processes and a stochastic correlation driving process.
However, there are other admissible convergence rates for Ah and ϑh which also
satisfy Assumption 1. Thus, depending on the continuous time approximation we
consider, we can recover different types of diffusion for the process (1)-(3). Consider
the following convergence rates for the parameters Ah and ϑh:
lim
h→0
h−(
1
2
+δ1)Ah = A˜ <∞ (24)
and
lim
h→0
h−(
1
2
+δ2)ϑh = ϑ˜ <∞, (25)
for some (N × N) diagonal matrix A˜ > 0 (elementwise), ϑ˜ > 0, δ1 ≥ 0 and δ2 ≥
0. Note that under (24) and (25), Ah and ϑh are of order h
1/2+δ1 and h1/2+δ2 ,
respectively. Clearly, the special case δ1 = δ2 = 0 is covered by Theorem 1.
As shown in the proof of Theorem 2, Assumption 1 holds under (6), (7), (9),
(10), (24) and (25). The implications are straightforward. If either δ1 > 0 or
δ2 > 0, then the terms depending on η
(h)
kh on the right hand side of (2) and/or (3)
are of order o(h1/2). Consequently, the conditional second moments scaled by h−1
converge to zero as h → 0. The resulting diffusion limits are degenerate and are
characterized by time varying but deterministic variances of the marginal processes
and/or a deterministic correlation driving process. We have the following results.
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Theorem 2 (Alternative convergence conditions). Assume that the initial
value X
(h)
0h converges in distribution to a random vector X0 as h → 0. Replac-
ing in the assumptions of Theorem 1 either (8) by (24), or (11) by (25), or both,
the discrete time cDCC-GARCH process (1)-(3) admits a degenerate diffusion limit.
The diffusion process Xt = [Y
′
t , V
′
t , q
′
t]
′ is the solution to a system of stochastic
differential equations of the form (12), with drift given by (13) and diffusion matrix
given respectively by
i) (deterministic variances but stochastic correlation) under (6), (7), (10), (11)
and (24)
a(Xt) =


StRtSt 0(N×N) 0(N×N∗)
0(N×N) 0(N×N) 0(N×N∗)
0(N∗×N) 0(N∗×N) ϑ
2[D+N(Pt ⊗ Pt)D+′N Kt
D+N(Pt ⊗ Pt)D+′N − qtq′t]

 .
(26)
The diffusion process defined by (12), (13) and (26) is driven by N(N + 3)/2
independent standard Brownian motions;
ii) (stochastic variance but deterministic correlation) under (6), (7), (8), (10)
and (25)
a(Xt) =

 StRtSt 0(N×N) 0(N×N
∗)
0(N×N) 2AS
2
t (Rt ⊙ Rr)S2tA 0(N×N∗)
0(N∗×N) 0(N∗×N) 0(N∗×N∗)

 . (27)
The diffusion process defined by (12), (13) and (27) is driven by 2N indepen-
dent standard Brownian motions;
iii) (deterministic variances and correlation) under (6), (7), (10) and both (24)
and (25)
a(Xt) =


StRtSt 0(N×N) 0(N×N∗)
0(N×N) 0(N×N) 0(N×N∗)
0(N∗×N) 0(N∗×N) 0(N∗×N∗)

 . (28)
The diffusion process defined by (12), (13) and (28) is driven by N independent
standard Brownian motions.
It is possible to characterize the types of processes that can be obtained as Euler
approximation of the different diffusions in Theorem 2. These approximations are
13
not unique. For example, in the unvariate GARCH case, Corradi (2000) has shown
that an Euler approximation of a degenerate diffusion process is GARCH, while that
of a non-degenerate diffusion is stochastic volatility. In the same spirit, and using
stochastic calculus results of Steele (2001) p.123, we can show that the following type
of processes are Euler approximations of the three diffusions defined in Theorem 2:
i) a process with stochastic correlation and GARCH variances, ii) a process with
stochastic volatility and cDCC correlation, and iii) a cDCC-GARCH process as in
(1)-(3), respectively.
Note further that the results in i) and iii) of Theorem 2 are generalizations of
Proposition 2.1 (i) of Corradi (2000) to the multivariate case. Her Proposition 2.1
(ii) corresponds to the Nelson result where the variance process is stochastic. One
generalization to the multivariate case was presented in Theorem 1, but Theorem
2, ii) gives an alternative generalization using parameter convergence conditions as
in Nelson (1990) for the variances, and as in Corradi (2000) for the correlations.
3 Monte Carlo evidence on estimation by approx-
imation
In this section we investigate the performance of the quasi approximate maximum
likelihood (QAML) procedure of Fornari and Mele (2006), discussed in the introduc-
tion, in our model framework using a Monte Carlo simulation study. We infer the
diffusion parameters from the estimation of an approximating discrete time cDCC
model using the same three-step estimator as in Aielli (2013), Definition 3.4.
Estimation by QAML essentially involves two types of biases: First, the finite
sample bias due to the availability of a sample of only a finite number of observations.
The second, called approximation bias, arises from the approximation of an exact,
but unknown, discrete time representation of the underlying diffusion process. The
approximating model is not even an Euler discretization of the diffusion model, but
its sample paths converge weakly (in distribution) to the diffusion process. Fornari
and Mele (2006) consider bias correction methods based on the indirect inference
principle developed by Broze, Scaillet, and Zakoian (1998) and compare them with
the not bias-corrected QAML estimator.
For the drift parameter of a Cox-Ingersoll-Ross type process, Phillips and Yu
(2009) have shown that the approximation bias for alternative approximation schemes
is typically negligible compared to the finite sample bias. This motivates the use of
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QAML for GARCH-type processes, where the exact discrete time model is unknown.
Rather than comparing with alternative estimation strategies, e.g. simulated MLE
and indirect inference as in Kleppe, Yu, and Skaug (2014), we focus on the prop-
erties of the simple QAML procedure and, in particular, the relative importance of
approximation and estimation biases.
For univariate GARCH models, Wang (2002) has shown the non-equivalence
of the statistical experiments resulting from the estimation of the discrete time
model and its weak diffusion limit. Nevertheless, many studies have used QAML,
see e.g. Engle and Lee (1996), Broze, Scaillet, and Zakoian (1998), Lewis (2000),
Barone-Adesi, Rasmussen, and Ravanelli (2005) and Stentoft (2011), arguing that
the approximation bias tends to disappear as the frequency increases. For the related
case of estimating temporally aggregated multivariate GARCH models, the bias of
QAML has been shown to be negligible, see Hafner and Rombouts (2007). Therefore,
it is of interest to see whether this finding extends to the estimation of some or all
parameters of the cDCC-GARCH diffusion limit.
We estimate the parameters of a sequence, indexed by h, of discrete time cDCC-
GARCH models with i.i.d. innovations. Then, for each h, we use the relationships
given in Theorem 1 to obtain the diffusion parameters and we investigate the be-
havior of the latter as h→ 0. To keep the computational burden feasible, we focus
on the bivariate case, N = 2, but our results should generalize in an obvious way
to higher dimensions. Using the representations of Section 2.1, the cDCC-GARCH
diffusion limit can be written as[
dY1t
dY2t
]
=
[√
V1t 0
0
√
V2t
]
Υ(1)(ρt)
1
2dW
(1)
t (29)

 dV1tdV2t
dQ12t

 =

 c1 − Λ11V1tc2 − Λ22V2t
φ(Q¯12 −Q12t)

 dt +√2


A11V1t 0 0
0 A22V2t 0
0 0 ϑQ12t
√
1+ρ2t
2ρ2t

Υ(2)(ρt) 12dW (2)t
(30)
dQ11tdQ22t
dQ12t

 =

φ(Q¯11 −Q11t)φ(Q¯22 −Q22t)
φ(Q¯12 −Q12t)

 dt +√2ϑ


Q11t 0 0
0 Q22t 0
0 0 Q12t
√
1+ρ2t
2ρ2t

Υ(2)(ρt) 12dW (2)t ,
(31)
15
where
Υ(1)(ρt) =
[
1 ρt
ρt 1
]
, Υ(2)(ρt) =


1 ρ2t
√
2ρ2t
1+ρ2t
ρ2t 1
√
2ρ2t
1+ρ2t√
2ρ2t
1+ρ2t
√
2ρ2t
1+ρ2t
1


and
ρt =
Q12t√
Q11tQ22t
.
We use an Euler discretization scheme of (29)-(31) and simulate 5000 sample
paths using a discretization interval ∆t = 1/8192 and length k ranging from 250
to 2000 periods. The data is generated using the following parameterization: c =
[0.1, 0.15]′, A11 = 0.07, A22 = 0.10, Λ11 = 0.13, Λ22 = 0.10, ϑ = 0.08 and φ = 0.04.
The diagonal elements of Q¯ are fixed to one for identification as in Aielli (2013),
while the off-diagonal element, Q¯12, is set to 0.5. For sake of comparison with
the drift parameter of the variance equations, we report results in terms of the
off-diagonal element of the drift matrix Q¯h, i.e. Q¯12,h. The square roots of the
correlation matrices of the diffusion, Υ(1)(ρt) and Υ
(2)(ρt), are computed by spectral
decomposition.
For each sample path we estimate the model (1)-(5) with ch = ch, Ah = A
√
h,
Bh = IN − A
√
h− Λ h, Q¯h = Q¯φh, ϑh = ϑ
√
h and γh = 1− ϑ
√
h− φ h. The model
is estimated by Gaussian QAML using data sampled at nine frequencies spanning
from h = 1/4 to h = 1/512. The bias and variance of parameter estimates are
reported in Tables 1 and 2, respectively.
Note first that the bias is negative for the innovation parameters and positive for
the drift and persistence parameters, which confirms the results of Aielli (2013) for
the analogous discrete time parameterization. As the sampling frequency increases,
the bias vanishes and the MSE decreases at an appropriate rate for all parameters.
For a given frequency, however, there are remarkable differences. For the parameters
in the drift terms, bias and MSE decrease as the sample size k increases, suggesting
that the finite sample bias dominates the approximation bias, which confirms the
results of Phillips and Yu (2009) for the Cox-Ingersoll-Ross diffusion process. How-
ever, this is not the case for the parameters A and ϑ linked to the innovation terms
in Vt and Qt, respectively, for which the approximation bias dominates the finite
sample bias. Clearly, QAML is inconsistent when only the sample size is increased
but not the frequency, which confirms the results of Wang (2002) for the univariate
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case. With sufficiently high frequency and sample size, however, the bias may be
considered negligible in most practical situations.
Finally, to obtain an idea of the importance of the approximation bias relative to
the finite sample bias, we simulate a discrete time cDCC model with the parameters
of the diffusion approximated to first order by Theorem 1, using h = 1/512 and
sample sizes k = 250, 500, 1000, 2000. The estimation by MLE of this model only
involves finite sample bias and variance, but no approximation bias, so that the
comparison with the diffusion approximation allows us to draw conclusions about
the approximation bias.4 The results are summarized in Table 3. We see that
for the persistence and drift parameters, the relative bias is about 80% for the
smallest sample size, meaning that about 20% of the overall bias is explained by
the approximation. For the parameters linked to the innovation terms, the relative
bias is much smaller and close to zero, since the overall bias is dominated by the
approximation bias even for small sample sizes. All relative biases tend to zero as k
increases because, unlike the approximation bias, the finite sample bias disappears.
The relative variances in the bottom half of the table give the relative efficiency of
MLE with respect to QAML. They are for all parameters in the range of 70 to 86
percent at the highest sample size.
4 Conclusions
This paper considered weak diffusion limits of two conditional correlation GARCH
specifications, namely the cDCC model of Aielli (2006) and the CCC model of
Bollerslev (1990). For the cDCC-GARCH model, the diffusion limit is degenerate
in the sense that the diffusion of the variances and that of the diagonal elements of
the correlation driving process are pairwise governed by the same Brownian motion.
We show that this result is due to the particular structure of the noise propagation
system of the variances and of the correlation driving process. The CCC model,
which can be obtained from cDCC under suitable parameter restrictions, admits
a non-degenerate diffusion. Under an alternative set of conditions regarding the
4We thank the editor and an anonymous referee for making this suggestion.
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h b(cˆ1,h) b(Aˆ11,h) b(Λˆ11,h) b(cˆ2,h) b(Aˆ22,h) b(Λˆ22,h) b(
ˆ¯Q12,h) b(ϑˆh) b(φˆh)
k=250
1/4 2.755e-2 -1.521e-2 2.754e-2 2.390e-2 -1.929e-2 1.661e-2 5.558e-3 -9.740e-3 1.106e-2
1/8 1.028e-2 -1.004e-2 1.030e-2 9.456e-3 -1.084e-2 6.641e-3 1.971e-3 -5.654e-3 3.909e-3
1/16 3.936e-3 -5.723e-3 3.958e-3 3.583e-3 -5.856e-3 2.550e-3 7.901e-4 -3.003e-3 1.560e-3
1/32 1.426e-3 -3.052e-3 1.434e-3 1.419e-3 -3.091e-3 1.022e-3 3.308e-4 -1.550e-3 6.431e-4
1/64 5.260e-4 -1.591e-3 5.271e-4 5.914e-4 -1.626e-3 4.280e-4 1.507e-4 -7.834e-4 2.864e-4
1/128 2.220e-4 -7.716e-4 2.212e-4 2.620e-4 -8.397e-4 1.902e-4 6.989e-5 -3.778e-4 1.291e-4
1/256 9.698e-5 -3.636e-4 9.581e-5 1.201e-4 -4.274e-4 8.693e-5 3.308e-5 -1.781e-4 5.895e-5
1/512 4.404e-5 -1.617e-4 4.315e-5 5.556e-5 -2.229e-4 4.002e-5 1.559e-5 -8.242e-5 2.667e-5
k=500
1/4 1.836e-2 -1.723e-2 1.839e-2 1.397e-2 -1.998e-2 9.686e-3 2.261e-3 -1.045e-2 4.496e-3
1/8 5.959e-3 -1.025e-2 5.991e-3 4.957e-3 -1.114e-2 3.502e-3 8.942e-4 -5.617e-3 1.755e-3
1/16 1.991e-3 -5.691e-3 1.996e-3 1.907e-3 -6.009e-3 1.366e-3 3.875e-4 -2.891e-3 7.542e-4
1/32 7.090e-4 -3.029e-3 7.070e-4 7.830e-4 -3.192e-3 5.677e-4 1.763e-4 -1.455e-3 3.369e-4
1/64 2.710e-4 -1.555e-3 2.680e-4 3.342e-4 -1.685e-3 2.448e-4 8.205e-5 -7.282e-4 1.533e-4
1/128 1.158e-4 -7.556e-4 1.135e-4 1.495e-4 -8.805e-4 1.100e-4 3.906e-5 -3.545e-4 7.084e-5
1/256 5.068e-5 -3.568e-4 4.892e-5 6.632e-5 -4.678e-4 4.871e-5 1.898e-5 -1.676e-4 3.302e-5
1/512 2.240e-5 -1.596e-4 2.126e-5 3.007e-5 -2.518e-4 2.194e-5 9.212e-6 -7.874e-5 1.516e-5
k=1000
1/4 1.012e-2 -1.782e-2 1.008e-2 7.236e-3 -2.034e-2 4.937e-3 1.064e-3 -1.049e-2 2.101e-3
1/8 2.702e-3 -1.039e-2 2.683e-3 2.614e-3 -1.117e-2 1.815e-3 4.649e-4 -5.505e-3 8.927e-4
1/16 9.609e-4 -5.699e-3 9.455e-4 1.068e-3 -6.029e-3 7.560e-4 2.090e-4 -2.805e-3 4.015e-4
1/32 3.929e-4 -2.991e-3 3.828e-4 4.576e-4 -3.195e-3 3.289e-4 9.721e-5 -1.386e-3 1.851e-4
1/64 1.525e-4 -1.527e-3 1.462e-4 1.938e-4 -1.695e-3 1.414e-4 4.611e-5 -6.823e-4 8.546e-5
1/128 6.394e-5 -7.495e-4 6.019e-5 8.417e-5 -9.007e-4 6.196e-5 2.211e-5 -3.326e-4 3.923e-5
1/256 2.780e-5 -3.533e-4 2.554e-5 3.643e-5 -4.859e-4 2.691e-5 1.087e-5 -1.580e-4 1.814e-5
1/512 1.248e-5 -1.586e-4 1.117e-5 1.618e-5 -2.652e-4 1.197e-5 5.367e-6 -7.334e-5 8.672e-6
k=2000
1/4 5.200e-3 -1.809e-2 5.163e-3 3.822e-3 -2.067e-2 2.624e-3 6.177e-4 -1.037e-2 1.159e-3
1/8 1.568e-3 -1.039e-2 1.537e-3 1.614e-3 -1.138e-2 1.131e-3 2.790e-4 -5.418e-3 5.182e-4
1/16 6.041e-4 -5.682e-3 5.870e-4 7.293e-4 -6.143e-3 5.233e-4 1.290e-4 -2.791e-3 2.386e-4
1/32 2.456e-4 -2.990e-3 2.355e-4 3.260e-4 -3.267e-3 2.387e-4 5.981e-5 -1.399e-3 1.095e-4
1/64 1.049e-4 -1.518e-3 9.907e-5 1.465e-4 -1.728e-3 1.090e-4 2.789e-5 -6.984e-4 5.016e-5
1/128 4.620e-5 -7.450e-4 4.286e-5 6.349e-5 -9.223e-4 4.799e-5 1.330e-5 -3.423e-4 2.322e-5
1/256 2.026e-5 -3.482e-4 1.831e-5 2.875e-5 -4.979e-4 2.184e-5 6.510e-6 -1.630e-4 1.078e-5
1/512 8.835e-6 -1.550e-4 7.714e-6 1.221e-5 -2.767e-4 9.330e-6 3.196e-6 -7.461e-5 5.009e-6
Table 1: QAML biases of cDCC diffusion approximation at varying time intervals
h and number of time periods k.
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h V (cˆ1,h) V (Aˆ11,h) V (Λˆ11,h) V (cˆ2,h) V (Aˆ22,h) V (Λˆ22,h) V (
ˆ¯Q12,h) V (ϑˆh) V (φˆh)
k=250
1/4 2.433e-3 1.544e-4 2.453e-3 1.949e-3 1.867e-4 9.536e-4 1.383e-4 1.362e-04 5.235e-4
1/8 4.413e-4 4.873e-5 4.481e-4 2.908e-4 5.556e-5 1.434e-4 1.496e-5 3.657e-05 5.664e-5
1/16 6.674e-5 1.481e-5 6.840e-5 3.625e-5 1.650e-5 1.831e-5 1.910e-6 1.110e-05 7.102e-6
1/32 7.585e-6 4.331e-6 7.874e-6 5.425e-6 5.053e-6 2.828e-6 2.948e-7 3.610e-06 1.100e-6
1/64 9.374e-7 1.322e-6 9.825e-7 9.357e-7 1.658e-6 4.962e-7 6.003e-8 1.209e-06 2.253e-7
1/128 1.640e-7 4.230e-7 1.725e-7 1.843e-7 5.533e-7 1.001e-7 1.282e-8 4.060e-07 4.846e-8
1/256 3.076e-8 1.410e-7 3.268e-8 3.941e-8 1.877e-7 2.168e-8 2.931e-9 1.394e-07 1.101e-8
1/512 6.425e-9 4.781e-8 6.893e-9 8.722e-9 6.365e-8 4.875e-9 6.743e-10 4.787e-08 2.547e-9
k=500
1/4 1.756e-3 8.089e-5 1.767e-3 9.088e-4 9.189e-5 4.345e-4 2.559e-5 5.777e-5 9.624e-5
1/8 2.098e-4 2.531e-5 2.144e-4 9.924e-5 2.646e-5 4.919e-5 3.139e-6 1.772e-5 1.166e-5
1/16 2.046e-5 6.980e-6 2.111e-5 1.299e-5 7.754e-6 6.555e-6 5.242e-7 5.553e-6 1.930e-6
1/32 2.282e-6 2.060e-6 2.362e-6 2.067e-6 2.380e-6 1.065e-6 1.021e-7 1.810e-6 3.679e-7
1/64 3.404e-7 6.328e-7 3.558e-7 3.809e-7 7.720e-7 2.021e-7 2.141e-8 5.940e-7 7.697e-8
1/128 6.067e-8 2.069e-7 6.420e-8 7.759e-8 2.618e-7 4.233e-8 4.757e-9 2.059e-7 1.725e-8
1/256 1.213e-8 7.019e-8 1.289e-8 1.668e-8 8.977e-8 9.277e-9 1.104e-9 6.908e-8 4.048e-9
1/512 2.551e-9 2.422e-8 2.740e-9 3.755e-9 3.175e-8 2.124e-9 2.619e-10 2.386e-8 9.658e-10
k=1000
1/4 8.494e-4 4.191e-5 8.574e-4 3.358e-4 4.130e-5 1.590e-4 6.133e-6 2.611e-5 2.280e-5
1/8 6.714e-5 1.127e-5 6.857e-5 3.585e-5 1.237e-5 1.727e-5 1.005e-6 8.287e-6 3.678e-6
1/16 6.545e-6 3.227e-6 6.672e-6 5.370e-6 3.794e-6 2.649e-6 1.845e-7 2.724e-6 6.663e-7
1/32 9.221e-7 1.010e-6 9.455e-7 8.872e-7 1.207e-6 4.505e-7 3.842e-8 8.821e-7 1.370e-7
1/64 1.464e-7 3.138e-7 1.522e-7 1.656e-7 3.990e-7 8.725e-8 8.354e-9 2.963e-7 2.966e-8
1/128 2.748e-8 1.023e-7 2.894e-8 3.421e-8 1.329e-7 1.851e-8 1.894e-9 1.017e-7 6.725e-9
1/256 5.551e-9 3.481e-8 5.892e-9 7.494e-9 4.464e-8 4.156e-9 4.445e-10 3.465e-8 1.595e-9
1/512 1.207e-9 1.210e-8 1.291e-9 1.723e-9 1.539e-8 9.704e-0 1.058e-10 1.188e-8 3.837e-10
k=2000
1/4 3.419e-4 2.029e-5 3.458e-4 1.136e-4 1.975e-5 5.321e-5 2.505e-6 1.266e-5 9.256e-6
1/8 2.566e-5 5.410e-6 2.581e-5 1.502e-5 6.017e-6 7.198e-6 4.344e-7 3.931e-6 1.544e-6
1/16 2.855e-6 1.669e-6 2.891e-6 2.423e-6 1.846e-6 1.194e-6 8.411e-8 1.289e-6 2.924e-7
1/32 4.191e-7 4.998e-7 4.291e-7 4.245e-7 5.761e-7 2.157e-7 1.763e-8 4.189e-7 6.032e-8
1/64 7.059e-8 1.558e-7 7.358e-8 8.122e-8 1.918e-7 4.255e-8 3.829e-9 1.454e-7 1.300e-8
1/128 1.333e-8 5.186e-8 1.403e-8 1.687e-8 6.420e-8 9.088e-9 8.679e-10 4.861e-8 2.949e-9
1/256 2.721e-9 1.731e-8 2.886e-9 3.750e-9 2.200e-8 2.060e-9 2.034e-10 1.693e-8 6.930e-10
1/512 6.052e-10 5.895e-9 6.465e-10 8.707e-10 7.693e-9 4.853e-10 4.805e-11 6.038e-9 1.666e-10
Table 2: QAML variances of cDCC diffusion approximation at varying time intervals
h and number of time periods k.
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k cˆ1,h Aˆ11,h Λˆ11,h cˆ2,h Aˆ22,h Λˆ22,h
ˆ¯Q12,h ϑˆh φˆh
Relative bias
250 82.7 2.4 86.4 79.4 2.3 79.8 74.3 11.6 86.7
500 77.3 0.6 84.0 74.7 0.6 74.5 71.3 6.1 84.1
1000 65.5 0.5 73.9 59.7 0.3 59.8 63.3 2.5 78.6
2000 39.9 0.5 45.7 39.6 0.2 37.7 45.9 0.3 57.5
Relative variance
250 99.0 95.1 98.1 91.5 88.5 89.5 83.0 79.2 80.1
500 100.9 68.8 102.2 103.7 83.8 100.3 87.5 66.7 83.8
1000 96.9 93.2 96.4 90.3 90.1 88.9 106.4 68.1 103.9
2000 86.3 83.6 84.8 75.5 81.1 73.0 81.6 72.5 84.7
Table 3: MLE bias and variance of discrete time cDCC models simulated at time in-
terval h = 1/512, divided by corresponding QAML bias and variances of continuous
time approximation, in percent.
convergence rates of the parameters, we obtain diffusion limits characterized by a
stochastic price process where either the variances, the correlations, or both, are
time-varying but deterministic. Our Monte Carlo study confirms that estimation of
the diffusion parameters by QAML is inconsistent for any fixed frequency, but may
provide good approximations if the frequency and sample size are sufficiently large.
There are several possible extensions of this work. First of all, the assumption
of Gaussian innovations may be relaxed. One may also extend the results to allow
for volatility spillover. Furthermore, similar to Nelson (1990) it may be possible to
derive the stationary distribution of the continuous time limit of returns, variances
and correlations. Also, different GARCH specifications for the dynamics of the
variances of the marginal processes could be used, which would potentially solve
the redundancy problem in the sense of Theorem 1. Finally, it would be useful to
extend the results of this paper to jump-diffusion processes, based on the results of
Ethier and Kurtz (1986).
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Appendix A: Weak convergence of stochastic sys-
tems
Based on the work of Stroock and Varadhan (1979), Kushner (1984), Ethier and
Kurtz (1986) and Nelson (1990), we introduce a set of conditions for the weak
convergence of a system of discrete time stochastic difference equations towards a
system of stochastic differential equations.
Let Prh be a fixed probability measure for each h > 0. Let Fkh be the σ-field
generated by (kh, X
(h)
0 , X
(h)
h , X
(h)
2h , ..., X
(h)
(k−1)h), where X
(h)
kh is an N -dimensional
discrete time Markov chain indexed by h > 0, k ∈ IN, with νh a probability measure
on
(
IRN ,B(IRN)), where B (IRN) are the Borel sets on IRN , such that Prh[X(h)0 ∈
Γ] = νh(Γ) for any Γ ∈ B
(
IRN
)
defines the distribution of the starting point X
(h)
0 ,
and with transition probabilities Prh[X
(h)
kh ∈ Γ|Fkh] = Πh,kh(X(h)(k−1)h,Γ), ∀k ∈ IN,
Γ ∈ B (IRN). Let us now define X(h)t a continuous time process, formed from the
discrete time process X
(h)
kh as a ca`dla`g step function with jumps at h, 2h, 3h, ..., such
that Prh[X
(h)
t = X
(h)
kh , kh < t < (k + 1)h] = 1. Finally, let Xt be a continuous time
process obtained from X
(h)
t by shrinking h towards zero. Xt represents the limiting
diffusion process to which, under Assumptions 1 to 4 given below, the discrete time
process X
(h)
t weakly converges as h→ 0.
For the convergence results we need the following assumptions.
Assumption 1. There exist a continuous, measurable function a(x, t) : IRN ×
[0,∞) → Ω′ and a continuous, measurable function b(x, t) : IRN × [0,∞) → IRN
such that for all r > 0 and (k − 1)h < t < kh
a) lim
h→0
sup
‖x‖6r
∥∥∥h−1E [X(h)(k+1)h −X(h)kh ∣∣∣X(h)kh = x]− b(x, t)∥∥∥ = 0, (32)
b) lim
h→0
sup
‖x‖6r
∥∥∥h−1E [(X(h)(k+1)h −X(h)kh )(X(h)(k+1)h −X(h)kh )′∣∣∣X(h)kh = x]− a(x, t)∥∥∥ = 0,
(33)
c) ∃δ > 0 : lim
h→0
sup
‖x‖6r
∥∥∥∥h−1E
[∣∣∣(X(h)(k+1)h − X(h)kh )i∣∣∣2+δ
∣∣∣∣X(h)kh = x
]∥∥∥∥ = 0, where (.)i is
the ith element of the vector (X
(h)
(k+1)h −X(h)kh ).
Assumption 2. There exists a continuous function σ(x, t) : IRN × [0,∞)→ Ω such
that for all x ∈ IRN and t ≥ 0, a(x, t) = σ(x, t)σ(x, t)′.
Assumption 3. X
(h)
0 converges in distribution, as h→ 0, to a random variable X0
with probability measure ν0 on (IR
N ,B(IRN )).
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Assumption 4. ν0, b(x, t), a(x, t) uniquely specify the distribution of a diffusion
process Xt with initial distribution ν0, drift vector b(x, t) and diffusion matrix a(x, t).
We can now state the following theorem for the weak convergence of discrete
time stochastic sequences.
Theorem of weak convergence (Nelson, 1990). Under Assumptions 1 to 4,
the sequence of discrete time process X
(h)
kh indexed by h > 0, k ∈ IN, converges in
distribution, as h→ 0, to the diffusion process Xt, i.e. the solution of the system of
stochastic differential equations
dXt = b(Xt, t)dt+ σ(Xt, t)dWt, (34)
where Wt is an N-dimensional vector of mutually independent standard Brownian
motions, independent from X0, and with initial distribution ν0. The process Xt
exists, it is finite in finite time intervals almost surely, it is distributionally unique
and its distribution does not depend on the choice of σ(x, t).
For the proof we refer to Nelson (1990). Conditions under which ν0, b(x, t) and
a(x, t) ensure finiteness of the process in finite time intervals and uniqueness of the
limiting diffusion are extensively discussed in Stroock and Varadhan (1979), Ethier
and Kurtz (1986), and Nelson (1990). To ensure weak existence, uniqueness and
non-explosion of the diffusion process Xt on compact sets we rely on ‘Condition A’
of Nelson (1990), i.e.,
Condition 1 (weak existence and uniqueness). Let a(x, t) and b(x, t) be continuous
in both x and t with two partial derivatives with respect to x.
Following Theorem 10.2.2 of Stroock and Varadhan (1979), we impose the fol-
lowing conditions of non-explosiveness of Xt.
Condition 2 (non-explosiveness). For each T > 0, there is a CT <∞ such that
sup
0≤t≤T
‖a(x, t)‖ ≤ CT (1 + |x|2), x ∈ RN
and
sup
0≤t≤T
〈x, b(x, t)〉 ≤ CT (1 + |x|2), x ∈ RN .
These are not the weakest possible conditions, but they are easy to check and
will suffice in our model framework.
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Appendix B: Proofs
Proof of Theorem 1.
The process (1)-(5) is Markovian with drift and second moment per unit of
time given by (35)-(37) (drift) and (38), (40), and (42)-(45) (second moments),
respectively. The theorem of weak convergence applies if Assumptions 1 to 4 hold.
Assumption 3 has been assumed directly, so that it remains to verify Assumptions
1, 2 and 4.
We first show that the parameter convergence conditions (46)-(51) satisfy the
requirements of Assumption 1. The first step is to compute the increments of the
process (1)-(3), that is
Y
(h)
kh − Y (h)(k−1)h = S(h)kh η(h)kh
V
(h)
(k+1)h − V (h)kh = ch + AhS(h)2kh h−1(η(h)kh ⊙ η(h)kh ) + (Bh − IN )V (h)kh
q
(h)
(k+1)h − q(h)kh = (1− ϑh − γh)q¯ + ϑhh−1vech(P (h)kh η(h)kh η(h)′kh P (h)kh ) + (γh − 1)q(h)kh ,
where we have used that q¯h = q¯(1− ϑh − γh).
Second, we compute the conditional moments to define suitable convergence
conditions as required by Assumption 1. To simplify the notation, let us define the
difference operator over an interval of size h as ∆ : ∆X
(h)
kh = X
(h)
kh − X(h)(k−1)h. The
first conditional moment per unit of time of the increments of (1)-(3) is given by
h−1E[∆Y
(h)
kh |Fkh] = S(h)kh E[ η(h)kh |Fkh] = 0 (35)
h−1E[∆V
(h)
(k+1)h|Fkh] = h−1ch + Ahh−2S(h)2kh E[η(h)kh ⊙ η(h)kh |Fkh] + h−1(Bh − IN)V (h)kh
= h−1ch + h
−1(Ah +Bh − IN)V (h)kh (36)
h−1E[∆q
(h)
(k+1)h|Fkh] = h−1(1− ϑh − γh)q¯ + h−2ϑhvech(E[P (h)kh η(h)kh η(h)′kh P (h)kh |Fkh])
+ h−1(γh − 1)q(h)kh
= h−1(1− ϑh − γh)q¯ + h−1(ϑh + γh − 1)q(h)kh , (37)
where E[η
(h)
kh ⊙η(h)kh |Fkh] = h 1N and vech(P (h)kh E[η(h)kh η(h)′kh |Fkh]P (h)kh ) = hvech(P (h)kh R(h)kh P (h)kh ) =
hq
(h)
kh .
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To compute the second moments per unit of time, consider the following partition
vech
(
Var([∆Y
(h)′
kh ,∆V
(h)′
(k+1)h,∆q
(h)′
(k+1)h]
′|Fkh)
)
=


Var(∆Y
(h)
kh |Fkh)
Cov(∆Y
(h)
kh ,∆V
(h)
(k+1)h|Fkh)′
Cov(∆Y
(h)
kh ,∆q
(h)
(k+1)h|Fkh)′
Var(∆V
(h)
(k+1)h|Fkh)
Cov(∆V
(h)
(k+1)h,∆q
(h)
(k+1)h|Fkh)′
Var(∆q
(h)
(k+1)h|Fkh)


.
The conditional variance of ∆Y
(h)
kh standardized by h is given by
h−1Var[∆Y
(h)
kh |Fkh] = h−1S(h)kh E(η(h)kh η(h)′kh |Fkh)S(h)kh = S(h)kh R(h)kh S(h)kh . (38)
Similarly the conditional variance of ∆V
(h)
(k+1)h is given by
h−1Var[∆V
(h)
(k+1)h|Fkh] = AhS(h)2kh h−3
[
E[(η
(h)
kh ⊙ η(h)kh )(η(h)kh ⊙ η(h)kh )′|Fkh]
−E[(η(h)kh ⊙ η(h)kh )|Fkh]E[(η(h)kh ⊙ η(h)kh )|Fkh]′
]
S
(h)2
kh A
′
h. (39)
= 2h−1AhS
(h)2
kh (R
(h)
kh ⊙ R(h)kh )S(h)2kh A′h, (40)
where the second equality uses that, under the conditional normality assumption,
E[η
(h)
kh,iη
(h)
kh,j|Fkh] = h2(1 + 2R(h)2kh,ij), i, j ∈ {1, ..., N}. Moreover, E[(η(h)kh ⊙ η(h)kh )|Fkh] =
h1N .
The variance of ∆q
(h)
(k+1)h is given by
h−1Var[∆q
(h)
(k+1)h|Fkh] = ϑ2hh−3E[vech(P (h)kh η(h)kh η(h)′kh P (h)kh )vech(P (h)kh η(h)kh η(h)′kh P (h)kh )′|Fkh]
− ϑ2hh−3E[vech(P (h)kh η(h)kh η(h)′kh P (h)kh )|Fkh]E[vech(P (h)kh η(h)kh η(h)′kh P (h)kh )|Fkh]′
(41)
= h−1ϑ2h[D
+
N(P
(h)
kh ⊗ P (h)kh )D+′N K(h)kh D+N(P (h)kh ⊗ P (h)kh )D+′N − q(h)kh q(h)′kh ], (42)
where the second equality uses that E[vech(P
(h)
kh η
(h)
kh η
(h)′
kh P
(h)
kh )|Fkh] = hq(h)kh , and
where K
(h)
kh = h
−2E[η
(h)
kh η
(h)′
kh ⊗ η(h)kh η(h)′kh |Fkh] is the (N(N + 1)/2 × N(N + 1)/2)
matrix of conditional fourth moments of η
(h)
kh which, given the normality assumption
of the innovations, is given by
K
(h)
kh = 2D
+
N(R
(h)
kh ⊗ R(h)kh )D+′N + vech(R(h)kh )vech(R(h)kh )′,
which is a consequence of Theorem 10.2 of Magnus (1988), see the proof of Theorem
1 of Hafner (2003).
24
Finally, the conditional covariances are
h−1Cov[∆Y
(h)
kh ,∆V
(h)
(k+1)h)|Fkh] = h−1E[(S(h)kh η(h)kh )(AhS(h)2kh h−1(η(h)kh ⊙ η(h)kh ))′|Fkh]
= h−2S
(h)
kh E[η
(h)
kh (η
(h)
kh ⊙ η(h)kh )′|Fkh]S(h)2kh Ah = 0, (43)
because all conditional third moments of η
(h)
kh are equal to zero given the normality
assumption. Furthermore, we have
h−1Cov[∆Y
(h)
kh ,∆q
(h)
(k+1)h|Fkh] = h−2E[(S(h)kh η(h)kh )(ϑhvech(P (h)kh η(h)kh η(h)′kh P (h)kh ))′|Fkh]
= h−2ϑhS
(h)
kh E[η
(h)
kh vech(η
(h)
kh η
(h)′
kh )
′|Fkh](D+N(P (h)kh ⊗ P (h)kh )D+′N ) = 0
(44)
and
h−1Cov[∆V
(h)
(k+1)h,∆q
(h)
(k+1)h|Fkh] =
= h−3E
[(
AhS
(h)2
kh (η
(h)
kh ⊙ η(h)kh )
)(
ϑhvech(P
(h)
kh η
(h)
kh η
(h)′
kh P
(h)
kh )
)′
|Fkh
]
− h−3E
[
AhS
(h)2
kh (η
(h)
kh ⊙ η(h)kh )|Fkh
]
E
[
ϑhvech(P
(h)
kh η
(h)
kh η
(h)′
kh P
(h)
kh )|Fkh
]′
= h−1ϑhAhS
(h)2
kh
[
I∗K
(h)
kh D
+
N(P
(h)
kh ⊗ P (h)kh )D+′N − 1Nq(h)′kh
]
, (45)
where the second equality uses η
(h)
kh ⊙ η(h)kh = diag(η(h)kh η(h)′kh ) = I∗vech(η(h)kh η(h)′kh ).
For the conditional moments (35)-(37) (drift) and (38), (40), and (42)-(45) (sec-
ond moments) to converge to well behaved functions as h → 0, as required by
Assumption 1 a) and b), the following limits must exist and be finite
lim
h→0
h−1ch = c (46)
lim
h→0
h−1(IN −Ah −Bh) = Λ (47)
lim
h→0
h−1/2Ah = A (48)
lim
h→0
h−1Q¯h = Q¯φ (49)
lim
h→0
h−1(1− ϑh − γh) = φ (50)
lim
h→0
h−1/2ϑh = ϑ, (51)
where c is a (N ×1) vector, A and Λ are (N×N) diagonal matrices and φ and ϑ are
scalars with all elements positive and finite, such that c > 0 (elementwise) ensures
positivity of the variance process, A > 0 and ϑ > 0 ensure that the rescaled second
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conditional moment of V
(h)
kh and q
(h)
kh does not vanish as h→ 0, while Λ > 0 and φ > 0
ensure covariance stationarity of the return process. Finally, by straightforward
computation as in Nelson (1990), under (46)-(51), Assumption 1 c) holds for δ = 2,
i.e.,
h−1 lim
h→0
E
[∣∣∣(∆Y (h)kh )i∣∣∣4 |Fkh
]
= 0, i, i = 1, ..., N
h−1 lim
h→0
E
[∣∣∣(∆V (h)(k+1)h)i∣∣∣4 |Fkh
]
= 0, i, i = 1, ..., N
h−1 lim
h→0
E
[∣∣∣(∆q(h)(k+1)h)i∣∣∣4 |Fkh
]
= 0, i, i = 1, ..., N(N + 1)/2
which shows that Assumption 1 holds under our convergence conditions (6) to (11),
and the drift and diffusion matrix for the system of stochastic differential equations
are defined, which completes the first part of the proof.
Substituting (46)-(51) into (35)-(37) (first moments) and (38), (40), and (42)-
(45) (second moments), we obtain
h−1E[∆Y
(h)
kh |Fkh] = 0
h−1E[∆V
(h)
(k+1)h|Fkh] = c− ΛV (h)kh + o(1)
h−1E[∆q
(h)
(k+1)h|Fkh] = φ(q¯ + q(h)kh ) + o(1)
for the drift, while for the moments of second order we have
h−1Var[∆Y
(h)
kh |Fkh] = S(h)kh R(h)kh S(h)kh
h−1Var[∆V
(h)
(k+1)h|Fkh] = 2AhS(h)2kh (R(h)kh ⊙ R(h)kh )S(h)2kh Ah + o(1)
h−1Var[∆q
(h)
(k+1)h|Fkh] = ϑ2[(D+N(P (h)kh ⊗ P (h)kh )D+′N )K(h)kh
(D+N(P
(h)
kh ⊗ P (h)kh )D+′N )− q(h)kh q(h)′kh ] + o(1)
h−1Cov[∆Y
(h)
kh ,∆V
(h)
(k+1)h]|Fkh) = 0
h−1Cov[∆Y
(h)
kh ,∆q
(h)
(k+1)h]|Fkh) = 0
h−1Cov[∆V
(h)
(k+1)h,∆q
(h)
(k+1)h]|Fkh) = ϑAS(h)2kh [I∗K(h)kh ×
D+N (P
(h)
kh ⊗ P (h)kh )D+′N − 1Nq(h)′kh ] + o(1).
Hence, as h→ 0, the functions (13) and (14) are solutions of (32) and (33) and repre-
sent the drift and the diffusion matrix of the diffusion process Xt = [Y
′
t , V
′
t , q
′
t]
′. From
the representation (16), we have that the columns N+1, . . . , 2N and 2N+1, . . . , 3N
are collinear. Thus, the diffusion matrix is singular with rank(a([Y ′t , V
′
t , q
′
t]
′)) =
N(N + 3)/2 < dim(Xt)) = N(N + 5)/2.
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The matrix a(Xt) is positive semi-definite so that its matrix square root σ(Xt)
can be obtained via Cholesky or spectral decomposition of (14), which shows that
Assumption 2 holds. Condition 1 is satisfied: The drift term b(x) is linear in x
such that its second order derivatives are zero. The diffusion term a(x) consists of
components aY Y , aV V , aV q and aqq, all of which are matrix products, Kronecker
of Hadamard products of St, Rt, Pt and qt. By the chain rule and the continuous
differentiability of Kronecker and Hadamard products, the diffusion term a(x) is
also twice continuously differentiable.
Condition 2 holds since the diffusion matrix and the inner product of the drift
and the state variable X are at most of order two in X : ||a(x)|| = Tr1/2(a2Y Y +a2V V +
a2qq + 2a
′
V qaV q) ≤ ||aY Y || + ||aV V || + ||aqq|| + 2||aV q||, where ||aY Y || = ||StRtSt|| ≤
||S2t ||||Rt|| ≤ N ||V || ≤ N(1+||V ||2), ||aV V || = 2||AS2t (Rt⊙Rt)S2tA|| ≤ 2N ||A||2||S2t ||2 =
2N ||A||2||Vt||2, ||aqq|| ≤ ϑ2(||D+N(Pt⊗Pt)D+′N KtD+N(Pt⊗Pt)D+′N ||+ ||qtq′t||). The first
term can be bounded by ϑ2||D+N ||4||Kt||||Pt ⊗ Pt||2, where ||Kt|| ≤ 2||D+N ||2||Rt ⊗
Rt|| + ||vech(Rt)vech(Rt)′|| ≤ 2N2||D+N ||2 + N(N + 1)/2 =: CN and ||Pt ⊗ Pt||2 =
Tr(P 2t ⊗ P 2t ) = Tr(P 2t )2 = Tr(Qt)2. By the cr-inequality, there is a constant cr such
that Tr(Qt)
2 ≤ crTr(Q2t ), and Tr(Q2t ) ≤ 2||qt||2. Hence, ||aqq|| ≤ ϑ2(2||D+N ||4crCN +
1)||qt||2. By the Cauchy-Schwarz inequality, ||aV q|| ≤
√||aV V ||||aqq|| ≤ ||aV V || ∨
||aqq||. Finally, 〈x, b(x)〉 = cVt − ΛV 2t + φq¯qt − φq2t and each of the terms can be
bounded by CT (1 + |x|2). This proves that Condition 2 holds and together with
Condition 1 ensures weak existence, uniqueness and non-explosion of the diffusion
process Xt on compact sets. Thus Assumption 4 holds, which completes the proof.
Proof of Theorem 2.
We first show that under the new conditions, Assumption 1 holds. Assumption
1a) holds trivially. To show Assumption 1b), consider the limit, as h → 0, of the
moments of interests (40), (42) and (45). The case δ1 = δ2 = 0 is covered by
Theorem 1. If δ1 > 0, then lim
h→0
h−1Var[∆V
(h)
(k+1)h|Fkh] = 0 provided that
lim
h→0
h−1/2Ah = 0 (52)
that is Ah is of order h
1/2+δ1 , δ1 > 0.
Similarly, if δ2 > 0, then lim
h→0
h−1Var[∆q
(h)
(k+1)h|Fkh] = 0 provided that
lim
h→0
h−1/2ϑh = 0 (53)
that is, ϑh is of order h
1/2+δ2 , δ2 > 0.
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Either δ1 > 0 or δ2 > 0, or both, also ensure that
lim
h→0
h−1Cov[∆V
(h)
(k+1)h,∆q
(h)
(k+1)h|Fkh] = 0.
Hence, under (52) and (53) Assumption 1b) holds. Finally, Assumption 1c) can be
shown similar to the case δ1 = δ2 = 0 (Theorem 1).
The theorem of weak convergence applies by analogy to Theorem 1. Furthermore,
depending on the combination of convergence conditions for Ah and ϑh, we either
obtain a diffusion with deterministic variances and stochastic correlations (i.e. δ1 > 0
and δ2 = 0), or stochastic variances and deterministic correlations (i.e. δ1 = 0 and
δ2 > 0), or deterministic variances and correlations (i.e. δ1 > 0 and δ2 > 0). The
drift and diffusion matrices can be derived from those of Theorem 1.
28
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