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Business Intelligence (BI) is a process for analyzing raw data and displaying it in
order to make it easier for business users to take the right decision at the right time. In
the market we can find several BI platforms. One commonly used BI solution is called
MicroStrategy, which allows users to build and display reports.
Machine Learning (ML) is a process of using algorithms to search for patterns in data
which are used to predict and/or classify other data.
In recent years, these two fields have been integrated into one another in order to try
to complement the prediction side of BI to enable higher quality results for the client.
The consulting company (CC) where I have worked on has several solutions related
to Data & Analytics built on top of MicroStrategy. Those solutions were all demonstrable
in a server installed on-premises. This server was also utilized to build proofs of concept
(PoC) to be used as demos for other potential clients. CC also develops new PoCs for
clients from the ground up, with the objective of showcasing what is possible to display
to the client in order to optimize business management.
CC was using a local, out of date server to demo the PoCs to clients, which suffered
from stability and reliability issues. To address these issues, the server has been migrated
and set up in a cloud based solution using a Microsoft Azure-based Virtual Machine,
where it now performs similar functions compared to its previous iteration. This move
has made the server more reliable, as well as made developing new solutions easier for
the team and enabled a new kind of service (Analytics as a Service).
My work at CC was focused on one main task: Migration of the demo server for CC
solutions (which included PoCs for testing purposes, one of which is a machine learning
model to predict wind turbine failures). The migration was successful as previously stated
and the prediction models, albeit with mostly negative results, demonstrated successfully
the development of large PoCs.
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Business Intelligence (BI) é um processo para analizar dados não tratados e mostrá-los
para ajudar gestores a fazer a decisão correcta no momento certo. No mercado, pode-se
encontrar várias plataformas de BI. Uma solução de BI comum chama-se MicroStrategy,
que permite com que os utilizadores construam e mostrem relatórios.
Machine Learning (ML) é um processo de usar algoritmos para procurar padrões em
dados que por sua vez são usados para prever e/ou classificar outros dados.
Nos últimos anos, estes campos foram integrados um no outro para tentar comple-
mentar o lado predictivo de BI para possibilitar resultados de mais alta qualidade para o
cliente.
A empresa de consultoria (EC) onde trabalhei tem várias soluções relacionadas com
Data e Analytics construídas com base no MicroStrategy. Essas soluções eram todas de-
monstráveis num servidor instalado no local. Este servidor também era usado para criar
provas de conceito (PoC) para serem usadas como demos para outros potenciais clientes.
A EC também desenvolve novas PoCs para clientes a partir do zero, com o objectivo de
demonstrar ao cliente o que é possível mostrar para optimizar a gestão do negócio.
A EC estava a utilizar um servidor local desactualizado para demonstrar os PoCs aos
clientes, que tinha problemas de estabilidade e fiabilidade. Para resolver estes problemas,
o servidor foi migrado e configurado numa solução baseada na cloud com o uso de uma
Máquina Virtual baseada no Microsoft Azure, onde executa funções semelhantes à versão
anterior. Esta migração tornou o servidor mais fiável, simplificou o processo de desenvol-
ver novas soluções para a equipa e disponibilizou um novo tipo de serviço (Analytics as a
Service).
O meu trabalho na EC foi focado numa tarefas principal: Migração do servidor de
demonstrações de soluções CC (que inclui PoCs para propósitos de testes, uma das quais
é um modelo de aprendizagem de máquina para prever falhas em turbinas eólicas). A mi-
gração foi efectuada com sucesso (como mencionado previamente) e os modelos testados,
apesar de terem maioritariamente resultados negativos, demonstraram com sucesso que
é possível desenvolver PoCs de grande dimensão.
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The technological revolution has given businesses larger amounts of data than ever
before. This amount of data can quickly overwhelm decision-makers, who need to make
decisions or choices quickly on a daily basis based on said data. Due to this, analytics
is a growing business, where information can be effectively digested and presented to
provide decision-makers the most relevant data in an efficient and timely manner.
A good example is found in social networks: if ten million users spend only 10 min-
utes a day on a website, viewing 10 items per minute, with each view generating ap-
proximately 1000 bytes to log, about a terabyte of data is logged per day (amount which
may even increase if server logs are also included) [43]. If you scale this up further (to
Facebook/Instagram levels of social network usage), to the point where one billion users
are using the website for an hour a day, 600+ terabytes of data are collected just from
browsing the website. If image, video and text uploads are included, a petabyte of daily
data is easily reached.
In addition to this, the Internet of Things (IoT) is revolutionizing the amount of
available data. A single location can have multiple devices monitoring multiple data
points, which can result in large amounts of data being made available and needing
processing. This data can be dealt with in the source of the data through edge analytics,
by pre-processing data in order to send as much relevant information as possible in the
smallest possible footprint.
CC is one of the largest consulting company in the world, which means it needs
optimized approaches for any challenge that might appear in order to be at the forefront
of analytics. New solutions are developed by using client data, which is stored in data
warehouses after an ETL (Extract, Transform, Load) step. Reports are then generated from
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CHAPTER 1. INTRODUCTION
the data to summarize and extract important facts that couldn’t otherwise be derived from
looking at the data (e.g., sales over time, effectiveness of promotions).
Due to this, CC has a demo server to show clients what kind of solutions it can provide,
which is mainly used as a sales tool. Said demo server has several examples of solutions
previously developed in-house, allowing final users (clients and prospects) to realize the
potential of BI solutions.
1.2 Motivation
The previous demo server was outdated and had some stability issues, which had
caused complications while trying to present demos during important meetings with
clients. The server being local and on premise also brought other disadvantages, such as
difficulty in scaling it to inevitable future requirements that arise from the ever growing
demand for BI solutions.
Due to these issues, CC decided to move the server to a cloud-based infrastructure.
This migration has resulted in several improvements, most of which revolve around better
overall stability as well as easier management of resources. Some other advantages are
better future-proofing (both for the infrastructure and the developers, who will gain
some cloud experience) and better maintenance and elasticity capabilities, which help
immensely with the asset management, enabling easy upgradeability whenever needed.
Having the server as a cloud solution also enables a new type of solution for the client,
where CC provides a new kind of service (Analytics as a Service) where clients can just
access solutions and data instead of getting new infrastructure to host their own private
solution. This allows for easier integration for clients and better management capabilities
for CC, where the client is just able to obtain a solution directly from CC without needing
to buy licenses for the necessary software.
These solutions are usually based on manipulating and visualizing product or client
data, from which conclusions are drawn and decisions are made by managers. The manip-
ulation and visualization of data can be done in multiple ways, being mostly dependent
on client preferences and needs; however, some common examples are total sales for a
period of time (eg. day, week, month) and promotion effectiveness (by comparing sales
figures before, during and after the promotion).
Based on the idea of harvesting the full potential of cloud solutions, a new market
was identified related to wind turbine preventive maintenance. This market is focused
on predicting wind turbine failures and scheduling maintenances by preemptively using
machine learning models. Being an emerging market in Portugal, CC did not have any
previous data that could be used in the training of such a model; however, an energy
production company has made some data public under the CC BY-SA license for the
development of models similar to previously done work ([31], for example). This data
can therefore be used for the training and validation of any model that is created, allowing
for the development of preliminary PoCs in this context.
2
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1.3 Goals and Contributions
The three main high-level goals of this work are:
• Migrate the on-premise server and its solution base to a cloud-based infrastructure,
such that all original projects function correctly on the cloud, with better perfor-
mance and availability than they did on the local server;
• Employ BI technology to produce two new smaller proofs of concept to be deployed
and validated in the new cloud infrastructure;
• Combine BI methodology with a ML-based approach in the context of wind turbines
to develop a larger PoC for failure prediction, still based on the new infrastructure.
It is expected that the migration to a cloud-based solution will also simplify creating
a subscription based model for projects similar to the ones that were already developed,
by reusing and changing previous code to allow selling to other clients with similar
challenges.
To migrate the current server, an Azure private cloud has been used as a host run-
ning the services provided by MicroStrategy, Microsoft’s IIS, SQL Server and PostgreSQL,
among other, smaller services. Data migration was the most significant portion of this
part of the project (completed via the data backup and restore feature in SQL Server), with
configuration of Windows ODBCs and MicroStrategy projects and data anonymization
(by randomizing data) also being necessary.
To validate the migration, two new proofs of concept have been developed in the new
server, using MicroStrategy, Python, NodeJS and SQL Server.
To develop the new proof of concept based on AI/ML, Python was be used with
several related libraries, such as scikit-learn and numpy. A data collection and usage
methodology was used to create several artificial intelligence models in order to try to
predict failures in wind turbines.
The migration and new solutions both are the main deliverables for the company.
1.4 Outline
The remainder of the document is divided into two parts:
• Part I - Migrations and Proofs of Concept
• Part II - Machine Learning in a BI Cloud Environment - A Proof of Concept based
on Failure Prediction
Parts I and II share a similar structure, starting with a general understanding section,
followed a state of the art section and, afterwards, sections detailing the developed work.




– General Understanding - Explanation of cloud services and Business Intelli-
gence;
– State-of-the-art - Description of latest technologies in cloud services and BI;
– Step by step migration - Every step taken to migrate the previously locally
hosted server to a cloud-based solution;
– Evaluation - Success evaluation of migration via creation of three proof of
concepts, including multiple processes (such as data anonymization, ETL and
dashboard creation (including web page for prediction engine) and rules-based
prediction engine creation) and possible future work.
• Part II
– General Understanding - Explanation of most of the wind energy production
business, from energy production to common issues with wind turbines;
– State-of-the-art - Description of latest technologies in predictive wind turbine
maintenance (including more conventional techniques and other AI models);
– AI/ML concepts - Brief description of Artificial Intelligence and Machine
Learning concepts;
– Methodology - Description of Data Mining process (CRISP-DM) (Step 1 is
found within the General Understanding section);
– Data Understanding and Preparation - Description of meaning of all parts of
the given data as well as methods to get the data prepared for the next step;
– Modeling - Training of an AI model by using the data from the previous step;
– Evaluation - Testing and deploying the model from the previous step to evalu-










This part will explain what was done in order to migrate and test a developmen-
t/showcase server used by CC to a cloud-based solution. It will start with an explanation
of how the migration was done and, afterwards, how two PoCs were created in order to











Introduction and Key Concepts
1.1 Cloud Services
In the current technological paradigm, software licenses and large up-front invest-
ments are being transformed into subscription based services and running amortized
investments. These services are increasing in complexity, which are requiring higher in-
vestment from companies to purchase hardware and employ system administrators. As a
solution, cloud-based infrastructures have appeared to simplify this issue for companies.
According to the NIST, cloud computing is a model for enabling network access to
a pool of configurable computing resources that can be quickly managed with minimal
effort or interaction with the service provider [35]. With this in mind, Cloud Services are
services provided by cloud computing. Said services are typically split into three major
models: Infrastructure as a Service, Platform as a Service and Software as a Service.
Infrastructure as a Service (IaaS) is defined as the capability given to the user to
provision processing, storage, networking and other computing resources for running
arbitrary software and operating systems, without control of the underlying physical
infrastructure by the NIST [35]. Normally used when access to low-level details is needed,
IaaS allows an easier access to hardware which would be costly by making networking,
storage and processing resources available to the developers and system administrators.
Platform as a Service (PaaS) is defined by the NIST as the capability of deploying
applications onto cloud infrastructure that use languages, libraries, services and tools
directly supported by the provider, without having any direct access to any computing
resource or operating system [35]. Commonly used by developers, it allows ease of use by
providing APIs and common libraries for code to be run on without any of the common
pitfalls of IaaS services (resource management, harder scalability).
Software as a Service (SaaS) is the capability to use an application running on the
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provider’s infrastructure through a thin client interface, such as a web browser or a
custom-made application. The user has almost no configuration options, with the possi-
ble exception of user-specific application settings, according to the NIST [35]. Used by
companies to provide a similar experience in every platform, this allows software to be
updated at all times, being dependant only on (usually) a browser. Example SaaS services
include Office 365, Google Docs and GMail.
Other models also exist, such as "Mobile Backend as a Service"(MBaaS or BaaS), where
developers are given a way of easily linking mobile devices to cloud services and "Function
as a Service"(FaaS, used sometimes interchangeably with "Serverless Computing"), where
the cloud provider abstracts the creation and management of virtual machines away from
the developer, to simplify application development.
Cloud Services are a large growing market, with a $80 billion market-share in 2018 (up
46.5% from $55 billion in 2017) [4]. The largest players in this market are Amazon (AWS),
Microsoft (Azure) and Google (Google Cloud), with Alibaba and IBM in fast growth.
Some other smaller cloud providers also exist, such as Salesforce and DigitalOcean. CC’s
main cloud provider is Microsoft through Microsoft Azure, which will be discussed in
further detail.
1.1.1 Microsoft Azure
Microsoft Azure is a collection of cloud services for building, testing, deploying and
managing applications and services through Microsoft-managed data centers. It supports
services such as Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastruc-
ture as a Service (IaaS), with support for multiple programming languages, tools and
frameworks via provided client SDKs.
As shown in Figure 1.1, Azure is divided into multiple, worldwide data centers, with
Geos (geographies) (previously region-based, but moving towards country-based centers),
Regions (sites within the Geos, with a latency envelope of about 2ms and commonly
replicated with other close regions) and even sometimes Availability Zones (independent
utilities, unlikely to fail at the same time between zones) [39].
Azure PaaS allows users to dynamically allocate resources for a project whenever
needed, which allows for easier scaling than locally hosted solutions. This allows busi-
nesses to focus more time and resources on development over host management. Figure
1.2 shows the resource screen for an Azure project.
Over 600 services are listed, with the main categories of interest to this work being
compute services, storage services, data management and machine learning.
In the compute segment, three services can be highlighted: the virtual machine service
(IaaS), which allows users to launch general-purpose virtual machines; the app services
service (PaaS), which allows users to easily publish and manage web apps and Azure web
sites (PaaS), which allow websites to be developed using ASP.NET, PHP, NodeJS or Python
and uploaded via multiple solutions such as FTP and Git.
10
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Figure 1.1: Worldwide Azure locations
Figure 1.2: Azure main resource screen
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Figure 1.3: SQL Server Management Studio, used to directly interact with SQL Server
databases, such as the ones hosted in Azure
Within the storage services, there are multiple options, with the key ones being blob
service for storage of unstructured text and binary data (accessible via HTTP path) and
file service for storage and access of data via REST APIs.
Data management allows users to create and manage large structured data pools,
such as SQL databases and Hadoop clusters. The SQL databases currently use SQL Server
technology and are integrated with Active Directory and Hadoop. The main way of
interacting with these is through Microsoft’s SQL Server Management Studio, shown in
Figure 1.3.
Finally, machine learning is mostly implemented with a Python workflow, allowing
users to access architectures such as PyTorch, TensorFlow and scikit-learn with support
for GPU and FPGA accelerated learning.
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Figure 1.4: BI Example: KPI report for a bank, where multiple relevant data points can
be seen, such as total credit and liquid assets (in Portuguese: Crédito Total and Activo
Líquido respectively)
1.2 Business Intelligence (BI)
Business Intelligence (BI) is the set of strategies and technologies used to interpret and
analyze business data which was extracted from historical and current views of business
operations [5]. It is commonly used by business managers and owners to assist with
decision-making, by summarizing information in a quick and concise manner, with as
much detail as possible within reports, graphs and other visualizations tools such as maps
and images. An important concept is Key Performance Indicator (KPI): a quantitative
measure used to evaluate the success of an organization, employee, etc. in satisfying
objectives for performance. As we can see in Figure 1.4, it allows managers to quickly see
relevant data in a summarized manner.
In BI solutions, data is usually stored in data warehouses after going through an ETL
(Extract, Transform, Load) step. ETL is divided into three steps: Extract (reading the
sources and extracting data from them), Transform (transforming the extracted data into
data in an optimal format) and Load (loading the final data into a data warehouse to make
working with it easier). The extract step commonly uses Python with data extraction
libraries (e.g. pandas) to grab all the data from files or databases (Step 1 in Figure 1.5:
Excel file contains multiple street names, which are read into memory). The transform
13
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Figure 1.5: ETL Example: Step 1, 2 and 3 correspond to the first, second and third arrow
(up-left to down-right) respectively
step parses, sanitizes and edits data to avoid most issues that commonly appear from
working with data (e.g. inconsistent names, invalid dates) (Step 2 in Figure 1.5: The
contained data is parsed, standardized by expanding each street name and turning them
into Capitalized Case, duplicates are removed and all the values are given a unique ID).
Finally, the load step connects to a database and loads the fixed data onto it (commonly
SQL Server and PostgreSQL, but can also include other file types or even Hadoop File
Systems) (Step 3 in Figure 1.5: The fixed data is loaded onto a SQL Server database, in a
new/existing table).
Other common tools used for the whole ETL workflow are Microsoft’s SQL Server
Integration Services and SAS’s Data Integration Studio.
Within the data, there are two common sub-types: lookups and facts. Lookups are
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used for associating values with numerical IDs, which are usually faster to work with,
since comparisons between numbers are faster in most (if not all) machines (e.g. lists of
store locations). Facts are used for associating values to one or more lookups (e.g. amount
sold in a certain store).
Common BI software includes PowerBI (Microsoft), Tableau (Tableau), MicroStrategy
(MicroStrategy) and Qlik (Qlik). Other large companies with products in the BI market
include SAS, SAP, Salesforce, Oracle and IBM. Gartner (a large advisory company) re-
leases reports for multiple market researches called the Magic Quarters every one to two
years. One of the reports they release is related to BI software. The most recent one was
released in February 2019 and places four companies as leaders: Microsoft, Tableau, Qlik
and ThoughtSpot [40].
1.2.1 MicroStrategy
MicroStrategy is a BI software that supports interactive dashboards, scorecards, re-
ports, ad-hoc queries, thresholds and alerts, and automated report distribution (example
in Figure 1.4) [17]. It is one of the best corporate BI tools in the market (placed in the
challenger quadrant in the latest Gartner report [40]), with a feature set which will be
discussed below. Along with PowerBI, it’s one of the most used BI software in CC, having
4.39% of market share [9].
MicroStrategy has a large amount of possible reporting methods. The basic reports
are the grid report (all the values appear inside a grid), graph report (the values appear as
a plot) and combined (both previous methods appear inside the same report) [25]. More
complex reports are also available by default, such as heatmaps, maps and histograms.
Other custom reports are also available to install, such as wordclouds and timelines [18].
Figure 1.4 has two distinct parts with two different report types: the top is both a KPI
display as well as a selector for the bottom portion, which shows a graph of an evolution
of values over time.
Similar to its competitors, MicroStrategy has multiple security features. This feature
set is very important to businesses, since they need to restrict access to their data. They
can use MicroStrategy to achieve this via MicroStrategy Usher with its secure digital
authentication, where users can be restricted based on location and time [22].
It uses a 4-tier architecture as a basis for its projects consisting of metadata (MD)
and data warehouse (DW), MicroStrategy Intelligence Server, MicroStrategy Web/Mobile
Server and MicroStrategy Web Client/Mobile app (as shown in Figure 1.6) [27].
Both the MD and the DWs are stored in databases. The DW stores all the business data
(dates, transactions, etc.) [26] while the MD stores what is built on top of the business
data in order to transform and display it in the form of reports and graphs [19], according
to the needs of clients and analysts.
MicroStrategy Intelligence Server (IS) is what allows the link between MD and DW. It
uses the MD to know what it needs to do to the business data in order to transform it and
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Figure 1.6: MicroStrategy’s 4-tier architecture
return the result in the form of reports [24].
To build these reports, MicroStrategy offers two different solutions: MicroStrategy
Developer (a standalone app) and MicroStrategy Web (a browser-based implementation).
Both of these offer a WYSIWYG editor for datasets, reports and dashboards. For viewing
these reports and dashboards, a third solution can be used other than Developer and Web,
which is MicroStrategy Mobile.
MicroStrategy Developer is a development environment for reports, which connects
to an IS. It also gives access to server and project options to customize everything to the
needs of the user [20].
MicroStrategy Web is a web environment used to interface with IS. It is available in
both ASP.NET (via ASPx pages) and Java (via Tomcat). It sends requests to IS and displays
the results [23].
MicroStrategy Mobile allows interaction between a mobile app and the IS. The app
connects to a different back-end, allowing mobile devices to interact with the reports
(Figure 1.7 has an example of a custom web page to store mobile configurations) [21].
The mobile feature set is important for businesses, since having the full reports avail-
able to them via mobile devices helps with making decisions earlier. This feature is
enabled by default in projects, with the only needed change being configuring the mobile
connection to create a link for mobile devices. The main issue associated with using the
mobile features is a slight difference between available reports in the web version and
16
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Figure 1.7: CC’s MicroStrategy Mobile custom page
the mobile version, where mobile has access to reports that are inexistent in web and
vice-versa.
1.2.1.1 Workflow
The typical MicroStrategy workflow starts by analyzing the given data and under-
standing what information the client wants to extract from said data. Afterwards, reports,
datasets and dashboards are planned by organizing data into logical groupings and inter-
preting client requirements. At this point, it should be ideally decided how the reports
will be accessed, since it simplifies development for mobile devices and allows developers
to understand what limitations they will be working with. Developers then create an ETL
phase to upload the given datasets using external tools, if needed. A project is created
in the Intelligence Server, along with a connection to the newly created data warehouse.
Metadata is created as a consequence of this connection. The data is then gathered into
groups that MicroStrategy can work with (datasets). The next phase involves creating the
dashboards using WYSIWYG editors (either in MicroStrategy Developer or MicroStrategy
Web), after which the final configuration steps are taken (such as creating a Mobile URL
17
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or managing users and permissions). The last phases are repeated until the client is fully











With cloud services being such an on-demand business, a lot of different, state-of-the-
art opportunities have appeared. Following are some examples:
2.1 AI services in cloud infrastructures
AI is currently a growing market which is being noticed by cloud providers. The
providers are, therefore, equipping their services with a multitude of AI resources (in-
cluding full AI workbenches and GPU acceleration).
The AI workbenches are made available for data scientists to quickly handle large
amounts of data without having to deal with any configuration, with all the needed
software being included with the workbench (or by request, if different ones are needed).
GPU acceleration is very important for neural network training, since it enables mas-
sively parallel code execution, which helps with training the networks. Another common
solution (similar to GPU acceleration) is acceleration based on ASICs (Application Spe-
cific Integrated Circuits), which are hardware made with one specific task in mind. Very
similarly to ASICs, we have FPGAs (Field Programmable Gate Array) which work sim-
ilarly to ASICs, but have fully programmable hardware gates, which allow for clients
to customize the chips at will, which in turn cause them to be similar to programmable
ASICs.
2.2 ... as a Service
New types of services are rising from the cloud, where companies create and provide
new platforms where new products can be developed, such as app backends (Mobile Back-
end as a Service, MBaaS), functions (Function as a Service, FaaS) and analytics (Analytics
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as a Service, AaaS).
App backends are needed for mobile applications to work properly. MBaaS is helpful
for making integration with cloud services by via of APIs and SDKs.
Functions are a concept similar to PaaS, where the resources are hidden from the
developers. The main difference is that FaaS, unlike PaaS, does not keep a process running
at all time. This allows for no process idle time and lower costs at higher scalability (with
the disadvantage of larger latency).
2.2.1 Analytics as a Service
Analytics as a Service is a new class of service, where a company can provide analyt-
ics via self-managed cloud services instead of building completely new solutions each
time for all different clients, which allows client companies to avoid the need for system
administrators and other IT staff to deal with a completely different system.
Another large advantage is that deploying new code is simpler for the developers
(both internal and external), who can more easily access the servers to update code or fix
issues.
2.3 Multiple Cloud Providers at the same time
Companies have started to take advantage of the different offers each cloud provider
offers, especially because multi-service integration has been made easier overtime (with
tools like OpenShift for management and Istio for traffic redirection). Companies have
also started using different cloud providers for different services, especially between
different teams.
We are also starting to see some unlikely partnerships between cloud providers (such
as Microsoft and Oracle, who teamed up to gain an advantage versus Amazon and to
benefit their customers [37]). This also facilitates the previously mentioned mix between
providers.
2.4 Containers
Cloud providers regularly try to simplify their client’s efforts by reducing the amount
of work needed to put their work online. With this in mind, container technology was
recently implemented in cloud servers. Containers were first used in the late 90s but
popularized in early 2010s. The most common technology is Docker, where a file system
image of a Linux OS is created and then run on top of a Linux virtualization layer [29].
Cloud providers are currently providing the ability to use containers in their machines,
to simplify deployment for their clients. They mostly offer Docker containers managed in












In the previous local server, the 4-tier MicroStrategy architecture was running on
three different computers: a main server running MicroStrategy Web, MicroStrategy
Intelligence Server and SQL Server (with databases which hold MD and DW for some
projects), a secondary server running SQL Server (holding databases with MD and DW
for most other projects) and a laptop running Oracle and PostgreSQL, which hold the MD
and DW for the rest of the projects. The main server also had MicroStrategy Developer
installed for any quick changes that were needed.
This server hosted a large amount of PoCs, which are essential for business meetings
with potential clients. This machine had performance issues, as well as some connectivity
issues, which was once even an issue where a meeting was unable to be conducted due to
a failure in the internet connection on the server’s end.
3.2 Requirements
The new architecture needs to be more fault tolerant as well as easier to access for
developers and clients. It should also be easier for developers to work with, while avoiding
extra costs for the company and, ideally, being faster and smoother for users to work on.
3.3 Final Architecture
To avoid large costs, a very simple architecture was needed (this avoids the issue of
running into unexpected costs from using complex technologies). Better fault tolerance
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and easier access were both guaranteed as part of running the server in a cloud envi-
ronment. Due to these underlying requirements, the chosen architecture was a single
virtual machine (VM) running all the services by itself in an Azure private cloud. The
server is running MicroStrategy Web, MicroStrategy Intelligence Server, SQL Server and
PostgreSQL, as well as MicroStrategy Developer.
Another solution would involve splitting the load of all the services into different
VMs, as well as using the dedicated SQL Server service Azure offers to host all the data.
This would free the load from the single VM, but the price and complexity would both
have increased immensely, which are both unwanted.
3.4 Step List
The migration was done using a reassigned VM running on private CC cloud servers.
It was divided into the following steps: Software setup (installing all necessary software,
such as MicroStrategy and SQL Server); backups (backing up all MD and DW, as well as
any other configuration needed); metadata (which includes moving files, restoring back-
ups and upgrading the project to the latest version of MicroStrategy); data warehousing
(which includes moving files, backing up some DW that were not backed up, migrating
between Oracle and PostgreSQL and restoring backups) and configurations (which in-
cludes configuring ODBCs, MicroStrategy projects and the website). After this migration
is finished, some projects need to be created to check for usability and performance.
The migration had already been started by previous employees, but was never fully
completed. The backup stage was previously completed and a restore of a project was
made in order to demonstrate it to a client.
3.4.1 Software Setup
For this step, the local server was studied to list all the software needed to replicate
it in the cloud server. MicroStrategy (Intelligence Server, Desktop), PowerBI, SQL Server
(server and Management Studio), PostgreSQL (server and pgAdmin), Python (via Ana-
conda) and R were all amongst identified software needed to replicate the server.
3.4.2 Backup Databases
Next, all the SQL databases needed to be backed up. SQL Server Management Studio
was used to backup SQL Server databases (both DWs and MDs were available in SQL
Server) to files on the disk. Ora2pg was used to backup the Oracle databases (DWs only).
This tool reads the full schema for an Oracle DB and creates a SQL file to be used to
create a new database in PostgreSQL with the same contents as the original. To be able to
use this tool, the free version of ActiveState Perl was installed (as recommended by the




After the backups were completed, the files were transferred to the cloud machine.
The SQL Server backup was restored via SQL Server Management Studio and the Oracle
backup was restored via the SQL file created by Ora2pg. The file was found to have some
issues, which were later fixed manually.
3.4.4 Configuring ODBCs
ODBCs are essential for MicroStrategy’s database accessing functionality, so all ODBC
configurations were copied over from the local server, with relevant changed made where
needed (the ODBC driver was changed from Oracle to PostgreSQL and the host name
was updated).
3.4.5 Restoring Metadata
MicroStrategy’s Metadata needed to be imported and updated after being restored
and configured. Fortunately, MicroStrategy includes a wizard (Configuration Wizard)
which includes said functionality. After following the steps indicated by it, the metadata
was successfully updated and restored.
3.4.6 Restoring Data Warehouses
The Data Warehouses logically followed the metadata; the respective databases were
relinked to the MicroStrategy Projects and each project was accessed to check if everything
was working.
3.4.7 Final state
The bulk of the migration (minus final configurations) was completed within a month,
with several minor adjustments and improvements done over the next three months. The
server is now being used for development of new PoCs (including the ones mentioned in












4.1 Proof of Concept - Production Data for Oil Company
4.1.1 Context
Client 1 (an oil sector client) wanted a dashboard to be able to quickly visualize
production data for multiple oil production zones in a simple manner. As shown in
Figure 4.1, a previous dashboard had been custom made in C# by another department,
but it lacked important features such as extensibility and the data was too spread out for
the dashboard to be useful.
The Advisory department was, therefore, approached with the idea of developing a
better dashboard. It was decided that using MicroStrategy would be a good fit for this
challenge, because it allowed good extensibility features, as well as a quick turnaround
time compared to custom-made dashboards.
4.1.2 Process
The data was provided as two excel files per production zone, with one being a full
listing of transactions including amount and transaction details and the other being
operational data such as production amounts and profits. Each zone had slightly different
file structure, but each file had data in common; two template files were created with
all the shared columns and the files were manually converted into the corresponding
format (which are described below), which was a lot easier to work with. The resulting




Figure 4.1: Previous Dashboard: Only two graphs are show, which is a low amount of
information density
4.1.3 ETL
The input for this part was multiple templated Excel files (two per production zone) in-
side a folder called input. The transaction detail files were named Database_<zone>.xlsx
and the operation data files were names Dados_Operacionais_<zone>.xlsx.
The transaction detail files contain one sheet called “Classificação”, which contains
multiple columns:
• “Operador” — Company in charge of zone
• “Bloco” — Production zone
• “Source” — Source of line of data
• “Ano” — Year of data
• “Posting month” — Month of data
• “Quarter” — Quarter of data
• “#SIOP” — Identifier in “Sistema de Informação de Operações Petrolíferas” system
• “#SIOP (3 dig.)” — First 3 digits of #SIOP
• “Contrato” — Contract number, if existent
• “Vendor” — Vendor number, if existent
• “Vendor Name” — Vendor name, if existent
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• “WO” — Work Order
• “Afiliada” — Affiliated company
• “Área” — Area associated with this production zone
• “Fase” — Production phase associated with the cost
• “SCOT” — Significant Class of Transactions
• “TpDoc.” — Type of document where data was found
• “SCOT Aux” — Auxiliary field associated with SCOT data
• “Version” — Version of data (can change overtime, used for internal purposes)
• “Valor” — Cost
From these, some columns are not necessary for the final evaluation (“Source”, “Tp-
Doc.”, “SCOT Aux” and “Version”), which were ultimately dropped from the result of the
ETL phase.
The operation data files contain multiple sheets “PRF e Produção”, “Receitas”, “Total
Lift”, “Direitos” and “CO-PO”. All those sheets contain a selection of between five and
six of the following columns as composite primary keys, as well as one to four different
columns of data associated with each row:
• “Bloco” — Production zone
• “Operador” — Company in charge of zone
• “Área” — Area associated with this production zone
• “Ano” — Year of data
• “Quarter” — Quarter of data
• “Mês” — Month of data
• “Fase” — Production phase associated with SCOT data
• “Entidade” — Group running the production
The input files were data mined using a Python script which used several libraries:
• Pandas — used to read excel files
• Numpy — used to transpose an array
• Pyodbc — used to connect to the database via ODBC
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The ETL has three main phases: building the look-up tables, inserting values from
the database Excel files and inserting operational data. The first phase builds the look-
up tables by adding values that are not found in the tables and giving them internal
IDs. Thirteen lookup tables were created: one for each of the columns “Ano”, “Quarter”,
“Mês”, “Área”, “Entidade”, “Bloco”, “Operador”, “#SIOP”, “Contrato”, “Fase”, “SCOT”
and “Afiliada” and one to distinguish between "Cost Oil"and "Profit Oil". The second
phase reads the Excel database file, translates the data to the internal format and inserts
it. A fact table was created with all the columns from the database file template. The third
and final phase reads the other Excel files and organizes the data within them to be able
to insert values into the respective databases. Similar to the previous step, multiple tables
were created with all the columns from each sheet in the operation data file template.
4.1.4 Datasets and Dashboards
The process for designing new dashboards is quite casual, with the design being
decided internally in a small meeting and later (usually) implemented by a very small
team.
For each composite key (ex. Block (exploration zone) and SCOT (Significant Class of
Transactions)), a dataset with all relevant facts (such as revenue, profits and production
levels) was created in order to make the Dashboard creation easier.
There are two main screens in the dashboard: an aggregated view and a “per block”
(I.E.: per production zone) view.
As shown in Figure 4.2, the aggregated view has six graphs and three KPIs with detail
views as pop-up windows, displaying relevant business information as a whole. This
contrasts with the previous custom made version, where each screen had one graph, with
scattered information.
Also, as shown in Figures 4.3 and 4.4, the “per block” view is also information packed,
with four to six graphs and three to seven KPIs per screen, with similar data to what was
available in the aggregated view, but applied to each block. Again, this contrasts with the
previous version, where only one graph was seen per screen.
4.1.5 PoC Evaluation
The PoC fulfilled both the technical and functional requirements, with positive feed-
back given by management. The presentation was good, with positive feedback from
both the internal client (management) and the external client (oil client), with the latter
gaining a very positive opinion of the team (extremely good, because this is a new client).
This project enabled a large amount of internal colaboration, which is uncommon for
these types of projects.
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Figure 4.2: Aggregated view: Business information about all existent blocks
4.2 Proof of Concept - Business and Client data for banking
client, with data prediction engine
4.2.1 Context
Client 2 (a banking entity), similarly to client 1, wanted a dashboard to be able to
see client information as well as business data, all in one place. A similar project had
previously been done, which was reused; however, this client also wanted a prediction
engine in order to mitigate investment risks and future market crashes. The assurance
department was contacted in order to have a better understanding of how the rules engine
should be designed and it was decided that a rules-based prediction engine was a suitable
solution, given the investment the company was willing to have in a demo and the client
needs.
4.2.2 Process
The input data used for this project was the demo data that was already available
from the previous project iteration. The data needed to be anonymized by use of data
randomization, the existing dashboard needed to have a visual revamp and the prediction
engine needed to be developed and integrated into the existing solution.
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Figure 4.3: Per Block view: Production data about selected block
4.2.3 Data Anonymization
The previous iteration left data available for the completion of this project; however,
it had identifying information (such as names, businesses and locations). Therefore, data
anonymization was needed.
To hide client and business data, it has been replaced with strings of random charac-
ters generated by SQL Server by hashing data. Some descriptions have also been changed
by replacing some words with others in place. Finally, the locations have been moved
slightly to avoid pinpoint location.
4.2.4 Dashboard Update
As can be seen in Figure 4.5, the previous version of the dashboard had an older look-
and-feel (metallic colors, rounder edges, no transparency), which needed to be updated.
The newer version needed to be a similar experience, but with a newer facade. The new
design was created and approved by colleagues, while I implemented the current version.
As shown in Figure 4.6, the new design has a more modern look, taking advantage of
design features such as transparency and flat colors.
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Figure 4.4: Per Block view: Profit data about selected block
4.2.5 Rules-based Prediction Engine
A prediction engine is a program that, based on previous data and algorithms, tries
to predict future values for a data series. In this project, three different scenarios were
predicted, with 5 or 6 different output values (assets, liabilities and similar results). The
three scenarios were a change in the credit risk, a change in the exchange rate and a
change to macroeconomic variables (such as GDP and unemployment rate), along with a
likeliness probability for each scenario.
Several prediction engines were applicable to this project, such as one based on ma-
chine learning or a rules-based one; however, the chosen method was a rules-based engine
because it is a simple method which could be quickly implemented as a demo and, con-
sequently, worked as a good enough approximation. A rules-based engine uses previous
values and a function directly implemented on top of them in order to predict new values.
This method applies simple linear transformations created by the assurance team, result-
ing in linear functions for each of the predicted values (which were the assets, liabilities
and capital base). These transformations were based on the assurance team’s experience,
with linear functions fitting previous data points the best.
The prediction engine is implemented with a combination of SQL Stored Procedures
and NodeJS. Node is running an HTTP server with multiple paths (one per procedure)
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Figure 4.5: Previous version of dashboard: older look and feel, needed update to satisfy
client.
as can be seen in Figures 4.7 and 4.8; each path parses and validates the different possi-
ble inputs by checking if every relevant information was passed in the expected format
(commonly numbers, strings and dates), returning an error if the data format was invalid
or running the Stored Procedure if the format was valid. Each path has a different asso-
ciated procedure, but all of them follow a similar logic: based on the input data, apply
filters to business data, apply the transformations to the filtered data and finally write the
results to a result table. Finally, after the procedure is complete, a link to the dashboard
containing the result is sent back to the client to be automatically navigated to (as shown
in Figure 4.9).
4.2.6 PoC Evaluation
Similar to the first, the second PoC also fulfilled both the technical and functional
requirements, with good opinions given by management. This PoC used a brand new
technology for the company (NodeJS) with great results. The presentation was good, with
positive feedback from both the internal client (management) and the external client
(banking entity), with the latter improving the company’s opinion. This project also
enabled a large amount of internal collaboration with another department.
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CLIENT, WITH DATA PREDICTION ENGINE
Figure 4.6: New version of dashboard: More transparency, cleaner and “squarer” look,
more aligned with current applications. Some links were also altered in the top navigation
bar to reflect changes in how the application works.
Figure 4.7: Main menu for prediction engine: simple two button layout
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Figure 4.8: Scenario Analysis: The user inserts multiple different scenarios and the engine
uses these values to calculate results (see Figure 4.9)
Figure 4.9: Scenario Analysis Results: The results are displayed as a table (with a weighed
average scenario, the initial values and each scenario) and some KPIs
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CLIENT, WITH MACHINE LEARNING MODELS FOR PREDICTION
4.3 Proof of Concept - Energy production data for energy
client, with machine learning models for prediction
Based on the previous PoCs, a more complex one was required to fully test the cloud
solution’s capabilities. Therefore, a third PoC was developed to leverage machine learning
in order to predict faults in wind turbines. Due to its complexity, a second part has been
added to this paper in order to be able to fully explain this larger project. It used Keras
(and other similar libraries) in order to enable machine learning and numpy and pandas
in order to parse data.
4.4 Overall Evaluation
The machine has some performance issues caused by a low amount of memory (8 GB)
for such a large amount of services; this limit is imposed by budget restrictions, but could
be overcome by more flexible plans. The machine is also more limited in terms of current
disk space, since that is a paid resource. Other than those small issues, the machine works
as well as the original, with the added versatility of simplifying maintenance and, albeit
worse absolute processor performance according to Novabench (191 in the new solution
versus 545 in the old one), better subjective performance.
4.5 Other Solutions and Future Work
Another possible solution within the Azure network would have been setting up
the SQL Server and PostgreSQL instances as Azure SQL Databases to which the main
VM would have connected. The MicroStrategy Developer could also have been installed
in a second machine, which would be used exclusively for development access instead
of having development tools mixed with production tools. These solutions were not
implemented due to their cost: since this is only a demo machine, CC wants to keep its
cost low; other solutions would have increased the monthly cost significantly, which is
something to avoid.
As future work, the migration server performance should be improved in order to
enable better user experience. Recommended path would start by increasing available
memory. The AaaS possibilities have been left mostly untouched, so custom code could be
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Introduction and Key Concepts
This part will dive deeper into the third developed PoC, which is a ML based solution
which tries to predict faults in wind turbines. It will start by detailing the latest existing
solutions and some machine learning and knowledge discovery concepts, followed by
explaining the used data and finishing with modelling and testing the ML models.
1.1 Wind Power Production
Wind power has been used for millenia, dating back to 5000 BC, where boats were
propelled by the wind along the Nile River. Later on (11th century AD), wind mills
started to be used to ground grains and pump water. Late in the 19th centure, wind
turbines were first developed and used for lighting. Only relatively recently (1970s) have
turbines started to be studied as a viable method of generating power [1].
1.1.1 Pros and Cons
Wind power has several pros and few cons. Most issues come from being an unreliable
source of power, since the wind and energy requirements aren’t constant. On the other
hand, they have several benefits, such as being a renewable source and being relatively
simple to maintain and operate [38] [28] [8]. The pros and cons (as well as some neutral
points) will now be presented in further detail:
1.1.1.1 Pros
• Green and Renewable — Wind energy is both green (no carbon emissions) and
renewable;
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• Enormous potential — Wind energy has the potential to provide up to 20 times the
human energy need;
• Space efficient — Wind turbines provide large amounts of energy in a relatively
small space;
• Low operational costs — Turbines usually have low maintenance costs;
• Local potential — Wind turbines can generate enough energy to use locally, avoid-
ing blackouts for part of the population.
1.1.1.2 Cons
• Wind reliability — Wind isn’t constant, so the reliability is relevant if there aren’t
backup sources (batteries or pumped hydro);
• Expensive to set up — Set up costs can be prohibitive.
1.1.1.3 Neutral Points
• Threat to wildlife — Flying animals die due to wind turbines (mostly irrelevant
issue, since the amount of animals that die (about 150.000 in the USA alone in
2019) [36] is a lot smaller than the amount caused by other factors, such as buildings
(which caused between 365 and 988 million deaths in the USA) [34];
• Noise pollution — Some people complain about noise pollution; however, current
wind turbines’ noise values are quite low, having a noise level similar to a window
air conditioner when 100 meters away;
• Visual pollution — Some people do not enjoy the appearance of wind turbines.
1.1.2 Wind Turbines
Wind turbines are a machine that converts the wind’s kinetic energy to rotational
energy, which can in turn be used directly (in a mill, for example) or converted again into
electrical energy by using a generator. They usually consist of three main parts: a tower,
a nacelle and the rotor blades [45].
1.1.2.1 Tower
The tower positions the nacelle and rotor to a high enough location where they will
not be disturbances, as well as to increase power output. Usually 50 to 80 meters tall,
these towers have two common shapes: lattice and tubular.
Lattice towers are constituted by a framework of steel tubes which are welded together
to provide structural support. Their main advantage is the lower price, but they also have
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many drawbacks such as more frequent structural failures as well as harder maintenance
access.
Tubular towers are, in essence, large hollow metal tubes which are much stronger
than lattice towers. Their main advantage is being safer for personnel; however, they are
expensive to both transport and produce.
Higher towers usually bring advantages relative to power production according to a
2019 US Department of Energy study [32]. However, these higher towers are also signif-
icantly more expensive since they also need larger bases to accommodate the increased
height. This means they end up having prices that are in a nearly quadratic relation to
their height.
1.1.2.2 Nacelle
A nacelle is a cover housing that contains most of the smaller components for the
wind turbine, such as the generator and the gearbox.
1.1.2.3 Rotor Blades
The final main part of the wind turbine are the rotor blades. Usually having at least
30 meters in length (most commonly 50 to 70), wind turbines normally have three blades
made of light materials such as fiber-reinforced composites or, for smaller blade sizes,
aluminum. An infinite amount of zero-width blades would be the theoretical maximal
eficiency option, but the three blade design has been tested to be the best option for
practical purposes.
1.2 Life Expectancy
Wind turbines commonly have a life expectancy of 20 years [15], but this can be
extended with preventive maintenance.
1.2.1 Turbine Failures
Although wind turbines are quite reliable, some failures still occur for both internal
(ex. degradation over time) and external (ex. weather conditions) reasons.
The multiple parts can have different failures, such as:
• Failing joints in lattice towers;
• Rust in any metallic part;
• Wear and tear in bolts and screws;
• General failures in any electronics (electrical fire included);
• Failure of brake system.
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These failures can sometimes chain into larger failures such as a complete destruction











In this chapter, some background is presented: starting with the state-of-the-art in
wind turbines and predictive maintenance followed by several AI and ML concepts such
as Support-Vector Machine, Random Forest and Artificial and Recurrent Neural Network.
2.1 State-of-the-Art
With wind power becoming a more relevant energy source, some newer technologies
have been developed to optimize its production. In this section, the state-of-the-art will
be described.
2.1.1 Wind Turbines
With wind turbines being such a recent technology (being about 50 years old), some
improvements are still achievable. A few issues that are being worked on include rotor
simulation by use of Computational Fluid Dynamics (CFD) simulations in order to al-
low further work in optimization [16], smart rotor control to reduce wear and tear and
maintenance costs which, based on previous work done with aeronautical applications
such as helicopters, used sensor data in order to obtain several results (amongst which
were power output and fluctuation changes, as well as vibration data), which can be used
in order to optimize power and wear [3] and general optimization of power electronics
which, by designing different circuitry, can be used to improve power output [6].
2.1.2 Predictive Maintenance
Wind turbines need maintenance to keep availability as high as possible; however,
maintenance is expensive and it’s not easy to know when maintenance should be done if
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a part is in risk of failure. Due to this, artificial intelligence models are being created to
predict failures.
Common failure prediction uses vibration sensors and other sensor data such as wind
speed and power output to foresee failures in parts prediction [13] [31] with an accu-
racy range of 24% - 79% (level and fault dependant) by using a multi-level prediction
structure with different models per layer (Neural Network ensemble for the highest level
model, followed by Classification and Regression Tree (CART) and then Boosting Tree
Algorithm (BTA)), but other types of methods have been developed such as power output
wavelet monitorization, where the power output of a wind turbine is evaluated by using a
continuous wavelet transform (CWT) to try to find abnormal behaviour, having resulted
in bearing failure prediction with up to 3 months before an actual problem occurs [46].
2.2 AI/ML Concepts
2.2.1 Support-Vector Machine
Support-Vector Machines (SVMs) are a type of supervised learning models which are
used for classification and regression analysis. First described in 1963 by Vapnik and
Lerner, they try to map data points to a multi-dimensional space and divide it with the
help of a hyperplane which maximizes the margin [44].
Data is usually characterized by several values that are either distributed on a contin-
uous axis or on a limited set of values. Each of these distributions constitute a dimension,
with the union of all these dimensions being a multi-dimensional space (for N dimension,
you have an N-dimensional space). Each data point can be represented in these spaces as
a finite point, which is called a data point.
SVMs try to split these spaces into subspaces by using hyperplanes. A hyperplane is a
structure whose dimension is one smaller than the space of which it is a part of. To do this,
SVMs use the existing data points to calculate the hyperplane that maximizes the margin
between subspaces. We can see an example of a margin in Figure 2.1, where the red line
marks the margin between two different classes (green and blue points respectively).
2.2.1.1 Margin
Given a set of points (~x1, y1), . . . , (~xn, yn),where ~xi represents each n-dimensional vector
and yi represents a class by either a 1 or -1, a margin can be defined as the hyperplane
~w · ~x − b = 0, with chosen ~w and b such that the distance between the hyperplane and the
nearest points is maximized.
If the data is linearly separable, the problem can be solved with a hard-margin. In
this case, two parallel hyperplanes are selected such that the distance between them is
maximized and the final chosen hyperplane is the hyperplane halfway between them. The
two hyperplanes are described as the equations ~w · ~x − b = 1 and ~w · ~x − b = −1, which have
a distance between them of 2‖~w‖ , meaning we want to minimize ‖~w‖. Since it is also needed
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Figure 2.1: SVM Margin: The red line splits the points into two distinct groups, where
different colors represent different classes [33]
to prevent points from falling into the margins, we add the constraints ~w · ~xi − b ≥ 1 and
~w · ~xi − b ≤ −1, which simplify and can be rewritten as yi(~w · ~xi − b) ≥ 1, for all 1 ≤ i ≤ n..
All this information can be put together into the optimization problem of minimizing ~x
such that yi(~w · ~xi − b) ≥ 1 for i = 1, . . . ,n.
When the data is not linearly separable, we can extend the algorithm by use of a hinge
loss function (max(0,1− yi(~w · ~xi − b))), transforming it into a soft-margin problem. This
function returns 0 if ~xi lies on the correct side of the hyperplane and a value proportion-
ally large to the distance from the margin if it lies on the wrong side. With this new func-




max(0,1− yi(~w · ~xi − b))
+λ‖~w‖2,
where λ determines how important it is for each point to lie in the correct side. This means
that, for small enough values of λ, the function behaves similarly to a hard-margin SVM.
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Figure 2.2: Kernel trick: The hyperplane separates red points from purple points using
the kernel function k((a,b)) = (a,b,a2 + b2) [30]







subject to yi(w · xi − b) ≥ 1− ζi and ζi ≥ 0, for all i.
This is called the primal problem. It can also be rewritten as a Lagrangian dual, where
the following problem is obtained:


















This version is called the dual problem, which can be efficiently solved using quadratic
programming algorithms.
2.2.1.2 Non-Linear SVM
A non-linear SVM uses similar methods to the ones used for linear SVMs, with the
main difference being the use of a kernel function k, transforming the use of a dot prod-
uct into a use of said non-linear function to fit a maximum-margin hyperplane into a
transformed feature space. Polynomial functions are a commonly used function, such as
the one in the example in figure 2.2, which uses the function k((a,b)) = (a,b,a2 + b2) to
train the SVM and classify the points according to the new feature space.
A non-linear SVM can be solved similarly to a linear SVM, with a small difference:


































There are two main methods to optimize SVM classifiers: sub-gradient descent ap-
plied to the primal problem (where steps are gradually taken in the direction of a vector
selected from the function’s sub-gradient) and coordinate descent applied to the dual
problem (where the different coefficients ci are adjusted in the direction of ∂f /∂ci and
repeated until a near-optimal solution is obtained).
2.2.2 Random Forest
Random Forests are a type of supervised learning models which are used for clas-
sification and regression. They use a large amount of decision trees (few hundreds to
thousands) in order to create a more successful classifier/regression, by taking the mode
of the classification or the average of the regression.
2.2.2.1 Decision Trees
Decision Trees are a type of supervised learning models which are used for classifi-
cation and regression. They use several decision nodes which are repeatedly split into
distinct groups chosen by maximizing the difference between values of a metric (informa-
tion gain is commonly used, but other methods are also available).
Information gain is the difference between the entropy of the parent class and the
weighed sum of the entropy of the children, as can be seen in the following formula (with
T being the set of all data points and a being the chosen feature to split the set on):
IG(T ,a) = H(T )−H(T |a)







pi log2pi [47] (where p1,p2, ...
are fractions that represent the probability percentage of each child class), the information
gain formula can be expanded to the following:












From this formula, the most relevant feature can be chosen as a splitting point to gain the
most information as a result. This is a good method to use with discreet limited values,
being difficult to work with if continuous values are involved.
The major disadvantage is that this is an unstable method, where a small change in
the classification data might cause a large change in the decision tree. To combat this
disadvantage, we can use multiple decision trees as a "forest".
2.2.2.2 Forest Creation
Decision forests use a large amount of trees to learn instead of using just one. To be
able to create and use multiple trees, one (or even multiple) method is used. Two of the
possible methods use bagging (bootstrap aggregating): one uses bagging on the training
set and the other uses bagging of the feature set. Bootstrap aggregating, like implied
by its name, join two different functions: bootstrapping and aggregating. Bootstrapping
works by randomly selecting values from the original dataset (with repetition) multiple
times to create multiple new datasets which have similar variance to the original data,
but work a bit better since they allow lowering the overfit. Aggregating works by working
with multiple classifiers (one per bootstrapped dataset) to create a better overall classifier
for the main dataset.
Training set bagging trains B different trees with a random sample of chosen size n
for each tree. These trees are then used with unseen samples x′ for predictions using






′) or for classification by using a majority vote.
An estimate of the uncertainty can also be calculated for x′ by calculating the standard






Feature set bagging works with exactly the same principles, but instead of selecting a
subset of all samples, a subset of the sample p features are selected for each sample and
used to train the different trees. For classification problems, √p is a common chosen size
for the feature set but, in practice, this value should be tuned for each problem.
2.2.3 Artificial Neural Network
Artificial Neural Networks (ANNs) are a type of supervised and unsupervised learning
models which are used for multiple tasks, such as classification and clustering. They try
to map input values to output values through nodes and weighed edges, which adjust
throughout the learning process.
2.2.3.1 Architecture
ANNs have a similar architecture to brains, where multiple neurons connect in mul-
tiple patterns, forming a directed and weighed graph. These connections have different
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where ai represent the neuron inputs and wi represent the internal weights. The neurons
are usually placed in layers and the connections exist between layers.
2.2.3.2 Learning
ANNs learn by adjusting the internal weights according to sample observations, which
should minimize the observed errors (real results versus predicted results). Learning is
finalized when additional observations do not improve the final error rate. Learning can
be adapted by multiple methods, such as the learning rate and the cost function.
The learning rate defines the size of the step the model uses to adjust for errors related
to each observation. Higher rates make the learning faster, but less accurate; lower rates
have the opposite effect, with slower learning, but more accurate results. Variable learning
rates can also be used to improve the rate of convergence.
The cost function is what determines how wrong an observation is in comparison
with the real result. It commonly arises naturally from the model, but it can also be de-
termined by desirable properties it has. A common method of adjusting weights is called
backpropagation, where the cost function is derived in order to optimize the direction in
which the weights need to go in order to minimize the cost.
2.2.4 Recurrent Neural Networks
Recurrent Neural Networks (RNNs) are a subtype of ANNs which are used to enable
dynamic behaviour over time. They use an internal state to enable these operations,
which allow these networks to learn more complex patterns.
2.2.4.1 Long Short-Term Memory
Long Short-Term Memory (LSTM) is a type of RNN architecture which is used in the
deep learning field. They have some feedback connections, which allow them to recognise
patterns over time (such as video frames and byte streams). LSTM units have multiple
common subunits, such as a cell, an input gate, an output gate and a forget gate. The cell
acts as a memory unit which remembers values over time and the three different gates
control the input and output of information from the cell.
LSTM’s usually have a multiplicity of variables associated with them to represent the
cell and gates (with d representing the number of input features and h representing the
number of hidden units):
• xt ∈Rd : input vector;
• ft ∈Rh: forget gate’s activation vector;
• it ∈Rh: input gate’s activation vector;
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• ot ∈Rh: output gate’s activation vector;
• ht ∈Rh: output vector;
• ct ∈Rh: cell state vector.
These types of networks also require three more variables to represent weights and
biases:
• W ∈Rh×d : Input weights matrix;
• U ∈Rh×h: Previous output weights matrix;
• b ∈Rh: Bias vector.
Multiple LSTM implementations and update formulas exist, one of them being an
LSTM with a forget gate, which enables the cell to reset itself whenever needed, avoiding
indefinite growth [14]. This unit uses the following formulas:
• ft = σg(Wf xt +Uf ht−1 + bf );
• it = σg(Wixt +Uiht−1 + bi);
• ot = σg(Woxt +Uoht−1 + bo);
• ct = ft ◦ ct−1 + it ◦ σc(Wcxt +Ucht−1 + bc);
• ht = ot ◦ σh(ct).
With σ representing the sigmoid function and ◦ representing an element-wise product
2.2.4.2 Gated Recurrent Unit
Gated Recurrent Unit (GRU) is very similar to an LSTM with a forget gate, however it
has less variables than an LSTM due to a lack of an output gate. These types of units are
usually simpler to implement and they can even have better performance in certain tasks
[7].
Similar to LSTM’s, GRU’s have several variables associated with them:
• xt: input vector;
• ht: output vector;
• zt: update gate vector;
• rt: reset gate vector;
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They also have three additional variables to represent weights and biases: W , U and
b.
Again, similar to LSTM’s, there are multiple possible implementations of GRU’s. One
of them (fully gated units) has the following formulas:
• zt = σg(Wzxt +Uzht−1 + bz);
• rt = σg(Wrxt +Urht−1 + br );
• ht = zt ◦ ht−1 + (1− zt) ◦φh(Whxt +Uh(rt ◦ ht−1) + bh).
With σ representing a sigmoid function and φ representing a hyperbolic tangent.
2.2.4.3 Common Usages
Recurrent Neural Networks usually allow the network to show temporal dynamic
behaviour, since they adapt to whatever values the network previously had. As a re-
sult, these types of networks are commonly used to process sequences of inputs, such as













There are several different methodologies for projects where data mining is required,
such as “Knowledge Discovery in Databases”, “Sample, Explore, Modify, Model and As-
sess” and “Analytics Solution Unified Method for Data Mining”. Some will be described
afterwards, including Cross-Industry Standard Process for Data Mining (CRISP-DM),
which will be described in a full section and used for this project. Many of these method-
ologies share sections, but they have essential differences which make them more or
less suitable for different environments (eg. multiple teams vs single person, local vs
international team) [2].
3.1.1 Knowledge Discovery in Databases
Knowledge Discovery in Databases (KDD) is the nontrivial process of identifying
valid, novel, potentially useful and ultimately understandable patterns in data [12]. The
KDD process is divided into 5 steps: Selection, Preprocessing, Transformation, Data
Mining and Interpretation/Evaluation.
The selection step is characterized by the selection of possibly relevant data to be anal-
ysed. Preprocessing is needed to drop irrelevant data, such as invalid or incomplete data.
Transformation is used to turn the data into easier to work with formats (eg. transforming
a category column into multiple binary columns). Data Mining is when you find pattern
in the transformed data. Finally, Interpretation/Evaluation is needed to gain insight into
the found patterns and, consequently, knowledge.
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3.1.2 Sample, Explore, Modify, Model and Assess
Developed by SAS Institute mainly to help users of the SAS Enterprise Miner software,
“Sample, Explore, Modify, Model and Assess” (SEMMA) is another large process for the
implementation of data mining applications. Similar to KDD, it is also divided into 5
steps (which themselves also have similarities to the ones in KDD) which are the ones in
its name.
Sample, similarly to the Selection step in KDD, selects a data set to apply modelling
to (large enough to contain relevant information, small enough to be used efficiently).
Explore discovers relationships between variables with the help of data visualization.
Modify is a mix between the Preprocessing and Transformation steps from KDD, where
the data is further selected and modified to prepare for the next step. Model (equivalent
to the Data Mining step in KDD) applies various modelling techniques on the prepared
data to create models that provide outcomes. Like the Interpretation/Evaluation from
KDD, Assess evaluates the modelling results and checks their reliability and usefulness.
3.2 Cross-Industry Standard Process for Data Mining
Cross-Industry Standard Process for Data Mining (CRISP-DM) is an open methodol-
ogy for data mining which describes a common approach used by experts, being one of
the most used analytics model.
CRISP-DM was first conceived in 1996 by a group of three companies (Daimler-Benz,
ISL and NCR), becoming a European Union project under the ESPRIT funding initiative
in 1997. The first version was presented in March 1999, later being published as a step-
by-step guide that year.
In 2006, a special interest group was formed to update the model to version 2.0.
However, this group has been silent, with the website not being active any more [11].
3.2.1 Business Understanding
The business understanding step allows a person to understand what is needed by
the client, which enables realistic objectives and plans to be made. It also requires people
to take a look at the current situation and evaluate it objectively, while determining what
could be the future if the project succeeds. This was discussed in chapter 1 of this part.
3.2.2 Data Understanding
This step requires data collection, examination and loading. After collecting poten-
tially relevant information, the data is studied and explored to check its quality.
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Figure 3.1: Circular relationship between sections of the CRISP-DM methodology
3.2.3 Data Preparation
Data preparation consists of selecting, cleaning and transforming the collected data
from the previous step in order to be able to use it in the next step.
3.2.4 Modelling
For the modelling step, a selection of models are first chosen and then generated and
built before finally being compared, with a final one being picked.
3.2.5 Evaluation
In this step, the model is evaluated according to business needs instead of more
theoretical techniques. Next steps are also discussed, pros and cons included.
3.2.6 Deployment
In the final step, the model is deployed and a monitoring and maintenance plan is
implemented. The results are also reported and presented to the client. This final step











Data Understanding and Preparation
4.1 Environment Preparation
In order to develop this project, a machine learning environment was set up on the
cloud server, with Python 3 being installed and used as a basis.
Several libraries were then installed in order to help parsing and preparing the data:
pandas (used to read and join the input datasets), scipy (used to correlate dataset columns)
and matplotlib (used to visualize correlations).
In order to create the machine learning models, other libraries were installed: numpy
(used for dataset handling), sklearn (used for scaling input data) and keras (used for ML
model creation and testing). Pandas was also used in order to import the dataset from a
CSV file. Some keras layers used CuDNN in order to speed up training, which has some
requirements: a CUDA-compatibly GPU, a CUDA driver and toolkit and the CuDNN
library. Finally, in order to create the evaluation graphs, LibreOffice was used.
4.2 Data Understanding
The given data is a mix of multiple datasets from different origins (meteorological
mast and wind turbine sensors). Some important data points are missing during failures,
probably due to sensor shutdown caused by some internal failure.
The meteorological mast dataset consists of minimum, maximum and average values
of multiple factors, such as wind speed, wind direction, temperature, pressure, humidity
and precipitation. This data has redundancy and correlations within itself, which ideally
needs to be removed. It was later on decided to be completely dropped, as explained in
subsection 4.3.2.
The Signals dataset consists of SCADA (Supervisory Control And Data Acquisition)
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data from the wind turbines’ components and sensors. Some of the components are
the generator and the gearbox and some of the sensors are related to wind speed and
energy production. Similar to the meteorological mast, this data also has redundancy and
correlations, which needs to be dealt with properly (again, explained in subsection 4.3.3).
The Logs dataset is made of multiple remarks about the turbines, like current power
production and test values. This dataset went unused because no useful information
was able to be retrieved from them and what information was retrievable was obtainable
through the other datasets.
The Location dataset seemed to be interesting, containing the locations of each tur-
bine, but was ultimately deemed useless because the locations were all relative to the
meteorological mast, which made knowledge from other sources (such as turbine height
and general weather conditions) impossible to retrieve.
The last dataset is the failures one, where each failure associated with each turbine is
recorded to the second. This dataset is the one which contains the data that is trying to
be predicted. The listed failures in the data are the following:
• Generator
– Temperature sensor fail
– Refrigeration system replacement
– General replacement or damage
• Hydraulic Group
– Error in pitch regulation




– Damage and replacement
• Transformer
– High temperatures








The data requires some preparation to simplify the process of training the models.
4.3.1 Failure Treatment
Since there was a difference between the timings for the signal/mast (10 minute
intervals) and the failure datasets (exact timing), the failure dataset was corrected to the
next 10 minute interval (eg. 00:03:50 was considered to be 00:10:00).
Four failures also did not have other data associated with them, which was fixed by
moving the failures to the previous 10 minute interval for 3 of them and moving the final
failure to the earliest date possible before failure (10/07).
In order to compensate for the somewhat reduced number of faults in the data and
address the potential of overfitting to “no fault” cases, the faults were extended over a
2 month period. By assigning a score of 1 to the most recent timestamp which occurred
immediately 2 days before the fault, a score of 0 to any timestamp which occurs more
than months after the fault and a scaled score between 0 and 1 to any timestamp between
those 2 moments (following a 1− (t0−(60∗60∗24∗2))−tf60∗60∗24 scaling rule, where t0 is the moment
the fault occurred in seconds and tf is the current timestamp in seconds). This allows the
fault to seem more dangerous the closer it is to the actual moment where it occurs, which
should allow the model to learn this behaviour.
4.3.2 Missing Data
Meteorology data was missing for a large time interval, so it was decided it should
be dropped in order for the algorithms to train correctly. Some other variables also had
incomplete data, which ended up being dropped.
4.3.3 Data Union
The data was initially provided as 3 different files. To join all the data into a single
file, it was combined using pandas’ dataframes using the time-frame column between
the signal and the mast datasets and, afterwards, another join between that combined
dataset and the failures using both the time-frame and the turbine columns. Finally, the
resulting dataset was studied for correlations using the Pearson correlation coefficient to
avoid correlating features (these features can be joined into a single feature). Given a pair
of random variables (X, Y), the formula for the Pearson correlation is
E[(X −µX)(Y −µY )]
σXσY
,
where σX is the standard deviation of X, σY is the standard deviation of Y, µX is the mean
of X, µY is the mean of Y and E is the expectation. The dataset features were all correlated
between themselves and any variables that had a large amount of Pearson correlation
(98%+) were dropped from the final dataset. This was done in order to reduce the total
amount of features to make training easier.
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4.3.4 Data Usage
After all the previous steps, all features were used by all created models. This was
chosen because all data can contain potentially relevant information, therefore it could
not go unused. The chosen feature set is similar to other papers ([31] used over 25000
5-minute SCADA data), however the prediction target is a bit more ambitious with up to











Three different machine learning models (Support-Vector Machine, Random Forest
and Neural Networks) were used, which will be described below. These models were
chosen for both their ease of use and their usage in previous papers, such as [31]. They
will be trying to predict if given timestamps have faults (“fault” value from 0 to 1) and, if
so, what part failed (highest value).
5.1 Previous Work Models
The closest relevant paper related to this problem is [31], which tries to use a multi-
level approach to more accurately find faults based on SCADA data given in 5 minute
intervals within 60 minute time intervals for 4 turbines. Each level tested multiple possi-
ble models, such as Neural Networks and SVM. The first level tests for the existence of
a fault by using a Neural Network Ensemble (30 NNs were built, with the 5 best having
been selected) with a 74.56% accuracy. The second level tests for a prediction of the
category of the fault by use of a Classification and Regression Tree (CART), with 96.08%
accuracy for normal data and a range from 52.94% to 95.20% for the 4 different categories
of faults. The third and final level tests for one specific fault (“malfunction of diverter”
with status code 296) by using a Boosting Tree Algorithm (BTA), with 69.81% accuracy.
Since this problem is trying to predict issues a lot more in advance compared to
the previous (two months instead of one hour), the final tested models were heavily
simplified in order to incur a smaller memory footprint and faster training. Another
critical difference was the fault prediction itself; this problem would require only a level
2 prediction at most (with category being replaced with turbine part), which might be
another way of simplifying the model. Finally, the fault data itself is quite different, with
the other paper having a much larger amount of faults to train on (7148 versus the given
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23 faults). Due to these differences, the paper’s model was not more seriously considered.
5.2 Support-Vector Machine
To create a SVM model, the SVC class from the sklearn library (sklearn.svm.SVC) was
used. It’s mostly using the default class settings, with the exception of the kernel setting
(changed from the default ’rbf’ to the ’linear’ one) and the regularization parameter. This
last parameter was attempted to be tested with powers of 2, with exponents between -20
and 20 (all powers of 2 from 220 to 2−20).
The chosen training data for this model was taken from 4 out of 5 turbines, with the
remaining turbine left for testing. This turbine was selected due to the larger amount
and variety of detected faults. Some columns were dropped as well, because they offered
a 98%+ direct or inverse correlation to other columns (discovered by using the Pearson
correlation for each pair of columns available), making them irrelevant.
This model was unable to be properly tested due to the large amount of training time,
having taken 3+ days of training without providing results. This model would have been
unlikely to provide good results anyways, due to its lack of temporal dynamic behaviour.
5.3 Random Forest
To use Random Forests, two different models were created: a Regressor model and a
Classifier model. This allowed for more thorough testing, as our ideal output data has a
continuous domain, but it can also easily represent classes by taking the max value out
of each output set and set that as the output class.
The regressor model uses the RandomForestRegressor class from the sklearn library
(sklearn.ensemble.RandomForestRegressor). It mostly uses the default settings, with
some exceptions: n_estimators (Number of estimators) was set to 1000 instead of 100 due
to the large amount of features and n_jobs (Number of jobs) was set to -1 instead of None
to enable multi-threaded behaviour and speed up the code (this decision was made after
testing its behaviour with and without this change).
The classifier model uses the RandomForestClassifier class from the sklearn library
(sklearn.ensemble.RandomForestClassifier). It mostly uses the default settings, with some
exceptions: n_estimators (Number of estimators) was set to 1000 instead of 100 due to
the large amount of features and n_jobs (Number of jobs) was set to -1 instead of None
to enable multicore work and speed up the code, just like the Regressor model. An
additional parameter was tested with different values: class_weight. This parameter was
tested with both the default value (None) and ’balanced’ to check which model would
provide better results.
For both of these models, the training and test data were taken from the same sets of




After the previous models, neural networks were studied in more depth due to their
adaptability to multiple different requirements. Multiple different models were tested,
based on several different layers: BatchNormalization, Dropout, CuDNNLSTM, CuD-
NNGRU and Dense.
5.4.1 Layers
A neural network normally consists of multiple different layers which have different
goals, which can be built to have different architectures to serve distinct purposes. In this
section, the layers used in this project will be briefly described, even though there are
many others.
5.4.1.1 BatchNormalization
This layer normalizes the activations of the previous layer in a batch by batch manner
by maintaining the mean activation close to 0 and the standard deviation close to 1 in
order to try and resemble a normal distribution. This behaviour allows for a more stable
distribution of inputs, thus possibly accelerating the training.
5.4.1.2 Dropout
This layer randomly sets a given rate of inputs at 0 in each update to help prevent
overfitting [42].
5.4.1.3 CuDNNLSTM
This layer represents a LSTM layer as described in a previous chapter, but imple-
mented by using the CuDNN library to speed up by using GPU power. This layer was
chosen due to their good performance with predictions related to time series.
5.4.1.4 CuDNNGRU
This layer represents a GRU layer as described in a previous chapter, but implemented
by using the CuDNN library to speed up by using GPU power. Similar to the previous,
this layer was also chosen due to its performance with time series, with the added benefit
of more ease of use.
5.4.1.5 Dense
This layer represents a normal densely-connected layer as described in a previous





Multiple models (ranging from simple to more complex) have been created in order
to try and build a good neural network.
5.4.2.1 LSTM 0
This model relies on two layers:
• CuDNNLSTM;
• Dropout.
The first layer outputs one activation per output value and accepts a shape of size (6
* 24 * 7 + 1, feature_count). This size was chosen to represent a week of previous value
reports (one report per 10 minutes, 6 per hour, 24 hours per day, 7 days in a week). The
second layer drops values with a 10% rate.
This was an early iteration of possible models. It was very simple, but possibly com-
plex enough to encode the required information to predict accurately.
5.4.2.2 GRU 0
This model is extremely similar to the previous on, relying on two very similar layers
to the previous model:
• CuDNNGRU;
• Dropout.
Just like the previous model, the first layer outputs one activation per output value
and accepts a shape of size (6 * 24 * 7 + 1, feature_count). This size was chosen to
represent a week of previous value reports (one report per 10 minutes, 6 per hour, 24
hours per day, 7 days in a week). The second layer drops values with a 10% rate.
This was a second early iteration of possible models. It was very simple, but possibly
complex enough to encode the required information to predict accurately.
5.4.2.3 LSTM Dense 1







The first layer normalizes the given data into a normal curve. The second layer drops
values with a 10% rate. The third layer outputs 256 values from a shape of size (6 * 24 * 7
+ 1, feature_count). The final layer just connects a dense network to the final outputs.
This was a more complex model intended to encode behaviour over time into a smaller
input set from the first layers and then training a dense layer to predict values more
accurately.
5.4.2.4 LSTM Dense 2






The first layer normalizes the given data into a normal curve. The second layer drops
values with a 20% rate. The third layer outputs 256 values from a shape of size (6 * 24 *
7 + 1, feature_count). The fourth layer drops values with a 50% rate. The final layer just
connects a dense network to the final outputs.
This model builds upon the previous one by adding a dropout layer and adjusting the
rates based on the initial dropout paper [42].
5.4.2.5 LSTM Dense 3






The first layer normalizes the given data into a normal curve. The second layer drops
values with a 20% rate. The third layer outputs 256 values from a shape of size (6 * 24 *
7 + 1, feature_count). The fourth layer drops values with a 50% rate. The final layer just
connects a dense network to the final outputs.
This model builds upon the previous one by changing the batch size used by the
training sequence (from a fixed size of 100 to a larger size dependent on the length of the
original feature array (length 200)).
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5.4.2.6 LSTM Dense 4






The first layer normalizes the given data into a normal curve. The second layer drops
values with a 20% rate. The third layer outputs 256 values from a shape of size (6 * 24 *
30 + 1, feature_count). The fourth layer drops values with a 50% rate. The final layer just
connects a dense network to the final outputs.
This model builds upon the previous one by checking for a time window with 30 days
instead of 7.
5.4.2.7 GRU Dense






The first layer normalizes the given data into a normal curve. The second layer drops
values with a 20% rate. The third layer outputs 256 values from a shape of size (6 * 24 *
7 + 1, feature_count). The fourth layer drops values with a 50% rate. The final layer just
connects a dense network to the final outputs.
This model mirrors the LSTM Dense 3 model, with the exception of changing the
LSTM layer to a GRU one.
5.4.2.8 LSTM 1






The first layer normalizes the given data into a normal curve. The second layer drops
values with a 20% rate. The third layer outputs 256 values from a shape of size (6 * 24 * 7
+ 1, feature_count).
This model is based on what was learned from previous models, albeit being built
with a similar goal to the first one.
5.4.2.9 GRU 1




The first layer normalizes the given data into a normal curve. The second layer drops
values with a 20% rate. The third layer outputs 256 values from a shape of size (6 * 24 * 7
+ 1, feature_count).
This model is equal to the previous one, but using a GRU layer instead of an LSTM
one.
5.4.3 Training and Testing data distribution
The chosen training data for the neural networks was all of it. This was chosen due
to the poor dataset in order for the models to learn as much as possible (this makes it
possible for overfitting to become an issue, which was considered both while creating the













Both of these models were very fast to train and test, due to their relative simplicity.
However, even though the different tested models had very distinct results from each
other, all models performed quite bad for the ideal results in the given problem.
The regressor model, after training and testing with the given data, returned a score
of 0.0. This score is defined by the RandomForestRegressor class as the coefficient of
determination R2 of the prediction of the test data. This shows that this solution is very
bad for the given problem, since a score closer to 1.0 would be the ideal result.
The classifier model was tested two times, with a changed setting between each time:
class_weight=’balanced’ and class_weight=None (which is the default setting). The bal-
anced setting, after 3 runs, returned an average score of 0.5344 and the None setting,
after 3 runs, returned an average score of 0.5016 (like the previous model, the score is R2).
These scores show these models are very superior to the regressor one, with the balanced
class weights version being slightly superior to the other.
Both models had relatively poor scores compared to the ideal, with the classifier being
the better version.
In order to accurately predict results stemming from several time series, we need
to evaluate changes in result behaviour in relation to the series which is theoretically
impossible for random forests, since they do not have methods of using previous input
to change current input. This lack of self-altering methods would therefore likely cause
poor scores for these kinds of models.
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6.2 Neural Network
Performance for Neural Networks was measured in accuracy as provided by Keras,
where accuracy is calculated as a mean of a float mapping (0 if false, 1 if true) for all
boolean comparisons between the expected value and the predicted value. This method
was chosen over others such as coefficient of determination for two reasons: Keras has
accuracy integrated into its methods and, after some tests, the coefficient didn’t appear
to give much insight on how good the model was, with R2 values in the negative millions
range.
Most models had poor performance, with reported accuracy from all models ranging
from 10% to 44% in general, with a very large prevalence of accuracy in the 25% to 40%
range and a large peak in the 28% - 30% group.
6.2.1 LSTM 0
This model was not tested for many epochs (25) because it started stabilizing quite
soon and didn’t look like it would improve much. Accuracy started at 20.2%, which rose
to a maximum value of 29.1% where it stayed within a 27.5% - 29.1% range until the final
tested epoch.
6.2.2 GRU 0
Similar to the previous model, this model was not tested for many epochs (27) because
it started stabilizing quite soon and didn’t look like it would improve much. Accuracy
started at 24.8%, which rose to a maximum value of 28.3% where it stayed within a 27.3%
- 28.5% range until the final tested epoch.
6.2.3 LSTM Dense 1
This model was tested for a much longer period (136 epochs) to check if any pattern is
learned long-term. As we can see in figure 6.1, the training appears to have occurred over
multiple epoch intervals: 1 to 31, 33 to 69 (with a small drop in 52), 74 to 101 and 105
to 136 (the missing intervals represent drops in accuracy). These intervals might have
appeared due to a misstep in the gradient, which caused the results to drop suddenly.
All epochs were saved and later tested against the test data, which resulted in the data
found in figure 6.2. We can see accuracy close to 30% up to about epoch 69 (ending of
second training interval found), after which accuracy drops to about 15% - 20% which
would suggest overfitting.
6.2.4 LSTM Dense 2
Based on the previous model’s results, this model was also tested for a long period
of time to check for behaviour that’s learned over time. As can be seen in figure 6.3, the
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Figure 6.1: Accuracy and moving average for LSTM Dense 1 model training data
Figure 6.2: Accuracy and moving average for LSTM Dense 1 model testing data
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Figure 6.3: Accuracy and moving average for LSTM Dense 2 model training data
training can be divided into two distinct phases: epochs 1 to 88 and 89 to 143. The first
interval shows a very distinct upwards slope progressing up to almost 40% accuracy with
some drops which were quickly recovered from at epochs 66 and 75.
The second interval shows a somewhat more complex behaviour with rises and falls,
encompassing the highest accuracy results with 42.2% being the highest. These results
might have come from small missteps in the gradient, which appear to have been resolved
quickly. However, this resolution is debatable due to the low amount of results around
the end (epoch 132 onward).
Similar to the previous model, this model was tested against the test data with very
mixed results, as can be seen in figure 6.4. During the first phase (epochs 1 to 88) accuracy
was very varied, ranging from 0% to 54.5% within the first 30 epochs, with the average
accuracy value then falling to a quite stable 15 - 20% range, with a small hike towards
the end. This suggests the model was still learning the general behaviour within the first
30 epochs and that it settled after this, with very low improvement afterwards.
The second phase showed a somewhat contradictory result, with the total accuracy
graph mirroring the testing accuracy graph (one rises where the other falls and vice-
versa). This might suggest some inaccuracy learned later during training (and possibly
overfitting from epoch 125 onward).
6.2.5 LSTM Dense 3
Based on the previous model’s results, a small change was made to the training
method and the model was retrained. Based on the results found in figure 6.5, like
the previous model, this version presented two distinct phases, however the phases have
very different behaviour. After some epochs of startup training where the slope can be
considered irrelevant, the first phase presented a gradual slope upwards until epoch 63
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Figure 6.4: Accuracy and moving average for LSTM Dense 2 model testing data
Figure 6.5: Accuracy and moving average for LSTM Dense 3 model training data
where it presents a maximum accuracy of 31.3%.
After the first phase, a very stable accuracy is achieved between 26% and 31%, with
a pit in epoch 95 of 23.6%, a peak of 31.4% in epoch 73 and an average accuracy in the
28% - 29% range.
The testing accuracy showed interesting results as seen in figure 6.6, with the first
phase showing a gradual improvement starting with an average accuracy of 5% and
improving up to about 30% near the final stages of the phase, with values ranging from
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Figure 6.6: Accuracy and moving average for LSTM Dense 3 model testing data
0% (which were mostly found in the beginning of the phase) all the way up to 45% in
later stages in training.
During the more stable final phase, the average training accuracy dropped, possibly
due to some overfitting. However, the overfitting possibility is a bit unlikely due to
the later results improving quite a bit (even though those results might be statistical
variance).
6.2.6 LSTM Dense 4
This model presents a very interesting pattern, showing several distinct arch-like
phases in figure 6.7, which have increasingly smaller periods (1-53 for the first one (53
epochs), 54-104 for the second (51 epochs), 105-131 for the third (26 epochs), 132-150 for
the fourth (19 epochs), 151-168 for the fifth (18 epochs) and a different last phase from
169-200).
Each of the first 5 phases have a very distinct curve, with an upwards period followed
by a small fall (or even unstable) period which then degenerates to a very small accuracy
value, marking the start of the next phase. These curves indicate training towards the
goal, which is then overshot and essentially ruined by the end of each phase. The last
phase is somewhat distinct, showing an average lower accuracy and more unstable results,
possibly due to a low amount of epochs in a not as easily recognisable pattern.
Over time, the maximum and minimum kept improving starting from a 16% - 31.3%
range to a 22.7% - 44.2% range, with the final unstable phase having a 23.4% - 40.0%
range.
As can be seen in figure 6.8, testing accuracy is extremely varied (almost even random),
ranging from 0% to 57% without showing any evident correlation between training and
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Figure 6.7: Accuracy and moving average for LSTM Dense 4 model training data
Figure 6.8: Accuracy and moving average for LSTM Dense 4 model testing data
testing accuracies, with the average accuracy mostly staying in the 10% - 30% range.
6.2.7 GRU Dense
The accuracy data for this model (which can be found in figure 6.9) is very stable,
always hovering between 10% and 25% (minimum 10.7% and maximum 23.8%) with the
average staying around 15%. We can observe (after early training epochs) an early small
decline in accuracy (from averages in the 17% range down to averages in the 14% range)
with a later rise in performance (from averages in the 14% range up to averages in the
18% range).
75
CHAPTER 6. EVALUATION AND DEPLOYMENT
Figure 6.9: Accuracy and moving average for GRU Dense model training data
Figure 6.10: Accuracy and moving average for GRU Dense model testing data
The testing accuracy graph (shown in figure 6.10) immediately clarifies that the pre-
vious results were misleading, with a majority of accuracy values being close to 0%. This
would suggest this model might not be suited for the task. However, based on the later
rise in performance from the previous graph and the smaller rise in this graph it is possi-
ble that the model just wasn’t trained enough since the accuracy appears to be rising in
very late epochs.
6.2.8 LSTM 1
The training accuracy graph (figure 6.11) has a very unusual curve compared to other
models: we can see a mostly upwards curve, albeit with an extremely small slope. This
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Figure 6.11: Accuracy and moving average for LSTM 1 model training data
shape shows the model was still in growth by the last epoch.
We can see a range of accuracy of 16.8% to 31.5% in 300 epochs, with a fairly straight
average line. A small bump is found around epoch 120, which is followed by a more
stable period, after which the accuracy growth restarts.
The training curve shows a much more interesting accuracy curve. We can see a dis-
tinct upwards pattern until epoch 70, after which a more erratic rise in average accuracy
is found until epoch 120. After epoch 120, we can see 3 distinct phases: epochs 120 to
170 (phase 1), epochs 170 to 250 (phase 2) and epochs 250+ (phase 3).
Phase 1 shows lower accuracy compared to the previous values, with an average
around 30% compared to an average of about 35%. Phase 2 returns to previous average
values (around 35%) and phase 3 drops back to 30%. This might suggest some overfitting
starting in epoch 120 due to the quick stabilization of training accuracy compared to the
growth in test accuracy.
6.3 Overall conclusions
As can be seen from the previous results, no model was a good fit for the problem at
hand. These results can be caused by multiple reasons from different phases, anything
from misfit inputs to poor output interpretation. In this task, the results have probably
been caused by a subset of the following reasons:
• Misfit inputs - Inputs were lacking in some data which might have been relevant,
such as phase energy current and voltage as well as other energy output related
values (which were used in [46] to predict faults such as a bearing failure and in
[41] in order to predict faults in induction motors, which are extremely similar to
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Figure 6.12: Accuracy and moving average for LSTM 1 model testing data
generators) or vibration data (which was part of [31] in order to try and predict
similar issues);
• Input aggregation - All turbines were grouped together, which might not have been
a good idea, since each turbine might have needed different models to predict better
results;
• Poor model creation - [31] also used a different general model, where faults were
predicted using three different phases: general fault prediction, category of fault
and status of fault. A similar model could have been used to try and start predicting
faults over all before predicting which part would have the fault;
• Imbalanced data - The datasets were sparsely populated with faults (23 in 434494
timestamps), which makes accurate prediction much harder. As described in sub-
section 4.3.1, the fault was extended over 2 months by scaling the fault over time
and penalized models were used to mitigate for this issue, but it is possible/likely
that the resulting datasets were still too imbalanced.
• Bad network modelling - The used networks and models just might not have been
good enough to correctly predict faults.
Although the results for this project under-performed, the main goal of the project
(testing the cloud server with a larger proof of concept) was successful, since the project
was able to be developed. In a real-world BI project, the client would have provided richer




Other possible solutions would have used different types of data preparation in order
to make it easier for networks to find a causal relation.
Another alternative route would be different machine learning models, which could
have been used to find more accurate solutions. These different models can also be more
complex, since the training can be offloaded to GPU farms, which would speed up training
and allow for more agile model development.
As future work, further research into finding more accurate machine learning models
(greater comparison between units, overall model architecture and even performance
investment if needed) is needed, including testing the previously discussed paper [31]












In conclusion, the main goals for this thesis were completed:
• The on-premise server was successfully migrated to a cloud-based infrastructure
such that all original functionality was maintained with better performance and
availability;
• This server was further validated with the creation of two small proofs of concept,
which were deployed and presented to clients;
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