We prove a large deviations principle for the largest eigenvalue of a class of biorthogonal and multiple orthogonal polynomial ensembles that includes a matrix model of Lueck, Sommers and Zirnbauer for disordered bosons and Angelesco ensembles. Moreover we consider matrix ensembles in mesoscopic physics.
Introduction
Muttalib introduced in [18] a new model of random matrices with two-body interactions. This approach was motivated by physics, where the usage of a standard random matrix ansatz for modelling the behaviour of disordered conductors leads to a small deviation from observed results. Although it was known using methods of perturbation theory that a small correction would be necessary for exact results (see [15] ), it was not known how this model could be solved mathematically. Muttalib started at this point and contributed a solvable random matrix model that considered a small correction of the classical one-body model needed for e.g. metallic conductors. Muttalib's model has the probability density function q n (x 1 , . . . , x n ) = c n 1≤i<j≤n
where θ is a fixed positive number, the x j , 1 ≤ j ≤ n, are the eigenvalues of a n × n matrix X, V is a weight function specifying the concrete model. The fraction c n normalises the density and Σ is the domain of the eigenvalues. Since density (1.1) can be rewritten with the help of biorthogonal polynomials, Borodin [4] introduced the term biorthogonal ensembles for 1 ensembles with density (1.1). Since one has a repulsion between the different eigenvalues x i and a repulsion between the x θ i 's, the point process described in (1.1) is sometimes called a point process with two-particle interactions. Moreover these point processes are determinantal point processes (see [1, Definition 4.2.11] ). This paper is motivated by a special biorthogonal ensemble that arises from a random matrix model for disordered bosons that was proposed by Lueck, Sommers, and Zirnbauer in [16] . The model amounts to the product of a Wishart matrix and the fundamental matrix of the standard symplectic form, and on the level of eigenvalues, interpreted as characteristic frequencies of disordered quasi-particles, one obtains the joint densitỹ q n,α (x 1 , . . . , x n ) = 1 Z n,α,τ 1≤i<j≤n
with α ∈ N ∪ {0} and τ > 0. In [16] it was shown that the correlation functions of the frequencies in the bulk of the spectrum are in the Gaussian Unitary Ensemble universality class, yet a novel scaling behaviour is found at the low frequency end of the spectrum. Other applications of biorthogonal ensembles to physics are discussed in [19] motivated by matrix models for Chern-Simons theory. For any sequence of random numbers x 1 , . . . , x n consider L n := 1 n n i=1 δ x i , the empirical distribution or empirical measure of these values (a random probability measure on R). Define the mean empirical measureL n = EL n by the relation L n , f = E L n , f for all continuous and bounded functions f : R → R. Now in (1.2) we consider τ = n and α ∈ N ∪ {0} be fixed. This is the case when the Gaussian random variables in the random matrix model in [16] are chosen to be random variables with zero mean and variance 1/n . One result in [16] is that with τ = n the sequence (L n ) n converges weakly to a probability measure on R with Lebesgue density Recently, in [5] it was shown that the biorthogonal polynomials associated to models (1.1) satisfy a recurrence relation and a Christoffel-Darboux formula if θ ∈ Q. Moreover the authors express the equilibrium measure associated to this model. Actually, we will study large deviations principles for largest eigenvalues in a broader framework that encompasses not only ensembles like (1.1), but also takes care of weight functions w n , depending on n, and determinantal parts like i<j |x i − x j | β (x θ i − x θ j ) for any β > 0. Moreover we consider random matrix ensembles in mesoscopic physics subsuming matrix versions of all classical symmetric spaces. We will also obtain large deviations results for multiple orthogonal polynomial ensembles (see [13] ).
In [2] , Ben Arous, Dembo and Guionnet proved a large deviations result for the GOE ensemble where the joint probability density of the eigenvalues is given by q n (x 1 , . . . , x n ) = c n 1≤i<j≤n
x 2 i .
(1.4)
Here the sequence of largest eigenvalues (x * n ) n fulfils a LDP in R with speed n and good rate function
Recall that a family of probability measures (µ ε ) ε>0 on a topological space X is said to obey a large deviations principle (LDP) with speed ε −1 and good rate function I : X → [0, ∞] if I is lower semi-continuous and has compact level sets N L := {x ∈ X : I(x) ≤ L}, for every L ∈ [0, ∞), and lim inf
for every open G ⊆ X and lim sup
for every closed A ⊆ X. The result in [2] has been generalized in [1] to joint densities of the form Recently, in [10] the author proves a large deviations principle for the largeste eigenvalue of Wigner matrices without Gaussian tails, namely such that the distrution tails P (|X 1,1 | > t) and P (|X 1,2 | > t) behave like e −bt α and e −at α respectively for some a, b ∈ (0, ∞) and α ∈ (0, 2). The large deviations principle is of speed n α/2 and with an explicit good rate function depending only on the tail distributions of the X i,j .
The paper is organised as follows. Section 2 is devoted to the formulation of a large deviations principle for the largest eigenvalue x * n of generalised biorthogonal matrix ensembles. The examples presented in Section 3 include the random matrix model of disordered bosons in [16] , biorthogonal Laguerre ensembles considered in [4] as well as Wigner-Dyson ensembles, Bogoliubov-de Gennes ensembles and Chiral ensembles. In Section 4 we formulate large deviations principles for a special multiple orthogonal ensemble, the Angelesco ensemble, see [13] . In Sections 5 we present the proofs of our large deviations principles.
Large deviations for λ * n of biorthogonal ensembles
In this section, we will derive a LDP for the bosonic ensemble, where the density of the joint distribution of the eigenvalues is of form (1.2). Obviously, (1.2) is a special case of the density
with θ ∈ N, partition function Z n and continuous weight functions w n : R → R + 0 . For θ even, Σ is a closed subset of [0, ∞) while for θ odd, Σ is a closed subset of R. The sequence (p(n)) n must satisfy
Note that for p(n) = n and weight functions w independent of n, (2.1) subsumes the density for the eigenvalue distribution for biorthogonal ensembles as introduced in [4] . For θ = 1, the density (2.1) is the same as the density considered in [9] (see formula (4.1) in [9] with γ = 1 and β = 2). For θ = 1, p(n) = n and w(x) = e
x 2 we also recover the classical GUE.
Throughout the whole section, we write N (f ) for the set of zeros of a function f : R → R and we assume that the sequence of weight functions (w n ) n satisfies the following:
-As n → ∞, w n converges to w, and log w n to log w uniformly on compact sets. (a1.2) -log w is Lipschitz on compact sets away from N (w). (a1.3) (a2) If Σ is unbounded, then there exists n 0 ∈ N such that
for some fixed ǫ > 0.
Moreover we assume that the partition functions satisfy
where ξ is a constant.
Remark 2.1. We know from [8, Theorem 2.1] , that the empirical measure L n = 1 n n j=1 δ λ j of the eigenvalues of a biorthogonal random matrix satisfying (a1) and (a2) obeys a large deviations principle with speed n 2 and a good rate function. In some examples the function w n will be of the form w n (x) = x α n ϕ n (x) with a fixed α ≥ 0 and some ϕ n (x). But with the first factor x α n , log w n does not convergence uniformly to some log w on compact sets. This problem, which arises in Examples 2.3 and 2.5 in [8] , can be fixed easily. We rewrite (2.1) as
Then we obtain that the empirical measure L n = 1 n n j=1 δ λ j of the eigenvalues of this biorthogonal random matrix, where ϕ n and a limiting function ϕ satisfy (a1) and (a2), obeys a large deviations principle with speed n 2 and a good rate function. The proof is step by step the proof of [8, Theorem 2.1].
Remark 2.2. In the proof of our main theorem, one basic step is to integrate out the density of all eigenvalues with respect to one and to rewrite some of the remaining parts to a density that belongs to an eigenvalue distribution that misses the integrated eigenvalue. Since we do not necessarily have that p(n) = n, we should clarify what we mean by having "one eigenvalue less": We want to analyse q n (λ 1 , . . . , λ p(n) ), which is the joint probability distribution of the p(n) eigenvalues of an n×n matrix. We do so by inserting the probability distribution of p(n)−1 eigenvalues. This is not necessarily q n−1 , but, since (p(n)) n is a subsequence of the sequence of natural numbers (n) n , there is a p(n − k) with n > k ∈ N and p(n − k) = p(n) − 1. For practical reasons we assume that we have k = 1, i.e. that we have to go back in the sequence (n) n by just one step to have one eigenvalue less. This implies that we have p(n − 1) = p(n) − 1. Further, we denote with (with a slight abuse of notation) q n−1 (λ 1 , . . . , λ p(n)−1 ) the eigenvalue distribution of p(n) − 1 eigenvalues. We also have to take care of the normalisation constants of the two densities. Their fraction, logarithmised and divided by n, should converge to a constant (see (2.2) above). Without restriction, we omit here the first eigenvalue λ 1 . We also replace, with a slight abuse of notation (since, in Equation (2.4), w p(n) and w p(n)−1 would be more correct), w n by w n−1 . This last replacement is technically not necessary; we are at freedom to use any transformation of w n that leads to an exponentially equivalent density of the eigenvalues, as long as it holds that
We obtain
To be clear: we have some freedom of choice for the functions w n , and, to resume the discussion above, it is also possible to use w n−k in the normalisation constant above. Since the sequence of the (w n ) n converges and since we are only interested in the logarithmised and scaled fraction of Z n−1 and Z n , this does not make any difference. With the same reasoning, the exponent n − 1 of w n−1 could also be e.g. n − k, with no change in the outcome.
We will study the asymptotic behaviour of the largest eigenvalue λ * n := max
The main theorem now reads as follows:
Theorem 2.6. Let λ 1 , . . . , λ p(n) be the eigenvalues of a biorthogonal ensemble, that is, with joint eigenvalue density (2.1). Under the assumptions formulated above ((a1), (a2) and (2.2)) the sequence (λ * n ) n satisfies a large deviations principle in Σ with speed n and good rate function
where ζ := κ log w(y)dµ w (y) + ξ , ξ as defined in (2.2), µ w is the limiting measure of the empirical measure of the eigenvalues λ 1 , . . . , λ p(n) , and b w the right endpoint of its support. Note that ζ does not depend on x.
Note that Theorem 2.1 from [8] ensures that the limiting measure µ w exists.
Corollary 2.3. Consider the slightly different density
with β > 0, θ ∈ N. Under the assumptions (a1), (a2) and (2.2) the sequence (λ * n ) n satisfies a large deviations principle in Σ with speed n and good rate function
where ζ := κ log w(y)dµ w (y) + ξ , ξ as defined in (2.2), µ w is the limiting measure of the empirical measure of the eigenvalues λ 1 , . . . , λ p(n) , and b w the right endpoint of its support.
Examples

Disordered bosons
Returning to the bosonic ensemble with density (1.2), we have as weight functions w n (x) = x α n e − τ x n =: x α n ϕ n (x) with a fixed α ∈ N ∪ {0}. Remark that τ −1 is the variance of the independent and normally distributed random variables, that were used to construct the stability matrix h for that ensemble, cf. [16] . We have to take the variance τ −1 equal to n −1 to be able to obtain a limit of the empirical measures of the eigenvalues. Obviously, conditions (a1) and (a2) and (2.4) are met for ϕ n (x) and ϕ(x) = e −x , see Remark 2.1. We now need to verify (2.2). It is far from trivial to calculate Z n,α,τ for this matrix ensemble.
For τ = 1 and
−λ j , we obtain for h j defined in the Appendix, that for j ≥ 1
where the last equality was calculated in [16, Equation (5.10) ]. Thus applying (6.3), we get for the partition function that
We substitute in the former y j = τ λ j for all j = 1, . . . , n and obtain (with λ j = y j /τ and
Hence we have proved that
This gives
If we choose τ = n, we obtain for equation (3.2)
Therefore (2.2) is fulfilled. We may apply Theorem 2.6 on this model. For the rate function, we compute the integral
where ̺ ∞ is given by (1.3). With ξ = 3 − 3 log 2 and
the rate function becomes
Laguerre biorthogonal ensembles
The Laguerre ensembles are a generalisation of the biorthogonal ensemble introduced by Lück, Sommers, and Zirnbauer. Take
with parameter l ∈ N 0 and with τ = n and take (2.1) with θ ∈ N, Σ = R and p(n) = n. Applying the machinery of biorthogonal polynomials (see (6. 3) in the subsection before and the Appendix), we obtain h j = j!θ j (θj + l)! and hence
If the parameter l is constant, we get, with τ = n and the use of Stirling's formula that
This is constant and therefore Assumption 2.2 is fulfilled. The sequence of weight functions w n (λ) = λ l/n e −λ =: λ l/n ϕ(λ) converges for n → ∞ to w(λ) = ϕ(λ) and, as we have already seen, ϕ fulfils (a1) and (a2), see Remark 2.1. Therefore, we can apply Theorem 2.6 to the biorthogonal Laguerre ensembles with constant parameter l. That is, we have a large deviations principle with speed n for the largest eigenvalue. We omit the calculation of the rate function. If τ = n and l := l(n) depends on n such that
where L is a positive constant, the weight function w n converges for n → ∞ to λ L e −λ =: w(λ). Here we obtain
which is constant and therefore fulfils Assumption 2.2. The assumptions on the weight functions are fulfilled as well. Therefore, since all assumptions of Theorem 2.6 are fulfilled, we have a large deviations principle with speed n for the largest eigenvalue of the biorthogonal Laguerre ensembles. In [4] , Borodin mentioned two more prominent classes of random matrices: the biorthogonal versions of Jacobi and Hermite ensembles. The calculation for these ensembles should be similar to the case we presented, which in turn is again based on the calculations in [16] .
3.3 The tenfold way Joint densities defined in (2.7) occure is the framework of mesoscopic physics, since it subsumes matrix versions of all (ten) classical symmetric spaces, see [9] . It can be interpreted as the symmetry classification of disordered fermionic systems. An analogous classification for the case of bosons is not completely understood, see, however, the discussion in [20, Section 4] . For the three classical Wigner-Dyson ensembles we choose β > 0, θ = 1, w n (x) = w(x) = e −βx 2 /4 , p(n) = n and hence κ = 1. Obviously assumptions (a1) and (a2) are fullfilled. Applying Selberg's integral (see [17, (17.6 .7)]), one obtains
) .
With Stirling's formula we obtain
Hence assumption (2.2) is fulfilled and we obtain the LDP for the largest eigenvalue, first proved in [2] for β = 1. The case β = 2 and β = 4 are included in [1, Theorem 2.6.6], but the constant ξ was not calculated explicitly in [1] .
3.3.1. Bogoliubov-de Gennes ensembles. In this section, we prove the large deviations principle stated in Theorem 2.6 for four (of five) Bogoliubov-de Gennes (BdG) ensemble (compare with Section 4 and the classification table in Section 3 of [9] ). We choose θ = 2, p(n) = n and
, where for the four different classes C we choose α = 2, β = 2 and ψ B = 2 for the class B, α = 0, β = 2 and ψ D = 2 for the class D, α = 2, β = 2 and ψ C = 4 for the class C and α = 1, β = 1 and ψ CI = 4 for the class CI. Hence (2.4) is fulfilled. We will prove that the rate function belonging to Corollary 2.3 for these BdG ensembles is
with b w = 2ψ C σ 2 βκ > 0 being the right endpoint of the support of the limiting measure µ w of the empirical eigenvalue distribution. This limiting measure is defined as
Note that since θ is even, Σ ⊆ [0, ∞). Therefore, we need to deal only with positive eigenvalues; which leads to integrating over only positive values. We obtain I(x) = 0 if and only if x = b w . From the upper bound of the LDP and the Borel-Cantelli lemma it follows that P λ * n → b w = 1, which is a strong law of large numbers.
Lemma 3.5. For all BdG ensembles, the scaled ratio of Z n−1 and Z n can asymptotically be expressed as
Proof. First, we analyse the partition function Z n . It holds:
where we integrate over the whole space Σ n ⊆ [ 0, ∞ ] n . Now we use the following transformation of Selberg's integral (cf. [17, Equation (17.6.5)]), which is defined for positive integers n:
For our purpose of analysing the asymptotics of the partition function, we substitute in (3.6) first λ j = ay j (for some a ∈ R) and then
, which leads to
Note that the integral in (3.7) is an even function in all parameters λ j , j = 1, . . . , n, so we get a combinatorial factor 2 n if we integrate over only the positive real axis. We get
In order to get a closed formula for the partition function, we take γ =
and a = 2n ψ C σ 2 . This leads to
) and
Now we can start the analysis of the behaviour of
. We observe
which covers the non-Gamma function expressions of
. We now consider the part of Z n−1 /Z n that consists of products of Gamma functions. Most of the Gamma functions cancel out each other; it remains
We apply Stirling's formula to the Gamma expressions in (3.10) and obtain
where the equivalence is logarithmic equivalence, which means for positive numbers (a n ), (b n ) that a n ≃ b n iff lim n→∞ 1 n log a n / lim n→∞ 1 n log b n = 1. Note that the numerator of (3.10) is logarithmically equivalent to 1. This leads to Equation (3.10) being logarithmically equivalent to
Now we combine (3.9) and (3.11) and get
This leads directly to
where we use the rule of de l'Hospital.
Obviously w(x) = exp(− x 2 ψ C σ 2 ) and hence (a1) and (a2) are fulfilled and we obtain
We define the function
The integral is equal to Summarising we obtain the desired rate function (3.3).
3.3.2. The Chiral ensembles. Although the chiral ensembles and the BdG ensembles are closely related, there are still a few differences between both models. The most noticeable difference is that the empirical measure converges towards a different limiting law. While it converges to something resembling a semicircle law in the BdG case, in the chiral case the limiting measure of the empirical measure behaves Marčenko-Pastur-like. Another difference lies in the number of eigenvalues. While for three out of four of the BdG ensembles, we have n different eigenvalues, the chiral ensembles have only s(n) < n different eigenvalues (specified below). Like [9, Section 4], we give the detailed calculations just for the class BDI; the calculations for the other two classes AIII and CII are very similar. Consider p(n) = s(n) ∧ t(n) and θ = 2. Assume, without restriction and for simplicity, that s(n) ≤ t(n), n ∈ N, and take
. Denote the partition function by Z n,s(n) . As already seen for the BdG ensembles, we start with a transformation of the Selberg formula, namely equation (3.8). We use this equation (with an index shift; we start with j = 1 instead of j = 0) with parameters γ = β/2, υ = β 2 (t(n) − s(n) + 1), a = n σ 2 and n = s(n) and obtain
(n − 2s(n) + j)
To simplify calculations, from now on we set s := s(n) and t := t(n) (recall that n = t + s).
We now recall the condition stated in equation (2.4) , that is, lim n→∞ wn(x) w p(n)−1 (x) = 1. We choose s(n − 1) = s(n) − 1 = s − 1 and t(n − 1) = t(n) − 1 = t − 1 and get
. This choice of s(n − 1) and t(n − 1) assures that the exponent of x converges to 0, since lim n→∞ s(n)/n = κ ∈ (0, ∞). Consequently, equation (2.4) is fulfilled. Therefore, we compare Z n,s with Z n−2,s−1 , where the latter is
We now divide Z n−2,s−1 by Z n,s , using (3.14) and (3.15). The first expression in the fraction
. Now, we have to deal with the Gamma expressions of Z n,s and Z n−2,s−1 . We get
We now apply Stirling's formula to the Gamma expressions (as for the BdG ensembles) and obtain for (3.16)
(3.17)
Now, we build the LDP limit and obtain with equation (3.17)
where we used that lim
= w(x), the assumptions (a1) and (a2) are obviously fulfilled. Therefore, we can apply Corollary 2.3 on the largest eigenvalue of the chiral ensembles. As rate function, we get
As in the BdG case, we look at the derivative of Φ(x, µ w ). Note that, for x ≥ b w , it holds that x 2 ≥ y 2 because the right endpoint of the support of µ w , b w , equals √ b. Therefore, we can omit the absolute values in the logarithm:
+ κ(1 − κ) (see [9] ). We now take a closer look at the integral in Equation (3.19). Standard calculus (or suitable computeralgebra software -we used Mathematica) gives
where i = √ −1 is the imaginary unit. We used that it holds for the complex logarithm that log(−x) = log x + iπ for all x ∈ R + (this is due to the usual representation of the principal value of the complex logarithm and the fact that x has imaginary component 0). Now we insert equation (3.20) in equation (3.19) and apply the fundamental theorem of calculus on the function Φ(x, µ w ) for b w ≤ t ≤ x. Thus, we get
where Φ(b w , µ w ) is constant. Therefore, we get as a rate function for the BDI ensemble
where c < ∞ is a constant. Again it follows P (λ * n → b w ) = 1.
Large deviations for multiple orthogonal ensembles
Multiple orthogonal polynomials are a generalisation of orthogonal polynomials in which the orthogonality is distributed among a number of orthogonality weights. They appear in random matrix theory in the form of special determinantal point processes that are called multiple orthogonal polynomial (MOP) ensembles. In [13, 14] the appearance of MOP in a variety of random matrix models and models related with particles following non-intersecting paths have been considered. To a finite number of weight functions w 1 , . . . , w p on R and a multi-index n = (n 1 , . . . , n p ) ∈ N p we associate a monic polynomial P n of degree n := | n| := n 1 + · · · + n p such that
If P n uniquely exists then it is called the multiple orthogonal polynomial (MOP) associated with the weights w 1 , . . . , w p and multi-index n. In [13] the following result was presented. Assume
is a probability density function on R n , where the linear span of f 1 , . . . , f n is the same as the linear span of {x k w j (x)|k = 0, . . . , n j − 1, j = 1, . . . , p }. Then the MOP exists and is given by
where the expectation is taken with respect to the p.d.f (4.1), which can be interpreted as the expectation of the random polynomial n j=1 (x − x j ) with roots x 1 , . . . , x n from a determinantal point process on the real line. The p.d.f (4.1) is called a MOP ensemble. It was first observed in [3] that random matrix models with an external source lead naturally to MOP ensembles. The weights w 1 , . . . , w p are an Angelesco system if there are disjoint intervals Γ 1 , . . . , Γ p ⊂ R, such that supp(w j ) ⊂ Γ j , j = 1, . . . , p. In the Angelesco case, det[f j (x k )] j,k=1,...,n is of block form and results in
n i ) and
the Vandermonde determinant. Thus an Angelesco system gives rise to a MOP ensemble, the Angelesco ensemble, and the joint p.d.f is for X = (x 1 , . . . , x n ) and Y = (y 1 , . . . , y m ). We now consider the situation that | n| = n → ∞ and n j → ∞ for every j = 1, . . . , p in such a way that n j n → r j for j = 1, . . . , p for any i = 1, . . . , p. Denote by λ * j := max 1≤k≤n j the the j-th maximal eigenvalue for every j = 1, . . . , p. We will study the asymptotic behaviour of (λ * 1 , . . . , λ * p ). Theorem 4.1 (LDP for Angelesco ensembles). Assume that every weight function w i in (4.4) satisfies assumption (a1) and (a2) and assume that (4.3) is fulfilled. Assume moreover assumption (2.2) for Z n . Then the sequence (λ * 1 , . . . , λ * p ) n satisfies a LDP on R p with speed n and good rate function
Here µ * = (µ * 1 , . . . , µ * p ) is assumed to be a unique minimiser could in Theorem [8, Section III] Remark 4.2. We would also be able to consider Nikishin ensembles with p ≥ 2 weights, see [13] and references therein. This is because the determinantal structure of the joint density of the eigenvalues [13, (4.14) ] consists of Vandermonde-like products. Nikishin interaction arises in the asymptotic analysis of eigenvalues of banded Toeplitz matrices as well as in a two-matrix model, see [13, Section 5.4 ].
Proofs
This section is devoted to the proof of Theorem 2.6. Theorem 4.1 will not be proved since the arguments are very similar, but technically much more involved.
Exponential tightness
Lemma 5.1. We have
For the proof of Lemma 5.1, we need the following technical inequality.
Lemma 5.2. For all |x| ≥ max(b w , 1) and for all λ ∈ Σ, there exists a constant c < ∞ with
Proof. The proof is inspired by the work of [11] . First we show that there exist ε > 0, T > 0 and n 0 ∈ N such that for all |λ| ≥ T and for all n ≥ n 0 we have
Due to assumption (a2) for unbounded Σ, there exists an n 0 ∈ N such that lim λ→±∞ |λ| (θ+1)(κ+ε) sup n≥n 0 w n (λ) = 0. This implies
and, since the first summand is positive, it follows that ∃ n 1 ∈ N and ∃ T ∈ R such that for all n ≥ max(n 0 , n 1 ) and for all |λ| ≥ T :
and obtain: > 0, the term −c log(1 + λ 2 ) dominates the exponent in (5.5). Therefore, the whole exponent is bounded by 1 and we obtain (5.5) ≤ 4 · 1 ≤ 4|x| θ+1 .
Proof. (Proof of Lemma 5.1)
We take a closer look at the following density:
where we added
w n−1 (λ j ) n−1 w n−1 (λ j ) n−1 in the first step and substituted P n−1 in the second step. Now, we know that we can write the last product in (5.6) as
Therefore, we get for equation (5.6) that
where we used Lemma 5.2 for the inequality with constantc = c p(n)−1 . Now, we take a closer look at a part of the integrand of (5.8):
For large n, the fraction
is near its limiting value κ. For big |λ 1 |, we know from assumption (a2) that the first bracket of equation (5.9) is small. Therefore for large n and large |λ 1 | we have: (5.9) ≤ |λ 1 | −n(θ+1)(ε+ 
for large values of n and |λ 1 |. The last step is due to the fact that P n−1 is a probability. Now we integrate (5.9) out with respect to λ 1 and get
Now we take the LDP-limit and obtain lim sup
The first summand is zero, the second equals ξ due to assumption (2.2). The third summand has size O( log n n ) and thus converges to 0 for n → ∞, and the last summand is lim sup
for a positive constantĉ. Therefore, since ξ is a constant, we obtain the result.
Since the density of the eigenvalues behaves symmetrically for x → ∞ and x → −∞, we can analogously prove the following lemma:
I is a good rate function
Lemma 5.11. I(x) is a good rate function.
Proof. Since we assumed in (a1) that w(x) is continuous, I(x) is continuous in x on the interval (b w , ∞) and lower semicontinuous in x = b w . For any x, y ∈ R it holds log |x − y| ≤ log(|x| + 1) + log(|y| + 1). Hence for any probability measure µ log |x − y| + log |x θ − y θ |dµ(y) ≤ log(|x| + 1) + log(|y| + 1) + log(|x
With (5.12) it follows for the rate function
Again, we neglect those terms that are constant concerning x (i.e. the integral and c in (5.13)). We also omit the absolute values, since we are interested in large positive values of x. We apply inequality (5.2), which gives information about the behaviour of w(x) for x → ∞, and obtain for x > max{b w , 1} that
This converges to ∞ for x → ∞ since ε > 0 and θ ∈ N. Therefore, I(x) is strictly increasing on [b w , ∞), it has compact level sets and is thus a good rate function.
Proof of a weak LDP
In this section, we prove a weak LDP for λ * n (for a definition see [6, Section 1.2]). Since I is a good rate function, it suffices to show that for any x ≤ b w , lim sup
and for any x > b w , 
But this is easy to see with equations (5.14), (5.15) and the fact that I is increasing on [b w , ∞):
We briefly distinguish three cases: if x < y ≤ b w , then lim sup (5.14) . If x ≤ b w ≤ y, we use the fact that in this interval lies the "typical" value of λ * n , therefore lim sup
With the continuity of I, we get that we have the same limits if we apply the same calculations to open intervals (x, y) instead of closed intervals [x, y]. Therefore, we obtain a weak LDP for λ * n as soon as we have proved equations (5.14) and (5.15) , which is what we do in the rest of this section.
We first prove (5.14). We know from [8, Theorem 2.1] , that the empirical measure L n = 1 n n j=1 δ λ j of the eigenvalues of a biorthogonal random matrix obeys a large deviations principle with speed n 2 and a good rate function. Since I is a good rate function, it achieves its minimum. Now we fix x < b w . Since λ * n ≤ x < b w (this means that there is no eigenvalue of X n in the interval (x, b w ]), we find a bounded continuous function f ∈ C b (Σ) with f dL n = 0 but f dµ w > 0. Therefore, we conclude with [8, Theorem 2.1] that the probability of {λ * n ≤ x} is exponentially decaying (with speed n 2 ) and therefore it follows equation (5.14). We split up the proof of Equation (5.15) into two steps. We first show that −I(x) is an upper bound of the scaled probability on the left-hand-side of (5.15), then we prove that −I(x) is also a lower bound.
5.3.1. Proof of the upper bound. Observe that we have, for any M > x ≥ b w , the following inequality:
(5.17)
Since we proved that large values of λ * n are exponentially negligible, we choose M large enough, i.e. that the first term in the right hand side of inequality (5.17) is exponentially small, and also that the same holds for the minimal eigenvalue λ * 1 , see Lemma 5.10. Hence we only need to deal with the probability that λ * n ∈ [x, M]. Further it holds κ log |x − y| + log |x θ − y θ |dµ w (y) + log w(x) + κ log w(y)dµ w (y)
κ log |t − y| + log |t θ − y θ |dµ w (y) + log w(t) + κ log w(y)dµ w (y) .
(5.18) which we will apply later on in the proof. Since the eigenvalues λ j , 1 ≤ j ≤ p(n), are exchangeable, it holds P n (λ *
. Now we consider
, and where we replaced P n−1 as in equation (5.6). Now we define, for t ∈ [−M, M] and µ supported on [−M, M], the function Φ n (t, µ) := log |t − y| + log |t θ − y θ |dµ(y) + n p(n) − 1 log w n (t) + log w n (y) dµ(y) . (5.20)
We consider the first part of the integrand in equation (5.19) :
where L n−1 :
δ λ j is the empirical measure of the p(n) − 1 eigenvalues λ 2 , . . . , λ p(n) . In the third line, we used the identities
log w n (λ j ) = (p(n) − 1) log w n (y) dL n−1 (y). Therefore, with equations (5.20) and (5.21),
we obtain for Equation (5.19) 
This leads to (5.22) being equal to
We first discuss the integral I 2 , which (as we shall see) converges to −∞ on an LDP scale. To show this, we prove an upper bound forΦ and integrate over a larger set than that appearing in the definition of I 2 . We choose
Then we have log |λ 1 − λ j | ≤ log(2M) and log |λ
log w n (t) , and therefore we have forΦ n , as defined in (5.23),
Thus, we have an upper bound forΦ n that is independent of λ 2 , . . . , λ p(n) and that we can place before the inner integral. Further, we have for the domain of integration of the inner integral of
log w n (t)
Now it follows that
for some M, n large enough and for some positive constant c(δ). The second step is due to the fact that we exchanged the logarithm and the supremum for w n . This is allowed for n large enough because we are on a compactly supported interval where w n converges uniformly to the continuous function w. The third step uses assumption (a2), the boundedness of [ Since the order of the first factor in (5.25) is smaller than e n 2 , the estimation is complete because now I 2 vanishes on the LDP scale. Remember that the LDP for λ * n , which we want to prove, has speed n. So we only have to deal with the first integral of equation (5.24) and, of course, the factor Z n−1 /Z n , applying [6, Lemma 1.2.15]. As an aside, we also get with [6, Lemma 1.2.15] that it suffices to consider P n (λ * n ∈ [x, M]) for the calculation of lim sup n→∞ 1 n log P n (λ * n ≥ x), cf. inequality (5.17) and the fact that in the LDP scale, P n (λ * n > M) converges to −∞. Therefore we have:
The last line is due to assumption (2.2). Now we shall take a closer look at the integral I 1 . It holds for a probability measureμ
, which is independent of λ 2 , . . . , λ p(n) . Hence we obtain
n−1 is a probability measure. In the third step we build the supremum over all allowed values of λ 1 , extract the integrand (which is now independent of the integration variable) out of the integral and integrate out over 1. Now we look at I 1 on the LDP scale. It follows with inequality (5.27):
Now we step back and considerΦ n for n → ∞. On compact intervals, log w n converges uniformly to log w due to assumption (a1). Therefore, if we insert this in the definition ofΦ n , (5.23), we get lim sup n→∞Φ n (λ 1 , µ) = log |λ 1 − y| + log |λ
+ log w(y)dµ(y) + lim sup n→∞ log w n (y) w n−1 (y)
where the last summand converges to 0 for n → ∞. We define as limit of Φ n andΦ n the new function Φ(λ 1 , µ) =: log |λ 1 − y| + log |λ
and obtain, if we insert this in (5.28), lim sup
By (5.26), we have lim sup
and therefore lim sup
Note that the calculation for the scaled and logarithmised integral I 2 is also independent of δ, since the calculations there hold for all δ > 0. Since the measures µ that are inserted in Φ(x, µ) come from a probability space endowed with a topology that is compatible with weak convergence, we have
The last equality is due to (5.18). We now look at the relation between the function Φ and the rate function I from Theorem 2.6. It holds for all t ≥ b w Φ(t, µ w ) = −κ −1 (I(t) + ξ). Since we proved that I(x) is strictly increasing on [b w , ∞) and continuous on (b w , ∞), we have that: Φ(x, µ w ) is continuous for x > b w (and lower semicontinuous for x = b w ) and Φ(x, µ w ) is strictly decreasing for x ≥ b w . Therefore, the supremum in equation (5.31) is attained in the leftmost value that λ 1 can attain, namely, x. That implies, inserted in (5.30), for all x ≥ b w lim sup
This is the desired upper bound we wanted to prove.
Proof of the lower bound
In the last step of the proof of Theorem 2.6, we prove that our rate function −I is a lower bound for the scaled probability on the left-hand-side of equation ( for large M and y close to x, we look at the following probability: where in the second step we built the second integral over the smaller set {L n−1 ∈ B r (µ w , δ)} ⊂ {L n−1 ∈ M 1 (Σ ∩ [−r, r])} and integrated out the first integral. In the third step, we once more made the integrand independent of the integration variables and put it outside the integral. Now, we build the LDP limit: lim inf where we used assumption (2.2) and the fact that the second and the last summand of inequality (5.33) are zero. Observe that for the last term this follows from the large deviations result for the empirical measure that provides P n−1 (L n−1 ∈ B(µ w , δ)) → 0, therefore P n−1 (L n−1 ∈ B(µ w , δ)) → 1 and it holds log P n−1 (L n−1 ∈ B(µ w , δ)) → 0. We just look at the second summand of (5.34) and fill in the definition ofΦ n as defined in equation ( log |t − y| + log |t θ − y θ | dµ(y) + n p(n) − 1 log w n (t) + log w n (y)dµ(y) + (n − 1) log w n (y) w n−1 (y) dµ(y)
≥ κ inf 
Φ(t, µ) .
For inequality (5.35), we used again (as in the proof of the upper bound) the uniform convergence of log w n to log w on compact sets as assumed in assumption (a1) and exchanged the Limes inferior and the infimum. The last equality is just the definition of Φ, see equation ( which is the desired lower bound. We therefore proved Theorem 2.6.
Appendix
Borodin [4] starts with a set of n real random variables λ 1 , . . . , λ n with values in the interval I ⊆ R and with joint probability density function q n (λ 1 , . . . , λ n ) = 1 Z n det(η i (λ j )) i,j=1,...,n det(ξ i (λ j )) i,j=1,...,n · n j=1 w(λ j ) ,
where Z n is the normalisation constant and η and ξ are real-valued functions. We suppose that we are able to biorthogonalise the families {η i } and {ξ i } regarding the weight function w, i.e. that we have an inner product ξ, η = I ξ(λ)η(λ)w(λ) dλ. This entails that we find two other families of functions, {p i (λ)} n i=1 and {q i (λ)} n i=1 where the p i and q i are monic (i.e. the leading term has prefactor +1) polynomials in λ of degree i − 1, and that are orthogonal (not necessarily orthonormal) with respect to the weight function, i.e. we have p i ∈ Span{ξ 1 , . . . , ξ n }, q i ∈ Span{η 1 , . . . , η n } and h j δ i,j := p i , q j = I p i (λ)q j (λ)w(λ) dλ ∀i, j . 
where c is a constant.
