Abstract. We prove super-quadratic lower bounds for the growth of the filling area function of a certain class of Carnot groups. This class contains groups for which it is known that their Dehn function grows no faster than n 2 log n. We therefore obtain the existence of (finitely generated) nilpotent groups whose Dehn functions do not have exactly polynomial growth and we thus answer a well-known question about the possible growth rate of Dehn functions of nilpotent groups.
Introduction
Dehn functions have played an important role in geometric group theory. They measure the complexity of the word problem in a given finitely presented group and provide a quasiisometry invariant of the group. A class of groups for which the Dehn function has been well-studied is that of nilpotent groups. Many results on upper bounds for the growth of the Dehn function are known, while fewer techniques have been found for obtaining lower bounds. Here are some known results: if Γ is a finitely generated nilpotent group of step c then its Dehn function δ Γ (n) grows no faster than n c+1 , in short δ Γ (n) n c+1 , [12, 20, 9] . If Γ is a free nilpotent group of step c then δ Γ (n) ∼ n c+1 , [5, 21] . This includes the particular case of the first Heisenberg group, which was known before, see [8] . For the definition of δ Γ (n) and the meaning of and ∼ see Section 2. The higher Heisenberg groups have quadratic Dehn functions, [12, 1, 16] . Ol'shanskii-Sapir used the arguments in their paper [16] to prove that the Dehn function of the central product of m ≥ 2 copies of a nilpotent group of step 2 grows no faster than n 2 log n. This has also recently been proved in [27] with different methods. The following question about the possible growth rate of the Dehn function of nilpotent groups has been raised by many authors, see e.g. [21, 4, 6] , but has remained open so far.
Question 1.1. Does the Dehn function of every finitely generated nilpotent group Γ grow exactly polynomially, that is,
The primary purpose of this article is to prove super-quadratic lower bounds for the growth of the Dehn function of certain classes of nilpotent groups and to combine these with the results from [16, 27] to give a negative answer to the above question. We establish: Theorem 1.2. There exist finitely generated nilpotent groups Γ of step 2 whose Dehn function δ Γ (n) satisfies (1) n 2 ̺(n) δ Γ (n) n 2 log n for some function ̺ with ̺(n) → ∞ as n → ∞.
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We can in fact produce a whole family of groups satisfying (1) . They all arise as lattices of (central powers) of Carnot groups of step 2, and the upper bound comes as a consequence of [16, 27] . Recall that a simply connected nilpotent Lie group is called Carnot group if its Lie algebra admits a grading, the first layer of which generates the whole Lie algebra, see Section 2.3 for definitions. In Theorem 4.3 we will show that under suitable conditions on the Lie algebra of a Carnot group G of step 2 the m-th central power of G has filling area function which grows strictly faster than quadratically. Recall that the filling area function FA(r) of a simply connected Riemannian manifold X is the smallest function such that every closed curve in X of length at most r bounds a singular Lipschitz chain of area at most FA(r). As is well-known, FA(r) bounds from below the Dehn function of any finitely generated group acting properly discontinuously and cocompactly by isometries on X.
In preparation of the proof of the super-quadratic lower bounds and of Theorem 1.2, we will prove, in Section 3, the following theorem which should be of independent interest. Theorem 1.3. Let X be a simply connected Riemannian manifold with quadratic filling area function, FA(r) r 2 . Then every asymptotic cone X ω of X admits a quadratic isoperimetric inequality for integral 1-currents in X ω . In particular, there exists C > 0 such that every closed Lipschitz curve c in X ω bounds an integral 2-current in X ω of mass ("area") at most C length(c) 2 .
The above theorem holds more generally for complete metric length spaces X, see Theorem 3.1. The theory of integral currents in metric spaces was developed by AmbrosioKirchheim in [3] . We refer to Section 2 for definitions. Integral 2-currents should be thought of as generalized singular Lipschitz chains and the mass is proportional to the Hausdorff area. A consequence of Theorem 1.3 is the following: 
Preliminaries
The purpose of this section is to collect some definitions and facts which will be used in the sequel.
2.1. Dehn and filling area functions. Let Γ = < S | R > be a finitely presented group. The Dehn function δ Γ (n) of Γ with respect to the given presentation is defined by
Here, w is a word in the alphabet S and |w| denotes the word length of w. The equality
i is in the free group generated by S . Recall that a singular Lipschitz 2-chain is a formal finite sum z = m i ϕ i with m i ∈ Z and ϕ i : ∆ 2 → X Lipschitz and its area is
see [11] . It is clear that
for all r ≥ 0.
Ultralimits and asymptotic cones of metric spaces.
Recall that a non-principal ultrafilter on N is a finitely additive probability measure ω on N (together with the σ-algebra of all subsets) such that ω takes values in {0, 1} only and ω(A) = 0 whenever A ⊂ N is finite. The existence of non-principal ultrafilters on N follows from Zorn's lemma. It is not difficult to prove the following fact. If (Y, τ) is a compact topological Hausdorff space then for every sequence (y n ) n∈N ⊂ Y there exists a unique point y ∈ Y such that ω({n ∈ N : y n ∈ U}) = 1 for every U ∈ τ containing y. We will denote this point by lim ω y n . Let now (X n , d n , p n ) be pointed metric spaces, n ≥ 1, and fix a non-principal ultrafilter ω on N. A sequence (x n ), where x n ∈ X n for each n, will be called bounded if
Define an equivalence relation on bounded sequences by
Let X ω be the set of equivalence classes of bounded sequences, d ω the metric on X ω given by
. Then the pointed metric space (X ω , d ω , p ω ) is called the ultralimit of the sequence (X n , d n , p n ) with respect to ω. If (X, d) is a metric space, (p n ) ⊂ X a sequence of basepoints, and r n > 0 satisfies r n → ∞, then the ultralimit of the sequence (X, r −1 n d, p n ) with respect to ω is called the asymptotic cone of (X, (r n ), (p n )) with respect to ω. It is not difficult to show that ultralimits are always complete. Furthermore, if every (X n , d n ) is a length space, then the ultralimits are all length spaces as well.
2.3. Carnot groups and their asymptotic cones. Recall that a connected and simply connected nilpotent Lie group G of step k is called Carnot group if its Lie algebra g admits a grading
In other words, a Carnot group is a homogeneous nilpotent Lie group such that the first layer V 1 of its Lie algebra generates the entire Lie algebra. Clearly, every connected and simply connected nilpotent Lie group of step 2 is a Carnot group. Let now G be a Carnot group of step k and let
be a grading of its Lie algebra g. Note that the exponential map exp : g → G is a diffeomorphism. G comes with a family of dilation homomorphisms δ r : G → G, r ≥ 0, which, on the level of Lie algebras, take the form The following theorem, which is a special case of a more general result due to Pansu [17] , gives a link between left-invariant Riemannian metrics and Carnot-Carathéodory metrics on Carnot groups. In particular, it follows that (G, d 0 ) has a unique asymptotic cone, which moreover is isometric to (G, d c ). This will be used in the proofs of Theorem 4.3 and Theorem 5.1.
2.4.
Integral currents in metric spaces. The theory of integral currents in metric spaces was developed by Ambrosio and Kirchheim in [3] and provides a suitable notion of surfaces and area/volume in the setting of metric spaces. In the following we recall the definitions that are needed for our purposes. Let ( 
Definition 2.2. An m-dimensional metric current T on Y is a multi-linear functional on
satisfying the following properties:
(iii) There exists a finite Borel measure µ on Y such that
The space of m-dimensional metric currents on Y is denoted by M m (Y) and the minimal Borel measure µ satisfying (2) is called mass of T and written as T . We also call mass of T the number T (Y) which we denote by M(T ). The support of T is, by definition, the closed set spt T of points
This expression is well-defined since T can be extended to a functional on tuples for which the first argument lies in
It is clear that ∂T satisfies conditions (i) and (ii) in the above definition. If ∂T also satisfies (iii) then T is called a normal current. By convention, elements of M 0 (Y) are also called normal currents.
The push-forward of T ∈ M m (Y) under a Lipschitz map ϕ from Y to another complete metric space Z is given by
We will mainly be concerned with integral currents. Let H m denote Hausdorff m-measure on Y and recall that an H m -measurable set A ⊂ Y is said to be countably H m -rectifiable if there exist countably many Lipschitz maps ϕ i :
An element T ∈ M 0 (Y) is called integer rectifiable if there exist finitely many points y 1 , . . . , y n ∈ Y and θ 1 , . . . , θ n ∈ Z\{0} such that 
Quadratic isoperimetric inequalities and asymptotic cones
A complete metric space X will be said to admit a quadratic isoperimetric inequality for I 1 (X) if there exists C > 0 such that for every T ∈ I 1 (X) with ∂T = 0 there exists S ∈ I 2 (X) with
The number C will be called isoperimetric constant. The main result of this section is the following theorem which will be needed in the proof of Theorem 1.2 and which should be of independent interest. Theorem 3.1. Let X be a complete metric length space. If X admits a quadratic isoperimetric inequality for I 1 (X) with isoperimetric constant C then every asymptotic cone X ω of X admits a quadratic isoperimetric inequality for I 1 (X ω ) with isoperimetric constant 4C.
For the proof of Theorem 1.2 we will actually only need Theorem 3.1 for X a Carnot group endowed with a left-invariant Riemannian metric. In this case, the proof can be simplified, see Proposition 3.6. We believe that Theorem 3.1 should be of independent interest. As a consequence of Theorem 3.1 we obtain the following result. [25] , X has a thickening X δ which is a complete metric length space admitting a quadratic isoperimetric inequality for I 1 (X δ ). By definition, a thickening of X is a metric space which contains X isometrically and which is at finite Hausdorff distance from X. Now, since asymptotic cones of X δ and X are the same, Theorem 3.1 shows that every asymptotic cone of X has a quadratic isoperimetric inequality for integral 1-currents.
A special case of the above corollary is the following result.
Corollary 3.3. Let Γ be a finitely presented group with quadratic Dehn function. Then every asymptotic cone of Γ admits a quadratic isoperimetric inequality for integral 1-currents.
It is known that every asymptotic cone of a finitely presented group with quadratic Dehn function is simply connected, [19] . However, many groups have simply connected asymptotic cones even though their Dehn function is not quadratic; for example, the asymptotic cone of any Carnot group is simply connected. Theorem 3.1 does not yield simple connectedness but instead gives strong metric information about the asymptotic cones. We turn to the proof of Theorem 3.1 for which we need two simple lemmas. 
for all i, as well as
Then Y admits a quadratic isoperimetric inequality for I 1 (Y) with isoperimetric constant 2D. as well as
For n = 0 we simply set c 0,1 := c and S 0 := 0. Suppose we have found S 0 , . . . , S n−1 and c n−1,i for some n ≥ 1 with the properties listed above. In order to construct c n, j and S n , we proceed as follows. First, fix i := 1 and choose 0 = t 1 < t 2 < · · · < t 9 = 1 such that for all j, as well as
Set S n,1 := S and, for j = 1, . . . , 8, let c n, j be the concatenation of 
Finally, the fact that
follows from (3). This proves the existence of c n,i and S n with the properties stated above. Now, set S := ∞ n=1 S n and note that S is an integer rectifiable 2-current satisfying
It is not difficult to show that ∂S = T . Indeed, view Y as a subset of
It is well-known, see [23] , that Y ′ has a quadratic isoperimetric inequality for I 1 (Y ′ ). Let D ′ be the isoperimetric constant. For each n and i = 1, . . . , 8 n , there thus exists Q n,i ∈ I 2 (Y ′ ) with
and T = ∂(S 1 + · · · + S n ) + ∂Q n . Since Q n converges to 0 in mass and S 1 + · · · + S n converges in mass to S , their boundaries converge weakly to 0 and ∂S , respectively. This shows that indeed ∂S = T . Since S satisfies (4) and since c was arbitrary, Lemma 2.3 of [25] shows that Y admits a quadratic isoperimetric inequality for I 1 (Y) with isoperimetric constant 2D. We now use the lemmas above to prove the main theorem of this section.
Proof of Theorem 3.1. Let ω be a non-principal ultrafilter on N, let p n ∈ X, and r n > 0 with r n → ∞. Let X ω be the asymptotic cone associated with the pointed sequence (X, r 
Note that sup
n Lip(c n ) < ∞ and that there exists R > 0 such that c n has image in the ball B X n (p n , R) for all n. It follows in particular that sup n length(c n ) < ∞. Set T n := c n# χ [0,1] ℄ and note that T n ∈ I 1 (X n ) satisfies ∂T n = 0 and M(T n ) ≤ length(c n ) + 1/n. Set D := 2C where C is the isoperimetric constant for X. By Lemma 3.4 in [23] , see also Theorem 10.6 in [3] , there exists S n ∈ I 2 (X n ) such that ∂S n = T n and M(S n ) ≤ DM(T n ) 2 and such that the sequence (Y n ) of metric spaces Y n given by
is uniformly compact in the sense of Gromov. It thus follows from Gromov's compactness theorem [10] that there exist a compact metric space (Z, d Z ) and isometric embeddings ϕ n : Y n → Z for all n. Set A n := ϕ n (Y n ) and a i n := ϕ n (c n (t i )) for i = 1, . . . , m. By Lemma 3.5 there exists a subsequence (A n j ) such that A n j converges in the Hausdorff sense to a closed subset of A := {lim ω a n : a n ∈ A n for all n} and a i n j converges to a i := lim ω a i n for every i. After possibly passing to a further subsequence, we may assume that ψ j := ϕ n j •c n j converges uniformly to a Lipschitz curve ψ : [0, 1] → Z and that ϕ n j # S n j converges weakly to some S ′ ∈ I 2 (Z). The second assertion is a consequence of the closure and compactness theorems for integral currents in compact metric spaces, see Theorems 5.2 and 8.5 in [3] . Note also that
hence also length(ψ) ≤ length(c) and
Since A n j converges in the Hausdorff sense to a closed subset of A we furthermore have
Let now Λ : A → X ω be the isometric embedding defined by Λ(a) := [(y n )], where (y n ) ⊂ X is a sequence with y n ∈ Y n and a = lim ω ϕ n (y n ). It is not difficult to show that Λ is well-defined and is an isometric embedding. Furthermore, the Lipschitz curve c As mentioned above, in the special case when X is a Carnot group endowed with a leftinvariant Riemannian metric, the proof of Theorem 3.1 can be simplified. In fact, we can prove an analog for higher-dimensional cycles. Let m ≥ 1. A complete metric space X is said to admit an isoperimetric inequality of Euclidean type for I m (X) if there exists C > 0 such that for every T ∈ I m (X) with ∂T = 0 there exists S ∈ I m+1 (X) with
If the above holds only for T with spt T compact, then X will be said to admit an isoperimetric inequality of Euclidean type for compactly supported integral m-currents. Let G be a Carnot group and d 0 the metric on G coming from a left-invariant Riemannian metric, and let d c be the associated Carnot-Carathéodory metric. 
for all x ∈ spt S n and 0 ≤ r ≤ d(x, spt T n ). Here, C and C ′ are constants only depending on the isoperimetric constant for I m (X). It follows that there exists L such that spt S n ⊂ B(e, nL) for every n, where e is the identity in G. Define metric spaces by
It follows that (Y n ) is uniformly compact and thus, by Gromov's compactness theorem, there exists a compact metric space Z and isometric embeddings ψ n : Y n → Z for every n. Define subsets A n := ψ n (spt S n ) of Z and maps
After possibly passing to a subsequence, we may assume that (A n ) converges to a closed subset A ⊂ Z in the Hausdorff sense and ̺ n converges uniformly to a 1-Lipschitz map
After possibly passing to a further subsequence, we may assume by the compactness and closure theorems (see Theorems 5.2 and 8.5 in [3] ) that ψ n# S n converges weakly to someŜ ∈ I m+1 (Z). Let ω be a non-principal ultrafilter on N and define a map η : A → Y as follows. Given a ∈ A, let x n ∈ spt S n such that ψ n (x n ) → a, and define
It is not difficult to show that η is well-defined, an isometric embedding, and satisfies η • ̺ = id spt T . Set S := η #Ŝ and note that ∂S = T as well as
This concludes the proof.
A lower bound for the filling area function of Carnot groups of step 2
In this section we prove new lower bounds for the filling area function of the central product of certain Carnot groups of step 2. The main result is Theorem 4.3, which we will use to prove Theorem 1.2. Let G be a Carnot group of step 2 with grading g = V 1 ⊕ V 2 of its Lie algebra g and Lie
= V 2 /U is the quotient space. Let G U be the Carnot group whose Lie algebra is g U . Note that every connected and simply connected nilpotent Lie group of step 2 is of the form G U with g = V 1 ⊕ V 2 a free nilpotent Lie algebra of step 2 and U ⊂ V 2 a suitable subspace. We will use the following terminology. It is not difficult to give examples of graded nilpotent Lie algebras g = V 1 ⊕ V 2 such that V 2 has a non-trivial m-inaccessible subspace.
Example 4.2. Let k, m satisfy k ≥ 2(m + 1) and let g = V 1 ⊕ V 2 be the free nilpotent Lie algebra of step 2 with dim V 1 = k. Then there exist a basis {e 1 , . . . , e k } of V 1 and a basis {e i, j : 1 ≤ i < j ≤ k} of V 2 such that the Lie bracket on g satisfies [e i , e j ] = e i, j whenever i < j. It is straightforward to check that the one-dimensional subspace
One may in fact take U ′ = {0}. Note that here g U has a basis with rational structure constants.
More generally, if g = V 1 ⊕ V 2 is a stratified nilpotent Lie algebra of step 2 with
then V 2 possesses an m-inaccessible subspace U; furthermore, U may be chosen such that g U has a basis with rational structure constants. Indeed, the subset C m ⊂ V 2 given by
is a cone containing 0 and is the image of a smooth map ψ :
Consequently, C m has Hausdorff dimension at most (2 dim V 1 − 1)m and hence C m V 2 as soon as (5) holds. Clearly, for v ∈ V 2 \C m , the subspace U := span{v} is m-inaccessible. We turn to the main result of this section. 
Since Γ ′ is a central product of m ≥ 2 copies of a nilpotent group of step 2, we have that δ Γ ′ (n) n 2 log n. This was first proved by Ol'shanskii-Sapir using the techniques of [16] , see the remark on page 927 in [16] . More recently, Young gave a proof of this in [27] using different methods. It follows that there exists a suitable constant C such that FA 0 (r) satisfies FA 0 (r) ≤ Cr 2 log r for all r ≥ 2. This concludes the proof. Theorem 1.2 is a direct consequence of (the proof) of Corollary 4.4. Indeed, for the finitely generated Γ ′ := Γ × Z · · · × Z Γ appearing in the above proof, we have
for some function ̺ with ̺(n) → ∞ as n → ∞.
The proof of Theorem 4.3.
In the proof of the theorem it will often be useful to identify a given Carnot group G via the exponential map with (g, * ), where g is the Lie algebra of G (viewed as a vector space) and * is the multiplication on g given by the BakerCampbell-Hausdorff formula. The Lie algebra of (g, * ) is g and the exponential map is simply the identity map on g. If G is of step 2 then * is given by 
where [·, ·] is the Lie bracket on g. Define, for every j = 1, . . . , k, a piecewise affine curve c 
Denote by π : Y → (W 1 , · ) the projection given by π(w) := w 1 for w = w 1 +w 2 with w i ∈ W i , i = 1, 2. As above, H is identified with W 1 ⊕ W 2 . It is straightforward to check that π is 1-Lipschitz and Pansu-differentiable at every point y ∈ Y with Pansu-differential d P π(y) : H → W 1 given by (9) d P π(x)(w) = w 1 for w = w 1 + w 2 with w i ∈ W i , i = 1, 2. SetS := π # S and note thatS ∈ I 2 ((W 1 , · )) with
for all u, v ∈ R 2 , where d x ψ i is the classical derivative (which exists almost everywhere by Rademacher's theorem). Indeed, by Pansu's Rademacher-type theorem [18] and its generalization to Lipschitz maps defined only on measurable sets, see [22] and [14] , the Pansu-differential d P ϕ i (x) : R 2 → H of ϕ i at x exists for almost every x ∈ K i and is a Lie group homomorphism, equivariant with respect to the dilations. Viewed as a map between Lie algebras, d P ϕ i (x) : R 2 → h is a Lie algebra homomorphism and therefore
Since π is Pansu-differentiable at ϕ i (x), the chain rule yields
This together with (9) and (11) yields (10), as claimed. It now follows from (10) and (8) that for almost every x ∈ K i and all u, v ∈ R 2 (12)
Finally, let {ξ 1 , . . . , ξ n } be a basis for W 1 and let π j : W 1 → R be the corresponding coordinate functions, that is, π j (r 1 ξ 1 + · · · + r n ξ n ) = r j , for j = 1, . . . , n. Let furthermore Q : W ′ 2 → R be a linear functional and set
Clearly, the functions f j and π j are Lipschitz when W 1 is equipped with the norm · . Furthermore, f j is bounded on spt ∂S . We calculate
Since, by an easy computation and (12),
for almost every x ∈ K i , where e 1 and e 2 are the standard basis vectors of R 2 , we obtain
Since Q was arbitrary this shows that P ′ (ĉ 2 (1)) = 0, a contradiction since P ′ (ĉ 2 (1)) = P ′ (u 0 ) 0. This shows that there does not exist S ∈ I 2 (Y) with ∂S = T . In particular, Y does not admit a quadratic isoperimetric inequality for I 1 (Y). Since, by Pansu's result Theorem 2.1, the unique asymptotic cone of X := (H, d 0 ) is Y it follows from Theorem 3.1 that X does not admit a quadratic isoperimetric inequality for I 1 (X). This follows alternatively from Proposition 3.6. Consequently, by Lemma 2.3 in [25] , the filling area function FA(r) of X cannot be bounded by Cr 2 for any C. This completes the proof.
Another lower bound
In this section we use similar arguments as above to prove super-quadratic lower bounds for the growth of the filling area functions for another class of Carnot groups. We prove: Since Y is geodesic and is not a metric tree, it follows for example from Proposition 3.1 in [26] that there exists T ∈ I 1 (Y) with ∂T = 0 and T 0. Suppose there exists S ∈ I 2 (Y) with ∂S = T . Then S is concentrated on a countably H 2 -rectifiable subset A ⊂ Y and is absolutely continuous with respect to H 2 . Since Y is purely 2-unrectifiable by [15] (see also [2] for the case of the first Heisenberg group) it follows that H 2 (A) = 0 and thus also S = 0. As a consequence, we obtain that T = ∂S = 0, a contradiction. It thus follows that there exists no S with ∂S = T and, in particular, Y cannot admit a quadratic isoperimetric inequality for I 1 (Y). Theorem 3.1 therefore shows that X does not admit a quadratic isoperimetric inequality for I 1 (X). By Lemma 2.3 in [25] , the filling area function FA(r) of X cannot be bounded by Cr 2 for any C.
Simple examples of Carnot groups satisfying the hypotheses of Theorem 5.1 are the first Heisenberg group and its generalizations using quaternions and octonions. It is known that the first Heisenberg group and the quaternionic Heisenberg group have cubic Dehn function, see [20] for the quaternionic case. In [20] it is also claimed that the octonionic Heisenberg group has cubic Dehn function. As was pointed out in [13] there is a sign error in the proof of the octonionic case, so that the best previously known lower bound is quadratic. From Theorem 5.1 we obtain a super-quadratic lower bound: Now, set L i := Im(K i ) and define a stratified nilpotent Lie algebra g i over R of step 2 by
where the Lie bracket on g i is defined by
It is not difficult to check that for z, w ∈ K i we have Im(zw * ) = 0 if and only if there exists λ ∈ R such that w = λz. In particular, the first layer K i of g i does not contain a 2-dimensional subalgebra.
