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ABSTRACT
We construct the so-called theta vectors on noncommutative T 4, which correspond to the
theta functions on commutative tori with complex structures. Following the method of Di-
eng and Schwarz, we first construct holomorphic connections and then find the functions
satisfying the holomorphic conditions, the theta vectors. The holomorphic structure in the
noncommutative T 4 case is given by a 2×2 complex matrix, and the consistency requires its
off-diagonal elements to be the same. We also construct the tensor product of these functions
satisfying the consistency requirement.
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I. Introduction
Classical theta functions have played an important role in the string loop calculation [1, 2].
Recently, noncommutative geometry [3] became an important ingredient of string/M theory
(for instance, see [4]) starting with the work of [5].
Along this direction, noncommutative torus [6, 7] and its varieties [8, 9, 10, 11], and
physics on noncommutative R4 [12, 13, 14] have been studied intensively. However, noncom-
mutative tori with complex structures have been rarely studied [15, 16, 17]. Noncommutative
geometry with complex structures has been also studied recently with algebraic geometry
approach for Calabi-Yau three folds [18, 19, 20], and for K3 surfaces [21].
Classical theta functions can be regarded as state functions over commutative tori with
complex structures. Noncommutative generalization of this has been initiated in mathemat-
ics in the quantized theta function approach by Manin [15], and with the so-called theta
vectors by Schwarz [16]. In the physics literature, this has appeared in the context of non-
commutative solitons [22, 23, 24] but mostly in the so-called integral torus case. Recently,
Dieng and Schwarz [17] have computed the theta vectors and their tensor products on non-
commutative T 2 explicitly without any restriction.
In this paper, we follow the method of Dieng and Schwarz and calculate the theta vec-
tors and their tensor products in the case of noncommutative T 4. In section II, we construct
modules on the noncommutative four torus. In section III, we deal with connections with
complex structures. In section IV, we deal with tensor product of these modules. In section
V, we conclude with discussion.
II. Modules on noncommutative T 4
In this section, we construct the modules on noncommutative T 4 following the method of
Rieffel[7].
Recall that T dθ is the deformed algebra of the algebra of smooth functions on the torus
T d with the deformation parameter θ, which is a real d × d anti-symmetric matrix. This
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algebra is generated by operators U1, · · · , Ud obeying the following relations
UiUj = e
2piiθijUjUi and U
∗
i Ui = UiU
∗
i = 1, i, j = 1, · · · , d.
The above relations define the presentation of the involutive algebra
Adθ = {
∑
ai1···idU
i1
1 · · ·U
id
d | a = (ai1···id) ∈ S(Z
d)}
where S(Zd) is the Schwartz space of sequences with rapid decay.
Every projective module over a smooth algebra Adθ can be represented by a direct sum of
modules of the form S(Rp×Zq ×F ), the linear space of Schwartz functions on Rp×Zq ×F ,
where 2p+q = d and F is a finite abelian group. The module action is specified by operators
on S(Rp×Zq×F ) and the commutation relation of these operators should be matched with
that of elements in Adθ.
Recall that there is the dual action of the torus group T d on Adθ which gives a Lie
group homomorphism of T d into the group of automorphisms of Adθ. Its infinitesimal form
generates a homomorphism of Lie algebra L of T d into Lie algebra of derivations of Adθ. Note
that the Lie algebra L is abelian and is isomorphic to Rd. Let δ : L → Der (Adθ) be the
homomorphism. For each X ∈ L, δ(X) := δX is a derivation i.e., for u, v ∈ A
d
θ,
δX(uv) = δX(u)v + uδX(v). (1)
Derivations corresponding to the generators {e1, · · · , ed} of L will be denoted by δ1, · · · , δd.
For the generators Ui’s of T
d
θ , it has the following property
δi(Uj) = 2piiδijUj . (2)
If E is a projective Adθ-module, a connection ∇ on E is a linear map from E to E⊗L
∗ such
that for all X ∈ L,
∇X(ξu) = (∇Xξ)u+ ξδX(u), ξ ∈ E, u ∈ A
d
θ. (3)
It is easy to see that
[∇i, Uj] = 2piiδijUj . (4)
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We now consider the endomorphisms algebra of a module over Adθ. Let Λ be a lattice in
G = M × M̂ , where M = Rp×Zq ×F and M̂ is its dual. Let Φ be an embedding map such
that Λ is the image of Zd under the map Φ. This determines a projective module which will
be denoted by EΛ [7]. The dual lattice of Λ can be defined as
Λ⊥ := {(n, tˆ) ∈M × M̂ | θ((m, sˆ), (n, tˆ)) =< m, tˆ > − < n, sˆ >∈ Z, for all (m, sˆ) ∈ Λ}, (5)
since in the Heisenberg representation the operators acting on EΛ are defined by
U(m,sˆ)f(r) = e
2pii<r,sˆ>f(r +m) (6)
for f ∈ EΛ, r ∈ M. Namely, the operators defined in the dual lattice, U(n,tˆ) for (n, tˆ) ∈ Λ
⊥,
commute with all the operators defined in the original lattice, U(m,sˆ) for (m, sˆ) ∈ Λ.
It is known that the algebra of endomorphisms on EΛ, denoted by EndAθ(EΛ), is a C
∗-
algebra obtained by C∗-completion of the space spanned by operators U(n,tˆ), (n, tˆ) ∈ Λ
⊥. The
algebra EndAθ(EΛ) can be identified with a noncommutative torus Aθ˜, i.e., Aθ˜ is Morita
equivalent to Aθ[7]. Recall that a C
∗-algebra A is said to be Morita equivalent to A′ if
A′ ∼= EndA(E) for some finite projective module E. In general, a noncommutative torus
Aθ˜ is Morita equivalent to Aθ if θ and θ˜ are related by θ˜ = (Aθ + B)(Cθ + D)
−1, where(
A B
C D
)
∈ SO(d, d|Z) [25].
In this paper, we consider a projective module of the form S(Rp × Zq) ⊗ S(F ) with
p = 2, q = 0.
For the real part, we choose our embedding map as
Φinf =

θ1 +
n1
m1
0 0 0
0 0 θ2 +
n2
m2
0
0 1 0 0
0 0 0 1
 ≡ (xij), (7)
then using the previous expression for the Heisenberg representation with s1, s2 ∈ R
(Vif)(s1, s2) = (Veif)(s1, s2) := exp(2pii(s1x3i + s2x4i))f(s1 + x1i, s2 + x2i),
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we get
(V1f)(s1, s2) = f(s1 + θ1 +
n1
m1
, s2),
(V2f)(s1, s2) = exp(2piis1)f(s1, s2),
(V3f)(s1, s2) = f(s1, s2 + θ2 +
n2
m2
),
(V4f)(s1, s2) = exp(2piis2)f(s1, s2).
For the finite part, let F = Zm1 × Zm2 , where Zmi = Z/miZ, (i = 1, 2) and consider the
space Cm1⊗Cm2 as the space of functions on C(Zm1×Zm2). For all mi ∈ Z and ni ∈ Z/miZ
such that mi and ni are relatively prime. We define the operators Wi on C(Zm1 × Zm2)
corresponding to our embedding map
Φfin =

−1 0 0 0
0 0 −1 0
0 n1
m1
0 0
0 0 0 n2
m2
 (8)
with ki ∈ Zmi (i = 1, 2) as follows
(W1f)(k1, k2) = f(k1 − 1, k2),
(W2f)(k1, k2) = exp(2pii
n1k1
m1
)f(k1, k2),
(W3f)(k1, k2) = f(k1, k2 − 1),
(W4f)(k1, k2) = exp(2pii
n2k2
m2
)f(k1, k2).
Thus, we define operators Ui = Vi⊗Wi acting on the space ET := S(R
2)⊗Cm1 ⊗Cm2 as
(U1f)(s1, s2, k1, k2) = f(s1 + θ1 +
n1
m1
, s2, k1 − 1, k2),
(U2f)(s1, s2, k1, k2) = e
2pii(s1+
n1k1
m1
)
f(s1, s2, k1, k2),
(U3f)(s1, s2, k1, k2) = f(s1, s2 + θ2 +
n2
m2
, k1, k2 − 1),
(U4f)(s1, s2, k1, k2) = e
2pii(s2+
n2k2
m2
)
f(s1, s2, k1, k2). (9)
One can now see that they satisfy
U2U1 = e
2piiθ1U1U2,
U4U3 = e
2piiθ2U3U4, (10)
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and otherwise UiUj = UjUi.
In order to find operators which commute with the Ui’s, we recall the definition of the
dual lattice Λ⊥:
< m, tˆ > − < n, sˆ >∈ Z, for all (m, sˆ) ∈ Λ and (n, tˆ) ∈ Λ⊥.
If we express the embedding map Φ as
Φ =
(
m · · ·
sˆ · · ·
)
, (11)
and the embedding map Ψ for the dual lattice as
Ψ =
(
n · · ·
tˆ · · ·
)
, (12)
then the duality condition above can be written as
< m, tˆ > − < n, sˆ >= ΦtJΨ ∈ Z
where
J =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 . (13)
Hence, we obtain the relation between the two embedding maps
Ψ = −JΦ−tZ. (14)
Using the above relation, the dual map for the real part is now given by
Ψinf =

0 1
m1
0 0
0 0 0 1
m2
1
m1θ1+n1
0 0 0
0 0 1
m2θ2+n2
0
 , (15)
and the finite part is given by
Ψfin =

0 −a1 0 0
0 0 0 −a2
1
m1
0 0 0
0 0 1
m2
0
 . (16)
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Here, ai ∈ Z and aini − bimi = 1 for some bi ∈ Z (i = 1, 2).
The generators of operators corresponding to the embedding map for the dual lattice are
thus defined by
(Z1f)(s1, s2, k1, k2) = e
2pii(
s1
m1θ1+n1
+
k1
m1
)
f(s1, s2, k1, k2),
(Z2f)(s1, s2, k1, k2) = f(s1 +
1
m1
, s2, k1 − a1, k2),
(Z3f)(s1, s2, k1, k2) = e
2pii(
s2
m2θ2+n2
+
k2
m2
)
f(s1, s2, k1, k2),
(Z4f)(s1, s2, k1, k2) = f(s1, s2 +
1
m2
, k1, k2 − a2). (17)
Here,
Z1Z2 = e
2piiθ′
1Z2Z1,
Z3Z4 = e
2piiθ′2Z4Z3, (18)
where
θ′i =
aiθi + bi
miθi + ni
, i = 1, 2, (19)
and otherwise ZiZj = ZjZi. One can check that the Zi’s commute with the Ui’s, i.e.,
UiZj = ZjUi.
III. Connections with complex structures
In the previous section, connections on a projective Adθ-module satisfies the condition (4)
[∇i, Uj] = 2piiδijUj .
A connection ∇i is called a constant curvature connection if [∇i,∇j] = iFij for constants Fij .
This condition is satisfied if ∇i is expressed as ∇i = ∂i−
i
2
Fijsj where ∂i is a derivative with
respect to si. Note that the condition (4) can be regarded as a compactification condition.
This can be seen by considering an operator X i = −∇i with which the condition is expressed
as
UjX iU
−1
j = X i + 2piiδij , (20)
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and this relation is comparable to a compactification with radius Ri, UjXiU
−1
j = Xi+2piδijRi.
We thus let
(X if)(s1, s2, k1, k2) = 2piiAi1s1f(s1, s2, k1, k2) + 2piiAi2s2f(s1, s2, k1, k2)
− Ai3
∂f(s1, s2, k1, k2)
∂s1
− Ai4
∂f(s1, s2, k1, k2)
∂s2
,
where Aik ∈ R are constants. If we denote the embedding maps as Φinf ≡ (xij) and Φfin ≡
(yij), then Ui action is expressed as
(Uif)(s1, s2, k1, k2) = e
2pii(s1x3i+s2x4i+k1y3i+k2y4i)f(s1 + x1i, s2 + x2i, k1 + y1i, k2 + y2i).
The condition (20) is satisfied if
x1ix3i + x2ix4i + y1iy3i + y2iy4i = 0, (21)
and
Aik = (Φ
−1
inf )ik. (22)
The embedding maps (7), (8) satisfy the condition (21), and the condition (22) gives
(Aik) =

1
θ1+
n1
m1
0 0 0
0 0 1 0
0 1
θ2+
n2
m2
0 0
0 0 0 1
 .
Therefore the following operators specify a constant curvature connection of right T 4θ -module
EN,M :
∇1 = −
2piis1
θ1 +
n1
m1
,
∇2 =
∂
∂s1
,
∇3 = −
2piis2
θ2 +
n2
m2
,
∇4 =
∂
∂s2
. (23)
In general, a constant curvature connection can be obtained by adding some constants:
∇i → ∇i + di, i = 1, · · · , 4, where di ∈ R are constants.
8
A complex structure on the module EN,M can be introduced by fixing ∂-connection
∇1 = λ11∇1 + λ12∇2 + λ13∇3 + λ14∇4,
∇2 = λ21∇1 + λ22∇2 + λ23∇3 + λ24∇4,
where λij ∈ C. Choosing an appropriate basis such that (λij) becomes(
τ11 1 τ12 0
τ21 0 τ22 1
)
=
(
λ12 λ14
λ22 λ24
)−1(
λ11 λ12 λ13 λ14
λ21 λ22 λ23 λ24
)
,
the (2× 2) matrix
(
τ11 τ12
τ21 τ22
)
, τij ∈ C represents the complex structure of T
4
θ -module and
1-1 corresponds to the complex structure on T 4θ via ∂-derivative, δi =
∑
j λijδj where δj is
defined by (2) [16].
Now we consider holomorphic vectors in T 4θ -module. A vector Θ ∈ EN,M is called holo-
morphic [16] if it satisfies
(∇i − ci)Θ = 0 for i = 1, 2, (24)
where ci ∈ C are constants. The above holomorphic condition for f ∈ EN,M now takes the
form
(
2piiτ11
θ1 +
n1
m1
s1 +
2piiτ12
θ2 +
n2
m2
s2 + c1)f =
∂f
∂s1
,
(
2piiτ21
θ1 +
n1
m1
s1 +
2piiτ22
θ2 +
n2
m2
s2 + c2)f =
∂f
∂s2
. (25)
In order for the two equations in (25) to be consistent τij should satisfy
τ12
θ2 +
n2
m2
=
τ21
θ1 +
n1
m1
. (26)
If ReΩ < 0, Eq.(25) has m1 ×m2 linearly independent solutions, the so-called theta vectors
[16, 17] on noncommutative T 4,
f(α1,α2)(s1, s2, k1, k2) = exp[
1
2
StΩS + CtS]δk1α1δ
k2
α2
(27)
where C =
(
c1
c2
)
, S =
(
s1
s2
)
, ci ∈ C, si ∈ R, ki ∈ Zmi (i = 1, 2), and Ω =
 2piiτ11θ1+ n1m1 2piiτ12θ2+ n2m2
2piiτ21
θ1+
n1
m1
2piiτ22
θ2+
n2
m2
.
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IV. Tensor product
In this section we consider a tensor product of two bimodules. Tensor product of a (C, Y )-
bimodule E and a (Y,D)-bimodule E ′ over Y results in a (C,D)-bimodule F for algebras
C, Y,D;
CEY ⊗ YE
′
D = CFD
where the tensor product over Y is obtained by identifying ey⊗ e′ ∼ e⊗ ye′ for y ∈ Y, e ∈
E, e′ ∈ E ′. Note that in this identification, E behaves as a right Y -module and E ′ behaves
as a left Y -module. Thus, we will denote EN,M as a right T
4
θ -module and E
′
K,L as a left
T 4θ -module. Here, we recall that T
4
θ˜
is Morita equivalent to T 4θ if θ and θ˜ are related by
θ˜ = (Aθ + B)(Mθ + N)−1 where
(
A B
M N
)
∈ SO(4, 4|Z), and T 4
θ˜
∼= EndT 4
θ
(E) for some
finite projective module E. In this notation, a right module EN,M is identified with a left
module E ′A,M . Let us calculate the tensor product EN,M ⊗T 4θ E
′
K,L which forms a vector
space S(R × Zn1l1+m1k1 × Zn2l2+m2k2) , when each N,M,K, L is reducible into two blocks
represented by the values N ∼ (n1, n2), M ∼ (m1, m2), K ∼ (k1, k2), L ∼ (l1, l2) [26]. For
f(s1, s2, µ1, µ2) ∈ EN,M , and g(t1, t2, ν1, ν2) ∈ E
′
K,L where si, ti ∈ R, µi ∈ Zmi , νi ∈ Zli (i =
1, 2) the actions of Ui ∈ T
4
θ and Zi ∈ T
4
θ˜
are given as follows.
The right Ui actions on EN,M are defined as
(U1f)(s1, s2, µ1, µ2) = f(s1 + θ1 +
n1
m1
, s2, µ1 − 1, µ2),
(U2f)(s1, s2, µ1, µ2) = e
2pii(s1+
n1µ1
m1
)
f(s1, s2, µ1, µ2),
(U3f)(s1, s2, µ1, µ2) = f(s1, s2 + θ2 +
n2
m2
, µ1, µ2 − 1),
(U4f)(s1, s2, µ1, µ2) = e
2pii(s2+
n2µ2
m2
)
f(s1, s2, µ1, µ2). (28)
The left Ui actions on E
′
K,L are defined as
(U1g)(t1, t2, ν1, ν2) = g(t1 − θ1 +
k1
l1
, t2, ν1 − 1, ν2),
(U2g)(t1, t2, ν1, ν2) = e
2pii(t1+
k1ν1
l1
)
g(t1, t2, ν1, ν2),
(U3g)(t1, t2, ν1, ν2) = g(t1, t2 − θ2 +
k2
l2
, ν1, ν2 − 1),
(U4g)(t1, t2, ν1, ν2) = e
2pii(t2+
k2ν2
l2
)
g(t1, t2, ν1, ν2). (29)
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The left Zi actions on EN,M are defined as
(Z1f)(s1, s2, µ1, µ2) = e
2pii(
s1
m1θ1+n1
+
µ1
m1
)
f(s1, s2, µ1, µ2),
(Z2f)(s1, s2, µ1, µ2) = f(s1 +
1
m1
, s2, µ1 − a1, µ2),
(Z3f)(s1, s2, µ1, µ2) = e
2pii(
s2
m2θ2+n2
+
µ2
m2
)
f(s1, s2, µ1, µ2),
(Z4f)(s1, s2, µ1, µ2) = f(s1, s2 +
1
m2
, µ1, µ2 − a2), (30)
where ai ∈ Z and aini − bimi = 1 for some bi ∈ Z (i = 1, 2).
Following [17], we define the tensor product f ⊗ g ≡ h ∈ EN,M ⊗T 4
θ
E ′K,L as
h(r1, r2, j1, j2) =
∑
q1∈Z
∑
q2∈Z
f((n1 +m1θ1)r1 +
n1 +m1θ1
m1
q1 −
l1(n1 +m1θ1)
m1(n1l1 +m1k1)
j1,
(n2 +m2θ2)r2 +
n2 +m2θ2
m2
q2 −
l2(n2 +m2θ2)
m2(n2l2 +m2k2)
j2,−q1 + a1j1,−q2 + a2j2)
·g((n1 +m1θ1)r1 −
k1 − l1θ1
l1
q1 +
k1 − l1θ1
n1l1 +m1k1
j1,
(n2 +m2θ2)r2 −
k2 − l2θ2
l2
q2 +
k2 − l2θ2
n2l2 +m2k2
j2, q1, q2) (31)
for ri ∈ R, ji ∈ Z (i = 1, 2). Then, one can check that
(Uif)⊗ g ∼ f ⊗ (Ui)g,
(Zih) ∼ (Zif)⊗ g,
h(ri, ji + nili +miki) = h(ri, ji)
for i = 1, 2. Notice that in the above calculation Zi’s act on h as left actions, since h is
regarded here as an element of a left module E ′. So far, we have only defined the left actions
of Zi on a right module E. Thus, we define left Zi actions on a left module E
′ as
(Z1g) = (U2g),
(Z2g) = (U1g),
(Z3g) = (U4g),
(Z4g) = (U3g),
where Uig are defined in (29).
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If EN,M is a right module expression of (T
4
θ˜
, T 4θ )-bimodule and E
′
K,L is a left module
expression of (T 4θ , T
4
θ′)-bimodule, then one can also show that h belongs to E
′
AK+BL,NL+MK(θ˜)
where θ˜ = (Aθ+B)(Mθ+N)−1 and θ = (Kθ′ +D)(Lθ′ +C)−1 with CK −DL ∼ 1, AN −
BM ∼ 1, when each A,B,M,N,K,D, L, C is reducible into 2 blocks in the sense that we
described earlier.
Let us consider the tensor product (31) between the two theta vectors, f ∈ EN,M and
g ∈ E ′K,L,
f(α1,α2)(s1, s2, µ1, µ2) = exp[
1
2
StΩS + CtS]δµ1α1δ
µ2
α2
,
g(β1,β2)(t1, t2, ν1, ν2) = exp[
1
2
T tΩ′T + C ′
t
T ]δν1β1δ
ν2
β2
, (32)
where C =
(
c1
c2
)
, C ′ =
(
c′1
c′2
)
, S =
(
s1
s2
)
, T =
(
t1
t2
)
, ci, c
′
i ∈ C, si, ti ∈ R, µi ∈ Zmi ,
νi ∈ Zli (i = 1, 2), Ω =
 2piiτ11θ1+ n1m1 2piiτ12θ2+ n2m2
2piiτ21
θ1+
n1
m1
2piiτ22
θ2+
n2
m2
 , and Ω′ =
 2piiτ ′11−θ1+ k1l1 2piiτ ′12−θ2+ k2l2
2piiτ ′21
−θ1+
k1
l1
2piiτ ′22
−θ2+
k2
l2
.
The resulting function now takes the form
hα1,α2,β1,β2(r1, r2, j1, j2) =
∑
q1∈Z
∑
q2∈Z
exp(
1
2
A˜tΩA˜+ CtA˜)δ−q1+a1j1,−q2+a2j2α1,α2
· exp(
1
2
A˜′tΩ′A˜′ + C ′
t
A˜′)δq1,q2β1,β2
where ri ∈ R, ji ∈ Znili+miki (i = 1, 2) and
A˜ =
(
(n1 +m1θ1)r1 +
n1+m1θ1
m1
q1 −
l1(n1+m1θ1)
m1(n1l1+m1k1)
j1
(n2 +m2θ2)r2 +
n2+m2θ2
m2
q2 −
l2(n2+m2θ2)
m2(n2l2+m2k2)
j2
)
,
A˜′ =
(
(n1 +m1θ1)r1 −
k1−l1θ1
l1
q1 +
k1−l1θ1
n1l1+m1k1
j1
(n2 +m2θ2)r2 −
k2−l2θ2
l2
q2 +
k2−l2θ2
n2l2+m2k2
j2
)
.
From the delta function relations, we rewrite qi as qi = pi+ui
mili
vi
, ui ∈ Z (i = 1, 2) for some
integers pi where vi = g.c.d.(mi, li). Then, h can be written as
hα1,α2,β1,β2(r1, r2, j1, j2) =
∑
u1∈Z
∑
u2∈Z
exp(
1
2
(A+ U)tΩ(A+ U) + CtU + CtA
+
1
2
(A′ + U ′)tΩ′(A′ + U ′) + C ′
t
U ′ + C ′
t
A′),
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where
A =
(
(n1 +m1θ1)r1 +
n1+m1θ1
m1
p1 −
l1(n1+m1θ1)
m1(n1l1+m1k1)
j1
(n2 +m2θ2)r2 +
n2+m2θ2
m2
p2 −
l2(n2+m2θ2)
m2(n2l2+m2k2)
j2
)
,
A′ =
(
(n1 +m1θ1)r1 −
k1−l1θ1
l1
p1 +
k1−l1θ1
n1l1+m1k1
j1
(n2 +m2θ2)r2 −
k2−l2θ2
l2
p2 +
k2−l2θ2
n2l2+m2k2
j2
)
,
U =
(
(n1+m1θ1)l1
v1
u1
(n2+m2θ2)l2
v2
u2
)
, U ′ =
(
− (k1−l1θ1)m1
v1
u1
− (k2−l2θ2)m2
v2
u2
)
.
This can be decomposed into two parts, including the classical theta function,
h = ϑ(T ,Z)ξ(r1, r2, j1, j2). (33)
Here, the classical theta function ϑ is given by
ϑ(T ,Z) =
∑
u1,u2∈Z
exp(piiU tT U + 2piiZ tU),
where
U =
(
u1
u2
)
, T =
(
B1O11B1 + B
′
1O
′
11B
′
1 B1O12B2 + B
′
1O
′
12B
′
2
B2O21B1 + B
′
2O
′
21B
′
1 B2O22B2 + B
′
2O
′
22B
′
2
)
,
Z =
(
B1O11A1 + B1O12A2 + B
′
1O
′
11A
′
1 + B
′
1O
′
12A
′
2
B2O21A1 + B2O22A2 + B
′
2O
′
21A
′
1 + B
′
2O
′
22A
′
2
)
+
1
2pii
(
c1B1 + c
′
1B
′
1
c2B2 + c
′
2B
′
2
)
with O = 1
2pii
Ω, O′ = 1
2pii
Ω′, B =
(
B1
B2
)
=
(
(n1+m1θ1)l1
v1
(n2+m2θ2)l2
v2
)
, B′ =
(
B′1
B′2
)
=
(
− (k1−l1θ1)m1
v1
− (k2−l2θ2)m2
v2
)
,
and the function ξ is given by
ξ(r1, r2, j1, j2) = exp(
1
2
AtΩA+
1
2
A′
t
Ω′A′ + CtA+ C ′
t
A′).
Requiring that EN,M and E
′
K,L have the same complex structure for consistency of the
tensor product, i.e., (τij) = (τ
′
ij), and the consistency condition (26) the resulting function
h becomes
hα1,α2,β1,β2(r1, r2, j1, j2) =
∑
γ1,γ2
cγ1,γ2α1,α2,β1,β2ϕγ1,γ2(r1, r2, j1, j2). (34)
Here, the function ϕγ1,γ2 is given by
ϕγ1,γ2(r1, r2, j1, j2) = exp(piiR
tO˜R + (C + C ′)tR˜)δj1γ1δ
j2
γ2
13
withR =
(
r1
r2
)
, O˜ =
(
τ11(n1+m1θ1)(n1l1+m1k1)
(k1−l1θ1)
τ12(n1+m1θ1)(n2l2+m2k2)
(k2−l2θ2)
τ21(n2+m2θ2)(n1l1+m1k1)
(k1−l1θ1)
τ22(n2+m2θ2)(n2l2+m2k2)
(k2−l2θ2)
)
, R˜ =
(
(n1 +m1θ1)r1
(n2 +m2θ2)r2
)
,
and the constants cγ1,γ2α1,α2,β1,β2 are given by
cγ1,γ2α1,α2,β1,β2 = ϑ(Ξ,Λ)e
K
where
K = piiQ˜tP˜ + CtM˜ + C ′
t
L˜,
with
Q˜ =
(
τ11p1 + τ12p2 −
τ11l1j1
n1l1+m1k1
− τ12l2j2
n2l2+m2k2
τ21p1 + τ22p2 −
τ21l1j1
n1l1+m1k1
− τ22l2j2
n2l2+m2k2
)
, P˜ =
(
n1l1+m1k1
l1m1
p1 −
j1
m1
n2l2+m2k2
l2m2
p2 −
j2
m2
)
,
M˜ =
(
n1+m1θ1
m1
p1 −
l1(n1+m1θ1)
m1(n1l1+m1k1)
j1
n2+m2θ2
m2
p2 −
l2(n2+m2θ2)
m2(n2l2+m2k2)
j2
)
, L˜ =
(
−k1−l1θ1
l1
q1 +
k1−l1θ1
n1l1+m1k1
j1
−k2−l2θ2
l2
q2 +
k2−l2θ2
n2l2+m2k2
j2
)
,
and
ϑ(Ξ,Λ) =
∑
u1,u2∈Z
exp(piiU tΞU + 2piiΛtU),
with
U =
(
u1
u2
)
, Ξ =
(
τ11(n1l1+m1k1)l1m1
v2
1
τ12(n1l1+m1k1)l2m2
v1v2
τ21(n2l2+m2k2)l1m1
v1v2
τ22(n2l2+m2k2)l2m2
v2
2
)
,
Λ =
(
τ11
v1
((l1n1 +m1k1)p1 − l1j1) +
τ12
v1
(l1n1 +m1k1)(p2 −
l2j2
l2n2+m2k2
)
τ21
v2
(l2n2 +m2k2)(p1 −
l1j1
l1n1+m1k1
) + τ22
v2
((l2n2 +m2k2)p2 − l2j2)
)
+
1
2pii
(
c1B1 + c
′
1B
′
1
c2B2 + c
′
2B
′
2
)
,
where ci, c
′
i,Bi,B
′
i are the same as given before.
Notice that the function ϕγ1,γ2(r1, r2, j1, j2) is a theta vector (32) belongs to E
′
AK+BL,NL+MK(θ˜)
with θ˜ = Aθ+B
Mθ+N
as we expected.
V. Discussion
In this paper, we first construct a module on noncommutative T 4 and its dual. Then we
define the complex structure on this module and construct the theta vector which is a
14
solution for a holomorphic connection. We then consider the tensor product of the theta
vectors satisfying the consistency requirement.
Here, we want to notice what has not been apparent in the noncommutative T 2 case [17].
When we require the holomorphic condition (24), the symmetry appears not in the complex
structure itself but in the Ω-matrix which appears in the theta vector (27), i.e., Ω12 = Ω21
instead of τ12 = τ21 in the commutative 4-torus case. We consider that this difference comes
from noncommutativity.
As in the noncommutative T 2 case, the tensor products of modules on the noncom-
mutative 4-torus with complex structures become very restrictive in order to satisfy the
consistency requirement. We consider this consistency requirement as another aspect of
noncommutativity compared with the commutative case in which there is no restriction.
So far, theta functions on noncommutative tori have not been utilized in the physics
literature except for the integral torus case [22, 23, 24]. With the theta functions on non-
commutative tori without any restriction, one can hope to explore the physical states on
noncommutative tori in more general cases.
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