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Reduced equations of motion for material and radiation field variables in a molecular crystal are presented that
allow us to calculate linear- and nonlinear-optical susceptibilities, accounting in a systematic way for intermolecular
interactions. These equations are derived starting from the multipolar (µ· D) Hamiltonian, and to second order in
the molecular dipole they reduce to the Bloch-Maxwell equations with local-field corrections. The dielectric
function obtained through our approach incorporates retarded interactions in a consistent way and is compared
with the existing exciton polariton theory, which is based on the minimal coupling (p · A) Hamiltonian. We find
that, unlike with the conventional polariton theory, spontaneous emission is not suppressed in an infinite crystal.
1. INTRODUCTION
Linear- and nonlinear-optical experiments in condensed
phases provide a valuable tool for the study of static and
dynamic properties of excited states. One of the major
problems in the interpretation of such measurements is
caused by the important role that intermolecular interac-
tions play in these systems· From a theoretical point of view
the response of a medium to electric fields is most conve-
niently formulated in terms of wave-vector- and frequency-
dependent linear and nonlinear susceptibilities, which are
the expansion coefficients of the polarization field in terms
of the Maxwell electric field.1-4 Much effort has been spent
to calculate these quantities in terms of molecular properties
and intermolecular forces· In particular, for the nonlinear
susceptibilities most models lack a firm microscopic basis or
their validity is limited to a certain class of systems· Our
aim is to develop a procedure to describe nonlinear optics in
atomic or molecular condensed phases with localized elec-
tronic states that, first, systematically accounts for the inter-
actions and dynamic correlations between the constituents
and, second, is flexible in the sense that it can easily be
applied to a diversity of systems·
An old and well-known method to account for interactions
is the local-field5,6 approximation· In this approach the
effect of intermolecular forces is included in an effective
local electric field· The problem of calculating the response
of an interacting ensemble of molecules to an electromagnet-
ic field is then reduced to the response of isolated molecules
interacting with the local field EL through an interaction
Hamiltonian -µ· EL· Here µ denotes the molecular-dipole
operator, and the Lorentz relation between the local field
and the Maxwell field E can then be used to calculate the
susceptibilities. Nowadays, local-field corrections are an
important ingredient in the explanation of the enhancement
of higher-order susceptibilities in condensed phases·7 It is
clear, however, that this method does not incorporate the
intermolecular interactions and correlations in a systematic
way and that no scheme is provided to improve these results.
In crystalline phases many results are obtained from mo-
lecular exciton theory.2.4,8-11 In these models one starts
from the eigenmodes of the crystal Hamiltonian, including
the intermolecular instantaneous Coulomb interactions, and
calculates the response of these eigenmodes to a perturba-
tion by the internal electromagnetic field. An advantage of
this method is that the problem of the actual calculation of
the eigenmodes does not need to be solved in order to formu-
late the theory· The diagonalization of the material Hamil-
tonian may be considered a separate (complicated) problem.
A serious drawback of this procedure is, however, that the
concept of excitons is limited to crystals; disordered systems,
concentrated solutions, molecular aggregates, etc· cannot be
treated in this way. Furthermore, this method is limited
even for crystals, because at strong radiation-matter cou-
pling not the eigenstates of the crystal but the collective
eigenmodes of radiation field and matter (i·e., polaritons)
are the elementary excitations·8,9,11,12This becomes partic-
ularly important if one wants to account for interactions
with other degrees of freedom, such as phonons· To include
damping of the excited states by phonons, the polaritons,
not the excitons, have to be scattered on the lattice vibra-
tions.13 The susceptibilities then may no longer be consid-
ered a purely material property, and the radiation field has
to be considered explicitly as a degree of freedom· Strong
evidence of the importance of these and other polariton
effects was recently provided through some nonlinear-opti-
cal experiments involving second-harmonic generation and
transient grating in molecular crystals·14,15
In a third method one phenomenologically adds a term
-µ · Eext to the material Hamiltonian with instantaneous
Coulomb forces·6 This term reflects the interaction with
the external electric field· By using response theory, it is
then possible to expand the polarization field in terms of
Eext,which yields external susceptibilities as multitime-cor-
relation functions of the molecular-dipole operators· These
external susceptibilities depend on the size and shape of the
sample, and one works rather with the more fundamental
(internal) susceptibilities, which express the polarization in
terms ofE, and are generally believed to be intensive quanti-
ties· The external susceptibilities can be translated to the
internal by using the formal relation between Eext and E
provided by the Green function of the Maxwell equations·
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The fact that this method forces one to keep track of size and
shape dependencies, which cancel only in the last step of the
calculation, is a serious drawback. Moreover, this proce-
dure again leaves no room to incorporate polariton effects in
crystals. A more rigorous approach involving external fields
can be found in Ref. 16, but the result obtained there is
formal because it involves Green functions for the combined
matter-and -radiation system.
In this paper we concentrate on the calculation of nonlin-
ear-optical processes for a lattice of polarizable absorbers.
The method that we use, however, is not limited to crystals
and lends itself to generalization toward other types of sys-
tems. The general idea behind our method is to derive a set
of coupled reduced equations of motion for those material
and radiation field variables that are relevant to the defini-
tion of susceptibilities. The electromagnetic field is thus
explicitly treated as a degree of freedom, and the coupled
equations make it possible to account for polariton effects.
In treating the time evolution of the system, we use the
multipolar Hamiltonian. The proper choice of a Hamilto-
nian for charges interacting with radiation is a controversial
issue that has drawn considerable attention over the
years.17-24 In the multipolar (µ· D) Hamiltonian, the radia-
tion-matter interaction is in the electric-dipole approxima-
tion given by -µ ·D, with D the electric displacement field.
This Hamiltonian can be obtained by a canonical transfor-
mation18-20 from the more fundamental minimal coupling
(p · A) Hamiltonian, in which the radiation-matter coupling
is of the form p · A + A2, with p the electronic momentum
and A the vector potential. Intermolecular forces enter
both Hamiltonians in a profoundly different way. In the
µ·D Hamiltonian there are no direct intermolecular interac-
tions at all; instead they are mediated by an exchange of
photons. In the p · A Hamiltonian, however, instantaneous
Coulomb interactions are explicitly present. Of course, on a
formal level both Hamiltonians are equivalent, and in fact it
has been shown that when intermolecular interactions are
neglected, the susceptibilities predicted by them are identi-
cal.2 If one wants to account for interactions between the
absorbers, however, one usually has to resort to approxima-
tions in order to solve the time evolution of the system. In
view of the different ways in which these interactions enter
the Hamiltonians, different predictions may then be expect-
ed. The main dilemma in the choice of the Hamiltonian
may be formulated as follows. In the µ ·D Hamiltonian the
interaction between the radiation field and the matter is
more conveniently treated and makes it most suitable for
numerical work (e.g., the propagation of Bloch-Maxwell
equations), whereas in the p · A Hamiltonian it is easier to
incorporate intermolecular forces by using physical intu-
ition.
The outline of this paper is as follows. After introducing
the Hamiltonian and pertinent quantities in Section 2, we
present our reduced equations of motion in Section 3. The
derivation of these equations through a projection-operator
technique is only briefly outlined, as it has been extensively
reported elsewhere.25 The value of these equations is that
they are formally exact, and in practice they allow us to
account for intermolecular interactions and correlations in
an approximate but systematic way. For the electromag-
netic field they exactly coincide with the Maxwell equations,
regardless of the approximations made in working out the
material equations. The material equations are obtained to
second order in the molecular dipole (the coupling constant),
and up to that order they coincide with the Bloch equations
in the local-field approximation.26 This means that each
molecule behaves according to the optical Bloch equations in
which the electric field is replaced by a local field containing
the effects of interactions with the other molecules. The
important point of our derivation of the Bloch equations is
that it is the first term in a systematic expansion and that it
shows limitations of the local-field concept arising from the
incomplete treatment of correlations. In Section 4 we calcu-
late the dielectric function from our equations, and we com-
pare it with earlier results. Finally, Section 5 contains our
conclusions.
2· MICROSCOPIC MODEL AND
HAMILTONIAN
We consider a lattice of arbitrary structure with its N sites
occupied by identical molecules. We are interested in tran-
sitions between two electronic states of these molecules that
are well separated from other electronic levels, so that each
molecule may be described as a two-level system with transi-
tion energy hΩ. The molecules have no diagonal-dipole
matrix elements (nonpolar), but they are polarizable, and
the transition-dipole matrix element between the two states
will be denoted µ. We further assume that this vector has
the same orientation in the lattice for all molecules. Higher-
order multipole moments will be neglected, so that we basi-
cally consider a lattice of point dipoles.
To describe the electromagnetic field, we work in the Cou-
lomb gauge V · A = 0, with A the vector potential. We
confine ourselves in this paper to the linear and nonlinear
response to transverse electric fields (no excess charge). As
explained in Section 1, we use the multipolar Hamiltonian,
which in its dipole approximation (exact for point dipoles)
reads as18,20
fl = flo + flint' (1)
with
^ Σ A † A Σ^ H^
nO = hΩ Σ Bm Bm + h Σ ωkakλ akλ (2)
m kλ
and
flint = - Σ Am • D^╖ (rm)' (3)
m
Throughout this paper an operator is indicated by a caret,
e.g., 0^. Its expectation value at time t is written as <0^(t» or
simply as O(t). flo is the total unperturbed Hamiltonian of
isolated molecules and radiation. B^m (B^m H) is the destruc-
tion (creation) operator for an excitation on molecule m,
obeying the Pauli anticommutation relations4
[B^m†, B^n]+ ≡ B^m†B^n + B^nB^m† = δm,n + 2B^m†B^n(1 - δm,n)' (4)
The vacuum dispersion relation is given by ωk = ke, and akλ
(akλ†) denotes the destruction (creation) operator of a pho-
ton of wave vector k and polarization λ, where the usual
commutation relations apply:
[akλ' ak'λ'†] = δk,k'δλ,λ'
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and
[akA' ak'A'] = 0.
Ĥtnt is the interaction Hamiltonian between the matter and
the electromagnetic field. The dipole operator Am of the
mth molecule reads in terms of the basic molecular operators
as
Am = µ(Em + Em†) (5)
because the molecules are assumed to be polarizable but
nonpolar. The position of molecule m is given by rm, and
D^1.(r) is the transverse component of the electric displace-
ment field:
D^(r) = Ê(r) + 4πP^(r), (6)
with Ê and P^ the electric field and the polarization field,
respectively. P^ is of great importance in defining suscepti-
bilities. Note that for our system of point dipoles it is
directly related to the molecular-dipole operators:
P^(r) = I µ^mδ(r - rm)· (7)
m
In the multipolar Hamiltonian, D^1.(r) is the conjugate mo-
mentum to the vector potential Â╖(r) [=Â(r)], and these
fields read, in second quantization, as





D^1.(r) = iI -V (akA eik.r - akλ†e-ik.r)ekA' (8b)
k,A
where V denotes the volume of the normalization box, which
is taken to be equal to the crystal volume and will be sent to
infinity in all final results, and ekA is the unit polarization
vector of mode kλ. As mentioned above, the multipolar
Hamiltonian does not contain any explicit intermolecular
interactions; all interactions are mediated through the radi-
ation field by emission and absorption of transverse pho-
tons.
3. REDUCED EQUATIONS OF MOTION
To describe nonlinear-optical processes, we want to derive
coupled equations of motion for the expectation values of
material and radiation operators. A natural way to obtain
such equations is provided by taking the expectation values
of the Heisenberg equations of motion for these operators.
This procedure, however, will never give in a rigorous way a
closed set of equations for a finite number of expectation
values. The reason is that the time derivatives of the mate-
rial operators contain products of material and radiation
field operators. These products are new operators for
which, in turn, the Heisenberg equations must be derived,
which would again yield new products, etc. This procedure
will thus yield an infinite hierarchy of coupled equations, as
is common in statistical mechanics.27 An approximate way
out of this is to factorize the expectation value of a product
into the product of expectation values. This would be an
exact procedure if for all times the system's total density
operator were a direct product of a radiation and a matter
density operator. Although this may indeed be the case for
some initial moment (the infinite past), interactions obvi-
ously correlate the radiation evolution and the matter evolu-
tion, thus making crude factorization an ad hoc approxima-
tion. The basic idea of factorization is appealing, however,
and leads us to consider projection-operator techniques,28-31
which give the factorization as a lowest-order result but also
prescribe, in principle, an exact procedure to incorporate
corrections that are due to interactions.
To construct a suitable projection operator, it is useful
first to point out the relevant operators, whose expectation
values we want to describe exactly. In our case these are the
single-molecule operators (Em, Em H, Em †Em) and the creation
and annihilation operators akA and akA†for a certain discrete
set of special modes kλ only. The motivation to choose this
particular set of operators is as follows. The dynamics of
nonlinear-optical experiments is often described adequately
by using a few modes of the radiation field that obey the
macroscopic Maxwell equations.3 These modes will consti-
tute the special modes. Furthermore, the polarization field,
whose expectation value we ultimately want to relate to the
expectation value of the special modes of the electric field, is
fully determined by the set of single molecule operators Em
andEm† [cf.Eqs. (5) and (7)]. For every m, Em, Em†, Em†Em,
and the trivial identity operator (Î) constitute a complete set
of operators. In Ref. 25 we proposed a time-dependent
projection operator P(t) based on the ideas of Lax29 and
Willis and Picard,30 which allows us to derive exact equa-
tions of motion for the expectation values of all operators
acting on a single molecule or on a special mode. For the
exact form of P(t) and its properties, see Ref. 25. Formally,
we write P(t)p(t) = σ^(t), where p(t) is the total density
operator of the matter and radiation field, and for our pro-
jection the reduced density operator σ^(t) is a product of
density operators for single molecules and single special
modes. All other radiation modes are projected onto the
vacuum. Starting from the Liouville equation for the total
density operator ρ^(t), we derive, through steps that are stan-
dard in projection-operator techniques, reduced equations
of motion for the expectation values of the relevant opera-
tors. Let A denote such an operator. Then we have
d_ <A(t» = -i«A†|LIσ^(t)>>
dt
- f∞ dt' < <A†|LintG(t, t')Q(t')Lint|σ^(t'» ), (9a)
with
G(t, t') = exp+[ -i ∫tt' ds(L0 + Q(S)Lint)]. (9b)
Here L is the Liouville operator associated with the total
Hamiltonian, ħLA≡ [H, A], and similarly ħL0A = [H0, A] and
ħLintA = [Hint>A]. Q(s) ≡ 1- P(s) denotes the complemen-
tary projection, and exp+ is the time-ordered exponential.
Above, we use Liouville-space notation, whereby an ordi-
nary operator A is written as a ket|A) >, and <<AlB» ≡
Tr(A†B) is the scalar product. <<AlLIE» ≡ Tr(A†LB^)is a
Liouville-space matrix element.32
The first term on the right-hand side of Eq. (9a) will be
called the mean-field term, because it describes the behavior
of the system as if the individual molecules and radiation
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modes evolved in an uncorrelated way, interacting only with
one another's averages, i.e., as if ρ^(t) = σ^(t) at all times.
Evaluation of this term is completely equivalent to taking
the expectation value of the Heisenberg equation of motion
for Â and factorizing any expectation value of a product of
operators into the product of expectation values.
The second term in Eq. (9a) will be called the kernel
(term); it gives the exact correction due to correlated evolu-
tion. If LintÂ is a linear combination of single-molecule and
(or) single-special-mode operators, it is easily shown that
this term rigorously equals zero. In other words the mean-
field term then provides the exact equation of motion for
<Â(t». This is equivalent to the fact that the Heisenberg
equation of motion for Â(t) in that case would not contain
any operator products that would have to be factorized. In
general, however, the kernel term is complicated, and it is
impossible to evaluate it without approximations because all
the problems of correlated dynamics are hidden in it. The
natural way to proceed is to expand G(t, t') perturbatively in
the interaction
G(t, t') = G0(t, t') - i ⌠t dt1G0(t, tl)Q(tl)LintG0(t1, t') + ... ,
Jt'
(10)
where G0(t, t') = exp[-iL0(t - t')] is the unperturbed propa-
gator. Alternatively, a density (cluster) expansion of G(t, t')
may be developed.27 To calculate the kernel term, we have
to parameterize σ^(t) in terms of the expectation values of the
single-molecule and single-special-mode operators. For-
mally, this can always be done because of the factorized form
of σ^(t>. If we then evaluate Eq. (9a) for all single-molecule
and single-special-mode operators, we obtain a closed set of
equations for their expectation values.
In Ref. 25 the formalism described above has been used to
derive explicit reduced equations of motion for our relevant
material and field variables. For the radiation variables,
these equations do not involve the kernel by virtue of the
fact that Lintâkλ is a linear combination of single-molecule
operators. As noted above, this means that the mean-field
terms provide the exact equations of motion for the radia-
tion field variables. We eventually find, for the special k
values, that
(k2 - ω2/c2)E╖(k, ω) = 4π(ω2/C2)P╖(k, ω), (11)
with E╖(k, ω) [P╖(k, ω)] the time-and-space Fourier trans-
form of the transverse electric field (polarization field).
This result proves that the multipolar Hamiltonian in the
dipole approximation is not incompatible with Maxwell's
equations. This conclusion is different from earlier re-
sultS.24 Note that in view of the exactness of the mean-field
term, the definition of special modes and the introduction of
a projection operator are not essential to the above conclu-
sion.
Next, we turn to the equations for the material variables.
Instead of Em, Em† and EmޤEm, we choose the linear comb i-
nations Em + Emޤ, i(Em - Emޤ) and W^m= EmޤEm - EmEmޤ =
213mHEm - Î as basic operators. The optical Bloch equations
for an isolated two-level molecule, which are frequently used
to describe nonlinear-optical processes,3,33 are usually for-
mulated in terms of these Hermitian operators. Note that
the polarization field is directly related to Em + Em H, and Wm^
is the population inversion of molecule m. For <Em+ Em † >,
the mean-field term is easily shown to be exact again, but for
the other two variables the kernel does contribute. In Ref.
25 we calculated this contribution to second order in the
interaction, which means that we keep only the first term in
Eq. (10). The mean-field term was calculated without ap-
proximations. It turns out that the kernel essentially yields
the retarded dipolar interactions between the molecules,
which is to be expected because the diagrams that contribute
to it contain creation and subsequent destruction of a pho-
ton at two different molecules. It has been shown before34,35
that this gives the dipole-dipole interaction. If emission
and absorption happen at the same molecule, the diagram
contributes to the radiative lifetime and to a level (Lamb)
shift; thus the radiative lifetime and the Lamb shift parame-
ters are also properly included in our equations. To second.
order in the dipole moment Ii, the equations for Em + Emޤ,
i(Em - Em †), and Wm^ can now be written as the Bloch equa-
tions for molecule m in a local electric field that consists of
the Maxwell field E(rm) and a term due to the retarded
dipole interactions with the other molecules.25 Through the
projection procedure outlined above we are thus able to
define from first principles a local field in nonlinear optics
for systems with interacting molecules. Moreover, our
method shows the approximate nature of the local-field ap-
proach and provides a tool to improve on it systematically by
incorporating higher-order kernel terms. We also note that
our equations include superradiance effects because they
contain the complete complex dipole-dipole interactions [ef.
Eq. (15a)]. When we define, in analogy with the polariza-
tion P^(r), the material fields V^(r) = Σm iii (Em - Em†)δ(r-
rm), W^(r) = Σm Wm^δ(r - rm), and ρ(r) = Σm δ(r - rm) (the
molecular number density), the set of reduced equations of
motion in the local-field approximation reads, in (k, ω)
representation (k in the special set), as25
-iω<P^(k, ω» = -Ω<V^(k, ω» - Γ<P^(k,ω», (12a)
-iω<V^(k, ω» = Ω<P^(k, ω» - [Γ + K1(ω)]<V^(k, ω»
+ 2/ħ µµ· 21πV I J dω'EL(k', ω')
k'
IBZ
X <W^(k- k', ω - ω'», (12b)
-iω<W^(k, ω) > = -½K2(ω)[2πρ(k)δ(ω) + <W^(k,ω) >]
+ ½K3(ω)[2πρ(k)δ(ω) - <W^(k,ω»]
- 2/ħ 21πV I J dω'EL(k', ω')
k'
IBZ
· <V^(k- k', ω - ω'». (12c)
Here, Iiµ stands for the tensor with ijth component µiµj
(dyad), and IBZ denotes that the summation extends over
the first Brillouin zone of the reciprocal lattice only. In Eqs.
(12), Γ accounts for pure dephasing (T2 processes) in a phe-
nomenological way, and the Ki are the self-interaction ker-
nels responsible for radiative decay (γi) and level shifts (Δi)'
We have
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Kl(ω)=lim4µ2i∫dkk3( 1 + 1 )
do 3ħπ ω~+ k + if ω~ - k + if
≡ γl(ω) + iΔl(ω), (13a)
with ω~ ≡ ω/c. The expressions for K2(ω) and K3(ω) are
obtained from K 1(ω) by replacing k in the denominators with
k - Ω/e and k + Ω/e, respectively. The frequency-depen-
dent decay rates γi(ω) agree with those obtained through
other methods,33 and in explicit form they read as
γl(ω) = (4µ2/3he3)|ω|3, (I3b)
2 {(ω + Ω)3 (ω> Ω)4µ
γ2(ω) = -3 (ω + Ω)3+ (Ω - ω)3 (-Ω < ω < Ω),
3he
(Ω - ω)3 (ω < -Ω)
(I3c)
2 {(ω - Ω)3 (ω> Ω)4µ
γ3(ω) = -3 0 (-Ω < ω < Ω)· (I3d)
3he -(ω + Ω)3 (ω < -Ω)
The divergent level shifts Δi(ω) are not equal to the usual
Lamb shift obtained within the p · A Hamiltonian. This is
due to the fact that a real self-interaction term,
2π ∫dr LIP m╖(r)|2,
m
where Pm ╖ is the transverse polarization field due to mole-
cule m only, has been omitted from the Hamiltonian [Eq.
(1)] by us. It has been shown that for the hydrogen atom
this term exactly resolves the discrepancy in the Lamb
shift. 20 For our model of two-level systems, however, the
extra term is an infinite constant that cannot affect the
dynamics. The two-level approximation is apparently too
severe an approximation to deal with all self-interactions in
an exact way.
We now turn to the discussion of the most important
quantity in Eqs. (12), the local field in (k, ω) representation,
which reads as
EL(k, ω) = <Ê╖(k, ω» + (4π/3)η(k, ω) • <P(k, ω», (14a)
with the tensor η(k, ω) given by
η(k, ω) = 1 - 3kk + (3/4π)[Fl(k, ω) - Fc(k, ω)]. (I4b)
Here Fl(k, ω) and Fc(k, ω) are the lattice and continuous-
space Fourier transforms of the retarded dipole field tensor
F(r, ω), respectively34,36:
eiω~r
F(r, ω) = {(3 - 3iω~r - (ω~r)2)r^r^ - [1 - iω~r - (ω~r)2] 11-,
r3
(I5a)
Fl(k, ω) = 1_ Σ F(rm, ω)exp(-ik • rm), (I5b)
ρ m≠O
Fc(k, ω) = ∫drF(r, ω)e-ik.r. (15c)
k and r^ denote unit vectors in the k and r directions, respec-
tively, and ρ ≡N/V is the average number density of the
molecules. The fact that η(k, ω) contains the difference of
the discrete and continuous Fourier transform of the same
field is a result of the proper bookkeeping of intermolecular
interactions, which is maintained by the projection operator.
Strictly speaking, the Maxwell field <Ê(k, ω» already con-
tains some contributions from intermolecular interactions,
and the subtraction of Fc(k, ω) avoids overcounting the in-
teractions. Furthermore, the difference Fl - Fc is most
suitable for numerical evaluation because only a small region
in space contributes to it, as the summation ofEq. (15b) and
integration of Eq. (I5e) are identical at large distances r.
Moreover, it can be shown that for a simple cubic lattice with
lattice spacing a in the limit k --- 0 (ka« 1) and ω --- 0 (ω~a«
1), Fl = Fc (cf. Section 4), so that
η(k, ω) = 1 - 3k^k^ (k, ω --- 0). (16)
In Eq. (14a) we expressed the local field in terms of E╖
and P because E╖ is the transverse Maxwell field with re-
spect to which we will define susceptibilities. In principle,
we may equally well write EL = E + (4π/3)η' · P, and then η'
would be given by Eq. (I4b) without the kk term. Thus, in
the limit k, ω --- 0, we find exactly the Lorentz local field E +
(4π/3)P.
In concluding this section we note how Eqs. (12) may be
used to derive expressions for molecular-optical susceptibil-
ities. To that end we formally expand the material variables
<P^(k, ω», <V^(k,ω», and <W^(k, ω» in a Taylor series in
EL(k, ω). When these expansions are substituted into Eqs.
(12), we can obtain the coefficients of expansion of the mate-
rial variables order by order. The coefficients of expansion
of <P^(k, ω) > constitute the molecular susceptibilities. Be-
cause Eqs, (12) are equivalent to the Bloch equations of a
single molecule interacting with the field EL, these are actu-
ally the molecular polarizabilities. (This is no longer true
once the kernel is evaluated to higher orders.) The macro-
scopic susceptibilities are defined in terms of the expansion
of <P^(k, ω) > in a power series in the average Maxwell field E
rather than the local field EL. Using the relation between E
and EL [Eq. (I4a)], we can expand EL in powers of E and
obtain the macroscopic susceptibilities.2,6,26 The macro-
scopic susceptibility to order n is then given by sums of
products of the molecular susceptibilities of order nand
lower. It should further be noted that in this approximation
we can express the susceptibilities in terms of correlation
functions of the matter, as is common in linear and nonlinear
response theory.37 In Section 4 we explicitly evaluate the
linear susceptibility and the dielectric function for the
present model and compare them with other results.
4. COMPARATIVE STUDY OF THE
DIELECTRIC FUNCTION
The Bloch equations [Eqs. (12)] can be used in a straightfor-
ward way to calculate the linear susceptibility χ(1)(k, ω).
This tensor is defined by
<p^(1)(k, ω» = χ(l)(k, ω) • <Ê╖(k, ω», (17)
where <P^(1)(k, ω) > denotes that part of the polarization that
is linear in the electric field. Because we consider only
transverse radiation fields, it should actually be referred to
as the transverse susceptibility. The (transverse) dielectric
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function ε(k, ω) is often considered instead of the suscepti-
bility and is defined by
ε(k, ω) = 1 + 4πχ(1)(k, ω). (18)
To obtain the linear susceptibility, we linearize the Bloch
equations by discarding all terms of second or higher order
in the expectation value of the electric field. Because the
molecules are nonpolar, <P^(k,ω» and <V^(k,ω) >both vanish
in the absence of electric fields, so that in lowest order they
are linear in <Ê╖ (k, ω». To find the behavior of <W^(k, t»,
we realize that the inversion <W^m (t» of molecule m is -1 in
the absence of fields because the molecule is in the ground
state. As it takes two interactions with the electromagnetic
field to change the ground-state density operator |0>mm<01
for molecule m into the excited state 11>mm <11,the next term
in the expansion of <W^m (t» will be quadratic in the electric
field. Linearizing the Bloch equations is thus equivalent to
invoking
<W^(k, ω» = 2πδ(ω) I (-l)exp( -ik· rm)
m
= -2πδ(ω)N I δk,2πG, (19)
G
where the summations over m and G run over the total
crystal and the reciprocal lattice, respectively, and N, again,
denotes the total number of molecules in the system. It is
readily checked that Eq. (12c) is now indeed obeyed up to
terms linear in the transverse electric field, as K3(0) = 0.
Using the expression for the local field [Eq. (14)], we now
obtain, as linear equations,
-iω<P^(k, ω» = -Ω<V^(k, ω» - Γ<P^(k,ω», (20a)
-iω<V^(k, ω» = [Ω - (8π/3ħ)ρµ2η(k, ω)]<P^(k, ω»
- [Γ + K1(ω)] <V^(k,ω»
- (2/ħ) ρµµ· <Ê╖(k, ω», (20b)
where the superscript l's denoting the linear parts of P and
V have been omitted for brevity. Furthermore, we intro-
duce the scalar
η(k, ω) ≡ [µ · η(k, ω) • µ]/µ2, (21)
and we use the fact that the polarization field is collinear
with µ in identifying
µµ ·η · <P^(k, ω» = µ· η · µ<P^(k, ω». (22)
The dielectric function is now obtained by eliminating <V^(k,ω) >
from Eqs. (20) and reads as
ε(k, ω) - 1 _ 2ρΩµµ/ħ (23)
4π -(ω + iΓ)[ω -Δ1(ω) + iΓ + iγl(ω)] + Ω[Ω - (8π/3ħ)ρµ2η(k, ω)]
We compare our result with the dielectric function as ob-
tained by Hopfield in his celebrated treatment of the polari-
ton.12 This result is derived within the minimal coupling
(p · A) Hamiltonian, and in the original paper it is defined
through the dispersion relation of the mixed eigenmodes of
the matter and radiation operators. The same result is
found by evaluating only the Heisenberg equations of mo-
tion for (B^m + B^m†), i(B^m - B^m†), and W^m within the (p · A)
Hamiltonian, taking the expectation values of those equa-
tions while factorizing all products (which is equivalent to
taking only the mean -field term in our projection approach),
and linearizing the resulting equations as explained above.
We then find that
εmin(k,ω) - 1 = 2ρΩµµ/ħ (24)
4π -ω2 + Ω[Ω - (8π/3ħ)ρµ2ηmin(k)]
with
ηmin(k) = -(3/4π)[ħJ0(k)/ρµ2]. (25)
Jo(k) is defined as the lattice Fourier transform of the in-
stantaneous dipole-dipole interaction:
Jo(k) = I J(rm)exp(-ik · rm), (26a)
m≠0
with
ħJ(r) = µ· (1 - 3r^r^)(1/r3)· µ = -µ· F(r, ω = 0) · µ (26b)
[cf. Eq. (15a)]. Clearly, Eqs. (23) and (24) differ. Let us
discard the dephasing in our result because it can also be
incorporated into Eq. (24). A striking and important dis-
crepancy between Eqs. (23) and (24) is the presence of self-
interactions (spontaneous emission and Lamb shift) in the
first. Hopfield concluded that spontaneous emission is sup-
pressed in an infinite crystal and that the electromagnetic
field coupled to the polarization wave (polariton) propagates
freely. In contrast, our result using the multipolar Hamilto-
nian does contain spontaneous emission. A further differ-
ence is that Hopfield's expression does not contain retarded
interactions between the molecules; our result does. This is
seen most clearly by comparing η(k, ω) with ηmin(k). [The
fact that ηmin(k) depends only on k already rules out any
signature of retarded interactions.]
We will now make a more quantitative study of the differ-
ent expressions for the dielectric function, in which we spe-
cifically investigate the role of the (retarded) intermolecular
interactions. To this end, from now on we will neglect the
dephasing and self-interaction contributions to Eq. (23),
and, for simplicity, we will confine ourselves to the case of an
electric field polarized parallel to the molecular-transition
dipoles. This special geometry allows us to ignore the tensor
nature of the studied quantities, which is not essential for
the discussion. To make a quantitative comparison, we
have to evaluate the lattice sums of the retarded and the
instantaneous dipole interactions as occurring in Eqs. (15b)
and (26a). Although sophisticated schemes have been de-
veloped to obtain these sums,38 here we use a simple approxi-
mation, which yields the k = 0, ω = 0 result and the first
nontrivial terms depending on k and ω. In this approxima-
tion, used by Heller and Marcus to derive the effective mass
of the dipolar exciton,39 the lattice sum is replaced by an
integral over all space, excluding an inner sphere with cutoff
radius Rc, which is of the order of the lattice constant. One
thus finds for the instantaneous interaction (in our geome-
try) that39,40
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ħJ0(k) ≈ -(4π/3)µ2ρ[j0(kRc) + j2(kRC>], (27)
with j0(X) and h(x) the zeroth- and second-order spherical
Bessel functions of the first kind, respectively.41 Keeping
only terms up to second order in kRc, which is of the order of
0.001 for optical wavelengths, and using Eq. (25), we have
ηmin(k)≈ 1 - l/10(kRc)2. (28)
The summation of the retarded dipole-field tensor F is sim-
plified considerably by the fact that only the difference of
the lattice and the continuous space Fourier transform occur
in Eq. (14b). In the integral approximation for the lattice
sum this difference now amounts to the integral of F over the
inner sphere:
iRe ·ΔF(k, ω) = Fl(k, ω) - Fc(k, ω) ≈ - ° F(r, ω)e-,k.rdr. (29)
Using Eq. (15a) for F(r, ω) and performing the angular
integrals of r first, we end up with integrals over |r| involving
spherical Bessel functions, which cannot be evaluated ana-
lytically. However, because the integral extends only over
small Ir| values (kRc « 1, ω~Rc« 1), we may expand the
Bessel functions in powers of |r| to obtain the first terms in
an expansion of ΔF(k, ω) in powers of kRc and ω~Rc. We
eventually find, for our special geometry and by using Eqs.
(14b) and (21), that
η(k, ω) ≈ 1- l/10(kRc)2 - (ω~Rc)2. (30)
We immediately note that for ω~ = 0, expression (30) reduces
to expression (28), which means that if we neglect the retar-
dation in the molecular interactions our result is equal to
Hopfield's, except for the role of spontaneous emission.
To estimate the effect of retardation further, we now write
the dielectric function in the following form suggested by
exciton theory (only one exciton branch considered)10:
ε(k, ω) - 1 _ C . (31)
4π __ βω2 + _Ω2 + ħΩ k2
I-' m*
Here Ωex2(k) = n2 + (ħn/m*)k2 is usually the long-wave-
length dispersion relation of the transverse Coulomb exci-
ton, and m* is its effective mass. The parameters C, β, n,
and m* for the dielectric functions discussed above are
shown in Table 1. For both models we find that nand m*
equal the k = 0 frequency and the effective mass, respective-
ly, of the transverse dipolar exciton (without invoking the
Heitler-London approximation).4,11,39 The effect of retar-
dation is fully reflected in β. For εmin,β = 1,as one expects,
because this result can be obtained by first diagonalizing the
material Hamiltonian, which gives the dipolar excitons, and
then applying response theory to a perturbation of the exci-
ton Hamiltonian by a p . A interaction with the radiation
field. Considering the excitons as harmonic oscillators, with
k-dependent frequency Ωex(k), which is valid in the linear
approximation, one expects a resonance in the susceptibility
at ω = Ωex(k). Our result [Eq. (23)] may not be obtained by
such a consideration because in the multipolar Hamiltonian
the transverse radiation field is essential to carry the inter-
molecular interactions; if we want to take these into account,
the material system may not be considered a separate entity,
which is perturbed by the radiation. Still, our result also
has many of the instantaneous exciton characteristics. Only
the fact that β ,c 1 shows the influence of retardation and
may be interpreted as an effective resonance shift. Typical
values for the microscopic parameters (Ω ≈ 1015sec-I, µ ≈ 1
D, Rc ≈ 1 Å, and ρRc3 ≈ 1) give 1 - β ≈ 10-6, which illustrates
that for realistic samples the role of retardation in the dielec-
tric function is negligible. The same conclusion was reached
by Davydov.4
Also shown in Table 1 are the parameters C, β, n, and m*
for simplifications of both models discussed here. In the
case p . A bare we consider Hopfield's result without dipolar
interactions, i.e., J0(k) = O. Clearly, the susceptibility of a
sample of non interacting molecules is the density times the
single molecule polarizability. We see that, indeed, the res-
onance frequency is given by the molecular transition fre-
quency and the effective mass is infinite because of the
absence of distance-dependent interactions. The case µ•D
bare corresponds to our equation-of-motion approach omit-
ting the kernel term. Now, the resonance frequency is not
the molecular frequency because the field with which each
molecule interacts is the displacement D instead of E, which
means that there is a local field D = E + 4πP, corresponding
(for the transverse geometry) to η ≡η_ = 3 in Eq. (14a). This
nontriviallocal field shifts the resonance. It does not, how-
ever, introduce a finite effective mass: η_ has no k depen-
dence.
Finally, we note that performing response theory on a
perturbation of Coulomb excitons by adding a µ.E interac-
tion with the radiation field (which is a fourth method to
calculate susceptibilities) exactly yields Hopfield's results.
Table 1. Parameters C,β, n, and m* Needed to Express the Dielectric Functions Discussed in the Text in the Form
of Eq. (31)a
Model C β Ω_ (m*)-l




[Ω( Ω _ 8πρ3ħµ2)]1/2
Ω 4πρµ2Rc 2
ħ 3ħc2 _Ω 15ħ2
p·A [Eq. (24)]
2ρΩµ2









p · A bare -- I Ω 0
ħ
a ρ ≡N /V is the number density, Ωis the molecular transition frequency, µ is the transition dipole, and Rc is of the order of the lattice constant. The parameters
may alternatively be expressed in terms of the oscillator strength per unit volume, (2MΩρµ2)/ħe2, with M and e the electron mass and charge, respectively. The dis-
crepancy of the first two models regarding spontaneous emission is not included in this table.
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5. CONCLUDING REMARKS
The systematic incorporation of intermolecular forces into
the theory of linear- and nonlinear-optical processes in con-
densed phases is an important problem. In this paper we
approached the problem by using reduced equations of mo-
tion, which describe the evolution of the expectation values
of operators acting on single molecules and on a discrete set
of special modes in an, in principle, exact way. Although in
practice it is impossible to evaluate these equations rigor-
ously, it is possible to perform a perturbation expansion,
which systematically incorporates dynamic correlations and
interactions. There are a number of advantages to our ap-
proach. First, its application is not limited to the special
case of the lattice, which we chose in this paper; more general
systems such as concentrated solutions, doped crystals, and
aggregates may be treated in a similar manner. Second, this
procedure does not address external fields but instead is
formulated directly in terms of the internal electromagnetic
fields. Therefore a conversion of external susceptibilities to
the actual internal ones is not needed. Third, an equation-
of-motion approach makes it possible to treat collective ef-
fects of matter and radiation field (polariton effects).
Using the multipolar Hamiltonian, we exactly recovered
Maxwell's equations for the radiation field. Furthermore,
the reduced equations of motion for the material variables to
second order in the molecular dipole µ coincide with the
optical Bloch equations in the local-field approximation.
The local field is a mean-field concept that is frequently
used in the treatment of optics in condensed phases but was
never derived from first principles. Our procedure yields
the approximation as a lowest-order result and, moreover,
shows how to improve on it systematically. The expression
for the local field that is found from our approach explicitly
contains the retarded intermolecular dipole-dipole interac-
tions, and the equations of motion properly account for the
effects of radiative self-interactions and superradiance. Re-
duced equations of motion may also be obtained by using the
minimal coupling Hamiltonian, but these equations will not
assume the form of the optical Bloch equations, and it is
impossible to identify a local field in them.
The Bloch equations in the local-field approximation pro-
vide an easy means of evaluating linear and nonlinear sus-
ceptibilities for condensed media, as described in the last
paragraph of Section 3. In this paper we particularly stud-
ied the dielectric function that follows from the linearized
Bloch equations and compared it with the well-known result
obtained by Hopfield in his treatment of polaritons.12 The
most important difference between the two expressions is
the presence of radiative damping and a level shift in our
result. A further difference is the signature of the retarded
intermolecular dipole-dipole interactions in our result as
opposed to the instantaneous interactions in Hopfield's ex-
pression. This provides a means of assessing the impor-
tance of retardation effects, and from the detailed quantita-
tive study that we presented in Section 4 it may be conclud-
ed that for typical systems these effects on the dielectric
function are negligible. Hopfield's result was obtained by
using the p . A Hamiltonian and may be derived by evaluat-
ing the reduced equations of motion within this Hamilto-
nian, discarding the kernel totally. However, in view of
earlier results on intermolecular interactions mediated by
photons,34,35we are convinced that in the p' A Hamiltonian
the kernel term to order µ2would also generate the retarded
intermolecular interactions (while canceling the instanta-
neous ones) and yield radiative decay rates and level shifts.
Even in this higher-order approximation, the equations
would not have the form of the Bloch equations; these can be
obtained only from a µ · D type of Hamiltonian.
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