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1. INTRODUCTION 
Integral equations of various types create the important subject of 
several mathematical investigations and appear often in many applications 
(cf. [2, 3, 14, 19, 20, 22, 261 and references therein). 
The main object of the present paper is to study the solvability of non- 
linear Volterra integral equations. The theory of equations of such a type 
is very developed. Nevertheless, there are a lot of problems concerning the 
solvability of those equations in some classes of functions which are not 
satisfactory and completely solved up to now. 
In this paper we show that some rather simple and convenient condi- 
tions ensure the existence of solutions of the equations in question in the 
class of functions of locally bounded variation on the interval [0, co). In 
our considerations we will use the technique of measures of noncompact- 
ness and the modified version of the fixed point theorem of Darbo [S, 121. 
It is worthwhile to mention that in a few papers of the first author [6,7] 
(cf. also [9, 101) there was applied the technique associated with measures 
of weak noncompactness and the fixed point theorem of Emmanuele 
[13, 151 in order to obtain existence theorems for some functional and 
functional-integral equations. But it was recently noticed by G. Emmanuele 
[ 161 that there is a gap in the proofs of these theorems. This gap depends 
on the fact that Emmanuele’s fixed point theorem requires the weak 
continuity of operators involved while the operators occurring in the 
mentioned papers are only “sequentially” weakly continuous. 
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The method developed in this paper overcomes the difficulty indicated 
above and simultaneously it shows that the existence theorems proved in 
the above quoted papers are valid. The proofs of those theorems have to 
be carried over in the fashion described below, for example. 
Let us also mention that in the papers [6, 7, 9, lo], the solvability of 
considered equations in the class of monotonic functions was shown while 
in the present paper we shall consider the solvability in the broadened class 
of functions of locally bounded variation. 
2. NOTATION AND SOME AUXILIARY FACTS 
Let R denote the field of real numbers and let lK! + = [0, 00 ). For a given 
nonempty and Lebesgue measurable subset Z of R not necessarily bounded 
denote by L’(Z) the space of all Lebesgue integrable functions on the set Z, 
normed in the standard way 
IIXII L’(I) =s x(t)1 dt. I
For further purposes we shall write L’ instead of L’(R +). Moreover, the 
norm in the space L’ will be denoted by 11. (I, i.e., 
llxll = jam Ix(t)l dt. 
Now, let us assume that a function f(t, x) = f: Ix R -+ R! satisfies the 
Caratheodory conditions, i.e., it is measurable in t for any x E IX! and con- 
tinuous in x for almost all t E Z. Then to every function x = x(t) which is 
measurable on Z we may assign the function (Fx)(t) = f(t, x(t)), t E Z. It is 
well known [ 111 that the function Fx is also measurable on I. The 
operator F defined in such a way is said to be the superposition (or 
Nemytskii) operator generated by the functionf: 
Although the superposition operator is very simple it turns out to be one 
of the most important operators studied in nonlinear functional analysis 
(cf. [2, 5, 19, 26, 271). 
In what follows we shall need the following fundamental result 
concerning the superposition operator. 
THEOREM 1. The superposition operator F generated by a function f maps 
continuously the space L’(Z) into itself if and only if If(t, x)1 <a(t) + b 1x1 
for all t E Z and x E R, where a(t) is a function from L’(Z) and b is a non- 
negative constant. 
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This theorem was proved first by Krasnosel’skii [18] in the case 
I= [a, 61. The generalization for the case of an unbounded domain I is 
due to Appell and Zabrejko [S]. 
3. A FEW PROPERTIES OF THE LINEAR VOLTERRA INTEGRAL OPERATOR 
Denote by A=((t,s):Ods<t<oo}. Further, assume that k(t,s)=k: 
A -+ R is a given function which is measurable with respect to both 
variables. Next, for an arbitrary function XE L’ put 
(Kx)(t) = j-’ k(t, s) x(s) ds, t 20. 
0 
The operator K defined above is the well known linear Volterra integral 
operator. For its properties we refer to [ 14, 19, 261, for example. 
Now we establish a few properties concerning the Volterra operator K 
which will be needed later on. 
At first, let us pay attention to the fact that up to now there are 
unknown some necessary and sufficient conditions for the function k(t, s) 
guaranteeing that the operator K generated by k maps the space L’ into 
itself. Some particular solutions of this problem may be found in [17, 
24-261, for instance. 
The theorem given below provides also a particular solution of the 
problem just mentioned. 
THEOREM 2. Let a function k: A + R be measurable on A and such that 
ess sup I m Ik(t, s)l dt < ao. scRs s 
Then the Volterra operator K generated by k maps continuously the 
space L’ into itself and its norm IIKI( is majorized by the number 
ess supse Iw+ Js” Ik(t, $11 dt. 
Proof: First, let us consider the function R: IF!: + R defined as 
for s6 t, 
for t<s. 
Next, take an arbitrary x E L’. We show that the function Ik(t, s) x(s)1 is 
integrable over rW: . Indeed, using our assumptions we get 
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=I i Ids X lk(t, s) x(s)1 dt 0 0 
= joz Ix(s)1 ds joa Iht, s)l dt 
= jom Ix(s)1 ds j; Ik(t, s)l dt + j’7- Ik(t, s)l dt] 
s 
= jox I-+)l ds j” 146 s)l dt 3 
= jam Ix(s)l ds jm IWt, s)ldt 3 
< ess sup j- I4t, $)I dt jam IxbN ds 
S‘SRL s 
= I(xJI ess sup s m Ik(t, s)l dt. SER, .y 
(2) 
Now, applying the Fubini theorem we infer that the function 
t -+ J; L(t, S) x(s) ds belongs to L’. Hence, in view of the equality 
jam k(r,s)x(s)ds=j’k(t,s)x(s)ds=(Kx)(t) 
0 
we conclude that Kx E L’ which means that the Volterra operator K maps 
L’ into itself. This assertion implies that the operator K is also continuous 
[26]. The last part of our theorem is a consequence of the estimate (2). 
Thus the proof is complete. 
For further purposes assume now that the kernel k(t, S) of the Volterra 
operator K satisfies the estimate 
Jut, s)l G P(l) 4(s) (3) 
for (t, S) E A. Then, as an easy consequence of Theorem 2 we have 
COROLLARY 1. Let k: A + R be measurable on A and satisfy the 
inequality (3), where p E L’ and the function q is essentially bounded on [w + . 
Then the Volterra operator K determined by k maps continuously the space 
L’ into itself and 
IIKII d llpll ess supCq(s): SE R,]. 
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4. MEASURES OF NONCOMPACTNESS 
Let E be an infinite dimensional Banach space with the zero element 8. 
Denote by B, the closed ball centered at 8 and with radius r. Let B = B,. 
Assume that X is an arbitrary nonempty and bounded subset of E. 
The notions of the Hausdorff measure of noncompactness x(X) and 
the De Blasi measure of weak noncompactness j?(X) are defined in the 
following way [8, 131: 
x(X) = inf[r > 0: there exists a finite subset Y 
of Esuch that XC Y+ B,], 
p(X) = inf[r > 0: there exists a weakly compact subset W 
of E such that XC W+ B,]. 
These measures play a significant role in several branches of mathematical 
analysis and find numerous applications (cf. [S, 13, 201). 
Especially the following fixed point theorem due to Sadovskii [23] (cf. 
also [ 123) is a very useful tool in applications. 
THEOREM 3. Let C be a nonempty, bounded, closed, and convex subset of 
E and let F: C-+ C be a continuous transformation which is a contraction 
with respect o the measure x; i.e., there exists a constant k E [0, 1) such that 
for any nonempty subset X of C. Then F has at least one fixed point in the 
set C. 
For further properties and applications of the functions x(X) and b(X) 
we refer to the monographs [l, 8, 201. 
In order to apply the measures x and p in a concrete situation we need 
convenient and handy formulas for these functions in some Banach spaces. 
Let us recall that such a formula for the measure fi in the space L’(0, T), 
T< co, has been recently given by Appell and De Pascale [4]. Namely, 
(x(t)ldt:Dc[O, T],measD<a I)> , 
where the symbol meas D stands for the Lebesgue measure of the set D. 
In the space L’ = L’(R + ) we do not know an exact formula of such a 
type. Nevertheless, we can give a good estimate of the measure j? = /IL, 
[lOI. 
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Indeed, for a nonempty subset X of L’ define 
lX Ix(t)1 dt:xeX 
T 
Finally, let us set 
y(X) = c(X) + d(X). 
It may be shown that the function y(X) possesses all the properties of the 
measure p(X) which are essential for applications. In addition, B(X) 6 
y(X) < 2/I(X). For details we refer to [lo]. 
Let us notice that there exist also some formulas for the Hausdorff 
measure of noncompactness x(X) both in the space L’(0, T) and in the 
space L’ [ 1,8]. But on the other hand those formulas are not convenient 
in concrete applications. For instance, in order to apply those formulas to 
obtain existence results for certain operator equations we have to assume 
that the operators involved are “almost” Lipschitzian [ 1, 83. 
To overcome the mentioned difficulties we restrict ourselves to the sub- 
sets of L’ which are compact in measure. In this case one can show [ 11 
that the measures x and /? are the same in the space L’(0, T). 
In the case of the space L’ = L’(R +) we can prove the following 
theorem. 
THEOREM 4. Let X be a nonempty, bounded, and compact in measure 
subset of L’. Then x(X) < y(X) <2x(X). 
Proof: Suppose x(X) = r. Take an arbitrary E > 0. Then we can find a 
finite set YcL’ such that XcK(Y,r+s)= Y+(r+.s)B. Hence, by the 
properties of y [lo] and taking into account that Y is weakly compact we 
derive 
Y(X) Q Y( n + (r + E) Y(B) = 2(r + E), 
which in view of the arbitrariness of E gives 
Y(X) G MO (4) 
Further, let X be a subset of L’ compact in measure. Assume that 
y(X) = r and c(X) = r,, d(X) = r2, where r, + rz = r. Fix an arbitrary q > 0. 
Then there exist T > 0 and E > 0 such that 
sup : Ix(t)1 dt:xgX 1 <r2+q (5) 
SOLVABILITY OF INTEGRAL EQUATIONS 139 
and 
f Ix(t)1 dt Q rl+ rl (6) D 
for any x E X and for any measurable subset D c [0, T] such that 
meas D < E. 
Now, for an arbitrary h > 0 and x E X let us denote 
a(x,h)={tE[O,T]:Ix(t)J3h}. 
By the boundedness of X we derive 
lim {sup[measQ(x,h):x~X]}=O. 
h+co 
By this regard we can choose A,>0 such that 
meas &2(x, h,) GE (7) 
for any x E X. Then, applying (6) we get 
s T lLwo)(f) x(t)1 dt = j- Ix(t)1 dt<r,+q 0 Q(x, ho) (8) 
for an arbitrary XEX, where P, denotes the characteristic function of a 
set Q. 
In what follows, for any x E X denote by xh,, the function defined by 
t>T 
&o(t) = x(t) for t E CO, Tl - W, ho) 
ho sign x(t) for t E Q(x, ho). 
By virtue of the fact that X is compact in measure we conclude that X,, = 
{xho : x E X} is also compact in measure. On the other hand it is easy to 
check that c(X,,) = d(X,,) = 0 which gives that y(X,,) = 0. Thus the set X,, 
is a weakly compact subset of L’. This allows us to deduce [19] that X,, 
is compact in the space L’. Consequently 
Now, applying (5) we infer 
jm Ix(t) - x,Jt)l dt = j’ Ix(t) - xh,,(t)l dt + jr Ix(t)l dt 
0 0 
< TIx(t)-xha(t)l dt+r,+q. 
f 0 
(9) 
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Moreover, by (8) we get 
Ix(t)1 dtdr, +q 
Hence, in view of (9) we derive 
and consequently 
Thus 
x(X) < (r + 21) x(B) = r + 2rl 
which, by virtue of the arbitrariness of q, gives 
This inequality in conjunction with (4) completes the proof of our theorem. 
Further, let us observe that taking into account Theorems 3 and 4 and 
the properties of the function y(X) we have the following corollary. 
COROLLARY 2. Let Q be a nonempty, bounded, convex, closed, and com- 
pact in measure subset of L’. If F: Q + Q 1s a continuous transformation 
being a contraction with respect to the measure of weak noncompactness y 
then F has at least one fixed point in the set Q. 
The result contained in the above corollary is very fruitful in applications 
because in contrast to the measure x the use of the measure y is very 
convenient and does not require restrictive assumptions (cf. Section 6). 
5. FUNCTIONS OF LOCALLY BOUNDED VARIATION 
This section is devoted to the study of some generalizations of the 
concept of bounded variation. First we recall a few facts from the theory 
of functions of a real variable [21]. 
Assume that Zc R is a fixed interval, bounded or not. Denote by S(Z) the 
set of all measurable functions acting from Z into R. When we furnish it 
with the metric 
psC,)(x, y) = inf[a + meas{s: Ix(s) - y(s)1 2 a} : a > 0] 
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then S(Z) becomes a complete metric space. Moreover, it is well known 
[14] that convergence in measure on the interval Z coincides with 
convergence generated by the metric pSc,). 
Now, let X be a nonempty subset of S(Z) and let x E X. Assume that Z 
is an arbitrary given compact subinterval of I. By the symbol Var(x, Z) we 
shall denote the variation (finite or not) of the function x on the interval 
Z. In the sequel this symbol will be used in the following sense 
Var(x, Z) = inf[Var(y, Z): y = x a.e. on Z]. 
Apart from this we define 
Var(X, Z) = sup[Var(x, Z): x E X]. 
We say that x is a function of locally bounded variation on Z provided 
Var(x, Z) < cc for any compact subinterval Z of the interval I. 
Analogously, a set X is said to be the set of locally bounded variation 
whenever Var(X, Z) < cc for any compact interval Z, Z c I. 
For further purposes we introduce also the following notation: 
if u(t, S) = u: Ix Z + R then the symbol Var,(u( t, s), Z) stands for the 
variation of the function t + u(t, S) on the set Z, where s is a fixed 
number in I. 
In the sequel we will need some facts concerning sets of locally bounded 
variation. 
We start with the following lemma. 
LEMMA 1. Zf X is a subset of L’(Z) of locally bounded variation then 
conv X and X (the convex hull of X and the closure of X in the topology 
generated by the norm of L’(Z)) are of the same type. 
ProoJ Fix a compact subinterval Z of Z and denote by 
C(Z) = Var(X, Z) < co. 
Then, by the well known properties of the variation of a function [21] we 
infer that Var(conv X, Z) = Var(X, Z) which means that conv X is the set 
of locally bounded variation. 
To prove the second part of our lemma suppose x E 1. Let (x,) c X be 
a sequence converging to x in the norm of L’(Z). Obviously (x,) converges 
to x in the norm of L’(Z) for any fixed compact subinterval Z of I. Hence 
we infer that (x,) converges to x in measure on Z [21]. 
By the Vitali theorem [21] we deduce that there exists a subsequence 
(x,.) of (x,) which converges to x on Z. This implies [21] that 
Var(x, Z) < Var( (x,“), Z) d Var( X, Z) and finishes the proof. 
409/167/l-10 
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COROLLARY 3. If X is u subset of L’(Z) of locally bounded variation then 
Conv X (i.e., the convex closed hull of X) is also of locally bounded variation. 
Throughout the remaining part of this section we shall consider the 
space S= S(R+). 
Assume that Xc S is a set of locally bounded variation on R + . For a 
fixed T>O and xEXlet us put 
V(x, T) = Var(x, [0, T]) 
and 
V(X, T) = Var(X, [0, T]). 
Obviously V(X, T) < 00 for any TE R! + . Moreover, in view of Corollary 3 
and the proof of Lemma 1 we obtain 
COROLLARY 4. If X is a set of locally bounded variation then 
V(Conv X, T) = V(X, T) for any T > 0. 
The result contained in the theorem given below will be crucial for our 
further goals. 
THEOREM 5. Let XC S = S( R + ) be a set satisfying the following condi- 
tions : 
(i) there exists to b 0 such that the set {x( to) : x E X} is bounded in R, 
(ii) X is of locally bounded variation on R, , 
(iii) lim f-m x(t) = 0 untformly with respect to X, i.e., for any E > 0 
there exists T > 0 such that 1x( t)l < Efor almost all t 2 T and for any x E X. 
Then X is compact in measure. 
Proof Fix arbitrarily E > 0 and choose T> 0 according to (iii). Then 
meas(t Z T: Ix(t)] 2 E} = 0 (10) 
for any x E X. 
Further, for x E X denote by xT the function defined by 
x’(t) = p,, T](t) 4th 
where PcO,T1 denotes the characteristic function of [O, T]. Obviously we 
can investigate the function xT as the element of the space S[O, T]. 
Next, let XT= {xT: x E X}. Observe that by assumptions (i) and (ii) and 
by virtue of the first Helly theofern [21] we may infer that for any 
sequence (x,) c X there exists a subsequence (which is denoted by the same 
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symbol (x,)) such that (x,‘) is converging on the interval [0, T] to a func- 
tion xT of bounded variation. By Jegorov’s theorem [21] the sequence (xr) 
is convergent in measure to x7 
Thus we showed that the set X’ is compact in measure in the space 
S[O, r]. This means that there exists a finite set {y,, y,, . . . . yn) c S[O, r] 
such that for any x E X there exists k E { 1, 2, . . . . n} with the property 
P’W, Yk) d s/4, 
where P’ = psco, T1. 
Now, consider the functions 
(11) 
for t E [0, T] 
for t> T, 
k = 1, 2, . . . . n. For an arbitrary x E X choose k, 1~ k 6 n, according to (11). 
Then there exists a > 0 such that 
a+meas{tE [0, T]: Ix(t)-yk(t)l aa}d~/2. 
Hence a d s/2 and 
meas(t E [0, T] : Ix(t) - yk(t)l > g/2} 
Gmeas{tE [0, T]: Ix(t)-yk(t)l au} GE/~. (12) 
Next, by (10) and (12) we have 
&/2+meas{tBO: Ix(t)-jk(t)l >E} 
=&/2+meas{tE [0, T]: Ix(t)-jk(t)l 3~) 
+meas{t> T: Ix(t)-jk(t)l >E} 
< E/2 + E/2 = E, 
which means that pS(x, jk) < E and completes the proof. 
Remark 1. The conclusion of Theorem 5 remains the same if instead of 
(iii) we assume that 
(iv) for any a > 0 the equality holds 
lim {sup {meas(t> T: Ix(t)1 aa}}} =O. 
T-m xex 
The proof in this setting is analogous to the proof of Theorem 5 and is 
therefore omitted. 
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Remark 2. Let XEL’=L’(R+). Then 
hm {meas{t> T: Ix(t)1 aa)] =O 
T-1 
for each a > 0. This means that the set {x} satisfies the assumption (iv). We 
omit the simple proof. 
Finally, let us notice that taking into account Lemma 1, Corollary 3, 
Theorem 5, and the fact that the closure of a subset X of L’ is contained 
in its closure with respect o the topology of S, we have the following. 
COROLLARY 5. Let X be a subset of L’ satisfying the assumptions (i), 
(ii), and (iv). Then Conv X is compact in measure. 
6. EXISTENCE RESULT 
We shall investigate the following nonlinear Volterra integral equation 
x(t) = u(t) + 1: k(t, s) fb, x(m(s))) 4 t 3 0. (13) 
We look for solutions of this equation in the class of functions from 
L’ = L’([w+) of locally bounded variation on R, . 
Let us denote by G the operator determined by the right hand side of 
Eq. (13) and let H denote the nonlinear Volterra integral operator arising 
in (13), i.e., 
(Hx)(t) = j; k(t, s) As, x(s)) ds. 
For convenience the operator H will be written as the product H = KF of 
the linear Volterra operator 
(Kx)(t) = j; k(t, s) x(s) ds 
and the superposition operator 
(f’x)(t) = f(t> x(t)), 
Thus Eq. (13) has the form 
x = Gx = u + Hx(m) = u + KFx(m). 
Now we formulate assumptions under which Eq. (13) will be considered. 
Namely, we shall assume that: 
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(i) u E L’ and is of locally bounded variation on R + . 
(ii) m : R + -+ R + is increasing, absolutely continuous, and there is a 
constant M > 0 with the property m’(t) Z M for almost all t > 0. 
(iii) f: R, x R + 178 satisfies the Carathbodory conditions and there 
exist b 2 0 and a function a EL’ such that 
If(t, x)1 <a(t) + b 1x1 
for all tER+ and XER. 
(iv) k: d + IR is measurable and such that the integral operator K 
determined by k maps L’ into L’. Moreover, for any h > 0 
lim {meas{t> T: I(Kx)(t)l ah}} =0 
T-r02 
uniformly with respect to XEX, where X is an arbitrary bounded subset 
of L’. 
(v) For any T> 0 the variation of the function t + k(t, s) is essen- 
tially bounded on the interval [0, T] uniformly with respect o s E [0, T]. 
In what follows we will use the function u(T), T 2 0, defined by 
u(T)=ess sup[Var,(k(t, s), [0, T]): SE [0, T]] 
In view of (v) we have that u(T) < 00 for any Tg 0. 
Apart from that we assume that 
(vi) b IIIYII/M < 1. 
Then we have 
THEOREM 6. Under the above assumptions Eq. (13) has at least one 
solution x E L’ which is a function of locally bounded variation on the 
interval R + . 
Proof Take an arbitrary XE L’. Employing the assumptions (i)-(iv) 
and taking into account Theorem 1 we infer that Gx E L’. Moreover, we get 
IIGxll G IId + II~x(m)ll 6 II4 + IIKII IIWm)ll 
d Ilull + II4 lrn [la(t) + b Ixb%t))ll dt 
0 
< Ilull + IIN llall +b IWII jrn Ix(m(t))l dt 
0 
G lbll + bll IKII + (b IIWW jrn IxkWl m’(t) dt 
0 
< Ilull + llall IIRII + (b IIWM) Ilxll. 
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Hence, by (vi) we conclude that the operator G transforms the ball B,. into 
itself, where r = (IJuIJ + JlaII IIKII )/(l - h IlKII/M). 
Next, let us choose an arbitrary XE B,. Observe that 
I( = l4O)l, (14) 
which means that the functions belonging to GB, are bounded at the point 
t =0 by the same constant lu(O)l. 
Further, let us fix T> 0 and take a sequence (ti) such that 0 = to < t, < 
t, < ... < t, = T. Then, using our assumptions we obtain 
i I(Gx)(ti) - (Gx)(ti- I )I 
J 
‘-I - Wt,- 1, s) .f(s, 44s))) ds 
0 
< V(u, T) + i j” IQti, s) - Wti- , , s)l [a(s) + b I.$m(~))ll ds 
i=l O 
+ i J” Ik(ti- ,, $)I C4s) + b Ix(m(s))ll ds 
i=l l,- I 
G qu, mjT( i Ik(t;,s)-k(t,_,,s)l)u(s)ds 
0 i= 1 
+bJ’ f lk(ti,s)-k(ti-1,s)l 
0 r=, 
+ i: j’ Ik(ti- 1r s)l a(s) ds 
j=, f,-I 
+ b i Jt’ Ik(ti- 1, S)l IX(m(S))l ds. 
i=l It-1 
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Now, applying the assumption (v) we deduce that 
k,=ess sup[]k(t, s)l: O<s< t 6 T] < cc 
(cf. [21]). Consequently, by the above obtained estimate we get 
.!I I (Gx)(t;) - (Gx)(ti- 1 )I 
d V(u, T)+jTa(s)t;(T)ds 
0 
+bM-’ IoT u(T) Ix(m(s))l m’(s) A + ko j-oT4s) ds 
+ k,bM-’ I T Ix(m(s))l m’(s) ds 0 
< V(u, T)+u(T) l~~ll+bM~~u(T)r+k,(((a((+brM~‘)<co. 
Finally, we have 
V(Gx, T)< VU, T)+o(T) llall +bM-‘ru(T)+k,(llall +bM-‘r). (15) 
Now, let us pay attention to the fact that in view of the assumption (iii) 
the operator F is bounded so the set FB, is a bounded subset of L’. Hence, 
by the assumption (iv) we infer that for any h > 0 
lim (meas{?> T: I( ah}} =0 
T-CC 
(16) 
uniformly with respect o x E B,. 
Subsequently, consider the set Qr = Conv GB,. 
Obviously Q,c B, and the operator G maps Q, into itself. In view of 
Theorem 1 and a result quoted in Section 3 we deduce that G is continuous 
on the set Qr. 
Further, by virtue of (14) (15) (16), and Theorem 5 (cf. also Remark 1) 
we conclude that the set GB, is compact in measure. By Corollary 5 this 
yields that the set Q, is also compact in measure. Moreover, Corollary 3 
implies that the set Ql is of locally bounded variation on [w, . 
Now we show that the operator G is a contraction with respect o the 
measure of noncompactness y on the set Qr (see Section 4). 
To do this let us take a subset X of Qr. Fix E > 0 and choose D c R + 
such that meas D d E. Then, for x E X we obtain 
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G I D l4t)l dt+ l1~llfl IIwm)ll.l,,,> 
where the symbol liKllo stands for the norm of the operator K: L’(D) -+ 
L’(D). 
Further, we get 
j I( &G j 14th df + IIW D j CabI + b Ix(~(~))ll ds 
D D D 
+ b ll~ll jD I-+(s)l ds 
< 5 lu(t)l dl+ llfdl II~LvD) D 
+ (b IIWW j IxMs))l m’(s) ds. 
D 
Now, using the theorem on integration by substitution for the Lebesgue 
integral we may obtain from the last inequality 
IWt)l dt< Il”llL1(D)+ ll~ll IbllL1(D,+ (b IiKll/M) s,,,, Ix(t)/ dt. 
Combining this estimate with the obvious equality 
lu(t)ldt:DcIW+,rneasD<~ I> 
a(t)dt:DcR+,measD<& I> =o 
we deduce that 
c(GX) G (b IIWW @-L (17) 
where the function c was defined in Section 4. 
Now, we shall study the behavior of the operator G with respect to the 
second term d of the measure of noncompactness y. 
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Fix T> 0. Then, for x E X we get 
G ; bdt)l dr + IIKII I\Fx(m)llLICT,m) 
6 j- lu(t)l h+ IIKII 
T 
j- a(t) d+ b j- I-W(t))l dt 
T T 1 
G j,” Mt)l dt + 1141 ; a(t) dt 
+ (b IIWW j- Ix(m(t))l m’(t) dt 
T 
< lrn lu(t)l dt+ IIKII j- a(t) dt + (b IlWW j_gT, Ix(t)1 dt. 
T T 
Hence, taking into account the equality 
lim j-m lu(t)l dt = Jii, Irn u(t) dt = 0 
T-m T T 
and keeping in mind that lim T _ o. m(T) = cc (cf. the assumption (ii)), from 
the last estimate we obtain 
4GW Q (b IIWW CO (18) 
Thus, combining (17) and (18) we infer 
Y(GX) 6 @ IIWW Y(W. 
This inequality in conjunction with the properties of the operator G 
established before permits us to apply Corollary 2 which completes the 
proof. 
Let us pay attention to the fact that the assumption (iv) of Theorem 6 
has a rather general form. Particularly, if the set KX is order-bounded then 
K satisfies this assumption. Such a situation is illustrated by Example 1 
given below. On the other hand the converse assertion is not true (see 
Example 2). 
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EXAMPLE 1. Consider the Volterra operator K defined in the following 
way 
(Kx)(t) = !” P(f) y(s) x(s) ds, 
0 
where p E L’ and the function q is essentially bounded on [w, . Then, by 
Corollary 1 the operator K transforms L’ into L’ and is continuous. Apart 
from this for x E B, 
I( d Ip( J; Iqb)l I-ds)l ds 
d Ip( ess sup[lq(s)l: 3301 Y. 
Since the function on the right side of the above inequality belongs to L’, 
by Remark 2 we infer that the operator K fulfills the assumption (iv) of our 
theorem. 
EXAMPLE 2. Let K be the Volterra operator determined by the kernel 
k(t,s)=z(t)eS-‘, where z(t)=~~=, (l/n)Pt,-,,,,(t). For any s>O we 
have 
Hence, by Theorem 2 we obtain that K: L’ + L’ and is continuous. 
Moreover, llK/l d 1. 
Observe that in this case we cannot apply the result from Remark 2 since 
q(s) is not essentially bounded on Iw, . On the other hand for an arbitrary 
x E B,I we get 
j(Kx)(t)l d z(t) e-’ j-i e” Ix(s)1 ds 6 z(t) j-; Ix(s)l ds d z(t) 
for any t 3 0. Hence we conclude that the assumption (iv) of Theorem 6 is 
satisfied although z +! L ‘. 
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