We prove that whole-plane CLE κ for κ ∈ (4, 8) is invariant under the inversion map z → 1/z. This shows that whole-plane CLE κ for κ ∈ (4, 8) defines a conformally invariant measure on loops on the Riemann sphere. The analogous statement for κ ∈ (8/3, 4] was proven by Kemppainen and Werner and together with the present work covers the entire range κ ∈ (8/3, 8) for which CLE κ is defined. As an intermediate step in the proof, we show that CLE κ for κ ∈ (4, 8) on an annulus, with any specified number of inner-boundary-surrounding loops, is well-defined and conformally invariant.
of the Riemann sphere.
The analog of Theorem 1.1 in the case κ ∈ (8/3, 4] was proved by Kemppainen and Werner [KW16] using the loop-soup representation of CLE κ [SW12] . The argument that we give to prove Theorem 1.1 will be based on the exploration tree construction from [She09] . We expect that the arguments here could be generalized using the tools of [MSW17] to establish the inversion symmetry for κ ∈ (8/3, 4] as well, but for simplicity we will focus on the case κ ∈ (4, 8).
Theorem 1.1 is natural from the perspective of loop models considered on random planar maps with the sphere topology. It has been conjectured that the loops associated with many such models, after conformally embedding into the Riemann sphere, converge in the scaling limit to CLE κ . Inverting the embedded loop ensemble (and hence the limiting CLE κ ) corresponds to choosing a different collection of marked points to define the conformal embedding of the random planar map. It would in principle be possible to deduce Theorem 1.1 from the convergence of such a loop model to CLE κ in a sufficiently strong topology, however the proof we will present here is directly based on the continuum.
In the same vein, Theorem 1.1 has applications to the continuum theory of Liouville quantum gravity (LQG). For example, it follows from the results of [MS15, DMS14] that the following is true. If one considers an independent CLE κ for κ ∈ (4, 8) on top of a (γ = 4/ √ κ)-LQG sphere marked by the points x, y and explores the loops which separate x and y from x towards y, then the quantum surface parameterized by the component which contains y is that of a quantum disk (weighted by its quantum area). Since the definition of CLE κ on the sphere a priori depends on the choice of a marked point (in this case x), it is not obvious that if one explores these same loops in the reverse direction (i.e., from y to x), then the quantum surface parameterized by the component which contains x is also a quantum disk (weighted by its quantum area). Theorem 1.1, however, supplies the missing symmetry to deduce this statement.
At a first glance, one might guess that Theorem 1.1 follows from the branching SLE κ (κ − 6) construction and the reversibility of whole-plane SLE κ (κ − 6) for κ ∈ (4, 8) established in [MS17] . However, this is not the case since the whole-plane CLE κ which is associated with a whole-plane SLE κ (κ − 6) is not the same as the whole-plane CLE κ associated with the time-reversal of the whole-plane SLE κ (κ − 6). We will explain this point in more detail in see Section 2.3.
Overview of proof strategy: inverting CLE in an annulus
The basic idea of the proof of Theorem 1.1 is as follows. Suppose that Γ is a whole-plane CLE κ and that {γ n } n∈Z is the sequence of loops of Γ which surround 0, numbered from outside in, where a loop is said to surround 0 if its winding number around 0 is non-zero. We can choose the normalization of the indices so that γ 0 is the largest loop which intersects D. For each n ∈ Z, let D n be the connected component of C\γ n which contains 0. We will then fix M ∈ N and let A M be the annular connected component of D 0 \ γ M +1 . The main step of the proof is to show that the conditional law of the restriction of Γ to A M , given A M , is invariant under the inversion map of A M . Note that we already know that the restriction of Γ to D 0 has the law of a CLE κ on D 0 (see Lemma 2.9 below) so by conformal invariance this can be thought of as a problem about CLE κ on the disk.
To accomplish this, we will show that CLE κ on an annulus with any fixed number of innerboundary-surrounding loops is well-defined and conformally invariant (including inversion invariant) for 1 κ ∈ (4, 8), and that the law of the restriction of Γ to A M is that of a CLE κ on A M .
Basic notation
We write N for the set of positive integers and N 0 = N ∪ {0}.
For a, b ∈ R with a < b, we define the discrete interval [a, b] 
For a collection A of subsets of C (which will typically be loops) we write A for the union of the elements of A.
Basic definitions for loops and loop configurations
In this subsection, we will define loops and loop configurations as well as some basic properties thereof. We will also define complete separable metrics on the space of loops and on the space of locally finite loop configurations. Most of the definitions in this subsection are standard, so the reader may want to skim it.
Loops
A parameterized loop is a continuous function γ : ∂D → C. A loop is an equivalence class γ of parameterized loops, with two parameterized loops declared to be equivalent if they differ by pre-composition with an orientation-preserving homeomorphism ∂D → ∂D. A parameterization of γ is a choice of equivalence class representative. We define a metric on the set of loops γ in C by where the infimum is over all choices of parameterizations γ 1 for γ 1 and γ 2 for γ 2 . This defines a complete metric on the space of loops in C (see, e.g., [AB99, Lemma 2.1], which treats the case of curves). It is also easily seen that the space of parameterized loops is separable with respect to d Loop .
Definition 2.
1. An arc of a loop γ is a curve (viewed modulo increasing re-parameterization of time) which admits a parameterization of the form α(t) = γ(e it ) for t ∈ [a, b], where [a, b] ⊂ [0, 2π] is a non-trivial interval and γ is a parameterization of γ. We say that an arc α is proper if it is not all of γ.
Loop configurations
A loop configuration on a domain D ⊂ C is a countable multiset Γ of loops which are each contained in D (we say "multiset" instead of "set" since we need to allow multiple copies of the same loop to make our metric on loop configurations complete). For A ⊂ D, we write Γ| A := γ ∈ Γ : γ ⊂ A and Γ(A) := γ ∈ Γ : γ ∩ A = ∅ . (2.2) Definition 2.2. A loop configuration Γ is called locally finite if for each ε > 0 and each compact set A ⊂ D, the number of loops in Γ of Euclidean diameter greater than ε which intersect A is finite.
We will now define a metric on the space of locally finite loop configurations on D whereby, roughly speaking, two loop configurations are close if their large loops can be "matched up" in such a way that the corresponding loops are close with respect to d Loop . We need to be somewhat careful about the definition since we want to ensure that our metric is complete (see Lemma 2.3 below). This prevents us from using, e.g., the d Loop -Hausdorff distance on discrete subsets of the space of loops as in [She09] since a sequence of discrete sets of loops can converge to a non-discrete set of loops with respect to this metric.
We first define our metric on finite loop configurations. If Γ 1 , Γ 2 are two such loop configurations, we define d LC (Γ 1 , Γ 2 ) to be 1 if #Γ 1 = #Γ 2 and otherwise we define where the minimum is over all bijections ψ : Γ 1 → Γ 2 . We next consider the case when our domain D is compact. For ε > 0 and a locally finite loop configuration Γ on D, we write Γ ε for the (multi)set of loops in Γ which have diameter greater than ε (which is finite). We then define Proof. Trivially, the space of all loops is separable with respect to the metric (2.1) and the space of finite loop configurations on D is dense in the space of all loop configurations on D with respect to the metric (2.4) or (2.5). This gives separability.
To check completeness, consider a Cauchy sequence of loop configurations {Γ n } n∈N . First assume that all of the loop configurations Γ n are finite, with the same cardinality N . We will prove convergence with respect to the metric (2.3) by induction on N . The case N = 1 just follows from the completeness of the metric (2.1). Now suppose that N ≥ 2 and we have proven the convergence of all Cauchy sequences of loop configurations which all have N ≤ N − 1 loops. To prove the convergence of {Γ n } n∈N , it suffices to show convergence along a subsequence. By the definition of d LC (2.4), after possibly passing to a subsequence we can arrange that for each n ∈ N, there is a bijection ψ n : Γ n → Γ n+1 such that
Now fix a loop γ 1 ∈ Γ 1 and for n ≥ 2, let γ n := (ψ n−1 • ψ n−2 • · · · • ψ 1 )(γ 1 ) ∈ Γ n . By (2.6), the sequence of loops {γ n } n∈N is Cauchy with respect to the metric (2.1), so converges to a limiting loop γ. On the other hand, the loop configurations Γ n \ {γ n } each have N − 1 loops and are Cauchy with respect to (2.3). Combining these statements with the inductive hypothesis concludes the proof in the case of N loops.
We now assume that our loop configurations Γ n are all on a domain D ⊂ C with D compact and prove convergence with respect to the metric (2.4). For each ε > 0, the sequence of finite loop ensembles {Γ n ε } n∈N (as defined in (2.4)) is Cauchy with respect to the metric (2.3). By the definition of d LC in (2.3), for each ε > 0 and each large enough n, m ∈ N, we have #Γ n ε = #Γ m ε . Therefore, the case of finite loop configurations shows that there is a limiting loop configuration Γ ε such that Γ n ε → Γ ε . For Lebesgue-a.e. ε ≤ ε (i.e., every such pair of ε, ε for which there is not a loop of Γ ε or Γ ε of diameter exactly ε or ε), the set of the loops in Γ ε with diameter greater than ε coincides with Γ ε . Therefore, there is a unique loop configuration Γ with Γ ε = Γ ε for each ε > 0 and Γ n → Γ.
The case when D is not compact and we work with the local metric (2.5) is treated similarly.
In addition to local finiteness, the other important condition which we will typically impose on our loop configurations is that the loops do not cross or trace themselves or each other, in a rather strong sense. Let us first define the condition for a single loop. Definition 2.4. A loop γ in D ⊂ C is non-crossing if for each arc α of γ, the following is true.
• α does not trace the complementary arc α of α in γ for any non-trivial interval of time.
• α is contained in the closure of a single connected component U of D \ α.
• If f : U ∪ ∂U → D is a conformal map (with ∂U viewed as a collection of prime ends), then f (α) is a continuous curve.
See Figure 1 for an example of a non-crossing loops and three examples of loops which are not non-crossing. Definition 2.5. A loop ensemble Γ is non-crossing if for any finite collection γ 0 , γ 1 , . . . , γ n of loops in Γ and any arc α 0 of γ 0 , the following is true.
• If we let α 0 be the complementary arc of α 0 in γ 0 , then α 0 does not trace the set α 0 ∪ γ 1 ∪ · · · ∪ γ n for any non-trivial interval of time.
• α 0 is contained in the closure of a single connected component
• If f : U ∪ ∂U → D is a conformal map (with ∂U viewed as a collection of prime ends), then
Each of the loops in a non-crossing loop ensemble is non-crossing, as can be seen by applying the definition in the case of a single loop. Furthermore, the loops in a non-crossing loop ensemble are necessarily distinct (so such a loop ensemble is a set, non a multi-set): indeed, if γ 0 = γ 1 then the first condition fails for any arc α 0 of γ 0 . CLE κ for κ ∈ (4, 8) on a domain bounded by a curve is a.s. non-crossing since each arc of a CLE κ loop is an SLE κ -type curve and the loops do not cross or trace each other.
2.3 Construction of whole-plane CLE using branching SLE Sheffield [She09] constructed CLE κ for each κ ∈ (8/3, 8) using a branching SLE κ (κ − 6) process in a proper simply connected subdomain of C. Here we will describe the analogous construction for whole-plane CLE κ for κ ∈ (4, 8). Throughout, we assume that κ ∈ (4, 8) is fixed.
Remark 2.6. [MWW16, Appendix A] gives a different definition of whole-plane CLE κ , based on taking limits of CLE on large domains. It is easy to see using the Markov property of whole-plane CLE κ (Lemma 2.9) that this construction gives the same object as our construction.
Whole-plane branching
Let us first recall the definition of whole-plane SLE κ (κ − 6) from [MS17, Section 2.1]. Whole-plane SLE κ (κ − 6) from 0 to ∞ is the curve η generated by the whole-plane Loewner evolution with driving process W , where (W, O) : R → ∂D × ∂D is the unique stationary solution to the following SDE:
More precisely, if we let g t be the conformal map from the unbounded connected component of For distinct z, w ∈ C ∪ {∞}, whole-plane SLE κ (κ − 6) from z to w is defined to be the image of whole-plane SLE κ from 0 to ∞ under a Möbius transformation taking 0 to z and ∞ to w. We will typically consider whole-plane SLE κ (κ − 6) started from ∞. By the Schramm-Wilson coordinate change formula [SW05, Theorem 3], whole-plane SLE κ (κ − 6) is target invariant in the sense that the law of whole-plane SLE κ (κ − 6) from ∞ to z and from ∞ to w agree up until the first time that the curve separates z from w. This allows us to find a coupling {η z } z∈Q 2 where each η z is a whole-plane SLE κ (κ − 6) from ∞ to 0 and for z, w ∈ Q 2 , the curves η z and η w agree, modulo time parameterization, until the first time that z and w lie in different complementary connected components of the curve and evolve in a conditionally independent manner thereafter. We call {η z } z∈Q 2 the whole-plane branching SLE κ (κ − 6) process.
Construction of whole-plane CLE κ
Now let {η z } z∈Q 2 be a branching SLE κ (κ − 6) process started from ∞, where for all z ∈ Q 2 , η z is the branch from ∞ to z. If we apply a Möbius transformation that sends 0, ∞ to ∞, z, then the image of η z is a whole-plane SLE κ (κ − 6) from 0 to ∞, generated by a Loewner driving pair (W z , O z ) : R → R 2 , as in (2.7). Let θ z be the continuous version of arg W z − arg O z . For z ∈ Q 2 let T z be the set of times t ∈ R such that the following is true. We have θ z t ∈ 2πZ and the last time s < t such that θ z s ∈ 2πZ satisfies θ z s = θ z t . Since θ z is continuous, the set T z is discrete, so we can write T z = {t z,i } i∈ Nz , where N z is the intersection of Z with an interval in R (possibly empty or all of R), and the enumeration is chosen so that t z,i < t z,i+1 for each i ∈ N z .
Lemma 2.7. Let z ∈ Q 2 . Almost surely, we have N z = Z. Furthermore, the law of each
] is that of a radial SLE κ (κ − 6) process from η z (t z,i ) to z in the connected component of C \ η z ((−∞, t z,i ]) containing z, stopped at the first time it disconnects the boundary of this component from z. If θ z t z,i − θ z t z,i−1 = 2π, the force point is located to the right of η z (t z,i ), and if θ z t z,i − θ z t z,i−1 = −2π, the force point is located to the left of η z (t z,i ).
Proof. By harmonic measure considerations, t z,i is the first time at which η z disconnects η z ((−∞, t z,i−1 ]) from z. The lemma is immediate from this together with the Markov property of whole plane
Let {τ z,j } j∈Z be the times t z,i ∈ T z such that θ z t z,i − θ z t z,i−1 = 2π, enumerated in increasing order. We define a sequence of loops {γ z,j } j∈Z surrounding z (enumerated from outside in) as follows.
For each j ∈ N, let σ z,j be the last time s < τ z,j such that θ z s ∈ 2πZ, so that by the definition of T z we have θ z τ z,j − θ z σ z,j = 2π. The curve η z | [σ z,j ,τ z,j ] traces part (but not all) of a loop surrounding z. To describe the rest of this loop, we let η z,j be the branch of the branching SLE κ (κ − 6) process from η z (τ z,j ) to η z (σ z,j ). This process can be described as the limit of the segment of η w from η z (τ z,j ) to w as w → η z (σ z,j ) along sequences of rational points in the connected component of C\η z ((−∞, τ z,j ]) with η z (σ z,j ) and η z (τ z,j ) on its boundary. Its conditional law given η z | (−∞,τ z,j ] is that of an SLE κ in the appropriate
Let γ z,j be the loop obtained by concatenating the curves η z | [σ z,j ,τ z,j ] and η z,j . We define the whole-plane CLE κ by Γ := {γ z,j : z ∈ Q 2 , j ∈ Z}.
(2.8)
Then Γ is a non-crossing, locally finite collection of loops in C (Definitions 2.2 and 2.4). Indeed, the fact that Γ is non-crossing follows from the fact that the curves η z for z ∈ Q 2 do not cross or trace themselves or each other. The fact that Γ is locally finite follows from the local finiteness of CLE κ on a bounded Jordan domain [MS17, Theorem 1.17] and the Markov property of whole-plane CLE κ which is stated and proven just below.
contained in the unbounded connected component of C \ γ * z , we get the statement of the lemma.
CLE on an annulus
In this subsection, we will state a result to the effect that for each κ ∈ (4, 8) and M ∈ N 0 , there is a unique law on locally finite, non-crossing loop configurations on an annulus which has exactly M loops with non-trivial winding number and which satisfies a certain Markov property (Theorem 2.13).
The results stated in this section are proven in Sections 3 and 4. We define this law to be CLE κ on the annulus for κ ∈ (4, 8). We will also state a result which says that restricting CLE κ on the disk to the non-simply-connected complementary connected component of a simple loop gives a CLE κ on the annulus, under our definitions (Theorem 2.16), which shows that the definition in this subsection is equivalent to the one in Theorem 1.2. As discussed in Section 1, the relevance to the proof of our main result is that the re-sampling property which characterizes CLE κ on the annulus is invariant under inversion, so the law of CLE κ on the annulus is invariant under inversion (see Corollary 2.14).
Recall the annulus A ρ for ρ ∈ (0, 1) from (1.1). The idea behind the Markov property which characterizes CLE κ on A ρ is to choose a subset of loops in A ρ such that each connected component of the complement of their closed union is simply connected (e.g., the set of loops which intersect a line segment from the inner boundary to the outer boundary). We then require that the law of the restriction of the CLE κ to the complement of this closed union is that of a CLE κ in each of these simply connected components. By itself, such a property is not enough to characterize CLE κ on A ρ since the set of loops which intersect a path between the inner and outer boundaries of A ρ will always include all of the loops which disconnect the inner and outer boundaries. So, we also need to impose a re-sampling condition on these loops. To state this re-sampling condition, we first introduce some notation, which is illustrated in Figure 3 .
Definition 2.10 (P -excursions of loops). Let P ⊂ C be a compact set and let U ⊂ C be an open set containing P . Also let γ be a loop in C (with some arbitrary choice of parameterization). We say that an arc α of γ is a P -excursion of γ into U if α ⊂ U , α ∩ P = ∅, and α is not properly contained in any larger arc of γ with these properties. We say that α is proper if α / ∈ {γ, ∅} (equivalently, γ ∩ P = ∅ and γ ⊂ U ). An arc α is called a complementary P -excursion of γ out of U if α does not overlap with any P -excursion of γ into U and α is not contained in any larger arc of γ with this property.
By definition, a loop is the concatenation of its P -excursions into U and its complementary P -excursions out of U , and these arcs overlap only at their endpoints.
Definition 2.11 (Sets of loops and excursions). Let Γ be a locally finite collection of non-crossing loops in a domain D ⊂ C. For a compact set P ⊂ D and an open set U ⊂ D with P ⊂ U , we write Γ(P ; U ) for the set of loops in Γ which intersect P and are contained in U . We also write S Γ (P ; U ) for the set of all proper P -excursions into U of loops in Γ. Note that S Γ (P ; U ) is a finite set since Γ is locally finite.
See Figure 3 for an illustration of Definitions 2.10 and 2.11. Each P -excursion α ∈ S Γ (P ; U ) has two endpoints in ∂U , which we call its initial and terminal endpoints. There is a distinguished bijection between the set of initial endpoints of elements of S Γ (P ; U ) and the set of terminal endpoints of elements of S Γ (P ; U ) whereby a terminal endpoint x corresponds to an initial endpoint y if there is a complementary P -excursion out of U of a loop of Γ which has x and y as its initial and terminal endpoints, respectively. In this case we write y = x * . Note that the initial and terminal endpoints of a P -excursion into U need not correspond to each other under this bijection (although they sometimes do). In fact, the bijection x ↔ x * is not determined by S Γ (P ; U ) since it depends on how loops behave when they are outside of U .
Definition 2.12 (Annulus Markov property). Let ρ ∈ (0, 1) and let Γ be a random locally finite, non-crossing collection of loops on the annulus A ρ . We say that Γ satisfies the annulus Markov property if the following is true. Let P = [ρe iθ , e iθ ] be a radial line segment between the inner and outer boundaries of A ρ and let U = {re is : r ∈ (ρ, 1), s ∈ (θ − π/4, θ + π/4)} be the annular slice centered at P of opening angle π/2. If S Γ (P ; U ) = ∅, choose a P -excursion into U from S Γ (P ; U ) in P U Figure 3 : Illustration of a possible configuration of P -excursions into U (red, orange, purple, blue) and complementary P -excursions out of U (dark green, dark blue, pink, brown) for a loop configuration on A ρ . Here there are two loops which disconnect the inner and outer boundaries of A ρ (union of purple, dark green, blue, pink, orange, and dark blue arcs; and union of red and brown arcs). The loop consisting of the red and brown arcs has winding number 1 around the inner boundary, and the other loop has winding number zero. a manner which is measurable with respect to σ(Γ(P ; U ), S(P ; U )). Let x be its terminal endpoint and let η x be the complementary P -excursion out of U from x to x * .
1. If S Γ (P ; U ) = ∅ and we condition on Γ(P ; U ), S Γ (P ; U ), and all of the complementary Pexcursions of loops in Γ out of U except for η x , then the conditional law of η x is that of a chordal SLE κ from x to x * in the connected component of A ρ \ Γ(P ) \ η x with x on its boundary.
2. If we further condition on η x (equivalently, we condition on Γ(P )) then the conditional law of Γ| Aρ\ Γ(P ) is that of a collection of independent CLE κ 's in the connected components of
Theorem 2.13. For each κ ∈ (4, 8), ρ ∈ (0, 1), and M ∈ N 0 , there is a unique law on non-crossing, locally finite collections of loops in A ρ which satisfies the annulus Markov property and a.s. includes exactly M loops whose winding number around the inner boundary is non-zero (the winding number of each such loop must be 1 since the loops do not cross themselves).
If Γ satisfies the condition of Definition 2.12, then so does its images under z → ρ/z and z → e iθ z for any θ ∈ [0, 2π]. We therefore obtain the following corollary.
Corollary 2.14. If κ ∈ (4, 8), ρ ∈ (0, 1), M ∈ N 0 , and Γ is distributed according to the unique law of Theorem 2.13, then the law of Γ is invariant under conformal automorphisms (inversion and rotation) of A ρ .
Corollary 2.14 will be a key tool in the proof of our main theorem. It also allows us to make the following definition. The choice of f in Definition 2.15 does not matter due to Corollary 2.14. The following theorem combines with Theorem 2.13 and Corollary 2.14 to give Theorem 1.2.
Theorem 2.16. Let M ∈ N 0 , let Γ be a CLE κ on D, and let γ M +1 be the (M + 1)st outermost loop in Γ surrounding 0. On the event {γ M +1 ∩ ∂D = ∅} (which has probability 1 if M ≥ 1), let A M be the non-simply connected component of D \ γ M +1 and let f M : A M → A ρ for some ρ > 0 be the conformal map which fixes 1 (note that ρ is random and determined by γ M +1 ). Almost surely, the conditional law given γ M +1 of the loop ensemble f M (Γ| A M ) on the event {γ M +1 ∩ ∂D = ∅} satisfies the annulus Markov property of Definition 2.12, so has the law of a CLE κ on A ρ with M inner-boundary-surrounding loops.
CLE satisfies the annulus Markov property
In this section we will prove Theorem 2.16. To accomplish this, we will need to establish several versions of the Markov property for CLE κ on D which build on the basic Markov property established in [She09, Theorem 5.3] (restated as Lemma 3.1 below). We start in Section 3.1 by proving a Markov property for the conditional law of the rest of the CLE κ when we condition on all of the loops which intersect a fixed compact set K with K ∩ ∂D = ∅. This property for κ ∈ (4, 8) is the analog of the restriction property of CLE κ for κ ∈ (8/3, 4], which was used to characterize the simple CLEs [SW12] . Since the annulus Markov property requires us to condition on only part of some loops, we will also need a suitable Markov property for an SLE κ coupled with a CLE κ , which we establish in Section 3.2. In Section 3.3, we combine the preceding two sections to establish a variant of the annulus Markov property for CLE κ on the disk (when we do not condition on one of the origin-surrounding loops). In Section 3.4, we conclude the proof of Theorem 2.16. Lemma 3.1 ( [She09, MS17] ). Suppose that I ⊂ ∂D is a deterministic arc. Given the set Γ(I) of loops in Γ that intersect I, the conditional law of the rest of Γ is that of an independent CLE κ in each connected component of D \ Γ(I). Now, we want to extend this Markov property to a more general version where the arc I is replaced by a more general set.
General Markov property
Lemma 3.2 (General Markov property). Let K ⊂ D be a deterministic compact connected set which intersects ∂D. Let K := K ∪ Γ(K) be the closure of the union of K with all the loops of Γ that intersect K. Then given Γ(K), the conditional law of the rest of Γ is that of an independent
Lemma 3.2 is the κ ∈ (4, 8) analog of the spatial Markov property of CLE κ for κ ∈ (8/3, 4] which was established in [SW12] . For κ ∈ (8/3, 4], it is shown in [SW12] that this property together with conformal invariance uniquely characterizes the law of CLE κ (hence showing that CLE κ loops are distributed as the outer boundaries of Brownian loop-soup clusters).
Proof of Lemma 3.2. Due to conformal invariance of CLE, the origin plays no particular role. Therefore, we can assume that origin is not in K and denote by O the connected component of D \ K that contains the origin. It then suffices to prove that conditionally on Γ(K), Γ restricted to O is a CLE κ in O which is independent of the restriction of Γ to any other connected component of
We will explore the CLE from the boundary towards the origin. In order to use Lemma 3.1, we first consider the ε-neighborhood of K and denote it by K ε (e.g., this is particularly necessary when K is a line). Let K ε be the closure of the union of K ε with ∪Γ(K ε ). Let O ε be the connected component of D \ K ε containing the origin. Let us first prove the following statement:
Note that K ε ∩ ∂D is the union of countably many arcs. Hence, as a first step, we can discover all the loops in Γ that intersect K ε ∩ ∂D and we denote the closure of their union by K ε 1 . Let O ε 1 be the connected component of D \ K ε 1 that contains the origin. We know by Lemma 3.1 that conditionally on the loops which make up
is a CLE κ in O ε 1 which is independent from the restriction of Γ to each other connected component of
we would have proved (3.1). Otherwise, we continue to explore Γ restricted to O ε 1 and discover all the loops that intersect ∂O ε 1 ∩ K ε . This process can be iterated: Suppose that at step n, we let K ε n be the closure of the union of all of the loops we have discovered so far and let O ε n be the component of D \ K ε n which contains the origin. Then Lemma 3.1 and induction shows that conditionally on the loops which make up K ε n , Γ| O ε n is a CLE κ in O ε n which is independent from the restriction of Γ to each
we would have proved (3.1). Otherwise, we continue to explore Γ restricted to O ε n and discover all the loops that intersect ∂O ε n ∩ K ε . If the above exploration process ends in finitely many steps, then we would have already proved (3.1). Otherwise, we need to prove that ∪ n K ε n = ∪Γ(K ). It is clear that ∪ n K ε n ⊆ ∪Γ(K ). If the containment were strict, then it means that there is a loop γ which intersects K which is not discovered by the exploration process. In other words, γ ⊆ O ε n for all n. Since K ε is open, γ must intersect the interior of K ε , so the intersection of the component containing 0 of D \ ∪ n K ε n and K ε has non-empty interior. We will prove that this is impossible. It suffices to show that for any point z ∈ K ε , there is a.s. a finite n for which z ∈ O ε n . Now fix z ∈ K ε . For each step n such that z ∈ O ε n , the harmonic measure seen from z inside O ε n of K ε ∩ ∂O ε n is greater than the harmonic measure seen from z inside K ε ∩ O ε n of K ε ∩ ∂O ε n , which is again greater than the harmonic measure seen from z inside K ε of K ε ∩ ∂D, which is equal to some p > 0 which depends on ε, but not n. On the other hand, z and the origin are relatively far away from each other inside O ε n in the sense that if one starts two independent Brownian motions from z and the origin, then the probability that they meet before hitting ∂O ε n is decreasing in n, hence bounded above by some q < 1. This means that if one maps O ε n to the unit disk by some conformal map ϕ sending z to the origin, then ϕ(K ε ∩ ∂O ε n ) will have Lebesgue measure at least p and the distance from ϕ(0) to the origin is greater than some d ∈ (0, 1). By combining this with Lemma A.3 at each step such that z ∈ O ε n , the probability that one discovers in the (n + 1)st step a loop that encircles z and disconnects z from the origin is bounded below by some constant c > 0. Therefore, the number of steps that it takes to have z ∈ O ε n is stochastically dominated by a geometric random variable, thus a.s. finite. We have thus proved ∪ n K ε n = ∪Γ(K ), hence have also proved (3.1). Now it only remains to let ε go to 0. Let us first show that K ε converges a.s. to K w.r.t. the Hausdorff distance. Note that K ε is decreasing in ε, i.e., K ε 1 ⊂ K ε 2 if ε 1 < ε 2 , hence it converges to the limit K 0 := ∩ ε>0 K ε . For any set A ⊂ D which is at positive distance away from K, there are a.s. at most finitely many loops in Γ that intersect both A and K ε \ K, provided that ε is small enough, due to the fact that CLE is locally finite. This implies that if K ∩ A = ∅, then K ε ∩ A = ∅ when ε is small enough. Hence K 0 is contained in K. Since it obviously also contains K, they are actually equal. Therefore O ε a.s. increases to O. Therefore, Γ restricted to O is distributed as the limit of Γ restricted to O ε which is an independent CLE in O.
Lemma 3.2 allows us to explore the CLE along any given simple path P : [0, 1] → D such that
. This exploration also satisfies the following strong Markov property.
Lemma 3.3 (Exploring along a line). If T is a stopping time for the filtration generated by
Proof. For any stopping time T , we define T n to be the smallest real number greater than T which is in the set D n := {k2 −n , k ∈ Z} ∩ [0, 1]. Then T n is a stopping time for the exploration process and can take on only finitely many possible values. Lemma 3.2 implies that the strong Markov property holds with T n in place of T . As n → ∞, T n decreases towards T and Γ(P [0, T ]) decreases towards Γ(P [0, T n ]) a.s. Therefore, the strong Markov process also holds at time T .
Markov property for SLE decorated CLE
In this subsection we prove a variant of Lemma 3.2 which applies to a CLE κ coupled with an SLE κ . This variant is needed to describe the conditional law of the complementary P -excursion out of U in the setting of Definition 2.12.
Let B ⊂ D be a closed set which does not disconnect −i, i. Let η be an SLE κ from −i to i in D conditioned to avoid B. Conditionally on η, let Γ be a CLE κ in D \ η (i.e., a collection of independent CLE κ 's in each of the connected components of D \ η). Also let I ⊂ ∂D be a connected Lemma 3.4. The conditional law of η given Γ(I) and the event {η ∩ I = ∅} is that of an SLE κ in D 0 conditioned to avoid B 0 .
Proof. The idea of the proof is to start with a CLE κ process Γ (we will take this CLE κ to be on H, for convenience) and express the pair (η, Γ) in the statement of the lemma as a functional of Γ.
We will then be able to compute the conditional law of η given Γ(I) using 
is that of a chordal SLE κ from x to y in U . This implies that the conditional law of η given L, Γ((x, 1]), Γ( I) and { η ∩ B = ∅} on the event { η ∩ I = ∅} ∩ E is that of a chordal SLE κ from x to y in U conditioned to avoid B. We emphasize that the event E is determined by L and Γ((x, 1]). We now want to transfer from the random doubly marked domain (D, x, y) to the deterministic domain (D, −i, i).
On the event E of (3.2), let f : D → D be the conformal map which takes y to −i, x to i, and By the fourth paragraph of the proof, if we further condition on Γ(I), then on the event { η ∩ I = ∅} ∩ E, the conditional law of η is that of a chordal SLE κ from −i to i in D 0 conditioned to avoid B 0 , which proves the lemma.
The (n, k)-exploration process
To verify Definition 2.12 for CLE κ , we want to use the Markov properties of CLE κ as described in the preceding two subsections. For this purpose, we first need to define and analyze a "Markovian" way of picking out a complementary P -excursion out of U . Since it takes no extra effort, we will allow for a slightly more general choice of P and U than the ones in Definition 2.12.
Let Γ be a CLE κ on D and let P : [0, 1] → D be a simple path (either deterministic or random but independent of Γ). Also let U ⊂ D be an open set with P ∩ D ⊂ U .
For n, k ∈ N, we define the (n, k)-exploration process of Γ along P , relative to U , to be the pair (α n,k , L n ) defined as follows. See Figure 5 for an illustration of the definitions.
1. Let t n be the nth smallest t ∈ [0, 1] for which the following is true: there is some loop γ ∈ Γ such that γ ⊂ U and P hits γ for the first time at time t; or let t n = 1 if there are fewer than n such times t ∈ [0, 1]. Note that by the local finiteness of Γ, there are at most finitely many loops which intersect both P and D \ U , so t n is well-defined. 2. If t n < 1, we parameterize the loop γ in the counterclockwise direction by [0, 1] so that
Let σ 0 = 0. If j ∈ N 0 , inductively let σ j+1 be the first time after σ j at which γ completes a crossing from P to D \ U , i.e., the smallest s ∈ (σ j , 1] for which γ(s) ∈ U and there is an s ∈ (σ j , s) for which γ(s ) ∈ P . Let σ j+1 = 1 if γ does not make any crossings from P to
3. Let ξ be the last time that the time reversal of γ| [σ k ,1] completes a crossing from P to D \ U , or let ξ be the starting time for this time reversal if it does not make any such crossings. Let ξ be the time for γ corresponding to ξ and let η n,k := γ| [σ k ,ξ] . Note that by definition, η n,k does not hit P .
4. Let α n,k be the concatenation of the time-reversal of γ| [ξ,1] and γ| [0,σ k ] . That is, α n,k is the part of γ not traced by η n,k . Let L n be the set of loops of Γ which intersect P other than γ
To make the connection to the setting of Section 2.4, we observe that (in the terminology of Definition 2.10 and 2.11), the curve η n,k is a complementary P -excursion of the loop γ out of U . In fact, {η n,k : n, k ∈ N} is precisely the set of all complementary P -excursions of loops in Γ out of U .
The σ-algebra generated by α n,k and L n is the same as the σ-algebra generated by the set Γ(P ; U ) of loops which intersect P and are contained in U , the set S Γ (P ; U ) of P -excursions into U of loops in Γ, and the set of all P -excursions out of U of loops in Γ other than η n,k .
Lemma 3.5. In the above setting, if we condition on α n,k and L n , then either η n,k is empty (α n,k is itself a loop), or otherwise the conditional law of η n,k is that of a chordal SLE κ between the two endpoints of α n,k in the connected component of D \ α n,k ∪ L n with these two endpoints on its boundary. Furthermore, if we condition on α n,k , L n , and η n,k , then the conditional law of the rest of Γ is that of an independent CLE κ in each of the connected components of D \ η n,k ∪ α n,k ∪ L n .
Proof. As in the proof of Lemma 3.2, due to conformal invariance, the origin plays no special role. We can therefore assume that P does not contain the origin and denote by C the connected component of D \ α n,k ∪ L n which contains the origin. It then suffices to prove that, conditionally on α n,k
Figure 5: Illustration of the (n, k)-exploration process. On the left, we show η 1,1 , η 2,1 , and η 2,2 and the times σ 1 , σ 2 , and ξ involved in the definition of η 2,2 . Only the loops which exit U are drawn in this picture. On the right, we show α 2,2 and L 2 for the same loop configuration as on the left. We show simple loops for clarity, but in actuality the loops will intersect themselves and each other.
and L n , one has the following. If C does not contain η n,k or if η n,k is empty, then the conditional law of Γ| C is that of a CLE κ in C independent from η n,k and the restrictions of Γ to the other connected
Otherwise if η n,k = ∅ and η n,k ⊂ C, then the conditional law of η n,k is that of a chordal SLE κ between the two endpoints of α n,k in C, and if we further condition on
components. By Lemma 3.3, we can explore the loops that intersect P in the order that P intersects them. Define T to be the (n − 1)st time that P [0, t] intersects a loop that exits U (if n = 1, then let T := 0). Then T is a stopping time for the filtration generated by Γ(P [0, t]) and therefore Lemma 3.3 implies that conditionally on Γ(P ([0, T ])), the rest of Γ is distributed as an independent CLE κ in each
containing the origin. Then conditionally on O and the restriction of Γ in D \ O, the conditional law of the restriction of Γ to O is that of a CLE κ in O. We will now focus on explaining how to continue exploring Γ| O . The basic idea is similar to the proof of Lemma 3.2: we use an inductive procedure (based on Lemmas 3.1 and 3.4) to define for each ε > 0 a collection of loops and a curve which satisfy the desired Markov property and converge, in an appropriate sense, to L n and η n,k as ε → 0.
For ε > 0, let P ε be the ε-neighborhood of P . Let L ε be the collection of all the loops in Γ| O that intersect P ε . Let η ε n,k be the part of the excursion that we will eventually leave out if it is non-empty (we will give the precise definition of η ε n,k later on). Let α ε n,k be the complement of η ε n,k in the loop that η ε n,k is tracing. Let L ε n be L ε minus the loop containing η ε n,k (if η ε n,k = ∅). Let C ε be the connected component of O \ α ε n,k ∪ L ε n which contains the origin. We would like to first prove the following statement:
( * ) Suppose we condition on L ε n and α ε n,k . If C ε does not contain η ε n,k or if η ε n,k is empty, then the conditional law of Γ| C ε is that of a CLE κ in C ε independent from η ε n,k and the restrictions of Γ to the other connected components of O \ α ε n,k ∪ L ε n . Otherwise if η ε n,k = ∅ and η ε n,k ⊂ C ε , then the conditional law of η ε n,k is that of a chordal SLE κ between the two endpoints of α ε n,k in C ε , and if we further condition on η ε n,k , then Γ restricted to C ε \ η n,k ∪ α n,k ∪ L ε n is an independent CLE κ in each of its connected components.
We will later prove that as ε goes to zero, the sets
This will imply the present lemma.
We will prove ( * ) by performing an exploration process w.r.t. P ε . Let us define our exploration process by induction on a parameter i. Let O ε 0 := O. Now suppose i ∈ N 0 and we have completed the i first steps which enable us to define the domain O ε i ⊂ O with the property that conditionally on O ε i , Γ restricted to O ε i is a CLE in O ε i which is independent from the restriction of Γ to the complement of O ε i . Let us explain how to carry out the (i + 1)st step. See Figure 6 for an illustration. We call a connected component of ∂O ε i ∩ P ε an arc. There can be countably many arcs of ∂O i ∩ P ε but since ∂O ε i is a continuous curve at most finitely many of them intersect P . We can order these finitely many arcs according to the first point on the arc hit by P . Let I be the first such arc hit by P . Given the loops of Γ in D \ O ε i , we know the exact number of loops exiting U that P has hit before hitting I. If this number is at least n, then it means that C ε does not contain η ε n,k or η ε n,k is empty. Then we can continue to explore Γ| O ε i using the procedure defined in Lemma 3.2 w.r.t. P ε . This proves ( * ). Otherwise, if this number is equal to n − 1, then let a and b
We illustrate the exploration process for n = 3, k = 2 in the case where η ε n,k = ∅ and η ε n,k ⊂ C ε . We first explore along P until it hits the (n − 1)th loop exiting U at time T . All the loops discovered in this step are shown in blue. Then we continue exploring Γ restricted to the connected component O of the complement of the blue loops containing the origin. Conditionally on O, we are allowed to further condition on Γ| D\O so that the conditional law of Γ| O is still a CLE in O. In particular, it is important to acquire the knowledge of all the loops in Γ| D\O that intersect P which have not been previously discovered (drawn in orange). For the arc I (with endpoints a, b) which is the first arc among ∂O ∩ P ε hit by P , if the number of loops exiting U that P has hit has not reached n upon hitting I, then we explore along an SLE κ (κ − 6) process from a to b (shown in red). We depict a case where η ε 3,2 is contained in this step and show it in dashed line. We show simple loops for clarity, but in actuality the loops will intersect themselves and each other. be the endpoints of I (in the counterclockwise direction).
We explore along an SLE κ (κ − 6) process η ε in O ε i from a to b, with a marked point immediately to the right of a, namely the one constructed by concatenating certain arcs of loops in Γ which intersect the arc from a to b as in Lemma A.2.
(a) If η ε never exits U , then define O ε i+1 to be the connected component containing the origin of the complement in O ε i of all the loops that η ε has traced. By the induction hypotheses and Lemma 3.1, conditionally on O ε i+1 , Γ restricted to O ε i+1 is a CLE in O ε i+1 which is independent from the restriction of Γ to the complement of O ε i+1 . We can then go on to the (i + 1)st step.
If in the successive steps i ∈ N, we always end up in situation (a) (hence we can go on infinitely), then it means that C ε does not contain η ε n,k or that η ε n,k is empty. Therefore, we are in the same situation as in Lemma 3.2 and hence ( * ) is true.
(b) Otherwise, let T ε be the first time that η ε exits U . Let γ be the loop that η ε is tracing at time T ε . When ε is small enough, then γ is exactly the nth loop exiting U that P encounters. To see this, it is enough to show that γ is the first loop exiting U that P encounters after hitting I. See Figure 7 for illustration. Note that there are a.s. finitely many loops that intersect P ε and exit U , hence if ε is small enough, all the loops intersecting P ε exiting U also intersect P . Moreover, they a.s. all cross P . For each of these loops ω, let ∂ω denote the outer boundary of ω, which is a simple loop. Let z ω be the first point that P intersects ω. Then when ε is small enough, the connected component I ω of ∂ω ∩ P ε containing z ω cuts the tube P ε , in the sense that it disconnects P (0) and P (1) within P ε . Therefore, the order in which we discover the different loops that intersect both P ε and D \ U is the same as the order in which P encounters the corresponding arcs I ω . In particular, γ is indeed the first loop exiting U that P encounters after hitting I.
If η ε [0, T ε ] disconnects the origin from b inside of O ε i , then it again means that C ε does not contain η ε n,k or η ε n,k is empty. Let O ε i+1 be the connected component containing the origin of
We are again in the same situation as Lemma 3.2, hence ( * ) holds.
(c) Otherwise, if η ε [0, T ε ] does not disconnect the origin from b, then let y be the marked point of the SLE κ (κ − 6) process η ε at time T ε . Equivalently, y is also the left-most point on I at which γ intersects I, where I is the arc of ∂O ε i ∩ ∂P ε which we are currently exploring.
Figure 7: Left: ε 1 is not small enough and I ω 2 does not cut P ε 1 . When we explore along the green arc I, we discover ω 1 before ω 2 , which is not the right order. Right: ε 2 is small enough and both I ω 1 , I ω 2 cut P ε 2 , hence we will discover ω 1 and ω 2 in the same order as P encounters them.
be the clockwise part of γ from η ε (T ε ) to y, i.e., η ε γ is the remaining part of γ that η ε [0, T ε ] has not yet discovered. According to the construction of CLE in [She09] using branching
, and η ε γ , Γ restricted to each of the connected components of
We parameterize η ε γ in a way such that η ε γ (0) = η ε (T ε ) and η ε γ (1) = y. If η ε γ makes at most k − 2 crossings from P ε to D \ U , then let η ε n,k = ∅. Then we are again in the same situation as Lemma 3.2, hence ( * ) holds. Otherwise, let σ ε k be the (k − 1)st time that η ε γ completes a crossing
where the SLE κ curve is conditioned to avoid P ε i.e., (η ε n,k , Γ ε n,k ) has the law considered in Section 3.2 with B = P ε . Using Lemma 3.4, we can then continue to explore (η ε n,k , Γ ε n,k ) along any arc on the boundary of O ε i+1 . More precisely, if ∂O ε i+1 ∩ P ε is non-empty, then we can discover all the loops in O ε i+1 that intersect ∂O ε i+1 ∩ P ε and denote by O i+2 the connected component containing the origin of the complement in O ε i+1 of all the newly discovered loops. Since η ε n,k is conditioned to avoid P ε , it will also avoid all the arcs of ∂O ε i+1 ∩ P ε . By Lemma 3.4, conditionally on O i+2 , the restriction of (η ε γ , Γ n,k ) to O i+2 is still an SLE κ decorated CLE κ , where the SLE κ is conditioned to avoid P ε . We can then iterate this process until some step N ∈ N ∪ {∞} such that ∂O N ∩ P ε is empty. If N = ∞, then we define O ∞ to be the interior of ∞ n=1 O n . It then follows that conditionally on O N , the curve η ε n,k is an SLE κ in O N conditioned to avoid P ε and that if we further condition on η ε n,k , then Γ restricted to each of the connected components of O N \ η ε n,k is distributed as an independent CLE κ in that component. It is clear that when N < ∞, O N is exactly the connected component containing the origin of D \ α ε n,k ∪ L ε n . Similar arguments as in Lemma 3.2 imply that the same is true when N = ∞. Now that we have proved ( * ), we will send ε to 0. The fact that Γ(P ε ) ∩ O converges to Γ(P ) ∩ O follows from the same arguments as in Lemma 3.2. We have also argued in (b) that for ε small enough, the nth loop γ that exits U in the P ε exploration process indeed coincides with the nth loop that exits U that P encounters. Therefore L ε n converges to L n ∩ O. For similar reasons, η ε n,k will also coincide with η n,k for ε small enough, since any loop a.s. makes finitely many crossings from P ε to D \ U and any such crossing that intersects P also crosses P . This completes the proof.
As a consequence of Lemma 3.5, we obtain the following variant of the annulus Markov property for CLE κ in D. For the statement, we recall the notation from Section 2.4.
Definition 3.6. Define the path P and the open set U as in the beginning of this subsection. Choose a P -excursion into U from S Γ (P ; U ) in a manner which is measurable w.r.t. σ(Γ(P ; U ), S Γ (P ; U )). Let x be its terminal endpoint and let η x be the complementary P -excursion out of U from x to the corresponding endpoint x * . Let Σ x be the σ-algebra generated by Γ(P ; U ), S Γ (P ; U ), and all of the complementary P -excursions of loops in Γ out of U except for η x . We say that Γ satisfies Markov property w.r.t. (P, U ) if the following is true:
1. If S Γ (P ; U ) = ∅ and we condition on Σ x , then the conditional law of η x is that of an independent chordal SLE κ from x to x * in the connected component of D \ Γ(P ) \ η x with x on its boundary.
2. If we further condition on η x (equivalently, we condition on Γ(P )) then the conditional law of Γ| D\ Γ(P ) is that of a collection of independent CLE κ 's in the connected components of
Corollary 3.7. Let Γ be a CLE κ on D. Then Γ satisfies the Markov property w.r.t. (P, U ).
Proof. We observe that if n, k ∈ N and η n,k is the curve defined in the (n, k)-exploration process for (P, U ), then η n,k is a complementary P -excursion out of U for some loop in Γ. Furthermore, for any σ(Γ(P ; U ), S Γ (P ; U ))-measurable choice of x as in Definition 3.6, the event {η x = η n,k } is Σ x -measurable. If we fix n, k ∈ N, then by Lemma 3.5, if we condition on Σ x and the event {η x = η n,k }, then the properties 1 and 2 in Definition 3.6 are satisfied. Since each complementary P -excursion of Γ out of one of U is one of the η n,k 's, this concludes the proof.
3.4 Annulus Markov property: proof of Theorem 2.16 onto an appropriate A ρ and its inverse g M . We depict in red the deterministic loop γ (which is supposed to approximate the outer boundary of γ M +1 ) as well as the conformal map f from the doubly connected component of D \ γ onto an appropriate A ρ and its inverse g. We also depict the corresponding images of U, P under successive conformal maps as defined in the text.
Recall that γ M +1 is the (M + 1)st outermost loop in Γ surrounding 0, A M is the non-simplyconnected component of D \ γ M +1 , and f M : A M → A ρ is a conformal map to an appropriate annulus. Let (P, U ) be as in the annulus Markov property. Recall that U = {re is : r ∈ (ρ, 1), s ∈ (θ − π/4, θ + π/4)}.
The idea of the proof is to apply Lemma 3.5 to the pair ( P , U ) where
M (P ) and
The main difficulty is that ( P , U ) is random: it depends on γ M +1 . To get around this difficulty, we will condition γ M +1 to stay close to some deterministic ε-lattice loop and argue as in the proof of the usual strong Markov property for stopping times.
Let γ ε M +1 be the outer boundary of the closure of the union of all ε-lattice squares (i.e., squares with corners in Z 2 ) that are entirely contained in the domain encircled by the outer boundary of γ M +1 . Then γ ε M +1 is a simple loop that surrounds the origin. Let γ ⊂ D be a deterministic loop encircling the origin which is the outer boundary of some union of connected ε-lattice squares.
Since there are only finitely many possible choices for γ ε M +1 , it holds for some choice of γ that
Let A be the annulus between γ and ∂D and let ρ be its conformal modulus.
Let f be the conformal map from A onto A ρ which fixes 1. Let P := f −1 (P ).
By Corollary 3.7, we know that Γ satisfies the Markov property for the pair ( P , U ), i.e., if x is the terminal endpoint of an element of S Γ ( P ; U ) chosen in a measurable manner w.r.t. σ(Γ( P ; U ), S Γ ( P ; U )), then conditionally on the σ-algebra Σ x of Definition 3.6 for ( P , U ), η x and Γ| D\ Γ( P ) satisfy the properties 1 and 2 in Definition 3.6. Based on this, we will successively deduce the following properties for Γ:
1. Note that the event {η x ⊂ γ M +1 } ∩ {γ ε M +1 = γ} is measurable w.r.t. Σ x , since it is equivalent to the event that among all the discovered loops, there exists a loop γ such that γ ε = γ and that γ is the (M + 1)st loop that surrounds the origin (this is determined by Σ x , since one can see from the information in Σ x whether the loop containing η x encircles the origin based on the location of the endpoints of η x ). Therefore, if we condition on Σ x then on the event {η x ⊂ γ M +1 } ∩ {γ ε M +1 = γ}, the conditional laws of η x and Γ|
still satisfy the properties 1 and 2 in Definition 3.6.
On the event {η
Therefore, if we condition on γ M +1 , Σ x and on the event {η x ⊂ γ M +1 } ∩ {γ ε M +1 = γ}, the conditional laws of η x and Γ| D\ Γ( P ) still satisfy the properties 1 and 2 in Definition 3.6.
3. We now change the order of conditioning and get the following statement. Conditionally on γ M +1 , on the event {γ ε M +1 = γ}, the loop ensemble Γ| A M satisfies the following property: For any P -excursion in S Γ ( P ; U ) chosen in a measurable manner w.r.t. σ(Γ( P ; U ), S Γ ( P ; U )) which does not trace a part of γ M +1 , if its terminal endpoint is x and we further condition on Σ x , then the conditional laws of η x and Γ| D\ Γ( P ) still satisfy the properties 1 and 2 in Definition 3.6. 4. We condition on the loop γ M +1 and the event {γ ε M +1 = γ} throughout the current paragraph.
is the image under f M of some P ε -excursion in S Γ ( P ε ; U ε )) which does not trace a part of γ M +1 . Therefore, for any x ε and η ε x ε chosen as before, there exist a P -excursion S Γ ( P ; U ) which is measurable w.r.t. σ(Γ( P ; U ), S( P ; U )), with terminal endpoint x and corresponding complementary P -excursion η x such that η ε x ε = f M (η x ). Moreover, e does not trace a part of γ M +1 . Now, if we apply f M to the objects in the statement in 3, then we can deduce a statement for Γ ε : Conditionally on γ M +1 and {γ ε M +1 = γ}, for any P -excursion in S Γ ε ( P ε ; U ε )) chosen in a measurable manner w.r.t. σ( Γ ε ( P ε ; U ε ), S Γ ε ( P ε ; U ε )) with terminal endpoint x ε , if we further condition on Σ x , the conditional laws of η ε x ε and Γ ε |
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The last step is to replace Σ x in the above statement by Σ ε x ε , which is defined to be the sigma algebra generated by Γ ε ( P ε ; U ε ), S Γ ε ( P ε ; U ε ), and all of the complementary P ε -excursions of loops in Γ ε out of U ε except for η ε x ε . Note that on the event {γ ε M +1 = γ}, we have Σ ε x ε = σ(Σ x , γ M +1 ). Therefore, we can replace Σ x by Σ ε x ε in the above statement. We have therefore proved that conditionally on {γ ε M +1 = γ} and γ M +1 , f M (Γ| A M ) satisfies the annulus Markov property for the pair ( P , U ). which fixes 1 where ρ ε is the conformal radius of D \ γ ε M +1 . Note that g ε M is a.s. determined by γ M +1 . Now, if we look at the union of {γ ε M +1 = γ} for all γ, then we get that conditionally on γ M +1 , f M (Γ| A M ) satisfies the annulus Markov property for the pair (f M (g ε M (P )), f M (g ε M (U ))). As ε goes to zero, the pair (
Let
converges uniformly to the identity. Therefore, conditionally on γ M +1 , f M (Γ| A M ) also satisfies the annulus Markov property for the pair (P, U ). Since this annulus Markov property itself does not depend on γ M +1 , we can take away the conditioning and we get that f M (Γ| A M ) satisfies the annulus Markov property for the pair (P, U ).
The annulus Markov property uniquely characterizes CLE
In the preceding section, we showed that the construction of Theorem 2.16 gives a loop ensemble on A ρ with M inner-boundary-surrounding loops which satisfies the annulus Markov property.
By Lemma A.1 and the branching SLE κ (κ − 6) construction of CLE κ , we see that ρ has positive probability to lie in any fixed open subset of (0, 1). By considering the regular conditional law given ρ of the loop ensemble of Theorem 2.16, we get the existence part of Theorem 2.13 for a dense set of ρ ∈ (0, 1). By slightly perturbing the inner loop, it is easily seen that this regular conditional law depends continuously on ρ, so we can take limits to get the existence part of Theorem 2.13 in general. The goal of this section is to establish the uniqueness part of Theorem 2.13. To do this we will consider a Markov chain based on the annulus Markov property of Definition 2.12. A law on loop ensembles satisfying the annulus Markov property will be a stationary measure for the Markov chain. We will then argue that the Markov chain has a unique stationary measure as follows. We will show (Proposition 4.2) that the Markov chains started from any two initial configurations can be coupled together so that they agree with positive probability after finitely many steps. This will imply in particular that two stationary measures cannot be mutually singular. General ergodic theory considerations (as explained in Section 4.3) will then lead to the uniqueness of the stationary measure.
A similar idea (but with a simpler Markov chain) is used in [MS16c] to deduce the reversibility of SLE κ (ρ 1 ; ρ 2 ) with ρ 1 , ρ 2 > −2 from the reversibility of SLE κ (ρ) for κ ∈ (0, 4) and ρ > −2. See also [MSW16, Appendix A] for an extension of this result proven using the same basic technique.
Let us now define the Markov chain we will consider. Let P + := [ρ, 1] and let P − := [−1, −ρ]. Also define the annular slices U + := {re iφ : r ∈ (ρ, 1), φ ∈ (−π/4, π/4)} and U − := {re iφ : r ∈ (ρ, 1), φ ∈ (3π/4, 5π/4)}.
The state space of our Markov chain will be the space of non-crossing, locally finite loop configurations on A ρ which have exactly 2 M ∈ N inner-boundary-surrounding loops. Given such a loop configuration Γ 0 , we define a new loop configuration Γ 1 as follows.
1. Sample a sign ξ uniformly at random from {−, +}.
2. Condition on ξ and choose a uniformly random P ξ -excursion into U ξ from the set S Γ 0 (P ξ ; U ξ ). Let x be its terminal endpoint.
3. Condition on ξ and x and let η be an independent chordal SLE κ in the connected component of
which has x on its boundary, where here η x is the complementary P ξ -excursion out of U ξ starting from x, γ x is the loop which contains η x , and α x is the complementary arc of η x in γ x .
4. The set of loops Γ 1 (P ξ ) is defined to be the same as Γ 0 (P ) except that the loop segment η x is replaced by η .
5. Conditioned on Γ 1 (P ξ ), sample the rest of Γ 1 by sampling an independent CLE κ in each
By definition, a probability measure on non-crossing, locally finite loop configurations that satisfies the annulus Markov property and has M inner-boundary-surrounding loops is a stationary measure for the above Markov chain. Hence to prove the uniqueness part of Theorem 2.13 we only need to establish the following. To prove Proposition 4.1, fix two initial loop configurations Γ 0 and Γ 0 (each of which is a deterministic, non-crossing, locally finite loop configuration on A ρ with M inner-boundarysurrounding loops) and let {Γ n } n∈N 0 and { Γ n } n∈N 0 be the Markov chains started from Γ 0 and Γ 0 , respectively. For n ∈ N, we denote the objects in the definition of the Markov chain above with Γ n−1 in place of Γ 0 and Γ n in place of Γ 1 with a subscript n (so, e.g., ξ n ∈ {−, +} and η n is the chordal SLE κ curve above). We make a similar convention for { Γ n } n∈N except that we also add a tilde to the notation. The main step in the proof of Proposition 4.1, and hence the uniqueness part of Theorem 2.13, is the following statement.
Proposition 4.2. For any choice of initial configurations (Γ 0 , Γ 0 ), there exists n ∈ N and a coupling of Γ n and Γ n for which P[Γ n = Γ n ] > 0.
We will explain how to extract Proposition 4.1 from Proposition 4.2 in Section 4.3. The basic idea of the proof of Proposition 4.2 is to use the absolute continuity statements for SLE and CLE from Appendix A to couple together larger and larger pieces of Γ n and Γ n with positive probability. This will be carried out in two steps. In Section 4.1, we treat the case when the topology of Γ 0 and Γ 0 is particularly simple: we require that all of the loops which intersect P + except for the inner-boundary-surrounding loops are contained in a neighborhood U + of U + and the inner-boundary-surrounding loops each make only one excursion out of this neighborhood. In Section 4.2, we reduce the general case to this case by using Lemma A.1 to "pull" the excursions which get far from U + back to U + one at a time. See the start of each of the individual subsections for a more detailed overview of the arguments involved.
Before proceeding with the proof, we record the following basic topological lemma.
Lemma 4.3. Let γ be an arbitrary loop in A ρ (not necessarily non-self-crossing). The following quantities are equal.
1. The number of crossings of γ from P + to P − .
2. The number of crossings of γ from P − to P + .
3. The number of complementary P + -excursions of γ out of U + which hit P − .
4. The number of complementary P − excursions of γ out of U − which hit P + .
Proof. The quantities 1 and 2 are equal since γ is a loop. The quantities 1 and 3 are equal since the concatenation of a complementary P + -excursions of γ out of U + and the P + -excursion of γ into U + immediately preceding it contains exactly one crossing from P + to P − . Similarly, the quantities 2 and 4 are equal.
Initial configurations with simple topology
In this subsection, we will establish Proposition 4.2 in a special case when the topology of the initial configurations Γ 0 and Γ 0 are particularly simple. We will need to work with a slightly larger annular slice which contains U + (the place where this is needed is Lemma 4.8 below). To be concrete, we set
The main result of this subsection is the following proposition.
Proposition 4.4. Suppose our initial configurations are such that #S Γ 0 (P + ; U + ) = #S Γ 0 (P + ; U + ) =
M . There is a coupling of {Γ n } n∈N 0 and { Γ n } n∈N 0 such that
Since each of the M loops of Γ 0 which surround the inner boundary must have at least one complementary P + -excursion out of U + , we always have #S Γ 0 (P + ; U + ) ≥ M . The hypothesis that #S Γ 0 (P + ; U + ) = M says that none of the loops of Γ 0 which intersect P + other than the inner-boundary-surrounding loops exit U + . Furthermore, each of the inner boundary surrounding loops has exactly one complementary P + -excursion out of U + . Similar considerations hold for Γ 0 . See Figure 9 for an illustration of the setup.
Proposition 4.4 is the main step in the proof of Proposition 4.2: once it is established, repeated applications of Lemma A.1 will allow us to convert a general choice of (Γ 0 , Γ 0 ) into one satisfying the hypotheses of Proposition 4.4 after finitely many iterations of the Markov chain.
Definition 4.5. Throughout this subsection, for n ∈ N 0 we write γ 1 n , . . . , γ M n for the inner-boundarysurrounding loops of Γ n , labeled from outside in. We similarly define γ 1 n , . . . , γ M n with Γ n in place of Γ n .
The proof of Proposition 4.4 has three main steps.
1. We first show in Lemma 4.6 that we can couple in such a way that after M steps of the Markov chain, it holds with positive probability that the inner-boundary-surrounding loops of Γ M and Γ M satisfy γ m M ∩ U − = γ m M ∩ U − for each m = 1, . . . , M and moreover each of these loops has only one P − -excursion into U − . This is done by using the fact that the P + -excursions of these loops out of U + are re-sampled as SLE κ curves in the Markov chain and applying Lemma A.6 M times, once for each pair of inner-boundary-surrounding loops. Loops are shown without self-intersections for clarity, but in reality the loops intersect (but do not cross) themselves in a fractal set. The P + -excursions into U + (resp. complementary P + -excursions out of U + ) of the inner-boundary-surrounding loops γ 1 0 , γ 2 0 , γ 3 0 are shown in red or dark blue (resp. orange or blue). The other loops in Γ 0 (P + ) are shown in purple. The requirement that #S Γ 0 (P + ; U + ) = 3 says that only the inner-boundary-surrounding loops are allowed to exit the light blue region U + , and furthermore each such loop has only one complementary P + -excursion out of U + which exits U + . In the proof of Lemma 4.6, these excursions are called η 1 0 , η 2 0 , η 3 0 .
2. We next show in Lemma 4.7 that we can modify our coupling in such a way that with positive probability, Γ M (P − ; U − ) = Γ M (P − ; U − ) and S Γ M (P − ; U − ) = S Γ M (P − ; U − ). The equality S Γ M (P − ; U − ) = S Γ M (P − ; U − ) comes from the previous step, and the equality Γ M (P − ; U − ) = Γ M (P − ; U − ) of the sets of "small" loops intersecting P − comes from Lemma A.9.
3. Finally, we show that after M additional steps of the Markov chain, one can couple so that with positive probability, the complementary P − -excursions of the inner-boundary-surrounding loops of Γ 2M and Γ 2M out of U − agree. This is done using the fact that these excursions are re-sampled as SLE κ curves in our Markov chain and (due to the previous step) these SLE κ curves will be contained in domains which agree in a neighborhood of the initial and terminal points of the curves. This allows us to apply Lemma A.5 to couple the SLE κ curves with positive probability. Once we have coupled so that all of the loops of Γ 2M and Γ 2M which intersect P − agree, we are done by the definition of our Markov chain.
Lemma 4.6. Suppose our initial configurations are such that
There is a coupling of Γ M and Γ M such that with positive probability, the following is true.
1. Γ M (P + ; U + ) = Γ 0 (P + ; U + ), S Γ M (P + ; U + ) = S Γ 0 (P + ; U + ), and the same is true with ( Γ 0 , Γ M ) in place of (Γ 0 , Γ M ).
2. For each m = 1, . . . , M , the inner-boundary-surrounding loops satisfy γ m
3. Each of the loops γ m M (equivalently, each of the loops γ m M ) for m = 1, . . . , M has only one P − -excursion into U − .
Proof. The idea of the proof is to apply Lemma A.6 to couple the P + -excursions out of U + of the pairs of loops (γ m 0 , γ m 0 ) one-by-one. We need to work from outside in since in order to apply Lemma A.6, we need to make sure that the P + -excursions out of U + for Γ 0 and Γ 0 are contained in domains whose intersection includes a crossing between the two components of ∂U − \ ∂A ρ .
We will inductively construct for each N = 1, . . . , M a coupling of Γ N and Γ N which satisfies the following conditions. Step 1: base case. We will first construct a coupling of Γ 1 and Γ 1 satisfying the above conditions for N = 1. We first couple (ξ 1 , x 1 ) and ( ξ 1 , x 1 ) so that with positive probability, ξ 1 = ξ 1 = +, 0 , x 1 = x 1 0 }, we can further couple η 1 and η 1 in such a way that with positive probability, the segments of η 1 and η 1 between their first entrance time of V and their next subsequent exit time from B ε (V ) coincide, and neither of these segments hits P − between the first time after hitting P − at which it exits U − and the time when it exits B ε (V ). By Lemma A.1 each of η 1 and η 1 has positive probability not to return to U − after exiting B ε (V ). We have therefore proved that we can couple (ξ 1 , x 1 , η 1 ) and ( ξ 1 , x 1 , η 1 ) in such a way that with positive probability,
and neither η 1 nor η 1 hits P − again after the first time after hitting P − at which it exits U − . By the definition of our coupling, if ξ 1 = + and x 1 = x 1 0 , then Γ 1 (P + ) \ {γ 1 1 } = Γ 0 (P + ) \ {γ 1 0 }, S Γ 1 (P + ; U + ) = S Γ 0 (P + ; U + ), and γ 1 1 is the concatenation of the arc γ 1 0 \ η 1 0 and the curve η 1 . The same is true for Γ 1 . Therefore, our desired conditions for N = 1 hold whenever the event described in (4.3) occurs (note that the condition stated just after (4.3) is needed to obtain condition 3 for N = 1).
Step 2: inductive step. Suppose N = 2, . . . , M and we have coupled Γ N −1 and Γ N −1 so that the above conditions are satisfied with positive probability with N − 1 in place of N . Suppose further that we are working on the positive probability event that these conditions are satisfied with N − 1 in place of N . We will use a similar argument as in the case N = Building on Lemma 4.6, we now extend to a coupling of Γ M and Γ M for which the (infinitely many) loops which intersect P − and are contained in U − agree.
Lemma 4.7. Suppose our initial configurations are such that
plus the total number of crossings from P + to P − by loops in Γ 0 . We will prove Proposition 4.2 by induction on K.
Note that by Lemma 4.3, K can equivalently be defined in terms of crossings from P − to P + or in terms of complementary P ± -excursions out of U ± which hit P ∓ . We always have K ≥ 2M since each of Γ 0 and Γ 0 has M loops which surround the inner boundary of A ρ .
We will now establish the base case of our inductive argument by reducing the case when K = 2M to the case when #S Γ (P + ; U + ) = #S Γ (P + ; U + ) = M . This will be accomplished by using Lemma A.1 to get rid of the P + -excursions of Γ 0 and Γ 0 out of U + which do not hit P − one at a time.
Lemma 4.8. Suppose our initial configurations are such that K = 2M . There is an N ∈ N (depending only on Γ 0 and Γ 0 ) and a coupling of Γ N and Γ N such that P[Γ N = Γ N ] > 0.
Proof. Recall the slightly larger annular slices U + ⊃ U + from (4.2). Define
and note that N ≥ 2M . We will prove by induction on N that the statement of the lemma holds for this choice of N . The base case N = 2M is Proposition 4.4. Suppose now that N ≥ 2M + 1 and the statement of the lemma has been established for configurations with N (Γ 0 , Γ 0 ) ≤ N − 1. Since N ≥ 2M + 1 and K = 2M , either Γ 0 or Γ 0 has a complementary P + -excursion out of U + which exits U + but do not hit P − . The idea of the proof is to "pull" this excursion into U + and thereby reduce N by at least 1.
Assume without loss of generality that Γ 0 has a complementary P + -excursion out of U + which exits U + . Call this excursion η x and let x and x * be its endpoints. Then x and x * lie in the same connected component of ∂U + \ ∂A ρ (otherwise the excursion would have to hit P − ).
By possibly choosing a different excursion, we can assume that the segment [x, x * ] from x to x * does not contain the endpoints of any other complementary P + -excursions out of U + which exits U + . If this is the case, then the region enclosed by [x, x * ] and the excursion η x does not contain any segment which intersects ∂U + of a loop in Γ 0 (P + ). Consequently, there is a path in this region from x to x * which is entirely contained in U + . On the positive probability event {ξ 1 = +, x 1 = x}, this same path is also contained in the connected component of the set (4.1) for Γ = Γ 0 which has x and x * on its boundary and the conditional law of η 1 is that of a chordal SLE κ from x to x * in this connected component. Using Lemma A.1, we therefore find that with positive probability, η 1 is contained in U + .
If this is the case, then the definition of Γ 1 shows that #S Γ 1 (P + ; U + ) = #S Γ 0 (P + ; U + ) − 1.
Trivially, P[#S Γ 1 (P + ; U + ) ≤ #S Γ 0 (P + ; U + )] > 0. Therefore, with positive probability N (Γ 1 , Γ 1 ) ≤ N − 1, so by the inductive hypothesis applied with (Γ 1 , Γ 1 ) in place of (Γ 0 , Γ 0 ) we conclude the proof.
To treat the case when K > 2M , we will need the following purely topological lemma which will allow us to unwind loops which wrap around the origin multiple times. See Figure 10 for an illustration of the statement and proof. We need the statement only for non-crossing loops, but we state it for general loops since the proof does not use the non-crossing property.
Lemma 4.9. Let γ be an arbitrary loop in A ρ (not necessarily non-self-crossing) and suppose that the winding number of γ around the inner boundary of A ρ is N ∈ N 0 . If γ has at least N + 1 complementary P + -excursions out of U + which intersect P − , then either γ has a complementary P + -excursion out of U + which intersects P − and has both of its endpoints in the same connected component of ∂U + \ ∂A ρ ; or the same is true with "+" and "−" interchanged. γ is a complementary P + -excursion out of U + which hits P − and has both of its endpoints in the same component of ∂U + \ ∂A ρ . Here we have shown γ as a simple loop for clarity, but in practice γ will be a CLE κ -type loop. Right: The lift γ of γ to the universal cover of A ρ . Solid (resp. dashed) black segments are mapped to P + (resp. P − ).
Proof. Choose a parameterization
A ρ be the conformal universal covering map normalized so that
We note that the pre-images under φ of the two connected components of ∂U − \ ∂A ρ are
and a similar statement holds for
so that φ • γ = γ, normalized so that Re γ(0) = 0. Since the winding number of γ is N , we have Re γ(1) = 2πN . By Lemma 4.3 and our hypothesis on γ, the loop γ has at least N + 1 crossings from
is a crossing from P + to P − . The crossing intervals are naturally ordered from left to right. If [u, v] is a crossing interval, then by (4.5) there is a k ∈ Z such that Re γ(u) = 2πk and Re γ(v) ∈ {2πk − π, 2πk + π}. Since Re γ(0) = 0 and Re γ(1) = 2πN and there are at least N + 1 crossing intervals, there must be two consecutive crossing intervals [u 1 , v 1 ] and [u 2 , v 2 ] (i.e., u 1 < v 1 < u 2 < v 2 and there is no crossing interval in [v 1 , u 2 ]) such that Re γ(v 1 ) − Re γ(u 1 ) and Re γ(v 2 ) − Re γ(u 2 ) have opposite signs. Henceforth assume that Re γ(v 1 ) − Re γ(u 1 ) = π and Re γ(v 2 ) − Re γ(u 2 ) = −π (the other case is treated similarly). Then for some k ∈ Z, we have Re γ(u 1 ) = 2πk and Re γ(v 1 ) = 2πk + π. Since the two crossing intervals are consecutive, there are two possibilities for (Re γ(u 2 ), Re γ(v 2 )): it is equal to either (2πk, 2πk − π) or (2π(k + 1), 2πk + π)). Again, we assume that we are in the former case (the other case is treated similarly).
We have Re γ(u 2 ) = 2πk and Re γ(t) < 2πk + π for t ∈ [u 1 , v 2 ]. We will construct a complementary P − -excursion out of U − which contains γ(u 2 ) and satisfies the conditions in the statement of the lemma (two of the other four possible configurations above result in complementary P + -excursions instead of complementary P − -excursions). We will first find the P − -excursions of γ into U − which come immediately before and after γ(u 2 ). Let s (resp. s) be the last time s before u 2 (resp. the first time s after u 2 ) for which Re γ(s) = 2πk − π, so that γ(s), γ(s) ∈ P − . Let t (resp. t) be the first time s after s (resp. the last time s before s) with Re γ(s) = 2πk − 3π/4. By (4.6), γ(t) and γ(t) lie in the same connected component of ∂U − \ ∂A ρ and γ(t) (resp. γ(t)) is an endpoint of a P − -excursion of γ into U − which contains γ(s) (resp. γ(s)
t] is a complementary P − -excursion of γ out of U − . Since γ(u 2 ) ∈ P + , this excursion hits P + and by our choice of t, t, its endpoints lie in the same connected component of ∂U + ∩ ∂U − .
Proof of Proposition 4.2. As explained at the beginning of this subsection, we will induct on K. The base case K = 2M was treated in Lemma 4.8. Suppose K ≥ 2M + 1 and we have established the proposition for all values of K ≤ K.
Since K ≥ 2M + 1, either Γ 0 or Γ 0 has at least M + 1 complementary P + -excursions out of U + which hit P − . Suppose without loss of generality that Γ 0 has at least M + 1 such excursions. Since Γ 0 has M loops with winding number 1 around the inner boundary of A ρ and the rest of the loops have winding number zero, there must be a loop γ ∈ Γ such that the following is true. The number of complementary P + -excursions of γ out of U + which intersect P − exceeds the winding number of γ around the inner boundary of A ρ by at least 1. By Lemma 4.9, either γ has a complementary P + -excursion out of U + which intersects P − and has both of its endpoints in the same connected component of ∂U + \ ∂A ρ ; or the same is true with "+" and "−" interchanged. Assume that the former condition (with complementary P + -excursions) holds; the other case is treated identically. Let x and x * be the endpoints of a complementary P + -excursion of γ out of U + which intersects P − and has both of its endpoints in the same connected component of ∂U + \ ∂A ρ . By possibly choosing a different excursion, we can assume that the segment [x, x * ] from x to x * does not contain the endpoints of any other complementary P + -excursions out of U + which exits P − . As in the proof of Lemma 4.8, this shows that there is a path from x to x * in the set (4.1) for (Γ 0 , Γ 1 ) with x and x * on its boundary which does not hit P − .
On the event {ξ 1 = +, x 1 = x}, the conditional law of η x 1 is that of a chordal SLE κ from x to x * in this component. By Lemma A.1, it holds with positive conditional probability given {ξ 1 = +, x 1 = x} that η x 1 does not hit P − . In this case, the definition of the Markov chain implies that Γ 1 has at least one fewer complementary P + -excursions out of U + which intersect P − than has Γ 0 . It is easily seen that with positive probability Γ 0 and Γ 1 have the same number of complementary P + -excursions out of U + which intersect P − . This shows that with positive probability, the value of K corresponding to (Γ 1 , Γ 1 ) is strictly less than the value of K corresponding to (Γ 0 , Γ 0 ). By combining this with the inductive hypothesis, we conclude the proof.
Uniqueness of the stationary measure
We will now deduce Proposition 4.1 from Proposition 4.2. This will be done using ergodic theory arguments similar to those in [MS16c, Section 4] or [MSW16, Appendix A]. The key input in the argument is the following general theorem from Markov chain theory.
Theorem 4.10. Let (Ω, d) be a separable metric space and suppose that Ω is a Borel measurable subset of its metric completion. Let Π(x, dy) be the transition kernel of a Markov chain on Ω such that the measure x → Π(x, ·) is a Borel measurable function from Ω to the space of probability measures on Ω, when the latter is equipped with the Prokhorov distance. Let µ be a stationary probability measure for Π (i.e., A Π(x, dy)µ(dy) = µ(A) for each Borel set A ⊂ Ω). Then µ is a convex combination of stationary ergodic measures for Π, i.e., there exists a probability measure π µ on the space M e of stationary ergodic probability measures for Π such that
(4.7)
Furthermore, any two distinct elements of M e are mutually singular.
Proof. This is a classical result in Markov chain theory (see, e.g., [Var01, Chapter 6]) but is usually stated with the stronger hypothesis that (Ω, d) is complete and separable. We will explain how to extract the given statement from the statement with this stronger hypothesis. 3 To this end, let ( Ω, d) be the metric completion of (Ω, d) and view Ω as a subset of Ω. We define an extended Markov kernel Π on Ω by
In other words, the Markov chain with transition kernel Π evolves according to Π if we start in Ω and is constant if we start in Ω \ Ω. Since Ω is a Borel measurable subset of Ω, it is easily seen that the Borel σ-algebra of (Ω, d) is contained in that of ( Ω, d) (the latter σ-algebra is generated by d-metric balls and their complements; the former σ-algebra is generated by the intersections of these sets with Ω). Therefore, x → Π(x, ·) is a Borel measurable function on Ω. We identify Borel measures on Ω with Borel measures on Ω which vanish on Ω \ Ω. Such a measure µ is stationary (resp. ergodic) with respect to Π if and only if it is stationary (resp. ergodic) with respect to Π. Consequently, the version of the theorem for Ω implies that for any Π-stationary probability measure µ, there is a probability measure π µ on the space M e of stationary ergodic probability measures for Π such that µ = Me π µ (dν). The measure π µ must assign full mass to elements ν of M e with ν(Ω) = 1. Each such stationary measure ν is stationary and ergodic for Π. This gives (4.7).
Since any two distinct elements of ν Me are mutually singular and M e is a subset of M e (under our identification), it follows that any two distinct elements of M e are mutually singular.
To apply Theorem 4.10 in our setting, we need to check some measurability statements, which we state now and prove (using standard arguments) at the end of this subsection.
As illustrated in Figure 11 , the set of locally finite, non-crossing loop configurations is not a closed subset of the space of locally finite loop configurations, so is not a complete metric space with respect to the metric of Section 2.2. However, we do have the following much weaker statement.
Lemma 4.11. The space of non-crossing, locally finite loop ensembles on a domain D ⊂ C is a Borel measurable subset of the space of all locally finite loop ensembles with respect to the metric of (2.4) (if D is compact) or (2.5) (if D is not compact).
We note that Lemma 4.11 together with the completeness of the space of locally finite loop ensembles (Lemma 2.3) shows that the space of non-crossing, locally finite loop ensembles is a Borel measurable subset of its completion. We also need the measurability of the transition kernel for our Markov chain. Lemma 4.12. Let Φ be the operator which associates to each non-crossing, locally finite loop configuration Γ 0 the law of the loop configuration Γ 1 produced by one step of the Markov chain introduced at the beginning of this section. If we endow the space of non-crossing, locally finite loop configurations with the topology of Section 2.2.2 and the space of probability measures on such loop configurations with the Prokhorov topology, then Φ is measurable.
Proof of Proposition 4.1. Lemmas 4.11 and 4.12 show that the hypotheses of Theorem 4.10 are satisfied for the Markov chain in the proposition statement, defined on the space of non-crossing, locally finite loop configurations. Consequently, any two distinct ergodic stationary probability measures for this Markov chain are mutually singular. Proposition 4.2 implies that any two stationary probability measures for this Markov chain can be coupled together in such a way that they agree with positive probability. Hence there can be only one ergodic stationary probability measure. On the other hand, Theorem 4.10 shows that any stationary probability measure for our Markov chain can be written as a convex mixture of ergodic stationary measures, hence there can be at most one stationary probability measure.
Let us now check the measurability lemmas stated above.
Proof of Lemma 4.11. For n ∈ N 0 , let G n be the set of (n + 2)-tuples ω = (γ ω 0 , γ ω 1 , . . . , γ ω n , α ω 0 ) where (γ ω 0 , γ ω 1 , . . . , γ ω n ) is an ordered collection of distinct loops and α ω 0 is a proper arc of γ ω 0 . We equip G n with the product metric corresponding to n + 1 instances of the metric on loops and one instance of the metric on curves modulo time parameterization. We define sets G 1 n , G 2 n , G 3 n ⊂ G n corresponding to the three conditions in Definition 2.5.
• G 1 n is the set of ω ∈ G n for which α ω 0 does not have a non-trivial (i.e., more than a single point) sub-arc which is contained in α ω 0 ∪ γ ω 1 ∪ · · · ∪ γ ω n , where α ω 0 denotes the complementary arc of α ω 0 in γ ω 0 .
• G 2 n is the set of ω ∈ G n for which α ω 0 is contained in the closure of a single complementary
• G 3 n is the set of ω ∈ G 2 n for which the image of α ω
We claim that each of G 1 n , G 2 n , and G 3 n is a Borel measurable subset of G n . Indeed, the compact set α ω 0 ∪ γ ω 1 ∪ · · · ∪ γ ω n is a measurable function of ω (here we equip the space of compact subsets of C with the Hausdorff distance). This immediately implies that G 1 n and G 2 n are measurable. We will now argue that G 3 n is measurable. For ω ∈ G 2 n , we can choose a conformal map the curves with diameter at least ε along with the arcs of ∂D which join the terminal and initial endpoints of the consecutive curves with diameter at least ε. Then each β ω ε is a continuous curve and is a measurable function of ω. We have ω ∈ G 3 n iff (f ω ) −1 (α ω 0 ) is continuous iff the curves β ω ε converge to (f ω ) −1 (α ω 0 ) modulo time parameterization as ε → 0. This, in turn, is equivalent to the condition that the curves β ω ε for ε ∈ Q ∩ (0, 1) can be parameterized in such a way that they are equicontinuous and the maximal length of the time intervals on which these curves trace ∂D tends to 0 as ε → 0. Since each β ω ε is a measurable function of ω, this shows that G 3 n is measurable. We will now deduce the measurability of the set of non-crossing loop ensembles from the measurability of each G 1 n ∩ G 2 n ∩ G 3 n . It is easy to see that there exists for each n ∈ N 0 a countable collection of measurable functions {F n,m } m∈N from the space of locally finite loop ensembles into G n such that the set of non-crossing locally finite loop ensembles is precisely
n is measurable, this concludes the proof.
Proof of Lemma 4.12. Let us first observe that for any loop γ, compact set P , and open set U ⊃ P , the set of P -excursions of γ into U and the set of complementary P -excursions of γ out of U , viewed as curves modulo time parameterization, is a measurable function of γ. Since Γ 0 is locally finite, it follows that the law of the point x and hence also the law of the curve η x in the construction of Γ 1 is a measurable function of Γ 0 (recall that (x, η x ) is chosen uniformly from a finite set of possibilities).
Since also Γ 0 (P + ) and Γ 0 (P − ) are measurable functions of Γ 0 , it follows that the set
defined as in (4.1), depends measurably on Γ 0 , where here compact subsets of C are equipped with the Hausdorff distance.
We will now argue that the law of the SLE κ curve η is a measurable function of Γ 0 . To this end, let D be the connected component of A ρ \ K with x and x * on its boundary (so that η is an 4 For example, we can normalize f ω as follows. Let x ∈ ∂U ω be the initial endpoint of α ω 0 . We require that f ω (−i) = x, f ω (i) is the first point (prime end) on ∂U ω which lies at maximal distance from f ω (−i) which we encounter when we traverse ∂U ω counterclockwise starting from f ω (−i), and f ω (1) is first point of ∂U which is equidistant from f ω (i) and f ω (−i) which we encounter when we traverse ∂U ω counterclockwise starting from f ω (−i). 5 To construct such functions, one can start by ordering the loops of Γ according to their diameters, with ties broken by some measurable convention. By considering the possible ways of choosing n + 1 loops of Γ, this gives a countable collection of measurable functions from Γ to the set of ordered n + 1-tuples of loops which output all of the possible ordered n + 1-tuples of loops in Γ. We can then construct countably many measurable functions from the set of ordered n + 1-tuples of loops to Gn by choosing the arc α ω 0 to be one of the P -excursions into U (Definition 2.10) of the first loop int he n + 1-tuple, where P ranges over all piecewise linear paths whose linear segments have rational endpoints and U ranges over all open sets containing P which are finite unions of Euclidean balls with rational centers and radii.
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SLE κ from x to x * in D). Also let z be the point of P − ∩ D which is furthest from ∂D (with ties broken in some arbitrary measurable manner), and note that z is a measurable function of Γ 0 .
For n ∈ N, let K n be the closed union of the set of dyadic squares of side length 2 −n which intersect K and let D n be the connected component of A ρ \ K n which contains z. Also let x n be the point of ∂D n closest to x. Since there are only finitely many possibilities for K n , and hence for D n , and x is a measurable functions of Γ 0 , we see that (D n , x n ) is a measurable function of Γ 0 .
Since ∂D is a curve (which follows from the local finiteness of Γ 0 ), the conformal maps f n : D → D n taking 1 to x n and 0 to z converge uniformly to the conformal map f : D → D taking 1 to x and 0 to z as n → ∞. Moreover, f n (f −1 (x * )) → x * uniformly. By the conformal invariance of the law of SLE κ (viewed as a curve modulo time parameterization), we therefore get that the law of SLE κ from x to x * in D n converges to the law of SLE κ from x to x * in D. This gives the desired measurability of the law of η .
As a consequence, we find that the law of Γ 1 (P ξ ) is a measurable function of the law of Γ 0 . By definition, the conditional law of Γ 1 given Γ 1 (P ξ ) is that of an independent SLE κ in each of the connected components of A ρ \ Γ 1 (P ξ ). Each of these connected components is bounded by a curve and by local finiteness, only finitely many have diameter larger than each fixed ε > 0. By approximating each such component by finite unions of small dyadic squares as above and using the conformal invariance of CLE κ , we find that the law of Γ 1 is a measurable function of Γ 0 , as required.
Proof of inversion invariance
We will now deduce Theorem 1.1 from the results stated in Section 2.4. The basic idea is to use Theorem 2.16 to find large annular sub-domains (regions between two loops) with the property that the restriction of the CLE κ to the annular subdomain has the law of a CLE κ in the annulus in the sense of Definition 2.15. We then apply Corollary 2.14 to invert the CLE κ in such an annular subdomain and take a limit as the domain increases to all of C \ {0}. For technical reasons, it turns out to be more convenient to send the inner boundary of our domain to zero before sending the outer boundary to ∞, i.e., we first prove that the basic Markov property of Lemma 2.9 holds for inverted CLE κ (Lemma 4.16) then conclude the proof by looking at the origin-containing-components of larger and larger loops.
Throughout this subsection, we let Γ be a whole-plane CLE κ and we let Γ have the law of the image of Γ under z → 1/z. We seek to show that Γ d = Γ. For r > 0, let γ r (resp. γ r ) be the outermost (resp. innermost) origin-surrounding loop of Γ which intersects ∂B r (0). If r ∈ (0, 1) and γ 1 and γ r do not intersect (which happens with probability tending to 1 as r → 0), then there is a unique connected component of C \ (γ 1 ∪ γ r ) which has the topology of an annulus. Let D r be this connected component and otherwise (if γ 1 ∩ γ r = ∅) let D r = ∅. Define γ r , γ r , and D r in an analogous manner but with the inverted CLE κ Γ in place of Γ.
Lemma 4.13. In the notation introduced just above, we can find for each r ∈ (0, 1) a coupling of Γ and Γ such that the following is true. We have {D r = ∅} = { D r = ∅} and on this event there is a.s. a conformal map f r : D r → D r which takes Γ| Dr to Γ| Dr and takes the (a.s. unique) leftmost point of ∂D r to the leftmost point of ∂ D r (this last choice of normalization is arbitrary). Furthermore, the loop γ 1 and the loops of Γ which it disconnects from 0 are independent from the loop γ 1 and the loops of Γ which it disconnects from 0.
Proof. Let M r be the number of origin-surrounding loops of Γ which are contained in D r and similarly define M r . Theorem 2.16 together with Lemma 2.9 implies that if we condition on D r and M r , then on the event {D r = ∅}, the conditional law of Γ| Dr is that of a CLE κ on D r with M r inner-boundary-surrounding loops, as in Definition 2.15. Furthermore, Γ| Dr is conditionally independent from Γ \ Γ| Dr . By the scale invariance of the law of whole-plane CLE κ , the law of (Γ, D r , M r ) is the same (modulo scaling of (Γ, D r )) if we replace γ 1 and γ r by γ 1/r and γ 1 . By applying an inversion map along with Corollary 2.14, we therefore get the following for each r ∈ (0, 1).
1. The law of the conformal moduli of D r and D r coincide (here we define the conformal modulus of the empty set to be 0).
2. The laws of M r and M r coincide. Lemma 4.14. Suppose r ∈ (0, 1) and we have coupled Γ and Γ as in Lemma 4.13. As r → 0, we have that
To prove Lemma 4.14, we will need the following basic complex analysis lemma.
Lemma 4.15. Suppose that {A n } n∈N and { A n } n∈N are two sequences of sub-domains of D such that A n and A n are each conformally equivalent to an annulus with the same modulus. Suppose further that the outer boundaries of A n and A n are each equal to ∂D; for each n ∈ N, there exists C n > 1 and δ n ∈ (0, 1) such that
and there exists C n > 1 and δ n ∈ (0, 1) such that the same is true with A n in place of A n . For n ∈ N, let f n : A n → A n be the conformal map which takes the inner (resp. outer) boundary of A n to the inner (resp. outer) boundary of A R , normalized so that f n (1) = 1. Then f n converges uniformly to the identity map on D \ {0}, at a rate depending only on δ n and C n .
Proof. By conformally mapping each of A n and A n to a set of the form A ρn = D \ B ρn (0) for appropriate ρ n > 0, we see that it suffices to prove the statement of the lemma with A ρn in place of
Let us first note that the hypothesis (4.8) implies that δ n /C n ≤ ρ n ≤ C n δ n , and hence that log δ n / log ρ n → 1 as n → ∞: indeed, otherwise one of the annular domains A n or A ρn would be conformally equivalent to a proper subdomain of itself. By the Gambler's ruin formula, for z ∈ A n , log |f n (z)|/ log ρ n is equal to the probability that a Brownian motion started from z hits the inner boundary of A n before the outer boundary. By (4.8), log |z| log(δ n /C n ) ≤ log |f n (z)| log ρ n ≤ log |z| log(δ n C n ) , 38 so log |f n (z)| = (1 + o n (1)) log |z| and hence log |f n (z)| → log |z| uniformly on compact subsets of D \ {0}.
We will now bound the gradient of log |f n (z)| − log |z| using the following standard estimate for harmonic functions: if u is harmonic on B r (z 0 ), then
for a universal constant C > 0. We can extend f n by Schwarz reflection to be conformal on the union of A n and its reflection across ∂D. Applying (4.9) and the conclusion of the preceding paragraph to finitely many Euclidean balls contained in this union, with the harmonic function u = log |f n (·)| − log | · |, shows that |∇(log |f n (z)| − log |z|)| → 0 uniformly on compact subsets of
By the Cauchy-Riemann equations, |∇(arg f n (z) − arg z)| → 0 uniformly on compact subsets of D \ {0}. Since f n (1) = 1, this shows that f n (z) → z uniformly on compact subsets of D \ {0}. In particular, f n (z) → z uniformly on D \ B ε (0) for each ε > 0 and the diameter of f n (B ε (0)) tends to zero as n → ∞ and then ε → 0. This shows that f n → f uniformly on all of D \ {0}.
Proof of Lemma 4.14. Let φ : D → D and φ : D → D be the conformal maps which take 0 to 0 and the leftmost points of ∂D and ∂ D, respectively, to 1. We claim that for each r ∈ (0, 1), there exists a random C r > 1 and δ r > 0 such that with probability tending to 1 as r → 0,
and there exists a random C r > 1 and δ r > 0 such that the same is true with Γ in place of Γ. Given the claim, we can apply Lemma 4.15 to the domains φ(D r ) and φ( D r ) to find that the law of φ • f r • φ −1 under our coupling converges uniformly to the identity map. Since f = φ −1 • φ, this shows that max z∈D (f − f r ) → 0 in law.
It remains to prove the above claim. We will prove the statement for Γ; the argument for Γ is identical. By the scale invariance of the law of CLE κ , it holds with probability tending to 1 as C → ∞, uniformly in r, that γ r ⊂ B Cr (0) \ B r/C (0). The Koebe distortion theorem applied to the conformal map φ shows that with probability tending to 1 as r → 0 and then C → ∞, we can
C → ∞ sufficiently slowly as r → 0 concludes the proof.
We can now prove that the analog of Lemma 2.9 holds for the inverted CLE κ Γ.
Lemma 4.16. For each R > 0, if we condition on the outermost origin-surrounding loop γ R ∈ Γ which intersects ∂B R (0), then the conditional law of the restriction of Γ to the connected component of C \ γ R containing 0 is that of a CLE κ in this connected component.
Proof. The statement of the lemma for R = 1 follows from Lemma 4.14 and the fact that the conditional law of Γ| D given γ 1 is that of a CLE κ in D (Lemma 2.9). The statement for general values of R follows from the scale invariance of the law of Γ.
We are now ready to prove the main theorem.
Proof of Theorem 1.1. Let U R for R > 0 be the connected component of C \ γ R containing the origin. By Lemma 4.16, the conditional law of Γ| U R given γ R is that of a CLE κ in U R . Almost surely, domains U R increase to all of C. 
A Basic lemmas for SLE and CLE
In this appendix we prove a number of basic properties of SLE and CLE which are used in Sections 3 and 4 and recorded here to avoid interrupting the main argument. This section does not use any of the results proven elsewhere in the paper, although we do use some of the notation from Section 2.1.
A.1 SLE stays close to a simple path with positive probability
We will make frequent use of the following slight extension of [MW17, Lemma 2.5].
Lemma A.1. Let κ > 0, let ρ L , ρ R ∈ (−2) ∨ (κ/2 − 4) (which is the range for which SLE κ (ρ L ; ρ R ) does not fill the boundary of its domain [MS17, Dub09] ), and let η be a chordal SLE κ (ρ L ; ρ R ) from −i to i in D (with arbitrary force point locations). Let P : [0, 1] → D be a simple path from −i to i.
For each ε > 0, it holds with positive probability that the distance from η to P with respect to the metric on curves modulo time parameterization is at most ε.
Proof. Since P is a simple path, we can find simply connected open sets U 0 , . . . , U n which cover P , are entered in order by P , each have diameter at most ε/2, and satisfy U i ∩ U j = ∅ if and only if |i − j| = 1. Indeed, to construct such sets, one can set t 0 = 0 and inductively let t j = 1 ∧ min{t ≥ t j−1 : |P (t j ) − P (t j−1 )| ≥ ε/4}. Using that P is a simple curve, one can then choose δ > 0 small enough that the δ-neighborhoods of the sets P ([t j−1 , t j ]) satisfy the desired properties. By [MW17, Lemma 2.5], it holds with positive probability that η enters U 1 before exiting U 0 . Iterating this and applying the domain Markov property of SLE κ (ρ L ; ρ R ), we see that with positive probability, η enters U j before exiting U j−1 for each j = 1, . . . , n. Conditioned on this, it is easily seen from [MW17, Lemma 2.5] that with positive conditional probability, η reaches its target point before exiting U n (this is the only place where we use that η is not boundary filling). If this is the case, then by parameterizing η and P so that they each take the same amount of time between first entering U j−1 and U j for each j = 1, . . . , n, we get that the distance from η to P with respect to the metric on curves modulo time parameterization is at most ε, as required.
When studying CLE, Lemma A.1 is often useful in conjunction with the following lemma, which is proven as part of the proof of [She09, Theorem 5.4].
Lemma A.2 ([She09]
). Fix κ ∈ (4, 8). Let Γ be a CLE κ on H and let x, y ∈ R with x < y. Let Γ out (I) be the set of loops in Γ which intersect I and which are maximal in the sense that the interval [inf(γ ∩ I), sup(γ ∩ I)] is not contained in [inf(γ ∩ I), sup(γ ∩ I)] for any γ ∈ Γ \ {γ }. Let η be the curve obtained by concatenating, in order, the clockwise arcs of the loops γ ∈ Γ out (I) from inf(γ ∩ I) to sup(γ ∩ I). Then η is a chordal SLE κ (κ − 6) from x to y with the force point started immediately to the right of x.
We call the curve η from Lemma A.2 the branch from x to y of the branching SLE κ (κ − 6) process associated with Γ.
A.2 Hitting lemmas for SLE and CLE
The following lemma is used in the proof of Lemma 3.2.
Lemma A.3. Fix κ ∈ (4, 8). Let Γ be a CLE κ on D. For each ε > 0, there exists δ = δ(ε) > 0 such that for each Borel set J ⊂ ∂D with 1-dimensional Lebesgue measure at least ε, it holds with probability at least δ that the outermost origin-surrounding loop in Γ intersects J.
A.3 Absolute continuity for SLE and CLE
Here we prove several lemmas about SLE and CLE which are used in Section 4. Our starting point is the a basic absolute continuity property of SLE κ , which is a consequence of, e.g., [ 1. If y ∈ ∂D \ ∂ D, and y ∈ ∂ D \ ∂D, the laws of chordal SLE κ (ρ L ; ρ R ) (with force points immediately to the left and right of the starting point) from x to y in D and from x to y in D each run until it exits U are mutually absolutely continuous.
2. Suppose y ∈ ∂D ∩ ∂ D ∩ ∂U and y = x. Then the laws of chordal SLE κ (ρ L ; ρ R ) (with force points immediately to the left and right of the starting point) from x to y in D and from x to y in D each run until it either hits y or exits U are mutually absolutely continuous.
Combining Lemmas A.1 and A.5 with the reversibility of SLE yields the following coupling statement for a "middle" segment of SLE κ curves started from different points, which is illustrated in Figure 12 Let η (resp. η) be a chordal SLE κ in D (resp. D) between two points of ∂D (resp. ∂ D) which lie at positive distance from U . Let τ be the first time that η enters V and let σ be the first time after τ at which η exits U . Define τ and σ similarly with η in place of η. There is a coupling of η and η such that P η| [τ,σ] = η| [ τ , σ] > 0.
In fact, we can arrange that the following stronger statement is true. If P is any simple path in U between a point of ∂V and a point of ∂U , then P η| [τ,σ] = η| [ τ , σ] , d(η| [τ,σ] , P ) ≤ ε > 0, (A.1) where d is the metric on curves modulo time parameterization.
Proof. Let x and y (resp. x and y) be the initial and terminal points of η (resp. η). We first treat the case when ∂D ∩ ∂ D contains a non-trivial connected arc and the starting points x = x is a point of such an arc. By Lemmas A.1 and A.5, we get the following stronger statement. Let U ⊃ U be any connected sub-domain of D with x on its boundary which lies at positive distance from ∂D \ ∂ D and from ∂ D \ ∂D and let σ and σ denote the exit times of η and η from U . Let P be a simple path from x to a point of ∂U . Then the laws of η| [0,σ ] and η| [0, σ ] are mutually absolutely continuous and we can couple η and η in such a way that P η| [ Using Lemma A.1 and the domain Markov property, we can arrange that with positive probability, the event in (A.2) holds and neither η nor η enters V after exiting U . This means that the segment of the time reversal of η (resp. η) after the first time it enters V is contained in η([0, σ ]) (resp. η([0, σ ]). Suppose now that we choose the path P so that the segment of P between its last exit time from V and the last time before this time when it enters U is equal to P . By the reversibility of SLE κ (see [Zha08] or [MS16c] for the case when κ ≤ 4 and [MS16a] for the case when κ ∈ (4, 8)) and (A.2), we find that in the case when ∂D ∩ ∂ D contains a non-trivial arc, y = y is a point of this arc, and x and x are arbitrary, the laws of η| [τ,σ] and η| [ τ , σ] are mutually absolutely continuous and we can couple η and η so that (A.1) holds with positive probability. Now suppose that ∂D ∩ ∂ D contains a non-trivial connected arc, but that y and y need not be equal or contained in this arc. Choose a point y which lies in a non-trivial connected arc of ∂D ∩ ∂ D. By the preceding case, the statement of the lemma is true if we target our SLE κ curves at y instead of at y and y. By Lemma A.5, the laws of η| [τ,σ] is mutually absolutely continuous w.r.t. the law of the corresponding segment of SLE κ in D from x to y . A similar statement holds with η in place of η and ( D, x, y ) in place of (D, x, y ). Therefore, the statement of the lemma holds in this case.
In general, we can modify ∂D and ∂ D away from U , x, y, x, y in such a way that ∂D ∩ ∂ D contains a non-trivial connected boundary arc and apply Lemma A.5 to compare SLE κ in the modified domains to SLE κ in the original domains.
We next prove some basic properties of CLE which are analogous to those stated above for SLE.
Lemma A.7. Let κ ∈ (4, 8) and let Γ be a CLE κ on a simply connected domain D ⊂ C bounded by a Jordan curve. For each ε > 0, it holds with positive probability that each loop in Γ has diameter at most ε.
To prove Lemma A.7, we will iteratively build a "grid" of small loops of Γ such that the complementary connected components of the union of the loops in the grid are small. The following lemma allows us to build a single path in this grid. See Figure 12 (c) for an illustration.
Lemma A.8. Let κ ∈ (4, 8) and let Γ be a CLE κ on D. Let P : [0, 1] → D be a simple path which does not hit ∂D except at its endpoints and let ε > 0. There is a random collection of loops Γ ε P ⊂ Γ such that if we condition on Γ ε P , the conditional law of Γ \ Γ ε P is that of an independent CLE κ in each connected component of Γ \ Γ ε P and with positive probability, the following is true.
1. Each loop in Γ ε P has diameter at most ε and is contained in the ε-neighborhood of P .
2. The set Γ ε P is connected and intersects B ε (P (0)) ∩ ∂D and B ε (P (1)) ∩ ∂D.
Proof. By Lemma A.1 and the branching SLE κ (κ − 6) construction of CLE κ , we find that the following is true. Let I ⊂ ∂D be a connected boundary arc, let U be a neighborhood of I in D,
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and let K ⊂ U be a compact set. With positive probability, each loop of Γ which intersects I is contained in U and the union of all such loops disconnects K from ∂U \ ∂D. We will construct Γ ε P via the following inductive procedure. Let D 0 = D, let t 0 = 0, and let I 0 := ∂D ∩ B ε (P (0)). Inductively, suppose n ∈ N, a simply connected domain D n−1 ⊂ D, and an arc I n ⊂ ∂D have been defined. If D n−1 ∩ P = ∅, set D n = I n = ∅ and t n = 1. Otherwise, let D n be the connected component containing P (1) on its boundary of D n−1 \ Γ(I n ), with Γ(I n ) as in (2.2). Let t n be the largest t ∈ [0, 1] for which P (t) ∈ ∂D n (or t n = 1 of no such t exists) and let I n be the connected component of (∂D n \ ∂D) ∩ B ε/4 (P (t n )) which contains P (t n ). We set Γ ε P := ∞ n=1 Γ(I n ).
We will now argue that Γ ε P satisfies the conditions in the statement of the lemma. The description of the law of Γ \ Γ ε P is immediate from [She09, Theorem 5.4, condition 5]. To check that the two listed properties hold with positive probability, set U n := D n ∩ B ε/2 (I n ), let s n be the first time after t n at which P exits B ε/4 (P (t n )) (or s n = 1 if no such time exists), and let K n := η([t n , s n ]) ∩ D n . Applying the first paragraph and the Markov property of CLE κ [She09, Theorem 5.4, condition 5] shows that for each n ∈ N, it holds with positive conditional probability given (D n , I n , t n ) that each loop of Γ| Dn which intersects I n is contained in U n (so has diameter at most ε) and the union of all such loops disconnects η([t n , s n ]) from ∂U n \ ∂D n in D n (which implies that t n+1 ≥ s n and hence that |P (t n+1 ) − P (t n )| ≥ ε/4). Consequently, with positive probability there is a finite n ∈ N for which some loop in Γ(I n ) intersects ∂D ∩ B ε (P (1)).
Proof of Lemma A.7. The statement of the lemma follows by applying Lemma A.8 finitely many times to build a "grid" consisting of finitely many collections of loops of the form Γ ε/100 P with the property that each connected component of D minus the closed union of the loops in these collections has diameter at most ε.
To be more precise, by applying a conformal map, we can assume without loss of generality that D = [0, 1] 2 is the Euclidean unit square. Applying Lemma A.8 2ε −1 times shows that with positive probability, for each horizontal line segment of the form [0, 1] × {kε/2} for k = 1, . . . , 2ε −1 , there is a connected set of loops in Γ with diameter at most ε/100 which are each contained in the ε/100 neighborhood of [0, 1] × {kε/2} and whose union intersects the left and right boundaries of D. Furthermore, we can choose these collections in such a way that if Γ ε denotes their union, then the conditional law of Γ \ Γ ε given Γ ε is that of an independent CLE κ in each of the connected components of D \ Γ ε .
On the positive probability event that Γ ε satisfies the conditions described above, each connected component of D \ Γ ε is either contained in the ε-neighborhood of one of the segments [0, 1]×{kε/2} and has diameter at most ε or is a horizontal "strip" between two connected components of Γ ε corresponding to two consecutive vertical segments. Applying Lemma A.8 to 2ε −1 evenly spaced vertical segments within each component of this latter type gives us a new collection of loops Γ ε ⊂ Γ such that with positive probability, each loop in this collection has diameter at most ε and each connected component of Γ \ Γ ε has diameter at most ε. Since loops in Γ do not cross one another, this concludes the proof.
The following is a partial analog of Lemma A.6 for CLE. See Figure 12 
