Hidden in the expansion of the Kontsevich integral, graded by loops rather than by degree, is a new notion of finite type invariants of knots, closely related to S-equivalence, and with respect to which the Kontsevich integral is the universal finite type invariant, modulo S-equivalence. In addition, the 2-loop part Q of the Kontsevich integral behaves like an equivariant version of Casson's invariant, and its "first derivative" is given in terms of linking functions associated to the universal abelian cover of the knot complement. As a result, we obtain a linear relation among the Casson-Walker invariant of cyclic branched covers of knots, residues of the Q-function, and the signature of the knot.
Introduction
1.1. A brief summary. The study of a graph-valued invariant Z(M, K) of a 0-framed knot K in an integral homology 3-sphere M (all manifolds, forever oriented) defined by Kontsevich for M = S 3 and extended by Le-Murakami-Ohtsuki [LMO] (and also by [A1]) for integral homology 3-spheres M , speculates and reveals the existence of a function Q : pairs(M, K) → Λ Q Θ where R Q is the field of fractions of an integral domain R,
1 , t ±1 2 , t ±1 3 ]/(t 1 t 2 t 3 − 1)) Aut(Θ) and Aut(Θ) is a cartesian product of Sym 2 (which acts by simoultaneously sending t i to t −1 i ) and Sym 3 which acts by permuting the t i . Q satisfies the following properties: Q(S 3 , K 1 ♯K 2 ) = Q(S 3 , K 1 ) + Q(S 3 , K 2 ) Q(−M, K) = −Q(M, K) Q(M, −K) = Q(M, K) Q(M, K)(1, 1, 1) = 1 2 λ (M ) where −N is the orientation-reversed manifold N and λ is the Casson-Walker invariant (normalized so that it equals to 1 on +1 surgery on a right-handed trefoil). Q is the (lift of the) 2-loop part of the Kontsevich integral, and in a sense, it is an equivariant generalization of the Casson invariant. The goal of the paper is to study the loop expansion of the Kontsevich integral, and in particular to relate its derivative, i.e., the change of the 2-loop part of Z(M, K) under a loop move, in terms of invariants of the universal abelian cover M of M K. Modulo S-equivalence, this implies the existence of the Q-function as well as a relation between Q(M, K), the Casson-Walker invariant of cyclic branched covers of K and the signature function of K.
1.2. The loop expansion of the Kontsevich integral. Let us explain what is the loop expansion of the Kontsevich integral, defined for links in S 3 by Kontsevich, [Ko] , and extended to an invariant of links in arbitrary closed 3-manifolds by by the work of Le-Murakami-Ohtsuki, [LMO] , (see also [A1] for another construction in the case of links in rational homology 3-spheres). We will be interested in pairs (M, K) of knots in integral homology 3-spheres; the reader who wishes to concentrate on knots in S 3 only is referred to Remark 1.8 for an explanation of the necessity of our level of generality. Recall that Z(M, K) can be thought of as an element of either of the following isomorphic (completed) algebras:
Here A( K ) is the algebra spanned by formal Q-linear combinations of chord diagrams on S 1 (modulo some relations); A(⋆ K ) is spanned by formal Q-linear combinations of graphs of valency 1 or 3, equipped with vertex-orientation, and considered modulo the well-known AS and IHX relations. A( K ) and A(⋆ K ) are isomorphic algebras via a symmetrization map [B-N1] . A(⊔ K ) is spanned by the same graphs as A(⋆ K ) with multiplication given by the disjoint union of graphs, and is isomorphic, as an algebra, with A(⊔ K ) via the Wheeling Isomorphism of [A0], now a theorem [BLT] . Graphs can be graded either by degree, i.e., half the number of trivalent vertices, or by loop-degree, i.e., by the number of trivalent vertices. 1 A[[H 1 ]] is the algebra generated by vertexoriented trivalent graphs G, multiplied by formal power series in H 1 (G, Z) invariant under the action of Aut(G), modulo the AS and IHX relations. Graded by loop-degree, and with the disjoint union multiplication, A[[H 1 ]] can be identified with A(⊔ K ). The idea behind this isomorphism is simply the association of n legs attached to an oriented edge to a monomial x n 1 , as described in a leisure exposition of the second author, [R3] . Let C c denote the span of the connected graphs for an algebra C (such as A(⋆ K ), A(⊔ K ) or A[[H 1 ]]). Thus, the logarithm of the Kontsevich integral can be written as a sum log (Z(M, K)) = ∞ n=0 Q n (M, K) (1) for some elements Q n in A c 2n [[H 1 ]]. Each Q n is a finite sum of connected graphs of loop-degree 2n (thus, trivalent graphs with 2n vertices, with Euler characteristic −n, and with n + 1 loops), where each graph G is multiplied by a formal power series with variables labeling cohomology classes of G. We will call Q n the n-loop part of the Kontsevich integral. The n = 0 term in the above expansion is rather anomalous (in the sense that it is not a rational function in the appropriate variables), but also well-known to be given in terms of the Alexander polynomial by Q 0 (M, K) = 1 2 log sinh(x 1 /2)
and O is the exceptional trivalent graph with no vertices. On the level of semisimple Lie algebras, this was conjectured by Melvin-Morton and the first author, and proven in [B-NG] using semisimple Lie algebras. In the above formulation, this was shown in [KSA] .
It is well-known that the Kontsevich integral, graded by degree, is a universal solution to the notion of Q-valued Vassiliev invariants of knots in S 3 . Well-hidden in the loop-expansion (1) of the Kontsevich is a new notion of finite type invariants of pairs (M, K) with respect to which the Kontsevich integral, graded by loop-degree rather than by degree, is nearly a universal finite type invariant. This is the content of the next section.
1.3. The loop filtration. Recently and independently, the late M. Goussarov and K. Habiro studied a theory of finite type invariants of links in 3-manifolds based on the so-called surgery along claspers or Y-graphs, [Gu, Ha] and also [GGP] , the notation of which we follow here. With respect to this theory, the terms in the loop expansion of the Kontsevich integral are not finite type invariants. Luckily, there is a variation of this theory of finite type invariants with respect to which the above mentioned terms are finite type invariants. Let (M, K) be a pair of a 0-framed knot in an integral homology 3-sphere M , and G a Y-graph in M K such that the linking number of every leaf of it with K vanishes. From now on, such Y-graphs will be called (M, K)-good, or simply good in case (M, K) is clear. A loop-move is the replacement of (M, K) by (M G , K) for a good Y-graph G. In the usual fashion, we can define a decreasing filtration F loop , (pronounced: the loop filtration) on the free abelian group generated by all pairs (M, K), by declaring that the loop-move is of degree 1. More precisely, for a good Y-graph G split into a disjoint union ∪ i G i of n good Y-graphs G 1 , . . . , G n , we define
where the summation is over all subsets G ′ of {G 1 , . . . , G n } and where |G ′ | denotes the number of elements of G ′ . The first question to figure out is when are pairs (M, K) and (M ′ , K ′ ) equivalent under a sequence of loop moves. Recall that in the case of closed 3-manifolds, Matveev [Ma] showed that M and M ′ are equivalent under a sequence of surgery on Y-graphs iff they have the same homology and linking form. This answer is particularly pleasing since it is expressed in terms of classical abelian algebraic topology. Indeed, it was recently shown by Naik and Stanford that (M, K) and (M ′ , K ′ ) are equivalent under a sequence of double ∆elta-moves (where a double ∆elta move is a special case of a loopmove where all the leaves of the Y-graphs bound disjoint disks) iff they are S-equivalent, [NS] (their proof in the case of S 3 adapts without change to the case of integral homology 3-spheres). For the definition of S-equivalence, see for example [Ka, L3] . On the other hand, it is well-known that (M, K) and (M ′ , K ′ ) are S-equivalent iff they have isometric Blanchfield pairings; for an algebraic-topological proof of that combine Levine and Kearton, [L1, Ke] , or alternatively Trotter, [Tr] . Since double ∆elta moves are special cases of loop-moves, and since loop-moves do not change the Blanchfield pairing of H 1 ( M , Z), the result follows.
In particular, it follows that if (M, K) and (M ′ , K ′ ) are equivalent under a sequence of loopmoves, then they have the same Alexander polynomial, σignatures, as well as other well-understood Z/2Z and Z/4Z invariants as was discussed for example by Levine [L1, L2] .
At this point we should mention the similarity between the loop filtration on pairs (M, K) and the Goussarov-Habiro filtration on rational homology 3-spheres. This similarity (which is an extension of the classical similarity between the Blanchfield pairing and the linking form) has motivated us with statements of several results, as well as their proofs. We include a brief dictionary here, for comparison purposes of the results to come: objects rational homology 3-spheres knots in integral homology 3-spheres move
same homology and linking form same homology and linking form Torsion
We now describe the associated graded quotients G loop
It turns out that G loop is a torsion module over the ring ⊗Λ Y . Let us denote by A(exp(H 1 )) the algebra that is spanned by trivalent graphs G, each multiplied by a rational function f (t i ) in variables t i ∈ exp(H 1 (G, Z) satisfying f (1) = 1 invariant under the action of Aut(G), modulo the AS and IHX relations. There is an obvious map A(exp(H 1 )) → A[[H 1 ]] obtained by sending t i = exp(x i ) thought of as a formal power series in x i ∈ H 1 (G, Z).
for all n ≥ 1.
The following theorem explains the near (near) universality of the Kontsevich integral with respect to the loop filtration and and its failure in degree 0 due to S-equivalence:
. Assuming the RC Conjecture below, the Kontsevich integral is the universal loop finite type invariantin positive degrees.
Conjecture 1. (RC)[R3]
In positive degrees, Z(M, K) can be lifted to A(exp(H 1 )), for rational functions whose denominators are products of the Alexander polynomial.
A proof of the above conjecture on the level of sl 2 was obtained by the second author, where the loop expansion of the Kontsevich integral is mapped to the subdiagonal terms of the Melvin-Morton expansion of the colored Jones polynomial, [R1] .
We now concentrate on the 2-loop part, thereby denoted by Q, its skein-theory properties, and its role in a missing formula for the Casson-Walker invariant of cyclic branched coverings of knots K in integral homology 3-spheres M . The various normalizations used are summarized at the end of Section 3.
1.4. The 2-loop part of the Kontsevich integral. We begin by stating presicely the properties of the Q-function conjectured by RC. Let Λ Θ denote the ring
Then, A c 2 (exp(H 1 )) and A c 2 [[H 1 ]] can be identified with ΘΛ Q Θ and Θ Λ Θ respectively, and the natural map A c 2 (exp(H 1 )) → A c 2 [[H 1 ]] is given by sending t i to the formal power series e x i . The 2-loop part of the Kontsevich integral takes values in Λ Θ .
Conjecture 2. (2-loop RC)
To a 0-framed knot K in an integral homology 3-sphere M one can associate an element P (K)(t 1 , t 2 , t 3 ) of Λ Θ , such that the 2-loop part of the Kontsevich integral Z(K) equals to 1/6Q(K)(e x 1 , e x 2 , e
.
] is the symmetrized normalized Alexander polynomial of K in M , see [Le] .
It would be nice if the Q-function could be defined in terms of invariants of the universal abelian cover M of M K. Whereas this is not possible, it is nevertheless true that its "derivative" (i.e., the difference Q([(M, K), G]) for good Y-graphs G) can be defined in terms of rational functions associated to the lift G of G to M . A bit more generally, given a special link (see Definition 3.5) (L, γ) in an integral homology 3-sphere M one can define lk γ
Suppose that G = (G 1 , G 2 ) is a good Y-graph of degree 2 with ordered edges and leaves. Let L i and L i ′ denote the leaves of G 1 and G 2 respectively for i = 1, 2, 3. Given an disk-basing γ of G ∪ K (defined in Section 3.2) one can define two linking functions 
English definition of det(G 1 , G 2 , K) and lk (G 1 , G 2 , K) is as follows: consider the graph YY, where one component is labeled by L 123 and the other component is labeled by L 1 ′ 2 ′ 3 ′ , and glue in all ways its six legs. After symmetrization and signs, det(G 1 , G 2 , K) and lk (G 1 , G 2 , K) are the sums of all gluings that result into the Θ or graph. This result is actually independent of the disk-basing γ.
Similarly, given a good Y-graph (G, γ) of degree 1 equipped with a disk-basing γ of G ∪ K we define the following elements of Λ Q Θ :
Theorem 3. For a good Y-graph we have that
is a universal constant whose sign depends on the orientation of G. Corollary 1.2. If the 2-loop RC holds for a pair (M, K), then it also holds for an S-equivalent pair (M ′ , K ′ ).
Evaluating det(G, K), µ(G, K), lk (G, K) and lk H (G, K) at t i = 1 and denoting the result det(G), µ(G), lk (G) and lk H (G), we have
Corollary 1.4. Q is not a concordance invariant; however its derivative (i.e., Q([(M, K), G])) is a concordance invariant of G ∪ K.
The next remark summarizes the S-equivalence classes of knots for which the 2-loop RC holds.
Remark 1.5. The discussion following Conjecture 1 together with the above theorem imply that the 2-loop RC holds for all torus knots that are S-equivalent to a knot obtained from the unknot via the operations of connected sum, torus cable, orientation reversal and mirror image. In particular, it holds for all knots with trivial Alexander polynomial, since these are S-equivalent to the unknot.
1.5. Cyclic branched covers. In this section we relate three invariants of a pair (M, K): the Casson-Walker invariant of its p-fold cyclic branched covering Σ p K , the Q-function Q(M, K) and the σignature function σ : S 1 → Z, [Ka] . A hint for such a relation is offered by the fact that all three ingredients are Q-valued loop-type invariants of type 2 and by the fact that the derivative of the Q-function under surgery on good Y-graphs can be defined in terms of invariants of M . Our results are valid for arbitrary natural number p and for arbitrary p-good pairs (M, K), i.e., pairs such that Σ p K is a rational homology 3-sphere, or equivalently, pairs such that ω p =1 ∆(K)(ω) = 0. The problem of relating λ(Σ p K ) to the signature of K and the Kontsevich integral of (M, K) has a prior history. For p = 2 Mullins obtained a linear relation among the logarithmic derivative of the Jones polynomial at −1, the σignature σ −1 and λ(Σ 2 K ). For p > 2 a formula was missing, see also [Kr2] . Oddly enough, for p = 2 our formula does not agree in an obvious way with that of Mullins; see Conjecture 3.
Theorem 4. (see also [Kr2] ) For fixed p the function that associates to a pair (M, K) the manifold Σ p K , maps F loop n to F Y n , for all n. In particular, the function that associates to a pair (M, K) the part of the LMO invariant of Σ p K of degree at most n, is a finite type invariant of loop-type 2n. Let us introduce some notation which will greatly simplify the typographical statements of our results: For a positive integer p, we partially define Res t p : Q(t 1 , . . . , t n ) → Q (or simply Res p , in case t = (t 1 , . . . , t n ) is clear) by
for all rational functions f whose denominators evaluated at roots of unity, do not vanish. This can obviously be applied to Q(K), thought of as a rational function in two variables. Explicitly, and without breaking the symmetry in Q(K), we have
where the sum is over the set of all triples (ω 1 , ω 2 , ω 3 ) of complex numbers satisfying ω 1 ω 2 ω 3 = 1 and ω p 1 = ω p 2 = ω p 3 = 1. We now have all the ingredients to state the following theorem that mixes cyclic branched covers, the loop expansion of the Kontsevich integral and S-equivalence:
Theorem 5. Assume that the 2-loop RC holds for a fixed S-equivalence class of a p-good pair (M, K) for some positive integer p. Then, we have:
where δ p is an invariant of S-equivalence that vanishes for all knots listed in Remark 1.5. Moreover, if δ p vanishes on p-good ribbon knots, then δ p = 0.
We conjecture that δ p = 0 for all p. At the moment, we cannot show that, however we can show the family (indexed by a positive integer p) δ p : p-good pairs → Q satisfies the following Proposition 1.6.
where K (m) denotes the (m, 1) cable of the zero-framed knot K, i.e., the cable that goes m times around the longitude of K and once around the meridian of K.
The reader who wishes to know where we used the 2-loop RC in the statement or the proof of Theorem 5 is referred to Remark 6.5.
Remark 1.7. We should point out that in the study of knot theory via surgery, knots with Alexander trivial polynomial are completely understood topologically, they all are topologically slice. However, they need not be smoothly slice. The "abelian" invariants of knots with trivial Alexander polynomial, such as their Alexander module, Casson-Gordon invariants and all of their recent sophisticated generalizations vanish. Form our point of view however, these knots are often distinguished by their 2-loop polynomials.
Remark 1.8. If one is interested in pairs (S 3 , K) and their n-loop invariants, the skein theory above will eventually calculate their n-loop invariants, passing however in intermediate steps through knots in integral homology 3-spheres M . The reader may compare this with the following problem: though the well-known 3-term skein theory calculates the Alexander and Jones polynomials of knots in S 3 , in order to do so one has to relax the notion of knots in S 3 by admitting links in S 3 as well. Or alternatively, though psychologically difficult, one can relax knots in S 3 to knots in integral homology 3-spheres, as was considered by Walker [Wa] . To the best of our knowledge, there is no known skein theory that computes the Alexander polynomial of knots in S 3 within the category of knots.
Remark 1.9. It might sound disappointing the fact that the graded quotients of the loop-filtration are not finitely generated abelian groups in any degree, contrary to the well-established tradition of finite type invariants. The reader should compare this to the fact that the first homology of the universal abelian cover of a knot complement (in an integral homology 3-sphere) is not a finite generated abelian group, though it is a finitely generated torsion Z[t ±1 ] module.
1.6. Plan of the paper. The paper consists of five, largely independent, sections.
• In Section 2 we study the topological calculus of good Y-graphs (which is a mild variation of the one developed by Goussarov and Habiro) , which enables us to give upper bounds for the graded quotients of the loop filtation. A new novelty is that the graded quotients are not only abelian groups, but rather torsion modules over a bigger ⊗Λ Y coefficient ring.
• In Section 3 we give a detailed study of the change of the LMO invariant under surgery on good Y-graphs. In particular, we give counting arguments above the critical degree, which enable us to conclude that the Kontsevich integral, graded by loops, is (in each degree) a loop-finite type invariant. We also give counting arguments on the critical degree which, assuming the RC Conjecture, implies that the Kontsevich integral is the universal loop-type invariant in positive degrees, see Theorem 2. Finally, we give counting arguments that compute Q([(M, K), G]) below the critical degree (that is, for G of degree 1) in terms of a certain homotopy quotient of the Kontsevich integral of rather special links. It remains to identify this homotopy quotient of the Kontsevich integral with linking functions, which are themselves rational functions.
• In Section 4, we introduce and study rational functions associated to special links with three or four components. This section consists entirely of classical abelian algebraic topology, and more precise of invariants associated to the lift L of a link L in M K to the universal abelian cover M of M K. One associates to L a certain generating power series of various translates of components of it, and constructs linking functions, which by definition, are rational functions. A key aspect of this section is a uniqueness result that axiomatically characterizes these rational functions in terms of their behavior under Cutting and Sliding.
• In Section 5, we identify the homotopy quotient of the Kontsevich integral with the rational functions of Section 4 by showing that the former behaves well under Cutting and Sliding. This uses the well-known (but delicate) behavior under connected sum of the Kontsevich integral of q-tangles. This implies Theorem 3 and Corollaries 1.2 and 1.3. • In the final Section 6, we identify linking numbers in cyclic branched covers of knots in terms of linking functions in the universal abelian cover. The identification turns out to be given in terms of a residue map. Once this is is understood, Theorem 5 follows easily from Theorem 3 and Corollary 1.3. We close this section with a study of how the Q-function behaves under cabling, and with an Appendix containing an efficient algorithm to compute the Q-function for knots with trivial Alexander polynomial.
2. Topological Calculus of Y-graphs and upper bounds for the loop filtration 2.1. The "Cutting" and "Sliding" Lemmas. As we mentioned above, the study of the graded quotients of the loop filtration F loop is entirely analogous to the study of the graded quotients of the Goussarov-Habiro filtration F Y (M ) of rational homology 3-spheres. For a detailed description of the latter, see [Ga2] . The study of the G Y (M ) quotients depends on two fundamental lemmas, the "cutting a leaf" lemma and the "sliding a leaf" lemma, see [Gu, Ha] and also [GGP] , which for the convenience of the reader, we include here:
Lemma 2.1. [Ha, Gu] (Cutting a Leaf ) Let G be a Y-graph of degree m in a manifold M . If we split a leaf L of it into a connected sum of L ′ and L ′′ . Then with the notation of Figure 1 Lemma 2.2. [Gu, Ha] (Sliding an Edge) Let G be a Y-graph of degree m in a manifold M , and let G s be obtained from G by sliding an edge of G along a tube S in M , as in Figure 2 . Then Lemma 2.3. [Gu, Ha] (Initial Condition) Let G be a Y-graph of degree m in a manifold M with a unit-framed leaf that bounds a disk disjoint from G, and let G d and G e denote the Y-graphs shown in Figure 3 . Then, These lemmas enable us to study the G Y (M ) filtration, over Q using the following Algorithm: Given a Y-graph G of degree n in a rational homology 3-sphere M , consider its leaves L. They need not be nullhomologous in M , however a universal multiple of them (such as |H 1 (M, Z)|) will be nullhomologous. The Cutting Lemma and our rational coefficients allow us to assume that L is nullhomologous. Then, each leaf will be isotopic to a contractible knot connected sum with a surface in M . The Cutting and Sliding Lemmas combined (see the proof of [Ga2, Proposition 2.4]) allow us to assume that the leaves are contractible in M . In this case, the leaves can be pulled apart to a standard position at the cost of introducing a unit-framed unlink C (such a link was called untying in [GGP] ), and using the Cutting Lemma once again, we can assume that the leaves bound disjoint disk that each intersects C in at most one points. If the disk of a leaf does not intersect C, then [M, G] = 0. If a component of C intersects a single disk once, then Lemma 2.3 implies that 2[M, G] = 0 ∈ G Y (M ). After blowing down C, we can replace C ∪ G with an embedded trivalent graph in S 3 (See also [Ga2, Proposition 2.4] ). The Sliding Lemma implies that in this case the element
. The above algorithm implies the following uniqueness result.
Corollary 2.4. (Uniqueness) If δ is a Q-valued invariant of Y-graphs of degree at most two that satisfies the Cutting, Sliding and Initial Relations of Lemmas 2.1, 2.2, 2.3 for m = 1, 2 (truncated in degree 2) together with the extra Initial Condition δ([M, Θ]) = 0, then δ = 0.
2.2. The graded quotients G loop . Fortunately for us, Lemmas 2.1 and 2.2 continue to hold in the G loop setting, assuming that all the Y-graphs appearing are (M, K)-good. Two problems arise immediately:
• Given a good Y-graph, we need to to figure out how to multiply its leaves with a universal constant, in order to make them "nullhomologous" in M .
• Given a good Y-graph, we need to figure out how to slide a leaf of it past K. The resulting Y-graph is also good, but possibly representing a different element in G Y (M ), since we can no longer apply the Sliding Lemma.
It turns out that both problems can be solved simoultaneously, by introducing an action of the ring of Laurent polynomials Λ Y (from Equation (2)) on good Y-graphs. Recall that a disk-basing of a union of Y-graphs and link is a choice of an arc from a base point to each of the components of the link and the vertices of the Y-graphs.
Proof. Label the leafs of G, and orient the edge of the first leaf inwards. Orient the other two edges either both outwards (if 123 agrees with the vertex orientation of G, or else one inwards and one outwards). Figure 4 shows how t e acts on an oriented edge e. In English, choose a meridian of K and do a finger move, pulling the meridian of K around the edge e. We need to show that this action on [(M, K), G] ∈ G loop 1 is independent of the disk-basing, i.e., independent of the finger move. This follows from the Sliding Lemma (an edge can slide over two arcs of K with opposite orientations). We also need to show that t 1 t 2 t 3 acts as the identity. This follows easily by applying a finger move to the first edge, isotoping the finger past the trivalent vertex, and rewriting the result as a composition of two finger moves around the two other edges.
The above figure implies that Corollary 2.6. A finger move is a special case of sliding an edge of an good Y-graph along K.
3 ] on the link in M that consists of the set of leaves of G (one copy of t i for each leaf of G 0 ).
] on the leaves of G are compatible in the sense that the second contains the first via the diagonal map t → t 1 t 2 t 3 . The second is compatible with the first in the sense that
Thus, arguments using the Cutting and Sliding Lemmas for good Y-graphs are directly analogous to arguments on the Y-graph G on M . For simplicity, we will state our next lemmas in M rather than M .
for some finite sum of embedded trivalent graphs of degree n. In particular, for odd n, we have that
Proof. Let π = π 1 (M K) and ∆(t) ∈ Z[t ±1 ] denote the Alexander polynomial of K in M . Then, each leaf of G is an element of the commutator group π ′ of π. After multiplying a leaf
= ∂Σ for some surface Σ consisting of a number of bands disjoint from K and with linking number zero with K. Thus, an appropriate connected sum of translates of L together with a contractible knot in M K is isotopic to the boundary of Σ. With the help of our Cutting and Sliding Lemmas (see the proof of [Ga2, Proposition 2.4] , and recall that the cores of the bands of Σ are good) imply that we can write [(M, K), G] as a linear combination of good Y-graphs with contractible leaves. In this case, we can proceed to join the contractible leaves in M K with each other just as in the case of an integral homology 3-spheres, see also [Ga2, Proposition 2.4 ]. Note that if ∆(K) = 1, then one can formulate and show this lemma without appealing to the actions defined above.
In particular, we obtain that the loop-filtration is 2-step, and that in even degrees it is generated by embedded trivalent graphs. The next lemma shows deals with the dependence on the embedding of the trivalent graphs. Before we state it, let us recall that given an embedding ϕ : G → M K, then taking linking number in M of K with 1-cycles in ϕ(G), we get a canonical element ϕ
Our Sliding Lemma implies that an edge of G can slide past two arcs of K with opposite orientations. It can also slide past another edge. It is easy to see that this implies our result.
This concludes the proof of Theorem 1, together with the following characterization of the universal loop-finite type invariant:
Corollary 2.11. If a filtration preserving function δ : pairs(M, K) → A(exp(H 1 )), evaluated at [(M, K), G] for good Y-graphs G of degree 2n, is additive with respect to Cutting of the leaves of good Y-graphs G (modulo higher order terms), linear with respect to the finger move (modulo higher order terms), and satisfies δ([(M, K), G]) = G + (higher order terms) ∈ A(exp(H 1 )) for all embedded trivalent graphs of degree 2n, then δ is the universal finite type invariant with respect to the loop filtration in all positive degrees.
Remark 2.12. Although Lemmas 2.8, 2.9 and 2.10 were stated for Y-graphs G in M , it is clear that they were motivated by properties of the universal abelian cover M of M K. Can one formulate these results directly using the lifted Y-graphs G in the 3-manifold M ?
Remark 2.13. Suppose that G is a connected good embedded trivalent graph of degree 2n. Then, the ⊗ 2n Λ Y action on [(M, K), G] ∈ G loop 2n is actually determined by an action of a smaller quotient ring. Indeed, an edge of G is really the union of two half-edges e, e ′ along a clasper. By the very geometric definition, we have that t e acts in the same way as t −1 e ′ . Combined with Lemma 2.10, it follows that [(M, K), G] is acted by the invariantly defined ring
which depends only on G (up to isomorphism), where e(G) and v(G) are the set of vertices and edges of G. It is easy to see that
For G = Θ, we obtain the ring Λ Θ of Section 1.1.
Proof. (of Theorem 4) Recall first that the cyclic branched cover of K in M can be constructed by filling in a solid torus to the p-fold cover M p of M K. Given a Y-graph G in M whose leaves have linking number zero with K, it lifts to a Y-graph G p in M p . In fact, G p can be constructed by lifting the leaves of G to a link in M p first and then by lifting the edges of G; thus G p is partitioned into a disjoint union of p Y-graphs, each of degree the same as G. Consider the image of G p in Σ p K . By definition, the p-fold cyclic branched of (M G , K) is obtained by surgery of Σ p K along G p . The result now follows by a simple alternation.
The behavior of the LMO invariant under surgery on Y-graphs
In this section, which is fundamental for the results of our paper, we discuss how to specialize the general methods of defining/calculating the LMO=Aarhus invariant to the case of links obtained by surgery on Y-graphs. The reader is referred to [LMO] for the construction and properties of the LMO invariant, to [A1] for properties of the Aarhus integral and to [Gu, Ha] and also [GGP] for properties of surgery on Y-graphs. It is traditional to call the invariant of [LMO] the LMO invariant and the construction of [A1] the Aarhus integral. In the present paper we will only be interested in pairs (M, K) of knots K in integral homology 3-spheres M , and pairs (N, ∅) of rational homology 3-spheres N , and we will be using the term "Kontsevich integral" or "LMO invariant" for the same Z invariant (depending on the emphasis on knots or on 3-manifolds). Hopefully this will not cause any confusion or historical misunderstanding.
3.1. Normalizations. A word on normalizations. They all depend on a single universal constant, an element of A(φ), but here is our choice, consistent with most of the literature: the Kontsevich integral Z(S 3 , K) is normalized as in [A0], and the LMO invariant Z(M, ∅) (denoted by Ω in [LMO, Section 6.2] , and equal to the Aarhus integral [A1, Part III, Theorem 1]) of a rational homology 3-sphere M is normalized to be 1 in degree 0 and multiplicative under connected sum; thus Z(S 3 , ∅) = 1. The Alexander polynomial ∆(M, unknot) equals to 1.
3.2.
A brief review of the LMO invariant. Given a nondegenerate framed link L in a rational homology 3-sphere M (i.e., one such that M L is also a rational homology 3-sphere), it turns out that the LMO=Aarhus invariant Z(M L , ∅) of M L is obtained from the Kontsevich integral Z(M, L) in the following way:
• Consider Z(M, L), an element of the (completed) vector space A( L ) of chord diagrams on L-colored disjoint circles. • After some additional choice (defined below) we can convert Z(M, L) to an element of the (completed) noncommutative algebra A( L ) of unitrivalent graphs on L-colored vertical segments. • Symmetrize the legs on each L-colored segment to convert Z(M, L) to an element of the (completed) noncommutative algebra A(⋆ L ) of unitrivalent graphs with symmetric L-colored legs. • Separate the quadratic part Z q from the other part Z t .
• Glue diagrams using the negative inverse linking matrix of L.
• Finally renormalize by a factor that depends on the signature of the linking matrix of L. The end result, Z(M L , ∅), is independent of the additional choices above.
We now explain the term "additional choice" mentioned above. Ideally, we would like to choose a base point on each component of L to convert circle valued power series of Z(M, L) to an segment valued power series. Unfortunately, this cannot be done; the above mentioned conversion can be achieved once we have chosen a string-link representative for L (together with a framed link representative of M ) additionally equipped with a choice of relative scale between the strings, altogether resulting in a tangle together with a choice of scale between its open component. Such objects were called q-tangles by Le-Murakami (see [LM] ) and non-associative tangles by Bar-Natan (see [B-N3]), and were described in the nearly equivalent language of dotted Morse links in [A1, part II, Section 3].
In the present paper, we will use three kinds of basings of links L in arbitrary 3-manifolds M , a disk-basing (which is an embedded disk D in M that intersects each of the components of L at a single point. This is equivalent to the choice of a string-link representative of L), an arc-basing (which is a choice of arcs from a base point in M L to each of the components of L) and a pointbasing (which is a choice of a base point in each component of L; our dream basing), all shown in Figure 5 . Of course, a disk-based link is also arc-based link and an arc-based link is point-based, and all the three notions of basing coincide for knots. It remains to deal with relative choice of scaling of the strands of a disk-based link. This will be discussed explicitly when needed, let us mention however since we are interested in an explicit tree-level quotient of the Kontsevich integral, most of the time the choice of relative scaling is irrelevant, and at any rate, for all the links that we will consider, there is a canonical choice of relative scale.
The above discussion continues to hold in the relative case where L is a nondegenerate framed link in the complement of a knot K in an integral homology 3-sphere M ; Z(M L , K) can be computed by Z(M, L ∪ K) following a minor modification of the above discussion.
3.3. The LMO invariant and surgery on Y-graphs. We will be interested in links that come from Y-graphs. Recall [Gu, Ha] that surgery on a Y-graph G of degree 1 corresponds to surgery on a six component link E ∪ L associated to G, where E (resp. L) is the three component link that consists of the edges (resp. leaves) of G. The linking matrix of E ∪ L and its inverse are given as follows:
The six component link E ∪ L is partitioned in three blocks of two component links A i = {E i , L i } each for i = 1, 2, 3, the arms of G. A key feature of surgery on G is the fact that surgery on any proper subset of the set of arms does not alter M . In other words, alternating M with respect to surgery on G equals to alternating M with respect to surgery on all nine subsets of the set {A 1 , A 2 , A 3 }. Due to the locality property of the Kontsevich integral (as explained in [L] and in a leisure way in [A1, II, Section 4.2]), the nontrivial contributions to Z([M, G]) = Z([M, A 1 ∪A 2 ∪A 3 ]) come from the part of Z t (M, A 1 ∪ A 2 ∪ A 3 ) that consists of graphs with legs on A 1 and on A 2 and on A 3 .
The above discussion generalizes immediately to the case of arbitrary disjoint unions of good Ygraphs. We now give a reformulation of the gluings involved in the computation of Z([(M, K), G]) for good Y-graphs of arbitrary degree.
We introduce a useful definition:
Definition 3.1. Given a set X and an additional element K ∈ X, a hairy X-colored graph of sort D is a graph whose legs are colored by {K} ∪ X such that if we saw off the K-colored legs we obtain the graph D.
We will be mainly interested in hairy X-colored graphs of sort I, Y and H. Here and below, when we draw hairy X-diagrams, we will usually ignore drawing the hair, and the legs shown are the X-colored ones.
Suppose that G is an good Y-graph and that G ∪ K is equipped with disk-basing γ and with relative scaling such that the edges of G are far away from K. Edges and leaves of G will be denoted generically by E and L respectively. Proof. The diagrams that contribute in Z([(M, K), G]) are hairy diagrams, where the hairy part consists of legs on K, and the rest of the legs are G-colored. Unlike the case of K, some of the components of these diagrams are hairy I's. The only kind of hairy I's are of the sort I L i L j for two leaves L i , L j of G or I E i L i for an arm (E i , L i ) of G; this follows from the locality of the Kontsevich integral together with the fact that in all other cases the edges are in a ball far away from K. In fact, no hairy diagram of sort I E i L i are allowed; this is harder to see and shown in Corollary 5.7. Thus, we are left with hairy diagrams of sort I L i L j . Consider two legs colored by (X, Y ) of a diagram that are to be glued after possible adding a number of hairy I's. If (X, Y ) = (L i , L j ) no gluings are possible. If (X, Y ) = (E i , E j ) then we can either add exactly one hairy I L i L j and glue them, or glue them using lk M (L i , L j ). If (X, Y ) = (E i , L j ) do not belong to the same arm of G, then no gluings are possible even after adding any number of hairy I's. On the other hand, if they belong to the same arm of G, then they can be glued using +1 and no number of hairy I's. Thus we get the matrix mentioned above.
3.4. Counting above the critical degree. In this section we give the counting argument which shows that the n-loop part of the Kontsevich integral Z(M, K) is an invariant of loop-type 2n; for closed rational homology 3-spheres this is the statement that the loop-degree n part of the LMO invariant Z(M, ∅) is a finite type invariant of type 2n with respect to surgery on Y-graphs. Counting arguments above the critical degree are relatively easy. In order to avoid confusion, the computation of the n-loop part of Z([(M, K), G]) for good Y-graphs of degree m is called above, on, or below the critical degree if m > 2n, m = 2n or m < 2n respectively.
Suppose that G = ∪ 2n+1 i=1 G i is a good Y-graph in an integral homology 3-sphere M and let G A denote its set of arms. When we compute Z ([(M, K) , G]) = Z([(M, K), G A ]), we need to concentrate on all hairy diagrams D with legs on each arm, and glue pairwise the legs on the arms. Thus, the diagrams D with nonzero contribution should have at least 3(2n + 1) + 1 = 6n + 4 G A -colored legs, to be glued pairwise. By Lemma 3.2, we may assume that D has no components of sort I. Thus, after removal of hair, at most three G A -colored legs meet at a trivalent vertex, and after gluing we will obtain a trivalent graph D ′ with at least (6n + 4)/3 = 2n + 4/3 trivalent vertices, in other words of degree at least 2n + 2. Since D ′ is trivalent, this implies that D ′ has at least n + 2 loops. This implies that Q n is a loop-type 2n invariant with values on A c 2n [[H 1 ]]. 3.5. Counting on the critical degree. In this section we will show that assuming the RC Conjecture, Q n is a universal invariant of loop-type 2n, for positive n.
Given a good Y-graph G = ∪ 2n i=1 G i of degree 2n, equip G ∪ K with a disk-basing and a choice of relative scaling. The counting argument of the above section shows that Q n ([(M, K), G]) ∈ A(⋆ K ) is computed by gluing (in a connected way) the G-colored legs of hairy graphs D = ∪ 2n i=1 Y according to the matrix of Lemma 3.2. Since all 6n arms have to be visited, it follows that the legs of G are in one-to-one correspondence with the arms of G.
The following lemma describes the contributing graphs of sort Y:
Lemma 3.3. Given an G as above, the only contributing diagrams of sort Y are given by (i) the repetition-free graphs
where in the last two cases, we may assume that there are no hair on the E 1 and L 1 legs of Y.
(ii) the repetition graphs
where all cases E i , L j belong to the same component of G.
Proof. The last statement follows by applying the Cutting Lemma and Corollary 5.7 to L 1 .
If an arm (E i , L i ) is part of D, then after gluing the result will vanish since L 1 will get glued to E 1 and a diagram with a loop containing no hair vanishes by the antisymmetry relation. Lemma 3.3 implies that each component of D is colored by either the three leaves or the three edges of a component of G, and all components of G appear. Thus, after gluing we are left with a sum of product of quadratic and cubic linking functions of the leaves of components of G. These behave well under Λ Y -Sliding. Assuming the RC Conjecture (so that Q n is A c 2n (exp(H 1 ))), Corollary 2.11 will conclude the proof of Theorem 2 once we show that Q n ([(M, K) , G]) = G + (higher order terms) for every embedded trivalent graph of degree 2n. This follows immediately from the above discussion of how to compute Q n .
We should mention that the above discussion really applied to the unnormalized Aarhus integral; however since we are counting on the critical degree, we need only use the degree 0 part of the normalization which equals to 1; in other words we can forget about the normalization. We should also mention that with our definition of the loop expansion of the Kontsevich integral Z(M, K) ∈ A(⋆ K ), we should convert to Z(M, K) ∈ A(⊔ K ) and then collect terms of the appropriate number of loops. The conversion between A(⋆ K ) and the above mentioned algebra is given by means of the Wheeling Isomorphism, an action of a specific power series element of A(⋆ K ) which is equal to 1 in degree 0. Since we are counting on (or above) the critical degree, we can assume that the Wheeling Isomorphism is given by the identity.
3.6. Counting below the critical degree. In this section we give an explicit formula for the difference Q([(M, K) , G]) for good Y-graphs of degree 1 or 2, and for λ([M, G]) for Y-graphs of degree 1 or 2 in terms of certain pieces of the Kontsevich integral. In general, counting below the critical degree is nearly impossible. In our case, due to the small number of loops (and therefore, cases to consider), we can also give counting arguments below the critical degree. In the whole section, G will stand for a good Y-graph, and we will equip G ∪ K with a disk-basing and a choice of relative scaling. Definition 3.5. A special link (L, γ) in an integral homology 3-sphere M is an ordered link L = (L 1 , . . . , L n , K) equipped with a disk-basing γ and with a special component K such that lk M (L i , K) = 0 for all i. The degree of L is the number of components of L K. The special component of a special link will be generically be denoted by K.
Proposition 3.6. For a good Y-graph we have that
] are power series invariants of special links of degree 2 or 3, and c Θ = λ(S 3 Θ ) is a universal constant whose sign depends on the orientation of G.
Proof. Consider first a good graph G = (G 1 , G 2 ) of degree 2. Choose a disk-basing γ of G ∪ K, together with a choice of relative scaling and let E ij (resp. L ij ) for i = 1, 2 and j = 1, 2, 3 denote the edges (resp. leaves) of G. Consider the Kontsevich integral Z(M, G ∪ K) ∈ A(⋆ G∪K ). The only ways to obtain a hairy Θ or graph by gluings of legs of G-colored diagrams is by gluing the legs of either cases of hairy diagrams , , H, YY .
Moreover, the diagrams should have legs on each of the six arms of G. Thus, the cases of , and H are both excluded, and we are left with the case of gluing Y Y, where each leg is colored by exacly one of the colors of the arms of G. Lemma 3.3 implies that the only diagrams that contribute to Q([(M, K), G]) are of the type Y(E 11 , E 12 , E 13 ) Y(E 21 , E 22 , E 23 ). In other words, we have that (up to an overal normalization constant c)
under the map that sends a hairy I L 1i L 2j with n hair on the left to x n . Note that the presence of the determinant in the above formula (as opposed to a permanant) is due to the fact that = − From its very description, it follows that φ γ M (L, K) is a quotient of the tree-level part of the Kontsevich integral Z(M, L ∪ K) of special link (L ∪ K, γ) of degree 2 equipped by a choice of relative scaling.
Assume now that G is a good graph of degree 1. As we said, this counting below the critical degree is more delicate. Just as before, the only way to obtain a hairy Θ or is by gluing hairy diagrams shown in Equation ( The contributing diagrams should have a leg in each of the three arms of G; this implies that terms( ) = terms( ) = 0. Let us figure out the terms(YY), which equal to the sum terms Θ (YY) + terms (YY) depending on whether we glue all three legs of a component of YY to the legs of another component, or whether we glue two legs of a component of YY to each other. Lemma 3.3 lists all the possible colorings of diagrams of sort Y.
Let us list, case by case, the terms (YY). Lemma 3.3 implies that the only subcases to consider for a component of YY are: • Y(E 1 , L 1 , ?) and gluing the (E 1 , L 1 ) pair of legs. This case vanishes however since by Lemma 3.3 a diagram of the form Y(E 1 , L 1 , ?) has no hair on the E 1 and L 1 -colored legs, thus after gluing the resulting diagram vanishes by the antisymmetry AS relation.
• Y(E 1 , E 1 , L 1 ) and gluing the (E 1 , E 1 ) pair of legs. Then the other component must be Y(E 1 , E 2 , E 3 ) and this gluing contributes
In this case, the contribution is proportional to lk φ (G, G, K). Summing up, we obtain that terms (YY) is a sum of products of φ γ M (L) for special links (L, γ) of degree 2.
Let us list, case by case, the terms Θ (YY). Consider the following subcases for a component Y of YY:
• A component is of the sort Y(LLL). Then, the other component is of the sort Y(EEE) and the contribution is proportional to µ φ (G).
• No component of YY is of the sort Y(LLL) and some component is of the sort Y(ELL). Lemma 3.3 implies that the possible gluings are, up to permutation, of the form
and some component is of the sort Y(EEL). In this case, the possible gluings are, up to permutation, of the form
• Both components of YY are of the sort Y(EEE). In that case, the contribution is proportional to µ φ (G, G).
Let us list the terms(H) = terms Θ (H) + terms (H). Up to permutations, the allowable diagrams of sort H are of the form H(E 1 , E 2 ; E 1 , E 3 ) and H(E 1 , E 2 ; L 1 , E 3 ), where H(A, C; B, D) is shown in Figure 6 . The locality of the Kontsevich integral implies that the only diagrams of sort H(E 1 , E 2 ; E 1 , E 3 ) with nonzero coefficient are those without hair; moreover that coefficient is independent of the leaves L of G. Similarly, the coefficient of a hairy diagram of sort H(E 1 , E 2 ; L 1 , E 3 ) is independent of of L 2 and L 3 . Thus, up to permutations and constants, we have that terms
plus the remainder term err φ (G) that comes from the gluing H(E 1 , E 2 ; L 1 , E 3 ) , and also that terms (H)
We now show that err φ (G, K) = 0, by evaluating some specific example. Let G be the following good Y-graph of degree 1: In [Ga2, Proof of Theorem 1], we showed that M = M G , thus Q([(M, K), G]) = 0. On the other hand, we will show later in the independent Section 5 that µ φ (G) = 0, lk φ (L 11 ), it follows that c ′′ = c H , which together with the equation above, it implies that for an arbitrary knot L 1 , we have err φ (G, K) = 0.
We now evaluate the constants c, c ′ and c ′′ . Applying the evaluation map ev K of Lemma 3.7 to the above equations, we obtain that 
We should point out that in the counting of the above proposition, we ignored the fact that the Aarhus integral needs to be normalized by the signature of the link corresponding to the surgery, and also by the Wheeling isomorphism between A(⋆ K ) and the algebra of K-colored graphs with symmetric legs and disjoint union multiplication. The normalization of the Aarhus integral is irrelevant, since in 2-loop it equals to a multiple of the signature, which in the case of surgery on Y-graphs vanishes. The Wheeling isomorphism can also be replaced by the identity since up to 2-loop Wheeling is identity.
Lemma 3.7. The Q-function satisfies
where ev K : Λ Θ → Q is the hair-removing evaluation map at x i = 0.
Proof. The forgetful map (M, K) → M corresponds to a map ev K : K-colored graphs → A(φ) which is defined by mapping any graph with at least one K-colored leg to zero and any graph with no K-colored legs to itself. It follows by the definition of the LMO invariant that for every knot K in a rational homology 3-sphere M , we have ev K Z(M, K) = Z(M ), which in degree 1 implies that ev K 1/6Q(M, K) = coeff(Z(M ), Θ). It follows from [LMO, Section 5 .2] that coeff(Z(M, ∅), Θ ′ ) = 1/2λ(M ), where Θ ′ is a three component unit-framed link (Ohtsuki style). We now claim that the two Θ-manifolds, S 3 Θ ′ and S 3 Θ , (the first is obtained by surgery on a six component link L with 0-framing and the second is obtained by surgery on a three component link L ′ with unit-framing) though perhaps not diffeomorphic, they have equal Casson invariants. This can be checked by blowing down all but one components of L and L ′ to represent both as surgery on unit-framed knots K and K ′ ; the second derivative of their Alexander polynomials and the unit-framings agree. The result follows.
Abelian invariants: quadratic and cubic linking numbers
In Section 3.6 we calculated the 2-loop part Q([(M, K), G]) for good Y-graphs of degree 1 and 2 in terms of a certain power series quotient of the Kontsevich integral. Ultimately, we want to identify this power series quotients of the Kontsevich integral in terms of rational functions. The goal of this section is to introduce some rational functions that are generating functions for linking numbers (in M ), thus given by abelian knot theory, and to uniquely characterize them in terms of some Cutting and Sliding properties. In the next section we will show that the power series quotients of the Kontsevich integral satisfy the Cutting and Sliding properties and thus can be identified with rational functions. Less known is the notion of cubic linking number lk γ M (L) of an ordered, oriented, arc-based 3component link (L, γ) in a rational homology 3-sphere M . Assume first that L is nullhomologous in M , and choose generic surfaces Σ i in M such that ∂Σ i = L i . The intersection Σ i ∩ Σ j consists of clasps (i.e., intervals in Σ i ∩ Σ j with one end point in L i and the other in L j ), ribbon intersections (i.e., intervals in Σ i ∩ Σ j whose end points belong to the interior of Σ i and on the boundary of Σ j ) and closed curves. Assume also that Σ i is disjoint from the base point of L j for j = i. This can also be achieved by slightly moving the arc-basing γ. Let S = {Σ 1 , Σ 2 , Σ 3 }. Ideally, we would like to define lk γ M (L) to equal to a I (S) : Notice that since L i is oriented, each clasp c ij between L i and L j carries a canonical sign ε c ij ∈ {−1, +1}. In addition, L i is a point-based link, so given a pair (c ij , c ik ) of clasps where i, j, k are all distinct, we can assign it a sign ε c ij ,c ik which is declared to be +1 (resp. −1) if the clasps c ij and c ik are seen in that (resp. opposite) order when we travel along the oriented link L i starting from its base point (notice that the base point does not belong to either clasp). Similarly, given a ribbon intersection r which is an arc whose boundary lies in Σ i ∩ Σ o j . Then, L i is a connected sum of two arcs r i and r ′ i so that the base point of L i lies in r i . Consider the oriented closed curve r ∪ r i , and define ε r to be the signed sum of clasp intersections of r i and L k . Let us define
where the sum is over all cyclic permutations of (123) and where for distinct i, j, k we set
where the sum is over all pairs of clasps (c ′ , c ′′ ) where c ′ (resp. c ′′ ) is a clasp between L i and L j (resp. L i and L k ), and a r II (Σ i ; Σ j , Σ k ) = ε r is the sum over the ribbon intersections r of Σ i with Σ j ∪ Σ k . This is our second correction term in lk γ M (L) . Unfortunately, this is not enough to guarantee independent under a different choice of Σ i . The problem arises when we perturb Σ i so that the first clasp c 3i on L 3 (as seen when we start from the base point of L 3 ) moves over past the base point to become the last clasp. It is easy to see that a II changes by a number proportional to the linking number lk M (L 1 , L 2 ). Thus, we introduce a third term
where we orient γ i from the base point to L i . We call an intersection of a closed curve of Σ i ∩ Σ j with Σ k to be of type I, each clasp intersection of Σ i ∩ Σ j to be of type II and each intersection Σ i ∩ γ j to be of type III. The following figure conveys the idea behind the definition of a I and a II (× indicates base points) will pretend that ∂N 1 = Σ 1 . We can think of N 1 as a cobordism from Σ ′ 1 to Σ ′′ 1 fixed along an annulus L 1 × [0, 1]. Consider the intersection N 1 ∩ (L 1 ∪ L 2 ). By general position, it follows that N 1 ∩ (L 1 ∪ L 2 ) is a graph that locally looks like the following figure (or its time reversed image) III  III   I  II  II  II   III  II   I   III   II   II For example, the third case corresponds to having a single clasp intersection c 1j move past the base point of L 1 . For each of the first and third (resp. for the second and forth) case above, it is easy to see that the change δa J (for J = I, II, III) satisfies, respectively δa I = 0, δa II + δa III = 0, and δa I + δa II + δa III = 0.
It follows that lk M (L) is independent of Σ 1 , and similarly for Σ 2 and Σ 3 . In case L is algebraically split, there is a Seifert surface definition of the triple Milnor invariant of an algebraically split, ordered, 3-component link by choosing surfaces Σ i disjoint from L j for j = i and looking at the triple intersection number, which coincides with a I , and since a II = a III = 0, the result follows.
We now show that the a II term in the definition of lk γ M is closely related to the first few terms of a Baker-Cambell-Hausdorff formula (BCH in short, [Bou] ). This will be useful to axiomatically characterize linking numbers (see Proposition 4.3 below) and will be connected to the Kontsevich integral in a later section. Let Words a,b denote the set of words (with integer exponents) in the alphabet {a, b, }. For a word w = x ε 1 1 . . . x εn n where x i ∈ {a, b} and ε i = ±1, we define
where the summation is over all pairs (i, j) such that x i = a, x j = b and where ε ij = 1 (resp. −1) if i < j (resp. i > j). We also define l a (w) = i:x i =a ε i . Let M : Words a,b → Q A, B be the monoid homomorphism given by M(x ±1 ) = e X for x ∈ {a, b} where A, B are noncommuting variables. M is a version of the Magnus expansion, normalized in a modern way (the traditional Magnus expansion sends a to 1 + A and a −1 to 1 − A + A 2 − . . . ). (ii) For every words w ′ , w ′′ in a, b we have that
(iii) In particular, for every words w, w S in a, b we have
. . x εn n . We will prove it by induction on the length n of w. For n = 1 it is clear. For the inductive step, let w ′ = wx εn n , where x n = a or b. Assume first that x n = a. Then, the summation for (i, j) in w ′ equals to the summation for (i, j) in w together with the extra terms (n, j), each contributing −ε j ε n . Thus, we have m(w ′ ) = m(w) − ε n l b (w)/2. On the other hand, M(w ′ ) = M(w)e εnA , thus by the Baker-Cambell-Hausdorff formula, we have
The proof of the inductive step in the case of x n = B is similar to the above and will be omitted.
(i) and the truncation of the BCH formula imply easily (ii) and (iii).
The following proposition summarizes the properties of the linking numbers of arc-based links (L, γ) with two or three components in a rational homology 3-sphere M . 
where ε L (σ) = 1 (resp. sgn(σ)) for |L| = 2 (resp. |L| = 3). (Cutting) If the first component L 1 of L is cut in a connected sum of L ′ 1 and L ′′ 1 (as in Figure 1 ), then
(Sliding) If (L s , γ) denote the result of sliding the arc-basing of the first component of (L, γ) along an oriented arc-based curve S, then
(Uniqueness) If a function of arc-based links of two or three components in a rational homology 3-sphere M satisfies the Symmetry, Cutting, Sliding and Initial Conditions, then it equals to lk γ M . Proof. For a two-component link (L, γ) , all the properties are clear since linking numbers are additive and independent of the arc-basing γ. Thus, we will assume that L is a three-component link.
The Symmetry follows easily from the fact that for J = II, III we have a J (Σ i ; Σ j , Σ k ) = −a J (Σ i ; Σ k , Σ j ).
The Cutting and Sliding properties are consequences of the properties of the BCH formula, translated into Lemma 4.2. Indeed, lk M = a I + a II + a III where all the terms are additive with respect to Cutting and Sliding with the exception of a c II (Σ 1 ; Σ 2 , Σ 3 ). The remaining term can be identified with a part of the BCH formula, where the alphabet {a, b} consists of the two components (L 2 , L 3 ) of L = (L 1 , L 2 , L 3 ) and the word w corresponds to the sequence of the signed clasp intersections of the Seifert surfaces of the pairs (L 1 , L 2 ) and (L 1 , L 3 ). In that case, we have that l i (w) = lk M (L 1 , L i ) for i = 1, 2 and that a c II (Σ 1 ; Σ 2 , Σ 3 ) = m(w). If we cut L 1 to L ′ 1 and L ′′ 1 , then w = w ′ w ′′ , and if we slide L 1 by S, then w s = w S ww −1 S . Lemma 4.2 and the above discussion conclude the proof of the Cutting and Sliding properties.
The Initial Conditions are immediate from the definition of lk M . As for Uniqueness, assume that α γ M is another such function, and let β γ M = α γ M − lk γ M . First we show that β γ M (L) = 0 for two-component links L. This follows easily using the Cutting and Sliding properties which reduce the general case to the first two figures appearing above. Note incidentally that the Sliding property for two component links simply says that lk γ M (L) is independent of the arc-basing γ.
Then we show that β γ M (L) = 0 for two-component links L. This follows from the fact that β γ satisfies the Cutting property 
Equivariant linking numbers.
In this section we generalize the notion of linking numbers to that of equivariant linking numbers, which will often call linking functions. The situation is rather general, and we first give the main idea: given a link L in the complement of a knot K in an integral homology 3-sphere M , consider the covering space M → M which is the universal abelian cover of M K. Consider the lift L of L in M , and assume that it is a disjoint union of links, each component of which is independently acted by the group of deck transformations. The equivariant linking number lk M (L) of L is the generating power series of the individual linking numbers in M between the components of L. This idea fits well with the so called surgical approach to the Alexander polynomial, see [L5, KY, Ro] .
Proof. The Symmetry follows immediately from Proposition 4.3.
The Specialization Property follows from the well-known fact that linking numbers of a complete lift of cycles with another cycle in a covering space equals to a linking number in the base of the covering space; this shows that the a I and the a II parts of lk γ M specializes to the a I and the a II part of lk γ M . It is easy to see that the a II part specializes, too. Let L denote a choice of a lift of L to M . For the Cutting property, if L 1 is a connected sum of L ′ 1 and L ′′ 1 then L 1 is a connected sum of L ′ 1 and L ′′ 1 ; thus the Cutting property follows by the Cutting property of Lemma 4.3 applied to M .
For the sliding property, if L s denote the slide of L along S and L s denote a choice of lift of L s to M , then L s is obtained from t l 1 L by sliding the arc-basing of t l 1 L 1 along the curve γ −l S, as shown in the following figure: The Sliding property follows from the following identity
which holds since t 1 = (t 2 t 3 ) −1 and
The Initial Condition also follows easily by definition. The Uniqueness statement follows from the algorithm following Lemma 2.2.
The Kontsevich integral and linking functions
The purpose of this section is to show that the part of the Kontsevich integral given by φ γ M (from Section 3.6) is independent of the relative scaling, see Lemma 5.1 and moreover, it can be identified in terms of linking functions, see Proposition 5.5.
Consider a special link (L, γ) in an integral homology 3-sphere M equipped with a choice of relative scaling. We will denote its special component by generically by K. Note that there is an algebra isomorphism σ :
In what follows, we will denote by Z(M, L) the image of the Kontsevich integral in either algebra, hopefully without causing confusion.
Consider a (homotopy) quotient A h (⋆ L ) of the algebra A(⋆ L ) where we mod out by all nonforests and by all flavored forests that contain a tree with at least two legs flavored by the same component of L, see also [B-N2] and [HM] . We will be interested in the Lie subalgebra A c,h (⋆ L ) of A h (⋆ L ) spanned by all connected diagrams. It is spanned by hairy trees colored by L K such that each label of L K appears at most once. Notice that if T and T ′ are A-colored and A ′ -colored hairy trees then
where T · i T ′ is the result of grafting the trees T and T ′ along their common leg i. The following table summarizes the sorts of hairy trees that span A c,h (⋆ L ) for links L of degree at most four:
In the case of a link L of degree 2, A c,h (⋆ L ) has a basis consisting of the trees T n (12), for n ≥ 0, together with the degree 1 struts t 1K and t 2K , and that ad n t 2K t 12 = (−1) n T n (12) and ad n t 1K t 12 = T n (12).
It follows by the definition of f γ M that for every L as above with at most three components, we have Figure 8 . On the left, t 2K t 1K , where we multiply from left to right and from the bottom to the top. In the middle, T 2 (12). In the right, an alternative view of T 2 (12) with symmetrized legs.
where the sum is over all special sublinks L ′ of L of degree at most three.
Lemma 5.1. (i) If (L, γ) is a special link of degree 2 equipped with relative scaling, then φ γ M (L) is independent of the relative scaling of L.
(ii) If (L, γ) is a special link of degree 3 equipped with relative scaling, then φ γ M (L) is independent of the relative scaling of L as long as L K and K are far away.
Proof. It will be more convenient to present the proof in the algebra A( L ). Let σ ′ denote a change of scaling of a string-link σ, as shown in the following figure in case σ has three stands:
The locality of the Kontsevich integral implies that Z(σ ′ ) = ΦZ(σ)Φ −1 for an associator Φ. Write Φ = e φ for an element φ ∈ [L, L] , where L is the free-Lie algebra L of two generators a, b. The following identity e a e b e −a = e adab (6) (valid in a free Lie algebra of two generators) implies that log Z(σ ′ ) = e ad φ log Z(σ) ∈ A( 123 ). If we project the above equality to the quotient A h ( 123 ) where connected diagrams with two legs either both on the first strand or both on the second strand vanish, then it follows that we can replace φ ∈ [L, L] by its imageφ ∈ [L, L] / [L, [L, L] ]. It is easy to see thatφ = 1/24 [a, b] for any associator Φ. Now we can finish the proof of the lemma as follows. (i) If σ is the sting-link with relative scaling obtained from a disk-basing of a special link L of degree 2 and L ′ is the one obtained by a change of relative scaling of L then projecting to A h ( L ), and using the fact that log Z h (M, L) lies in the center of the Lie algebra A c,h ( L ), it follows that log Z h (M, L ′ ) = log Z h (M, L).
(ii) If σ and σ ′ are the string-links obtained from the disk-based L ∪ K for a three component link L, then it is no longer true that log Z h (M, L) lies in the center of the Lie algebra A c,h ( L ) (in fact it does iff the linking numbers of L vanish). Nevertheless, for any change of relative scaling of L, we have that the image of [a, b] lies in the center of A c,h ( L ), thus the result follows. Proof. Assume first that (L, γ) has degree 2. Consider the special link (L 1 ′ 1 ′′ 2K , γ), (this is an abbreviation for ((L 1 ′ , L 1 ′′ , L 2 , K), γ)) whose connected sum of the first two components gives (L, γ) . How does the Kontsevich integral of L 1 ′ 1 ′′ 2K determine that of L 12K ? The answer, though a bit complicated, is known by [A1, Part II, Proposition 5.4]. Following that notation, we have
where A, B 1 ′ ,1 ′′ is the operation that glues all {1 ′ , 1 ′′ }-colored legs of A to those of B (assuming that the number of legs of color 1 ′ and of color 1 ′′ in A and B match; otherwise it is defined to be zero), and
where Λ 1 ′ 1 ′′ 1 (other) is an (infinite) linear combination of of rooted trees with at least one trivalent vertex whose leaves are colored by (L ′ 1 , L ′′ 1 ) and whose root is colored by L 1 . We will call such trees (1 ′ , 1 ′′ ; 1)-trees. The reader may consult [A1, Part II, Proposition 5.4] for the first few terms of Λ 1 ′ 1 ′′ 1 , which are given by any Baker-Cambell-Hausdorff formula, translated in terms of rooted trees.
Upon projecting the answer to the quotient A h (⋆ L 12K ), the above formula simplifies. Indeed, if we glue some disjoint union of trees of type (1 ′ , 1 ′′ ; 1) that contain at least one trivalent vertex to some hairy L 1 ′ 1 ′′ 2 -colored trees, the resulting connected graph will either have nontrivial homology, or at least two labels of L 2 . Such graphs vanish in A h (⋆ L 12K ). Thus, when projecting the above formula to A h (⋆ L 12K ), we can assume that Λ 1 ′ 1 ′′
Using the fact of how the Kontsevich integral of a link determines that of its sublinks and the above, it follows that
which, together with Equation (5) concludes the proof.
In the case of a special link (L, γ) of degree 3, there is an additional contribution coming from the gluing of Y(1 ′ , 1 ′′ ; 1), | 2 Proof. Assume first that (L, γ) has degree 2 and consider the link (L S12K , γ). The following figure shows artistically the result of a slide move (compare also with Figure 4 ) that replaces L 1 by L s 1 := S♯L 1 ♯S, where S is the orientation reversed knot. As in the previous lemma, we have that
where ∆ SS is the operation that replaces an S-colored leg to an S + S-colored one. 
The above figure shows that each of the above gluings can be thought of as starting from a hairy graph of sort I L 1 L 2 , and adding to it some additional hair, first on the left and then on the right; each time multiplying the result by l n (−l) m (where l = lk M (S, K)) and n, m is the number of left and right added hair. On the other hand, adding hair is the same as commuting with t 1K (as follows by Equation (4)). Translating from gluings back to Lie algebras, it follows that
where E/(1 → 1 s ) means to replace the label 1 by 1 s in the expression E. Equation (6) implies that log Z h (M, L 1 s 2K ) = e ladt 1K f γ M (L 12 )(ad t 1K )t 12 /(1 → 1 s ) which concludes the proof in the case of a special link of degree 2.
In case of a special link of degree 3, a variation of the above counting argument shows that
). In order to finish the calculation, we need to introduce some more notation. Let
). We will use repeatedly the fact that a diagram of sort Y(123) commutes with every diagram in A(⋆ 123K ) with the only exception of t ij . Together with Equation (6) 
Remark 5.4. The proofs of the key Lemmas 5.2 and 5.3 used the behavior of the Kontsevich integral of a disk-based link under an internal connected sum of two of its components; this depends on the full power of an explicit, but largely unknown power series Λ 1 ′ 1 ′′ Since lk N (τ G p 1,j , τ G p 2,k ) = lk N (G p 1,j , G p 2,k ), it follows that lk N (G p 1,j , G p 2,k ) = lk N (G p 1,0 , G p 2,k−j ), thus
Let L l i,j denote the leaves of G p i,j for i = 1, 2, j mod p and l = 1, 2, 3. Let L l i denote the leaves of G i for i = 1, 2 and l = 1, 2, 3. By definition, and by Lemma 6.1 we have
That is, δ p is a finite type invariant of loop-type 0. i.e., it depends only on the S-equivalence class of the p-good pair (M, K). For an unknot K, we have that Σ p unknot = ♯ m M thus δ 1 p (K) = pλ(M ), δ 3 p (K) = 0 and δ 2 p (unknot) = pλ(M ). This implies that δ p (unknot) = 0. Notice that Σ p K 1 ♯K 2 = Σ p K 1 ♯Σ p K 2 , where ♯ denotes both connected sums of knots and connected sum of 3-manifolds. The above holds since the p-fold branched cover of a disk branched along a point is a disk, thus the lift of a "separating" 2-sphere for K 1 ♯K 2 to Σ p K 1 ♯K 2 is a separating 2-sphere. Notice also that the p-fold branched cover of the mirror image of K is the orientation-reversed p-fold branched cover of K. Thus, it follows that δ p satisfies the first two properties of Proposition 1.6.
For a torus knot 2 T q,r its cyclic branched cover Σ p Tq,r can be identified with the Brieskorn sphere Σ(p, q, r). Neumann-Wahl [NW] found that the Casson-Walker invariant λ(Σ(p, q, r)) equals to 1/8 ω p =1 σ ω (T q,r ) in the case that p, q, r are mutually coprime. Thus, the third property of Proposition 1.6 follows from Lemma 6.3.
If it were true that δ p vanished on all algebraically slice p-good knots (or p-good ribbon knots, since δ p is an invariant of S-equivalence), then it would factor though a map C p → Q, where C p is defined to be the subset of p-good S-equivalence classes of matrices, modulo those that are nullconcordant. It immediately follows that C p is a subgroup of the algebraic concordance group C, as defined and studied by the foundational work of Levine, [L3, L4] (Levine's notation for C is G −1 ). Levine determined the structure of the group completely, C is isomorphic to [L4] . Furthermore, he showed that the torsion-free part of C is detected by the signature function.
The first two properties of Proposition 1.6 imply that δ p : C p → Q is a group homomorphism, thus δ p = i a i σ x i is a finite sum for some x i ∈ S 1 and a i ∈ Q. At this point, we need to evaluate δ p for some class of knots. Lemma 6.3 below implies that δ p (T q,r ) = 0 for all (q, r)-torus knots T q,r with p, q, r mutually coprime. On the other hand, σignatures of torus knots are linearly independent. This (and actually even more) was shown by Litherland [Li] . Thus, δ p = 0, which concludes the proof of Theorem 5 and most of Proposition 1.6. Lemma 6.3. With the above notation, δ p (T q,r ) = 0 for all (q, r)-torus knots T q,r with p, q, r mutually coprime.
Proof. We need to show that δ 2 p (S 3 , T q,r ) = 0. The Q-function of a torus knot T q,r can be computed by by the following well-known tryck: consider the four component link L ∪ C shown below where L is rationally framed and qt − rs = 1.
r/t -q/s
There is an isomorphism of pairs (S 3 L , T q,r ) and (S 3 , C) obtained by surgery on the link L. Thus, it follows that Z(S 3 , T q,r ) can be computed from Z(S 3 , L ∪ C) after applying the Aarhus integral in the L-directions. The solution to the Wheels and Wheeling conjectures, together with an extension of the Kontsevich integral of integrally-framed links to rationally framed links gives a formula for Z(S 3 , L ∪ C), which can be integrated to give a formula for Z(S 3 , T q,r ); in particular for its 2-loop part Q(T q,r ), see [BL] . A direct computation, the details of which will be presented elsewhere, implies that Res t 1 ,t 2 ,t 3 p Q(T q,r ) = 0.
2 we apologize for the necessary, but rather unconventional way of indexing torus knots.
To finish the proof of Proposition 1.6, we will show that δ i p for i = 1, 2, 3 satisfy the cabling property stated in that proposition. In the rest of this section we fix positive integers p, m, we let d = gcd(p, m) and we fix a knot K in S 3 . 6.3. Cabling the signature. In [NW, Theorem 2 .14] Neumann-Wahl showed that σ p (K (m) ) = dσ p/d (K) (their notation sign(K(k)⊗[n]) exactly equals to our notation σ n (K (m) ) for k a (m, 1) cable around a solid torus). Thus, δ 3 satisfies the Cabling Property. 6.4. Cabling the Q-function. Recall first that the Kontsevich integral Z(K (m) ) of the zeroframed knot K (m) with values in the algebra B ′ (with the multiplication induced via the isomorphism with A(S 1 )) can be computed from the Kontsevich integral Z(K) of K once we replace each leg of a unitrivalent graph contributing to Z(K) by m times it, see also [B-N1] . The conversion from the two multiplications in B ′ is the topic of the Wheels and Wheeling Conjectures [A0], now theorems [BLT] , which state that the two multiplications are intertwined by an action of a power series Ω made out of disjoint union of wheels, where the action is obtained by gluing legs. Notice that under this action, the 0 and 2-loop parts of the Kontsevich integral remain unchanged. Thus, the 0, 1-loop part of K (m) is obtained by that of K after replacing x i by px i , or t i := e x i by t p i for i = 1, 2, 3. That is, Q(K (m) )(t 1 , t 2 , t 3 ) = Q(K)(t m 1 , t m 2 , t m 3 ). The following elementary calculation Res t 1 ,t 2 ,t 3 p Q(K)(t m 1 , t m 2 , t m 3 ) = d 2 Res t 1 ,t 2 ,t 3 p/d Q(K)(t 1 , t 2 , t 3 )
implies that δ 2 satisfies the Cabling Property.
6.5. Cabling the Casson-Walker invariant of cyclic branched covers. Assume first that K is a knot in S 3 . We will use the surgical view of constructing its p-fold branched cover Σ p K , [Ro] . Given K, there exists a unit-framed unlink L (a better name would be: K-untying unlink) in the complement of K, with linking numbers zero, and an isomorphism of pairs (S 3 L , O) with (S 3 , L) (here O is the unknot). To construct such an untying link, consider for example a generic planar projection of K and change crossings to untie it; the link L can be concentrated around the crossings to be changed. The complement T of a tubular neighborhood of K is a solid torus, that contains the untying link L. The unknot also bounds a disk D that intersects T as a standard meridian.
A surgery presentation for Σ p can be obtained by cutting T along D to obtain a cylinder S with two boundary components D + and D − and gluing p-many copies of S along the boundary top to bottom, to obtain a solid torus W . Note that S contains a tangle part of L, thus W contains a link L p , invariant under the obvious action of the group Z/pZ. The link L p is the surgery description of Σ p K . Given an integer m, we now construct a surgery description of Σ p K (m) . As before, T is an untying link for O (m) . We can isotope O (m) to an unknot O ′ in S 3 at the cost of twisting the torus T m times along O. Call the new torus T (m) ; it contains the link L (m) which is an untying link for K (m) . Now construct Σ p K (m) as before using cutting, multiplying p times and gluing T (m) . The new solid torus W (m) contains a link L p,(m) which is a surgery description of Σ p K (m) . How are the links L p,(m) and L p related? It is easy to see that L p,(m) is a certain cable of L p . Namely, consider the elementary braid β m of m strands so that the ith strand connects to the i + 1, for i = 1, . . . , m − 1 and the last one connects over all of the others to the first. Consider the closure β p m of the braid β p m . It is easy to see that β p m is a d component link and that L p,(m) is the satellite of β p m where we replace each component of β p m by L p/d . Unfortunately, this does not imply that Σ p K (m) is diffeomorphic to ♯ d Σ p/d K , which would finish our task. Instead, we need to introduce one more link. The braid β p m need not be trivial, however by inserting an unlink C m we can trivialize it. For example, two strands of β p m that are linked can be unliked by introducing a three component unlink (called triplet) as shown in the following Figure: +1 +1 -1 =
The resulting link C m in ♯ d Σ p/d K has the property that surgery on it gives Σ p K (m) . So, we need to understand how does the Casson-Walker invariant change when we do surgery on each of the triplets (C + , C − 1 , C − 2 ). In this case, it is immediate that C + is isotopic (but has opposite framing) to C − 1 ♯C − 2 . The surgery formula of the Casson-Walker invariant implies that the difference in the Casson-Walker invariants equals to ∆ ′′ (C − 1 ♯C − 2 ) − ∆ ′′ (C − 1 ) − ∆ ′′ (C − 2 ), where ∆ ′′ is the second derivative at 1 of the Alexander polynomial. This vanishes, which implies that the Casson-Walker invariant also satisfies the promised cabling formula.
Here are some graphical explanations of the above construction for p = 2 and m = 4. On the right is shown the closure of the braid β p m .
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We close this section with two remarks on residues.
Remark 6.4. We can give an alternative definition of residue. If f is a holomorphic function on a disk around zero of radius bigger than 1, then for all positive integers p we have
where C is any circle around zero of radius slightly bigger than 1.
Where did we use the 2-loop RC in the proof of Theorem 5?
Remark 6.5. A careful examination of the proof reveals that the statement of Theorem 5 needs less than the 2-loop RC. Instead, for the statement of Theorem 5, all we need to know is that the 2-loop part of the Kontsevich integral is a mildly convergent power series to which a residue map can be defined. If this were true for a knot, it would also be true for any S-equivalent knot too. The proof of Theorem 5 is completely independent of the 2-loop RC.
A curious conjecture
Although the Q-function of knots may be a recent and perhaps questionable object, one can replace the first sum in Theorem 5 with a sum involving the better-known SU(N ) colored Jones J SU(N ),λ functions of knots colored by a representation of SU(N ) of highest weight λ.
