Abstract
Introduction
Despite the availability of standard message-passing libraries, such as PVM/MPI, and other modern programming tools, writing effective parallel programs is still hard, even for those with a good background in computer science. For domain experts in other specialisms, the difficulty is compounded. At the same time, support for parallelism in domain-specific programming environments is often poor or even completely lacking. It is fair to say that for the average non-specialist, while the situation has certainly improved compared with the experiences of pioneer parallel programmers, effective parallel programming still involves considerable pain.
In this paper, we describe the design and implementation of a new system, SymGrid-Par, which aims to orchestrate sequential computational algebra components from a variety of computational algebra systems into coherent parallel programs. A wide variety of computational algebra systems exist today: commercial examples include Maple [8] , Mathematica [29] and MuPAD [31] ; while free examples include Kant [12] and GAP [21] . The programmer base for these systems is large (for example, it is estimated that there several million users of Maple world wide), diverse (comprising mathematicians, engineers, scientists and economists), and may lack the technical skills that are necessary to exploit widely-used packages such as PVM/MPI.
Although many computational algebra applications are computationally intensive, and could, in principle, make good use of the cheap and available parallel architectures of cluster machines, relatively few parallel implementations of computational algebra systems have been produced. Those that are available can be unreliable and difficult to use. Indeed, in at least one case [10] , the underlying computational algebra engine has been explicitly optimised to be singlethreaded, so rendering parallelisation a major and daunting task. By providing an external mechanism that is capable of orchestrating individual sequential components into a coherent parallel program, we aim to facilitate the parallelisation of a variety of computational algebra systems in a way that can be exploited by the normal users of computational algebra systems.
The key advantages of our approach are: i) by using external middleware, it is not necessary to change the sequen-tial computational algebra system in any way; ii) we can exploit the same middleware for multiple computational algebra systems, so gaining benefits of scale; iii) we can support heterogeneous applications, orchestrating components from more than one system; and iv) we can benefit from future advances in parallelisation, without needing to change the end-user application, and with minimal consideration in the application of how that parallelism is achieved. The main disadvantages that we have identified are: i) there is a potential loss of performance compared with hand-coded parallel applications; and ii) the parallel application depends on our external middleware. We believe that the advantages of painless parallelism for the average user of a computational algebra system more than outweigh these disadvantages. Moreover, as we shall see, because we are able to concentrate purely on parallelism aspects, the resulting performance can be highly competitive with even specialised parallel implementations.
Novelty
Our work exploits the SymGrid-Par middleware for parallelising computational algebra systems, (Section 2). The primary research contributions made by this paper are:
1. we present the SymGrid-Par middleware for the first time 2. we give results showing that the SymGrid-Par middleware delivers:
(a) flexibility -we parallelise three test problems that capture typical features of real computational algebra problems (Section 3.2); and (b) performance -we show that our generic system can outperform the specialised ParGAP [11] implementation, for example (Sections 3.1 and 3.2);
3. we consider one problem that is the subject of ongoing research in mathematical computation, the summatory Liouville function, demonstrating that our approach can deliver accurate results in less time than other parallel approaches (Section 3.3); and 4. we demonstrate that we are capable of orchestrating two different computational algebra systems (Maple and GAP) into a coherent single parallel application (Section 4), so demonstrating our ability to orchestrate parallel symbolic computing systems from heterogeneously-defined components.
2 SymGrid-Par
The work described here uses our new SymGrid-Par middleware that orchestrates (generally sequential) computational algebra components into a parallel application, where components inter-communicate using the Symbolic Computation Software Composability Protocol, SCSCP [14] . SCSCP is defined as an OpenMath [33] Content Dictionary, where OpenMath is an XML-based data description format, designed specifically to represent computational mathematical objects. As its name suggests, SymGrid-Par forms a key part of the SymGrid framework [22] that provides high-performance Grid services for symbolic computing systems. This paper goes beyond [22] by describing SymGrid-Par for the first time, moreover in this paper we focus on parallelism in a local cluster, rather than in a geographically-distributed Grid. In doing so, we exploit the capabilities of SymGrid-Par to provide a simple parallel API for heterogeneous symbolic components.
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Figure 1. SymGrid-Par Design Overview
SymGrid-Par (Figure 1 ) builds on and extends our implementation of the GUM system [41, 3] , a parallel implementation of the widely-used purely-functional language Haskell [36] . SymGrid-Par comprises two generic interfaces which are described below: the "Computational Algebra system to Grid middleware" (CAG) interface links Computational Algebra Systems (CASs) to GUM; and the "Grid middleware to Computational Algebra system" (GCA, Figure 2 ) interface conversely links GUM to these systems. The CAG interface is used by computational algebra systems to interact with GUM. GUM then uses the GCA interface to invoke remote computational algebra system functions, to communicate with the computational algebra systems etc. In this way, we achieve a clear separation of concerns: GUM deals with issues of thread creation/coordination and orchestrates the computational algebra system engines to work on the application as a whole; while each instance of the computational algebra system engine deals solely with execution of individual algebraic computations. Figure 2 shows how pairs of GUM and CAS processes are statically spawned onto each available processing element (PE). We have fully implemented the GCA interface. We consider its parallel performance in Section 3 and orchestration capabilities in Section 4. Work on the implementation of the CAG interface is still in progress.
The CAG Interface
The CAG interface comprises an API for each symbolic system that provides access to a set of common (and potentially parallel) patterns of symbolic computation. These patterns form a set of dynamic algorithmic skeletons [9] , which may be called directly from within the computational algebra system, and which may be used to orchestrate a set of sequential components into a parallel computation. In general (and unlike most skeleton approaches), these patterns will be nested and can be dynamically composed to form the required parallel computation. Also, in general, they may mix components taken from several different computational algebra systems.
We can identify two classes of pattern:standard patterns that apply both to computational algebra problems and to other problem types; and domain-specific patterns that arise particularly when dealing with computational algebra problems.
Standard Parallel Patterns: The standard patterns we have identified are listed below. The patterns are based on commonly-used sequential higher-order functions that can be found in functional languages such as Haskell. The first argument in each case is a function of either one or two arguments that is to be applied in parallel. [2, 8, 18, 32] where double x = x + x
It thus implements a parallel version of the commonly found map function, which applies a function to each element of list. Such patterns are commonly found in parallel applications, and we will therefore make extensive use of the parMap pattern to orchestrate the examples presented in this paper. The parZipWith pattern similarly applies a function, but in this case to two arguments, one taken from each of its list arguments. Each application is performed in parallel. For example:
parZipWith add [1, 4, 9, 16] [3, 5, 7, 9] == [4, 9, 16, 25] where add x y = x + y Again, this implements a parallel version of the zipWith function that is found in Haskell and some other functional languages. Finally, parReduce reduces its third argument (a list) by applying a function between pairs of elements, ending with the value supplied as its second argument, parMapReduce combines features of both parMap and parReduce, and masterSlaves is used to introduce a set of tasks, each of which is under the control of a coordinating master task. The parReduce and parMapReduce patterns are often used to construct parallel pipelines, where the elements of the list will themselves be lists, perhaps constructed using other parallel patterns.
In this way, we can achieve nested parallelism. Domain-Specific Parallel Patterns: We have identified a number of new domain-specific patterns that may arise in a variety of computational algebraic problems, and incorporated these into the design of SymGrid-Par. These patterns include:
1. orbit calculation: generate unprocessed neighbouring states from a task queue of states to process.
duplicate elimination:
given two lists of values, merge them while eliminating duplicates.
3. completion algorithm: given a set of objects to process, generate new objects from any pair of objects, and then reduce these new objects against the existing objects. Continue until no new objects can be found.
Each of these patterns produces highly parallel computations, with complex irregular task sizes, and mixes of taskand data-parallelism.
The GCA Interface
The GCA interface ( Figure 2 ) interfaces our middleware with computational algebra systems (CASs), connecting to a small interpreter that allows the invocation of arbitrary computational algebra system functions, marshalling/unmarshalling data as required. The interface comprises both C and Haskell components. The C component is mainly used to invoke operating system services that are needed to initiate the computational algebra process, to establish communication channels, and to send and receive commands/results from the computational algebra system process. It also provides support for static memory that can be used to maintain state between calls. The Haskell component provides interface functions to the user program and implements the communication protocol with the computational algebra process. The main GPH functions are: Here, casEval and casEvalN allow Haskell programs to invoke functions in the computational algebra system by giving a function name as a string, plus a list of parameters as casObjects; casEvalN is used to invoke computational algebra system functions that return more than one object (a list of casObjects is returned); and string2CASExpr/casExpr2String convert computational algebra system objects to/from internal Haskell data formats, respectively.
GUM -A Parallel Haskell Runtime Environment
SymGrid-Par internal coordination constructs are implemented using GUM [23, 41, 2] , a portable, parallel runtime environment for the highly-optimising Glasgow Haskell Compiler (GHC) [19] that has been succesively refined since its inception in 1995. GUM implements a specific distributed shared-memory model of parallel execution, namely graph reduction on a distributed, but virtually shared, graph. Graph segments are communicated 
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Figure 3. Load Distribution in GUM
in a message-passing architecture designed to provide an architecture-neutral and portable runtime environment. The GUM implementation delivers good performance for a range of parallel benchmark applications written using the GPH parallel dialect of Haskell. These benchmarks have been tested on a variety of parallel architectures, including shared and distributed-memory architectures [26] , and a wide-area computational Grid [3] .
The basic unit of computation in GUM is a lightweight thread. Each logical processing element (PE) is represented by an operating-system process that schedules multiple lightweight threads, as outlined below. Threads are automatically synchronised using the graph structure, and each PE maintains a pool of runnable threads. Parallelism is introduced by sparking potential threads.
GUM supports dynamic and decentralised load management through a tried-and-tested work-stealing model, which works as follow. If (and only if) a PE has no runnable threads, it chooses a spark from its local spark pool, and turns this into a thread, by allocating a local stack and other thread state. If there are no local sparks, then the PE sends a FISH message to another PE. If the recipient of a FISH has a spark it returns it to the originating PE as a SCHEDULE message. The originating PE unpacks the graph describing the spark, and adds the newly-acquired spark to its local spark pool. An ACK message is then sent to the PE that provided the spark to indicate its new location. In this way, the distributed shared graph structure is preserved. If the recipient of a FISH message has an empty spark pool, it simply forwards the FISH to another PE. If no spark is found after a specified number of hops, the FISH is returned to the originator, which backs off for a short period, and then retries the FISH, perhaps using a different set of target PEs. A sequence of messages initiated by a FISH is shown in Figure 3 .
Parallel Performance Results
We consider three simple programs that all display irregular parallelism: sum-Euler computes the sum of values of the Euler totient function for a list of integers (Section 3.1); smallGroup searches for finite groups of given orders such that the average order of their elements is an integer (Section 3.2); and the summatory Liouville function, L(n) = n k=1 λ(n) is the sum of values of the Liouville function λ(n) = (−1) r(n) , where r(n) is the number of prime factors of n, counted with their multiplicity, and r(1) = 0 (Section 3.3).
We have currently only implemented SymGrid-Par for x86-class machines running PVM under Linux. In this paper, we measure the performance of our implementation on a 28-node Beowulf cluster, located at Heriot-Watt university (bwlf ). Each node is constructed from a 3GHz single-core Intel Pentium 4, with a 533MHz front-side bus, and 512MB of standard DIMMs. All nodes run the same version of Fedora Linux (kernel version 2.6.10-1). Nodes on the Beowulf cluster are connected using 100Mb/s Ethernet. In order to reduce the impact of operating system and other effects, all runtimes are given as the mean of three measured times.
sumEuler
Problem Outline and Implementation
The sum-Euler program represents a simple example that enables us to demonstrate that GCA delivers good parallel performance for a typical irregularly-parallel computational algebra system problem, to compare the parallel performance of alternative computational algebra system algorithms, and to compare the performance of GCA with a specialist parallel computational algebra system implementation, ParGAP. The main sum-Euler function, sumTotient, computes the sum of applying the euler function in parallel (via parMap) to a list of integers ranging from lower to upper. In order to improve parallelism, the list is split into sub-lists, each of size c. This gives a data parallel implementation, with a fairly cheap combination phase involving only a small amount of communication. Despite using data parallelism, sum-Euler introduces highly irregular parallelism, since task granularity varies significantly depending on the input parameter values. We have defined two versions of euler in GAP: a naïve recursive implementation, and a straightforward imperative implementation. In the recursive implementation, a direct translation of the GPH code, relprime rec calls the hcf function to calculate the highest common factor of x and y recursively. In the straightforward implementation, relprime direct instead uses the builtin GAP function GcdInt to identify arguments which are relatively prime. To maintain comparability between the GAP and Haskell implementations, we do not use the well-known formula for the Euler function (e.g. [1] ), but rather define it directly from the underlying mathematical equations. .n], x->relprime(x,n))); return x; end;; GpH/GUM GAP direct GAP recursive Runtime 164s 500s 2298s Table 1 shows sequential results for sum-Euler. Here, the GPH/GUM (pure Haskell) implementation is significantly more efficient than either of the GAP implementations, and the direct GAP solution is significantly faster than the recursive implementation. Overall, the GPH/GUM version is a factor of 2-3 times faster than the direct GAP version, and a factor of 8-17 times faster than the recursive GAP version. Table 2 shows the performance of sum-Euler applied to the range [1..32000] on the 28-node bwlf cluster described earlier. the number of processors (PEs). The second and third columns show runtimes and speedups for GCA using recursive euler, and the fourth and fifth columns show the same results for the direct version. The sixth to ninth columns show corresponding runtimes and speedups for ParGAP. The last two columns show runtimes and speedups for GUM. As is typical for parallel implementations, the parallel versions of the GCA and parGAP are slower on a single processor than the corresponding sequential programs, e.g. 3006s compared with 2998s. This is because the parallel versions add additional synchronisation and marshalling, detailed analyses of the sequential efficiency of GUM can be found in [41] .
Figures 4 and 5 plot comparative speedup and runtime curves for GUM and GCA-GAP running sum-Euler 32, 000 using, respectively, the recursive and direct algorithms. The Recursive GCA Version Table 2 shows that the recursive GCA version delivers near-linear speedup, yielding a maximum speedup of 31.6 on 28 PEs. It also shows better performance than recursive ParGAP by a factor of 2.1 on 4 PEs and 1.2 on 28 PEs. Despite this, GCA is still slower than GPH/GUM alone by a factor of 18.3 on 1 PE and a factor of 4.1 on 28 PEs. This difference can be attributed to the lack of memory management optimisations for recursive programming in GAP [11] . In contrast, the GUM [25] . The modest super-linearity in the GCA program can again be attributed to reduced memory management costs.
The Direct GCA Version Table 2 also shows that the direct version displays worse speedup than its recursive counterpart. However, it is faster by a factor of 6 on 2 PEs and by a factor of 2.3 on 28 PEs. It is clear that, for this example, the direct algorithm is implemented more efficiently by the GAP kernel. The corresponding GCA implementation yields some, but not exceptional, parallel performance, with a speedup of 1. Although the direct version delivers better speedup than the GUM version, GUM is still faster than either GCA or GAP, by a factor of 3 and 4, respectively, on one PE, and by a factor of 1.7 and 1.1, respectively, on 28 PEs. This is mainly because our system is based on the highly-optimised sequential GHC implementation [19, 35] . The poor speedup we observe on 28 PEs with an input of 32, 000 for both GUM and the direct GCA version is another effect of the small problem size: increasing the input size to 80, 000 (Table 3) improves speedup by almost a factor of two in each case, to 14.3 and 23.4 on 28 PEs, respectively. 
smallGroup
Problem Outline and Implementations
The smallGroup program searches for finite groups whose order is not greater than a given constant, n, that have some given property (in this case, that the average order of their elements is an integer). There are two levels of irregularity: i) as shown by Figure 6 , the number of groups of a given order varies enormously (by 5 orders of magnitude); and ii) there are variations in the cost of computing the conjugacy classes of each group. The kernel of the smallGroup program is divided into a coordination part which uses the GCA interface from Haskell: There are two obvious places to introduce data parallelism in the coordination part: i) the smGrpSearch function generates a list of integers between a low value (lo) and a high value (hi), applying predSmGrp to each integer; and ii) the ifmatch function relies on the masterSlaves pattern to generate a set of hierarchical master worker tasks to calculate IntAvgOrder in GAP. This can easily be replaced by a parallel implementation.
Experiments with Groups of a Single Order
Our first experiment studies GCA performance with a single group order: 256. the number of PEs; the second and third columns show runtimes and speedups for GCA; the fourth column shows the speedup over the sequential GAP implementation; the fifth and sixth columns show corresponding results for Par-GAP; and the final column shows the ratio of ParGAP runtimes to those for GCA. We observe good parallel performance for both GCA and ParGAP, with relative speedups of 26.7 and 29.1 on 28 PEs, respectively. Although Par-GAP shows slightly better speedup than GCA beyond eight PEs, it is 40%-50% slower, and GCA therefore shows better absolute speedups over the sequential GAP code. As with sum-Euler, by assigning memory management and coordination aspects to GPH, we are able to outperform sequential GAP even on a single processor, requiring only 829s for the single-PE GPH execution, versus 913s for the sequential GAP execution. Moreover, experimenting with a group of a single order eliminates the irregularity of the number of groups of given order, which gives an opportunity to provide improved speedup.
Experiments with Groups of a Range of Orders
Our second experiment investigates multiple levels of parallelism, where the outer level applies the predSmGrp to a sequence of group orders, and the inner level then generates worker tasks for each element of the sequence. To demonstrate repeatability, we consider two sets of inputs, for orders in the ranges 1 to 400 and 600 to 1000, respectively. This experiment does not include ParGAP results, since ParGAP does not directly handle nested parallelism of this kind.
Results for smallGroup [1. .400] Table 5 shows the results of computing smallGroup for orders between 1 and 400, where a total of 87, 927 candidate groups are considered. Figure 7 , also, plots the corresponding runtimes and speedup, providing both relative and absolute speedup comparisons. For these inputs, the sequential GAP program takes 1, 658s. We observe good parallel performance: GCA shows a relative speedup of 1.9 on 2 PEs and 18.8 Table 6 similarly shows the results of computing smallGroup for orders between 600 and 1000, where a total of 1, 163, 006 candidate groups are considered (thirteen times as many as before). Figure 8 plots the corresponding runtimes and speedup, providing both relative and absolute speedup comparisons. For these inputs, the sequential GAP program takes 273, 874s.
The results shown here confirm those in the previous section: GCA continues to provide significant parallel performance on the larger input sizes considered here. Despite the irregularity of the smallGroup application, we observe super-linear speedup of a factor of 29.2 on 28 PEs. This is a consequence of the memory management/garbage collection system used in the sequential implementation.
Summatory Liouville function
Problem Outline and Implementation
For an integer n, the Liouville function λ(n) is equal to [24] found the counterexample to be L(906180359) = +1, without claiming its minimality. This search used some inventive techniques as described in the paper, e.g. preliminary computation of some data and "caching" them on magnetic tape, and was performed on an IBM 704 at the University of California, Berkeley. Only in 1980 was it reported that the smallest counterexample is n = 906150257 [39] . In fact, the Pólya conjecture fails to hold for most values of n in the range of 906150257 ≤ n ≤ 906488079. In this region, the function reaches a maximum value of 829 at n = 906316571. To the best of our knowledge, as of April 2008, the highest value that the conjecture has been tested with is 7.5 × 10 ((head l, last l), (lower,upper)) and the GAP computational part is:
LiouvilleFunction:=function( n ) if n=1 then return 1; elif Length(FactorsInt(n)) mod 2=0 then return 1; else return -1; fi; end; gapLiouville := function( n, x ) local total, max, s, list; s := LiouvilleFunction(n); total:= s; max:= s; n:= n+1; while n <= x do s := LiouvilleFunction(n); total := total + s; if (max < total) then max:= total; fi; n := n+1; od; list := [total, max]; return list; end;
The implementation splits the whole sum into partial sums to be computed in parallel. myMakeList generates a special list which contains the boundaries of each partial sum. sumL relies on the masterSlaves pattern to apply the liouville function to each interval in parallel. liouville calls gap-liouville to calculate the partial sum for the given intervals. It returns the interval boundary, the partial sum and the highest sum in the interval. mySum calculates the total sum for all partial intervals. For each interval, it also adds the total sum of the prior intervals to the highest sum to determine whether there is a positive sum from this interval. Finally, mySum returns the total sum plus indications for those intervals that have been determined to have a positive sum.
Performance Results
This section presents two performance results:
Parallel Performance Table 7 shows the performance of liouville applied to the range [1..906150257 on the 28-node bwlf cluster described earlier. The first column in the table shows the number of processors (PEs). the second and third column show runtimes and speedups. The graph plots the relative speedup and runtime for GCA-GAP running liouville on the same range. This results strength the earlier claim that GCA continues to provide significant parallel performance on different real application with a speed of 26.1 on 28 PEs. PowerMac dual-processor 2.5GHz G5 workstations at Simon Fraser University, each with 2GB of memory, he evaluated the summatory Liouville up to 7.5 × 10 13 . The job was run over thirty nights, requiring about 2.5 years CPU time in total. In comparison, using our GCA interface, we obtained the same results in 13 days and 20 hours on our 28-processor bwlf cluster, despite using a relatively naive algorithm, and a much slower processor 2 , with less memory. This demonstrates that the GCA interface is capable of undertaking challenging computational examples that are more than competitive with the state-of-the-art in specialised implementations. It also demonstrates the robustness and correctness of our implementation.
We have shown that we can obtain good parallel performance by coordinating components from a single computational algebra system, GAP. By using a common protocol, an early version of SCSCP [14] , we are, in fact, able to link and orchestrate components written using several different computational algebra systems. This increases expressive power, meaning that new problems can be solved. Our overall aim is to orchestrate components written using GAP, Maple, MuPAD, KANT, and possibly other systems. This section shows how GCA can orchestrate multiple computational algebra systems using two examples that combine GAP and Maple components.
Totient Inverse
The Totient Inverse program computes, sequentially, the Totient of a positive integer. It then finds all numbers which have the same Totient value, i.e. all numbers x which have the same value of P hi(x). While GAP provides a built-in totient (P hi) function, there is no convenient way of computing the inverse Totient. In contrast, Maple has a built-in invphi function. In the implementation of Totient Inverse, totient is calculated using the gapPhi function, which invokes GAP's Phi function on value. The totient inverse is the list of integers given by maplePosiInt which invokes Maple's numtheory[invphi] on totient. 
Finite State Automata
This example arose from a research problem [4] . Finite state automata comprise a finite number of states, transitions between those states, and a set of actions. A finite state automaton defines a regular language. One interesting feature of such a language is its growth rate, which can be found as the second largest real eigenvalue of the transition matrix of the automaton. A GAP package provides efficient functions for constructing and manipulating automata and can compute the transition matrix, but, owing to the lack of floating point support in GAP, cannot find the actual growth rate. Maple, by contrast, has excellent real number facilities, but no support for automata. In this example we combine the two systems to determine the growth rates of some languages of interest. We show the computation for one specific automaton. FSAtoMatrix converts the automaton, aut, into its transition matrix, and CharPolyOfFSA gives the characteristic polynomial for matrix m.
CharPolyOfFSA := function() local aut, m, c; aut:=Automaton("Det", 4,2,[ [3, 4, 3, 4] , [3, 3, 4, 4] The GCA program calls two functions, gapAutomaton and mapleFsolve. gapAutomaton calls the GAP CharPolyOfFSA function to build an automaton and return its characteristic polynomial. The mapleFsolve function calls Maple's fsolve function to compute the roots of the given polynomial. 5 Related Work
Parallel Symbolic Computation
Work on parallel symbolic computation dates back to at least the early 1990s -Roch and Villard [37] provide a good general survey of early research. Within this general area, significant research has been undertaken on parallelising specific computational algebra algorithms, notably term re-writing and Gröbner basis completion (e.g. [5, 7] ). A number of one-off parallel programs have also been developed for specific algebraic computations, mainly in representation theory [30] .
There have been several attempts to provide support for parallelism in specific computational algebra systems. For example, ParGap [11] is an extension of GAP which defines a similar set of parallel patterns to our basic set; the new Threads package for Maple [27] provides userlevel routines for multi-threaded programming on multicore computers; the Distributed Maple environment [38] allows the construction of Maple applications across distributed systems; Maple2g [34] uses Globus to link Maple to computational Grids; and the rather misleadingly-named gridMathematica and Mathematica Personal Grid Edition similarly support parallel cluster computing in Mathematica.
In contrast to these attempts, very few production parallel algorithms have been produced. This is partly due to the complexities involved in programming such algorithms using explicit parallelism, which are accidental for many programmers in this domain. It is also partly due to the lack of generalised support for communication, distribution etc, in these systems. By abstracting over such issues, by providing system-independent orchestration of parallel programs and, especially, through the identification of the domainspecific patterns noted above, we anticipate that SymGridPar will considerably simplify the construction of effective parallel computational algebra computations.
Other Systems Linking Parallel Functional Languages and Computer Algebra Systems
There have also been some previous attempts to link parallel functional programming languages with computer algebra systems, for example, the GHC-Maple interface [20] ; or the Eden-Maple system [28] . None of these systems is in widespread use at present, however; none supports the broad range of computational algebra applications we are targeting, or has the support of the developers of those systems; none has such an ambitious goal in terms of orchestrating legacy sequential components; and none has achieved comparable results to those reported here.
Parallel Coordination Languages
In a coordination language, behavioural control is achieved by the use of a meta-language (the coordination language) into which is embedded the normal algorithmic language (the computation language). The coordination language approach is typified by Linda [15] or PCN [13] . Linda uses a shared tuple space to express communication between sequential processes written in the computation language, whereas PCN uses three composition operators to link pairs of communication ports sequentially, in parallel, or through choice.
Clearly, the approach we have described here can be seen as an example of a coordination language. Our approach differs from these earlier approaches in three main ways: firstly, by providing a set of standard parallel patterns that can be directly called by the applications programmer from within the host computational algebra system, we avoid the need for significant parallel programming or paradigm-shift in many cases; secondly, we provide very high level abstraction over parallelism issues such as task migration, placement etc; and finally, our approach generalises to computational Grids as well as parallel systems.
Orchestrating Parallel Computational Algebra Systems
Several other projects aim to support computational algebra systems as either Web or Grid services. These include GENSS [17] , GEMLCA [16] , NetSolve/GridSolve [32] , Geodise [18] , MapleNet [27], Web Mathematica [29] and MathGridLink [40] . However, none of these systems is capable of composing and linking heterogeneous systems, as we have done. Unlike these approaches, SymGrid-Par is designed from the outset to support parallelism for a variety of symbolic systems. SymGrid-Par already unites two major systems, and the work required to add a new system mainly consists of adding simple SCSCP and GCA support. SymGrid-Par allows symbolic components to be orchestrated instead of developing specific tools for each system. While this may seem to carry performance penalties, we have demonstrated above that, in practice, we can achieve very good speedup on a real distributed systems.
Conclusions and Future Work
We have presented a generic interface for constructing parallel applications from multiple computational algebra systems, SymGrid-Par, using the SCSCP protocol.
We have demonstrated the flexibility of our approach by parallelising three test problems which capture typical features of real computational algebra problems, including a problem with multiple levels of irregular parallelism that is not readily solved by other parallel computational algebra systems. In all cases, we achieve very good absolute speedups over the corresponding sequential implementations. We have further demonstrated the usability of our system by comparing our performance with recent ongoing research that is aimed calculating the values of the summatory Liouville function. We obtain both accurate results and better absolute performance than our rivals. Finally, we have used two examples to show how we increase the expressive power of computational algebra systems by orchestrating different computational algebra systems, in this case GAP and Maple, into a coherent parallel application.
Despite being both extremely generic, and requiring absolutely no changes to the computational algebra kernel systems, our approach is also highly competitive with ParGAP, a specialised parallel implementation of GAP. In fact, in most cases SymGrid-Par outperforms ParGAP in terms of both relative speedup and absolute execution time. Moreover, our approach is both scalable and portable: for the applications we have considered here, we obtain speedups over a sequential GAP system of up to 33.4 on a 28-processor cluster.
We must now extend our results to cover a wider variety of computational algebra systems, firstly on parallel clusters and then, by extending preparatory work that we have done to map GUM to the Grid [3] , on wide-area computational Grids. The implementors of the Kant [12] and MuPAD [31] systems are partners in the EU-funded SCIEnce project that has sponsored our work, and we will shortly integrate these systems into SymGrid-Par. We anticipate delivering similar parallel performance to the users of these other computational algebra systems, again without needing to alter the stable, reliable and widely-used sequential kernels of these systems. The benefits of lightweight orchestration using our approach are clear: it is possible to achieve good parallel performance without needing major system rewrites, and without the need for end-users to learn painful low-level parallel programming techniques. This is a major gain for developers and users of complex legacy systems wishing to take rapid and straightforward advantage of the upcoming availability of cheap commodity parallel hardware. It is our conclusion that, by using our coordination-based approach, not only is "parallelism without pain" possible for both programmers and system developers, but that it can also be highly practical. Moreover, despite the genericity of our solution, the resulting performance can even, in some cases, exceed that of much more limited, specialised parallel implementations.
