Based on the so-called re-scaling method, we will give a detailed description of the solutions to the Hamiltonian system (1) below, which was discovered only recently by Kecker [4, 5] , and is strongly related to Painlevé's fourth differential equation. In particular, the problem to determine those fourth Painlevé transcendents with positive Nevanlinna deficiency δ(0, w), is completely resolved.
Introduction
The Hamiltonian system has been discovered by Kecker [4, 5] when questing for systems having the so-called (pseudo) Painlevé property. Roughly speaking, this means that the system has "no movable singularities but poles", or, more precisely, that every solution admits unrestricted analytic continuation in the plane except for fixed singularities (which do not occur here); and "pseudo" means that, in addition, also moving algebraic singularities are admitted. It is not hard to verify, although more elaborate to discover, that w = p + q − z solves the differential equation
Kecker [4] found some implicit second order equation for q. Obviously, equation (3) is closely related to Painlevé's fourth equation is a solution to (3) with (α, β) replaced by (ωα,ωβ), p and q may be re-discovered:
(5) (ω −ω)p =w −ωw − (ω − 1)z and (ω − ω)q =w − ωw − (ω − 1)z.
This could be the end of the story. The "old new" transcendents p and q, however, have so many interesting properties that it seems justified to study them in their own right.
Notation and simple properties
By Λ we denote the set of non-zero poles of p. It is easily seen that the poles λ are simple, and p and q have residues ̺ and −̺, respectively, where ̺ is some third root of unity. Thus Λ is divided in a natural way into three disjoint sets Λ ̺ , ̺ 3 = 1. With Λ we associate the sets (6) △ δ (λ) = {z : |z − λ| < δ|λ| −1 } and Λ δ = λ∈Λ △ δ (λ).
If it is clear which solution (p, q) is under consideration, we will also write H(z) = H(z, p(z), q(z)). The following holds at poles in Λ 1 :
p(z) = (z − λ) −1 + The coefficient h = h(λ) remains undetermined and free. Actually λ and h may be prescribed to determine a unique solution. To determine the Laurent series at poles with residue ̺ (̺ 3 = 1), we replace p and q by x =̺p and y = ̺q, respectively. Then x and y satisfy x ′ = −y 2 − zx −̺α, y ′ = x 2 + zy + ̺β, and we thus obtain the Laurent developments for p = ̺x and q =̺y by replacing (p, q, α, β) in (7) by (x, y,̺α, ̺β): In particular, this means that the development (8) remains valid at poles with residue ̺, provided α and β are replaced by̺α and ̺β, respectively. Hence g(z) = exp( H(z) dz) is an entire function that has simple zeros at the poles of p, and no others.
Bäcklund transformations.
Trivial Bäcklund transformations are (ω 3 = 1 arbitrary) ( 
11)
M ω : p(z) =ωp(z),q(z) = ωq(z) (α, β) → (ωα, ωβ)
R : p(z) = −iq(iz),q(z) = −ip(iz) (α, β) → (−β, −α) R : p(z) = p(z),q(z) = q(z) (α, β) → (ᾱ,β)
Nontrivial Bäcklund transformations were found by Kecker [4] (12) B ω :
(as long as the denominator does not vanish identically). By Bäcklund transformation we mean any repeated application of the above transformations. Bäcklund transformations act on pairs (p, q), components p and q, and also parameters (α, β). Under the Bäcklund transformation B ω the residues ̺ = res λ p change as follows: 
is normal on C in the sense of Montel, and all limit functions f = lim κn→∞ f κn are ≡ ∞, at least one of them being non-constant. If, in addition, all limit functions are non-constant, then f is said to belong to the Yosida class Y a,b . The functions of class Y 0,0 were introduced by Yosida [12] , and for arbitrary real parameters by the author [9] . The class Y 0,0 is universal in the sense that it contains all limit functions f = lim
properties, for example they satisfy f
, and m(r, f ) = O(log r), and even T (r, f ) ≍ r 2+2b and m(r, 1/f ′ ) = O(log r) if f ∈ Y a,b . For notations and results in Nevanlinna Theory the reader is referred to Hayman's monograph [3] .
3.2. An application to the system (1). We quote from Shimomura's paper [6] , section 5.2, and also from section 6 in the author's paper [8] the following facts about the solutions to (4) and, obviously, also to the functions w = p + q − z solving (3) and to w =̺p + ̺q − z (̺ 3 = 1) which solve similar equations:
• For δ > 0 sufficiently small, the discs △ δ (λ) (λ ∈ Λ) are mutually disjoint;
• w = O(|z|) as z → ∞ outside Λ δ (for the definition of △ δ and Λ δ cf. (6)). It follows from (5) that the second condition is equivalent to
If λ is any pole with residue res λ p = ̺, then it follows from (7) that f = ̺p ′ +p 2 −̺zp is regular on △ δ (λ), and f (z) = O(|z| 2 ) on ∂△ δ (λ) continues to hold on △ δ (λ) by the Maximum Principle. This implies |p ′ | = O(|z| 2 + |p| 2 ) on △ δ (λ), and on combination with (16) this gives
From (17) easily follows: Theorem 1. The solutions p and q to equation (1) 
for some constant c depending on (κ n ).
By Marty's well-known criterion (see Ahlfors [1] ), the family (f κ ) |κ|>1 is normal on C, and so is the family of functions p κ (z) = (1 + κ −2 z)f κ (z). The same is true for the family (q κ ). The limit functions are finite since p and q have simple poles at z = 0 with residues ̺ and −̺, respectively, if lim κn→∞ |κ n |dist (κ n , Λ) = 0, while p(0) and q(0) are finite if lim inf κn→∞ |κ n |dist (κ n , Λ) > 0. Obviously, p and q solve (18) with
for some sequence of poles (λ n ).
Remark. Constant limit functions are (0, 0) and (−ω, −ω) with ω 3 = 1. They correspond to c = 0 and c = Proof. For δ > 0 sufficiently small, the closed discs△ δ (λ) about the poles λ = 0 are mutually disjoint, hence any two points a, b ∈ D δ = C \ λ∈Λ△ δ (λ) may be joined by a curve that is contained in D δ ∩ {z : |z| ≥ min{|a|, |b|}}. We denote the corresponding cluster set of z −3 H(z) as z → ∞ on D δ by C δ (p, q), and note that
is uniformly bounded on D δ , and connected by the special property of
and that the limits (20) belong to C δ (p, q). If η ≤ |κ n |dist (κ n , Λ) = |κ n ||κ n − λ n | < δ holds for some λ n ∈ Λ, and if p = lim n H(κ n ) exist, we replace κ n by λ n with the following effect: from λ n = κ n +κ −1 n z n with (z n ) bounded, hence z n → z 0 as we may assume, it follows that λ −1
Finally, if we start with sequences (p λn ) and (q λn ) with λ n ∈ Λ, we may as well consider (p κn ) and (q κn ) with |κ n ||κ n − λ n | = δ, hence
Combining both arguments this also proves (21).
3.4. An algebraic curve. The algebraic curve
• has genus zero if c = 0, and • has genus one otherwise.
In the first case (c = poles forming a 2πi/3−periodic sequence, this time with alternating residues. In the remaining cases, the solutions to (23) are elliptic functions parametrising the curve (22); they have elliptic order three with corresponding lattice L c depending only on c.
Value distribution
4.1. The order of growth. We note as a corollary to Theorem 1 the following estimate:
Theorem 3. The solutions to equation (1) have order of growth at most four:
we easily obtain (24) when using the Ahlfors-Shimizu form of the Nevanlinna characteristic,
Remark. This result corresponds to the meanwhile well-established estimate [6, 8] for the order of growth of the fourth Painlevé transcendents.
4.2.
Solutions of maximal growth. Suppose that the cluster set C(p, q) contains some parameter lim
given ǫ > 0 sufficiently small there exists η > 0 such that the re-scaling procedure for |κ n − κ n | < η|κ n | leads to limit functions p and q with
. Now p and q are elliptic functions with fundamental parallelogram P c , whose diameter and area is uniformly bounded and bounded away from zero. It is thus easily deduced that the disc |z − κ n | < η|κ n | contains at least const|κ n | 4 poles of p (it is almost the same to say that the disc |z| < r contains ∼ πr 2 lattice points m + in),
holds. On combination with n(r, Λ) = O(r 4 ) we thus have:
The distribution of residues. Leaving the rational solutions aside we henceforth will consider only transcendental solutions. From
it follows by the usual rules of Nevanlinna Theory that 2m(r, q) ≤ m(r, p)+O(log r), and in the same manner 2m(r, p) ≤ m(r, q) + O(log r) is obtained, hence m(r, p) + m(r, q) = O(log r), T (r, p) = N (r, Λ) + O(log r), and T (r, q) = N (r, Λ) + O(log r) hold; here N (r, Λ) denotes the common Nevanlinna counting function of poles. Cauchy's Residue Theorem yields
provided the circle C r : |z| = r intersects no pole. If C r intersects the disc △ δ (λ), we replace the arc C r ∩ △ δ (λ) by the sub-arc of ∂△ δ (λ) outside C r if |λ| ≤ r, and inside C r otherwise. This way we obtain a simple closed curve Γ r such that
without changing the integral (25). The length of the part of Γ r restricted to any sector of central angle Θ is O(rΘ), hence the integral is O(r 2 ). Taking real and imaginary parts, we obtain
Theorem 5. For any transcendental solution (p, q) to equation (1) , the counting functions n(r, Λ ̺ ) are equal up to a term O(r 2 ), that is, we have
In particular, if one kind of poles is missing, p and q have order of growth at most two:
Strings of poles.
Re-scaling along any sequence of poles with corresponding limit c ∈ {0, 1 3 } leads to the following situation: given ǫ > 0 and R > 0 there exists r 0 > 0, such that for any pole λ 0 in |z| > r 0 , the disc △ R (λ) contains the poles
with ̟ = 2πi/3 and ̟ = 2π/ √ 3, respectively, and no others (k 1 = k 2 = [R/|̟|] if R is large and not an integer multiple of |̟|). In other words, for C(p, q) ⊂ {0, 1 3 }, each pole λ with |λ| sufficiently large belongs to some unique sequence (λ n ), called string of poles; it satisfies the approximative recursion
the counting function of {λ n } is given by n(r, {λ n }) ∼ r 2 2|̟| . We note that the estimate n(r, Λ) = O(r 4 ) now can be completed:
Proof. This is obvious if Λ contains a full string. In any case the re-scaling method shows that to any pole λ of sufficiently large modulus there exists some poleλ satisfying |λ| < |λ| < |λ| + O(|λ| −1 ), this implying r 2 = O(n(r, Λ)).
Asymptotic expansions and pole-free sectors
5.1. Pole-free sectors. Let (p, q) be any transcendental solution to (1) . If p has no poles on some sector S : | arg z −θ| < θ, |z| > r 0 , the re-scaling procedure with κ n ∈ S δ : | arg z −θ| < θ−δ leads to solutions (p, q) without poles, hence to constant solutions. The possible constants are (0, 0) and (−τ, −τ ), again with τ 3 = 1, hence we have either p(z) = o(|z|) and q(z) = o(|z|), or else p(z) = −τ z + o(|z|) and q(z) = −τ z + o(|z|) as z → ∞ on S. In each case we will prove that this leads to asymptotic expansions on certain pole-free sectors.
5.2.
Asymptotics on pole-free sectors with C(p, q) = {0}. In the first case the following holds in more generality:
. Then p, q, and H have asymptotic expansions
that contains the rayσ. Proof. From our hypothesis it also follows that H(z) = o(|z| 3 ) holds alongσ. Rescaling along any sequence (κ n ) onσ yields limit functions p and q satisfying
Thus there are pole-free discs |z − re iθ | < r −1 κ(r) such that κ(r) → ∞ as r → ∞. To identify the maximal pole-free sector that containsσ (if any), we start with r 0 > 0 sufficiently large and define the sequence (r n ) inductively by r n+1 = r n + 4r
n . By θ n we denote the largest number such that A n = {z : r n ≤ |z| ≤ r n+1 ,θ ≤ arg z < θ n } contains no pole of p, noting that r n θ n ∼ κ(r n ) → ∞. We may assume that there exists some poleλ 0 on ∂A 0 , hence argλ 0 = θ 0 . The same is true at least for some sub-sequence ∂A n k . Re-scaling along the sequence (λ n k ) then yields limit functions p andq that have simple poles at z = 0 and satisfyp 3 +q 3 + 3pq = 3c. Since A n k is large with respect to the metric ds = |z||dz| and contains no pole,p andq cannot be elliptic functions, and this and lim z→∞ H(z)z −3 = 0 on n A n implies c = 0, hence the algebraic curve (22) has genus zero. It follows from Hurwitz' Theorem on the poles of limit functions that to each poleλ n k there exist five poles
on |z −λ n | < 5|λ n | −1 , and no others. Since z k,±2 does not belong to the annulus r n k ≤ |z| ≤ r n k +1 , it follows that A n k −1 and A n k +1 , hence each A n contains some poleλ n on its boundary, and (λ n ) is a sub-sequence of some sequence (λ n ) of poles satisfying the approximate recursion (27). Thus arg λ n and θ n approach (2ν + 1) π 4 >θ for some ν. The same argument applies to the regions {z : r n ≤ |z| ≤ r n+1 , θ n < arg z ≤θ}, this showing that the sectors Σ ν are the natural pole-free sectors in the sense that for every δ > 0, S δ = {z :
− δ} contains only finitely many poles. For z ∈ S δ sufficiently large we set max{|p(z)|, |q(z)|} = ǫ|z|. Since
we may assume ǫ = ǫ(z) < This yields (ǫ − ǫ 2 )|z| 2 < K and ǫ < 2K|z| −2 , hence
again by Cauchy's Theorem. From (1) it then follows that
has already been proved. From (1) it then follows that • .
Proof. In both cases, g(z) = exp H(z) dz is an entire function of finite order (≤ 4) having simple zeros at the poles of p and q. Taking into account the asymptotics (28) and (31) of H, we consider
in the respective cases. Then on | arg z −θ ν | < 2 ) then shows that C + = C − = C, and f (z) = C + o(1) holds as z → ∞ on | arg z −θ ν | < δ. Hence f and also g has only finitely many zeros, and p has only finitely many poles on that sector, that is, p and q have an asymptotic expansion on | arg z −θ| < δ which coincides with those on the sectors Σ ν and Σ ν+1 .
1 Many of the computations at various places were performed with the help of maple. 2 The version we will use can easily be derived from the following standard version: Let Proof. To prove existence we set, in the first case (28), t = z 2 , p(z) = t 2 to obtaiṅ
Then given any half plane H, Theorem 14.1 in Wasow's monograph [11] applies to the corresponding system for x = u − √ −α and y = v − √ −β in H; it yields existence of some solution having asymptotic expansion
Thus (1) has some solution with asymptotic expansion (necessarily given by (28)) on S = √ H. If, however, S contains some rayσ ν : arg z = ν π 2 , then by Theorem 7, the asymptotic expansion extends to the half-plane | arg z − ν π 2 | < π 2 . We note, however, that the proof only works if αβ = 0. In the trivial case α = β = 0 we have p ≡ q ≡ 0. In case of α = 0 and β = 0, say, we set t = z 2 , p(z) = t −3/2 u(t) 2 , and q(z) = t −1/2 v(t) 2 to obtain the systeṁ
Again, Theorem 14.1 in [11] applies to the system for
In the same way one may deal with the second case (31): just set t = z 2 , p(z) = t 1 2 u(t) 2 , and q(z) = t 1 2 v(t) 2 to obtaiṅ
and apply Theorem 14.1 in [11] to the system for x = u − √ −τ , y = v − √ −τ (the non-trivial solutions to ξ + η 2 = ξ 2 + η = 0 are (ξ, η) = (−τ, −τ ) with τ 3 = 1).
To prove uniqueness we consider two solutions (p 1 , q 1 ) and (p 2 , q 2 ) having the same asymptotic expansion on some sector S. Then u = p 1 − p 2 and v = q 1 − q 2 tend to zero faster than every power z , respectively, systems of this kind have some solution u 1 that tends to infinity, and also some non-trivial solution u 2 (called sub-dominant) that tends to zero exponentially as z → ∞. If, however, S is any sector with central angle greater than π 2 , then every non-trivial solution to z −1 u ′ = A(z)u tends to infinity as z → ∞ on some sub-sector of S. This proves (p 1 , q 1 ) = (p 2 , q 2 ) if S is a half-plane.
Remark. Theorem 14.1 in [11] applies, in particular, to algebraic systems
as t → +∞, y → 0) on arbitrary sectors with central angle π n+1 ; the number n + 1 ≥ 1 is called rank. We note that it is also part of the hypothesis that the system has a formal solution 5.7. Rational solutions. For rational solutions, the asymptotic series in (28) and (31) converge on |z| > r 0 . Suppose that p has n ̺ finite poles with residue ̺. In the first case, integrating p, q, and H over any large circle |z| = r yields
−̺n ̺ = −β and
2 Z, and −αβ = |α| 2 ∈ N 0 . In the second case (31) we obtain in the same way, restricting ourselves to the case τ = 1 in (31),
2 Z, and α 2 +ᾱ 2 − |α| 2 − 1 ∈ 3N 0 .
Solutions of minimal growth
6.1. The class P α,β . Our focus is on transcendental solutions (p, q) to (1) satisfying n(r, Λ) ≍ r 2 . These solutions form the class P α,β . If it is clear which parameters are in question or if the parameters are irrelevant, we shall write just P. By Theorem 5, any solution that misses one kind of poles belongs to P, while from Theorem 4 it follows that either C(p, q) = { 1 3 } or else C(p, q) = {0} holds for (p, q) ∈ P. We also note that the union of classes P α,β is invariant under Bäcklund transformations:
6.2. The case C(p, q) = {0}. In the first case we have Theorem 11. The solutions (p, q) to equation (1) with cluster set C(p, q) = {0} and counting function n(r, Λ) = O(r 2 ) are rational functions, g(z) = exp H(z) dz is a polynomial and p and q are rational of degree −αβ.
Proof. There exist only finitely many strings of poles, and p and q have asymptotic expansions given by (28), one and the same on each sector
From Theorem 9 it then follows that these expansions hold throughout the whole plane, hence p and q are rational functions, while the entire function g satisfies g(z) ∼ Cz −αβ as z → ∞, hence is a polynomial of degree −αβ.
}, p has n ̺ (p) strings of poles with residue ̺, ̺ 3 = 1. It is quite natural to consider subclasses of P α,β as follows: the pair (p, q) belongs to class
It is obvious that the six classes P α,β (̺) and P α,β (̺ 1 , ̺ 2 ) are mutually disjoint, and are contained in P α,β by Theorem 5. We also note that n ̺ (p) = 0 implies that p has at most finitely many poles with residue ̺.
6.4.
Asymptotics and the distribution of residues. Let (p, q) be any pair in P with cluster set C(p, q) = { 1 3 }. With each string of poles s = (λ k ) we associate a polygon π(s) with vertices λ k . We assume that the polygons π ν = π(s ν ) are in cyclic order (counter-clockwise). They divide |z| > r 0 into finitely many domains
; D ν is bounded by π ν , π ν+1 and some sub-arc of |z| = r 0 . Re-scaling along any sequence (κ m ) in D ν with |κ m |dist (κ m , Λ) → ∞ yields constant limit functions p = −ω ν and q = −ω ν , hence
this does, of course, not mean that p has an asymptotic expansion on D ν , except when D ν contains some sector. To determine ̺ ν = res sν p we assume arg λ k ∼ 0 for the sake of simplicity, and compute
along a closed curve γ ν surrounding s ν ∩ {z : r 0 < |z| < r}. Given δ > 0 sufficiently small, γ ν consists of sub-arcs σ r0 and σ r of |z| = r 0 and |z| = r, of length at most δr 0 and δr, respectively, and arcs γ These arcs contribute to the integral (34) as follows: Table 1 displays the various possibilities (yes/no). Table 1 . The asymptotics determines the residues, and vice versa (ω =
6.5. Solutions of the first kind. Suppose that (p, q) ∈ P α,β (1), say. Then w = p + q − z has only finitely many poles and vanishes at every pole with residue 1.
On the other hand it follows from m(r, w) = O(log r) that w is a rational function, hence vanishes identically. From equation (3), (1), and also from the development of p + q − z in (9) it then easily follows that α − β + 1 = 0 and h(λ) = 0. Conversely, let (p, q) be any solution to (1) such that p(z 0 ) + q(z 0 ) − z 0 = 0 at some regular point. Then w = p + q − z satisfies 
Proof. We restrict ourselves to the case ̺ = 1. The differential equation (35) and the form of H is obtained from (1) and (2) by replacing q by z − p. To prove that P α,α+1 (1) is non-empty, we start with any transcendental solution to equation (35) -not every solution can be rational -, and set q = z − p. Then
− i √ 3w is regular at λ and assumes the value
w(w + 3) if α = 1. In the latter case, w has no zeros. For ̺ = 1, say, equation (35) may be transformed into
). The transcendental solutions to equations of this type were analysed in [10] , two major results may be described as follows:
• The set of poles of generic solutions u consist of four sequences (ζ
• There are four degenerate solutions u µ having only sequences of poles for ν = µ and ν = µ + 1, such that
π 4 (for some parameters α, rational instead of degenerate solutions might occur). In our case (35) it follows that Λ consist of two or four strings (λ k ), each with counting function n(r, {p k }) ∼ √ 3 4π r 2 and asymptotic to the rays arg z = ν π 2 (ν = µ, µ + 1 or ν = 0, 1, 2, 3). From Table 1 it follows that the residues determine the asymptotics. 6.6. Solutions of the second kind. We will confine ourselves to the symmetric class P α,β (̺,̺), noting that M̺P α,β (1, ̺) = P ̺α,̺β (̺,̺). For ω ∈ {̺,̺} we consider the linear combination u ω = ωp +ωq + z 2 ; u ω is regular at poles of p with residueω and has simple poles at poles of p with residue ω:
Like in the first case we may conclude that u ω satisfies the Riccati equation
This means, in particular, that p has four [two] strings of poles with residues ̺ and ̺, asymptotic to all [two adjacent] directions arg z = ν 2 with respect to each of p and q, thus
and also
is necessary for P α,β (̺,̺) = ∅. We also note that (α, β) = (1, −1) is the unique solution to the linear system −α + β + 2 = 0,ωα − ωβ + 1 = 0. By Proposition 1 below we obtain (α, β) = (1, −1) as further necessary condition for P α,β (̺,̺) = ∅.
Based on these considerations we will prove: Proof. Replacing pq, q 2 + zp, and p 2 + zq in (39) by H ′ , −p ′ − 2 − β, and q ′ − β, respectively, we obtain (q − p − H) ′ + z 2 + β + 1 = 0, hence also
holds. Since p and q are transcendental, this is compatible with (39) if and only if c = 0 (we note that
). Thus also (40) holds, while h(λ) + iIm ω = (β + 1)λ at poles of p with residue ω ∈ {̺,̺} follows from (37) and (8) .
To prove the second assertion, we note that (α, β) = (1, −1) and (38) imply that ̺α −̺β + 1 = 0, and also that the function ̺p +̺q − z does not vanish identically since it has poles at poles of p with residue ̺. According to (13), the poles of p with residue ̺ survive as poles of B ̺ p with the same residue, while the poles of p with residue̺ disappear (we note that n ̺ (p) = n̺(p)). The zeros of f = ̺p+̺q−z which are not poles of p with residue̺ may create poles with residue̺. From T (r, f ) = N (r, f ) + O(log r) = N (r, Λ ̺ ) + O(log r) = N (r, Λ̺) + o(r 2 ) and Nevanlinna's First Main Theorem, however, it follows that
hence f has at most o(r 2 ) zeros on |z| < r except those arising from poles of p with residue̺. This proves n̺(B ̺ p) = n 1 (B ̺ p) = 0 and B ̺ (p, q) ∈ P ̺β−̺,̺β+̺−1 (̺). To prove that (38) together with (α, β) = (1, −1) is sufficient for P α,β (̺,̺) = ∅, we start with any transcendental pair (p,q) ∈ Pα ,β (̺) with (α,β) = (̺β −̺,̺β +̺−1), and note that̺α − ̺β + 1 = β − ̺ − (β + 1 − ̺) + 1 = 0, but ̺α −̺β + 1 = (̺ − ̺)β − 1 − (̺ −̺) + 1 = 0 for β = −1. Thus̺p + ̺p − z vanishes identically, but ̺p +̺p − z does not, so that (p, q) = B ̺ (p,q) is well defined. From (13) it then follows that the poles ofp remain poles of p with residue ̺, while new poles with residue̺, but none with residue 1, might be created by the zeros off = ̺p +̺p − z, if any. Since (p, q) solves (1) with parameter (β + 2, β), hence (β + 2) − β + 1 = 0, the poles with residue̺ actually exist, and (p, q) ∈ P β+2,β (̺,̺) follows. Remark. The case (α, β) = (1, −1) is indeed exceptional: P 1,−1 (̺,̺) is empty as follows from Proposition 1 below with ̺ 1 = ̺ and ̺ 1 =̺, respectively. We also note that in this case, (1) admits polynomial solutions p = q = −z.
7.
Solutions of the third kind 7.1. Preliminary remarks. Functions (p, q) ∈ P α,β have cluster set C(p, q) = { 
Moreover, p and q have asymptotic expansions p(z) ∼ −τ ν z and q(z) ∼ −τ ν z on the quarter-planes (ν − 1)
. This will be abbreviated by writing
7.2. Special cases. Before proceeding further we will examine two special cases:
Proof. We may assume that ̺ 1 = 1, hence α−β+1 = 0 and n
hold. Then w = p+q−z vanishes at least twice at poles λ ∈ Λ 1 , and if we assume that w does not vanish identically, it follows from m(r, w) = O(log r) and Nevanlinna's First Main Theorem that
hence also 2n 1 (p) ≤ n ̺ (p) + n̺(p) against our hypothesis, and Proposition 1 is proved completely.
Proposition 2. For (p, q) ∈ P α,β with signature (41), the sum
Proof. Obviously, 
holds. The entire function g(z) = exp
12 has order of growth at most four and satisfies
In the first step we will show that Re a = Re b, and assume to the contrary that Re a > Re b. Then f (z) = e In particular, we have a = b, this implying that g has only finitely many zeros at all, and p has only finitely many poles in contrast to our assumption that p is transcendental. Thus Proposition 2 is completely proved.
7.3. The class P α,β . We will now prove the main result of this section:
Theorem 14. To any (p, q) ∈ P α,β there exists some Bäcklund transformation B, such that Bp + Bq − z = 0 and Bα − Bβ + 1 = 0 holds, that is, B(p, q) ∈ P Bα,Bα+1 (1).
Proof. Suppose (p, q) ∈ P α,β has signature (41). On combination with the asymptotics of p, Cauchy's Theorem gives
Taking real and imaginary parts, we obtain (42) T (r, y) + O(log r), see [2, 7] ). We will prove the following surprising and never expected result: This proves δ(0, w) = 0 provided lim sup r→∞ T (r, w)/r 2 = ∞. Otherwise T (r, w) = O(r 2 ) holds, and (p, q) belongs to the class P α,α+1 for some α. From (1) and α − β + 1 = 0 it follows that w ′ /w = p − q, hence w has zeros of order two at the poles of p with residue 1, and no others. In any case we have (46) 1 − δ(0, w) = 2n 1 (p) n ̺ (p) + n̺(p) , and δ(0, w) > 0 implies n 1 (p) < 1 2 (n ̺ (p)+n̺(p)). It suffices to discuss the signatures (45), thus to assume n ̺ ≥ n̺ and n ̺ > n 1 . In both cases, the proof of Theorem 14 shows that the sequence 
