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RANGES OF BIMODULE PROJECTIONS AND
REFLEXIVITY
G. K. ELEFTHERAKIS AND I. G. TODOROV
Abstract. We develop a general framework for reflexivity in dual Ba-
nach spaces, motivated by the question of when the weak* closed linear
span of two reflexive masa-bimodules is automatically reflexive. We es-
tablish an affirmative answer to this question in a number of cases by
examining two new classes of masa-bimodules, defined in terms of ranges
of masa-bimodule projections. We give a number of corollaries of our
results concerning operator and spectral synthesis, and show that the
classes of masa-bimodules we study are operator synthetic if and only if
they are strong operator Ditkin.
1. Introduction
Operator synthesis, introduced by W. Arveson [2] and subsequently de-
veloped by V.S. Shulman and L. Turowska [20], [21], is an operator theoretic
version of the well-known concept of spectral synthesis in Harmonic Analy-
sis. Due to the work of W. Arveson, J. Froelich, J. Ludwig, N. Spronk and L.
Turowska [2], [7], [18], [14], it is known that the notion of spectral synthesis
“embeds” into that of operator synthesis in that, for a large class of locally
compact groups G, given a closed subset E of G, there is a canonical way to
produce a subset E∗ of the direct product G×G, so that the set E satisfies
spectral synthesis if and only if the set E∗ satisfies operator synthesis. Thus,
the well-known, and still open, problem of whether the union of two syn-
thetic sets is synthetic can be viewed as a special case of the problem asking
whether the union of two operator synthetic sets is operator synthetic.
The notion of operator synthesis is closely related to that of reflexivity.
Recall that a subspace S of the space B(H1,H2) of all bounded linear oper-
ators from a Hilbert space H1 into a Hilbert space H2 is called reflexive if
it coincides with its reflexive hull [13]
Ref S = {T ∈ B(H1,H2) : Tx ∈ Sx, for all x ∈ H1}.
Reflexive spaces are automatically closed in the weak* (and even the weak
operator) topology. In the present paper we initiate the study of the follow-
ing question:
Question 1.1. Given two reflexive spaces S,T ⊆ B(H1,H2), when is the
weak* closure S + T
w∗
of their sum reflexive?
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Question 1.1 is closely related to the question of whether the union of two
operator synthetic sets is operator synthetic. Indeed, an affirmative answer
to Question 1.1, in the case S and T are bimodules over maximal abelian
selafdjoint algebras (masa-bimodules for short) with operator synthetic sup-
ports, implies that the union of these supports is operator synthetic.
We obtain an affirmative answer to Question 1.1 in a number of cases.
Crucial for our considerations is the class of masa-bimodules consisting of
all ranges of weak* continuous bimodule projections. The latter maps have
attracted considerable attention in the literature, as they are precisely the
idempotent Schur multipliers (see [11]). We study a class of masa-bimodules,
which we call approximately I-injective masa-bimodules, that are defined as
the intersections of sequences of ranges of uniformly bounded weak* con-
tinuous masa-bimodule projections, as well as the more general class of I-
decomposable masa-bimodules (Definition 2.6). Our most general result con-
cerning Question 1.1 is that it has an affirmative answer when S is a reflexive
masa-bimodule, while T is the intersection of finitely many I-decomposable
masa-bimodules. In particular, S + T
w∗
is reflexive whenever S is reflexive
and T is a masa-bimodule (or a CSL algebra) of finite width. These results
are given as an application of a more general result obtained in Section 2,
where a new reflexive hull in the setting of dual Banach spaces is introduced
and examined. We hope that this general setting may be applied in other
instances as well.
Sections 4 and 5 are devoted to connections with spectral and operator
synthesis. As a corollary of our results, we show that the union of an operator
synthetic set and a set of finite width is operator synthetic. This extends
the results of [20] and [23], where it was shown that sets of finite width are
operator synthetic. We give some applications concerning unions of sets of
spectral synthesis in locally compact groups. We show that the supports
of the ranges of weak* continuous masa-bimodule projections are always
operator synthetic. While we do not know whether the same holds for the
supports of approximately I-injective ones, we show that these sets satisfy
a weaker form of operator synthesis (see Theorem 5.2). Moreover, we show
that the supports of the (more general) I-decomposable masa-bimodules are
operator synthetic if and only if they are strong operator Ditkin. We note
that it is an open question in Harmonic Analysis (resp. Operator Theory)
whether every synthetic set (resp. every operator synthetic set) is necessarily
Ditkin (resp. operator Ditkin).
In Section 6 we address the converse to Question 1.1, and obtain sufficient
conditions which ensure the reflexivity of T , provided S and S + T
w∗
are
both reflexive.
2. The general framework
In this section we set up the general framework, introducing a reflexive
hull for subspaces of a dual Banach space relative to a family of commuting
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weak* continuous idempotents. Let X be a dual Banach space with a fixed
predual X∗, and B(X ) be the space of all bounded linear operators on X . As
usual, we denote by ‖φ‖ the norm of an operator φ ∈ B(X ). An idempotent
in B(X ) is an element φ ∈ B(X ) such that φ2 = φ. If S ⊆ X , for the rest
of this section we will denote by S the closure of S in the weak* topology
arising from the identity X = (X∗)∗, and by referring to a “closed set” (resp.
“closed subspace”), we will always mean a set (resp. a subspace), closed in
the weak* topology of X . The convergence of nets of elements of X will
also always be with respect to the weak* topology. Closures in the norm
topology of X will not appear explicitly in the paper.
Let C ⊆ B(X ) be a Boolean algebra of pairwise commuting weak* con-
tinuous idempotents with top element the identity operator id and bot-
tom element the zero operator. This means that C is closed under com-
plementation (that is, φ ∈ C implies φ⊥ def= id−φ ∈ C), contains 0 and
id, and φ + ψ − φψ, φψ ∈ C whenever φ,ψ ∈ C. We denote by Ranφ
the range of an idempotent φ. It is easy to verify that if φ,ψ ∈ C then
Ranφ ∩ Ranψ = Ran(φψ) and Ranφ+Ranψ = Ran(φ+ ψ − φψ).
Definition 2.1. Let Y ⊆ X be a linear subspace.
(i) The subspace Y ⊆ X will be called C-invariant if φ(Y) ⊆ Y for every
φ ∈ C.
(ii) The subspace Y ⊆ X will be called C-injective if Y = Ranφ for some
φ ∈ C.
(iii) The C-reflexive hull of Y is the subspace
Ref CY = {x ∈ X : if φ ∈ C and φ(Y) = {0} then φ(x) = 0}.
The subspace Y is called C-reflexive if RefC Y = Y.
We record some elementary properties of the notions introduced in Defi-
nition 2.1.
Proposition 2.2. (i) If Y1 ⊆ Y2 then RefC Y1 ⊆ RefC Y2.
(ii) The intersection of any family of C-reflexive subspaces is C-reflexive.
(iii) If Y is a C-invariant subspace then RefC Y is C-invariant.
(iv) For every subspace Y ⊆ X , the C-reflexive hull RefC Y is a closed
subspace of X .
(v) Every C-injective space is closed and C-invariant.
Proof. (i) is trivial.
(ii) Let Yα ⊆ X , α ∈ A, be a family of C-reflexive subspaces of X . By (i),
Ref C(∩α∈AYα) ⊆ ∩α∈ARef CYα = ∩α∈AYα.
The converse inclusion is trivial.
(iii) Let x ∈ RefC Y and φ ∈ C. Suppose that ψ ∈ C annihilates Y. Then
ψ(φ(x)) = φ(ψ(x)) = φ(0) = 0; thus, φ(x) ∈ RefC Y.
(iv) Let (xα) ⊆ RefC Y be a net converging to x and φ ∈ C annihilate
Y. Then φ(xα) = 0 for each α and, by the continuity of φ, we have that
φ(x) = 0; thus, x ∈ RefC Y.
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(v) Let φ,ψ ∈ C. For every x = φ(x) we have ψ(x) = ψ(φ(x)) = φ(ψ(x)) ∈
Ranφ, thus, ψ(Ran φ) ⊆ Ranφ. Thus, Ranφ is C-invariant. To show that
Ranφ is close, suppose that (xα) ∈ Ranφ is a net with xα → x. Then
xα = φ(xα)→ φ(x) and so x = φ(x) ∈ Ranφ. 
Proposition 2.3. Let Y ⊆ X be a closed C-invariant subspace and M⊆ X
be a C-injective subspace.
(i) The space M is C-reflexive.
(ii) The algebraic sum Y +M is closed.
(iii) We have RefC(Y +M) = RefC(Y) +M. Thus, if Y is C-reflexive
then Y +M is C-reflexive.
Proof. Let φ ∈ C be an idempotent with range M.
(i) Let x ∈ RefCM. By the assumptions on the family C, we have that
φ⊥ ∈ C, and clearly φ⊥(M) = {0}. It follows that φ⊥(x) = 0, that is,
x = φ(x) ∈ Ranφ =M.
(ii) Suppose that (yα) ⊆ Y and (mα) ⊆M are nets such that yα+mα → x.
The invariance of Y implies
x− φ(x) = lim α(yα +mα − φ(yα)− φ(mα)) = lim α(yα − φ(yα)) ∈ Y.
Thus, x = (x− φ(x)) + φ(x) ∈ Y +M.
(iii) Let x ∈ RefC(Y+M). We will show that x−φ(x) ∈ RefC Y. Suppose
that ψ ∈ C annihilates Y. Then φ⊥ψ annihilates Y +M; indeed, if y ∈ Y
and m ∈ M then
φ⊥ψ(y +m) = φ⊥ψ(y) + ψφ⊥(m) = 0.
Since the idempotents in C pairwise commute,
φ(ψ(x− φ(x))) = φψ(x)− φψ(x) = 0.
On the other hand, since x ∈ RefC(Y +M) and φ
⊥ψ annihilates Y +M,
we have that
φ⊥(ψ(x− φ(x))) = φ⊥ψ(x) = 0.
It follows that
ψ(x− φ(x)) = φ(ψ(x − φ(x))) + φ⊥(ψ(x − φ(x))) = 0.
Thus, x − φ(x) ∈ RefC Y and hence x = (x − φ(x)) + φ(x) ∈ RefC Y +M.
The second statement in (iii) is now immediate. 
Definition 2.4. A subspaceM⊆ X will be called approximately C-injective
if there exists a sequence (φn)n∈N ⊆ C and a constant C > 0 such that
‖φn‖ ≤ C, Ranφn+1 ⊆ Ranφn, n ∈ N, and M = ∩
∞
n=1Ranφn. We call
any sequence (φn)
∞
n=1 with these properties an associated sequence of idem-
potents for M.
Remarks (i) Let M and (φn)n∈N be as in Definition 2.4. Since B(X ) is
itself a dual Banach space (see, for example, paragraph A.3.3 of [3]), the
sequence (φn)n∈N has a cluster point φ ∈ B(X ) in the point-weak* topology.
It is easily seen that φ is a (not necessarily weak* continuous) idempotent
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with rangeM. Moreover, since the ranges Ranφn are nested, it follows that
any (weak*) cluster point of (φn(x))
∞
n=1 lies in M.
(ii) Let Mj, j = 1, . . . , k, be approximately C-injective spaces. Then
M
def
= ∩kj=1Mj is approximately C-injective. To see this, let (φ
j
n)∞n=1 be
an associated sequence of idempotents for Mj , j = 1, . . . , k. It is easy
to see that the sequence (φ1nφ
2
n · · ·φ
k
n)n∈N is uniformly bounded and the
intersection of the ranges of its elements is M.
Theorem 2.5. Let Y ⊆ X be a closed C-invariant subspace and M⊆ X be
an approximately C-injective subspace.
(i) The space Y +M is closed.
(ii) We have RefC(Y +M) = RefC(Y) +M. Thus, if Y is C-reflexive
then Y +M is C-reflexive.
Proof. Let (φn)
∞
n=1 be an associated sequence of idempotents for M.
(i) Suppose that x ∈ Y +M. Proposition 2.3 (ii) implies that
x ∈ Y +Ranφn = Y +Ranφn.
Thus, x = yn +mn, where yn ∈ Y and mn ∈ Ranφn, and so
x− φn(x) = yn +mn − φn(yn)− φn(mn) = yn − φn(yn) ∈ Y
by the C-invariance of Y. Let m be a cluster point of (φn(x))
∞
n=1. Then
x = (x−m) +m ∈ Y +M.
(ii) Let x ∈ RefC(Y +M). By Proposition 2.3 (iii),
x ∈ Ref C(Y +Ranφn) = Ref CY +Ranφn.
Using Proposition 2.2 (iii), we see as in (i) that
x = (x− φn(x)) + φn(x) ∈ Ref CY +Ranφn.
Taking a cluster point of (φn(x))
∞
n=1, we conclude that x ∈ Ref CY +M.
The last two statements are now immediate. 
If (Mn)
∞
n=1 is a sequence of closed subsets of X , let lim supn∈NMn be
the set of all cluster points of sequences (xn)
∞
n=1, where xn ∈ Mn, n ∈ N.
Definition 2.6. A closed subspace V ⊆ X will be called C- decomposable if
there exists a sequence (φn)
∞
n=1 ⊆ C and a sequence (Wn)
∞
n=1 of C-injective
subspaces of X such that
(a) there exists C > 0 with ‖φn‖ ≤ C, n ∈ N;
(b) V ⊆ Ranφn +Wn for each n;
(c) Wn ⊆ V for each n;
(d) lim supn∈NRanφn ⊆ V.
We call the sequence (φn)
∞
n=1 an associated sequences of idempotents, and
(Wn)
∞
n=1 an associated sequences of subspaces, for V.
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Lemma 2.7. Let V be a C-decomposable subspace with associated sequences
(φn)
∞
n=1 and (Wn)
∞
n=1 of idempotents and subspaces, respectively. Then
V = ∩∞n=1(Ran φn +Wn) = lim sup n∈NWn + lim sup n∈NRanφn.
Proof. By definition, V ⊆ ∩∞n=1(Ranφn +Wn). Suppose that x ∈ Ranφn +
Wn for each n and write x = xn + wn, where φn(xn) = xn and wn ∈ Wn,
n ∈ N. By Proposition 2.2 (v), W is C-invariant and hence
x− φn(x) = xn + wn − φn(xn)− φn(wn) = wn − φn(wn) ∈ Wn.
Letting m be a cluster point of (φn(x))
∞
n=1 (such a cluster point exists since
the sequence (φn)n∈N is uniformly bounded), we see that
x = (x−m) +m ∈ lim sup n∈NWn + lim sup n∈NRanφn.
SinceWn ⊆ V for each n and V is closed, we have that lim supn∈NWn ⊆ V.
From condition (d), lim supn∈NWn+lim supn∈NRanφn ⊆ V. The equalities
are established. 
Remarks (i) Every C-injective subspace is trivially approximately C-
injective. Taking Wn = {0} in Definition 2.6 we see, on the other hand,
that every approximately C-injective subspace is C-decomposable.
(ii) It follows from Lemma 2.7, Proposition 2.2 and Proposition 2.3 that
every C-decomposable subspace is C-invariant and C-reflexive.
(iii) In concrete applications, one often has that the sequence (Wn)n∈N in
Definition 2.6 is increasing, while the sequence (Ranφn)n∈N is decreasing. In
this case lim supn∈NRanφn = ∩∞n=1Ranφn and lim supn∈NWn = ∪∞n=1Wn.
Theorem 2.8. Let Y ⊆ X be a closed C-invariant subspace and V ⊆ X be a
C-decomposable subspace. Then RefC(Y + V) = RefC(Y) + V. In particular,
if Y is C-reflexive then Y + V is C-reflexive.
Proof. Let (φn) and (Wn) be associated sequences of idempotents and sub-
spaces for V. By Proposition 2.2 (i) and (iv), RefC Y + V ⊆ RefC(Y + V).
Fix x ∈ RefC(Y + V). Letting Mn = Ran φn, we have by Proposition 2.3
(iii) that RefC(Y +Mn +Wn) = RefC(Y) +Mn +Wn. By Proposition 2.2
(i) and Theorem 2.5 (ii), we have that
Ref C(Y + V) ⊆ Ref(Y +Wn +Mn) = Ref(Y) +Wn +Mn
and the arguments in the proof of Theorem 2.5 show that
x− φn(x) ∈ Ref C(Y) +Wn ⊆ Ref C(Y) + V.
Choosing a cluster point z of (φn(x))
∞
n=1, we have that
x = (x− z) + z ∈ Ref C(Y) + V + lim sup n∈NMn ⊆ Ref C(Y) + V .
We thus showed that RefC(Y+V) ⊆ RefC Y + V and hence we have equality.
The last statement is now immediate. 
Our last aim in this section is Theorem 2.10 which establishes a useful in-
tersection property for C-decomposable subspaces. First, we need a lemma.
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Lemma 2.9. Let Y ⊆ X be a closed C-invariant subspace and V1, . . . ,Vk be
C-decomposable subspaces. Set Vi,j = Vi ∩ · · · ∩ Vj if i ≤ j, and Vi,j = X if
i > j. Then, for every j = 1, . . . , k, we have
V1,j ∩ Y + Vj+1,k ⊆ Y + V1,k.
Proof. First note that the spaces Vi,j are C-invariant since V1, . . . ,Vn are
C-invariant. To prove the statement, use backward induction on j. If j = k
then the inclusion is trivial. Suppose that it holds for j + 1. Let (φn)n∈N
be an associated sequence of idempotents, and (Wn)n∈N be an associated
sequence of subspaces, for Vj+1, and let ψn ∈ C be an idempotent with
range Wn, n ∈ N. Then σn
def
= φn+ψn−φnψn has range Ranφn+Wn. Set
ρn = ψn − φnψn.
Let x ∈ V1,j ∩ Y + Vj+1,k; we have that
x = φn(x) + ρn(x) + σ
⊥
n (x).
Since x ∈ Y + Vj+1, Vj+1 ⊆ Ranσn and Y is C-invariant, we have that
σ⊥n (x) ∈ Y for each n. On the other hand, by the C-invariance of V1,j and
the fact that Ran ρn ⊆ Wn, we have that
ρn(x) ∈ V1,j ∩Wn ⊆ V1,j ∩ Vj+1 = V1,j+1.
Since Y + Vj+1,k is invariant under ρn, we conclude that
ρn(x) ∈ V1,j+1 ∩ Y + Vj+1,k ⊆ V1,j+1 ∩ Y + Vj+2,k ⊆ Y + V1,k.
Thus, ρn(x) + σ
⊥
n (x) ∈ Y + V1,k for each n.
Let y be a cluster point of (φn(x))n∈N. Then
y ∈ (lim sup n∈NRanφn) ∩ V1,j ⊆ Vj+1 ∩ V1,j = V1,j+1.
By C-invariance, y also belongs to Y + Vj+1,k and hence, by the inductive
assumption, y ∈ Y + V1,k. On the other hand, x − y is a cluster point of
(ρn(x) + σ
⊥
n (x))n∈N and hence x = y + (x− y) ∈ Y + V1,k. 
Theorem 2.10. Let Y ⊆ X be a closed C-invariant subspace and V1, . . . ,Vk
be C-decomposable subspaces of X . Then
Y + ∩kj=1Vj = ∩
k
j=1Y + Vj.
Moreover, if Y is C-reflexive then Y + ∩kj=1Vj is C-reflexive.
Proof. By induction, it suffices to show that if V = ∩k−1j=1Vj then
(1) Y + V ∩ Y + Vk = Y + V ∩ Vk.
Let x be an element of the left hand side of (1). Let (φn)n∈N be an associated
sequence of maps, and (Wn)n∈N be an associated sequence of spaces, for Vk.
Then, for every n we have that x = y + φn(x) + yn for some y ∈ Y and
yn ∈ Wn. Since Y + V is invariant under φn, we have
x− φn(x) = y + yn ∈ Y + V ∩ (Y +Wn).
8 G. K. ELEFTHERAKIS AND I. G. TODOROV
Suppose that y+ yn = limα(sα+ tα), where sα ∈ Y and tα ∈ V. Writing ψn
for the idempotent in C with range Wn, we have
yn = ψ(yn) = lim αψn(sα − y) + ψn(tα).
By C-invariance, ψn(tα) ∈ V ∩Wn ⊆ V ∩ Vk and ψn(sα − y) ∈ Y. It follows
that yn ∈ Y + (V ∩ Vk), and so y + yn ∈ Y + (V ∩ Vk), for every n.
Suppose that limk→∞ φnk(x) = z for some z; thus z ∈ lim supn∈NRanφn ⊆
Vk. By Lemma 2.9,
z ∈ Vk ∩ Y + V ⊆ Y + V ∩ Vk.
Also, x−z = limk→∞(y+ynk) ∈ Y + V ∩ Vk. It follows that x ∈ Y + V ∩ Vk
and (1) is established.
Now suppose that Y is C-reflexive. By Theorem 2.8, Y + Vj is C-reflexive
for each j. Now Proposition 2.2 (ii) implies that ∩kj=1Y + Vj, and hence
Y + ∩kj=1Vj, is C-reflexive. 
3. Sums of masa-bimodules
In this section, we apply the results of Section 2 in the case where X =
B(H1,H2) for some Hilbert spaces H1 and H2, equipped with its canonical
weak* topology coming from the identification of B(H1,H2) with the dual
space of the space C1(H2,H1) of all trace class operators from H2 into H1.
We first fix notation. Let (X,m) and (Y, n) be standard measure spaces,
that is, the measures m and n are regular Borel measures with respect
to some Borel structures on X and Y arising from complete metrizable
topologies. Let H1 = L
2(X,m), H2 = L
2(Y, n), and D1 (resp. D2) be the
algebra of all multiplication operators on H1 (resp. H2) by functions from
L∞(X,m) (resp. L∞(Y, n)). It is well-known that D1 and D2 are maximal
abelian selfadjoint subalgebras (masas) of B(H1) and B(H2), respectively.
A subspace U ⊆ B(H1,H2) will be called a masa-bimodule if BTA ∈ U
whenever A ∈ D1, B ∈ D2 and T ∈ U .
We need several facts and notions from the theory of masa-bimodules [2],
[4], [20]. A subset E ⊆ X × Y is called marginally null if E ⊆ (X0 × Y ) ∪
(X × Y0), where m(X0) = n(Y0) = 0. We call two subsets E,F ⊆ X × Y
marginally equivalent (and write E ∼= F ) if the symmetric difference of E
and F is marginally null. A set κ ⊆ X×Y is called ω-open if it is marginally
equivalent to a (countable) union of the form ∪∞i=1αi × βi, where αi ⊆ X
and βi ⊆ Y are measurable, i ∈ N. The complements of ω-open sets are
called ω-closed. An operator T ∈ B(H1,H2) is said to be supported on κ if
MχβTMχα = 0 whenever (α×β)∩κ ≃ ∅. (Here Mg stands for the operator
of multiplication by the function g.) If κ is an ω-closed set, let
Mmax(κ) = {T ∈ B(H1,H2) : T is supported on κ}.
The space Mmax(κ) is a reflexive masa-bimodule and, conversely, every re-
flexive masa-bimodule is of this form, for some ω-closed set κ [4]. Given a
weak* closed masa-bimodule U , its support is the ω-closed set κ such that
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Ref U = Mmax(κ). Given an ω-closed κ ⊆ X × Y , there exists a small-
est (with respect to inclusion) weak* closed masa-bimodule U with support
κ [2], [20]; we denote this minimal masa-bimodule by Mmin(κ). We will
often use the fact that if κ1 and κ2 are ω-closed sets with κ1 ⊆ κ2 then
Mmax(κ1) ⊆ Mmax(κ2) (this follows from the definition of Mmax(κ)) and
Mmin(κ1) ⊆Mmin(κ2) (this follows from [20, Theorem 3.3]).
Recall that the projective tensor product Γ(X,Y )
def
= L2(X,m)⊗ˆL2(Y, n),
whose norm will be denoted by ‖ · ‖Γ, can be canonically identified with the
predual of B(H1,H2). Each element h ∈ Γ(X,Y ) can be associated with a
series (convergent with respect to ‖·‖Γ) h ∼
∑∞
i=1 fi⊗gi, where
∑∞
i=1 ‖fi‖
2
2 <
∞ and
∑∞
i=1 ‖gi‖
2
2 <∞; we have that 〈T, h〉 =
∑∞
i=1(Tfi, gi). It follows [2]
that h can be identified with a complex function on X × Y , defined up to
a marginally null set, and given by h(x, y) =
∑∞
i=1 fi(x)gi(y). A function
ϕ ∈ L∞(X × Y,m × n) is called a Schur multiplier if ϕh is equivalent
(with respect to the product measure) to a function from Γ(X,Y ) for every
h ∈ Γ(X,Y ) (this definition is equivalent to other definitions used in the
literature, see [17]). The Closed Graph Theorem implies that pointwise
multiplication by a Schur multiplier ϕ is bounded, and by taking its dual,
we obtain a bounded map Sϕ on B(H1,H2), which we call a Schur map.
It is standard to verify that Sϕ is a masa-bimodule map in the sense that
Sϕ(BTA) = BSϕ(T )A, for all T ∈ B(H1,H2), A ∈ D1 and B ∈ D2. Indeed,
we have the following well-known fact, which follows from results of U.
Haagerup [8] and R. R. Smith [22].
Theorem 3.1. Let Φ ∈ B(B(H1,H2)). The following are equivalent:
(i) Φ is a bounded weak* continuous masa-bimodule map;
(ii) Φ is a completely bounded weak* continuous masa-bimodule map;
(iii) Φ = Sϕ for some Schur multiplier ϕ;
(iv) there exists a bounded column operator (Ai)i∈N with entries in D1
and a bounded row operator (Bi)i∈N with entries in D2 such that Φ(T ) =∑∞
i=1BiTAi, T ∈ B(H1,H2) (the series being weak* convergent).
The Schur multiplier ϕ associated with a Schur map Φ in (iii) is uniquely
determined by Φ and called its symbol [11]. We let I be the set of all idem-
potent Schur maps (which we will call Schur idempotents). It was shown
in [11] that the symbols of the maps from I are characteristic functions of
subsets of X × Y that are both ω-closed and ω-open. If ϕ and ψ are Schur
multipliers, one easily checks that SϕSψ = Sϕψ; it follows that I is a Boolean
algebra of pairwise commuting idempotents in the sense of Section 2.
Remark Recall that an operator space U ⊆ B(H1,H2) is called injective
if for every pair of operator spaces U1 ⊆ U2, every completely bounded
map Φ1 : U1 → U has a completely bounded extension Φ2 to U2 with
‖Φ1‖cb = ‖Φ2‖cb [16]. It follows from paragraph 1.6.1 of [3] that every ap-
proximately I-injective masa-bimodule is the range of a completely bounded
(not necessarily weak* continuous) idempotent. Hence, Arveson’s Extension
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Theorem implies that every approximately I-injective masa-bimodule has
an extension property for completely bounded maps, not necessarily with
preservation of the completely bounded norm.
Proposition 3.2. Let U ⊆ B(H2,H1) be a weak* closed subspace. The
following are equivalent:
(i) U is a masa-bimodule;
(ii) U is invariant under all Schur maps;
(iii) U is I-invariant.
Proof. (i)⇒(ii) Since U is a masa-bimodule, ATB ∈ U whenever A ∈ D1,
B ∈ D2 and T ∈ U . Since U is weak* closed, condition (iv) of Theorem 3.1
implies that U is invariant under all Schur maps.
(ii)⇒(iii) is trivial.
(iii)⇒(i) Let E (resp. F ) be a projection in D1 (resp. D2). Then the
map given by Φ(T ) = FTE, T ∈ B(H1,H2), clearly belongs to I. Thus,
FUE ⊆ U . Since every von Neumann algebra is generated by its projections
in the norm topology, we conclude that BUA ⊆ U for all A ∈ D1 and
B ∈ D2. 
Proposition 3.3. (i) Every I-injective masa-bimodule is reflexive and is
generated as a weak* closed subspace by the rank one operators it contains.
(ii) A weak* closed masa-bimodule is reflexive if and only if it is I-
reflexive.
Proof. (i) Let U be a I-injective masa-bimodule. Then there exists a subset
κ ⊆ X × Y that is both ω-closed and ω-open such that U = RanSχκ . It is
easy to see (or, alternatively, it follows from Proposition 2.2 (iv)) that U is
weak* closed. By [11, Proposition 12], U ⊆ Mmax(κ). Applying the same
argument to S⊥χκ = Sχκc , we obtain RanS
⊥
χκ
⊆Mmax(κ
c). It follows that
B(H1,H2) = RanSχκ +RanS
⊥
χκ
⊆Mmax(κ) +Mmax(κ
c) ⊆ B(H1,H2)
and hence equality holds throughout. Since the sums are direct, a simple
linear algebra argument shows that RanSχκ = Mmax(κ) and hence U is
reflexive.
Assume that κ = ∪∞i=1αi × βi, where αi ⊆ X, βi ⊆ Y are measurable.
By [4, Lemma 3.4], for each N ∈ N, there exist sets XN ⊆ X and YN ⊆ Y
such that m(X \ XN ) <
1
N
and n(Y \ YN ) <
1
N
and κ ∩ (XN × YN ) is
contained in the union of finitely many of the sets αi × βi. Since a finite
union of Borel rectangles is the finite union of disjoint Borel rectangles and
Mmax(α × β) = B(MχαH1,MχβH2), we have that Mmax((XN × YN ) ∩ κ)
is the weak* closure of the linear span of its rank one operators. Now let
T ∈Mmax(κ) be arbitrary. Then T =w
∗-limN→∞ FNTEN , where EN (resp.
FN ) is the projection of multiplication by χXN (resp. χYN ). Moreover,
FNTEN ∈Mmax((XN × YN ) ∩ κ), and the claim follows.
(ii) Let U ⊆ B(H1,H2) be a weak* closed masa-bimodule. By [20], Ref U
consists of all the operators T ∈ B(H1,H2) with FTE = 0 whenever E ∈ D1
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and F ∈ D2 are projections with FUE = {0}. We claim that
(2) Ref U = Ref IU .
Suppose that T ∈ RefI U and let E ∈ D1 and F ∈ D2 be projections with
FUE = {0}. The mapping Φ on B(H1,H2) given by Φ(X) = FXE clearly
belongs to I and annihilates U . By the definition of RefI, we have that
Φ(T ) = 0, that is, FTE = 0. Thus, T ∈ Ref U .
Conversely, suppose that T ∈ Ref U and that Φ ∈ I annihilates U . By
(i), ker Φ = Ran(Φ⊥) is reflexive, and hence Ref U ⊆ ker Φ. Thus, Φ(T ) = 0
and so T ∈ RefI U . Equality (2) is now established and the conclusion is
immediate from it. 
Theorems 2.5 and 2.10 now yield the following corollaries.
Corollary 3.4. Let V be an approximately J-injective masa-bimodule and U
be a weak* closed masa-bimodule. Then U +V is weak* closed and Ref(U +
V) = Ref(U) + V. In particular, if U is reflexive then U + V is reflexive.
Corollary 3.5. Let V1, . . . ,Vk be J-decomposable masa-bimodules and U be
a weak* closed masa-bimodule. Then
U + ∩kj=1Vj
w∗
= ∩kj=1U + Vj
w∗
.
Moreover, if U is reflexive then U + ∩kj=1Vj
w∗
is a reflexive masa-bimodule.
In particular, if U is reflexive then U + V1
w∗
is reflexive.
The example that follow show some particular instances where Corollaries
3.4 and 3.5 can be applied.
Examples (i) We recall [24] that a weak* closed masa-bimodule M is
called ternary if M is a TRO, that is, if TS∗R ∈ M whenever T, S,R ∈ M
(see [3]). The class of ternary masa-bimodules includes all von Neumann
algebras with abelian commutant. We claim that every weak* closed ternary
masa-bimodule M is approximately J-injective. To see this, note first that
one may assume that MH1 is dense in H2 and M
∗H2 is dense in H1,
for otherwise we can replace the spaces H1 and H2 by H
0
2 = MH1 and
H01 = M
∗H2, respectively. Set C1 = (M∗M)′ and C2 = (MM∗)′. By
[12], there exists a strongly continuous Boolean algebra isomorphism θ :
Proj(C1) → Proj(C2) (where by Proj(C) we denote the set of all orthogonal
projections in C) such that
M = {T ∈ B(H,K) : TP = θ(P )T, P ∈ Proj(C1)}.
Let (Pk)
∞
k=1 be a strongly dense sequence in Proj(C1). Let E1, . . . , Emn be
the atoms of the von Neumann algebra generated by P1, . . . , Pn, Fj = θ(Ej),
and En ∈ J be given by En(T ) =
∑
j FjTEj. Then ‖En‖ ≤ 1 for all n,
Ran En+1 ⊆ Ran En and M = ∩
∞
n=1Ran En. Thus, M is approximately
I-injective.
It follows that the class of approximately I-injective masa-bimodules
is strictly larger than that of I-injective ones. Indeed, by the previous
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paragraph, a continuous masa is approximately I-injective, but it is not
I-injective by a well-known result of Arveson’s [1].
In Section 4 we will give an example of an approximately I-injective masa-
bimodule for which the uniform bound on the norms of the corresponding
idempotents cannot be chosen to be 1.
(ii) Recall that a nest is a totally ordered strongly closed set of projections
on a Hilbert space, and that a nest algebra is the algebra of all operators
leaving a given nest invariant. A nest algebra bimodule is a subspace V for
which there exists nest algebras A and B with BVA ⊆ V. We claim that
every weak* closed nest algebra bimodule V is I-decomposable. To see this,
write [5]
V = {S ∈ B(H1,H2) : SN = ϕ(N)SN, N ∈ N1},
for some nest N1 ⊆ B(H1) and an increasing ∨-preserving map ϕ : N1 →
N2 (N2 being a nest on H2). For every finite family F consisting of the
elements 0 = N1 < N2 < · · · < Nk = I of N , let EF be given by EF (T ) =∑k
i=1(ϕ(Ni+1)− ϕ(Ni))T (Ni+1 −Ni) and let MF be the range of EF . Let
WF =
∑
i<j
(ϕ(Ni+1)− ϕ(Ni))T (Nj+1 −Nj).
Choose a (countable) strongly dense subset {Ni}i∈N of N1 such that the
set {ϕ(Ni)}i∈N is dense in N2, and let Pn = {0, N1, N2, . . . , Nn, I}. The con-
ditions of Definition 2.6 are now readily verified for the sequences (EPn)n∈N
and (WPn)n∈N.
It follows from the previous two paragraphs that the Volterra nest algebra
A acting on L2(0, 1) is an I-decomposable masa-bimodule. However, it is not
approximately I-injective. To see this, assume the converse and note that,
by Theorem 5.2 below, we have a direct sum decomposition A = A1 + A2
such that A1 is an injective masa-bimodule and A∩K ⊆ A1. However, A∩K
is weak* dense in A (see, e.g. [6]) and it would follow that A is injective.
Hence, the function χ∆ where ∆ = {(x, y) ∈ [0, 1] × [0, 1] : x ≤ y} would be
a Schur multiplier on B(L2(0, 1)), equivalently, the transformer of triangular
truncation would be bounded, a contradiction.
The above examples and Corollaries 3.4 and 3.5 have the following con-
sequences.
Corollary 3.6. Let U be a weak* closed masa-bimodule and M be a weak*
closed ternary masa-bimodule. Then U+M is weak* closed. If U is reflexive
then U +M is reflexive.
For the next corollary, we recall that a masa-bimodule of finite width is,
by definition, the intersection of finitely many nest algebra bimodules.
Corollary 3.7. Let U be a reflexive masa-bimodule and V be a masa-
bimodule of finite width. Then U + V
w∗
is reflexive. In particular, if W
is a nest algebra bimodule then U +W
w∗
is reflexive.
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4. Connections with operator synthesis
Let, as in Section 3, (X,m) and (Y, n) be standard measure spaces, H1 =
L2(X,m), H2 = L
2(Y, n) and D1 (resp. D2) be the multiplication masa of
L∞(X,m) (resp. L∞(Y, n)). We will denote by K (resp. C2) the ideal of all
compact (resp. Hilbert-Schmidt) operators from H1 into H2. An ω-closed
set κ ⊆ X × Y is called operator synthetic [2], [20] if Mmin(κ) = Mmax(κ).
A weak* closed masa-bimodule U will be called synthetic if the (unique up
to marginal equivalence) ω-closed subset κ such that Ref U = Mmax(κ) is
operator synthetic.
For an ω-closed set κ ⊆ X × Y , we let Ψmax(κ) = Mmax(κ)⊥ and
Ψmin(κ) = Mmin(κ)⊥. We have that Ψmax(κ) and Ψmin(κ) are ‖ · ‖Γ-closed
subspaces of Γ(X,Y ), invariant under pointwise multiplication by Schur mul-
tipliers. We say that a function h ∈ Γ(X,Y ) vanishes on a subset κ ⊆ X×Y
(and write “h = 0 on κ”) if hχκ(x, y) = 0 for marginally almost all (x, y).
We have that [20],
Ψmax(κ) = {h ∈ Γ(X,Y ) : h = 0 on an ω-open set containing κ}
‖·‖Γ
and
Ψmin(κ) = {h ∈ Γ(X,Y ) : h = 0 on κ}.
By duality, a subset κ ⊆ X×Y is operator synthetic if and only if Ψmax(κ) =
Ψmin(κ). The set κ is called strong operator Ditkin [20] if there exists a
sequence (wn)n∈N of Schur multipliers, such that wn vanishes on an ω-open
set containing κ, n ∈ N, and ‖h− wnh‖Γ →n→∞ 0 for every h ∈ Ψmin(κ).
The connection between Question 1.1 and the problem for the union of
operator synthetic sets is summarised in the following proposition.
Proposition 4.1. Suppose that λ ⊆ X × Y is an operator synthetic ω-
closed set such that U +Mmax(λ)
w∗
is reflexive whenever U is a reflexive
masa-bimodule. Then κ∪ λ satisfies operator synthesis whenever κ does so.
Proof. It is easy to see that for every ω-closed set κ, the support ofMmax(κ)+
Mmax(λ) is κ ∪ λ. If κ satisfies operator synthesis then, using the fact that
Mmin is monotone, we obtain
Mmax(κ ∪ λ) = Mmax(κ) +Mmax(λ)
w∗
= Mmin(κ) +Mmin(λ)
w∗
⊆ Mmin(κ ∪ λ) ⊆Mmax(κ ∪ λ)
and hence equality holds throughout. In particular,Mmin(κ∪λ) = Mmax(κ∪
λ), that is, κ ∪ λ is operator synthetic. 
We now discuss some consequences of Proposition 4.1 and the results from
Section 3.
Sets of finite width. An ω-closed subset κ is the support of a nest
algebra bimodule if and only if it is of the form
κ = {(x, y) ∈ X × Y : f(x) ≤ g(y)},
14 G. K. ELEFTHERAKIS AND I. G. TODOROV
for some measurable functions f : X → R and g : Y → R; see [23] (such
sets will be called nest sets). It follows that the supports of masa-bimodules
of finite width are precisely the sets of solutions of systems of inequalities
of the form fi(x) ≤ gi(y), i = 1, . . . , k, for some measurable functions fi :
X → R and gi : Y → R, i = 1, . . . , k (call such sets of finite width). It
was shown in [20] and [23] that sets of finite width are operator synthetic.
Thus, Proposition 4.1 and Corollary 3.7 give the following extensions of this
result.
Corollary 4.2. The union of an operator synthetic set and a set of finite
width is operator synthetic.
Let G be a second countable locally compact group and ω : G → R+ be
a continuous group homomorphism (where R+ is the multiplicative group
of positive reals). We assume that the Fourier algebra A(G) has a (per-
haps unbounded) approximate identity (this assumption is satisfied by all
amenable groups and is needed for the application of the results from [14]).
For a subset E ⊆ G, write E∗ = {(s, t) ∈ G×G : st−1 ∈ E}. For each t > 0,
let
Etω = {x ∈ G : ω(x) ≤ t}.
Then
(Etω)
∗ = {(x, y) ∈ G×G : ω(x) ≤ tω(y)}
and hence (Etω)
∗ is a nest set. The intersections of the form
E = Et1ω1 ∩ · · · ∩ E
tk
ωk
are Harmonic Analysis versions of sets of finite width; they have the property
that corresponding set E∗ is a set of finite width. By [14], a closed set E is
synthetic if and only if the set E∗ is operator synthetic (where G is equipped
with left Haar measure). Corollary 4.2 thus has the following immediate
consequence:
Corollary 4.3. Let F ⊆ G be a closed set satisfying spectral synthesis.
Then F ∪ (Et1ω1 ∩ · · · ∩ E
tk
ωk
) satisfies spectral synthesis.
Ternary sets. An ω-closed subset κ ⊆ X × Y is the support of a ternary
masa-bimodule if and only if it is of the form
κ = {(x, y) ∈ X × Y : f(x) = g(y)},
for some measurable functions f : X → R and g : Y → R; see [19] and [12]
(we call such sets ternary). Corollary 3.6 recovers (with a different proof)
the following fact, which follows from [20, Theorem 7.1] and [14, Proposition
5.1].
Corollary 4.4. The union of an operator synthetic set and a ternary set is
operator synthetic.
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If κ is the support of an I-injective masa-bimodule, then Proposition 3.3
(i) shows that κ is operator synthetic. Indeed, all Hilbert-Schmidt opera-
tors in Mmax(κ) belong to Mmin(κ) by [2], and it follows that Mmax(κ) =
Mmin(κ).
We do not know whether the support of a I-decomposable masa-bimodule
is necessarily operator synthetic. In the next theorem we show that whenever
it is, it is as a matter of fact strong operator Ditkin.
Theorem 4.5. Let κ be the support of an I-decomposable masa bimodule.
Then κ is operator synthetic if and only if it is strong operator Ditkin.
Proof. For a subset E ⊆ X × Y , set
γ(E) = inf{m(α) + n(β) : E ⊆ (α× Y ) ∪ (X × β), α, β measurable}
(see R. Haydon and V.S. Shulman’s paper [10] where this quantity was
defined).
Let V be an I-decomposable masa-bimodule, (Φn)
∞
n=1 be a sequence of
elements of I, C > 0 be a constant with ‖Φn‖ ≤ C, n ∈ N, and (Wn)
∞
n=1
be a sequence of I-injective masa-bimodules such that the conditions of
Definition 2.6 are satisfied. Let κn ⊆ X × Y and σn ⊆ X × Y be ω-closed
sets with RanΦn = Mmax(κn) and Wn = Mmax(σn); by [11], κn and σn are
also ω-open. Note that Φn = Sχκn , n ∈ N.
Let κ ⊆ X × Y be the support of V. By Proposition 2.3 (i) and (iii),
RanΦn + Wn is reflexive; since its support is easily seen to be equal to
σn ∪ κn, we have that RanΦn +Wn = Mmax(σn ∪ κn). Conditions (b) and
(c) of Definition 2.6 imply that, up to a marginally null set,
σn ⊆ κ ⊆ σn ∪ κn, n ∈ N.
We claim (without the assumption that κ is operator synthetic) that
(3) Ψmax(κ) = {h ∈ Ψmin(κ) : ‖χκnh‖Γ → 0}.
If ‖χκnh‖Γ → 0 for some h ∈ Ψmin(κ) then h = limn→∞ χκcnh and the
function χκcnh vanishes on κ∪κn = σn ∪κn, an ω-open neighbourhood of κ.
This shows that h ∈ Ψmax(κ).
Conversely, assume that h ∈ Ψmax(κ). Given ǫ > 0, there exists an ω-
open set E containing κ and an element h0 ∈ Γ(X,Y ) vanishing on E such
that ‖h− h0‖Γ <
ǫ
2C .
The sets Ec∩κn, n ∈ N, are ω-closed. Suppose that Tn ∈Mmax(E
c∩κn),
‖Tn‖ ≤ 1, n ∈ N, and that Tn → T in the weak operator topology. Since
Tn ∈ RanΦn, we have, by condition (d) of Definition 2.6, that T ∈ V =
Mmax(κ). On the other hand, T clearly belongs to Mmax(E
c) since the
latter space is weakly closed and contains all operators Tn, n ∈ N. It follows
that T is supported on Ec ∩ κ = ∅, and hence T = 0. It follows from [9,
Proposition 3.5] that γ(Ec ∩ κn) → 0. Hence we can choose measurable
subsets αn ⊆ X and βn ⊆ Y such that
Ec ∩ κn ⊆ (αn × Y ) ∪ (X × βn) and lim
n→∞m(αn) = limn→∞n(βn) = 0.
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Set En = αn × Y and Fn = α
c
n × βn. We claim that
(4) ‖χκnh0‖Γ ≤ C‖χEnh0‖Γ + C‖χFnh0‖Γ.
To see this, note that
‖χκnh0‖Γ = sup{|〈χκn∩Ech0, T 〉| : ‖T‖ ≤ 1}
= sup{|〈χκn∩EcχEn∪Fnh0, T 〉| : ‖T‖ ≤ 1}
= sup{|〈χκnh0, SχEn∪Fn (T )〉| : ‖T‖ ≤ 1}
= sup{|〈h0, SχκnχEn∪Fn (T )〉| : ‖T‖ ≤ 1}
= sup{|〈h0, SχEn∪Fn (Sχκn (T ))〉| : ‖T‖ ≤ 1}
≤ C sup{|〈h0, SχEn∪Fn (T )〉| : ‖T‖ ≤ 1}
≤ C sup{|〈h0, SχEn (T )〉| : ‖T‖ ≤ 1}
+ C sup{|〈h0, SχFn (T )〉| : ‖T‖ ≤ 1}
= C sup{|〈χEnh0, T 〉| : ‖T‖ ≤ 1}
+ C sup{|〈χFnh0, T 〉| : ‖T‖ ≤ 1}
= C‖χEnh0‖Γ + C‖χFnh0‖Γ.
Thus, (4) is established.
We claim that
(5) lim
n→∞ ‖χEnh0‖Γ = limn→∞ ‖χFnh0‖Γ = 0.
To see this, write h0 =
∑∞
i=1 fi ⊗ gi ∈ Γ(X,Y ) with
∑∞
i=1 ‖fi‖
2
2 < ∞ and∑∞
i=1 ‖gi‖
2
2 <∞. Observe that∫
X
( ∞∑
i=1
|fi|
2
)
dm =
∞∑
i=1
‖fi‖
2
2 <∞,
that is,
∑∞
i=1 |fi|
2 ∈ L1(X,m). Since χEnh =
∑∞
i=1(χαnfi) ⊗ gi, we have
that
‖χEnh0‖
2
Γ ≤
∞∑
i=1
‖χαnfi‖
2
2
∞∑
i=1
‖gi‖
2
2
=
( ∞∑
i=1
‖gi‖
2
2
)∫
αn
( ∞∑
i=1
|fi|
2
)
dm −→n→∞ 0
since m(αn) → 0. Similarly we show that ‖χFnh0‖Γ → 0 and hence (5) is
established. Inequality (4) now implies that ‖χEc∩κnh0‖Γ → 0. Choosing
n0 such that ‖χEc∩κnh0‖Γ <
ǫ
2 for n ≥ n0, we see that
‖χκnh‖Γ ≤ ‖χκn(h− h0)‖Γ + ‖χκnh0‖Γ
= ‖χκn(h− h0)‖Γ + ‖χEc∩κnh0‖Γ < ǫ
whenever n ≥ n0, which establishes (3).
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Now suppose that κ is an operator synthetic set and let h ∈ Ψmin(κ). We
have that
h = χκnh+ χσn∩κcnh+ χ(κn∪σn)ch.
Since h vanishes on κ and σn ⊆ κ, we have that χσn∩κcnh = 0. On the
other hand, (3) implies that ‖χκnh‖Γ →n→∞ 0. It follows that ‖h −
χ(κn∪σn)ch‖Γ →n→∞ 0. However, χ(κn∪σn)c is a Schur multiplier vanish-
ing on the ω-open neighbourhood κn ∪ σn of κ. It follows that κ is strong
operator Ditkin. 
Since nest algebra bimodules are I-decomposable, Theorem 4.5 yields the
following immediate corollary.
Corollary 4.6. Every nest set is strong operator Ditkin.
Theorem 4.5 also implies the following fact obtained in [14].
Corollary 4.7. Every ternary set is strong operator Ditkin.
5. The structure of approximately I-injective masa-bimodules
In this section, we develop some further operator synthetic properties of
approximately I-injective masa-bimodules. We do not know whether the
supports of such masa-bimodules are operator synthetic. However, we show
in Theorem 5.2 below that Mmax(κ) andMmin(κ) contain the same compact
operators. Our first aim is to establish a structure result for approximately
I-injective masa-bimodules (Theorem 5.2). We recall that K = K(H1,H2)
is the set of compact operators and C2 = C2(H1,H2) is the Hilbert-Schmidt
operator ideal; we denote the Hilbert-Schmidt norm by ‖ · ‖2.
Lemma 5.1. Let (En)n∈N be a uniformly bounded sequence of Schur idem-
potents such that Ran En+1 ⊆ Ran En, n ∈ N.
(i) If K ∈ C2 the sequence (En(K))n converges in the Hilbert-Schmidt
norm.
(ii) If K ∈ K the sequence (En(K))n converges in the operator norm.
Proof. (i) Suppose that κn ⊆ X × Y is an ω-closed set with En = Sχκn . It
is easy to see that if Tϕ is a Hilbert-Schmidt operator with integral kernel
ϕ ∈ L2(X × Y,m × n) then En(Tϕ) = Tχκnϕ. It follows that the sequence
(En|C2)n∈N is a decreasing sequence of orthogonal projections on the Hilbert
space C2. It follows that the sequence (En(Tϕ))n∈N converges in the Hilbert-
Schmidt norm for all ϕ ∈ L2(X × Y ).
(ii) Let K ∈ K and ǫ > 0. There exists L ∈ C2 such that ‖K − L‖ <
ǫ
3C .
By (i), the sequence (En(L))n converges in ‖ · ‖2 norm, so there exists n0
such that
‖En(L)− Em(L)‖2 < ǫ/3, n,m ≥ n0.
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We have
‖En(K)− Em(K)‖
≤‖En(K)− En(L)‖ + ‖En(L)− Em(L)‖+ ‖Em(L)− Em(K)‖
≤C‖K − L‖+ ‖En(L)− Em(L)‖2 + C‖L−K‖ < ǫ,
for all n,m ≥ n0, and the sequence (En(K))n∈N converges in the operator
norm. 
In some of the results that follow, we will use the notion of a pseudo-
integral operator introduced byW. B. Arveson in [2]. Let A(X,Y ) = A(X,Y,
m, n) be the space of Borel measures µ on Y ×X of finite total variation for
which there exists a constant c > 0 such that
|µ|X ≤ cm and |µ|Y ≤ cn,
where |µ| is the variation of µ and, for a measure ν on Y ×X, we denote by νX
(resp. νY ) the marginal measure on X (resp. Y ) given by νX(α) = ν(Y ×α)
(resp. νY (β) = ν(β×X)). We denote the smallest constant c > 0 with these
properties by ‖µ‖. To every µ ∈ A(X,Y ), there corresponds an operator Tµ
satisfying
〈Tµf, g〉 =
∫
X×Y
f(x)g(y)dµ(y, x), f ∈ H1, g ∈ H2.
The operator Tµ is called the pseudo-integral operator associated with the
measure µ. Moreover [25], if κ ⊆ X×Y is an ω-closed set and κˆ = {(y, x) ∈
Y ×X : (x, y) ∈ κ}, then
(6) Mmin(κ) = {Tµ : µ is supported on κˆ}
w∗
.
Theorem 5.2. Let M be an approximately I-injective masa-bimodule, and
κ ⊆ X×Y be the ω-closed set withM = Mmax(κ). There exist an I-injective
masa-bimodule Minj and an approximately I-injective masa-bimodule Mpai
such that
(a) we have a direct sum decomposition Mmax(κ) =Minj +Mpai,
(b) Minj =M∩K
w∗
, and
(c) Mpai contains no non-zero compact operators.
Moreover, Minj is the maximal I-injective masa-bimodule contained in M
and
Mmin(κ) ∩K = Mmax(κ) ∩ K = Mmax(κ) ∩ C2
‖·‖
.
Proof. By Lemma 5.1 (ii), the limit Φ(K) = limn→∞ En(K) exists for every
K ∈ K. The mapping Φ : K → K is clearly linear and, since the map-
pings En are uniformly bounded, it is bounded. It is also a masa-bimodule
idempotent since the En’s are such. Passing to the second dual, we obtain
an extension (denoted in the same way) Φ : B(H1,H2) → B(H1,H2) which
is a Schur idempotent. By paragraph 1.6.1 of [3], there exists a bounded
(not necessarily weak* continuous) idempotent E such that Ran E =M. Set
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Minj = RanΦ and Mpai = RanΦ
⊥E . Since E = ΦE + Φ⊥E = Φ + Φ⊥E ,
we have a direct sum decomposition M = Minj +Mpai. If K ∈ M ∩ K
then En(K) = K for all K and hence K = Φ(K) ∈ Minj. Conversely, if
T ∈ Minj, let T =w
∗-limKi, for some net (Ki) of compact operators. But
then T =w∗-limΦ(Ki) ∈ M∩K, and (b) follows. Finally, if K ∈ Mpai ∩ K
then K = Φ⊥E(K) = EΦ⊥(K) = 0, and (c) follows.
Suppose that M0 is an I-injective masa-bimodule contained in M. By
(b) and Proposition 3.3 (i),
M0 ⊆M0 ∩ K
w∗
⊆M∩K
w∗
=Minj,
hence Minj is a maximal I-injective masa-bimodule contained in M.
The inclusion Mmin(κ) ∩ K = Mmax(κ) ∩ K is trivial, while the inclusion
Mmax(κ) ∩ K = Mmax(κ) ∩ C2
‖·‖
follows from Proposition 3.3 (i). Suppose
that K ∈Mmax(κ)∩C2; then K is a pseudo-integral operator [2] and hence,
by (6), belongs to Mmin(κ) ∩ K. Since the latter space is norm closed, the
equalities follow. 
Remarks (i) The subscript of Mpai stands for “purely approximately
I-injective”. Note that Mpai does not contain a non-zero I-injective masa-
bimodule. Examples of such masa-bimodules include the ternary masa-
bimodules containing no non-zero rank one operators, in particular contin-
uous masas.
(ii) It follows from Theorem 5.2 that an approximately I-injective masa-
bimoduleM is injective if and only ifM∩K
w∗
=M. Indeed, one direction
follows from Proposition 3.3 (i); to see the other, assume thatM∩K
w∗
=M
and let K ∋ Kn →w∗ T ∈ Mpai. Letting Φ be the Schur idempotent with
range Minj, we have Φ
⊥(Kn) → T . However, Φ⊥(Kn) ∈ K ∩Mpai = {0},
and hence T = 0.
(iii) We note that I-decomposable masa-bimodules do not in general con-
tain a maximal I-injective masa-bimodule. For an example, let A be the
Volterra nest algebra acting on L2(0, 1). Then A = Mmax(∆), where
∆ = {(x, y) ∈ [0, 1] × [0, 1] : x ≤ y}. Let ∆0 = {(x, y) ∈ [0, 1] × [0, 1] :
x < y}; then ∆0 is an ω-open set which contains every measurable rec-
tangle α × β marginally contained in ∆. Suppose that M ⊆ A is an I-
injective masa-bimodule, say M = Mmax(κ), for some ω-open and ω-closed
set κ ⊆ [0, 1] × [0, 1]. It follows that, up to marginal equivalence, κ ⊆ ∆0.
Moreover, κ is not marginally equivalent to ∆0 since ∆0 is not ω-closed.
But then κc ∩∆0 is a non-marginally null ω-open set and therefore contains
a measurable rectangle α× β. It is easy to see that M+Mmax(α× β) is an
I-injective masa-bimodule; clearly, it contains properlyM. We thus showed
that A does not contain a maximal I-injective masa-bimodule.
Example We present an example of an approximately I-injective, but
not I-injective, masa bimodule U , for which the uniform bound for the
norms of any sequence of Schur idempotents with decreasing ranges whose
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intersection is U can not be chosen to be smaller than 2√
3
. LetM and N be
weak* closed ternary masa-bimodules, and let (Φn)n∈N (resp. (Ψn)n∈N) be
a sequence of Schur idempotents of norm one with decreasing ranges such
that ∩RanΦn = M (resp. ∩RanΨn = N ). Let Θn = Φn + Ψn − ΦnΨn,
n ∈ N. Then Θn is a Schur idempotent with ‖Θn‖ ≤ 2, n ∈ N. We claim
that ∩RanΘn = M + N . Indeed, write Mn = RanΦn, Nn = RanΨn
and suppose that T ∈ ∩n∈NRanΘn. For each n ∈ N, write T = Xn + Yn
with Xn ∈ Mn and Yn ∈ Nn. Choose a subsequence (nk)k∈N such that
Φnk(T ) = Xnk + Φnk(Ynk) converge weak* along k ∈ N to an operator X.
Clearly, X ∈ M. Since N is invariant under Schur maps, T − (Xnk +
Φnk(Ynk)) = Ynk −Φnk(Ynk) converge weak*, along k ∈ N, to an operator Y
in N . Thus, T = X+Y ∈ M+N . We showed that ∩n∈NRanΘn ⊆M+N ;
the converse inclusion is trivial.
Now suppose additionally that M is I-injective while N is not, M ∩
N = {0}, and M + N is not a TRO (for example, let H = L2(0, 1), P
be the projection onto L2(0, 12 ), M = B(P (H)
⊥, P (H))) and N be the
multiplication masa of L∞(0, 1)). From the first paragraph, M + N is an
approximately I-injective masa-bimodule. Since N is not I-injective, it does
not contain non-zero compact operators and we see thatM is the I-injective
part of M + N , while N is its purely approximately I-injective part. It
follows that M + N is not I-injective. We claim that for every sequence
(En)n∈N of Schur idempotents with ∩n∈NRan En = M + N , we have that
‖En‖ ≥
2√
3
eventually. Indeed, if not then, by [11], Ran En would be a TRO
for infinitely many n, and henceM+N would be a TRO, contradicting our
assumption.
Since approximately I-injective masa-bimodules are I-decomposable, The-
orem 4.5 implies that the support of an approximately I-injective masa-
bimodule is operator synthetic if and only if it is strong operator Ditkin.
In Theorem 5.5, we give a more precise statement for this special case. We
need a couple of preliminary statements.
Lemma 5.3. Let w : X × Y → C be a bounded measurable function and
µ ∈ A(X,Y ). Then the measure wµ given by wµ(E) =
∫
E
w(x, y)dµ(y, x)
belongs to A(X,Y ).
Proof. For a measurable subset E ⊆ Y ×X we have (the supremum being
taken over all partitions E = ∪ki=1Ei)
|wµ|(E) = sup
k∑
i=1
|wµ(Ei)| =
k∑
i=1
∣∣∣∣
∫
Ei
w(x, y)dµ(y, x)
∣∣∣∣
≤ ‖w‖∞
k∑
i=1
|µ|(Ei) = ‖w‖∞|µ|(E).
Thus, |wµ| ≤ ‖w‖∞|µ| and hence |wµ|X ≤ ‖w‖∞|µ|X and |wµ|Y ≤ ‖w‖∞|µ|Y .
Since µ ∈ A(X,Y ), we have that wµ ∈ A(X,Y ). 
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Proposition 5.4. Let σ ⊆ X×Y be an operator synthetic set and κ ⊆ X×Y
be an ω-closed set such that χκ is a Schur multiplier. Then σ∩κ is operator
synthetic.
Proof. Since χκ is a Schur multiplier, κ is ω-open [11]; assume, without loss
of generality, that κ = ∪∞i=1αi×βi, where αi ⊆ X and βi ⊆ Y are measurable.
As in the proof of Proposition 3.3 (i), let (XN )N∈N (resp. (YN )N∈N) be
an increasing sequence of measurable subsets of X (resp. Y ) such that
m(X \XN ) < 1/N , n(Y \YN ) < 1/N , and κN
def
= κ∩(XN×YN) is contained
in the union of finitely many of the sets αi × βi. Write κN = ∪
kN
j=1γ
N
j × δ
N
j ,
as a disjoint union, where each γNj × β
N
j is contained in some αi × βi. Let
h = f ⊗ g ∈ Γ(X,Y ) be an elementary tensor, where f ∈ L∞(X,m) and
g ∈ L∞(Y, n). Then ‖h− (χXN f)⊗ (χYN g)‖Γ →N→∞ 0.
Let µ ∈ A(X,Y ). Then χκN (x, y)→ χκ(x, y) for all (x, y) ∈ (∪
∞
N=1XN )×
(∪∞N=1YN ). Since ((∪
∞
N=1XN )×(∪
∞
N=1YN ))
c is marginally null, we have that
it is µ-null, and hence χκN (x, y)→ χκ(x, y) for µ-almost all (x, y) ∈ X × Y .
Using Lebesgue’s Dominated Convergence Theorem and Lemma 5.3, we
have that
〈Sχκ(Tµ), h〉 = lim
N→∞
〈Sχκ(Tµ), (χXN f)⊗ (χYN g)〉
= 〈Tµ, χκ(χXN f)⊗ (χYN g)〉 = 〈Tµ, χκN (f ⊗ g)〉
=
kN∑
j=1
〈Tµ, (χγNj
f)⊗ (χδNj
g)〉
=
kN∑
j=1
∫
δNj ×γNj
g(y)f(x)dµ(y, x)
=
∫
Y×X
χκN (x, y)g(y)f(x)dµ(y, x)
→
∫
Y×X
χκ(x, y)g(y)f(x)dµ(y, x)
= 〈Tχκµ, h〉.
It follows that Sχκ(Tµ) = Tχκµ.
Now let T ∈Mmax(σ ∩ κ). Since κ is operator synthetic, (6) implies that
T = w∗-limTµα , where µα ∈ A(X × Y ) are measures supported on σˆ. Since
the measure χκµα is supported on σˆ ∩ κˆ, we have that Tχκµα = Sχκ(Tµα)
is a pseudo-integral operator in Mmin(σ ∩ κ), Moreover, T = Sχκ(T ) = w
∗-
limSχκ(Tµα), and hence T ∈Mmin(σ ∩ κ). Thus, Mmax(σ ∩ κ) = Mmin(σ ∩
κ). 
Theorem 5.5. LetM be an approximately I-injective masa-bimodule, M =
Minj+Mpai be the decomposition from Theorem 5.2, κ be the support of M
and κpai be the support of Mpai. The following are equivalent:
(i) κ is operator synthetic;
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(ii) κ is strong operator Ditkin;
(iii) κpai is operator synthetic;
(iv) κpai is strong operator Ditkin.
Proof. (i)⇔(ii) is a direct consequence of Theorem 4.5 and Remark (i) before
Theorem 2.8.
The equivalence (iii)⇔(iv) follows from the equivalence (i)⇔(ii) upon
noticing that κpai is the support of the approximately J-injective masa-
bimodule Φ⊥(Mmax(κ)), where Φ is the Schur idempotent with rangeMinj.
(i)⇒(iii) Let κinj be the support of Minj. By Proposition 5.4, κpai =
κ ∩ κcinj is operator synthetic.
(iii)⇒(i) Suppose that T ∈ M. Then T = T1 + T2, where T1 ∈ Minj =
Mmin(κinj) and T2 ∈ Mpai. Since κpai is synthetic, T2 ∈ Mmin(κpai), and
hence T1 + T2 ∈Mmin(κ). 
We finish this section with another structure result.
Proposition 5.6. Let M be an approximately J-injective masa-bimodule
and (En)n∈N be an associated sequence of Schur idempotents. Let κ be the
support of M and κn be the support of Ran En, n ∈ N. There exists pseudo-
integral operator T ∈ B(H1,H2) such that the limit S
def
= ‖ · ‖-limn→∞ En(T )
exists and
B(H1,H2) = [D2TD1]
w∗
,Mmax(κn) = [D2En(T )D1]
w∗
,Mmin(κ) = [D2SD1]
w∗
.
Proof. After a suitable unitary equivalence, we may assume that m(X) =
n(Y ) = 1. Write Ball(B(H1,H2)) for the unit ball of B(H1,H2). Suppose
that
Ball(B(H1,H2)) = {Tφk : k ∈ N}
w∗
where Tφk is the Hilbert Schmidt operator with integral kernel φk ∈ L
2(X×
Y ) and
Mmin(κ) = {Tµk : k ∈ N}
w∗
where the measures µk ∈ A(X,Y ) are supported on κˆ. We define
φ =
∞∑
n=1
1
2n
|φn|
‖φn‖2
and µ =
∞∑
n=1
1
2n
|µn|
‖µn‖
.
It is readily checked that µ is a positive measure in A(X,Y ) with µ(Y ×X) ≤
1 and ‖µ‖ ≤ 1. By Lemma 5.1 (ii), there exists an operator X ∈ K such
that ‖ · ‖- limn→∞ En(Tφ) = X. Thus,
‖ · ‖- lim
n→∞ En(Tµ + Tφ) = Tµ +X = S.
We write T = Tµ + Tφ. Let α ⊆ X, β ⊆ Y be measurable subsets such
that P (β)TP (α) = 0. It follows that if ξ ∈ H1, η ∈ H2 are non-negative
functions then∫
α×β
φ(x, y)ξ(x)η(y)dm × n+
∫
α×β
ξ(x)η(y)dµ = 0.
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Since φ ≥ 0 and µ ≥ 0 we have that∫
α×β
φk(x, y)ξ(x)ω(y)dm × n = 0, ∀ k ∈ N.
We conclude that 〈P (β)TφkP (α)ξ, η〉 = 0 and hence 〈P (β)AP (α)ξ, η〉 = 0,
for all A ∈ B(H1,H2). Since ξ and η where arbitrary non-negative functions,
we have that P (β)AP (α) = 0 for all A ∈ B(H1,H2). We thus proved that
the reflexive hull of the space [D2TD1] is B(H1,H2). Since B(H1,H2) is
synthetic, it follows that B(H1,H2) = [D2TD1]
w∗
. Similarly, if ξ, η are
arbitrary non-negative functions such that 〈P (β)SP (α)ξ, η〉 = 0 then
〈P (β)TµP (α)ξ, η〉 + 〈P (β)XP (α)ξ, η〉 = 0.
Since 〈Xξ′, η′〉 ≥ 0 for all non-negative functions ξ′, η′, we have that
〈P (β)TµP (α)ξ, η〉 = 0,
and so
〈P (β)AP (α)ξ, η〉 = 0, for all A ∈Mmin(κ).
It follows that Ref(D2SD1) = Mmax(κ) and since S is a pseudo-integral
operator, we conclude that Mmin(κ) = [D2SD1]
w∗
. 
6. Converse results
Let M be an approximately I-injective D2,D1-bimodule, U be a weak*
closed D2,D1-bimodule and W = U +M. By Corollary 3.4, W is a weak*
closed masa-bimodule. Moreover, by Corollary 3.4 and Proposition 4.1,
W is reflexive (resp. synthetic) if U is reflexive (resp. synthetic). In the
following, we consider the converse question: when does the reflexivity (resp.
synthesis) of W imply the reflexivity (resp. synthesis) of U? This is not true
in general. For an example, take M = B(H1,H2) and a non-reflexive (resp.
non-synthetic) D2,D1-bimodule U . We show that in certain cases, when the
masa-bimodules U andM are “suitably positioned”, one can obtain positive
results.
If N is a weak* closed masa-bimodule, we will say that a weak* closed
masa-bimodule U is N -synthetic if Mmin(κ) ∩ N = Mmax(κ) ∩ N , where κ
is the (unique up to marginal equivalence) ω-closed subset of X × Y with
Mmin(κ) ⊆ U ⊆ Mmax(κ). This notion was introduced and studied in [15]
in the case X = Y = G for some locally compact group G.
Theorem 6.1. Let M be an approximately I-injective masa-bimodule and
U be a weak* closed M-synthetic masa–bimodule. Then
(i) U is reflexive if and only if U +M is reflexive;
(ii) U is synthetic if and only if U +M is synthetic.
Proof. (i) By Corollary 3.4 and Proposition 4.1, if U is reflexive (resp. syn-
thetic) then U +M is reflexive (resp. synthetic). Conversely, assume that
U +M is reflexive and let T ∈ Ref U . Let En, n ∈ N, be a sequence of Schur
idempotents such that ∩∞n=1Ran En = M and ‖En‖ ≤ C for some C > 0.
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By Corollary 3.4, T ∈ (Ref U) +M = Ref(U +M) = U +M. Thus, for
each n ∈ N, we have that T = Sn +Mn for some Sn ∈ U and Mn ∈ Mn.
It follows that E⊥n (T ) = E⊥n (Sn) ∈ U . On the other hand, by Proposition
2.2 (iii), En(T ) = En(Sn) +Mn ∈ Ref(U) ∩ Mn. If S is the weak* limit
of a subsequence (Enk(T ))k∈N then S ∈ Ref(U) ∩M = U ∩ M since U is
M-synthetic. It follows that
T = w*- lim(Enk(T ) + E
⊥
nk
(T )) ∈ U .
(ii) Suppose that U +M is synthetic and let Umin be the minimal weak*
closed masa-bimodule with reflexive cover Ref U . By Corollary 3.4,
Ref(Umin +M) = (Ref Umin) +M = U +M.
Since U +M is synthetic, Umin+M (which is weak* closed by Theorem 2.5
(i)) is reflexive. By the first paragraph, Umin is reflexive; thus, Umin = Ref U
and so U is synthetic. 
Theorem 6.2. Let M be a weak* closed ternary masa-bimodule, A1 =
[M∗M]−w∗ and A2 = [MM∗]−w
∗
. Suppose that U is a weak* closed A2,A1-
bimodule. The following hold:
(i) The masa-bimodule U +M is reflexive if and only if U is reflexive.
(ii) The masa-bimodule U +M is synthetic if and only if U is synthetic.
Proof. It follows from [24, Proposition 2.2] that (after a unitary equivalence)
M =M1 ⊕M2, where M1 has the form ⊕k∈NB(Hk1 ,H
k
2 ), for some Hilbert
spaces Hk1 , H
k
2 , andM2 is a ternary masa-bimodule which does not contain
operators of rank one. It follows that A1 (resp. A2) contains ⊕k∈NB(Hk1 )
(resp. ⊕k∈NB(Hk2 )). Since U is an A2,A1-bimodule, we have that U =
U1 ⊕ U2, where U1 = ⊕
∞
p=1B(H
kp
1 ,H
kp
2 ) and U2 is a weak* closed A2,A1-
bimodule.
Let κ ⊆ X×Y (resp. σ ⊆ X×Y ) be the ω-closed set such thatMmin(κ) ⊆
U2 ⊆Mmax(κ) (resp. Mmax(σ) =M2). We have that
Mmin(κ ∩ σ) ⊆Mmin(κ) ∩M2 ⊆Mmax(κ) ∩M2 = Mmax(κ ∩ σ).
By [24, Theorem 3.6], κ∩σ is operator synthetic, and henceMmin(κ)∩M2 =
Mmax(κ)∩M2, that is, U2 isM2-synthetic. It follows that U isM-synthetic
and the claims follow from Theorem 6.1. 
Theorem 6.2 has the following immediate consequence.
Corollary 6.3. Let A be a CSL algebra, ∆(A) = A∩A∗ be the diagonal of
A, U be a weak* closed subspace of A which is a ∆(A)-bimodule and such
that A = U +∆(A). Then
(i) the space U is reflexive;
(ii) the algebra A is synthetic if and only if the space U is synthetic.
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