We consider nonparametric estimation of a covariance function on the unit square, given a sample of discretely observed fragments of functional data. When each sample path is observed only on a subinterval of length δ < 1, one has no statistical information on the unknown covariance outside a δ-band around the diagonal. The problem seems unidentifiable without parametric assumptions, but we show that nonparametric estimation is feasible under suitable smoothness and rank conditions on the unknown covariance. This remains true even when the observations are discrete, and we give precise deterministic conditions on how fine the observation grid needs to be relative to the rank and fragment length for identifiability to hold true. We show that our conditions translate the estimation problem to a low-rank matrix completion problem, construct a nonparametric estimator in this vein, and study its asymptotic properties. We illustrate the numerical performance of our method on real and simulated data.
Introduction
Functional data analysis (Ramsay & Silverman, 2005; Hsing & Eubank, 2015) encompasses a broad class of problems and techniques for inferring aspects of the law of a random function X (t) : [0, 1] → R given multiple realizations thereof. These problems cover the full gamut of statistical tasks, including regression, classification, and testing . A key role is played by the covariance operator of the random function X (t). This is an integral operator with kernel r(s, t) = cov{X (s), X (t)}, encoding the second-order fluctuations of the random function X (t) about its mean function. This operator and its associated spectral decomposition are at the core of many methods obtained via dimension reduction, but they also appear in the regularization of inference problems, which are nearly always ill-posed in the functional case (Panaretos & Tavakoli, 2013) .
Consequently, estimation of the covariance operator associated with X is typically an important first step in any functional data analysis. This is to be done based on independent and identically The O i were simulated as in Kraus (2015, § 5) for the blanket regime and with a length of δ = 0.5 for the banded regime.
distributed realizations X 1 , . . . , X n of the random process X . If these are fully observable as continuous curves, then the estimation problem has a simple solution via the empirical covariance n −1 n i=1 {X i (s) − μ n (s)}{X i (t) − μ n (t)} with μ n (s) = n −1 n i=1 X i (s). This enjoys several appealing properties, courtesy of the law of large numbers and the central limit theorem in Banach space (Dauxois et al., 1982) . In practice, however, X 1 , . . . , X n are not observable as complete trajectories {X i (t) : t ∈ [0, 1]}. Instead, one only has some finite-dimensional measurements on each function. Typically one observes point evaluations on a grid, and the nature and degree of difficulty of the estimation problem depend on the structure of the grids {t ij }, which can be broadly classified as dense or sparse (Zhang & Wang, 2016) .
Still, there are cases where even less information is available. In particular, it can happen that each curve is censored and can only be observed on random subsets O i of [0, 1] . These censored curves are referred to as functional fragments. Here, too, one can consider regimes that coarsely parallel the dense/sparse observation setting, where one has qualitatively different information on r(s, t) over different subregions of [0, 1] 2 . The first regime, which we call the blanket regime, is such that the typical O i is a union of subintervals with a nonnegligible probability of covering all of [0, 1] . In this case, information on r(s, t) is available for all (s, t) ∈ [0, 1] 2 , perhaps of variable amounts over different pairs (s, t) ∈ [0, 1] 2 , depending on the number of i for which (s, t) ∈ O i × O i ; in any case the effective sample size available for estimating the covariance is not materially different from n on most of [0, 1] 2 , as illustrated in Fig. 1(a) . The second regime, which we call the banded regime, is such that each O i is a single interval of length at most δ, for some δ > 0 distinctly smaller than 1. Here we have no information on the covariance r(s, t) outside the band B δ = {(s, t) ∈ [0, 1] 2 : |s − t| δ}. Moreover, the information that we do have on r(s, t) will be reliable only on a strictly narrower band of width δ < δ centred near (1/2, 1/2) since, as illustrated in Fig. 1(b) , the effective sample size is at least halved elsewhere. One therefore has to consider the effective δ instead of the exact δ, and we will call this the effective bandwidth.
The blanket regime was considered by Kraus (2015) , who provided a nonparametric covariance estimator assuming complete observation of the functional data. The band-limited regime is considerably more challenging, and to the best of our knowledge it has only been investigated by Delaigle & Hall (2013 , who considered the more challenging situation where observations are discrete. In their first paper, they showed that despite the low degree of specification, a simple strategy that involves gluing neighbouring fragments between curves can offer a way forward, at least when the goal is classification. In their second paper, they modelled the discrete curve observations as a Markov process; this allowed them to complete the discretized curves and discretized covariance by a conditional averaging procedure. The method is appealing and shows good performance in practice, but the model is only posited at the discrete level, and would correspond to a diffusion in the continuum.
In this paper we investigate whether it is possible to construct a nonparametric estimator of the covariance r(s, t) based on discretely observed fragments in the banded regime. We first study the problem of identifiability: when can discrete information inside a δ-band uniquely determine the values of the covariance on grid points that are in the censored region {(s, t) ∈ [0, 1] 2 : |s−t| > δ}? We show that, assuming analyticity of r(s, t), the missing components are uniquely determined provided the grid size K exceeds a critical threshold that depends on δ and the rank of r (s, t) . Furthermore, we characterize this unique extension as a low-rank matrix completion of the observable banded covariance. This allows us to construct a nonparametric estimator of the covariance function r(s, t) on the entire rectangle [0, 1] 2 and study its asymptotic properties as dependent on sample size n and grid size K. We evaluate the numerical performance of our approach on simulated and real functional data. Our method exploits a novel matrix completion framework for functional data analysis recently introduced in Descary & Panaretos (2019) . While there are strong parallels in our development, the fragmentation setting analysed here is complementary and in some ways more challenging: it deals with nonparametric extrapolation rather than interpolation, based on rather limited data. We will concentrate on the estimation of r(s, t), rather than prediction of the censored components of the continuous curves X 1 , . . . , X n from the discrete fragments. Once an estimate of the complete covariance is available, the missing regions can be predicted from the fragments using best linear prediction, following the techniques of Liebl (2013), Goldberg et al. (2014) and Kraus (2015) .
Problem statement and notation
Consider a continuous random function X : [0, 1] → R, viewed as a random element of the Hilbert space L 2 [0, 1] of real square-integrable functions, with inner product and norm
Assuming that E( X 2 L 2 ) < ∞, we may define the mean function E{X (t)} = μ(t) and covariance kernel r(s, t) = cov{X (s), X (t)}. Given a sample X 1 , . . . , X n of n independent copies of X , their natural estimators are the empirical counterparts
Suppose that each curve X i is only observed on a random subinterval O i ⊂ [0, 1] of length δ ∈ (0, 1). The {O i } are independent and identically distributed, and are independent of the {X i }.
In this case, we can no longer construct the empirical covariance. We can still construct the patched estimatorr n of Kraus (2015) , which keeps track of the amount of information available for each (s, t): where
As usual, the last two displays are interpreted as equalling zero if none of the O i contain the point (s, t). Kraus (2015) introduced this estimator in the blanket regime, but in our banded observation regime, (1) will no longer be viable, since the length constraint on the O i implies that we have no data outside the band B δ . Consequently,r n (s, t) ≡ 0 on [0, 1] 2 \ B δ . An illustration of r n andr n is provided in Fig. 2 . As pointed out in § 1, the estimatorr n is reliable only on a restricted band B δ for δ < δ.
To complicate matters further, the curves will only be measured on a finite grid of points, and this needs to be taken into account, defining discrete K-resolution versions of the quantities already introduced. Let {t j } K j=1 be a perturbation, potentially random, of a regular grid of K points defined as
being the regular partition of [0, 1] into intervals of length 1/K. From K evaluations of a typical curve X i on this grid, we can define a K-resolution representation of X ,
Recovering covariance from functional fragments 149 The covariance of X K i , which is in fact the K-resolution version r K of r, is
. . , K}, will similarly be defined as the empirical covariance of the K-resolution curves X K 1 , . . . , X K n ,
. This object is inaccessible in the fragmented case. Instead, combining discrete observation and fragmentation, we can only form the discrete analogue of the patched estimator of Kraus (2015) , defined as
with matrix representation given byR K n = {r n (t j , t l )} K j,l=1 . This is precisely the object obtained upon replacing X i by X K i in (1), and is illustrated in Fig. 2 . Since the length of O i is δ, the set {t j } K j=1 ∩ O i of points on which the curve X i is observed contains between Kδ − 1 and Kδ + 1 points. This implies that the matrixR K n is guaranteed to have nonzero entries only on the band B δ = {(j, l) : |j − l| < Kδ − 1}. Consequently, it can only be used as an estimator of the banded version of R K , say P K δ • R K , where the matrix P K δ ∈ R K×K is defined as P K δ (j, l) = 1(|j − l| < Kδ − 1) and • denotes the elementwise product. Hence, we need to investigate what nonparametric conditions on r(s, t) will suffice for the problem to be identifiable on the basis of the fragmented discrete measurements: when can we uniquely extrapolate P K δ •R K to recover R K ?
The assumption that all the curves are observed on the same grid and without any measurement errors is not essential, but allows for a more transparent analysis and presentation below. Extensions to non-common grids, irregular grids, and even measurement errors are treated in § 9.
Identifiability
Despite the weak specification, we wish to impose genuinely nonparametric conditions to ensure identifiability. Still, these will need to be stricter than usual; for even if we were able to perfectly estimate r(s, t) on B δ in the continuum, there is a priori no guarantee that the restriction of r on this band extends uniquely to the entire domain of definition. In fact, the problem of extending positive-definite functions is notorious in analysis and probability (Jorgensen et al., 2016) and is connected to the unique extension of characteristic functions via Bochner's theorem. Using this approach, we can build on classical counterexamples to the unique extension of characteristic functions (Gnedenko, 1937; Esseen, 1945) to show the following result.
Proposition 1. For any 0 < ε < 1/2, there exist C ∞ covariance functions κ 1 and κ 2 on (−π , π) 2 that have common trigonometric eigenfunctions with eigenvalues decaying faster than any polynomial rate and are such that κ 1 (x, y) = κ 2 (x, y) if and only if |x − y| 1 − 2ε.
This proposition illustrates that smoothness alone cannot guarantee unique extension, even if the eigenfunctions are assumed to be known. A condition that will guarantee unique extension in the continuum is real analyticity (Krantz & Parks, 2002) . This requires that r(s, t) admit a Fourier series expansion with coefficients that decay not merely faster than any polynomial but at a rate that is at least geometric. Analyticity will guarantee unique extension from any open band B δ , by analytic continuation. In light of Proposition 1, analyticity is a sharp assumption, despite its strength, if one seeks identifiability with genuinely nonparametric assumptions. Nevertheless, in order for this unique extension result to carry over to the discrete case, we need to impose another condition to relate analyticity of r(s, t) to the matrix properties of R K = {r(t j , t l )} K j,l=1 ; this is to require that r(s, t) be of finite rank. In summary, we assume the following.
where the rank q is finite and the orthogonal eigenfunctions {ϕ 1 , . . . , ϕ q } are real and analytic on (0, 1).
Except for the finiteness requirement, there is no limit on how large q can be, and indeed q is not assumed to be known; nor are the ϕ i or λ i . Since finite-rank analytic covariances are dense among continuous covariances, the model can approximate a rich nonparametric class of covariances and is otherwise not restricted. The trade-off for a large value of q manifests itself when we relate q to the identifiability of the K-resolution version of the covariance, r K , as summarized in the matrix R K . One expects that for a higher value of q, a higher resolution, K, would be required. Fortunately, this relationship can be quantified in very precise terms, is linear, and indeed yields rigorous guarantees on identifiability. The proposition below demonstrates that as long as K > δ −1 (2q + 1), the matrix R K is uniquely determined from its entries on the band B δ by minimal rank completion.
Proposition 2. In the notation and framework of § 2, suppose that Assumption 1 holds. If δ ∈ (0, 1) and K > δ −1 (2q + 1), then for almost all grids in T K , the matrix
is the unique solution to the matrix completion problem
where · F is the Frobenius matrix norm. Equivalently, for almost all grids in T K and for all τ > 0 sufficiently small,
Even if the rank is finite, analyticity cannot be replaced by smoothness in general. For example, one must rule out locally supported eigenfunctions, or one could construct distinct C ∞ covariances of rank 3 that coincide on B 1/3 ; see the Supplementary Material.
Estimation of the covariance function
Proposition 2 offers a road map for nonparametric estimation of the complete covariance r(s, t) on [0, 1] 2 , via the following three steps.
Step 1. Estimate the banded component P K δ • R K by the empirically constructible matrixR K n .
Step 2. Solve the problem (3), with the estimatorR K n replacing the estimand P K δ • R K .
Step 3. Use the optimum obtained, sayR K n = {R K n (j, l)} K j, l=1 , as the coefficient matrix of a step functionr K n (s, t) = K j,l=1R K n (j, l)1{(t, s) ∈ I j, K × I l, K }, and call this our estimator.
In summary, we define our estimator as follows.
Definition 1 (Covariance estimator). In the notation of § 2, define an estimatorR K n of R K as an approximate minimum of the constrained optimization problem
where K is the set of K × K positive-semidefinite matrices with trace norm bounded by that of R K n , τ > 0 is a sufficiently small tuning parameter, and P K δ (j, l) = 1{|j − l| < Kδ − 1}. We then define the estimatorr K n of r as the step-function kernel with coefficient matrixR K n ,
By approximate minimum we mean that the value of the objective atR K n is within O P (n −1 ) of the value of the overall minimum. The feasible set can be taken to be K , since no estimator outside that set would be sensible. Despite being a step function, the estimatorr K n is not parametric. If one wishes to have a smooth estimate, it is possible to apply a final post-processing step and smooth the estimatorr K n with a bandwidth that decays as K increases. Our theorem below concerns the performance of the estimator in terms of sample size and resolution.
Theorem 1. In the notation and framework of § 2, suppose that Assumption 1 holds. Furthermore, let E( X i 4 L 2 ) < ∞ and suppose that O 1 , . . . , O n are independent and identically distributed subintervals of [0, 1] of length δ ∈ (0, 1), independent of the X 1 , . . . , X n and such that inf |s−t|<δ pr{U 1 (s, t) = 1} > 0. Define K * = δ −1 (2q + 1) to be the critical resolution. Then, for any K > K and for almost all grids in T K , [0, 1] 
x, y∈ [0, 1] ∇r(x, y) 2 2 for all τ > 0 sufficiently small.
The condition inf |s−t|<δ pr{U 1 (s, t) = 1} > 0 entails that the events {O i × O i (s, t)} have strictly positive probability as (s, t) ranges over the band |s − t| < δ. Intuitively, this translates to requiring that the δ-fragments be reasonably spread out; for instance, we must avoid the trivial case where O i = O uniformly in i. 5. Computation 5.1. General procedure Our estimator can be computed following steps (I)-(IV):
(I) compute the patched covariance matrixR K n = {r n (t j , t l )} K j,l=1 , as in (2); (II) solve the optimization problem
where δ < δ is the effective bandwidth, for i = {1, . . . , Kδ − 3}, obtaining minimizerŝ
. . , Kδ − 3} and the quantities f (i) + τ i for some choice of the tuning parameter τ > 0; (IV) determine the i * that minimizes f (i) + τ i, and declare the corresponding optimizing matrix θ i * to be the estimatorR K n .
Step (II), which requires the solution of a rank-constrained least squares problem, and step (III), which requires the selection of a tuning parameter, are discussed in the next two subsections.
Rank-constrained least squares
The fact that the least squares penalty in step (II) involves only some of the matrix entries implies that its best rank-constrained approximation is unavailable in closed form by a simple principal components analysis. Nevertheless, we can reformulate the problem as an unconstrained one via reparameterization: the space of positive-semidefinite matrices of rank i can be spanned by elements of the form γ γ T , where γ ∈ R i×K . This reduces (4) to min γ ∈R K×i
To solve (5), we use the R (R Development Core Team, 2019) function optim, which implements a quasi-Newton method that makes use of the gradient of the objective function. The starting point is the natural candidate γ 0 = U i 1/2 i corresponding to the optimal rank-i reduction of R K n . Specifically, for the singular value decomposition U U T ofR K n , we define U i as the n × i matrix obtained by keeping the first i columns of U and define i as the i × i matrix obtained by keeping the first i lines and columns of . The objective (5) is convex in γ γ T but not in γ itself, so convergence to a global optimum is not guaranteed. Nevertheless, in our numerical work we have observed that the computational implementation is stable, fast and reliable. Similar stability properties were empirically observed in the band-deleted principal components analysis by matrix completion studied in Descary & Panaretos (2019) . Chen & Wainwright (2015) gave theoretical arguments that gradient descent-type methods can yield good optima with high probability in low-rank matrix completion problems.
Scree-plot tuning parameter selection
The role of the tuning parameter τ is to prevent us from overfitting the banded matrixR K n by selecting too high a rank, since f (i) is nonincreasing in i. The key observation for choosing τ , then, is that selecting a value τ immediately corresponds to selecting a rank i τ , i.e., the rank of the minimum obtained for that τ ; in turn, this yields a fit value f (i τ ). One can plot f (i τ ) as a λ 1 = 1.50 ϕ 1 (t) = 1 β 1 = 1.50 ω 1 = 0.5, σ 1 = 0.60 λ 2 = 0.55 ϕ 2 (t) = sin(2π t) β 2 = 0.55 ω 2 = 0.2, σ 2 = 0.25 λ 3 = 0.20 ϕ 3 (t) = sin(4π t) β 3 = 0.20 ω 3 = 0.8, σ 3 = 0.20 function of τ , as one would construct a scree-plot in principal components analysis, selecting a τ by observing an elbow in the plot or by setting a threshold > 0 and requiring that f (i τ ) < .
In fact, since f (i τ ) will change only when τ → i τ has a jump, we can circumvent τ entirely and simply plot the mapping i → f (i). Under our model assumption, the elbow approach can be theoretically justified: Proposition 2 shows that if we could useR K instead ofR K n , then we would have f (i) > 0 when i q − 1 but f (q) = 0. One can go beyond the scree-plot to determine a rank. For example, one can inspect the resulting optima and observe how much they differ as the rank increases, or inspect how the eigenvalues of the optima evolve.
Numerical results
To assess the performance of our method, we perform simulations with two different scenarios for the true covariance function r(s, t). In Scenario A we set r(s, t) = q j=1 λ j ϕ j (s)ϕ j (t) where the eigenfunctions {ϕ j } are constructed with constant and sine functions; in Scenario B we set r(s, t) = q j=1 β j ψ j (s)ψ j (t) with the {ψ j } constructed as Gaussian density functions of mean ω j and standard deviation σ j . For both scenarios we consider q = 1, 2 and 3. Table 1 gives more details of the construction of r. For a given covariance function r, we simulated 100 samples of n = 200 centred Gaussian processes X i such that cov{X i (s), X i (t)} = r(s, t) (s, t ∈ [0, 1]), and we evaluated them on a grid of K = 50 points; the Supplementary Material contains additional results. For each sample of curves, we constructed fragmented data by simulating random subintervals O 1 , . . . , O n of [0, 1] of length δ. We consider δ = 0.5, 0.6, 0.7, 0.8 and 0.9. In all simulations the matrix P K δ is defined with δ = δ − 0.1, and we implement our method using the true rank, since repeating the optimization problem for several rank choices and over hundreds of replications would be prohibitively expensive. The Supplementary Material contains a study of the performance of our scree-plot approach to selecting the rank; we found that one typically would select the true rank except in the more challenging cases of δ ∈ {0.5, 0.6}, where one might select a rank of 2, though the true rank is 1 or 3. For each of the 100 samples corresponding to a given combination of scenario, rank and δ, we compute our estimatorR K n and then calculate its relative error percentage re( Table 2 reports the median and the first and third quartiles of these 100 relative errors; we obtain median relative errors of the order of at most 15% once the observation interval length reaches 0.6, corresponding to an effective length of 0.5.
Data analysis
We test our method using daily power spot prices in the German electricity market (www.eex.com). The spot prices were recorded every hour of every working day from 1 January 2006 to 30 September 2008, giving n = 638 curves observed on a grid of K = 24 points. The raw dataset and its empirical covariance function r K n are depicted in Fig. 3 . Since we are To test our method, we estimate the covariance function for each sample and compare it to the empirical covariance function r n , since we do not know the true covariance function. The empirical covariance function is of full rank, but its first three eigenfunctions explain more than 90% of the total variance, so we expect our method to work reasonably well even if the condition on K in Proposition 2 is not exactly satisfied. The first step of our method is to choose the rank of our estimator, which is done using the scree-plot approach explained in § 5.3. The function f (i) (i = 1, . . . , 8) obtained for one sample of each set is plotted in Fig. 4 . After inspection of the figure, we selectedq = 3 for the six sets of samples and obtained the associated estimatorsR K n,δ . We calculated the empirical relative error percentage empre(R K n, δ ) = ( R K n − R K n F / R K n F ) × 100% of each and report for each set the median of the 100 resulting empirical relative errors and their first and third quartiles in Table 3 . Even when we observed only 50% of each curve, we obtained an error smaller than 15%. Since the choice ofq involves the subjective appreciation of a plot, we also repeated the analysis withq equal to 4 and 5. The results are very similar, indicating that mildly overestimating the rank is of little material importance.
Stability with respect to departures from assumptions
To assess to what extent the performance of our method is stable with respect to perturbations from analyticity and/or the finite-rank assumption, we carry out numerical experiments where the true covariance function is neither analytic nor of finite rank. We consider centred Gaussian processes with a Matérn covariance function
where K ν is the modified Bessel function of the second kind, is the gamma function, and the parameters ν and ρ of the covariance function are nonnegative. This is an infinite-rank covariance. We consider ν = 3/2, 5/2 and ρ = 0.5, 0.8. The corresponding Gaussian sample paths will be only ν -times differentiable (Stein, 1999 , § 2.7), so our smoothness settings correspond to sample paths that are at most once or twice differentiable; this is a severe departure from analyticity, which implies C ∞ paths.
Since Matérn covariances are stationary, we also consider a nonstationary scenario. We take the true covariance function r M-A to be equal to r M +r A , where r A is defined as in Scenario A with q = 2. For each combination of scenarios and values of ν and ρ, we simulated 100 samples of n = 200 centred Gaussian processes evaluated on a grid of K = 50 points, and then constructed random fragments of length δ = 0.5, 0.6, 0.7, 0.8 or 0.9. In all simulations, the matrix P K δ is defined with δ = δ − 0.1 and the rankq is set to 2, which is conservative/suboptimal in principle. Fig. 4 . Illustration of the scree-plot approach to rank selection; the curves in blue, red, black, green and orange correspond to settings with δ = 0.5, 0.6, 0.7, 0.8 and 0.9. 0.6 (0.5) 29 (25, 32) 21 (16, 23) 21 (17, 25) 17 (14, 20) 0.7 (0.6) 24 (22, 27) 17 (13, 21) 16 (14, 19) 15 (12, 19) 0.8 (0.7) 19 (17, 22) 14 (12, 18) 15 (12, 17) 14 (11, 17) 0.9 (0.8) 16 (13, 19) 11 (9, 14) 13 (11, 16) 11 (9, 15) 5/2 0.5 (0.4) 29 (26, 32) 20 (17, 24) 33 (29, 38) 27 (24, 31) 0.6 (0.5) 24 (21, 28) 18 (15, 22) 19 (16, 23) 17 (14, 22) 0.7 (0.6) 22 (19, 25) 14 (11, 19) 16 (13, 20) 15 (12, 19) 0.8 (0.7) 17 (14, 21) 13 (10, 15) 13 (11, 16) 13 (10, 16) 0.9 (0.8) 15 (13, 17) 11 (8, 15) 12 (9, 15) 11 (9, 15) For each sample, we calculate re(R K n ), the relative error percentage of our estimator, and we report the median and the first and third quartiles of these 100 relative errors in Table 4 .
Despite materially deviating from our assumptions, the method seems quite stable. The relative errors in Table 4 are comparable to those observed in our earlier simulations. Scenario 2, involving the covariance r M-A , lends itself to the most direct comparison, since it can be seen as an additive perturbation of Scenario A with q = 2 by a non-analytic and infinite-rank covariance. Comparing the results in the last two columns of Table 4 with those in the first five rows of the column corresponding to q = 2 in Table 2 , we observe only a slight inflation of relative errors. More generally, as ν increases and the curves become smoother, the performance tends to improve. The typical assumption in functional data analysis is that the observed sample paths are at least of class C 2 .
Irregular grids and measurement errors
Our method can be adapted to cases where each fragment is of a different length, observed on variable and potentially quite irregular grids, and possibly subjected to noise corruption. In the noiseless setting, our observations are discretized fragments of n independent copies of X defined as
1] of random length δ i , and Q i is the size of the grid corresponding to the ith fragment. For a given positive integer K, define as before {I j,K } K j=1 to be the regular partition of [0, 1] into intervals of length 1/K, and define R K to be the matrix representation of the K-resolution version of the covariance function r of X . We define the K-resolution patched estimator of R K based on the sample (6) as
The estimatorr K n of r is obtained by replacingR K n withR K n in steps (I)-(IV) at the beginning of § 5. In the case of irregular grids, we overlay a regular grid of resolution K on [0, 1] , and construct the step-function estimator of the patched covariance that averages within the K 2 induced bins partitioning the domain [0, 1] 2 . The resolution K is commensurate to the Q i , in the sense that if Q i ≡ Q and δ i ≡ δ, then K = ϑ × Qδ −1 , where ϑ ∈ (0, 1) is chosen such that the average number of points falling in each of the observed bins is sufficiently large. More generally one calculates empirical averagesQ andδ and sets K = ϑ × Qδ −1 . Since there is now some added flexibility in the choice of K, one could even optimize over a choice of ϑ to exploit any slack in the bias-variance trade-off induced by the additional averaging within bins, for example choosing ϑ via crossvalidation. Implementation is straightforward, and we omit further details.
In the setting where our observations have been corrupted by measurement errors, the sample defined in (6) becomes {X ij = X i (t ij ) + ij : i = 1, . . . , n; j = 1, . . . , Q i }, where the ij are uncorrelated zero-mean random variables of finite variance and the matrixR K n can be defined as before. However, since we know that the diagonal ofR K n will be corrupted by the noise, we do not use the information that it contains in our matrix completion procedure; we thus replace the matrix P K δ byP K δ (j, l) = 1(0 < |j − l| < Kδ − 1) in steps (I)-(IV) of § 5. To evaluate the performance of our method in these new settings, we carry out a simulation study where we consider two different types of grids. The type 1 grids are mildly irregular: for each grid {t ij } Q i j=1 there exists a grid of K points
. Type 2 grids are highly irregular, i.e., each point of the grid {t ij } Q i j=1 is uniformly distributed on O i . In the simulation study, the true covariance function r(s, t) is constructed as in Scenario A, see § 6, with q = 1, 2 or 3. We consider n = 200 and 400, and the length δ i of the ith fragment is uniformly distributed in (δ 1 , δ 2 ), with (δ 1 , δ 2 ) = (0.4, 0.6), (0.5, 0.7), (0.6, 0.8) or (0.7, 0.9) . For type 1 grids we set Q i = Kδ i where K = 50, and for type 2 grids we set Q i = K δ i wherë K = 50 and K = 4(5n) −1 n i=1 Q i . In the setting with measurement errors, the random errors ij are simulated as N (0, 1). We simulate 100 samples for each combination of grid type, scenario, sample size n, rank q, and vector (δ 1 , δ 2 ). For each sample we implement our method using the true rank, where the matrices P K δ andP K δ are defined with δ = δ 1 . We then calculate re(R K n ), the relative error percentage of our estimator, and report the median and the first and third quartiles of these 100 relative errors in Tables 5 and 6 .
Comparing the first few lines of Tables 5 and 2, we observe that allowing for variable fragment lengths and variable grids has little effect on estimation when the grids are mildly irregular and observation is noiseless. Noise has a bigger impact, particularly since it degrades the diagonal of the empirical covariance, where in principle we would have the most information when observing fragments; see Fig. 1 . Specifically, we see that to attain similar performance to that in the absence of noise, the sample size needs to double. Allowing the observation grid to be highly irregular has a more noticeable impact. Comparing Tables 5 and 6, one sees that to achieve performance Overall, it would seem that grid/length irregularity and noise contamination do not substantially affect performance, as long as one allows for adapting the sample size to accommodate the additional layer(s) of ill-posedness. This is no modest feat: we are performing nonparametric estimation of the covariance from functional data that are simultaneously censored, irregularly observed, and noisily observed. With all these layers of ill-posedness, it is surprising that nonparametric estimation is feasible at all: for, in the nonparametric case, one ultimately constructs locally parametric estimators, and when we combine these three layers of ill-posedness, there is scant local information to work with.
Concluding remarks
Estimating a covariance from fragments is effectively a nonparametric extrapolation problem: we wish to estimate the long-range covariation properties of a stochastic process by observing only short-range covariation and without imposing parametric restrictions. Indeed the effective sample size for estimating covariation at distance u decreases rapidly as u increases, and drops to zero when u exceeds δ. Our assumptions, though nonparametric, allow for extrapolation because they impose a sort of rigidity. Assuming analyticity amounts to requiring that all amplitude fluctuations of the stochastic process propagate throughout the global scale [0, 1], i.e., there are no purely short-scale variations, which could otherwise be confounded with the long-range variations. This ensures that the short-range variations that we do observe are genuine subsamples of the long-range effects that we seek, and can be suitably extrapolated from by analytic continuation. The finite-rank restriction complements analyticity by allowing a discrete analytic continuation by matrix completion. One can also imagine circumstances where the recovery problem can be relaxed using qualitative knowledge about the boundary behaviour of the stochastic process X (t). For instance, having Dirichlet boundary conditions stipulating that X (0) and X (1) are almost surely fixed but unknown directly translates to the covariance being zero at the boundary of [0, 1] 2 . Such knowledge could in principle be used as an additional constraint in the matrix completion step, though it does not immediately carry over to the matrix factor γ in the factorization γ γ T .
