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THE GREEDY WALK ON AN INHOMOGENEOUS POISSON
PROCESS
KATJA GABRYSCH AND ERIK THO¨RNBLAD
Abstract. The greedy walk is a deterministic walk that always moves from its
current position to the nearest not yet visited point. In this paper we consider the
greedy walk on an inhomogeneous Poisson point process on the real line. Our primary
interest is whether the walk visits all points of the point process, and we determine
sufficient and necessary conditions on the mean measure of the point process for
this to happen. Moreover, we provide precise results on threshold functions for the
property of visiting all points.
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1. Introduction and main results
Consider a simple point process Π without accumulation points in a metric space
(E, d). We think of Π either as an integer-valued measure or as a collection of points
(the support of the measure). With the latter viewpoint in mind, we define the greedy
walk on Π as follows. Let S0 ∈ E and Π0 = Π. Define, for n ≥ 0,
Sn+1 = arg min{d(Sn, X) : X ∈ Πn},
Πn+1 = Πn \ {Sn+1}.
The set Πn denotes the set of unvisited points of Π up until (and including) time n.
We write Π∞ =
⋂∞
n=1 Πn for the set of points that are never visited by the walk. Once
the underlying environment Π is fixed, the process (Sn)
∞
n=0 is deterministic (except
possibly for ties which need to be broken, but these will almost surely not occur in our
setting).
The greedy walk has been studied before in the literature, with various choices of
the underlying point process. When Π is a homogenous Poisson process on R, one
can show using a Borel–Cantelli–type argument that Π∞ 6= ∅ with probability 1, that
is, the greedy walk does not visit all points of the underlying point process. More
precisely, the expected number of times the greedy walk starting from 0 changes sign
is 1/2 [4]. Due to this, Rolla et al. [7] considered a related problem, in which each
point in the process can be visited either once, with probability 1 − p, or twice, with
probability p. They show that Π∞ = ∅, for any 0 < p < 1, meaning that every point is
eventually visited. Another modification of the greedy walk on R is studied by Foss et
al. [3]. The authors considered a dynamic version of the greedy walk, where the times
and positions of new points arriving in the system are given by a Poisson process on
the space-time half-plane. They show that the greedy walk still diverges to infinity in
one direction and does not visit all points. In the survey paper [2], Bordenave et al.
state several questions about the behaviour of the greedy walk on an inhomogeneous
Poisson process in Rd. We resolve here the problem for d = 1.
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2 KATJA GABRYSCH AND ERIK THO¨RNBLAD
In this paper we define Π to be an inhomogeneous Poisson process on R (with the
Euclidean metric) given by some non-atomic mean measure µ. For such a process, the
number of points in disjoint measurable subsets of R are independent and
P[Π(a, b) = k] =
µ(a, b)
k!
e−µ(a,b)
for any a < b and any k ≥ 0, where, for any measurable A ⊆ R, Π(A) = ΠA is the
cardinality of the restriction of Π to the set A. This means that the number of points
in any interval (a, b) is distributed like Poi(µ(a, b)). Sometimes, but not always, we
will assume that the mean measure µ is absolutely continuous and given in terms of a
measurable intensity function λ : R→ [0,∞), so that
µ(A) =
∫
A
λ(x) dx
for any measurable A ⊆ R.
Throughout we let S0 = 0 (note that 0 /∈ Π with probability 1), so that the walk
starts in the origin. The process (Sn)
∞
n=0 will be referred to as GWIPP. If we want to
emphasise the underlying point process, the underlying mean measure, or the under-
lying intensity function, we write GWIPP(Π), GWIPP(µ) or GWIPP(λ), respectively. We
say that the walk jumped over 0 if sign(Sn+1) 6= sign(Sn) for some n. If the event
{sign(Sn+1) 6= sign(Sn) i.o.} occurs, then we say that GWIPP is recurrent. Otherwise
we say that GWIPP is transient. This choice of notation is explained by viewing each
jump over 0 as a pseudo–visit at 0.
To avoid certain degenerate cases, we will typically impose the following two con-
ditions on the measure µ.
(i) µ(−∞, 0) = µ(0,∞) =∞.
(ii) µ(A) <∞ for all bounded measurable A ⊆ R.
Denote byM the set of all measures on R which satisfy (i) and (ii). Note that the first
condition is equivalent to Π(−∞, 0) = Π(0,∞) = ∞ with probability 1; in Remark
2.2 we consider a case when this condition is not satisfied. The second condition is
equivalent to Π(A) <∞ with probability 1, for any bounded measurable A ⊆ R, which
implies that there are no accumulation points of the process. Indeed, if a process has
accumulation points, it is possible that the arg min in the definition of the greedy walk
is not well-defined.
If µ ∈ M, then GWIPP(µ) is recurrent if and only if Π∞ = ∅, and GWIPP(µ) is
transient if and only if Π∞ 6= ∅. Thus the dichotomy between recurrence and transience
translates to a dichotomy between “visits all points” and “does not visit all points”.
This stems from the fact that GWIPP essentially can behave in two ways. Either the
points of Π are eventually dense enough that GWIPP eventually gets stuck on either
the positive or negative half-line and go towards∞ or −∞ accordingly (i.e. transient),
or the points of Π are sparse enough that there are infinitely many “sufficiently long”
empty intervals on both half-lines, and that GWIPP switches sign infinitely many times
and thus visits all points of Π (i.e. recurrent). Moreover, if GWIPP(µ) is transient and
µ symmetric around zero, then, by symmetry, GWIPP(µ) goes to +∞ or −∞ with
probability 1/2 each.
The aim of this paper is to characterise (in terms of µ or λ) when GWIPP is recurrent
or transient. The following result does precisely this.
Theorem 1.1. Let µ ∈M. Then GWIPP(µ) is recurrent with probability 1 if∫ ∞
0
exp(−µ(x, 2x+R))µ( dx) =∞ and
∫ 0
−∞
exp(−µ(2x−R, x))µ( dx) =∞,
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for all R ≥ 0. If either integral is finite for some R ≥ 0, then GWIPP(µ) is transient
with probability 1.
Let λ ∈M. Then GWIPP(λ) is recurrent with probability 1 if∫ ∞
0
exp
(
−
∫ 2x+R
x
λ(t) dt
)
λ(x) dx =∞ and
∫ 0
−∞
exp
(
−
∫ x
2x−R
λ(t) dt
)
λ(x) dx =∞,
for all R ≥ 0. If either integral is finite for some R ≥ 0, then GWIPP(λ) is transient
with probability 1.
The proof of this, presented in Section 2, is an application of Campbell’s theo-
rem (which allows one to determine whether random sums over Poisson processes are
convergent or divergent) and the Borel–Cantelli lemmas.
We remark a few things. First, the second part of the theorem is an immediate
consequence of the first. Second, this result also states that recurrence (or transience)
is a zero-one event. Third, it is a straightforward consequence that taking λ(t) = c
for all t ∈ R, i.e. taking Π to be a homogenous Poisson process with rate c, results in
GWIPP(λ) being transient. This is well-known and another proof appears in [4].
Take now two point processes Π and Π0, and assume GWIPP(Π) is transient. Con-
sider Π′ = Π+Π0. Intuitively, adding more points to an already transient process only
makes it “more” transient, since it will be more difficult to find long empty intervals
which allow (Sn)
∞
n=1 to change sign. Conversely, removing points from an already re-
current process makes it “more” recurrent. Since recurrence (or transience) does not
depend on the point process in any finite interval around 0, as the following result
shows, it suffices to look at what happens far away from the origin. (Equivalently,
the convergence or divergence of the integrals in Theorem 1.1 depends only on the tail
behaviour.) The proof appears in Section 2.
Lemma 1.2. Let µ, µ′ ∈M and suppose there is some K > 0 such that µ′(A) ≥ µ(A)
for all measurable A ⊆ (−∞,−K) ∪ (K,∞). If GWIPP(µ′) is recurrent with probability
1, then GWIPP(µ) is recurrent with probability 1.
Theorem 1.1 also facilitates the identification of threshold functions for recurrence,
and it transpires that the iterated logarithms are useful in this context. Before we state
our next result, we need some definitions. We define the “power tower” recursively by
a ↑↑ 0 := 1 and a ↑↑ n := aa↑↑(n−1) for any a ∈ [0,∞) and n ≥ 1. Let log be the
ordinary natural logarithm. We define the iterated logarithm log(n), for n ≥ 1, to be
the function defined recursively by
log(1) t :=
{
log t if t > 1
0 otherwise,
and, for any n ≥ 2,
log(n) t := log(1)
(
log(n−1) t
)
.
Note that log(n) t = 0 for any t ≤ e ↑↑ (n− 1).
Proposition 1.3. Let
λ(t) :=
1
|t| log 2
n∑
i=2
ai log
(i) |t|.
where n ∈ {2, 3, 4, . . . } and ai ≥ 0 for all 2 ≤ i ≤ n. Then GWIPP(λ) is transient with
probability 1 if
• a2 > 1, or
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• a2 = 1, a3 > 2, or
• a2 = 1, a3 = 2, and there exists some m ≥ 4 such that a4 = 1, a5 = 1, . . . , am =
1 and am+1 > 1.
Otherwise, GWIPP(λ) is recurrent with probability 1.
One could also ask to what extent Proposition 1.3 extends to the infinite case. The
statement about transience remains true, but the final statement about recurrence
does not, unless one introduces some (rather mild) restrictions on the growth rate of
the sequence (an)
∞
n=2. Consider
λ(t) =
1
|t| log 2
∞∑
i=2
ai log
(i) |t|. (1)
If a2 = 0 and an = (e ↑↑ n) for n ≥ 3, then GWIPP(λ) is transient with probability 1,
even though a2 = 0. However, if a2 = 0 and an = (2 ↑↑ n) for n ≥ 3, then GWIPP(λ) is
recurrent with probability 1.
The next result describes the threshold between transience and recurrence in even
greater detail. In particular, it shows that taking a3 = 2 and a2 = 1 = a4 = a5 = . . .
in (1) means that GWIPP(λ) is recurrent with probability 1.
Proposition 1.4. Let a3 = 2 and a2 = 1 = a4 = a5 = . . . and let (bn)
∞
n=1 be
non-decreasing sequence satisfying bn = O(e ↑↑ (n − 2)), g : (0,∞) → [1,∞) be a
non-decreasing slowly varying function satisfying g(e ↑↑ n) = bn, and let
λ(t) :=
1
|t| log 2
( ∞∑
i=2
ai log
(i) |t|+ log(1) g(|t|)
)
.
If
∑∞
n=2 1/bn =∞, then GWIPP(λ) is recurrent with probability 1. If
∑∞
n=2 1/bn <∞,
then GWIPP(λ) is transient with probability 1.
The following result provides a useful tool for investigating the behaviour of a given
intensity function. The idea behind the proof is essentially to find a suitable intensity
function for comparison, and apply Lemma 1.2 and Proposition 1.3.
Proposition 1.5. Let λ ∈M. Let a3 = 2 and a2 = 1 = a4 = a5 = . . . . If there exists
some n ≥ 2 such that
lim
t→∞
tλ(t) log 2−∑n−1i=2 ai log(i) t
an log
(n) t
> 1 or lim
t→−∞
|t|λ(t) log 2−∑n−1i=2 ai log(i) |t|
an log
(n) |t| > 1
then GWIPP(λ) is transient with probability 1. If there exists some n ≥ 2 such that
lim
t→∞
tλ(t) log 2−∑n−1i=2 ai log(i) t
an log
(n) t
< 1 and lim
t→−∞
|t|λ(t) log 2−∑n−1i=2 ai log(i) |t|
an log
(n) |t| < 1
then GWIPP(λ) is recurrent with probability 1.
Proposition 1.5 does not answer what happens if, say,
lim
t→∞
tλ(t) log 2−∑n−1i=2 ai log(i) t
an log
(n) t
= 1 and lim
t→−∞
|t|λ(t) log 2−∑n−1i=2 ai log(i) |t|
an log
(n) |t| = 1
for all n ≥ 2. As seen in Proposition 1.4, both recurrence and transience are possible
in this case.
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The remainder of this paper is outlined as follow. In Section 2 we prove mainly
general results, including Theorem 1.1 and Lemma 1.2. In Section 3 we concentrate
on more concrete threshold results, i.e. Propositions 1.3–1.5 along with related results.
2. Proof of Theorem 1.1 and related results
Throughout we will write Π = {Xi : i ∈ Z \ {0}}, assuming as we may that
· · · < X−2 < X−1 < 0 < X1 < X2 < · · · .
For k > 0, let
ARk = {Π(Xk, 2Xk +R) = 0} = {d(Xk,−R) < d(Xk, Xk+1)}
and
BRk = {Π(2X−k −R,X−k) = 0} = {d(X−k, R) < d(X−k, X−k−1)}.
The following lemma describes the connections between these events and recurrence
of GWIPP.
Lemma 2.1. With probability 1,
{GWIPP recurrent} =
⋂
R≥0
{ARk i.o., BRk i.o.}.
Proof. With probability 1, Π(A) <∞ for any finite set A and for all n there is a unique
point which is the closest unvisited point to Sn. On this event, the walk is well-defined
and |Sn| → ∞.
Then, either {|Sn| → ∞ but SnSn+1 < 0 i.o.} occurs (i.e. GWIPP is recurrent), or
{Sn →∞} ∪ {Sn → −∞} occurs (i.e. GWIPP is transient).
Suppose first that {ARk i.o.} and {BRk i.o.} occur for all R ≥ 0, and for contradiction
that GWIPP is transient. Without loss of generality, we may assume Sn →∞ as n→∞.
Then there exists J such that Sn+1 > Sn for all n > J . Let Y = max{X ∈ Π : X <
min0≤k≤J Sk} be the rightmost point never visited (such a point exists because of the
assumptions of transience and Sn → ∞ as n → ∞) and choose R such that R > |Y |.
Note that Y is the closest unvisited point to the left of Sn, when n ≥ J . Since, by
assumption, ARk occurs for some k > J , we have d(Xk, Y ) < d(Xk,−R) < d(Xk, Xk+1).
Moreover, there exists n such that Sn = Xk and by the definition of the greedy walk
Sn+1 = Y , which is a contradiction. Hence GWIPP recurrent.
For the other direction, assume that GWIPP is recurrent, but, for contradiction, that
ARk (the argument being identical for B
R
k ) occurs at most finitely many times for some
R ≥ 0. Let J = max{k ∈ Z : Xk < −R} and let K = max{k > 0 : ARk occurs}. Then
for all k > K, d(Xk, Xk+1) < d(Xk,−R). Since GWIPP is recurrent, it visits all points of
Π. In particular, there is a finite time N after which all points in (XJ , Xk] ⊂ [−R,XK ]
have been visited. But then, for all n > N such that Sn > 0 and Sn+1 < 0, we have
Sn = Xk for some k > K and d(Xk,−R) < d(Xk, XJ) ≤ d(Xk, Sn+1) < d(Xk, Xk+1).
This contradicts d(Xk, Xk+1) < d(Xk,−R).

This characterisation suggests that the Borel–Cantelli lemmas will be useful. In
particular, we use the extended Borel–Cantelli Lemma.
Lemma 2.2 (Extended Borel–Cantelli lemma, [5, Corollary 6.20]). Let Fn, n ≥ 0, be
a filtration and let An ∈ Fn, n ≥ 1. Then, with probability 1,
{An i.o.} =
{ ∞∑
n=1
P[An | Fn−1] =∞
}
.
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The convergence or divergence of the associated random series will be determined
using Campbell’s theorem for sums of non-negative measurable functions, which pro-
vides a zero-one law for the convergence of a random series.
Theorem 2.3 (Campbell’s theorem, [6, Section 3.2]). Let Π be a Poisson process on
S with mean measure µ and let f : S → [0,∞] be a measurable function. Then the
sum ∑
X∈Π
f(X)
is convergent with probability 1 if and only if∫
S
min{f(x), 1}µ( dx) <∞.
Moreover, the sum diverges with probability 1 if and only if the integral diverges.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. From Lemma 2.1 it follows that the sufficient and necessary
conditions implying that the GWIPP is recurrent with probability 1, are the same as
those implying that {ARk i.o.} and {BRk i.o.} occur with probability 1 for all R ≥ 0.
Let Fk = σ(X1, X2, . . . , Xk). Then ARk ∈ Fk+1 for any R ≥ 0, and
P[ARk | Fk] = P[Π(Xk, 2Xk +R) = 0 | Fk] = exp(−µ(Xk, 2Xk +R)),
where the final equality holds since Xk ∈ Fk, Π∩(Xk,∞) is independent of Fk and the
number of points in a measurable set A ⊆ R is distributed like Poi(µ(A)). Applying
Theorem 2.3 with f(x) = exp(−µ(x, 2x+R)), we obtain
∞∑
k=1
P[ARk | Fk] =
∞∑
k=1
exp(−µ(Xk, 2Xk +R)) =∞
with probability 1 if and only if∫ ∞
0
exp(−µ(x, 2x+R))µ( dx) =∞.
Moreover, Lemma 2.2 implies that
∑∞
k=1 P[ARk | Fk] =∞ a.s. if and only if P[ARk i.o.] =
1. Thus, the integral above diverges if and only if P[ARk i.o.] = 1.
Similarly, if the integral above converges, so does the sum
∞∑
k=1
P[ARk | Fk]
with probability 1, and then by Lemma 2.2, the event {ARk i.o.} does not occur with
probability 1.
In the same way one can show that
∫ 0
−∞ exp(−µ(2x−R, x))µ( dx) =∞ if and only
if P[BRk i.o.] = 1; and, conversely, if the integral converges, then P[BRk i.o.] = 0.

Remark 2.1. We lose no generality by assuming that the greedy walk on Π starts from
the origin, since recurrence/transience does not depend on the starting point. One
explanation of this is that the distribution of the points in any finite interval around
the origin does not influence the behaviour of the greedy walk far away from the origin.
More precisely, suppose the walk starts from a ∈ R, a > 0 (one can argue similarly for
a < 0). Then, for any R ≥ 0, one can show that the events {Π(Xk, 2Xk − a+R) = 0}
and {Π(2X−k − a− R,X−k) = 0} occur for infinitely many k if and only if {ARk i.o.}
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and {BRk i.o.} occur. As we have seen in Lemma 2.1, GWIPP(Π) is recurrent if these
events occur.
In the following remark we explore what happens if µ does not satisfy condition (i).
Remark 2.2. If µ(−∞, 0) <∞ and µ(0,∞) =∞, then it is not true that GWIPP(µ) is
transient if and only if Π∞ 6= ∅. (This should be contrasted with the situation when
µ ∈ M.) To see this, consider the intensity function λ(t) = 1(−M,∞)(t), where M > 0
will be chosen later. It is clear that GWIPP(λ) is transient with probability 1, for any
M , but we will show that M can be chosen so that 0 < P[Π∞ 6= ∅] < 1. Note that
P[Π∞ = Π∞ ∩ (−M, 0)] = 1.
so we may consider Π∞ ∩ (−M, 0) instead of Π∞.
Let λ′(t) = 1 for all −∞ < t < ∞. Denote by Π′ the associated Poisson process
and by (S′n)∞n=1 the associated greedy walk. We can couple Π and Π′ so that Π =
Π′ ∩ (−M,∞). By symmetry, we have
P[S′n →∞] =
1
2
= P[S′n → −∞].
It holds that
P[Π′∞ ∩ (−M, 0) = ∅ | S′n → −∞] = 1,
and
P[Π′∞ ∩ (−M, 0) = ∅ | S′n →∞] > 0.
By the coupling of Π and Π′, it holds that Π′∞ ∩ (−M, 0) = Π∞ ∩ (−M, 0) almost
surely, whence
P[Π∞ ∩ (−M, 0) = ∅] = P[Π′∞ ∩ (−M, 0) = ∅]
= P[Π′∞ ∩ (−M, 0) = ∅ | S′n → −∞]P[S′n → −∞]
+ P[Π′∞ ∩ (−M, 0) = ∅ | S′n →∞]P[S′n →∞]
>
1
2
.
Therefore P[Π∞ ∩ (−M, 0) 6= ∅] < 12 .
For the other inequality, we first have
P[Π∞ ∩ (−M, 0) = Π ∩ (−M, 0)] = P[Π′∞ ∩ (−M, 0) = Π′ ∩ (−M, 0)]
≥ P[Π′∞ ∩ (−∞, 0) = Π′ ∩ (−∞, 0)]
=
∞∏
n=1
(
1− 1
2n
)
≈ 0.288 . . . ,
where the final equality follows from [4, Theorem 1]. Now pick M large enough that
P[Π ∩ (−M, 0) 6= ∅] > 1−
∞∏
n=1
(
1− 1
2n
)
.
Then
P[Π∞ ∩ (−M, 0) 6= ∅] ≥ P[Π∞ ∩ (−M, 0) = Π ∩ (−M, 0), Π′∞ ∩ (−M, 0) 6= ∅]
≥ P[Π∞ ∩ (−M, 0) = Π ∩ (−M, 0)] + P[Π′∞ ∩ (−M, 0) 6= ∅]− 1
> 0.
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This implies that 0 < P[Π∞ = ∅] < 12 , even though GWIPP(λ) is transient with
probability 1.
A natural question is which conditions one needs to place on µ (or λ) so that
{ARk i.o.} for all R > 0 if and only if {A0k i.o.}. The reason why this is not an unrea-
sonable demand is that the events Π(Xk, 2Xk+R) = 0 and Π(Xk, 2Xk) = 0 should not
be too different for large Xk, since the length of the interval (2Xk, 2Xk +R) becomes
negligible compared to the length of (Xk, 2Xk) in the limit. However, the following
example shows that some extra conditions need to be placed, and that, in general,
{A0k i.o.} does not imply that {ARk i.o.} for all R > 0.
Remark 2.3. Let
λ(t) =
∞∑
n=1
an1(2
n − 2 < t < 2n − 1)
for some increasing sequence (an)
∞
n=1. For n = 1, 2, . . . , denote by Cn the event that
Π(2n − 2, 2n − 1) = 0.
If X equals the rightmost point in the interval (2n − 2, 2n − 1), then Π(X, 2X) = 0
almost surely. This implies that X is always closer to 0 than to the leftmost point in
(2n+1 − 2, 2n+1 − 1). Hence, {A0n i.o.} occurs with probability 1.
However, for R = 3 we have {A3n i.o.} ⊆ {Cn i.o.}. Choose now the sequence
(an)
∞
n=1 such that
∞∑
n=1
P[Cn] =
∞∑
n=1
e−an <∞.
By the Borel–Cantelli lemma, the probability of {Cn i.o} is 0, which implies that also
P(A3n i.o.) = 0. Therefore GWIPP(λ) is transient even though A0n occurs infinitely often
with probability 1.
Denote by Mb ⊆M those measures µ ∈M with the property that for any R ≥ 0,
there exists some constant C = C(R) > 0, such that µ(x, x + R) < C and µ(−x −
R,−x) < C for all x ≥ 0. As the following lemma shows, this boundedness assumption
disallows any examples of the type in Remark 2.3.
Lemma 2.4. Let µ ∈Mb. Then GWIPP(µ) is recurrent with probability 1 if∫ ∞
0
exp(−µ(x, 2x))µ( dx) =∞ and
∫ 0
−∞
exp(−µ(2x, x))µ( dx) =∞.
If either integral is finite, then GWIPP(µ) is transient with probability 1.
Proof. Fix R > 0. We have
exp(−C)
∫ ∞
0
exp(−µ(x, 2x))µ( dx) ≤
∫ ∞
0
exp(−µ(x, 2x)− µ(2x, 2x+R))µ( dx)
=
∫ ∞
0
exp(−µ(x, 2x+R))µ( dx)
≤
∫ ∞
0
exp(−µ(x, 2x))µ( dx).
The integral on the negative half-line can be similarly bounded. Therefore the integrals
in the statement of the lemma diverge if and only if the corresponding integrals in
Theorem 1.1 diverge. This proves the claim. 
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For instance, if µ ∈ M and the maps x 7→ µ(0, x) and x 7→ µ(−x, 0) from [0,∞)
to [0,∞) are Lipschitz, then µ ∈ Mb. Also, limt→±∞ λ(t) < ∞ implies that λ ∈ Mb,
which gives the following corollary.
Corollary 2.5. Suppose λ ∈ M and limt→±∞ λ(t) <∞. Then GWIPP(λ) is recurrent
with probability 1 if∫ ∞
0
exp
(
−
∫ 2x
x
λ(t) dt
)
λ(x) dx =∞ and
∫ 0
−∞
exp
(
−
∫ x
2x
λ(t) dt
)
λ(x) dx =∞.
If either integral is finite, then GWIPP(λ) is transient with probability 1.
Next we prove Lemma 1.2.
Proof of Lemma 1.2. Denote by Π the point process with mean measure µ and let
(Sn)
∞
n=0 be GWIPP(Π). Similarly, denote by Π
′ the point process with mean measure
µ′ and let (S′n)∞n=0 be GWIPP(Π′). Denote the points of Π and Π′ by
· · · < X−2 < X−1 < 0 < X1 < X2 < · · · and · · · < X ′−2 < X ′−1 < 0 < X ′1 < X ′2 < · · ·
respectively. Since µ′(A) ≥ µ(A) for all measurable A ⊂ (−∞,−K) ∪ (K,∞), we can
couple Π and Π′ together so that x ∈ ((−∞,−K) ∪ (K,∞)) ∩Π implies that x ∈ Π′.
Assume, for contradiction, that GWIPP(Π′) is recurrent and GWIPP(Π) is transient.
Without loss of generality, we may assume that Sn → ∞ as n → ∞. Then there is
some M0 ≥ 1 such that Sk+1 > Sk for all k > M0, i.e. (Sn)∞n=1 moves only to the right
after time M0. Assume moreover that M0 is large enough that SM0 > K, so that we
are on the region where Π and Π′ are coupled.
For the remainder of the proof, see Figure 1 for an illustration. Let Y = max{X ∈
Π : X < min0≤k≤M0 Sk}, that is, let Y be the rightmost point of Π that is never visited.
Note that Y is well-defined because of the transience of GWIPP(Π) and the assumption
Sn →∞ as n→∞.
Since GWIPP(Π′) is recurrent, (S′n)∞n=1 visits all points of (K,∞)∩Π ⊆ (K,∞)∩Π′
and jumps over 0 infinitely often. Thus we can find J ≥ 1 such that S′J > SM0 and
S′J+1 < Y . Let S
′
J = X
′
k and let ` be such that X` ≤ X ′k < X`+1. Moreover, let
M > M0 be such that SM = X` and SM+1 = X`+1.
log2K− log2K
0
0
Π
Π′
Y SM
X`
SM+1
X`+1
S′J+1 S′J
X ′k X
′
k+1
Figure 1. An illustration of the proof of Lemma 1.2. Note that both
the positive and negative axis have been rescaled logarithmically. The
proof shows that S′J+1 = X
′
k+1 is forced, which contradicts the choice
of J (which implies that S′J+1 < 0).
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The coupling between Π and Π′ on (K,∞) implies that X` ≤ S′J < X ′k+1 ≤ X`+1.
Therefore d(S′J , X
′
k+1) ≤ d(SM , SM+1) < d(SM , Y ) ≤ d(S′J , S′J+1), which contradicts
the choice of J , that is S′J+1 < Y . Thus, if GWIPP(Π
′) is recurrent, so is GWIPP(Π). 
A question that complements Lemma 1.2 is the following. Suppose GWIPP(λ′) is
recurrent and let λ = λ′ + λ0 for some intensity function λ0. Which conditions on
λ0 should one place to ensure that GWIPP(λ) is also recurrent? That is, how many
points, and where, can we add to a recurrent process without making it transient?
The following lemma yields a partial answer to this.
Lemma 2.6. Suppose GWIPP(λ) is recurrent with probability 1. If, for all R ≥ 0,
lim
x→∞
∫ 2x+R
x
max
(
0, λ′(t)− λ(t)) dt <∞,
and
lim
x→−∞
∫ x
2x−R
max
(
0, λ′(t)− λ(t)) dt <∞,
then GWIPP(λ′) is recurrent with probability 1.
Proof. For all t ∈ R, let λ′′(t) = max(λ(t), λ′(t)). It suffices to show that GWIPP(λ′′) is
recurrent, since then, by Lemma 1.2, GWIPP(λ′) also is recurrent. The first condition
implies that for any R ≥ 0 there exists some C > 0 such that∫ 2x+R
x
(λ′′(t)− λ(t)) dt < C
for all all large enough x > 0. Therefore∫ 2x+R
x
λ′′(t) dt =
∫ 2x+R
x
λ(t) dt+
∫ 2x+R
x
(λ′′(t)− λ(t)) dt <
∫ 2x+R
x
λ(t) dt+ C
for large enough x. For M large enough,∫ ∞
M
exp
(
−
∫ 2x+R
x
λ′′(t) dt
)
λ′′(x) dx ≥
∫ ∞
M
exp
(
−
∫ 2x+R
x
λ′′(t) dt
)
λ(x) dx
≥
∫ ∞
M
exp
(
−
∫ 2x+R
x
λ(t) dt− C
)
λ(x) dx
= exp(−C)
∫ ∞
M
exp
(
−
∫ 2x+R
x
λ(t) dt
)
λ(x) dx
=∞,
where the final equality follow from the fact that GWIPP(λ) is recurrent and Theorem
1.1. The integral on the negative half-line can be handled similarly. Therefore, by
Theorem 1.1, GWIPP(λ′′) is recurrent. 
3. Treshold results
In this section we study the threshold between transience and recurrence, proving
Propositions 1.3–1.5 and related results. We focus on symmetric intensity functions of
the form
λf (t) =
log f(|t|)
|t| log 2 ,
where f : (0,∞) → [1,∞) is a regularly varying function with non-negative index β,
meaning that limt→∞ f(at)/f(t) = aβ for any a ≥ 0. If β = 0, then f is said to be
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slowly varying. For a thorough introduction to the theory of regular variation, we refer
the reader to [1].
Let Ms be the set of all intensity functions λf ∈ M such that f is a regularly
varying function with index β ≥ 0. One can show that Ms ⊂ Mb ⊂ M, so we may
apply all results developed in Section 2. The intensity functions inMs are symmetric
about 0, so it suffices to only look at the positive half-line. However, the results in this
section can easily be adapted to the case when λ is not assumed to be symmetric.
We use the following standard notation. If f, g : R → R are two functions and
there exists C > 0 such that |f(x)| ≤ C|g(x)| for all large enough x, then we write
f(x) = O(g(x)). If f(x) = O(g(x)) and g(x) = O(f(x)), then we write f(x) = Θ(g(x)).
Lemma 3.1 ([1, Theorem 1.5.2]). If A ⊆ (0,∞) is a compact set and f : (0,∞) →
[0,∞) is regularly varying with index β, then f(ax)/f(x) → aβ as x → ∞, uniformly
for all a ∈ A.
Lemma 3.2. Suppose λf ∈Ms. Then GWIPP(λf ) is recurrent with probability 1 if∫ ∞
0
log f(x)
xf(x)
dx =∞.
If the integral is finite, then GWIPP(λf ) is transient with probability 1.
Proof. The set [1, 2] is compact and f is regularly varying. It follows by Lemma 3.1,
that ∫ 2x
x
log f(t)
t log 2
dt = log f(x) +O(1).
Hence∫ ∞
0
exp
(
−
∫ 2x
x
λf (t) dt
)
λf (x) dx =
∫ ∞
0
Θ(1)
f(x)
log f(x)
x log 2
dx = Θ(1)
∫ ∞
0
log f(x)
xf(x)
dx.
The claim follows from Corollary 2.5. 
The next corollary states that if f is regularly varying with positive index, then we
obtain a transitive processes with probability 1.
Corollary 3.3. Let f be a regularly varying function with index β > 0. Then GWIPP(λf )
is transient with probability 1.
Proof. There exists a slowly varying function `(x) such that f(x) = xβ`(x) (see, e.g.
[1, Theorem 1.4.1]). Then for x > 0,
log f(x)
xf(x)
=
log f(x)
x1+β`(x)
=
L(x)
x1+β
, (2)
where L(x) = log f(x)`(x) is a slowly varying function (see, e.g. [1, Theorem 1.3.6]). The
function on the right hand side of (2) is integrable on (0,∞) whenever β > 0, and by
Lemma 3.2, GWIPP(λf ) is transient. 
The intensity functions in Proposition 1.3 lie inMs with f slowly varying, showing
that the transition between recurrence and transience occurs inside the subclass ofMs
for which f is slowly varying.
Proof of Proposition 1.3. Let
f(t) =
n∏
i=2
(log(i−1) t)ai ,
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so that λ(t) = log f(t)t log 2 . Note that λ ∈Ms. Assume first that a2 > 0. Then∫
log f(x)
xf(x)
dx =
∫ ∑n
i=2 ai log
(i) x
x
∏n
i=2(log
(i−1) x)ai
dx = Θ
(∫
log(2) x
x
∏n
i=2(log
(i−1) x)ai
dx
)
,
where the final integral is the leading order term of the sum. The final integral is
convergent precisely when one of the conditions in the statement is satisfied. (This
is seen by repeatedly using the change of variables x 7→ ex.) By Lemma 3.2, the
statement follows. If a2 = 0, then consider instead λ
′(t) := λ(t) + 12
log(2) |t|
|t| log 2 and use the
above along with Lemma 1.2 to conclude that GWIPP(λ) is recurrent in this case. This
completes the proof. 
Proof of Proposition 1.5. Suppose first that
lim
t→∞
tλ(t) log 2−∑n−1i=2 ai log(i) t
an log
(n) t
> 1
for some n ≥ 2. (Let n be minimal with this property.) Let
a :=
1
2
(
1 + lim
t→∞
tλ(t) log 2−∑n−1i=2 ai log(i) t
an log
(n) t
)
> 1
and define
λ′(t) :=
{
λ(t), t ≤ 0
1
|t| log 2
(∑n−1
i=2 ai log
(i) |t|+ aan log(n) |t|
)
, t > 0.
Suppose, for contradiction, that GWIPP(λ) is recurrent. Since λ(t) ≥ λ′(t) for all t large
enough, Lemma 1.2 implies that GWIPP(λ′) is recurrent. However, Proposition 1.3
implies that GWIPP(λ′) is transient. (In Proposition 1.3 we assumed that the intensity
function be symmetric, but this does not change the evaluation of the integral on the
positive half-axis.) This is a contradiction, so GWIPP(λ) must be transient.
Now suppose the second condition holds for some n ≥ 2. If
λ′(t) :=
1
|t| log 2
(
n∑
i=2
ai log
(i) |t|
)
,
then λ(t) < λ′(t) for all sufficiently large t. By Proposition 1.3, GWIPP(λ′) is recurrent,
and Lemma 1.2 implies that GWIPP(λ) is recurrent. 
Proof of Proposition 1.4. For t > 0 we have λ(t) = log f(t)t log 2 with
log f(t) =
∞∑
i=2
ai log
(i)(t) + log g(t).
Because of our definition of the iterated logarithm, this implies that
f(t) =
∞∏
i=1
(
max(1, (log(i) t)ai+1)
)
g(t).
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Since bn−1 ≤ g(x) for any e ↑↑ (n− 1) ≤ x ≤ e ↑↑ n, we obtain∫ ∞
0
log f(x)
xf(x)
dx =
∞∑
n=2
∫ e↑↑n
e↑↑(n−1)
∑n
i=2 ai log
(i) x+ log g(x)
x
∏n−1
i=1 (log
(i) x)ai+1g(x)
dx
= Θ(1)
∞∑
n=2
∫ e↑↑n
e↑↑(n−1)
log(2) x
x
∏n−1
i=1 (log
(i) x)ai+1g(x)
dx
≤ Θ(1)
∞∑
n=2
∫ e↑↑n
e↑↑(n−1)
1
x
∏n−1
i=1 (log
(i) x)bn−1
dx
= Θ(1)
∞∑
n=2
1
bn−1
[
log(n) x
]e↑↑n
e↑↑(n−1)
= Θ(1)
∞∑
n=2
1
bn−1
.
Using instead the bound bn ≥ g(x) for any e ↑↑ (n− 1) ≤ x ≤ e ↑↑ n, we arrive at
∞∑
n=2
1
bn
≤
∫ ∞
0
log f(x)
xf(x)
dx ≤ Θ(1)
∞∑
n=2
1
bn−1
.
Applying Lemma 3.2 completes the proof. 
Remark 3.1. Proposition 1.5 does not answer what happens in, for example, the regime
lim
t→∞
tλ(t) log 2
log log t
< 1 < lim
t→∞
tλ(t) log 2
log log t
. (3)
The intensity functions λ1 and λ2, to be defined next, both satisfy (3), but GWIPP(λ1) is
recurrent while GWIPP(λ2) is transient. For t > 0 let λ1(t) =
∑∞
n=1 1(2
2n < t < 22n+1)
and λ2(t) =
∑∞
n=1 n1(2
n − 2 < t < 2n − 1) and let λ1 and λ2 be symmetric around 0.
We have
0 = lim
t→∞
tλ1(t)
log log t
<
1
log 2
< lim
t→∞
tλ1(t)
log log t
=∞
and
0 = lim
t→∞
tλ2(t)
log log t
<
1
log 2
< lim
t→∞
tλ2(t)
log log t
=∞.
It is easy to check that ∫ ∞
0
exp
(
−
∫ 2x
x
λ1(x)
)
λ1(x) dx =∞,
which together with the fact that λ1 is bounded and Corollary 2.5, yields that GWIPP(λ1)
is recurrent. From Remark 2.3 we know that GWIPP(λ2) is transient.
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