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Abstract—In this paper, we propose a compact network
called CUNet (compact unsupervised network) to counter the
image classification challenge. Different from the traditional
convolutional neural networks learning filters by the time-
consuming stochastic gradient descent, CUNet learns the filter
bank from diverse image patches with the simple K-means, which
significantly avoids the requirement of scarce labeled training
images, reduces the training consumption, and maintains the high
discriminative ability. Besides, we propose a new pooling method
named weighted pooling considering the different weight values
of adjacent neurons, which helps to improve the robustness to
small image distortions. In the output layer, CUNet integrates
the feature maps gained in the last hidden layer, and straightfor-
wardly computes histograms in non-overlapped blocks. To reduce
feature redundancy, we implement the max-pooling operation on
adjacent blocks to select the most competitive features. Com-
prehensive experiments are conducted to demonstrate the state-
of-the-art classification performances with CUNet on CIFAR-10,
STL-10, MNIST and Caltech101 benchmark datasets.
Index Terms—Unsupervised Learning, Convolutional Network,
Image Classification, K-means.
I. INTRODUCTION
IMAGE classification has long been a challenging task invision community, especially when the image amount and
intra-class variability get continually increasing. Numerous
efforts have been made to counter this significant challenge,
among which the bag-of-features (BoF) model has shown
desirable performance. BoF works by extracting local fea-
tures (e.g. SIFT) from the images, vector quantizing them
and then representing images as histograms over the visual
words. Thus, in the BoF representation, the spatial layout is
completely discarded. As an extension of BoF, SPM (spatial
pyramid matching) takes account of the spatial information of
images, and has improved the classification performance on
relatively small classification benchmarks like Caltech101 and
Caltech256. However, such model design fails to demonstrate
alike performance on mid-scale datasets such as STL-10 and
large-scale datasets CIFAR-10. Parallel processing based on
distributed resources [1] seems to release the bottleneck that
the increasing image scale meets, while the improvement
on processing algorithms should be the most fundamental
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solution. This question raised considerable interest in the
subject of mid-level features [2, 3], and feature learning in
general [4, 5, 6].
In recent years, deep convolutional neural networks (CNN)
[7] have demonstrated breakthrough accuracies for large-scale
image classification, which stimulates a hurry of study on
further improving CNN architectures [8, 9, 10]. Training with
sufficiently large and diverse datasets, these improved CNN
networks successfully obtain state-of-the-art performance on
visual recognition tasks. The success of CNN is mainly
attributed to their ability to learn rich mid-level image rep-
resentations instead of hand-designed low-level features. Typ-
ically, the convolutional neural networks adopt a three-stage
formulation: filter bank convolution, neuron activation, and
pooling. Among the aforementioned three stages, the filter
bank convolution plays a central role. To learn an effective
filter bank at each convolution stage, a variety of methods have
been proposed, such as restricted Boltzmann machines (RBM)
[11, 12], regularized auto-encoders and their variations [11].
In general, previous CNN networks optimize the filter bank
by utilizing stochastic gradient descent (SGD) method on large
number of labeled images, which strictly relies on the expertise
of parameter initiation and fine tuning. In addition, such filter
learning procedure is rather time-consuming, especially on a
common CPU. With the emergence of GPU computing [13]
and the fast deep learning framework Caffe, conventional
CNN networks still seem to be promising. However, such
hardware-based techniques just cannot relieve the aforemen-
tioned restrictions from the source. Besides, traditional CNN
is based on supervised learning, which means that the image
label is strictly required. However, nowadays, along with the
increasing image scale, image label becomes scarce.
Considering that the success of current CNNs possesses a
certain randomness due to the unsure filter bank learning pro-
cedure, researchers proposed another mathematically justified
model named wavelet scattering networks (ScatNet) [14, 15,
16]. ScatNet is similar with CNN except for the design of its
filter bank. The filter bank in ScatNet is simply predefined
as wavelet operators, which significantly avoids the weights
learning procedure. Despite the simpleness of the wavelet filter
bank, [14] and [15] have verified that a similar multistage
architecture of CNN leads ScatNet to accomplish superior
performance on handwritten digit and texture recognition.
However, such prefixed filter bank fails to capture information
in diverse images, which makes it hard to be generalized to
show competent performance in arbitrary vision tasks.
In this paper, we propose to construct a compact unsu-
pervised network (CUNet) for image classification, which
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Fig. 1: CUNet structure.
consists of the simpleness of filter bank in ScatNet and the
generalized ability of CNN. Specifically, we straightforwardly
use the classical K-means to learn the filter bank from
randomly extracted image patches. Here, the scarce labeled
images are not necessary, unlabeled ones are engouth to
train filters. After the convolution, we maintains the Rectified
Linear Units (ReLUs) to activate neurons, followed by the
proposed weighted pooling. Subsequent hidden layers are
constructed in the same way, except that the filter banks are
learned from previous feature map patches. In the output layer,
each neuron is binary-mapped, and each group of feature
maps are integrated to coarsely represent the input image.
Then, histograms are straightforwardly computed in each non-
overlapped block, followed by the max-pooling operation on
the adjacent blocks to reduce the feature redundancy and select
the most competitive features.
The contribution of our proposed CUNet can be concluded
in three aspects:
(1) The filter bank learning procedure is compact and
unsupervised, which abandons the millions of parameters
initialization and fine tuning, and relieves the bottleneck of
the scarce labeled images. Thus, CUNet effectively avoids
falling into local optimum which traditional CNN usually
suffers;
(2) The proposed weighted pooling considers the dif-
ferent effects of all the activations in the pooling region,
which contributes to improve the robustness to small image
distortions;
(3) The histogram computing is a rather straightforward
manner in image feature extraction. We choose to compute
histograms in multiple blocks, which helps obtain the
spatial information at a certain extent. The max-pooling
trick further improve the feature competitiveness.
The rest of the paper is organized as follows: Section 2
highlights the related works; Section 3 gives the formulation
details of CUNet; Section 4 provides comprehensive exper-
imental results to validate the superiority of CUNet; finally,
Section 5 concludes the paper with directions for future work.
II. RELATED WORK
Convolutional networks have recently demonstrated im-
pressive progress in a variety of image classification and
recognition tasks [13, 17, 18]. The promising perspective of
CNNs stimulates researchers to make further study on this
network for better performance. Multiple layers of unpooled
convolution [7] have been utilized lately with considerable
success, while such architectures must be carefully designed
and sized using good intuition along with extensive trial-
and-error experiments on a validation set. [19] proposed to
transfer image representations learned with CNNs on large
datasets to other visual recognition tasks with limited training
data. Although [19] has achieved some success when reusing
the ImageNet representation to compute mid-level image
representation for the PASCALVOC dataset, it still needs
tough training on ImageNet before the transfer operation.
Besides, the representation learned from large datasets may
incur overfitting issues when it is transferred to small datasets.
[8] proposed a new activation function called maxout to avoid
pitfalls such as failing to use many of a model’s filters, which
make it possible to train deeper networks. Compared with
conventional convolutional layers which perform linear sep-
aration, the maxout network is more potent as it can separate
concepts that lie within convex sets. However, maxout network
imposes the prior that instances of a latent concept lie within a
convex set in the input space, which does not necessarily hold.
[9] proposed the NIN network composed of mlpconv layers
which use multilayer perceptrons to convolve the input and
a global average pooling layer as a replacement for the fully
connected layers in conventional CNN. While mlpconv layers
model the local patches better and global average pooling
prevents overfitting globally, NIN still faces the difficulty
of millions of parameters training and fine tuning. Training
recurrent neural networks usually incurs the vanishing and
the exploding gradient problems. [20] proposed a gradient
norm clipping strategy to deal with the exploding gradients
problem, and used a regularization term that forces the error
signal not to vanish as it travels back in time to relieve the
vanishing gradient restriction. Though some improvements on
the gradient training have been achieved, [20] still fails to
simplify the inherent complex of current neural networks.
Our proposed CUNet does not use any image transforma-
tions or other regularization such as dropout [21] or maxout
[8], only involves preprocessing image patches, learning K-
means filter bank, computing histograms and selecting the
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most competitive histogram bins. Thus, our simplifications
do not entail a departure from current methods in terms of
performance.
III. COMPACT UNSUPERVISED NETWORK
In this section, we present the detail formulation of our
proposed CUNet. A two-layer CUNet structure is illustrated in
Fig.1 where the output layer is precisely highlighted in Fig.2.
In the next subsections, we will elaborate each component of
the block diagram in detail.
A. The pre-processing of the input layer
Suppose we are given N input training images {Xn}Nn=1 of
size W ×H × d, where d = 1 for gray images and d = 3 for
RGB ones. CUNet begins by extracting random patches from
the training images {Xn}Nn=1. Each w − by − h patch can
be denoted as a vector in RM of pixel intensity values, with
M = w×h×d. Then, we can construct a dataset containing T
randomly extracted patches, P = {p1, · · · , pt, · · · , pT }, where
pt ∈ RM . Given this patch dataset, we apply some necessary
pre-processing operations on P to obtain better configuration.
It is common practice for vision tasks to perform some sim-
ple normalization steps before attempting to generate features
from the input data. In this work, each patch pt is normalized
by subtracting the mean and dividing by the standard deviation
of its elements. After normalizing each input vector, we apply
the whitening operation [23] over the whole dataset P . [29]
has discussed the superiority of whitened images over non-
whitened. Then, we obtain the pre-processed input dataset P¯ =
{p¯1, · · · , p¯2, · · · , p¯T }. Assuming that the number of filters in
the first layer is K1, we run K-means on P¯ to get the filter
bank denoted as D1 = {d1, · · · , dk1 , · · · , dK1} ∈ RM×K1
where each centroid dk1 will act as a convolution filter in the
subsequent convolution stage.
B. The formulation of the hidden layer
We maintain the typical processing stages of the traditional
CNN, i.e., filter convolution, pooling, neuron activation. Next,
we will elaborate each stage added with special design con-
structed in CUNet.
Filter convolution: Given the first layer’s convolution filter
bank D1 = {d1, · · · , dK1} , we convolve each training image
Xn with the K1 filters:
O1n = Xn ⊗D1, n = 1, · · · , N, (1)
where O1n =
{
f
1(1)
n , · · · , f1(k1)n , · · · , f1(K1)n
}
is the first
layer’s feature map set of Xn, f
1(k1)
n is the feature map of Xn
convolved by the filter dk1 , and ⊗ denotes the 2D convolution
operation.
Nonlinear activation: Then, the neurons in the feature
maps need to be activated through a pre-defined activation
function. The Tangent function f(x) = tanh(x) and Sigmoid
function f(x) = (1 + e−x)−1 are commonly used in previous
networks and have been proved to be effective. However,
considering the training time, these saturating nonlinearities
are much slower than the non-saturating nonlinearity f(x) =
max(0, x). Following [24], we call the neurons activated by
this nonlinearity Rectified Linear Units (ReLUs). [13] has
verified that deep convolutional neural networks with ReLUs
train several times faster than their equivalents with tanh
units. Therefore, CUNet likewise adopts ReLUs to accomplish
subsequent efficient processing. In fact, we have tried the
Tangent function and Sigmoid function in our CUNet while
find they are not competitive with the ReLUs.
Weighted pooling: To build robustness to small distortions,
we set pooling layer after the activation layer just as most
of the traditional ConvNet architectures did. Conventional
pooling usually includes two popular choices, i.e. max pooling
and average pooling. Max pooling always captures the largest
response values, which may loose the useful information of the
small ones. As for average pooling, it aggregates local statistics
information by preventing large response values taking over
and small ones being removed out. However, since average
pooling treats each neuron equally, the usefulness of each neu-
ron’s response may be confused. [22] proposed the stochastic
pooling, which replace the conventional deterministic pooling
operations with a stochastic procedure, randomly picking the
activation within each pooling region according to a multi-
nomial distribution, given by the activities within the pooling
region. Obviously, the choice of the multinomial distribution
has dominated effect on the pooling performance. Inspired by
these previous pooling strategy, we propose a new pooling
method denominated weighted pooling, which considers each
neuron’s response as well as its response’s usefulness account
in the whole neurons’ responses, that is, each neuron in
the pooling region owns its proper weight. Suppose that the
pooling window is of size pw− by−ph, the response value of
each neuron is ai,j with i = 1, · · · , w; j = 1, · · · , h. Then, the
pooling results of the pw − by− ph window can be calculated
according to Eq.(2):
Presult = wi,j ∗ ai,j (2)
where wi,j is the weight of ai,j . In this paper, we simply
compute each neuron’s value proportion in the pooling region
as its weight, i.e., wi,j =
ai,j∑
i
∑
j ai,j
. The proposed weighted
pooling will capture different proportion of local information
of each neuron in the original feature map, thus leading to
a better local representation. To validate the effectiveness of
our proposed weighted pooling, we conducted experiments in
Section 4 to compare the performance under different pool-
ing strategies. Conventionally, pooling operation commonly
summarizes the non-overlapping neighborhoods containing
adjacent units, which reduces the computing complexity while
leads to coarse pooling results. To be more precise, CUNet
applies an overlapping sliding window with a stride s to
accomplish further accurate pooling results.
Thus, one layer of CUNet is accomplished, including
three main stages: convolution, non-linear rectification, and
weighted pooling. Note that the three steps maintain the
feature map size as the original input image, the convolution
and pooling operations both pad the images (or feature maps)
with zeros. We tried the feature map size-maintained model
and observe that it outperforms traditional size-changed ones.
The second layer is in a similar formulation with the first layer,
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except that the filter bank D2 is obtained by running K-means
on the patches randomly extracted from the first layer’s output.
Certainly, we can stack multiple layers as previous works [9]
to gain higher level features, whereas, we find that two layers
beyond provide subtle performance improvement. Thus, our
CUNet adopts a two-layer architecture, and a deeper model
can be implemented, where applicable, in the same way.
C. The design of the output layer
The detailed design of the output layer is highlighted in
Fig.2. In the second layer, each of the K1 feature maps f
1(k1)
n
has K2 outputs F
2(k1)
n =
{
f
2(1)
n , f
2(2)
n , · · · , f2(K2)n
}
. First,
each set of the K2 feature maps are binary mapped, where
each unit value is set as 1 if it is positive and 0 if non-positive.
Thus, the feature maps are all composed of ones and zeros,
and we call these B-maps. Obviously, such crude mapping
inevitably loses some useful feature information. To obtain
complementary feature information and inspired by [25], we
integrate the K2 B-maps in F
2(k1)
n into one integer-valued
image with each feature map multiplying a coefficient λi:
I =
K2∑
i=1
λif
2(k2)
n , (3)
where λi = 2i−1, f
2(k2)
n is the k2-th B-map in F
2(k1)
n . The
order and weights of the K2 B-maps does not have any
relevant effects on the network performance.
Input image
Feature map 
of the 1
st
 layer
Feature 
map of 
the 2
nd
 
layer
B-map
Integrate
Compute block-wise histograms 
Select max bins over adjacent blocks
Concatenate histograms
Fig. 2: Details of CUNet output layer.
For each of the K1 feature maps in O1n , we can obtain
its corresponding image Ik1 with k1 = 1, · · · ,K1. Next, we
simply compute the histogram of each Ik1 to gain the final
image representation. Considering the robustness that geomet-
ric invariance brings to image classification and matching of
highly variable scenes, we propose to compute the histogram
in a window-wise manner. [25] similarly adopts such strategy
and achieves desirable performance. However, we argue that
such histogram computing incurs feature redundancy and high
dimension problem. In order to release this restriction, we
implement the max-pooling operation on histogram bins in
adjacent blocks. In particular, for the adjacent w∗w blocks, we
select the max bins in each block. Thus, these w∗w histograms
results in one histogram. Such max-pooling operation helps
obtain the most competitive image feature, avoids feature
redundancy, and controls the feature dimension in a reasonable
scope. Finally, we concatenate the histograms gained from
each group of w ∗ w blocks as the image feature, followed
by a liblinear SVM as classifier to classify the images.
IV. EXPERIMENTAL EVALUATION
We evaluate the performance of CUNet on four benchmark
datasets: STL-10, Caltech101, CIFAR-10, and MNIST. The
networks used for the four datasets all consist of two stacked
layers, followed by a linear SVM classifier. More particular
experimental settings are presented in subsequent sections. we
quote results directly from the literature to give a comparison
since we note that sometimes we could not reproduce previous
works results, largely due to subtle engineering details.
A. The Classification Performance
1) CIFAR-10: The CIFAR-10 dataset is composed of 10
classes of natural images split into 50,000 for training and
10,000 for testing. Each image is an RGB one of size 32-
by-32. Images vary greatly within each class not only in
object position and object size, but also in colors and textures.
Besides, the background of each image shows significant
variance.
In particular, we learn K1 = 40 filters of size 5 × 5 in
the first layer and K2 = 8 of size 5 × 5 in the second layer.
Both the two layers set their weighted pooling size as 2×2,
and the pooling windows are overlapped with one pixel stride.
The histogram computing blocks are all of size 4 ∗ 4, non-
overlapped. After getting the block-wise histograms, we select
the max bins over adjacent 2 ∗ 2 = 4 blocks into one single
histogram.
TABLE 1 presents the classification accuracy of different
methods on CIFAR-10. We observe that CUNet, with weighted
pooling, achieves desirable performance among these methods.
Besides, the results show that the pooling strategy some-
what influences the final classification performance when all
the other settings keep the same. Among the three pooling
strategies (i.e., our proposed weighted pooling, the prevalent
max and average pooling), our weighted pooling shows bet-
ter performance, about 0.38% higher than max pooling and
0.85% higher than average pooling. Note that the filter banks
used in the condition of weighted pooling are maintained
to work in max and average pooling, which strictly avoids
the subtle influence of filters randomly learned by K-means.
This rigid experimental setting is similarly applied to STL-10,
Caltech101, and MNIST for a fair condition.
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TABLE I: Comparison of accuracy(%) of different methods
on CIFAR-10 with no data augmentation.
Methods Accuracy(%)
CUNet + Weighted pooling 80.31
CUNet + Max pooling 79.93
CUNet + Average pooling 79.46
Tiled CNN [26] 73.10
Improved LCC [27] 74.50
KDES-A [28] 76.00
K-means (Triangle,4000features) [29] 79.60
Cuda-convnet2 [30] 82.00
CKN-CO [10] 82.18
Discriminative SPN [31] 83.96
TIOMP-1/T (combined, K= 4,000) [32] 82.20
2x PDL (1600 codes) [33] 78.71
2) STL-10: The STL-10 dataset consists of 96-by-96 pixels
color images belonging to 10 different classes. This dataset
is inspired by the CIFAR-10 while providing fewer training
examples (500 per class) and test examples (800 per class),
which forces algorithms to rely heavily on acquired prior
knowledge of image statistics. We downsampled the STL-10
images into 32× 32 pixels for a simpler configuration.
Experimental settings for STL-10 are similar with CIFAR-
10, except that K1 = 30 filters. TABLE 2 gives the comparison
of different methods on STL-10. We observe that CUNet,
with weighted pooling, provides desirable performance among
these previous works. With the other settings keeping the
same, weighted pooling helps increase the classification ac-
curacy by 0.6% (max pooling) and 0.4%(average pooling).
TABLE II: Comparison of accuracy(%) of different methods
on STL-10 with no data augmentation.
Methods Accuracy(%)
CUNet + Weighted pooling 63.00
CUNet + Max pooling 62.40
CUNet + Average pooling 62.60
2x PDL (1600 codes) [33] 58.28
CKN-CO [10] 62.32
EPLS [34] 61.00
Discriminative SPN [31] 62.30
sparse TIRBM (combined) [32] 58.70
We list some sample images from each class in Fig.3,
and the classification accuracy of each class is labeled next
to the corresponding image rows. From the results, we ob-
serve that the relatively simple classes commonly achieve
higher accuracy, such as airplane(81.38%), ship(81.00%),
and car(80.13%). These aforementioned three objects are all
present relatively simplex appearance. Besides, they are static
objects and thus do not incur the confusing problems such
as activity variance. Differently, the living objects such as
monkey(53.50%), cat(43.50%), and dog(31.00%) commonly
gives lower accuracy. From the sample images, we observe
that such animals commonly includes various kinds, and they
usually show different actions, even hidden by some other
obstruction, which undoubtedly brings classification difficulty.
3) Caltech101: Caltech101 dataset contains 101 classes
(including animals, vehicles, flowers, etc.) with significant
variance in shape, and a background class. The number of
images per category varies from 31 to 800. For experimental
airplane (81.38%)
bird (56.13%)
car (80.13%)
cat (43.50%)
deer (64.50%)
dog (31.00%)
horse (72.88%)
monkey (53.50%)
ship (81.00%)
truck (64.13%)
Fig. 3: Classification accuracy of each class in STL-10.
convenience, we convert all the images into grey, and resize
the images into 32 ∗ 32 without keeping the aspect ratio.
Following the traditional settings, we randomly select 15 and
30 train images per class (including the background class),
respectively. TABLE 3 presents the classification results on
Caltech101. For both 15 and 30 training images (per class),
we train K1 = 30 filters. Other settings are the same with
CIFAR-10.
From TABLE 3, we observe that the proposed CUNet
with weighted pooling achieves desirable performance among
current state-of-the-arts methods based on raw pixels. Note
that we directly resize the images into 32∗32 without keeping
the aspect ratio, while previous methods commonly adopts
some strategies to maintain the aspect ratio of the images. Even
though, our proposed CUNet still shows its competitiveness
on Caltech101. Similar with CIFAR-10 and STTL-10, the
weighted pooling successfully outperforms max pooling and
average pooling at different extent.
TABLE III: Comparison of accuracy(%) of different methods
on Caltech101
Training size 15 30
CUNet + Weighted pooling 58.62 66.72
CUNet + Max pooling 58.00 66.34
CUNet + Average pooling 58.14 66.48
CDBN [38] 57.70 65.40
ConvNet [39] 57.60 66.30
DeconvNet [40] 58.60 66.90
Chen et al. [36] 58.20 65.80
Zou et al. [37] - 66.50
Fig.4 shows some classification results of Caltech101. Each
two contiguous rows are two classes that have little inter-class
difference. From the result, we observe that the classification
accuracy between each two rows shows a big gap. For exam-
ple, the classification accuracy of the class Faces is 76.90%,
about 19.77% lower than the class Faces easy(96.67%). From
the listed example images, we observe that the faces in the
class Faces easy are exactly in the center of the images and
little background are included, while the positions of faces in
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the class Faces are random (left or right, but no center), and
all the images present a complex background, which makes
the main object (face) become confusing. Therefore, Faces is
more difficult to classify than Faces easy. Besides, once the
images are roughly resized, the objects of Faces are commonly
get distorted, which further brings classification difficulty to
Faces. The two class Chair and Windsor chair similarly show
great difference on classification performance. Chair (23.40%)
gives 69.28% lower accuracy than Windsor chair (92.68%).
From the listed example images, it is obvious that the object in
Chair varies greatly and the background is relatively complex.
Differently, the intra-class variability of Windsor chair is
subtle, and the background is much more simpler than Chair.
Thus, it is not surprising why the Windsor chair classification
performance is much higher than Chair. Similar analysis
goes for the listed Cougar body (50.82%) and Cougar face
(47.54%), Crocodile head (16.67%) and Crocodile (2.86%).
From aforementioned discussion, we argue that CUNet is com-
petitive in classifying the classes that show simple background,
little intra-class variability, and obvious object. However, we
have to admit that CUNet shows less competitiveness in
the classes that have complex background, great intra-class
variability, and confusing object.
4) MNIST: The basic MNIST dataset consists of 28-by-
28 greyscale images of handwritten digits 0-9, with 10,000
training, 2,000 validation, and 10,000 test examples. To con-
veniently obey the processing baseline, we resize each MNIST
image into 32 ∗ 32, and keep other settings the same with
aforementioned three datasets, except that the filter number
K1 = 5.
TABLE 4 gives the classification error rate on basic MNIST
with different methods. Still, the proposed weighted pooling
outperforms the average and max pooling. Since MNIST is a
relatively simple dataset, all methods perform well and close,
thus, the subtle performance difference is not so statistically
meaningful.
TABLE IV: Comparison of error rate(%) of different methods
on MNIST with no data augmentation.
Methods Error rate(%)
CUNet + Weighted pooling 1.80
CUNet + Max pooling 1.86
CUNet + Average pooling 1.90
CAE-2 [35] 2.48
ScatNet-2 [14] 1.27
Fig.4 presents some MNIST training examples and the
corresponding error rate. From Fig.4, we observe that both
the simple classes 0 and 1 show little intra-class variance, and
these two classes achieve lowest error rate. As for the other
more complex digits which show great intra-class variance,
they achieve higher error rate at different extent. From the
sample images, we find it is even hard to artificially judge the
these confusing digits.
B. Impact of the number of filters
In this section, we conducted experiments to validate the
impact of the filter number on CUNet performance. We fix the
0 (0.29%)
1 (0.94%)
2 (1.36%)
3 (2.00%)
4 (2.69%)
5 (1.98%)
6 (1.37%)
7 (2.35%)
8 (2.83%)
9 (3.21%)
Fig. 5: Classification error rate of each class in basic MNIST.
experimental settings as aforementioned in Section 4.1 (i.e.,
the settings make each dataset gain its best performance), only
change the filter number of the first layer. In particular, since
CIFAR-10 is a relatively complicated dataset, we vary K1 from
20 to 40. For the mid-scale STL-10 and Caltech101, we vary
K1 from 10 to 30. For the simpler MNIST, we vary K1 from
5 to 15.
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Caltech101−15
STL−10
Caltech101−30
basic MNIST
CIFAR−10
Fig. 6: Impact of the filter number on classification accuracy.
Fig.6 illustrates the impact of the filter number on classifica-
tion performance. From Fig.6, we observe that the classifica-
tion accuracy will get improvement when the filter number in-
creases. Whatever the dataset is, more filters will certainly help
improve the classification performance as we expect. However,
such increase is not always existent. When the filter number
achieves its saturation value, the classification performance
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shows subtle improvement. We attribute such phenomenon to
the useless duplicates of the filters, that is, some filters will be
repeated if the filter number is set larger than the saturation
value. The repeated filters will contribute nothing and even
drag down the final classification performance. Hence, the set
of filter number plays some dominated role in CUNet.
C. Impact of the block size
Fig.7 illustrates the impact of the block size on CUNet
performance. Here, the block size refers to the width and
height of the histogram computing windows. For each of the
dataset, we set the block size as 4 ∗ 4, 8 ∗ 8, 16 ∗ 16, and
fix other settings as discussed in Section 4.1. From Fig.7,
we observe that the classification performance get decreased
when the block size increases. Commonly, for all the datasets,
the classification accuracy achieves the highest when the
block size is 4 ∗ 4. When the block size increases to 8 ∗ 8,
the classification performance get undesirable decrease, and
such performance decline is even larger when the block size
increases to 16 ∗ 16. However, it is deserved to be mentioned
that although the classification accuracy goes down along
with the increase of block size, feature dimension also gets
decreased, which obviously brings computation release to the
experimental devices. In particular, when the block size is 4∗4,
the feature dimension is K1 ∗ 2K2 ∗ 16, while when the block
size is set as 8 ∗ 8, the feature dimension is K1 ∗ 2K2 ∗ 4, 4
times dimension decrease. When the block size is 16 ∗ 16, the
feature dimension is K1∗2K2 ∗1, 16 times decrease compared
with the feature dimension of block size 4 ∗ 4.
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Fig. 7: Impact of the block size on classification accuracy.
Based on aforementioned analysis, the block size has two-
way influence on CUNet. On the one hand, the increase of
block size results in performance decline. On the other hand,
feature dimension desirably decreases along with the increase
of the block size. Hence, the choice of the block size is largely
depended on one’s own focus. If accuracy is strictly required,
then the block size should set smaller. On the contrary, if the
experimental devices can not meet the dataset scale, then larger
block size should be set.
D. Discussion
Aforementioned experiments have successfully validated the
effectiveness of CUNet from different aspects. Four datasets
(CIFAR-10, STL-10, Caltech101, MNIST) are employed to
test the performance of CUNet on different classification
tasks. Firstly, we provide image classification accuracy on
these four datasets to validate the feasibility of CUNet. The
accuracies of some example classes are presented to analyze
the superiority and inferiority of CUNet. From the result,
we found that CUNet is more competitive on those static
objects (e.g. , airplane, ship, car) and those showing little
inner-class variability. Correspondingly, CUNet presents less
competitive ability on those dynamic objects (e.g. , dog,
cat, monkey) and those showing little intra-class variability.
Secondly, we test the effect of the inner settings of CUNet
on classification performance: 1) we found that whatever
the dataset is, more filters will certainly help improve the
classification performance, but such increase is not always
existent. When the filter number achieves its saturation value,
the classification performance shows subtle improvement ;
2) the choice of the block size largely depends on real
applications. The classification accuracy goes down along with
the increase of block size, however, feature dimension also gets
decreased, which obviously brings computation release to the
experimental devices.
V. CONCLUSION
We propose a compact unsupervised network called CUNet
for image classification tasks. The main purpose of the
proposed CUNet is to simplify the traditional convolutional
neural network. CUNet is compact which avoids millions of
parameters tuning and does not require numerical optimization
solver. Besides, unsupervisedly learning convolution filters
addresses the bottleneck of scarce image labels. Experimental
results verify that CUNet is competitive among previous state-
of-the-art works. In future work, we would like to further
simplify CUNet and make it feasible for more challenging
large-scale dataset benchmarks, especially those own great
intra-class variance.
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Fig. 4: Caltech101 results(15 train images per class).
