Introduction
authors are careful to attempt the inclusion of model uncertainty in the regression model, a sensitivity analysis of detection and attribution to well defined parameters whose change is 77 easily understood in terms of memory or unresolved variability (white noise) in the climate 78 system.
79
The paper is organized as follows. In Section 2 we describe the data analyzed. We briefly 80 discuss the detection and attribution approach as applied to the one dimensional climate 81 model used in our study, and the two stochastic models, exploring the arguments to justify 82 using each of them to represent internal climate variability. In Section 3, we discuss how the 83 significance of the anthropogenic signal depends on the model chosen to represent internal 84 variability. We include an analysis of how consistent are our estimates of internal variability 85 with the ones estimated from the CMIP3 control simulations, in order to evaluate whether 86 or not the use of these control runs for detection and attribution can potentially bias the 87 results. Section 4 is devoted to the conclusions. 88 We remark that our goal is to explore the sensitivity of the detection and attribution 
Data and Method

94
We analyze the problem of the sensitivity of detection and attribution results to internal 95 variability in the simplest case, i.e. for the global mean surface air temperature as simulated 96 by a one dimensional climate model.
97
To estimate the temperature responses to individual forcings we use the box diffusion simulations, regardless of drifts. We will comment on the effect of drifts in the control 132 segments on the final results in Section 3.
(i) Detection and Attribution
134
The detection of climate change is the process of demonstrating that climate has changed 135 in some well defined statistical sense, without providing a reason for that change. Attribution
136
of causes of climate change is the process of establishing the most likely causes for the 137 detected change with some defined level of confidence (Solomon 2007) . In this work we aim 138 to detect and attribute climate change by estimating the contribution to the observational 139 record T obs of each of the response temperatures T i calculated using Eq.(1). In other words,
140
we want to obtain the amplitudes β i in the following expression:
where T is a matrix with n + 1 columns including the n forced responses T i , and a constant 142 term to remove the mean. u is an stochastic term that represents the internal climate 143 variability with covariance matrix is given by Ω = E(uu † ). Under the assumption that u is 144 multivariate normal (Allen and Tett 1999), the optimal scaling factors, β = (β 1 , β 2 , ..β n+1 )
145
are given by (Kmenta 1971):
and their variance :
where † is used to denote the transpose of a matrix.
148
In this work, following standard detection and attribution studies, we consider the fol- 
where E(u t ) = 0 , a 1 and a 0 are parameters, and t represents white noise, ı.e. E( t t ) = δ tt .
204
The autocovariance function of this process is determined by a 0 and a 1 as follows:
where τ is the time lag. Notice that a 1 controls the decaying rate of the autocorrelation a 1 = 0 represents the limit in which the system is purely white noise, and a 1 → 1 is the 215 extreme in which a system is dominated by inertia. In our case, we are characterizing annual 216 global mean temperature internal variability with this model, so we are trying to quantify 217 the impact of the natural fluctuations in the year to year variation.
218
In the detection and attribution analysis, the parametric form of the covariance matrix,
219
Eq.(7), is used to simultaneously determine the optimal scaling factors β i in Eq.(3) and 220 the parameters a 1 and a 0 of the climate noise in Eq.(5) following the Hildreth-Lu method plex than the spectrum of an AR (1) as a stationary stochastic process with zero mean u such that:
where B is the backshift operator, i.e. Bu t = u t−1 (Beran 1994). The model is fully specified 247 by the parameters δ and the standard deviation σ e of the white noise t . The autocovariance 248 function is given by the equation:
As a result the covariance matrix becomes,
For large τ the autocorrelation function satisfies lim τ →∞ ω F D (τ ) = |τ | 2δ−1 (Beran 1994).
251
From this expression one can see that the autocorrelation decays algebraically, thus the 252 name "long memory". Since δ controls the decaying rate of the autocorrelation function it 253 can be associated to the memory of the system, while σ e is characterizes the amplitude of 254 the white noise.
255
Similarly to the AR(1) case, we use this covariance matrix, Eq. given value of the z score or, equivalently, the size of the confidence interval, we aim to find 293 what is the proportion of cases where the scaling factor β is different from 0. In particular 294 the value of the z score that gives β different from 0 in at most 5% of the cases determines 295 the 95% confidence interval. We find that for the GHG signal the z score is 2.22 in the case 1) shows that for our detection model, the greenhouse gas signal is detected and 302 attributed, the volcanic signal is only detected, and the solar signal is not detected nor
303
attributed for both models of internal variability. In the case of the sulphates forcings, the 304 result depends on the representation of the internal variability.
305
The robustness of the GHG signal detection can be analyzed using signal is not affected.
315
As expected, the significance of the greenhouse gas signal is lower when we represent the 316 internal variability as an FD than as an AR(1) process. We find that both stochastic models' between the two models arises in the memory parameter. For the FD process we find a different result. In the lower panel of Fig.(2) we can see 368 that for the estimated σ e there is no δ for which the process has a greenhouse gas scaling 369 factor which is not statistically significant. tential effect of the collinearity of the greenhouse gas and sulphates temperature responses.
388
We used the HadCRUT4 data set to include the last seven years of data in T obs . Differences parameters (see Table 1 ). Therefore, in order to ensure that the results are comparable, we SUL and GHG signals, we only consider a single total ANT signal, the scaling factors for 396 the latter are smaller than the GHG ones (see Table ( The control segments we are investigating are not identical to the ones used in the detec- all lie around the contour line for which the GHG scaling factor is not statistically significant
437
(thick blue contour line).
438
Interestingly, we find in Appendix A that there is a very high correlation between the 439 estimates of a 1 and δ and the amplitude of white noise for for any given control segment.
440
From the point of view of our analysis, one reason for this is that both stochastic models can 441 separate the same amount of correlated data from the white noise, and each model explains 442 the dynamics with a different memory parameter according to the relevant covariance matrix.
443
As a result, although the underlying physical assumptions are very different in these two 444 models, we find that the numerical value of the autocorrelation function of both models are 445 very similar for the first 156 years as expected.
446
To finish this section, we analyze the power spectra of the climate models' control runs 447 and the observations. In Fig.(4) we show the power spectra of the CMIP3 models' control 448 segments and the power spectra of the residuals from the best fit to T obs , i.e., T obs −βT . The GCMs.
491
The understanding of the internal climate variability has been identified as one of the 492 hardest geophysical problems of the 21st century (e.g., Ghil 2001). One of the barriers we 493 face to advance our understanding is the lack of long enough reliable observational records.
494
We are then left with the problem of having to characterize internal natural variability of the detection and attribution results is hard to identify.
501
In this paper, we test the robustness of the detection and attribution statements in 
526
We conclude by emphasizing that in this study, headline attribution conclusions for GHG 527 and total anthropogenic forcings were found to be insensitive to the choice between two 528 representations of internal variability that were deliberately chosen to span a broad range of We use a HadCM3 control simulation of 1000 years to assess how the uncertainty of the 542 stochastic parameters depends on the length of the segment, and we refer to this as a finite 543 size effect. We estimate the stochastic parameters from the same control simulation but model, in this case δ decreases its value until the segment is reaching a length of 300 years.
550
Given that the observed record is of 156 years and that the best estimate of the white noise 551 amplitude is larger than what we found for the long HadCM3 control run, we can expect 552 an overestimation of the δ parameter in the observed 156 years. Thus, we expect that the 553 10% probability of δ being such that δ > 0.5 for the Monte Carlo estimation of uncertainty,
554
would decrease if we had a longer record.
555
We also investigated the correlation between the memory parameters and the white Fig. 4 . Spectra from the individual GCM control simulations (gray), and the spectra of the residuals of the linear fit to T obs : T obs −βT , when the internal variability is modeled as an AR(1) (thick grey line) and an FD (black line) process. We use a logarithmic scale in the horizontal axis (period) and the vertical axis (spectral density). 
