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We obtain global in time bounds for the heat kernel G of the Schro dinger
operator L=&2+V. The potential V satisfies V(x)t &Cd(x)b near infinity with
b # (0, ). The result can be described as follows. Suppose L is positive and b=2.
Then G=G(x, t; y, 0) has a global upper bound which is a standard Gaussian
times a polynomial function of x, y, t. However when L is not nonnegative and
negative eigenvalues exist G=G(x, t; 0, 0) is bounded below by a standard
Gaussian times ect with c>0. In other words, the growth rate of G(x, t; 0, 0) is com-
parable with the heat kernel of &2&c, regardless how fast V decays near
infinity.  2001 Academic Press
1. INTRODUCTION
The goal of the paper is to study the global behavior of heat kernels of
the Schro dinger operator L#&2+V, where 2 is the LaplaceBeltrami
operator on some Riemannian manifolds and V is a potential function
under suitable conditions. It is well known that the heat kernel has
Gaussian lower and upper bounds. However, in general, these bounds are
not global in time since the parameters in these bounds depend on, in an
implicit manner, on V. The following example illustrates the need for a
better understanding of the bounds. By standard estimates, the heat kernel
G of &2+V with V # L(Rn) satisfies
cne&&V& t
tn2
e&|x& y|24tG(x, t; y, 0)
cn e&V& t
tn2
e&|x& y|24t.
The presence of the functions e&V& t and e&&V& t masks a wealth of infor-
mation and makes the bounds less useful when t  .
An important question arises:
Does there exist a global estimate on the heat kernel of &2+V, which
reveals an explicit dependence on the potential V?
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Many authors have studied the above the problem. We refer the reader
to [Si], [Mu], [DS], [NS], [LY], [KS], [D2], [N], [SZ], [Se], [Zh]
and the papers quoted there.
Despite the intensive study, it seems that satisfactory global bounds on
heat kernels are found only in two cases until recently. Case one is when
the potential decays rapidly (e.g. faster than quadratic decay) near infinity.
Case two is when the potential blows up near infinity. An example is the
harmonic oscillator. However even the Coulomb potential does not belong
to the above two cases.
In a recent paper [Zh] we obtained qualitatively sharp global heat
kernel bounds for positive potentials in the important middle range i.e.
V(x)tCd(x)b with b # [0, 2]. Here d(x) is a distance function. That result
can be described as follows. The heat kernel G=G(x, y; t, 0) of &2+V is
the multiple of a standard Gaussian with a weight function. If b>2 then
the weight is bounded between two positive constants; if b=2, the weight
is bounded between two positive functions of t, d(x) and d( y), which have
polynomial decay; if b<2, the weight is bounded between two positive
functions of t, d(x) and d( y), which have exponential decay.
However the results in [Zh] on global bounds were incomplete when
V0. It is the goal of the current paper to fill the gap. It turns out that
the global bounds when V<0 is quite different from those when V0.
Our current result can be described as follows. Suppose L is positive and
V has quadratic decay near infinity, then the heat kernel G=G(x, t; y, 0)
has a global upper bound which is a standard Gaussian times a polynomial
weight of x, y, t. In contrast when L is not nonnegative and if negative
eigenvalues exist, a dramatic change occurs: the G=G(x, t; 0, 0) is
bounded below by a standard Gaussian times ect with c>0. In other word,
the growth rate of G in the time direction is comparable with the heat
kernel of &2&c, regardless how fast V decays near infinity. As indicated
in Remark 1.1 below the bounds we obtain are qualitatively sharp. Com-
parison with the well known result in [DS] is also given there.
In this paragraph we lay out a number of equations and notations to be
used through out the paper. We are mainly concerned with the heat kernels
G=G(x, t; y, 0) to the equations
2u&Vu&t u=0, in M_(0, ). (1.1)
Unless states otherwise we make
Assumption 1.1. M is a n(3) dimensional complete noncompact
Riemannian manifold with nonnegative Ricci curvature.
Even though the curvature condition can be relaxed further we will not
seek the full generality in this paper. 0 will be a reference point on M and
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d(x, y), d(x) will be the distance between x, y and between x, 0 respec-
tively. For simplicity we assume that V is a bounded function. However, as
indicated in the proof, such a restriction can be removed by standard
method. The notation Qr(x, t) will be used to denote the parabolic cube
B(x, r)_(t&r2, t). We will use c, C, c1 , C1 , ..., to denote generic positive
constants whose value may change from line to line.
For the lower bound we need an additional geometric assumption.
Assumption 1.2. For any r>0, B(0, r) can be covered by a chain of
geodesic balls satisfying: (i) each ball in the chain is of radius r4; (ii) the
union of the balls is a connected set; (iii) the distance from the chain to 0
is not smaller than r4; (iv) the number of balls in the chain is independent
of r.
When M=Rn, n2, the above assumption clearly holds. However
S2_R with the standard metric does not satisfy (ii).
The following theorem is the main result of the paper.
Theorem 1.1. Let M be a n(3) dimensional complete noncompact
manifold with nonnegative Ricci curvature. Let G be the fundamental solution
to the equation 2u&Vu&ut=0 in M_(0, ) and a0=[(n&2)2]2.
(a) For any V satisfying V(x)& a
1+d2(x)
with a<a0 , there exist
positive constants c1 , c2 such that, for all x, y and t>0,
G(x, t; y, 0)
c1w(x, t)
- |B(x, - t)|
w( y, t)
- |B( y, - t)|
e&c2 d(x, y)2t.
Here w(x, t)=[max[- t(1+d(x)), 1]]: with : being a linear function of a.
(b) Under the additional Assumption 1.2, for any V satisfying V(x)
& a
1+d2(x)
with a>a0 , there exist positive constants c1 , ..., c3 such that
G(x, t; 0, 0)c1
ec2 t
|B(x, - t)|
e&c3 d(x)2t
for all t>0 and x. Moreover for some c1 , ..., c4 and for all t>0 and x, y,
G(x, t; y, 0)c1
ec2 t
|B(x, - t)|
e&c3 d(x)2t&c4 d(x, y)2t.
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(c) Let M be the same as in part (b). For any nonpositive V not identi-
cally zero near 0, there exist positive constants b0 , c1 , ..., c4 such that, when
b>b0 ,
Gb(x, t; y, 0)c1
ec2 t
|B(x, - t)|
e&c3 d(x)2t&c4 d(x, y)2t
for all t>0 and x, y. Here Gb is the heat kernel of the operator &2+bV.
Remark 1.1. (a) The upper bound in part (a) is qualitatively sharp
when compared with the lower bound proven in Theorem 1.3 in [Zh]
(please see Corollary 1(iv) below for a statement of the lower bound in the
Euclidean case).
(b) It is also clear that the first lower bound in Theorem 1.1(b) can
not be improved qualitatively since G(x, t; 0, 0)(Cec4 t|B(x, - t)| )
e&c5d(x)2t by standard results. The second lower bound is qualitatively
sharp for all x, y except when d(x, y)$d(x) for any fixed and small $>0.
This is because d(x, y)Cd(x)+Cd(x, y) for some C>0 outside the
above region and hence the lower bound in (b) matches the crude upper
bound c$1(ec $2 t|B(x, - t)| ) e&c $3 d(x, y)
2t.
When |V| decays faster than the inverse square of distance and for some
manifolds including Rn (n3), we can show that the bound in
Theorem 1.1(c) coupled with a standard Gaussian, provide qualitatively
sharp global upper and lower bounds in the whole space time for the heat
kernel G when the operator &2+V is supercritical. This result is stated
and proven in Remark 3.1 at the end of the paper.
Remark 1.2. It is interesting to compare the current paper with the
paper [DS] published ten years ago. In [DS] Davies and Simon obtained
important global bounds for heat kernel of L=&2+V when Vt&c|x|2
near infinity and c(>0) is sufficiently small so that L is positive. Under
some additional technical assumptions on the existence of resonance, they
proved that the heat kernel of L is bounded from above by a standard
Gaussian times a positive power of t. The motivation for studying that kind
of potential is that it lies at the border line between long range potentials
(V(x)t&c|x|b, b<2 near infinity) and short range one (V(x)t&c|x| b,
b>2). Obviously one wants to know what lies beyond the border line. It
seems that the current paper is the first in that heat kernel bounds in the
spirit of [DS] for the truly long range negative potentials has been estab-
lished.
Even in the border line case of negative square potentials, we obtain
bounds which are qualitatively sharper than those in [DS] in a more
general context without relying on symmetry. We need to mention that the
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power on t in the bounds in [DS] is sharp. In contrast we are not able to
determine the power on t as explicitly. However under the generality of our
set up, it seems unrealistic to obtain a sharper result without additional
assumptions.
Remark 1.3. We have also obtained some global upper bounds for G
when V is not necessarily a radial potential. The result is summarized as
Theorem 2.1 in Section 2.
Coupled with Corollary 1.2 in [Zh], we can now make a description of
global bounds for the heat kernel of &2+V with V being a power like
potentials. We summarize the results as a corollary. Part (iii), proven in
[Se] when A=I, is here for completeness. Parts (i), (ii), and (v) were
prove in [Zh].
Corollary 1. Let G be the fundamental solution of
div(A{u)&Vu&ut=0, in Rn_(0, ),
where A=(aij (x)) is a uniformly elliptic matrix with bounded measurable
coefficients. The following global estimates hold for all x, y and t>0.
(i) Suppose Vt a
1+d(x)b
with a>0 and 0b<2, then there exist positive
constants c1 , ..., c5 with c31 and such that
c1e&c2([t(1+d(x)
b)]c3+[t(1+d( y)b)]c3)
tn2
e&c4(d(x, y)2t)
G(x, t; y, 0)
e&c2
&1([t(1+d(x)b)]c5+[t(1+d( y)b)]c5)
c1 tn2
e&d(x, y)2c4 t.
(ii) Suppose Vt a
1+d(x)2
with a>0, then there exist positive constants
c1 , ..., c4 and c50 such that
c1 \ t1+d(x)2 6 1+
&c2
\ t1+d( y)2 6 1+
&c2
tn2
e&c3(d(x, y)2t)
G(x, t; y, 0)

\ t1+d(x)2 6 1+
&c5
\ tt+d( y)2 6 1+
&c5
c1tn2
e&d(x, y)2c3 t.
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(iii) Suppose Vt a
1+d(x)b
with a>0 and b>2, then there exist positive
constants c1 , c2 such that
c1t&n2e&c2(d(x, y)
2t)G(x, t; y, 0)c&11 t
&n2e&d(x, y)2c2t.
(iv) Suppose Vt& a
1+d(x)2
with a>0, then there exist positive con-
stants c1 , c3 and c20 such that the next lower bound holds. Assume that
A=I, a<a0=[(n&2)2]2 and suppose V& a1+d(x)2 , then there exist
c4 , c5 such that the next upper bound holds.
G(x, t; y, 0)\ t1+d(x)2 6 1+
c2
\ t1+d( y)2 6 1+
c2 1
c1 tn2
e&d(x, y)2c3t;
G(x, t; y, 0)\ t1+d(x)2 6 1+
c4
\ t1+d( y)2 6 1+
c4 c1
tn2
e&c5(d(x, y)2t).
(v) Suppose Vt& a
1+d(x)b
with a>0 and b<2, then there exist
positive constants c1 , ..., c4 with c31 such that
G(x, t; y, 0)ec2([t(1+d(x)b)]c3+[t(1+d( y)b)]c3)c1 t&n2e&4(d(x, y)
2t).
(vi) Assume that A=I, a>a0 . Suppose V& a1+d(x)2 , then for all
t>0 and x,
G(x, t; y, 0)c1 ec2 tt&n2e&c3 d(x)
2t&c4 d(x, y)2t.
The rest of the paper is divided into two more sections. In Section 2 we
will prove part (a) of Theorem 1.1. Parts (b) and (c) will be proven in
Section 3.
2. UPPER BOUND WHEN &2+V>0
The idea of the proof is to mix the standard method with a carefully
designed Harnack chain argument so that the information on the potential
can be captured more precisely. We start with a lemma.
Lemma 2.1. Let u be a solution to the equation 2u&Vu&ut=0 in
M_(0, ), where |V(x)| a
1+d(x)2
, let # be a geodesic ray starting from 0
and x1 , x2 are two points on the ray. Suppose d(x1)2c1 t, d(x2)2=c2 t with
c2>c1 . Then for any $>0, there exists c, C>0 such that
u(x1 , t)C \ d(x2)1+d(x1)+
ca+c
u(x2 , t+$t)Ctc(a+1)2u(x2 , t+$t).
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Proof. Without loss of generality we assume that d(x1)1. Let # be
parameterized by arclength. Then there exist an integer k0 and : # [1, 2]
such that #(:2k d(x1))=x2 . Moreover, by choosing ;=$c2
;(:2k d(x1))2=; d(x2)2=;c2 t=$t. (2.1)
For any integer i between 0 and k&1, we write yi=#(:2 i d(x1)) and
ti=t+;(:2i d(x1))2. Then
d( yi , yi+1)=:2i+1 d(x1)&:2i d(x1)=:2 i d(x1),
t i+1&ti =3;(:2i d(x1))2,
d( yi , 0)=:2i d(x1).
Clearly yi , yi+1 # B( yi+1 , :2i d(x1) 1110). For any y # B( yi+1 , 2 i1110),
we have
d( y, 0)d(0, yi+1)&d( yi+1 , y): d(x1)(2i+1&2i1110)
=: d(x1) 2 i910.
Therefore, there is C>0 such that
Bi # sup
B( yi+1, :2i d(x1) 1110)_(0, )
|V(x)|Ca(:2i d(x1))2.
By the Harnack inequality stated in Corollary 5.3 of [S-C], we have for y,
y$ # B( yi+1 , :2i d(x1)) and s>s$,
ln[u( y$, s$)u( y, s)]C _d
2( y, y$)
s&s$
+\B i+1s$+ (s&s$)&
C _d
2( y, y$)
s&s$
+ca+c& .
It follows, for c, C>0,
u(x1 , t)Cu( y0 , t0), u( yi , t i)C ca+cu( yi+1 , t i+1),
u( yk&1 , tk&1)C ca+cu(x2 , t+$t).
Note that k=log2
d(x2)
:d(x1) , we obtain, after multiplying the above inequalities
u(x1 , t)C \ d(x2)1+d(x1)+
ca+c
u(x2 , t+$t). K
Now we are ready to give the
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Proof of Theorem 1.1. (a) The upper bound.
We will divide the proof into three cases.
Case 1. We assume d(x)2t and d( y)2t.
The proof in this case is a modification of the standard method as given,
for example, in [S-C] Section 6. The new ingredients are the use of the
Harnack inequality and a shift of parabolic cubes in the time direction.
For a fixed * # R and a fixed bounded function  such that |{|1, we
write
fs( y)=e*( y) | G( y, s; z, 0) e&*(z)f (z) dz.
Direct computation shows, for any =>0,
1
2s & fs &
2
2 &(1&=) &{fs&
2
2+C= *
2 & fs&22&| V( y) f 2s dy.
Since the Ricci curvature is nonnegative, the Hardy type inequality in [C]
holds with the same constant as the Euclidean case. Therefore our assump-
tion that V(x)&a(1+d(x)2) with a<[(n&2)2]2 implies
&(1&=) &{fs&22&| V( y) f 2s dy0,
where = is sufficiently small. Hence
s & fs&22C*
2 & fs &22 ,
which implies
& fs&22e
C*2s & f &22 .
Now consider the function
u( y, s)=e&*( y)fs( y)
which is a solution to 2u&Vu&t u=0 in M_(0, ). We would like to
bound u from above by the L2 norm of u in some parabolic cubes. To this
end we will use the parabolic Harnack inequality. Let us write Q- t2(x, t)=
B(x, - t2)_(3t4, t) and Q+- t2(x, t)=B(x, - t2)_(5t4, 3t2). Clearly,
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Q- t2(x, t), Q+- t2(x, t)/B(x, 0.55 - t)_[0, 2t]. For any z # B(x, 0.55 - t),
d(z)d(x)&0.55 - t0.45 d(x), and hence
|V(z)| t
at
1+d(z)2

act
1+d(x)2
C1 .
By the parabolic Harnack inequality as stated in [S-C], we have
sup
Q- t2(x, t)
uCeC1 inf
Q+- t2(x, t)
u.
It follows that
u(x, t)2
C
|Q- t2(x, t)| |
3t2
5t4
|
B(x, - t2)
u2.
Therefore
c2*(x)u(x, t)2e2*(x)
C
|Q- t2(x, t)| |
3t2
5t4
|
B(x, - t2)
u2
=
C
|Q- t2(x, t)| |
3t2
5t4
|
B(x, - t2)
e2*[(x)&(z)]f 2s
e2* - t
C
|B(x, - t)|
eC*2t & f &22 .
Taking the supremum over all f # L2(B( y, - t)) with & f &2=1, we find that
e2*[(x)&( y)] |
B( y, - t2)
G(x, t; z, 0)2 dze4* - t+C*2t
C
|B(x, - t)|
.
Performing the above procedure on the second entries of the heat kernel and
using the doubling property of the metric balls we have
G(x, t; y, 0)2=G(x, 2t; y, t)2

C
|Q- t2( y, t)| |
t4
0
|
B( y, - t2)
G(x, 2t; z, s)2 dz ds

C
|B(x, - t)|
C
|B( y, - t)|
e4c* - t+C*2t&2*[(x)&( y)].
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Here we again used the fact that d( y)2t. Choosing *=d(x, y)Ct and 
such that (x)&( y)=d(x, y), we reach
G(x, t; y, 0)2
C
|B(x, - t)| |B( y, - t)|
e&cd(x, y)2t.
This finishes the proof in case 1.
Case 2. We assume d(x)2, d( y)22t.
Let #1 and #2 be the length parameterized geodesic rays connecting 0, x
and 0, y respectively. Choose x1 on #1 and y1 on #2 such that d(x1)2=
d( y1)2=8t. Using Lemma 2.1 on the first entries of G, we can find c, C>0
such that
G(x, t; y, 0)C(d(x1)(1+d(x)))ca+c G(x1 , 2t; y, 0).
Using Lemma 2.1 again, we have, for some c, C>0,
G( y, 2t; x1 , 0)c(d( y)(1+d( y)))ca+c G( y1 , 4t; x1 , 0).
Hence
G(x, t; y, 0)C(- t(1+d(x)))ca+c (- t(1+d( y)))ca+c
_G(x1 , 4t; y1 , 0). (2.2)
Since d(x1)2=d( y1)2=8t, from the first case we have
G(x1 , 4t; y1 , 0)
C
- |B(x1 , - t)|
C
- |B( y1 , - t)|
e&c3 d(x1, y1)2t. (2.3)
Since
cd(x1 , y1)2d(x, y)2&cd(x1 , x)2&cd( y1 , y)2d(x, y)2&ct.
we have, after using the doubling property of the metric balls and combining
(2.7) and (2.8),
G(x, t; y, 0)C
(- t(1+d(x)))ca+c
- |B(x, - t)|
(- t(1+d( y)))ca+c
- |B( y, - t)|
e&c3 d(x, y)2t.
This completes case 2.
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Case 3. We assume that d(x)22t and d( y)22t.
Let #1 be the length parameterized geodesic ray connecting 0, x. Choose x1
on #1 such that d(x1)2=8t. Using Lemma 2.1 on the first entries of G, we
can find c, C>0 such that
G(x, t; y, 0)C(d(x1)(1+d(x)))ca+c G(x1 , 2t; y, 0).
Since d( y)22t we are back to case one for G(x1 , 2t; y, 0)=G( y, 2t;x1 , 0).
Hence
G(x1 , 2t; y, 0)
C
- |B(x1 , - t)|
C
- |B( y, - t)|
e&c3 d(x1, y)2t.
Since
cd(x1 , y)2d(x, y)2&cd(x1 , x)2d(x, y)2&ct.
we have, after using the doubling property of the metric balls,
G(x, t; y, 0)C
(- t(1+d(x)))ca+c
- |B(x, - t)|
C
- |B( y, - t)|
e&c3 d(x, y)2t. (2.4)
This completes case 3. Finally the case when d(x)22t and d( y)22t can be
handled similarly by symmetry. This completes the proof of Theorem 1.1
part (a). K
Some time the potential we study is not radial and the Harnack chain
arguments employed earlier might be difficult to apply. However one can
refine Moser’s iteration scheme to capture the information on the potential
and obtain similar global upper bounds for nonradial potentials.
Theorem 2.1. Let M is a noncompact complete Riemannian manifold with
maximum growth, which means |B(x, r)|crn for some c>0 and all x and r.
Let G be the fundamental solution to the equation 2u&Vu&ut=0 in
M_(0, ).
Suppose &2+V is strongly subcritical in the sense of [DS] (i.e. &2+
(1+=) V0 for a small enough =), then there exist positive constants c1 , c2 ,
c3 such that, for all x, y and t>0,
G(x, t; y, 0)c2
- z(x, t)
- |B(x, - t)|
- z( y, t)
- |B( y, - t)|
e&c3 d(x, y)2t,
where z(x, t)=[(&V&2Ln(B(x, - t))+|V B(x, - t) | ) t]1+(n2). Here and later V B(x, - t)
stands for the average of V in the ball B(x, - t).
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Remark 2.1. For bounded negative square potentials V, the weight
function z some what matches the weight function in Theorem 1.1(a) as
indicated in the next proposition. However z could be improved to allow
locally more singular potential V if one can improve the embedding result
stated in Lemma 2.2 below.
Before proving the theorem we need to prove some preliminary results.
Proposition 2.1. Let V= a
1+d(x)2
then z(x, t)c1( t1+d(x)2)
c2 if d(x)22t
and z(x, t)ac3 tc4 otherwise for some positive constants c1 , ..., c4 .
Proof. Note that
;(x, - t)#&V&2Ln(B(x, - t))+|V |B(x, - t)
a \|d(x, y)- t
1
[1+d( y)2]n
dy+
2n
+
a
|B(x, - t)| |d(x, y)- t
1
1+d( y)2
dy.
If d(x)2- t, then
d( y)d(x)&d(x, y)d(x)&- td(x)2.
Hence
;(x, - t) tC \ - t1+d(x)2+
2
t+
act
1+d(x)2
C \ t1+d(x)2+
2
.
If d(x)2 - t, then, since B(x, - t)/B(0, d(x)+- t), we have
|
d(x, y)- t
1
[1+d( y)2]n
dyc |
d( y)d(x)+- t
1
[1+d( y)2]n
dyc.
Hence
z(x, t)=(;(x, - t) t)1+(n2)ctc4. K
Next we prove an embedding result motivated by Lemma 1.1 on p. 327
in [EE] in the Euclidean case.
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Lemma 2.2. Let V # Ln(B(x, r)). Then for every u # W 1, 20 (B(x, r)), and
any =>0,
} |B(x, r) Vu2 }= &{u&2L2+[C=&1 &V&2Ln+|V B(x, r) |] &u&2L2 .
where V B(x, r) is the average of V over B(x, r). In the above all norms are over
B(x, r).
Proof. To simplify notations we will use V | to denote |V B(x, r) in the
proof. Since
} |B(x, r) Vu2 }|B(x, r) |V&V | u2+|V | |B(x, r) u2
it is enough to prove the Lemma for V such that V =0.
Now that we assume V =0, we have for u # W1, 1(B(x, r)),
|
B(x, r)
Vu2=|
B(x, r)
V( y)[u2( y)&u 2] dy&V&Ln &u2&u 2&Ln(n&1) .
Since M has maximum growth, by the Sobolev inequality as stated as
Theorem 1.1 in [MS-C],
&u2&u 2&Ln(n&1)C &{(u2)&L2C & |{u| &L1C &u&L2 &{u&L2
we reach
} |B(x, r) Vu2 }C &V&Ln &u&L2 &{u&L2 .
This implies
} |B(x, r) Vu2 }= &{u&2L2+C=&1 &V&2Ln &u&2L2
for all =>0. K
Lemma 2.3. Let u be a solution to the equation 2u&Vu&ut=0 in
M_(0, ), and Q2r(x, t)/M_(0, ) and V=V(x, t).
Let
;(x, r)#&V&2Ln(B(x, r))+|V B(x, r) |
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then for positive C and c1 independent of r,
u2(x, t)
C(1+;(x, r) r2)1+(n2)
|Qr(x, t)| |Qr (x, t) u
2( y, s) dy ds. (2.5)
Proof. The proof of the lemma is a combination of the standard
Moser’s iteration and the above local embedding lemma. As a result the
contribution of the potential V is captured more precisely.
Let u be a positive solution of (1.1) in Qr(x, t). For any p1 it is easy
to show that w#u p satisfies
2w& pVw&wt0. (2.6)
Hence for any smooth function , # C 0 (B(x, r)), we have
| [,wt+ g({w, {,)+ p,Vw]0.
Setting ,=2w and using integration by parts, we have
| [2wwt+C0 |{w|2 2]C1 &{&2L |
supp 
w2+ p | |V| 2w2,
where  is a smooth cut-off function to be chosen later.
Next we take a smooth nonnegative function ’ of t, then we have
t | (’w)2+C2’2 | |{(w)|2
C3’(’ &{&2L+&’$&L) |
supp 
w2+ p | |V| (’)2 w2. (2.7)
We now choose  and ’ such that
01, supp()/B(x, _r), =1 in B(x, _$r), |{|({r)&1,
0’1, ’=0 in (&, t&_r2), ’=1 in [t&_$r2, ), |’$|({r2)&1,
where 0<_$<_<1 and {=_&_$.
Applying Lemma 2.2 on the last term of (2.7) with ==C2(2p)&1 we
obtain
p } |B(x, r) V(w)2 }(C2 2) &{(w)&2L2+C [ p2 &V&2Ln+ p |V | ] &w&2L2 ,
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For simplicity we write ;(x, r)#&V&2Ln(B(x, r))+|V |. Substituting the last
inequality into (2.7) and integrating in the time direction we have
sup
[t&_$r2, t]
|
B(x, _$r)
w2+C2 |
Q _ $ r (x, t)
|{w|2C4[ p2;(x, r)+(r{)&2] |
Q_r (x, t)
w2.
(2.8)
The rest of the proof is standard. By Ho lder’s inequality,
| w2(1+(2n))\| w2n(n&2)+
(n&2)n
\| w2+
2n
.
Using the Sobolev inequality as states in [S-C], one obtains
| w2(1+(2n))C \| w2+
2n
\| |{w|2+r2w+ .
The last inequality, together with (2.4) implies
|
Q_ $r (x, t)
u2p%C \C5[ p2;(x, r)+(r{)&2] |Q_r (x, t) u2p+
%
, (2.9)
where %=1+(2n).
We now set {i=2&i&1, _0=1, _i=_i&1&{ i=1&_ i1{ j . (2.9) then yields
|
Q_i+1(x, t)
u2%i+1C \C i+16 [;(x, r)+r&2] |Q_i r (x, t) u
2%i+
%
.
After iterations the above implies
\|Q_i+1(x, t) u
2%i+1+
%& i&1
C7%&j&1C &7( j+1) %&j&16 (;(x, r)+r
&2)7%
&j |
Qr (x, t)
u2.
Letting i  , we obtain
sup
Qr2(x, t)
u2CC n27 (1+;(x, r) r
2)1+(n2) r&n&2 &u&2L2(Qr (x, t)) .
This proves the lemma. K
We are now ready to give
Proof of Theorem 2.1. The proof of the upper bound is now reduced to
the standard method as given, for example, in [S-C] Section 6. For this
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reason we will be brief. For a fixed * # R and a fixed bounded function 
such that |{|1, we write
fs( y)=e*( y) | G( y, s; z, 0) e&*(s)f (z) dz.
Direct computation shows that, for any =>0,
s & fs&22 &(1&=) &{f &
2
2+C*
2 & fs&22&| V( y) f 2s dy.
Since &2+V is strongly subcritical, we have, when = is small enough,
s & fs&22C*2 & fs &22 ,
which implies
& fs&22e
C*2 & f &22 .
Now consider the function
u( y, s)=e&*( y)fs( y)
which is a solution to 2u&Vu&tu=0 in M_(0, ). Applying Lemma 2.3
with Q- t2(x, t)=B(x, - t2)_(3t4, t), we obtain
u(x, t)2C
z(x, t)
|Q- t2(x, t)| |
t
3t4
|
B(x, - t2)
u2.
It follows that
e2*(x)u(x, t)2Ce2*(x)
z(x, t)
|Q- t2(x, t)| |
t
3t4
|
B(x, - t2)
u2
=C
z(x, t)
|Q- t2(x, t)| |
t
3t4
|
B(x, - t2)
e2*[(x)&(z)]f 2s
Ce2* - t
z(x, t)
|B(x, - t)|
eC*2t & f &22 .
Taking the supremum over all f # L2(B( y, - t)) with & f &2=1, we find that
e2*[(x)&( y)] |
B( y, - t2)
G(x, t; z, 0)2 dzCe4* - t+C*2t
z(x, t)
|B(x, - t)|
.
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Using Lemma 2.3 on the second entries of the heat kernel we have
G(x, t; y, 0)2C
z( y, t)
|Q- t2( y, t)| |
t4
0
|
B( y, - t2)
G(x, t; z, s)2 dz ds
C
z(x, t)
|B(x, - t)|
z( y, t)
|B( y, - t)|
e4* - t+C*2t&2*[(x)&( y)].
Choosing *=d(x, y)Ct and  such that (x)&( y)=d(x, y), we reach
G(x, t; y, 0)2
z(x, t)
|B(x, - t)|
z( y, t)
|B( y, - t)|
e&cd(x, y)2t. K
3. PROOF OF THE LOWER BOUND WHEN &2+V
IS SUPERCRITICAL
First we give a
Proof of Theorem 1.1. (b) We only have to prove the theorem when
t1. This is because that the desired lower bounds hold in finite time
intervals. So from now on we assume that t1. The proof is consisted of
three steps.
Step 1. We will show that G(0, t; 0, 0)Cect when t>1. Here c, C are
positive constants. By our assumption VV1 # & a1+d(x)2 with a>a0 , so
we only need to find a suitable lower bound for the heat kernel of
&2+V1 . For simplicity we still call V1 by V throughout the section.
We would like to compare G(x, t; 0, 0) with G (r, t; 0, 0) which is the heat
kernel of the radial operator S where
S=&
2
r2
&
n&1
r

r
+V(r)
is regarded as a self-adjoint operator on L2(Rn). Here r=d(x). Clearly
G ( } , t; 0, 0) is radial. Let us write u1(x)=G(x, t; 0, 0) and u2=G (d(x), t; 0, 0).
Since u2 is radial in the spatial direction one has
2u2&Vu2&tu2
=
2u2
r2
+
n&1
r
u2
r
+
u2
r
 log - g
r
&V(r) u2&t u2
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in the weak sense. Differentiating both sides of the equation &Su2&tu2=
0 with respect to r and using the maximum principle it is easy to see that
u2=u2(r, t) is a decreasing function in r. By the assumption that Ricci0,
we know that  log - gr0 and therefore
2u2&Vu2&t u20
since u2 r0. Now the maximum principle implies that u1u2 since
they share the same initial value $(x), the Dirac $ function.
Next let us treat S as a self adjoint operator in L2(Rn). By our assump-
tion that V(r)& a
1+r2
with a>a0=[(n&2)2]2, S is not nonnegative
and therefore there exists a negative eigenvalue. Let &*<0 be the smallest
eigenvalue of S and , be the ground state, i.e.
S,=&*,,
, # L2(Rn). Since G is the heat kernel of S, clearly e&*tG is the heat kernel
of S+*, whence
,(x$)=e&*t |
Rn
G (x$, t; y$, 0) ,( y$) dy$. (3.1)
Taking x$=0 in (3.1) and using the fact that (for fixed t) u2( y$, t)=
G (0, t; y$, 0) is radial and decreasing, we know that
,(0)G (0, t; 0, 0) e&*t |
Rn
,( y$) dy$.
Since Rn ,( y$) dy$C by the well known exponential decay property of ,,
we get
G(0, t; 0, 0)G (0, t; 0, 0)Ce*t.
This completes step 1.
Step 2. Next we are going to use a Harnack chain argument to prove
the lower bound for G=G(x, t; y, 0). In doing so we will take advantage
of the decay property of V. This step is consisted of three lemmas.
As remarked earlier we only have to prove the theorem when t1.
Lemma 3.1. Suppose d(x)2=d( y)2=a1 ta1 , then there exist positive
constants c1 , c2 and c3 such that
G(x, t; y, 0)c1 t&c2ec3 t.
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Proof. It suffices to prove the lemma when a1=1. The idea of the proof
is to use a carefully constructed Harnack chain argument.
Suppose that u is a nonnegative solution of
2u&Vu&ut=0, t>0, (3.2)
and d(x, 0)=b - t for a b>0, we shall prove that there exist positive
constants % and C1 depending on V such that
u(x, 2t)C1 t&%u(0, t), t1. (3.3)
Without loss of generality we take b=1. Let # be a shortest geodesic
connecting 0 and x, which is parameterized by length. For i=0, 1, ..., k, we
write yi=#(2i), where k is the greatest integer smaller than or equal to
log2 d(x, 0). Clearly yi , yi+1 # B( yi+1 , 2i)/B( yi+1 , 2i1110). For any y #
B( yi+1 , 2 i1110), we have
d( y, 0)d(0, yi+1)&d( yi+1 , y)2 i+1&2 i1110=2i910.
Therefore, there is C>0 such that
;i # sup
B( yi+1, 2 i 1110)_(0, )
|V(x, t)|C22i.
By the Harnack inequality stated in [S-C], we have for y, y$ # B( yi+1 , 2i)
and s>s$,
ln[u( y$, s$)u( y, s)]C _d
2( y, y$)
s&s$
+\; i+1s$+ (s&s$)& .
It follows, for a C2>0,
u(0, t)C2u( y0 , 1),
u( yi , t+22i)C2u( yi+1 , t+22(i+1)).
Hence
u(0, t)C k+12 u(x, 2t)C
2+log 2 - t
2 u(x, 2t)=C
2
22
log 2 C2 log 2 - tu(x, 2t).
Taking %=&(log2 C2)2 we have
u(x, 2t)Ct&%u(0, t).
This proves (3.3).
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Using (3.3) on the first and second entries of the heat kernel, there exist C,
%>0 such that
G(x, 4t; y, 0)Ct&%G(0, 2t; y, 0)=Ct&%G( y, 2t; 0, 0)Ct&2%G(0, t; 0, 0).
This proves the lemma. K
Lemma 3.2. Suppose d(x)2, d( y)2t4, then there exist positive con-
stants c1 , c2 and c3 such that
G(x, t; y, 0)c1 t&c2ec3 t.
Proof. We will follow the same idea used in the proof of Lemma 3.1. It
suffices to prove the lemma when d(x), d( y)1 since other wise the con-
clusion is an immediate consequence of the Harnack inequality in a
parabolic cube of fixed size.
Suppose that u is a nonnegative solution of (3.2). Following the same
argument as in step 1 of the proof of Lemma 3.1 we have, for any fixed
b>0,
u(0, t&bd(x)2)Cb(1+d(x)2)% u(x, t). (3.4)
Here is the detail of the proof.
It suffices to prove (3.4) when b=1. Let # be a shortest geodesic connect-
ing 0 and x, which is parametrized by length. For i=0, 1, ..., k, we write
yi=#(2i), where k is the greatest integer smaller than or equal to
log2 d(x, 0). Clearly yi , y i+1 # B( y i+1 , 2i)/B( yi+1 , 2 i1110). For any
y # B( yi+1 , 2i1110), we have
d( y, 0)d(0, yi+1)&d( yi+1 , y)2 i+1&2 i1110=2i910.
Therefore, there is C>0 such that
;i # sup
B( yi+1, 2 i 1110)_(0, )
|V(x, t)|C22i.
By the Harnack inequality stated in Corollary 5.3 of [S-C], we have for
y, y$ # B( yi+1 , 2 i) and s>s$,
ln[u( y$, s$)u( y, s)]C _d
2( y, y$)
s&s$
+\; i+1s$+ (s&s$)& .
It follows, for a C2>0,
u(0, t&d(x)2)C2 u( y0 , t&d(x)2+1),
u( yi , t&d(x)2+22i)C2u( yi+1 , t&d(x)2+22(i+1)).
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Hence, letting k be the smallest integer such that 2kd(x), we have
u(0, t&d(x)2)C k+12 u(x, t)C
2+log 2 d(x)
2 u(x, t)
=C 222
log 2 C2 log 2 d(x)u(x, t).
Taking %=&(log2 C2)2 we have
u(x, t)Cd(x)&2% u(0, t&d(x)2).
This proves (3.4).
Since d(x)2t4, using (3.4) on the first entries of the heat kernel, there
exist C, %>0 such that
G(x, t; y, 0)Ct&%G(0, t&d(x)2; y, 0)=Ct&%G( y, t&d(x)2; 0, 0).
Since d( y)2t4 we can repeat the above argument to show that
G( y, t&d(x)2; 0, 0)Ct&%G(0, t&2d(x)2; 0, 0)
Ct&%e*(t&2d(x)2)Ct&%e*t2.
Therefore
G(x, t; y, 0)Ct&2%e*t2. K
Lemma 3.3. Suppose d(x)2a2 t and d( y)2a2 t then there exist
positive constants c1 , c1 , c2 and c3 such that
G(x, t; y, 0)c1 e&c2(d(x)
2+d( y)2)tec3 t.
Proof. Without loss of generality we take a1=a2=1. Let us choose a
point x0 such that d(x0)2=t16. Since d(x, x0)29t16, we can construct
a chain of parabolic cubes such that
(i) each cube is of size $td(x, x0) in the spatial direction and
[$td(x, x0)]2 in the time direction;
(ii) the first cube covers (x, t) and the last covers (x0 , t2);
(iii) adjacent cubes have a gap of c[$td(x, x0)]2 in the time direc-
tion;
(iv) for each (z, {) in the cubes d(z)2ct for some c>0.
(v) the number of cubes along this chain is chosen as k=cd(x, x0)2t.
In the above $>0 is a fixed number.
Let us provide the detail of the construction. Since d(x)2, d(x0)2t16,
by Assumption 1.2 we can find a curve l in M connecting x and x0 such
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that L(l )A0d(x, x0) and for each point z on the curve d(z)2=d(z, 0)2
A1 t. Here A0 and A1 are positive constants. Choosing the center of the
parabolic cubes along l_[t2, t] one can easily construct a chain of
parabolic cubes satisfying (i), (ii), (iii) and (v). That (iv) also holds follows
from the following argument.
Let (z, s) be a point in one of the cubes, then there exists a z0 # l such
that d(z, z0)$td(x, x0). Hence d(z, z0)2$2t2d(x, x0)2$2t. Therefore
d(z, 0)2C [d(z0 , 0)2&d(z, z0)2]C [A1 t&$2t]ct
when $ is a small fixed number.
Along this chain, we have, by (iv),
V(z)
a
d(z)2

c
t
.
By the Harnack inequality, for any (zi , {i) on the top of the i th cube we
have
G(zi+1 , {i+1 ; y, 0)eC sup V [td(x, x0)]
2G(zi , {i ; y, 0).
Since V [td(x, x0)]2 at [td(x, x0)]
2= at
d(x, x0)2
C along the chain, we
have
G(zi+1 , {i+1 ; y, 0)CG(z i , { i ; y, 0).
Multiplying the above together we have
G(x0 , t2; y, 0)C d(x, x0)
2tG(x, t; y, 0).
Next we choose a point y0 such that d( y0)2=t16 and repeat the above
proves for the first entries of G( y, t2; x0 , 0). We obtain
G( y0 , t4; x0 , 0)Cd( y, y0)
2tG( y, t2; x0 , 0).
Combining the last inequalities we have
G(x, t; y, 0)e&c(d(x, x0)2+d( y, x0)2)tG(x0 , t4; y0 , 0).
Note that d(x, x0)22d(x)2+2d(x0)22d(x)2+t44d(x)2 and similarly
d( y, y0)22d( y)2. Using Lemma 3.1 on G(x0 , t4; y0 , 0) we finally obtain.
G(x, t; y, 0)e&c(d(x)2+d( y)2)tt&c2ec3 t.
This proves the lemma. K
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Lemma 3.4. Suppose d(x)2a1 t and d( y)2a2 t then there exist
positive constants c1 , c1 , c2 and c3 such that
G(x, t; y, 0)c1 e&c2 d( y)
2tec3 t.
Proof. The proof of the lemma is now immediate since we can apply
the argument in Lemma 3.2 on the first entries of G(x, t; y, 0) and that of
Lemma 3.3 on the second arguments. K
This finishes step 2.
Step 3. Since we have proven that
G(x, t; 0, 0)c1e&c2 d(x)
2tec3 t
there exists a c>0 such that
G(x, t; 0, 0)
1
- t
c1 e&c2 d(x)
2tect
for t1. Using the assumption that Ricci0, we have rc |B(0, r)| for
r1 (see [SY]). Hence, by the doubling property of the geodesic balls
- tC |B(0, - t)|C |B(0, d(x)+- t)|C |B(x, d(x)+- t)|
= }B \x, - t d(x)+- t- t +}C |B(x, - t)| \
d(x)+- t
- t +
n
.
Therefore
G(x, t; 0, 0)
Cect
|B(x, - t)|
e&c2 d(x)2t \ - td(x)+- t+
n

Cect
|B(x, - t)|
e&c2 d(x)2te&c2 d(x)2t
d(x)n
tn2 \
- t
d(x)+- t+
n
. (3.5)
If d(x)2t, then the first inequality in (3.5) implies
G(x, t; 0, 0)
Cect
|B(x, - t)|
e&2c2 d(x)2t
1
2n
,
If d(x)2t, then the second inequality in (3.5) gives
G(x, t; 0, 0)
Cect
|B(x, - t)|
e&2c2 d(x)2t
1
2n
.
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So in both cases we have reached what we wanted to prove. This proves
the first lower bound in part (b) of Theorem 1.1. The second lower bound
in part (b) is immediately obtained by combining the above argument,
Lemma 3.3 and the inequality d(x)2+d( y)2cd(x)2+cd(x, y)2 for some
c>0. This complete the proof of part (b).
Proof of Theorem 1.1. (c) The proof is almost identical to that of
part (b) and hence we only give an outline.
By the maximum principle, it is enough to prove part (c) when V is com-
pactly supported, radial and radially decreasing with respect to a reference
point on M. Since V0 is negative somewhere, there exists b>0 such that
the operator &2+bV is not nonnegative. Therefore a negative eigenvalue
exists. Since V has compact support, |V(x)| is bounded from above by
C(1+d(x)2) for some C>0. Hence all the Harnack chain arguments still
apply. From here the proof becomes identical to that of part (b). K
Remark 3.1. As mentioned in Remark 1.1, when |V| has fast decay, we
can improve the bounds in Theorem 1.1 part (c) to the whole space time in
the following form.
Let M be a noncompact complete Riemannian manifold with maximum
growth, i.e. |B(x, r)|crn for some c>0 and all x and r. Suppose M also
satisfies Assumption 1.2 and the Ricci curvature is nonnegative. Let G be the
fundamental solution of (1.1).
Suppose 0 &V(x) a
1+d(x)b
for any fixed b>2. If &2+V is not non-
negative (i.e. supercritical ), then for any =>0, t0>0, there exist positive
constants c1 , ..., c4 such that, for all x, y and t>t0 ,
c&11 [1+e
c2
&1t&c3
&1(d(x)+d( y))]
e&d(x, y)2(c4 t)
tn2
G(x, t; y, 0)c1[1+ec2 t&c3(d(x)+d( y))]
e&c4 d(x, y)2t
t (n2)&=
.
Without loss of generality we take t0=1. First we give a
Proof of the upper bound. For a positive integer j, let Gj be the Dirichlet
heat kernel of Hj # &2+V|B(0, j) on B(0, j). Clearly Gj is non-decreasing
as j increases and limk   Gj (x, t; y, 0)=G(x, t; y, 0) for all x, y # M and
t>0. Since the resolvent is compact, we have
Gj (x, t; y, 0)=7*j , i<0e
&*j , i t, j, i (x) ,j, i ( y)+7*j , i0e
&t*j , i,j, i (x) , j, i ( y),
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where *j, i and , j, i are the eigenvalues and normalized eigenfunctions. Since
Gj (x, t; x, 0)G(x, t; x, 0) Ce
ct
t n2
e&c$d(x, y)2t by standard estimate (e.g. [LY]),
we have
7*j , i0 e
&*j , i,j, i (x)2G(x, 1; x, 0)C,
where C is independent of j and x. This shows that 7*j , i0 e
&*j , i t,j, i (x)2
C when t1. Hence, the CauchySchwarz inequality implies 7*j , i0 e
&*j , i t
|,j, i (x) ,j, i ( y)|C when t1. Therefore, for t1,
Gj (x, t; y, 0)7*j , i<0e
&*j , i t |,j, i (x) ,j, i ( y)|+C. (3.6)
By the well known CwikelLiebRosenbljum theorem, there exists a con-
stant C, independent of j such that Nj # the number of negative eigen-
values of HjC M |V|
n2. Here we remark that even though above
estimate is often stated in the Euclidean case, it is well known that it holds
for noncompact manifolds with nonnegative Ricci curvature and maximum
growth. We refer the reader to (5.10) on p. 534 of [EE] and its proof for
details. That proof (due to P. Li and S. T. Yau) readily works on the
manifold case (see [LY2] p. 311). By our assumption on V, we know that
Nj is bounded from above by a positive number N independent of j. For
convenience we list the negative eigenvalues in increasing order and write
(3.6) as
Gj (x, t; y, 0)7N*j , i<0, i=1e
&*j , i t |,j, i (x) ,j, i ( y)|+C.
Here we take *j, i=0 and ,j, i=0 if there is no i-th negative eigenvalue of
Hj . We need to do this since not every Hj necessarily has exactly N
negative eigenvalues.
Since *j, i*1 , the ground state of &2+V and &,i, j&L2=1, we have,
from the standard elliptic theory, that &,j, i&C:(B(0, j&1))C when *j, i0.
Here 0<:<1. Therefore we can find a subsequence [ jl] such that
*jl , i  * i , , jl , i (x)  ,i (x)
as l  . Here *i is either a negative eigenvalue of &2+V or zero; ,i is
either an eigenfunction corresponding to nonpositive eigenvalues of
&2+V or identically zero. Due to the finiteness of the negative eigen-
values we can take the limit in (3.6) to obtain
G(x, t; y, 0)7*i<0e
&*i t |, i (x) , i ( y)|+C.
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By the well-known exponential decay property of the eigenfunctions, the
above yields
G(x, t; y, 0)e&*1 t&cd(x)&cd( y)+C. (3.7)
For any p>1 let G1 denote the heat kernel of &2+ pV. Then, just like
(3.7), there exist c>0 such that
G1(x, t; y, 0)e&*p, 1 t&cd(x)&cd( y)+C. (3.8)
Here *p, 1 is the ground state of &2+ pV. Let G0 be the heat kernel of &2.
By the FeynmanKac formula
G(x, t; y, 0)G1(x, t; y, 0)1p G0(x, t; y, 0) ( p&1)p.
From (3.8) and the standard estimate on the free heat kernel G0 ([LY]),
we reach
G(x, t; y, 0)C [e&*p, 1tp&cd(x)p&cd( y)p+1]
e&c$d(x, y)2t
t ( p&1) n(2p)
.
This proves the upper bound since p(>1) can be arbitrary.
Proof of the lower bound. This is a direct consequence of Theorem 1.1(c).
Indeed, since V0, the maximum principle implies that G(x, t; y, 0)
c1
tn2
e&c2d(x, y)2t. So we only need to prove the lower bound when d(x)Ct
for a large C>0. This is because c2 t&(c3 d(x)2t)0 when d(x)Ct and
hence, for large c4 , the lower bound in Theorem 1.1 (c) is already less than
the above bound. The proof is finished by observing that &d(x)2t
&cd(x) if d(x)Ct.
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