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Given a dataset D partitioned in clusters, the joint distance func-
tion (JDF) J(x) at any point x is the harmonic mean of the distances
between x and the cluster centers. The JDF is a continuous func-
tion, capturing the data points in its lower level sets (a property
called contour approximation), and is a useful concept in probabi-
listic clustering and data analysis.
In particular, contour approximation allows a compact representa-
tion of the data: for a dataset in Rn with N points organized in K
clusters, the JDF requires K centers and covariances (if Mahalanobis
distances are used), for a total of Kn(n + 3)/2 parameters, and a
considerable reduction of storage if N  K ,n.
The JDF of the whole dataset, J(D) :=∑{J(x) : x ∈ D}, is a measure
of the classiﬁability of the data, and can be used to determine the
“right” number of clusters for D.
A duality theory for the JDF J(D) is given, in analogy with Kuhn’s
geometric duality theory for the Fermat–Weber location problem.
The JDF J(D) is the optimal value of a primal problem (P), for which
a dual problem (D) is given, with a sharp lower bound on J(D).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We use the abbreviation
1,K :={1, 2, . . . ,K} (1)
for the indicated index set. The standard inner product in Rn is denoted by x ·y, and for a positive
definite matrix Q , the elliptic norm,
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‖u‖Q :=(u·Qu)1/2. (2)
The Euclidean norm
‖u‖:=(u·u)1/2 (3)
corresponds to Q = I, in which case the subscript is omitted. We note the relation
‖u‖Q = ‖Q1/2u‖, ∀ u ∈ Rn. (4)
We take data points x = (x1, . . . , xn) as vectors in Rn. Let D = {x1, . . . ,xN} ⊂ Rn be a dataset with N
points, partitioned into K clusters
D = C1 ∪ C2 ∪ · · · ∪ CK , where Ci ∩ Cj = ∅, if i /= j.
The kth cluster Ck has a center ck and an associated distance function dk(x, ck), deﬁned by
dk(x, ck) :=‖x − ck‖Qk , occasionally abbreviated by dk(x), (5)
where the positive definite matrix Qk models the geometry of the cluster. In particular, theMahalan-
obis distance
dk(x, ck) :=
√
(x − ck)·−1k (x − ck), (6)
where
∑
k is the covariance matrix of the data involved.
In probabilistic clustering, for each point x there are probabilities,
pk(x) = Prob{x ∈ Ck}, k ∈ 1,K , (7)
of belonging to theK clusters. Thesemembership probabilities are assumed to dependon the distances
{dk(x)} between x and the cluster centers, with cluster membership more probable the closer is the
cluster center. A simple such model is
pk(x) dk(x) = J(x), ∀ k ∈ 1,K , (8)
where J(x) is a function of x that does not depend on k, see [3]. In what follows we use (8) as our
working principle.
Since probabilities add to one, (8) gives
J(x) =
∏K
k=1 dk(x)∑K
k=1
∏
j /=k dj(x)
, (9)
which is (up to the constant K) the harmonic mean of the K distances dk(x). We call J(·) the joint
distance function (or JDF for short). J(x) has the dimension of distance, and is an indicator of the
classiﬁability of the point x, which is easier to classify the smaller is J(x). In particular, J(x) = 0 if and
only if x coincides with one of the centers ck , in which case pk(x) = 1 (and pi(x) = 0 for i /= k).
Since J(x) = (∑k pk(x)
)
J(x) = ∑k pk(x) (pk(x)dk(x)) it follows that:
J(x) =
K∑
k=1
pk(x)
2 dk(x), (10)
an alternative expression of the JDF.
The JDFhasan important approximationproperty: it captures thedatapoints {x1, . . . ,xN} in its lower
level sets. This property, called contour approximation, was studied in [2] where the significance of
the harmonic meanwas elucidated. See Fig. 1 for an illustration of contour approximation for datasets
with 3 clusters in R2.
The JDF of the whole dataset D is deﬁned as the sum over all data points,
J(D) =
N∑
i=1
J(xi)
=
K∑
k=1
N∑
i=1
pk(xi)
2 dk(xi), by (10), (11)
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Fig. 1. Contour approximation of data by the joint distance function.
measuring the uncertainty of classifying the dataset D. This suggests the following formulation of
clustering as a minimization problem,
min
K∑
k=1
N∑
i=1
pk(xi)
2 dk(xi, ck) (P)
s.t.
K∑
k=1
pk(xi) = 1, i ∈ 1,N,
pk(xi)  0, k ∈ 1,K , i ∈ 1,N,
called the primal problem, with two sets of variables, the centers {c1, . . . , cK } and the probabilities
{pk(xi) : k ∈ 1,K , i ∈ 1,N}. A natural approach is toﬁxone set of variables, andminimize (P)with respect
to the other set, then ﬁx the other set, etc. We thus alternate between
(1) the probabilities problem, that is (P) with given centers, and
(2) the centers problem, (P) with given probabilities.
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This is the essence of the probabilistic distance clusteringmethod of [3].
Plan: We present a duality theory for contour approximation, that is based on the geometric duality
developed by Kuhn [7] for the Fermat–Weber location problem.
In Section 2,weoutline the algorithmof [3] for an iterative solution of (P). The problemencountered
whenoneof the centers coincideswithadatapoint is addressed inSection3,where amodiﬁedgradient
is constructed, and applied in Theorem 1 to characterize optimality in the centers problem. In Section
4, we introduce a dual problem (D) for the centers problem, and proveweak duality, Theorem2. Strong
duality is established in Section 5, Theorems 3 and 4, in that the dual pair {(P),(D)} have no duality gap.
Notes
(a) Taking data points as vectors in Rn assumes continuous data. Indeed, discrete data is not pre-
served by vector operations (for example, the sum x + y of two data points is not necessarily a
data point).
(b) The presence of squares of probabilities in (P) is explained as a device for smoothing the under-
lying clustering problem which is non–smooth. For related results in greater generality see the
seminal paper [11].
(c) Eq. (8) are the optimality conditions for the probabilities problem (P).
(d) Contour approximation allows a compact representation of the data in question. Consider for
example a dataset D in Rn with N points that is organized in K clusters. Then the JDF J(D)
of (9) requires K centers and K covariances (if Mahalanobis distances are used), for a total of
Kn(n + 3)/2 parameters, a considerable saving if N  K ,n.
2. Probabilistic distance clustering
Recall that problem (P) has two sets of variables, centers {ck} and probabilities {pk(xi)}. We present
updates for the probabilities problem and the centers problem.
Probabilities update: The centers {c1, . . . , cK } are assumed given, and the distances dk(xi) are com-
puted for all centers ck and data points xi. The minimizing probabilities are explicitly computed from
equations (8) as follows:
pk(xi) =
∏
j /=k dj(xi)∑K
m=1
∏
j /=m dj(xi)
, k ∈ 1,K . (12)
Centers update: Fixing the probabilities pk(xi) in (P), the objective function is a function of the cluster
centers,
f (c1, . . . , cK ) =
K∑
k=1
N∑
i=1
pk(xi)
2 dk(xi, ck), (13)
where dk(xi, ck) = ‖xi − ck‖Qk , an elliptic distance deﬁned by a positive definite matrix Qk that is
associated with the kth cluster. The gradient of (13) with respect to ck , at a variable point c, is
∇ck f (c) = −Qk
N∑
i=1
pk(xi)
2
dk(xi, c)
(xi − c). (14)
Zeroing the gradients (14) we get the optimal centers {c1, . . . , cK } as convex combinations of the
data points,
ck =
N∑
i=1
λk(xi)xi, (15a)
where the weights λk(xi) are given by
λk(xi) =
pk(xi)
2/dk(xi, ck)∑N
j=1 pk(xj)2/dk(xj , ck)
, k ∈ 1,K , i ∈ 1,N. (15b)
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Notes
(a) The results (15) are circular, in that the centers ck are given by weights that depend on the
centers. Still, (15a) and (15b) are useful as an iterativemethod for updating the centers, which is
a generalization to several centers of theWeiszfeld method [13] for solving the Fermat–Weber
location problem.
(b) Substituting (12) in (15b) shows that the centers update can be done in terms of the distances
{dk(xi)} alone, and that the probabilities {pk(xi)} are not explicitly needed in the computations.
(c) If Mahalanobis distances (6) are used, it is required to update the estimates of the covariance
matrices {∑k}, in addition to the updates of probabilities and centers.
(d) There are cases where the cluster sizes are unknowns to be estimated. For example, data sam-
pled from a distribution that is itself a mixture of several distributions, where it is required to
estimate theweights of themixture, aswell as theparameters of thedistributions in themix. The
probabilistic distance clustering method of [3] was adapted in [5] to handle such applications.
3. The modiﬁed gradient
The gradient (14) is undeﬁned (0/0) if c coincides with any of the data points xi. If a center ck
coincides with a data point xj then xj belongs with certainty to the kth cluster and, by (12),
pk(xj) = 1, pm(xj) = 0 for allm /= k. (16)
In this case, we modify the gradient, following [7,8], and denote the modiﬁed gradient by −Rk .
If a center ck is not a data point, copy (14) with a change of sign,
Rk(ck) :=Qk
N∑
i=1
pk(xi)
2
dk(xi, ck)
(xi − ck). (17a)
Otherwise, if a center ck coincides with a data point xj , deﬁne,
Rk(xj) := max
{
‖Q−1/2
k
R
j
k
‖ − pk(xj)2, 0
} Rj
k
‖Rj
k
‖
, (17b)
where
R
j
k
= Qk
∑
i /=j
pk(xi)
2
dk(xi,xj)
(xi − xj), (17c)
and by (16), pk(xj) = 1 here and throughout this section.
In (17b), if‖Q−1/2
k
R
j
k
‖<1thenRk(xj) = 0; otherwise,Rk(xj) is avectorwithmagnitude‖Q−1/2k R
j
k
‖ −
1 and direction R
j
k
.
Next, a characterization of optimality in terms of the modiﬁed gradient.
Theorem 1. Given the data {x1, . . . ,xN}, let {c1, . . . , cK } be any K points, and let the corresponding proba-
bilities {pk(xi) : k ∈ 1,K , i ∈ 1,N} be given by (12). Then the condition
Rk(ck) = 0, for all k ∈ 1,K (18)
is necessary and sufﬁcient for the points {c1, . . . , cK } to minimize the function f of (13).
Proof. If ck is not one of the data points, then −Rk(ck) is the gradient (14) at ck , and (18) is both
necessary and sufﬁcient for a minimum, by the convexity of f (as a function of ck).
If ck coincides with a data point xj , consider the change from xj to xj + t z where ‖z‖Qk = 1. Then,
d
dt
f (c1, . . . , ck−1,xj + t z, ck+1 . . . , cK )
∣∣∣
t=0 = pk(xj)
2 − Rj
k
· z. (19)
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The greatest decrease of (19) is for z along R
j
k
, i.e., when
z = R
j
k
‖Rj
k
‖Qk
.
Therefore, ck (that coincides with xj) is a local minimum if and only if,
pk(xj)
2 − R
j
k
· Rj
k
‖Rj
k
‖Qk
 0 or
(Q
1/2
k
R
j
k
)· (Q−1/2
k
R
j
k
)
‖Q1/2
k
R
j
k
‖
 pk(xj)2,
which is equivalent to
‖Q−1/2
k
R
j
k
‖  pk(xj)2
or Rk(ck) = 0, by (17b). 
4. The dual problem
We abbreviate the probabilities pk(xi) by pki, for k ∈ 1,K , i ∈ 1,N. A dual problem (D) for (P) is now
given. It uses the data
S :={xi : i ∈ 1,N}, {pki : k ∈ 1,K , i ∈ 1,N}, {Qk : k ∈ 1,K}, (20)
consisting of the data points {xi}, the probabilities {pki}, and the matrices {Qk} used in the elliptic
distances. The dual variables are KN vectors {uki : k ∈ 1,K , i ∈ 1,N}, one for each cluster and data point.
We denote the set of dual variables by U.
The dual problem is:
max g(U) =
K∑
k=1
N∑
i=1
uki · xi (D)
s.t.
N∑
i=1
uki = 0, k ∈ 1,K , (21)
‖Q−1/2
k
uki‖  p2ki, i ∈ 1,N, k ∈ 1,K . (22)
Variables U = {uki} satisfying (21) and (22) are called feasible.
Problem (D) is a generalization of the dual problem for the single facility location problem, see [7,4,
Section 1.1.2].
Theorem 2. Let the data S in (20) be given. Then for any set of centers {c1, . . . , cK }, and any set of feasible
dual variables U = {uki},
g(U)  f (c1, . . . , cK ). (23)
Proof. The objective function g(U) can be written, using (21), as
g(U) =
K∑
k=1
⎛
⎝
N∑
i=1
uki · xi −
⎛
⎝
N∑
i=1
uki
⎞
⎠· ck
⎞
⎠ =
K∑
k=1
N∑
i=1
uki · (xi − ck). (24)
Using
uki · (xi − ck) = (Q−1/2k uki)· (Q
1/2
k
(xi − ck)),
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we get from the Cauchy–Schwartz inequality,
|uki · (xi − ck)| =
∣∣∣Q−1/2k uki · Q
1/2
k
(xi − ck)
∣∣∣
 ‖Q−1/2
k
uki‖‖xi − ck‖Qk .
∴ g(U) =
K∑
k=1
N∑
i=1
uki · (xi − ck) 
K∑
k=1
N∑
i=1
‖Q−1/2
k
uki‖‖xi − ck‖Qk (25a)

K∑
k=1
N∑
i=1
p2ki dk(xi, ck), by (22) (25b)
= f (c1, . . . , cK ). 
Note. The dual problem (D) admits a simple mechanical model that we now describe. Consider the
space as a “horizontal” board with holes drilled in the N locations {xi}. For each k ∈ 1,K , let N (weight-
less, frictionless, zero thickness) stringsbe tied together inoneknot, and let the loose endspass through
theN holes, each attached to aweight. The string from the kth knot through xi is connected to aweight
of magnitude p2
ki
. The K knots are free to move, and their locations are denoted by {ck}.
Thedual variables are interpretedas forcesdue to the theweights,withuki the (negativeof the) force
exerted on the kth knot ck by the ith weight p
2
ki
. The K knots will come to stop, because the resultant
forces are zero, by (21). For the “right” probabilities, the knots will stop at the optimal centers.
The optimal forces {uki} minimize the negative of (24),
K∑
k=1
N∑
i=1
uki · (ck − xi),
expressing the total work done by the forces uki from xi to ck , which is the potential energy of the
centers conﬁguration.
This mechanical model is a generalization to several centers of the Varignon Frame, [4, Section
1.3.4].
5. Strong duality
Theorem 2 is aweak duality theorem in the sense that any feasible solution U of (D) gives a lower
bound for the optimal value of (P), and conversely, any set of centers {ck} for (P) gives an upper bound
on the optimal value of (D). The next two theorems show that there is no duality gap between (P) and
(D).
Theorem 3. Given the data {x1, . . . ,xN}, and an optimal solution
{c1, . . . , cK }, {pki : i ∈ 1,N, k ∈ 1,K},
of the primal problem (P), there exist feasible dual variables U such that
g(U) = f (c1, . . . , cK ). (26)
Proof. We distinguish two cases.
Case 1. None of the centers {ck} coincides with any of the data points {xi}.
For k ∈ 1,K and i ∈ 1,N deﬁne
uki :=
p2
ki
dk(xi, ck)
Qk (xi − ck). (27)
Then from (17a) and Theorem 1 it follows that,
N∑
i=1
uki = Rk(ck) = 0, verifying (21).
Rewriting (27) as
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Q
−1/2
k
uki =
p2
ki
dk(xi, ck)
Q
1/2
k
(xi − ck),
we get, for all k, i,
‖Q−1/2
k
uki‖ =
p2
ki
dk(xi, ck)
‖xi − ck‖Qk = p2ki, (28)
proving that the inequalities (22) hold as equations, and that {uki}, deﬁned by (27), are feasible.
From (27) and (4) and (5) it follows that:
uki · (xi − ck) = p2ki dk(xi, ck), (29)
and (26) follows from (24).
Case 2. A center coincides with one of the data points, say
ck = xj , for some k ∈ 1,K , j ∈ 1,N, (30)
in which case (16) holds. Deﬁne
uki :=
p2
ki
dk(xi, xj)
Qk (xi − xj), for i /= j, (31a)
ukj := −
∑
i /=j
uki. (31b)
Then
∑
i uki = 0 by definition, and ‖Q−1/2k uki‖ = p2ki for all i /= j, as in (28). Next,
ukj = −Rjk by (17c), and therefore by (17b),
Rk(xj) = 0 implies p2kj  ‖Q−1/2k R
j
k
‖ = ‖Q−1/2
k
ukj‖,
proving that the variables U deﬁned by (31a) and (31b) are feasible.
Finally, we prove (26). As in Case 1 we have the equality (29) for all i /= j. Also,
0 = umj · (xj − cm)  ‖Q−1/2m umj‖‖xj − cm‖Qm  p2mj dm(xj , cm) = 0
for any other clusterm ∈ 1,K , m /= k, since pmj = 0 (by (16)), and therefore umj = 0.
The inequalities (25a)–(25b) therefore reduce to
ukj · (xj − ck)  ‖Q−1/2k ukj‖‖xj − ck‖Qk  p2kj dk(xj , ck),
which become trivial equalities, since by (30) all three terms are zero.
The inequalities (25a) and (25b) therefore hold as equalities, proving (26). 
Now a converse of Theorem 3.
Theorem 4. Let U be an optimal solution of the dual problem (D). Then there exist {c1, . . . , cK } such that
g(U) = f (c1, . . . , cK ). (26)
Proof. Writing the objective function g(U) as in (24), the Lagrangian of (D) is
K∑
k=1
N∑
i=1
uki · (xi − ck) −
K∑
k=1
N∑
i=1
tki (‖Q−1/2k uki‖ − p2ki)
with Lagrange multipliers {tki}. The Karush–Kuhn–Tucker necessary conditions for optimality are
(xi − ck) − tki Q−1k
uki
‖Q−1/2
k
uki‖
= 0, (32a)
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N∑
i=1
uki = 0, (32b)
‖Q−1/2
k
uki‖  p2ki, (32c)
tki  0, (32d)
tki(‖Q−1/2k uki‖ − p2ki) = 0, (32e)
for all k ∈ 1,K , i ∈ 1,N. Again we distinguish two cases.
Case 1. All tki >0. Then (28) follows from (32e) for all k, i, and from (32a):
Q
1/2
k
(xi − ck) = tki Q−1/2k
uki
‖Q−1/2
k
uki‖
.
Taking norms on both sides gives
dk(xi, ck) = tki, (33)
and by substituting (28) and (33) in (32a),
uki :=
p2
ki
dk(xi, ck)
Qk (xi − ck),
and the equality (26) follows as in the proof of Theorem 3, Case 1.
Case 2. Some Lagrange multipliers are zero, say tkj = 0. Then by (32a), ck = xj , and tki >0 for i /= j,
by (32a) and (32d), and therefore, by (32e),
‖Q−1/2
k
uki‖ = p2ki, for all i /= j.
From ck = xj and (32a) it follows that:
Q
1/2
k
(xi − xj) = tki Q−1/2k
uki
‖Q−1/2
k
uki‖
and by taking norms,
dk(xi, xj) = tki, for all i /= j.
Substituting tki and ‖Q−1/2k uki‖ in (32a) gives,
uki :=
p2
ki
dk(xi, xj)
Qk (xi − xj), for i /= j,
and from (32b),
ukj := −
∑
i /=j
uki,
reproducing (31a) and (31b), and equality in (26) follows as in the proof of Theorem 3, Case 2. 
6. Discussion
(a) The practical applicability of Theorems 2, 3, 4 above is limited by the fact that the matrices
{Q1, . . . ,QK } modelling the geometry of the clusters are not known a priori, and may require a
solution of the primal problem (P). However, useful bounds on the optimal value of (P) can be
found by taking Euclidean distances, i.e., approximating thematrices {Qk} by the identitymatrix.
(b) For other results on duality in multi-facility location problems see [9,12] and their references.
(c) A matrix analog of the harmonic mean is the parallel sum of Anderson and Dufﬁn [1], deﬁned
for matrices A,B ∈ Cn×n by
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A :B = A(A + B)†B, (34)
where † denotes theMoore–Penrose inverse, see also [6]. The parallel sum of 3 ormorematrices
is deﬁned inductively.
The JDF (9) can be written as a parallel sum. Consider, without loss of generality, the case of
2 clusters. Let D1 = diag (d1(xi)),D2 = diag (d2(xi)) be N × N diagonal matrices, with diagonal
elements the distances of the data points xi to the centers c1, c2. Then the diagonal elements of
the parallel sum D1 :D2 are the values {J(xi)} of (9) with K = 2.
Extensions to more general (not diagonal) distance matrices may be of interest.
(d) The problem (P) can be written as
1· (D1 :D2)1 = min
p1,p2
p1+p2=1
{p1 ·D1p1 + p2 ·D2p2}, (35)
where p1 = (p1(xi)),p2 = (p2(xi)) are the vectors of probabilities, and 1 is a vector of ones.
Eq. (6) admits a simple physical analog. Consider an electrical circuit consisting of resistances
(resistance matrices) D1,D2 connected in parallel. The resistance of the circuit is the parallel sum
D1 :D2, see [1]. The left side of (6) is the energy dissipated by a vector current 1 through this circuit.
The incoming current 1 splits to currents p1 and p2 through the resistancesD1 andD2, respectively.
According to Kelvin’s principle, these currents minimize the energy dissipated in the circuit, given by
the right side of (6). For related results see [10].
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