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THE FREE FIELD: ZERO DIVISORS, ATIYAH PROPERTY AND
REALIZATIONS VIA UNBOUNDED OPERATORS
TOBIAS MAI, ROLAND SPEICHER, AND SHENG YIN
Abstract. We consider noncommutative rational functions as well as matrices in poly-
nomials in noncommuting variables in two settings: in an algebraic context the variables
are formal variables, and their rational functions generate the ”free field”; in an analytic
context the variables are given by operators from a finite von Neumann algebra and the
question of rational functions is treated within the affiliated unbounded operators. Our
main result shows that for a ”good” class of operators – namely those for which the free
entropy dimension is maximal – the analytic and the algebraic theory are isomorphic. This
means in particular that any non-trivial rational function can be evaluated as an unbounded
operator for any such good tuple and that those operators don’t have zero divisors. On the
matrix side, this means that matrices of polynomials which are invertible in the free field
are also invertible as matrices over unbounded operators when we plug in our good operator
tuples. We also address the question how this is related to the strong Atiyah property.
The above yields a quite complete picture for the question of zero divisors (or atoms in the
corresponding distributions) for operator tuples with maximal free entropy dimension. We
give also some partial results for the question of existence and regularity of a density of the
distribution.
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1. Introduction
In the last few years there has been quite some progress on understanding qualitative and
quantitative properties of
• the asymptotic eigenvalue distribution of polynomials in tuples of random matrices,
for big classes of random matrices and
• the distribution of polynomials in tuples of operators on infinite-dimensional Hilbert
spaces, for big classes of operators
Those two arenas for looking on polynomials of several, in general non-commuting, vari-
ables, are closely related; namely, free probability theory has taught us that the limit of
random matrix ensembles is, in many situations, given by operators in interesting operator
algebras. Hence random matrices can tell us something about interesting operators (and
their related C∗- and von Neumann algebras) and operator theory provides tools for dealing
with asymptotic properties of random matrices.
In particular, in the context of free probability theory one has isolated a precise notion for
the big classes of random matrices and operators, alluded to above, in terms of the concept
of free entropy dimension.
If we have operators (X1, . . . , Xn) on an infinite dimensional Hilbert space (living in a von
Neumann algebra equipped with a trace, to be precise) then saying that they have maximal
free entropy dimension, δ(X1, . . . , Xn) = n, means (these slogans will be made more precise
later)
• in the random matrix world: that there are many matrix tuples which converge in
distribution to this tuple (X1, . . . , Xn)
• in the operator world: that we have a nice ”free calculus” theory of non-commutative
derivatives for the non-commutative polynomials in those operators.
Many random matrices and their limit operators fall into this category. The most basic
example is given by independent Gaussian random matrices and their limit, given by free
semicircular operators. One should note, however, that freeness between the limit operators
is not necessary for having maximal free entropy dimension.
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What has been shown before in [MSW17, CS16] for such operator tuples is that non-
commutative polynomials in them have no zero divisors in the generated von Neumann
algebra, which means that the distribution of such polynomials possesses no atoms.
In [HMS18] we also started to extend the frame of investigations from non-commutative
polynomials C〈x1, . . . , xn〉 to the much bigger class of non-commutative rational functions.
The latter – which is a skew field, usually called the ”free field” and denoted by C (<x1, . . . , xn )>
– is given by all meaningful rational expressions in the non-commuting formal variables
x1, . . . , xn, where two such expressions are being identified if they can be transformed into
each other by algebraic manipulations. The existence of such an object is quite non-trivial,
and was established by Amitsur [Ami66] and extensively studied by Cohn [Coh95, Coh06].
We want now to apply such a non-commutative rational function r(x1, . . . , xn) to our tuples
of operators (X1, . . . , Xn). Apriori, one has to face the problem that for a given tuple of oper-
ators there are always polynomials in those operators which have zero in their spectrum, and
hence are not invertible as bounded operators. Hence, in investigations in [HMS18, Yin18]
we restricted to tuples which are in the domain of our rational function. However, there we
tried to stay within bounded operators. If we allow, however, also unbounded operators, then
we gain a lot of freedom and as we will show we can actually evaluate any non-commutative
rational function on any tuple of operators with maximal free entropy dimension. This relies
crucially on the fact that we consider only operators in finite von Neumann algebras, i.e.,
those equipped with a faithful trace, and there one has a very nice theory of affiliated un-
bounded operators. Whereas the set of all unbounded operators on an infinite dimensional
Hilbert space has many pathological properties, in the finite setting the affiliated unbounded
operators form actually a ∗-algebra and it is quite easy to control their invertibility. As in
the finite-dimensional setting the only obstruction to invertibility is the existence of a kernel;
in an algebraic formulation, such an operator is invertible (as an unbounded operator) if it
has no zero divisor. Hence the question whether we can evaluate rational functions in tuples
of operators goes hand in hand with the question whether we can exclude zero divisors for
such evaluations.
The idea in [MSW17] for proving the absence of zero divisors for polynomials was to reduce
the degree of the polynomial by taking derivatives. This approach does not seem to work in
the rational case (as the derivative of a rational function does not necessarily decrease the
complexity of the considered function). However, rational functions are via the linearization
idea related to matrices over polynomials and we will achieve the proof of the absence of zero
divisors for elements in C (<x1, . . . , xn )> by showing the absence of zero divisors for special
matrices over C〈x1, . . . , xn〉. It will turn out that we can precisely characterize this class of
matrices as those which are invertible over the free field.
Theorem 1.1. Consider operators X1, . . . , Xn in a finite von Neumann algebra M, with
maximal free entropy dimension, i.e., δ∗(X1, . . . , Xn) = n. Then we have the following.
• For any matrix P ∈ MN (C〈x1, . . . , xn〉) over non-commutative polynomials which
is full (i.e., cannot be written as a product of strictly rectangular matrices over the
polynomials; which is the same as saying that the matrix is invertible in the matrices
over the free field) we have that P (X1, . . . , Xn), the evaluation of this matrix in our
operators, is invertible as a matrix over the unbounded operators affiliated to M.
• For any non-commutative rational function 0 6= r ∈ C (<x1, . . . , xn )> in the free field
we have that its evaluation r(X1, . . . , Xn) in the operators X1, . . . , Xn is well-defined
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as an unbounded operator affiliated to M, is different from zero and has no zero
divisor; hence it can also be inverted as an unbounded operator.
This gives us a complete understanding for (the absence of) atoms for matrices in polyno-
mials and for rational functions in tuples of operators with maximal free entropy dimension.
One expects in this generality also the absence of a singular part, and hence the existence
of a density, for the distribution. We are able to show this for linear matrices, but the same
question for rational functions has to remain open, as the linearization does not seem to give
a direct transfer of results on such questions between rational functions and matrices.
Note that we can rephrase our result about zero divisors for matrices P ∈MN(C〈x1, . . . , xn〉)
also in the form that the point spectrum of the analytic operator P (X1, . . . , Xn) is the same
as the point spectrum of the abstract algebraic element P (x1, . . . , xn).
Our methods are a blend of algebraic and analytic methods; the algebraic part de-
pends quite substantially on the fundamental work of Cohn on the free field (see, e.g.,
[Coh95, Coh06, CR94, CR99]), and also the more recent work of Garg, Gurvits, Oliveira,
and Wigderson [GGOW16] on this subject, which highlights the characterization of full ma-
trices in terms of shrunk subspaces; whereas the analytic part uses heavily ideas and recent
progress [Dab10, KV12, SS15, CS16, MSW17] from ”free analysis” and its non-commutative
derivative calculus.
Note that our results give in particular that the free field can be realized in a canonical
way in the algebra of unbounded operators as the field generated by any tuple of self-adjoint
operators with maximal free entropy dimensions. This is in contrast to the usual approaches
to non-commutative rational functions in free analysis where the free field is in some sense
generated by tuples of matrices of all sizes. This fits with the idea that operators with
maximal free entropy dimension are limits of sufficiently many matrices and should thus
represent typical properties of matrices of all sizes.
The only known realization of the free field in terms of unbounded operators is the result
of Linnell [Lin93], who showed, with very different methods, that the operators in the regular
representation of the free group have this property. His result is not a direct corollary of
ours, as the generators of the free group are not selfadjoint but unitary operators. However,
it it feasible that our approach can also be adapted to dealing with unitary operators.
Our investigations are of course related to the zero divisor conjecture, the Atiyah con-
jecture, or l2-Betti numbers; for work in this context see, for example, [GLSZ˙00, DLM+03,
PT11]. Whereas those are about properties of elements in the group algebra (where some-
times, in particular in the work of Linnell, this is embedded in the unbouded operators affil-
iated to the corresponding group von Neumann algebra), we look here at a situation where
our tuple of operators is not necessarily coming from a group, but we ask the same type
of questions as for the group case. In particular, the ”strong Atiyah property” was defined
in this general setting, and proved for cases where the operators are free, by Shlyakhtenko
and Skoufranis in [SS15]. In this general setting, a main object of interest is to identify
operators which behave like the generators of a free group; of course, not just on the bare
algebraic level, in the sense that the operators have no algebraic relations, but in a more
refined way. In particular, one of the main questions in free probability theory is which
operators generate as a von Neumann algebra the free group factor L(Fn), i.e., the von Neu-
mann algebra generated by the free group on n generators. There is some hope that the
free entropy dimension might be some invariant for such questions; in particular, whether
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δ∗(X1, . . . , Xn) = n means that the von Neumann algebra generated by X1, . . . , Xn is iso-
morphic to L(Fn). At the moment such questions are out of reach. What we provide here
is that we relax substantially our goal; instead of taking an analytic closure we push the
algebraic closure to its limit by also allowing inverses and replace the von Neumann algebra
by the rational (or division) closure generated by our operators in the algebra of affiliated
unbounded operators; for this setting we have then a positive answer to the analogue of
the above question: for all operators with maximal free entropy dimension their generated
rational closure is isomorphic to the free field. Whether the free entropy dimension is also
an invariant for the rational closure when the free entropy dimension is not maximal is an
interesting question for further investigations.
The paper is organized as follows. In Section 2, we recall the basic concepts and results
around the inner rank and full matrices over polynomials in noncommuting variables. In
particular, we provide: in Proposition 2.10 the characterization of full linear matrices in
terms of shrunk subspaces; and its consequence, Corollary 2.11, which will play a main role
in our later analysis in Section 4. For the convenience of the reader, we provide in the
appendix proofs of all the relevant results of Section 2; this is based on the work of Cohn,
but streamlined to our more special setting. In Section 3, we provide the ”free analysis”
tools which are used in the sequel; in particular, we prove matricial extensions of results of
Voiculescu and Dabrowski on noncommutative derivatives. The main result is Theorem 3.7,
which provides the crucial reduction argument in our later analysis. Section 4 is addressing
the question when linear matrices of operators with maximal free entropy dimension are
invertible, and yields, in the form of Theorem 4.1, the first part of Theorem 1.1 for linear
matrices (the general case of matrices in polynomials will follow later from Theorem 6.8). In
Section 5 we switch from matrices over polynomials to rational functions. Section 5 provides
the definition and basic facts about noncommutative rational functions and the rational
closure of an algebra; in particular, the linearization idea is presented, which makes the
connection between noncommutative rational functions and matrices over noncommutative
polynomials. In Section 6, we translate then our main result about the invertibility of full
matrices to a similar statement about the invertibility of noncommutative rational functions,
thus giving the second part of Theorem 1.1 in Corollary 6.9. It is also shown, in Theorems
6.8 and 6.12, how this relates to the strong Atiyah property. In Sections 7 and 8 we give
some preliminary results on the absence of a singular part and on regularity properties of
the distribution of linear matrices. This is based on ideas from [CS16, AEK18a, AEK18b].
2. Inner rank of matrices
In this section, we introduce the inner rank for matrices over noncommutative algebras as
an analogous notion of the rank for matrices over numbers or commutative algebras. First,
we consider the general case, and let A be a unital (not necessarily commutative) algebra.
Definition 2.1. For any non-zero A ∈ Mm.n(A), the inner rank of A is defined as the
least positive integer r such that there are matrices P ∈ Mm,r(A), Q ∈ Mr,n(A) satisfying
A = PQ. We denote this number by ρ(A), and any such factorization with r = ρ(A) is
called a rank factorization. In particular, if ρ(A) = min{m,n}, namely, if there is no such
factorization with r < min{m,n}, then A is called full. Additionally, if A is the zero matrix,
we define ρ(A) = 0.
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As indicated by its name, this notion is trying to capture the properties of the usual rank
of matrices in linear algebra; it’s not difficult to check that it becomes the usual rank of
matrices if A = C. Moreover, similar to the fact that a matrix of rank r in Mm,n(C) always
has a non-singular r × r block, we have the following theorem.
Theorem 2.2. (See [Coh06, Theorem 5.4.9]) Suppose that the set of all square full matrices
over A is closed under products and diagonal sums (see Definition A.3). Then for any
A ∈ Mm,n(A), there exists a square block of A which is a full matrix over A of dimension
ρ(A). Moreover, ρ(A) is the maximal dimension for such blocks.
See Appendix A.1 for a detailed proof based on Cohn’s book [Coh06]. There is another
important property of inner rank that we need to highlight here; for that purpose, we need
the notion of stably finite algebras.
Definition 2.3. A is called stably finite (or weakly finite) if for any n ∈ N, and all A,B ∈
Mn(A) the equation AB = 1n implies that also BA = 1n holds.
Proposition 2.4. (See [Coh06, Proposition 5.4.6]) Suppose that A is stably finite. Let
A ∈Mm+n(A) be of the form
A =
(
B C
D E
)
,
where B ∈ Mm(A), C ∈ Mm,n(A), D ∈ Mn,m(A) and E ∈ Mn(A). If B is invertible, then
ρ(A) > m, with equality if and only if E = DB−1C.
In the remaining part of this section, we set A = C 〈x1, . . . , xd〉, the algebra of noncommu-
tative polynomials in (formal) non-commuting variables x1, . . . , xd. Then the requirements
in Theorem 2.2 can be verified (see Appendix A.2), so as a corollary we have the following
proposition which is Lemma 4 of Section 4 in [CR94]; a proof can be found at the end of
Appendix A.2. This proposition is needed for the induction step in the proof for Theorem
4.1.
Proposition 2.5. Let A ∈ Mn(C 〈x1, . . . , xd〉) be given in the form A = (a, A′), where a is
the first column of A and A′ is the remaining block. Assume that A is full, then there is a
full (n− 1)× (n− 1) block in A′.
Now, consider a matrix of form
A =
(
P 0
Q R
)
∈Mm,n(C 〈x1, . . . , xd〉),
which has a zero block of size r× s and blocks P , Q, R of size r× (n− s), (m− r)× (n− s),
(m− r)× s, respectively. Then we have the factorization
A =
(
P 0
Q R
)
=
(
P 0
0 1m−r
)(
1n−s 0
Q R
)
.
So A has been expressed as a product of anm×(m+n−r−s) matrix and an (m+n−r−s)×n
matrix; this allows us to conclude that ρ(A) 6 m + n − r − s. Therefore, if the size of the
zero block of A satisfies r + s > max{m,n}, then we have ρ(A) < min{m,n}, which means
that A is not full. Such matrices are called hollow matrices.
Definition 2.6. A matrix in Mm,n(C 〈x1, . . . , xd〉) is called hollow if it has an r× s block of
zeros with r + s > max{m,n}.
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In general, a non-full A ∈ Mm,n(C 〈x1, . . . , xd〉) may not have any zero blocks. However,
we will be mostly interested in special matrices for which we can say more.
Definition 2.7. A matrix A ∈ Mn(C 〈x1, . . . , xd〉) is called linear if it can be writen in the
form A = A0+A1x1+ · · ·+Adxd, where A0, A1 . . . , Ad are n×n matrices over C. Note that
we allow also a constant term in a general linear matrix. And we call the non-constant part
A− A0 = A1x1 + · · ·+ Adxd the homogeneous part of A.
For linear matrices we have the following theorem for the relation between non-full and
hollow; for a proof, see Appendix A.3.
Theorem 2.8. (See [Coh95, Corollary 6.3.6]) Let A ∈Mn(C 〈x1, . . . , xd〉) be linear. If A is
not full, then there exist invertible matrices U, V ∈Mn(C) such that UAV is hollow.
Definition 2.9. Let a linear A = A0 + A1x1 + · · · + Adxd ∈ Mn(C 〈x1, . . . , xd〉) be given.
If there are subspaces V,W of Cn with dimW < dimV such that AiV ⊆ W for all i =
0, 1, . . . , d, then V is called a shrunk subspace. In this case we also say that A has a shrunk
subspace V .
These shrunk subspaces can be used to describe the fullness of linear matrices. It seems
that this notion and the following proposition appeared for the first time in [GGOW16].
Proposition 2.10. A linear matrix A ∈ Mn(C 〈x1, . . . , xd〉) is full if and only if it has no
shrunk subspace.
Proof. It is clear that if A has such a shrunk subspace V , then there are unitary matrices P
and Q such that each PAiQ has a dimV × (n − dimW ) block of zeros. So it follows from
dimW < dimV that PAQ is a hollow matrix. Thus PAQ is not full, which also implies A
is not full.
For the converse, if A is not full, by Theorem 2.8, there exist some invertible matrices
P and Q over C such that PAQ has a r × s block of zeros with r + s > n. So it is not
difficult to see that PAQ has a shrunk subspace V and thus A has a shrunk subspace QV ,
as asserted. 
From this we get the following corollary, which will be a main ingredient in the proof for
Theorem 4.1.
Corollary 2.11. Let A ∈ Mn(C 〈x1, . . . , xd〉) be a linear full matrix and P,Q ∈ Mn(C) be
given such that PAQ = 0. Then we have
rank(P ) + rank(Q) 6 n.
Proof. Let A = A0 +A1x1 + · · ·+Adxd. We define V = imQ and W = kerP , then we have
AiV ⊆W, i = 0, 1, . . . , d
by PAQ = 0. As A is full, there is no shrunk subspace, and hence dimW > dim V , that is,
n− rank(P ) > rank(Q). 
We finish by mentioning another interesting criterion for the fullness of linear matrices
that was given in [GGOW16].
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Proposition 2.12. Consider a linear matrix A = A1x1 + · · ·+ Adxd in Mn(C 〈x1, . . . , xd〉)
with zero constant part. Then A is full if and only if the associated quantum operator
L : Mn(C)→ Mn(C), b 7→
d∑
i=1
AibA
∗
i
is nowhere rank-decreasing, i.e., there is no positive semidefinite matrix b ∈ Mn(C) for
which rank(L(b)) < rank(b) holds.
This connects fullness very nicely with concepts that are used, for instance, in [AEK18a,
AEK18b]; we will say more about this in Section 4 and Section 8.
3. Matricial differential calculus
This section is devoted to “free analysis” that provides the analytic tools used in the sequel.
Our main goal is Theorem 3.7, by which we generalize the crucial “reduction argument” of
[MSW17] that was formulated in Proposition 3.9 therein to the case of square matrices of
noncommutative polynomials. The proof of Theorem 3.7 that will be given below, however,
does not rely on the corresponding result in [MSW17]; we rather have to repeat the arguments
of [MSW17], which were built in particular on the work of Voiculescu [Voi98] and Dabrowski
[Dab10] about the L2-theory of operators induced by noncommutative derivatives, in our
matricial setup. Conceptually, the proof given below will follow the lines of [MSW17]. The
main difference compared to this preceding work is that here some matricial extension of
the aforementioned results due to Voiculescu and Dabrowski are needed. We point out
that especially the matricial extension of the amazing norm estimates that were obtained in
[Dab10] requires some care; while they are proven in our context almost in the same way
as the corresponding scalar-valued results, they are not a direct consequence thereof. We
highlight that the matricial extension of the L2-theory for free differential operators that is
presented here fits into the much more general frame developed by Shlyakhtenko in [Shl00];
thus, some of our results could alternatively be derived from [Shl00], but for the sake of a
self-contained exposition, we prefer to give direct proofs that are adapted to our situation.
Furthermore, we remark that in [CDS14], the L2-theory for free differential operators was
extended even to the setting of planar algebras.
3.1. Matricial extension of derivations. We begin by an introductory discussion around
derivations and their matricial extensions in some general algebraic framework.
Let A be a unital complex algebra and let M be any A-bimodule. Denote by · the left
respectively right action of A on M. Clearly, for any N ∈ N, we have that MN (M) is a
MN (A)-bimodule with respect to the left respectively right action defined by
a1 ·m · a2 =
( N∑
p,q=1
a1k,p ·mp,q · a2q,l
)N
k,l=1
for any given a1 = (a1kl)
N
k,l=1, a
2 = (a2kl)
N
k,l=1 in MN (A) and m = (mkl)Nk,l=1 in MN (M). Note
that MN (A) forms canonically a complex unital algebra by the usual matrix multiplication
but performed with respect to the multiplication given on A.
Now, let us consider an M-valued derivation ∂ on A, i.e., a linear mapping ∂ : A → M
that satisfies the Leibniz rule
∂(a1a2) = ∂(a1) · a2 + a1 · ∂(a2) for all a1, a2 ∈ A.
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We may introduce then its amplification ∂(N) to MN (A), which is given by
∂(N) : MN(A)→ MN(M), (akl)Nk,l=1 7→
(
∂(akl)
)N
k,l=1
.
For later use, we agree here on the following notation: whenever V and W are vector spaces
and φ : V → W is any linear map between them, then we may introduce for N ∈ N the
(matricial) amplification φ(N) of φ by
φ(N) : MN (V)→MN (W), (vkl)Nk,l=1 7→
(
φ(vkl)
)N
k,l=1
.
Lemma 3.1. The matricial amplification ∂(N) : MN (A)→MN (M) of anyM-valued deriva-
tion ∂ : A →M on A is an MN (M)-valued derivation on MN (A).
Proof. Let a1 = (a1kl)
N
k,l=1 and a
2 = (a2kl)
N
k,l=1 in MN(A) be given. Then
∂(N)
(
a1a2
)
= ∂(N)
( N∑
p=1
a1kpa
2
pl
)N
k,l=1
=
( N∑
p=1
∂
(
a1kpa
2
pl
))N
k,l=1
=
( N∑
p=1
[
∂(a1kp) · a2pl + a1kp · ∂(a2pl)
])N
k,l=1
=
( N∑
p=1
∂(a1kp)
)N
k,p=1
· a2 + a1 ·
( N∑
p=1
∂(a2pl)
)N
p,l=1
= ∂(N)(a1) · a2 + a1 · ∂(N)(a2),
which confirms that ∂(N) is an MN (M)-valued derivation on MN(A), as asserted. 
We focus now on the particular case where the A-bimodule M is given as A⊗A, i.e., as
the algebraic tensor product of A over C with itself. Note that A⊗A forms both
• an algebra with respect to the multiplication that is defined by bilinear extension of
(a1 ⊗ a2)(b1 ⊗ b2) = (a1b1)⊗ (a2b2);
• an A-bimodule with respect to the left and right action of A that are defined by
a1 · (b1 ⊗ b2) · a2 = (a1b1)⊗ (b2a2).
Accordingly, MN (A ⊗ A) can be seen both as a complex unital algebra and an MN (A)-
bimodule.
On each MN(A), there is a binary operation
⊙ : MN(A)×MN (A)→MN (A⊗A)
that is given by
a1 ⊙ a2 =
( N∑
p=1
a1kp ⊗ a2pl
)N
k,l=1
for any a1 = (a1kl)
N
k,k=1 and a
2 = (a2kl)
N
k,l=1 in MN (A). We have then the relation
MN(A)⊙MN (A) = MN(A⊗A),
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since (ek,pa1) ⊙ (ep,la2) = ek,l(a1 ⊗ a2) for all a1, a2 ∈ A and all 1 ≤ k, p, l ≤ N ; here, we
denote by ek,l the matrix unit in MN (C), i.e., the matrix whose entries are all 0 except the
(k, l)-entry which is 1.
The binary operation ⊙ is compatible with the algebra structure and the A-bimodule
structure of MN(A⊗A) in the sense that
a1 ·m · a2 = (a1 ⊙ 1N)m(1N ⊙ a2)
for all a1, a2 ∈ MN (A) and all m ∈ MN (A⊗A), where 1N denotes the identity element in
MN (C) ⊂MN (A).
Finally, we point out that for any other A-bimodule M, there is an operation ♯ : (A ⊗
A)×M→M which is defined by bilinear extension of (a1⊗a2)♯m = a1 ·m ·a2 for a1, a2 ∈ A
and m ∈M; this extends naturally to the matricial setup as an operation
♯ : MN (A⊗A)×M→MN (M)
that is defined by u♯m := (ukl♯m)
N
k,l=1 for any u = (ukl)
N
k,l=1 in MN (A⊗A) and m ∈M.
3.2. Noncommutative derivatives. We focus now on the case of noncommutative deriva-
tives, which underly free analysis as the suitable noncommutative counterpart of classical
derivatives.
3.2.1. Matrices of noncommutative polynomials. Let C〈x1, . . . , xn〉 be the complex unital
algebra of noncommutative polynomials in n (formal) non-commuting variables x1, . . . , xn.
Note that C〈x1, . . . , xn〉 becomes a ∗-algebra with respect to the involution ∗ that is deter-
mined by the condition that 1∗ = 1 and x∗i = xi for i = 1, . . . , n.
IfX = (X1, . . . , Xn) is any n-tuple consisting of elements X1, . . . , Xn in any complex unital
algebra A, then we may define the evaluation map evX as the unique algebra homomorphism
evX : C〈x1, . . . , xn〉 → A
that is unital and satisfies evX(xi) = Xi for i = 1, . . . , n; its image, which is the unital
subalgebra of A that is generated by X1, . . . , Xn, will be denoted by C〈X1, . . . , Xn〉.
Fix N ∈ N. For any given P ∈MN (C〈x1, . . . , xn〉), we will mostly write P (X1, . . . , Xn) or
P (X) instead of ev
(N)
X (P ). Correspondingly, for each Q ∈MN (C〈x1, . . . , xn〉⊗C〈x1, . . . , xn〉),
we abbreviate (evX ⊗ evX)(N)(Q) by Q(X1, . . . , Xn) or just Q(X).
Note that since C〈x1, . . . , xn〉 is a ∗-algebra, also MN(C〈x1, . . . , xn〉) forms naturally a
∗-algebra; thus, if A is a unital complex ∗-algebra, then P (X)∗ = P ∗(X) for each P ∈
Mn(C〈x1, . . . , xn〉) and all n-tuples X = (X1, . . . , Xn) that consist of selfadjoint elements
X1, . . . , Xn in A.
3.2.2. Noncommutative derivatives and their matricial extension. On the algebraC〈x1, . . . , xn〉,
we may introduce the so-called non-commutative derivatives ∂1, . . . , ∂n as the unique deriva-
tions
∂j : C〈x1, . . . , xn〉 → C〈x1, . . . , xn〉 ⊗ C〈x1, . . . , xn〉, j = 1, . . . , n,
with values in the C〈x1, . . . , xn〉-bimodule C〈x1, . . . , xn〉 ⊗ C〈x1, . . . , xn〉 that satisfy the
condition ∂jxi = δi,j1⊗ 1 for i, j = 1, . . . , n.
For any N ∈ N, the noncommutative derivatives extend according to Lemma 3.1 to
MN (C〈x1, . . . , xn〉 ⊗ C〈x1, . . . , xn〉)-valued derivations
∂
(N)
j : MN (C〈x1, . . . , xn〉)→ MN(C〈x1, . . . , xn〉 ⊗ C〈x1, . . . , xn〉), j = 1, . . . , n.
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In the next subsection, we study unbounded linear operators that are induced by those
amplifications of the noncommutative derivatives.
3.3. A matricial extension of the L2-theory for free differential operators. Let
(M, τ) be a tracial W ∗-probability space (i.e., a von Neumann algebra M that is endowed
with a faithful normal tracial state τ : M → C) and consider n selfadjoint noncommutative
random variables X1, . . . , Xn ∈ M. Throughout the following, we will denote in such cases
by M0 ⊆ M the von Neumann subalgebra that is generated by X1, . . . , Xn; in order to
simplify the notation, the restriction of τ to M0 will be denoted again by τ .
3.3.1. Conjugate systems and non-microstates free Fisher information. In [Voi98], Voiculescu
associated to the tuple (X1, . . . , Xn) the so-called non-microstates free Fisher information
Φ∗(X1, . . . , Xn); note that, while he assumed for technical reasons in addition thatX1, . . . , Xn
do not satisfy any non-trivial algebraic relation over C, it was shown in [MSW17] that this
constraint is not needed as an a priori assumption on (X1, . . . , Xn) but is nonetheless en-
forced a posteriori by some general arguments. We call (ξ1, . . . , ξn) ∈ L2(M0, τ)n a conjugate
system for (X1, . . . , Xn), if the conjugate relation
τ
(
ξjP (X1, . . . , Xn)
)
= (τ ⊗ τ)((∂jP )(X1, . . . , Xn))
holds for each j = 1, . . . , n and for all noncommutative polynomials P ∈ C〈x1, . . . , xn〉, where
τ ⊗ τ denotes the faithful normal tracial state that is induced by τ on the von Neumann
algebra tensor productM⊗M. The conjugate relation implies that such a conjugate system,
in case of its existence, is automatically unique; thus, one can define
Φ∗(X1, . . . , Xn) :=
n∑
j=1
‖ξj‖22
if a conjugate system (ξ1, . . . , ξn) for (X1, . . . , Xn) exists and Φ
∗(X1, . . . , Xn) := ∞ if there
is no conjugate system for (X1, . . . , Xn).
3.3.2. Free differential operators. Suppose now that Φ∗(X1, . . . , Xn) < ∞ holds and let
(ξ1, . . . , ξn) be the conjugate system for (X1, . . . , Xn). It was shown in [MSW17] that
evX : C〈x1, . . . , xn〉 → C〈X1, . . . , Xn〉 constitutes under this hypothesis an isomorphism,
so that the noncommutative derivatives induce unbounded linear operators
∂j : L
2(M0, τ) ⊇ D(∂j)→ L2(M0 ⊗M0, τ ⊗ τ)
with domain D(∂j) := C〈X1, . . . , Xn〉. Since ∂j is densely defined, we may consider the
adjoint operators
∂∗j : L
2(M0 ⊗M0, τ ⊗ τ) ⊇ D(∂∗j )→ L2(M0, τ)
and we conclude from the conjugate relations that 1⊗ 1 ∈ D(∂∗j ) with ∂∗j (1⊗ 1) = ξj.
In a similar way, we may treat their matricial amplifications. Let us fix N ∈ N. We
consider then the W ∗-probability spaces(
MN(M), trN ◦τ (N)
)
and
(
MN (M⊗M), trN ◦(τ ⊗ τ)(N)
)
.
Here, trN :MN (C)→ C stands for the usual normalized trace on MN (C), τ (N) :MN (M)→
MN (C) for the amplification of τ to MN(M), and (τ ⊗ τ)(N) : MN(M⊗M)→ MN(C) for
the amplification of τ ⊗τ . The norms in the induced L2-spaces will both be denoted by ‖ · ‖2
as their meaning will always be clear from the context.
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The matricial amplifications of the noncommutative derivatives induce unbounded linear
operators
∂
(N)
j : L
2(MN (M0), trN ◦τ (N)) ⊇ D(∂(N)j )→ L2(MN(M0 ⊗M0), trN ◦(τ ⊗ τ)(N))
with domain D(∂
(N)
j ) =MN (C〈X1, . . . , Xn〉); the domain is dense in L2(MN(M0), trN ◦τ (N))
and forms furthermore a ∗-subalgebra of MN(M0).
If restricted to its domain, each of the unbounded linear operator ∂j gives aC〈X1, . . . , Xn〉⊗
C〈X1, . . . , Xn〉-valued derivation on C〈X1, . . . , Xn〉. Thus, Lemma 3.1 says that the matri-
cial amplification ∂
(N)
j restricts to anMN (C〈X1, . . . , Xn〉⊗C〈X1, . . . , Xn〉)-valued derivation
on MN (C〈X1, . . . , Xn〉).
These matricial amplifications enjoy properties very similar to the scalar-valued versions.
In particular, they are real in the sense that
(3.1) ∂
(N)
j (P
∗) =
(
∂
(N)
j P
)†
holds for all P ∈ D(∂(N)j ), where the involution † on MN (M0 ⊗M0) is defined by
Q† = (Q†lk)
N
k,l=1 for any Q = (Qkl)
N
k,l=1 ∈MN (M0 ⊗M0)
as the natural extension of the involution † onM0⊗M0 that is determined by (P1⊗P2)† =
P ∗2 ⊗ P ∗1 for arbitrary P1, P2 ∈ M0. The validity of (3.1) follows from the corresponding
statement in the scalar-valued setting; indeed, if P = (Pkl)
N
k,l=1 in D(∂
(N)
j ) is given, we may
easily check that
∂
(N)
j (P
∗) =
(
∂j(P
∗
lk)
)N
k,l=1
=
(
(∂jPlk)
†)N
k,l=1
=
(
∂
(N)
j P
)†
.
3.3.3. Voiculescu’s formulas. The assumption Φ∗(X1, . . . , Xn) <∞ guarantees for each j =
1, . . . , n that 1⊗ 1 ∈ D(∂∗j ) with ∂∗j (1⊗ 1) = ξj and moreover that
C〈X1, . . . , Xn〉 ⊗ C〈X1, . . . , Xn〉 ⊆ D(∂∗j ).
Here, we prove that an analogous statement holds for their matricial amplifications; note
that those unbounded linear operators are densely defined, so that their adjoints exist.
Lemma 3.2. For each j = 1, . . . , n, we have that
MN (C〈X1, . . . , Xn〉 ⊗ C〈X1, . . . , Xn〉) ⊆ D
(
(∂
(N)
j )
∗).
If any Q = (Qkl)
N
k,l=1 ∈ MN(C〈X1, . . . , Xn〉 ⊗ C〈X1, . . . , Xn〉) is given, then we have more
precisely
(∂
(N)
j )
∗Q =
(
∂∗jQkl
)N
k,l=1
and in particular
(∂
(N)
j )
∗(1N ⊙ 1N) = 1Nξj.
Proof. Let any Q = (Qkl)
N
k,l=1 in MN(C〈X1, . . . , Xn〉⊗C〈X1, . . . , Xn〉) be given. Then, since
each Qkl belongs to D(∂
∗
j ), we may deduce that
〈∂(N)j P,Q〉 =
N∑
k,l=1
〈∂jPkl, Qkl〉 =
N∑
k,l=1
〈Pkl, ∂∗jQkl〉 = 〈P,
(
∂∗jQkl
)N
k,l=1
〉
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for all P = (Pkl)
N
k,l=1 in MN (C〈X1, . . . , XN〉), which shows Q ∈ D((∂(N)j )∗) and the asserted
formula for (∂
(N)
j )
∗Q. If we apply the latter observations to 1N ⊙ 1N , we conclude that it
belongs to D((∂
(N)
j )
∗) and (∂(N)j )
∗(1N ⊙ 1N) = (δk,l∂∗j (1⊗ 1)
)N
k,l=1
= 1Nξj. 
Voiculescu [Voi98] also derived a formula for ∂∗j on C〈X1, . . . , Xn〉 ⊗ C〈X1, . . . , Xn〉. In
fact, he showed that
(∂j)
∗Q = mξj (Q)−m1(id⊗τ ⊗ id)(∂j ⊗ id+ id⊗∂j)(Q)
for all Q ∈ C〈X1, . . . , Xn〉⊗C〈X1, . . . , Xn〉, where mη for any element η ∈ L2(M0, τ) stands
for the linear mapping mη : M0 ⊗M0 → L2(M0, τ) that is given by mη(a1 ⊗ a2) = a1ηa2.
Due to the previous Lemma 3.2, the above formula readily passes to the matricial setting.
Indeed, we have
(3.2) (∂
(N)
j )
∗Q = m(N)ξj (Q)−m
(N)
1 (id⊗τ ⊗ id)(N)(∂j ⊗ id+ id⊗∂j)(N)(Q)
for each Q ∈ MN(C〈X1, . . . , Xn〉 ⊗ C〈X1, . . . , Xn〉). In the sequel, some special instance of
that formula will become important, which we thus present in the next proposition.
Proposition 3.3. Let P 1, P 2 ∈MN(C〈X1, . . . , Xn〉) be given. Then
(∂
(N)
j )
∗(P 1 ⊙ P 2) = P 1(1Nξj)P 2 − (id⊗τ)(N)(∂(N)j P 1)P 2 − P 1(τ ⊗ id)(N)(∂(N)j P 2).
Proof. Consider arbitrary P 1 = (P 1kl)
N
k,l=1 and P
2 = (P 2kl)
N
k,l=1 in MN (C〈X1, . . . , Xn〉). Then
m
(N)
ξj
(P 1 ⊙ P 2) = P 1(1Nξj)P 2 and
m
(N)
1 (id⊗τ ⊗ id)(N)(∂j ⊗ id+ id⊗∂j)(N)(P 1 ⊙ P 2)
= m
(N)
1 (id⊗τ ⊗ id)(N)(∂j ⊗ id+ id⊗∂j)(N)
( N∑
p=1
P 1kp ⊗ P 2pl
)N
k,l=1
= m
(N)
1 (id⊗τ ⊗ id)(N)
( N∑
p=1
[
∂jP
1
kp ⊗ P 2pl + P 1kp ⊗ ∂jP 2pl
])N
k,l=1
= m
(N)
1
( N∑
p=1
[
(id⊗τ)(∂jP 1kp)⊗ P 2pl + P 1kp ⊗ (τ ⊗ id)(∂jP 2pl)
])N
k,l=1
=
( N∑
p=1
[
(id⊗τ)(∂jP 1kp)P 2pl + P 1kp(τ ⊗ id)(∂jP 2pl)
])N
k,l=1
=
(
(id⊗τ) ◦ ∂j
)(N)
(P 1)P 2 + P 1
(
(τ ⊗ id) ◦ ∂j
)(N)
(P 2)
= (id⊗τ)(N)(∂(N)j P 1)P 2 + P 1(τ ⊗ id)(N)(∂(N)j P 2),
so that (3.2) yields the assertion. 
3.3.4. Dabrowski’s inequalities. While the simple observation recorded in Lemma 3.2 allowed
us to translate directly Voiculescu’s results [Voi98] about the adjoints of those unbounded lin-
ear operators that are induced by the noncommutative derivatives, establishing Dabrowski’s
inequalities [Dab10] in the amplified setting is also possible but requires more work; in fact,
this is the main strengthening compared to the tools already used in [MSW17]. The precise
statement reads as follows.
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Proposition 3.4. Let P ∈MN(C〈X1, . . . , Xn〉) be given. Then
(3.3)
∥∥(∂(N)j )∗(P ⊙ 1N)∥∥2 ≤ ‖ξj‖2‖P‖,∥∥(∂(N)j )∗(1N ⊙ P )∥∥2 ≤ ‖ξj‖2‖P‖,
and
(3.4)
∥∥(τ ⊗ id)(N)(∂(N)j P )∥∥2 ≤ 2‖ξj‖2‖P‖,∥∥(id⊗τ)(N)(∂(N)j P )∥∥2 ≤ 2‖ξj‖2‖P‖.
Our proof relies rather on Dabrowski’s proof [Dab10] for the scalar-valued case than on
those statements themselves. We need to recall that Dabrowski’s arguments yield – though
not stated explicitly in his paper – that
(3.5) ‖∂∗j (P ⊗ 1)‖22 = 〈∂∗j
(
(P ∗P )⊗ 1), ξj〉
holds under our assumptions for each P ∈ C〈X1, . . . , Xn〉. In addition, we will use the
following easy result; a proof thereof can be found in [Mai15].
Lemma 3.5. Let (M, τ) be a W ∗-probability space and let T : L2(M, τ) ⊇ D(T ) →
L2(M, τ) be an unbounded linear operator whose domain D(T ) is a unital ∗-subalgebra of
M. Assume that the following conditions are satisfied:
(i) There exists a constant C > 0 such that
‖T (X)‖22 ≤ C‖T (X∗X)‖2 for all X ∈ D(T ).
(ii) For each X ∈ D(T ), we have that
lim sup
m→∞
‖T (Xm)‖
1
m
2 ≤ ‖X‖.
Then T satisfies ‖T (X)‖2 ≤ C‖X‖ for all X ∈ D(T ).
Note that we will apply Lemma 3.5 for the tracialW ∗-probability space (MN (M0), trN ◦τ (N)).
Proof of Proposition 3.4. We will establish first that (3.5) extends to the matricial setting;
more precisely, we claim that
(3.6)
∥∥(∂(N)j )∗(P ⊙ 1N)∥∥22 = 〈(∂(N)j )∗((P ∗P )⊙ 1N), 1Nξj〉
holds for each P ∈ MN (C〈X1, . . . , Xn〉). For seeing that, take any P = (Pkl)Nk,l=1 in
MN (C〈X1, . . . , Xn〉) and write, with respect the matrix units ek,l, 1 ≤ k, l ≤ N , in MN (C),
P =
N∑
k,l=1
ek,lPkl and P
∗P =
N∑
k,l=1
ek,l
( N∑
p=1
P ∗pkPpl
)
.
With the help of Lemma 3.2, we see that accordingly
(∂
(N)
j )
∗(P ⊙ 1N) =
N∑
k,l=1
ek,l∂∗j (Pkl ⊗ 1) and
(∂
(N)
j )
∗((P ∗P )⊙ 1N) =
N∑
k,l=1
ek,l
( N∑
p=1
∂∗j
(
(P ∗pkPpl)⊗ 1
))
.
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Note that for all 1 ≤ k, l, k′, l′ ≤ N and η, η′ ∈ L2(M0, τ)
〈ek,lη, ek′,l′η′〉 = trN(ek,lel′k′)〈η, η′〉 = 1
N
δl,l′δk,k′〈η, η′〉,
so that
∥∥(∂(N)j )∗(P ⊙ 1N)∥∥22 = 〈
N∑
k,l=1
ek,l∂∗j (Pkl ⊗ 1),
N∑
k′,l′=1
ek
′,l′∂∗j (Pk′l′ ⊗ 1)〉
=
1
N
N∑
k,l=1
‖∂∗j (Pkl ⊗ 1)‖22
(3.5)
=
1
N
N∑
k,l=1
〈∂∗j
(
(P ∗klPkl)⊗ 1
)
, ξj〉
and on the other hand
〈(∂(N)j )∗
(
(P ∗P )⊙ 1N
)
, 1Nξj〉 = 〈
N∑
k,l=1
ek,l
( N∑
p=1
∂∗j
(
(P ∗pkPpl)⊗ 1
))
, 1Nξj〉
=
1
N
N∑
p,l=1
〈∂∗j
(
(P ∗plPpl)⊗ 1
)
, ξj〉.
Thus, comparing both results yields the asserted identity (3.6).
Next, we apply the Cauchy-Schwarz inequality to the right hand side of (3.6); in this way,
noting that ‖1Nξ2‖2 = ‖ξj‖2, we obtain that∥∥(∂(N)j )∗(P ⊙ 1N)∥∥22 ≤
∥∥(∂(N)j )∗((P ∗P )⊙ 1N)∥∥2‖ξj‖2.
In terms of the unbounded linear operator T that is given by
T : L2(M0, τ) ⊇ D(T )→ L2(M0, τ), P 7→ (∂(N)j )∗
(
P ⊙ 1N
)
with domain D(T ) =MN (C〈X1, . . . , Xn〉), the latter can be rewritten as
‖T (P )‖22 ≤ ‖T (P ∗P )‖2‖ξj‖2.
We intend to apply Lemma 3.5 to T ; while the previously obtained estimate verifies the
condition required in Item (i), it remains to check Item (ii). For that purpose, let us fix
P ∈ MN(C〈X1, . . . , Xn〉) and m ∈ N . With the help of Proposition 3.3, using also the fact
that ∂
(N)
j is a derivation, we derive that
T (Pm) = (∂(N))∗
(
Pm ⊙ 1N
)
= Pm(1Nξj)− (id⊗τ)(N)
(
∂
(N)
j P
m
)
= Pm(1Nξj)−
m∑
k=1
(id⊗τ)(N)(P k−1 · (∂(N)j P ) · Pm−k).
Applying ‖ · ‖2 and using the triangle inequality as well as the fact that (id⊗τ)(N) is a
contraction, this yields that
‖T (Pm)‖2 ≤ ‖P‖m‖ξj‖2 +m‖P‖m−1‖∂(N)j P‖2,
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from which we immediately get that
lim sup
m→∞
‖T (Pm)‖
1
m
2 ≤ ‖P‖.
Therefore, we may now apply Lemma 3.5 to T in the setting of (MN(M0), trN ◦τ (N)),
which gives
‖T (P )‖2 ≤ ‖ξj‖2‖P‖
and thus the first estimate in (3.3); the second one can be obtained similarly or by using the
fact that ∂
(N)
j is real in the sense of (3.1).
The estimates in (3.4) can be deduced from (3.3) with the help of Proposition 3.3. Indeed,
we may infer from Proposition 3.3 that
(id⊗τ)(N)(∂(N)j P ) = P (1Nξj)− (∂(N)j )∗(P ⊙ 1N) and
(τ ⊗ id)(N)(∂(N)j P ) = (1Nξj)P − (∂(N)j )∗(1N ⊙ P ),
from which (3.4) follows after applying the triangle inequality and using (3.3). 
In fact, we will need in the sequel some slight extension of Proposition 3.4. This is the
content of the following corollary.
Corollary 3.6. Let P 1, P 2 ∈ MN(C〈X1, . . . , Xn〉) be given. For j = 1, . . . , n, we have that
(3.7)
∥∥(∂(N)j )∗(P 1 ⊙ P 2)∥∥2 ≤ 3‖ξj‖2‖P 1‖‖P 2‖,
and
(3.8)
∥∥(id⊗τ)(N)((∂(N)j P 1) · P 2)∥∥2 ≤ 4‖ξj‖2‖P 1‖‖P 2‖,∥∥(τ ⊗ id)(N)(P 1 · (∂(N)j P 2))∥∥2 ≤ 4‖ξj‖2‖P 1‖‖P 2‖.
Proof. Take any P 1, P 2 ∈MN (C〈X1, . . . , Xn〉). By using Proposition 3.3, we see that
(∂
(N)
j )
∗(P 1 ⊙ P 2) = P 1(1Nξj)P 2 − (id⊗τ)(N)
(
∂
(N)
j P
1
)
P 2 − P 1(τ ⊗ id)(N)(∂(N)j P 2)
= (∂
(N)
j )
∗(P 1 ⊙ 1N)P 2 − P 1(τ ⊗ id)(N)
(
∂
(N)
j P
2
)
.
Finally, applying the estimates that were established in Proposition 3.4 yields that∥∥(∂(N)j )∗(P 1 ⊙ P 2)∥∥2 ≤
∥∥(∂(N)j )∗(P 1 ⊙ 1N)∥∥2‖P 2‖+ ‖P 1‖
∥∥(τ ⊗ id)(N)(∂(N)j P 2)∥∥2
≤ 3‖ξj‖2‖P 1‖‖P 2‖,
which verifies (3.7). For proving (3.8), we proceed as follows: since ∂
(N)
j forms a derivation
on its domain D(∂
(N)
j ), we may use the strategy of “integration by parts” in order to derive
that
(id⊗τ)(N)((∂(N)j P 1)P 2) = (id⊗τ)(N)(∂(N)j (P 1P 2))− (id⊗τ)(N)(P 1(∂(N)j P 2))
= (id⊗τ)(N)(∂(N)j (P 1P 2))− P 1(id⊗τ)(N)((∂(N)j P 2))
for arbitrary P 1, P 2 ∈MN (C〈X1, . . . , Xn〉), from which we may easily deduce with the help
of (3.4) that∥∥(id⊗τ)(N)((∂(N)j P 1)P 2)∥∥2 ≤
∥∥(id⊗τ)(N)(∂(N)j (P 1P 2))∥∥2 + ‖P 1‖
∥∥(id⊗τ)(N)((∂(N)j P 2))‖2
≤ 4‖ξj‖2‖P 1‖‖P 2‖.
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This is the first of the inequalities that are stated in (3.8), the second one can be proven
analogously. 
3.3.5. Non-microstates free entropy and free entropy dimension. It was shown in [Voi98]
that arbitrarily small perturbations of any tuple (X1, . . . , Xn) of selfadjoint operators in M
by freely independent semicircular elements lead to finite non-microstates free Fisher infor-
mation. Indeed, if S1, . . . , Sn are semicircular elements in M which are freely independent
among themselves and also free from {X1, . . . , Xn}, then (X1+
√
tSn, . . . , Xn+
√
tSn) admits
a conjugate system for each t > 0 and we have the estimates (cf. [Voi98, Corollary 6.14])
(3.9)
n2
C2 + nt
≤ Φ∗(X1 +
√
tS1, . . . , Xn +
√
tSn) ≤ n
t
for all t > 0,
where C2 := τ(X21 + · · ·+X2n). Based on this observation, Voiculescu introduced in [Voi98]
the non-microstates free entropy χ∗(X1, . . . , Xn) of X1, . . . , Xn by
χ∗(X1, . . . , Xn) :=
1
2
∫ ∞
0
( n
1 + t
− Φ∗(X1 +
√
tS1, . . . , Xn +
√
tSn)
)
dt+
n
2
log(2πe).
Note that the left inequality in (3.9) implies in particular that (cf. [Voi98, Proposition 7.2])
χ∗(X1, . . . , Xn) ≤ n
2
log(2πen−1C2).
The non-microstates free entropy dimension δ∗(X1, . . . , Xn) is now defined in terms of the
non-microstates free entropy χ∗ by
δ∗(X1, . . . , Xn) := n− lim inf
εց0
χ∗(X1 +
√
εS1, . . . , Xn +
√
εSn)
log(
√
ε)
.
In the case n = 1 of a single operator X = X∗ ∈ M, we infer from [Voi94, Proposition 6.3]
and the fact that the microstates entropy as introduced in [Voi94] coincides in this case with
the non-microstates entropy (cf. [Voi98, Proposition 7.6] that
(3.10) δ∗(X) = 1−
∑
t∈R
µX({t})2.
Here, µX denotes the analytic distribution of X , i.e., the unique Borel probability measure
µX on R that satisfies
∫
R
tk dµX(t) = τ(X
k) for all k ∈ N0.
We note that in [CS05] some variant of δ∗(X1, . . . , Xn) was introduced, namely
δ⋆(X1, . . . , Xn) := n− lim inf
tց0
tΦ∗(X1 +
√
tS1, . . . , Xn +
√
tSn),
whose defining expression is formally obtained by applying L’Hospital’s rule to the lim inf
appearing in the definition of δ∗(X1, . . . , Xn). We point out that 0 ≤ δ⋆(X1, . . . , Xn) ≤ n
due to (3.9).
Furthermore, it was shown in [CS05, Lemma 4.1] that δ∗(X1, . . . , Xn) ≤ δ⋆(X1, . . . , Xn)
holds, so that the condition δ⋆(X1, . . . , Xn) = n is weaker than δ
∗(X1, . . . , Xn) = n. Con-
ceptually, we are mostly interested in situations where δ∗(X1, . . . , Xn) = n holds, but our
statements will be proven under the weaker assumption δ⋆(X1, . . . , Xn) = n, which is easier
to work with since the associated quantity
α(X1, . . . , Xn) := n− δ⋆(X1, . . . , Xn) = lim inf
tց0
tΦ∗(X1 +
√
tS1, . . . , Xn +
√
tSn)
emerges very naturally in our considerations.
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3.4. A matricial extension of the reduction argument. The approach of [MSW17],
where the authors aimed at proving absence of atoms for analytic distributions arising from
evaluations of noncommutative polynomials in variables having maximal non-microstates free
entropy dimension by excluding zero divisors, relied eminently on some “reduction argument”
established in [MSW17, Proposition 3.9]. The goal of this subsection is the following Theorem
3.7, which constitutes a matricial analogue the aforementioned result.
Theorem 3.7. Let (M, τ) be a tracial W ∗-probability space and let X1, . . . , Xn ∈ M be n
selfadjoint noncommutative random variables. Consider any matrix P ∈MN (C〈x1, . . . , xn〉)
of noncommutative polynomials and suppose that there are elements u, v ∈ MN(M0) such
that both
P (X1, . . . , Xn)u = 0 and P (X1, . . . , Xn)
∗v = 0.
Then, with the abbreviation X = (X1, . . . , Xn), we have that( n∑
j=1
∣∣〈v∗ · (∂(N)j P )(X) · u, Y 1 ⊙ Y 2〉∣∣2
) 1
2
≤ 4κX(P ; u, v)α(X) 12‖Y 1‖‖Y 2‖
holds for all Y 1, Y 2 ∈MN (C〈X1, . . . , Xn〉), where
κX(P ; u, v) :=
( n∑
j=1
∥∥(∂(N)j P )(X) · u∥∥22
) 1
2
‖v‖+ ‖u‖
( n∑
j=1
∥∥(∂(N)j P ∗)(X) · v∥∥22
) 1
2
.
As a consequence, if δ⋆(X1, . . . , Xn) = n, then
v∗ · (∂(N)j P )(X1, . . . , Xn) · u = 0 for j = 1, . . . , n.
The proof of Theorem 3.7 will be given in Paragraph 3.4.2. Like in [MSW17], it relies on
a similar result, namely Theorem 3.8, that holds under the stronger assumption of finite free
Fisher information; this is the content of the next paragraph.
3.4.1. A preliminary version of Theorem 3.7. We want to prove a preliminary version of
Theorem 3.7 that holds under the stronger assumption of finite Fisher information. The
precise statement reads as follows.
Theorem 3.8. Let (M, τ) be a tracial W ∗-probability space and let X1, . . . , Xn ∈ M be
n selfadjoint noncommutative random variables. For all P ∈ MN (C〈X1, . . . , Xn〉) and all
u, v ∈MN(M0), we have
(3.11) |〈v∗ · (∂(N)j P ) · u,Q1 ⊙Q2〉| ≤ 4‖ξj‖2
(‖Pu‖2‖v‖+ ‖u‖‖P ∗v‖2)‖Q1‖‖Q2‖
for all Q1, Q2 ∈MN (C〈X1, . . . , Xn〉) and j = 1, . . . , n. In particular, we have
(3.12)
n∑
j=1
|〈v∗ · (∂(N)j P ) · u,Q1 ⊙Q2〉|2
≤ 16(‖Pu‖2‖v‖+ ‖u‖‖P ∗v‖2)2Φ∗(X1, . . . , Xn)‖Q1‖2‖Q2‖2
for all Q1, Q2 ∈MN (C〈X1, . . . , Xn〉).
In addition to the results obtained in the previous paragraphs, we will use in proof of
Theorem 3.8 the following fact, which is a direct consequence of Kaplansky’s density theorem.
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Lemma 3.9. For any w ∈MN(M0), there exists a sequence (wk)k∈N in MN (C〈X1, . . . , Xn〉)
such that
sup
k∈N
‖wk‖ ≤ ‖w‖ and lim
k→∞
‖wk − w‖2 = 0.
Proof. By Kaplansky’s density theorem, each element w ∈ MN (M0) can be approximated
with respect to the strong operator topology by some net (wλ)λ∈Λ in MN (C〈X1, . . . , Xn〉)
satisfying ‖wλ‖ ≤ ‖w‖. Now, since the net (wλ)λ∈Λ converges to w in the strong operator
topology, it also converges in the L2-topology to w. Thus, we may choose a subsequence
(wλ(k))k∈N that converges to w in the L2-sense, which does the job. 
Proof of Theorem 3.8. First, we consider the case u, v ∈ MN (C〈X1, . . . , Xn〉). If Q1, Q2 ∈
MN (C〈X1, . . . , Xn〉) are given, we may check then that
〈Pu, (∂(N)j )∗
(
(vQ1)⊙Q2)〉
= 〈∂(N)j (Pu), v · (Q1 ⊙Q2)〉
= 〈(∂(N)j P ) · u, v · (Q1 ⊙Q2)〉+ 〈P · (∂(N)j u), v · (Q1 ⊙Q2)〉
= 〈v∗ · (∂(N)j P ) · u,Q1 ⊙Q2〉+ 〈(∂(N)j u) · (Q2)∗, (P ∗vQ1)⊙ 1N〉
= 〈v∗ · (∂(N)j P ) · u,Q1 ⊙Q2〉+ 〈(id⊗τ)(N)
(
(∂
(N)
j u) · (Q2)∗
)
, (P ∗v)Q1〉
holds. Rearranging the above equation, applying the triangle inequality, and using Corollary
3.6 yields that∣∣〈v∗ · (∂(N)j P ) · u,Q1 ⊙Q2〉∣∣
≤ ∣∣〈Pu, (∂(N)j )∗((vQ1)⊙Q2)〉∣∣+ ∣∣〈(id⊗τ)(N)((∂(N)j u) · (Q2)∗), (P ∗v)Q1〉∣∣
≤ ‖Pu‖2
∥∥(∂(N)j )∗((vQ1)⊙Q2)∥∥2 +
∥∥(id⊗τ)(N)((∂(N)j u) · (Q2)∗)∥∥2‖(P ∗v)Q1‖2
≤ 3‖ξj‖2‖Pu‖2‖vQ1‖‖Q2‖+ 4‖ξj‖2‖u‖‖(Q2)∗‖‖P ∗vQ1‖2
≤ 4‖ξj‖2
(‖Pu‖2‖v‖+ ‖u‖‖P ∗v‖2)‖Q1‖‖Q2‖,
which is (3.11). The validity of (3.11) in the general case of arbitrary u, v ∈MN(M0) is due
to Lemma 3.9. This shows the first part of the statement.
The second inequality (3.12) follows by taking squares on both sides of (3.11), summing
over all j = 1, . . . , n, and using that Φ∗(X1, . . . , Xn) =
∑n
j=1 ‖ξj‖22. 
3.4.2. Proof of Theorem 3.7. Let (M, τ) be a tracial W ∗-probability space and consider n
selfadjoint noncommutative random variables X1, . . . , Xn ∈ M.
With no loss of generality, we may assume that M contains n normalized semicircular
elements S1, . . . , Sn such that {X1, . . . , Xn}, {S1}, . . . , {Sn} are freely independent; the fol-
lowing lemma records an important consequence of that assumption.
Lemma 3.10. The linear mapping
Θ : MN (M0 ⊗M0)n →MN (M), (Q1, . . . , Qn) 7→
n∑
j=1
Qj♯Sj
extends to an isometry
Θˆ : L2(MN (M0 ⊗M0), trN ◦(τ ⊗ τ)(N))n → L2(MN (M), trN ◦τ (N))
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Proof. If Q1, . . . , Qn ∈MN(M0 ⊗M0) are given, say Qj = (Qjkl)Nk,l=1 for j = 1, . . . , n, then∥∥∥∥
n∑
j=1
Qj♯Sj
∥∥∥∥
2
2
=
n∑
i,j=1
〈Qi♯Si, Qj♯Sj〉 = 1
N
n∑
i,j=1
N∑
k,l=1
〈Qikl♯Si, Qjlk♯Sj〉.
Now, the assumed freeness gives us that 〈Qikl♯Si, Qjlk♯Sj〉 = δi,j〈Qjkl, Qjlk〉. Hence, we see that∥∥∥∥
n∑
j=1
Qj♯Sj
∥∥∥∥
2
2
=
1
N
n∑
i,j=1
N∑
k,l=1
〈Qikl♯Si, Qjlk♯Sj〉 =
1
N
n∑
j=1
N∑
k,l=1
〈Qjkl, Qjlk〉 =
n∑
j=1
‖Qj‖22,
i.e., we have that ‖Θ(Q1, . . . , Qn)‖22 =
∑n
j=1 ‖Qj‖22. This confirms that Θ admits an isometric
extension of the desired form. 
Now, let us define for each t ≥ 0 the variables
X tj := Xj +
√
tSj for j = 1, . . . , n
and denote byMt := vN(X t1, . . . , X tn) the von Neumann subalgebra ofM that they generate;
in the case t = 0, this is in accordance with our previous definition ofM0. Furthermore, we
abbreviate X t = (X t1, . . . , X
t
n) for each t ≥ 0, so that in particular X0 = X = (X1, . . . , Xn).
Since Mt is a von Neumann subalgebra of M, there is a unique trace-preserving con-
ditional expectation Et from M onto Mt. Note that E(N)t gives then the unique trace-
preserving conditional expectation from MN (M) to MN (Mt).
Lemma 3.11. Take any P ∈ MN (C〈x1, . . . , xn〉) and suppose that there is an element
w ∈MN (M0) such that P (X)w = 0. Then
lim
tց0
1√
t
P (X t)w =
n∑
j=1
(
(∂
(N)
j P )(X) · w
)
♯Sj
and
lim
tց0
1√
t
‖P (X t)w‖2 =
( n∑
j=1
∥∥(∂(N)j P )(X) · w∥∥22
)1/2
.
Moreover, if we consider wt := E
(N)
t [w] ∈Mt, then
lim sup
tց0
1√
t
‖P (X t)wt‖2 ≤
( n∑
j=1
∥∥(∂(N)j P )(X) · w∥∥22
)1/2
.
Proof. We write P = (Pkl)
N
k,l=1. Then each t 7→ Pk,l(X t) is a polynomial in
√
t with coeffi-
cients coming from M and we have that
Pkl(X
t) = Pkl(X) +
√
t
n∑
j=1
(∂jPkl)(X)♯Sj + ωkl(t) for all t ≥ 0,
where ωkl : [0,∞) → M is a polynomial in
√
t that satisfies limtց0 1√t‖ωkl(t)‖ = 0. Put
ω = (ωkl)
N
k,l=1 : [0,∞)→MN (M). Then
P (X t) = P (X) +
√
t
n∑
j=1
(∂
(N)
j P )(X)♯Sj + ω(t) for all t ≥ 0,
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and since P (X)w = 0, the latter identity gives
1√
t
P (X t)w =
n∑
j=1
(
(∂
(N)
j P )(X) · w
)
♯Sj +
1√
t
ω(t)w for all t ≥ 0.
Because also limtց0 1√t‖ω(t)w‖ = 0, we infer that
lim
tց0
1√
t
P (X t)w =
n∑
j=1
(
(∂
(N)
j P )(X) · w
)
♯Sj,
as claimed. With the help of Lemma 3.10, we may deduce now that
lim
tց0
1√
t
‖P (X t)w‖2 =
∥∥∥∥
n∑
j=1
(
(∂
(N)
j P )(X) · w
)
♯Sj
∥∥∥∥
2
= Θˆ
(
(∂
(N)
1 P )(X) · w, . . . , (∂(N)n P )(X) · w
)
=
( n∑
j=1
∥∥(∂(N)j P )(X) · w∥∥22
)1/2
,
which is the second formula. The last formula follows from the second one, since
P (X t)wt = P (X
t)E
(N)
t [w] = E
(N)
t [P (X
t)w]
and hence
‖P (X t)wt‖2 = ‖E(N)t [P (X t)w]‖2 ≤ ‖P (X t)w‖2
holds. This concludes the proof. 
We are now prepared to prove Theorem 3.7.
Proof of Theorem 3.7. Let us take any P ∈MN(C〈x1, . . . , xn〉) and let us suppose that there
are elements u, v ∈ MN (M0) such that both P (X)u = 0 and P (X)∗v = 0 holds. For each
t ≥ 0, we introduce ut := E(N)t [u] and vt := E(N)t [v], which are by construction elements of
Mt that satisfy ‖ut‖ ≤ ‖u‖ and ‖vt‖ ≤ ‖v‖.
We infer from Lemma 3.11 that
lim sup
tց0
1√
t
‖P (X t)ut‖2 ≤
( n∑
j=1
∥∥(∂(N)j P )(X) · u∥∥22
)1/2
,
and since P ∗(X)v = P (X)∗v = 0, also that
lim sup
tց0
1√
t
‖P ∗(X t)vt‖2 ≤
( n∑
j=1
∥∥(∂(N)j P ∗)(X) · v∥∥22
)1/2
,
which can be reformulated as
lim sup
tց0
1√
t
‖P (X t)∗vt‖2 ≤
( n∑
j=1
∥∥(∂(N)j P )(X)† · v∥∥22
)1/2
.
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Now, take any Q1, Q2 ∈ MN(C〈x1, . . . , xn〉). Since Φ∗(X t) < ∞, we obtain by the in-
equality (3.12) in Theorem 3.8 that
n∑
j=1
|〈v∗t · (∂(N)j P )(X t) · ut, Q1(X t)⊙Q2(X t)〉|2
≤ 16(‖P (X t)ut‖2‖vt‖+ ‖ut‖‖P (X t)∗vt‖2)2Φ∗(X t)‖Q1(X t)‖2‖Q2(X t)‖2
≤ 16
(
1√
t
‖P (X t)ut‖2‖v‖+ ‖u‖ 1√
t
‖P (X t)∗vt‖2
)2(
tΦ∗(X t)
)‖Q1(X t)‖2‖Q2(X t)‖2.
Hence, we may conclude that
lim inf
tց0
n∑
j=1
|〈v∗t · (∂(N)j P )(X t) · ut, Q1(X t)⊙Q2(X t)〉|2
≤ 16κX(P ; u, v)2α(X)‖Q1(X)‖2‖Q2(X)‖2.
In order to establish Theorem 3.7, it thus only remains to show that
(3.13)
lim inf
tց0
n∑
j=1
|〈v∗t · (∂(N)j P )(X t) · ut, Q1(X t)⊙Q2(X t)〉|2
=
n∑
j=1
|〈v∗ · (∂(N)j P )(X) · u,Q1(X)⊙Q2(X)〉|2.
This is indeed sufficient, since each Y ∈ MN(C〈X1, . . . , Xn〉) is of the form Y = Q(X) for
some Q ∈MN (C〈x1, . . . , xn〉).
We first note that Et ⊗ Et gives the unique trace-preserving conditional expectation from
M⊗M toMt⊗Mt, so that (Et⊗Et)(N) is the unique trace-preserving conditional expec-
tation from MN (M⊗M) to MN(Mt ⊗Mt). Using this fact, we may check that
〈v∗t · (∂(N)j P )(X t) · ut, Q1(X t)⊙Q2(X t)〉
= 〈E(N)t [v∗] · (∂(N)j P )(X t) · E(N)t [u], Q1(X t)⊙Q2(X t)〉
= 〈(Et ⊗ Et)(N)[v∗ · (∂(N)j P )(X t) · u], Q1(X t)⊙Q2(X t)〉
= 〈v∗ · (∂(N)j P )(X t) · u,Q1(X t)⊙Q2(X t)〉
and the latter expression is actually a complex polynomial in
√
t. Altogether, this shows
that
lim
tց0
〈v∗t · (∂(N)j P )(X t) · ut, Q1(X t)⊙Q2(X t)〉 = 〈v∗ · (∂(N)j P )(X) · u,Q1(X)⊙Q2(X)〉,
so that
lim
tց0
n∑
j=1
|〈v∗t · (∂(N)j P )(X t) · ut, Q1(X t)⊙Q2(X t)〉|2
=
n∑
j=1
|〈v∗ · (∂(N)j P )(X) · u,Q1(X)⊙Q2(X)〉|2
holds, from which (3.13) follows. This completes the proof of Theorem 3.7. 
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3.4.3. A reformulation of Theorem 3.7. In the spirit of [MSW17], the reduction argument
provided by Theorem 3.7 will be used later on actually in the following reformulation.
Corollary 3.12. Let (M, τ) be a tracial W ∗-probability space and let X1, . . . , Xn ∈M be n
selfadjoint noncommutative random variables that satisfy the condition
δ⋆(X1, . . . , Xn) = n.
Consider any matrix P ∈ MN (C〈x1, . . . , xn〉) of noncommutative polynomials and suppose
that there is a projection p ∈MN (M0) such that
P (X1, . . . , Xn)p = 0.
Then there exists a projection q ∈MN(M0) with the property (trN ◦τ (N))(q) ≥ (trN ◦τ (N))(p)
and such that P (X1, . . . , Xn)
∗q = 0 and
q · (∂(N)j P )(X1, . . . , Xn) · p = 0 for j = 1, . . . , n.
Before giving the proof of Corollary 3.12, we need to recall the following well-known result.
Lemma 3.13. Let X be an element of any tracial W ∗-probability space (M, τ) over some
complex Hilbert space H. Let pker(X) and pker(X∗) denote the orthogonal projections onto
ker(X) and ker(X∗), respectively.
The projections pker(X) and pker(X∗) belong both to M and satisfy
τ(pker(X)) = τ(pker(X∗)).
Thus, in particular, if ker(X) is non-zero, then also ker(X∗) is a non-zero subspace of H.
The interested reader can find a detailed proof of that statement in [MSW17].
Proof of Corollary 3.12. Lemma 3.13 tells us that the projections pker(P (X)) and pker(P (X)∗)
both belong to M0 and satisfy (trN ◦τ (N))(pker(P (X))) = (trN ◦τ (N))(pker(P (X)∗)). We put
q := pker(P (X)∗); note that in particular P (X)
∗q = 0. From P (X)p = 0, it follows that
ran(p) ⊆ ker(P (X)). The projection pker(P (X)) thus satisfies p ≤ pker(P (X)), so that
(trN ◦τ (N))(p) ≤ (trN ◦τ (N))(pker(P (X))) = (trN ◦τ (N))(q)
by the positivity of trN ◦τ (N). Now, we may apply Theorem 3.7, which then yields also the
assertion
q · (∂(N)j P )(X1, . . . , Xn) · p = 0 for j = 1, . . . , n
due to our assumption that δ⋆(X1, . . . , Xn) = n. 
4. Regularity of matrices with linear entries
Since recently, operator-valued semicircular elements are attracting much attention mo-
tivated by far reaching applications in random matrix theory. Those are noncommutative
random variables of the form
S = b0 + b1S1 + · · ·+ bnSn
with selfadjoint coefficient matrices b0, b1, . . . , bn ∈MN (C) and a tuple (S1, . . . , Sn) of freely
independent semicircular elements. In some impressive series of publications (see, for in-
stance, [EKYY13, AEK18a, AEK18b] and the references collected therein), a deep under-
standing of the regularity properties of their distributions was gained. These achievements
rely on a very detailed analysis of the so-called Dyson equation, which is some kind of
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quadratic equation on MN (C) (or, more generally, on von Neumann algebras) for their
operator-valued Cauchy transforms that determines in particular their scalar-valued Cauchy
transforms and hence their analytic distributions µS.
It turns out that analytic properties of µS strongly depend on the algebraic properties of
the coefficient matrices b0, b1, . . . , bn. In [AEK18a], the associated self-energy operator (or
quantum operator in the terminology of [GGOW16] used in Proposition 2.12)
L : MN (C)→ MN(C), b 7→
n∑
j=1
bjbbj
was supposed to be flat in the sense that there are constants c1, c2 > 0 such that
(4.1) c1 trN(b)1N ≤ L(b) ≤ c2 trN(b)1N for all positive semidefinite b ∈MN (C).
Note that b0, the so-called bare matrix, plays a special role and accordingly does not show
up in L. We will come back to the flatness condition in Section 8.
In this section, we consider more generally operator-valued elements of the form
X = b0 + b1X1 + · · ·+ bnXn,
where, on the analytic side, we allow (X1, . . . , Xn) to be any tuple of selfadjoint noncom-
mutative random variables that satisfies δ⋆(X1, . . . , Xn) = n. On the algebraic side, we
significantly relax the flatness condition by requiring only that the associated linear polyno-
mial
P = b0 + b1x1 + · · ·+ bnxn ∈MN (C〈x1, . . . , xn〉)
is full, where C〈x1, . . . , xn〉 denotes as before the ring of noncommutative polynomials in the
(formal) non-commuting variables x1, . . . , xn.
Let us point out that, due to Proposition 2.12, the homogeneous part b1x1 + · · ·+ bnxn of
P is full if and only if L is nowhere rank-decreasing. Now, if L is flat, then the lower estimate
in (4.1) enforces L to be nowhere rank-decreasing, so that b1x1+ · · ·+bnxn and hence (as one
sees, for instance with the help of Proposition 2.10) also P must be full. Therefore, flatness
of L is indeed a much stronger requirement than fullness of P .
Our motivation to study regularity properties for such operator-valued elements X has
in fact two sources. On the one hand, it is natural to ask which of the results that were
obtained for operator-valued semicircular elements survive in this generality – especially
because the description in terms of the Dyson equation is no longer available. On the other
hand, these operators are at the core of our present investigations, since they are intimately
related via the linearization machinery to questions about evaluations of noncommutative
rational functions.
Our first main theorem reads as follows.
Theorem 4.1. Suppose that
(i) b0, b1, . . . , bn are (not necessarily selfadjoint) matrices in MN(C) for which
P = b0 + b1x1 + · · ·+ bnxn ∈MN (C〈x1, . . . , xn〉)
is full over C〈x1, . . . , xn〉;
(ii) X1, . . . , Xn are selfadjoint noncommutative random variables in some tracial W
∗-
probability space (M, τ) that satisfy
δ⋆(X1, . . . , Xn) = n.
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Put M0 := vN(X1, . . . , Xn) ⊆M and consider the operator
P (X1, . . . , Xn) = b0 + b1X1 + · · ·+ bnXn ∈MN (M0)
If now p ∈MN(M0) is any projection satisfying P (X1, . . . , Xn)p = 0, then necessarily p = 0.
The proof of Theorem 4.1 relies crucially on the following easy fact, which will allow us
to reduce inductively the dimension of the considered matrices.
Lemma 4.2. Let (M, τ) be tracial W ∗-probability space. Suppose that p ∈ MN(M) is a
projection that satisfies
p˜ := τ (N)(p) =
(
0 p˜12
p˜21 p˜22
)
with the block p˜22 belonging to MN−1(C) and all other blocks being of appropriate size. Then
necessarily p˜12 = 0 and p˜21 = 0 and we have that
p =
(
0 0
0 p22
)
with a projection p22 ∈MN−1(M).
Proof. Let us consider the block decomposition of p of the form
p =
(
p11 p12
p21 p22
)
,
where the block p22 belongs to MN−1(M) and all other blocks are of appropriate size. Since
p is supposed to be a projection, it satisfies p∗ = p and p2 = p. Then p = p∗ yields in
particular that
(4.2) p11 = p
∗
11 and p12 = p
∗
21,
and from p = p2 it follows that
(4.3) p11 = p
2
11 + p12p21.
Combining these facts gives us that
(4.4) p11 = p
2
11 + p12p21 = p
∗
11p11 + p
∗
21p21 ≥ p∗11p11.
Now, we invoke our assumption on p˜ = τ (N)(p), which says that τ(p11) = 0; by (4.4) and
the positivity of τ , this enforces that τ(p∗11p11) = 0, and since τ is moreover faithful, we may
infer that p11 = 0. Hence, with the help of (4.3), we see that p
∗
21p21 = 0, which gives p21 = 0
and thus by (4.2) also p12 = p
∗
21 = 0. In summary, this shows that p has the desired form;
furthermore, it follows that p˜12 = 0 and p˜21 = 0, as asserted. 
Proof of Theorem 4.1. Our proof proceeds by mathematical induction on the matrix-size N .
We suppose thatX1, . . . , Xn are selfadjoint elements in a tracialW
∗-probability space (M, τ)
that satisfy δ⋆(X1, . . . , Xn) = n; like above, we put M0 := vN(X1, . . . , Xn) ⊆ M and we
abbreviate X := (X1, . . . , Xn). We want to show the validity of the following assertion for
each N ≥ 1:
A(N)


If b0, b1, . . . , bn are matrices inMN(C) for which the associated polynomial
P = b0 + b1x1 + · · ·+ bnxn
in MN(C〈x1, . . . , xn〉) is full over C〈x1, . . . , xn〉, then the only projection
p ∈MN (M0) that satisfies P (X)p = 0 is p = 0.
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First of all, we note the following: whenever matrices b0, b1, . . . , bn ∈MN (C) and a projection
p ∈MN(M0) are given such that P = b0+b1x1+· · ·+bnxn satisfies P (X)p = 0, then Corollary
3.12 shows the existence of another projection q ∈ MN (M0) that satisfies (trN ◦τ (N))(q) ≥
(trN ◦τ (N))(p), P (X)∗q = 0, and
q · (∂(N)j P )(X) · p = 0 for j = 1, . . . , n.
By definition of P , clearly ∂
(N)
j P = bj ⊙ 1N , so that
(qbj)⊙ p = 0 for j = 1, . . . , n.
In particular, since P (X)∗q = 0 is equivalent to qP (X) = 0,
0 =
n∑
j=1
(
(qbj)⊙ p
)
♯Xj =
n∑
j=1
(qbjXj)⊙ p = (qP (X))⊙ p− (qb0)⊙ p = −(qb0)⊙ p,
so that in summary
(qbj)⊙ p = 0 for j = 0, 1, . . . , n.
Now, applying (τ ⊗ τ)(N) on both sides of the last equation gives
(4.5) q˜bj p˜ = 0 for j = 1, . . . , n,
where we put p˜ := τ (N)(p) and q˜ := τ (N)(q).
Let us treat A(1) first. The assumption that P is full means that at least one of the scalar
coefficients b0, b1 . . . , bn is non-zero; but (4.5) then tells us that q˜ = 0 or p˜ = 0; since τ is
faithful, this means that q = 0 or p = 0, which by construction of q implies in either case
that p = 0. This proves the validity of A(1).
Now, suppose that A(N − 1) for some N ≥ 2 is already proven; we want to establish
that also A(N) holds true. Again, we start our considerations at (4.5), which yields after
consulting Corollary 2.11 that
(4.6) rank(p˜) + rank(q˜) ≤ N.
If we would have that rank(q˜) = 0, i.e., q˜ = 0, then the faithfulness of τ (N) would imply that
q = 0; then, we would be done, since q = 0 enforces by construction of q that pker(P (X)) = 0
and thus p = 0, which is what we wished to show. Accordingly, it suffices to treat the case
rank(q˜) 6= 0. Since q˜ is a scalar matrix, we thus have that rank(q˜) ≥ 1 and the previous
observation (4.6) yields that rank(p˜) ≤ N − 1. Since the scalar matrix p˜ is selfadjoint, we
find a unitary matrix U in MN (C) such that
p˜′ := U∗p˜U =
(
0 0
0 p˜′22
)
with p˜′22 ∈MN−1(C).
Thus, according to Lemma 4.2, the projection p′ := U∗pU ∈ MN (M0) enjoys itself a block
decomposition of the form
p′ =
(
0 0
0 p′22
)
with a projection p′22 ∈ MN−1(M0). Now, due to Proposition 2.5, there exists a unitary
matrix (in fact, a permutation matrix) V ∈ MN (C), such that the matrix P ′ := V PU ∈
MN (C〈x1, . . . , xn〉) enjoys a block decomposition of the form
P ′ =
(
P ′11 P
′
12
P ′21 P
′
22
)
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with a full block P ′22 ∈MN−1(C〈x1, . . . , xn〉). Then
0 = V (P (X)p) = (V P (X)U)(U∗pU) =
(
P ′11(X) P
′
12(X)
P ′21(X) P
′
22(X)
)(
0 0
0 p′22
)
=
(
0 P ′12(X)p
′
22
0 P ′22(X)p
′
22
)
implies that P ′22(X)p
′
22 = 0. Due to A(N − 1), if follows that p′22 = 0 and hence p′ = 0, so
that we obtain finally p = Up′U∗ = 0. Thus, the validity of A(N) is shown. 
In the particular case where the matrices b0, b1, . . . , bn and thus the operator P (X) are
selfadjoint, we may conclude from Theorem 4.1 that the analytic distribution µP (X) of P (X)
cannot have an atom at 0, i.e., that µP (X)({0}) = 0. Under the fullness assumption only,
atoms at all other points, however, cannot be excluded; if P is for instance a constant self-
adjoint polynomial, i.e., P = P ∗ ∈ MN(C) ⊂ MN(C〈x1, . . . , xn〉), then fullness implies that
the scalar matrix P is invertible and thus has only non-zero eigenvalues, but its distribution
is nonetheless purely atomic with atoms sitting at each eigenvalue of P . We thus ask the
following questions:
(i) Under which additional conditions on P can we exclude atoms in µP (X)?
(ii) What happens if we drop the fullness condition?
We will see that under the assumption δ⋆(X1, . . . , Xn) = n the positions where atoms
appear can be characterized in purely algebraic terms; for that purpose, we give the following
definition in the generality of Definition 2.1.
Definition 4.3. Let A be a unital complex algebra. For each square matrix A over A, say
A ∈MN(A) for some N ∈ N, we define
ρfullA (A) :=
{
λ ∈ C ∣∣ A− λ1N is full over A},
where 1N stands for the unital element in MN (A), and σfullA (A) := C \ ρfullA (A).
This definition is clearly modeled according to the familiar notion of resolvent sets and
spectra for elements in unital Banach algebras. They show, however, very different properties
since the underlying notion of invertibility is here of purely algebraic nature. We specialize
our considerations now to the for us relevant case A = C〈x1, . . . , xn〉.
Lemma 4.4. Let any P ∈ MN (C〈x1, . . . , xn〉) of the form P = b0 + b1x1 + · · ·+ bnxn with
b0, b1, . . . , bn ∈MN (C) be given. Then the following statements hold:
(i) We have that σfull
C〈x1,...,xn〉(P ) ⊆ σ(b0), where σ(b0) is the usual spectrum of b0, which
consists of all eigenvalues ob b0.
(ii) If the homogeneous part P−b0 = b1x1+· · ·+bnxn of P is full, then σfullC〈x1,...,xn〉(P ) = ∅.
Proof. Let λ ∈ σfull
C〈x1,...,xn〉(P ) be given. By definition, this means that P −λ1N is not full, so
that Theorem 2.8 guarantees the existence of invertible matrices U, V ∈ MN(C) for which
U(P − λ1N)V = U(b0 − λ1N)V +
n∑
j=1
(UbjV )xj
is hollow. Due to linearity, this enforces both U(b0−λ1N )V and
∑n
j=1(UbjV )xj to be hollow.
Now, on the one hand, it follows that neither U(b0 − λ1N)V nor b0 − λ1N , thanks to the
invertibility of U and V , can be invertible; thus, we infer that λ ∈ σ(b0), which shows the
validity of (i). On the other hand, we see that neither
∑n
j=1(UbjV )xj nor
∑n
j=1 bjxj , by the
invertibility of U and V , can be full; thus, if the homogeneous part of P is assumed to be
full, that contradiction rules out the existence of λ ∈ σfull
C〈x1,...,xn〉(P ), which proves (ii). 
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The following statement generalizes Theorem 4.1 and in turn answers question (ii).
Theorem 4.5. Suppose that
(i) b0, b1, . . . , bn are selfadjoint matrices in MN (C);
(ii) X1, . . . , Xn are selfadjoint elements in a tracial W
∗-probability space (M, τ) that
satisfy
δ⋆(X1, . . . , Xn) = n.
Then the analytic distribution µX of
X := b0 + b1X1 + · · ·+ bnXn,
seen as an element in the tracial W ∗-probability space (MN(M), trN ◦τ (N)), has atoms pre-
cisely at the points of
σfull
C〈x1,...,xn〉(b0 + b1x1 + · · ·+ bnxn).
Proof. We first prove that µX can have atoms only at the points in σ
full
C〈x1,...,xn〉(b0 + b1x1 +
· · ·+ bnxn); this is an immediate consequence of Theorem 4.1: if µX has an atom at λ, then
we can find a projection 0 6= p ∈ MN(M0) such that (X − λ1N )p = 0; hence, the matrix
(b0 − λ1N) + b1x1 + · · · + bnxn cannot be full over C〈x1, . . . , xn〉, since otherwise Theorem
4.1 would enforce p to be 0, which is excluded by our choice of p; accordingly, we must have
that λ ∈ σfull
C〈x1,...,xn〉(b0 + b1x1 + · · ·+ bnxn), which proves the first part of the assertion.
In order to prove the converse direction, let us take any λ ∈ σfull
C〈x1,...,xn〉(b0+b1x1+· · ·+bnxn).
By definition, this means that (b0 − λ1N ) + b1x1 + · · ·+ bnxn is not full over C〈x1, . . . , xn〉
and hence can be written as a product R1R2 of an N × r matrix R1 and an r × N matrix
R2 with entries in C〈x1, . . . , xn〉 for some integer 1 ≤ r < N . We may enlarge R1 and R2 to
square matrices Rˆ1 and Rˆ2, respectively, in MN (C〈x1, . . . , xn〉) by filling up with zeros as
Rˆ1 =
(
R1 0N×(N−r)
)
and Rˆ2 =
(
R2
0(N−r)×N
)
.
Obviously, this does not affect the factorization, i.e., we still have that
(b0 − λ1N) + b1x1 + · · ·+ bnxn = Rˆ1Rˆ2.
The latter identity over C〈x1, . . . , xn〉 remains valid after evaluation in X = (X1, . . . , Xn);
we thus have that
(4.7) X− λ1N = (b0 − λ1N) + b1X1 + · · ·+ bnXn = Rˆ1(X)Rˆ2(X).
Now, let us take a look at the operator Rˆ2(X). The projection pker(Rˆ2(X)∗) onto the kernel
of its adjoint Rˆ2(X)
∗ is obviously non-zero as we have that Rˆ2(X)∗ =
(
R2(X)
∗ 0N×(N−r)
)
;
more precisely, we have that (trN ◦τ (N))(pker(Rˆ2(X)∗)) ≥ N−rN . From Lemma 3.13, it thus
follows that also pker(Rˆ2(X)) is non-zero with (trN ◦τ (N))(pker(Rˆ2(X))) ≥ N−rN . In particular,
since the factorization (4.7) gives that ker(Rˆ2(X)) ⊆ ker(X − λ1N), we see that pker(X−λ1N )
is non-zero with (trN ◦τ (N))(pker(X−λ1N )) ≥ N−rN . Consequently, µX has an atom at the given
point λ with µX({λ}) ≥ N−rN . 
Remark 4.6. The proof of Theorem 4.5 shows in addition that the size of the atom of µX
at any given point λ ∈ σfull
C〈x1,...,xn〉(P ), where we abbreviate P := b0 + b1x1 + · · ·+ bnxn, can
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be controlled by
(4.8) µX({λ}) = (trN ◦τ (N))(pker(X−λ1N )) ≥
1
N
(
N − ρ(P − λ1N)
)
,
where ρ(P − λ1N) denotes the inner rank of the non-full matrix P − λ1N as introduced in
Definition 2.1. According to (3.10), the non-microstates free entropy dimension δ∗(X) of the
selfadjoint noncommutative random variable X = P (X1, . . . , Xn) in (MN (M), trN ◦τ (N)) can
be estimated as
δ∗(X) = 1−
∑
λ∈σfull
C〈x1,...,xn〉
(P )
µX({λ})2 ≤ 1− 1
N2
∑
λ∈σfull
C〈x1,...,xn〉
(P )
(
N − ρ(P − λ1N)
)2
.
Later, in Corollary 6.9, we will see that ρ(P − λ1N) = rank(X− λ1N). From this, we infer
ρ(P − λ1N) = N(trN ◦τ (N))(pim(X−λ1N )) = N
(
1− (trN ◦τ (N))(pker(X−λ1N ))
)
,
so that in fact equality holds in (4.8); consequently, we can also improve our previous estimate
for δ∗(X) to
δ∗(X) = 1− 1
N2
∑
λ∈σfull
C〈x1,...,xn〉
(P )
(
N − ρ(P − λ1N )
)2
,
which expresses the non-microstates free entropy dimension δ∗(X) in terms of purely algebraic
quantities associated to P .
Finally, we observe that the situation becomes particularly nice when fullness is imposed
on the purely linear part b1x1+ · · ·+ bnxn of b0+ b1x1+ · · ·+ bnxn; this provides the answer
to our question (i).
Theorem 4.7. Suppose that
(i) b1, . . . , bn are selfadjoint matrices in MN(C) for which
b1x1 + · · ·+ bnxn ∈MN (C〈x1, . . . , xn〉)
is full over C〈x1, . . . , xn〉; let b0 ∈MN (C) be any other selfadjoint matrix;
(ii) X1, . . . , Xn are selfadjoint elements in a tracial W
∗-probability space (M, τ) that
satisfy
δ⋆(X1, . . . , Xn) = n.
Then the analytic distribution µX of
X := b0 + b1X1 + · · ·+ bnXn,
seen as an element in the tracial W ∗-probability space (MN(M), trN ◦τ (N)), has no atoms.
Proof. This relies crucially on Lemma 4.4 (ii): if the homogeneous part b1x1 + · · ·+ bnxn is
full, then σfull
C〈x1,...,xn〉(b0 + b1x1 + · · · + bnxn) = ∅. Therefore, according to Theorem 4.5, the
measure µX cannot have atoms. 
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5. Noncommutative Rational functions and rational closure
In this section, we will give an introduction to noncommutative rational functions. One
crucial fact in this section is that, for each rational function, we can associate it with some
representation using full matrices over linear polynomials: this is known as “linearization
trick”. Hence Theorem 4.1 can be applied to rational functions, which will allow us to exclude
zero divisors for rational functions under the same assumption as in Section 4. Furthermore,
a construction called rational closure is also introduced; this will play an important role
when we consider the Atiyah property in the next section.
5.1. Noncommutative rational expressions and rational functions. A noncommuta-
tive rational expression, intuitively speaking, is obtained by taking repeatedly sums, products
and inverses, starting from scalars and some formal non-commuting variables, without taking
care about possible cancellations or resulting mathematical inconsistencies. For example, we
allow 0−1 and (x−x)−1 as valid and different expressions, though they don’t make any sense
when we try to treat them as functions. (We will take care of this problem, when we talk
about the domain of such expressions.) A formal definition for rational expressions can be
achieved in terms of graphs as follows.
Definition 5.1. A rational expression in variables {x1, . . . , xn} is a finite directed acyclic
graph, i.e., a finite directed graph with no directed cycles, with labels on in-degree zero
vertices and some edges, satisfying the following rules:
(i) the in-degree zero vertices, i.e., vertices having no edge directed to them, are chosen
from the set C and {x1, . . . , xn}, that is, each vertex of in-degree zero can be iden-
tified with a complex number or some variable in {x1, . . . , xn}; all other vertices are
of in-degree 1 or 2;
(ii) there is only one vertex that has out-degree zero, i.e., there is no edge directed from
it; all other vertices are of out-degree 1;
(iii) for any pair of edges directed to some vertex of in-degree 2, they can be additionally
labelled by left and right.
The definition is more or less self-explanatory, that is, for any given “rational expression”,
we can read it by the above language: the variables and coefficients in the expression are
given by some vertices of in-degree zero; for each −1 applied to a vertex (which represents
some variable or number), we add an directed edge from it to a new vertex without any
label; for each + applied to two vertices, we add two directed edges from them to a new
vertex without any labels; for each × applied to two vertices, we add two directed edges from
them to a new vertex with left and right labels to determine the order of multiplication; we
proceed in such a way until we arrive at a vertex which corresponds to the desired “rational
expression”. For example, the rational expression y (xy)−1 x is given by the following graph:
x
y
xy (xy)−1
(xy)−1x
y(xy)−1x
left
right left
right
right
left
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With this definition, taking sums, products and inverses of rational expression are clear:
we adjoin two rational expression by adding two edges from their unique vertices of out-
degree zero to a new vertex, then the resulting new graph is the sum, or product if these
two edges are labelled by left and right; if we add a new edge from the vertex of out-degree
zero to a new vertex, then the resulting graph is the inverse. This definition of rational
expressions is known as circuits, or noncommutative arithmetic circuits with division. We
refer to [HW15] and the references collected therein for this notion and related topics.
Our goal in this subsection is to introduce the noncommutative rational functions, which
should be some smallest division ring (or skew field) containing noncommutative polynomials;
similar to the case of commutative polynomials, or any integral domain in general. So it may
be tempting to imitate the construction as the commutative case; that is, every commutative
rational function can be written in the form pq−1, where p and q are polynomials. So we
may hope that this also holds for the noncommutative case. But this doesn’t work any
more; for example, considering a function such as xy−1x, where x and y are viewed as
noncommutative polynomials, there is no way to put this in the form pq−1, simply due to
the noncommutativity of the variables. Therefore, in the noncommutative case there is no
hope to represent a rational function just by two polynomials.
Then it is natural to go back to the notion of rational expressions given at the begin-
ning of this section. A basic idea is to view rational functions as equivalence classes of
rational expressions. But then we also need to identify the rational expressions which are
trivial or mathematically inconsistent. For example, as a rational function, we should have
y (xy)−1 x = yy−1x−1x = 1, since each non-zero polynomial is invertible as a rational func-
tion; so the rational expression 1− y(xy)−1x actually represents the zero function and thus
the rational expression (1 − y(xy)−1x)−1 represents nothing meaningful. Actually, there
can be quite complicated rational expressions to represent a simple rational function; for
example,
(x− y−1)−1 − x−1 − (xyx− x)−1
also can be reduced to zero by arithmetic operations though it may not be obvious. A way
to overcome this difficulty is to define the equivalence classes by evaluations.
Definition 5.2. Let A be any unital algebra. For any noncommutative rational expression
r in variables {x1, . . . , xn}, we define its A-domain domA(r) together with its evaluation
evX(r) for any X = (X1, . . . , Xn) ∈ domA(r) by the following rules:
(i) For any λ ∈ C, we put domA(r) = An and evX(λ) = λ1, where 1 is the unit of
algebra A;
(ii) For i = 1, . . . , n, we put domA(xi) = An and evX(xi) = Xi;
(iii) For two rational expressions r1, r2, we have
domA(r1 · r2) = domA(r1 + r2) = domA(r1) ∩ domA(r2)
and
evX(r1 · r2) = evX(r1) · evX(r2),
evX(r1 + r2) = evX(r1) + evX(r2);
(iv) For a rational expression r, we have
domA(r−1) = {X ∈ domA(r)
∣∣ evX(r) is invertible in A}
and
evX(r
−1) = evX(r)−1.
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We also abbreviate r(X) := evX(r) for any given rational expression r and X ∈ domA(r).
Therefore, when a unital algebra A is given, equivalence classes of rational expressions
can be defined by an equivalence relation: two rational expressions r1 and r2 are called A-
evaluation equivalent if domA(r1)∩domA(r2) 6= ∅ and r1(X) = r2(X) for all X ∈ domA(r1)∩
domA(r2). Then it remains to choose appropriate A such that rational functions can be well-
defined as A-evaluation equivalent classes of rational expressions. This approach was first
achieved by Amitsur in his paper [Ami66] by evaluating rational expressions on some large
auxiliary skew field; it turns out that the evaluation on matrices of all sizes is also sufficient,
which was proved in [KV12].
Besides the difficulty to construct such a skew field of rational functions containing poly-
nomials as a subring, there is another significant difference between the noncommutative and
commutative cases. That is, noncommutative polynomials actually can be embedded into
more than one skew fields that are non-isomorphic; see [KV12] for some examples. However,
it turns out that there exists an unique skew field which has some “universality”. In order
to make this notion precise, we take some definitions from [Coh06, Section 7.2].
Definition 5.3. Let R be a ring.
(i) An R-ring (respectively, R-field) is a ring (respectively, (skew) field) K together
with a homomorphism φ : R → K.
(ii) An R-field K is called epic if there is no proper subfield of K containing the image
φ(R).
(iii) An epic R-field K, for which φ is injective, is called field of fractions of R.
Since we want to compare different R-fields, it is natural to consider the homomorphisms
betweenR-rings which respect theR-ring structure. That is, for a homomorphism f : K → L
between two R-rings K and L with homomorphisms φK : R → K and φL : R → L, if
f ◦φK = φL, then we say f is an R-ring homomorphism. However, this requirement enforces
f to be an isomorphism whenever K and L are two epic R-fields. Hence we need to consider
more general maps.
Definition 5.4. Let K and L be R-fields. A specialization from K to L is an R-ring
homomorphism f : Kf → L, where Kf is a minimal subring of K satisfying
• Kf contains the image of R,
• all elements of {x ∈ Kf
∣∣ f(x) 6= 0} are invertible in Kf .
This definition is slightly modified from the one in [Coh06, Section 7.2] for simplicity.
With the help of specializations we can now clarify a universal property for epic R-fields.
Definition 5.5. An epic R-field U is called a universal R-field if for any epic R-field K
there is a unique specialization U → K. If U is in addition a field of fractions of R, then we
call U the universal field of fractions of R.
In other words, an epic R-field U is universal if for any other epic R-field K, the corre-
sponding φK factorizes through a specialization f from U to K, i.e.,
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K.
φU
φK f
Actually, in this case, ker f is a maximal ideal of Uf and hence by the definition of Uf ,
Uf/ ker f is a field, isomorphic to a subfield of K containing φK(R); so if K is epic, then this
field is actually isomorphic to K. Therefore, from a universal R-field one can obtain any
other epic R-field by a specialization; and by this universal property a universal R-field, if
it exists, is unique up to isomorphism.
In our particular case, though it is highly non-trivial, the universal field of fractions of
C 〈x1, . . . , xn〉 indeed exists; it is denoted by C (<x1, . . . , xn )>, and sometimes it is also simply
called the free (skew) field. We have already mentioned two ways of constructing the free
field, by evaluating rational expressions on some auxiliary algebras; yet there is also another
approach to construct the free field by generalizing the idea of localization to the non-
commutative case (see [Coh06, Chapter 7] for details). Recall that, for a commutative unital
ringR and a given set S ⊆ R which is closed under multiplication and contains 1, localization
allows us to construct another ring RS together with a homomorphism φ : R → RS such
that all elements in the image φ(R) are invertible in RS. Cohn discovered that one can
replace the set S by a set of matrices Σ over R and construct a universal localization RΣ,
that is, a ring with a homomorphism φ : R → RΣ such that all elements in the image φ(Σ)
are invertible as matrices over RΣ, and any other ring with such a homomorphism can be
factorized through RΣ. Moreover, if we take the set Σ to be the set of all full matrices over R
and if Σ satisfies some “multiplicative closure” property, then this universal localization RΣ
turns out to be the universal field of fractions of R. Actually, in [Coh06, Theorem 7.5.13],
Cohn gives a list of characterizations for rings that can be embedded into universal fields
of fractions. With the help of our lemmas from the appendix we can check one of those
characterizations for our ring of non-commutative polynomials.
Lemma 5.6. Let Σ be the set of full matrices over C 〈x1, . . . , xn〉. Then Σ it is lower
multiplicative, i.e., 1 ∈ Σ and (
A 0
C B
)
∈ Σ
for all A,B ∈ Σ and each matrix C over C 〈x1, . . . , xd〉 of appropriate size.
Proof. From Lemma A.12, we know that the diagonal sum of two full matrices is full again,
so it’s clear that 1 ∈ Σ and (
A 0
0 B
)
∈ Σ
for any two full matrices A ∈ Mk(C 〈x1, . . . , xn〉) and B ∈ Ml(C 〈x1, . . . , xn〉). Actually, the
argument in the proof of Lemma A.12 can be applied directly to(
A 0
C B
)
,
since the left lower block C doesn’t play any role therein; hence this matrix is also full. 
So Theorem 7.5.13 of [Coh06] yields the following.
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Theorem 5.7. Let Σ be the set of full matrices over C 〈x1, . . . , xn〉, then the universal local-
ization for Σ is the universal field of fractions C (<x1, . . . , xn )> of C 〈x1, . . . , xn〉. Moreover,
the inner rank of a matrix over C 〈x1, . . . , xn〉 stays the same if the matrix is considered as
a matrix over C (<x1, . . . , xn )>.
Therefore, in the following, for a matrix A over polynomials, we do not need to distinguish
between its inner rank over polynomials and its inner rank over rational functions; this
common inner rank is denoted by ρ (A).
5.2. Linearization for rational functions. This localization in the last subsection tells
us that a full matrix A over C 〈x1, . . . , xn〉 is invertible as a matrix over C (<x1, . . . , xn )>.
So each entry in A−1 is a rational function, i.e., an element in the free field C (<x1, . . . , xn )>.
Therefore, for any row vector u and any column vector v over C, uA−1v is a rational function
as it is a linear combination of some rational functions. Actually, in the construction of the
universal localization, we add new elements more or less in this way to extend C 〈x1, . . . , xn〉
to its universal localization, which turns out to be the free field C (<x1, . . . , xn )>; so we can
expect the converse should also be true, that is, any rational function r can be written in the
form r = uA−1v, by some full matrix A over polynomials with two scalar-valued vectors u
and v. Moreover, this matrix A can be chosen to be linear, though the dimension of A may
increase for exchange. This culminates in the following definition borrowed from [CR99].
Definition 5.8. Let r be a rational function. A linear representation of r is a tuple ρ =
(u,A, v) consisting of a linear full matrix A ∈Mk(C 〈x1, . . . , xn〉), a row vector u ∈M1,k(C)
and a column vector Mk,1(C) such that r = uA
−1v.
In [CR99], such linear representations were used to give an alternative construction of
the free field. That indeed each element in the free field admits a linear representation is
a fundamental result, which is a direct consequence of the approach of [CR99], but follows
also from the general theory presented in [Coh06]; see also [Vol18].
Theorem 5.9. Each rational function r ∈ C (<x1, . . . , xn )> admits a linear representation in
the sense of Definition 5.8.
The idea of realizing rational noncommutative functions by inverses of linear matrices has
been known for more than fifty years; and was rediscovered several times in many distant
realms, such as automaton theory and non-commutative rational series, and many other
branches of mathematics as well as computer science and engineering. Under the name
“linearization trick”, it was introduced to the community of free probability by the work
of Haagerup and Thorbjørnsen [HT05] and Haagerup, Schultz, and Thorbjørnsen [HST06],
building on earlier operator space versions; for the latter see in particular the work of Pisier
[Pis18].
For the special case of noncommutative polynomials, similar concepts were developed
by Anderson [And12, And13, And15] and were used in [BMS17] in order to study evalu-
ations of noncommutative polynomials in noncommutative random variables by means of
operator-valued free probability theory. Later, in [HMS18], these methods were generalized
to noncommutative rational expressions, based on the following variant of Definition 5.8; it
is taken from [HMS18, Section 5], but with the sign changed for convenience.
Definition 5.10. Let r be a rational expression in variables x1, . . . , xn. A formal linear
representation ρ = (u,A, v) of r consists of a linear matrix A over C 〈x1, . . . , xn〉, a row
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vector u and a column vector v over C such that for any unital algebra A,
domA(r) ⊆ {X ∈ An
∣∣ A (X) is invertible in A}
and
r(X) = uA(X)−1v
for any tuple X ∈ domA(r).
The following explicit algorithm that was stated in [HMS18, Section 5] establishes the
existence of a formal linear representation for any rational expression, thus yielding a perfect
analogue of Theorem 5.9.
Algorithm 5.11. A formal linear representation ρ = (u,A, v) of a rational expression r can
be constructed by using successively the following rules:
(i) For scalars λ ∈ C and the variables xj, j = 1, . . . , n, formal linear representations
are given by
ρλ :=
((
0 1
)
,
(−λ 1
1 0
)
,
(
0
1
))
,
and
ρxj :=
((
0 1
)
,
(−xj 1
1 0
)
,
(
0
1
))
.
(ii) If ρ1 = (u1, A1, v1) and ρ2 = (u2, A2, v2) are two formal linear representations for
rational expressions r1 and r2, respectively, then
ρ1 ⊕ ρ2 :=
((
u1 u2
)
,
(
A1 0
0 A2
)
,
(
v1
v2
))
gives a formal linear representation of r1 + r2 and
ρ1 ⊙ ρ2 :=
((
0 u1
)
,
(−v1u2 A1
A2 0
)
,
(
0
v2
))
gives a formal linear representation of r1 · r2.
(iii) If ρ = (u,A, v) is a formal linear representation for rational expression r, then
ρ−1 :=
((
1 0
)
,
(
0 u
v A
)
,
(
1
0
))
gives a formal linear representation of r−1.
Our main interest in this section is in rational functions rather than rational expressions
and actually we don’t really need to deal with rational expressions through the paper. So
we will not say more on this algorithm here, but a detailed proof can be found in [HMS18,
Section 5] or [Mai17, Chapter III]. We only want to highlight that, due to their excellent
evaluation properties, formal linear representations are closely related to linear representa-
tions as introduced in Definition 5.8. Of course, as we just consider rational expressions
in the above algorithm, it may happen that the linear matrix A is not full, since rational
expressions like 0−1 are allowed. However, for rational expressions that “represent” rational
functions, their formal linear representations automatically produce linear matrices A that
are full; this is explained in [Mai17, Chapter III]. Indeed, if a rational function is seen like
in [KV12] as an equivalence class of regular rational expressions with respect to matrix eval-
uation equivalence (where a rational expression r is said to be regular if domMn(C)(r) 6= ∅
holds for at least one n ∈ N), then any formal linear representation ρ = (u,A, v) of any of its
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representatives r carries a full matrix A, because A(X) is due to the defining property of ρ an
invertible matrix for each X ∈ domMn(C)(r). In this way, one recovers the the fundamental
result Theorem 5.9 on the existence of linear representations for rational functions.
5.3. Evaluation of rational functions. Let X = (X1, . . . , Xn) be a tuple of elements in
a unital algebra A, then its evaluation map evX from C 〈x1, . . . , xn〉 to A is well-defined
as a homomorphism. We have also seen that the evaluation of rational expressions can be
defined naturally with A-domains considered in Definition 5.2. Then the question is how
can we define the evaluation for rational functions. However, unfortunately, the evaluation
can not be well-defined for all algebras without additional assumptions. Here is an example
which illustrates the problem: considering A = B (H) for some infinite dimensional separable
Hilbert space, let l denote the one-sided left-shift operator, then l∗ is the right-shift operator
and we have l · l∗ = 1 but l∗ · l 6= 1; so it is clear that the evaluation of the rational expression
r(x, y) = y (xy)−1 x is r(l, l∗) = l∗l 6= 1; however, since this rational expression also represents
the rational function 1 there is no consistent way to define its value for the arguments l and
l∗. So it’s natural to consider algebras in which a left inverse is also a right inverse to avoid
such a problem; actually, we require algebras to be stably finite in order to make sure that
we have a well-defined evaluation.
Theorem 5.12. Let A be a stably finite algebra, then for any rational function r in the free
field C (<x1, . . . , xn )>, we have a well-defined A-domain domA(r) ⊆ An and an evaluation
r(X) for any X ∈ domA(r).
Actually, the converse also holds in some sense, see Theorem 7.8.3 in the book [Coh06],
which is stated in some other terminologies. When rational functions are treated as equiv-
alence classes of rational expressions evaluated on matrices of all sizes, see also [HMS18,
Theorem 6.1] for a proof of the same theorem. For reader’s convenience, here we give a proof
under our setting.
Definition 5.13. For a linear representation ρ = (u,A, v), we define its A-domain
domA(ρ) = {X ∈ An
∣∣ A(X) is invertible as a matrix over A};
and for a given rational function r, we define its A-domain
domA(r) =
⋃
ρ
domA(ρ),
where the union is taken over all possible linear representations of r. Then we define the
evaluation of r at a tuple X ∈ domA(r) by
EvX(r) = r(X) = uA(X)
−1v
for any linear representation ρ = (u,A, v) satisfying X ∈ domA(ρ).
Of course, as the choice of the linear representations for a rational function is not unique,
we have to prove that different choices always give the same evaluation.
Proof of Theorem 5.12. Let ρ1 = (u1, A1, v1) and ρ2 = (u2, A2, v2) be two linear representa-
tions of a rational function r such that
r = u1A
−1
1 v1 = u2A
−1
2 v2.
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We need to prove that for anyX ∈ domA(ρ1)∩domA(ρ2), we have u1A1(X)−1v1 = u2A2(X)−1v2.
It is not difficult to verify that the tuple((
u1 u2
)
,
(
A1 0
0 −A2
)
,
(
v1
v2
))
is a linear representation of zero in free field; hence it suffices to prove that, for any linear
representation ρ = (u,A, v) of zero, we have uA(X)−1v = 0 for any X ∈ domA(A). Now
suppose that uA(X)−1v 6= 0 for some linear representation ρ = (u,A, v) of the zero function;
then (
0 u
v A(X)
)
∈Mk+1(A)
has inner rank k+1 over A by Proposition 2.4 as A is stably finite. However, this is impos-
sible: by the embedding of polynomials into rational functions, we see that C 〈x1, . . . , xn〉 is
stably finite; so we can apply the same proposition to show that(
0 u
v A
)
∈Mk+1(C 〈x1, . . . , xn〉)
has inner rank k as uA−1v = 0; and thus it has a rank factorization over C 〈x1, . . . , xn〉, which
leads to the same factorization over A as the evaluation of polynomials is always well-defined
as a homomorphism. 
We close this subsection by remarking that this definition of evaluation is consistent with
the usual notion of evaluation. That is, given any polynomial p, in order to see that the above
definition coincides with the usual one, we should find a linear representation ρ = (u,A, v)
such that uA(X)−1v equals p(X), the usual evaluation of p at X , for any X ∈ An; and
actually such a linear representation can be constructed by following the first two rules in
Algorithm 5.11 for formal linear representations. Furthermore, from the last rules of this
algorithm, we can also see that the arithmetic operations between rational functions give the
corresponding arithmetic operations between their evaluations.
5.4. Rational closure. In this subsection, we introduce another construction besides ratio-
nal functions, which is based on similar idea as localizations; but it will allow us to consider
some general situations when we study Atiyah properties in the next section.
Definition 5.14. Let φ : C 〈x1, . . . , xn〉 → A be a homomorphism into a unital algebra
A and let us denote by Σφ the set of all matrices whose images are invertible under the
matricial amplifications of φ, i.e.,
Σφ =
∞⋃
k=1
{A ∈Mk(C 〈x1, . . . , xn〉)
∣∣ φ(k)(A) is invertible in Mk(A)}.
The rational closure of C 〈x1, . . . , xn〉 with respect to φ, denoted by Rφ, is the set of all
entries of inverses of matrices in the image of Σφ under φ.
We actually only consider the case when φ is given by the evaluation of some tuple of
elements in A, in the next section. For discussion of more general cases, see [Coh06, Section
7.1].
Lemma 5.15. (See [Coh06, Proposition 7.1.1 and Theorem 7.1.2]) The rational closure Rφ
for any given homomorphism φ is a subalgebra of A containing the image of C 〈x1, . . . , xn〉.
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By the definition of rational closures, we can see that for each element r ∈ Rφ, there is a
k × k matrix A whose image φ(k)(A) is invertible such that r is a entry of φ(k)(A)−1; hence
we can choose some scalar-valued row and column vectors u and v such that
r = uφ(k)(A)−1v.
Therefore, the proof of this lemma can go the same way as Algorithm 5.11, though here no
linearity is involved. So we refer to [HMS18, Section 5] for a detailed proof which can easily
be adapted to our setting.
Unlike the rational functions, the rational closure is not a division ring in general. But it
has a nice property about inverses: if an element r ∈ Rφ is invertible in A, then r−1 ∈ Rφ.
Actually, this can be seen from the last rule in Algorithm 5.11: if r = uφ(k)(A)−1v for some
matrix A over C 〈x1, . . . , xn〉 and scalar-valued row and column vectors u and v, then
r−1 =
(
1 0
)(0 u
v φ(k)(A)
)−1(
1
0
)
,
where the invertiblity of matrix (
0 u
v φ(k)(A)
)
follows from the invertiblity of r = uφ(k)(A)−1v in A by the following well-known lemma
about Schur complements.
Lemma 5.16. Suppose that A is a unital algebra. Let k, l ∈ N, A ∈Mk(A), B ∈Mk×l(A),
C ∈Ml×k(A) and D ∈Ml(A) such that D is invertible. Then the matrix(
A B
C D
)
is invertible in Mk+l(A) if and only if the Schur complement A − BD−1C is invertible in
Mk(A).
Then a closely related notion is the smallest subalgebra that has this property, namely, is
closed under taking inverses, as following.
Definition 5.17. Let R be a subalgebgra of A. The division closure of R in A is the
smallest subalgebra D of A containing R which is closed under taking inverses in A, i.e., if
d ∈ D is invertible in A, then d−1 ∈ D.
From the definition it follows that the rational closure Rφ for some homomorphism
φ : C 〈x1, . . . , xn〉 → A always contains the division closure of the image of C 〈x1, . . . , xn〉.
In order to study when the rational closure actually is equal to the division closure, we
consider a recursive structure for the division closure. Namely, now we begin with R0 :=
φ(C 〈x1, . . . , xn〉), then we set
R−10 := {p−1
∣∣ p ∈ R0 is invertible in A} ⊆ A
and define R1 as the subalgebra of A generated by the set R0 ∪R−10 . Let D be the division
closure of R0, then clearly we have R−10 ⊆ D by the definition of the division closure and
thus R1 ⊆ D. It is not difficult to see that we can repeat this procedure to obtain Rk ⊆ D
for k = 1, 2, . . . and thus
R∞ :=
∞⋃
k=1
Rk ⊆ D.
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On the other hand, if an element r ∈ Rk for some k ∈ N is invertible in A, then r−1 ∈ Rk+1
and thus R∞ is closed under taking inverses in A; hence we have R∞ = D.
Therefore, if we want to prove Rφ = D, we should try to prove Rφ = R∞. A nice criterium
for this is given by the following lemma.
Lemma 5.18. Let φ be a homomorphism from C 〈x1, . . . , xn〉 to a unital algebra A. If the
rational closure Rφ is a division ring, then Rφ = R∞ = D.
The proof of this lemma can be done step by step as the proof of Theorem 2.4 (which
shows that the free field has a similar recursive structure as above) in [Yin18], with the
role of the free field therein replaced by the rational closure Rφ. It relies on representing
the elements of rational closure as entries of inverses of matrices over polynomials and also
Lemma 5.16 on the Schur complement.
Of course, the question when the rational closure Rφ becomes a division ring is not an
easy one. We will discuss some situation in the second half of Section 6.2. For that purpose,
we need the following technical lemma.
Lemma 5.19. Let φ be a homomorphism from C 〈x1, . . . , xn〉 to a unital algebra A. If the
rational closure Rφ is a division ring, then the set of all square full matrices over Rφ is
closed under products and diagonal sums.
Actually, this lemma can be easily deduced from the following lemma.
Lemma 5.20. Let A be a unital algebra.
(i) If A is a division ring, then A is stably finite and any square full matrix is invertible.
(ii) If A is stably finite, then any invertible matrix is full.
Proof. Firstly, we want to prove (i). So we suppose that A is a division ring and we want to
prove that any square full matrix is invertible by induction on the dimension k. For k = 1,
a ∈ A full just means a 6= 0, hence a is invertible since A is a division ring. Now suppose
that any full (k − 1)× (k − 1) matrix is invertible, we want to show it’s true for any k × k
full matrix. Let A ∈Mk (A) be full, then left multiplied by a permutation matrix, A can be
written as
A =
(
a c
d B
)
such that a 6= 0, B ∈ Mk−1 (A), c ∈ M1,k (A) and d ∈ Mk,1 (A); otherwise, A would be
hollow as the first column would be zero. Now, since a is invertible, left multiplied by the
invertible matrix (
1 0
−da−1 1k−1
)
,
A can be assumed to be of the form
A =
(
a c
0 B
)
.
By Lemma A.2, B must be full as we drop the first row; then by induction, B is invertible
and so does A because of(
a c
0 B
)(
a−1 −a−1cB−1
0 B−1
)
=
(
a−1 −a−1cB−1
0 B−1
)(
a c
0 B
)
= 1k.
Next, we want to prove that A is stably finite. For that purpose, we want to show by
induction on k that any right inverse is also a left inverse in Mk (A). If k = 1, it is true as
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A is a division ring. Now let A and B be matrices in Mk (A) such that AB = 1k, then it
suffices to prove A is full; because, by what we just proved, this implies that A is invertible,
and so the right inverse B is also a left inverse. Now, assume that A is not full, then there
is a rank factorization
A =
(
C
C ′
)(
D D′
)
,
where r < k, and C,D ∈Mr (A), C ′ ∈Mk−r,r (A), and D′ ∈Mr,k−r (A). Write
B =
(
B1 B2
B3 B4
)
,
where B1 ∈ Mr (A), B4 ∈ Mk−r (A) and B2, B3 are matrices over A of appropriate sizes,
then we have
1k = AB =
(
C
C ′
)(
D D′
)(B1 B2
B3 B4
)
=
(
C
C ′
)(
DB1 +D
′B3 DB2 +D′B4
)
.
So we have C(DB1 + D
′B3) = 1r, namely, C has DB1 + D′B3 as its right inverse. This
yields that C is invertible by the induction, and so does DB1 + D
′B3. Then we obtain
DB2 +D
′B4 = 0 and C ′ = 0, hence
1k = AB =
(
C
0
)(
DB1 +D
′B3 0
)
=
(
1r 0
0 0
)
.
This gives a contradiction and hence A is full.
Finally, we want to show the part (ii), that is, if A is stably finite, then invertible matrices
are full. This follows from Lemma A.5, which says that any identity matrix is full when A is
stably finite: Let A ∈Mk(A) be invertible, i.e., there exists B ∈Mk(A) such that AB = 1k,
so this factorization of 1k is a rank factorization since 1k is full; then by the part (iii) of
Lemma A.1, A and B are full. 
6. Applications to Atiyah properties
6.1. Preliminaries for affiliated operators. Let (M, τ) be a tracialW ∗-probability space
as before. In this section, we denote by A the set of all closed and densely defined linear
operators affiliated with M, which is known to be a ∗-algebra containing M. An important
and well-known fact is that the polar decomposition also holds in this case.
Lemma 6.1. Let X be a closed densely defined operator on some Hilbert space H, then we
have X = U |X|, where |X| = (X∗X) 12 is a positive selfadjoint (so necessarily closed densely
defined) operator and U is a partial isometry such that U∗U = p(ker(X))⊥ and UU∗ = pim(X).
Moreover, X is affiliated with M if and only if U ∈M and |X| is affiliated with M.
Therefore, we have the analogue of Lemma 3.13:
Lemma 6.2. Given X ∈ A, let pker(X) and pim(X) denote the orthogonal projections onto
ker(X) and the closure of im(X), respectively. Then they belong both to M and satisfy
τ(pker(X)) + τ(pim(X)) = 1.
Moreover, for each integer N , we can also consider the matricial extension MN (A), which
is the ∗-algebra of closed and densely defined linear operators affiliated to theW ∗-probability
space (MN (M), trN ◦τ (N)). Therefore, with the help of the polar decomposition and also its
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matricial extended version, we can show that A is also stably finite; thus the evaluation of
rational functions is well-defined on A by Theorem 5.12.
Lemma 6.3. A is stably finite.
Proof. It suffices to prove that any X, Y ∈ A with XY = 1 implies Y X = 1, since MN(A)
is also a ∗-algebra of affiliated operators for each N . First, let X, Y ∈ A with XY = 1
and X = X∗. Then Y ∗X = 1, hence Y ∗ = Y ∗XY = Y , and thus Y X = 1. Next, we
consider now arbitrary X, Y ∈ A with XY = 1. By the polar decomposition, we can write
Y = U |Y | with a partial isometry U ∈ M and |Y | ∈ A. Note that |Y | is selfadjoint and
satisfies XU |Y | = XY = 1 in A, so by the previous argument we have |Y |XU = 1. Then
U is injective and so it must be unitary by the previous lemma. Hence Y is also injective
and thus invertible with inverse X . 
Now, consider an element P ∈ MN(A), then it is invertible in MN (A) if and only if
trN ◦τ (N)(pker(P )) = 0. So with this setting, Theorem 4.1 asserts that if a tuple X =
(X1, . . . , Xn) of selfadjoint random variables satisfies δ
⋆(X1, . . . , Xn) = n, then a linear
full matrix P over C 〈x1, . . . , xn〉 gives an invertible evaluation P (X) in MN (A). In other
words, a linear matrix P of inner rank N has trN ◦τ (N)(pim(P (X))) = 1. Therefore, if we use
the unnormalized trace TrN instead of trN , then these two quantities coincide. So we define
the rank of a matrix over A by this unnormalized trace as following.
Definition 6.4. For any P ∈MN (A), we define its rank as
rank(P ) = TrN ◦τ (N)(pim(P )).
One of the main goals of this section is to show that this equality of these two ranks for
full matrices is not a coincidence: as these two quantities both describe the invertibility of
the matrices in some sense, they are naturally equal to each other once we choose some nice
operators like in Theorem 4.1. Furthermore, we will show that this equality holds not only
for full matrices but actually for all matrices with arbitrary inner rank. Moreover, we also
want to prove that the equality is equivalent to some kind of Atiyah property. For that
purpose, we need the following two lemmas.
Lemma 6.5. P ∈MN (A) is invertible if and only if rank(P ) = N .
It is just a rephrased statement of Lemma 6.2 with this notion of rank. And this rank
doesn’t change when multiplied by invertible matrices over A.
Lemma 6.6. (See [Lin93, Lemma 2.3]) If Q is invertible in MN (A), then rank(P ) =
rank(PQ) = rank(QP ) for any P ∈ MN(A).
6.2. Atiyah properties. Following the notion in [SS15] with some adaptation, we have the
following definition:
Definition 6.7. LetX = (X1, . . . , Xn) be a tuple with elements from a tracialW
∗-probability
space (M, τ), and consider the evaluation map evX : C 〈x1, . . . , xn〉 → M. If for any matrix
P ∈MN (C 〈x1, . . . , xn〉), we have
rank(P (X)) ∈ N,
then we say X has the strong Atiyah property.
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The presence of this property is one of the various formulations of the Atiyah conjecture,
which arose in the work [Ati74] and asks whether some analytic L2-Betti numbers are always
rational numbers for certain Riemannian manifolds. A priori this rank can be any real
number in [0, N ] if defined as above, so it’s not a trivial property if all these numbers
are integer for some given operators. In this terminology, free groups (or precisely, the
free group generators in their group von Neumann algebras) have been proved to have the
strong Atiyah property in Linnell’s paper [Lin93]; see [Lu¨c02, Chapter 10] for more detailed
discussion, including some counterexamples, and references therein on Atiyah conjecture for
group algebras. In the context of free probability, a tuple of non-atomic, freely independent
random variables is also proven to have the strong Atiyah property in [SS15] by Shlyakhtenko
and Skoufranis.
In fact, with the help of the strong Atiyah property as well as the construction of rational
closure and some techniques from Cohn’s theory, in [Lin93] Linnell also shows that for the
free group, there exists some division ring, as a subring of the ∗-algebra of affiliated operators,
containing the corresponding group algebra. Inspired by this result, in this section, we want
to show that, if X = (X1, . . . , Xn) satisfies that δ
⋆(X1, . . . , Xn) = n, then X has the strong
Atiyah property. Once the strong Atiyah property holds, as proved in [Lin93], we know that
then the rational closure is a division ring. (The validity of Linnell’s argument in this much
more general context was pointed out to us by Ken Dykema and James Pascoe.) Actually,
we want to establish the equivalence of these two properties; in addition, we also want to
connect this with the question whether the inner rank of a matrix of polynomials is equal
to the rank of its evaluation of the corresponding operators in some finite von Neumann
algebra.
These equivalences are established in two settings: in the first one, we consider the eval-
uation of all rational functions; in the second one, we consider the rational closure of the
∗-algebra generated by a given tuple of operators. More precisely, in the first list of equivalent
properties, one of them is that all non-zero rational functions are invertible, or alternatively,
have no zero divisors; such a result is a natural generalization of the result that all poly-
nomials have non zero divisors for operators with full entropy dimension, see [MSW17] and
[CS16]. We achieve this result by linear representations for rational functions, introduced
in Section 5, combining with Theorem 4.1 that a linear full matrix cannot have zero di-
visors when evaluated at operators with full entropy dimension. In this case, a matrix of
polynomials has its rank of the evaluation equal to its inner rank.
Moreover, we find that the equality of these two notions of ranks, as a property for the
operators in consideration, is stronger than the strong Atiyah property: the strong Atiyah
property only asks the rank of a matrix over operators to be integers, but in Theorem 6.8, we
ask the rank to be exactly the corresponding inner rank (which is an integer by definition).
So, for the strong Atiyah property, it is possible that the rank is an integer but doesn’t equal
the inner rank.
Therefore, in our second list (Theorem 6.12), we want to establish equivalent characteri-
zations for the strong Atiyah property. Instead of evaluating rational functions, we consider
the rational closure: in this case, we can show that the ranks of the evaluations are equal to
inner ranks over the rational closure; and the latter can be a division algebra which is not
isomorphic to the free field. In general, there is a gap between these two cases, which will
be shown by an example.
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Now, let (M, τ) be a tracial W ∗-probability space and we consider the evaluation map
evX : C 〈x1, . . . , xn〉 → A given by a tuple X = (X1, . . . , Xn) in Mn, where A is the ∗-
algebra of affiliated operators introduced in the previous section. Our first main theorem in
this section is the following.
Theorem 6.8. The following statements are equivalent:
(i) For any N ∈ N and P ∈ MN (C 〈x1, . . . , xn〉) we have: if P is linear and full, then
P (X) ∈ MN(A) is invertible.
(ii) For any N ∈ N and P ∈ MN (C 〈x1, . . . , xn〉) we have: if P is full, then P (X) ∈
MN(A) is invertible.
(iii) For any N ∈ N and P ∈MN (C 〈x1, . . . , xn〉) we have: rank(P (X)) = ρ(P ).
(iv) We have X ∈ domA(r) for each r ∈ C (<x1, . . . , xn )> and EvX as introduced in
Definition 5.13 induces an injective homomorphism EvX : C (<x1, . . . , xn )>→ A that
extends the evaluation map evX : C 〈x1, . . . , xn〉 → A.
Moreover, if the equivalent conditions above are satisfied, then
(6.1) rank(P (X)) = ρ(P ) = ρA(P (X)) for all P ∈MN (C 〈x1, . . . , xn〉),
where ρA(P (X)) denotes the inner rank of P (X) over the algebra A.
Proof. It’s easy to see that (ii) =⇒ (i) is trivial and (iii) =⇒ (ii) follows from Lemma 6.5.
(iv) =⇒ (iii): Assume that P ∈ MN (C 〈x1, . . . , xn〉) has inner rank ρ(P ) = r, then by
Theorem 2.2 (with its requirement checked in Appendix A.2), there exist a full r × r block
of P . With some permutations of rows and columns (which don’t change either the inner
rank of P or the rank of its evaluation P (X)), we may assume that P is of the form
P =
(
A B
C D
)
,
where A ∈ Mr(C 〈x1, . . . , xn〉) and other blocks B, C, D are of appropriate sizes. It can be
verified directly that the factorization
(6.2)
(
1r 0
0 D − CA−1B
)
=
(
A−1 0
−CA−1 1N−r
)(
A B
C D
)(
1r −A−1B
0 1N−r
)
holds in MN(C (<x1, . . . , xn )>), since the full matrix A is invertible in Mr(C (<x1, . . . , xn )>) (as
discussed in the previous section on rational functions). Note that(
A−1 0
−CA−1 1N−r
)
,
(
1r −A−1B
0 1N−r
)
are invertible in MN (C (<x1, . . . , xn )>), hence we have
r = ρ(P ) = ρ
(
A B
C D
)
= ρ
(
1r 0
0 D − CA−1B
)
.
By Proposition 2.4 (the stable finiteness of polynomials follows from the stable finiteness of
the free field, which can be seen from Lemma 5.20), we have D = CA−1B. As we assume
statement (iv), the extended evaluation EvX : C (<x1, . . . , xn )> → A, as a homomorphism,
yields that A(X) is invertible with the inverse given by the evaluation A−1(X) since
1r = Ev
(r)
X (AA
−1) = Ev(r)X (A) Ev
(r)
X (A
−1) = A(X)A−1(X).
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Therefore, (6.2) leads to the following factorization(
1r 0
0 0
)
=
(
A−1(X) 0
−C(X)A−1(X) 1N−r
)(
A(X) B(X)
C(X) D(X)
)(
1r −A−1(X)B(X)
0 1N−r
)
.
Applying Lemma 6.6, we obtain
rank(P (X)) = rank
(
A(X) B(X)
C(X) D(X)
)
= rank
(
1r 0
0 0
)
= r.
(i) =⇒ (iv): First, recall from Definition 5.13 that a rational function r in the free field
C (<x1, . . . , xn )> satisfies X ∈ domA(r) if there is a linear representation ρ = (u,A, v) of r
with the property that X ∈ domA(ρ), i.e., for which A(X) is invertible; but in fact, each
linear representation of r (whose existence is guaranteed by Theorem 5.9) has this property
due to our assumption (i) as A is full. Thus, according to Definition 5.13 and Theorem
5.12, the evaluation EvX(r) is well-defined for each r ∈ C (<x1, . . . , xn )> and thus induces
a map EvX : C (<x1, . . . , xn )> → A. Now, we infer from the proof of Theorem 5.12 that
the evaluation of rational functions via such linear representations coincides with the usual
evaluation of polynomials and respects the arithmetic operations between rational functions.
Therefore, the evaluation map EvX : C (<x1, . . . , xn )> → A forms a homomorphism which
agrees with evX on C 〈x1, . . . , xn〉. Moreover, EvX has to be injective as a homomorphism
from a skew field.
Suppose now that the equivalent conditions are satisfied. Then, for any matrix P ∈
MN (C 〈x1, . . . , xn〉), we can consider the rank factorization P (X) = AB of P (X) over A,
where A ∈ MN,r(A) and B ∈ Mr,N(A) for r := ρA(P (X)) 6 N . This can be rewritten as
P (X) = AˆBˆ with the square matrices Aˆ, Bˆ ∈MN (A) that are defined by
Aˆ :=
(
A 0N×(N−r)
)
and Bˆ :=
(
B
0(N−r)×N
)
.
From this, we see that (trN ◦τ (N))(pker(Aˆ)) ≥ N−rN , so that rank(Aˆ) ≤ r by Lemma 6.2; thus,
since im(P (X)) ⊆ im(Aˆ), it follows that
rank(P (X)) 6 rank(Aˆ) 6 r.
On the other hand, we may observe that in general
r = ρA(P (X)) 6 ρ(P ),
because each rank factorization of P yields after evaluation at X a factorization of P (X)
over A. Finally, the third property in the theorem gives us
ρ(P ) = rank(P (X)).
Thus, in summary, the asserted equality (6.1) follows. 
We want to remark that the fourth property in the theorem implies that any non-zero
rational function r has no zero divisors for its evaluation r(X): for any right zero divisor
p ∈ M, r(X)p = 0 yields that im(p) ⊆ ker(r(X)), but ker(r(X)) is always trivial as r(X)
is invertible in A (where we use the property that the evaluation EvX is a homomorphism
defined on the whole free field).
In other words, the fourth property also says that the image of the free field under the
evaluation map forms a division subring of A that contains the algebra C 〈X1, . . . , Xn〉 gen-
erated by X1, . . .Xn; therefore, from the fourth property in our above theorem, we may also
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infer that the division closure D of C 〈X1, . . . , Xn〉 is contained in the image of free field
EvX(C (<x1, . . . , xn )>). Such a result was first established by Linnell in his paper [Lin93] for
free groups, by first proving the Atiyah conjecture for free groups. More precisely, he proved
that the division closure (see Definition 5.17) of the group algebra is a division ring (Lemma
3.7 in [Lin93]).
Moreover, we can also consider the rational closureR (see Definition 5.14) ofC 〈X1, . . . , Xn〉
with respect to evX , which contains the image EvX(C (<x1, . . . , xn )>) by the definition of ra-
tional closure and the way we define the evaluation map EvX for rational functions. So we
have
D ⊆ EvX(C (<x1, . . . , xn )>) ⊆ R;
and actually, these three algebras are equal to each other in our setting, since D = R holds
as we will see in the following; in fact, this follows from Theorem 6.12 (which applies if the
equivalent conditions of Theorem 6.8 hold) in combination with Lemma 5.18.
Therefore, with the equivalences of these properties, we get a complete understanding for
the existence of the embedding of the free field into unbounded affiliated operators. Even
though the free group case does not follow directly from our result, we can establish this
embedding for the big class of operators (X1, . . . , Xn) that have maximal non-microstates free
entropy dimension; in fact, we can prove this under the weaker condition δ⋆(X1, . . . , Xn) = n.
We put it as the following corollary.
Corollary 6.9. If X = (X1, . . . , Xn) is a tuple of selfadjoint random variables in some
tracial W ∗-probability space (M, τ) with δ⋆(X1, . . . , Xn) = n, then
(i) for any non-zero rational function r, r(X) is well-defined and invertible as an affil-
iated operator, and thus r(X) is not zero and has no zero divisors;
(ii) for any N ∈ N and any N ×N matrix P over C 〈x1, . . . , xn〉, we have
rank(P (X)) = ρ(P ) ∈ N ∩ [0, N ].
In particular, the second statement implies that the strong Atiyah property holds for X .
Moreover, we also know exactly the dimension of the kernel of non-full matrices evaluated
at X .
Remark 6.10. For any matrix P over C 〈x1, . . . , xn〉,
TrN ◦τ (N)(pker(P (X))) = N − ρ(P ).
Therefore, if P is self-adjoint, then the analytic distribution of the self-adjoint operator P (X),
with respect to the normalized trace trN ◦τ (N), has an atom at 0 of measure 1 − ρ(P )/N ,
whenever ρ(P ) < N , i.e., P is not full. Furthermore, it allows us to determine the value of
the non-microstates free entropy dimension δ∗(P (X)) of P (X), as we already explained in
Remark 4.6.
As mentioned before, a tuple of operators may have the strong Atiyah property but fail
the equality in the third property in Theorem 6.8. Here we present an example provided by
Ken Dykema and James Pascoe.
Example 6.11. Consider two freely independent semicircular elements, denoted by X and
Y , then they satisfy the strong Atiyah property. Let
A = Y 2, B = Y XY, C = Y X2Y,
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then they also have the strong Atiyah property as any polynomial in them can be reduced
back to a polynomial in X and Y . However, though they don’t satisfy any nontrivial poly-
nomial relation, they have a rational relation:
BA−1B − C = 0
in the ∗-algebra of affiliated operators. Then definitely they don’t satisfy the last property
in Theorem 6.8; moreover, we can also find some matrix like(
A B
B C
)
that has inner rank 2 if it is viewed as a matrix of formal variables, but has
rank
(
A B
B C
)
= rank
(
Y 2 Y XY
Y XY Y X2Y
)
= rank
(
1 X
X X2
)
= ρ
(
1 x
x x2
)
= 1.
Therefore, (A,B,C) violates all the properties in Theorem 6.8 though it has the strong
Atiyah property. Nevertheless, by the following list of equivalent properties, we see that
the rank is always equal to the inner rank over the rational closure when the strong Atiyah
property holds.
Let R be the rational closure of C 〈x1, . . . , xn〉 with respect to evX : C 〈x1, . . . , xn〉 → A,
which is a subalgebra of A. In the following theorem, we consider the inner rank over R
and denote it by ρR. Similarly as for the inner rank ρ, if a matrix A over R is multiplied
by invertible matrices over R, then its inner rank ρR stays invariant. We have the following
equivalent properties.
Theorem 6.12. The following statements are equivalent:
(i) For any N ∈ N and any P ∈ MN (C 〈x1, . . . , xn〉) we have: if P (X) is full over R,
then P (X) ∈MN (A) is invertible.
(ii) For any N ∈ N and any P ∈MN (C 〈x1, . . . , xn〉)we have: rank(P (X)) = ρR(P (X)).
(iii) The rational closure R is a division ring.
(iv) We have the strong Atiyah property for X, i.e., for any N ∈ N and any P ∈
MN(C 〈x1, . . . , xn〉) we have that rank(P (X)) ∈ N.
Proof. It’s easy to see that (ii) =⇒ (i) follows from Lemma 6.5.
(iii) =⇒ (ii): Assume that the evaluation of P ∈ MN (C 〈x1, . . . , xn〉) has inner rank
ρR(P (X)) = r. By Lemma 5.19, the requirements in Proposition 2.5 are satisfied and thus
we can apply this proposition to P (X); so there exist a full matrix A ∈Mr(R) and matrices
B, C and D over R of appropriate sizes such that we can write P (X) as
P (X) =
(
A B
C D
)
.
From Lemma 5.20, A is invertible and A−1 ∈Mr(R) as A is full; hence the factorization
(6.3)
(
1r 0
0 D − CA−1B
)
=
(
A−1 0
−CA−1 1N−r
)(
A B
C D
)(
1r −A−1B
0 1N−r
)
holds in MN (R), and thus
r = ρR(P (X)) = ρR
(
A B
C D
)
= ρR
(
1r 0
0 D − CA−1B
)
.
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As R is also stably finite (by Lemma 5.20), we can apply Proposition 2.4 to see that D −
CA−1B = 0. Therefore, (6.3) turns out to be(
1r 0
0 0
)
=
(
A−1 0
−CA−1 1N−r
)
P (X)
(
1r −A−1B
0 1N−r
)
;
then by applying Lemma 6.6 we have
rank(P (X)) = rank
(
1r 0
0 0
)
= r.
(i) =⇒ (iii): For any nonzero r ∈ R , there exist a matrix P ∈ MN(C 〈x1, . . . , xn〉),
u ∈ M1,N (C), v ∈ MN,1(C) such that P (X) is invertible in MN (A) and r = uP (X)−1v (see
Section 5.4). It can be verified that the factorization(−r 0
0 1N
)
=
(−uP (X)−1v 0
0 1N
)
=
(
1 −uP (X)−1
0 P (X)−1
)(
0 u
v P (X)
)(
1 0
−P (X)−1v 1N
)
holds in MN+1(A). Since(
1 −uP (X)−1
0 P (X)−1
)
and
(
1 0
−P (X)−1v 1N
)
are invertible in MN+1(A), we have
rank
(−r 0
0 1N
)
= rank
(
0 u
v P (X)
)
.
Then, as R is stably finite (because it is a subalgebra of A which is stably finite), by
Proposition 2.4, (
0 u
v P (X)
)
is full over R since −uP (X)−1v = −r 6= 0; hence this matrix is invertible by the assumption
(i) and so is the matrix (−r 0
0 1N
)
.
So we see that r is invertible. Moreover, note
−r−1 = −(uP (X)−1v)−1 = (1 0)
(
0 u
v P (X)
)−1(
1
0
)
,
so r−1 is also in the rational closure R, by definition of the rational closure. This shows that
R is a division ring.
Finally, it remains to prove that the assertion (iv) is equivalent to the first three assertions.
It is clear that (ii) implies (iv) trivially, as the inner rank is always an integer by definition.
Now we want to prove (iii) from assertion (iv) by more or less the same argument as in
(i) =⇒ (iii). Given any nonzero r ∈ R, there exists a matrix P ∈ MN(C 〈x1, . . . , xn〉),
u ∈ M1,N (C), v ∈ MN,1(C) such that P (X) is invertible in MN (A) and r = uP (X)−1v.
Consider again the factorization(−r 0
0 1N
)
=
(
1 −uP (X)−1
0 P (X)−1
)(
0 u
v P (X)
)(
1 0
−P (X)−1v 1N
)
,
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we have
rank
(−r 0
0 1N
)
= rank
(
0 u
v P (X)
)
.
Now, by assertion (iv), we have
rank
(−r 0
0 1N
)
= rank
(
0 u
v P (X)
)
∈ N;
combining this with the fact that
rank
(−r 0
0 1N
)
= rank r +N,
we obtain rank(r) ∈ {0, 1}. Then, as r 6= 0, we have rank(r) = 1, and thus r is invertible by
Lemma 6.5.
Moreover, now we have
rank
(
0 u
v P (X)
)
= rank
(−r 0
0 1N
)
= N + 1,
so (
0 u
v P (X)
)
is invertible by Lemma 6.5 and thus
−r−1 = − (uP (X)−1v)−1 = (1 0)
(
0 u
v P (X)
)−1(
1
0
)
also lies in the rational closure R. 
If any of the above properties holds for some given tuple of operators, then we also have
that the division closure of the algebra generated by these operators forms a division ring;
this follows directly from the fact that the rational closure is exactly the division closure in
this setting (see Lemma 5.18).
Finally, we close this section by examining the group algebra case for our theorems.
Example 6.13. As mentioned before, other important and interesting examples are group
algebras. Let G be generated by n elements g1, . . . , gn, then their images U1, . . . , Un under the
left regular representation ofG, are unitary operators which generate the group von Neumann
algebra L(G); and there is a trace τ on L(G) (the vector state deduced from the identity
element ofG) such that (L(G), τ) is a tracialW ∗-probability space. So we can apply Theorem
6.12 to the generators U1, . . . , Un, by the evaluation map ev : C 〈x1, . . . , xn, y1, . . . , yn〉 →
A(G) that is defined through
ev(xi) = Ui, ev(yi) = U
∗
i , i = 1, . . . , n,
where A(G) is the ∗-algebra of densely defined operators affiliated with L(G) as usual. In
this way, the evaluation of C 〈x1, . . . , xn, y1, . . . , yn〉 is nothing else but the image of C[G]
under the left regular representation. Since we have the unitary relations UiU
∗
i = U
∗
i Ui = 1,
the tuple (U1, . . . , Un, U
∗
1 , . . . , U
∗
n) never satisfies any of the properties in Theorem 6.8. But,
on the other hand, these unitary relations also tell us that we can forget about U∗i if we treat
them as inverses of Ui. Hence, we can also consider the evaluation map ev : C 〈x1, . . . , xn〉 →
A(G) that is defined through
ev(xi) = Ui, i = 1, . . . , n;
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then, as U−1i = U
∗
i , the rational closure R(G) of the image of C 〈x1, . . . , xn〉 have to contain
all U∗i . Therefore, as a subalgebra of A(G), R(G) contains also the image of the group
algebra C[G]. Then there is hope that some property in Theorem 6.8 can hold; in that case,
the evaluation can be extended to the free field C (<x1, . . . , xn )> with its image being the
rational closure R(G). Actually, free group algebras are known to satisfy these properties
in Theorem 6.8: in [Lin93] Linnell also proved that for a free group Fn, the rational closure
of R(Fn) is the universal field of fractions for C[Fn], which turns out to be the free field
C (<x1, . . . , xn )>; hence the fourth property in Theorem 6.8 is valid for generators U1, . . . , Un.
7. Absolute continuity
In this section, we continue our investigations in the spirit of [EKYY13, AEK18a, AEK18b]
that we began in Section 4. We have already seen in Theorem 4.7 that the condition
δ⋆(X1, . . . , Xn) = n, and in particular the stronger version δ
∗(X1, . . . , Xn) = n thereof,
allow us to conclude that the analytic distribution µX of any operator of the form
X = b0 + b1X1 + · · ·+ bnXn,
with selfadjoint matrices b1, . . . , bn coming fromMN (C), cannot have atoms if the associated
matrix b1x1+· · ·+bnxn inMN(C〈x1, . . . , xn〉) is full over C〈x1, . . . , xn〉. This is in accordance
with the common philosophy that both n− δ⋆(X1, . . . , Xn) and n− δ∗(X1, . . . , Xn) measure
the “atomic part” in the noncommutative distribution of (X1, . . . , Xn) and are accordingly
somehow the weakest regularity conditions that we may impose on the noncommutative
distribution of (X1, . . . , Xn).
The opposite end of the scale of regularity conditions is approached when assuming the
existence of a dual system. Indeed, it was shown in [CS16] that this condition allows pos-
itive statements about the absolute continuity of analytic distributions with respect to the
Lebesgue measure. In this section, we give more evidence to this conceptual point of view by
showing that in the case b0 = 0 the fullness of b1x1+ · · ·+ bnxn guarantees even the absolute
continuity of the analytic distribution µX with respect to the Lebesgue measure.
7.1. Some notational preliminaries. Let A be a unital complex algebra. The algebraic
tensor product A⊗A over C carries a natural linear involution ∼: A⊗A → A⊗A that is
determined by linear extension of (a1 ⊗ a2)∼ = a2 ⊗ a1 for all a1, a2 ∈ A. We will refer to ∼
as the flip on A⊗A. Note that ∼ naturally extends to a linear involution on MN(M⊗M),
which will be denoted again by the same symbol ∼ and is defined by u∼ := (u∼kl)Nk,l=1 for
each u = (ukl)
N
k,l=1 ∈MN (A⊗A).
Now, letM be an A-bimodule. We have used before that ♯ : (A⊗A)×M→M extends
to an operation
♯ : MN (A⊗A)×M→MN (M), (ukl)Nk,l=1♯m = (ukl♯m)Nk,l=1.
In the following, we will use that ♯ extends further to an operation
♯ : MN(A⊗A)×MN (M)→MN (M), (ukl)Nk,l=1♯(mkl)Nk,l=1 =
( N∑
p=1
ukp♯mpl
)N
k,l=1
,
which is obviously compatible with the latter under the canonical embeddingM⊆MN(M)
and thus justifies the usage of the same symbol.
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7.2. Schatten-class operators. Let (H, 〈·, ·〉) be a separable complex Hilbert space. An
operator T : H → H is said to be of trace class, if for some (and hence for each) orthonormal
basis (ei)i∈I of H the condition
∑
i∈I〈|T |ei, ei〉 < ∞ for |T | := (T ∗T )1/2 is satisfied. It can
be shown that in such cases
∑
i∈I〈Tei, ei〉 is an absolutely convergent series, whose value,
denoted by Tr(T ), is independent of the concrete choice of (ei)i∈I ; we will refer to Tr(T ) as
the trace of T . Note that in particular each finite rank operator on H is of trace class.
Clearly, an operator T is of trace class if and only if |T | is of trace class; thus, we may
define by ‖T‖1 := Tr(|T |) a norm ‖ · ‖1 on the linear space S1(H) of all trace class operators
on H, with respect to which it becomes a Banach space. Note that |Tr(T )| ≤ ‖T‖1 for each
operator T ∈ S1(H).
More generally, for any 1 ≤ p < ∞, we may define Sp(H) to be the linear space of all
bounded operators T on H for which |T |p is of trace class; this space also carries a norm,
denoted accordingly by ‖ · ‖p, which is defined by ‖T‖p := Tr(|T |p)
1
p and with respect to
which Sp(H) becomes a Banach space. We call Sp(H) the p-th Schatten-class on H.
Note that each Schatten-class Sp(H) consists only of compact operators on H. Moreover,
each Sp(H) forms even a two-sided ideal in B(H) as ‖ATB‖p ≤ ‖A‖‖B‖‖T‖p for all T ∈
Sp(H) and A,B ∈ B(H) holds. For trace class operators T , we have that Tr(AT ) = Tr(TA)
for all A ∈ B(H), which justifies calling Tr a trace.
Furthermore, if p, q ∈ (1,∞) are given such that 1
p
+ 1
q
= 1 holds, then ST is of trace class
whenever S ∈ Sp(H) and T ∈ Sq(H), and in those cases ‖ST‖1 ≤ ‖S‖p‖T‖q.
Of particular interest is the class S2(H), whose elements are also called Hilbert-Schmidt
operators. If endowed with the inner product 〈·, ·〉 that is given by 〈S, T 〉 := Tr(ST ∗) for all
S, T ∈ S2(H), S2(H) forms a Hilbert space.
7.3. Absolute continuity of the spectral measure. Trace class operators provide some
suitable framework to deal with questions concerning absolute continuity of spectral mea-
sures. With the following lemma we recall some criterion that was used crucially in [CS16];
see also [Voi79].
Lemma 7.1. Let H be a separable Hilbert space. Consider a selfadjoint operator X ∈ B(H)
and assume that its spectral measure is not Lebesgue absolutely continuous. Then there exists
a sequence (Tn)
∞
n=1 of finite rank operators on H having the following properties:
(i) 0 ≤ Tn ≤ 1 for all n ∈ N;
(ii) (Tn)
∞
n=1 converges weakly to a non-zero spectral projection p of X;
(iii) ‖[Tn, X ]‖1 → 0 as n→∞.
If X = X∗ ∈ B(H) is given, then its spectral measure (i.e., the associated resolution of
the identity) is a projection valued measure EX on the Borel subsets of R that satisfies
X =
∫
R
t dEX(t).
More precisely, the spectral measure EX takes values in the von Neumann algebra that is
generated by X in B(H). Clearly, EX being Lebesgue absolutely continuous means that
EX(A) = 0 holds for each Borel subset A ⊂ R of Lebesgue measure zero. Thus, if (M, τ) is
any tracial W ∗-probability space, then the spectral measure EX of an element X = X∗ ∈M
is Lebesgue absolutely continuous if and only if its analytic distribution µX = τ ◦ EX is
absolutely continuous with respect to the Lebesgue measure on R.
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7.4. Trace formulas. Throughout the rest of this section, we let (M, τ) be a (separable)
tracialW ∗-probability space. Via the GNS construction, we obtain L2(M, τ) as the canonical
(separable) complex Hilbert space on whichM acts. Let us denote by J Tomita’s conjugation
operator, i.e., the antilinear operator J : L2(M, τ)→ L2(M, τ) that extends the involution
∗ isometrically from M to L2(M, τ). One easily sees that J satisfies J = J∗ = J−1.
Furthermore, we introduce Π1 as the orthogonal projection onto the (closed) linear subspace
C1 of L2(M, τ); note that Π1 is of trace class.
In the following, we denote by Tr the trace on the trace class operators S1(L
2(M, τ)) on
the Hilbert space L2(M, τ). Let us recall some formulas that were used in [CS16].
Lemma 7.2. In the situation described previously, we have
(7.1) Tr(JX∗JΠ1Y ) = τ(XY )
for all X, Y ∈M and more generally
(7.2) Tr(JX∗J(U♯Π1)Y ) = τ(X(U∼♯Y ))
for all X ∈M and U ∈M⊗M
Proof. If (ei)i∈I is any orthonormal basis of the separable Hilbert space L2(M, τ), then
〈JX∗JΠ1Y ei, ei〉 = 〈Y ei, 1〉〈JX∗J1, ei〉 = 〈ei, Y ∗1〉〈JX∗J1, ei〉 = 〈JX∗J1, 〈Y ∗1, ei〉ei〉
for all i ∈ I, so that in summary, since Y ∗1 =∑i∈I〈Y ∗1, ei〉ei,
Tr(JX∗JΠ1Y ) =
∑
i∈I
〈JX∗JΠ1Y ei, ei〉 = 〈JX∗J1, Y ∗1〉 = 〈X, Y ∗〉 = τ(XY ),
which is (7.1). For proving (7.2), it clearly suffices to consider an element U ∈M⊗M that
is of the special form U = U1 ⊗ U2; for such U , we may check that
Tr(JX∗J(U♯Π1)Y ) = Tr(JX∗J(U1Π1U2)Y )
= Tr(U1JX
∗JΠ1U2Y )
= Tr(JX∗JΠ1(U2Y U1))
= τ(X(U2Y U1))
= τ(X(U∼♯Y )),
where we used in turn the fact that JX∗J commutes with M, the trace property of Tr, and
finally the previous formula (7.1). This concludes the proof. 
Now, let any N ∈ N be given. We are aiming at an analogue of the previous lemma for
MN (M).
For that purpose, we represent the von Neumann algebra MN(M) on the associated
complex Hilbert space L2(MN (M), trN ◦τ (N)). This sounds very natural but is of course
not the only option: alternatively, we could represent MN(M) on L2(M, τ)N , which would
however not have all the needed properties.
Let us denote by TrN the trace on the trace class operators on the separable Hilbert space
L2(MN(M), trN ◦τ (N)) and denote by JN the Tomita operator that extends the involution ∗
isometrically fromMN (M) to L2(MN (M), trN ◦τ (N)). Of course, we could apply Lemma 7.2
directly, but the resulting formula would involve Π1N , i.e., the orthogonal projection from
L2(MN(M), trN ◦τ (N)) onto its closed linear subspace C1N . In contrast, we need a formula
involving Π11N instead.
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Note that (M, τ) is canonically embedded in (MN (M), trN ◦τ (N)). We thus may consider
the unique trace preserving conditional expectation EN from MN (M) to M. Being trace
preserving means then explicitly
trN ◦τ (N) = τ ◦ EN .
Clearly, EN [X ] =
1
N
∑N
k=1Xkk for each X = (Xkl)
N
k,l=1 ∈MN (M).
Lemma 7.3. In the situation described before, we have
TrN (JNX
∗JN(U♯Π1)Y ) = N2τ
(
EN [X ]EN [U
∼♯Y ]
)
for X, Y ∈MN(M) and U ∈MN (M⊗M).
Proof. We choose an orthonormal basis (ei)i∈I of L2(M, τ). Since the normalized matrix
units (
√
Nek,l)(k,l)∈{1,...,N}2 form an orthonormal basis of L2(MN(C), trN), we may lift the
latter to an orthonormal basis (ek,li )(k,l,i)∈{1,...,N}2×I of L
2(MM(M), trN ◦τ (N)), where ek,li cor-
responds to
√
Nekl ⊗ ei under the natural identification of L2(MM(M), trN ◦τ (N)) with the
Hilbert space tensor product of L2(MN(C), trN) and L
2(M, τ). Then we may compute that
JNX
∗JN(U♯Π1)Y (ekl ⊗ ei) =
N∑
r=1
JNX
∗JN(U♯Π1)(erl ⊗ (Yrkei))
=
N∑
q,r=1
JNX
∗JN(eql ⊗ ((Uqr♯Π1)Yrkei))
=
N∑
q,r=1
JNX
∗(elq ⊗ (J(Uqr♯Π1)Yrkei))
=
N∑
p,q,r=1
JN (e
pq ⊗ (X∗lpJ(Uqr♯Π1)Yrkei))
=
N∑
p,q,r=1
eqp ⊗ (JX∗lpJ(Uqr♯Π1)Yrkei),
so that
TrN(JNX
∗JN(U♯Π1)Y ) =
N∑
k,l=1
∑
i∈I
〈JNX∗JN (U♯Π1)Y ekli , ekli 〉
=
N∑
k,l=1
∑
i∈I
N∑
p,q,r=1
N〈eqp, ekl〉〈(JX∗lpJ(Uqr♯Π1)Yrkei, ei〉
=
N∑
k,l=1
∑
i∈I
N∑
r=1
〈JX∗llJ(Ukr♯Π1)Yrkei, ei〉
=
N∑
k,l=1
N∑
r=1
Tr(JX∗llJ(Ukr♯Π1)Yrk),
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and finally, with the help of Lemma 7.2,
TrN(JNX
∗JN(U♯Π1)Y ) =
N∑
k,l=1
N∑
r=1
Tr(JX∗llJ(Ukr♯Π1)Yrk)
=
N∑
k,l=1
N∑
r=1
τ(XllU
∼
kr♯Yrk)
=
N∑
k,l=1
τ(Xll(U
∼♯Y )kk)
= N2τ
(
EN [X ]EN [U
∼♯Y ]
)
,
as we wished to show. 
7.5. Dual Systems. Consider selfadjoint elements X1, . . . , Xn ∈ M. We suppose that a
dual system to (X1, . . . , Xn) in L
2(M, τ) exists, i.e., an n-tuple (R1, . . . , Rn) of operators
R1, . . . , Rn ∈ B(L2(M, τ)) such that
[Ri, Xj] = δi,jΠ1 for all i, j = 1, . . . , n.
Note that our definition is taken from [CS16] and thus differs slightly from [Voi98]. More
precisely, we have removed the imaginary unit on the right hand side and have flipped the
entries of the commutator on the left hand side; accordingly, the operators R1, . . . , Rn are
not selfadjoint like in [Voi98] but satisfy R∗i = −Ri for i = 1, . . . , n.
It follows from Proposition 5.10 in [Voi98] that the existence of a dual system to (X1, . . . , Xn)
guarantees that Φ∗(X1, . . . , Xn) <∞. More concretely, the conjugate system (ξ1, . . . , ξn) of
(X1, . . . , Xn) is given by ξj = (Rj − JRjJ)1 for j = 1, . . . , n.
If now P ∈ C〈x1, . . . , xn〉 is any noncommutative polynomial, then
[Rj , P (X)] = (∂jP )(X)♯Π1 for all j = 1, . . . , n.
Indeed, since [Rj , ·] is a derivation on B(L2(M, τ)), we get that
[Rj , P (X)] =
n∑
i=1
(∂iP )(X)♯[Rj, Xi] = (∂jP )(X)♯Π1.
More generally, if P ∈MN (C〈x1, . . . , xn〉) is given, then
(7.3) [Rj1N , P (X)] = (∂
(N)
j P )(X)♯Π1 for all j = 1, . . . , n.
Indeed, if we write P = (Pkl)
N
k,l=1, then we see that
[Rj1N , P (X)] =
(
[Rj , Pkl(X)]
)N
k,l=1
=
(
(∂jPkl)(X)♯Π1
)N
k,l=1
= (∂
(N)
j P )(X)♯Π1.
A comment on the notation is in order: for any given T ∈ B(L2(M, τ)), we denote by T1N
the associated “diagonal operator” in MN (B(L
2(M, τ))); note that MN (B(L2(M, τ))) sits
like MN(M) inside B(L2(MN (M), trN ◦τ (N))).
Proposition 7.4. Let P = P ∗ ∈ MN(C〈x1, . . . , xn〉) be given and assume that the analytic
distribution of the selfadjoint operator P (X) ∈ MN(M) is not Lebesgue absolutely continu-
ous. Then there exists a non-zero projection p ∈ vN(P (X)) ⊆ MN(M), such that
EN
[
(∂
(N)
j P )(X)
∼♯(P (X)p)
]
= 0 for j = 1, . . . , n.
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Proof. The proof proceeds along the same lines as that of Theorem 13 in [CS16]. If we
assume that the analytic distribution µP (X) is not absolutely continuous with respect to the
Lebesgue measure, then Lemma 7.1 guarantees, as MN(M) is represented in standard form,
the existence of a sequence (Tn)
∞
n=1 of finite rank operators on L
2(MN(M), trN ◦τ (N)), such
that 0 ≤ Tn ≤ 1 for all n ∈ N, Tn → p weakly for some non-zero spectral projection p of
P (X), which thus belongs to vN(P (X)) ⊆MN (M), and ‖[Tn, P (X)]‖1 → 0 as n→∞.
Let us fix Z ∈MN (M). Then, for each j = 1, . . . , n, we may compute that
N2τ
(
EN [Z]EN
[
(∂
(N)
j P )(X)
∼♯(P (X)p)
])
= TrN
(
JNZ
∗JN
(
(∂
(N)
j P )(X)♯Π1
)
P (X)p
)
by Lemma 7.3
= lim
n→∞
TrN
(
JNZ
∗JN
(
(∂
(N)
j P )(X)♯Π1
)
P (X)Tn
)
= lim
n→∞
TrN
(
JNZ
∗JN [Rj1N , P (X)]P (X)Tn
)
by (7.3).
By the trace property of TrN , the simple observation that the commutator [·, P (X)] forms
a derivation on B(L2(MN(M), trN ◦τ (N))), and the fact that both [JNZ∗JN , P (X)] = 0 and
[P (X), P (X)] = 0, we get that
TrN
(
JNZ
∗JN [Rj1N , P (X)]P (X)Tn
)
= −TrN
(
JNZ
∗JN(Rj1N)P (X)[Tn, P (X)]
)
and finally∣∣TrN (JNZ∗JN [Rj1N , P (X)]P (X)Tn)∣∣ ≤ ∥∥JNZ∗JN(Rj1N )P (X)[Tn, P (X)]∥∥1
≤ ‖JNZ∗JN(Rj1N)P (X)‖‖[Tn, P (X)]‖1,
from which it follows that
lim
n→∞
TrN
(
JNZ
∗JN [Rj1N , P (X)]P (X)Tn
)
= 0.
Thus, in summary, we obtain
N2τ
(
EN [Z]EN
[
(∂
(N)
j P )(X)
∼♯(P (X)p)
])
= 0.
Since τ is faithful and Z was arbitrary, we conclude that
EN
[
(∂
(N)
j P )(X)
∼♯(P (X)p)
]
= 0
holds for each j = 1, . . . , n, as desired. 
Now, we are able to provide the announced regularity result.
Theorem 7.5. Let us suppose the following situation:
(i) b1, . . . , bn are selfadjoint matrices in MN(C) for which
b1x1 + · · ·+ bnxn ∈MN (C〈x1, . . . , xn〉)
is full over C〈x1, . . . , xn〉.
(ii) X1, . . . , Xn are selfadjoint elements in a tracial W
∗-probability space (M, τ) to which
a dual system exists.
Then the analytic distribution µX of
X := b1X1 + · · ·+ bnXn,
seen as an element in the tracial W ∗-probability space (MN(M), trN ◦τ (N)), is absolutely
continuous with respect to the Lebesgue measure.
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Proof. Consider P := b1x1 + · · ·+ bnxn ∈MN(C〈x1, . . . , xn〉), which by assumption satisfies
P ∗ = P . Assume to the contrary that the analytic distribution of the selfadjoint operator
X = P (X) ∈ MN (M) would not be absolutely continuous with respect to the Lebesgue
measure. Then the previous Proposition 7.4 guarantees that a non-zero projection p ∈
vN(X) ⊆MN (M) exists with the property that
EN
[
(∂
(N)
j P )(X)
∼♯(P (X)p)
]
= 0 for j = 1, . . . , n.
Clearly, ∂
(N)
j P = bj ⊙ 1N and thus (∂(N)j P )(X)∼ = bj ⊙ 1N for j = 1, . . . , n, so we may
conclude from the latter that
EN
[
bjXp
]
= 0 for j = 1, . . . , n.
Multiplying first with Xj from the left, applying τ to both side, and finally summing over
j = 1, . . . , n yields that
0 =
n∑
j=1
τ
(
XjEN
[
bjXp
])
=
n∑
j=1
τ
(
EN [XjbjXp]
)
=
n∑
j=1
(trN ◦τ (N))
(
bjXjXp
)
= (trN ◦τ (N))
(
X
2p
)
and thus, by the faithfulness of trN ◦τ (N) since p is a projection, finally that Xp = 0. Because
P is assumed to be full over C〈x1, . . . , xn〉, the latter contradicts Theorem 4.7 as p 6= 0. Thus,
the analytic distribution µX must be absolutely continuous with respect to the Lebesgue
measure. 
8. Hoelder continuity of cumulative distribution functions
In this section, we want to address some further regularity properties of noncommutative
random variables of the form
X = b0 + b1X1 + · · ·+ bnXn,
namely the Hoelder continuity of its cumulative distribution function FX. Recall that the
cumulative distribution function Fµ of a probability measure µ on R is the function Fµ : R→
[0, 1] that is defined by Fµ(t) := µ((−∞, t]); note that in the case of the analytic distribution
µX of X, we will abbreviate FµX by FX.
Our considerations are inspired by [CS16]. While their approach works for noncommuta-
tive random variables X1, . . . , Xn that admit a dual system, we can weaken that condition
to finite Fisher information. Furthermore, since we deal with operators X that are matrix-
valued but linear in X1, . . . , Xn, we are able to provide some explicit value for the exponent
of Hoelder continuity.
Of course, Hoelder continuity implies continuity of FX and thus excludes atoms in the
analytic distribution µX. Therefore, in view of our previous result Theorem 4.7, we can
only hope for Hoelder continuity in situations where we impose the additional condition
that already the purely linear part b1x1 + · · · + bnxn of b0 + b1x1 + · · · + bnxn, is full over
C〈x1, . . . , xn〉. However, it turns out that a stronger version of fullness must be required for
that purpose.
The final statement thus reads as follows.
Theorem 8.1. Let us suppose the following situation:
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(i) b1, . . . , bn are selfadjoint matrices in MN (C) for which the associated quantum operator
(8.1) L : MN (C)→ MN(C), b 7→
n∑
j=1
bjbbj
is semi-flat in the sense that there exists some c > 0 such that the condition
L(b) ≥ c trN(b)1N
is satisfied for all positive semidefinite matrices b ∈ MN (C). Let b0 be any other
selfadjoint matrix in MN(C).
(ii) X1, . . . , Xn are selfadjoint elements in a tracial W
∗-probability space (M, τ) that satisfy
Φ∗(X1, . . . , Xn) <∞.
Then the cumulative distribution function FX of
X := b0 + b1X1 + · · ·+ bnXn,
seen as an element in the tracial W ∗-probability space (MN (M), trN ◦τ (N)), is Hoelder con-
tinuous with exponent 2
3
, i.e., there is some C > 0 such that
|FX(t)− FX(s)| ≤ C|t− s| 23 for all s, t ∈ R.
More precisely, the above constant C is given by
C := 4c−
2
3
( n∑
j=1
‖bj‖2
) 1
3
Φ∗(X1, . . . , Xn)
1
3 .
The proof requires some preparations. First of all, we apply Theorem 3.8 in order to derive
the following proposition.
Proposition 8.2. Let (M, τ) be a tracial W ∗-probability space and take any selfadjoint non-
commutative random variables X1, . . . , Xn in M for which Φ∗(X1, . . . , Xn) <∞. Denote be
M0 the von Neumann subalgebra ofM that is generated by X1, . . . , Xn and let (ξ1, . . . , ξn) be
the conjugate system for (X1, . . . , Xn). Furthermore, let b0, b1, . . . , bn ∈MN(C) be selfadjoint
matrices and consider the associated operator
X = b0 + b1X1 + · · ·+ bnXn.
If p is any projection in MN (M0), then the inequality
(8.2)
∣∣(trN ◦τ (N))(bjτ (N)(p)bjp)∣∣ ≤ 8‖ξj‖2‖bj‖‖Xp‖2
holds for each j = 1, . . . , n and thus, if we denote by L the quantum operator (8.1) associated
to b1, . . . , bn (note that b0 is not involved intentionally), in particular
(8.3)
∣∣(trN ◦τ (N))(L(τ (N)(p))p)∣∣ ≤ 8
( n∑
j=1
‖bj‖2
) 1
2
Φ∗(X1, . . . , Xn)
1
2‖Xp‖2.
Proof. Fix any 1 ≤ j ≤ n and let p be any projection in MN (M0). A direct application of
the inequality (3.11) that was stated in Theorem 3.8 yields that∣∣〈p · (∂(N)j X) · p, bj ⊙ 1N 〉∣∣ ≤ 4‖ξj‖2(‖Xp‖2‖p‖+ ‖p‖‖Xp‖2)‖bj‖‖1N‖,
which simplifies to ∣∣〈(pbj)⊙ p, bj ⊙ 1N 〉∣∣ ≤ 8‖ξj‖2‖bj‖‖Xp‖2‖p‖,
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as ∂(N)X = bj ⊙ 1N , and finally implies∣∣〈(pbj)⊙ p, bj ⊙ 1N〉∣∣ ≤ 8‖ξj‖2‖bj‖‖Xp‖2,
as ‖p‖ ≤ 1. Now, we observe that
〈(pbj)⊙p, bj⊙1N〉 = 〈pbjτ (N)(p), bj〉 = (trN ◦τ (N))
(
pbjτ
(N)(p)bj
)
= (trN ◦τ (N))
(
bjτ
(N)(p)bjp
)
,
so that (8.2) is derived from the latter. Finally, we may derive (8.3) from by summing (8.2)
over j = 1, . . . , n and applying the classical Cauchy-Schwarz inequality. Indeed, we see that
∣∣(trN ◦τ (N))(L(τ (N)(p))p)∣∣ =
∣∣∣∣
n∑
j=1
(trN ◦τ (N))
(
bjτ
(N)(p)bjp
)∣∣∣∣
≤
n∑
j=1
∣∣(trN ◦τ (N))(L(τ (N)(p))p)∣∣
≤ 8
( n∑
j=1
‖ξj‖2‖bj‖
)
‖Xp‖2
≤ 8
( n∑
j=1
‖bj‖2
) 1
2
( n∑
j=1
‖ξj‖22
) 1
2
‖Xp‖2
= 8
( n∑
j=1
‖bj‖2
) 1
2
Φ∗(X1, . . . , Xn)
1
2‖Xp‖2,
which is (8.3). 
Next, we need the following lemma, which summarizes and slightly extends some of the
techniques that were used in [CS16] to control cumulative distribution functions.
Lemma 8.3. Let (M, τ) be a tracial W ∗-probability space and consider any selfadjoint non-
commutative random variable X in M. If there exist c > 0 and α > 1 such that
(8.4) c‖(X − s)p‖2 ≥ ‖p‖α2
holds for all s ∈ R and all spectral projections p of X, then, with β := 2
α−1 , it holds true that
µX
(
(s, t]
) ≤ cβ(t− s)β for all s, t ∈ R with s < t,
i.e., the cumulative distribution function of µX is Hoelder continuous with exponent β.
Proof. Let EX be the spectral measure of X . Fix any s, t ∈ R with s < t. We consider then
the spectral projection p that is given by p := EX((s, t]) and observe that ‖p‖2 = µX((s, t])1/2
and
‖(X − s)p‖22 =
∫
(s,t]
|x− s|2 dµX(x) ≤ (t− s)2µX((s, t]),
so that our assumption (8.4) enforces that
c(t− s)µX
(
(s, t]
) 1
2 ≥ c‖(X − s)p‖2 ≥ ‖p‖α2 = µX
(
(s, t]
) 1
2
α
.
Rearranging the latter inequality gives us that
µX
(
(s, t]
) 1
2
(α−1) ≤ c(t− s)
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and finally, after raising both sides to the power β, which preserves the inequality as β > 0,
µX
(
(s, t]
) ≤ cβ(t− s)β,
which is the desired estimate. 
Now, we are prepared to focus on our actual goal.
Proof of Theorem 8.1. Fix any s, t ∈ R with the property that s < t. We may apply Propo-
sition 8.2 to X− s1N , the inequality (8.3) gives us that
∣∣(trN ◦τ (N))(L(τ (N)(p))p)∣∣ ≤ 8
( n∑
j=1
‖bj‖2
) 1
2
Φ∗(X1, . . . , Xn)
1
2‖(X− s1N )p‖2
for each projection p ∈ MN (M0), and thus in particular for all spectral projections of X.
Now, we use the assumption that L is semi-flat; by positivity of trN ◦τ (N), we may infer that
(trN ◦τ (N))
(L(τ (N)(p))p) = (trN ◦τ (N))(pL(τ (N)(p))p) ≥ c(trN ◦τ (N))(p)2 = c‖p‖42.
Thus, in summary, we see that
‖p‖42 ≤ c˜‖(X− s1N)p‖2 with c˜ :=
8
c
( n∑
j=1
‖bj‖2
) 1
2
Φ∗(X1, . . . , Xn)
1
2 .
With the help of Lemma 8.3, applied in the case α = 4 which corresponds to β = 2
3
, we
conclude now that
µX
(
(s, t]
) ≤ C(t− s) 23 with C := c˜ 23 = 4c− 23
( n∑
j=1
‖bj‖2
) 1
3
Φ∗(X1, . . . , Xn)
1
3 .
This proves the assertion. 
An interesting consequence of Theorem 8.1 is given in the following corollary. It relies on
bounds derived in [Jam15] for the logarithmic energy for measures having Hoelder continuous
cumulative distribution functions; in fact, it was shown in [Jam15] that if a Borel probability
measure µ on R has a cumulative distribution function Fµ that is Hoelder continuous with
exponent γ > 0, i.e., it satisfies
|Fµ(t)−Fµ(s)| ≤ K|t− s|γ for all s, t ∈ R
for some constant K > 0, then H+(µ) ≤ 2K
γ
, where
H+(µ) :=
∫
R
∫
R
log+
( 1
|s− t|
)
dµ(s) dµ(t)
with log+(x) := max{log(x), 0}; consequently, the logarithmic energy
I(µ) :=
∫
R
∫
R
log |s− t| dµ(s) dµ(t)
is then bounded from below by I(µ) ≥ −2K
γ
.
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Corollary 8.4. In the situation of Theorem 8.1, the noncommutative random variable
X := b0 + b1X1 + · · ·+ bnXn
in the tracial W ∗-probability space (MN (M), trN ◦τ (N)) has finite logarithmic energy that can
be bounded from below by
I(µX) ≥ −12c− 23
( n∑
j=1
‖bj‖2
) 1
3
Φ∗(X1, . . . , Xn)
1
3 .
Appendix A. Inner rank
A.1. Inner rank of matrices over noncommutative algebras. In this subsection, we
collect some properties of the inner rank ρ of matrices over a general unital algebra A.
Lemma A.1. Let A ∈Mm.n (A) be given.
(i) ρ (A) 6 min{m,n}.
(ii) ρ (A) is invariant under multiplication with invertible matrices over A. In particu-
lar, the inner rank ρ (A) doesn’t change when multiplied by invertible scalar-valued
matrices.
(iii) Writing A = BC with B ∈ Mm,ρ(A)(A) and C ∈ Mρ(A),n (A), then B and C both are
full matrices.
(iv) If we write A = (B C), where B ∈ Mm,r (A) and C ∈ Mm,n−r (A) for some integer
r < n, then
ρ (A) > max (ρ (B) , ρ (C)) .
These facts can be verified directly from the definition.
Lemma A.2. (See [Coh06, Lemma 5.4.8(i)]) Let A ∈Mm,n (A) be full with 2 6 m 6 n.
(i) A remains full when the first row is omitted.
(ii) If A does not remain full when the first column is omitted, then there is a factoriza-
tion
A = B
(
1 0
0 C
)
,
where B ∈Mm (A) and C ∈Mm−1,n−1 (A) both are full.
Proof. To prove the statement (i), we write
A =
(
a
A′
)
,
where a ∈ M1,n (A) and A′ ∈ Mm−1,n (A). Suppose that A′ is not full, then there exist
matrices B ∈ Mm−1,r (A) and C ∈ Mr,n (A) with an integer r < m− 1 such that A′ = BC.
Then we can see that the factorization
A =
(
a
A′
)
=
(
a
BC
)
=
(
1 0
0 B
)(
a
C
)
holds for A. This implies that ρ (A) 6 r+ 1 < m, which is a contradiction to the fullness of
A.
For the statement (ii), we write A = (a A′), where a ∈ Mm,1 (A) and A′ ∈ Mm,n−1 (A).
By assumption, A′ is not full, so we have a rank factorization A′ = DC where D ∈ Mm,r (A)
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and C ∈ Mr,n−1 (A) are full matrices (by the part (iii) of Lemma A.1). Then we have the
factorization
A =
(
a A′
)
=
(
a DC
)
=
(
a D
)(1 0
0 C
)
.
Since A is full, we obtain r + 1 = ρ (A) = m and thus B := (a D) is a full square matrix of
dimension m. Hence the above factorization is the desired factorization. 
Definition A.3. Let A ∈Mm(A) and B ∈Mn(A) be two matrices, we define their diagonal
sum, denoted by A⊕B, as
A⊕ B =
(
A 0
0 B
)
∈Mm+n(A).
Theorem A.4. (See [Coh06, Theorem 5.4.9]) Suppose that the set of all square full matrices
over A is closed under products and diagonal sums. Then for any A ∈Mm,n (A), there exists
a square block of A which is a full matrix over A of dimension ρ (A). Moreover, ρ (A) is the
maximal dimension for such blocks.
Proof. We prove the existence of such blocks by induction on m+n. For m+n 6 3, it’s easy
to check directly from the definition. Now suppose that the statement holds for m+ n− 1,
we want to prove it for m + n. First, we can write A = BC, where B ∈ Mm,ρ(A) (A) and
C ∈ Mρ(A),n (A) are two full matrices over A. Since the product of two square full matrices
is again full by assumption, it is enough to show that B and C both have a full ρ (A)×ρ (A)
block. In the following we prove that C has a full ρ (A) × ρ (A) block; such a block for B
can be obtained by a similar argument.
Put C = (c C ′), where c ∈ Mρ(A),1 (A) and C ′ ∈ Mρ(A),n−1 (A). If C ′ is full then, by the
induction hypothesis, we can conclude that C ′ has a full ρ (A)× ρ (A) block and so does C.
Now if C ′ is not full, then, by part (ii) of Lemma A.2, there is a factorization
C = D
(
1 0
0 E
)
,
where D is a full ρ (A) × ρ (A) matrix and E is full matrix with one less row and column
than C. Thus by the induction we can find a full (ρ (A)− 1)× (ρ (A)− 1) block of E. Then
by assumption, the diagonal sum of 1 and this block is also full. And its product with D is
full by assumption again, which becomes a full ρ (A)× ρ (A) block of C, as desired.
Now we want to show that such a block is maximal. For that purpose, we suppose that
A ∈ Mm,n (A) has a full block with dimension r > ρ (A). By applying row and column
permutations, we can assume A is of form
A =
(
P Q
R S
)
,
where P ∈Mr (A) is full and Q ∈Mr,n−r (A), R ∈Mm−r,r (A), S ∈Mm−r,n−r (A). Let
A =
(
B′
B′′
)(
C ′ C ′′
)
be a rank factorization where B′ ∈ Mr,ρ(A) (A), B′′ ∈ Mm−r,ρ(A) (A), C ′ ∈ Mρ(A),r (A) and
C ′′ ∈Mρ(A),n−r (A), then
A =
(
P Q
R S
)
=
(
B′C ′ B′C ′′
B′′C ′ B′′C ′′
)
,
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from which we can see P = B′C ′. This gives a factorization of P that yields ρ (P ) 6 ρ (A) <
r, which is a contradiction to the fullness of P . Hence we can conclude that r 6 ρ (A) for
any full r × r block of A. 
Now we want to present a proof for Proposition 2.4. For that purpose, we first prove the
following useful lemma.
Lemma A.5. If A is stably finite, then the identity matrix of each dimension is full.
Proof. Assume that ρ(1n) = r for some r < n, then there is a rank factorization
1n =
(
A
A′
)(
B B′
)
,
where A,B ∈Mr (A), A′ ∈Mn−r,r (A), and B′ ∈Mr,n−r (A). This yields the equations
AB = 1r, AB
′ = 0, A′B = 0, A′B′ = 1n−r.
Since A is stably finite, we have AB = 1r implies BA = 1r, which means A, B are invertible
and A−1 = B. Then the above equations reduce to A′ = 0, B′ = 0, and thus
1n =
(
A
0
)(
B 0
)
=
(
1r 0
0 0
)
.
This is impossible and so we can conclude that ρ(1n) = n, i.e., 1n is full. 
Proposition A.6. (See [Coh06, Proposition 5.4.6]) Suppose that A is stably finite. Let
A ∈Mm+n (A) be of the form
A =
(
B C
D E
)
,
where B ∈Mm (A), C ∈Mm,n (A), D ∈Mn,m (A) and E ∈Mn (A). If B is invertible, then
ρ (A) > m, with equality if and only if E = DB−1C.
Proof. It’s easy to check that the factorization
(A.1) A =
(
B C
D E
)
=
(
B 0
D 1n
)(
1m 0
0 E −DB−1C
)(
1m B
−1C
0 1n
)
holds as B is invertible over A. Moreover, from(
B 0
D 1n
)(
B−1 0
−DB−1 1n
)
= 1m+n =
(
1m B
−1C
0 1n
)(
1m −B−1C
0 1n
)
,
we can see that (
B 0
D 1n
)
and
(
1m B
−1C
0 1n
)
are invertible over A. Since the inner rank doesn’t change when multiplied by invertible
matrices, we obtain
ρ (A) = ρ
(
1m 0
0 E −DB−1C
)
.
From the last item of Lemma A.1, we have
ρ (A) > max
{
ρ (1m) , ρ
(
E −DB−1C)} > ρ (1m) .
Since A is stably finite, by Lemma A.5, we conclude that ρ (A) > m.
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Now if we assume that E = DB−1C, then from the factorization (A.1), it is clear that
ρ (A) = ρ (1m) = m. For the converse, we assume that ρ (A) = m and we want to prove
E −DB−1C = 0. From the factorization (A.1), we have
ρ
(
1m 0
0 E −DB−1C
)
= ρ (A) = m
and then there exists a rank factorization(
1m 0
0 E −DB−1C
)
=
(
R
R′
)(
S S ′
)
,
where R ∈Mm (A), R′ ∈ Mn,m (A), S ∈Mm (A) and S ′ ∈Mm,n (A). So we obtain RS = 1m
and thus R = S−1 as A is stably finite. Then from RS ′ = 0 and R′S = 0 we get S ′ = 0 and
R′ = 0. Hence the above factorization reduces to(
1m 0
0 E −DB−1C
)
=
(
R
0
)(
S 0
)
=
(
1m 0
0 0
)
,
and so E −DB−1C = 0. 
A.2. Inner rank of matrices over noncommutative polynomials. In this subsection,
we want to verify that the set of all square full matrices over C 〈x1, . . . , xd〉 is closed under
products and diagonal sums, so Proposition 2.5 follows from Theorem 2.2. For that purpose,
we need some lemmas first. Given a polynomial a ∈ C 〈x1, . . . , xd〉, we denote its degree by
d(a). Similar to the commutative case, we have the following properties:
• d(ab) = d(a) + d(b),
• d(a+ b) = max{d(a), d(b)},
with, in particular, d(0) := −∞. Moreover, we define the degree of a matrix A = (aij) ∈
Mm,n(C 〈x1, . . . , xd〉) as
d(A) = max
16i6m,16j6n
d(aij).
Definition A.7. Let a1, . . . , an be n polynomials. They are called right d-dependent if ai = 0
for some index i, or there exists a non-zero vector (b1, . . . , bn) of polynomials such that
d(
n∑
i=1
aibi) < max
16i6n
(d(ai) + d(bi)).
Otherwise, if a1, . . . , an are all non-zero and for any polynomials b1, · · · , bn, we have
d(
n∑
i=1
aibi) > max
16i6n
(d(ai) + d(bi)),
then a1, . . . , an are called right d-independent. Similarly, we can define left d-dependent and
left d-independent for a1, . . . , an.
Let us remark that if a1, . . . , an are right linear dependent over C 〈x1, . . . , xd〉, i.e., if there
exists a non-zero vector (b1, . . . , bn) of polynomials such that
∑n
i=1 aibi = 0, then a1, . . . , an
are also right d-dependent. This follows from
−∞ = d(0) = d(
n∑
i=1
aibi) < 0 6 max
16i6n
d(bi) 6 max
16i6n
(d(ai) + d(bi)).
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This shows that right d-independence implies right linear independence over C 〈x1, . . . , xd〉.
Moreover, similar to the usual notion of linear dependence, the following lemma shows that
any tuple of polynomials always can be reduced to a d-independent one.
Lemma A.8. (See [Coh06, Theorem 2.5.1]) Let a1, . . . , an be n polynomials, then there
exists an invertible matrix over C 〈x1, . . . , xd〉, which reduces (a1, . . . , an), by acting on the
right, to a tuple whose non-zero entries are right d-independent. Similarly, we can reduce
(a1, . . . , an) to a tuple whose non-zero entries are left d-independent by an invertible matrix
over C 〈x1, . . . , xd〉 acting on the left.
Proof. In order to prove this lemma, we introduce the notion of left transduction: the left
transduction for xi is defined as a linear map Li of C 〈x1, . . . , xd〉 into itself, which sends any
monomial of the form xj1 · · ·xjsxi to xj1 · · ·xjs and all other monomials to 0. Furthermore,
for a given monomial a = xj1 · · ·xjs , we define the left transduction for this monomial
as La = Lj1 · · ·Ljs. For convenience, we also define the left transduction for any non-
zero number a as the identity map on C 〈x1, . . . , xd〉. Then it’s not difficult to check that
d(La(b)) 6 d(b)− s for any b ∈ C 〈x1, . . . , xd〉.
Now, if a1, . . . , an are right d-independent, then nothing needs to be proved. So we suppose
that a1, . . . , an are right d-dependent; then there exists b1, . . . , bn such that
(A.2) d(
n∑
i=1
aibi) < max
16i6n
(d(ai) + d(bi)).
Denote k = max16i6n(d(ai)+ d(bi)), then from (A.2), we see that the monomials of degree k
degree in each product aibi have to cancel with each other in the sum
∑n
i=1 aibi; therefore,
omitting pairs (ai, bi) with d(ai) + d(bi) < k does not change the relation (A.2), so we may
assume d(ai)+ d(bi) = k for all i = 1, . . . , n. Without loss of generality, we may additionally
arrange d(a1) > · · · > d(an), then we have 0 6 d(b1) 6 · · · 6 d(bn). In order to find the
desired invertible matrix, we set a as the monomial of highest degree s := d(b1) in b1 and
define
pi = La(bi), i = 1, . . . , n;
then we can write bi = pia+ b
′
i, where b
′
i consists of the monomials in bi which are cancelled
by La. Hence, we have
La(
n∑
i=1
aibi) =
n∑
i=1
aipi +
n∑
i=1
La(aib
′
i),
where each product aipi = aiLa(bi) has degree k − s, while each polynomial La(aib′i) has
degree d(La(aib
′
i)) < d(ai) (because every monomial in b
′
i does not have a as a factor from
the right side). As d(ai) 6 d(a1) = k − s and
d(La(
n∑
i=1
aibi)) 6 d(
n∑
i=1
aibi)− s < k − s,
where the second inequality comes from (A.2), it follows that
d(
n∑
i=1
aipi) < k − s = d(a1),
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since
∑n
i=1 aipi is the difference of two polynomials whose degree < k − s. Setting
P =


p1 0 · · · 0
p2 1 · · · 0
...
...
. . .
...
pn 0 · · · 1

 ∈Mn(C 〈x1, . . . , xd〉),
then it is invertible as p1 = La(b1) ∈ C is non-zero because a is the monomial of highest
degree in b1; moreover, the acting of P on (a1, . . . , an) reduces the degree of a1 but doesn’t
change the other entries.
We continue this procedure as long as a1, . . . , an are right d-dependent; we arrive either at
a1, . . . , an which are are d-independent or at a1 = 0. In the case where a1 is reduced to 0, we
just repeat the procedure for the remaining terms. Therefore, the assertion can be achieved
after finitely many steps. 
Definition A.9. A matrix A over C 〈x1, . . . , xd〉 is called right regular if it has no right
zero divisor, i.e., if there is a matrix B over C 〈x1, . . . , xd〉 such that AB = 0, then B = 0.
Similarly, if a matrix has no left zero divisor, then we call it left regular.
From the definition, if A is not right regular, then we have a matrix B such that AB = 0;
in particular, we can say that each column of B is also a right zero divisor of A. Therefore,
we see that A is right regular if and only if there is no non-zero column b over C 〈x1, . . . , xd〉
satisfying Ab = 0.
Lemma A.10. (See [Coh06, Lemma 3.1.1]) If A ∈ Mm,n(C 〈x1, . . . , xd〉) is full, then A is
right regular whenever m > n and left regular whenever m 6 n.
Proof. Suppose that m > n; we want to prove that any full m× n matrix A is right regular
by induction on n. When n = 1, A is a full column means that there is at least one entry
of A which is non-zero; then, as C 〈x1, . . . , xd〉 is an integral domain, there is no zero divisor
for this non-zero entry and so for A.
Now suppose the assertion is proven for n = k − 1 (k 6 m), and we consider a full m× k
matrix A such that Ab = 0 for some column b. If there is one entry of b being zero, then
we can obtain b = 0 by the assertion for k − 1: Actually, we may assume that b = (b′ 0)T ,
namely, has its last entry as zero, then by writing A = (A′ a), where A′ is the block of the
first n − 1 columns of A, we have Ab = A′b′ = 0 and thus b′ = 0 follows from the assertion
for k− 1. In order to use the assertion for k− 1, we only need to show that A′ is full, which
is guaranteed by part (i) (with exchanged rows and columns) of Lemma A.2.
Finally, we deal with the case where every entry of b is non-zero. We apply Lemma A.8
to b, that is, b is either left d-independent or can be reduced to a new column who has zero
entries. In the case that b is reduced by an invertible matrix P to a column Pb has zeros,
then from (AP−1)(Pb) = 0 we see that Pb = 0 by the previous paragraph. So we have b = 0
as desired, and then it remains to conside the case that b is left d-independent and has no
zero entry. In this case, b is also left linear independent over polynomials, which enforces
that A = 0, which is a contradiction with fullness of A.
Therefore, we can conclude that for any matrix A ∈ Mm,n(C 〈x1, . . . , xd〉) with n 6 m is
right regular. By symmetry the second half of our assertion follows.

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Lemma A.11. (See [Coh06, Proposition 3.1.3]) If two full matrices A ∈Mm,r(C 〈x1, . . . , xd〉)
and B ∈Mr,n(C 〈x1, . . . , xd〉) satisfy AB = 0, then m+ n 6 r.
Proof. By the previous lemma, it is clear that m < r and n < r. Moreover, as A is not
right regular, there exists some non-zero column b such that Ab = 0; we can use Lemma
A.8 to reduce b to a column (0 b′)T whose non-zero part b′ is d-independent; then by the
same invertible matrix acting on A, we reduce A to the form (A′ 0) as b′ is independent over
C 〈x1, . . . , xd〉. So we may assume that A is of the form (A′ 0), where A′ ∈Mm,s(A) is right
regular for some s < r. Hence the relation AB = 0 turns to
(
A′ 0
)(B′
B′′
)
= 0;
then it follows A′B′ = 0 and thus B′ = 0 as A′ is right regular. Note that (A′ 0) and (0 B′′)T
are full, this implies that s > m and r − s > n, otherwise they would be hollow. Therefore,
we obtain m+ n 6 r − s+ s = r. 
Lemma A.12. The product and the diagonal sum of full square matrices over C 〈x1, . . . , xd〉
are full.
Proof. We want to prove the assertion by contradiction. Suppose that A and B are two full
n× n matrices such that AB is not full. Then there exists a rank factorization AB = CD,
where C ∈Mn,r(A), D ∈Mr,n(A) with r < n. Alternatively, we can write
(
A C
)( B
−D
)
= 0;
therefore if (A C) and (B (−D))T are full, then by the previous lemma, we have 2n 6 n+ r,
as desired. To see that these two matrices are full, recall part (iv) of Lemma A.1; this gives
ρ
(
A C
)
> max{ρ(A), ρ(C)} = n,
so (A C) is full; by symmetry we can also see that (B D)T is full.
Suppose that A ∈ Mm(C 〈x1, . . . , xd〉) and B ∈ Mn(C 〈x1, . . . , xd〉) are full but A ⊕ B is
not full. Then there exists a rank factorization(
A 0
0 B
)
=
(
C ′
C ′′
)(
D′ D′′
)
,
where C ′, C ′′, D′ and D′′ are of sizes m× r, n× r, r ×m and r × n, respectively, for some
r < m + n. By comparing both sides of the equation, we obtain C ′D′′ = 0; therefore, if
C ′ and D′′ are full, then we obtain m + n 6 r by the previous lemma, as desired. To see
that C ′ is full, we consider the relation A = C ′D′: if C ′ is not full, then there exists a rank
factorization C ′ = FG with F ∈ Mm,s(A), G ∈ Ms,r(A) and s < m; thus, A = F (GD′)
yields that ρ(A) < s < m, contradicting the fullness of A. Similarly, we can also prove that
D′′ is full. 
Finally we have the following proposition as a corollary of Theorem 2.2 (or Theorem A.4).
Proposition A.13. Let A ∈ Mn(C 〈x1, . . . , xd〉) be given in the form A = (a A′), where a
is the first column of A and A′ is the remaining block. Assume that A is full, then there is
a full (n− 1)× (n− 1) block in A′.
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Proof. First, by part (i) (with exchanged rows and columns) of Lemma A.2, we can see
that A′ is full. Then the assertion can be deduced from Theorem 2.2 if we can verify its
requirements; this can be done by the previous lemma. 
A.3. Characterizations of full matrices with linear entries. Theorem 2.8 establishes
the equivalence between fullness and hollowness for linear matrices over C 〈x1, . . . , xd〉 up
to invertible matrices over C; for reader’s convenience, we are presenting a proof based on
Section 5.8 of [Coh06].
Lemma A.14. (See [Coh06, Lemma 5.8.7]) Let A ∈ Mm,n(C 〈x1, . . . , xd〉) be a matrix with
rank factorization A = BC, then there exists an invertible matrix P over C 〈x1, . . . , xd〉 such
that d(BP ) 6 d(A) and d(P−1C) 6 d(A).
Proof. Consider the free algebra of polynomials C 〈x1, . . . , xd, y1, . . . , ym, z1, . . . , zn〉 with more
variables y1, . . . , ym and z1, . . . , zn, which contains C 〈x1, . . . , xd〉 as a subalgebra. Writing
A = (aij), B = (bik) ∈ Mm,r(C 〈x1, . . . , xd〉), C = (ckj) ∈ Mr,n(C 〈x1, . . . , xd〉), we can define
b′k =
∑m
i=1 yibik and c
′
k =
∑n
j=1 ckjzj for k = 1, . . . , r, then
r∑
k=1
b′kc
′
k =
r∑
k=1
m∑
i=1
n∑
j=1
yibikckjzj =
m∑
i=1
n∑
j=1
yi(
r∑
k=1
bikckj)zj =
m∑
i=1
n∑
j=1
yiaijzj .
If b′1, . . . , b
′
r are right d-independent, then we have
d(A) + 2 = d(
m∑
i=1
n∑
j=1
yiaijzj) = d(
r∑
k=1
b′kc
′
k) > max
16k6r
(d(b′k) + d(c
′
k));
combining this with
d(b′k) = max
16i6m
bik + 1, d(c
′
k) = max
16j6n
ckj + 1
for k = 1, . . . , r, implies that
d(A) > max
16k6r
( max
16i6m
bik + max
16j6n
ckj).
So we see that
d(A) > max
16k6r
max
16i6m
bik = d(B)
and d(A) > d(C) similarly.
Therefore, it remains to consider the case when b′1, . . . , b
′
r are not right d-independent.
In this situation, we apply Lemma A.8 to b′1, . . . , b
′
r, then there exists an invertible matrix
P reducing (b′1, . . . , b
′
r) to a tuple whose non-zero entries are d-independent. First, from
the proof of Lemma A.8, we can see in the construction of this invertible matrix P that P
only contains polynomials in x1, . . . , xd, since each c
′
k has at least a monomial containing
some variable zj (otherwise, c
′
k = 0 and thus C has a zero column, which is impossible by
the fullness of C). Secondly, we can show that b′1, . . . , b
′
r are right linear independent over
C 〈x1, . . . , xd〉: if this is not the case, then there exist polynomials f1, . . . , fr ∈ C 〈x1, . . . , xd〉
such that
0 =
r∑
k=1
b′kfk =
m∑
i=1
yi(
r∑
k=1
bikfk),
which enforces that
∑r
k=1 bikfk = 0 for all i = 1, . . . , m, i.e., B is not right regular over
C 〈x1, . . . , xd〉; but B is right regular by Lemma A.10 since B is full. As b′1, . . . , b′r are right
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linear independent, the right acting of P on them can not reduce any of them to zero. Hence
we are the back to the situation that b′1, . . . , b
′
r are right d-independent as previous. 
Definition A.15. Let A = A0 + A1x1 + · · ·+ Adxd ∈ Mm,n(C 〈x1, . . . , xd〉) with m > n. A
is called left monic if there are matrices B1, . . . , Bd ∈Mn,m (C) such that
d∑
i=1
BiAi = 1n.
That is, the coefficients of homogeneous terms inA form a left invertible matrix (A1 . . . Ad)
T ∈
Mmd,n (C). Similarly, we say a linear matrix A ∈ Mm,n(C 〈x1, . . . , xd〉) with m 6 n is right
monic if (A1 . . . Ad) ∈Mm,nd (C) has a right inverse.
Lemma A.16. (See [Coh06, Corollary 5.8.4]) If A ∈ Mm,n(C 〈x1, . . . , xd〉) is a linear full
matrix with m > n, then there exist an invertible matrix U ∈Mm(C) and an invertible linear
matrix P ∈Mn(C 〈x1, . . . , xd〉) such that
UAP =
(
B 0
0 1s
)
,
where B ∈Mm−s,n−s(C 〈x1, . . . , xd〉) is left monic for some s = 0, 1, . . . , n.
Proof. Let A = A0 + A1x1 + · · ·+ Adxd be a full matrix. Suppose that A is not left monic,
then the scalar-valued matrix (A1 . . . Ad)
T has no left inverse. This means that its rank is
less than n, and thus we can find a column operation to eliminate its last column. Now if
it happens that the last column of A0 is also zero after the same column operation, then A
becomes hollow after this operation. This implies that A is not full, which is a contradiction
to our assumption. Hence the last column of A0 cannot be zero and then by some row
operations over C we can turn the last column A0 into the form (0, 1)
T , namely, the last
column has its last entry as 1 and all other entries as 0. Then by further column operations
over linear polynomials, we reduce A into the form(
B 0
0 1
)
,
where B is a linear matrix in Mm−1,n−1(C 〈x1, . . . , xd〉). Therefore, we can continue this
procedure if B is still not left monic and we will reach either a left monic B or a vanishing
B. 
Theorem A.17. (See [Coh95, Corollary 6.3.6] or [Coh06, Theorem 5.8.8]) Let A be a linear
matrix over C 〈x1, . . . , xd〉 that is not full. Then there exist invertible matrices U, V ∈Mn (C)
such that UAV is hollow.
Proof. Let A = BC be a rank factorization, where B and C are two full matrices. According
to Lemma A.14, we may assume that B and C are also linear. Denote r = ρ(A). By applying
Lemma A.16 to B, there exist invertible matrices U ∈ Mn (C) and P ∈ Mr(C 〈x1, . . . , xd〉)
such that
UBP =
(
B′ 0
0 1s
)
,
where B′ ∈Mn−s,r−s(C 〈x1, . . . , xd〉) is left monic for some s = 0, · · · , r. Writing
P−1C =
(
C ′
C ′′
)
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and
B′ = B′0 +B
′
1x1 + · · ·+B′dxd,
C ′ = C ′0 + C
′
1x1 + · · ·+ C ′dxd + Cλ ∈Mr−s,n(C 〈x1, . . . , xd〉),
where Cλ contains the terms in C ′ of degree higher than 1, then by comparing the two sides
of the equation
UA = (UBP )(P−1C) =
(
B′ 0
0 1s
)(
C ′
C ′′
)
=
(
B′C ′
C ′′
)
,
we get d(B′C ′) 6 1 and d(C ′′) 6 1. Hence the coefficients of those terms in B′C ′ whose
degree is larger than 1 are all zero, that is,
B′iC
′
j = 0, i, j = 1, . . . , d and C
λ = 0.
Since B′ is left monic, it follows that C ′j = 0 for j = 1, . . . , d and thus C
′ = C ′0 ∈Mr−s,n(C).
By Lemma A.2, C ′ is full and so by column operations over C we can reduce C ′ to the form
(1r−s 0). Therefore, finally we can find an invertible matrix V ∈ Mn(C) such that P−1CV
is of the form (
1r−s 0
C ′′1 C
′′
2
)
and we have
UAV =
(
B′ 0
0 1s
)(
1r−s 0
C ′′1 C
′′
2
)
=
(
B′ 0
C ′′1 C
′′
2
)
,
where the zero block has size (n− s)× (n− r + s), as desired. 
References
[AEK18a] O. H. Ajanki, L. Erdo¨s, and T. Kru¨ger, Stability of the Matrix Dyson Equation and Random
Matrices with Correlations, arXiv:1604.08188v5 (2018).
[AEK18b] J. Alt, L. Erdo¨s, and T. Kru¨ger, The Dyson equation with linear self-energy: spectral bands,
edges and cusps, arXiv:1804.07752v1 (2018).
[Ami66] S. Amitsur, Rational identities and applications to algebra and geometry, J. Algebra 3 (1966),
no. 3, 304–359.
[And12] G. W. Anderson, Support properties of spectra of polynomials in Wigner matrices, lecture notes
(2012).
[And13] , Convergence of the largest singular value of a polynomial in independent Wigner ma-
trices, Ann. Probab. 41 (2013), no. 3B, 2103–2181.
[And15] , A local limit law for the empirical spectral distribution of the anticommutator of inde-
pendent Wigner matrices, Ann. Inst. Henri Poincare´, Probab. Stat. 51 (2015), no. 3, 809–841.
[Ati74] M. F. Atiyah, Elliptic operators and compact groups., vol. 401, Springer, Cham, 1974.
[BMS17] S. T. Belinschi, T. Mai, and R. Speicher, Analytic subordination theory of operator-valued free
additive convolution and the solution of a general random matrix problem., J. Reine Angew.
Math. 732 (2017), 21–53.
[CDS14] S. Curran, Y. Dabrowski, and D. Shlyakhtenko, Free analysis and planar algebras,
arXiv:1411.0268v1 (2014).
[Coh95] P. M. Cohn, Skew fields, theory of general division rings, Cambridge: Cambridge University
Press, 1995.
[Coh06] , Free ideal rings and localization in general rings, Cambridge: Cambridge University
Press, 2006.
[CR94] P. M. Cohn and C. Reutenauer, A normal form in free fields, Can. J. Math. 46 (1994), no. 3,
517–531.
[CR99] , On the construction of the free field, Int. J. Algebra Comput. 9 (1999), no. 3-4, 307–324.
THE FREE FIELD 69
[CS05] A. Connes and D. Shlyakhtenko, L2-cohomology for von Neumann algebras, J. Reine Angew.
Math. 586 (2005), 125–168.
[CS16] I. Charlesworth and D. Shlyakhtenko, Free entropy dimension and regularity of non-commutative
polynomials, J. Funct. Anal. 271 (2016), no. 8, 2274–2292.
[Dab10] Y. Dabrowski, A note about proving non-Γ under a finite non-microstates free Fisher information
assumption, J. Funct. Anal. 258 (2010), no. 11, 3662–3674.
[DLM+03] J. Dodziuk, P. Linnell, V. Mathai, T. Schick, and S. Yates, Approximating L2-invariants and the
Atiyah conjecture, Communications on pure and applied mathematics 56 (2003), no. 7, 839–873.
[EKYY13] L. Erdo¨s, A. Knowles, H.-T. Yau, and J. Yin, The local semicircle law for a general class of
random matrices, Electron. J. Probab. 18 (2013), 58.
[GGOW16] A. Garg, L. Gurvits, R. Oliveira, and A. Wigderson, A Deterministic Polynomial Time Algo-
rithm for Non-Commutative Rational Identity Testing with Applications, 2016 IEEE 57th Annual
Symposium on Foundations of Computer Science (FOCS), 2016, pp. 109–117.
[GLSZ˙00] R. Grigorchuk, P. Linnell, T. Schick, and A. Z˙uk, On a question of atiyah, Comptes Rendus de
l’Acade´mie des Sciences-Series I-Mathematics 331 (2000), no. 9, 663–668.
[HMS18] J. W. Helton, T. Mai, and R. Speicher, Applications of realizations (aka linearizations) to free
probability, J. Funct. Anal. 274 (2018), no. 1, 1–79.
[HST06] U. Haagerup, H. Schultz, and S. Thorbjørnsen, A random matrix approach to the lack of pro-
jections in C∗red (F2), Adv. Math. 204 (2006), no. 1, 1–83.
[HT05] U. Haagerup and S. Thorbjørnsen, A new application of random matrices: Ext (C∗
red
(F2)) is not
a group, Ann. of Math. 162 (2005), no. 2, 711–775.
[HW15] P. Hrubesˇ and A. Wigderson, Noncommutative arithmetic circuits with division, Theory Com-
put. 11 (2015), 357–393.
[Jam15] G. Jamro´z, Les mesures positives appartenantes a` H−1(R2), C. R., Math., Acad. Sci. Paris 353
(2015), no. 6, 529–534.
[KV12] D. S. Kaliuzhnyi-Verbovetskyi and V. Vinnikov, Non-commutative rational functions, their
difference-differential calculus and realizations, Multidimens. Syst. Signal Process. 23 (2012),
no. 1-2, 49–77.
[Lin93] P. A. Linnell, Division rings and group von Neumann algebras, Forum Math. 5 (1993), no. 6,
561–576.
[Lu¨c02] W. Lu¨ck, L2-Invariants: Theory and Applications to Geometry and K-Theory, Berlin: Springer,
2002.
[Mai15] T. Mai, Regularity of distributions of Wigner integrals, arXiv:1512.07593 (2015).
[Mai17] , On the analytic theory of non-commutative distributions in free probability, PhD thesis
Universita¨t des Saarlandes (2017).
[MSW17] T. Mai, R. Speicher, and M. Weber, Absence of algebraic relations and of zero divisors under the
assumption of full non-microstates free entropy dimension, Adv. Math. 304 (2017), 1080–1107.
[Pis18] G. Pisier, On a linearization trick, arXiv:1802.03742 (2018).
[PT11] J. Peterson and A. Thom, Group cocycles and the ring of affiliated operators, Inventiones math-
ematicae 185 (2011), no. 3, 561–592.
[Shl00] D. Shlyakhtenko, Free entropy with respect to a completely positive map, Am. J. Math. 122
(2000), no. 1, 45–81.
[SS15] D. Shlyakhtenko and P. Skoufranis, Freely independent random variables with non-atomic dis-
tributions, Trans. Am. Math. Soc. 367 (2015), no. 9, 6267–6291.
[Voi79] D.-V. Voiculescu, Some results on norm-ideal perturbations of Hilbert space operators, J. Oper.
Theory 2 (1979), 3–37.
[Voi94] , The analogues of entropy and of Fisher’s information measure in free probability theory,
II, Invent. Math. 118 (1994), no. 3, 411–440.
[Voi98] , The analogues of entropy and of Fisher’s information measure in free probability theory.
V: Noncommutative Hilbert transforms, Invent. Math. 132 (1998), no. 1, 189–227.
[Vol18] J. Volcˇicˇ, Matrix coefficient realization theory of noncommutative rational functions, J. Algebra
499 (2018), 397–437.
[Yin18] S. Yin, Non-commutative rational functions in strongly convergent random variables, Adv. Oper.
Theory 3 (2018), no. 1, 178–192.
70 T. MAI, R. SPEICHER, AND S. YIN
Saarland University, Faculty of Mathematics, D-66123 Saarbru¨cken, Germany
E-mail address : mai@math.uni-sb.de
Saarland University, Faculty of Mathematics, D-66123 Saarbru¨cken, Germany
E-mail address : speicher@math.uni-sb.de
Saarland University, Faculty of Mathematics, D-66123 Saarbru¨cken, Germany
E-mail address : yin@math.uni-sb.de
