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Let G be a finitely generated abelian group, embedded densely in a finite 
dimensional real vector space, R”. Let End,(G) denote the ring of group 
endomorphisms that extend to linear maps of R”. We study End,(G) in 
depth for the critical case that the rank of G is n + 1, the smallest possible. 
We show that End,(G) is always a commutative domain, of additive rank 
dividing n + 1. It acts on G in a natural way, and if it acts essentially 
indecomposably, there is a very strong structure available; the study of such 
groups is equivalent to the study of the ideal class structure of subrings of 
rings of integers of finite dimensional extension fields of the rationals. 
Corresponding to every AF C* algebra A is a partially ordered group, 
K,(A) = G, which determines the stable isomorphism class of A; that is, if B 
is another AF C* algebra and K,(A) !Y K,(B) as partially ordered groups, 
then A @ C 2: B 0 C, where C is the algebra of compact operators [3 ]. 
When A is simple, unital and not finite dimensional, then K,(A) maps 
naturally onto a dense subgroup of the space of affine functions on a 
Choquet simplex ([2, Theorem 3.51 for the finite dimensional case, [4] for 
the general case). If K is the simplex, and P: K,(A) -+ Aff(K) the map, then P 
determines the ordering on K,(A), in the sense that for nonzero x in K,(A), 
P(x)(k) > 0 for all k in K 
if and only if x is in the positive cone of K,(A) [2; Corollary 1.51. 
In the situation that K is a finite dimensional simplex and P is one to one, 
0022~123f~/82/040001-27SO2.00/‘0 
Copyright 15’ 1982 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
2 DAVID HANDELMAN 
then K,(A) can be regarded as a subgroup of R”, and the ordering on K,(A) 
is the strict ordering: 
K,(A)+={0ER”}U{x=(x,,...,x,)~K,(A)]x~>Oalli}. 
Conversely, given a countable dense subgroup of R”, G, equip it with the 
strict ordering; there is a simple unital AF C* algebra A so that the diagram 
commutes: 
G c R”. 
the vertical maps being isomorphisms as partially ordered groups. 
Any automorphism of A induces an order-automorphism of K,(A) that 
fixes a certain positive element; conversely, given an order-automorphism of
&(A 0 C), there is a *-automorphism of the C* algebra A @ C inducing the 
given automorphism of K, (incidentally, K,(A@C) is order-isomorphic to 
K,(A)). We are interested in order-automorphisms of such dense subgroups 
G. It follows from [2, Proposition 4.31 that all order-automorphisms of G 
extend to linear maps of R”, so belong to End,(G). We deduce from the 
commutativity result mentioned aboved, that when G is free of rank n + 1, 
the group of order-automorphisms of G, Aut,(G), is abelian (and is finitely 
generated of rank at most n). With the same G, the linear extension of any 
order-automorphism is either diagonal (with respect o the standard basis) or 
squares to a diagonal matrix. 
The groups with which we are dealing can be thought of as free abelian 
simple dimension groups of rank IZ + 1 with n pure states, so represent an 
extreme situation. 
I. FINITELY GENERATED DENSE SUBGROUPS OF R” 
Dense subgroups of R” were discussed in [2, Sect. 41. We take a slightly 
more computational point of view. 
THEOREM I. 1 [2, Corollary 3.41. Zf G is a subgroup of R”, then G is 
dense in R” if and only iffor all nonzero elements x of the dual space of R”, 
x(G) is dense in R. 
When G is finitely generated, so is x(G); but a finitely generated subgroup 
of R is dense if and only if the rank is at least 2. If G has generators (X,, 
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X 2,..., X,} then the rank of x(G) is 0 or 1 if and only if the x(X,) are all 
rational multiples of a single real number. Using this, we can re-obtain the 
criterion of [2, Corollary 4.21 in a form suitable for this article. 
We think of R” as the space of columns, in order to have matrices acting 
on the left. 
THEOREM I.2 (Essentially [2, Corollary 4.21). Let X, ,X2 ,..., X, + , be 
elements of R”, and let G be the group they generate. Define the n + 1 real 
numbers 
d,=det(X,X,X, . ..Xi...X.+,). 
Then G is dense if and only r the set (d, , d, ,..., d, + , } is linearly independent 
over the rational numbers. 
Proof: Write Xi = (xijxZj ... x,~)~. Let e, be the standard basis for the 
dual space, (R”)*. If for some z = xi&e, (Ai in R), z(G) is not dense, then 
the z(X,) are all rational multiples of a single real number, denoted r; so 
z(Xj) =pjr (if r is zero, set pi = 0). Thus pjr = Ci,lixij. 
Define the row of size n + 1, A = (-rA,1, ... A,), and the matrix B of size 
n+ 1, 
B= PIPZ’” 
i x,x, * *’ 
P n+ 
xn+ 
Then AB = 0. As A is not zero, det(B) = 0; reading the determinant off the 
top row of B, we obtain 
Thus the d’s are linearly dependent over the rational numbers. 
Conversely, assume Cmjdj = 0, the m’s rational and not all zero. Set 
pj = (-l)j+ l mj, and define the matrix B as above. Expanding along the top 
row, det(B) = 0, so the null space of B’ is not zero. We thus obtain the row 
ha1 . . . a,) = A with AB = 0, not all the a’s being zero. If a, through a, 
were all zero, then a,mj = 0 for all j; this contradicts the m’s not all being 
zero. Hence the element z = C;=, aiei of the dual space is not zero, and 
reversing the above argument, we find that the rank of z(G) is at most one, 
so G cannot be dense in R”. I 
If G has more than n + 1 generators, the appropriate generalization asserts 
that the rank of Cd . Z is at least n + 1, where d varies over all the n x n 
determinants obtained from the generators. 
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COROLLARY 1.3. Let G be a dense subgroup of R”, free of rank n + 1. 
Then G is topologically isomorphic to the group with generators 
where 1, A,, 2, ,..., L,, are linearly independent over the rationals. Conversely, 
any such group is dense in R”. 
Proof. Suppose (X, , X, ,..., X,,, , } is a set of generators for G. Consider 
the vector space spanned by the first n elements, H = Cy=, Xi . R. If dim H 
is strictly less than n, there exists a nonzero element z of the dual space of 
R” such that z(H) = {O), so that z(G) can have rank at most 1, a 
contradiction. Thus {XI,..., X,} is a basis for R”. 
We may thus write X,,, = Cy=, Xi& for some real numbers li. Let (fi) 
be the standard basis for R”, and let b: R” + R” be the change of basis map, 
b(Xi) =fi for 1 < i < n. Then b is invertible since it sends a basis to a basis, 
so it induces a topological isomorphism of G with its image. Now the 
generators of G are sent to the elements as described in the statement of the 
corollary, and b(G) is dense as well. Computing the n + 1 determinants, we 
find they are 1,1, ,..., A,,, so the final statements hold by 1.2. 1 
LEMMA 1.4. Suppose B is a finitely generated abelian group, and 
J B -+ R” is an additive mapping with f (B) dense in R”. If A is a subgroup of 
B, with rank A equalling rank B, then f(A) is also dense in R”. 
Proof: Since the ranks are equal and finite, B/A is a torsion group; since 
B is finitely generated, so is B/A, and thus the latter is finite. There thus 
exists an integer m such that mB is contained in A. As mf(B) is obviously 
dense, so is f (A). 4 
We call a group finitely generated of rank n + 1 that is embedded densely 
in R”, a critical group of rank n + 1, or a critical subgroup of R”. 
To avoid potential confusion between bases for a (free) abelian group and 
a vector space, we say a Z-basis for an abelian group is a free set of 
generators. A mapping between abelian groups is Z-linear (or additive) if it 
is a group homomorphism; linear used without the prefix means real linear 
as between real vector spaces. 
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COROLLARY 1.5. Let H be a subgroup of a critical group G of rank 
n+ 1. 
(a) If the rank of H is less than or equal to n, then H is discrete and 
dim H . R = rank H. 
(b) If the rank of H equals n + 1, then H is dense in R”. 
Proox (a) If rank H < n, there exist two nonzero subgroups, A and B, of 
G, such that H CA, and A 0 B = G. If we pick a Z-basis for A, (x, ,..., x,), 
then k < n; pick a Z-basis { y,, yz ,..., ys } for B, so that k f s = n + 1. Then 
IX , (“-1 xk, 1” Y**., J, _, } are the first n elements of a generating set for G, so as 
in the proof of 1.3, must be a basis for R”. Hence the group generated by 
these elements must be discrete (for example, consider their image under the 
mapping b of 1.3), so H is discrete. The result on dimension is immediate. 
(b) A straightforward consequence of 1.4. 1 
II. CONTINUOUSENDOMORPHISMS 
Let G be any dense subgroup of R”. Let End,(G) denote the ring of group 
endomorphisms of G that extend to R-linear maps R” -+ R”, that is, to 
matrices. Of course, these endomorphisms are precisely the continuous 
endomorphisms of G, where G is endowed with the relative topology. 
An example is the following, which is a special case of that given in 12, 
Sect. 4 1. 
EXAMPLE 11.1. Let r, s be the two positive roots of the equation 
x3-3x+1, and let t be the third (so that r+s+t=O and rst=-I). 
Define G inside R* via generators (1 l)‘, (r s)‘, (r’ s*)‘. Since r, s satisfy 
the same polynomial with coefficients from Z, (r3 s3)’ is a Z-linear 
combination of the generators. Thus the mapping defined by the matrix, 
induces an endomorphism of G, denoted by V, and as (o extends to the R- 
linear @, (p is continuous. 
To check that G is dense, we need only check that the three determinants, 
s - r, sz - r2, and rs(s - r), are linearly independent over Z (or equivalently, 
over the rationals). Since s f r, we are reduced to showing the independence 
of I, s + r, and sr; in other words, that 1, -t, -l/t are Z-independent. But t 
satisfies no quadratic in Z, so the independence is easily verified. 
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Translating G via the mapping b of 1.3, with (1 l)‘, (r s)’ as the first two 
basis elements, the generators of G are transformed to 
and # translates to 
0 1/t L 1 1 -t ’ 
its companion matrix, over R. 
Since @ satisfies x3 - 3x + 1, @-’ is a Z-linear combination of Z, @, @*, 
and it follows that q’-’ may be defined on G. 1 
If p, w: G + G are continuous endomorphisms of the dense (in R”) group 
G, we shall denote by @, !P their extensions to M,R (real n X n matrices). If 
G is of finite rank, we may consider the minimal polynomial of p, on G, by 
tensoring with Q. If G is additionally free, then the minimal polynomial will 
(in addition to being manic, by definition) have integer coefficients. For 
#: R” + R”, the minimal polynomial (over R) is defined as usual. 
LEMMA 11.2. If the minimal polynomial of # (as an endomorphism of 
R”), denoted P(Q), has no repeated roots, then the minimal polynomial of q 
as an endomorphism of the abelian group G, denoted p(q), has no repeated 
factors. Further, viewing both polynomials as elements of R[x], P(Q) divides 
P(P)- 
ProoJ Since G is of finite rank, p satisfies a polynomial with integer 
coefficients, of degree bounded by dim,(G @ Q) = rank G. Let 
P=fyf;‘2’ . ..fl’“’ . q 
be, the factorization of p into irreducible manic polynomials (over the 
integers) and the rational number 4. As polynomial functions are continuous, 
@ satisfies p(x), whence P(x) divides p(x) (in R[x]). Since P has no repeated 
factors, P divides p’ = f, f2 . . . fk, so that @ satisfies p’; thus p satisfies p’, so 
since p’ has integer coefficients, we must have p’ =p (up to rational 
multiples). Thus p has no repeated factors. 1 
Of course, for @ in M,R, the condition that the minimal polynomial have 
no repeated roots is equivalent to @ being diagonable in M,C or, 
equivalently, that there be a change of basis for R” so that @ is represented 
as a matrix direct sum of 2 x 2 blocks representing complex numbers, 
[it ;b ] for a + bi, with a diagonal matrix; in other words, R” is completely 
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reducible with respect o @. Alternately, @ is sometimes itself referred to as 
completely reducible or semisimple. 
If, in Lemma 11.2, G is also finitely generated, hence free, say, of rank d, 
then u, can be regarded as an element of MdZ (G = Z”). There is an 
appropriate analogue of “completely reducible” for actions on free groups, 
and it is convenient at this point to introduce a few definitions. 
So let G = Zd, and let a be a group endomorphism. Suppose H is a 
subgroup of G. Then H is a-invariant if a(H) c H; H is essentially 
(a)-irreducible (with respect o a), if H is a-invariant and for any invariant 
nonzero subgroup K of H, rank K = rank H. 
LEMMA 11.3. Let G = Z’ be a free abelian group, and a a (group) 
endomorphism of G, whose minimal polynomial has no repeated factors. 
(a) If H is an a-invariant subgroup of G, there exists a unique a- 
invariant subgroup K of G such that H c K, rank H = rank K, and 
K @ L = G for some subgroup L of G. 
(b) If H is an a-invariant subgroup of G, there exist essentially 
irreducible a-invariant subgroups K, of H with C Ki = @ Ki E H, and 
rank C Ki = rank H. 
Proof: (a) Set K = {g E GI ng E H for some positive integer n}. Then K 
is obviously a-invariant, and K/H is torsion, so their ranks are equal. 
Clearly G/K is torsion-free, so K has a group complement in G, and the 
uniqueness of K with all these properties is clear. 
(b) Tensoring with Q, H @ Q is a Q-vector space, and a @ 1 acts on 
H @ Q. Since the minimal polynomial remains unchanged, H @ Q is 
completely reducible under the action of a @ 1. We may thus find a @ l- 
irreducible Q-vector subspaces Vi with H @ Q = @ Vi. Set Ki = Vi n H. 
Since rank H = dim, H @ Q, it easily follows that rank Ki = dim, Ui. Thus 
rank CK, = rank H. Clearly CK, = @ Ki and each Ki is a-invariant. 1 
Observe that the hypothesis on the minimal polynomial may be deleted 
from 11.3(a), and the latter still holds. 
In 11.3(a), one cannot hope that L itself will be a-invariant and in 11.3(b), 
it is too much to expect hat one can actually obtain H = @ Ki. These hopes 
are dashed by the observation that both revolve around the equivalence of 
matrices under the action of PGL(d, Z). For example, the matrices 
satisfy the same minimal polynomial (and there are no repeated roots), but 
are not equivalent in M,Z. Thus Z2 decomposes into a direct sum of rank 1 
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A-invariant subgroups, but not into rank 1 B-invariant subgroups. A slightly 
more sophisticated example can be built up, where A, B are 9 x 9 matrices 
each having as minimal polynomial the same irreducible polynomial of 
degree 3, but Z9 decomposes into a direct sum of 3 rank 3 invariant 
subgroups only with respect o A. 
PROPOSITION 11.4. Let G be a critical group of rank n + 1. 
(a) The ring of continuous endomorphisms of G, End,(G), has no 
divisors of zero. 
(b) The minimal polynomial of any element, cp, of End,(G) (as a 
matrix with integer coefJicients) is irreducible over Z; in particular, its 
minimal polynomial has no repeated roots. 
Proof. (a) Let rp, w be nonzero elements of End,G, and let @, !P be their 
R-linear extrensions to endomorphisms of R”. If v, is not zero, o(G) is a 
nonzero subgroup. If the rank of o(G) is less than or equal to n, q(G) is 
discrete (1.5); on the other hand, G is dense in a real vector space, so q(G), 
being a continuous image of G, must also be dense in a real vector space-a 
contradiction. Hence rank p(G) = n + 1, so q(G) is dense in R”. Thus @(R”) 
contains a dense subset, so @(R”) = R”, and thus @ is invertible (in M,R). 
If additionally, I(/ is not zero, then !P@ # 0; whence (since G spans R”), v(o 
is not zero. 
(b) If cp is an element of End,(G), and p is any polynomial with 
integer coefficients, then p(q) also belongs. Since End,(G) has no divisors of 
zero, (b) is immediate. fl 
THEOREM 11.5. Let G be a critical group, let cp be a continuous 
endomorphism of G, and let @ be its linear extension. Then tf the degree of 
the minimal polynomial of cp (over Z) is t, t divides n + 1. 
(a) If t = n f 1, the eigenvalues of @ (as an element of M,R) are 
precisely all but one of the n + 1 distinct eigenvalues of cp (in the algebraic 
closure of the rational numbers). 
(b) If t # n + 1, set d = (n + 1)/t. Then the eigenvalues of @ are 
precisely the t distinct eigenvalues of cp (in the algebraic closure of the 
rationals), and all but one of them has multiplicity d; the other one has 
multiplicity d - 1. 
(c) The first t symmetric functions on M, R (S, = 1, S, = trace, 
S, = determinant) satisfy {S,(a), S,(#),..., S,- ,(@)} is linearly independent 
over the rationals; in particular, S,(Q) = tr(@) is irrational whenever rp is 
not multiplication by an integer. 
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Proof. With G = H, and n = r in 11.3, we may find essentially o- 
irreducible subgroups Ki of G, with rank(@ Ki) = n + 1, for some d. Now v, 
restricted to any Ki acts essentially irreducibly, and since the minimal 
polynomial of a, is irreducible by 11.4(b), the ranks of all the K’s must be 
equal to the degree of the minimal polynomial, t. Thus n + 1 = dt. 
(a) If t= n + 1, pick nonzero g in G, and set Xi = q’(g), for 
i = 0, l,..., n. Set J = C XiZ (1 is the subgroup generated by the X’s); J is 
clearly o-invariant, and as the minimal polynomial of o equals its charac- 
teristic polynomial, rank J = n + 1. By 1.5, J is dense. Also, however, (X0, 
x 1 ,..., X,-,} is a basis for R” (1.5(a); the rank of the group these X’s 
generate is n). We may thus find real numbers A, . . . . . A,, so that 
i=O 
and by 1.3, (l,&, ;1, ,..., A,,} is linearly independent over Q. Since 
X, = @(X,- ,), with respect to the basis (X0 ,..., X,-, }, @ becomes 
1 
I (the companion matrix for @). 
Thus we see that the symmetric functions of CD are (up to sign), 
11, 4 7 4 Y..., A,,}, so they form a linearly independent set over Q, and (c) 
follows in this case. 
Let p be the minimal polynomial of o, and P the minimal polynomial of 
@. Then as elements of R[x], P divides p (11.2). Say deg P = k; then there 
exist real numbers ,D~,,D~ ,..., pu,-, such that X, = C”:~,U~X~ (since 
o(Xi) = Xi+ ,). If k < n - 1, we obtain a contradiction to the linear indepen- 
dence of IX,,..., X,,-,}; thus k = n. As p has all its roots distinct, so does P 
(P divides p in R[x]); as deg P = n, P is also the characteristic polynomial 
of @, so the eigenvalues of @ are distinct and are n of the n + 1 roots of (0. 
(b) Here t is strictly less than n, and we consider the K,. Select 
nonzero gi in Ki. Since each Ki is essentially irreducible, as above we deduce 
that {g,, rp( gi), p”( gi),..., (D*-‘( gi)) is Z-linearly independent; by 1.5, this set 
is also linearly independent. Hence the degree of P (the minimal polynomial 
of @) is at least t; since P divides the minimal polynomial of p, p, and the 
latter has degree t, we deduce that P =p (if both are assumed manic). 
10 DAVID HANDELMAN 
Suppose p(x) = xt + Cj ajxj (aj integers), and set 
xij=cP'(gi) for l<i<d- 1 and O<j<t- 1, and 
for i=d and O<j<t-2. 
Then for each i less than d, rank z X,Z = t; as c Ki = @ Kiy we see that 
the n elements (X,) generate a group of rank n, so constitute a basis for R”. 
Also, rp(X,,,-,) lies in K,, and it easily follows that rank(C X, Z + 
o(X,,,-,) Z) = rank JJ Ki = n $ 1; whence, writing q(X,,,-,) = C I,X,, 
from the density (1.5(b)), (1, A,} is Z-independent (1.3). Now with respect o 
the basis {X,}, the matrix CD is represented as 
repeated 
down the 
diagonal 
d - 1 times 
D fat-, 
10 
1 . . ’ ‘. do 1 *a, 
10 
‘. 
1 
10 
1 
f~,‘S 
along 
b thenth 
column 
The first t symmetric functions, applied to @, can be read off this matrix 
representation; since all the a’s are integers, module the integers and up to 
sign, they are 1, A,, ,..., A,,,-,. This establishes (c) in this case. 
To establish (b), define H = Cd-’ K,R, and K = K,R. Then we have the 
exact sequence of R [@]-modules (X denotes external direct sum), 
O+HnK+HxK-HtK=R”-+O. 
By IS(a), dim H = (d - 1) t, dim K = t, so dim H n K = 1. Hence exactly 
one of the eigenvalues of @ on H x K is lost on passing to the quotient 
space, our original R”. Since the eigenvalues of @ on H x K are the t distinct 
eigenvalues of cp, each with multiplicity d, the distribution of the eigenvalues 
of @ on R” is as claimed. m 
COROLLARY 11.6. If G is a critical group of rank n + 1, then: 
(a) End,(G) is commutative. 
(b) The rank of the additive group of End,(G) divides n t 1. 
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(c) There exists a, in End,(G) such that the polynomial ring in 
cp, Z[p], a subring of End,(G), has the same additive rank as End,(G). 
Proof. (a) If o, v belong to End,(G), and @, y/ are their linear 
extensions, then @Y - !Y@ is the extension of rpy/ - WV, and of course 
tr(@!? - Y@) = 0, so by 11.5(c), ow - vrp = 0. 
(b) The Q-algebra, (End,(G)) @ Q is a lield and a subalgebra of 
M,, , Q. Hence rank((End,(G), +)) = dimc(End,(G) @ Q) divides n + 1 
([5, p. 105, line 151 noting that A is contained in C,(A)). 
(c) Set F = End,(G) @ Q; F is a finite extension field of Q, so there 
exists 0 in F such that F = Q(e). As F is of the same rank as the additive 
group of End,(G), there exists a positive integer m such that mt7 lies in 
End,(G). Set v, = m0, and observe that rank (Z[y,], + ) = dime Q(o) = 
dim, Q(0) = rank(End,(G), +). 1 
The invertible elements of End,(G) (known as the units), correspond to 
automorphisms of G that are continuous (it is easy to check, since 
everything is integral over the integers, that every continuous group 
automorphism of G has a continuous inverse). The size of this group is well 
known. 
Let K be the field of fractions of End,(G) (K is also equal to 
End,.(G) @ Q). Then [K: Q] = rank(End,(G), +) = t, say. Now K has r, 
distinct real embeddings and 2r, distinct complex embeddings that are not 
real, with r, + 2r, = t. Then it follows from the following lemma that the 
torsion-free rank of the group of invertible elements of End,(G) is 
rl + r2 - 1, and that the group is also finitely generated (since any extension 
field of finite dimension can only have finitely many roots of unity). 
LEMMA II.7 [ 1, Theorem 5, p. 1171. If A is an integral order in a finite 
dimensional extension field of Q, then the unit group of A is finitely 
generated, and the torsion-free rank is r, + rz - 1. 
III. ORDER-AUTOMORPHISMS 
If G, H are partially ordered groups, then a mapping q~: G + H is an order- 
isomorphism if a, is a group homomorphism and both o and o- ’ are order- 
preserving. Order-automorphisms are defined in the obvious way. 
For a subgroup of R”, we may define the strict ordering as in the 
Introduction ([2] contains a detailed description, as well). When the 
subgroup is dense, there are relatively few order-automorphisms, asindicated 
in the result below; this is a slight generalization of [2, Proposition 4.31, and 
does not require a different proof. 
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THEOREM III.1 (Essentially [2, Proposition 4.31). Let G, H be dense 
subgroups of R”, equipped with the strict ordering, and let 9: G + H be an 
order-isomorphism. Then 9 extends to an order-automorphism of R” (with 
respect to either the pointwise ordering or the strict ordering), and in the 
standard basis, this order-automorphism is a weighted permutation matrix 
with positive entries. 
(A weighted permutation matrix has exactly one nonzero entry in each 
row and column; the ordering on R” is determined with respect to the 
standard basis.) 
In particular, order-automorphisms of critical subgroups of R” must have 
a special form. Actually, the order-automorphisms are even more restricted, 
by the eigenvalue distribution indicated in II.S(a, b). 
THEOREM 111.2. Let G be a critical subgroup of R", and let 9 be an 
order-automorphism of G, with @ its linear extension. Then with respect to 
the standard basis, either 
(a) @ is diagonal, or 
(b) P@P-’ is a matrix direct sum of (n - 1)/2 blocks of the form 
[ i “0 ] and a single 1 x 1 block, for some permutation matrix P. 
Hence, all order-automorphisms of G have only real eigenvalues, and Q2 
is always diagonal. 
Proof We apply the eigenvalue distribution given in II.5 to all powers of 
@. First let us observe that if P is a permutation matrix, then P: R" -+ R” is 
(strict) order-preserving, and that G is order-isomorphic to P(G); in addition, 
0 is diagonal if and only if P@P-’ is. As @ is a permutation matrix times a 
diagonal matrix, we may find a permutation matrix P so that PQiP-’ is a 
matrix direct sum of matrices corresponding to cycles of the permutation 
component of @, i.e., a direct sum of matrices of the form, 
x= 
0 aI 
0 a2 
i .,I 
0.. ) ‘. 
a m-l 
a, 0 
or its transpose. In this case, X”’ is diagonal but no smaller power is, 
corresponding to a cycle of length m. 
Let (L,, L, ,..., Lk} be a listing of the different lengths of cycles 
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(equivalently, sizes of the blocks) in P@P-‘. As a first step, we wish to show 
(Lo,L,,..., L,,} = (1, 2). We note that by 11.5(c), tr @ # 0, so we may 
assume L, = 1. 
If X is a block of size Li appearing in the direct sum (we henceforth 
assume # = P@P-‘, without loss of generality), we may assign a positive 
real number to it, 1 det XI. For each i, let {aij}j be a listing of all the different 
absolute determinants of size Lj blocks. Now associate to each Li a list of 
pairs {(x,, a,)1 j}, where xij is the multiplicity of aij among the blocks of size 
Li (in other words, xij of the blocks of size Li have absolute determinant aij). 
We check immediately that Ci,j xjjLi = n, and the characteristic polynomial 
of @ is 
11 txLf - uij)xIj 
i.i 
(note that the signs of the determinants take care of themselves). 
Let cij be the unique positive Lith root of aij, and let zi be a fixed 
primitive L,th root of unity. The eigenvalues of @, without specifying 
multiplicities, are 
Of course, there might be some duplication in this list. Certain duplications 
cannot occur: 
(A). Suppose c,, = cl,, for some s, t, u with t # 0. Then L, = 2. 
Proofof( If L, is greater than 2, then z,clU, z,~ ‘ctU, c,, are three 
distinct eigenvalues of @. As the first two are not real, neither may occur 
among the set {aoj = coj} (L, = 1, and the entries of @ are all positive). On 
the other hand, whenever either of the first two occur as an eigenvalue for a 
block, so do all three, and they have multiplicity 1 on that block. Hence the 
multiplicity of c,,, exceeds the multiplicities of two other eigenvalues. This 
contradicts the distribution of eigenvalues given in 11.5(a) or (b). 
(B). Suppose L, = 2 and c,, = c,, for some s, t, u with t # 1. Then t = 0 
(Lo= 1) or L,=4. 
Proofof( If L,# 1, 2,4, as in the proof of (A), z,clU, z;‘clU, cI, are 
distinct eigenvalues, and whenever either of the first two occur as an eigen- 
value for a block, so do all three, and with multiplicity 1 in that block. Since 
(zIclU)’ is not real neither the first nor the second can occur as eigenvalues 
for the 2 X 2 weighted permutation matrix blocks (since all the entries of @ 
are positive, the 2 x 2 blocks contribute only real eigenvalues). Again, the 
multiplicity of the third exceeds the multiplicities of the others, contradicting 
KS(a) or (b). 
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cc>. {Lo, L ,***, Lk} consist of powers of 2 (L, = 2”). 
Proofof( If an odd factor divides one of the L’s, by raising @ to a 
sufficiently high power of the form 2”, the blocks of the resulting matrix all 
become of odd size; we may thus assume {Lo,..., L,,) consist entirely of odd 
numbers. Hence by (A), each of the coj are distinct from all of the c,,‘s for 
t # 0. Set K to be the least common multiple of the L’s, so that QK is 
diagonal. 
Let L, be the smallest of the L’s other than 1. For qK, consider the 
multiplicity of the eigenvalue cf,: If ct, = cFU for some t # 0, from the 
positivity, we deduce c,,i = cfu, a contradiction. Hence the multiplicity, m, of 
ct, for QK is the multiplicity of co1 for @. On the other hand, the multiplicity 
of ct, for QK is at least L, times as much as the multiplicity of c,, for @, M. 
From the almost even distribution of eigenvalues for both @ and QK, we 
deduce [M-ml< 1 and L,M-m< 1. 
We quickly deduce, since L, is at least 3, that M = m - 1, and so 
L, < 1 + 2/(m - 1). Hence L, = 3 and m = 2, and thus M= 1. However, the 
multiplicity of z,c,, is at least 1, but is bounded by the multiplicity of c,, , 
so it must be 1. This contradicts the distribution determined in 11.5(b). 
(D). {Lo,L,,...,Lk} = (11 or {L2}. 
Proofof( If some L, exceeds 2, it must be at least as large as 4, by 
(C); let L, denote the smallest such. Now the argument of the second 
paragraph of the proof of (C) can be repeated down to the equations 
lM- ml < 1 and L,M- m < 1. Then L,M< 3, a contradiction. 
(E) COMPLETION OF THEOREM. If {LO,..., Lk} = {l}, then @ is already 
diagonal; if not, by (D), L, = 1, L, = 2 and no other sizes occur. 
To complete the proof we must show that if the latter possibility occurs, 
then there is exactly one nonzero diagonal entry in @. 
There is at least one such, since the trace is not zero. Observe that the 
diagonal entries contribute only positive eigenvalues, whereas the blocks of 
size 2 contribute one positive and one negative one. 
If all the eigenvalues have equal multiplicity, by IIS(a, b), this must be 1; 
squaring, we deduce from 11.5(b) that all but one of the eigenvalues of the 
square must be of multiplicity 2, the other of multiplicity 1 and one easily 
deduces that @ must have the desired form. 
If a negative eigenvalue has least multiplicity, say, -c,, , we see that 
whenever -c, r occurs as an eigenvalue for some block, so does c1 i ; hence 
c,i must appear exactly once in a block of size 1. Any of the other eigen- 
values of the blocks of size 2 cannot appear along the diagonal, since the 
negative eigenvalues appear with multiplicities equalling those of their 
absolute value. Hence @ decomposes as a direct sum of matrices (conjugate 
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with another permutation matrix if necessary), A @ D, where A contains all 
the 2 x 2 blocks and the one 1 x 1 block referred to, and D is diagonal with 
no eigenvalues in common with A. Squaring @, as Q2 #I (the minimal 
polynomial is irreducible over the integers), we now count the eigenvalues. 
The multiplicity of c:, in @* exceeds that of c,, in @ by at least 2, but the 
squares of the eigenvalues of D do not have increased multiplicity. Let m, be 
the multiplicity of c,, , and m2 be the multiplicity of some eigenvalue of D. 
We have 
m,=m, (from @). 
2m,-l-m,<1 (from @‘). 
Thus m I = 1 or 2. But the former is impossible as -c, , has less multiplicity. 
So m, = 2. Now other than fci,, A may have no eigenvalues, since the 
multiplicities of the square in Qi* would be 4, which exceeds the multiplicities 
occurring in D* by 2. Similarly D can have its one eigenvalue only, and we 
deduce 
D=[‘t c:2], A=[ ,” i ..J, wherexy=ci,=ci,. 
But 2c,, would then be the trace of v, (as a group homomorphism), so it 
would have to be an integer, a contradiction since c,, is an eigenvalue, and 
would thus have to be irrational (11.5). Hence our implicit assumption that D 
is not trivial must be wrong, so @ = A, and A is in the desired form. 
If a positive eigenvalue has least multiplicity, it cannot occur among the 
2 x 2 blocks. On squaring, the multiplicity of its square does not increase, 
but other multiplicities do, contradicting II.5 for 0’. I 
IV. CLASSIFICATION IN THE ESSENTIALLY 
INDECOMPOSABLE C.4sE 
We have seen that for G, a critical group, End,(G) acts on G in an essen- 
tially completely reducible way, that is, we may find essentially irreducible 
invariant subgroups Hi of G such that ,JJ Hi = 0’ Hi, and rank(CH,) = rank 
G. Call G essentially indecomposable if t = 1, that is, if G itself is essentially 
irreducible under the action of End,(G). One easily verifies that G is essen- 
tially indecomposable if and only if for all nonzero g in G, the orbit of g, 
End,(G)(g) must have rank equal to that of G (so is dense). 
In this section we completely classify those critical groups that are essen- 
580/46/l-2 
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tially indecomposable. Roughly speaking, they correspond to ideal classes in 
finitely generated commutative domains. 
Suppose A is a commutative domain, whose additive group is a finitely 
generated torsion-free abelian group; we refer to A as a number domain. Let 
K be the field of fractions of A, and define the ring of integers of K, 
Z, = (k E K 1 Z [ k] has finitely generated additive group }. 
As is well known, Z, is just the ring of integral elements, i.e., the set of 
elements of K that satisfy a manic polynomial with integer coefficients. 
Obviously, A c Z, . 
We denote by A*, the group of invertible elements of A. We observed at 
the end of Section II that the ranks of A* and Z,* (i.e., the torsion-free 
ranks-throw away the roots of unity) are determined by the number of real 
and complex embeddings of K, r, + rz - 1. 
The A with which we shall be dealing is End,(G). It turns out that there is 
a natural embedding of End,(G) in the reals (IV.1) so rl is not zero. Since 
the rank of the additive group of End,(G) is n + 1, [K: Q] = n + 1. Hence 
r, + 2r, = n + 1. Certain of the n + 1 mappings u: K + C (or to R) induce 
automorphisms of K (if we think of K as a fixed subfield of C); whence 
UK = K for these. It follows from the definition of Z, that aZ, = Z, for 
these. It is not generally true that for these rings A, uA s A follows from 
UK E K. (However, if UA E A then UA = A, since some power of u is the 
identity.) When K/Q is Galois, UK = K for all u: K + C. 
If u: K -+ R and UA E A, we say that u is A-invariant. The set of A- 
invariant real embeddings constitute a finite group of order bounded by 
n + 1, which we denote S(A). Define an equivalence relation on the set of 
real embeddings, r r’: A -+ R, 
[r] = Is’], if th ere exists u in S(A) so that ru = t’(I). 
Next let Z be a nonzero ideal of A such that Z is not an ideal n any larger 
ring B, where A c B c Z, ; I will be called semi-invertible. Define the usual 
equivalence relation, restricted to semi-invertible ideals, 
[II = IJL if there exist nonzero a, b in A with al = M 
(equivalently, Z NJ as A-modules). With A = End,(G), G may be viewed as 
an A-module, and it shall be shown that for a suitable semi-invertible ideal I, 
of A, ZG 2: G as A-modules. To distinguish G viewed as an A-module from G 
viewed as a critical group, we write ,G. Also associated to G is a specific 
real embedding, D: End,(G) + R. Then the indecomposable critical groups 
’ More precisely, S(A) acts on the pairs, (D, II]), via (D, 111) + (Do, (oil). 
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are completely classified by the triple (4 = End,(G), [D], [Z,])‘; in other 
words, for two such critical groups, the critical groups are topologically 
isomorphic if and only if their triples “match” (in a sense to be described 
rigourously). Conversely, given a triple (A, [D], [I]) (with Z semi-invertible), 
there exists a critical group, acted upon essentially indecompsably by its 
continuous endomorphism ring, whose triple matches the given one. So the 
classification is reduced to ideal classes in finitely generated rings. These two 
results constitute the main theorems of this section (IV.5, IV.6). 
LEMMA IV.l. Let G be a critical group, let (o be an element of End,(G), 
and @ its linear extension. Define the function, 
D: End,(G) -+ R 
via 
D(q) = tr, a, - tr @ (tr, indicates the integer-valued trace, as a group 
endomorphism of G = Z” + ‘). 
Then D(q) is always an eigenvalue for q,, and D is an embedding of rings. 
Proof: The trace is always the sum of the eigenvalues (counting 
multiplicities). Now the relative distribution of egenvalues listed in II.5 (cp 
has one more than @) is measured by the difference of the traces, so D(q) is 
an eigenvalue for rp, although not necessarily for @. Clearly D is additive, 
and again by 11.5, the kernel of D is zero. 
For any cp, the real number D(p) is the eigenvalue of o with respect o the 
same eigenvector; hence D is just the restriction of the corresponding real 
embedding K + R, where K is the field of fractions of End, G, to End,G. In 
particular, D is an embedding of rings. 1 
We call the embedding D: End,(G) -+ R, the canonical embedding. 
However, any End, (G)-invariant automorphism of K may change D. 
Now let G be a critical group, and set A = End, (G). Then G may be 
considered as an A-module in the obvious way, q d g = rp( g). There is no 
topology involved when G is throught of in this manner, and we indicate G 
viewed as an A-module by ,G. There is a type of reflexivity occurring. We 
consider the A-module endomorphisms of ,G. 
LEMMA IV.3. Let G be a critical subgroup of R”, and suppose End,(G) 
acts essentially indecomposably on G. Then the natural map 
A -+ End .G, 
ak-+ a^, where a”(g) = a(g), 
is an isomorphism of rings. 
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Proof: Set E = End ,G. Pick nonzero g in G; by hypothesis, the 
subgroup H = (End,(G))(g) of G is a rank )2 + 1 subgroup of G, so is dense. 
Select e in E. Then for some integer m, me(g) belongs to H; hence 
me(g) = a(g) for some a in A. There exists @ in M, R such that Q/G = a; 
set Y = Q/m, an element of M,R. Now for all b in A, since e is an A-module 
homomorphism, we have me(b( g)) = bme( g) = ba( g) = a(b( g)). Thus me 
agrees with a^ on H, a rank n + 1 subgroup. Since G/H is finite and G is 
torsion-free, me = a^. Thus e/H = Y/H. Now !F G + R”, e: G * G s R” (we 
are not assuming e is continuous; at this point we use only its additivity), so 
it makes sense to consider the additive map 
Y-e: G+R”, 
to a torsion-free group. Now Y - e vanishes on H, and since G/H is finite 
and the target group is torsion-free, (Y-e)(G) = (0). Since e(G) E G, we 
thus deduce Y(G) c G, so that e has a linear extension, p, whence e = e for 
some c in End,(G). 
Since G is a faithful A-module, the mapping is one to one; we have just 
proved it onto, and it is clearly a ring homomorphism, completing the 
proof. 1 
Let A be a number domain, and G a finitely generated faithful A-module. 
We say ,G is semi-inoertible if the natural mapping (of rings) 
A -+ End AG 
is an isomorphism. An ideal I of A is invertible if (k E Kllk c A} . I = A, 
where K is the field of fractions of A. 
LEMMA IV.4. Let A be a number domain, with field of fractions K, and 
let Z, denote the ring of integral elements in K. Suppose I is a nonzero ideal 
ofA. 
(a) I is semi-invertible if and only if I is not an ideal in any larger 
ring B, where A c B c Z,. 
(b) If I is invertible, then I is semi-invertible. 
Proof. (a) If I is an ideal in such a larger ring B, then the image of A in 
End J is properly contained in a copy of B, so the natural mapping cannot 
be onto. 
On the other hand, set B = End J. As Z is a finitely generated module, (1, 
+) is a finitely generated torsion-free abelian group; thus B embeds in 
End, Z = M,Z (for some positive integer t), so (& +) is a finitely generated 
abelian group. However, all A-module maps I+ A are given by 
multiplication by an element of K (an easy exercise), so B maps to K, and 
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one checks that the combined map A -+ B + K is the identity on A. Since 
(8, +) is finitely generated, the image of B lies inside 2,) completing the 
proof of (a). 
(b) Set I-’ = {k E KlZk CA}; the definition of invertible says 
II-’ = A. If Z were an ideal of an intermediate ring B, BZ= I, so 
A=ZZ-‘=(BZ)Z-‘=BZZ-‘=B. 1 
If A, B are rings, and ,C, gD are A- (B-) modules, and E: A + B is a ring 
homomorphism, then an additive mapping w: ,C -+ 3 is said to be 
semifinear if w(ac) = E(a) w(c) for all a in A, c in C. When E, w are 
isomorphisms, this provides a way of identifying the “same” module over 
different rings. 
THEOREM IV. 5. Let A be a number domain; dA + R, a ring embedding, 
and Z a semi-invertible ideal of A. Then there exists a critical group G such 
that 
(a) End,(G) acts essentially indecomposably on G, 
(b) there exists a ring isomorphism E: A + End, (G) so that 
E 
A A End, (G) 
(D: cf. IV. 1) 
R 
commutes, and there is a semilinear isomorphism with respect to E, 
Z: ,I -+ End, (G)‘. 
Remark. In other words, to each triple (A, d, Z), we associate 
(End, (G), D, G). 
ProoJ We proceed through various cases. First (i), the case that 
A = Z = Z[a ] for some a; then (ii) the case that A = Z= Z,, where K is the 
field of fractions of A; and finally (iii), the general case. We first observe 
that d: A + R extends to a real embedding of K. 
(i) A =I= Z[a] (f or some a in A). Write A = Z[X]/(f(X)), wherefis 
the irreducible (manic, integral) minimal polynomial of a, say, of degree 
n + 1. The image of the variable X is identified with a. Now d(u) satisfies the 
same polynomialf, so that in R[x], x - d(a) divides$ The quotient will have 
the form 
f(x) n-1 
g(x) = x - d(a) 
=xn + y AnmiXi with Anei real. 
i=O 
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Since f is Z-irreducible, one can check that { 1,1, ,..., A,-, ) is a Z-linearly 
independent set (as in [2, Sect. 41). Define the n x n real matrix Qi as the 
companion matrix for g(x): 
0 (-1)” n 
10 
Of course, the characteristic polynomial for @ is g(X), and its eigenvalues 
are all of the n + 1 distinct roots off, except d(a). Hence g is also the 
minimal polynomial of @. Define X in R” to be the first standard basis 
element. Then {X, @X ,..., @“-‘X} is just the standard basis for R”, and we 
observe that 
From our observations above, we see that the group G, with generators 
{X, QX,..., @“X) is dense (IS), and is thus a critical group. Since @ also 
satisfies the integer polynomial f, @G, c G,, so defining rp = Q/G,, we see 
that (D belongs to End,(G,), and the mapping a t-t cp extends to an embedding 
of A in End,(G,); call the mapping E. Note that D((p) = tr v, - tr @ is the 
missing eigenvalue, d(a), and it follows easily, since both D, d are 
multiplicative, that DE = d. We do not require at this point to check any of 
the details concerning K 
(ii). A = I = Z,. The ‘A” of (i) becomes “B” here; G, retains its 
meaning. Now given z in Z,, there exists a positive integer m with mz in 
Z [a] = B. Define the subgroup G, of R”, 
G,= (YER”ImY=E(b)X for some b in B with b/m in Z,}. 
It is routine to verify that G, actually is a group, and G, c G,, so the latter 
is dense. As G,/G, is clearly torsion, rank G, = n + 1. Define the map 
r:Z,-+G,, 
T(z) = Y if z=b/m and mY=E(b)X, where bEB, and m is a 
positive integer. 
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Again, r is well-defined, and a group isomorphism; thus G, is free, and 
therefore is a critical group. Define 8: Z, + End,(G,) 
m d = ffT L?), where Y in M,R is l/m of the linear extension of E(b), 
when mz = b. 
Routinely, 8 is well-defined, a ring embedding, and agrees with E on B. 
Since the additive group of End,(G,) is finitely generated, Z? must be onto, so 
in fact Z? is an isomorphism. 
(iii) General case: G, retains its meaning, as does g. At this point we 
observe that G, is a cyclic free End,(G,)-module, with generator X. Now go 
straight down to the ideal Z of A (contained in Z,), by finding what amounts 
to the cyclic Z-module; 
G= {YC5G,IY=Z?(b)X,bEZ}. 
Now the additive ranks of Z and End,(G,) are the same, so G,/G is torsion, 
and thus G itself is a critical group. Certainly the image of A in End,(G,) 
acts on G, but it is easy to check from Z being semi-invertible, that no other 
elements of End,(G,) leave G invariant. The remaining details are 
straightforward and left to the reader. 1 
Suppose A = End,(G) acts essentially indecomposably on the critical 
group G. Then picking any nonzero g in G, A(g) is itself a critical subgroup 
of G, so there exists an integer m with mG c A( g). Pulling back mG to a 
subset of A, we see that all the mappings involved are as A-modules, and 
thus AG is isomorphic to a submodule of AA, in otherwords to an ideal of A. 
Since End aG N A, I must be semi-invertible. 
As in the introduction to this section, we denote by [I], the isomorphism 
class of the semi-invertible ideal I; this agrees with the ideal class. If G is 
viewed as an A-module, we denote its ideal class [AG]. 
THEOREM IV.6. Let G be a critical subgroup of R”, such that End (G) 
acts essentially indecomposably on G. Then G is completely classified by the 
triple 
In other words, if G, , G, are two essentially indecomposable critical groups, 
then G, is topologically isomorphic to G, if and only if 
there exists an isomorphism of rings E: End,(G,) + End,(G,) and a 
semilinear End&G,)-End,(G,)-module isomorphism with respect o 
E, 
B: En&CC,) G, --) End,(Gl) G 2 3 
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so that D,E, D,: End,(G,)-tR are equivalent (via an End,(G,)- 
invariant K-automorphism). i 
Proof: Given the maps E and B, we shall show that B is continuous (it 
easily follows that B-’ is continuous, since B extends to a linear map 
between finite dimensional real vector spaces). Since the additive ranks of 
End,(G,) equal the ranks of Gi, both groups have the same rank, say, n + 1, 
and we may consider them as critical subgroups of the same vector space, 
R”. 
Pick nonzero g in G,, and select cp in End,(G,) such that rank Z[cp] = 
rank End,(G,). Then Z[p,l itself acts essentially irreducibly on G,, { g,q(g), 
co2WY..~ rp”%)l is a basis for R”, and writing p”(g)= xi-‘1,-,$(g), 
{ 1, 4 9*.-Y a, I is linearly independent over the rationals. Consider E(o): since 
[D, E] = ID,], by hypothesis, there exists an automorphism of End,(G,), a, 
with D,E = D, a. Define w in End,(G,) to be E(a(q)). 
Since rp, v/ satisfy the same irreducible polynomial over Z, and D,, D, 
picking out the one eigenvalue for rp (respectively w) that is not an eigenvalue 
for @( !?$ we see that Y satisfies x”-C AnPixi, the same polynomial as @. 
Define V: R” -+ R”, by defining V on the basis, 
Then 
%+(g)> = B(d4’ (g>>, O<i<n-1. 
V(q”g) = Vx A”-i~ig=~ l,-iB(a(Pi)( g)) 
= 2 Ln - iB((a(P))’ (g)> 
=x A,-iE(a(p))i (Bg) =x l,_iyiBg = Y”Bg. (*> 
Set H to be the group generated by ( g, qg,..., @‘g}. Then VH c BH; by (*), 
in fact V~JJ’ = I/B for ail i. Since G/H N G,/BH (as groups) and both are 
finite, and Vcp’ - I$B is an additive map to a torsion-free group (R”; we are 
not assuming any continuity), we must have that V$ = $B on G. Since the 
subrings generated by o(w) are of rank equalling that of End,(G,) 
(End,(G,)), we deduce 
Vr = E(a(t)) B for all f in End&G,). 
In particular, for any k in G, , we have Vt(k) = E(a(t)) Bk = B((at)(k)), with 
t = 1, B(k) = V(k); whence VG, = G,, since I/ sends a basis to a basis and 
is R-linear, V is invertible, and thus induces a continuous isomorphism from 
G, to G,. 
Now we prove the converse; this is not entirely a triviality because of 
the need to establish [D,E] = [D,]. Suppose b:G, + G, is a topological 
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isomorphism, so that b extends to a V: R” -+ R”, R-linear. Define 
E: End,(G,) -+ End,(G,) by E(p)(h) = b@-‘(h) for all h in G,. For all g in 
G, (setting g = b-‘/z), we obtain E(p) b(g) = brp(g); whence b is a 
semilinear module isomorphism. Define a: End,(G,) --+ End,(G,) via a(t) = 
E-‘(btb-‘); clearly Q is an automorphism, and it is routinely checked that 
D,E= D,, etc. 1 
Implicit in Theorems IV.5, IV.6, and the interposed comments, is the result 
that the triples (A, [d], [I]), completely classify the groups with which we are 
dealing, and every such triple is obtainable. We thus only need to obtain 
information about these number domains A. If A has just one real 
embedding, then obviously all real embeddings are equivalent, and the 
middle invariant is irrelevant. Similarly, if K/Q is Galois and A is left 
invariant by all the automorphisms, then the middle invariant again 
disappears. In general there are fewer than n + 1 inequivalent real 
embeddings. If A is a principal ideal domain, then the third invariant can be 
dropped, and if additionally either K/Q is Galois or A has just one real 
embedding, then there exists only one isomorphism class of indecomposable 
critical group having A as its ring of continuous endomorphisms. 
If n = 1, then [K: Q] = 2, and it is easy to check that A is left invariant 
under the one nontrivial field automorphism. Since K/Q is Galois, the middle 
invariant can be dropped. When A is a principal ideal domain, there is just 
the one isomorphism class of ideal. 
Regardless of whether A is integrally closed, the ideal classes form a 
semigroup, with the collection of invertible ideals (defined earlier) forming 
the maximal subgroup. The semigroup of all ideal classes is finite (true for 
any order in a number field), so that there are just finitely many 
nonisomorphic (topologically) critical indecomposable groups with given A 
as the ring of continuous endomorphisms of the group. 
There exist integral orders in Z[21’3] with the property that the collection 
of isomorphism classes of semi-invertible ideals is not closed under squaring 
(let alone under multiplication). 
V. MORE ON ORDER-AUTOMORPHISMS 
In this section, we shall give some examples of order-automorphisms of 
critical groups. Just as only countably many (topological) isomorphism 
classes of critical groups have enough continuous endomorphisms (so that G 
is essentially indecomposable), so too are there only countably many order- 
types of critical groups with plenty of order-automorphisms. 
There is one way to build critical groups with order-automorphisms, and 
this is to follow the prescription given by III.2 and IV.5. Let f be an 
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irreducible polynomial over Z, having only real roots, and, say, deg 
f=n+ 1. 
If at least n of the n + 1 roots are positive, pick a root a, so that the 
remaining n are positive. Set g(x) =f(x)/(x - a), and construct the 
companion matrix @ and the critical group H exactly as in the proof of IV.5. 
Then Q, induces a continuous endomorphism on H. Because the eigenvalues 
of CD are all real (and distinct), there exists an A in GL(n, R) such that 
A@A -i is diagonal, and because all of Ws eigenvalues are positive, A@,4 -’ 
is an order-automorphism of R”. Of course A@,4 - ’ acts as an order- 
automorphism of G = AH, a critical group topologically isomorphic to H. In 
this case A@A -i is diagonal. 
To obtain an off-diagonal example, suppose that all of the roots off are 
positive, and set h(x) =f(x*). Take out any one of the negative roots of h 
(which are precisely the square roots of the roots off), and proceed as 
above, except hat instead of diagonalizing @ (an element of Mzn+ ,R), put it 
in the form prescribed in 111.2(b). 
It is more difficult to construct order-automorphisms of critical groups 
that are not acted upon essentially indecomposably by their endomorphism 
ring. Before attacking these examples, we can determine the rank of Aut,(G) 
(the group of order-automorphisms of G), for special essentially indecom- 
posable critical groups. Of course, by 11.5(a) and 111.1, Au&,(G) is abelian 
for any critical group, and as it is contained in the units of a number field, it 
is finitely generated. Finally, since the number domains we have been 
considering have real embeddings, they have no nontrivial roots of unity. 
Hence Auto(G) is torsion-free. 
PROPOSITION V.1. Let G be a critical subgroup of R”. Suppose there 
exists an order-automorphism rpof G such that 
rank(Z [(p], +) = n + 1 (i.e., rp acts essentially 
indecomposably on G). 
Then, 
rank Auto(G) = n if @ is diagonal 
= (n - 1)/2 lj- not. 
Proof. If @ is diagonal, then all the elements of Z[cp] lift to diagonal 
matrices. It follows easily that the square of any member of (Z[p])* belongs 
to Au&,(G); whence rank(Aut,(G)) = rank(Z[p])*. 
Since K = Q(o) and CJJ has only real roots (as @ has only real roots), the 
number of embeddings of K in R is n + 1; hence rank(Z[p])* = 
n + 1 - 1 = n (11.7). 
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Suppose @ is not diagonal. By 111.2, up to conjugation with a permutation 
matrix, @ is the matrix direct sum of (n - 1)/2 blocks [l i] and one [cl. 
The irreducible polynomial decomposes as f(x*), for $ an irreducible 
polynomial of degree (n + 1)/2 with only positive real roots. Now @* is 
diagonal, and rp2 generates a subring of rank(n + 1)/2. Applying the ideas of 
the diagonal case to Q2, we see rank Auto(G) is at least as large as 
(n - 1)/2. To check that equality actually does hold, it suffices to show, 
given 9 in Z[(o] with Y not diagonal, if YJk is diagonal for some k, that I,U~ 
belongs to Q(cp2). 
Consider the Q-algebra generated by 9’ and vk. Because this is a field, its 
dimension must divide n + 1, but at the same time must be divisible by 
(n + 1)/2 (since Dim, Q(9*) = (n + 1)/2). Thus if v/~ does not belong to 
Q(9’), rank Z[9*, 9”] = n + 1. However, Yk is diagonal, so Z[9*, v/“l 
consists of elements whose linear extensions are all diagonal, and thus 
Q(@‘, Y”) consists entirely of diagonal matrices. By dimension, @ belongs 
to this field, so @ is a diagonal matrix, a contradiction. m 
COROLLARY V.2. Let G be a critical subgroup of R”, and suppose 
n + 1 = p, a prime. If G has a nontrivial order-automorphism 9, then 
(a) @ is diagonal, 
(b) rank (End,(G), +) =p, so End,(G) acts indecomposablv on G, 
(c) rank Auto(G) =p - 1. 
Now we shall construct some examples of critical groups, not essentially 
indecomposable, with nontrivial order-automorphisms. First we have a 
diagonal example. 
Here the smallest possible is Z4 c R3, and if G is not to be essentially 
indecomposable, we must have 
a 
@= [ 1 b , a, b distinct roots of x2 - mx + 1, a m positive and greater than 2. 
Set X = (1 1 1)‘, Y = (x y L)’ in R3 (a, b, x, y, z to be determined later). 
Then the group G generated by X, @X, Y, @Y is @-invariant, and obviously 
XZ + @XZ and YZ f @YZ are proper @-invariant subgroups. 
To determine when G is dense, we compute the four 3 x 3 determinants 
from the columns, 
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They are (z - x)(b - a), (z - x)(b - a) a, (z - x)(b - a) y, (z - x)(b - a) uy. 
So we require z # x, b # a, and then we are reduced to { 1, u,y, uy} being 
linearly independent over Q. Since [Q(u): Q] = 2, this is the same as y not 
belonging to Q(u). To ensure that End, (G) has rank exactly 2, select y to 
not be quartic, quadratic, nor rational. Then G is a critical subgroup of rank 
4, and End, (G) has rank 2; 0 is an order-automorphism. 
To construct an off-diagonal decomposable order-automorphism, we are 
required to consider Z8 c R’. 
Letf(x) = x2 - mx + 1 (m an integer greater than 2), and set g(x) =f(x*); 
let z, -z, y, -y be the four (real) roots of g with z, y positive, and zy = 1. 
Define 
@= 
Z 
-Z 
Y 
-Y 
Z 
-z 
Y 
There exists T in GL(7, R) so that T@T-’ is an off-diagonal order- 
automorphism of R’, but computations are much easier with #. Set 
X= (1 1 1 1 0 0 O)‘, Y = (0 0 0 u 1 1 1)’ in R’ (with u to be deter- 
mined). 
Set G to be the group with generators X, @X, @*X, Q3X, Y, @Y, @*Y, 
G3Y. To decide under what conditions G will be dense, we must take the 
eight 7 X 7 determinants. Before these computations, we can simplify, by 
performing row operations on the 7 x 8 matrix (but not column operations). 
Throwing away a scalar factor (8(yz - z’)~), we obtain 
10 z*o 0 0 0 0 
0 1 0 0 z* 0 0 0 
001y0000 
0 0 0 10 0 02uy 
0000001y 
0 0 0 0 0 1 0 z* 
-0 0 0 0 1 y 0 0 
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The eight determinants are (removing the 8th column, then the 7th 
column, etc.) up to sign: 
1, y, z*, yz*, 2uy, 2uy*, 2uyz*, z*y2uy. 
Multiplying through by y* = zm2 and rearranging, we then have 
l,Y,Y2,Y3, 2u, 2UY, 2UY2, 2UY3. 
Since 1, y, y*, y3 are linearly independent over Q, and span the quartic 
extension field Q(y), we need only require for the density of G that u not 
belong to Q(y). To ensure that G is not essentially indecomposable, simply 
pick u to not be octic, quartic, quadratic, nor rational. Then TG is dense, 
and T@T-’ is an off-diagonal order-automorphism, which essentially 
generates End,(G). As rank End,(G) is 4, G is essentially reducible (in fact 
G decomposes as a direct sum; if E = End,(G), EG = EX @ EY a free E- 
module). 
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