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Iterative methods such as S.O.R. have been a powerful technique for 
solving algebraic systems arising from discretization of elliptic partial 
differential equations. Their use has largely been confined to finite dif- 
ference approximations on uniform grids. In this note we shall demon- 
strate that grid irregularities have deleterious effects on the convergence 
of these methods. In a subsequent paper [l] we shall show how this 
effect can be handled with optimal and quasi-optimal spatially varying 
relaxation parameters. 
For simplicity we shall demonstrate the effects of grid irregularities 
for the one dimensional Laplace’s equation defined on the unit interval 
0 5 x < 1. Similar results can be anticipated in higher dimensions [l]. 
The behavior of these methods is dramatically different for interior and 
boundary refinement. To capture these effects we use the following two 
sets of boundary conditions: 
u(0) = u(1) = 0 
$0) = u(1) = 0 
(1) 
(2h 
with refinement near x = 0. Observe that in the second case x = 0 
is a symmetry point, which can be viewed as an interior point for the 
Dirichlet problem defined on -1 2 z 5 1. 
A continuously graded grid is used where the j-th node xj is defined 
bY 
Xj=(jh)a j=O,***,M+l. 
Thus 1 < cr < 00 defines the degree of refinement. In addition three 
different types of relaxation methods were tested. The first is the stan- 
dard SOR 
up+ 1) 
3 
= WGj + (1 - W)Uin), (3) 
where w is the optimal relaxation factor. That is, 
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2 
w= 
1+d_’ 
(4) 
where XJ is the eigenvalue of the associated Jacobi matrix. The second 
method which uses a variable relaxation parameter due to Botta [2]. It 
has the form 
J.n+l> 
3 
= Wjtij + (1 - Wj)?..Jy) (5). 
The spatially varying relaxation parameter wj is obtained by considering 
the problem on a nonuniform grid as a variable coefficient problem on a 
uniform grid. The coefficients are frozen at xi, and wj is defined by (4) 
with an AJ which changes with xj. The final method uses the optimal 
choice for {wj}y,i. In this contect it gives the exact solution after M + 1 
steps. Formulas for the associated wj plus alternate iterative schemes 
associated with this optimal choice are given in [l]. 
Table I gives the number N, of iterations required to reduce the resid- 
ual below 10B4 for interior mesh refinement; i.e., boundary conditions 
(2). Observe that the behavior as a function of mesh spacing h for a 
fixed refinement is as expected, which is to say there is a linear growth in 
1 
h. Also note the explosive (superlinear) growth in N, as CI, increases for 
the fixed w and Botta schemes. The optimal variable w scheme produces 
the exact solution as expected. 
The situation for boundary refinement (boundary conditions (1)) is 
dramatically different, and the results are given in Table II. Here the 
number of iterations actually decreases with refinement. This effect is 
explained in [l]. 
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TABLE I 
INTERIOR REFINEMENT 
ME a=1 a=2 a=3 
BEST FIXED w 
10 36 68 153 
20 66 133 384 
BOTTA 
10 39 47 179 
20 60 174 658 
BEST VARIABLE w 
10 11 11 11 
20 21 21 21 
TABLE II 
BROUNDARY REFINEMENT 
M: a=1 a=2 a=3 
BEST FIXED W 
10 17 14 13 
20 31 26 23 
BOTTA 
10 20 13 11 
20 33 22 21 
BEST VARIABLE w 
10 11 11 11 
20 21 21 21 
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