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Restriction on relaxation times
derived from the Lindblad-type master equations for 2-level systems
Gen Kimura∗
Department of Physics, Waseda University, Tokyo 169–8555, Japan
We discuss a restriction on relaxation times derived from the Lindblad-type master equations for
2-level systems and show that none of the inverse relaxation times can be greater than the sum
of the others. The relation is experimentally proved or disproved and can be considered to be a
measure for or against the applicability of the Lindblad-type master equations and therefore of the
so-called completely positive condition.
PACS numbers: 03.65.Yz,03.65.Ta,76.20.+q
There are still many important problems on the foun-
dation of Quantum Mechanics left open. One of them
is how to understand non-unitary time evolutions, such
as the transition to thermal equilibrium state or decoher-
ence process in quantum measurement. For example, the
reduced dynamics that takes the concept of an environ-
ment into account may give some answer to this problem.
The idea is as follows: Consider an environment E which
interacts with the system of interest S. Quantum me-
chanics is applied to the total system S ⊗ E so that the
total system evolves unitarily. However, if we are only
interested in the dynamics of the system S, we are al-
lowed to take a trace over the environment E, and the
time evolution of the system S turns out to be generally
non-unitary [1, 2, 3].
A mathematical character for the reduced dynamics
(derived from a system and its environment initially un-
correlated) is that the time evolution is represented by a
completely positive map [4] at any time [5]. Lindblad [6],
Gorini, Kossakowski, and Sudarshan [7] derived the gen-
eral form of a Markovian master equation [8] that takes
the complete positivity into account:
d
dt
ρ(t) = (Hˆ + Dˆ)ρ(t), (1a)
Hˆρ = −i [H, ρ] ,
Dˆρ =
1
2
N2−1∑
i,j=1
Cij
{[
Fi, ρF
†
j
]
+
[
Fiρ, F
†
j
]}
, (1b)
where ρ(t) is the state (density matrix) of the system S,
H a self-adjoint operator with trH = 0, Fi (i = 1 ∼
N2 − 1) some operators with trFi = 0 and trF
†
i Fj = δij
and [Cij ] some positive matrix [9]. Notice that this pos-
itivity is direct requirement of the completely positive
condition [7]. The master equation (1) is often called
the Lindblad-type master equation (or the master equa-
tion of the Kossakowski-generator, etc.) and has been
widely used such as in quantum optics (atom and spin
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relaxation) [1, 3], quantum computation and quantum in-
formation [10], quantum measurement [5], quantum state
diffusion [11], dissipative quantum chaos [12] and particle
physics [13]. In some cases, a Lindblad-type master equa-
tion is used as a starting point, and its use usually seems
to have been taken for granted. In this circumstance, the
existence of a practical criterion, capable for experimen-
tal investigations to test the validity of any Lindblad-type
master equations, would be quite helpful. In this letter,
we show that there is a universal law among relaxation
times Ti (i = 1, 2, 3) in the Lindblad-type master equa-
tions for 2-level systems, the fact of which generalizes the
result derived by Gorini et al. [7]. This will serve as the
above criterion.
We begin by reviewing the result derived by Gorini
et al., giving clear looks at its background. In Ref. [7],
they discussed the dynamical properties of the Lindblad-
type master equations for 2-level systems (N = 2) and
showed that under the condition
[
Hˆ, Dˆ
]
= 0, (2)
the following relations among the inverse relaxation times
Γi = 1/Ti (i = 1 ∼ 3) hold:
Γi + Γj ≥ Γk ≥ 0, (i, j, k) : a permutation of (1, 2, 3).
(3)
A familiar example which satisfies condition (2) is a mas-
ter equation equivalent to the following Bloch equation
[14, 15]:
d
dt
M(t) = −AM(t) + b, (4a)
A =


1/TT −Ω 0
Ω 1/TT 0
0 0 1/TL

 , b =


0
0
k

 , (4b)
where M(t) = t(Mx(t),My(t),Mz(t)), Mi(t) =
tr ρ(t)σi/2 (i = x, y, z) are polarization components, σi’s
being the Pauli matrices [16]. The inverse relaxation
times Γi (i = 1, 2, 3) are defined as the real parts of eigen-
values of the matrix A in (4), so that the relaxation times
Ti ≡ 1/Γi give the time scales of an exponential decay.
2Since the eigenvalues of A in (4) are 1/TL and 1/TT ± iΩ,
we have two relaxation times, TL (longitudinal relaxation
time) and TT (transverse relaxation time). Condition (2)
can be easily shown to be satisfied, i.e., the equivalent
master equation satisfies condition (2), thus relations (3)
hold from the result derived by Gorini et al. Notice that,
in this case, they are equivalent to the famous relation:
2TL ≥ TT ≥ 0, (5)
usually observed experimentally [3, 14].
Recently, another interest has been raised in the
“strong” interaction between system and its environment
[17, 18]. In such cases, condition (2) does not gener-
ally hold and it seems that relations (3) are not satis-
fied either. However, master equations that are of the
Lindblad-type and have the inverse relaxation times that
satisfy (3) have been found [18], despite the fact that con-
dition (2) is not satisfied. This means that the condition
is not indispensable for relations (3) to hold and implies
that the latter hold more widely in the Lindblad-type
master equations. Then a natural question is how wide
the validity of relations (3) is. We shall show below that
they are valid in any Lindblad-type master equations for
2-level systems.
For a clear understanding, it would be convenient to
follow the argument given by Gorini et al. under con-
dition (2) [7] and then to generalize it. First, we put
Fi = σi/2 [19] and the positive matrix [Cij ], written ex-
plicitly as
[Cij ] =


γ2 + γ3 − γ1 −ia3 ia2
ia3 γ3 + γ1 − γ2 −ia1
−ia2 ia1 γ1 + γ2 − γ3

 ,
(6)
where ai’s and γi’s are real parameters [20]. We can ex-
pand H in terms of Fi, H =
∑3
i=1 hiFi, in which hi’s
are real parameters. Then the polarization components
Mi(t) = tr ρ(t)Fi are easily shown to satisfy the general-
ized Bloch equation [7, 21],
d
dt
M(t) = −AM(t) + b, (7a)
A =


γ1 h3 −h2
−h3 γ2 h1
h2 −h1 γ3

 , b = 1
2


a1
a2
a3

 , (7b)
which is equivalent to the Lindblad-type master equa-
tion (1) for 2-level systems. Since the completely positive
condition requires the matrix [Cij ] (6) to be positive, the
diagonal matrix elements have to be positive, from which
the positivity of γi’s themselves also follows [22], i.e., it
holds that
γi + γj ≥ γk ≥ 0, (i, j, k) : a permutation of (1, 2, 3).
(8)
These relations, which are quite similar to Eqs. (3), hold
for any Lindblad-type master equations for 2-level sys-
tems. However, the inverse relaxation times Γi (i =
1 ∼ 3) are defined as the real parts of the eigenvalues
Reλi (i = 1, 2, 3) of the matrix A in (7): Γi ≡ Reλi and
the parameters γi’s are not the same as Γi’s in general.
Gorini et al. have shown that if condition (2) holds, γi’s
coincide with Γi’s, thus relations (3) are derived directly
from Eqs. (8) with Γi = γi (i = 1 ∼ 3).
In what follows we generalize this result, i.e., we prove
Eqs. (3) without resort to condition (2). First the pos-
itivity of inverse relaxation times Γi ≥ 0 (i = 1, 2, 3)
in Eqs. (3) must be satisfied, because a negative inverse
relaxation time would result in a contradiction against
the probability interpretation [23]. In order to prove the
remaining inequalities in (3):
Γi+Γj ≥ Γk, (i, j, k) : a permutation of (1, 2, 3), (9)
consider the following two cases separately: Case (i)
There are one real eigenvalue λR and two complex eigen-
values λC± = λCR ± iΩ, conjugate to each other. Case
(ii) There are three real eigenvalues λRi (i = 1 ∼ 3).
From the above discussion, we know that the real parts
of the matrix A in (7) are positive: λR, λCR ≥ 0 in Case
(i) and λRi ≥ 0 (i = 1 ∼ 3) in Case (ii). In Case (i),
two of Eqs. (9) turns out to be equivalent to λR ≥ 0;
non-trivial inequality is the remaining one:
2λCR ≥ λR ⇔ trA/2 ≥ λR. (10)
On the other hand, for any real λ,
λ ≥ λR ⇔ f(λ) ≥ 0 (11)
holds because f(λ) = det(λ − A) = 0 has only one real
solution λ = λR and limλ→±∞ f(λ) = ±∞. This means
that Eq. (10) is equivalent to
f(trA/2) ≥ 0. (12)
Thus Eqs. (9) are equivalent to Eq. (12), under the con-
dition of positive inverse relaxation times λR, λCR ≥ 0
in Case (i). Quite similarly, in Case (ii), an equivalent
condition to Eqs. (9) is shown to be given by Eq. (12)
provided all λRi’s are positive [24]. Then we have only
to show (12) for the matrix A in (7) to prove Eqs. (9). A
direct calculation shows
f(trA/2) =
1
8
[
(γ1 + γ2 − γ3)(γ2 + γ3 − γ1)(γ3 + γ1 − γ2)
+ h23(γ1 + γ2 − γ3) + h
2
1(γ2 + γ3 − γ1)
+ h22(γ3 + γ1 − γ2)
]
. (13)
From Eq. (8), which is a consequence of the completely
positive condition, it is clear that this quantity is pos-
itive and the condition (12) dose hold. This completes
the proof of Eqs. (9), and hence relations (3) hold in any
3Lindblad-type master equations for 2-level systems, irre-
spectively of condition (2)( See appendix A for a different
proof of this).
We have shown that relations (3) hold for any
Lindblad-type master equations for 2-level systems.
Since the inverse relaxation times are physically mean-
ingful and experimentally observable quantities [14], the
relations may serve as an experimental test ground to
examine the validity of the Lindblad-type master equa-
tions. Furthermore, since the essential conditions for the
validity of relations (3) are Eqs. (8), which are direct con-
sequence of the requirement of the completely positive
condition, the relations may also give an experimental
test [25] for the validity of the completely positive con-
dition. Notice that a usage of completely positive condi-
tion, especially in a treatment of reduced dynamics with
initial correlations [26], is not fully justified [27]. Actu-
ally, it has shown [28] that the general form of a time
evolution map with an initial correlation is not of the
Kraus representation, which is the general form of the
completely positive linear map with trace and positive
preserving properties [3]. Moreover, if there exists a non-
unitary evolution that cannot be described in terms of
reduced dynamics, then the use of a completely positive
map for it might be illogical. In particular, in quantum
measurement theory, the mechanism of decoherence still
remains an open problem [29, 30]. From these points of
view, the role of such relations like (3) is considered to
be remarkable, for experiments may give us a convincing
answer. Notice that it is well known that the relation (5)
is confirmed experimentally in all known cases [3, 14].
We can say that, at least among these experiments, the
results support the validity of the Lindblad-type master
equation, and thus of the completely positive condition.
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APPENDIX A
In this appendix, we show more direct proof of rela-
tions (3). We put Fi = σi/2 as before, but the positive
matrix [Cij ], written explicitly as
[Cij ] =


γ2 + γ3 − γ1 2δ3 − ia3 2δ2 + ia2
2δ3 + ia3 γ3 + γ1 − γ2 2δ1 − ia1
2δ2 − ia2 2δ1 + ia1 γ1 + γ2 − γ3

 ,
(A1)
where ai’s, γi’s and δi’s are real parameters, instead of
(6). Notice that the positive condition for matrix (A1)
requires Cii ≥ 0 (i = 1 ∼ 3) (the positivity of diago-
nal elements of [Cij ] ), which follows (8) as before, and
also [adjC]ii ≥ 0 (i = 1 ∼ 3) (the positivity of diagonal
elements of adjC, which follows
γ23 − (γ1 − γ2)
2 − 4δ23 ≥ a
2
3, (A2)
especially for i = 3 [3].
ExpandingH in terms of Fi, H =
∑3
i=1 hiFi, with real
parameters hi’s, the generalized Bloch equation for the
polarization componentsMi(t) = tr ρ(t)Fi is shown to be
d
dt
M(t) = −A′M(t) + b, (A3a)
A′ =


γ1 −δ3 + h3 −δ2 − h2
−δ3 − h3 γ2 −δ1 + h1
−δ2 + h2 −δ1 − h1 γ3

 , b = 1
2


a1
a2
a3

 .
(A3b)
Since all the elements of matrix A′ ∈M(3) is real, there
is at least one real eigenvalue whose eigenvector is also
real. If we put a z-axis parallel to this eigenvector by
transforming Fi by some orthogonal matrix, A
′ can be
rewritten as
A′ =


γ1 −δ3 + h3 0
−δ3 − h3 γ2 0
−2δ2 −2δ1 γ3

 , (A4)
in this basis (with −δ2 − h2 = −δ1 + h1 = 0). The
eigenvalues of A′ in (A4) are γ3 and
1
2
(γ1 + γ2)±
1
2
√
(γ1 − γ2)2 − 4(h23 − δ
2
3
). (A5)
We can prove relations (3) by evaluating these eigen-
values directly, subject to the positivity of the ma-
trix (A1). Consider the following two cases separately:
Case (a) (γ1 − γ2)
2 − 4(h23 − δ
2
3) < 0 and Case (b)
(γ1 − γ2)
2 − 4(h23 − δ
2
3) ≥ 0. For Case (a), we can
put inverse relaxation times as Γ1 = Γ2 =
1
2
(γ1 + γ2)
and Γ3 = γ3. Then, the relation (3) are equivalent
to γ1 + γ2 ≥ γ3 ≥ 0, which holds from (8). For
Case (b), we can put inverse relaxation times as Γ1 =
1
2
(γ1+γ2)+
1
2
√
(γ1 − γ2)2 − 4(h23 − δ
2
3
), Γ2 =
1
2
(γ1+γ2)−
1
2
√
(γ1 − γ2)2 − 4(h23 − δ
2
3
) and Γ3 = γ3. Similarly to
Case (a), some of relations (3): Γ1+Γ2 ≥ Γ3 ≥ 0, Γ1 ≥ 0
and Γ3+Γ1 ≥ Γ2 are shown to be hold from (8). The rest
inequalities Γ2+Γ3 ≥ Γ1 ⇔ γ
2
3−(γ1−γ2)
2−4δ23+4h
2
3 ≥ 0
and Γ2 ≥ 0 ⇔ γ1γ2 − δ
2
3 + h
2
3 ≥ 0 also satisfy, since
γ23 − (γ1 − γ2)
2 − 4δ23 ≥ 0 and γ1γ2 − δ
2
3 ≥ 0 [31] hold
from condition (8) and (A2). This completes the proof
of relations (3).
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