We study the problem of guaranteeing data durability [2] in distributed storage systems based on replication. Our work is motivated by several several recent efforts [3, 5, 1] to build such systems in a peer-to-peer environment. The key features of this environment which make achieving durability difficult are (1) data lifetimes may be several orders of magnitude larger than the lifetimes of individual storage units, and (2) the system may have little or no control over the participation of these storage units in the system. We use a model-based approach to develop engineering principles for designing automated replication and repair mechanisms to implement durability in such systems.
SYSTEM MODEL
The system consists of some population of storage nodes on which it can replicate objects. By the term system, we mean the distributed logic whose function is to ensure the durability of the objects it stores. A node may "leave," i.e., no longer be part of, the system at any time, at which point the system cannot retrieve any objects stored on that particular node. Nodes that leave the system are replaced by new ones; thus, we assume that the system is never limited by the inability to find a node on which to replicate. However, it must take measures to ensure that objects persist over a constantly changing population of nodes.
Node model A node participates in the system for some duration of time called its lifetime. This is the time that elapses between the instant a node initially "joins," i.e., becomes part of, the system, and the instant the node permanently leaves it. The lifetime of a node consists of alternating periods of availability and unavailability. Node uptime refers to periods when the node is online (or available), while downtime refers to periods when the node is offline (or unavailable).
Our model for node behavior is based on on the assumptions that node lifetimes, uptimes and downtimes are all exponentially distributed with means T , t andt respectively, Replication and repair model The system uses a combination of replication and repair to implement durable storage. The process of replication consists of making copies of an object; the system is said to create a replica when it copies the object onto some node in the system. The degree of replication is defined by the number of replicas of the object initially created by the system; we denote this system parameter by r.
Given a degree of replication r, the system starts by creating r replicas of the object. Subsequently, the system attempts to maintain r replicas of the object at all times through a process of repair. Repair is necessary to replace replicas that are dead; otherwise, node departures will eventually result in the permanent loss of the object when all its replicas are dead. To prevent this, the system must effect a repair, i.e., create a new replica of the object whenever it detects that an existing replica is dead. Ideally, a repair should be made only when a replica is dead; however, the temporary unavailability of an offline replica introduces several subtleties in the repair process.
First, the system cannot distinguish between a replica that is dead, and one that is merely offline. Thus, the system cannot reliably detect when a replica is dead; each time a replica transitions out of the online state, the system is dealing with the potential loss of a replica, and must decide whether to make a repair or not. We assume that the system uses a timeout mechanism to determine when to trigger a repair, i.e., it waits some period of time for the replica to return to the online state. If the replica returns before the timeout occurs, no repair is necessary; on the other hand, if it does not, the system assumes that it is dead, and effects a repair.
Choosing a timeout value depends on the balance between causing frequent, and perhaps unnecessary, repairs when the system prematurely times out a replica (i.e., one that would return if the system waited longer), and delaying replacing a replica when it actually is dead. It is natural to express the timeout period in terms of mean node downtime since on average, a replica is offline for a period oft. Thus, we assume the timeout is given by wt, where w is a system parameter. A key question is, is there an optimal value for w? Second, the timeout mechanism is not perfect; the system will occasionally time out a replica that is not dead, but is merely offline for a duration exceeding the timeout value. Repair is said to be memoryless if the system simply discards such a replica, i.e., it does not reintegrate this replica into the set of remaining ones. Rather, it assumes that the replica is lost, in effect, treating that node as though it were joining the system for the first time. Alternatively, repair is said to be memory-based, if the system readmits the timedout replica to the set of existing replicas, taking advantage of what is essentially a "free" repair. Memoryless repair is simpler than memory-based repair, as the system does not need to "remember" timed-out replicas, but is also potentially more inefficient. A key question is, how significant is this inefficiency, and can it be tolerated to enjoy the benefits of design and implementation simplicity?
RESULTS
We use Monte Carlo simulation of our system model to derive data lifetime, i.e, the time that elapses between the instant the system initially replicates an object, and the instant the system no longer has any replicas of that object. Figure 1 presents data lifetime as a function of timeout w for r = 3 replicas in the case of both memoryless and memorybased repair; we consider both mean lifetimes and 10 year loss probabilities.
Our first result is that while the durability of memorybased repair is monotonic w.r.t. w, as evidenced by decreasing mean lifetime and increasing loss probability, this is not true for memoryless repair. Somewhat counter-intuitively, it is not the case that smaller w results in greater durability; rather, there exists an optimal value of w, occurring at w ≈ 6 in the graphs of Figure 1 , at which mean lifetime is maximum, and loss probability is minimum. This behavior can be explained by the fundamental inefficiency of memoryless repair; without memory, the system discards replicas it erroneously timed out when they return, even though retaining them would clearly be useful. Decreasing the timeout increases the frequency of such "mistakes", and beyond a point, the penalty associated with prematurely timing out replicas that are only offline outweighs the ability to quickly replace a replica that is actually dead. In ongoing work [4] , we study the sensitivity of the optimal value of w w.r.t. node parameters T , t andt.
Our second result is that while memory-based repair is superior when w is small, for larger values of w, data lifetimes are comparable, as can be seen in the graphs of Figure 1 . This implies that, beyond some threshold value of w, there is a regime in which memoryless repair is indeed a viable alternative to the more complex memory-based repair. When we additionally incorporate the notion of cost, defined as replicas created by the repair process per unit time, we find that the benefits of memory can be fully realized only if the system can support a sharply higher cost of repair [4] . This is because a smaller w increases the frequency of spurious timeouts, and hence repairs.
