Abstract-Since the proof in 1982, by Tsfasman Vlȃduţ and Zink of the existence of algebraic-geometric (AG) codes with asymptotic performance exceeding the Gilbert-Varshamov (G-V) bound, one of the challenges in coding theory has been to provide explicit constructions for these codes. In a major step forward during 1995-1996, Garcia and Stichtenoth (G-S) provided an explicit description of algebraic curves, such that AG codes constructed on them would have performance better than the G-V bound. We present here the first low-complexity algorithm for obtaining the generator matrix for AG codes on the curves of G-S. The symbol alphabet of the AG code is the finite field of 2 , 2 49, elements. The complexity of the algorithm, as measured in terms of multiplications and divisions over the finite field GF ( 2 ), is upper-bounded by [ log ( )] 3 where is the length of the code. An example of code construction using the above algorithm is presented.
. Upper and lower bound for asymptotic code parameters over GF (2) .
performance exceeds that of the G-V bound. It is desirable to keep small as this allows for simpler encoding and decoding. While it is known that there exist long binary alternant and concatenated codes that meet the G-V bound, no explicit description of these codes exists. It is an open question as to whether there exist long binary codes with performance improving upon the G-V bound. A similar statement was true in the nonbinary case until the early 1980s. Around 1980, V. D. Goppa [2] used the theory of algebraic curves to construct a new family of codes, now referred to as algebraic-geometric (AG) codes.
The length of an AG code defined over a curve of genus , is roughly equal to the number of rational points on the curve, i.e., equal to the number of points having coordinates in the finite field of elements over which the curve is defined. The performance of an AG code of length is governed by the equation and thus depends upon the ratio . Good codes result when the ratio is small. However, the Drinfeld-Vlȃduţ (D-V) bound states that this ratio cannot be too small 0018-9448/01$10.00 © 2001 IEEE
Fig. 2. G-V bound and T-V-Z bound over GF (256).
In 1982, Tsfasman, Vlȃduţ, and Zink (T-V-Z) [3] showed for the case when is a perfect square, the existence of curves, known as modular curves, whose ratio achieves the D-V bound. For , the resulting AG codes had performance exceeding that of the G-V bound, a result that caused considerable excitement in the coding community (Fig. 2) . However, the modular curves in [3] did not have an explicit description. An algorithm for code construction of complexity is given in [4, Ch. 4.3] . This complexity has since been reduced in [5] to . In a major step forward in 1996, Garcia and Stichtenoth (G-S) [6] , [7] , building on ideas of Feng and Pellikaan, showed that two explicitly described sequences of curves also achieve the D-V bound. More recently, other examples of asymptotically optimal towers have been given by Elkies [8] . See [9] for an interesting connection between asymptotically optimal towers of function fields and iterated means.
The two curves described by Garcia and Stichtenoth in [6] , [7] are defined over , a perfect square, i.e., and take on the form in both cases, of a sequence of curves of increasing genus and number of rational points satisfying
In [10] , Voss and Høholdt provide generator matrices for codes constructed on the first three curves in the first sequence of curves of Garcia and Stichtenoth. Some additional details are provided in [11] . In [12] , Haché extends this result to the fourth curve in the same sequence for the particular case . The focus of the present paper is on the second sequence of curves. The th curve in this sequence is defined by the equations (1) It is common to think of this sequence of curves as a tower of curves where is the -level tower, i.e., the tower defined by the first equations. The onelevel curve is taken to be the projective line over . In the typical construction of a code on an algebraic curve, a particular rational point on an algebraic curve is singled out. The collection of all functions defined on the curve, whose only pole is with pole order upper-bounded by a fixed integer , forms a vector space . The integer is a parameter of code construction, one that governs the dimension and minimum distance of the AG code. If is a basis over for this vector space, then the th, row of the generator matrix of the AG code constructed on the curve is obtained by evaluating the function at all or a subset of the rational points on the curve other than . AG codes constructed in this way are referred to as "one-point" codes.
Thus, given a curve and a rational point on the curve, one needs to find a basis for the vector spaces to be able to build codes of varying dimension and minimum distance. The problem of finding a basis for the spaces in the case of the curves exhibited by Garcia and Stichtenoth has proved to be a challenging one. In [13] , Pellikaan, Stichtenoth, and Torres determine, for every integer , the dimension of the vector space for a particular choice of . In [14] , Aleshnikov, Deolalikar, Kumar, and Stichtenoth identify a simply described set of functions whose span includes the vector spaces . By this we mean that any function in any of the vector spaces can be expressed as a linear combination of the elements of . Given a suitable set that contains all regular functions, an alternative Groebner-basis based approach to identifying the regular functions within this set is presented in [15] .
The present paper also deals with "one-point" AG codes. As a first and crucial step in code construction, we identify, as in [14] , a set of functions with the property that their span includes the vector spaces . The difference here is that the size of the set is roughly the square root of the size of the set used in [14] . It is the smaller size of this set that allows us to provide a low-complexity algorithm for constructing the generator matrix of the AG code. The set is identified by viewing the vector space as the integral closure of the polynomial ring and using the theory of dual basis [16] . Identification of the set is perhaps the principal contribution of this paper.
Having identified the set , the algorithm then proceeds as follows. The functions in happen to have undesired poles at a collection of points on the curve distinct from . The common approach in such situations, which we adopt here, is pole cancellation via power series expansions. A power series expansion is determined for each function at each of the points in . Simple Gaussian elimination is then used to carry out pole cancellation, i.e., is used to determine the precise linear combinations of elements in whose poles are confined to the single rational point . The functions so obtained can be shown to form a basis for the vector spaces . A minor complication that arises in the case of the G-S curve is that at some points in , the coefficients in the power series belong not to but to an extension field. This property of the curves is discussed in detail in [17] . However, in such cases, one can continue to work in the preferred field by replacing each coefficient that belongs to an extension field of , by a vector over , i.e., by treating as a vector space over . The overall complexity of this algorithm, measured in terms of multiplications and divisions over the finite field is upper-bounded by where is the code length. We emphasize that this figure is an upper bound on the complexity, rather than an estimate of the order of complexity.
The algorithm outlined above for the case was implemented in PARI/GP and made to yield a basis for the vector spaces in the case of the three-and four-level towers and ( and in (1)), respectively. For the sake of brevity, only the results for are presented here, the results for may be found in [18] . Using a separate approach, a closed-form expression for the bases of the spaces on the three-level tower ( in (1)) are derived in [18] that hold for arbitrary . These results are presented here without proof. After the initial preparation of this paper, we learned that the same closed-form expression had been obtained earlier by Pellikaan [20] .
Apart from results relating to basis construction, the paper also studies through examples, the performance of codes constructed on the G-S tower.
When , the genus and the number of code places of the "one-point" AG code obtained from the tower are tabulated below. In the table, denotes the genus of the curve corresponding to the -level tower and , the length of the corresponding AG code.
As expected, the ratio approaches . The code rates and relative minimum distances of the AG codes obtained are plotted in Fig. 3 . Note that the performance curves take on the form of straight lines that converge from above to a limit that exceeds the G-V bound in some region. Since the code length increases exponentially in the parameter , only codes from the first few levels are expected to be of current practical interest. Improved estimates of the true minimum distance can be found in [19] .
Also studied, are the binary codes obtained by concatenating AG codes on the second G-S tower with suitably chosen short binary block codes. For practical reasons, we restrict the size of the symbol alphabet of the outer AG code to . The large minimum distance of these binary concatenated codes could cause them to be of interest in applications such as magnetic recording, optical communications, and in the broadcasting of digital TV signals by satellite, where bit error rates smaller than are desired. The asymptotic performance of the resulting binary codes is presented in Fig. 4 .
The presentation of the paper is in the language of function fields. Here one views the curve from the viewpoint of the field of functions defined on the curve. At times, in the analysis of the G-S curve, one is forced to distinguish between the three cases odd, , and , even. For the sake of simplicity, we adopt the following approach. Where no separation of cases is necessary, we treat the general case. Where there is a difference, we discuss only the case , even, as this is the case of greatest current practical interest. The discussion in the other cases differs only in technical details and details may be found in [18] .
Section II provides background on the curves of Garcia and Stichtenoth. The set of functions is identified in Theorem 5 of Section III. The algorithm for pole cancellation is presented in the next section, Section IV, which also presents an example implementation of the algorithm for the case when is the code symbol alphabet. Concatenation with binary codes is discussed in Section V. The closed-form expression for the basis for the three-level tower is presented in Section VI. The complexity of the algorithm is estimated in the Appendix.
II. BACKGROUND AND NOTATION
We introduce the G-S curves in the language of function fields. From this viewpoint, the G-S curves form a tower of Artin-Schreier extensions of the rational function field , given by
where (4) In general, if is a set of places belonging to , we will refer to places in , lying above a place in , simply as places in that lie above . A similar interpretation holds for the case when we speak of places lying below a collection of places. Also, the superscript attached to a place will be used to indicate that the place belongs to the th function field . Let , , denote the unique zero of in . Let denote the unique pole of in . The place is totally ramified in the function field tower. The behavior in the tower of the places lying above is more complicated and is discussed in the subsection below. Let be the unique place in lying above . Some known properties of the G-S tower, taken mostly from [7] are listed below.
Field of Constants: is the full constant field for all , . Ramification: Let Ramification in the tower takes place only above the places and , . The places and for are totally ramified throughout the tower (see Fig. 5 ). We define to denote the places of degree one that are zeros of and denote by , , the places in that lie above . Ramification behavior above the place is discussed in the subsection below. For every , the places in are either unramified in or else, are totally (and wildly) ramified.
Genus: The genus of is given by for odd for even.
Thus . 
Number of Places of Degree One:
The places , split completely in . Thus, the number of places of degree satisfies . Since the tower asymptotically meets the D-V bound. The exact number of places of degree for is given by (see [17] )
for odd for even .
Rings of Functions: Define integral closure of in
Then, is the ring of functions that have pole only at and has the alternative description
We will refer to an element of as a regular function.
A. The Code Places
A place , lying above for some will be called a code place, because an AG code is obtained by evaluating regular functions at the code places. From [7] , it is known that in , the place splits completely and that there are, consequently, code places, all of degree one, in . We use to denote the set of all code places.
B. Behavior Above
Fig . 5 illustrates much of the notation and behavior described here. The places in lying above are conveniently partitioned into disjoint sets as follows. Let , denote the unique place in that is a zero of . The choice of subscript rather than may puzzle the reader at this point, but turns out to be more convenient. The degree of this place is one. When , coincides with . For , is also a zero of . We will sometimes treat , as if it were a set consisting of a single place. 
C. Degree Expansion Above
The material in this subsection is taken from [17] , [18] . The behavior with respect to splitting and degree expansion of places lying above turns out to depend upon whether is odd, , or is even and . We focus here on the case , even as this is the case of greatest current, practical interest. The other cases are treated in [18] .
Given a place in function field , we use to denote the associated valuation function We will follow [7] and use to denote an element in having valuation equal to or larger than the valuation of , i.e., means that . The theorem in this section explains the splitting behavior of places in , as we go up the tower from to (see Fig. 6 ). More precisely, focus is on the splitting behavior from to where since we know that when , the places in above are totally ramified. For any nonnegative integer , we define unique integer given by and set , i.e.,
We use , to denote the extension GF of . In particular,
. We also set .
Theorem 1:
Let be an integer, . i) Let be an integer in the range so that . Let be the constant field extension , . In , all places lying above are of degree one and there are such places. These places are in one-to-one correspondence with solutions , to the equations (5) (6) (7) (8) 
for (11) iii) For , all places in lying above are of degree and there are such places. There are places of degree one in lying above . . This will be the first step toward obtaining the desired expression for regular functions.
A. The Desired Basis

For , let if if
The valuations of the above functions at the various places in of interest are tabulated in Table I . As an example, the upper left entry means that the valuation of at is equal to . The sections to follow will often make use of these valuations.
Lemma 2:
The following are a pair of dual basis for ,
Proof: The minimal polynomial of over is
The result now follows from the proof of [16, Sec. III.5.10].
Upon multiplication and division by the constant , we see that the pair also form dual bases for over . Setting for all we obtain the following.
Theorem 3:
The -fold products (12) form a basis for having dual given by (13) It is known from [13] , that the functions have pole only at . Thus, every element in is regular.
Lemma 4:
If , the only pole of is , and the zeros of are confined to .
B. The Desired Expression
As pointed out above, by [16, Theorem III.3 .4 ], we have that every regular function in can be expressed in the form (14) with coefficients . Our next goal is to show that (15) where . Note, moreover, that since the pole orders of are distinct powers of , every term in the summation in (15) has distinct pole order at . We next show how one can place an upper bound on the exponent of . We define the weight of an element as the negative of the valuation of at The weights of the regular functions of are precisely the pole numbers at . The pole numbers at are known to form a commutative semigroup 1 under addition [13] . This semigroup has a conductor (i.e., the smallest pole number such that all succeeding integers are pole numbers)
The elements , have a pole only at of order , , respectively. A basis for over can, therefore, also be found by finding a basis for functions in with weight bounded above by where (16) and then multiplying these basis functions by various powers of . We have Clearly, we can limit the exponent of to the largest value such that the weight of is less than or equal to the conductor plus . This leads to the following upper bound on :
i.e.,
We thereby have the bound . This leads to the desired expression for regular functions.
Theorem 5: Every function in has an expression of the form (17) where and . Moreover, the weights of the summands are pairwise distinct. 1 A semigroup is a nonempty set together with a binary operation which is associative.
IV. POLE CANCELING ALGORITHM
We continue with our assumption that is even. Let denote the set of -tuples satisfying respectively. Arguing as in Section III-B, one can show that must divide when . For , there is no change and we still have that must divide . This leads to an alternative expression for the functions in .
Theorem 6: Every function in has an expression of the form (18) where and . Moreover, the weights of the summands are pairwise distinct.
The above expression has the advantage over (17) that every summand is regular at all places in . We will refer to each summand in (18) as a quasi-regular (q-r) function. It can be verified that each q-r function is also regular at each place in . Thus, the poles of a q-r function are confined to From (17) , the number of q-r functions is no more than
Let denote the set of q-r functions arranged in order of increasing weight, i.e., has the maximal weight. Setting we have that the poles of a q-r function are confined to . The poles in are undesirable. For any place of degree one, we can expand as a power series (p-s) in terms of a uniformizer of . If is a pole of , the principal part of the p-s, i.e., the portion with negative degrees, is nonzero. If has weight that is a nongap in the Weierstrass semigroup of , then there must be a regular function with the same weight that can be expressed in the form with coefficients . This follows from the fact that is contained in the finitely generated -module together with the observation that the weights of 's are pairwise distinct. The same summation , with replaced by its p-s, is a p-s with no principal part. Thus, the linear combination has resulted in a "cancellation" of the poles at the place .
A small complication arises when the degree of a place is larger than one. Under an appropriate constant field extension , splits completely into places of degree one. One approach is to treat as places and carry out power series expansions for each of the places. The power series expansion coefficients would, in general, have coefficients belonging to the extension field of . However, the following observation can be used to reduce the computational workload.
Let be any place lying above . For any element , we have because the extension is unramified and Galois. In particular, has a pole at if and only if it has a pole in every place lying above in the constant field extension [16, Secs. III.5.2, III.7.1]. It follows from this that it is sufficient to do pole cancellation in only one of the places lying above .
The above discussion suggests the following pole canceling algorithm.
A. The Algorithm
The algorithm proceeds in two stages.
Step 1: In the first stage, a matrix having rows is set up. Each row of this matrix is associated to a distinct q-r function whose pole order at is no larger than the quantity defined in (16) . Thus, in building up the matrix , we specifically discard those q-r functions whose pole order at exceeds . The columns of are in one-to-one correspondence with the code places in and each row of is obtained by evaluating the respective q-r function at all code places.
Each row of the matrix on the left represents a concatenation of the p-s expansions, of the q-r function attached to that row at the places in lying above that also belong to . We will show in the Appendix that the number of columns of is upper-bounded by . These p-s expansions are always in terms of local parameters of the respective place. The entries in correspond to coefficients in the principal part of the p-s. In general, the coefficients in the p-s belong to a finite extension of with the degree of this extension equaling the degree of the respective place. To keep track of the complexity of our algorithm, it will be found convenient to express each coefficient in as a vector with components corresponding to an expansion with respect to a basis for . Thus, with this vector representation, all entries in belong to .
Step 2: In the second stage of our algorithm, the matrix is then row reduced using elementary row operations to produce a matrix of the form The zeros in below correspond to linear combinations of q-r functions that are regular everywhere except at infinity. Row reduction can be carried out in such a way that the rows of corresponding to regular functions have increasing weight as we go down the rows, so that the last row has largest weight at . Thus, the rows of are the values at the code places, of regular functions having weight corresponding to elements of the numerical semigroup at that are less than or equal to
The matrix can now be used as a template that can be made to yield the generator matrices of one-point AG codes of varying dimension. If the AG code has parameter (see Section I) and , i.e., the generator matrix of the AG code is obtained by evaluating functions in , then by appropriately deleting rows in one recovers a generator matrix of the AG code. If , then one needs to augment with an additional rows. The th row, , would correspond to the values of some function belonging to the set But, as shown earlier, such a function can be found by multiplying a q-r function by a suitable power of and so obtaining these additional rows is a task of low complexity.
An estimate of the complexity of the algorithm can be found in the Appendix. This Appendix shows that the number of operations over has the upper bound stated below.
Theorem 7:
The generator matrix of the AG codes of length associated to can be computed using operations in the field when is even.
If
(it covers all the cases of current practical interest when is large), the complexity is upper-bounded by .
The above algorithm can be refined as discussed in [18] . However, this refinement improves the above estimate by at most a constant factor that depends only on the value of . Also, replacing Gaussian elimination by a more efficient algorithm that makes use of the special structure of the matrix does not significantly decrease the overall complexity of the algorithm since the complexity of computing power series is comparable to the overall complexity of the algorithm.
B. Computational Results
The above pole canceling algorithm was implemented using PARI/GP for the case of code symbol alphabet , i.e., . The resulting basis for the vector space over of all regular functions with weight upper bounded by in the function field appears below. The basis for regular functions at the next level can be found in [18] V. CONCATENATION WITH BINARY CODES
One can obtain efficient and long binary codes by concatenating nonbinary AG codes with suitably chosen short binary block codes [21, Ch. 18, Par. 8], [22] . Concatenation of an AG code constructed on the function field ( even) with an binary code yields an binary code. To achieve an overall rate , one simply picks . The asymptotic parameters of the resulting binary codes are Let denote the relative minimum distance in the limit as the length goes to infinity. Then and satisfy the relation This performance is plotted in Fig. 4 We, thus, have a sequence of ratebinary codes whose limiting relative minimum distance is greater than .
We will show in Appendix A that the complexity of constructing AG codes on is upper-bounded by , where is the length of code. Through concatenation, this yields an algorithm of complexity that produces binary codes of length with parameters close to the binary G-V bound.
VI. BASIS FUNCTIONS FOR CODES FROM THE FIRST THREE LEVELS FOR GENERAL
In this section, we present explicit basis functions for the second and third levels and . The results are valid for any characteristic and any prime power . An approach different from the pole canceling approach was used to derive these results and proofs can be found in [18] . At the late stage of preparation of this paper, the authors discovered that the result in this section had already been found by Pellikaan in [20] . For the third level , we need the some definitions. 
A. Estimating Complexity of the Algorithm
To estimate the complexity of row reduction, we will need to know the number of rows and columns of . From (19) , we have that the number of rows in is no more than . The submatrix of has columns and so it remains to determine the number of columns of the matrix .
1) Counting the Number of Columns of : a) Maximal pole order:
To determine the number of columns in , we need to determine at every place in , the largest pole order at of any q-r function. In determining the pole order of a q-r function, we may disregard powers of as is a unit at the places of interest.
The only pole of the element , , is and the corresponding pole divisor is (20) Thus, the maximum pole order of q-r functions at any place in with is upper-bounded by the quantity defined above.
: Similarly, for with , we have where This leads to, for (21) so that the maximum pole order at any place in with is once again upper-bounded by the quantity . A common expression for is for (22) b) Total degree of places in : As mentioned earlier, given a place in of degree , this place splits into places under the constant field extension . At any of the places , the coefficients in the p-s expansion of a q-r function belong to . It is sufficient to carry out pole cancellation at any one of the places .
As a result, the number of columns of can be obtained by forming the product for each place in , of the maximal pole order of a q-r function at that place times the degree of that place and then summing this product over all places of . From the previous subsection, we see that our upper bounds given by (20) and (21) on the maximal pole order of a q-r function at a place in are a function only of and are, therefore, independent of the choice of particular place in . For this reason, the sum of degree of places in is of interest. This sum equals for for From the above, it follows that the number of columns in is upper-bounded by We only sum from to in the equation above, since from Section IV, we know that the elements of our dual basis have poles only in . With this, the total number of columns in the matrix is given by
2) Power Series Computation:
The goal in this subsection is to estimate the complexity of setting up the entries of the matrix in Section IV-A, i.e., the complexity of determining p-s expansion in terms of the local parameter for every q-r function over every place in
The complexity is measured in terms of the number of multiplications and divisions required over the finite field . It turns out that this complexity varies with but is the same for all places within the same set . Thus, when one expands a function as a p-s in a local parameter at a place , the coefficients in this powerseries expansion belong, in general, to the extension of of degree . To be able to measure complexity in terms of the number of operations over , we represent each element in as a vector with components over by selecting as a vector space basis for the set where is a primitive element in the finite field . Under this representation it can be verified that a multiplication of two elements in can be carried out using no more than twice the square of the degree of the extension multiplications over the field , i.e., no more than multiplications over the field . Division of two elements in can be performed with no more than multiplications over .
Degree of Places and Finite Field
Number of Significant Terms:
The entries in the matrix correspond to the principal part of the p-s of a q-r function at a place . When we speak of the first significant terms in a p-s we refer to the partial sum As far as setting up of the matrix is concerned, the number of significant terms of interest in the p-s of a q-r function at a place equals the pole order of the q-r function at that place. On the way to computing this p-s, the p-s of several other intermediate functions have to be computed. The question arises as to the number of significant terms needed in the case of a function computed at an intermediate stage. It can be verified that if we know the p-s of to significant terms then we also know the p-s of , to significant terms. If the valuations of and at a place are different, then the same goes for any linear combination where belong to some finite extension of . However, if and have the same valuation at a place , then it is possible for the linear combination to have significantly larger valuation which means that we know to a lesser degree of precision. It turns out that in our computation, there are some additions during which this loss of precision does, in fact, take place. However, as it turns out, this loss in precision can be compensated for by doubling the precision, i.e., by starting out with twice the number of significant terms needed. This is explained below (see also [18] ).
Use of Double Precision: As explained above, when adding two power series corresponding to elements having the same valuation, it can happen that the sum is known to lesser precision than the summands. In the p-s program (see the latter part of the Appendix), there are two instances when this precision loss occurs and both correspond essentially to the same computation given in (27) and (28). The first instance corresponds to when one computes the sum in (27). We have , but if Thus, we have incurred a loss in precision equal to terms. The second instance of precision loss corresponds to the computations in (27) and (28) where we attempt to calculate the power series of for . While both terms and in (27) have the same negative valuation , their sum has positive valuation. However, some of this loss in precision is regained in (28) in the addition of and where the first term has negative valuation and the second term has nonnegative valuation. Thus, when , the overall loss in precision equals For , the loss in precision equals . The table at the bottom of this page tabulates the loss in precision during the entire power series calculation in for . It is assumed that we start with significant terms in .
To compensate for this loss, it is enough to simply start out with a precision that is larger by than the precision needed. Since the maximal pole order of a q-r function at a place equals for , it suffices to use "double precision," and carry out all computations to significant terms from the outset.
Power Series Operations: Suppose and are p-s with coefficients in an extension field of . It can be verified that if both and are known to precision , i.e., to significant terms, then can be computed to precision using multiplications over the field .
In the process of dividing a p-s by a second nonzero p-s to compute , if the leading coefficient of , i.e., the coefficient of the smallest degree nonzero term in is , it takes multiplications over and no division is required at all. In general, division of p-s reduces to the special case mentioned above after dividing each coefficient of by the leading coefficient. Thus, division of p-s requires no more than multiplications and divisions over . The complexity of p-s division in terms of -multiplications is thus less than It was shown earlier in this section that . The minimum requirement for the number of significant terms is at least . Therefore, is bounded above by , and p-s division has complexity less than multiplications over , which is equivalent to multiplications over . In the algorithm, we will need to raise a p-s over to the th power. This can be done quite simply by raising each coefficient to the th power and multiply the exponents of uniformizer by However, given that one wishes to retain only significant terms, it is only necessary to apply the th-power operation to the first terms. The complexity of raising a p-s to the th power is thus less than multiplications over . In summary, we may upper-bound the complexity of either p-s multiplication or p-s division by multiplications over and the complexity of raising a p-s to the th power by multiplications over . Symmetry of the Tower: The tower has a certain symmetry that can be exploited to simplify computations. Namely, that the equations of the tower remain unchanged if we make the substitution At the same time, this mapping also establishes a one-to-one correspondence between places in the sets As a result, given the p-s expansion for , at a place , , one can compute the p-s expansion for at the corresponding place in simply by inverting this p-s.
a) Procedure for computing the power series: We begin here by considering first, the region above of no ramification, i.e., by considering the complexity of determining the p-s at a place , . The symmetry of the tower Variable Precision can then be used to determine power series expansions at places above corresponding to ramification. : It can be checked that every place in for in this range, has as local parameter. The p-s of all the q-r functions at a fixed place is computed in stages. In the first stage, we determine in sequence the p-s expansions of in that order. Let . Given , and a p-s expansion for at in terms of the local parameter , we set (23) The defining equation for can be written in the form Since has a zero at , the p-s of can be computed using
The addition is repeated until significant terms are obtained where is the number of significant terms desired in the powerseries expansion. By iterating this process, we will have computed the p-s of . The procedure for computing the p-s in case of is only slightly different. We know that for some . We can write : As mentioned earlier, the symmetry in the tower can be used to compute the p-s of at a place in , simply by taking reciprocals and index reversal.
Power Series of the q-r Functions:
Having computed the p-s of at every place in , we are now ready to calculate the p-s of the q-r functions This computation can be set up sequentially, in the order of increasing weight, starting with the function To go from one function to the function having the next highest weight, we typically need one multiplication as for example However, when the present function corresponds to an exponent and the function with the next highest weight to an exponent , then one needs to multiply by in addition to multiplying with some variable to obtain , i.e., This requires two multiplications. Thus, in summary, given power series expansions for and also for each of the variables , the p-s computation of the q-r functions can be carried out sequentially in such a way that each additional q-r function can be computed with at most two p-s multiplications.
Below, we provide a "program" for computing the power series. It is assumed in the program that all solutions to the tower of linearized equations in Theorem 1 have been precomputed. Also, in the program, given a place of some degree , when we speak of computing the p-s at , we mean the computation of the p-s at one of the places of degree one lying above in the constant field extension . Each place is in one-to-one correspondence with the solutions of (8) , we will mean that the p-s operation will require multiplication and possibly division of elements in , equivalent in effort to multiplications in . Lines 4-7: Given the p-s for , p-s multiplications are required to compute in succession and we obtain as a by-product. In line 6, the p-s of is computed by raising to successive th powers and then taking the sum of these powers. Since the power series has significant terms, the operation of raising the p-s to the th power is equivalent in effort, to multiplications. By considering valuations at , it can be seen that there are at most terms in the summation. Thus, lines 5 and 6 together require multiplications in the extension field . Lines 8-9: Similarily lines 8 and 9 require multiplications in . Lines 11-12: In line 11, after computing the powers two additional p-s operations are needed to compute using (27) and (28). Thus, it takes multiplications to execute the for loop between lines 10 and 12. The constant can be interpreted as a count of the number of multiplications in required to perform one p-s operation at each of the places in when the power series coefficients lie in and there are significant terms in the p-s. After executing line 23, we have the p-s for and . In lines 24 and beyond, there are no further additions to be performed and it is, therefore, safe to use single precision, i.e., retain only the most significant terms in each power series rather than . Lines 25-34: The for-loop between lines 27 and 29 requires p-s operations. The computation of in Line 30 also needs p-s operations. As mentioned earlier, the calculation in line 32 requires at most two power series multiplications per function. Since the number of functions is less then , the complexity of executing lines 25-34 does not exceed multiplications in .
Line 35: To construct the matrix , lines 26-33 are repeated for each code place. Here we are given the coordinates of a code place and are required to compute the value of the corresponding q-r function at that place. This value is computed by computing in succession, the values of the functions listed in lines 25-34. Thus, this step does not involve any p-s computations. The computation of each can be done using multiplications over (required to compute ). Given , it takes a further multiplications over to compute and an additional -multiplications to obtain . Each column of is constructed sequentially from the top to the bottom row and each entry requires for the same reasons as before, at most two -multiplications. The first inequality above is obtained by extending the summation by running from to . The second inequality follows from the assumption that . From (31) and the above upper bound on , we obtain the following upper bound on the complexity of the p-s setup in terms of -multiplications: (32) Note that the last term within square brackets in (31) dominates, and we still have an upper bound if we ignore the other terms in the square brackets. The inequality in (32) is obtained by replacing by , and it holds for . The number of -multiplications in the row reduction process is less than the square of number of rows times the number of columns (The number of divisions over required in row reduction is negligible in comparison with the number of multiplications.)
As a result, the total number of -multiplications including both power series computation and row reduction phases is bounded above by (33) We can rewrite the second term in the above equation as
The total number of -multiplications is now upper bounded by The first inequality above holds when and . For , explicit basis functions are available (see Section V), and the generator matrix of the corresponding AG code can be computed explicitly and efficiently. This proves Theorem 7 in Section IV.
