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Quantum compiling, a process that decomposes the quantum algorithm into a series of hardware-compatible
commands or elementary gates, is of fundamental importance for quantum computing. In this paper, we intro-
duce an efficient algorithm based on deep reinforcement learning that compiles an arbitrary single-qubit gate
into a sequence of elementary gates from a finite universal set. This algorithm is inspired by an interesting
observation that the task of decomposing unitaries into a sequence of hardware-compatible elementary gates
is analogous to the task of working out a sequence of basic moves that solves the Rubik’s cube. It generates
near-optimal gate sequences with given accuracy and is generally applicable to various scenarios, independent
of the hardware-feasible universal set and free from using ancillary qubits. For concreteness, we apply this al-
gorithm to the case of topological compiling of Fibonacci anyons and show that it indeed finds the near-optimal
braiding sequences for approximating an arbitrary single-qubit unitary. Our algorithm may carry over to other
challenging quantum discrete problems, thus opens up a new avenue for intriguing applications of deep learning
in quantum physics.
How to efficiently decompose unitaries into a sequence
of elementary hardware-compatible quantum gates as short
as possible is a crucial problem in a variety of quantum-
information-processing tasks, such as quantum computing [1]
and quantum digital simulations [2]. This problem becomes
especially relevant for the noisy intermediate-scale quantum
devices [3], where the depth of the quantum circuits might
be limited due to the inaccuracy of the possible elementary
gates and quantum decoherence. For single-qubit unitaries,
the Solovay-Kitaev theorem guarantees that one can approx-
imate an arbitrary gate to precision  with O(logc(1/)) el-
ementary gates, where c is a small constant [1]. A number
of notable algorithms have been proposed to compile single-
qubit unitaries [4–16]. For instance, the standard Solovay-
Kitaev algorithm runs in O(log2.71(1/)) time and can output
a sequence of O(log3.97(1/) elementary gates that approxi-
mate the targeted unitary to precision  [4]. Other algorithms
either exploit the specific structure of the Clifford+T gate set
[12–16], or utilize ancillary qubits [5, 6], to further reduces the
running time and length of the desired gate sequences. Each
of these algorithms bears its own pros and cons, and the choice
depends on the specific problem. Here, inspired by the sim-
ilarity between quantum compiling and solving Rubik’s cube
(see Table I), we introduce a novel algorithm based on deep
reinforcement learning, which compiles single-qubit unitaries
efficiently and is generally applicable to different scenarios
(see Fig. 1 for an illustration).
Machine learning, especially deep learning, has achieved
dramatic success in a broad range of artificial intelligence
applications, ranging from image/speech recognition to au-
tomated self-driving cars [18, 19]. The interplay between
machine learning and quantum physics has led to an emer-
gent research frontier of quantum machine learning, which
has attracted tremendous attention recently [20–23]. On the
one hand, the revolutionary idea of quantum computing raises
System
Initial state The unitary to beapproximated The scrambled cube
Target state The identity matrix The solved cube
Basic move A gate from theuniversal set Rotation of one face
TABLE I. Comparison between quantum compiling and solving the
Rubik’s cube. We observe that these two seemingly irrelevant prob-
lems are, in fact, deeply related and have a lot in common. This cube
shown here only has two misplaced cubelets, yet it takes at least 16
steps [17] to solve it. Similarly, the quantum state |ψ〉 shown is close
to the target state |0〉, but with a discretized universal gate set, it
might still take many steps to move from |ψ〉 to |0〉.
the new possibility to enhance, speed up or, innovate machine
learning. On the other hand, we can use machine learning
tools to crack outstanding quantum problems as well. In fact,
a number of quantum learning algorithms with potential expo-
nential advantages have already been proposed, and applica-
tions of machine learning techniques in quantum physics have
also been invoked in various scenarios, including represent-
ing quantum many-body states with neural networks [24, 25],
quantum state tomography [26, 27], non-locality detection
[28], and learning phases of matter [29–39], etc. In this pa-
per, we introduce machine learning to the task of quantum
compiling, with a focus on deep reinforcement learning [40],
which has been exploited to build AlphaGo [41] (a computer
program that has defeated the world’s best players in the game
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2of Go) and more recently DeepCubeA that solves the Rubik’s
cube—a classic combinatorial puzzle that poses unique chal-
lenges for artificial intelligence [42]. Our algorithm is based
on the key observation that compiling unitaries to a sequence
of elementary gates is analogous to finding out a sequence of
basic moves that solves the Rubik’s cube (see Table I). Indeed,
both problems have one target state and several discretized,
non-commuting operations; the goal of both problems is to
find the shortest sequences available; for a state seemingly
close to the targeted one, the actual number of required op-
erations may still be surprisingly large. Since unitaries are
invertible, finding a gate sequence approximating a target uni-
tary U is equivalent to finding a gate sequence that “restores”
U back to identity. In this way, the identity matrix becomes
our target state (corresponding to the solved cube), and the
unitary to be approximated is the initial state (corresponding
to a scrambled cube). Similar to the fact that DeepCubeA can
solve an arbitrarily scrambled cube in a near-optimal fashion
[42], our algorithm can efficiently compile an arbitrary unitary
into a near-optimal sequence of elementary gates.
The algorithm—To begin with, we first introduce the gen-
eral algorithm and then apply it to the case of topological
compiling of Fibonacci anyons as a concrete example. In
previous reinforcement learning algorithms such as deep Q-
learning [41, 43], a function approximator such as deep neu-
ral network (DNN) represents a reward function defined on all
states, which dictates the strategy to maximize the reward and
performs the actions step-by-step. Then, the resulting experi-
ences are added to the regression to optimize the DNN further,
and so on so forth. However, when such an algorithm is ap-
plied to bring an arbitrary quantum state to a specific target, it
faces immediate failure: with a large state space, discretized
available actions at each step, only one target state, and only
giving the reward when getting extremely close to the target,
the reward may never be received at all, making it almost im-
possible to define a valid reward function.
To resolve this issue, we start from the target state instead
and perform backward search operations, similar to the value
iteration algorithm [44]. The cost-to-go function J(s) is de-
fined as the minimum cost for a state s to reach the target state
within the designated precision, represented approximately by
a DNN. During training, the cost-to-go function is updated ac-
cording to [42]:
J ′(s) = mina(g(s, a) + J(S(s, a))) (1)
where S(s, a) is the state obtained after applying the action
a to the state s, and g(s, a) is the corresponding cost. The
cost-to-go function for the target state s0 is J(s0) = 0, and
J(s) for all states can be computed with Eq. (1) successively.
In practice, Eq. (1) means that the DNN uses itself for target
updating, which may lead to instabilities. Therefore, we use
two neural networks during training [42, 43]: a policy network
that is constantly being trained, and a target network that es-
timates of the target value J ′(s) for training and only updates
to the policy network periodically.
FIG. 1. A schematic illustration of the algorithm: during the search,
we start from the initial state si = |ψi〉, then iteratively pick the
state with the minimum evaluation function f(s) and evaluate all
its successors with the DNN until we reach the target state. Here,
the unitaries U1 and U2 are chosen randomly from the elementary
universal gate set (see [47] for more details).
To enhance the search performance and derive the short-
est sequence possible, we further complement the cost-to-go
function J(s) with a weighted A∗ search algorithm [45, 46].
We define an evaluation function f(s) from the initial state si
to the target state s0 via an intermediate state s:
f(s) = λG(s) + J(s) (2)
where G(s) is the actual cost from the initial state si to the
current state s. λ ∈ [0, 1] is a weighting factor that alleviates
the difficulty of a large state space, and smaller λ may reduce
the number of states evaluated at the expense of potentially
longer paths [46]. During the search, we start with a set of
the intermediate states {s} with only the initial state si; itera-
tively, we pick the state s in {s} with the minimum f(s) and
replace it with its successors S(s, a) (if they are not already
in or have not previously been in {s}), see Fig. 1; once a state
with distance less than a designated termination accuracy T
from the target state s0 is present in {s}, we have obtained a
desired sequence between si and s0 within the desired accu-
racy threshold.
We also make several additional modifications to the
weighted A∗ search algorithm to better fit our quantum com-
piling problem. First, we introduce a maximum searching
depth Dmax, beyond which the search terminates and returns
the best state found so far. This cut off resolves the possi-
ble non-convergence issue that is induced by the path search
along a discrete graph on a continuous state space. Second, it
is natural for the DNN to generalize to a state never present
in previous training and interpolate for its cost-to-go func-
tion J(s). Sometimes such a state is estimated mistakenly
as with a small J(s) despite its actual distance from the target
state is considerably farther away (e.g., J(s) = 1.5, similar to
the close-to-solved Rubik’s cube in Table I) and the weighted
3FIG. 2. (a) The two elementary gates by braiding Fibonacci anyons.
Logical qubits are encoded into triplets of anyons (enclosed in the
ovals) and time flows from left to right. Here, η = eipi/5 and
φ =
√
5+1
2
is the golden ratio [48]. (b) The braiding sequences
obtained by the reinforcement-learning based algorithm, which ap-
proximate the Hadamard gate (H), the Pauli σx gate (X), and the
Pauli σy gate (Y), respectively. The quaternion distances between
the actual unitaries induced by the braidings and their corresponding
targeted gates are 4.4× 10−3, 2.4× 10−3, and 2.3× 10−3, respec-
tively. After the DNN is trained, the algorithm takes only a couple of
seconds to output each of the sequences.
A∗ searches stuck there. To handle this problem, especially
when J(s) is small, and the problem is the most severe, we
introduce a decimal-penalty term to the evaluation function
f(s) = λG(s) + J(s) + d(s):
d(s) = γ
[
J(s)− round(J(s))]2
J(s)
(3)
where γ is a constant tuning parameter. d(s) put preferences
on states used to train the DNN with near-integer J(s) over
states whose J(s) values containing decimal parts and are
likely by estimate and interpolation.
Quantum compiling with Fibonacci anyons—Without loss
of generality, we now apply our algorithm to the case of
topological compiling with Fibonacci anyons, which are
quasiparticle excitations of topological states of matter that
obey non-Abelian braiding statistics [48]. Unlike Majorana
bound states [49], whose braiding only gives elementary gates
in the Clifford group unless additional multi-step protocols
are incorprated[50], Fibonacci anyons are the simplest non-
Abelian quasiparticles that enable universal topological quan-
tum computation [51, 52] by braiding alone [53]. They are
theoretically predicted to exist in the ν = 12/5 fractional
quantum Hall liquid [54] and rotating Bose condensates [55],
as well as quantum spin systems [56, 57]. The only nontriv-
ial fusion rule for Fibonacci anyons reads: τ × τ = I + τ ,
where I and τ denote the vacuum and the Fibonacci anyon,
respectively. We encode logical qubits into triplets of anyons
with total topological charge one [53]: |0L〉 = |((•, •)I, •)τ 〉
and |1L〉 = |((•, •)τ , •)τ 〉, and neglect the non-computational
state |NC〉 = |((•, •)τ , •)I〉 since we mainly focus on braid-
ings within a single logical qubit and the leakage error is not
relevant in this case. Based on this encoding scheme, the two
elementary single-qubit gates correspond to the braidings of
two Fibonacci anyons are σ1 and σ2 as shown in Fig. 2(a),
which form a universal set for single-qubit unitaries.
In the literature, topological compiling with Fibonacci
anyons has been extensively studied and different algorithms
have been proposed [58–64]. Notable examples include the
quantum hashing algorithm [62], which runs in O(log(1/))
time and output a sequence of length O(log2(1/)), and the
probabilistically polynomial algorithm [63], which runs in
O(polylog(1/)) time on average and outputs an asymptot-
ically depth-optimal sequence of length O(log(1/)). Here
we apply the introduced reinforcement-learning algorithm. To
measure the accuracy of the output sequence in approximat-
ing the target unitary, we use the quaternion distance defined
as [65]: d(qb, qt) =
√
1− 〈qb, qt〉2, where qb and qt are the
unit quaternions corresponding to the unitary from the braid-
ing sequence and the target unitary respectively, and 〈qb, qt〉
denotes their inner product. We employ a DNN in the form
of a deep residual network [66] with the state s as the in-
put, two fully-connected hidden layers and six residue blocks,
followed by one output neuron representing the approximate
cost-to-go function J(s). We train this DNN via PyTorch
routines with randomly sampled sequences whose lengths are
shorter than a given constant (see [47] for details). This train-
ing process takes about two days running on a NVIDIA TI-
TAN V GPU. However, once the training is done, generating
the desired braiding sequence for approximating an arbitrary
single-qubit gate takes only a couple of seconds on a single
GPU. Without loss of generality, we set g(s, a) = 1 for all
gates in our setting, which simplifies Eq. (1) into
J ′(s) = mina(J(S(s, a))) + 1. (4)
In situations where certain elementary gates (e.g., the T gate
in the Clifford+T universal set) might be harder to imple-
ment, or the cost may turn out to be state-dependent, we can
simply adjust g(s, a) and retrain a DNN to resolve the prob-
lem. The optimal values for parameters λ, γ in the evaluation
function f(s) and the maximum searching depth Dmax are de-
termined by a grid search (see [47]). Unless noted otherwise,
in general quantum compiling tasks, we set λ = 1, γ = 400,
Dmax = 100, and do not specify the termination accuracy T .
In Fig. 2(b), we show the braiding sequences derived
by our reinforcement-learning algorithm to approximate the
Hadamard gate, the Pauli σx gate, and the Pauli σy gate (up to
a trivial global phase). Compare to the brute-force searches in
previous works [58, 60, 61], we have achieved comparable ac-
curacy and sequence length, but with much less computational
time. In addition, we also randomly generate 1000 unitaries in
SU(2) and use the reinforcement-learning algorithm to gen-
erate their corresponding braiding sequences. Indeed, we find
that the algorithm can efficiently output the desired sequence
4FIG. 3. (a) The averaged actual accuracy (¯) versus the termina-
tion accuracy (T ). Since the distribution of the accuracy has a long
tail, we employ the typical average ¯ = exp(log i). Here, the
weighted A∗ search terminates once a state with accuracy smaller
than T is found or the searching depth exceeds a maximum value
Dmax = 1000. (b) For a given T , some unitaries may require the
weighted A∗ searches with depth larger than Dmax to attain an accu-
racy smaller than T . This figure shows the ratio (R) of such uni-
taries as a function of T , suggesting that in general we need longer
sequences for higher accuracy. (c) The average searching depth (D¯)
as a function of the average actural accuracy (¯). The red dotted line
is a logarithmic fitting of D¯ into log(1/¯). (d) The average searching
time t¯ versus the average acural accuracy ¯. The red dotted line is a
logarithmic fitting of t¯ into log(1/¯). In these figures, each data point
represents an average on the solutions of 1000 random unitaries.
for any of these unitaries with a running time of less than a
couple of seconds. The typical average length of these se-
quences is∼ 24.79, and the average precision is∼ 3.1×10−3
(see [47] for details), which are on a par with the results from
the brute-force search. To compare our algorithm with the
Solovay-Kitaev algorithm, we also apply the latter to obtain
braiding sequences for the same 1000 unitaries. We find that
the braiding sequences obtained by the Solovay-Kitaev algo-
rithm are typically ten times longer.
To further analyze the time complexity and the length com-
plexity as the scalings of the precision inverse 1/, we ex-
plicitly control the approximation accuracy by terminating the
weighted A∗ search once a state with a distance less than T
from the target state s0 is found. To ensure that most in-
stances reach the desired accuracy T , here we set the max-
imum searching depth to a larger value Dmax = 1000. Fig.
3(a) shows the averaged actual accuracy ¯ as a function of T .
When T is large, it is easier to find a sequence with a preci-
sion smaller than T , and the search terminate before hitting
the depth limit Dmax, thus ¯ is noticeable smaller than T . As
T becomes smaller, the constraint of limited searching depth
becomes dominant, and more and more target unitaries may
require the weighted A∗ searches with a depth larger than the
given Dmax = 1000 to attain an accuracy smaller than T , as
FIG. 4. Comparison between different algorithms on the length com-
plexity of the generated gate sequences. Each data point represents
an average on the solutions of 1000 random unitaries, and the error
bars show the interval between the lower 25th percentile and the up-
per 75th percentile. Note the breaks in the vertical scale. The inset
is a log-log plot for L¯ versus log(1/¯), and the dotted lines are linear
fits of the data.
shown in Fig. 3(b). We plot the averaged searching depth D¯ as
a function of ¯ in Fig. 3(c). From this figure, when ¯ is large,
D¯ scales logarithmically with 1/¯: D¯ ∼ 6.56 log(1/¯), lead-
ing to a nearly linear time complexity — the search time scales
as t¯ ∼ 0.274 log(1/¯), see Fig. 3(d). As ¯ decreases further,
however, the searching depth and time start to increase dra-
matically. This is likely due to the relatively limited sequence
length (no larger than D ∼ 40) during the training, thus the
DNN has not yet learned enough information for approxi-
mating unitaries with higher precision. One way to improve
the performance of the algorithm for smaller ¯ is to increase
Dmax. Also, we plot the average length L¯ of the braiding se-
quences obtained by different algorithms as a function of ¯ in
Fig. 4. From this figure, L¯ scales as L¯ ∼ log1.6(1/¯) for
our reinforcement-learning algorithm, which is slightly worse
than the scaling for the brute-force approach but notably better
than that for the Solovay-Kitaev algorithm.
We note that one may further improve the performance of
the reinforcement-learning algorithm in the above example,
through increasing the size of the DNN, the length of the
braiding sequences in the training set, or the searching depth
when generating sequences, etc. In fact, we used a much
smaller DNN in this work than that for AlphaGo [41] and only
a single GPU. It is also worthwhile to note that an arbitrary
two-qubit gate can be optimally decomposed into one-qubit
gates and the CNOT [67], which in turn can be constructed
approximately via established braiding sequences [58]. For
more general, multi-qubit quantum compiling missions, we
can resort to the above reinforcement learning algorithm with
enlarged state space (unitary matrix to be approximated) and
action space (gates in the universal set) accordingly.
Discussion and conclusion—In experiments, it is common
that not all elementary gates cost equally. Thus, minimizing
5the use of the expensive ones in compiling is of crucial im-
portance for a variety of applications in quantum computing.
Notably, our introduced reinforcement-learning approach is
particularly capable of dealing with such problems—the cost
of each elementary gate can be naturally incorporated into the
algorithm by simply adjusting the cost function [g(s, a) in Eq.
(1)]. This is another striking advantage of the reinforcement-
learning approach compared to the traditional algorithms.
Moreover, we expect that our approach carries over straight-
forwardly to other quantum control problems [68] as well.
In summary, we have introduced a reinforcement-learning-
based quantum compiling algorithm to decompose an arbi-
trary unitary into a sequence of elementary gates from a fi-
nite universal set. This algorithm uses no ancillary qubits or
group-theory relevance, and is generally applicable to various
scenarios regardless of the choice of universal gate sets. It
generates near-optimal gate sequences that approximate arbi-
trary unitaries to given accuracy in an efficient fashion. To
show more explicitly how the algorithm works, we applied
it to the scenario of topological compiling with Fibonacci
anyons. Our results build a new connection between re-
inforcement learning and quantum compiling, which would
benefit future studies in both areas.
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7Supplementary Material for: Topological
Quantum Compiling with Reinforcement
Learning
In this Supplementary Material, we provide more details for
our algorithm introduced in the main text and more numeri-
cal data about applying this algorithm to compiling Fibonacci
anyons.
Neural network architecture.—Our deep neural network
(DNN) consists of two hidden layers, six residual blocks [66],
and one output neuron. The first two hidden layers are of sizes
5000 and 1000, respectively, and each residual block consists
of two hidden layers with 1000 hidden neurons each. The
activation function is leaky ReLU [69] throughout the neural
network, and batch normalization [70] is applied in all layers.
Training the DNN.—The DNN is trained to approximate
the cost-to-go function J(s) of the input unitary matrix. Dur-
ing training, the DNN only utilized the following knowledge
[42]:
1. J(s0) = 0 for the identity matrix s0.
2. For an arbitrary state s other than s0,
J(s) = mina(J(S(s, a))) + 1 (S1)
where S(s, a) is the state obtained after applying the
action a to the state s. In other words, the cost-to-go
for each state equals to the cost-to-go of its predecessor
plus the cost for each action.
Starting from the identity matrix s0 and iterate with the
two rules above, the cost-to-go function for every matrix in
the state space is uniquely determined. In practice, we set
J(s) = 0 for all the s with d(s, s0) < 10−4, where d(a, b) is
the quaternion distance [65] defined in the main text.
Before training, the DNN is initialized with random small
weights, and its initial guess for J(s) will be random small
numbers. To train the DNN, we feed matrices generated
by random gate sequences into the DNN, and optimize the
DNN weights by minimizing the loss function
∑
s[J(s) −
mina(J(S(s, a)) + 1)]
2 with the standard back-propagation
algorithm.
To ensure that the DNN gradually explores the state space,
we generate the training data by applying k random operations
to the identity matrix, where k is evenly distributed between
1 and a maximum length M . We set M = 5 in the beginning,
and increases M by 1 whenever the loss falls below a pre-
defined threshold δ.
Training a neural network with itself as its target causes
instabilities. In the machine learning community, the stan-
dard technique to overcome this issue is to use two neural
networks during training [42]: a policy network and a target
network. These two neural networks are almost identical, ex-
cept that only the policy network is being trained with back-
propagation. The target network stays intact most of the time
and provides estimations of the updated cost-to-go function in
FIG. S1. The loss curve during training. The loss function spikes up
whenever we raise the maximum length M , then training gradually
brings the loss back until it falls below the threshold δ, after which
we raise M again. Here and throughout this whole Supplementary
Material, the data plotted are all based on topological compiling with
Fibonacci anyons.
Eq. (S1). Whenever loss falls below δ, the target network will
be updated by copying parameters from the policy network.
The training algorithm is summarized in Algorithm 1.
Fig. S1 shows the loss curve during training. For reinforce-
ment learning, large fluctuations in the loss function are com-
mon: whenever the DNN sees new data or updates the target
network, the loss spikes up. Nevertheless, the performance of
the DNN is stable. Fig. S2 shows the average accuracy ¯ of
the gate sequences generated by our DNN at different training
stages, in which Dmax = 100 and each data point is calculated
by averaging loss over 100 sample instances. ¯ saturated after
2 × 104 epochs of training, and did not improve much after-
wards. We trained this model on a single NVIDIA TITAN V
GPU for about a week, but the result indicates that two days’
training is already sufficient.
Training data generation.—To train the DNN, we need uni-
tary matrices generated by random gate sequences, but a vast
amount of data is required. To generate gate sequences more
efficiently, we first performed a brute-force expansion, eval-
uating all possible gate sequences to a predefined brute-force
depth. After that, further operations are generated randomly,
Algorithm1 Training the DNN
Output: The trained DNN parameters θp
Initialize the policynet parameters θp
Targetnet parameters θt ← θp
for i = 1 to max epoch do
Generate training data s
loss←∑s (Jp(s)−mina(Jt(S(s, a)) + 1))2
loss.backward()
optimizer.step()
if loss< δ then
θt ← θp
Maximum length M ←M + 1
end if
end for
8FIG. S2. The performance of the DNN during different training
stages, evaluated as the averaged approximation accuracy ¯ of gate
sequence solutions for 100 randomly generated SU(2) unitaries. The
searching depth Dmax = 100.
until the length of the gate sequence reaches the predefined
length k. During this procedure, we store all the encountered
matrices in the memory for later training, and the brute-force
expansion depth is adjusted according to available memories.
We mention that the generation of training data in this way
is very efficient since its complexity is mainly about two-by-
two matrix multiplications. In fact, the whole data generation
procedure is carried out in parallel on a single GPU, and takes
only less than one second. The matrices generated by random
sequences are periodically updated during training.
Weighted A∗ search with a decimal penalty term.—A∗
search [45] is a heuristic searching algorithm that finds a path
between an initial node si and a target node s0 on a graph.
The evaluation function that A∗ search employs is defined as
f(s) = G(s) + J(s), where G(s) is the path cost (the cost
already taken to reach s from si), and J(s) is a heuristic func-
tion that estimates the cost still required to reach s0 from s, or
Algorithm2 Generating gate sequence with A∗ search
Input: The target gate to be approximated, T
Output: A gate sequence U1U2 · · ·Un ≈ T
{s} ← {T}
for i = 1 to Dbf do
{s} ← the universal gate set {Ui}× {s}
(× denotes Cartesian product)
Update and store sbest, the matrix closest to identity
end for
for i = 1 to Dmax do
Choose N states {S} with minimum f(s) from {s}
{S′} ← {Ui} × {S}
Update sbest
Add {S′} to {s} and remove {S}
if |{s}| > maximum size then
Remove the states with maximum f(s)
end if
end for
Return sbest and its corresponding gate sequence
Inverse the gate sequence
FIG. S3. We search for the optimal searching depth Dmax by plotting
the average accuracy ¯ and the average braiding sequence length L¯
against Dmax, and choose Dmax = 100 to balance between approxi-
mation accuracy and time cost. Higher accuracy can be achieved by
increasing Dmax at the cost of computation time.
the cost-to-go function. During the search, the A∗ algorithm
maintains a set of intermediate states {s}. The algorithm starts
with only si in {s}. In each iteration, the algorithm selects and
removes from {s} the s with the smallest f(s), and adds in its
successors if they have never been in {s} previously. This
procedure repeats until the target node s0 appears in {s}.
It is proved that A∗ search can find the shortest possible
path if J(s) never overestimates the actual cost [45]. How-
ever, as A∗ search stores all the nodes it generates, in gen-
eral, it has an exponential space complexity, making it un-
practical on large graphs. Weighted A∗ search [46] par-
tially resolves this issue by defining the evaluation function
as f(s) = λG(s) + J(s), where λ is a weighting factor be-
tween 0 and 1. This method trades potentially longer paths for
potentially less memory usage, alleviating the memory burden
on large graphs.
For our problem of quantum compiling, we have an infi-
nite graph in a continuous state space, and A∗ search may
face convergence issues. To resolve this, we imposed a maxi-
mum searching depth Dmax: searching terminates after reach-
ing Dmax and the state closest to the target state is returned.
Since the DNN heuristic J(s) can be non-reliable in extreme
cases, as explained in the main test, we added an additional
decimal penalty term. The evaluation function reads:
f(s) = λG(s) + J(s) + γ
(
J(s)− round(J(s)))2
J(s)
(S2)
In order to better utilize the parallelization of GPU, we add
a short brute-force search phase in the beginning, starting with
the initial matrix and apply all possible gate sequences onto it
up to a length of Dbf, storing all encountered states. Using the
states generated by brute-force search as the initial set of inter-
mediate states {s}, we evaluate their f(s) in parallel and ex-
pandN states with the smallest f(s), removing them from {s}
9FIG. S4. The distribution of the approximation accuracy  and
the sequence length L on the solution of 1000 randomly generated
SU(2) matrices using our reinforcement learning algorithm, where
the searching depth Dmax = 100. Note that the distribution of  has
a long tail, while the distribution of L is more close to a Gaussian
distribution. To better characterize ¯, we adopt the typical average
¯ = exp(log i). In this figure, ¯ = 0.0031, and L¯ = 24.79.
while adding their successors in, and so on so forth. When-
ever the size of {s} reaches a maximum value, the states with
the largest f(s) are discarded. The procedure terminates after
the number of searching steps reaches the maximum searching
depth Dmax, upon which the gate sequence closest to the tar-
get state is returned. The searching algorithm is summarized
in Algorithm 2. In the main text, we also have our algorithm
terminate once a state with accuracy  < T is found. To-
gether with a larger Dmax that is no longer a limiting factor,
we can reach the desired accuracy and analyze the time and
length complexity of our algorithm.
The computation time required for each searching step is
roughly a constant, and Dbf is small so that the time for
the initial brute-force search is negligible. Therefore, Dmax
is directly proportional to the time cost and responsible for
the time complexity of our algorithm. Fig. S3 shows how
the average accuracy ¯ and sequence length L¯ change with
Dmax. We can see that the accuracy improves dramatically at
Dmax < 30 and starts to saturate after Dmax ∼ 100, while the
sequence length also reaches a plateau after Dmax ∼ 50. Con-
sidering time efficiency, we set Dmax = 100, which roughly
takes three seconds on a single GPU. Higher accuracy can be
achieved by further increasingDmax at the cost of computation
time.
Fig. S4 shows the distributions of the approximation ac-
curacy  and the sequence length L on the solution of 1000
randomly generated unitaries with Dmax = 100. Note that the
distribution of  has a long tail. Therefore, to better character-
ize ¯, we adopt the typical average ¯ = exp(log i), which is
¯ = 0.0031, and L¯ = 24.79 in this figure.
The parameters λ and γ in f(s) are determined with a grid
search. In weighted A∗ search, λ < 1 is a compromise be-
tween insufficient memory and optimal paths. Since we man-
ually imposed a maximum searching depth Dmax, memory is
no longer a limiting issue for us, and λ = 1 should yield the
best results. Indeed, Fig. S5 (a)(b) verifies that λ = 1 leads
to the shortest sequence and the highest accuracy. Note that
for longer searching depth Dmax and more complex scenarios,
the optimal λmay become different. Fig. S5 (c)(d) shows the
average accuracy ¯ and the average sequence length L¯ versus
γ for λ = 1. The average accuracy first decreases and then
increases as γ increases, while the sequence length increases
monotonically with γ. We set γ = 400 to balance between
accuracy and sequence length.
FIG. S5. (a) The average accuracy ¯ and (b) average sequence
lengths L¯ versus λ for γ = 400. λ = 1 leads to the shortest sequence
and the highest accuracy. (c) The average accuracy ¯ and (d) average
sequence lengths L¯ versus γ for λ = 1. The accuracy peaked around
γ ∼ 1000, while the sequence length increases monotonically with
γ.
