Abstract: T uningrules for PI and PID controllers for stable non oscillating plants are presented. These rules are based on an optimization procedure, where both low frequency performance, mid frequency stability margins and high frequency control activit y are taken into account. The required plant kno wledgeis either a speci c frequency point, like in Ziegler-Nichols frequency design method, or a step response for a rst order plant with time dela y.Almost optimal tuning rules are presented based on this knowledge, both for PI and PID controllers.
INTRODUCTION
A method for general and objective evaluation of controllers for all kinds of plants has during the last years been introduced, see (Kristiansson and Lennartson, 1999 Kristiansson and Lennartson, 2000 Kristiansson, 2000 . It is based on three criteria, related to vital performance and robustness characters. This method can be used to compare controllers of di erent structures but also as a synthesis tool to nd the best tuning of o n e s i n g l e c o n troller for a given plant. Over the years a lot of di erent design methods for the most common of all regulators, the PID controller, ha vebeen presented. A surv eyup to 1993 is given in ( Astr om et al., 1993) . Many of these methods are modi cations of the frequency response method introduced by J.G. Ziegler and N.B. Nichols in (Ziegler and Nichols, 1942) almost sixty y ears ago. Today it may be argued that modern data programs with optimization routines have made traditional tuning rules needless. How ev er, these programs demand a good and reliable model for the plant to be con trolled.In realit y the plants are very often just marginally known. Then there is still a need to nd good control design parameters for incompletely known plants. The tuning rules presented in this paper are characterized by their minimal demands on plant kno wledge. The focus in this contribution is set on stable and non oscillating plants, presumably the largest group of plants that may b e o f i n terest to control. T uning rules for PI and PID controllers are introduced. These rules may be used to nd almost optimal parameter settings for these controllers also when the plant in question is rather anonymous and no complete model is given. F urthermore, they may b e used to nd a starting point t o g e t an optimization routine to converge. Comparisons betw een the tuning rules and the optimal parameter settings show v ery small di erences in almost all cases investigated.
EVALUATION CRITERIA
It is a well known fact that improvement of a con troller design in one respect will very often bring deterioration in another. Di erent system qualities are not independent o f e a c h other. Especially we n o t e that changes of some character in one frequency region usually will have in uences in other frequency ranges. Therefore a method for comparison of two c o n trollers must, if it claims to be fair, guarantee that all aspects that are not immediately compared are equally restricted during the comparison. The method proposed here will ful ll this demand. It is based on three criteria, each of them related to essential performance and robustness qualities of the actual system and also roughly related to di erent frequency ranges. Consider the SISO system in Figure 1 , where a plant G(s) is controlled by a controller K(s). Also introduce the loop transfer function L(s) = G(s)K(s) and the following four sensitivity f u n ctions, including corresponding closed loop transfer functions with related output and input signals as indices the sensitivity function S(s) 
Disturbance rejection The rst of the proposed evaluation criteria is related to the low frequency (LF) region and can be de ned as
This is a measure of the systems ability to handle low frequency load disturbances. For J v to be nite the controller must include integral action. This criterion also happens to be related to the closed loop bandwidth ! b for G yr (s), cf. (Kristiansson, 2000) , and hence it can be regarded as a general performance measure.
Stability margins Two classical measures are common to characterize the mid frequency (MF) robustness, the phase margin ' m and the gain margin G m . H o wever, in recent y ears a restriction of the maximum sensitivity function
has been more and more accepted as an exclusive robustness measure, H agglund, 1995b Langer and Landau, 1999) . The reason is that kSk 1 is equal to the inverse of the minimal distance from the loop transfer function to the critical point ( ;1 0) in the Nyquist plot. In many situations it is also a fully su cient MF robustness measure. When further damping of the step response or increased phase margin is required, without slowing down the system response too much, a restriction on the maximum complementary sensitivity function kTk 1 M T (3) should be added, especially for plants with integral action, see (Kristiansson, 2000 Schei, 1994 . Hence, the proposed mid frequency robustness criterion, the Generalized Maximum Sensitivity GM S is de ned as Control activity When reasonable stability margins are ful lled, design of a control system is typically a question of trade-o between performance and control activity. It is therefore suitable to introduce a cost criterion related to the mid to high frequency (MHF) region, around or slightly above the closed loop bandwidth, where the maximum of the control sensitivity is mostly to be found.
Evaluation procedure To e v aluate a controller we assume that there are one or more free parameters available for tuning. These parameters are represented by the vector . Based on the proposed criteria we then suggest the following evaluation method. Solve the optimization problem
The default value of C 1 in this paper is 1.7, while C 2 may be given di erent v alues depending on the desired control activity.
PARAMETERS OF PID AND PI CONTROLLERS
Traditionally a PID controller with a low pass lter on the derivative part used to be formulated as
Mostly the lter on the derivative part has not been regarded as part of the design, just added afterwards to prevent the HF gain of the controller to grow t o o m uch. Then the lter constant is given an ad hoc value, small enough not to in uence on the mid frequency properties. Introduce the ratio b = T d =T f , which is often chosen as b = 1 0 controlled by a n optimal PI controller, an optimal PID controller and a traditional PID controller with xed relations a = 4 and b = 10 and the two remaining parameters optimized.
corresponding to T f = 0 :1T d , see e.g. ( Astr om and H agglund, 1995a) . Moreover the ratio a = T i =T d is often xed to a = 4, see for example (Ziegler and Nichols, 1942 Astr om and H agglund, 1984 Mantz and Tacconi, 1989 . That leaves only two parameters for tuning. In e.g. (Kristiansson and Lennartson, 2000 Kristiansson, 2000) it has been shown that a PID controller, optimized with the lter included and all parameters free, implies complex zeros in the controller. This has been veri ed for a large number of stable non-oscillating plants (plants with poles strictly on the negative real axis). Hence, a suitable alternative parameterization of the PID controller is K P I D (s) = k i 1 + 2 s+ ( s ) 2 s(1 + s ) where k i is the integral gain. The high frequency gain is then k 1 = K P I D (1) = k i . The remaining parameters are the zero damping and the zero natural frequency 1= . Correspondingly, the PI controller may be formulated as
In this paper the parameters k i , , k 1 , and are used as tuning parameters.
CONTROLLERS FOR STABLE NON-OSCILLATING PLANTS
In Fig. 2 the performance criterion J v is shown for di erent control activities J u , but a xed GM S = 1:7. Three graphs show the J v =J urelations for a plant with the transfer function G(s) = e ;0:3s =(1 + s) 2 controlled by an optimal PI controller, an optimal PID controller and a traditional PID controller with xed relations a = 4 and b = 10 and the two remaining parameters optimized. These graphs demonstrate well typical behaviours for the three cases. In the PI case there is a clear optimum, where J v has its absolute minimum and the goal of the controller design procedure must be to hit that point. When we have a PID controller it is not quite so obvious, but for the optimal controller it can be noticed that the pro t in terms of decrease of J v is smaller for the same increase of J u the higher J u gets. Then it can be argued that there is some kind of "economic" limit, above which i t will not pay to go. For this plant it is somewhere in the neighborhood of J u = 8 ;10. The PID case with xed a and b will not show the same tendency to get horizontal, but for higher values of J u the demanded GM S -value can not be reached. This gure is also a good demonstration on the indisputable fact that a well tuned PID controller can always o er better performance than a PI controller to the price of a little higher J u , while a traditionally tuned PID controller is even worse than a well tuned PI controller. It might also be interesting to look at some step responses. Figure 3 shows reference and disturbance step responses for the same plant as above. For the PI controller, parameters corresponding to the minimum of J v is chosen. For the PID controllers parameters close to the "economic" limit J u = 8 are used.
Nyquist crossover point known
When the point, where the Nyquist plot of the plant crosses the negative real axis, is known, this knowledge together with the static gain can form a su cient base for formulation of tuning rules. Based on this, the plant can be characterized by its -value, 180 = jG(j! 180G )j jG(0)j
a number proposed in (Hang et al., 1991) as a measure of the complexity of the plant. Here ! 180G is the frequency where the plant has a phase lag of 180 , w h i c h corresponds to the crossover point. This -number usually falls in the interval 0 1]. Sets of tuning rules for this situation have earlier been published in (Kristiansson and Lennartson, 1999 Kristiansson and Lennartson, 2000 Kristiansson, 2000 . However, over the time they have been reformulated and simpli ed. Now the most simple formulation of the rules for the PID controller so far, and also the one giving results closest to the optimum for plants with 0:1 i s 
With these rules J u hits the "economic" limit quite well, the stability margin falls in the interval 1:7 1:9] and the J v -values di er from the optimal ones with less than 5 % for a large amount of di erent plants. It should also be noticed that for these plants J u = k 1 , s o c hoosing a value for J u is the same as xing one parameter. When better performance is needed or the control costs should be reduced, and may well be computed according to (9) and (10) respectively, while another trade-o between J u and J v , that is between k 1 and k i , i s m a d e .
Among the considered models are those with and without delay, with multiple as well as spread poles, with and without positive zeros etc. Figure  4 shows how well the rules for the individual parameters (8)- (11) connect to optimal values for a set of di erent p l a n ts. For PI controllers corresponding rules may be formulated as 1 = ! 180G (0:18 + ) (12)
jG (0) 
Using these rules has resulted in systems with GM S -values in 1:59 1:76], -values that di er from the optimal ones with less than 10% and J v -values that di er from the optimal ones with less than 5%.
4.2 Nyquist crossover point unknown However, there are common plants, whose Nyquist plots never crosses the negative real axis and also those, for which the crossover point occur at very high frequencies, causing 180 to get very small ( < 0:1). For such plants 180 can not be used to express the plant knowledge. For these situations a modi ed number has been introduced by the authors in (Kristiansson and Lennartson, 2000 Kristiansson, 2000) , which utilizes the frequency ! 135G , where the plant phase is ;135 .This numberis 135 = jG(j! 135G )j jG(0)j
Based on this number a set of tuning rules for PID controllers for these "light" plants has been derived. These formulas are 
For these plants there is no clear "economic" limit. J v can always be decreased by increasing J u . For some of these plants J u is also signi cantly higher than k 1 . However, the J u -values reached by t h e proposed rules will mostly be reasonable. The regularity for these plants is less marked than for the plants with 180 > 0:1. It should be noticed that the J v -values are so small that a marginal absolute di erence may show u p a s a big di erence in percentage. With the proposed rules, the stability margin GM S falls in 1:7 1:95] and J v di ers from its optimal values with up to about 15%. For PI controllers corresponding rules may be formulated as 1 = ! 135G (0:09 + 1:2 135 )
These rules make di er from the optimal value in most cases with less than 10 %, while J v di ers up to 15 % and sometimes even a little more. GM S falls in the interval 1:6 1:9].
General rules
When a relay-experiment including hysteresis is used to get the necessary plant knowledge, the controlled self-oscillating frequency will not be ! 180G , but somewhat lower, typically around ! 150G . T o m a k e things easy it could also be valuable to have a set of tuning rules that are usable for all stable non-oscillating plants, independent of 180 . With this motivation a set of tuning rules based on 150 is also given.
The rules are for PID controllers With these rules the di erences from the optimal values are for PID controllers in J v mostly less than 10%, and GM S falls in the interval 1.6, 1.9]. For PI controllers the di erences are in less than 5%, but in J v it may in some cases go up to 40% for plants with very low -values. The values of k i are here very crucial. For highervalues it is less than 5%. The stability margin GM S is in 1:65 1:8], except for those cases with big di erences in J v , for which it may rise over 2.0 . In Fig. 5 step responses are given both from the reference and disturbance inputs. They show that the simple tuning rules based on 180 (8)-(11) and 150 (22)- (25) give the same closed loop behavior as the optimal solution given by ( 6 ) . In Fig. 6 step responses show that results from a design based on (29)-(32) almost coincide with the optimal solution given by ( 6 ) .
SUMMARY
A couple of di erent tuning rules for PI and PID controllers are shown to give almost optimal responses for stable non oscillating plants. The rules are based on either a frequency or a step response, and hence they can be used e.g. for auto-tuning. For manual tuning the most crucial parameter and the best one to use for nal tuning is the integral gain k i . This parameter is then adjusted to give a desired stability margin (damping of the closed loop system). Compared to existing tuning rules the main contribution of this paper is the systematic treatment of the ltering of the derivative action. This means that signi cant performance improvements can be achieved for a given control activity, compared to standard tuning rules.
