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Résumé – Comment le système visuel extrait-il une information de perspective à partir de surfaces texturées? Afin de répondre à cette question,
nous proposons un algorithme biologiquement plausible basé sur un modèle simplifié du système visuel. Tout d’abord de nouveaux filtres
log-normaux sont présentés en remplacement des filtres de Gabor classiquement utilisés. Notamment ces filtres sont à variables séparables en
fréquence et en orientation ce qui permet d’obtenir une méthode robuste d’estimation de la fréquence locale moyenne dans l’image. Basée sur
cette nouvelle approche, une décomposition de l’image en imagettes, après un pré-traitement de type rétinien, permet d’estimer la variation
de fréquence sur l’ensemble de l’image. La relation entre la variation de fréquence locale et les paramètres géométriques de la surface vue en
projection perspective est calculée, ce qui permet d’obtenir l’orientation et la forme 3D de l’image originale. La robustesse de la méthode est
testée et discutée sur différents types de textures, à la fois régulières et irrégulières, de même que sur des scènes naturelles.
Abstract – How does the visual cortex extract perspective information from textured surfaces? To answer this question, we propose a biologi-
cally plausible algorithm based on a simplified model of the visual processing. First, new log-normal filters are presented in replacement of the
classical Gabor filters. Particularly, these filters are separable in frequency and orientation and this characteristic is used to derive a robust method
to estimate the local mean frequency in the image. Based on this new approach, a local decomposition of the image into patches, after a retinal
pre-treatment, leads to the estimation of the local frequency variation all over the surface. The analytical relation between the local frequency and
the geometrical parameters of the surface, under perspective projection, is derived and finally allows to solve the so-called problem of recovering
the shape from the texture. The accuracy of the method is evaluated and discussed on different kind of textures, both regular and irregular, and
also on natural scenes.
1 Extraction de la perspective dans les
scènes naturelles
Comment le systŁme visuel obtient-il une information de
perspective dans les images de scŁnes naturelles? BasØ sur les
connaissances actuelles du fonctionnement du systŁme visuel
primaire, nous proposons un algorithme permettant d’obtenir
une information sur l’orientation et la forme d’une surface sur
laquelle est plaquØe une texture, c’est-à-dire un motif plus ou
moins rØgulier possØdant diffØrentes composantes de frØquence
et d’orientation (gure 1).
FIG. 1: Exemples de textures ØtudiØes: quadrillage rØgulier,
texture tirØe de Super et al ([1]), mailles d’un pull tirØe de Clerc
et al ([2]), champ de tournesols.
Depuis le dØbut des annØes 90, l’utilisation de l’information
spectrale a conduit à plusieurs algorithmes efcaces d’extrac-
tion de la forme par la texture. Parmis ceux-ci on pourra notam-
ment citer [3], [4] qui permettent de traiter des textures rØgu-
liŁres ou possØdant au moins deux composantes d’orientation
et [1], [2], [5] qui ne font aucune hypothŁse sur la forme du
spectre et qui obtiennent Øgalement des rØsultats sur des tex-
tures irrØguliŁres. Ce type de textures est plus difcile à trai-
ter compte tenu des fortes non-stationnaritØs prØsentes dans
l’image (par exemple dans un champ de tournesols, le change-
ment de taille des eurs ou la prØsence d’une personne crØent
des non-stationnaritØs locales).
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FIG. 2: Exemple de rØsultat obtenu sur la textures de Brodatz de
la gure 1; à gauche sont indiquØs les angles rØels, sur l’image
est reportØe la normale estimØe au plan; à droite sont indiquØs
les angles estimØs et l’image reprØsente un quadrillage inclinØ
Øquivalent.
Notre travail s’inscrit dans le cadre d’une Øtude du fonction-
nement du systŁme visuel biologique. Les principaux mØca-
nismes du systŁme visuel primaire sont maintenant bien iden-
tiØs [6]. La rØtine effectue un ensemble de prØ-traitements
permettant notamment de sØparer l’information d’illumination
de celle de texture [7]. Chaque rØgion de l’espace est analy-
sØe à travers un ensemble de champs rØcepteurs en recouvre-
ment les uns par rapport aux autres. Le signal est ensuite trans-
mis à l’aire visuelle primaire V1, oø à chaque champ rØcep-
teur est associØ un ensemble de cellules simples et complexes
qui effectuent un Øchantillonnage du signal en frØquences et en
orientations. Ces cellules sont organisØes en macro-colonnes de
mŒme orientation et de mŒme frØquence et la rØponse des cel-
lules complexes peut se modØliser par un ltrage passe-bande
de type ltre de Gabor du spectre d’Ønergie correspondant à la
rØgion de l’espace visuel analysØe.
La projection d’une image du monde rØel sur une surface in-
duit des dØformations afnes (des gradients) de la texture qui
recouvre la surface. Or en vision monoculaire statique, le sys-
tŁme visuel est capable de retrouver les caractØristiques tridi-
mensionnelles d’une image. Dans ce papier, une nouvelle tech-
nique permettant de retrouver la forme par l’analyse des gra-
dients de texture, basØe sur le modŁle simpliØ, prØcØdemment
dØcrit du systŁme visuel, est prØsentØe. Elle repose sur la dØ-
composition locale d’une texture homogŁne en imagettes lo-
cales (de maniŁre similaire à l’organisation des macro-colonnes
de V1). La section 2 presente un nouveau type de ltres log-
normaux, mieux adaptØs que les ltres de Gabor pour simu-
ler les ltres corticaux. Ils sont utilisØs pour rØaliser l’Øchan-
tillonnage du spectre. Ces ltres permettent de dØvelopper une
technique pour estimer la frØquence locale qui tire avantage de
l’ensemble des Øchelles disponibles aprŁs ltrage. La section
3 prØsente le modŁle de projection perspective utlisØ et la re-
lation entre la variation de frØquence locale et les paramŁtres
gØomØtriques de la surface. La section 4 dØcrit l’algorithme -
nal ainsi obtenu et montre diffØrents rØsultats sur des textures
à la fois rØguliŁres et irrØguliŁres, de mŒme que sur des scŁnes
naturelles.
2 Filtres log-normaux et estimation de
la fréquence locale
Les ltres de Gabor sont habituellement utilisØs pour mo-
dØliser les cellules corticales. Ils prØsentent l’avantage d’Œtre
localisØs à la fois dans l’espace et en frØquence mais ils ne sont
pas à variables sØparables en frØquence et en orientation. De
plus ils ne sont pas symØtriques exprmiØs sur une Øchelles log-
polaire et ont une transmission non nulle en f = 0 ce qui donne
des rØponses bruitØs en basse frØquence ([8]). Nous prØsentons
ici de nouveaux ltres log-normaux qui sont mieux adaptØs à
notre problŁme et qui reprØsentent une meilleur approximation
de la rØponse des cellules corticales.
2.1 Filtres log-normaux
L’expression de ces nouveaux ltres repose sur la loi log-
normale:
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oø Gi,j est la fonction de transfert du ltre, fi, la frØquence
centrale, θj , l’orientation centrale , σr, la bande passante sui-
vant les frØquences, n contrôle la bande passante suivant les
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sentent respectivement la composante radiale et la composante
angulaire du ltre; ces ltres sont donc à variable sØparables en
frØquence et en orientation.
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FIG. 3: 1Łre ligne: ltres log-normaux, à gauche: reprØsen-
tation 3D; au milieu et à droite: ltre et contours reprØsen-
tant 50% et 90% de l’Ønergie maximale en coordonnØes car-
tØsiennes dans le plan des frØquences et en coordonnØes log-
polaires. 2Łme ligne: banc de ltres log-normaux, à gauche:
contours des ltres composant le banc; au milieu et à droite:
banc de ltres en coordonnØes cartØsiennes dans le plan des
frØquence et en coordonnØes log-polaires.
La premiŁre ligne de la gure 3 prØsente les ltres log-normaux
en coordonnØes cartØsiennes et log-polaires. Contrairement aux
ltres de Gabor, les ltres log-normaux sont insensibles à la
composante continue quelle que soit la largeur de bande choi-
sie. Ces ltres sont assymØtriques en coordonnØes cartØsiennes
mais deviennent symØtriques en coordonnØes log-polaires, de
maniŁre similaire à la forme des rØponses des cellules com-
plexes du cortex visuel primaire ([6]). La deuxiŁme ligne de la
gure 3 prØsente un banc de ltres log-normaux. Il est possible
d’observer la bonne couverture du spectre et la rØgularitØ de
l’Øchantillonnage, notamment en log-polaire.
2.2 Estimation de la fréquence locale moyenne
Dans cette partie nous prØsentonds une mØthode permettant
d’estimer la frØquence moyenne à une position donnØe de l’image.
Prenons la composante frØquentielle d’un ltre log-normal à la
frØquence centrale fi:
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De maniŁre similaire à Knutsson et al [9], le rapport de ltres
adjacents en fi et fi+1 s’exprime par:
G2i+1(f)
G2i (f)
= exp
„
− 1
2σ2r
[(ln(f/fi+1)
2 − (ln(f/fi))2]
«
=
„
f/
p
fifi+1
« ln(fi+1/fi)
σ2r
En posant σ2r = ln(fi+1/fi), nous obtenons nalement:
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An d’extraire une information d’Øchelle indØpendante des
orientations locales, nous considØrons des ltres par bande de
frØquence (notØs FBF) qui rØsultent de la somme sur l’ensemble
des orientations j des rØponses des ltres centrØs à la mŒme frØ-
quence fi sur le spectre d’Ønergie de l’image S(f, θ):
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Le rapport de deux FBF adjacents donne l’Øquation 3 et re-
prØsente une estimation de la frØquence locale moyenne pour
la bande situØe à la iŁme frØquence centrale du banc de ltres
utilisØ. Finalement en sommant sur l’ensemble des estimations,
nous obtenons:
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Il est à noter que cette mØthode tire partie des diffØrentes esti-
mations effectuØes sur l’ensemble des bandes de frØquence dis-
ponibles, ce qui la rend robuste aux variations d’Øchelle entre
les diffØrentes textures ØtudiØes. De plus cette mØthode repose
sur la sØparation entre l’information d’Øchelle et l’information
angulaire, ce qui permet d’utiliser uniquement l’information
de frØquence sans hypothŁse ou perturbation aucune provenant
de l’information d’orientation contenue dans la texture analy-
sØe. Cette mØthode s’avŁre simple et efcace car elle ne repose
que sur la combinaison au premier ordre de diffØrents ltres et
s’adapte bien à un modŁle feedforward du traitement visuel de
bas niveau ce qui n’est pas le cas des mØthodes similaires, telles
que [1] ou [5].
3 Géométrie et estimation de l’orienta-
tion de surfaces planes
3.1 Projection perspective
Nous considØrons un modŁle de projection perspective pour
le passage du monde tridimensionnel au monde bidimensionnel
de l’image. La gure 4 presente le systŁme de coordonnØes de
la projection d’une surface plane. (xw, yw, zw) represente les
coordonnØes du monde, (xs, ys), les coordonnØes de la surface
et (xi, yi), les coordonnØes de l’image. d (resp. zw0) reprØsente
la coordonnØe de l’image (resp. de la surface) sur l’axe zw. τ
(tilt) represente l’angle entre xi et la projection de la normale
zs à la surface sur le plan de l’image. σ (slant) est l’angle entre
zw et la normale à la surface en zw0. Sa valeur est comprise
entre 0 et pi/2.
La relation entre les coordonnØes (xs,ys) de la surface et les
coordonnØes (xi,yi) de l’image s’exprime par (voir Øgalement
[1]):
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FIG. 4: ModŁle de la projection perspective
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avec ai =
−sin(σ)sin(τ)xi + cos(τ)sin(σ)yi + dcos(σ)
d+ zw0
cor-
respondant à un facteur de zoom en fonction de la position
spatiale (xi, yi), notØ xi ( de mŒme on notera fi le vecteur
(fix, fiy)). Autour de l’axe optique, le spectre d’Ønergie de
l’image Ii(fi) est reliØ à celui de la surface Is(fs) par:
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En supposant la luminositØ constante avec la projection, on
obtient ii(xi) = is(xs) avec xs =
A
ai
xi. En prenant ai constant
dans une rØgion limitØe centrØe autour de xi, le changement de
variable fs → aiA−tfi donne:
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L’Øquation 6 donne la relation entre la frØquence de l’image
fi et la frØquence de la surface fs.
3.2 Estimation de l’orientation de surfaces planes
An de relier la variation de frØquence avec l’orientation de
la surface couverte par une texture homogŁne, la mØthode ne
repose que sur une une hypothŁse de stationnaritØ locale. La
variation de frØquence sur l’image ets alors considØrØe comme
ne provenant que de l’inclinaison de la surface en profondeur.
A partir de l’Øquation 6, la variation locale de frØquence de
l’image fi s’exprime par:
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En coordonnØes polaires, la frØquence de l’image peut s’expri-
mer par fi = vi[cos(ϕi) sin(ϕi)]t. L’Øquation 7 donne:
dfi = dvi[cos(ϕi) sin(ϕi)]
t + vi[−sin(ϕi) cos(ϕi)]tdϕi
= −∇
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ai
vi[cos(ϕi) sin(ϕi)]
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Si on considŁre le gradient dfi suivant le direction de ϕi, en
pultipliant par [cos(ϕi) sin(ϕi)]t l’Øquation 8 devient:
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Nous obtenons nalement que pour une surface homogŁne et
localement stationnaire, l’angle de tilt correspond à la direction
du gradient de frØquence et le slant est proportionnel à la norme
du gradient du logarithme des frØquences avec la relation:
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4 Algorithme final et résultats
L’algorithme nal peut alors se rØsumer par:
1. PrØltrage rØtinien de l’image et dØcomposition en ima-
gettes (par exemple: de taille 96X96 pixels avec un re-
couvrement de 8 pixels).
2. Extraction des coefcients des ltres log-normaux (par
exemple: 7X7 ltres), normalisation par bande d’orien-
tation et sommation sur l’ensemble des orientations an
d’obtenir les FBF.
3. Combinaison des rØponses avec l’Øquation 2 et combi-
naison nale avec l’Øquation 4 an d’obtenir une estima-
tion de la frØquence moyenne locale sur l’ensemble de
l’image.
4. Calcul des gradients locaux de frØquence, extraction du
tilt et du slant et moyennage nal.
La gure 5 prØsente les rØsultats obtenus sur diffØrentes tex-
tures et sur des scŁnes naturelles. Nous obtenons une prØcision
de l’ordre de 3o pour le tilt et de 5o pour le slant ce qui est
comparable à la prØcision obtenue par d’autres auteurs tels que
[1] et [5]. La mØthode donne Øgalement des rØsultats ables sur
des textures irrØguliŁres.
5 Conclusions
Dans ce papier nous avons prØsentØ un nouveau type de ltres
log-normaux, à variables sØparables, permettant d’obtenir une
mØthode simple, efcace et robuste d’estimation de la frØquence
moyenne locale dans une image. Un algorithme complet d’ana-
lyse de la forme par la texture a ainsi pu Œtre prØsentØ et Øva-
luer sur diffØrents types de textures à la fois rØguliŁres et irrØ-
guliŁres, de mŒme que sur des scŁnes naturelles. La prØcision
obtenue est comparable à des mØthodes proches mais plus com-
plexes et s’accorde bien avec un traitement bas niveau du sys-
tŁme visuel. La prØcision de cette mØthode pourra Œtre notam-
ment amØliorØe par des mØthodes de rØgularisation robustes.
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