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Delay-Dependent Positivity: Application to Interval
Observers
Efimov D., Polyakov A., Fridman E., Perruquetti W., Richard J.-P.
Abstract—New delay-dependent conditions of positivity for
linear systems with time-varying delays are introduced. These
conditions are applied to interval observer design for systems
with time-varying delays in the state equations and in the
measurements.
I. INTRODUCTION
An estimation in nonlinear delayed systems is rather com-
plicated [1], [2], as well as analysis of functional differential
equations [3]. Especially the observer synthesis is problem-
atical for the cases when the model of a nonlinear delayed
system contains parametric and/or signal uncertainties, or
when the delay is time-varying or uncertain [4], [5], [6]. An
observer solution for these more complex situations is highly
demanded in many applications. Interval or set-membership
estimation is a promising framework to observation in uncer-
tain systems [7], [8], [9], [10], [11], [12], when all uncertainty
is included in the corresponding intervals or polytopes, and
as a result the set of admissible values (an interval) for the
state is provided at each instant of time.
In this work an interval observer for time-delay systems
is proposed. A peculiarity of an interval observer is that in
addition to stability conditions, some restrictions on positivity
of estimation error dynamics have to be imposed (in order
to envelop the system solutions). The existing solutions in
the field [13], [14], [15] are based on the delay-independent
conditions of positivity from [16]. The first objective of
this work is to introduce the delay-dependent positivity
conditions, which are based on the theory of non-oscillatory
solutions for functional differential equations [17]. Next, two
designs of interval observers are given for linear systems
with delayed measurements (with time-varying delays) for
the case of observable and detectable systems.
The paper is organized as follows. Some preliminaries are
given in Section 2. The delay-dependent positivity conditions
are presented in Section 3. The interval observer design is
performed for a class of linear time-delay systems (or a
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class of nonlinear systems in the output canonical form) with
delayed measurements in Section 4. Example of numerical
simulation is presented in Section 5.
II. PRELIMINARIES
In the rest of the paper, the following notation will be used:
• R is the Euclidean space (R+ = {τ ∈ R : τ ≥ 0}),
Cnτ = C([−τ, 0],Rn) is the set of continuous maps from
[−τ, 0] into Rn for n ≥ 1; Cnτ+ = {y ∈ Cnτ : y(s) ∈
Rn+, s ∈ [−τ, 0]};
• xt is an element of Cnτ associated with a map xt : R→
Rn by xt(s) = x(t+ s) for all s ∈ [−τ, 0];
• |x| denotes the absolute value of x ∈ R, ||x|| is
the Euclidean norm of a vector x ∈ Rn, ||ϕ|| =
supt∈[−τ,0] |ϕ(t)| for ϕ ∈ Cτ ;
• for a measurable and locally essentially bounded input
u : R+ → Rp the symbol ||u||[t0,t1] denotes its L∞
norm ||u||[t0,t1] = ess sup{||u(t)||, t ∈ [t0, t1]}, or
simply ||u|| if t0 = 0 and t1 = +∞, the set of all
such inputs u ∈ Rp with the property ||u|| <∞ will be
denoted as Lp∞ ;
• for a matrix A ∈ Rn×n the vector of its eigenvalues is
denoted as λ(A);
• In and 0n×m denote the identity and zero matrices of
dimensions n× n and n×m respectively;
• aR b corresponds to an elementwise relation R (a and
b are vectors or matrices): for example a < b (vectors)
means ∀i : ai < bi; for φ, ϕ ∈ Cτ the relation
φRϕ has to be understood elementwise for all domain
of definition of the functions, i.e. φ(s)Rϕ(s) for all
s ∈ [−τ, 0];
• for a symmetric matrix Υ, the relation Υ ≺ 0 (Υ  0)
means that the matrix is negative (semi) definite.
A. General definition of positivity for time-delay systems





Ak(t)x[hk(t)] + b(t), t ≥ t0 ≥ 0, (1)
x(t) = φ(t) for t < t0, x(t0) = x0,
where x(t) ∈ Rn is the state vector and x0 ∈ Rn; all
elements of Ak are from L∞ for all 1 ≤ k ≤ m, m > 0;
the signals hk : [t0,+∞) → R are Lebesgue measurable,
hk(t) ≤ t and limt→+∞ hk(t) = +∞ for all 1 ≤ k ≤ m;
b ∈ Ln∞ is the input; φ : (−∞, t0) → Rn is a Borel
measurable bounded function of initial conditions.








Υ(t, s) = 0 for t < s, Υ(s, s) = In,
is called the fundamental (or the Cauchy) matrix of (1).
Lemma 1. [17] (Lemma 9.1) For each x0 ∈ Rn and φ :
(−∞, t0)→ Rn there exists a unique solution of (1), and it
can be presented in the form










where φ[hk(s)] = 0 if hk(s) > t0.
Now we are in position to give the definition of positivity,
denote Ω a subset of Borel measurable bounded functions
φ : (−∞, t0)→ Rn.
Definition 2. The system (1) for x0 ∈ Rn+ and b(t) ∈ Rn+
is called Ω-positive, if x(t) ≥ 0 for all t ≥ t0 provided that
φ ∈ Ω.
A direct consequence of this definition is that for Ω = {0}
the system is {0}-positive (or we will write simply positive
next) iff Υ(t, s) ∈ Rn×n+ for all t ≥ s.
B. Linear Cnτ+-positive systems with constant delays
Consider a linear system with a constant delay (a variant
of (1) for m = 2)
ẋ(t) = A0x(t)−A1x(t− τ) + b(t), t ≥ t0 ≥ 0, (2)
x(θ) = φ(θ) for − τ ≤ θ ≤ 0, φ ∈ Cnτ ,
where x(t) ∈ Rn, xt ∈ Cnτ is the state function, τ ∈ R+
is the delay; b ∈ Ln∞ is the input; the constant matrices A0
and A1 have appropriate dimensions. The matrix A0 is called
Metzler if all its off-diagonal elements are nonnegative.
Lemma 2. [16] The system (2) is Cnτ+-positive iff A0 is
Metzler, A1 ≤ 0 and b(t) ∈ Rn+ for all t ∈ R. A Cnτ+-
positive system (2) is asymptotically stable for b(t) ≡ 0 for
all τ ∈ R+ iff there are p, q ∈ Rn+(p > 0 and q > 0) such
that
pT[A0 −A1] + qT = 0.
Under conditions of the above lemma the system has
bounded solutions for b ∈ Ln∞ with b(t) ∈ Rn+ for all t ∈ R.
Note that for linear time-invariant systems the conditions of
positive invariance of polyhedral sets have been similarly
given in [18], as well as conditions of asymptotic stability in
the nonlinear case have been considered in [19], [20], [21].
III. DELAY-DEPENDENT POSITIVITY
Consider a scalar time-varying linear system with time-
varying delays [17]:
ẋ(t) = a0(t)x[g(t)]− a1(t)x[h(t)] + b(t), (3)
x(θ) = 0 for θ < 0, (4)
where a0 ∈ L∞, a1 ∈ L∞, b ∈ L∞, h(t)−t ∈ L∞, g(t)−t ∈
L∞ and h(t) ≤ t, g(t) ≤ t for all t ≥ 0. For the system (3)
the initial condition in (4) is, in general, not a continuous
function (if x(0) 6= 0).
The following result proposes delay-independent positivity
conditions following Definition 2.
Lemma 3. [17] (Corollary 15.7) Let h(t) ≤ g(t) and 0 ≤
a1(t) ≤ a0(t) for all t ≥ 0. If x(0) ≥ 0 and b(t) ≥ 0 for all
t ≥ 0, then the corresponding solution of (3),(4) x(t) ≥ 0
for all t ≥ 0.
Recall that in this case positivity is guaranteed for “dis-
continuous” initial conditions and time-varying delays. The
peculiarity of the condition 0 ≤ a1(t) ≤ a0(t) is that it may
correspond to an unstable system (3). In order to overcome
this issue, delay-dependent conditions can be introduced.
Lemma 4. [17] (Corollary 15.9) Let h(t) ≤ g(t) and 0 ≤
1












If x(0) ≥ 0 and b(t) ≥ 0 for all t ≥ 0, then the corresponding
solution of (3), (4) x(t) ≥ 0 for all t ≥ 0.
These lemmas describe positivity conditions in the sense
of Definition 2 for the system (3), (4), which is more complex
than (2), but scalar.
Corollary 1. [17] (Theorem 15.23) Consider the autonomous
system (3) with a0(t) = a0, a1(t) = a1, h(t) = t − τ and
g(t) = t−σ with 0 ≤ σ < τ . Let 0 ≤ a0 ≤ ea1 < a0+τ−1. If
x(0) ≥ 0 and b(t) ≥ 0 for all t ≥ 0, then the corresponding
solution of (3), (4) x(t) ≥ 0 for all t ≥ 0.
Corollary 2. The system
ẋ(t) = A0x(t)−A1x(t− τ) + b(t), t ≥ t0 ≥ 0,
x(θ) = 0 for − τ ≤ θ < 0, x(0) ∈ Rn+,
is positive if −A1 is Metzler, A0 ≥ 0,
0 ≤ (A0)i,i ≤ e(A1)i,i < (A0)i,i + τ−1
for all i = 1, . . . , n, and b(t) ≥ 0 for all t ≥ 0.
From these corollaries it is easy to conclude that the
delay-dependent case studied in Lemma 3 and Lemma 4 is
crucially different from the delay-independent Cnτ+-positivity
conditions given first in Lemma 2, where in the scalar case
the restriction a1 ≤ 0 implies positivity of (2) and the
condition a0 < a1 according to Lemma 2 ensures stability for
any delay τ . These results do not contradict to Remark 3.1
of [16], since x(θ) 6= 0 for − τ ≤ θ < 0 there. A graphical
Figure 1. Different positivity conditions for (3)
illustration of different delay-independent conditions (Cnτ+-
positivity from Lemma 2 and positivity from Lemma 3)
and delay-dependent ones (from Lemma 4, the stability
conditions are also satisfied in this case) for the system (3)
is given in Fig. 1 in the plane (a0, a1). It is worth stressing
that an extension of the positivity domain in Lemma 4 is also
achieved due to restrictions imposed on initial conditions in
(4).
In order to use the results of Lemma 3 and Lemma 4 it
is necessary to pass from discontinuous initial conditions in
(4) to continuous ones usually studied [1]. In this section we
will be interested in the case
a0(t) = a0, a1(t) = a1, t−τ ≤ h(t) ≤ t−τ , g(t) = t, (5)
where τ ≥ τ ≥ 0 are minimum and maximum delays
respectively. Then the following corollary of Lemma 4 can
be formulated.
Corollary 3. Let 0 ≤ a0 ≤ ea1 < a0 + τ−1. If x(0) ≥ 0
and b(t) ≥ 0 for all t ≥ 0, then the corresponding solution
of (3), (5), (4) x(t) ≥ 0 for all t ≥ 0.
Remark 1. As mentioned in [22], the first delay interval 0 ≤
t ≤ τ is important for delay-dependent conditions giving
solution bounds (and not just stability conditions).
Now let us substitute the initial condition (4) with a
continuous one:
x(θ) = φ(θ) for θ ∈ [−τ , 0], (6)
and consider the conditions providing delay-dependent Cnτ+-
positivity for (3), (5), (6).
Proposition 1. Let 0 ≤ a0 ≤ ea1 < a0 + τ−1. If x(0) ≥ 0,
b(t) ≥ 0 for all t ≥ 0 and
b(t) ≥ a1φ[h(t)] ∀t ∈ {0 ≤ t ≤ τ : h(t) < 0},
then the corresponding solution of (3), (5), (6) satisfies
x(t) ≥ 0 for all t ≥ 0.
All proofs are excluded due to space limitations.
Let us show how these conditions can be used for the
design of interval observers.
IV. INTERVAL OBSERVER DESIGN UNDER DELAYED
MEASUREMENTS
In this section a useful inequality for interval analysis and
a statement of the problem are given. Next, a motivating
benchmark example from [13] is investigated, using the
results of the previous section, in order to clarify the main
idea. Finally, a delay-dependent approach for an interval
observer design is presented.
A. Interval bounds
Given a matrix A ∈ Rm×n define A+ = max{0, A},
A− = A+−A and |A| = A+ +A−. Let x ∈ Rn be a vector
variable, x ≤ x ≤ x for some x, x ∈ Rn, and A ∈ Rm×n
be a constant matrix, then
A+x−A−x ≤ Ax ≤ A+x−A−x. (7)
This claim follows from the equation Ax = (A+ − A−)x,
that for x ≤ x ≤ x gives the required estimates.
B. Problem statement
Consider a linear system with a time-varying delay:
ẋ(t) = A0x(t) +A1x[h(t)] + b(t), (8)
y(t) = Cx[h(t)] + v(t),
where x(t) ∈ Rn, t − τ ≤ h(t) ≤ t − τ is a known time-
varying delay (t − h(t) ∈ L∞), 0 ≤ τ ≤ τ are minimum
and maximum delays respectively, x0 ∈ Cτ ; y(t) ∈ Rp is
the system output available for measurements with the noise
v ∈ Lp∞; b ∈ Ln∞ is the system input; the constant matrices
A0, A1 and C have appropriate dimensions. It is assumed that
for given b and h the system has a unique solution defined
at least locally.
Assumption 1. For given input b(t), delay h(t) and initial
condition x0 ∈ Cτ , the corresponding solution of (8) x(t) is
bounded. In addition, there exist known functions x0, x0 ∈ Cτ
such that x0(θ) ≤ x0(θ) ≤ x0(θ) for all θ ∈ [−τ , 0].
Boundedness of the state x(t) is a usual assumption in the
estimation theory [23], [24]. The assumption about a known
set [x0, x0] for the initial conditions x0 is standard for the
interval or set-membership estimation theory [14], [7], [8],
[9], [10]. We will assume that the values of matrices A0,
A1 and C are known, for the uncertain delay h(t) only the
bounds τ , τ are given, the instant values of the signals b(t)
and v(t) are unavailable.
Assumption 2. There exist known signals b, b ∈ Ln∞ and
v, v ∈ Lp∞ such that b(t) ≤ b(t) ≤ b(t) and v(t) ≤ v(t) ≤
v(t) for all t ≥ 0.
Therefore, the uncertain inputs b(t), h(t) and v(t) in (8)
belong to known intervals [b(t), b(t)], [t − τ , t − τ ] and
[v(t), v(t)] respectively for all t ≥ 0.
It is required to design an interval observer,
ξ̇(t) = F [ξt, b(t), b(t), v(t), v(t), y(t)], ξt ∈ Csτ ,
x(t) = G[ξt, b(t), b(t), v(t), v(t), y(t)],
x(t) = G[ξt, b(t), b(t), v(t), v(t), y(t)]
such that x(t) ≤ x(t) ≤ x(t) for all t > 0 provided that
x0 ≤ x0 ≤ x0, and x, x ∈ Ln∞, s > 0. A similar problem
has been studied in [13] but for constant delays.
C. Motivating example
Consider a motivating example introduced in [13], where
the problem of a framer design (the definition of a framer can
be found in [13], roughly speaking it is an interval open-loop
estimator independent of y(t)) has been posed for a scalar
system
ẋ(t) = −x(t− τ) (9)
with initial condition x0 ∈ Cτ . This system is globally
asymptotically stable if τ < π2 . It has been proven in [13]
that this system has no framer of the form
F (ξt) = F1ξ(t) + F2ξ(t− τ), (10)
G(ξt) = H1ξ(t), G(ξt) = H2ξ(t),
where Fi, Hi (i = 1, 2) are matrices of appropriate dimen-
sions.
Applying the result of Proposition 1 or Corollary 1, the
system (9) has positive solutions for a discontinuous initial
condition (4) with x(0) ≥ 0 if τ < 1e . Actually in this
case it has a non-oscillating solution which is asymptotically
converging to zero (since 1e <
π
2 ), and which does not cross
the zero level for all t ∈ R+. Further, using the result of
Proposition 1, we can design a framer for (9) of a form
similar to (10).
Claim 1. For the system (9) with any initial condition x0 ∈
Cτ and τ < 1e , the system
ẋ(t) = −x(t− τ) + δ(||x0||),
ẋ(t) = −x(t− τ) + δ(||x0||),
δ(s) =
{
s if t ≤ τ,
0 otherwise
is a framer, i.e. x(t) ≤ x(t) ≤ x(t) for all t > 0, provided
that x0 ≤ x0 ≤ x0, and x, x ∈ Ln∞.
Therefore, a framer of a form similar to (10) can be
designed for (9) with a restricted value of delay τ < 1e (it
differs from (10) only on the interval [0, τ ]). The results of
simulation for this framer are given in Section 5.
Let us extend this idea of interval observer design to a
more generic system (8).
D. Delay-dependent conditions for interval estimation
The equation (8) can be rewritten as follows:
ẋ(t) = A0x(t) + {A1−LC}x[h(t)] +Ly(t) + b(t)−Lv(t),
where L ∈ Rn×p is an observer gain to be designed.
Assumption 3. There exists an invertible matrix S ∈ Rn×n








1 = diag[−r1,1, . . . ,−r1,n], R
o
1 ≥ 0
with R†1 is the diagonal matrix composed by all elements on
the main diagonal of R1, r1,i > 0 for all i = 1, . . . , n, and
Ro1 is formed by the rest elements of R1 out of the main
diagonal.
The conditions of existence of such matrices S and L can
be found in [12], in particular Assumption 3 is satisfied if
the pair (A1, C) is observable. Under this assumption in the
new coordinates z = Sx the system (8) takes the form:
ż(t) = R0z(t) +R1z[h(t)] + SLy(t) + β(t), (11)
where R0 = SA0S−1 and β(t) = S[b(t) − Lv(t)] is a new
additive uncertain input, the initial condition z0 = Sx0 ∈ Cτ
and
z0 ≤ z0 ≤ z0,
where z0 = S
+x0 − S−x0 and z0 = S+x0 − S−x0 are
calculated using (7). From Assumption 2 and the relations
(7) we obtain that
β(t) ≤ β(t) ≤ β(t) ∀t ≥ 0,
where β(t) = S+b(t) − S−b(t) − (SL)+v(t) + (SL)−v(t)
and β(t) = S+b(t) − S−b(t) − (SL)+v(t) + (SL)−v(t).
Then the following interval observer can be proposed for the
representation (11):
ż(t) = R+0 z(t)−R
−
0 z(t) +R1z[h(t)]
+SLy(t) + β(t)− δ, (12)
ż(t) = R+0 z(t)−R
−
0 z(t) +R1z[h(t)]
+SLy(t) + β(t) + δ,




r1,i||z0,i − z0,i|| if t ≤ τ
0 otherwise
, i = 1, . . . n
with initial conditions z0, z0 for the variables z(t), z(t)
respectively. Finally interval estimates for the variable x(t)
can also be obtained using (7):
x(t) = (S−1)+z(t)− (S−1)−z(t), (13)
x(t) = (S−1)+z(t)− (S−1)−z(t).




Theorem 1. Let assumptions 1–3 be satisfied and
r0,i ≤ er1,i < r0,i + τ−1
for all i = 1, . . . , n. Then for the system (8) and the interval
observer (12), (13)
x(t) ≤ x(t) ≤ x(t) ∀t ≥ 0. (14)
  








Figure 2. The results of simulation for the motivating example
If in addition there exist symmetric matrices P ∈ R2n×2n,
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are satisfied, then x, x ∈ Ln∞.
Let us illustrate this result by numerical simulations.
V. FRAMER FOR THE MOTIVATING EXAMPLE
The results of simulation of the framer from Claim 1 for
the system (9) are shown in Fig. 2. For simulation the value
τ = 0.1 < 1e and it has been assumed that ||x0|| ≤ 5. The red
solid curves represent trajectories of (9) for different initial
conditions, the blue and green dash-dot lines correspond to
the the interval estimates x(t) and x(t) generated by the
framer. As we can see, in this case the additional term δ
“freezes” the estimates x(t), x(t) on the interval t ∈ [0, τ ],
next they are converging to zero.
VI. CONCLUSION
In the paper, new delay-dependent positivity conditions for
linear systems with time-varying delays have been proposed.
These conditions are related with non-oscillatory behavior of
solutions [17]. They nicely complement the existing delay-
independent conditions of [16] (see Fig. 1). Next, these new
conditions have been employed to design interval observers
for the systems with delayed measurements extending the
theory of [13], [14], [15]. The results have been applied for
the benchmark system from [13]. Extension of these results
for the case of sampled-data measurements is a direction of
future research.
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