Abstract. If A is a ω-periodic matrix Floquet's theorem states that the differential equation y = Ay has a fundamental matrix P (x) exp(Jx) where J is constant and P is ω-periodic, i.e., P (x) = P * (e 2πix/ω ). We prove here that P * is rational if A is bounded at the ends of the period strip and if all solutions of y = Ay are meromorphic.
In the early 1880s Floquet established his celebrated theorem on the structure of solutions of periodic differential equations (see [4] and [5] ). It is interesting to note that modern day versions of the theorem consider the case where the independent variable is real and the coefficients are, say, piecewise continuous (cf. Magnus and Winkler [13] or Eastham [3] ) while in Floquet's original work, due to the influence of Fuchs [6] , the independent variable is complex, the coefficients are analytic save for isolated points 1 , and the general solution is explicitly required to be single-valued (it will then also be analytic except at isolated singularities.)
It is also interesting to realize that Floquet's theorem comes shortly after Hermite had established an analogue theorem for Lamé's equation (see [12] ): for every value of z the solutions of y − n(n + 1)℘(x)y = zy are doubly periodic of the second kind 2 . The proof of this theorem relied on the fact that, because of the particular coefficient −n(n + 1) in Lamé's equation, the general solution is singlevalued. Shortly after this Picard extended this finding to other equations with doubly periodic coefficients and single-valued general solutions ( [16] , [17] , [18] ). It appears, however, that Floquet's work is independent of Hermite and Picard.
Another relative of Floquet's original theorem was discovered at about the same time by Halphen [11] : If the coefficients of a linear homogeneous differential expression are rational functions which are bounded at infinity, if the leading coefficient is one, and if the general solution is meromorphic, then there is a fundamental system of solutions whose elements are of the form R(x) exp(λx) where R is a rational function and λ a certain complex number.
Halphen's theorem exhibits two differences when compared to Floquet's theorem: it requires the general solution to be meromorphic instead of only single-valued and it puts a condition on the behavior of the coefficients at infinity. Without either of these conditions the conclusion would be wrong as the examples y + xy = 0 and y + y/x 2 = 0 show. In [7] Halphen's theorem is extended to the case of a first order system.
The goal of the present article is to present a version of Floquet's theorem analogous to Halphen's. It asks for the additional hypotheses that the matrix of coefficients is bounded at the end of the period strip and that it is such that all solutions are meromorphic. In return it gives more detailed information on the solution: there is a fundamental matrix P (x) exp(Jx) where J is constant and P is, in addition to being periodic, in fact a rational function of e 2πix/ω (see Theorem 1 below for a precise statement).
The interest in linear differential equations with meromorphic solutions has experienced a revival in recent years due to their connection with certain integrable systems, for example the KdV equation. The systems in question can be described using Lax pairs (P, L) of linear differential operators as L t = [P, L] (where the brackets denote a commutator). Please see, for instance, Novikov et al. [15] or Belokolos et al. [1] for more details and extensive discussions of applications.
In [8] Gesztesy and myself used Picard's theorem to prove that an elliptic function q is a stationary solution of some equation in the KdV hierarchy 3 , if and only if for all z ∈ C all solutions of Ly = y + qy = zy are meromorphic. In [9] we extended this result to the AKNS system. For a survey on these matters the reader may consult [10] . The corresponding results for rational and simply periodic (but meromorphic) coefficients have been obtained in [20] for the KdV hierarchy and in [21] for the Gelfand-Dikii hierarchy (for which L is a scalar ordinary differential expression of arbitrary order). A further generalization to expressions with matrix coefficients (which would cover, e.g., the AKNS system) is presented in [22] . It requires an extension of Halphen's theorem (as in [7] ) and the algebraic Floquet theorem presented here to first order systems. It is a curious fact, that the periodic case appears to be a lot simpler than the rational case.
Before we begin let us remember a few basic facts from the theory of periodic functions (for more information see, e.g., Markushevich [14] , Chapter III.4). For any 2π-periodic function f on C we define the function f * on C − {0} by
We will use subsequently the symbol f * (t) to refer to the function f ( ω 2πi log(t)) whenever f is an ω-periodic function. Conversely, if a function f * is given f (x) will refer to f * (e 2πix/ω ). For any ω-periodic function f and any real number a the set {x ∈ C : a ≤ (x/ω) < a + 1} is called a period strip of f . Of course a period strip of f is a fundamental domain for f .
If f is meromorphic on C then f * is meromorphic on C − {0}. If f has a definite limit (perhaps infinity) at the upper end of the period strip (i.e., as (x/ω) tends to infinity) as well as at the lower end of the period strip (i.e., as − (x/ω) tends to infinity), then it is of the form f (x) = a 0 + a 1 e 2πix/ω + ... + a n e 2πinx/ω
i.e., f * is a rational function. In particular, in this case f has only finitely many poles in any period strip. Note that, if f is a doubly periodic function one of whose periods is ω then f does not have finitely many poles in the strip {x ∈ C : a ≤ (x/ω) < a + 1} and hence does not have definite limits at the ends of this strip. If f is bounded at the ends of the period strip, then f * is bounded at zero and infinity and thus has finitely many poles. Hence zero and infinity are removable singularities of f * so that f has definite limits at the end of the period strip. In this case we may choose n = m in (1) and assume that b 0 and b m are different from zero. Definition 1. Let P ω denote the field of meromorphic functions with period ω. Two matrices A, B ∈ P n×n ω are called of the same kind (with respect to P ω ) if there exists an invertible matrix T ∈ P n×n ω such that
The relation "of the same kind" is obviously an equivalence relation. Theorem 1. Suppose that A is an n × n-matrix whose entries are meromorphic, ω-periodic functions which are bounded at the ends of the period strip. If the firstorder system y = Ay has only meromorphic solutions, then there exists a constant n × n-matrix J in Jordan normal form and an n × n-matrix R * whose entries are rational functions over C such that the following statements hold:
(1) The eigenvalues of A * (0) and J are the same modulo iZ if multiplicities are properly taken into account. More precisely, suppose that there are nonnegative integers ν 1 , ..., ν r−1 such that λ, λ + iν 1 , ..., λ + iν r−1 are all the eigenvalues of A * (0) which are equal to λ modulo iZ. Then λ is an eigenvalue of J with algebraic multiplicity r.
(2) The equation y = Ay has a fundamental matrix Y given by
In particular every entry of Y has the form f (e 2πix/ω , x)e λx , where λ + iν is an eigenvalue of A * (0) for some nonnegative integer ν and where f is a rational function in its first argument and a polynomial in its second argument. Conversely, suppose R * is an invertible n × n-matrix whose entries are rational functions and that J is a constant n × n-matrix. Then
is a fundamental matrix of a system of first order linear differential equations y = Ay where A is in P n×n ω and is of the same kind as a matrix whose entries are bounded at both ends of the period strip.
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Proof. For simplicity we assume in the proof that ω = 2π. Perform the substitution y(x) = w(e ix ) and t = e ix to obtain the equation
Since, by assumption, A * is analytic at zero, t = 0 is a simple singularity and hence a regular singular point of the differential equation tw = −iA * w. This implies that there exists a fundamental matrix W (t) = P * (t)t T = P * (t) exp(T log t) where P * is analytic at zero and T is a constant matrix whose eigenvalues do not differ by nonzero integers for which we may assume without loss of generality that it is in Jordan normal form (see Coddington and Levinson [2] , Theorem IV.4.2). The multi-valued function W (t) represents a single-valued fundamental matrix W (e ix ) of y = Ay. This matrix, initially only defined in a half-plane of points with suitably large imaginary parts, may be analytically continued to a meromorphic function on the entire plane, which in turn means that P * has been continued from a neighborhood of zero to a meromorphic function on the plane.
Next we study the lower end of the period strip by introducing the substitution y = v(e −ix ) and s = e −ix which leads to the equation sv (s) = iA * (1/s)v(s) which again has a simple singularity at zero. Repeating the above argument one obtains a fundamental matrix V (s) = Q * (1/s)s S = Q * (1/s) exp(S log s) where Q * is analytic at infinity and S is a constant matrix in Jordan normal form. Again V (e −ix ) is a fundamental matrix of y = Ay and hence there exists a constant matrix C such that W (e ix ) = V (e −ix )C or, equivalently,
Since P * and Q * are single-valued near infinity the same must be true for the function F (t) = exp(−S log t)C exp(−T log t). Since exp(µ log t) = t µ the function F is a polynomial 4 in the variables log t, t µ1 , ..., t µN , where the µ j are eigenvalues of −S and −T . Therefore, in order for F to have an isolated singularity at infinity it must not depend on log t or on any of the powers t µj for which µ j is not an integer. In other words F is a polynomial in those powers t µj for which the µ j are integers. Hence F has at most a pole at infinity and so does P * (t) = Q * (t)F (t), i.e., P * is a rational function. It remains to find the relationship between the eigenvalues of T and those of A * (0). Suppose that the characteristic polynomial of A * (0) is given by where the λ j are pairwise distinct modulo iZ and where the ν j,k are nonnegative integers. The lemma preceding Theorem IV.4.2 in [2] shows that the characteristic polynomial of T is then given by s j=1 (λ + iλ j ) rj .
The first part of the theorem follows now upon letting J = iT and R * = P * . To prove the converse note that Y (x) = R(x) exp(Jx) satisfies Y = AY where
Choose T = R −1 . Then T = −R −1 R R −1 and hence
i.e., A is of the same kind as the constant matrix J.
