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a b s t r a c t
The ‘‘runs’’ conjecture, proposed by Kolpakov and Kucherov (1999) [7], states that the num-
ber of occurrences ofmaximal repetitions (runs) in a string of length n, runs(n), is atmost n.
We almost solve the conjecture by proving that runs(n) ⩽ 1.029n. This bound is obtained
using a combination of theory and computer verification.
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1. The conjecture
Repetitions in strings constitute one of the most fundamental areas of string combinatorics with very important ap-
plications to text algorithms, data compression, or analysis of biological sequences. The result of a two-decade effort in
the stringology community to find an algorithm to compute all repetitions in a string in linear time resulted in the paper
of Kolpakov and Kucherov [7] that (i) used previous techniques of Crochemore [1], Main and Lorentz [9], and Main [8] to
construct an algorithm that computes all maximal repetitions (or runs, see the next section for precise definition) in time
proportional to the size of the output and (ii) proved that the maximum number of runs in a string of length n, runs(n), is
linear, i.e., runs(n) ⩽ cn, where c is a constant. Therefore, the crucial contribution of [7] was (ii). However, they could not
provide any bound on the constant c but, based on numerical evidence, stated the following conjecture, for binary alphabets:
Conjecture 1 (The ‘‘runs’’ Conjecture). For any n ⩾ 1, runs(n) ⩽ n.
Several bounds were proved later, all for arbitrary alphabets, as follows. The first numerical bound for the number of runs
was given by Rytter [12] and is 5n. A more careful analysis of [12] was done by Puglisi et al. [11] to improve the bound to
3.48n and by Rytter himself [13] to 3.44n. All these papers counted each run at the position where they start. A different
approachwas considered by Crochemore and Ilie [2] where runs are counted at their center (beginning of the second period,
see later for precise definition). This latter approach is somewhat counterintuitive as linearly many runs can share the same
center as opposed to logarithmically many with the same beginning. However, a much better bound, 1.6n, was obtained.
Information about the history of the problem can be found in the introduction of [2] and, more generally, on current
problems in string repetitions in the coming survey [5]. Here we mention only the two best lower bounds to date, due to
Matsubara et al. [10], runs(n) ⩾ 0.944565n, slightly improved by Simpson [14], runs(n) ⩾ 0.944575712n.
Besides the obvious mathematical importance of obtaining better bounds, they also provide more accurate analysis of
the computational complexity of the algorithms that compute repetitions. In this paper we continue the work in [2] and
improve significantly the boundwith a combination of theory and computer checking. A common feature of the approaches
in Crochemore and Ilie [2] and Rytter [12] is the distinction made between runs with short period (microruns) and long
ones. As mentioned in [2], the procedure that leads to bounding the number of microruns can be automatized. Using this
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idea, Giraud [6] communicated to us that he improved the bound to 1.5n by bounding the number of microruns with period
up to 9 by 0.924n. (Our bound in Table 1 for this case is 0.85n.)
However, the rather ad hoc approach for microruns in [2] was good enough for hand computation of all the possibilities
up to period 9. When attempting to prove the conjecture using the above idea, a rigorous approach is needed. We give here
an algorithm that uses plenty of heuristics to make the computation feasible for large periods of microruns (the highest is
60). This way we are able to prove the bound runs(n) ⩽ 1.029n, which slightly improves on our 1.048 bound reported in
a previous version [4] of this article. This is by far good enough for all practical purposes. As discussed in the last section, it
seems that only the lack of computational power prevents us from actually proving the conjecture.
The paper is organized as follows. After the basic definitions in the next section, the idea from [2] is described in detail in
Section 3.Whatweneed is an algorithm for verifying (using a computer) improved bounds on the number ofmicroruns. Such
an algorithm is given in Section 4 but, however, the computational task is totally infeasible. We develop several powerful
heuristics in Section 5 which reduce very much the number of cases that need to be investigated. The improved algorithm is
given in Section 6 and the results obtained using it are in Section 7 (including the 1.029n bound). The paper concludes with
a brief discussion in Section 8.
2. Runs
For a stringw, we denote its ith letter byw[i], the factorw[i]w[i+ 1] · · ·w[j] byw[i . . j], and its length by |w|. We index
w from 0 to |w| − 1, that is, w = w[0 . . |w| − 1], unless otherwise specified. The string w has period p if w[i] = w[i + p]
whenever both are defined. We say that there is period p at i in w if w[i − p . . i − 1] = w[i . . i + p − 1], that is, the factor
w[i− p . . i+ p− 1] exists and has period p.
A run is a maximal (non-extendable) occurrence of a repetition of exponent at least two. That means, [i . . j] is a run if (i)
w[i . . j] has period p, (ii) j − i + 1 ⩾ 2p, (iii) w[i − 1] ≠ w[i + p − 1] (if w[i − 1] is defined), w[j + 1] ≠ w[j − p + 1] (if
w[j + 1] is defined) and (iv) w[i . . i + p − 1] is primitive, that is, it is not a proper integer power (2 or larger) of another
string. In such a case we say that there is a run with period p at i + p in w or, briefly, run p at i + p in w (i + p is the center
of the run; see below). Conditions imply that p is the smallest period of the run and its exponent is defined without any
ambiguity as (j− i + 1)/p. Note that ‘‘run p at i’’ implies ‘‘period p at i’’ but not vice versa. The latter needs only (i) and (ii)
above. For period p at i to be run p at i it requires the primitivity condition at (iv) and only the first part of (iii), that is, the
non-left-extendability: w[i − 1] ≠ w[i + p − 1]. Right-extendability, that is, when w[j + 1] = w[j − p + 1], extends the
run to the right but does not move its center! In fact, we shall always use only the initial square, w[i − p . . i + p − 1], of a
run, as this is the only part we can always count on and, as explained above, it is enough to define a run p at i.
Here is an example: the string w[0 . . 10] = abbababbaba has a run [2 . . 6] with period 2 and exponent 2.5, that is,
w[2 . . 6] = babab = (ba)2.5. We say that there is run 2 at 4. For instance, there is period 2 at 5 but it is not a run because it
can be extended by one position to the left. Other runs are [1 . . 2], [6 . . 7], [7 . . 10], [4 . . 9] and [0 . . 10]. For a run [i . . j] of
period p, the positions i, i+ p, and j are its beginning, center, and end respectively.
3. The idea for better bounds
The idea used by Crochemore and Ilie [2] is to count the runs at their centers (the starting position of the second period) as
well as count separatelymicroruns (runs with ‘‘short’’ period). The following proposition is used in [2] to bound the number
of runs with period p or larger; runs⩾p(n) denotes themaximum number of runs with period p or larger in a string of length
n over an arbitrary alphabet.
Proposition 1. For any n and p, runs⩾p(n) ⩽ 6pn.
The runs with short periods – microruns – are counted as follows. For a given bound (amortizing ratio) b and maximum
period p, the centers of the runs are non-uniformly distributed and we try to amortize their number. Given a position i, we
try all possible combinations of periods for the runs with centers to the left of i, until a position i− j is found such that the
ratio between the number of centers inside the interval [i− j . . i] and its length, j+1, falls below b. Also, at anymoment, the
number of centers of runs that have both the center and the beginning inside the interval should satisfy the corresponding
amortizing condition. In [2], we did this for p = 9, b = 1 but mentioned that it can be done for any p and b (assuming the
bound holds). When successful, this procedure proves that runs⩽p(n) ⩽ bn, independent of the alphabet size. Putting these
two bounds together for p = 9 and b = 1, we obtained in [2] the best bound to date: runs(n) ⩽ (6/10)n+ n = 1.6n. Better
bounds can be obtained by increasing p, and/or decreasing b, however, the computation may become very demanding. Our
main goal in this paper is to decrease as much as possible the amount of computation required so that it becomes doable.
4. An algorithm for microruns
Recall that microruns are runs with period upper bounded by a fixed value, which we henceforth denote bymax_per. We
need to consider all possible combinations of periods (up tomax_per) of runs in a string to the left of a given position until
the total number of centers divided by the length of the interval falls below a given amortizing ratio b. In [2], formax_per = 9
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Fig. 1. For the history h = (∅,∅, {3}, {1}) = historys[0 . . 3], the string sh , the history g = historysh [0 . . k − 1], and the string th are shown. The initial
squares of the runs are shown as segments. The history g contains a {1} that is not in h because sh has a run with period 1 and center 0, whereas the
corresponding run of s has its center one position to the left, at−1, thus falling outside the considered interval [0 . . 3].
and b = 1, we found 61 possible cases. One such case looks like this: (∅, {2}, {8}, {1, 3}), where each set contains the periods
of runs having their center at that position. In order to amortize the two centers with periods 1 and 3, we go, in this case,
three positions to the left. The same combination can be amortized within 2 positions in the case (∅, {5}, {1, 3}) or only 1
position in the case (∅, {1, 3}).
Such arrays of sets of positive integers will be called histories. Precisely, given a string s = s[m . . o] and m ⩽ i ⩽ j ⩽ o,
we denote historys[i . . j] = (Hi,Hi+1, . . . ,Hj), where Hi = {k | run k at i in s}. As an example, if s[0 . . 6] = aaabaab, then
historys[2 . . 5] = (∅,∅, {3}, {1}). An array h of sets of positive integers is called a history if h = historys[i . . j], for a string
s[m . . o] and m ⩽ i ⩽ j ⩽ o. In order to amortize the number of microruns, we need to be able to detect (efficiently) the
histories.
We see next how this can be done for an arbitrary array of sets of positive integers, say h = (H0,H1, . . . ,Hk−1). (We call
the elements of the sets Hi runs.) Construct first the leftmost and rightmost position, respectively, a run from h can reach,
that is,
ℓ = min({i− p | 0 ⩽ i ⩽ k− 1, p ∈ Hi} ∪ {0})),
r = max({i+ p− 1 | 0 ⩽ i ⩽ k− 1, p ∈ Hi} ∪ {k− 1}).
For example, consider h = (∅,∅, {3}, {1}). Then ℓ = −1 and r = 4, see Fig. 1.
Consider the set S = {ℓ, ℓ + 1, . . . , r} which is {−1, 0, 1, 2, 3, 4} for our example. Let ≡s be the smallest equivalence
relation that contains the relation R = {(j−p, j) | i ⩽ j ⩽ i+p−1, for some 0 ⩽ i ⩽ k− 1 and p ∈ Hi}. That is, i ≡s jmeans
that positions i and j should contain the same letters in any string whose history is h. This is implied by the initial squares
of the existing runs in h. For our example, R = {(2, 3), (−1, 2), (0, 3), (1, 4)} and S|≡s = {{−1, 0, 2, 3}, {1, 4}}. Consider
also a naming function f , that labels the equivalence classes of ≡s with positive integers; such as f ({−1, 0, 2, 3}) = 0 and
f ({1, 4}) = 1. Construct now the string sh[ℓ . . r] by sh[i] = f ([i]≡s). For our example, sh[−1 . . 4] = 001001. We now have
a necessary condition for h to be a history.
Lemma 1. Given an array h of sets of positive integers, if h is a history, then h ⊆ historysh [0 . . k−1] (componentwise inclusion).
For the proof, we shall need the following result.
Lemma 2. If h is a history, h = historys[0 . . k− 1], then sh[i] = sh[j] implies s[i] = s[j], for any ℓ ⩽ i, j ⩽ r.
Proof. First, both s and sh are defined for i, j in the range [ℓ . . r]. This is by definition for sh and it has to be true for s too as
otherwise some runs would be in h but not in s. Then, the equality of any two letters of sh comes from transitivity of some
equalities imposed by the runs of h. Since all these runs are also in s, the statement follows. 
Proof of Lemma 1. Put historysh [0 . . k− 1] = (S0, S1, . . . , Sk−1) and consider a string s such that h = historys[0 . . k− 1] =
(H0,H1, . . . ,Hk−1). By contradiction, assume there exist i and p with p ∈ Hi\Si. By construction, we have period p at i
in sh. Because p ∉ Si, we have that this period is either left-extendable or not primitive. In the former case we obtain
sh[i − 1] = sh[i − p − 1], which, by Lemma 2, implies s[i − 1] = s[i − p − 1] contradicting the fact that there is run p at
i in s. For the latter case, if sh[i . . i + p − 1] is not primitive, then, also by Lemma 2, s[i . . i + p − 1] is not primitive either,
implying the same contradiction. The lemma is proved. 
Thus, for an arbitrary array of sets of positive integers h, Lemma 1 says that if h ⊈ historysh [0 . . k − 1], then h cannot
be a history. A very simple example when this happens is h = ({1}, {1}). The run 1 at 1 cannot exist as it simply extends
the run 1 at 0. On the other hand, if h = historysh [0 . . k − 1], then h is a history by definition. The case that remains to be
investigated is h ( historysh [0 . . k− 1], as it happens in Fig. 1.
Assume now that h is a history, h = historys[0 . . k−1] = (H0,H1, . . . ,Hk−1), and that h ( historysh [0 . . k−1]. Consider
i and p such that p ∈ Si\Hi. Lemma 2 implies that there is period p at i in s. However, there is no run p at i in s, and therefore,
the period p is either left-extendable or not primitive, or both. Precisely, there must exist a divisor d of p and a position
j ⩽ i − p + d such that there is run d at j in s and this run continues to the right at least until position i + p − 1, that is,
s[j− d . . i+ p− 1] has period d. There are two possibilities: j < 0 and j ⩾ 0. In the former, the period p has subperiod d that
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Fig. 2. For the history h = (∅, {1},∅,∅,∅, {3}, {1}) = historys[0 . . 6], the string sh , the history g = historysh [0 . . k− 1], and the string th are shown.
Fig. 3. For the history h = ({5}, {8}) = historys[0 . . 1], the string sh , the history g = historysh [0 . . k− 1], and the string th are shown.
extends to the left in s at least d+ 1 positions past position 0. In the latter, there is run d at j in both s and sh and the period
p at i in s has a subperiod d that is included in the run d at j in s. Either way, we can eliminate the run p at i in sh by moving
its center to the left until either it shifts to the left of position 0 (hence, outside the interval [0 . . k− 1]we care about) or it
coincides with an existing one in sh. Denote the obtained string by th. The transformation done to construct th from sh uses
only equalities that already exist in s. This is an important observation because those equalities maintain the runs from h in
s and therefore, when we apply those to sh, the runs from h in sh are going to stay. Only the unwanted centers in the interval
[0 . . k− 1] disappear. Therefore, we have h = historyth [0 . . k− 1].
For instance, in Fig. 1 we have the run p = 1 ∈ S0\H0. The reason why 1 is not in H0 is because it extends in s to the
left until position−2, which means that the run containing it has its center at−1, outside the interval [0 . . 3]. The string th
includes this modification. It is one position longer than sh and indeed h = historyth [0 . . 3].
In addition to the example in Fig. 1, we give a couple of examples that show different situations in the construction of
the strings sh and th for Lemma 3. They are shown in Figs. 2 and 3.
In Fig. 2 we have p = 1 ∈ S3\H3. The period 1 extends in s to the left until it merges with the run 1 at 1. Another situation
is seen in Fig. 3, where p = 2 ∈ S0 is not in H0 because it has period d = 1 that extends to the left 2 = d+ 1 positions past
0; there is run 1 at −1 in s. It should be noted that this extension to the left of the period d is really the translation of the
center (j above); in the example in Fig. 3 there is no extension to the left but because period 2 has subperiod 1, the center
moves one position to the left, just enough to go outside our interval [0 . . 1].
Next we make precise the discussion on how centers of runs in the interval [0 . . k− 1] that exist in sh but not in h can be
removed without affecting the centers in both sh and h that we want to keep. For a given run p at iwhich is in sh but not in
h, assume that d is the divisor of p that helps remove this center. Consider the left-extension point
L(p, d, i) = max({min(−d− 1, i− p)} ∪ {j− d | j ⩽ i− p+ dwith run d at j in h}).
Note that j− d ⩾ −d > min(−d− 1, i− p) for any position j in h (that is, position in the interval [0 . . k− 1] in s). Therefore,
if there is a run d at jwith j ⩽ i, then the period d extends until position j− d. It is sufficient to require j ⩽ i; it must be that
j− d ⩽ i− p as the run d at j is not left-extendable. If there is no such run d at j, then the center must be moved to the left
past position 0, that means, the period dmust continue to the left at least d+ 1 positions. But, if the period p extends to the
left more than that, the period d has to extend as well. This is why we need to consider the minimum between−d− 1 and
i− p.
In the first case, the period d extends to the left precisely up to the position L(p, d, i) but in the second it may extend
further; once the center of the run is outside the range [0 . . k− 1], it does not matter how much the extension goes to the
left.
The pairs of letters that need to be made equal (in sh) in order to have this transformation done are
D(p, d, i) = {(j, j+ d) | L(p, d, i) ⩽ j ⩽ i− d− 1}.
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Looking again at our examples, in Fig. 1 the period 1 at 0 in s can be extended until the position L(1, 1, 0) = −2.
Also, D(1, 1, 0) = {(−2,−1)}. In Fig. 2 the period 1 at 3 in s can be extended until the position L(1, 1, 3) = 0 and
D(1, 1, 3) = {(1, 2), (0, 1)}. In Fig. 3 the period 2 at 0 in s has subperiod 1 which goes to the left until the position
L(2, 1, 0) = −2 and D(2, 1, 0) = {(−2,−1)}.
Denote by th the string obtained by removing as above the centers of runs of sh in the interval [0 . . k−1] that do not exist
at the corresponding positions in s. Using the notation from the construction of sh, the string th is built in the same way but
using this time the coarsest equivalence relation,≡t , that includes
R ∪

0⩽i⩽k−1
p∈Si\Hi
D(p, d, i).
Note that the string th may be longer than sh since the left-extension of each unwanted period p requires p+ 1 positions to
the left of 0 and sh may not have them; the range of th extends to the left up to
min({ℓ} ∪ {L(p, d, i) | p ∈ Si\Hi}).
In such a case, the extra positions are created and filled with the appropriate letters. This happens in the example in Fig. 1;
we have th[−2 . . 4] = 0001001, which is one position longer than sh. For the ones in Figs. 2 and 3, the length stays the same.
Note that≡s is a refinement of≡t restricted to the domain of≡s. The equivalence classes for each of the three examples
above are given below:
Ex. in Fig. 1: S|≡s = {{−1, 0, 2, 3}, {1, 4}}, R|≡t = {{−2,−1, 0, 2, 3}, {1, 4}},
Ex. in Fig. 2: S|≡s = {{0, 1}, {2, 3, 5, 6}, {4, 7}}, R|≡t = {{0, 1, 2, 3, 5, 6}, {4, 7}},
Ex. in Fig. 3: S|≡s = {{−7,−4,−1, 1, 4, 7}, {−6,−3, 2, 5}, {−5,−2, 0, 3, 6, 8}},
R|≡t = {{−7,−5,−4,−2,−1, 0, 1, 3, 4, 6, 7, 8}, {−6,−3, 2, 5}}.
It should be clear from the above discussion that h = historyth [0 . . k − 1]. Again, this is true because we can think of th as
built from sh by removing the centers of runs that are in sh and not in h. This is done using exclusively equalities from swhich
do not destroy the runs from h in s and hence cannot destroy the same runs in sh.
However, for an arbitrary array of sets of positive integers, we do not know, a priori, for each extra run p in sh but not in
h which divisor d of p is used (in a potential string s) to eliminate this run because we are going to work with h only. We
do not have s and, in fact, smay not even exist, in the case h is not a history. Therefore, we are going to try all possibilities.
Denote by Th the set of all strings th built as above, considering all possible combinations of divisors of integers p for which
p is a run at some position i, 0 ⩽ i ⩽ k − 1, in sh but not in h. Then, h is a history if and only if it is historyth [0 . . k − 1], for
some th ∈ Th.
The following lemma summarizes our procedure for decidingwhether a given array of sets of positive integers is a history.
Lemma 3. Given an array h of sets of positive integers, we have:
(i) if h ⊈ historysh [0 . . k− 1], then h is not a history;
(ii) if h = historysh [0 . . k− 1], then h is a history;
(iii) if h ( historysh [0 . . k− 1], then h is a history iff there is th ∈ Th such that h = historyth [0 . . k− 1].
We are now in position to give our algorithm for verifying that the number of microruns in any string of length n is
bounded by bn. Assume our microruns have period at mostmax_per. For a history h = (H0, . . . ,Hk−1), denote
• Length(h) = k — the number of positions covered by h
• AllRuns(h) =∑k−1i=0 card(Hi) — the number of all runs in h
• BRuns(h) = ∑k−1i=1 card{p ∈ Hi | i − p ⩾ 0} — the number of the runs in h that begin within the range [0 . . k − 1] (this
value will be used in a technical argument in the proof when at the beginning of a string; see below).
Lemma 3will be used in the function IsHistory(h) to test whether h is a history or not. The function Test(h) in Fig. 4 tries
all histories that have h as a suffix and here is a brief description of it.
In case the number of microruns cannot be amortized because, say, the bound b is not true, then we stop the whole
program when the histories to be tested become too long (steps 1–2). The condition in step 3 is needed for beginning
of strings as follows. The Test function attempts to amortize the number of centers of runs and the length of histories is
increased until this is achieved. However, when using this procedure to prove the bound we are looking for, the beginning
of an arbitrary string may appear before the number of runs is amortized. Therefore, to cover this situation, we amortize at
each step the number of centers of runs which do not extend to the left past the current position. This condition turns out to
be much weaker in practice than the one for all runs. That means, if we gradually decrease the bound b to the point where
it cannot be amortized, then the program will exit in step 2 and not 4. However, we do not have a proof of this fact, so we
need to check. The overhead imposed by checking this condition is negligible.
If the condition in step 5 is true, then the amortizing process succeeded for this branch and we update the number of
positions needed to amortize, am_pos. Otherwise, we investigate all histories that add another set of periods in front of the
current one.
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Test(h)
1. if (Length(h) = too_large) then
2. Print("not amortized"); Exit()
3. if ((h ≠ ( )) and ( BRuns(h)Length(h) > b)) then
4. Print("not amortized"); Exit()
5. if ((h ≠ ( )) and ( AllRuns(h)Length(h) ⩽ b)) then
6. am_pos ← max(am_pos, Length(h))
7. return()
8. for each H ∈ 2{1,...,max_per} do
9. g ← (H,H0,H1, . . . ,Hk−1)
10. if (IsHistory(g)) then
11. Test(g)
12. return()
Fig. 4. The Test function.
Fig. 5. The Fibonacci string f [0 . . 20] (first row), its history historyf [0 . . 20] (second row), and the decomposition into intervals as in the proof of
Proposition 2 for max_per = 8 and b = 0.8; the ratio between the number of centers of runs and the length of each interval is shown in the middle
of the interval.
The main program is simply calling the Test function with the empty history, Test(( )). If it stops successfully, that is,
without printing "not amortized", then it proves that the bound bn on the number of microruns with periods up to
max_per holds, as we see next.
Proposition 2. If the function Test(( )) terminates successfully, then, for all n ⩾ 1, we have runs⩽max_per(n) ⩽ bn.
Proof. The fact that Test(( )) terminates successfully means that, for any string s = s[1 . . n − 1] and any position i in
it, there are two possibilities. Either there exists j ⩽ i such that the microruns at i are amortized, due to the condition in
step 5, in the interval [j . . i], that is, the number of centers in the interval [j . . i] is at most b(i − j + 1), or the number of
microruns in the interval [0 . . i] is, due to the condition in step 3, at most b(i + 1). We can therefore divide the interval
[0 . . n−1] into a number of subintervals [i0 . . i1], [i1+1 . . i2], . . . , [im−1+1 . . im], where i0 = 0 and im = n−1, so that the
number of microruns is separately amortized in each of them, that is, the number of centers of runs in swithin each interval
[ij−1 + 1 . . ij], 1 ⩽ j ⩽ m, is at most b(ij − ij−1). For j ⩾ 2, this is due to the condition in step 5 and for j = 1 is due to the
condition in step 3 (or both). The total number of microruns is then bounded as claimed. 
An example of a decomposition of a string into intervals as in the proof of Proposition 2 is shown in Fig. 5.
The problemwith the function Test is that theremay be toomany setsH of periods to be tried in step 8 for largemax_per.1
In the next section we are investigating ways to reduce drastically the number of such sets of periods.
5. Compatible runs
The main idea in reducing the number of sets of runs to be considered in step 8 of the function Test is that some runs are
incompatible with each other, either at the same position or at different positions. We improve a result from [2] to be used
for this purpose.
Lemma 4. Consider a string s and the periods p and p−ℓ, 0 < ℓ < p. Let h be the smallest integer such that hℓ ⩾ p (h = ⌈p/ℓ⌉).
If s has run p− ℓ at i and either (a) run p at i+ j with j ⩽ ℓ− 1, or (b) run p at i− j with j ⩽ ℓ, then
(i) ℓ does not divide p;
(ii) s has run p−kℓ at i, for 2 ⩽ k ⩽ h−3 (i.e., all but the shortest two). If p− (h−2)ℓ is a prime or 4, then s has run p− (h−2)ℓ
at i. If p− (h− 1)ℓ = 1, then s has run p− (h− 1)ℓ at i.
Proof. Assume case (b) since (a) is symmetric (with a small difference, as pointed out below); see Fig. 6. Assume also ℓ < p/2
since otherwise there is nothing to prove. Then s[i . . i + p − ℓ − 1] = s[i − p . . i − ℓ − 1] and the overlap between
s[i− p . . i− ℓ− 1] and s[i− (p− ℓ) . . i− 1] gives that s[i− (p− ℓ) . . i− 1] = s[i . . i+ p− ℓ− 1] has period ℓ. On the one
hand, this implies that ℓ does not divide p, as otherwisew[i− (p− ℓ) . . i− 1]would not be primitive, a contradiction. This
proves (i).
1 To solve the conjecture, values ofmax_per close to 100 need to be tested. That means an impossible 2100 H-sets any time the function reaches step 8.
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Fig. 6. Case (b) in the proof of Lemma 4.
ForbiddenSamePos(p)
1. if (p = 1) then return({1, 2})
2. forbidden ← {p− 1, p+ 1, 2p}
3. for (each ℓ proper divisor of p) do
4. forbidden ← forbidden ∪ {p− ℓ, p+ ℓ}
5. return(forbidden)
Fig. 7. The ForbiddenSamePos function.
On the other hand, there is period p− kℓ at i, for any 1 ⩽ k ⩽ h− 1. Moreover, all these periods are not left-extendable.
Indeed, all letters s[i− (p− kℓ)− 1] are the same. In particular, they equal s[i− (p− ℓ)− 1], which is different from s[i− 1]
since there is run p− ℓ at i.
Further, any s[i− (p− kℓ) . . i− 1], for 2 ⩽ k ⩽ h− 3, must be primitive since, otherwise, Fine and Wilf’s lemma would
imply that s[i − (p − ℓ) . . i − 1] is not primitive, a contradiction. (The two shortest periods are not long enough to apply
Fine and Wilf’s lemma and indeed, they need not be primitive.)
The difference for case (a) concerns left-extendability of the periods p− kℓ at i; at (a) we need i− (p− ℓ)− 1 ⩾ i+ j− p,
that is, j ⩽ ℓ− 1. Note that (i) holds in case (a) even when j = ℓ.
For p− (h− 2)ℓ and p− (h− 1)ℓ, they are periods at i in s and are also not left-extendable. However, there may not be
runs with those periods because the corresponding factors need not be primitive. However, the factor corresponding to the
period p− (h− 2)ℓ cannot be unary as that would make all letters in s between i− j− p and i− j+ p− 1 the same. That
means, if p− (h− 2)ℓ is a prime, then there is run p− (h− 2)ℓ at i. Also, we have always p− (h− 2)ℓ ⩾ 3 and, for its factor
to be non-primitive, it requires that p − (h − 2)ℓ ⩾ 6. We can therefore add the value 4 to those implying primitivity. For
p− (h− 1)ℓ on the other hand, the only value that guarantees its factor to be primitive is 1.
To conclude, p− (h− 2)ℓ = 6 is possible, as shown by the string s[i− (p− (h− 2)ℓ) . . i− 1] = abaaba. 
The following simple observation is also useful to eliminate certain periods of runs.
Lemma 5. If s has run p at i, then it cannot have run p at j, for i− p ⩽ j ⩽ i+ p, j ≠ i.
Given a run p at i, the function ForbiddenSamePos in Fig. 7 computes the runs that are forbidden by p at the same position
due to Lemma 4(i) with j = 0. As an example, ForbiddenSamePos(6) = {3, 4, 5, 7, 8, 9, 12}.
Next, we pre-compute all possible sets of periods of microruns at the same position. The correctness follows from
Lemma 4. The function RunsSamePos in Fig. 8 uses two arguments: current , which contains the runs included so far and
available, that is, those runs that are not forbidden by the existing ones. The sets of periods of runs at the same position is
obtained by calling RunsSamePos(∅, {1, 2, . . . ,max_per}). For example, formax_per = 9, it returns the set ∅, {1}, . . . , {9},
{1, 3}, . . . , {1, 9}, {2, 5}, . . . , {2, 9}, {3, 7}, . . . {3, 9}, {4, 9}, {5, 8},
{1, 3, 5}, {1, 3, 7}, . . . , {1, 3, 9}, {1, 4, 7}, {1, 4, 9}, {1, 5, 8}, {1, 5, 9}, {2, 5, 8},
{1, 3, 5, 7}, {1, 3, 5, 8}, {1, 3, 5, 9}, {1, 3, 5, 7, 9} .
Some of these sets may still not be possible and we use the theory developed in the previous section to check which ones
are indeed histories of length 1. For the example above, it turns out that {1, 5, 8}, {1, 3, 5, 8}, {1, 3, 5, 9} are not histories
and therefore they are removed.
The following notation is useful in connection with Lemma 4:
GoodKs(p, ℓ) = {2, 3, . . . , ⌈p/ℓ⌉ − 3}
∪ {⌈p/ℓ⌉ − 2 if p− (⌈p/ℓ⌉ − 2)ℓ is prime or 4}
∪ {⌈p/ℓ⌉ − 1 = p−1
ℓ
if p− (⌈p/ℓ⌉ − 1)ℓ = 1} .
Each of these sets of periods has an effect on the nearby positions, which we pre-compute as well. The function
ForbiddenLeft(H, j), 1 ⩽ j ⩽ 2max(H), shown in Fig. 9, computes the periods that are forbidden at i − j by the set of
period H at i. Note that it does not depend on i. The steps 2–4 are due to Lemma 5, the steps 5–7 are due to Lemma 4(i), and
the steps 8–11 are due to Lemma 4(ii).
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RunsSamePos(current, available)
1. if (available = ∅) then return({current})
2. possible_sets ← {current}
3. for (each p ∈ available) do
4. can_add_p ← 1
5. for (all q ∈ current with q < p) do
6. for (each k ∈ GoodKs(p, p− q) do
7. if (p− k(p− q) ∉ current) then can_add_p ← 0
8. if (can_add_p = 1) then
9. available2← (available ∩ [p+ 2 . .max_per]) \ ForbiddenSamePos(p)
10. possible_sets ← possible_sets ∪ RunsSamePos(current ∪ {p}, available2)
11. return(possible_sets)
Fig. 8. The RunsSamePos function.
ForbiddenLeft(H, j)
1. forbidden ← ∅
2. for (each p ∈ H) do
3. if (j ⩽ p) then
4. forbidden ← forbidden ∪ {p}
5. for (each ℓ divisor of p) do
6. if (j ⩽ ℓ) then
7. forbidden ← forbidden ∪ {p− ℓ, p+ ℓ}
8. for (each q ∉ H with q < p) do
9. for (each ℓ divisor of p− q) do
10. if ((j ⩽ ℓ) and ( p−q
ℓ
∈ GoodKs(p, ℓ)) and (p+ ℓ ⩽ max_per)) then
11. forbidden ← forbidden ∪ {p+ ℓ}
12. return(forbidden)
Fig. 9. The ForbiddenLeft function.
An example, if H = {1, 6} andmax_per ⩾ 12, then
ForbiddenLeft(H, 1) = {1, 2, 3, 4, 5, 6, 7, 8, 9, 12},
ForbiddenLeft(H, 2) = {3, 4, 6, 8, 9, 12},
ForbiddenLeft(H, 3) = {3, 6, 9, 12},
ForbiddenLeft(H, j) = {6, 12}, for 4 ⩽ j ⩽ 6.
Symmetrically, the effect on the positions to the right are computed by the function ForbiddenRight(H, j), 1 ⩽ j ⩽
2max(H), whose code is identical to the one of ForbiddenLeft except for step 10where j ⩽ ℓ is replaced by j ⩽ ℓ−1. This is
due to the difference between (a) and (b) in Lemma 4(ii). Note that this difference does not affect the periods in the lemma
and therefore the similar condition in step 6 is unchanged.
6. The improved algorithm
We include now the improvements of the previous section in our Test function. The range to be tested is [0 . .N] (N is
the previous too_large). We start at N and advance to the left by considering longer and longer histories. If we reach position
0, then the algorithm terminates without success. At each step we have some runs that are forbidden as well as some that
already exist. Therefore, we use a two-dimensional array, history[−max_per . .N+max_per], to store this information. (The
range exceeds [0 . .N] both ways bymax_per positions to be able to store all information required.) We put
history[i][p] =
1 if run p at i exists already,
−1 if run p at i is forbidden,
0 if no value has been assigned.
We shall pass to the function Test the history and current position pos. The current history being tested is given by the 1’s
in the array history[pos+ 1 . .N]. The length of this history is N − pos.
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Table 1
The bounds on the maximum number of runs in a string of length n, runs(n), obtained by using
Propositions 1 and 2 for the given values of maximum periods of microruns, max_per, and the
bound b, that is, runs(n) ⩽ 6max_per+1 n+ bn. The columns labeled ‘‘solutions’’ and ‘‘amortize’’ give
the number of histories for which amortization succeeded in step 5 and the highest number of
positions needed to amortize, resp.
max_per Bound b Solutions Amortize runs(n) ⩽ CPU time
9 0.85 630 100 1.450n 28 s
10 0.85 900 100 1.396n 40 s
15 0.89 5275 27 1.265n 10 min
20 0.89 34833 97 1.176n 32 min
25 0.91 135457 153 1.141n 144 min
30 0.91 471339 153 1.104n 14 h
35 0.93 1455422 82 1.097n 67 h
40 0.93 3907110 84 1.077n 314 h
50 0.93 22635894 139 1.048n 317 days
60 0.93 103581476 241 1.029n 1080 days
The improved Test function is given in Fig. 10. Steps 1–5 are similar to what we had before. In steps 6–17 we restrict the
possible values for the runs at the current position pos according to the elements of the previous section. Two sets, existing
and forbidden, contain periods that must and must not be, respectively, included among the runs at pos. They are computed
from the information already in history (steps 8–10).We startwith all possible sets of runs at the sameposition and eliminate
all sets that do not obey the restrictions imposed by existing and forbidden (steps 11–13). In addition, we eliminate the sets
whose ForbiddenRight sets conflict with the information in history (steps 14–17).
We try then the remaining ones in steps 18–32. For each, we update history in steps 19–29.We copy first the information
from the current set in history[pos] (steps 20–21) and then use the ForbiddenLeft set to impose negative restrictions in
history (steps 22–24). Small runs included in a single period of larger runs are copied from the right period to the left to
impose some positive restrictions in history (steps 25–29).
Finally, the function IsHistory uses information from the previous history in order to compute the sh and th ∈ Th
strings. This is going to be passed as an union-find data structure graph that is updated by the function UnionFind using
the information from H . The function IsHistory has been described in detail in the previous section. All runs in a string are
computed using the linear-time algorithm of Kolpakov and Kucherov [7], where the Lempel–Ziv factorization is computed
by the algorithm of Crochemore and Ilie [3].
The main program, TestMicrorunsBound, simply initializes all elements of history on 0 and then call Test(history,
N,∅).
7. Results
We tested the program TestMicrorunsBound on the SHARCNET high-speed clusters (www.sharcnet.ca) and obtained
the results in Table 1. In particular, the last line of the table shows that the number ofmicroruns of period up to 60 is bounded
by 0.93n, which combined with Proposition 1 produces the bound 1.029n on the number of all runs occurring in a string of
length n.
8. Conclusion
We came very close to solving the conjecture. As already mentioned, our result is good enough for all practical purposes.
The only fact that prevented us from solving the conjecture using this approach was the lack of computational power. (We
would need, for instance, max_per = 85, b = 0.93 in Table 1, which we believe to be true, but we could only speculate
about the computational power required.)
One potential way of solving the conjecture might be to improve the theoretical bound in Proposition 1. As far as the
bounds for the number of microruns are concerned, significant speed up of the computations done by the Test(h) algorithm
seems unlikely as we believe most of impossible cases are already eliminated.
We strongly believe that the conjecture is true. Moreover, the bound in the conjecture, runs(n) ⩽ n, is probably not
optimal and the search for the optimal one will continue. It is very difficult to estimate the optimal value but, according to
[10,14] and our own computations, it seems to be somewhere near 0.95n. Likely, different tools will be needed for finding
the optimal bound as approximations, no matter how good, will probably keep us even asymptotically away from it.
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Test(history, pos, graph)
1. if

(pos = 0) or (pos ≠ N) and ( BRuns(history[pos+1..N])N−pos > b) then
2. Print("not amortized"); Exit() // exit the main program
3. if

(pos ≠ N) and ( AllRuns(history[pos+1..N])N−pos ⩽ b)

then
4. am_pos ← max(am_pos,N − pos+ 1)
5. return() // amortized: done with current history
// steps 6–17: restrict the possible continuations history[pos]
6. possible_sets ← RunsSamePos(∅, {1, 2, . . . ,max_per})
7. existing ← ∅; forbidden ← ∅
8. for p from 1 tomax_per do
9. if (history[pos][p] = 1) then existing ← existing ∪ {p}
10. if (history[pos][p] = −1) then forbidden ← forbidden ∪ {p}
11. for (each H ∈ possible_sets) do
12. if ((existing \H ≠ ∅) or (forbidden ∩ H ≠ ∅)) then
13. possible_sets ← possible_sets \ {H}
14. for i from 1 to 2max(H) do
15. for (each p ∈ ForbiddenRight(H, i)) do
16. if (history[pos+ i][p] = 1) then
17. possible_sets ← possible_sets \ {H}
// steps 18–32: try the continuations that are histories
18. for (each H ∈ possible_sets) do
// steps 19–29: update history
19. history2← history
20. for (each p ∈ H) do
21. history2[pos][p] ← 1
22. for i from 1 to 2max(H)
23. for (each p ∈ ForbiddenLeft(H, i)) do
24. history2[pos− i][p] ← −1
25. for (each p ∈ H) do
26. for i from 1 to p− 2 do
27. for q from 1 to ⌊ p−i2 ⌋ do
28. if history2[pos+ i+ q][q] = 1 then
29. history2[pos+ i+ q− p][q] ← 1
30. graph2← UnionFind(graph,H)
31. if (IsHistory(history2[pos . .N], graph2)) then
32. Test(history2, pos− 1, graph2)
33. return()
Fig. 10. The improved Test function.
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