Abstract-The capacity of the MIMO channel taking into account both a limitation on total consumed power, and per-antenna radiated power constraints is considered. The total consumed power takes into account the traditionally used sum radiated power, and also the power dissipation in the amplifiers. For a fixed channel with full CSI at both the transmitter and the receiver, maximization of the mutual information is formulated as an optimization problem. Lower and upper bounds on the capacity are provided by numerical algorithms based on partitioning of the feasible region. Both bounds are shown to converge and give the exact capacity when number of regions increases. The bounds are also used to construct a monotonic optimization algorithm based on the branch-and-bound approach. An efficient suboptimal algorithm based on successive convex approximation performing close to the capacity is also presented. Numerical results show that the performance of the solution obtained from the suboptimal algorithm is close to that of the global optimal solution. Simulation results also show that in the low SNR regime, antenna selection provides performance that is close to the optimal scheme while at high SNR, uniform power allocation performs close to the optimal scheme. Index Terms-MIMO capacity, power amplifier, consumed power constraint, per-antenna power constraint.
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I. INTRODUCTION

R
ECENTLY the use of smartphones and tablets has led to a tremendous increase in the demand for high data rates over the wireless networks. Meanwhile, wireless transmissions are required to be robust to fading and shadowing effects. The idea of using multiple antennas at both the transmitters and the receivers, i.e. multiple-input-multipleoutput (MIMO) technology, can be a solution. Compared to single-antenna systems, MIMO offers higher data rates thanks to the multiplexing gain, as well as robustness against fading owing to a diversity gain, for the same amount of time and frequency resources. When full knowledge of the channel is available at the transmitter, the transmission can be optimized according to certain different criteria. Telatar showed in [2] , that with circularly symmetric complex Gaussian noise and full channel state information (CSI) at the transmitter, the capacity of multiple-input-multiple-output (MIMO) channels under a sum radiated power constraint over all antennas is achieved by eigen-beamforming together with water-filling power allocation over different eigen-modes. The sum power constraint considered in [2] does not take into account the maximum output constraint of the individual power amplifiers (PAs) . A more realistic model is obtained by including per-antenna power constraints, which were first considered in [3] . An algorithm was derived in [4] to obtain the optimal input distribution for a given channel under per-antenna power constraints. Later these results were extended to multi-hop communications systems in [5] using matrix monotone functions. In [6] Xing et al. provide a general framework for covariance matrix optimization with different types of radiated power constraints. However in practice the power consumed by the PAs includes both the actual radiated power and the power dissipated as heat in the hardware. The capacity optimization under per-antenna power constraints does not tell us how the power should be optimally allocated to the antennas given a specific channel, total power consumption in each PA, and a total power budget for all antennas. Therefore a carefully modeled consumed power, which takes into account both the sum radiated power and power dissipation is needed.
According to a report, PAs are estimated to consume 57% of the energy in macro base stations [7, Fig. 12] . Cooling contributes another 10%, which can also be reduced if power dissipation from the PA is reduced. Hence, it is essential to take the PA into account when designing the transmitters in the base stations. The importance of carefully taking the hardware into consideration when designing communication systems has recently been put forward by others, e.g. in [8] and [9] . Despite the importance, few efforts are reported on MIMO capacity optimization with a total consumed power budget. Sub-optimal algorithms with a diagonal input covariance matrix were proposed in [10] . In [11] Persson et al. derived the multiple-input single-input (MISO) capacity with full CSI and provided results on ergodic MISO capacity with per-antenna and total consumed power constraints. In [12] a special case of the MIMO channels with per-antenna and total consumed power constraints was solved. In [13] Dong et al. applied the same consumed power model for PAs to model the circuit 0090-6778 © 2018 EU power consumption in multi-user MIMO scenarios for energy efficiency aximization. Similar energy efficiency optimization problem are studied in [14] for two-way relay channels. In the conference version of this work [1] , a preliminary study of MIMO capacity with per-antenna and consumed power constraints was done. References [10] and [12] provided preliminary studies on this topic, with focus on the special case when the MIMO channels have a diagonal structure. Until now the capacity of the general MIMO channel with per-antenna and total consumed power constraints is unknown and this work will find tight upper and lower bounds, and approximations, to this capacity. Specifically, we provide a complete analysis of the MIMO case where we exploit global optimization techniques. Extensions to multi-carrier and multi-user scenarios are also presented.
A. Technical Contributions of This Work
• We derive the capacity of flat fading point-to-point MIMO channels with full CSI, under per-antenna and total consumed power constraints. Finding the capacity involves solving a non-convex optimization problem, thus lower and upper bounds are derived.
• We propose a successive convex optimization approach and a monotonic optimization algorithm to find the capacity of MIMO channels under per-antenna and total consumed power constraints up to arbitrary accuracy.
• We extend the analysis to frequency-selective fading MIMO channels, and to multi-user MIMO beamforming problems, where the goal is to minimize the total consumed power under SINR constraints. The paper is organized as follows: In Section II we describe the system model and establish capacity results under various power constraints, and formulate the pertinent optimization problems. In Section III we derive upper and lower bounds on capacity, and provide an efficient algorithm to find a local optimal point of the optimization problem which serves as a tight lower bound. In Section IV we utilize the derived upper and lower bounds to develop a global optimization algorithm based on monotonic optimization theory and compare it to the low-complexity algorithm. In Section V we extend the analysis to multi-carrier MIMO systems, and show that the same analysis and methods can be applied with slight modifications. In Section VI we extend our investigation to multi-user MIMO systems, and show that the power minimization with SINR constraints can be solved in special cases, corresponding to the use of class B and class D PAs in the base stations (BS). In Section VII we present numerical results and discuss a connection between our work and the field of compressed sensing.
In the following, scalars are denoted by lower-case letters, vectors are denoted by bold-face lower-case letters, and matrices are denoted by bold-face upper-case letters. A vector x of length N has components x i , where i = 1, . . . , N, and a matrix X of size M × N has elements X m,n , with m = 1, . . . , M and n = 1, . . . , N. The determinant of a matrix is denoted as |X|. The symbol diag(X) represents a vector formed by the elements on the main diagonal of X. Furthermore, (·)
T is the transpose, (·) * is the complex conjugate,
H is the conjugate transpose, (·) denotes the real part, and (·) denotes the imaginary part. The relation X 0 means that the matrix X is positive semi-definite.
II. CAPACITY OF POINT TO POINT MIMO CHANNELS
For the MIMO transmission, we assume a flat fading baseband channel model, given by
where y ∈ C NR×1 is the received signal, H ∈ C NR×NT is the channel, and x ∈ C NT ×1 is the transmitted symbol vector, where N T is the number of transmit antennas. The noise vector n ∈ C NR×1 has independent identically distributed (i.i.d.) zero-mean circularly symmetric complex Gaussian elements, i.e. n ∼ CN(0, σ 2 I). In this paper we consider the case with full CSI at the transmitter and at the receiver for a fixed channel H. Since the noise is Gaussian, it holds that for any average power constraint, the signal input giving the largest mutual information (MI) is zero-mean circularly symmetric complex Gaussian.
The signal x in (1) is obtained by precoding of independent information streams destined to the receiver, using a linear precoder P . Let Q = E[xx H ] = P P H be the covariance matrix of the precoded signal (this matrix is positive semi-definite by definition [2] ). The MI is then
bit/s/Hz, cf. [2] . To find the capacity, the input distribution needs to be optimized subject to all power constraints. That is, we want to find
where Q is the set of power constraints of interest. The radiated power constraint for antenna i is
where P max is the maximum possible power radiated by antenna i. For the consumed power, following the discussions about amplifier modeling in [12] , we set
where is a parameter with ∈ [0, 0.5], P cons,i is the consumed power on antenna i, and η max ∈ [0, 1] is the maximum possible power efficiency. This maximum efficiency is obtained when Q i,i = P max . The maximum power efficiency is a fixed parameter, common for all the PAs at the transmitter. From the above, we can write
The consumed power P cons,i is thus proportional to the -th power of the radiated power and it will always be greater than the radiated power.
We are now able to state the rate maximization problem corresponding to (3):
whereP tot is the total consumed power limitation (in sum over all transmit antennas). This means that we aim to find the capacity, subject to both the consumed power constraint and the radiated power constraints. Writing
we can express the optimization problem as follows:
Problem (9) is non-convex due to the non-convex constraint on the consumed power. This makes the problem different from the traditional channel capacity maximization problem with a total radiated power constraint. In that case the radiated power is invariant to a multiplication by a unitary matrix on the left and on the right, and therefore the problem can be reduced to a simple water-filling problem. However the consumed power constraint in (9) does not have this property and therefore optimization of the whole input covariance matrix is needed.
For some values of the system parameters N T , P max and P tot , the consumed power constraint can become inactive. Specifically, the consumed power constraint is inactive when
where the maximum consumed power is upper bounded by the per-antenna radiated power constraints. In this case, the optimization problem (9) reduces to the problem with only per-antenna constraints and can be solved efficiently as it is a convex problem. The problem of interest in practice would be to consider a given requested user throughput, and then find the precoder that can deliver this throughput with the smallest possible consumed (that is, radiated plus dissipated as heat) power. This is desirable, for example for an operator, to minimize operational expenses. In the optimization above, we consider the equivalent problem of maximizing the throughput subject to a constraint on the consumed power.
Importantly, the efficiency of the amplifiers degrades when they are not operated at their maximum power. However, this does not mean that the optimal precoder for a pre-determined throughput target would operate the amplifiers at maximum permitted power. Moreover, we consider a predistorted output signal here which is distortion-free. The power consumption model that we use is valid also for a signal that has undergone digital pre-distortion [15] .
III. UPPER BOUND AND LOWER BOUND ON CAPACITY
Finding the globally optimal solution of the non-convex problem (9) is hard. However we can obtain bounds on the capacity as follows. Consider the constraint
By providing bounds on the function f (Q) in different quantized regions, we can obtain a lower bound and an upper bound on capacity. The bounds should become tighter as we increase the number of quantization steps. Here we introduce specific approaches that produce lower bounds and upper bounds.
A. Lower Bound on Capacity By upper bounding each Q
i,i with a linear function we obtain a lower bound on the capacity. Denote the sum of the upper bounds on each Q i,i by f U (Q). Then we are shrinking the feasible set since f U (Q) ≤ P tot implies f (Q) ≤ P tot but not vice versa. Maximizing the same objective function with a smaller feasible set will give us a lower bound on the optimal value, thus this tightened problem provides a lower bound on the capacity.
As Q i,i is a concave function, the first-order Taylor expansion will give an upper bound on Q
we can get an upper bound on Q i,i in each interval by picking any point in the sub-region and apply a firstorder Taylor approximation around that point. Herein we choose the point as the mid-point of each sub-region, i.e. P max /2K, 3P max /2K, . . . , (2K − 1)P max /2K. Then in each sub-region, the optimal Q can be obtained by solving the following set of optimization problems:
where c j i = 1, . . . , K indicates the sub-region that the power radiated from each antenna i is in, and
specifies the first-order Taylor approximation. To get the lower bound, we choose the Q corresponding to the maximum rate obtained by solving the K NT problems associated with the different regions.
B. Upper Bound on Capacity
By lower bounding each Q i,i by a linear function we obtain an upper bound on the capacity. Specifically, denoting the sum of the lower bounds on each Q i,i by f L (Q), we are enlarging the feasible set since f (Q) ≤ P tot implies f L (Q) ≤ P tot but not vice versa. The optimal value cannot decrease when performing this relaxation, yielding an upper bound on the capacity.
Again, from the fact that Q i,i is concave, upper bounds can be constructed using the quantized regions
Specifically we join all the neighboring vertices of each boundary point, 0, P max /K, . . . , P max (K − 1)/K, P max , by straight lines. Hence, the upper bound on capacity can be obtained by solving (12) with the variables in the first constraint defined as
To get the upper bound, we choose the Q corresponding to the maximum rate obtained by solving the K NT problems associated with the different regions.
The upper and lower bounds will approach each other if the number K of quantization regions of Q i,i increases.
C. Efficient Algorithm for Computation of a Tight Lower Bound
The computational complexity of obtaining the upper and lower bounds given above is polynomial in K and exponential in N T . If K and N T are large, evaluation of the bounds may be infeasible. Here we present a practical algorithm for the computation of a lower bound, which can perform well and has acceptable complexity when N T is large. When the suboptimal Q is obtained, a linear pre-coding scheme can be applied by using i.i.d. input with the pre-coder P satisfying Q = P P H . Note that any feasible solution to problem (9) is a lower bound on the capacity. The resulting capacity bound has the interpretation of an achievable rate with this signaling.
Our lower-bounding strategy is based on successive convex approximations. The successive convex approximation is an algorithm framework [16] traditionally used in power control applications to handle non-convex constraints [17, Sec IV. A]. The idea is to solve a series of approximated problems where the non-convex constraint is approximated with a convex function in each iteration. For our problem (9), we approximate the non-convex function f (Q) with a convex function f k (Q) in the k-th iteration.
The convex optimization problem to be solved in the k-th iteration is
If we construct a family of functions f k (Q) in each iteration k satisfying the conditions
the algorithm will give a solution satisfying the Karush-KuhnTucker (KKT) conditions for the original problem [16] . The first condition ensures that the solution is feasible for the original problem. The second condition guarantees that the solution from the previous iteration is feasible for the current iteration. As a result, the objective function increases after every iteration, since the solution from the previous iteration is a feasible solution to the problem in the current iteration. The second and third conditions together guarantee that the KKT conditions for the original problem will be satisfied at convergence. As R(Q) is bounded from above and monotonically increasing in each iteration, convergence is guaranteed. Since each
is concave in Q, we can easily verify that approximating them with the first-order Taylor expansion will give a function satisfying all the above conditions. Therefore we choose the f k (Q) as follows:
) .
When one of the Q (k−1) ii approaches 0, the algorithm proceeds by setting the corresponding row and column of Q to zero and removes it from the optimization. To conclude, we obtain a suboptimal solution to (9) . The procedure is summarized in Algorithm 1.
Algorithm 1 Successive Convex Optimization Approach to the Problem (9)
1: choose Q (0) as a scaled identity matrix satisfying the constraints, and initialize k = 1 2: repeat 3: form the k-th approximated problem (15) of (9) by approximating f (Q) with f k (Q) around Q (k−1) as in (16), 4: solve the k-th approximated problem to obtain Q (k) , 5 :
The proposed upper bound, lower bound and Algorithm 1 all involve the solution of a sequence of convex optimization problems. The number of problem instances that need to be solved for the upper bound and the lower bound is K NT . For Algorithm 1, the number of problems depends on the number of iterations required for convergence. 1 The subproblems that are solved in each iteration in the computation of the upper bounds, lower bounds and in Algorithm 1 are all convex and can be solved using standard interior point methods. The number of variables is N T (N T + 1)/2 and the number of constraints is of O(N T ). Therefore the computational complexity of solving each convex subproblem is roughly O(N 6 T ) [18] . To illustrate the importance of the consumed power constraint, and to motivate the need of choosing the right precoder under this constraint, we compare the energy efficiency of the precoding schemes with and without the total consumed power constraint. The energy efficiency is defined as the rate divided by the total consumed power, i.e.
EE R(Q)
(b/Hz/J). (17) Figure 1 shows a comparison of energy efficiencies between the proposed Algorithm 1 and the benchmark precoder that does not take the consumed power into account [4] . The simulation setup is a 4 × 4 MIMO system with P max = 1, η = 0.55, = 0.5, P tot = 1 for Algorithm 1, and the channels are generated randomly from an uncorrelated Rayleigh distribution. From Figure 1 we observe that uniformly over SNR, Algorithm 1 provides a much higher energy efficiency than the benchmark. This shows that it is important to take both the radiated power and the power dissipation into account when designing the precoder.
IV. MONOTONIC OPTIMIZATION APPROACH FOR GLOBAL OPTIMAL SOLUTION Based on the upper and lower bounds derived in Sections III, we develop a monotonic optimization algorithm that obtains the globally optimal solution. The algorithm is based on the branch-and-bound philosophy.
One can easily verify that all constraints in problem (9) are normal sets, and the objective function is monotonically increasing in the diagonal elements of Q. As a result, the monotonic optimization framework can be applied to problem (9) for finding the global optimum up to any pre-determined accuracy in finite time. The run time required to find the globally optimal solution can be very long, as the worst-case complexity grows exponentially with N T . Nevertheless, the globally optimal solution serves as benchmark for the suboptimal Algorithm 1.
A. Branch and Bound Algorithm
To apply monotonic optimization techniques, we need to construct boxes that restrict the optimization variables. However, the optimization variable Q in (9) is restricted to be a positive semi-definite matrix. This makes the construction of box constraints hard. Nevertheless, we observe that the per-antenna constraints directly yield the box constraints
Here the inequality sign ≤ is component-wise. We observe that the only non-convex constraint in the original problem is expressed only in terms of the values of the diagonal elements of Q. Therefore, the upper and lower bounds on the capacity that we developed are also based on upper and lower bounding the values of the diagonal elements of Q. Therefore when the diagonal elements of Q are determined (when the box shrinks to a point), the optimal input covariance matrix is determined as well. Thus performing branch-and-bound on the diagonal elements is sufficient.
The branch-and-bound algorithm starts with the initial box constraint B 0 , and then computes the upper bound and lower bound on the capacity in the set B 0 as U 0 = U (B 0 ) and L 0 = L(B 0 ) where U (·) and L(·) are functions that give the upper respectively lower bounds on capacity. Then we compute the relative gap between the upper and lower bound as (U 0 − L 0 )/U 0 .
Next, the algorithm proceeds with a branching step: partition B 0 into two smaller boxes B 1 and B 2 with B 0 = B 1 ∪B 2 , and delete the box B 0 that we partitioned. Then, subsequently, compute the corresponding upper respectively lower bounds on these smaller boxes and set U 1 = max(U (B 1 ), U(B 2 )) and L 1 = max(L(B 1 ), L(B 2 )). Since B 1 and B 2 are smaller boxes, the upper and lower bounds become tighter, i.e.
This procedure is repeated and in each iteration we select the box with the largest upper bound and split it into two boxes along the longest edge (defined by the per-antenna power constraints), and the box that we partitioned is deleted. Then the upper and lower bounds are refined by taking the maximum over all the partitioned boxes. The algorithm terminates when the relative gap is smaller than the required accuracy δ. The above branch-and-bound algorithm can be viewed as a way of selecting the number of regions K that give upper respectively lower capacity bounds adaptively. From monotonic optimization theory, convergence to the global optimum is guaranteed [19] . The optimization yields both the optimal input covariance matrix, and the corresponding capacity up to a prescribed accuracy.
B. Pruning to Speedup
In this subsection we discuss two different pruning rules in implementing the branch-and-bound method specialized to our problem. First we observe that if two matrices Q andQ only differ in some entries on the main diagonal such that Q kk <Q kk , then we have
Based on (20) we develop two rules for pruning the boxes generated in the branch-and-bound process. This pruning reduces the total computational complexity. The pruning rules are as follows:
• Prune all boxes with
From (20) we conclude there exists a box other than B j that gives a higher rate. This condition can be easily tested by evaluating the consumed power in the upper corner of the box B j , i.e.
This implies that all points in the box B j are infeasible due to the consumed power constraint. This condition can be easily tested by evaluating the consumed power in the lower corner of the box B j , i.e. Figure 2 verifies the proposed global optimization algorithm and shows its convergence to the global optimum. The simulation setup is a 4 × 4 MIMO system with P max = P tot = 1, δ = 0.001 and σ 2 = 0.1, and the channels are generated randomly from an uncorrelated Rayleigh distribution. The rate is measured in bits per channel use (bpcu). In the simulations we use Algorithm 1 to compute the lower bound for each box, by incorporating the box constraint into it. (Again, note that any feasible solution gives a lower bound on capacity.) From Figure 2 we see that the lower bound converges to the δ-optimal value in a few iterations, while the upper bound takes about 1000 iterations to converge. 2 This suggests that Algorithm 1 is performing close to the optimal solution, and using the result from Algorithm 1 is a good approximation for the actual capacity.
C. Numerical Example of Global Optimization
V. EXTENSION TO FREQUENCY-SELECTIVE POINT-TO-POINT MIMO
In a wideband system, the flat fading assumption does not hold in general as the channels are frequency selective. However, using multi-carrier techniques such as orthogonal frequency division multiplexing (OFDM) we can divide the whole frequency band into L different subcarriers. For each subcarrier l, we have a flat fading channel model:
where y l ∈ C NR×1 is the received signal on the l th subcarrier,
NR×NT is the corresponding channel matrix, and x l ∈ C NT ×1 is the transmitted symbol vector. The noise vectors n l ∈ C NR×1 are independent identically distributed (i.i.d.) zero-mean circularly symmetric complex Gaussian, i.e., n l ∼ CN (0, σ 
The relation between the consumed power and the radiated power on antenna i is thus
with ∈ [0, 0.5] for different PAs. As a result, the consumed power on antenna i can be written as
The total capacity of this multi-carrier system is now the sum of the capacities for each subcarrier:
where Q specifies the set of power constraints, consisting of the consumed power constraints and per antenna power constraints. The constraint on the total consumed power is:
and per-antenna power constraint for antenna i is
Finally we formulate the optimization problem for finding the capacity under both the consumed power constraint and the per-antenna power constraints as follows:
We observe that the mathematical structure of the problem (29) is similar to (9) in the flat fading case. The main difference is that the we have L input covariance matrices to optimize over. By adding an auxiliary variable Q sum = L l=1 Q l , we rewrite problem (29) as
Now the only non-convex constraint is from the consumed power constraint
which is of the same form as (11) in the flat fading case. The techniques for bounding, finding a local optimum and the global optimization can all be applied similarly to the problem (30) with straightforward modifications, and by replacing Q with Q sum . Note that while OFDM processing block-diagonalizes the channel such that inter-symbol interference resulting from time dispersion disappears; however, MIMO crosstalk interference is still present. Specifically, if H[t] is the N R × N T matrix-valued impulse response of the channel, then H l in (23) is given by the element-wise time-discrete Fourier transform, t H[t]e −j2πt/L , which is a non-diagonal matrix.
VI. EXTENSION TO MULTIUSER MIMO
In this section, we extend the analysis to a multiuser scenario, where a transmitter with N T antennas is sending information to N R different receiving antennas where these receiving antennas can either be cooperating or not cooperating with each other. We further assume that there are N U users in the system where the N R antennas are distributed among these N U users.
Denote the input covariance matrices by Q 1 , . . . , Q NU . These matrices satisfy the per-antenna radiated power constraints,
and the total consumed power constraint:
The power constraints in the multiuser case are similar to in the multi-carrier case. The difference is that the sum is now over the users, rather than over the sub-carriers. Moreover, in multiuser MIMO, the concept of capacity does not exist. Instead one has to consider the entire capacity region, and the coding strategies required to achieve points in that region. In the general case, the capacity region for the vector broadcast channel is the convex hull of the rate tuples:
where R ρ(i) is the rate achieved by user φ(i), and φ denotes a permutation on [1 :
. This set of rates can be achieved by applying the dirty paper coding strategy [20] with the order φ(1) → . . . → φ(N U ). However, dirty paper coding has very high computational complexity which prohibits its use in practical systems. Therefore linear precoding strategies are preferred. Moreover, while in principle one could consider any operating point in the capacity region, we study the case when there are pre-determined rate requirements for the users, and minimize the consumed power required to achieve those requirements.
The general problem for different number of antennas at the users is non-convex, in the following we consider a special case in which the problem becomes convex and thus can be solved efficiently. Specifically, consider the case when the N R receiving antennas do not cooperate. This corresponds to the case with N R single antenna receivers. In this multiuser MIMO setup, the goal is to meet a predetermined qualityof-service (QOS) target for each user, and simultaneously minimize the total consumed power at the transmitter.
Under a flat fading channel model, the received signal for each user k can be expressed as
where
2 ) represents additive white Gaussian noise, and W = [w 1 , . . . , w NR ] is the beamforming matrix where
NT×1 is the beamforming vector associated with user k. Note that all large-scale fading coefficients are included in the definition of the channel responses, h k .
With perfect CSI at the BS and at the users, an instantaneous achievable rate for user k can be written as
where γ k represents the signal-to-interference-plus-noiseratio (SINR) at user k, given by
Let e i be the i-th column of the N T × N T identity matrix. The radiated power on antenna i can then be written as
The problem of minimizing the consumed power P tot , under a constraint on the users SINRs is as follows:
To proceed, we express the consumed power in terms of the beamforming vectors {w k }. The relation between the consumed power and the radiated power on antenna i is 
with ∈ [0, 0.5] for different PAs. Furthermore, the consumed power on antenna i can be written as 
A. Schemes Included in the Comparison
In order to evaluate our proposed methods in Section III-C, we consider the following baseline power allocation scehemes:
1) Uniform Power Allocation: The power is uniformly allocated among all the transmit antennas, i.e.
We use our algorithm in Section III-C combined with antenna selection. The motivation of using antenna selection is to avoid operating some antennas at an output power close to zero, as in this operating regime the efficiency is very poor. In addition, antenna selection can greatly reduce the complexity of the optimization procedure since we reduce the number of dimensions. We select the active antennas to be those for which the norms of the corresponding columns of H have the largest Euclidean norms. Thereafter, we run the algorithm in Section III-C only among these selected antennas. 3) Random Antenna Selection: We randomly choose a subset of the antennas and allocate all power among them using the algorithm in Section III-C. Fig. 3 shows the rate as function of P tot /σ 2 in a 2×2 MIMO system, averaged over 100 channel realizations. The number of sub-regions K for the generation of the upper and lower bounds is 10. We observe that at low SNR, the same rate is achieved with an SNR gain of 2.5 dB from optimizing the input distribution compared with the uniform power allocation scheme. We note that at low SNR, the optimal strategy is to choose a single antenna to which all power is allocated. At high SNR, all 4 curves converge, which suggests that uniform power allocation is close to optimal in that regime. This is analogous to the water-filling results in traditional MIMO with a sum radiated power constraint. The difference is that in our case the power is allocated among the antennas, not among the channel eigen-modes. Note that Q is positive semidefinite. hence if some of its diagonal elements is zero, say, the k-th element, then all elements in the k-th row and the k-th column also need to be zero. 3 The interpretation is that the k-th antenna is turned off. This suggest that we can turn off the hardware associated with some of the antennas and save power [24] , [25] .
B. Simulation Results
Remark: In conventional MIMO with total power constraints, we perform waterfilling over the eigenmodes. Then, uniform power allocation onto different eigenmodes is close to optimal at high SNR, and conversely, selecting the strongest eigenmode for transmission is close to optimal at low SNR. With the power constraint used in our paper, similar results hold, but with antennas taking the role of the eigenmodes instead.
Next we look at the effect of having different total consumed power constraints in Figure 4 . The simulation setup is a 2×2 MIMO system with P max = 1 and σ 2 = 1. We observe that as P tot is increased, the performance gap between uniform power allocation and Algorithm 1 becomes smaller and eventually it becomes 0 as the consumed power constraint is inactive when P tot = 2. Meanwhile, the antenna selection scheme gives the same performance as Algorithm 1 when P max = P tot , but it stays the same for all values of P tot as it cannot benefit from the extra consumed power budget by using only one antenna.
Similar results are observed in a 4×4 MIMO system as illustrated in Fig. 5 . The number of sub-regions K for generating the upper and lower bounds is 3. We compare to the antenna selection schemes suggested above with 1 and 2 antennas, which are close to optimal at low SNR, but non-optimal at high SNR. On the other hand, uniform power allocation is close to optimal at high SNR, but sub-optimal at low SNR. The proposed algorithm in Section III-C performs best over the whole range of investigated SNR.
In a scenario when there are more transmit antennas than receive antennas, which is a practical case in downlink cellular communication, there is always a gain from optimizing the input distribution compared to uniform power allocation, Rate against SNR for a 10×2 MIMO system averaged over 100 channel realizations, Pmax = 1, and Ptot = 1.
as shown in Fig. 6 . Moreover we observe that in this case using antenna selection scheme with 2 antennas is close to optimal in most cases. This suggests that carefully performing antenna selection such that the resulting effective MIMO system is of square dimension, does not lead to a significant rate loss. We also compare to the random antenna selection scheme with 1 antenna, which performs poorly in all regimes. Choosing the best antennas for antenna selection has a modest computational complexity of O(N T log(N T )).
Next, we look at a larger MIMO system with N T = N R = 10. Fig. 7 shows the rate in this system for different P tot /σ 2 and averaging over 100 channel realizations. We can see that in this case using a small number of antennas pays off more compared to the case with 2 receive antennas. There are still gains of the proposed antenna selection over random antenna selection in all SNR regimes, but the gap is getting smaller with increasing number of receive antennas. The gains Rate against SNR for a 10×10 MIMO system averaged over 100 channel realizations, Pmax = 1, and Ptot = 1. reduce from around 1 bpcu in a 10 × 2 system to around 0.6 bpcu in a 10 × 10 system.
Finally we look at a multi-carrier system with N T = N R = 4 in Fig. 8 . The number of sub-regions K for generating the upper and lower bounds is 3. We compare to the random antenna selection schemes suggested above with 1 antenna. The same conclusions as in the flat fading channels hold, i.e. the proposed antenna selection scheme is close to optimal at low SNR while uniform power allocation is close to optimal at high SNR. An important observation is that although random antenna selection is performing poorly in flat fading channels, it is close to optimal when we have more sub-carriers. The reason is that as we have more subcarriers, the strength of the channels seen by each antenna will be averaged out. Therefore which antenna to use does not make a big difference, which explains the good performance of the random antenna selection scheme in Fig. 8 . As the number of subcarriers increases, we expect that the gap between the random antenna selection and Algorithm 1 will decrease.
C. Discussion
In all cases investigated, antenna selection results are showing up under the sum-consumed power constraint at low SNR, but not under a sum-radiated power constraint. This phenomenon can be intuitively explained by that the consumed power can be expressed as a constant times the -th power of the radiated power. Low radiated power will be penalized more compared to high radiated power, i.e. a lot of consumed power gives very little radiated power in this regime. This effect promotes allocating either a lot of power, or no power, to an antenna. Furthermore we observe that the constraint (11) is equivalent to
This provides a link to the results in the compressed sensing literature. It is known that the p -norm with 0 < p < 1 enhances sparsity, and therefore it is used to replace the 0 norm, c.f. [26] and [27] . For a smaller , the sparsity enhancement effect is more significant, as we observed in preliminary simulations. Values of close to 0 are important for some classes of PAs, for example, [10] states that class A PAs have close to 0. We also note that there are other ways of performing antenna selection than by the maximum column norm described in Section VII-A, i.e. antenna selection may be an effective solution more often than what is observed in Fig. 3 to Fig. 7 .
VIII. CONCLUSION
In this work we considered the capacity of the MIMO channel taking into account both a limitation of total consumed power and per-antenna radiated power constraints. For a fixed channel with full CSI at both the transmitter and the receiver, maximization of the mutual information was formulated as an optimization problem. Lower and upper bounds on the capacity were provided by numerical algorithms based on partitioning of the feasible region. Both bounds were shown to converge and give the exact capacity when number of regions increases. Later the bounds were used to construct a monotonic optimization algorithm based on the branchand-bound approach. An efficient suboptimal algorithm based on successive convex approximation performing close to the capacity was also presented. Numerical results showed that the performance of the solution obtained from suboptimal algorithm is close the global optimal solution.
Simulation results showed that in the low SNR regime, antenna selection was the optimal scheme while at high SNR uniform power allocation was close to optimal. The sparsity of antennas being used increased when the parameter was decreased further. The connection with compressed sensing was established and our results indicated that antenna selection may play an important role in some future wireless systems. Although proposing antenna selection is not new, our results suggest that even only consumed power in the RF part is considered, it is better to use only a subset of antennas in some occasions.
APPENDIX PROOFS
Lemma 1: If Q ∈ C
NT×NT is a positive semi-definite matrix and Q kk = 0, then all elements in the k-th row and the k-th column of Q are also equal to 0.
Proof: We prove this by contradiction. Assume there exists some nonzero element in the k-th row or column, Q jk = Q * kj = 0, where without loss of generality j > k. Then consider the sub-matrix
We observe that |A| = −|Q kj | 2 < 0; hence A is not positive semi-definite. Therefore, there exists a 2-dimensional vector
Now construct x ∈ C NT to be the vector with its k-th element equal to v 1 and its j-th element equal to v 2 , and all other elements equal to 0. Then we have
which contradicts the assumption that Q is positive semidefinite. This concludes the proof.
