Introduction
We consider an M/G/ 1 queueing system where, as usual, the server serves the queue continuously as long as there is at least one unit in the system. When the server finishes serving a unit and finds the system empty he goes away for a length of time called a vacation. The vacation time is utilized for some additional work so that the idle time of the server is not completely lost. At the end of the vacation the server returns to the main system.
We study two models. In the first one, upon termination of a single vacation, the server returns to the main queue and begins to serve those units, if any, that have arrived during the vacation. If no units have arrived the server waits for the first one to arrive when an ordinary M/G/1 busy period is initiated. In the second model, if the server finds the system empty at the end of a vacation, he immediately takes another vacation, and continues in this manner until he finds at least one waiting unit upon return from a vacation.
Although it seems that (because of the Poissonian properties of the arrival stream) Model 2 is superior to Model 1, there may be cases where Model 1 is the more reasonable one. For example, suppose that the server is a machine that is being checked each time it becomes idle. Clearly, there is no point in checking it again before it resumes operating again.
The analysis of the above two models, besides being interesting by itself as a possible solution for the problem of utilization of the server's idle time, may be used as an intermediate step for the analysis of other queueing models such as priority queues, cyclic queues, etc. For example, the second model has been partially used by Cooper [2] to analyze a system of queues served in cyclic order. In that study, for any given queue, say i, the "vacation time" is the length of time the server spends idle or working [3] analyzed an M/G/1 system where the service facility is turned off when no customers are present and is turned on only when the rth unit has arrived. Yadin and Naor's model differs from ours in that the server returns to the main queue immediately when the r th unit arrives, while in our model the server reutrns to the main queue only upon termination of its vacation-independent of the number of customers present there.
In ?2 Model 1 is analyzed. We obtain the Laplace-Stieltjes (LS) transforms for the occupation period and cycle time. We then consider an embedded Markov chain defined on an extended state space, derive the generating functions of the limiting probabilities and calculate the mean queue size.
Model 2 is studied in ?3. LS transforms, generating functions and mean queue size are calculated. In addition, the average waiting time of a customer is derived as a limiting case of Cobham's [1] nonpreemptive priority model. In ?4 we compare the two models and find optimal vacation lengths for some special cases.
Model 1
We consider an M/G/ 1 queueing system where the stream of arrivals is a homogeneous Poisson process with rate X. The service times VI, V2,. .. are independent random variables having common distribution H(v) and finite mean E(V). When a service is completed and no customers are present in the system the server leaves for a "vacation" (which may be utilized for some additional and different work) whose duration U is a random variable with distribution F(u) and finite mean E(U). After finishing his "vacation" the server returns to the main system. If, on returning, the server finds customers waiting for him (customers who arrived during the "vacation" time U) he starts service immediately and keeps busy until the system becomes idle again' and he leaves for another vacation. If no customers have arrived during the vacation time the server waits for the first customer to arrive when an ordinary M/G/ 1 busy period starts. At the termination of the busy period the server takes another vacation, etc. 
Occupation Period and Cycle

Now, the mean cycle time is (5) E(T) = (l/X + E(T1 ))(T'(A) + AE(LU )).
Using the well-known result [4] that E(T1 ) E( V) /( -XE( V) ) we finally have (6) E(T) -E())] [fu(X) + E(U)] and (7) E(Ts )=E(T)-E(U) f u ()t) + AE(U)E(T)]
Let PO. denote the fraction of time the server spends Oil vacatioii. Clearly 
E(U) [1 -XE(V)] XE(U) E(T) [XE(U) ?+ Fu(\)
The proportion of time that the server is not busy serving customers in the main system (i.e., when he is either on vacation or idle) is
(9) E(U) + (1/X)P(N = O) = -IXE( V). E(T)
Result (9) indicates, as is intuitively clear, that the condition for the system to be in a steady state regime is 1 > XE(V), as is the case in the ordinary M/G/1 queue. The difference between the two models is that in our case a single busy period is (stochastically) longer than a single busy period in the ordinary M/G/I1 queue.
An Extended-Markov-Chalin Representation
The common approach now would be to consider the system at epochs of service completion or vacation termination, and to define a Markov chain with transitions occurring at these instants. However, if we then want to find the mean number of customers in the system we cannot apply the standard argument that each departing unit leaves behind it precisely those units that arrived during its sojourn time. -(1 -a/X)) 3. Model 2 We consider now a variation of the model studied previously. In this variation the underlying structure is, as before, an M/G/I1 queue with server's vacations. However, in this case if the server fiinds the system empty at the end of a vacation, he immediately takes another vacation, and continues in this manner until he finds at least one waiting unit upon return from vacation.
We distinguish between a single vacation, U, having distribution F( ), and a 'vacation period,' TR, defined as the time elapsed between the moment the server leaves the main system (after a service completion) and the moment he starts serving again.
Again, T, is the occupation period in which, contrary to the first model, the server is always busy. In the sequel we use the same notations as for the first model.
A vacation period, TR, is the sum of geometric number (with parameter bo= FU(A)) of independent vacations U. Thus 
27) E(T) =E(TR) + E(TS) E(U) (1 -bo)(I -XAE(V)) hence, the fraction of time that the server is vacationing is (28) PO. E(TR )/E(T) = I -A.E( V)
which is the proportion of time the server is idle in an ordinary M/G/I queue. However, the occupation period is longer than an ordinary busy period in an M/ G/I1 queue since the former starts withj _ 1 customers while the latter always starts with a single cuistomer. This is also seen from (26) We now turn to find the optimal vacation lengths. From (40) it is readily seen that Ri is dependent on F(.) through E(U), E(U2 ) and bo . Thus, it is impossible to find the optimal Ri explicitly. Nevertheless, we will consider the exponential and deterministic distributions as special cases. We start with Model 1. Let E(U) = y. Hence, for the exponential case, E( U2) 2y2 and bo = 1/(1 + Ay). Substituting in (40a) yields To find the optimal vacation mean we differentiate with respect toy, equate to zero and obtain a fourth-degree polynomial in y from which the optimal value, y*, may be calculated numerically. We just show that RI (y) assumes its maximum in the interval (0 -p) , is independent of the vacation length, and therefore, the objective is to minimize the cost caused by the vacation. For example, if no set-up cost is incurred (K = 0) then R2 is dependent on the ratio E(U2)/E(U). For many distributions this ratio increases with E(U) (e.g., deterministic and exponential) and we wish to have the smallest vacation possible. For the normal distribution with fixed varience a2 this ratio is a convex function of E(U) and has a minimum at E(U) = a. When K # 0 one would look for an optimal vacation length. Considering the exponential case 1 -p)/c (y > 2r (1 -p)/c) .
