In the iron pnictides and chalcogenides, multiple orbitals participate in the superconducting state, enabling different gap structures to be realized in distinct materials. Here we argue that the spectral weights of these orbitals can in principle be controlled by a tetragonal symmetry-breaking uniaxial strain, due to the enhanced nematic susceptibility of many iron-based superconductors. By investigating multi-orbital microscopic models in the presence of orbital order, we show that not only Tc can be enhanced, but pairs of accidental gap nodes can be annihilated and created in the Fermi surface by an increasing external strain. We explain our results as a mixture of nearly-degenerate superconducting states promoted by strain, and show that the annihilation and creation of nodes can be detected experimentally via anisotropic penetration depth measurements. Our results provide a promising framework to externally control the superconducting properties of iron-based materials.
In the iron pnictides and chalcogenides, multiple orbitals participate in the superconducting state, enabling different gap structures to be realized in distinct materials. Here we argue that the spectral weights of these orbitals can in principle be controlled by a tetragonal symmetry-breaking uniaxial strain, due to the enhanced nematic susceptibility of many iron-based superconductors. By investigating multi-orbital microscopic models in the presence of orbital order, we show that not only Tc can be enhanced, but pairs of accidental gap nodes can be annihilated and created in the Fermi surface by an increasing external strain. We explain our results as a mixture of nearly-degenerate superconducting states promoted by strain, and show that the annihilation and creation of nodes can be detected experimentally via anisotropic penetration depth measurements. Our results provide a promising framework to externally control the superconducting properties of iron-based materials.
A distinguishing feature of iron pnictides and chalcogenides [1, 2] is the non-universality of their gap structures. Experimentally, nodeless superconducting (SC) gaps are observed in optimally doped Ba 1−x K x Fe 2 As 2 [3, 4] and Ba(Fe 1−x Co x ) 2 As 2 [5] , as well as in the undoped material LiFeAs [6, 7] , while gap nodes are reported in optimally doped BaFe 2 (As 1−x P x ) 2 [8] [9] [10] , Ba(Fe 1−x Ru x ) 2 As 2 [11] , and in the parent compounds FeSe [12] and KFe 2 As 2 [13] [14] [15] . This diversity of behaviors opens up the interesting possibility of manipulating the superconducting ground state by tuning the appropriate external parameters. While this can be achieved empirically by mixing different types of doping, such as Ba(Fe 1−x Co x ) 2 (As 1−y P y ) 2 [16] , control of the SC state requires understanding the mechanisms responsible for this non-universality of the gap structure.
Theoretically, spin fluctuations have been widely proposed to cause pairing in iron pnictides and chalcogenides [17] . In this model, the non-universal behavior of the gap structure stems from the multi-orbital character of these materials that arises due to the 3d 6 configuration of Fe [18] . In fact, first-principle calculations [22] and ARPES experiments [19, 20] reveal that the disconnected pockets that form the Fermi surface of most pnictides contain significant spectral weight from the d xz , d yz , and d xy orbitals (see Fig. 1(a) ). While a sign-changing s +− state is favored by pairing within the d xz and d yz orbitals of different pockets, a d-wave state is preferred by the d xy orbitals. Thus, not only the leading SC instability, but also the presence or absence of nodes, depends on the orbital content of the Fermi pockets [21] [22] [23] . Such a near-degeneracy between different SC ground states, as predicted by several theoretical approaches [24] [25] [26] [27] [28] [29] [30] [31] [32] and attested by recent Raman experiments [33, 34] , is a distinguishing feature of the iron-based materials, since in most conventional and unconventional superconductors one SC state usually has a much lower energy than all the other ones.
Therefore, in this framework, the properties of the SC state of the iron pnictides could be manipulated if the orbital content of their Fermi surface could be tuned. In this paper, we propose that this can be achieved via application of uniaxial strain ∂ i u i , where u denotes the displacement vector. Experimentally, many optimallydoped iron-based superconductors display a large nematic susceptibility χ nem [35] [36] [37] [38] [39] [40] [41] [42] [43] , implying that even a small uniaxial strain [44] [45] [46] [47] can trigger a nematic state with sizable anisotropies in the lattice and, more interestingly, in the magnetic and orbital degrees of freedom [48] . While previous works investigated how superconductivity is affected by the nematic-induced anisotropy in the magnetic spectrum [49] , little is known about the impact of the induced anisotropy in the electronic spectrum. Indeed, in the nematic state, the onsite energies of the d xz and d yz orbitals become unequal, ∆ oo = ε xz − ε yz = 0 [20, 50, 51] , affecting the orbital content of the Fermi surface [52] [53] [54] [55] [56] [57] . Due to the large values of χ nem , the strain-induced orbital splitting is not small [50] . Therefore, because of the sensitivity of the pairing state to the orbital content of the Fermi surface, strain can be a viable tuning parameter to manipulate the SC ground state.
Here, using a multi-orbital microscopic model, we show that by changing the d xz /d yz orbital splitting via uniaxial strain ∆ oo ∝ (∂ x u x − ∂ y u y ) χ nem , gap nodes can be created on a nodeless SC state or manipulated in a nodal SC state. Focusing on the latter case, we find that, as ∆ oo is enhanced, while pairs of accidental nodes are annihilated in the electron-like Fermi pockets, merging along the direction of the applied strain, pairs of nodes are created in the hole-like Fermi pockets, emerging along both x and y directions. Interestingly, an enhancement of T c accompanies the motion of the nodes. We argue that these behaviors are consistent with a sizable mixture between s +− and d-wave states promoted by orbital order, which is only meaningful because of the near-degeneracy between the two states. We also show that the annihilation and the creation of nodes can be detected experimentally by sharp features that arise in the penetration depth.
Our starting point is the five-orbital Hubbard model with all possible on-site interactions [18, 25] : 
Here, c † ilσ creates an electron at orbital l and site i, and n ilσ = c † ilσ c ilσ . The first term describes the band structure, with tight-binding parameters fitted to firstprinciple calculations (see Ref. [25] for the hopping parameters). U = 1.3 eV is the intra-orbital repulsion, J = 0.2 eV is the Hund's rule coupling, J ′ = J is the pair-hopping coupling, and U ′ = U − 2J is the interorbital repulsion. The orbital order parameter ∆ oo gives the splitting between the d xz and d yz onsite energies. In the following, we consider that it is generated by uniaxial strain applied parallel to the x direction, ∂ x u x > ∂ y u y , implying ∆ oo > 0 [20] .
The Fermi surface (FS) of this model for an occupation number n ≈ 6 is displayed in Fig 1(a) . In the tetragonal phase (∆ oo = 0) the FS is composed of two C 4 -symmetric central hole pockets (h 1 , h 2 ) and two C 2 -symmetric electron pockets (e x , e y ) centered at (π, 0) and (0, π). While h 1 and h 2 have only d xz /d yz orbital character, e x has d yz /d xy character and e y , d xz /d xy [22, 25] . Consequently, for a non-zero orbital order parameter ∆ oo , the sizes of the two electron pockets become slightly different, and the two hole pockets are distorted into C 2 -symmetric shapes [57, 58] . To investigate the effect of orbital order on SC, we solve numerically the linearized spin-fluctuation RPA gap equations [18, 25] 
where v F (k) is the Fermi velocity, C j denotes one of the four Fermi pockets, and Γ ij (k, k ′ ) is the effective pairing interaction which scatters a Cooper pair (k, −k) on the FS C i to (k ′ , −k ′ ) on the FS C j . The structure factor of the SC gap at pocket C i is given by g αi (k), and the largest eigenvalue λ α gives the leading pairing instability, with T c ∝ e −1/λα . For ∆ oo = 0, as shown previously [22, 25] , the leading pairing instability is the s +− state with accidental nodes on the two electron pockets (see red lines in Fig. 2) , followed closely by a d-wave state with symmetry-constrained nodes along the diagonals of the Brillouin zone.
Solving the linearized gap equations in the presence of a non-zero orbital order ∆ oo = 0 for a fixed occupation number, we find a steady enhancement of T c ∝ e −1/λα for increasing ∆ oo , as shown in Fig. 1(b) . The gap structure is also strongly affected by orbital order: in Fig. 2(a) , we contrast the angular dependence of the gap around each of the Fermi pockets in the tetragonal phase (∆ oo = 0) and in the presence of orbital order (∆ oo = 80 meV, motivated by the experimentally measured values [50] ). Clearly, while in the h 1 and h 2 hole pockets the gaps become more anisotropic, in the e x and e y electron pockets they become more isotropic. Consequently, for increasing ∆ oo , pairs of accidental gap nodes tend to be created in the hole pockets, emerging parallel (perpendicular) to the strain direction in h 1 (h 2 ), while the pairs of accidental nodes initially present in the electron pockets tend to be annihilated, merging along the strain direction for both e x and e y . An schematic illustration of this nodal behavior is shown in Fig. 2 
(b).
To show that these results are general and do not depend on details of the tight-binding model, we interpret them as a consequence of the mixing between the s +− and d-wave gap functions of the tetragonal state promoted by orbital order [49] :
where γ ∝ ∆ oo is the mixing parameter, which is sensitive to the applied strain and to the nematic susceptibility, since ∆ oo ∝ (∂ x u x − ∂ y u y ) χ nem . Of course, by symmetry, the gap function of any orthorhombic system is a mixture of s-wave and d-wave states. What makes the pnictides' case interesting, and somehow unique, is the near-degeneracy between the s +− and d-wave states, which enforces the mixing parameter γ to be sizablei.e. both gap components are equally relevant. This is to be contrasted to the case of orthorhombic cuprates, where the s-wave component arising from the orthorhombic symmetry is, for most purposes, irrelevant.
One of the consequences of the near-degeneracy between the competing s +− and d-wave states is the suppression of the value of T c in the tetragonal phase [31] .
The mixing between the two states promoted by orbital order, Eq. (3), lifts this degeneracy, which leads to an effective enhancement of T c [49] , as found in Fig. 1(b) . Interestingly, our RPA calculation suggests an enhancement that can be as large as 50% for realistic values of ∆ oo . Furthermore, Eq. (3) (3), as the mixing parameter γ increases, the pairs of nodes initially present in the electron pockets eventually merge along the x direction and disappear, at the same time as pairs of nodes appear in the hole pocket h 1 (h 2 ) along the x (y) direction.
Whereas the above argument successfully accounts for the RPA results, a natural limitation of the RPA linearized gap equations (2) is their validity only near T c . An important question is whether the gap structure obtained at T c is robust down to T = 0. More generally, in terms of the mixing between the s +− and d-wave states, Eq. (3), there is no guarantee that the gaps ∆ s and ∆ d evolve similarly with temperature. To address this question in a transparent way, we developed an effective three-orbital model, inspired by the RPA analysis at T c . In this model, only the d xz , d yz , and d xy orbitals are included, since their spectral weights dominate the FS (see Fig. 1 ). Furthermore, since the RPA-derived pairing interaction Γ ij (k, k ′ ) is dominated by i = h 1 and j = e x/y [25] , we consider these three pockets only. We also focus on the anisotropies introduced by the orbital contents of the FS pockets, rather than on their shapes. Consequently, we assume circular pockets and expand their wave-functions in terms of harmonic functions of their polar angles θ and φ x/y (see also Ref. [59] ):
Here, the parameter α = 0.52 is obtained by fitting the angular dependence of d a | e x/y to the corresponding tight-binding matrix elements for ∆ oo = 0 (see the supplementary material). The parameters β h , β e = 2β h describe how the orbital weight around each pocket is changed by orbital order. Note that this approach is similar in spirit to the leading-harmonic approximation of Refs. [29] .
For the pairing interaction, motivated once again by the RPA results [25] , we consider only the intra-orbital pairing interactions v and w connecting, respectively, the d xz/yz and d xy orbitals from different pockets. It is then straightforward to write down the BCS-like gap equations and solve them at any temperature (details in the supplementary material). For ∆ oo = 0 and at T = T c , an s +− state with accidental nodes on the electron pockets is found for v w, whereas a d-wave state is found for v w. To capture the near degeneracy between these two states, we focus on the regime v ≈ w -similar to the RPA case -and solve the gap equations for T = 0 and ∆ oo = 0. Fig. 3 contrasts the angular dependency of the gaps at T = T c and T = 0, evidencing the robustness of the gap structure obtained at T c . Furthermore, we also find that T c increases with increasing ∆ oo , demonstrating that our effective model captures the RPA-derived results. By analyzing the T = 0 results in terms of the mixture between s +− and d-wave states, Eq. (3), we also find that orbital order strongly restricts the regime where a T = 0 time-reversal symmetry-breaking s + id state arises [60, 61] , ensuring that the mixing parameter γ remains real down to the lowest temperature (see supplementary material).
Having established that accidental nodes can be manipulated by uniaxial strain via the induced orbital order at all temperatures, we now discuss their experimental manifestations. As shown in Fig. 2 , when pairs of nodes are annihilated (created) in the electron (hole) pockets, they merge into (emerge from) a single node with quadratic quasi-particle dispersion. These quadratic nodes give rise to a density of states N (ω) that scales as √ ω at low energies [62] [63] [64] -in contrast to the usual behavior for linear nodes N (ω) ∼ ω -strongly affecting the low-temperature behavior of thermodynamic quantities in the superconducting state.
This behavior is more clearly manifested in anisotropic quantities, such as the anisotropic penetration depth, λ xx − λ yy , which can be measured by tunnel diode resonators/oscillators and microwave cavities [65] .
Formally, it is given in terms of ∆λ µµ ∝ −´dωÑ µµ (ω)
is the sum of the Fermi-velocity weighted density of states of all j pockets, and E j (k) is the corresponding quasi-particle dispersion. Analysis of this quantity reveals that, at low temperatures, the quadratic nodes only affect the component of the penetration depth parallel to the direction in which they appear or disappear, i.e. ∆λ ∝ √ T whereas ∆λ ⊥ ∝ T . As a result, λ ≫ λ ⊥ when a quadratic node appear or disappear from the Fermi surface, resulting in a peak or a trough in λ xx − λ yy . To illustrate this behavior, we plot in Fig.  4 λ xx − λ yy as function of uniaxial strain, using Eq. (3) with γ ∝ ∂ x u x − ∂ y u y , and ∆ s and ∆ d obtained from the solution of our effective model in Eq. (4) extended for four bands (see supplementary material). Two large peaks, corresponding to the annihilation of nodes in the electron pockets e x and e y , are observed at small and large strain values, respectively. The peak resulting from the creation of nodes in the h 1 hole pocket nearly cancels the trough associated with the creation of nodes in h 2 , as reflected by the weaker features in the intermediate strain region. Thus, λ xx − λ yy is a viable quantity to probe the motion of nodes induced by uniaxial strain.
In summary, we showed that the multi-orbital character of the superconducting state of the iron pnictides, allied to the presence of a large nematic susceptibility, opens up the interesting possibility of enhancing T c and manipulating gap nodes by uniaxial strain. Our focus here was in systems that display accidental nodes in the electron pockets already in the tetragonal phase, which is the case for BaFe 2 (As 1−x P x ) 2 and possibly for FeSe, Ba(Fe 1−x Ru x ) 2 As 2 and KFe 2 As 2 -although the latter has also been proposed to be a d-wave superconductor [15] . Similar arguments imply that nodeless superconductors can be driven nodal by the application of uniaxial strain -in this case, however, nodes appear and disappear only in one of the electron pockets. Interest-ingly, quantum criticality has only been unambiguously detected in the nodal superconductor BaFe 2 (As 1−x P x ) 2 [65, 66] , which begs the question of whether nodal quasiparticles play a fundamental role in promoting this behavior. The possible manipulation of nodes by external strain may help shedding light on this important issue.
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Supplementary for "Manipulation of gap nodes by uniaxial strain in iron-based superconductors"
I. EFFECTIVE THREE BAND MODEL
Our effective three band model contains the inner hole pocket h 1 and the two electron pockets e x and e y . The outer hole pocket is ignored since the RPA-derived pairing interaction connecting h 2 to e x/y is weaker [25] . As discussed in the main text, the (normalized) wave-function of the three Fermi surface pockets is expanded in harmonic functions of the angles around the pockets (measured with respect to the x axis):
|e x = α|d xy + (1 + β e ) sin φ x |d yz
|e y = α|d xy + (1 − β e ) cos φ y |d yz
Here, α controls the angular dependence of the orbital weights on the electron pockets in the tetragonal phase, and β h,e describe the change in the orbital weights promoted by orbital order. To focus on the effects caused by the changes in orbital weight, and since the modification in the shapes of the Fermi pockets are small, we consider for simplicity three equal circular pockets. To obtain α, we fit the matrix elements d j | e x obtained from the equation above to those obtained from the tight-binding model. We find that α ≈ 0.52 yields a satisfactory description, as shown in Fig. S1 . To obtain the pairing interaction in the band basis, we consider only the intra-orbital contributions:
where i and j are band indices and m is the orbital index. Γ mm mm is the momentum independent pairing interaction in the orbital basis. Based on the RPA-derived pairing interaction, we consider only the intra-orbital pairing interactions connecting the same orbital on different pockets, Γ 
It is then straightforward to write down the BCS-like gap equations at an arbitrary temperature T . Denoting v = N 0 V and w = N 0 W , where N 0 is the density of states at the Fermi level, we obtain:
where Λ is the upper cutoff. To solve them at T = T c and at T = 0, it is convenient to also expand the gaps in harmonic functions:
At T = T c , the gap equations are then reduced to an 8 × 8 linear system of equations in the coefficients c i , a i , and b i , and the leading instability is the one with the largest eigenvalue λ = ln 
We find −1 < a x /b x < 0, implying that accidental nodes appear in the electron pockets. Because c 2 = c 4 = c 6 = 0, accidental nodes do not appear in the hole pocket. In the d-wave state, a y = −a x , b y = −b x , and c 0 = c 4 = c 6 = 0. Our solution gives a x /b x > 0, which precludes nodes from appearing in the electron pockets. As expected by symmetry, nodes appear in the hole pocket at θ = ±π/4 and θ = ±3π/4.
In the presence of orbital order, both β e and β h become non-zero. To reflect the fact that the RPA-derived pairing interaction between the hole pocket and the e x pocket is strongly enhanced by orbital order, we must set β e > β h . For concreteness, here we consider β e = 2β h . Solving the linearized gap equations as function of β e we find an increase in the leading eigenvalue λ when w and v are comparable, v = 1.2w, (i.e. nearly-degenerate s +− and d-wave states), as shown in Fig. S3 . Since T c ∝ e −1/λ , T c is enhanced by orbital order, in agreement with the RPA calculations. As for the gap structure, we find that nodes are introduced in the hole pocket along the x direction for β e 0.36, when c 2 /c 0 < −1. In both electron pockets, nodes are expelled along the x axis -in particular, they are expelled from e x for β e 0.16 (when a x /b x > 0) and from the e y pocket for β e 0.45 (when a y /b y < −1). The fact that the nodes are expelled from the e x pocket before they leave the e y pocket also agrees with the RPA calculations.
Having established a model that captures the main features of the RPA calculation at T c , we calculated the gap structure also for T = 0 to check whether the nodal structure is robust with changes in temperature. We find that, independent of the value of the cutoff Λ, the gap structure at T = 0 is very similar to the one at T c , as shown in Fig. 3 of the manuscript. 
II. ANISOTROPIC PENETRATION DEPTH A. Scaling behavior of quadratic nodes
The penetration depth measured along the µ direction for a field applied in the µ direction is given by:
where λ 0 is the T = 0 value of the penetration depth, α is an overall pre-factor, f (ω) is the Fermi-Dirac distribution function, andÑ (ω) is the Fermi-velocity weighted density of states:
Here, E j (k) = ∆ 2 j (k) + ε 2 (k) is the quasi-particle dispersion of pocket j, with ε (k) = k 2 2m − ε F assumed to be a parabolic dispersion. Note that, to focus on the effect caused by the changes in the gap function due to orbital order, we assume the four pockets to be the same -this simplification does not affect the main results below.
Let us consider the effect of a quadratic node on a single pocket. The quadratic node appears when the node is on the verge of being introduced in or expelled from the pocket. For concreteness, we consider the gap function on the electron pocket j:
For the hole pockets, one only needs to change cos 2φ j to cos 4φ j , and the results are similar. To avoid cumbersome expressions, we drop the subscript j hereafter. Note that for |r| > 1, accidental nodes are present, whereas for |r| < 1, nodes are absent. Thus r = ±1 corresponds to the point where nodes disappear from (or appear in) the pocket. For r = 1, the nodes are expelled along the x direction (φ 0 = 0, π), whereas for r = −1, they are expelled along the y direction (φ 0 = ±π/2). Expansion around either of these points gives ∆ (φ) ∝ (φ − φ 0 ) 2 , hence the name quadratic nodes.
To illustrate the low-temperature scaling behavior of the anisotropic penetration depth, we consider the case r = 1. Substituting in Eq. (S11) we obtain:
where θ (x) is the step function. For ω ≪ ∆ 0 , we can expand around the quadratic node φ 0 = 0 to obtain:
Substitution in Eq. (S10) then gives the low-temperature behavior ∆λ xx ∼ √ T and ∆λ yy ∼ T 3/2 . Note that, if accidental linear nodes are present in other pockets, they will give a linear-in-T contribution ∆λ µµ ∼ T for both directions. Thus, while the quadratic nodes dominate the low-temperature behavior of the penetration depth along the x direction, accidental linear nodes dominate the behavior of the penetration depth along the y direction. Note also that for r = −1, when nodes are expelled from the pocket along the y direction, one obtains the opposite behavior ∆λ xx ∼ T 3/2 and ∆λ yy ∼ √ T .
B. Four-band model
To calculate how the anisotropic penetration depth changes as orbital order increases, we start with the expression that relates the gap structure in the presence of orbital order to a mixture of the s +− and d-wave gap structures of the tetragonal phase:
where i denotes one of the four Fermi pockets. As discussed in the main text, increasing orbital order implies increasing the mixing coupling γ. Since the nodal structure at T c is very similar to the nodal structure at T = 0 (Fig. 3 of the main paper), we write the gaps as the product of an overall temperature-dependent (but pocket-independent) amplitude ∆ 0 and a temperature-independent structure factor g i,s/d , i.e. ∆ i,s/d = ∆ 0 g i,s/d . Thus, we can obtain g i,s/d directly from the linearized gap equations in the tetragonal phase.
To capture the effects of the nodes that emerge in the outer hole pocket h 2 , we expand our effective three-band model by including the normalized wave-function:
(S16)
such that h 2 | h 1 = 0. Note that, in accord to the tight-binding model, the angular variation of the orbital content of h 2 is π/2 out of phase with respect to the angular variation of the orbital content of h 1 . Since we will solve the linearized gap equations in the tetragonal phase, i.e. β h = β e = 0, the pairing interactions in the band basis acquire the simplified form:
The RPA calculation reveals that the pairing interaction is greatly enhanced by the nesting between h 1 and the electron pockets [25] . To account for the worse nesting conditions between h 2 and the electron pockets, we add a factor t < 1 to the pairing interactions Γ h2x/y . For concreteness, here we set t = 2/3.
The linearized gap equation can be conveniently expressed as an algebraic system of equations after writing the gap functions in terms of harmonic functions of the angle around the pockets, Eq. (S9). Note that, because we are in the tetragonal state, c 4 = c 6 = 0 always. Solution of the gap equations reveals that the phase diagram is very similar to the three-band model, with the s +− and d-wave states becoming degenerate at v/w ≈ 0.8. To calculate the anisotropic penetration depth, we place the system near this degeneracy point -in particular, we set v = w. At T = T c , the structure factors are then calculated in a straightforward way, yielding:
Substitution in Eq. (S15) and in the definition of the anisotropic penetration depth (S10) gives the result shown in Fig. 4 of the main text.
III. TIME-REVERSAL SYMMETRY BREAKING AND ORBITAL ORDER
In this section we discuss under what conditions the mixing parameter γ in Eq. (S15) is real or complex. Note that a comlex γ effectively lifts the nodes that appear for a real γ. To analytically address this question, we simplify our three-band model further and ignore the angular dependence of the pairing interaction. Thus, the effect of orbital order is included only in the inter-pocket pairing interaction Γ hx = V (1 + ϕ) , Γ hy = V (1 − ϕ) , and Γ xy = W ,
where ϕ, the nematic order parameter, is proportional to the orbital order parameter (see also Ref. [49] ). For concreteness, we set ∆ h to be real and positive, and write ∆ x = ∆ 1 exp(iθ 1 ) and ∆ y = ∆ 2 exp(iθ 2 ), with ∆ 1,2 ≥ 0.
In the absence of orbital order (ϕ = 0), the s +− state takes place for V > W and is characterized by θ 1 = θ 2 = π, whereas the d-wave state, taking place for V < W , has θ 1 = 0, θ 2 = π. Thus, any solution in the presence of orbital order (ϕ = 0) with θ i = 0, π necessarily implies that the mixing coefficient γ in Eq. (S15) is complex. Note that θ i = 0, π also implies that the superconducting state is time-reversal symmetry-breaking (TRSB), since ∆ * i = ∆ i .
To proceed, we solve the T = 0 BCS-like equations of this model. By denoting v = V N 0 and w = W N 0 , where N 0 is the density of states at the Fermi energy, we have: 
Solving Eq. S22, we find that the TRSB solution exists only when the following condition is satisfied
In the tetragonal phase (ϕ = 0), and in the weak-coupling limit w, v ≪ 1, this condition reduces to
in agreement with [60, 61] . It is instructive to compare the TRS and TRSB solutions in this regime: 
From Eq. S25, it is clear that the TRSB state has a larger condensation energy i |∆ i | 2 than the TRS state, and is therefore the global energy minimum. Note however that in the regime The shaded blue region, given by condition (S23), corresponds to the regime in which the superconducting ground state breaks time-reversal symmetry. Here, ϕ is proportional to the orbital order parameter, and w/v is the ratio between electron pocket-electron pocket and hole pocket-electron pocket pairing interactions. In this plot, v = 0.2.
