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Abstract
Moldable tasks allow schedulers to determine the number of processors assigned to a task, enabling efficient use of large-scale
parallel processing systems. A generic assumption is that every task is monotonic, i.e., its workload increases but its execution time
decreases as the number of assigned processors increases. In this paper, we study the problem of scheduling moldable tasks on
processors. Motivated by many benchmark studies, we introduce a new speedup model: it is linear when the number of assigned
processors is small, up to some threshold; then, it possibly declines and even become negative as the number increases. Given
any threshold value achievable, we propose a generic approximation algorithm to minimize the makespan, which is simpler and
achieves a better performance guarantee than the existing ones under the monotonic assumption. As a by-product, we also propose
an approximation algorithm to maximize the sum of values of tasks completed by a deadline; this scheduling objective is considered
for moldable tasks for the first time while similar works have been done for other types of parallel tasks.
Keywords: Scheduling, approximation algorithms, moldable tasks
1. Introduction
1.1. Background and Motivation
Most computations nowadays are done in a parallelized way
on large computers or data centers containing many processors.
In such environments, optimizing the use of available resources
inevitably leads to the key problem of scheduling parallel tasks
based on their constraints and characteristics. In certain cases,
each task is run on a number of processors predefined by its
owner. In many cases, however, to improve resource efficiency,
the scheduler is allowed to determine the number of processors
for executing each task; this is the model of moldable tasks (Le-
ung, 2004). Specifically, given a set of batch tasks, the sched-
uler can decide before execution the number of processors as-
signed to each task and the time point from which its execution
begins. This number may vary with the input problem size,
the number of processors available and other parameters, but it
cannot change throughout the execution (modeling a potentially
high cost of migration).
A key aspect of moldable tasks that crucially conditions
their scheduling is the dependence of the execution time of a
task on the number of assigned processors. A popular speedup
model is to assume that tasks are monotonic: as more proces-
sors are assigned to a task, its execution time decreases but
its total workload increases (Mounie et al., 1999, 2007). This
model takes well into account the overhead of communications
among different parts of a parallel task that are run on differ-
ent processors. It allows designing algorithms with bounded
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worst-case performance for objectives such as minimizing the
makespan (i.e., the maximum completion time of all tasks).
To date, the most efficient result for makespan minimiza-
tion is a ( 32 + )-approximation algorithm with a time complex-
ity of O(mn log n

) (Mounie et al., 2007), where n is the number
of tasks and m is the number of processors. Here, for a mini-
mization problem, a ρ-approximation algorithm is such that its
performance (e.g., makespan) is always ≤ ρ times the perfor-
mance of an optimal algorithm where ρ ≥ 1. In practice, it is
always desired to have performance bounds closer to one, while
keeping algorithms simple to run efficiently. As shown in our
subsequent analysis (see Section 2.1.1 for details), the mono-
tonicity of tasks does not hinder us to achieve better algorithms
when every task is executed on a large number of processors;
however, it indeed do when there exist tasks executed on a small
number of processors. In the latter case, a precise speedup de-
scription could help.
Fortunately, many typical benchmarks have been studied;
here, each benchmark represents a type of computations whose
instances form the tasks to be executed in this paper, and the
tasks of the same type of computations have the same speedup
behaviour (with the same δ j and k j below). Let D j,p denote
the workload to be processed when a task T j is assigned p pro-
cessors, and the execution time t j,p of this task is D j,p/p. The
following speedup mode was observed in (Dutton et al., 2008).
When a small number of processors (up to a threshold δ j) is as-
signed to T j, the speedup is linear, i.e., the workload remains
constant and the execution time decreases linearly as p ranges
from 1 to δ j. Then when the task is assigned > δ j processors,
the speedup declines, i.e., the execution time still decreases as
p increases but the workload begins to increase (as for mono-
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tonic tasks). Finally, there is a larger threshold k j such that
when p > k j, the workload of T j begins to increase to a greater
extent and its execution time does not decrease any more as p
increases.
The study (Dutton et al., 2008) considered typical computa-
tions that arise in a wide range of applications: Conjugate Gra-
dient (CG), Fourier Transform (FT), Integer Sort (IS), Block
Tridiagonal (BT), Embarrassingly Parallel (Wikipedia, 2018a),
Multi-Grid (Wikipedia, 2018b), High Performance Linpack (HPL).
For example, the CG and BT benchmarks solve a system of lin-
ear equations whose matrix are symmetric and positive-definite,
and block-tridiagonal respectively. The FT benchmark is a 3-
D partial differential equation solver. The HPL benchmark in-
volves floating point computations and has been used to clas-
sify the top 500 fastest computers in the world. In these bench-
marks, the parameter δ j ranges from 25 to 150 and k j ranges
from 75 to 300. Besides, parallel implementations of many
other computations are also consistent with the observations in
(Dutton et al., 2008). For example, in cryptography, central
to the lattice-based cryptosystems is a shortest vector problem
(SVP) and an implementation of the SVP-solver (Mariano et al.,
2014) shows that δ j could be set to 64. In computer vision,
the scale-invariant feature transform (SIFT) algorithm is used
to detect and describe local features in images where δ j = 8
(Zhang et al., 2008). Its applications include object recogni-
tion, robotic mapping and navigation, 3D modeling, etc. More
examples can be found in (Darriba et al., 2011; Maruzewski
et al., 2010; Chakraborty et al., 2015).
As a result, given a set of tasks that might execute one or
multiple types of computations, we let δ and k respectively de-
note the maximum and minimum integers such that δ ≤ δ j and
k ≥ k j for every task T j; as shown in the above study, δ ≥ 8
and k could be set to a value ≤ 300. Finally, by summarizing
the speedup mode observed in (Dutton et al., 2008), we intro-
duce in this paper the notion of (δ, k)-monotonic tasks under
which tasks are moldable and for every task T j that is assigned
p processors, we have that
(i) when p ranges in [1, δ], its workload D j,p remains con-
stant and the speedup is linear;
(ii) when p ranges in [δ+1, k], the workload is non-decreasing
in p while its execution time first decreases and then even
begins to increase once p exceeds some threshold (i.e.,
k j);
(iii) the parallelism bound (i.e., the maximum number of pro-
cessors that is allowed to assigned to a task) is δ j is k.
We show that this speedup model allows designing simpler yet
more efficient scheduling algorithms than the monotonic model.
Here, we note that, in (Dutton et al., 2008), the speedup
mode above is also approximated and expressed by a unified
function t j,p = D j,1/p + (p− 1) · c, where D j,p = p · t j,p, and c is
a very small positive real number1. Under this function, related
online scheduling problems have been studied (Havill & Mao,
1When the number p of assigned processors is also small, the effect of the
term (p − 1) · c on the task’s execution time t is negligible.
2008; Dutton & Mao, 2007; Kell & Havill, 2015; Guo & Kang,
2010). Previously, the case that the parallelism bound is δ j
where the speedup is linear has been studied when offline batch
scheduling is considered by Jain et al. (2015); the case that all
tasks have a common parallelism bound δ = minT j∈T {δ j} has
been studied when online scheduling is considered by Lucier
et al. (2013); differently, their tasks are malleable, i.e., the num-
ber of assigned processors is allowed to vary during the execu-
tion of a task, rather than moldable.
It should be pointed out that m is large since our problem
arises in large-scale parallel systems such as modern clusters
and massively parallel processing systems; for example, earlier
supercomputers such as IBM BlueGene/L have m = 216 proces-
sors inside (Wikipedia, 2018c; Aridor et al., 2005), and modern
clusters contain even more processors (Jain et al., 2015; Verma
et al., 2015).
1.2. Algorithmic Results
Specifically, we consider the problem of scheduling a set
of n moldable tasks on m processors under the proposed notion
of (δ, k)-monotonic tasks, and a main algorithmic result of this
paper is
• a 1
θ(δ) · (1 + )-approximation algorithm with a time com-
plexity O(n log n

) to minimize the makespan. In particu-
lar, θ(δ) is of the following form:
θ(δ) = µ(δ) − O( 1m ).
Here, the value of µ(δ) under a particular δ is a constant, illus-
trated in Table 1; m is large in large-scale parallel systems such
that O( 1m )→ 0, and θ(δ)→ µ(δ).
Every task is an instance of some type of computations (e.g.,
a procedure of solving linear equations); as discussed above,
we have in many typical computations (Dutton et al., 2008;
Mariano et al., 2014; Zhang et al., 2008; Darriba et al., 2011;
Maruzewski et al., 2010; Chakraborty et al., 2015) that δ ≥ 8
and then the approximation ratio of our algorithm approaches
4
3 . When the benchmarks/computations of (Dutton et al., 2008)
are considered alone, δ ≥ 25 and the ratio approaches 76 . When
the computations in a lattice-based cryptosystem are executed
(Mariano et al., 2014), δ = 64 and the ratio approaches 1110 .
As a result, we have proposed better approximation algorithms
than the best ( 32 + )-approximation algorithm under the mono-
tonic assumption, by taking advantage of a new description of
the relation between the speedup and the number of processors
assigned to a task.
Besides, as a by-product in the process of deriving the algo-
rithm above, another result that we obtain is a θ(δ)-approximation
algorithm with a time complexity O(n2) to maximize the so-
cial welfare (i.e., the sum of values of tasks completed by a
deadline)—see the definition of approximation algorithms in
Section 3. To the best of our knowledge, we are the first to
address the social welfare maximization objective for moldable
tasks, while this objective has been addressed for other types of
tasks (Jansen & Zhang, 2007; Fishkin et al., 2005; Lucier et al.,
2013).
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Table 1: The value of µ(δ) when the value of δ is in different ranges.
δ µ(δ) δ µ(δ) δ µ(δ)
[5, 9] 0.7500 [22, 26] 0.8571 58 0.9000
[10, 16] 0.8000 [27, 37] 0.8750 [59, 74] 0.9091
[17, 21] 0.8333 [38, 57] 0.8889 [75, 101] 0.9167
2. Related Works
In this section, we introduce the related works following
which our high-level ideas in this paper are also described.
2.1. Part I: makespan minimization
We discuss the related works on scheduling moldable tasks
for makespan minimization. The problem is strongly NP-hard
when m ≥ 5 (Leung, 2004). The first two lines of works are
based on a two-phases approach; the first phase selects the num-
ber of processors assigned to every task and the second phase
goes to solve the resulting non-moldable scheduling problem.
Of the great relevance to our work is the first line of works
where monotonic tasks are considered (Mounie et al., 1999,
2007); here, the following definition is given:
Definition 1. Given a positive real number d, we define for
every task T j its canonical number of processors γ( j, d) as the
minimum number of processors needed to execute task T j by
time d; here, for every task T j ∈ T , 1 ≤ γ( j, d) < +∞.
A monotonic task is such that its execution time decreases but
its workload increases with the number of used processors. We
denote by D j,p and t j,p the workload of T j and its execution
time when assigned p processors where D j,p = p · t j,p. By the
definition of γ( j, d) and the relation that D j,γ( j,d) > D j,γ( j,d)−1 =
(γ( j, d) − 1) · t j,γ( j,d)−1 > (γ( j, d) − 1) · d, we conclude that
d ≥ t j,γ( j,d) > γ( j, d) − 1
γ( j, d)
· d. (1)
In this type of works, the key is classifying tasks by solving
a knapsack problem and so far the best result is presented in
(Mounie et al., 2007). In particular, the algorithm of (Mounie
et al., 2007) classifies the tasks into two subsets T1 and T2, by
solving a knapsack problem via dynamic programming with a
complexity of O(m), where the tasks respectively in T1 and T2
are allocated γ( j, d) and γ( j, d2 ) processors, and then the total
workload of the tasks is ≤ m · d. Then, the total number of pro-
cessors allocated to T2 may be > m and a series of reductions
to the numbers of processors assigned to tasks is taken to get
a feasible schedule with a makespan ≤ 32 · d. Finally, Mounie´
et al. obtained a 32 · (1 + )-approximation algorithm with a
complexity of O(mn log n

) in (Mounie et al., 2007).
As for the second line of works, Turek et al. (1992) and
Ludwig (1995) showed that any λ-approximation algorithm of
a time complexity O( f (m, n)) for the problem of scheduling
rigid tasks can be adapted into a λ-approximation algorithm of
a complexity O
(
n log2 m + f (m, n)
)
for the moldable schedul-
ing problem; here, a rigid task requires to be executed on a
fixed number of processors; then, the strip packing algorithm
in (Steinberg, 1997) could be applied to obtain a polynomial
time 2-approximation algorithm. The third line of work (Jansen
& Porkolab, 2002) formulates the original problem as a linear
programming problem and propose an (1 + )-approximation
algorithm with a time complexity of O(n) given a fixed number
of processors; here, the actual complexity is also exponential in
the number of processors.
2.1.1. Our ideas for makespan minimization
Similar to the work of Mounie et al. (2007), we also de-
termine the number of processors assigned to every task in ad-
vance and it originates from the following preliminary observa-
tion for monotonic tasks. Tasks are available at time 0. Suppose
there exists a schedule of all tasks, denoted by S ched, whose
makespan is d and that achieves a resource utilization r in [0, d];
under the condition that the minimum workload of every task
T j is processed (i.e., assigned γ( j, d) processors), the sched-
ule S ched will be a 1r -approximation algorithm for makespan
minimization. The reason is as follows. Denote by d∗ the
makespan of an optimal schedule denoted by S ched∗, where
d∗ ≤ d; thus, the workload of T j when assigned γ( j, d∗) proces-
sors D j,γ( j,d∗) ≥ D j,γ( j,d). In the schedule S ched∗, the workload
of every task is ≥ D j,γ( j,d∗) since the number of processors as-
signed to a task T j is at least γ( j, d∗); thus the total workload of
all tasks is ≤ m·d∗ but ≥ its counterpart in S ched that is ≥ r·m·d.
So, we derive that the optimal makespan d∗ is ≥ r·m·dm = r · d,
that is, dd∗ ≤ 1r .
Now, only if we could design such a schedule S ched with a
utilization r > 2/3, an algorithm better than the one in (Mounie
et al., 2007) could be obtained. Our first problem is to give
the schedule S ched; to achieve this, a challenge arises from the
existence of tasks with small γ( j, d). In particular, given an in-
teger H ≥ 4, we call the tasks with γ( j, d) ≥ H as the tasks with
large γ( j, d). Every task with large γ( j, d) has an execution time
> H−1H · d by Inequality (1) when assigned γ( j, d) processors;
these processors could achieve a utilization ≥ H−1H ≥ 34 in [0, d].
To cope with the tasks with small γ( j, d) ≤ H − 1, we introduce
the notion of (δ, k)-monotonic tasks where H−1 ≤ δ, enabling a
generic classification of these tasks (see Section 4.1); here, ev-
ery task will be assigned the same number of processors (≤ δ)
and its minimum workload is processed. We can thus propose
such a schedule S ched whose utilization r approximates H−1H
(see Sections 4.2 and 4.3).
As seen later, our second problem is that the utilization of
S ched can be derived only when m processors are not enough
to process all tasks by time d where some tasks are rejected;
however, what we need is the utilization when all tasks are
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scheduled. To address this, let U and L be such that S ched
can produce a feasible schedule of all tasks by time U but fails
to do so by time L, and we apply a binary search procedure to
S ched. After the procedure ends, we have for such U and L
that U ≤ L · (1 + ) and r denotes the utilization of S ched when
d = U. After an extended analysis of our preliminary observa-
tion, we could derive that the final schedule of all tasks by time
U is a 1r · (1 + )-approximation algorithm (see Section 5.1).
2.2. Part II: a unified speedup function
As stated in Section 1.1, the speedup model of this paper
is also approximated by t j,p = D j,1/p + (p − 1) · c (Dutton
et al., 2008), under which related scheduling problems have
been studied for makespan minimization where tasks arrive over
time. In particular, Havill and Mao studied an algorithm that as-
signs p j processors to a task T j such that its execution time t j,p j
is minimized (Havill & Mao, 2008) and showed that it achieves
an approximation ratio 4 − 4m and 4 − 4m+1 respectively when
m is even and odd. Subsequently, some special cases are also
studied where the number of processors m is ≤ 4. For exam-
ple, assume that the arrival time of a task T j is a j and Dutton
and Mao studied an algorithm that assigns p j processors such
that its completion time a j + t j,p is minimized subject to the
number of processors idle at a j; they showed that it has an ap-
proximation ratio 2, 9/4, and 20/9 respectively for m = 2, 3, and
4 (Dutton & Mao, 2007; Kell & Havill, 2015). Furthermore,
a more general speedup model was studied in (Guo & Kang,
2010) where c is a task-dependent value (i.e., c j); here, Guo
and Kang showed any online algorithm has an approximation
ratio ≥ φ = 1+
√
5
2 and in the special case where m = 2 gave an
algorithm with an approximation ratio φ.
2.3. Part III: social welfare maximization
Several works have studied the problems of scheduling other
types of parallel tasks to maximize the sum of values of tasks
completed by a common deadline (Jansen & Zhang, 2007; Fishkin
et al., 2005) or individual deadlines (Lucier et al., 2013; Jain
et al., 2015).
In (Jansen & Zhang, 2007; Fishkin et al., 2005), Jansen et
al. considered rigid tasks each of which requires to be executed
on a fixed number of processors; for example, in (Jansen &
Zhang, 2007), they applied the theory of knapsack problem and
linear programming to propose an ( 12 + )-approximation algo-
rithm. Here, different types of tasks have different features and,
given a set of tasks, the type (e.g., rigid or moldable) will deter-
mine the way that we can design a schedule (that will specify
for each chosen task a time interval within which it is executed
and the number of assigned processors). In this paper, the mold-
ablity of tasks requires us to determine how many processors to
be assigned to every task, and the involved monotonicity also
implies that the value obtained from processing a unit of its
workload might vary with the number of assigned processors.
These are different from the cases with rigid tasks.
Recently, Jain et al. (2015) and Lucier et al. (2013) studied
malleable tasks whose speedup is linear within a parallelism
bound, as introduced in Section 1.1. Jain et al. (2015) proposed
a (C−kC · s−1s )-approximation algorithm for the offline scheduling
problem and Lucier et al. (2013) proposed a
(
2 + O( 1( 3√s−1)2 )
)
-
approximation algorithm for the online scheduling problem2;
here, a task has the minimum execution time when the number
of assigned processors is its parallelism bound, and the param-
eter s has a value ≤ the ratio of every task’s deadline minus
arrival time to its minimum execution time. The motivation of
designing such algorithms is that many applications are delay-
tolerant such that s could be much greater than 1.
2.3.1. Our ideas for social welfare maximization
In this paper, our ideas are as follows. We first give a generic
(greedy) algorithm that will define the order in which tasks are
accepted for scheduling; here, the final algorithm will only ac-
cept a part of tasks due to the capacity constraint. Then we ret-
rospectively analyze this algorithm and define what parameters
will determine its performance. As a result, since the minimum
workload of every accepted task is processed in our scheduling
procedure in Section 4, a direct application of this procedure to
that greedy algorithm leads to an algorithm whose approxima-
tion ratio is its utilization (see Section 5.2).
3. Problem Description
There is a set of n independent moldable tasks T = {T1,T2,
· · · ,Tn}, which is considered to be scheduled on m identical
processors. When a task T j is assigned p processors, we denote
by D j,p its workload to be processed and by t j,p its execution
time where D j,p = t j,p · p. All tasks of T are available at the
starting time 0. Before executing a moldable task, the scheduler
has the opportunity to determine the number of processors as-
signed to each task; however, once executed, the task could not
be terminated until its completion and this number of assigned
processors cannot be changed during execution. We consider a
class of moldable tasks defined as follows.
Definition 2 ((δ, k)-monotonic tasks). A (δ, k)-monotonic task
T j is a moldable task that satisfies:
1. its workload remains constant when p ranges in [1, δ],
i.e., D j,1 = D j,p;
2. its workload is non-decreasing in p when p ranges in
[δ, k], i.e., D j,p ≤ D j,p+1 if δ ≤ p ≤ k − 1;
3. the maximum number of processors assigned to T j is ≤ k;
here, its execution time t j,p is D j,p/p for any p.
By the definition of (δ, k)-monotonic tasks, we have that
Lemma 3.1. The workload of T j is non-decreasing in p when
p ranges in [1, k], that is, D j,p ≤ D j,p+1 for p ∈ [1, k − 1].
As is given in Definition 1 for monotonic tasks, we still use
γ( j, d) to denote the minimum integer such that t j,γ( j,d) ≤ d.
2See the conclusion part of (Jain et al., 2015) for this updated approximation
ratio.
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Lemma 3.2. Inequality (1) holds under Definition 2.
Proof. By the definition of γ( j, d), we have t j,γ( j,d) ≤ d and
t j,γ( j,d)−1 > d. By Lemma 3.1, D j,γ( j,d) ≥ D j,γ( j,d)−1 and we have
t j,γ( j,d) ·γ( j, d) ≥ t j,γ( j,d)−1 · (γ( j, d)−1) > (γ( j, d)−1) ·d. Hence,
Inequality (1) holds.
In this paper, we consider two scheduling objectives sepa-
rately. The first objective is minimizing the makespan, i.e., the
maximum completion time of all tasks T . In addition, every
task in T may be associated with a value and the second ob-
jective is maximizing the social welfare, i.e., the sum of values
of tasks completed by a deadline τ, where partial execution of
a task by the deadline yields no value. The problem with the
second objective involves selecting a subset of T where not all
tasks could be completed by time d due to the constraint of
available machines. Our goal for each objective is to propose
appropriate schedules/algorithms to specify for each processed
task a time interval within which it is executed and the number
of processors assigned to it.
Approximation Algorithms. In this paper, the performance
of an algorithm is indicated by the makespan or social welfare
that it achieves; the algorithm’s quality could be measured by a
performance’s ratio, i.e., the ratio of the proposed algorithm’s
performance to the performance of an ideally optimal algorithm
(that is unknown to us), which is also known as the approxima-
tion ratio of an algorithm (Williamson & Shmoys, 2011). For-
mally, we denote by A(T ) and OPT (T ) respectively the perfor-
mance of an algorithm and the optimal one, and an algorithm is
called a ρ-approximation algorithm if there exists a value ρ such
that, for an arbitrary set T , (i) when a minimization problem is
considered,
A(T )
OPT (T ) ≤ ρ, ρ ≥ 1,
and (ii) when a maximization problem is considered,
A(T )
OPT (T ) ≥ ρ, 0 ≤ ρ ≤ 1.
In particular, given an arbitrary T , a ρ1-approximation algo-
rithm (ρ1 ≥ 1) for the makespan minimization problem always
returns a solution whose makespan is at most ρ1 times the op-
timal makespan, while a ρ2-approximation algorithm (ρ2 ≤ 1)
for the social welfare maximization problem returns a solution
whose social welfare is at least ρ2 times the optimal one. In this
paper, our final goal is to propose low-complexity algorithms
that achieve approximation ratios as close to 1 as possible for
both problems.
4. Scheduling for Utilization
In this section, we consider the situation that the number of
tasks is so large that only a subset of T could be completed by
a deadline d on m processors due to the capacity constraint; we
will manage to select an appropriate subset of tasks such that
a simple schedule of them could achieve a high utilization of
processors.
4.1. Parameter Identification and Task Classification
In this subsection, we will classify all tasks of T accord-
ing to their execution time when assigned γ( j, d) processors or
another number of processors (i.e., δ′ processors). The classi-
fication enables understanding the way of assigning tasks onto
processors efficiently, and our final aim in this section is to pro-
pose a schedule whose utilization approaches r = H−1H where H
is an integer in [4, δ + 1]. As seen later and illustrated in Fig. 1,
all tasks of T will be classified as follows: (i) the tasks with
t j,γ( j,d) ≥ r · d, (ii) the tasks with t j,δ′ < (1 − r) · d, and (iii) the
tasks with t j,γ( j,d) < r · d and t j,δ′ ≥ (1 − r) · d. Now, we start
to elaborate the classification, as well as the meaning of related
parameters.
4.1.1. Class 1
Every task T j ∈ T is associated with an integer γ( j, d), i.e.,
the minimum number of processors assigned to T j such that
it can be completed by time d. By Inequality (1), every task
T j ∈ T with γ( j, d) ≥ H has an execution time ≥ r · d when
assigned γ( j, d) processors. For every h ∈ [1,H − 1], we denote
by
A′h =
{
T j ∈ T |γ( j, d) = h, t j,h ≥ r · d
}
the set of tasks satisfying (i) γ( j, d) = h and (ii) their execution
time is ≥ r · d when assigned h processors.
The first class of tasks is denoted by A′ and defined as fol-
lows:
A′ =
{
T j ∈ T |γ( j, d) ≥ H
}
∪A′1 ∪ · · · ∪ A′H−1,
containing all the tasks whose execution time is ≥ r · d when
assigned γ( j, d) processors. We thus conclude that
Proposition 4.1. Each task inA′ has an execution time ≥ r · d
when assigned γ( j, d) processors.
4.1.2. Class 2
We proceed to classify the remaining tasks inT−A′. Recall
the definition ofA′ and we have
T −A′ = {T j ∈ T |γ( j, d) ∈ [1,H − 1], t j,γ( j,d) < r · d}.
By Definition 2, we have the knowledge of speedup when a
task is assigned ≤ δ processors, i.e., it is linear; to have such
knowledge, we assume in the following that H − 1 ≤ δ.
Firstly, we consider the tasks of T − A′ with small γ( j, d),
i.e., γ( j, d) smaller than some value ν where ν ≤ H − 1; in this
case, assigning a properly large number of processors (i.e., δ′
processors) to such a task can greatly reduce its execution time
to an extent we expect (i.e., < (1 − r) · d) where ν − 1 < δ′ ≤ δ.
As will be seen in Observation 4.1, this can bring some desired
feature when designing a schedule, e.g., sequentially executing
as many such tasks as possible on δ′ processors in [0, d] can
lead to a utilization ≥ r.
In particular, let δ′ be an integer in [ν, δ] and for every T j ∈
T −A′ with γ( j, d) ≤ ν−1 we have by Definition 2 that t j,γ( j,d) ·
γ( j, d) = t j,δ′ · δ′. Hence, when T j is assigned δ′ processors, its
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ℎ ≤ 𝜈 − 1 ℎ = 𝜈,⋯ ,𝐻 − 1 ℎ ≥ 𝐻
𝑡𝑗,ℎ < 𝑟 ⋅ 𝑑
𝑨′′ 𝑨′𝑨𝒉
All tasks of 𝑇
𝑡𝑗,ℎ < 𝑟 ⋅ 𝑑
𝑡𝑗,𝛿′ < (1 − 𝑟) ⋅ 𝑑
yes yes yes
no
yes yes
no
no
yes
ℎ = γ(𝑗, 𝑑)
(Proposition 4.1 )
the 1st classthe 2nd class the 3rd class
(Proposition 4.3 )(Proposition 4.3 )
Figure 1: Task Classification
execution time t j,δ′ is <
γ( j,d)
δ′ · r · d ≤ ν−1δ′ · r · d. We thus go to
seek two integers ν and δ′ such that
ν ≤ H − 1 ≤ δ, and ν ≤ δ′ ≤ δ, (2a)
ν
δ′
· r ≥ 1 − r, (2b)
ν − 1
δ′
· r <1 − r. (2c)
The existence of such parameters ν and δ′ will be shown in
Section 4.1.4. Here, when the parameter ν satisfies Inequal-
ity (2c), we can guarantee the relation t j,δ′ < (1 − r) · d for
every T j ∈ T − A′ with γ( j, d) ≤ ν − 1, which will be for-
malized in Lemma 4.1; (2b) indicates that ν is the maximum
such integer that can guarantee this relation. Formally, for ev-
ery h ∈ [1, ν − 1], we let
A′′h =
{
T j ∈ T −A′|γ( j, d) = h
}
=
{
T j ∈ T |γ( j, d) = h, t j,γ( j,d) < r · d
}
,
and have that
Lemma 4.1. Every task T j ∈ A′′1 ∪ · · ·∪A′′ν−1 has an execution
time < (1 − r) · d when assigned δ′ processors.
Next, the rest are the tasks of T − A′ − A′′1 ∪ · · · ∪ A′′ν−1,
i.e., the tasks of T −A′ with γ( j, d) ∈ [ν,H − 1]. For every h ∈
[ν, H − 1], all tasks T j ∈ T− A′ with γ( j, d) = h are classified
as follows:
• Ah =
{
T j ∈ T −A′|γ( j, d) = h, t j,δ′ ≥ (1 − r) · d
}
;
• A′′′h =
{
T j ∈ T −A′|γ( j, d) = h, t j,δ′ < (1 − r) · d
}
.
The second class of tasks is denoted by A′′ and defined as fol-
lows:
A′′ = the union of ⋃ν−1h=1A′′h and ⋃H−1h=ν A′′′h ;
it contains all tasks of T −A′ with γ( j, d) ≤ ν − 1 and all tasks
of T − A′ with ν ≤ γ( j, d) ≤ H − 1 and t j,δ′ < (1 − r) · d. Due
to Lemma 4.1 and the definition ofA′′′h , we conclude that
Proposition 4.2. Each task inA′′ has an execution time < (1−
r) · d when assigned δ′ processors.
As described below, all tasks ofA′′ have some desired prop-
erties when designing a schedule.
Observation 4.1. Assume that there are δ′ processors on which
a set of tasks T ′ has already been sequentially executed in the
time interval [0, d]. Given a task T j whose execution time is
< (1− r) · d when assigned δ′ processors, if T ′ ∪ {T j} cannot be
sequentially completed by time d on these δ′ processors, the se-
quential execution of the tasks in T ′ leads to that the utilization
of these δ′ processors in [0, d] is ≥ r.
Proof. We prove this by contradiction. Suppose that the utiliza-
tion of the δ′ processors in [0, d] is < r; the sequential execution
time of the tasks in T ′ on the δ′ processors is < r ·d. As a result,
T j can still be completed on these processors by time d after se-
quentially executing the tasks of T ′, since T j has an execution
time ≤ (1 − r) · d on these processors.
4.1.3. Class 3
So far, all tasks with t j,γ( j,d) ≥ r · d are denoted byA′ while
all tasks with t j,δ′ < (1 − r) · d are denoted by A′′. Now, only
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the tasks of T − A′ − A′′ are left, i.e., the tasks of Aν ∪ · · · ∪
AH−1 defined above; the property of these tasks in terms of their
execution time enables the following observation: for every h ∈
[ν,H−1], after sequentially executing several tasks ofAh on δ′
processors, the total execution time of these tasks is in [r · d, d].
We thus seek an integer xh for every h ∈ [ν,H − 1] such that
H − 1 ≤ δ′, (3a)
h
δ′
· r · xh ≤ 1, (3b)
max{1 − r, h − 1
δ′
} · xh ≥ r. (3c)
Here, since γ( j, d) is the minimum number of processors needed
to complete T j by time d and we are considering the tasks with
γ( j, d) ≤ H − 1, (3a) is required to ensure that every task can
be completed by d. With Inequalities (3b)-(3c), we come to the
following conclusion:
Proposition 4.3. When assigned δ′ processors,
(i) a task ofAh has an execution time < hδ′ · r · d, and
(ii) any xh tasks ofAh have a total execution time in [r ·d, d],
where h ∈ [ν,H − 1].
Proof. When assigned γ( j, d) = h processors, a task T j ∈ Ah
has an execution time < r·d but > h−1h ·d by Inequality (1) where
h ≤ H − 1 ≤ δ; by Definition 2, when assigned δ′ processors
where δ′ ≤ δ, the execution time of T j is linearly reduced by a
factor h
δ′ and is in
(
h−1
δ′ · d, hδ′ · r · d
)
. So, the proposition’s first
point holds. Besides, by the definition of Ah, when assigned
δ′ processors, the execution time of T j ∈ Ah is also ≥ (1 −
r) · d and is in
[
d ·max{1 − r, h−1
δ′ }, hδ′ · r · d
]
. Further, due to
Inequalities (3b)-(3c), any xh tasks have a total of execution
time in [r · d, d] and the proposition’s second point holds.
Observation 4.2. When assigning one or multiple tasks of Ah
onto δ′ processors where h ∈ [ν,H − 1], we have the following
observation:
1. After sequentially executing as many tasks ofAh as pos-
sible on δ′ processors until the next task ofAh cannot be
completed by time d, the δ′ processors achieve a utiliza-
tion ≥ r in [0, d].
2. If some other tasks (each of which can have an arbitrary
execution time in [0, d]) have been sequentially executed
on δ′ processors by time d but the next task that is from
Ah cannot be completed on these processors by d, these
processors achieve a utilization ≥ 1 − h
δ′ · r in [0, d].
Proof. By the second point of Proposition 4.3, at least xh tasks
ofA j will be executed in the first point of Observation 4.2 and
this point thus holds. In the second point of Observation 4.2,
in the process of assigning tasks to processors, there exists a
task such that (a) its execution time is < h
δ′ · r · d when assigned
δ′ processors by Proposition 4.3, and (b) when considering as-
signing it to the δ′ processors, it could not be completed by
d. The existence of such a task means that, all the previous
executed tasks on these processors have a total execution time
≥ d − h
δ′ · r · d = (1− hδ′ · r) · d; otherwise, the next task fromAh
could be completed by d. The second point thus holds.
To sum up, in this subsection, all tasks of T are finally par-
titioned as follows:
A′′, AH−1, · · · , Av, A′, (4)
which are illustrated in Figure 1. The desired properties of these
tasks have been presented in Propositions 4.1, 4.2, and 4.3; their
functions in the design of a schedule are also clarified in Obser-
vations 4.1 and 4.2.
4.1.4. Parameter Existence
Now, we need to show the existence of parameters H, ν, δ′
and xh in Inequalities (2a), (2b), (2c), (3a), (3b), and (3c). Here,
(2a) and (3a) are unified as follows:
1 ≤ ν ≤ H − 1 ≤ δ′ ≤ δ. (5)
Proposition 4.4. Given an arbitrary δ ≥ 1, there exists a set
of feasible parameters H, δ′, ν, and xν, · · · , xH−1 that satisfy
Inequalities (2b), (2c), (3b), (3c) and (5).
Proof. Given an arbitrary δ ≥ 1, we set H = 1 = δ′ = 1 where
r = H−1H =
1
2 ; then, we set ν = 1 and x1 = 1 where h ∈ [ν,H −
1]. The values of these parameters satisfy Inequalities (2b),
(2c), (3b), (3c) and (5). Hence, the proposition holds.
In this paper, our aim is to find the maximum H and feasible
δ′, ν, xν, · · · , xH−1 such that Inequalities (2b), (2c), (3b), (3c)
and (5) are satisfied where r = (H − 1)/H. Given the value of
δ, we can achieve this by exhaustive search; a corresponding
search procedure3 has been given in the appendix.
4.2. Example
Now, we illustrate how to apply the above classification of
tasks to propose a scheduling algorithm by considering a spe-
cial case with δ = 5. In the next subsection, we will give a
generic schedule.
Using the search procedure provided in the supplementary
materials to obtain a feasible solution to Inequalities (2b), (2c),
(3b), (3c) and (5), we have that ν = 2, H = 4, δ′ = 5, x3 = 2,
and x2 = 3. Here, r = H−1H =
3
4 . As a result, all tasks of T are
finally divided into 4 subsets A′, A3, A2, and A′′ as shown in
(4):
(1) Every task of A′ has an execution time ≥ r · d when
assigned γ( j, d) processors by Proposition 4.1.
(2) Every x3 = 2 tasks of A3 or every x2 = 3 tasks of A2
have a total execution time in [r · d, d] when sequentially
executed on δ′ = 5 processors by Proposition 4.3.
(3) Every task ofA′′ has an execution time < (1− r) ·d when
assigned δ′ processors by Proposition 4.2.
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Figure 2: Basic Scheduling Structure
We illustrate the proposed schedule in Figure 2 where each
green, orange, gold, and blue rectangle denotes a task in A′,
A3, A2, and A′′, respectively; the particular way to schedule
T is as follows:
Step 1. Assign every (green) task T j of A′ on the leftmost
γ( j, d) unoccupied processors.
Step 2. The remaining tasks are considered in the order of
A3,A2,A′′.
(a) Assign as many (orange) tasks ofA3 on the leftmost δ′ =
5 unoccupied processors by time d.
(b) When there is one (orange) task ofA3 left, assign it to the
leftmost δ′ unoccupied processors; then, assign as many
(gold) tasks of A2 as possible on these δ′ processors by
time d.
(c) For the remaining tasks of A2, assign as many (gold)
tasks of A2 to the leftmost δ′ unoccupied processors by
time d.
(d) When there is one (gold) task left in A2, assign it to the
leftmost δ′ unoccupied processors; then, assign as many
(blue) tasks inA′′ as possible by time d.
(e) Subsequently, assign as many (blue) tasks in A′′ on the
leftmost δ′ unoccupied processors by time d.
(f) Stop assigning tasks to processors when there are < δ′
processors, even if there are still remaining tasks that are
unassigned.
In Figure 2, the γ( j, d) or δ′ processors that are used to ex-
clusively process the task(s) with the same color have a utiliza-
tion ≥ r · d, which is due to Proposition 4.1, Observation 4.2
and Observation 4.1; here, the tasks of A′, A3, A2, and A′′
are processed respectively in Steps (1), (2.a), (2.c), and (2.e).
In Step (2.d), both gold and blue tasks are assigned and when it
stops assigning tasks, there exists a (blue) task ofA′ that cannot
be completed by time d; by Observation 4.1, the δ′ processors
here have a utilization ≥ r in [0, d]. As a result, there are only
two places where the processors might have a utilization < r
3The 5 loops that respectively begin at the lines 1, 2, 3, 8, and 9 of this
procedure lead to that it has a time complexity O(δ5) where δ is a fixed system
parameter.
in [0, d]. The first place is Step (2.f) where the schedule stops:
there are at most δ′ − 1 processor idle. The second place is Step
(2.b) where both orange and gold tasks are assigned; here, when
this step finishes, there exists a (gold) task ofA2 that cannot be
completed by time d. By the second point of Observation 4.2,
the δ′ processors here have a utilization ≥ 1 − h
δ′ · r = 710 where
h = 2. In Steps (2.b) and (2.f), there are a total of 2 · δ′ − 1
processors whose utilization is < r. Finally, the above schedule
achieves an average utilization of at least
(m − 2δ′ + 1) · r · d + δ′ · (d − 310 · d) + (δ′ − 1) · 0
m · d =
3
4
− 3.25
m
= r − δ
′ − 1
m
· r − δ
′
m
·
(
r − (1 − h
δ′
· r)
)
,
(6)
where h = 2. We emphasize that in the above example there
are two places where the occupied processors have a utiliza-
tion < r in [0, d]: (i) Step (2.f) where the schedule stops, and
(ii) Step (2.b) where tasks from multiple subsets are sequen-
tially executed on δ′ processors and there exists a task from
AH−2, · · · ,Aν (excluding AH−1 and A′′) that cannot be com-
pleted by time d on these processors.
4.3. Generic Schedule
In this subsection, we generalize the example in Section 4.2
to the case with an arbitrary δ; the corresponding algorithm is
presented in Algorithm 1, also referred to as UnitAlgo; as seen
later, its utilization is a generalization of Expression (6). In
Algorithm 1, the set T of tasks is partitioned in several sets
A′,AH−1, · · · , Av, A′′, and these sets are also sorted and con-
sidered in this order where the tasks in each set will be chosen
in a randomized order:
(i) Assign every task T j ofA′ to γ( j, d) idle processors alone.
(ii) For every δ′ idle processors, assign onto them as many
tasks as possible from the remaining unassigned tasks of
AH−1 ∪ · · · ∪Av ∪A′′ such that the sequential execution
time of these tasks is ≤ d (see the formal description in
the lines 12-15 of Algorithm 1).
Algorithm 1 ends when there is no enough idle processors for
assigning the remaining tasks of T (i.e., it ends at line 9 or 17)
or when all tasks ofT have been assigned onto the m processors
by time d (i.e., the conditions at lines 3 and 10 have become
false). Recall that we consider in this section the situation that
m processors are not enough for completing T by time d and
our subsequent analysis of Theorem 4.1 is based on this.
Now, we give some explanation of the lines 12-15 of Algo-
rithm 1. We also denoteA′′ byAν−1 to be uniform withAH−1,
· · · , Aν; in Algorithm 1, the initial XH−1, · · · , Xν−1 are set to
AH−1, · · · ,Aν−1 for recording the currently unassigned tasks of
T . For every δ′ processors, there are two cases upon comple-
tion of the task assignment onto them:
1. The δ′ processors are used to sequentially process tasks
from the same subset alone, i.e. some Ah where h ∈
[ν − 1,H − 1];
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Algorithm 1: UnitAlgo
1 X′ ← A′, XH−1 ← AH−1, · · · , Xν ← Aν, Xν−1 ← A′′ // X′, XH−1, · · · ,Xν, Xν−1 are used to record the currently
unassigned tasks during the algorithm execution
2 m′ ← m // record the number of currently unoccupied processors
3 while X′ , ∅ do
4 Randomly choose a task T j ∈ X′.
5 if γ( j, d) ≤ m′ then
/* the following corresponds to Step (1) in the example of Section 4.2 */
6 Assign the unassigned task T j onto the leftmost γ( j, d) unoccupied processors.
7 Remove T j from X′: X′ ← X′ − {T j}, and reset the number of currently unoccupied processors: m′ ← m′ − γ( j, d).
8 else
9 exit Algorithm 1 // the currently unoccupied processors are not enough
10 while XH−1 ∪ · · · ∪ Xv ∪ Xν−1 , ∅ do
11 if δ′ ≤ m′ then
/* each loop corresponds to one of the Steps (2.a)-(2.e) in Section 4.2 */
12 Consider the tasks in the order of XH−1, · · · , Xν, Xν−1; here, a task in Xi will never be chosen if the set Xi+1 is
non-empty, and the tasks in each set will chosen in a randomized order.
13 Choose as many tasks as possible from XH−1, · · · , Xν, Xν−1 such that they could be sequentially completed by time d
on δ′ processors, denoting the set of the chosen tasks by C.
14 Assign the chosen tasks onto the leftmost δ′ unoccupied processors.
15 Remove the assigned tasks: XH−1 ∪ · · · ∪ Xv ∪Xν−1 ← XH−1 ∪ · · · ∪ Xv ∪Xν−1 −C, and reset the number of currently
unoccupied processors: m′ ← m′ − γ( j, d).
16 else
17 exit Algorithm 1 // it corresponds to Step (2.f) in Section 4.2
2. Tasks from multiple subsets will be processed in these
processors. In this case, assume the first task that is as-
signed onto these processors is fromAh where h ∈ [ν, H−
1] and subsequently some tasks from the setsAh−1, · · · ,Ah′
are also assigned where h′ ≤ h − 1; here, the value of h′
is such that, after finishing the task assignment on these
processors in [0, d], (i) there is no unassigned tasks in
Ah, · · · ,Ah′+1, and (ii) there still exist unassigned tasks
inAh′ that cannot be completed by time d.
Examples of the first case include the Steps (2.a), (2.c), and
(2.e) in Section 4.2 where every δ′ processors process the same
colored tasks; examples of the second case include Steps (2.b)
and (2.d), e.g., in Step (2.b), both orange and gold tasks are
processed where h = 3 and h′ = 2.
In the first case, we conclude by Observation 4.1 and the
first point of Observation 4.2 that
• no matter whether the processed tasks are from Aν−1 or
fromAH−1, · · · ,Aν, these δ′ processors have a utilization
≥ r in [0, d].
In the second case, since h ∈ [ν, H − 1] and h′ ≤ h − 1, we
have h′ ∈ [ν − 1,H − 2]: we conclude by the second point of
Observation 4.2 that
• if h′ ∈ [ν,H − 2], these processors have a utilization ≥
1 − h′
δ′ · r;
we conclude by Observation 4.1 that
• if h′ = ν − 1, these processors have a utilization ≥ r.
By observing the possible values of h′, we conclude that in the
while loop of lines 10-17 there are at most (H − ν − 1) · δ′
processors whose utilization in [0, d] is < r; here, the second
case occurs H − ν − 1 times with h′ ∈ [ν,H − 2].
Theorem 4.1. With a time complexity ofO(n), UnitAlgo achieves
a resource utilization of at least
θ(δ) =
 r −
r·(k−1)
m , if ν = H − 1,
r −max
{
r·(k−1)
m ,
r·(δ′−1)+∑H−2h=ν (r+ h·rδ′ −1)·δ′
m
}
, otherwise,
where ν, δ′, r, and H are computed by the search procedure that
is provided in the supplementary materials.
Proof. At the line 6 of Algorithm 1, when a task is allocated
γ( j, d) processors, these processors achieve a utilization ≥ r in
[0, d] by Proposition 4.1.
Firstly, we analyze the case that Algorithm 1 stops at line 9;
then, there are at most γ( j, d)−1 processors idle and the average
utilization of the m processors is ≥
(m − γ( j, d) + 1) · r · d
m · d ≥ r −
r · (k − 1)
m
, (7)
where γ( j, d) ≤ k.
Secondly, we analyze the case that Algorithm 1 stops at line
17; then, there are at most δ′ − 1 processors idle. In this case,
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lines 12-15 will be executed where two cases will occur, which
have been explained above. As explained, in the first case, for
every h ∈ [ν − 1,H − 1], the δ′ assigned processors have a
utilization ≥ r in [0, d].
In the second case, we discuss two possibilities for H − 1
and ν. The first possibility is H − 1 = ν; then the value of h can
only be ν and we have h′ = ν − 1. As a result, the δ′ processors
have a utilization ≥ r in [0, d]. Hence, if H − 1 = ν, there
are at most δ′ − 1 idle processors that occur at line 17, and the
utilization of the m processors is ≥
(m − δ′ + 1) · r · d
m · d ≥ r −
r · (δ′ − 1)
m
. (8)
To sum up, if H − 1 = ν, the worst-case utilization is the mini-
mum of (7) and (8), i.e., (7); it happens when Algorithm 1 exits
at line 9.
The other possibility is H − 1 > ν and the worst-case uti-
lization occurs when h′ = h − 1 for every h ∈ [ν + 1,H − 1]:
there is a total of (H − 1− ν) · δ′ processors whose utilization is
< r · d in [0, d]. Hence, when Algorithm 1 stops at line 17, the
utilization of the m processors is ≥
(m − (δ′ − 1) − (H − 1 − ν) · δ′) · r · d + H−2∑
h′=ν
δ′ · (1 − r·h′
δ′ ) · d
m · d
= r −
r · (δ′ − 1) + H−2∑
h=ν
( r·h
δ′ + r − 1) · δ′
m
.
(9)
As a result, if H − 1 > ν, the worst-case utilization is the mini-
mum of (7) and (9).
By summarizing the utilizations derived above, we conclude
that the worst-case utilization is (7) if H − 1 = ν, and the mini-
mum of (7) and (9) if H − 1 > ν. Finally, in Algorithm 1, tasks
are sequentially considered and assigned to processors one by
one and it stops until there are not enough processors to assign
the remaining tasks (see line 9 or 17 of Algorithm 1); hence,
Algorithm 1 has a time complexity of O(n).
In Theorem 4.1, we let θ(δ) = µ(δ)−ϑ(δ) where µ(δ) = r and
ϑ(δ) = max
{
β1 · k−1m , β2 · 1m
}
; here, if ν = H − 1, β2 = 0. Under
a particular δ, the value of µ(δ) is illustrated in Table 1, and the
values of β1 and β2 are illustrated in Table 2; since β1 and β2
under a particular δ are constants and k is a system parameter,
we have
θ(δ) = µ(δ) − O( 1m ).
Given a set of tasks T , let S denote the subset of tasks that
are selected by Algorithm 1 and scheduled on m processors. We
give the following lemma that will be used in Section 5.
Lemma 4.2. In the schedule of S output by Algorithm 1, each
task T j ∈ S has a workload D j,γ( j,d) to be processed; here,
D j,γ( j,d) is the minimum workload needed to be processed in or-
der to be complete T j by time d.
Proof. All tasks of T are divided into several subsets: A′,
AH−1, · · · , Aν, A′′. To complete T j by d, the minimum num-
ber of processors needed is γ( j, d) and the minimum workload
to be processed is D j,γ( j,d). In Algorithm 1, every scheduled
task T j ∈ A′ is allocated γ( j, d) processors. For every sched-
uled task T j ∈ AH−1, · · · ,Aν,A′′, we have γ( j, d) ≤ H − 1 ≤ δ
and it is executed on δ′ processors where δ′ ≤ δ. Due to Defi-
nition 2, the workload of a task is a constant when assigned ≤ δ
processors, and thus the minimum workload of T j is processed.
Hence, the lemma holds.
5. Optimizing Objectives
In this section, we propose algorithms to separately opti-
mize two specific scheduling objectives: (i) minimizing the
makespan, and (ii) maximizing the total value of tasks com-
pleted by a deadline.
5.1. Makespan
The main idea for makespan minimization has been intro-
duced in Section 2. Built on Algorithm 1, we propose in this
subsection a binary search procedure to find a feasible makespan
for all tasks of T , referred to as the OMS algorithm (Opti-
mized MakeSpan). It proceeds as follows. At its beginning, let
U and L be such that UnitAlgo can produce a feasible sched-
ule of all tasks by time U but fails to do so by time L, e.g.,
U = 2 · n ·maxT j∈T {t j,1} and L = 0; we explain in the appendix
the reason why UnitAlgo can produce a schedule of all tasks
by time U. The OMS algorithm will repeatedly execute the fol-
lowing operations, and stop when U ≤ L·(1+) where  ∈ (0, 1)
is small enough:
1. M ← U+L2 ;
2. if Algorithm 1 fails to produce a feasible schedule for all
tasks of T by the deadline M (i.e., Algorithm 1 exits at
line 9 or 17), set L← M;
3. otherwise, set U ← M, and Algorithm 1 produces a fea-
sible schedule of T by time M.
When the OMS Algorithm stops, we have that (i) Algorithm 1
could produce a feasible schedule of T with a makespan ≤ U
but > L, and, (ii) U ≤ (1+ ) ·L. Recall that the makespan is the
maximum completion time of tasks, and a schedule of all tasks
with a makespan ≤ d represents a schedule that completes all
tasks by the deadline d.
Theorem 5.1. The OMS algorithm gives a 1
θ(δ) ·(1+)-approximation
to the makespan minimization problem with a time complexity
of O(n log( n

)) .
Proof. By abuse of notation, let θ = θ(δ) and by Theorem 4.1 it
is the worst-case utilization achieved by Algorithm 1. In the fol-
lowing, we consider the state when the OMS Algorithm ends.
Algorithm 1 fails to generate a feasible schedule for all the tasks
of T with a makespan L but could generate it with a makespan
≤ U. Let d∗ denote the optimal makespan when scheduling T
on m processors where d∗ ≤ U. The proof proceeds by consid-
ering two cases where L ≤ d∗ and L > d∗ respectively.
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Table 2: The values of β1 and β2 when δ is in different ranges.
δ {β1, β2} δ {β1, β2} δ {β1, β2}
[5, 9]
{
3
4 , 3.25
}
[22, 26]
{
6
7 , 19.43
}
58
{
9
10 , 53.2
}
[10, 16]
{
4
5 , 7.6
}
[27, 37]
{
7
8 , 25.75
}
[59, 74]
{
10
11 , 58.55
}
[17, 21]
{
5
6 , 13.83
}
[38, 57]
{
8
9 , 36.22
}
[75, 101]
{
11
12 , 74
}
In the case where L ≤ d∗, since U ≤ L · (1 + ), we have
U
d∗ ≤ 1 + ; the produced schedule with a makespan ≤ U has
a makespan ≤ (1 + ) times d∗. In the other case where L >
d∗, we have for all T j ∈ T that γ( j, L) ≤ γ( j, d∗) and further
D j,γ( j,L) ≤ D j,γ( j,d∗) by Lemma 3.1. By time L, Algorithm 1
can only schedule a subset of T due to the capacity constraint;
the processed workload of each scheduled task is D j,γ( j,L) by
Lemma 4.2, and the total workload of the scheduled tasks is
≥ θ · m · L. In contrast, in an optimal schedule of all tasks
of T to minimize the makespan, the workload of every task is
≥ D j,γ( j,d∗) since the task needs to be assigned at least γ( j, d∗)
processors in order to complete it by time d∗. As a result, in
an optimal schedule of T , the total workload of T is ≤ m · d∗
but > θ · m · L since D j,γ( j,L) ≤ D j,γ( j,d∗). Further, we have that
d∗ ≥ θ·m·Lm = θ · L, and Ud∗ ≤ Uθ·L ≤ 1θ · (1 + ). Since the OMS
algorithm finally produce a schedule with a makespan ≤ U, it
achieves an approximation ratio 1
θ
· (1 + ).
Finally, the initial values of U and L are 2 · n ·maxT j∈T {t j,1}
and 0. The binary search stops when U ≤ L · (1 + ) and the
number of iterations is O(log( n

)). Further, at each iteration,
Algorithm 1 is run and it has a time complexity O(n) and, as a
result, the OMS algorithm has a complexity O(n log( n

)).
5.2. Scheduling to Maximize the Total Value
In this subsection, we consider the objective of maximizing
the social welfare, i.e., the sum of values of tasks completed
by a deadline τ. The main idea of this subsection has been
introduced in Section 2, which is also illustrated in Fig 3.
Analysis of a Generic Greedy Algorithm. For a (δ, k)-monotonic
task T j, we define v′j,p j as its marginal value
v j
D j,p j
=
v j
p j·t j,p j and it
is the value obtained from processing a unit of workload of T j
when T j is assigned p j processors and completed by the dead-
line τ. When p j ≤ δ, the workload of T j is a constant by Defi-
nition 2 and so is its marginal value; however, it is possible that
its workload becomes increasing with p j when p j ranges from
δ + 1 to k, with its marginal value decreasing with p j.
In order to complete T j by time τ, the minimum number
of processors needed is γ( j, τ) by Definition 1; thus, D j,γ( j,τ)
is the minimum workload that remains to be processed. Let
v′j = v j/D j,γ( j,τ), and v
′
j is the maximum possible marginal value
of T j that has to be completed by time τ. In this subsection,
we assume without loss of generality that v′1 ≥ v′2 ≥ · · · ≥ v′n.
We propose a generic greedy algorithm called GenGreedyAlgo;
here some scheduling algorithm is used but not specified for
now, referred to as GS (short for Generic Schedule). Gen-
GreedyAlgo is presented in Algorithm 2: it considers tasks in
the non-increasing order of their maximum possible marginal
values v′j and finally finds the maximum i
′ such that GS can
output a feasible schedule by time τ for Si′ that includes the
first i′ tasks of T .
Algorithm 2: GenGreedyAlgo
1 initialize Si = {T1,T2, · · · ,Ti} (1 ≤ i ≤ n);
2 for i← 1 to n do
3 if a feasible schedule of Si by time τ is output by GS
then
4 i′ = i;
5 else
6 exit;
Before analyzing GenGreedyAlgo, we first give an upper
bound of the optimal social welfare of the problem of this sub-
section, denoted by OPT . Let S′ contain the first σ tasks of T
with the highest marginal values such that the total workload of
these tasks satisfies
D1,γ(1,τ) + D2,γ(2,τ) + · · · + Dσ−1,γ(σ−1,τ) + β · Dσ,γ(σ,τ) = m · τ,
where β ∈ (0, 1]; then, we have that
Lemma 5.1. The sum v1 + v2 + · · · + vσ−1 + β · vσ is an upper
bound of OPT .
Proof. See the appendix.
Without loss of generality, we assume that every task T j
accepted for processing in GenGreedyAlgo is finally assigned
p j processors where p j ≥ γ( j, τ). To bound the optimal social
welfare, we define for every scheduled task T j a parameter
α j =
D j,γ( j,τ)
D j,p j
.
To complete a task T j by time τ, the minimum workload to be
processed is D j,γ( j,τ), and the ratio α j represents the efficiency
of processing a single task T j: as more processors are assigned,
completing the same task possibly needs to occupy more re-
source for processing an increased workload but yields the same
value v j, possibly leading to a smaller α j and a lower marginal
value. In terms of the set of chosen tasks Si′ , we define
α = min1≤ j≤i′ {α j}.
We denote by ω the utilization of the m processors in [0, τ]
achieved by GenGreedyAlgo, i.e.,∑i′
j=1 D j,p j = ω · τ · m.
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Figure 3: Theoretical framework for the second scheduling objective.
Finally, we have the following bound:
Theorem 5.2. An upper bound th optimal social welfare of
our problem is 1/(ω · α) times the social welfare achieved by
GenGreedyAlgo, i.e.,
∑
T j∈Si′ v j/(ω · α).
Proof. GenGreedyAlgo accepts the first i′ tasks with the high-
est marginal values v′j, and the achieved social welfare is
∑i′
j=1 v j.
Let
X1 = 1ω ·
i′∑
j=1
D j,p j −
i′∑
j=1
D j,γ( j,τ), and
X2 =
σ−1∑
j=i′+1
D j,γ( j,τ) + β · Dσ,γ( j,τ);
recall τ·m = (1/ω)·∑i′j=1 D j,p j = D1,γ(1,τ) +· · ·+Dσ−1,γ(σ−1,τ) +β·
Dσ,γ(σ,τ) and we have X1 = X2 since τ ·m− X1 = ∑i′j=1 D j,γ( j,τ) =
τ · m − X2.∑i′
j=1 v j is the total value obtained by GenGreedyAlgo and
we have∑i′
j=1 v j
ω · τ · m =
∑i′
j=1
v j
D j,γ( j,τ)
· α j · D j,γ( j,p j)
ω · τ · m ≥
α ·∑i′j=1 v′j · D j,p j
ω · τ · m
(a)
=
∑i′
j=1 v j +
∑i′
j=1 v
′
j · ( 1ω · D j,p j − D j,γ( j,τ))
(τ · m)/α
(b)≥
∑i′
j=1 v j + v
′
i′ · X1
(τ · m)/α
(c)
=
i′∑
j=1
v j + v′i′ · X2
(τ · m)/α
(d)≥
i′∑
j=1
v j +
(
σ−1∑
j=i′+1
v j + β · vσ
)
(τ · m)/α
(e)≥ OPT
(τ · m)/α .
(10)
Here, in Equation (a), v j = v′j · D j,γ( j,τ); Inequalities (b) and (d)
are due to that v′1 ≥ · · · ≥ vi′ ≥ · · · ≥ v′n; (c) is due to that
X1 = X2; (e) is due to Lemma 5.1. Due to Inequality (10), we
have OPT ≤ ∑i′j=1 v j/(ω · α), and the theorem thus holds.
Recall the definition of approximation algorithms in Sec-
tion 5.2, and Theorem 5.2 shows that GenGreedyAlgo achieves
an approximation ratio ω ·α. Now, it has been clear that a good
greedy algorithm can be obtained only if the scheduling algo-
rithm GS in GenGreedyAlgo could achieve both a high utiliza-
tion in [0, τ] on m processors and a large α; the latter could be
achieved by making the number of processors assigned to ev-
ery task T j close to γ( j, τ) where its workload to be processed
is close to D j,γ( j,τ).
In the following, we consider the case when GS is replaced
by the scheduling algorithm UnitAlgo, i.e., Algorithm 1 in Sec-
tion 4.
Proposition 5.1. GenGreedyAlgo, with GS replaced by Uni-
tAlgo, gives an θ(δ)-approximation algorithm with a complexity
of O(n2) for the social welfare maximization problem.
Proof. Due to Lemma 4.2, the workload of each task T j sched-
uled by UnitAlgo is D j,γ( j,τ); we thus have α j = 1 and further
α = 1. As a result of Theorem 5.2, the approximation ratio of
GenGreedyAlgo is the utilization achieved by UnitAlgo, which
is bounded by θ(δ) according to Theorem 4.1. Hence, Gen-
GreedyAlgo is a θ(δ)-approximation algorithm. GenGreedyAlgo
considersS1, · · · ,Sn one by one until UnitAlgo cannot produce
a feasible schedule for some Si (i ∈ [1, n]); when UnitAlgo at-
tempts to schedule tasks on m processor by time τ, it has a time
complexity at most O(n). Hence, the time complexity of Gen-
GreedyAlgo is O(n2). Finally, the proposition holds.
6. Conclusion
In this paper, we revisit the classic problem of scheduling a
set of n moldable tasks that was addressed under the assump-
tion of monotonic tasks previously. To schedule moldable tasks
more efficiently, we introduce the notion of (δ, k)-monotonic
tasks for which the speedup is linear when assigned ≤ δ pro-
cessors and which have a parallelism bound of k. This closely
matches the characteristics of real tasks recently observed that
have a linear speedup for small number of processors and for
which the speedup becomes negative above k processors (hence
justifying the parallelism bound).
For this new class of tasks, we obtain a 1
θ(δ) ·(1+)-approximation
algorithm with a complexity ofO(n log n

) to minimize the makespan;
here, θ(δ) = µ(δ) − O( 1m ): under a particular δ, the value of
µ(δ) is a constant, and the algorithm achieves an approxima-
tion ratio closely approaching the constant 1
µ(δ) since m is large
in large-scale parallel computations. For realistic values of δ,
our bounds outperform previous bounds (for makespan mini-
mization), thus showing that our newly defined class of tasks
enables the design of more efficient algorithms, e.g., µ(8) and
µ(64) are 34 and
10
11 , respectively. As a by-product, we also pro-
pose a θ(δ)-approximation algorithm with a complexity O(n2)
to maximize the social welfare by a deadline. Our work is the
first to consider this objective for moldable tasks.
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Appendix A. Computation for Feasible Parameters
Appendix B. Proof of Lemma 5.1
The minimum workload of each task T j is D j,γ( j,τ) when as-
signed the minimum number of processors in order to be com-
pleted by τ. We consider a relaxed scheduling problem: each
task T j has a value v j, a workload D j,γ( j,τ), and a deadline τ;
however, T j can be executed on any number of processors and
partial execution of T j by time τ will yield partial value lin-
early proportional to the amount of processed workload D′j,
i.e., v j · (D′j/D j,γ( j,τ)). In the problem of this subsection, we
assume in an optimal solution that S∗ denotes the set of tasks
selected to be processed, and each task T j ∈ S∗ is assigned
p∗j processors; the optimal social welfare is
∑
T j∈S∗ v j. Since∑
T j∈S∗ D j,p∗j ≤ τ · m and D j,p∗j ≥ D j,γ( j,τ) where γ( j, τ) ≤ p∗j , a
feasible solution of the relaxed problem is scheduling S∗ where
the workload of each task is D j,γ( j,τ); thus, we conclude that
the optimal social welfare of this relaxed problem is an upper
bound of
∑
T j∈S∗ v j.
In the relaxed problem, the maximum workload that can be
processed on m processors in [0, τ] is m·τ, and it is equivalent to
a fractional knapsack problem (Wikipedia, 2017): a knapsack
has a capacity m · τ and there are n divisible items, each with a
size D j,γ( j,τ) and a value v j; its optimal solution is just like what
is described before this lemma: choose the firstσ items with the
highest marginal values to fill the knapsack where possibly only
a fraction of the last item could be packed into the knapsack.
Hence, its optimal social welfare is v1 + v2 + · · ·+ vσ−1 + β · vσ,
which is an upper bound of the optimal social welfare of the
problem of this subsection
∑
T j∈S∗ v j; the lemma thus holds.
Appendix C. The Initial Value of U in Section 5.1
The values of H, δ′ and ν are determined by the parame-
ter δ and could be computed by Algorithm 3. As introduced in
Section 1 in the main manuscript, we have that δ ≥ 3; then, we
have ν ≥ 2 and H ≥ 3 where r = (H − 1)/H ≥ 2/3. When the
initial value of U is 2 · n · maxT j∈T {t j,1}, which is ≥ two times
the total execution time of all tasks when every task is assigned
one processor, where |T | = n. Then, we have for all T j ∈ T that
γ( j,U) = 1, and t j,γ( j,U) ≤ U/2 < r ·U. As illustrated in Fig. 1 in
the main manuscript, all tasks of T belong toA′′, and the other
A′,AH−1, · · · ,Aν are empty; all tasks of A′′ can be sequen-
tially completed by time U on δ′ processors since t j,1 = t j,δ′ · δ′.
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Algorithm 3: Search Procedure to Feasible Parameters
/* seek the maximum possible H under which there
exist feasible δ′, ν, xν, · · · , xH−1 such that
Inequalities (2b), (2c), (3b), (3c) and (5) are
satisfied */
/* By (5), we have 1 ≤ H − 1 ≤ δ, H − 1 ≤ δ′ ≤ δ, and
1 ≤ ν ≤ H − 1 */
1 for H ← δ + 1 to 2 do
2 for δ′ ← δ to H-1 do
3 for ν← 1 to H − 1 do
4 r ← (H − 1)/H;
5 temp1← ν
δ′ · r + r, temp2← ν−1δ′ · r + r;
6 if temp1 ≥ 1 ∧ temp2 < 1 then
// (2b) and (2c) are satisfied; next,
we go to seek feasible xν, · · · , xH−1
under the current H, δ′, ν
7 f lag← an array of H − 1 elements
whose initial values are all set to 0;
/* for every h ∈ [ν,H − 1], if a feasible
xh exists, we will set f lag(h) to 1
*/
8 for h← ν to H − 1 do
9 for xh ← 1 to
⌈
δ′
r·h
⌉
do
// the upper bound of xh is
determined by (3b)
10 temp3← h
δ′ · r · xh,
temp4← max
{
1 − r, h−1
δ′
}
· xh;
11 if (temp3 ≤ 1) ∧ (temp4≥ r) then
// (3b) and (3c) are
satisfied, and a
feasible xh is found
12 f lag(h)← 1;
13 break;
14 temp5← the sum of all the element’s
values of the array f lag;
15 if temp5 = H − ν then
// we have found all feasible
xν, · · · , xH−1 under the maximum
possible H
16 exit Algorithm 3;
Hence, UnitAlgo can produce a feasible schedule of all tasks of
T by time U (mainly see lines 1 and 13 of Algorithm 1 in the
main manuscript) when the value of U is 2 · n ·maxT j∈T {t j,1}.
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