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Introduction
Using the Gaussian distribution as a statistical model for data sets is widespread, especially in practice. However, departure from normality seems to be more the rule than the exception. Take, for instance, the distribution of continuous returns (i.e. differences of consecutive log-prices) of financial data which displays more kurtosis than that permitted under the assumption of normality (cf. Fama, 1965) . Roughly the same phenomenon can be observed for the mass-size distribution of aeolian sand deposits (cf. Barndorff-Nielsen, 1977) . In order to construct distributions which are more leptokurtic than the normal distribution, several methods have been developed in the statistical literature. So-called normal-variance mixtures are very popular, where the scaleparameter of a Gaussian distribution itself is assumed to follow a distribution on the positive axis. For example, mixing the zero-mean normal distribution with the generalized inverse Gaussian distribution leads to the symmetric hyperbolic distribution. Alternatively, a non-linear transformation can be applied to a standard normal distribution to obtain a more flexible distribution family. This approach dates back to Tukey (1960 Tukey ( , 1977 , who introduced the H−transformation, where a parameter h controls the amount of kurtosis and elongation, respectively. One property of the H−transformed normal distribution ("H−distribution") is that moments exist only up to a certain order (see also MacGillivray, 1981 , MacGillivray and Belanda, 1988 and Martinez and Iglewicz, 1984 . Haynes et al. (1997) proposed another transformation, the so-called K−transformation, which exhibits similar properties than the H−transformation, but ensures that all moments of the K−transformed normal distribution ("K−distribution") exist. However, empirical studies of leptokurtic data show (cf. Fischer et al., 2003 ) that the fit of K−distributions is worse than that of the H−distribution, especially in the tails. The aim of this paper is "to bridge this gap", i.e. to introduce a transformation -we call it J−transformation -that induces a distribution with existing moments but with a similar goodness-of-fit than the H−distribution. By means of so-called elongation generating functions we show that the strength of tail elongation of the J−transformation is less than that of the H−transformation but higher than that of the K−transformation.
Elongation versus kurtosis
According to Hoaglin (1984, p. 148 ) and probably also to Tukey, elongation is closely related to the notion of "tail strength". Investigating the elongation of data or distributions means comparing the tail strength of empirical or theoretical distributions with the tail strength of the Gaussian or normal distribution. I.e. while tail strength is an absolute concept, elongation is (through the comparison with the normal distribution) a relative concept. The normal distribution has an undefined tail strength, but a neutral elongation which is assigned to zero by a suitable elongation measure. In general, transformations which shorten the tails can be considered, too. However, within this work, we focus on tail-increasing transformations or, equivalently, on elongation measures which are required to be positive. Note that elongation is one component of the shape of distributions which is independent of location and scale.
On the other hand, the notion of kurtosis is not uniquely defined in the literature. Originally, kurtosis was identified with the fourth standardized moment which should serve as a measure for the "sharpedness" or the "peakedness" of a distribution (see, for example, Oja (1981) , p. 165). Kaplansky (1945) has already exemplified that the fourth standardized moment does not preserve a peakedness order. In the sense of Finuncan (1964), the fourth standardized moment is a measure for "a prominent peak and a prominent tail", whereas Ali (1974) reduces this notion to a measure of tail strength. Darlington (1970) even speaks of a measure of bi-modality. At the latest in the work of Oja (1981) kurtosis is discussed apart from the notion of the fourth standardized moment. Oja discusses a kurtosis model, introduces a kurtosis ordering and finally shows that the fourth standardized moment preserves that ordering under certain conditions and therefore can be seen as a specific kurtosis measure. The kurtosis model of Oja (1981) is based on van Zwet (1964), who introduced a partial ordering of kurtosis S on the set of symmetric distribution functions F s . Let F, G ∈ F s and µ F denote the location of symmetry of F , then S is defined by
and means that G has higher kurtosis than F . Balanda and MacGillivray (1990) generalized this partial ordering of van Zwet by using so-called spread functions defined as symmetric differences of quantiles:
In the sense of Balanda and MacGillivray (1990) , an arbitrary continuous, monotone increasing distribution function F has less kurtosis than an equal distribution function Groeneveld (1998) states a whole class of quantile-based kurtosis measures which preserves the kurtosis ordering mentioned above. It is generally accepted that kurtosis cannot be characterized only by the fourth standardized moments. One component of this concept is the tail strength which is also denoted by elongation, if a comparison is based on the tail strength of the normal distribution. Therefore, elongation measures are specific kurtosis measures.
Elongation transformations: A review
Let Z be a standard normal variate. Note that most of the results can be also derived for a random variable which is symmetric around the median 0 and which has continuous distribution function. Define
where T is a suitable elongation transformation. Hoaglin (1983) postulated some plausible requirements to T. Firstly, T should preserve symmetry, i.e. T(z) = T(−z) for z ∈ R and we therefore have to discuss T only on the positive axis. Secondly, the initial distribution T should hardly be transformed in the centre, i.e. T(z) = z + O(z 2 ) for z ≈ 0. Finally, in order to increase the tails of the distribution, we have to assure that T is accelerated strictly monotone increasing for positive z > 0, i.e. T (z) > 0 and T (z) > 0 for z > 0. Consequently, T is strictly monotone increasing and convex for z > 0. Conversely, a shortening of the tails takes place, either if T is strictly monotone increasing with negative second derivation or if T is not monotone but concave for z > 0. Differentiability and monotony imply that T (0) = 0. An example which satisfies the aforementioned conditions is the H−transformation of Tukey (1960 Tukey ( , 1977 given by
The corresponding distribution of X from (1) is termed as family of H−distributions, or simply as H−distribution. H h (Z) introduces elongation through the factor h: In the normal case, the distribution of X is leptokurtic for h > 0 and platykurtic for h < 0. The amount of kurtosis is determined by the parameter h. For h < 0, the support of the random variable X is a finite interval and the distribution of X is U -shaped (cf. Klein and Fischer, 2002) . A special case of the H−distribution is the normal distribution (h = 0). Moreover, moments of X only exists up to order n < 1/h. Haynes et al. (1997) introduced another elongation transformation ("K−transformation") by
where the elongation is governed by the parameter k. Different H− and K−transformations are plotted in figure 1 , below. It can be proved that all moments of K−transformed normal distributions exist. 
J-transformation: Definition and properties
Basic elements of the J−transformation are the hyperbolic cosine, the hyperbolic sine and the hyperbolic tangens function which are given by
The corresponding graphs can be seen in figure 2(a), below. Note that cosh(z) = sinh(z) and tanh(z) = 1 − tanh(z) 2 . Next, the J−transformation will be defined by means of the hyperbolic cosine function.
Definition 1 (J−transformation)
For z, j ∈ R, the J−transformation is defined by 
and
Because z tanh(z) is non-negative for all z ∈ R, J j (z) ≥ 1 for positive j. In this case, lim
p denote the positive root of 1 + jz tanh(z). For j < 0, the first derivative is both positive iff |z| < z * p and negative iff |z| > z * p . Now, lim z→∞ J j (z) = lim z→−∞ J j (z) = 0. Consequently, J j isn't a one-to-one mapping with maximum at z * p and minimum at −z * p . Some curves of J j and J j are illustrated in figure 3. 
has no closed form and therefore be approximated numerically.
Lemma 2 (J− versus H−, K− transformation)
Suppose j = h = k > 0 and c * ≈ 2.98. The following relations hold between the J−transformation on the one hand and the H−/K−transformation on the other hand:
Proof: Suppose z ≥ 0 and h = j ≡ c > 0. Then we have to show that
From (2) and (4), this difference is given by
It is sufficient to show that D(z) ≡ 0.5z 2 − ln(cosh(z)) ≥ 0. This, however, follows from (8) can be verified.
Generating elongation transformations by means of elongation generating function
First we introduce the class of elongation generating function which can be used to compare the strength of elongation for different transformations and to construct new transformations. 
Definition 2 (Elongation generating function)
Note that condition E4' (f (z) > 0 for z > 0) together with E3 imply condition E4 which ensures that the second derivation of the corresponding transformation will be positive
, E4 can be interpreted as an elasticity condition.
Moreover, E1 and E2 imply that f (0) = 0. 
is an elongation transformation with parameter θ in the sense of Hoaglin (1983) .
Proof: From equation (9), T θ,f (z) = z + O(u 2 ) for z ≈ 0, Moreover, T θ,f is symmetric around the origin. Finally, for z > 0
This follows from the assumptions on f . 1. E−transformation: E e (z) ≡ z exp(e cosh(z)).
H−transformation of Tukey (1960):
4. K−transformation of Haynes et al. (1997) :
By the end of this work we will focus on the J−transformation, because H− and K−transformation have been extensively studied in the literature. Further discussion of the E−transformation is factored out to future research.
J−transformed symmetrical distributions: Density, quantiles, moments and kurtosis ordering
Let Z denote a standard normal distribution, for simplicity. Most of the following results can be applied to arbitrary symmetric distributions as well. From the previous section it follows that J j is a kurtosis family in the sense of Hoaglin (1983) . Let the random variable X be defined as
Obviously, the properties of the distribution of X (which we simply call J−distribution) depend on the sign of j. For j = 0, X reduces to a normal distribution with mean µ and variance σ. In particular, for j > 0, J j (z) ≥ 1 and J j (z) > 0 for z > 0. Therefore, J j is strictly monotone increasing and convex for z > 0 and makes the tails of the distribution of X longer. Applying methods of variable transformations, the following theorem is easily obtained:
Theorem 2 (Density and quantiles of X) Assume j > 0.
Let J −1 j
denote the inverse mapping of J j . Then the probability density function f X (x) can be determined by
) . Note that for j < 0, J j is not a one-to-one mapping. However, J j,1 (z) ≡ J j (z) for |z| < z * p is strictly monotone increasing and J j,2 (z) ≡ J j (z) for |z| > z * p is strictly monotone decreasing. Let J −1 j,i denote the inverse function of J j,i , i = 1, 2. Then, the corresponding density is given by
The p-quantiles of X can be obtained from the p-quantiles of Z by means of
for µ + σJ j (z p ) < x < µ + σJ j (z p ). The ambiguity of J j for negative j makes the calculation of the quantiles of X slightly more complicated. Details are neglected within this work and we refer to Klein and Fischer (2002) for a similar discussion in the context of symmetrical H−distributions.
Theorem 3 (Existence of moments) Let Z denote a Gaussian random variable and define
Proof: By assumption, Z is symmetrically distributed around 0. Consequently,
j is also symmetrically distributed around 0 for j > 0. In particular,
provided that this integral exists. The last inequality can be derived from
It will be shown that the power moments of X j for integer values of j exist. If j is not integer we can use the inequality
to prove the existence of the power moments of X j for arbitrary j > 0. Let µ i , i = 1, 2, . . . denote the power moments of Z. For j ∈ N, using quadratic completion,
Note that because Z is standard normal, Finally it will be shown that the J−distributions can be ordered in the sense of van Zwet (1964).
Theorem 4 (Kurtosis ordering)
Proof: According to condition (B) we have to show that S F j 2 (S
is twice differentiable, it is sufficient to verify that the second derivative is positive. Applying standard calculus and using u ≡ F j 1 (x), the first derivative is given by
From equation (14), the second derivative can be derived as
With cosh(u)
and equation (15), a (u) · (cosh(u) j 1 (1 + uj 1 tanh(u))) 2 is given by
Note that cosh(u) > 0 and tanh(u) ≥ 0 for 0 ≤ u ≤ 1. Using du dx > 0, the result follows immediately.
Application to financial return data
In order to compare results concerning the fit of the transformed distributions, we focus on the series of the US dollar exchange rate for the British pound from January 1995 to December 2002 (N = 2014 observations) which can be obtained from the PACIFIC (Policy Analysis Computing & Information Facility in Commerce) Exchange Rate Service of the University of British Columbia. 1 The series of prices and corresponding log-returns are given in figure 6. The (sample) mean of the log-returns is −0.0014 with a (sample) standard deviation of 0.4779. Moreover, there seems to be no remarkable skewness in the data set (the skewness coefficient -measured by the third standardized moments -is given by by 0.0929), whereas the kurtosis coefficient -in terms of the fourth standardized moments -is 4.8122, reflecting the remarkable leptokurtosis of the data. This is the reason why we apply the elongation transformation to different symmetric distributions (i.e. Gaussian, logistic and Student distribution with 7 degrees of freedom) only.
Applying the Lagrange multiplier test of Engle (1982) to the data we come across the presence of ARCH-effects. To overcome this problem, we "pre-whiten" the log-returns by fitting a GARCH(1,1) model and considering the GARCH residuals in addition to the log-returns. The mean of the residuals is −0.0062, the standard deviation is given by 1.0004. Moreover skewness and kurtosis coefficient are 0.0891 and 4.9661, respectively.
Four criteria have been employed to compare the goodness-of-fit of the different candidate distributions. The first is the log-Likelihood value (LL) obtained from the MaximumLikelihood estimation. The LL-value can be considered as an "overall measure of goodness-of-fit and allows us to judge which candidate is more likely to have generated the data". As distributions with different numbers of parameters N k are used, this is taken into account by calculating the Akaike criterion given by
The third criterion is the Kolmogorov-Smirnov distance as a measure of the distance between the estimated parametric cumulative distribution function,F , and the empirical sample distribution, F emp . It is usually defined by
Finally, Anderson-Darling statistic is calculated, which weights |F emp (x) −F (x)| by the reciprocal of the standard deviation of F emp , namely F (x)(1 −F (x)), that is
Instead of just the maximum discrepancy, the second and third largest value, which is commonly termed as AD 1 and AD 2 , are also taken into consideration. Whereas K emphasizes deviations around the median of the fitted distribution, AD 0 , AD 1 and AD 2 allow discrepancies in the tails of the distribution to be appropriately weighted. The results of the Maximum likelihood estimation are summarized in table 2 and 3, below. Note that µ and δ denote the location and scale parameter, respectively. As expected, application of elongation transformations to different symmetric distributions leads to a significant improvement of all goodness-of-fit measures: The less the kurtosis of the original distribution the better the improvement. Transforming the Studentt(7) distribution only slightly improves the goodness-of-fit. Moreover, transformed Gaussian distributions provide a better fit than transformed logistic or transformed Student-t(7) distributions do. Consequently, for our data set we recommend applying the transforms to the Gaussian distribution (or distributions with similar kurtosis) only, at least for leptokurtic data. Within that class the J−transformation outperforms both the K−transformation and the H−transformation (concerning both the global fit and the fit of the tails).
The fit of the J−transformed Gaussian distribution is illustrated in figure 7 , below. 
Summary
Within this work we have proposed an alternative elongation transformation -the socalled J−transformation -and derived some basic properties of this transformation. By means of elongation generating functions we have shown that the J−transformation generates less elongation than the H−transformation but more elongation than the K−transformation. In particular, we have proved that all moments of J−transformed Gaussian distributions exist and that the parameter j > 0 of the J−transformation is a kurtosis parameter in the sense of van Zwet (1964). Finally, by means of forex data, we empirically investigated the influence of the elongation transformation on different symmetric distributions and demonstrated the excellent fit of J−transformed Gaussian distributions.
