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We bound exponential sums along the orbits of essentially arbitrary
multivariate polynomial dynamical systems, provided that the orbits
are long enough. We use these bounds to derive nontrivial
estimates on the discrepancy of pseudorandom vectors generated
by such polynomial systems. We generalize several previous results
and in particular suggest a new approach that eliminates the need
to control the degree growth of the iterations of these polynomial
systems, which has been an obstacle in all previous approaches.
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1. Introduction
1.1. Background and outline of our results
In this paper we study the sequences generated by the iterations
f (k)i = f i
(
f (k−1)1 , . . . , f
(k−1)
m
)
, i = 1, . . . ,m, k = 1,2, . . . , (1)
* Corresponding author.
E-mail addresses: alina.ostafe@math.uzh.ch (A. Ostafe), epelican@univ-ovidius.ro (E. Pelican), igor@ics.mq.edu.au
(I.E. Shparlinski).1071-5797/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.ffa.2010.05.002
A. Ostafe et al. / Finite Fields and Their Applications 16 (2010) 320–328 321where f (0)i = Xi , i = 1, . . . ,m, of m polynomials
f j(X1, . . . , Xm) ∈ Fp[X1, . . . , Xm], j = 1, . . . ,m,
over a ﬁnite ﬁeld Fp of p elements, where p is a prime. For these sequences we obtain bounds of
exponential sums and also of discrepancy, provided that their period is large enough.
Previous approaches have been based on the precise knowledge of the growth rate of the de-
grees of the iterations of the polynomial system F = ( f1, . . . , fm). Typically one expects that the
degree grows monotonically with an exponential rate, which is indeed always correct in the case of
one nonlinear univariate polynomial (that is, for m = 1). However, it has been shown [22,24,25] that
for m  2 there are polynomial systems with a much slower (but still strictly monotonic) rate of
growth.
In [6,8] in the case of very special polynomial systems (with f i = Xi−1, i = 2, . . . ,m) three groups
of conditions have been suggested which guarantee the monotonic growth of the ﬁrst component of
the iterations.
In this paper we suggest a new approach, based on some combinatorial arguments, which avoids
the need to verify this property. It applies to arbitrary polynomial systems, such that their iterations
on Fmp -vectors generate suﬃciently long trajectories. We remark that this condition is anyway needed
for the bound of exponential sums to be nontrivial so it is not an additional restriction. In particular,
as two very special cases of our results we recover those of [6,8].
1.2. Previous results
We note that in the special case of one linear univariate polynomial over a residue ring or a ﬁnite
ﬁeld such iterations, known as linear congruential generators, have been successfully used for decades
in the theory of quasi-Monte Carlo methods, see [16,17].
Unfortunately, in cryptographic settings, such linear generators have been successfully attacked
[3,5,10–12,14] and thus deemed unusable for cryptographic purposes. It should be noted that nonlin-
ear generators have also been attacked [1,2,7,9], but the attacks are much weaker and do not rule out
their use for cryptographic purposes (provided reasonable precautions are made).
Motivated by these potential applications, the statistical uniformity of the distribution (measured
by the discrepancy) of one and multidimensional nonlinear polynomial generators have been studied
in [6,8,18,20,21,27].
In the papers [6,8] the authors considered polynomial generators given by F = { f1, . . . , fm}, where
f1, . . . , fm ∈ Fp[X1, . . . , Xm] are such that
deg f1  2, and f i(X1, . . . , Xm) = Xi−1, i = 2, . . . ,m,
and the elements in the sequence are generated by iterations of the nonlinear polynomial f1. In
[6,8], for the polynomial f1 of several various types, nontrivial bounds for exponential sums, and thus
for the discrepancy of the corresponding sequences are given. For these classes of polynomials the
degrees of the iterations of the polynomial f1 grow strictly monotonically, which is essential for the
approach of [6,8].
Furthermore, in the series of papers [22,24,25] the authors have considered multivariate polyno-
mial systems F = { f1, . . . , fm} of m polynomials over a ﬁnite ﬁeld Fp having the “triangular” form
f1(X1, . . . , Xm) = X1g1(X2, . . . , Xm) + h1(X2, . . . , Xm),
f2(X1, . . . , Xm) = X2g1(X3, . . . , Xm) + h1(X3, . . . , Xm),
. . .
fm(X1, . . . , Xm) = gmXm + hm,
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every variable i = 1, . . . ,m− 1, and some gm,hm ∈ Fp with gm = 0. For this class of polynomials, it is
shown in [24] that the degrees of the iterations of the polynomials f i , i = 1, . . . ,m, grow signiﬁcantly
slower (polynomially) than it is usually expected (exponentially), which in turn leads to much better
estimates of exponential sums, and thus of discrepancy, for vectors generated by these iterations. The
case when the polynomials gi , i = 1, . . . ,m−1, are constant elements in Fp is presented in [23] where
it is shown that estimating exponential sums with the polynomials f1, . . . , fm reduces to estimating
only linear exponential sums.
1.3. Notation
Throughout the paper, the implied constants in the symbols ‘O ’ and ‘’ may occasionally, where
obvious, depend on the degree D of the polynomial systems and the number of variables m and are
absolute otherwise. We recall that the notations A = O (B) and A  B are both equivalent to the
assertion that the inequality |A| cB holds for some constant c > 0.
2. Preparations
2.1. Polynomial systems and their iterations
For a system
F = { f1(X1, . . . , Xm), . . . , fm(X1, . . . , Xm)}
of m polynomials over the ﬁeld Fp , we denote by F (k) = { f (k)1 , . . . , f (k)m } the k-th iteration of F , that
is,
F (0) = {X1, . . . , Xm}
and the polynomials f (k)i are given by (1) for k = 1,2, . . . , and i = 1, . . . ,m. In particular,
F (1) =F .
We consider sequences of vectors un = (un,1, . . . ,un,m) ∈ Fmp deﬁned by a recurrence congruence
modulo a prime p of the form
un+1,i = f i(un,1, . . . ,un,m), n = 0,1, . . . , (2)
with some initial values u0 = (u0,1, . . . ,u0,m).
Using the following vector notation
un = (un,1, . . . ,un,m)
and
F = ( f1(X1, . . . , Xm), . . . , fm(X1, . . . , Xm)),
we have the recurrence relation
un+1 =F(un), n = 0,1, . . . .
Clearly, for any n,k 0 and i = 1, . . . ,m we have
un+k,i = f (k)i (un,1, . . . ,un,m)
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un+k =F (k)(un).
Clearly the sequence of vectors {un} is eventually periodic with some period t  pm , that is, for
some integer s 0
un+t = un, n s.
We always assume that s and t are chosen to minimize the sum
T = s + t  pm.
Thus, in particular, T is the trajectory length of the iterations of the initial vector u0 and hence the
vectors u1, . . . ,uT are pairwise distinct.
2.2. Nonvanishing of some linear combinations
Lemma 1. LetF = { f1, . . . , fm} ⊂ Fp[X1, . . . , Xm] be a system ofm polynomials over Fp of degree at most D.
Assume that for some initial vector u0 ∈ Fmp the sequence of vectors {un} given by (2) has the trajectory of
length T . Then for any nonnegative integers k <  T /pm−1 − 1 and any nonzero a = (a1, . . . ,am) ∈ Fmp ,
Fa,k, =
m∑
i=1
ai
(
f ()i − f (k)i
)
,
is a nonconstant polynomial of degree
deg Fa,k, = O
(
D
)
.
Proof. The degree bound is immediate.
We now assume that for some nonnegative integers k <  < T /pm−1 and nonzero a =
(a1, . . . ,am) ∈ Fmp the polynomial Fa,k, vanishes, that is, we have the identity
m∑
i=1
ai f
()
i (X1, . . . , Xm) =
m∑
i=1
ai f
(k)
i (X1, . . . , Xm).
Substituting f (h)i instead of Xi , i = 1, . . . ,m, we obtain the identity
m∑
i=1
ai f
()
i
(
f (h)1 , . . . , f
(h)
m
)= m∑
i=1
ai f
(k)
i
(
f (h)1 , . . . , f
(h)
m
)
or
m∑
i=1
ai f
(h+)
i (X1, . . . , Xm) =
m∑
i=1
ai f
(h+k)
i (X1, . . . , Xm).
Furthermore, if we put τ =  − k we see that for any n 
m∑
ai f
(n)
i (X1, . . . , Xm) =
m∑
ai f
(n−τ )
i (X1, . . . , Xm).i=1 i=1
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m∑
i=1
ai f
(n)
i (X1, . . . , Xm) =
m∑
i=1
ai f
(r)
i (X1, . . . , Xm)
and thus
m∑
i=1
aiun,i =
m∑
i=1
aiur,i . (3)
Since the right-hand side of (3) takes at most T /pm−1 − 1 possible values, if such a value is ﬁxed,
there are pm−1 possibilities for un to satisfy the corresponding linear equation over Fp . We see that
un takes at most (T /pm−1 − 1)pm−1 < T possible values, which contradicts the deﬁnition of T . 
3. Main results
3.1. Exponential sums
We put
ep(z) = exp(2π iz/p).
Our second main tool is the following immediate generalization of the Weil bound on exponential
sums (see [15, Chapter 5]) which we present in the following slightly generalized form.
Lemma 2. For any nonconstant polynomial F ∈ Fp[X1, . . . , Xm] of total degree D we have the bound
∣∣∣∣∣
p∑
x1,...,xm=1
ep
(
F (x1, . . . , xm)
)∣∣∣∣∣< Dpm−1/2.
We follow the scheme previously introduced in [18,19], and obtain a broad extension of the results
of [6,8]. In particular, we use Lemma 1 instead of the degree argument as in [6,8] to treat much more
general polynomial systems.
For an integer vector a = (a1, . . . ,am) ∈ Zm we introduce the exponential sum
Sa(N) =
N−1∑
n=0
ep
(
m∑
i=1
aiun,i
)
.
Theorem 3. Let the sequence {un} be given by (2), where the family of m polynomials F = { f1, . . . , fm} ∈
Fp[X1, . . . , Xm] is of degree at most D. Assume that the sequence {un} given by (2) has the trajectory length T .
Then for any positive integer N  T , the bound
max
gcd(a1,...,am,p)=1
∣∣Sa(N)∣∣= O (N1/2pm/2(log p)−1/2)
holds, where the implied constant depends only on D and m.
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k 0 we have
∣∣∣∣∣Sa(N) −
N−1∑
n=0
ep
(
m∑
i=1
aiun+k,i
)∣∣∣∣∣ 2k.
Therefore, for any integer K  1,
K
∣∣Sa(N)∣∣W + K 2, (4)
where
W =
∣∣∣∣∣
N−1∑
n=0
K−1∑
k=0
ep
(
m∑
i=1
aiun+k,i
)∣∣∣∣∣
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
ep
(
m∑
i=1
aiun+k,i
)∣∣∣∣∣.
As before, we deﬁne the sequence of polynomials
f (k)i (X1, . . . , Xm) ∈ Fp[X1, . . . , Xm]
by (1). Then using the Cauchy–Schwartz inequality and recalling that the vectors un , 0 n < N  T ,
are pairwise distinct, we derive
W 2  N
N−1∑
n=0
∣∣∣∣∣
K−1∑
k=0
ep
(
m∑
i=1
ai f
(k)
i (un)
)∣∣∣∣∣
2
 N
∑
w1,...,wm∈Fp
∣∣∣∣∣
K−1∑
k=0
ep
(
m∑
i=1
ai f
(k)
i (w1, . . . ,wm)
)∣∣∣∣∣
2
= N
K−1∑
k,=0
∑
w∈Fmp
ep
(
Fa,k,(w)
)
,
where the polynomial Fa,k, is deﬁned as in Lemma 1.
We now assume that
K 
⌈
T /pm−1
⌉
. (5)
Then for K pairs k and  with k = , we estimate the inner sum trivially by pm .
For the other O (K 2) pairs k and  we see from (5) that the conditions of Lemma 1 are satisﬁed so
we can apply Lemma 2 getting the upper bound DK−1pm−1/2 for the inner sum.
Hence,
W 2  KNpm + DK K 2Npm−1/2.
Inserting this bound in (4), we derive
Sa(N)  K−1/2N1/2pm/2 + DK/2N1/2p(2m−1)/4 + K .
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K =
⌈
0.4
log p
log(D + 1)
⌉
,
and notice that if, say, T  pm−1/2 then the bound of the theorem is trivial, and that for T > pm−1/2
the condition (5) is obviously satisﬁed. Now, after simple calculations, we obtain the desired re-
sult. 
Clearly, the bound of Theorem 3 is nontrivial starting with the values
T  N  pm/ logm.
3.2. Discrepancy
Given a sequence Γ of N points
Γ = {(γn,1, . . . , γn,m)N−1n=0 } (6)
in the m-dimensional unit cube [0,1)m it is natural to measure the level of its statistical uniformity
in terms of the discrepancy (Γ ). More precisely,
(Γ ) = sup
B⊆[0,1)m
∣∣∣∣ TΓ (B)N − |B|
∣∣∣∣,
where TΓ (B) is the number of points of Γ inside the box
B = [α1, β1) × · · · × [αm, βm) ⊆ [0,1)m
and the supremum is taken over all such boxes, see [4,13].
We recall that the discrepancy is a widely accepted quantitative measure of uniformity of distribu-
tion of sequences, and thus good pseudorandom sequences should (after an appropriate scaling) have
a small discrepancy, see [16,17].
Typically the bounds on the discrepancy of a sequence are derived from bounds of exponential
sums with elements of this sequence. The relation is made explicit in the celebrated Erdo˝s–Turan–
Koksma inequality, see [4, Theorem 1.21], which we present it in the following form.
Lemma 4. For any integer L > 1 and any sequence Γ of N points (6) the discrepancy (Γ ) satisﬁes the
following bound:
(Γ )  1
L
+ 1
N
∑
|a1|,...,|am|L
a21+···+a2m>0
m∏
j=1
1
|a j| + 1
∣∣∣∣∣
N−1∑
n=0
exp
(
2π i
m∑
j=1
a jγ j,n
)∣∣∣∣∣.
Now, combining Lemma 4 with the bound obtained in Theorem 3 and taking L = log p we ob-
tain:
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Fp[X1, . . . , Xm] of degree at most D. Assume that the sequence {un} given by (2) has the trajectory length T .
Then for any positive integer N  T , the discrepancy DN of the sequence
(
un,1
p
, . . . ,
un,m
p
)
, n = 0, . . . ,N − 1,
satisﬁes the bound
DN  pm/2N−1/2(log p)−1/2(log log p)m,
where the implied constant depends only on D and m.
4. Remarks and open questions
We note that the bounds of Theorems 3 and 5 coincide with those of [6,8] but apply to essentially
arbitrary polynomial systems. It is also obvious that Theorem 3 can be extended to additive character
sums with similar sequences over arbitrary ﬁnite ﬁelds.
Our approach also works for iterations of multivariate rational functions (one has to take care of
the poles, though).
One of the approaches to deriving stronger bounds is to use the idea of [21], see also [27], where
this idea has been ﬁrst introduced, albeit in a slightly less eﬃcient form. This idea leads to studying
the polynomials
Fa,k1,1,...,kν ,ν =
m∑
i=1
ai
ν∑
j=1
(
f
(k j)
i − f
( j)
i
)
(and proving that they do not vanish unless (k1, . . . ,kν) is a permutation of (1, . . . , ν)). Unfortu-
nately the argument of Lemma 1 does not apply to these polynomials. Thus, ﬁnding an alternative
way to study the polynomials Fa,k1,1,...,kν ,ν , even only for some special families of polynomial sys-
tems, is a challenging open question. One of the possible approaches is establishing the exact rate of
growth of the degrees of the iterations f (k)i , k = 1,2, . . . , i = 1, . . . ,m, which is a question of inde-
pendent interest.
Finally, obtaining a version of Lemma 1 without any conditions on k,  and T is important for the
application of the method of [26] for estimating the exponential sums Sa(N) and discrepancy DN on
average over the initial vectors u0 ∈ Fmp .
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