In this paper we construct the generalized Kodama state for gravity coupled to a Klein-Gordon scalar field in the homogeneous anisotropic case. The basic method is to generate an asymptotic expansion about the pure Kodama state, viewed as a vacuum with respect to thirdquantized fluctuations of the CDJ matrix. A result stemming from the semiclassical-quantum correspondence is a new effect, termed 'cosmological constant renormalization', which we allude should have observational consequences. Another main result of this work is to demonstrate a link through our new quantization procedure a direct link from Minkwoski spacetime physics to the Planck scale and vice versa by way of these states. While the main focus of this paper is to illustrate some of the specifics of the algorithm for constructing the states and associated issues, we relegate a thorough analysis of the observational implications and phenomenology to Part II and subsequent works.
Introduction
This paper continues the line of reasoning from [1] , [2] and [3] . In [1] we introduced the general formalism for the generalized Kodama state as a solution to the constraints of relativity coupled to matter fields, and in [2] we applied this formalism for a Klein-Gordon field in isotropic minisuperspace. In the present paper we solve the quantum constraints in anisotropic minisuperspace applied to the Klein-Gordon scalar field using the results of [3] . The concept of the expanding about the pure Kodama state is reminiscent of fluctuations of a second-quantized field theory relative to a vacuum state. Our method is analogous if one thinks of the CDJ deviation matrix ǫ ae as a third quantized field living on the manifold of configuration space variables (A a i , φ), with the pure Kodama state Ψ Kod acting as the vacuum state.
In field theory, one defines propagation by the creation and annihilation of particles defined by a field with respect to a vacuum. In the present paper we introduce the concept of the propagator for ǫ ae as derived from its momentum space version. In minisuperspace the Hamiltonian constraint acts as a kind of functional Laplacian operator which must be inverted in order to solve the constraint. We perform this inversion by momentum space methods, covered in [4] , in direct analogy to the case for particles as in field theory. It is necessary in ordinary field theory to deform the integration contours in momentum space in order to obtain convergent Green's functions. In the case of the Ashtekar variables this technique seems more natural since the Ashtekar variables are complex. The corresponding requirement of convergence of the configuration space Green's functions might have to do with reality conditions on these variables, though we do not pursue this concept in detail in this work. The propagator is necessary to solve the constraints at the linearized level. 1 One effect at the linearized level of the state is the propagation of configurations which preserve topological sectors. To fully solve the constraints one must iterate the linearized solution by including the nonlinear terms, seen as interaction vertices of a third quantized theory, encoded in the error vector. The effect of the error vector is to generate the higher topological sectors, indexed by powers of a parameter, which in turn get propagated at the linearized level. In this way we generate an asymptotic expansion about the pure Kodama state. We carry out this expansion just to second order in this work and prove ites convergence.
The format of the present paper is as follows. In section 2 we perform the reduction to anisotropic minisuperspace of q 0 , q 1 and q 2 , the terms necessary to solve the Hamiltonian constraint. In section 3 we write the constraints as a set of three equations in three unknowns, and then transfrom the set into vector notation. It is necessary to isolate the matrix comprising the linearized part of the constraints in order to define the propagator for the system, and then iterate the linearized solution. In section 4 we apply the interation procedure to the case of a Klein-Gordon scalar field, carried out to second order, and prove convergence of the iteration. This does not take into account the mixed partials condition, which accounts for the backreaction between gravity and matter due to consistency of the quantization procedure. In sections 5, 6 and 7. We save we carry out the iteration procedure, taking into account the mixed partials condition. The result is to cause the series to diverge already at the linearized level, which limits the allowable scalar potentials to numerical constants. There is a renormalization of the cosmological constant even in the case of a constant scalar potential, due to the effects of the quantization procedure introduced in [1] . We relegate the construction of finite states with Λ renormalization for nonconstant scalar potentials, demonstrating convergence of the iteration, to Part II, which would invalidate any conclusions that naively such states might not exist due to the results of Part I. We also include a brief excerpt on normalizability for generalized Kodama states.
Anisotropic minisuperspace reduction of the quantum Hamiltonian constraint
The Wheeler-DeWitt equation for a Klein-Gordon field with self-interaction potential V (φ) coupled to gravity in Ashtekar variables in anisotropic minisuperspace might be given, by conventional methods, by (Λ + GV (φ))( G)
(a 2 a 3 )
∂φ 2 Ψ(a 1 , a 2 , a 3 , φ) = 0 (1) Equation (1) was obtained by anisotropic minisuperspace reduction of the Hamiltonian constraint prior to quantization. However quantization must be performed prior to minisuperspace reduction in order to exploit the exhaustive application of the canonical commutation relations, according to our new method. This has the effect of rearranging the parameters of the Klein-Gordon field into separate orders of singularity. The quantized Hamiltonian constraint of the full theory is of the form [1] HΨ GKod = q 0 + Gδ (3) (0)q 1 + ( Gδ (3) (0)) 2 q 2 Ψ GKod = 0.
In order for the minisuperspace reduction to have arisen from the full quantized theory, the conditions q 0 = q 1 = q 2 = 0 must first be satisfied in (2) , which also has the effect of eliminating ultraviolet infinities. This is a set of three conditions that determine all CDJ matrix elements 2 Ψ ae , unlike (1) which is only one condition on the wavefunction. In order to solve the quantized Hamiltonian constraint one expands about the pure Kodama state via the Ansatz
where ǫ ae is the CDJ deviation matrix. The Hamiltonian constraint then becomes a condition on ǫ ae , fixing the coefficients of the quantum singularities to be [1] , [3] q 0 = GΩ 0 − |B| 12 Λ trǫ + 2V arǫ + Λdetǫ = 0; 
In ( 
where C a e = A a i B i e . For the kinematic constraints it suffices to note that the spatial homogeneity of the scalar field φ in minisuperspace trivializes the diffeomorphism constraint, just as the lack of a SU (2) − charge for the Lorentz scalar field φ trivializes the Gauss' law constraint [2] . With a total of six (kinematic) constraints trivialized, six out of nine CDJ matrix elements can be eliminated, leaving three undetermined elements. We choose these to be the diagonal elements Ψ ae = (Ψ 11 , Ψ 22 , Ψ 33 ), which correspond to diagonal CDJ deviation matrix elements ǫ ae = (ǫ 11 , ǫ 22 , ǫ 33 ), which must be fixed by the quantum Hamiltonian constraint conditions (4) . Also, as shown in [2] a diagonal CDJ matrix Ψ ae implies that the connection Ashtekar A a i = (a 1 , a 2 , a 3 ) must as well be diagonal. We are now ready to carry out the reduction of (4) to anisotropic minisuperspace.
Anisotropic minisuperspace reduction of q 0
Let us clarify what is meant by the term 'anisotropic minisuperspace' in the context used in this paper before we proceed. Anisotropic minisuperspace means that all components of the connection A a i are independent dynamical variables, spatially homogeneous and containing only time dependence. This implies that the connection, absent any symmetry reductions, would ordinarily contain nine degrees of freedom. In [2] we treated the regime of isotropic minisuperspace A a i = a(t) ∀a, i, which contains only one degree of freedom. Technically speaking, this paper treats a subset of the complete anisotropic minisuperspace in that the connection, being diagonal, contains three degrees of freedom owing to the trivialization of the kinematic constraints. Relative to [2] , it would be accurate to categorize the present work as anisotropic minisuperspace. Any degrees of freedom beyond three would require either the full theory, or a field transforming nontrivially under SU (2) − such as to include fermions. Note also that a diagonal connection A a i also implies a diagonal magnetic field B i a . Keeping these observations in mind one can write, using [2] , that
) with the identifications
where a 1 = a 1 (t), a 2 = a 2 (t) and a 3 = a 3 (t) are the diagonal elements of the connection. The ultimate goal in anisotropic minisuperspace, as in the full theory as introduced in [3] , is to write the constraints as a linear part plus nonlinear corrections, which are then solved by iteration. This decomposition was not necessary in the isotropic case treated in [2] , since it was possible to solve the quantum constraints exactly without iteration. The semiclassical part of the Hamiltonian constraint (4) in minisuperspace can be written
where we have made the identification detA = |A| = a 1 a 2 a 3 with the change of variables ξ a = lna a for a = 1, 2, 3. Note again that in the anisotropic minisuperspace case, unlike its isotropic minisuperspace counterpart, the diagonal elements of the connection constitute independent dynamical variables. 3 The left hand side of (7) comprises the linear part. The first term on the right hand side comprises an inhomogeneous term due to the presence of matter, and the second and third term are nonlinear corrections suppressed by powers of Λ.
Anisotropic minisuperspace reduction of q 1
Making use of the relation B i e = (A −1 ) i e detA and the relation |B| = |A| 2 one can simplify (5)
Also, using C d f = |A|δ d f , the nonderivative term in (4) quadratic in ǫ can be expressed in the following way
So we see that q 1 contains at least one of the variants of the CDJ deviation matrix. For the derivative term quadratic in ǫ we have, using (5),
We will also need the quantity
So q 1 in (4) can be written, using (12) and (11), as
Equation (12) 
due to a nondegenerate B i a . Equation (13) can finally be written as
where we have defined
Equation (14) has the analogous interpretation to (7), with the left hand side being linear and the right hand side consisting of an inhomogenoeus term plus nonlinear corrections suppressed by Λ.
Anisotropic minisuperspace reduction of q 2
We can now evaluate the functional Laplacian. It is given, for ǫ 33 by appendix A 1 4
Substitution of ξ 1 = lna 1 ; ξ 2 = lna 2 ; ξ 3 = lna 3 in (16),(18) leads to
Note that due to the nondegeneracy of detB = det 2 a, the point a e = 0 for any e = 1, 2, 3 must be excluded from the domain. Assuming no other restrictions on the domain one would have that 0 < a e < ∞ implies that −∞ < ξ e < ∞ for a = 1, 2, 3.
Commutative relationship of quantization to reduction
Just as the process of quantization does not commute with minisuperspace reduction of the full theory, we must emphasize that the same holds true when reducing within the realm of minisuperspace. In other words, one cannot obtain isotropic minisuperspace simply by reduction of anisotropic minisuperspace. The fundamental reason is that the degrees of freedom in the later are independent dynamical variables satisfying the commutation relations [a a , σ e ] = Gδ ae . If any of these degrees of freedom are set equal, then it invalidates the commutation relations. The isotropic minisuperspace case must be treated as a separate case, as in [2] 
Moving on to the second term of (20), we have
Continuing on, we have
One can now take note of the restricted nature of the degrees of freedom by way of the commutation relations. This leads to the identity
Combining the results of (21), (23) and (24), and making the definition ξ = lna leads to
which implies that the functional Laplacian projects onto the trace of the CDJ deviation matrix in the isotropic case. Note that (25) is not the same operator which one would obtain from equating the connection components (19) in the anisotropic case, the latter of which have been reduced to three degrees of freedom after, and not before, quantization of the full nine degrees of freedom in the connection. It appears naively that (25) differs from the expansion ∂ 2 /∂a 2 (a 2 trΨ) in [2] by a numerical factor of 4 which might cast doubt regarding the validity of the quantization procedure in [1] . However, a cursory check of the corresponding functional Laplacian part of the quantum Hamiltonian constraint in terms of the CDJ matrix Ψ ae shows that the solutions are not in contradiction with one another. The expansion yields
which implies, upon the cancellation of the inhomogeneous term of 36, the linear second-order differential equation
where we have defined ǫ = trǫ ae . Equation (27) has general solution
where A + and A − are arbitrary functions of the matter field φ and s ± are the roots of the characteristic equation s 2 + 3s + 6 = 0, given by
This implies a CDJ matrix of
To avoid contradiction with the isotropic solution of [2] , given by
for arbitrary functions b 1 and b 2 , one must have that A + = A − = 0 and that b 1 = b 2 = 0 or Ψ GKod = Ψ Kod , namely the pure Kodama state with ǫ ae = 0.
Matrix representation of the quantum Hamiltonian constraint
Now that we have established that the the solution of [1] is consistent with the solution due to minisuperspace reduction of all nine degrees of freedom of the full theory, we can proceed to cover the anisotropic minisuperspace case. The condition that the Hamiltonian constraint be satisfied, q 0 = q 1 = q 2 = 0 can be written, collecting (7), (14)
Making the identifications ǫ 11 = ǫ 1 , ǫ 22 = ǫ 2 , ǫ 33 = ǫ 3 , and likewise ∇ 11 = ∇ 1 , ∇ 22 = ∇ 2 , ∇ 33 = ∇ 3 and ∆ 11 = ∆ 1 , ∆ 22 = ∆ 2 , ∆ 33 = ∆ 3 , the system (32) can be written in the following matrix form
The quantized Hamiltonian constraint is a vector equation of the form
where
, and Q ′ 3 = 0. The hat symbol in (33) signifies a matrix of differential operators acting as a linear transformation on a 3-vector ǫ a . The right hand side consists of an inhomogeneous term comprising a model specific source part Q ′ minus a correction term E a . The correction terms are nonlinear in the vector ǫ a and are suppressed by powers of the cosmological constant Λ. Here, E 1 consists of the variance and the skewness of the gravitational field, given by
This term is accomodates any statistical fluctuations induced by the matter fields at the classical level. E 2 is the quadratic functional divergence of the gravitational field, which accomodates singular first-order quantum fluctuations of the matter fields at the quantum level. This is given by
with the identifications in (34), (35) of
and E 3 = 0. The system (32),(33) can be written in full-blown vector notation, leaving the hats off any operators, in the form
The matrix O f g is a matrix of differential operators given by
and the SU (2) − vector comprising the source term is given by
The solution to (37) can be written down by inspection by iterating the linearized solution. First one inverts the operator O to yield
By substituting the expression for ǫ g on the left-hand side of (38) in for itself on the right hand side, one can continue the process ad-infinitum to generate a power series expansion in the matter source term Q ′ a . Expanding to second order in Λ yields
.(39) which can be written in the form
The expansion (39), (40) has a convenient interpretation in terms of networklike Feynman diagrams. The error vector acts as a set of self-interaction vertices designed to receive disturbances from multiple matter sources and redirect them to other vertices. The action of the vertices is suppressed by powers of the dimensionless coupling constant GΛ. The functional propagator is the inverse of the kinetic operator, given by
The explicit derivation of the functional propagator by momentum space methods can be found in [4] . The main point is that the prescription for determining the inverse kinetic operator comes accompanied by a particular integration sequence in momentum space combined with particular boundary conditions. 5 On one last note, is a new term we define called 'Λ renormalization'. Cosmological constant renormalization occurs when the cosmological constant Λ becomes modified from its original form by a factor containing dependence upon the gravitational variables through some sort of asympottic expanision to give an effetive sosmological constant, as in Λ(φ) → Λ ef f (φ, a 1 , a 2 , a 3 ). This effect arises as a result of the quantization procedure which generates a series of the form (40). Note that a redefinition of Λ by matter field dependent terms is not a renormalization. Hence, Λ = Λ + GV (φ) does not count as a renormalization, since there is no acquired dependence upon gravitational variables.
4 The Klein-Gordon scalar field in anisotropic minisuperspace
Contact with physics below the Planck scale
We will now specialize to the case of a Klein-Gordon field coupled to gravity in anisotropic minisuperspace. First, we will choose the functional boundary conditions on the wavefunction Ψ GKod to impose the appropriate semiclassical limit in the regime where gravity is turned off. This should correspond, as argued in [1] to Klein-Gordon time-independent Schrödinger equation in 0 + 1 Minkowski spacetime in minisuperspace with a specific form of the self-interaction potential V (φ)
where E is the energy eigenvalue. As is known from ordinary quantum mechanics, the general solution to (41) can be obtained exactly for only a few types of scalar potentials such as, piecewise constant potentials, simple harmonic oscillator potentials (V ∼ φ 2 ), and a the potential for a hydrogen atom (V ∼ φ −1 ). For a more general potential one can invoke the WKB approximation to arbitrarily high order. To first order this is given by
For the purposes of coupling to quantum gravity we will need to compute the semiclassical matter conjugate momentum. This will serve as the aforementioned functional boundary condition f on the semiclassical matter conjugate momentum π comprising the mixed partials condition 6 [1], [2] . The function f for (42) is given by
The above procedure can be used to approximate f when V is specified. However, it is more suitable to specify f from the general form of a wavefunction Ψ exact [φ] = e i Θ , where Θ = φ f (ϕ)δϕ, and then derive the required
since the functional relationship of f to V can be determined exactly without approximation. From (44) the potential can be read off directly, which is then given by the functional relation
There are two quantities related to f which serve as inputs via the source term in the constraint equations (32)
and corresponding asymptotic expansion (39). They are the scalar field kinetic energy and functional divergence
Making the further identifications
one can then write Q ′ 1 = λ 2 η 2 and Q ′ 2 = λ 1 η 1 . This has the effect of separating the functional dependence of the gravitational from the matter 6 There is not really any restriction on the function f other than its dependence entirely on matter configuration variables φ. For phenomenological purposes it may be aesthetically pleasing to associate f to an experimentally observable classical limit below the Planck scale, or to impose other desirable conditions. variables to make it clearer that the functional propagator matrix U ae acts only on the gravitational variables, through the basis functions η k . 7 Note that Ω 0 and Ω 1 in general will contain explicit dependence upon the CDJ deviation matrix through the matter momentum π due to the mixed partials condition
where π is a c-number given byπΨ GKod = πΨ GKod . However, we will save the implementation of (48) till later in order to focus on the algorithm for the expansion. 8 Suffice it to note for the purposes of this paper that Minkowski physics has a direct input into quantum gravity via the matter momentum f and the mixed partials condition. 9
Application of the iteration procedure
The matrix form of the linearized part of the quantum Hamiltonian constraint to zeroth order reads 
Using the results of section 2 of [4] thatÛ 11 η 2 =Û 21 η 2 =Û 31 η 2 = −5vη 2 and U 12 λ 1 =Û 22 λ 1 =Û 32 λ 1 = 0, the solution can be written down by inspection
The solution at the linearized level resides within the n = 2 topological sector and is transparent to the functional divergence source encoded in λ 1 . It will be convenient to make the identification Λ ′ = Λ + GV which 7 We use inverse powers of the Ashtekar magnetic field to label topological sectors, as motivated in Appendix B. The basis function η k = det −k (A incorporates the matter contribution to the cosmological constant Λ. The zeroth order linearized solution is then given by 
This corresponds to an isotropic CDJ matrix Ψ ae , given to zeroth order by
The generalized Kodama state to this order then is given by
Plugging in (49) and using
where N is a normalization constant to be fixed by the normalization of the generalized Kodama state. Also, we have defined a length scale l of the universe due to integration over Σ in minisuperspace. Using the ξ variables and the fact that
where l is some characteristic length scale of the universe, leads to
Using the variables X = ξ 1 +ξ 2 +ξ 3 leads to a simplification of the remaining integral in (53)
which determines the state generalized Kodama state to this order, given by
According to the interpretation adopted by Chopin Soo and Lee Smolin in [5] , the Chern-Simons functional acts as a 'time' variable, for quantum gravity in the absence of a cosmological constant Λ. Since the the generalized Kodama states Ψ GKod require a Λ term, then by this interpretation the pure Kodama state Ψ Kod can be used as a configuration variable on the space of states. The significance of this is that one does not normalize a quantum state in time, therefore the Chern-Simons functional can serve as a variable of integration when computing norms for Ψ GKod in the presence of matter 10 .
Recall from [1] that the generalized Kodama states are based on the requirement that the magnetic field be nondegenerate (|B| = 0). When one considers that |B| = |A| 2 = (a 1 a 2 a 3 ) 2 = η 2 = e 2X , one realizes that the presence of matter fields coupled to quantized gravity imposes the restriction that the variable X be limited to the ranges −∞ < X < ∞. This corresponds to the range 0 < T ≤ ∞, where T = e X . This suggests that the generalized Kodama state, regarded as a composite variable, might be normalizable in the measure d(ℜe[T ]) provided that one takes into account the complexness of T . To zeroth order one has for the generalized Kodama state, labeled by the matter conjugate momentum π which we have suppressed, as well as the potential V (φ),
Iteration to second order
We next perform the second order iteration of the generalized Kodama state in order to illustrate the basic method. To obtain the next order in the solution one first computes the error vector based on the solution (ǫ a ) (0) , and then incorporates it into the source term of the constraints. The components of the error vector are given by
where in (58) we have used ∂/∂ξ a + 8 η k = (−k + 8)η a for all a. The components of the error vector can be written in the form, using (57) and (58), as
The corrected quantized Hamiltonian constraint to second order is determined by incorporating the first-order error vector into the zeroth-order solution via
The linearized solution, making use of section 2 from [4] , is
Using section 2 from [4] for the eigenvectors needed with respect to the basis vectors,Û
U a2 η 1 = 0;Û a2 η 2 = −vη 2 ;Û a2 η 3 = −2vη 3 ;Û a2 η 4 = −3vη 4 ;
one can write down the second-order solution as 
where ǫ is given by
A comparison of (61) to (49) shows that the iterative process has brought in topological sectors 4 and 6 to this order. A way to view the process is in terms of a Feynman-diagrammatic process in which the inverse kinetic operator U ae propagates the source, conserving its instanton number, and the error vector acts as an interaction vertex that introduces new sectors. The CDJ matrix for this order then is given by
Going through the analogous steps as before and making use of (55), one constructs the Ψ GKod to the second order in iteration
The procedure is then to construct the error vector corresponding to this iteration, which will introduce higher topological sectors, which are then propagated to make further contributions to Ψ GKod . We carry this computation out only to the second iteration in this paper. When carried fully out to all orders, one should obtain an expansion about Ψ GKod , labeled by the potential V (φ). The generalized Kodama state in terms of these quantities is given, making use of the definition detB = a 1 a 2 a 3 , by
where F is an even function of the dimensionless variable η, given by
for dimensionless numerical constants κ n , which is an asymptotic expansion about the pure Kodama state Ψ GKod . The first few coefficients are given by c 0 = 1, c 1 = 5/144v, c 2 = −425/864v, c 3 = −125/120v. So one can associate an 'effective' cosmological constant Λ ef f = (Λ + GV )/F (η). For comparison, in [2] simply at the semiclassical level of isotropic minisuperspace, ignoring the mixed partials condition, it was found that
, which is a nonperturbative result. 11
Criterion for convergence of the generalized Kodama state
Now that we have constructed an asymptotic expansion for the generalized Kodama state, a pertinent question is whether or not the series does in fact converge with a non-zero radius of convergence to a well-defined function.
The main input into Ψ GKod comes from the term Q = λ 2 = Q 0 , the product of the potential energy and the kinetic energy of the scalar field. Let us rewrite the second line of (65) in the following form which separates the gravitational from the matter dependence. Hence we have the following even function for the effective cosmological constant Λ ef f
Here, the coefficients g n are allowed to have dependence upon the field based upon the starting term Q ∝ λ 2 . A criterion for the convergence of a power series is the ratio test for an appropriate enumeration of the terms in the series. In this case we have arranged the series (66) in increasing powers of the variable η 2 , or in increasing even numbered topological sectors. It suffices to check the ratio r = g 2n /g 2n−2 of succesive terms in the series for large n to assess its convergence or divergence.
Take the series at a given order of iteration to be given by F n = g 2n η 2n + g 2n−2 η 2n−2 + · · · + g 4 η 4 + g 2 η 2 . To evaluate the finite generalized Kodama state at this order we must first apply the bare Green's function to F n , then apply the error vector and then assess the ratio at the (n + 1) th iteration.
The action of the Green's function is given by
Since the two highest-order terms form the dominant contribution, it is sufficient to focus on these two terms in what follows. Note that the series goes as U F n ∼ 4νn 2 (g 2n + g 2n−2 ) for large n. The ratio of successive terms is given by lim n→∞ r = g 2n /g 2n−2 , which is independent of the details of U . The next step then is to apply the error vector, keeping track of the leading-order terms. Starting with E 2 , we have
Moving on E 1 ,
The quadratic term of (69) goes as
which matches the corresponding orders in E 2 . Moving on to the cubic term of (69), we have the following
The highest order terms in (71) are the first two terms. In order to accurately perform the ratio test, one must first assess any contribution to the second highest term in (71), of order η 6n−2 , from (E 1 ) quadratic and from E 2 . The highest order of these is just η 4n . It suffices to note that 6n − 2 > 4n for n > 2, to realize that in the large n limit, the only contribution to the highest order terms resides in the cubic term. By the ratio test, the criterion for convergence becomes
There are three things to note regarding (72). First, the ratio is independent of the details of the error vector. Secondly, the ratio has acquired a factor of 1 3 relative to the ratio r at the linearized level of the propagator. Thirdly, the ratio is independent of the coefficients comprising the error vector. This ratio leaves the imprint of the zeroth order term Q 0 η 2 which has been extrapolated to infinitely high order. This implies a naive radius of convergence of detB > 3/Q 0 for the function F . This lower bound on the value of the determinant of the Ashtekar curvature enables one to avoid the topology changing singularity detB = 0 within the space of finite states.
Approach to the full-blown solution
We have so far applied the iteration procedure to find a wavefunction of the universe labelled by mixed variables (a 1 , a 2 , a 3 , φ; π). But we would like the input not to be π, but rather f = f (φ), the eigenvalue ofπ on Ψ GKod in the limit below the Planck scale where gravity is turned off. Only in this way can the semiclassical limit of full quantum gravity be probed via our method in this limit. We would like to find a unique nonperturbative solution (ǫ(a a , φ), π(a a , φ)) f from the starting function f and the scalar potential V , for the generalized Kodama state Ψ GKod f (a a , φ).
Let us state for completeness the Hamiltonian constraint equations for the Klein-Gordon scalar field coupled to gravity
∆ 11 ǫ 11 + ∆ 22 ǫ 22 + ∆ 33 ǫ 33 = 0. (73) Again, we have incorporated the self-interaction potential V = V (φ) to form the 'unrenormalized' cosmological constant Λ = Λ(φ), where V is at this point unrestricted. It is expected, due to the acute sensitivity of the iterative process to modifications in boundary conditions, that the gravitationally quantized theory should place severe restrictions on V which cannot be deduced based on quantum Minkowski spacetime physics alone. This should help to fix the proper semiclassical limit of the quantized theory. Note that the matter momentum π appears on the right hand side of (73), which would make ǫ a and consequently Ψ GKod depend on this momentum. This is unsatisfactory except when π is a numerical constant, since the wavefunction in the Schrödinger representation should depend entirely and explicitly on the configuration variables (ξ 1 , ξ 2 , ξ 3 , φ) and should contain no momenta. Hence we will need somehow to eliminate π from the states One possible approach is to substitute the solution for the CDJ deviation matrix ǫ ae = ǫ ae (a 1 , a 2 , a 3 , π) into the integrated form of the mixed partials condition
Equation (74) resembles a nonlinear Volterra equation with the dependent variable π appearing on both sides. Presumably, the right hand side is welldefined, since it integrates the functional dependence of the CDJ deviation matrix ǫ ae ∼ ǫ f on the gravitational configuration variables, holding the semiclassical matter momentum π fixed. According to the previous arguments on convergence, there presumably must be a well-defined function ǫ of the form
arising from the asymptotic expansion, so we can assume that the integral exists. The momentum π can be expressed entirely in terms of f (φ), the function which establishes the link from quantum gravity to sub-Planckian Minkowski physics, in addition to the variable ξ by iteration as follows. Define a sequence π (n) (ξ 1 , ξ 2 , ξ 3 , φ) with π (0) = f (φ). The iteration sequence is then given by
The solution to (74), if convergent, is then given by π = lim n→∞ π (n) , which is expressed entirely in terms of configuration variables. One then plugs this function into (75) defining the dependence of the CDJ deviation matrix on momenta by the replacement π → π(f ; φ), which has already been demonstrated in the previous section to converge. In this way the generalized Kodama state Ψ GKod can be expressed entirely devoid of momenta.
Incorporation of the mixed partials condition into the constraints
We will demonstrate in this paper, as a matter of practical calculation, a more direct way to solve for Ψ GKod in terms of configuration variables by simply incorporating the mixed partials condition directly into the constraints. Hence we will substitute (74) directly in for π on the right hand side of (73) and then solve the resulting equations for ǫ a . Let us first focus on the linear part of (73). Making the identifications ǫ 11 = ǫ 1 , ǫ 22 = ǫ 2 , and ǫ 33 = ǫ 3 ,
where η k = e −kξ . The integrated form of the mixed partials condition in these variables reads
We will need the square of (78) as well as its derivative with respect to φ.
The functional integrations in the quadratic term of (79) are associated with their respective indices. This term is nonlinear in ǫ a and should be grouped along with the error vector. So we note a contribution to the quadratic part of E 1 giving (in Einstein summation convention)
c |ǫ cae | and I abc = 1 72 ǫ abc . One also has, upon differentiating (78),
We have made use in (81) of the fact that φ and ξ are dynamically independent variables in order to commute the partial derivative with respect to φ past the indefinite δA a i integrals. There is no contribution to the error vector from the functional divergence term since it is linear in ǫ a at the linearized level. So we make the definition E 2 = ΛV ae ǫ a ǫ e , wherê V bc =
16
a |ǫ abc | ∂ ∂ξa + 8 . We then rewrite the quantized constraint, transferring all terms linear in ǫ a to the left hand side while maintaining any inhomogeneous terms and terms nonlinear in ǫ a on the right hand side. Substitution of (79) and (81) into (73) yields
One may attempt to perform the analogous steps treated in the previous sections to identify a 'propagator' corresponding to the linearized part. However, since the operators do not commute one must be careful with operator-ordering. Starting with an equation of the form O ae v e = J a , written out in full form with the identification η −1 = e ξ , where
one must find a matrix M ae of integro-differential operators, such that M f a O ae v e = D ae v e = M f a J a . D ae = δ ae D e is a diagonal matrix of integro-differential operators which can now be inverted by individually inverting its diagonal elements. Our approach is to expand the Green's function about a matrix which can be exactly inverted.
Making the replacement Λ → Λ ′ = Λ + GV and redefining the variable
as well as making the observation that any variables not integrated can be factored out of the integrand, as in
the system (83) can then be written, setting any constants of integration to zero for simplicity, as
corresponding to the linear part of q 0 = 0. In (88) we have made the definition for the 'shifted' integration operatorsÎ a as in
The part of (86) proportional to η will be treated as the deviation about the c-number 1.
Corresponding to the linear part of the functional divergence q 1 = 0, we have
Note that this term, due to cancellation of the exponential factors, does not contain a convenient variable to expand about. Therefore we must treat it exactly. The functional Laplacian q 2 = 0, is given by
is unaltered due by presence of the Klein-Gordon field. The components of the error vector become
Our goal is now to compute the functional Green's function corresponding to (86), (88) and (89). Equation (86) will be treated by expansion in η and equation (89) consists of a set of second-order partial differential operators with constant coefficients. However, equation (88) as it stands consists of differential operators with nonconstant coefficients, which furthermore do not commute with the operators of (89).
Matrix representation and solution at the linearized level
The matrix form of the constraints with the mixed partials condition included is given by
a system of nonlinear differential equations with nonconstant coefficients. One method of attack is to first solve the linearized part,  
where we have defined Q = f 2 (Λ + GV )/24. Then we iteratively solve the system as a linear system, then incorporating the correction due to the error vector evaluated on the previous solution, generating an infinite series expansion in Λ ′ . The linear part itself already constitutes a simultaneous system of differential equations with nonconstant coefficients. We would like to solve this system by momentum space Fourier methods, but need a technique for dealing with the nonconstant coefficients. It will be convenient to decompose the matrix comprising the linear part of the transformation into a part which can be inverted exactly plus a correction. 
and the matrix e ae , which has the interpretation of a 'self-energy' operator, is given by
where we have defined a new matter 'coordinate' ρ from a vector field ∂/∂ρ, given by
The constant-coefficients part of the linearized matrix is slightly modified due to the φ Laplacian term. The nonconstant coefficient part proportional to η is a further correction owing to the presence of the Klein-Gordon scalar field. Note that η, due to its factor of η 1 = e −ξ does not commute with the matrix of shifted integration operatorsÎ a , hence the ordering of this factor must be stricly maintained to the left. The operator ∂/∂ρ however does commute with this matrix. It will be convenient to transform the operators directly into their momentum space versions and find the corresponding Green's functions. Hence the following replacements can be made
The 'shifted' integration operators then have the convenient interpretation of a shift in the corresponding momentum space argumentŝ
which motivates the change of variables q a = p a − i for a = 1, 2, 3.
Dressed functional Green's functions treating matter as a perturbation
We are now ready to compute the dressed functional Green's function by expansion relative to the bare propagator based on symmetric integration sequence. 12 Recall that the constraints appear in the matrix form
The technique is to first find the linearized solution by subtracting inhomogeneous non-constant coefficient part of the linearized part of (94)
Note that O is the part of the full linearized kinetic operator which can be inverted exactly. Defining O −1 = U and iterating (95), we obtain
The linearized solution to all orders then is given by
Observe that for group I ordering we must have ǫ e 0 = 0. This can be seen, from (97) since as shown in the previous section, U bf = (U bf ) I = 0. The action on the source vector Q f is given by U bf Q f = 0, which becomes iterated to all orders in (97). Hence the CDJ deviation vector ǫ a vanishes at the linearized level for this case ((ǫ a ) I = 0). It follows that the error vector E a for this iteration also vanishes. Hence the zero vector becomes iterated to all orders, causing the generalized Kodama state to equal the pure Kodama state for this case. Hence (Ψ GKod ) I = Ψ Kod , with cosmological constant Λ + GV (φ). This is an acceptable solution to the constraints, which corroborates the results of [2] for isotropic minisuperspace. 13 We can now focus on the group II ordering, which features symmetry amongst the arguments of the wavefunction (Ψ GKod ) II corresponding to a nontrivial solution. It will be convenient to tabulate the action of the matrix operators on a convenient set of basis functions. Let us first focus on the gravitational variable dependence via the functions η k = e −kξ . We must transform from the q e back into the p e variables in order to correctly evaluate the effect of the differential operators comprising U ae . We obtain the following configuration space matrix representation
The action on the set of basis functions η k = e −kξ is given by
On a general three-vector,
One advantage of the symmetric Green's functions is that it preserves the invariance of the topological sectors. Also, each application of the propagator introduces a numerical factor of ν as defined by section 2 of [4] . We can now asses the action of the perturbation e. Noting the action of the shifted integration operator part ofÎ on this same basis set
we see that the action is well-defined for all basis functions except for η 1 . It is expected that this case should be avoided by choice of the symmetric Green's functions.
Let us now compute the first few terms of (97) to get the basic idea. The zeroth-order term is given by
This action is crucial, since it eliminates any occurence of η 1 , which as noted above is a badly-behanved function with respect to the shifted integration operatorsÎ a . This enables the action of the perturbation to be well-defined for the symmetric Green's functions. The first-order term of (97) is then given by
where ρ is as defined in (91). Simplifying further, we obtain
which has brought in the third topological sector. 14 Let us compute the effect of the k th term in the series. Define the matter basis function
, where H 2 = λ 2 . Then one can write the following recursion relation
The effect of incorporation of the complete matter effects even at the linearized level involves all topological sectors. The n th term is given by
and we have made use of the definition (a) n of the rising Pochhammer symbol, given by (a) n = a(a + 1)(a + 2) . . . (a + n − 1) = Γ(n + a)/Γ(a).
As the general solution involves an iteration of the linearized solution to all orders via the error vector, it will be necessary to compute the effect of this inversion on an arbitrary basis vector Qη k , where Q represents the zeroth-order term in the expansion. The general expression is given by
where the eigenvalue-operator C(n, k) is given by 15
The effect of the full expansion to all orders, if convergent, can be expressed as a hypergeometric function. Recall the definition of the generalized hypergeometric series, given by
The condition for convergence of the series (103), as an infinite series, is that q ≥ p + 1. One can attempt to define a hypergeometric operator 3 F 1 which acts on the zeroth order term, the charge Q, such thatF =3
, however the operator would be ill-defined since the corresponding series 3 F 1 diverges. So it appears, naively, that the CDJ matrix elements Ψ ae cannot be constructed when one treats matter as a perturbation, making the generalized Kodama state Ψ GKod for the nontrivial case not well-defined. We will now examine the implications of this for the generalized Kodama states.
Restrictions due to convergence criteria for the dressed Green's function
There has arisen a problem with convergence of the CDJ deviation matrix already at the linearized level of the constraints due to the nonconvergence of a corresponding generalized hypergeometric series, given by
The issue of convergence can be circumvented by requiring the hypergeometric operator series 3 F 1 to terminate at finite order. Hence the function Q = Q(ρ) can be at most polynomial in the variable ρ, so that all terms beyond a given order M are annihilated by the ∂/∂ρ derivatives. This can easily be enforced due to complete freedom in the choice of V (φ) and f (φ), and is straightforward to see when the function Q = Q(ρ) is expressed in terms of the variable ρ = ρ(φ).
where one recalls the kinetic energy component of the matter charge Q a , given by
For the Klein-Gordon scalar field with a mass term the potential is given by V (φ) = (1/2)m 2 φ 2 with corresponding gravity-free Schrödinger equation
the semiclassical matter momentum is given by f (φ) = µφ, where µ = iml 3 / . Substitution into (105) yields a ρ coordinate of
One can now compute the function Q(ρ) by substitution of (111) into (106) for the harmonic oscillator to test for convergence of the CDJ deviation matrix. One obtains
The expression (109) is clearly not polynomial in ρ, which leads to the conclusion that the dressed propagator in the case of a harmonic oscillator diverges, hence the generalized Kodama state Ψ GKod = (Ψ GKod ) II . In order for a finite state to exist for the quadratic potential, it must necessarily be of the form corresponding to a vanishing CDJ deviation tensor (asymmetric Green's function), which a corresponding generalized Kodama state of
which coincides in form to the result of [2] (in the sense that there is no Λ renormalization) as generalized to the anisotropic case. Two main questions arise. First, are there potentials V (φ) for which the cosmological constant is renormalized, giving Λ ef f = Λ ′ ? A necessary condition is the dressed propagator must not diverge, which requires that Q be chosen such that the series 3 F 1 terminates at finite order, 16 The relevant task then becomes that of expressing the potential V and the function f as functions of ρ rather than as functions of φ. However, this analysis must be carried out to all all orders of iteration of the error vector to ascertain convergence of the full-blown solution to the constraints.
Secondly, starting from the zeroth order of iteration, can one can specialize to the case that V and f are constrained, in the weak gravitational limit below the Planck scale, by special relativity? In this case, the quantum theory of the Klein-Gordon scalar in Minkowski spacetime should hold. One can then pose the question as to whether this scenario is a feasible semiclassical limit deducible from the coupled theory. The functional relationship between V (φ) and f (φ) can be fixed exactly without approximation by the Schrödinger equation
The implication of (114) is that one specifies Q as a polynomial function of ρ such that the CDJ deviation matrix at the linearized level is convergent. The question then becomes whether the convergence of the CDJ matrix is preserved under all iterations of the error vector.
First-order iteration of the error vector
A necessary, though not sufficient, condition that the solution not blow up is for the hypergeometric series for the CDJ deviation matrix ǫ ae terminate at each order in the iteration. By requiring that Q(ρ) be some polynomial of degree M in ρ, which implies that ǫ ae as well be polynomial in M , convergence of the zeroth order linearized solution can be ensured. The criteria for which ǫ ae to remain polynomial for all iterations of the error vector can then be established.
First, ǫ ae must be isotropic at the linearized level, due to homogeneity on the function η k in all its variables ξ a . Hence, the components of the error vector, which as well must be polynomial in ρ. Starting with E 2 we have
where the factor of 3 in (115) arises due to the isotropy. Since ǫ is already polynomial in ρ as determined at linearized level by the polynomial Q(ρ), then V (ρ) must must be polynomial in order for E 2 (ρ) remain polynomial in ρ. This is straightforward to enforce, since there is complete freedom at this stage in the choice of V . If ǫ ∼ ǫ(ρ) is a polynomial of degree M due to the degree of Q, and V is chosen to be of degree N , then it follows that E 2 is a polynomial of degree N + 2M for the given order of iteration. Next we move on to E 1 , given by
The middle term in (116) is the contribution due to the mixed partials condition, the factor of 9 arising due to the isotropy imposed on ǫ ae by the propagator. Observe that the first term is a polynomial of degree N + 2M , with the third term being a polynomial of degree 2N + 3M . To assess the possibility of the middle term of (116) being polynomial in ρ, we must convert it entirely into ρ variables. The following identities will be useful ∂ǫ ∂φ
Hence the ratio f /Q = 24f −1 (Λ + GV ) −1 determines the middle term of (116), which is given by
Equation (118) must necessarily be polynomial in ρ in order for the error vector to be polynomial in ρ. This means that 1/Q be polynomial in ρ (since ǫ is already polynomial). But we have argued that Q must as well be polynomial in ρ in order for the action of the dressed propagator on the zeroth order solution to be convergent. The only way that a function Q(ρ) and its reciprocal 1/Q(ρ) can be polynomial in the same variable ρ is when the function Q is a numerical constant. Therefore, the function Q must be a numerical constant, which means that the middle term of (116) is actually a polynomial of order 2M − 2. Overall, the error vector is then a polynomial of degree 2N + 3M , the highest degree being that of the cubic term. By repeated iteration of this polynomial into the source term Q one obtains that by the L th stage of iteration, the degree of the polynomial should be 3 L (M + N ) − N . It is not difficult to see that in the limit L → ∞, the series diverges unless V is a numerical constant, since higher order rising factorial terms occur in the propagator with each iteration. Therefore the only allowable solution consistent with sub-Planckian physics is that that V and f be numerical constants, which is the simplest possible scenario. 17 8 A brief survey of normalizability issues for Ψ GKod Equation (64) is valid only for the case when the gravitational sector of the generalized Kodama state Ψ GKod is independent of the scalar field φ. The conditions which allow this are when f and V are numerical constants. It may appear that there is no backreaction due to matter on Ψ GKod . However, note that the Ψ GKod is labeled by two arbitrary constants f and V . In order to make contact with the limit below the Planck scale, then the constants f and V must be related by f = 2 2 (E − V ). Hence, the allowable generalized Kodama states must be labeled by one numerical constant E − V or alternatively by the constant f . The generalized Kodama state can then be written in the compact form 17 Hence we see that the mixed partials condition places severe constraints on the finite states which cannot be deduced based on general relativity alone. This is still an acceptable solution to the constraints, signifying that π = f = c = const. In this case there is no backreaction of gravity on matter, though there is a cosmological constant renormalization.
We have that η = q
where c is a numerical constant.
One question which arises for the pure Kodama state Ψ Kod is that of normalizability. In [8] it is argued that one can resolve the issue of normalizability by constructing wavepackets from a basis states labeled by eigenstates of the ratio of potential to kinetic energy. We will now show in what sense the generalized Kodama states (119) can be considered an orthonormal basis of states. Recall that the states acquire the label f (or V ) from the matter sector of the theory. In determining the inner product, a suitable measure must be chosen. It is clear that the gravitational dependence of Ψ GKod resides in a composite variable detB. Rather than the naive measure da 1 da 2 da 3 , one could choose dη. It suffices to note, in the Lorentzian case, that the matter fields form a delta-function normalizable orthonormal basis by themselves. The inner product of two generalized Kodama states is given by
In the case of constant potential V connected to a good semiclassical limit, the inner product factorizes
And we see that two generalized Kodama states corresponding to different potentials V are orthogonal. For the Euclidean case, additional provisions must be made to guarantee orthogonal wavefunctions such as piecewise constant potentials and potential wells. We relegate these considerations to separate works. We now address the issue of normalizability. One advantage of using the variable detB as a composite variable is as follows. Recall that due to the presence of the matter fields φ, we restricted the range of the determinant of the Ashtekar magnetic field to 0 < detB < ∞, which eliminates topology changing configurations in the presence of matter. However, let us consider the effect of allowing detB = b + iβ, where b = ℜe[detB] and β = ℑm[detB] to be unrestricted.
Case (i) Infinite curvature singularity (ℜe[detB] → ∞).
In this case η → 0 and the asymptotic series F converges to 1. A positive cosmological constant Λ ′ guarantees that the wavefunction, which reduces to the leading term (the pure Kodama state Ψ Kod ), exponentially decays to zero. Hence, it is guaranteed that the wavefunction does not blow up in this regime, which is desirable as regards normalizability. Case (ii) Degenerate magnetic field (topology change). This case has been excluded from the domain of applicability of the canonical quantization procedure, however its ramifications can still be examined. In this case η → ∞, causing the asymptotic series F as well as the argument forming of the exponential forming Ψ GKod to blow up It is whether this singularity is +∞ or −∞ that determines whether the state is well-defined or ill-defined. One can see that the highest order term of F alternates in sign from one order in the expansion to the next. 18 Therefore it is not clear whether the wavefunction is zero or infinite in this case, which must be further investigated in order to formulate a definite conclusion. 19 Still, one may avoid detB = 0 by and appropriate choice of integration contour.
Case (iii) Infinite curvature singularity (ℜe[detB] → −∞). In this case the asymptotic series for F converges to 1 and Ψ GKod reduces to the leading order term, Ψ Kod . The Ψ GKod becomes oscillatory, due to the square root in (119). One should expect the wavefunction to cancel out due to the rapidly varying phase, hence one has that lim b→−∞ Ψ GKod = (Ψ Kod ) b→−∞ = 0.
So we see that the generalized Kodama states in the case of a Klein-Gordon field with constant scalar potential form an orthogonal basis of states which might be normalizable.
Discussion and future research
We have illustrated in this paper a systematic algorithm to construct the generalized Kodama states by inspection for the simplest nontrivial example beyond previous work [2] , namely the Klein-Gordon-Ashtekar model in anisotropic minisuperspace. We have developed the machinery necessary to solve the constraints in direct analogy to the quantization of a field theory. Usually in second quantization a field theory is defined for a quantum field 18 This is since the propagator Uae produces a positive number k 2 −6k +3 for topological sectors k > 5. The highest topological sector is produced by the cubic term of the error vector, which returns a positive value (for positive Λ ′ ). This positive value is in turn subtracted from the source vector, introducing the minus sign. Hence the error vector and the highest order CDJ deviation element alternate in sign with each successive order of iteration. 19 We investigate normalizability of the generalized Kodama states for the full theory in separate works.
φ(x) living on a spacetime manifold x ∈ M , and one defines the creation, annihilation and propagation of particles on this spacetime M . Our work can in a certain sense be seen as a third quantization in that the configuration space variables A a i and φ have already been second quantized via the canonical procedure. A different level of quantization demotes these fields to the status of labels defining a functional manifold Γ on which the 'quantum' field ǫ ae is defined.
We have shown at the level prior to implementation of the mixed partials condition, a consistency requirement of the quantization procedure outlined in [1] , the iteration procedure for constructing the states converges to Λ renormalized states. Upon implementation of the mixed partials condition, which takes into account the backreaction of the gravitational field on matter, the expansion is shown to diverge already at the linearized level unless one is restricted to numerically constant scalar potentials V . While there is still a Λ renormalization in this case, which makes it a more complex phenomenon that in [2] in isotropic minisuperspace, it is unsatisfying that there should be such a strict requirement for the finiteness of states. The divergence arose due to the matter-induced effects of the mixed partials condition on the dressed functional propagator.
One possible explanation for the divergence, as for any perturbative scheme, is that the perturbation may have been carried out about an improper expansion point. We will demonstrate that this indeed is the case in Part II of this series by chosing an alternate operator ordering for the dressed functional Green's functions 20 to the one chosen here in part I, which guarantees full convergence of the linearized propagator as well as convergence of the iteration. The explicit calculations for this, which we perform for the harmonic oscillator potential (Klein-Gordon mass-squared term), we relegate to Part II were we prove the existence of Λ renormalized states by construction. This technique can be applied to arbitrary scalar potentials in minisuperspace and as well in the full theory.
Another interesting result is that although the theory starts out anisotropic at the canonical level, the CDJ matrix Ψ ae becomes isotropic upon solution of the constraints, owing to homogenity in the gravitational variables. Though the components of the connection remain anisotropic, unlike in [2] , they form a composite variable detB in terms of which the generalized Kodama state is completely defined. One may then question the necessity of starting with the additional anisotropic degrees of freedom. It is clear that these degrees of freedom are responsible for Λ renormalization, and effect absent in [2] . Therefore, one must be wary of the noncommutativity of quantization with minisuperspace or symmetry reduction when quantizing gravity. If one treats the scalar field φ as an inflation field, then one may attempt to determine the initial conditions of the universe by extrapolating observations of the scalar field, through the generalized Kodama state, at the end of the inflationary period 21 10 Appendix A: Functional Laplacian∆ ab
The method of inversion of operators dictates that the functional Laplacian be solved for one element of the CDJ deviation matrix ǫ ae in terms of the remaining. Since the functional Laplacian operators are already linear there is no need to linearize the resulting equation, allowing for an exact solution. We make use of the results of [3] for the derivation of the functional Laplacian 
The equations resemble minisuperspace, but are really the full theory. The dependence upon position x in Σ has been suppressed, and the differential equation specifies the form of the functional relationship amongst the CDJ matrix elements and the configuration space variables defining Γ. We must express the functional Laplacian in terms of the basic configuration space variables. Starting with the second term of (124), 
21 By performing analyses on the semiclassical orbits of the spacetime determined by the desired scalar potential in direct analogy to section 6 of [2] , using the CDJ matrix corresponding to the Λ renormalized states of anisotropic minisuperspace. We do not carry out this analysis in the present paper, though we relegate it for future work.
