We consider a symmetric matrix-valued Gaussian process Y (n) = (Y (n) (t); t ≥ 0) and its empirical spectral measure process µ (n) = (µ (n) t ; t ≥ 0). Under some mild conditions on the covariance function of Y (n) , we find an explicit expression for the limit distribution of Z (n)
λ (n) 1 (t) ≥ · · · ≥ λ (n) n (t) the ordered eigenvalues of Y (n) (t) and by µ (n) t its associated empirical spectral distribution, defined by µ (n)
where δ z (dx) denotes the Dirac measure centered at z, i.e., the probability measure characterized by δ z ({z}) = 1. This manuscript extends to a second-order level the recent work by Jaramillo et al. [21] where the convergence in probability, under the topology of uniform convergence over compact sets, of the empirical spectral measure processes µ (n) := (µ (n) t ; t ≥ 0) is established and its limit is characterized in terms of its Cauchy transform. Our goal, here, is to provide a functional central limit theorem for the process
where F : R → R r is a sufficiently regular test function and r ≥ 1. In order to setup an appropriate context for stating our main results (see Section 2), we review briefly some of the literature related to the study of the asymptotic properties of the process (1.2). Our starting point is the celebrated Wigner Theorem [36, 37] , which asserts that for every ε > 0 and every element f belonging to the set C b (R) of continuous and bounded functions,
where µ sc σ , for σ > 0, denotes the scaled semicircle distribution In other words, we have that µ (n) 1 converges weakly in probability to the standard semicircle distribution. Since its publication, Wigner's theorem has been generalized and extended in many different directions. Given that the aim of this paper is the study the asymptotic law of (1.2), we now recall some developments regarding the fluctuations of R f (x)µ (n) 1 (dx) around its mean and those that describe the properties of the sequence of measure-valued processes (µ (n) t ; t ≥ 0). Despite the fact that our paper deals exclusively with GOE processes, we also mention for the sake of completeness, some representative results on other type of ensembles, with special emphasis on the Gaussian Unitary Ensemble process, GUE process for short. That is to say, a matrix-valued process whose construction is analogous to that of Y (n) , with the exception that Y (n) (t) is Hermitian for all t ≥ 0, the factor √ 2 appearing in (1.1) is replaced by 1 and the real Gaussian processes X i,j (t), for i < j, are replaced by complex Gaussian processes whose real and imaginary parts are independent copies of X 1,1 .
In the GOE case, the problem of studying µ (n) t , as a function of the variable t ≥ 0, was first addressed by Rogers and Shi [33] , and Cépa and Lépingle [9] in the specific case when the processes X i,j 's are standard Brownian motions. More recently, when the X i,j 's are Gaussian processes, Jaramillo et al. [21] proved that under some mild conditions on the covariance function R(s, t), the sequence of measure-valued processes (µ (n) t ; t ≥ 0) converges in probability to the process (µ sc R(t,t) 1 2 ; t ≥ 0), in the topology of uniform convergence over compact sets.
The above results can be seen as a type of law of large numbers, thus it is natural to ask about the fluctuations of random variables of the form R f (x)µ (n) 1 (dx), with f : R → R belonging to a set of suitable test functions. This problem was addressed by Girko in [15] , by employing martingale techniques to the study of Cauchy-Stieltjes transforms. Afterwards, this result was extended by Lytova and Pastur [25] to general Wigner matrices satisfying a Lindeberg type condition. In particular, the authors in [25] proved that
where d → denotes convergence in law and N (0, σ 2 f ) is a centered Gaussian random variable with variance given by
µ sc 1 (dx)µ sc 1 (dy).
In addition to [25] , there have been many results related to the study of the limit in distribution (1.4), for instance Anderson and Zeitouni [2] , Bai and Yao [4] , Cabanal-Duvillard [8] , Chatterjee [10] , Guionnet [16] , Johansson [22] , to name but a few. The techniques that have been used for this purpose are quite diverse, for instance Johansson [22] addresses the problem by using the joint density of λ (n) 1 , . . . , λ (n) n . Bai and Yao [4] used the Cauchy-Stieltjes transform to reduce the problem to the case where
for z belonging to the upper complex plane. The approach followed by Lytova and Pastur [25] consists on using the Fourier transform and an interpolation method, while the one introduced by Cabanal-Duvillard [8] relies on stochastic calculus techniques. On the other hand, the fluctuations of the process (1.
2) with f : R → R belonging to a set of suitable test functions have not been deeply studied. Indeed, the study of (1.2) in the GOE regime has been restricted to the case where the entries of Y (n) are Ornstein-Uhlenbeck processes. For this case, it was proved by Israelson [18] that not only (1.2) converges weakly to a Gaussian process, but also the process of signed measures (n(µ (n) t −µ sc t ); t ≥ 0) converges in law to a distribution-valued Gaussian process. Although [18] established existence and uniqueness of the limit law, it was not characterized explicitly. This problem was addressed by Bender [5] where the asymptotic covariance function for the limit of (n(µ (n) t − µ sc t ); t ≥ 0) was derived and its law was implicitly characterized. The case where the entries of Y (n) are Brownian motions has not been addressed yet in the GOE regime, although there are some partial results for the GUE case, as discussed below.
For the GUE process, the problem of determining the limit of {µ (n) ; n ≥ 1} has been only explicitly addressed for the case where Y (n) is a Dyson Brownian motion. That is to say, when the X i,j 's, for i < j, are standard complex Brownian motions or equivalently, when the covariance function of X 1,1 is of the form R(s, t) = s ∧ t. For this type of matrices, the techniques from [33] and [9] can still be applied, leading to an analogous result as in the GOE case (the reader is referred to [1, Section 4.3] for a complete proof of this fact).
The problem of studying the limiting distribution of (1.2) in the GUE regime has been addressed, simultaneously with the GOE case, in the aforementioned papers [2, 4, 3, 10, 16, 22] . Unfortunately, it has been restricted to the cases where Y (n) is either a Dyson Brownian motion or an Ornstein Uhlenbeck matrix-valued process. For the Brownian motion case, it was proved by Pérez-Abreu and Tudor in [32] that the sequence of processes (1.2) converges towards a Gaussian process in the topology of uniform convergence over compact sets. However, the shape of the covariance function of the limiting process was not described in an explicit closed form. The Ornstein Uhlenbeck matrix-valued case was addressed simultaneously with the GOE regime in the aforementioned paper [5] .
Finally, we would like to mention some additional developments related to the fluctuations of other random matrix ensembles. For instance, we mention the work of Guionnet [16] , where among other things, a central limit theorem for Gaussian band matrix models is obtained. This result was later extended by Anderson and Zeitouni [2] to the more general case of band matrix models whose on-or-above diagonal entries are independent but neither necessarily identically distributed nor necessarily all with the same variance. The approach used in [2] was based on combinatorial enumeration, generating functions and concentration inequalities. Another related topic is the one introduced by Diaconis and Evans [12] , and further developed by Diaconis and Shahshahani in [13] , which consists on the study of fluctuations of orthogonal, unitary and symplectic Haar matrices. The main tool that was used for solving this problem is the method of moments, but the computations are more complicated in comparison to the GOE and GUE case due to the lack of independence between the matrix entries. We would also like to mention the paper of Bai and Silverstein [3] which is devoted to the study of the fluctuations of sample covariance matrices, as well as the paper of Diaz et al. [14] , where a central limit theorem for block Gaussian matrices is derived by means of a combinatorial analysis of the second-order Cauchy transform. Last but not least, we mention the work of Unterberger in [34] , which is closely related to [18] and [5] , and deals with the problem of determining the asymptotic law of a suitable renormalization of the empirical distribution process of a generalized Dyson Brownian motion. As in [18] and [5] , it is proved in [34] that the aforementioned renormalization converges to a distributionvalued Gaussian process, although an explicit expression for the covariance of the limiting Gaussian distribution was not provided.
Main results
As we mentioned before and motivated by the aforementioned results, we devote this manuscript to prove a central limit theorem for (1.2) which holds for GOE processes with a general covariance function R(s, t), where the fluctuations are parametrized by a time variable t and a general vector valued test function F . As a consequence, we also provide an upper bound for the total variation distance of Z (n) f (t) and its limit distribution. As an additional improvement, all the limit theorems presented here are stated in the context of stable convergence, which is an extension of the convergence in law and whose definition is given below. Definition 2.1. Assume that {η n ; n ≥ 1} is a sequence of random variables defined on (Ω, F , P) with values on a complete and separable metric space S and η is an S-valued random variable defined on the enlarged probability space (Ω, G, P). We say that η n converges stably to η as n → ∞, if for any continuous and bounded function g : S → R and any R-valued, F -measurable bounded random variable M, we have
We denote the stable convergence of {η n , n ≥ 1} towards η by η n S −→ η.
By relaxing the strong symmetry properties considered in previous works (such as [5] , [18] , [32] or [34] ), the complexity of studying (1.2) considerably increases and the powerful tools from martingale theory can not longer be applied. To overcome this difficulty, we use techniques from the theory of Malliavin calculus which have been quite effective for studying limit distributions of functionals of Gaussian processes, see for instance, the monograph of Nourdin and Peccati [26] for a presentation of the recent advances in these topics. We would also like to emphasize that the results here presented are only proved for real symmetric matrices while those considered in [8] and [32] hold for complex Hermitian matrices. Unfortunately, our methodology cannot be directly applied to the GUE regime leaving this problem for future research.
In order to present our main results, we introduce the following notation. For a fixed covariance function R(s, t), we define its associated standard deviation σ s , and correlation coefficient ρ s,t , by 
Similarly, if P r denotes the r-th cartesian product of P and F := (f 1 , . . . , f r ) ∈ P r , we define the process Z (n)
A key step in determining the limit law of Z (n) F (t), as n increases, consists on describing the asymptotic behaviour of the covariance 
where ∆f := f (λ 1 ) − f (λ 2 ) and ∆λ := λ 1 − λ 2 . Up to our knowledge, there is no analog of the formula (2.5) for s = t, so we have devoted Section 4 to the development of a new technique for studying the limit (2.4). Our approach is also based on Malliavin calculus together with properties of Chebyshev polynomials and free Wigner integrals. This novel approach is interesting on its own right as it relies on Malliavin calculus to undertake nontrivial random matrix theory calculations. In order to make this more precise, lets introduce some notation. Let U q denote the q-th Chebyshev polynomial of second order in [−2, 2], characterized by the property U q (2 cos(θ)) = sin((q + 1)θ) sin(θ) .
(2.6) In Lemma 7.3, we prove that for all −2 < x, y < 2 and 0 ≤ z < 1, the series
is absolutely convergent, non-negative, and satifies
(2.8)
The limit (2.4) can then be expressed in terms of K z , as it is indicated below.
Theorem 2.2. Let ρ s,t and σ s be given as in (2.1). Then, 
The proof of Theorem 2.2 is deferred to Section 4. It relies on tools from Malliavin calculus and Voiculescu's free probability theory, both subjects are reviewed in Section 3. In the sequel, we assume that R satisfies the following regularity conditions: (H2) The map s → σ 2 s = R(s, s) is continuously differentiable in (0, ∞) and continuous at zero. Moreover, there exists ε ∈ (0, 1), such that the mapping s → s 1−ε R ′ (s, s) is bounded over compact intervals of R.
As a direct consequence of (H2), we have that |R ′ (s, s)| is integrable in a neighborhood of zero. We observe that the conditions above are very mild, so the collection of processes satisfying (H1) and (H2) includes processes with very rough trajectories, such as fractional Brownian motion with Hurst parameter H ∈ (0, 1), whose covariance function is of the form
and trajectories are Hölder continuous of order α ∈ (0, H).
In order to state our main result, which is a functional central limit theorem for Z (n) F , we recall that the total variation distance between two probability measures µ and ν is defined as follows
where B(R) denotes the Borel σ-algebra of R. Theorem 2.3. Suppose that the processes {X i,j ; i ≤ j} satisfy conditions (H1) and (H2). Then, for every F := (f 1 , . . . , f r ) ∈ P r , there exists a continuous R r -valued centered Gaussian process Λ F = ((Λ f 1 (t), . . . , Λ fr (t)); t ≥ 0), independent of {X i,j ; i ≤ j}, defined on an extended probability space (Ω, G, P), such that
in the topology of uniform convergence over compact sets. The law of the process Λ F is characterized by its covariance function, which is given by
where ν ρs,t σs,σt is given as in Theorem 2.2. Moreover, for all t ≥ 0 and f ∈ P, there exists a constant C > 0 that only depends on t, f and the law of X, such that
where L(Z We point out that Theorem 2.3 is stated in terms of stable convergence instead of convergence in law to emphasize the fact that, as n goes to infinity, Z (n) F becomes asymptotically independent to any fixed event in F , namely,
, for every A ∈ F and every real-valued continuous functional ψ, with respect to the topology of uniform convergence over compact sets.
We also note that when H = 1/2 in (2.10) , the processes X i,j are Brownian motions. Hence, Theorem 2.3 can be thought of as a GOE version of Theorem 4.3 in [32] . However the results in [32] holds only for the case when r = 1 and f is a polynomial, and moreover the form of the limiting distribution is not explicit. On the other hand, Theorem 2.3 holds for all r ∈ N and we only require f to satisfy a polynomial growth condition. In addition, the limiting distribution that we obtain is explicit.
To prove Theorem 2.3 we need to establish the convergence of the finite dimensional distributions of Z (n) F , as well as the sequential compactness of Z (n) F with respect to the topology of uniform convergence over compact sets, property that in the sequel will be referred to as "tightness property". These problems will be addressed in Sections 5 and 6 respectively. The proof of the finite dimensional distributions relies on a multivariate central limit theorem, first presented in [27] by Nourdin, Peccati and Réveillac. This central limit theorem is part of a series of very powerful techniques that provides convergence to Gaussian laws, and combine Malliavin calculus and Stein's method techniques. We refer the reader to [26] for a comprehensive presentation of these type of results. On the other hand, due to the generality of the covariance function R(s, t), the proof of the tightness property for Z (n) F is a challenging problem since Billingsley's criterion (see Theorem 12.3 in [7] ), a typical tool for proving tightness, requires us to compute moments of large order for the increments of Z (n) F . To overcome this difficulty, we use the results from [21] , to write a Skorohod differential 
for t > s and p ≥ 2 even, which gives the tightness property. Although the Malliavin calculus perspective for proving tightness has already been explored in previous papers, see for instance Jaramillo and Nualart [20] and Harnett et al. [17] , its combination with a representation of the type (2.11) for estimating the moments (2.12) is a new ingredient that we have incorporated to our proof, and that seems to be quite effective in the context of matrix-valued processes.
The remainder of this paper is organized as follows. In Section 3, we present some preliminaries on classical Malliavin calculus, random matrices and free Wigner integrals. Section 4 is devoted to the proof of Theorem 2.2. In Section 5 we prove the convergence of the finite dimensional distributions of Z (n) F and finally, in Section 6, we prove the tightness property for Z (n) F .
Preliminaries on Malliavin calculus and stochastic integration
3.1. Malliavin calculus for classical Gaussian processes. In this section, we establish some notation and introduce the basic operators of the theory of Malliavin calculus. Throughout this section X = (X t , t ≥ 0) denotes a d-dimensional centered Gaussian process where X t = (X 1 t , . . . , X d t ) for t ≥ 0, which is defined on a probability space (Ω, F , P). Its covariance function is given by
for some non-negative definite function R(s, t) satisfying conditions (H1) and (H2) and where δ i,j denotes the so-called Kronecker delta. We denote by H the Hilbert space obtained by taking the completion of the space E of step functions over [0, T ], endowed with the inner product
For every 1 ≤ j ≤ d fixed, the mapping ½ [0,t] → X j t can be extended to linear isometry between H and the linear Gaussian subspace of L 2 (Ω) generated by the process X j . We denote this isometry by
is a linear isometry between H d and the Gaussian subspace of L 2 (Ω) generated by X.
For any integer q ≥ 1, we denote by (H d ) ⊗q and (H d ) ⊙q the q-th tensor product of H d , and the q-th symmetric tensor product of H d , respectively. The q-th Wiener chaos of L 2 (Ω), denoted by H q , is the closed subspace of L 2 (Ω) generated by the variables
where H q is the q-th Hermite polynomial, defined by
For q ∈ N, with q ≥ 1, and h ∈ H d of the form h = (h 1 , . . . , h d ), with h j H = 1, we can write
). For such h, we define the mapping
where q j (i 1 , . . . , i q ) denotes the number of indices in (i 1 , . . . , i q ) equal to j. The range of I q is contained in H q . Furthermore, this mapping can be extended to a linear isometry between H ⊙q (equipped with the norm √ q! · (H d ) ⊗q ) and H q (equipped with the L 2 (Ω)-norm).
Denote by F the σ-algebra generated by X. By the celebrated chaos decomposition theorem, every element F ∈ L 2 (Ω, F ) can be written as follows
In what follows, for every integer q ≥ 1, we denote by
the projection over the q-th Wiener chaos H q . Let S denote the set of all cylindrical random variables of the form
where g : R nd → R is an infinitely differentiable function with compact support, and h j ∈ E d . In the sequel, we refer to the elements of S as "smooth random variables". For every r ≥ 2, the Malliavin derivative of order r of F with respect to X, is the element of L 2 (Ω; (H d ) ⊙r ) defined by
For p ≥ 1 and r ≥ 1, the space D r,p denotes the closure of S with respect to the norm · D r,p , defined by
The operator D r can be extended to the space D r,p by approximation with elements in S . When we take p = 2 in the seminorm (3.1), we denote by δ the adjoint of the operator D, also called the divergence operator. We point out that every element F ∈ D 1,2 satisfies Poincaré's inequality 
where C u is a constant only depending on u. If u ∈ Dom δ, then the random variable δ(u) is defined by the duality relationship
In this case, the operator δ is an extension of the Itô integral. Motivated by this fact, if u is a random variable with values in (L p [0, T ]) d ∩ H d , for some p ≥ 1, we would like to interpret δ(u) as a stochastic integral. Nevertheless, the space H turns out to be too small for this purpose, as generally it doesn't contain important elements u ∈ (L p [0, T ]) d , for which we would like δ(u) to make sense. To be precise, in [11] it was shown that in the case where X is a fractional Brownian motion with Hurst parameter 0 < H < 1 4 , and covariance function
the trajectories of X do not belong to the space H, and in particular, non-trivial processes of the form (h(u s ), s ∈ [0, T ]), with h : R → R, do not belong to the domain of δ. In order to overcome this difficulty, we extend the domain of δ by following the approach presented in [24] (see also [11] ). The main idea consists on extending the definition of ϕ, ψ H to the case where ϕ ∈ L α α−1 [0, T ] for some α > 1, and ψ belongs to the space E of step functions over [0, T ].
Let α > 1 be as in hypothesis (H1) and letᾱ be the conjugate of α, defined byᾱ :
This expression is well defined since
One should keep in mind that the notation used in definition (3.4) , is the same one that we use to describe the inner product of H. This abuse of notation is justified by the fact that the bilinear function (3.4) coincides with the inner product in H,
We define the extended domain of the divergence as follows.
Definition 3.1. Let ·, · H be the bilinear function defined by (3.4) . We say that a stochastic process u ∈ L 1 (Ω; Lᾱ([0, T ]; R d )) belongs to the extended domain of the divergence, denoted by Dom δ * , if there exists γ > 1 such that
for any smooth random variable F ∈ S , where C u is some constant depending on u. In this case, δ * (u) is defined by the duality relationship
It is important to note that for a general covariance function R(s, t) and β > 1, the domains Dom * δ and Dom δ are not necessarily comparable (see Section 3 in [24] for further details). We also note that along the paper we use of the notation
Next, we introduce the operator L which is an unbounded linear mapping, defined in a suitable subdomain of L 2 (Ω, F ), taking values in L 2 (Ω, F ) and given by the formula
Moreover, the operator L coincides with the infinitesimal generator of the Ornstein-Uhlenbeck semigroup (P θ , θ ≥ 0), which is defined as follows
We also observe that a random variable F belongs to the domain of L if and only if F ∈ D 1,2 , and DF ∈ Dom δ, in which case δDF = −LF.
(3.6)
We also define the operator L −1 :
Notice that L −1 is a bounded operator and satisfies
Assume that X is an independent copy of X, such that both r.v.'s are defined in the product space (Ω× Ω, F ⊗ F, P⊗ P). Given a random variable F ∈ L 2 (Ω, F ), we can write F = Ψ F (X), where Ψ F is a measurable mapping from R H d to R, determined P-a.s. Then, for every θ ≥ 0 we have Mehler's formula
where E denotes the expectation with respect to P. The operator −L −1 can be expressed in terms of P θ , as follows
Formulas (3.6), (3.8) and (3.9), combined with Meyer's inequality (3.7), allows us to write the L p (Ω)-norm of any F ∈ D 1,2 , in the form
, where C p > 0 is a universal constant only depending on p. Thus, using Minkowski's inequality and the contraction property of P θ with respect to L p (Ω), we have that
Finally, we recall the notion of the contraction in 
where C 1 > 0 is a constant independent of n and L(Z i n ) and L(N i ) denote the laws of Z i n and N i , respectively. Theorem 3.2 is closely related to the celebrated Fourth Moment Theorem, originally established by Nualart and Peccati in [30] where convergence in distribution of multiple Wiener integrals to the standard Gaussian law is stated, in the sense that it is equivalent to the convergence of just the fourth moment. For further details about improvements and developments on this subject we refer to the monograph of Nourdin and Pecatti [26] .
3.3. Free independence and multiple Wigner integrals. The proof of Theorem 2.2, uses the relation between classical independence of large symmetric random matrices and free independence of non-commutative random variables, which was first explored by Voiculescu in [35] . In this section we introduce some basic tools from free probability regarding analysis in the Wigner space, which are very useful for our purposes. We closely follow Biane and Speicher [6] and Kemp et al. [23] .
A C * -probability space is a pair (A, τ ) where A is a unital C * -algebra and τ : A → C is a positive unital linear functional. In the sequel, the involution associated to A will be denoted by * . Two classical examples to keep in mind are the following, (i) the algebra A of bounded C-valued random variables defined in a given probability space, where τ = E[·] is the expectation and * denotes the complex conjugation and (ii) the algebra A of random matrices of dimension n, where τ is the expected normalized trace 1 n E[Tr(·)] and * denotes the conjugate transpose operation. The elements of A are called non-commutative random variables. In the sequel we use the symbol * to denote, both, the involution of a C * -probability space (when applied to a non-commutative random variable) and the conjugate transpose operation (when applied to a matrix). This abuse of notation is justified by the fact that, as mentioned in example (ii), the set of random matrices of dimension n can be realized as a C * -probability space.
An element a ∈ A such that a = a * is called self-adjoint. A W * -probability space is a C * -probability space (A, τ ) such that A is a Von Neumann algebra (i.e., an algebra of operators on a separable Hilbert space, closed under adjoint and weak convergence) and τ is weakly continuous, faithful (i.e., that if τ [Y Y * ] = 0, then Y = 0) and tracial (i.e., that τ [XY ] = τ [Y X] for all X, Y ∈ A). The functional τ should be understood as the analogue of the expectation in classical probability. For a 1 , . . . , a k ∈ A, we refer to the values of τ [a i 1 · · · a in ], for 1 ≤ i 1 , ..., i n ≤ k and n ≥ 1, as the mixed moments of a 1 , . . . , a k .
For any self-adjoint element a ∈ A, there exists a unique probability measure µ a supported over a compact subset of the reals numbers such that
The measure µ a is often called the (analytical) distribution of a.
Even if we know the individual distribution of two self-adjoint elements a, b ∈ A, their joint distribution (mixed moments) can be quite arbitrary, unless some notion of independence is assumed to hold between a and b. Here, we deal with free independence. whenever k ≥ 1, a 1 , . . . a k ∈ A with a j ∈ A i(j) for 1 ≤ j ≤ k, and i(1) = i(2) = · · · = i(k).
We now introduce the notion of a free Brownian motion. Let S = (S t , t ≥ 0) be a one-parameter family of self-adjoint operators S t , defined in a W * probability space (A, τ ) satisfying i) S 0 = 0, ii) for all 0 < t 1 < t 2 , the increment S t 2 − S t 1 possesses the same law as the semicircular law with mean zero and variance t 2 − t 1 , iii) and for all k and t 1 ≤ t 2 ≤ · · · ≤ t k−1 ≤ t k , the increments S t 1 , S t 2 −S t 1 , . . . , S t k+1 −S t k are freely independent.
The family of self-adjoint operators S is known as free Brownian motion. Let f ∈ L 2 (R q + ) be an off-diagonal indicator function of the form
where the intervals [s 1 , t 1 ], . . . , [s q , t q ] are pairwise disjoint. The Wigner integral I S q (f ) is defined as
, and then extended linearly over the set of all off-diagonal step-functions, which is dense in L 2 (R q + ). The Wigner integral satisfies the following relation
Namely, I S q is an isometry from the space of off-diagonal step functions into the Hilbert space of operators generated by S, equipped with the inner product X, Y = τ [Y * X].
As a consequence, I S q can be extended to the domain L 2 (R q + ). The Wigner integral has the property that the image if I S m is orthogonal to I S n for n = m. In the sequel, we use the notation S(h) : × g(s p , . . . , s 1 , t n−p+1 , . . . , t n+m−2p )ds 1 · · · ds p .
The following result was proved in [6] , Proposition 3.4. Let n, m ∈ N, f ∈ L 2 (R n + ) and g ∈ L 2 (R m + ). Then,
In the particular case when n = 1, m ≥ 2, f L 2 (R) = 1 and g = f ⊗m , we get 1) ), under the convention that I S 0 is the identity function defined over R. As a consequence, we have the recursion
), with initial condition I S 0 (f ⊗0 ) = 1 and I S 1 (f ) = S(f ). Since Chebyshev polynomials of the second kind are defined by the previous recursion, we conclude that
where U q denotes the q-th Chebyshev polynomial of second order in [−2, 2], given by (2.6). Hence, using the orthogonality of I S m and I S n , as well as (3.12) , we obtain the property
where δ m,n denotes the Kronecker delta. The previous equality shows that if a and b are jointly semicircular with mean zero and unit variance, then 3.4. Eigenvalues of symmetric matrices. Define d(n) := n(n + 1)/2. In the sequel, we identify the elements x = (x 1 , . . . , x d(n) ) ∈ R d(n) , with the n-dimensional, square symmetric matrix given by
For every x ∈ R d(n) , we denote by Φ i (x) for the i-th largest eigenvalue of x. By Lemma 2.5 in the monograph of Anderson et al. [1] , there exists an open subset G ⊂ R d(n) , with |G c | = 0, such that for every x ∈ G, the matrix x has a factorization of the form x = UDU * , where D is a diagonal matrix with entries D i,i = Φ i (x) such that Φ 1 (x) > · · · > Φ n (x), U is an orthogonal matrix with U i,i > 0 for all i, U i,j = 0 and all the minors of U have non zero determinants. Furthermore, if O(n) denotes the orthogonal group of dimension n and D n the set of diagonal matrices of dimension n, there exist differentiable mappings T 1 : G → O(n) and T 2 : G → D n , such that x = T 1 (x)T 2 (x)T 1 (x) * for all ∈ G. For x ∈ G , we denote by U(x) for the orthogonal matrix U(x) = T 1 (x). Let us denote by ∂Φ i ∂x k,h (x) the partial derivatives of Φ i with respect to the (k, h)-component of x. In Lemma 7.1 in the appendix, it is shown that
Next we prove some useful properties of the terms V i,j k,h (x). It is not difficult to deduce that for every 1 ≤ i, j ≤ n and 1 ≤ k ≤ h ≤ n, we have that V i,j k,h (x) = V i,j h,k (x), and in consequence, we have
From here we obtain
Consequently, by the orthogonality of the columns of U(x), we have
where we recall that δ i,j denotes the Kronecker delta. Using identities (3.16) and (3.18), we get that for every 1 ≤ i 1 , i 2 ≤ n,
which in turn implies that for every function f : R → R, and x ∈ G, the functionals
23)
On the other hand, from Lemma 7.1 (see Apendix) we know
Thus, we get that for every k ≤ h, p ≤ q,
(3.25) From (3.17), we can easily check that V i,j k,h (x) = V j,i k,h (x) for all 1 ≤ i, j ≤ n and 1 ≤ k ≤ h ≤ n, which implies that identity (3.25) can be rewritten as follows
Thus, by (3.18), the functional
(3.28)
We end this section by proving the following result, which will be repeatedly used throughout the paper and holds for any standard Gaussian orthogonal ensamble. 
Proof. First we prove (3.29 ). Since f has polynomial growth, there exists a ∈ N and a constant C f > 0 that only depends on f , such that |f (zx)| ≤ C f (1 + |x| 2a ). In other words, it is enough to show that there is C 1 > 0 such that
for all a > 1. Notice that
which by Jensen's inequality, leads to
From [1, Lemma 2.1.6], it follows that for all positive integer ℓ ∈ N, the sequence 1 n E[Tr(A(n) ℓ )] converges to the moment of order ℓ of the semicircle distribution µ sc 1 . As a consequence, the term in the right-hand side of the previous inequality converges to [−2,2] |x| 2aγ µ sc
which gives the desired result. In order to prove (3.30), we use the identity
Since f ∈ P, there exists a constant K f > 0 and b ∈ N, such that |f | ≤ K f (1 + |x| b ). Thus,
After applying the binomial theorem, integrating the variable θ and using the bound |z| ≤ T , we deduce that there exist K > 0 such that
which implies that
for some constant C 2 > 0 that only depending on T and f . The inequality in (3.30) then follows from the inequality in (3.31). The proof is now complete.
Asymptotic behavior of the covariance of X F
In this section we prove Theorem 2.2. To achieve this, we will first establish some smoothness properties (in the Malliavin sense) for (Φ 1 (Y (n) (t)), . . . , Φ n (Y (n) (t))). Let us recall the definition of the matrix valued Gaussian process Y (n) in (1.1). Since we will constantly deal with random variables involving the derivatives of the functions Φ 1 , . . . , Φ n (which are functions only defined in the open dense subset G of R d(n) with d(n) = n(n + 1)/2), we will use the following notation: for every real function h : G → R, defined only in an open dense subset G ⊂ R d(n) , we have that P[Y (n) (t) ∈ G] = 1, and consequently, the random variable h(Y (n) (t)) is well defined P-almost everywhere, provided that R(t, t) > 0. This justifies the use of the notation
is twice Malliavin differentiable. The first and second Malliavin derivatives of Φ i (Y (n) (t)), are given by
) be defined as A k,h := u k,h (t) and B p,q k,h := u p,q k,h (t). Let p ε denote the d(n)-dimensional Gaussian kernel of variance ǫ, defined by p ε (x) := (2πε) − d(n) 2 exp{− |x| 2 2ε }. Then, the random variable Φ i * p ε (Y (n) (t)) is infinitely Malliavin differentiable and satisfies
Thus, in order to prove the statement, it is enough to show that
(4.1)
In order to do so, we observe that
Hence, provided that we deduce
we obtain (4.1) by using the well-known fact
as ε goes to 0, for every measure µ defined in R d(n) and every f ∈ L 2 (R d(n) , µ). Notice that (4.2) is equivalent to Notice that for all 1 ≤ i ≤ n, the function Φ i is infinitely differentiable in the complement of the set S deg of n × n symmetric matrices with at least one repeated eigenvalue. In [19, Proposition 4.5.] , it was shown that the set S c deg is contained in the image of a smooth function defined over R d(n)−2 . From this observation it easily follows that for almost all y ∈ R d(n)−1 , the function Φ i • π p,q,y k,h is infinitely differentiable. As a consequence, for every
where the integration by parts in the last equality, is justified by the fact that the mapping z → Φ i • π p,q,y k,h (z) is infinitely differentiable for almost all y ∈ R d(n) . From here, it easily follows that ∂(Φ i * pε) ∂x k,h (x) = ∂Φ i ∂x k,h * p ε (x). To prove the second inequality in (4.3), we proceed similarly, but replacing the function Φ i , with ∂Φ i ∂x k,h .
Before proving Theorem 2.2, we establish the following auxiliary lemma. 
with K z (x, y) defined as in (2.7).
Proof. For ease of notation, let a = zξ + Let U m (x) denote the m-th Chebyshev polynomial of the second kind on [−2, 2], defined by (2.6). By the Stone-Weierstrass theorem, we can assume without loss of generality that ϕ(x) = U m 1 (x) and ψ(y) = U m 2 (y) for some m 1 , m 2 ∈ N. Since the Chebyshev polynomials form an orthonormal system with respect to µ sc 1 (dx), the measure κ z (dx, dy) defined by
On the other hand, by relation (3.15), we have
By combining the identities (4.5) and (4.6), we get
as required.
We are now in position of proving Theorem 2.2.
Proof of Theorem 2.2. By (3.6), every centered random variables F, G ∈ D 1,2 , satisfy
In particular, for every f, g ∈ P and s, t > 0,
By (3.8) and (3.9), we get
On the other hand, Lemma 4.1 implies that DZ (n)
Using equation (3.16) and denoting by U * (Y (n) (t)) the transpose of U(Y (n) (t)), we can
Therefore, using Mehler's formula (3.8) as well as the fact that f ′ (Y (n) (t)) is self-adjoint, we deduce that −DL −1 Z
(n)
where Y (n) is an independent copy of Y (n) , η k,h := 2½ {k =h} + √ 2½ {k=h} and E denotes the expectation with respect to Y (n) . Similarly, we deduce DZ
As a consequence, we have
Hence, making the change of variable z := e −θ , we get
(4.8)
Let A(n) and A(n) be two independent standard Gaussian orthogonal ensembles and recall the definitions of σ s and ρ s,t in (2.1). It is not difficult to deduce
where "
= " means identity in distribution. Thus, by Voiculescu theorem (see for instance [1, Theorem 3.3]), we get
where m σ denotes the multiplication function m σ (y) := σy, and ξ, ξ are self-adjoint free random variables with standard semicircular distribution, defined on a non-commutative probability space (A, τ ). By Lemma 4.2
ϕ(x)ψ(y)K z (x, y)µ sc 1 (dx)µ sc 1 (dy).
In addition, by the Cauchy-Schwarz inequality and Wigner's theorem,
for some constant C s,t > 0 independent of n. Therefore, using the dominated convergence theorem, as well as (4.7), (4.8) and (4.9), we deduce that
Making the changes of variablex := σ s x andỹ := σ t y, we obtain
Theorem 2.2 easily follows from the previous expression. The proof is now complete.
Convergence of finite dimensional distributions
In this section we prove the stable convergence of the finite dimensional distributions of Z (n) F , to those of Λ F , for F ∈ P r with r ≥ 1, and find bounds for the distance in total variation of Z n f (t) to its limit distribution, with f ∈ P. Proposition 5.1. For every r, y ∈ N and F = (f 1 , . . . , f r ) ∈ P r , and t 1 , . . . , t ℓ ≥ 0, there exists C > 0, such that (Z (n)
Moreover, for f ∈ P, we have
for some constant C > 0 independent of n.
Proof. Let T > 0 be fixed and denote by C[0, T ] the set of continuous functions in [0, T ]. Let us consider a function g : (R r ) ℓ → R, as well as a bounded F -measurable random variable M. We first show that 
with l ∈ N and s 1 , . . . , s l > 0. Since Λ F is independent of F , the problem is then reduced to show that (Z (n)
To show the convergence (5.2), it suffices to verify the conditions of Theorem 3.2. Condition (i) follows directly from Theorem 2.2. In order to prove condition (ii), notice that by Lemma 4.1, for every t ≥ 0 and f ∈ P we have that
where Ψ k,h [f ′ ] is defined by (3.20) . Hence, by (3.22) ,
Therefore, using Lemma 3.5, we deduce that there exists a constant C > 0, independent of n, such that
which implies condition (ii). In order to deduce condition (iii), we first use Lemma 4.1 to write 
).
(5.4)
Proof. In [21, Lemma 3.1], it was proved that the random variable f (x)µ (n) t (dx) satisfies the following stochastic equation
where v w := σ 2 w and the Skorohod integration is understood in the generalized sense. Recalling the definitions of Z 
and u
(n) f,t (w) := 0 otherwise. In order to prove our result, it suffices to show that for all T > 0, the processes (δ * (u f,0 = 0, by Billingsley's criterion [7, Theorem 12.3] , it is enough to show that for i = 1, 2 there exist C > 0, such that for all γ > 1,
where β = α α−1 , for α given as in (H1) and ε is as in (H2). For simplicity on exposition, we divide the rest proof in two steps which correspond to each of the previous inequalities.
Inequality (6.5) . For s, t > 0, n ∈ N and f ∈ P fixed, we introduce ∆Z (n) := Z In particular, we observe (6.8) and ∆u (n) (y) = 0 otherwise. Our goal is to find an upper bound for E (δ * (∆u (n) )) 2γ for every γ > β. By Hölder inequality, we deduce E (δ * (∆u (n) )) 2γ = E (δ * (∆u (n) )) 2γ−1 δ * (∆u (n) ) = (2γ − 1)E (δ * (∆u (n) )) 2γ−2 Dδ * (∆u (n) ), ∆u (n)
.
where the second equality follows from (3.3) . From the previous identity, it follows
, (6.9) By (6.3), we deduce δ * (∆u (n) ) = ∆Z (n) − ∆G (n) . Hence, using (6.9), we get
. (6.10)
Thus, it is enough to upper bound the two terms appearing in the right-hand side of the previous inequality. To upper bound the first term, we recall the definition of DZ (n) f in (5.3) and observe from (6.8), the following
Let A(n) be a standard Gaussian orthogonal ensemble and define M T := sup 0≤t≤T σ t . Using the Cauchy-Schwarz inequality (twice), we get that
where the last identity follows from (3.22) . Using the previous inequality, as well as Lemma 3.5, we deduce that there exists a constant C > 0, only depending on f , γ, σ and T , such that
Hence, by Hölder inequality and condition (H1), we get Combining (6.11) and (6.12), we deduce that there exists a constant C 1 > 0, independent of s, t, w and n, such that
which gives the desired bound for the first term in (6.10).
In order to upper bound DG
we follow a similar approach as above.
To simplify the notation, we introduce
and
Next, we observe that DG
Thus, by (6.8), we deduce
Next we find suitable bounds for the summands appearing in the right hand side. To this end, we define
so that inequality (6.15) can be rewritten as follows Using Minkowski and Cauchy inequalities in (6.15), we deduce
From identity (3.19) , it follows that
Since f ∈ P, there exist constants C 2 > 0 and a ∈ N, such that |f ′′′ (x)| ≤ C 2 (1 + |x| 2a ). Applying this inequality in (6.18) , and using the fact that 0 ≤ θ ≤ 1, we get
Therefore, by Lemma 3.5,
for some constantC 2 > 0 independent of θ, r and n.
On the other hand, from the definition of Ψ k,h (see (3.20) ), and identity (3.19) , we get
Similarly as above, applying the polynomial growth property of f ′ , combined with Lemma 3.5, we deduce the existence of a constant C 3 > 0, such that
Next, we use (6.17), (6.19) and (6.20) , to deduce
which by (6.12) and hypothesis (H2) , implies that
for some constant C 5 > 0, which is independent of n and w. This gives the desired bound for the second term in (6.10).
Inequality (6.6). By inequality (3.10), we have that for all γ > 1,
. (6.22)
To bound the first term in the right hand side, we proceed as follows. Recall
with v k,h given by (6.14) . Therefore,
(6.23)
Using (3.19) , we deduce
Similarly as before, since f ′′′ ∈ P there are constants C 2 > 0 and a > 1, such that |f (x)| ≤ C 2 (1+|x| 2a ), which in turn implies that there exists a constant C 6 > 0, such that |f (x+y)| ≤ C 6 (1 + |x| 2a + |y| 2a ). Using this observation, as well as Minkowski inequality and identities (6.23) and (6.24), we get
We proceed similarly as in (6.19) to deduce
for some constant C 7 > 0, that depends only on a and sup 0≤w≤T σ w . Next, we use condition (H2) to get
for C 8 > 0. Since ε ∈ (0, 1), we have |t ε − s ε | ≤ |t − s| ε , and thus
≤ C 9 |t − s| ε , (6.26)
for C 9 > 0, which gives a bound for the first term in the right-hand side of (6.22). To handle the second term in (6.22), we follow a similar approach but we remark that the computations are longer due to the appearance of terms involving the second derivatives of the functions Φ i , with i ∈ {1, . . . , n}. We first observe from (6.4), that in order to compute D 2 ∆G (n) , the knowledge of the second Malliavin derivative of variables of the form
), for w ≤ T and θ ∈ [0, 1], are necessary. To this end, we introduce the notation
Next, by using (3.16) and (3.26) , as well as identity (6.2), we have
where Θ(ℓ, w) = {Θ p,q k,h (ℓ, w) ; 1 ≤ k ≤ h ≤ n and 1 ≤ p ≤ q ≤ n }, for ℓ = 1, 2, 3 are given by
On the other hand, by applying Minkowski's inequality, as well as the definition of G (n) f,w , which is given by (6.4), we deduce
Next we bound the terms Θ(ℓ, w) L 2γ (Ω;(H d ) ⊗2 ) , for ℓ = 1, 2, 3. In order to handle the case ℓ = 1, we first notice that by (3.18), for all 1 ≤ i 1 , i 2 , j 2 , j 2 ≤ n, 1≤k≤h≤n 1≤p≤q≤n
Putting all pieces together, we have
Using the fact that f (4) has polynomial growth and θ ∈ [0, 1], we can easily deduce from the previous inequality that there exists a ∈ N, and a constant C 10 > 0, than only depends on f , such that
which by Lemma 3.5, implies that there exist a constant C 11 > 0, such that
On the other hand, by (3.18) , for all indices 1 ≤ d 1 , d 2 , l 1 , l 3 ≤ n, we deduce
which by an analogous argument to the proof of (6.28), leads to
where ℓ = 2, 3 and C 12 is a strictly positive constant. Therefore, by (6.27), we obtain
with C 13 > 0. Hence, using the condition (H2), we obtain
where C 14 > 0. Finally, by (6.22), (6.26) and (6.30), we obtain
as required. This completes the proof.
Appendix
Here, we use the same notation as in Section 3.4. Recall that d(n) = n(n + 1)/2 and for every x ∈ R d(n) , Φ i (x) denotes the i-th largest eigenvalue of the matrix x.
k,h (x) be as in (3.17) . Then the first and second order partial derivatives of Φ i (x) are given by ∂Φ i ∂x k,h (x) = V i,i k,h (x), (7.1)
V i,j k,h (x)V i,j p,q (x). (7.2) In order to deduce the previous Lemma, we show a similar result for any n-dimensional real symmetric matrix A(θ, β) which is twice continuously differentiable over the real parameters θ and β. Assume that A(θ, β) possesses eigenvalues λ 1 (θ, β) > · · · > λ n (θ, β) with orthonormal eigenvectors U 1 (θ, β), . . . , U n (θ, β) of the form U i (θ, β) = (U 1,i (θ, β), . . . , U n,i (θ, β)) T , which are continuously differentiable over θ and β. Provided that we prove (7.3) and (7.4), we obtain (7.1) by taking θ = x k,h , and (7.2) by taking θ = x k,h and β = x p,q .
Proof. For simplicity of exposition, in what follows we omit the dependence on the parameters θ and β of A(θ, β), U i (θ, β) and λ i (θ, β).
We first deduce identity (7.3). By taking the derivative with respect to θ of AU i = λ i U i , we get ∂A ∂θ U i + A ∂U i ∂θ = ∂λ i ∂θ U i + λ i ∂U i ∂θ .
(7.5) Multiplying (7.5) by U * i from the left, and using the fact that U * i = λ i U * i and |U i | 2 = 1, we have
On the other hand, if we take the derivative with respect to θ of |U i | 2 = 1, we obtain U * i ∂U i ∂θ = 0, (7.7)
thus, putting all pieces together, we deduce
as required. For identity (7.4), we first take the derivative with respect to β in (7.5), and obtain
Again, we multiply by U * i from the left and use the identities U * i A = λ i U * i and |U i | 2 = 1, to deduce
Next, simplifying the above identity and using (7.7), we get The inner products in the right hand side can be computed by multiplying (7.5) by U * j from the left for j = i, and using the fact that λ j U * j = U * j A, to get
which implies that for every i = j,
Similarly, we have that
Combining the previous relations with (7.9), we obtain ∂A ∂θ
Multiplying by U * i in the previous identity, we get
Therefore, identity (7.4) follows from (7.8) and (7.10). The proof is now complete. Then, for every x, y ∈ (−2, 2) and ρ ∈ [0, 1), the series defining K ρ (x, y) is absolutely convergent and K ρ x, y = 1 − ρ 2 ρ 2 (x − y) 2 − xyρ(1 − ρ) 2 + (1 − ρ 2 ) 2 .
(7.11)
Furthermore, K ρ (x, y) ≥ 0 for all x, y ∈ (−2, 2) and K ρ is integrable over (−2, 2) 2 .
Proof. For x ∈ (−1, 1), define U q (x) := U q 2x . It is not hard to verify that ( U q ; q ∈ N) are the Chebyshev polynomials of the second kind on [−1, 1]. Using the well-known formula
and defining a := x + i √ 1 − x 2 and b := y + i 1 − y 2 , we get
Observe that |a| = |b| = 1, and thus, since ρ ∈ (0, 1), we can compute the sum over q by means of the geometric series, i.e.
where R(z) means the real part of z. Indeed, we have that ∞ q=0 U q (x) U q (y)ρ q ≤ 2
(1 − x 2 )(1 − y 2 )(1 − ρ) 2 , (7.12)
i.e., the series defining K ρ (x, y) is absolutely convergent. We can also easily verify that Putting these identities together, we deduce ∞ q=0 U q (x) U q (y)ρ q = 1 − ρ 2 4ρ 2 (x 2 + y 2 ) − 4xyρ(1 + ρ 2 ) + 1 − 2ρ 2 + ρ 4 .
From the previous analysis, it easily follows K ρ x, y = 1 − ρ 2 ρ 2 (x − y) 2 − xyρ(1 − ρ) 2 + (1 − ρ 2 ) 2 , (7.13) from where we deduce the identity (7.11) .
In order to establish positivity, assume that K ρ (x 0 , y 0 ) < 0 for some x 0 , y 0 ∈ (−2, 2). Observe that the denominator of the right hand side of (7.13) is a continuous function w.r.t. (x, y) ∈ (−1, 1) 2 . Since K ρ (0, 0) > 0, the denominator should vanish at some point (x, y) ∈ (−1, 1) 2 . However, this contradicts the inequality in (7.12) as K ρ (x, y) should blow up. Therefore, K ρ (x, y) > 0 for all x, y ∈ (−2, 2). Furthermore, by the bound in (7.12) we conclude that K ρ is integrable over (−2, 2). The proof is now complete.
