Periodic solutions for a kind of Liénard equation  by Liu, Xin-Ge et al.
Journal of Computational and Applied Mathematics 219 (2008) 263–275
www.elsevier.com/locate/cam
Periodic solutions for a kind of Liénard equation
Xin-Ge Liua,∗, Mei-Lan Tanga, Ralph R. Martinb
aSchool of Mathematical Science and Computing Technology, Central South University, Changsha, Hunan 410083, China
bSchool of Computer Science, Cardiff University, Cardiff, UK
Received 9 May 2007; received in revised form 13 July 2007
Abstract
Using inequality techniques and coincidence degree theory, new results are provided concerning the existence and uniqueness of
T-periodic solutions for a Liénard equations with delay. An illustrative example is provided to demonstrate that the results in this
paper hold under weaker conditions than existing results, and are more effective.
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1. Introduction
There has been a great deal of work on Liénard equations, which have been used to describe ﬂuid-mechanical and
nonlinear elastic mechanical phenomena. For example, in [2–4,8,13], time maps and phase plane analysis were used
to examine the existence of periodic solutions to Liénard equations, and several sufﬁcient conditions for this existence
were established. Recently, Liu and Huang [9] discussed the existence and uniqueness of periodic solutions for a
Liénard equation with delay, of form
x′′(t) + f (x(t))x′(t) + g(t, x(t − (t))) = p(t), (1)
where f, , p : R → R and g : R ×R → R are continuous functions,  and p are T-periodic (i.e., periodic with period
T), g is T-periodic in its ﬁrst argument, and T > 0.
In recent years, periodic solutions to Eq. (1) have been extensively studied in the literature (see, for example,
[1,5,7,10–12,14]). However, to the best of our knowledge, most authors have only considered the existence of periodic
solutions, and few results exist concerning both existence and uniqueness of periodic solutions to Eq. (1). Liu andHuang
[9] provide a sufﬁcient condition for such existence and uniqueness, but their result leaves space for improvement.
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In their work, they required that the following constraint should be imposed on the Liénard equation:
C1D
T
2
+ C2 T2 +
bT 2
2
< 1.
Upon examining their proof of Lemma 2.5 and Theorem 3.1 in [9], we have found certain errors. The corrected
version of this constraint should read
C1D
√
T 3
2
+ C2 T2 +
bT 2
2
< 1.
In this paper, we reconsider periodic solutions of a Liénard equation with delay as given in Eq. (1). The main purpose
of this paper is to establish a new sufﬁcient condition for the existence and uniqueness of T-periodic solutions of Eq.
(1). Using inequality techniques, we obtain sharp a priori estimates for a periodic solution to Eq. (1). Furthermore, by
using improved estimates for |x|∞, |x′|∞ and |x′|2 and coincidence degree theory, both the existence and uniqueness
of T-periodic solutions of Eq. (1) under this sufﬁcient condition are proved. This sufﬁcient condition improves upon
the main result obtained in [9], as we demonstrate using an illustrative example.
For simplicity, throughout this paper, we adopt the following notation:
|x|k =
(∫ T
0
|x(t)|k dt
)1/k
and
|x|∞ = max
t∈[0,T ] |x(t)|.
In order to use Mawhin’s continuation theorem to study the existence of periodic solution of Eq. (1), we introduce
the following spaces and operators. Let
X = {x|x ∈ C1(R,R), x(t + T ) = x(t), ∀t ∈ R}
and
Y = {x|x ∈ C(R,R), x(t + T ) = x(t), ∀t ∈ R}
be two Banach spaces with norms
‖x‖X = max{|x|∞, |x′|∞} and ‖x‖Y = |x|∞.
Let D(L) = {x|x ∈ X, x′′ ∈ C(R,R)}. Deﬁne a linear operator L : D(L) ⊂ X → Y by setting
Lx = x′′. (2)
We also deﬁne a nonlinear operator N : X → Y by setting
Nx = −f (x(t))x′(t) − g(t, x(t − (t))) + p(t). (3)
Obviously, KerL=R, and ImL={x|x ∈ Y, ∫ T0 x(s) ds=0}. Thus the operatorL is a Fredholmoperatorwith index zero.
Deﬁne the continuous projectorP : X → KerL and the averaging projectorQ : Y → Y by settingPx(t)=x(0)=x(T )
and Qx(t) = (1/T ) ∫ T0 x(s) ds. Hence, ImP = KerL and KerQ = ImL. Denoting by L−1P : ImL → D(L) ∩ Ker P
the inverse of L|D(L)∩Ker P , we have
L−1P y(t) = −
t
T
∫ T
0
(t − s)y(s) ds +
∫ t
0
(t − s)y(s) ds. (4)
It is convenient to introduce the following assumption.
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(A0) there exist nonnegative constants C1 and C2 such that
|f (x1) − f (x2)|C1|x1 − x2|, |f (x)|C2
for all x1, x2, x ∈ R.
2. Preliminaries
In view of Eqs. (2) and (3), the operator equation Lx = Nx is equivalent to the following:
x′′(t) + [f (x(t))x′(t) + g(t, x(t − (t)))] = p(t), (5)
where  ∈ (0, 1).
For convenience of use, we introduce the Continuation Theorem [5] as follows.
Lemma 1. Let X and Y be two Banach spaces. Suppose that L : D(L) ⊂ X → Y is a Fredholm operator with index
zero and N : X → Y is L-compact on the closure ¯ of , where  is an open bounded subset of X. Moreover, assume
that each of the following conditions is satisﬁed:
1. Lx = Nx, ∀x ∈  ∩ D(L),  ∈ (0, 1);
2. Nx /∈ ImL,∀x ∈  ∩ KerL;
3. the Brouwer degree deg{QN, ∩ KerL, 0} = 0.
Then equation Lx = Nx has at least one solution on ¯.
The following lemmas will be useful to prove our main results in Section 3.
Lemma 2. See [6,14]. If x ∈ C2(R,R) with x(t + T ) = x(t), then
|x′(t)|22
(
T
2
)2
|x′′(t)|22. (6)
Lemma 3. Suppose that there exists a constant d > 0 such that one of the following conditions holds:
(A1) x(g(t, x) − p(t))< 0, ∀t ∈ R, |x|d;
(A2) x(g(t, x) − p(t))> 0, ∀t ∈ R, |x|d .
If x(t) is a T-periodic solution of (5), then
|x|∞d +
√
T
2
|x′|2. (7)
Proof. Let x(t) be a T-periodic solution of Eq. (5). Then, integrating Eq. (5) from 0 to T, we have
∫ T
0
[g(t, x(t − (t))) − p(t)] dt = 0. (8)
This implies that there exists  ∈ [0, T ] such that
g(, x( − ())) − p() = 0. (9)
Taking this together with (A1) or (A2) as appropriate, we have
|x( − ())|<d . (10)
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Let  − () = mT + t0, where t0 ∈ [0, T ] and m is an integer. Then,
|x(t)| =
∣∣∣∣x(t0) +
∫ t
t0
x′(s) ds
∣∣∣∣
=
∣∣∣∣x(mT + t0) +
∫ t
t0
x′(s) ds
∣∣∣∣
 |x( − ())| +
∣∣∣∣
∫ t
t0
x′(s) ds
∣∣∣∣
< d +
∫ t
t0
|x′(s)| ds, (11)
where t ∈ [t0, t0 + T ].
Since x(t) is the T-periodic solution, for t ∈ [t0, t0 + T ],
|x(t)| =
∣∣∣∣x(t0 + T ) +
∫ t
t0+T
x′(s) ds
∣∣∣∣
=
∣∣∣∣x(t0 + T ) −
∫ t0+T
t
x′(s) ds
∣∣∣∣
 |x(t0 + T )| +
∣∣∣∣
∫ t0+T
t
x′(s) ds
∣∣∣∣
 |x(t0 + T )| +
∫ t0+T
t
|x′(s)| ds
d +
∫ t0+T
t
|x′(s)| ds. (12)
Combining Eqs. (11) and (12) gives
|x(t)|d + 1
2
∫ t0+T
t0
|x′(s)| ds
d + 1
2
∫ T
0
|x′(s)| ds. (13)
Using the Schwartz inequality yields
|x(t)|d + 1
2
√
T
(∫ T
0
|x′(s)|2 ds
)1/2
= d + 1
2
√
T |x′|2. (14)
Therefore,
|x|∞ = max
t∈[0,T ] |x(t)|d +
1
2
√
T |x′|2. (15)
This completes the proof of Lemma 3. 
Lemma 4. Let (A0) and either (A1) or (A2) hold. Assume that the following condition is satisﬁed:
(A3) There exists a nonnegative constant b such that
C2
T
2
+ bT
2
4
< 1 and |g(t, x1) − g(t, x2)|b|x1 − x2|, ∀t, x1, x2 ∈ R.
If x(t) is a T-periodic solution of Eq. (1), then
|x′|2D1, (16)
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where
D1 = [bd + max{|g(t, 0)| : 0 tT } + |p|∞]T
2
(
1 − C2 T2 − b
T 2
4
) .
Proof. Let x(t) be a T-periodic solution of Eq. (1). From (A1) or (A2), we can easily show that Inequality (7) also
holds. Multiplying Eq. (1) by x′′(t) and then integrating from 0 to T, in view of Inequalities (6) and (7), (A3) and the
Schwartz inequality, we have
|x′′|22 = −
∫ T
0
f (x(t))x′(t)x′′(t) dt −
∫ T
0
g(t, x(t − (t)))x′′(t) dt +
∫ T
0
p(t)x′′(t) dt

∫ T
0
|f (x(t))||x′(t)||x′′(t)| dt +
∫ T
0
|p(t)||x′′(t)| dt
+
∫ T
0
[|g(t, x(t − (t))) − g(t, 0)| + |g(t, 0)|]|x′′(t)| dt
C2
∫ T
0
|x′(t)||x′′(t)| dt + |p|∞
∫ T
0
|x′′(t)| dt
+ b
∫ T
0
|x(t − (t))||x′′(t)| dt +
∫ T
0
|g(t, 0)||x′′(t)| dt
C2|x′|2|x′′|2 + |p|∞
√
T |x′′|2
+ b
∫ T
0
|x(t − (t))||x′′(t)| dt +
∫ T
0
|g(t, 0)||x′′(t)| dt
C2
T
2
|x′′|22 + |p|∞
√
T |x′′|2
+ b|x|∞
√
T |x′′|2 + max{|g(t, 0)| : 0 tT }
√
T |x′′|2
C2
T
2
|x′′|22 + |p|∞
√
T |x′′|2
+ b
(
d +
√
T
2
|x′|2
)√
T |x′′|2 + max{|g(t, 0)| : 0 tT }
√
T |x′′|2
C2
T
2
|x′′|22 + |p|∞
√
T |x′′|2
+ b
(
d +
√
T
2
T
2
|x′′|2
)√
T |x′′|2 + max{|g(t, 0)| : 0 tT }
√
T |x′′|2

[
C2
T
2
+ bT
2
4
]
|x′′|22 + [bd + max{|g(t, 0)| : 0 tT } + |p|∞]
√
T |x′′|2. (17)
Thus, [
1 − C2 T2 − b
T 2
4
]
|x′′|2[bd + max{|g(t, 0)| : 0 tT } + |p|∞]
√
T , (18)
so
|x′′|2 [bd + max{|g(t, 0)| : 0 tT } + |p|∞]
√
T
1 − C2 T2 − b
T 2
4
. (19)
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Since x(0) = x(T ), there exists a constant  ∈ [0, T ] such that x′() = 0, and
|x′(t)| =
∣∣∣∣x′() +
∫ t

x′′(s) ds
∣∣∣∣
 |x′()| +
∫ t

|x′′(s)| ds
=
∫ t

|x′′(s)| ds, (20)
where t ∈ [, T + ]. Again,
|x′(t)| =
∣∣∣∣x′( + T ) +
∫ t
+T
x′′(s) ds
∣∣∣∣
=
∣∣∣∣∣x′( + T ) −
∫ +T
t
x′′(s) ds
∣∣∣∣∣
 |x′( + T )| +
∣∣∣∣∣
∫ +T
t
x′′(s) ds
∣∣∣∣∣
 |x′( + T )| +
∫ +T
t
|x′′(s)| ds
= |x′()| +
∫ +T
t
|x′′(s)| ds
=
∫ +T
t
|x′′(s)| ds, (21)
where t ∈ [, T + ]. Inequalities (20) and (21) imply that
2|x′(t)|
∫ t

|x′′(s)| ds +
∫ +T
t
|x′′(s)| ds
=
∫ +T

|x′′(s)| ds
=
∫ T
0
|x′′(s)| ds

√
T |x′′|2, (22)
where t ∈ [, T + ].
Obviously,
|x′(t)| 12
√
T |x′′|2 for all t ∈ [0, T ], (23)
so
|x′|∞ 12
√
T |x′′|2. (24)
From Inequalities (19) and (24), we have
|x′|∞ [bd + max{|g(t, 0)| : 0 tT } + |p|∞]T
2
(
1 − C2 T2 − b
T 2
4
) . (25)
This completes the proof of Lemma 4. 
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Lemma 5. Let (A1) or (A2) hold. Assume that the following condition is satisﬁed:
(A4) Suppose that (A0) holds, g(t, x) is a strictly monotone function in x, and there exists a nonnegative constant b
such that
C1D1
√
T 3
4
+ C2 T2 +
bT 2
4
< 1 and |g(t, x1) − g(t, x2)|b|x1 − x2|,
where C1, C2,D1 are deﬁned as before.
Then Eq. (1) has at most one T-periodic solution.
Proof. Suppose that x1(t) and x2(t) are two T-periodic solutions of Eq. (1). Then
(x1(t) − x2(t))′′ + (f (x1(t))x′1(t) − f (x2(t))x′2(t)) + (g(t, x1(t − (t))) − g(t, x2(t − (t)))) = 0. (26)
Set Z(t) = x1(t) − x2(t). Then, from Eq. (26), we obtain
Z′′(t) + (f (x1(t))x′1(t) − f (x2(t))x′2(t)) + (g(t, x1(t − (t))) − g(t, x2(t − (t)))) = 0. (27)
Since x1(t) and x2(t) are T-periodic, integrating Eq. (27) from 0 to T, we obtain∫ T
0
(g(t, x1(t − (t))) − g(t, x2(t − (t)))) dt = 0. (28)
Using the integral mean value theorem, it follows that there exists a constant  ∈ [0, T ] such that
g(, x1( − ())) − g(, x2( − ())) = 0. (29)
Let  − () = nT + ¯, where ¯ ∈ [0, T ] and n is an integer. Then, Eq. (29), together with (A4), implies that there
exists a constant ¯ ∈ [0, T ] such that
Z(¯) = x1(¯) − x2(¯) = x1( − ()) − x2( − ()) = 0. (30)
Thus,
|Z(t)| =
∣∣∣∣Z(¯) +
∫ t
¯
Z′(s) ds
∣∣∣∣
=
∣∣∣∣
∫ t
¯
Z′(s) ds
∣∣∣∣

∫ t
¯
|Z′(s)| ds. (31)
Again
|Z(t)| =
∣∣∣∣Z(¯ + T ) +
∫ t
¯+T
Z′(s) ds
∣∣∣∣
=
∣∣∣∣∣Z(¯ + T ) −
∫ ¯+T
t
Z′(s) ds
∣∣∣∣∣
=
∣∣∣∣∣−
∫ ¯+T
t
Z′(s) ds
∣∣∣∣∣

∫ ¯+T
t
|Z′(s)| ds. (32)
270 X.-G. Liu et al. / Journal of Computational and Applied Mathematics 219 (2008) 263–275
Hence
2|Z(t)|
∫ t
¯
|Z′(s)| ds +
∫ ¯+T
t
|Z′(s)| ds

∫ ¯+T
¯
|Z′(s)| ds
=
∫ T
0
|Z′(s)| ds

√
T
(∫ T
0
|Z′(s)|2 ds
)1/2
= √T |Z′|2. (33)
Hence
|Z|∞ 12
√
T |Z′|2. (34)
Multiplying Eq. (27) by Z′′(t), then integrating from 0 to T, from Inequalities (6) and (34), and the Schwartz
inequality, we get
|Z′′|22 = −
∫ T
0
(f (x1(t))x
′
1(t) − f (x2(t))x′2(t))Z′′(t) dt
−
∫ T
0
(g(t, x1(t − (t))) − g(t, x2(t − (t))))Z′′(t) dt

∫ T
0
|f (x1(t))||x′1(t) − x′2(t)||Z′′(t)| dt
+
∫ T
0
|f (x1(t)) − f (x2(t))||x′2(t)||Z′′(t)| dt
+ b
∫ T
0
|x1(t − (t)) − x2(t − (t))||Z′′(t)| dt

∫ T
0
C2|Z′(t)||Z′′(t)| dt
+
∫ T
0
C1|Z(t)||x′2(t)||Z′′(t)| dt
+ b
∫ T
0
|Z(t − (t))||Z′′(t)| dt
C2
(∫ T
0
|Z′(t)|2 dt
)1/2(∫ T
0
|Z′′(t)|2 dt
)1/2
+ C1|Z|∞
∫ T
0
|x′2(t)||Z′′(t)| dt
+ b|Z|∞
∫ T
0
|Z′′(t)| dt
C2|Z′|2|Z′′|2 + C1|Z|∞|x′2|2|Z′′|2 + b|Z|∞
√
T |Z′′|2

[
C2 + 12C1
√
TD1 + 12bT
]
|Z′|2|Z′′|2

[
1
2
C1
√
TD1 + C2 + 12bT
]
T
2
|Z′′|22
=
[
C1D1
√
T 3
4
+ C2 T2 +
bT 2
4
]
|Z′′|22. (35)
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Since Z(t), Z′(t) and Z′′(t) are T-periodic and continuous functions, in view of (A4) and Inequalities (6), (30) and
(35), we have
Z(t) = Z′(t) = Z′′(t) ≡ 0, ∀t ∈ R.
Thus,
x1(t) ≡ x2(t), ∀t ∈ R.
Therefore, Eq. (1) has at most one T-periodic solution.
3. Main result
Theorem 1. Let (A1) or (A2) hold. Assume that condition (A4) is satisﬁed. Then Eq. (1) has a unique T-periodic
solution.
Proof. Lemma 5 states that Eq. (1) has at most one T-periodic solution. Thus, to prove Theorem 1, it sufﬁces to show
that Eq. (1) has at least one T-periodic solution. To do this, we apply Lemma 1. Firstly, we claim that the set of all
possible T-periodic solutions of Eq. (5) is bounded. Let x(t) be a T-periodic solution of Eq. (5). Multiplying Eq. (5) by
x′′(t), then integrating from 0 to T, and using Lemmas 2 and 3, Assumption (A4) and the Schwartz inequality, we have
|x′′|22 = − 
∫ T
0
f (x(t))x′(t)x′′(t) dt − 
∫ T
0
g(t, x(t − (t)))x′′(t) dt + 
∫ T
0
p(t)x′′(t) dt

∫ T
0
|f (x(t))||x′(t)||x′′(t)| dt +
∫ T
0
|p(t)||x′′(t)| dt
+
∫ T
0
[|g(t, x(t − (t))) − g(t, 0)| + |g(t, 0)|]|x′′(t)| dt
C2
∫ T
0
|x′(t)||x′′(t)| dt + |p|∞
∫ T
0
|x′′(t)| dt
+ b
∫ T
0
|x(t − (t))||x′′(t)| dt +
∫ T
0
|g(t, 0)||x′′(t)| dt
C2|x′|2|x′′|2 + |p|∞
√
T |x′′|2
+ b|x|∞
√
T |x′′|2 + max{|g(t, 0)| : 0 tT }
√
T |x′′|2
C2
T
2
|x′′|22 + |p|∞
√
T |x′′|2
+ b
(
d +
√
T
2
|x′|2
)√
T |x′′|2 + max{|g(t, 0)| : 0 tT }
√
T |x′′|2
C2
T
2
|x′′|22 + |p|∞
√
T |x′′|2
+ b
(
d +
√
T
2
T
2
|x′′|2
)√
T |x′′|2 + max{|g(t, 0)| : 0 tT }
√
T |x′′|2

[
C2
T
2
+ bT
2
4
]
|x′′|22
+ [bd + max{|g(t, 0)| : 0 tT } + |p|∞]
√
T |x′′|2 (36)
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which, together with (A4), implies that there exist positive constants D3 and D4 such that
|x′′|2 <D3, |x′|2 <D4, |x|∞ <D4. (37)
Since x(0) = x(T ), there exists a constant  ∈ [0, T ] such that
x′() = 0
and
|x′(t)| =
∣∣∣∣x′() +
∫ t

x′′(s) ds
∣∣∣∣
=
∣∣∣∣
∫ t

x′′(s) ds
∣∣∣∣

∫ t

|x′′(s)| ds, (38)
where t ∈ [, T + ]. Similarly,
|x′(t)| =
∣∣∣∣x′( + T ) +
∫ t
+T
x′′(s) ds
∣∣∣∣
=
∣∣∣∣∣x′( + T ) −
∫ +T
t
x′′(s) ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ +T
t
x′′(s) ds
∣∣∣∣∣

∫ +T
t
|x′′(s)| ds, (39)
where t ∈ [, T + ]. So
|x′(t)| 1
2
(∫ t

|x′′(s)| ds +
∫ +T
t
|x′′(s)| ds|
)
= 1
2
∫ +T

|x′′(s)| ds
= 1
2
∫ T
0
|x′′(s)| ds
 1
2
√
T |x′′|2
 1
2
√
TD3. (40)
From Inequalities (37) and (40), there exists a positive constant M1 > 12
√
TD3 + D4 such that
‖x‖X |x|∞ + |x′|∞ <M1.
If x ∈ 1 = {x|x ∈ KerL ∩ X, andNx ∈ ImL}, then there exists a constant M2 such that
x(t) ≡ M2,
and ∫ T
0
[g(t,M2) − p(t)] dt = 0. (41)
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Thus ∫ T
0
M2[g(t,M2) − p(t)] dt = 0. (42)
Hence, ∀x(t) ∈ 1,
|x(t)| ≡ |M2|<d . (43)
Let M = M1 + d + 1. Set
 = {x|x ∈ X, |x|∞ <M, |x′|∞ <M}.
It is easy to see from Eqs. (3) and (4) that N is L-compact on ¯. It follows from Eqs. (41) and (43), and the fact
M >max{M1, d}, that conditions (1) and (2) in Lemma 1 hold.
Furthermore, suppose we deﬁne continuous functions H1(x, 	) and H2(x, 	) as
H1(x, 	) = (1 − 	)x − 	 1
T
∫ T
0
[g(t, x) − p(t)] dt; 	 ∈ [0, 1],
H2(x, 	) = −(1 − 	)x − 	 1
T
∫ T
0
[g(t, x) − p(t)] dt; 	 ∈ [0, 1]. (44)
If (A1) holds, then
xH 1(x, 	) = 0, (45)
where x ∈  ∩ KerL. Hence, using the homotopy invariance theorem, we have
deg{QN, ∩ KerL, 0} = deg
{
− 1
T
∫ T
0
[g(t, x) − p(t)] dt, ∩ KerL, 0
}
= deg{x, ∩ KerL, 0}
= 0. (46)
If (A2) holds, then
xH 2(x, 	) = 0, (47)
where x ∈  ∩ KerL. Hence, using the homotopy invariance theorem, we have
deg{QN, ∩ KerL, 0} = deg
{
− 1
T
∫ T
0
[g(t, x) − p(t)] dt, ∩ KerL, 0
}
= deg{−x, ∩ KerL, 0}
= 0. (48)
From Lemma 1, we conclude that Theorem 1 is proved. 
4. Example
In this section, we provide an example to illustrate that the sufﬁcient condition given in Theorem 1 in this paper is
superior to the recently reported result in [9].
Example 1. Let g(t, x) = x/(6) ∀t, x ∈ R. Consider the existence and uniqueness of a 2-periodic solution to the
following Liénard equation:
x′′(t) + 3
8
(sin x(t))x′(t) + g(t, x(t − sin2t)) = 1
6
ecos(t)−1. (49)
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In this example, d = 1, b = 1/(6), C1 =C2 = 3/8, (t)= sin2t, T = 2 and p(t)= (1/6)ecos(t)−1. It is obvious that
assumptions (A2) and (A4) both hold. Using the method in Theorem 1 in [9], we ﬁnd that
D = [bd + max{|g(t, 0) : 0 tT |} + |p|∞]T
1 −
(
C2
T
2
+ bT
2
2
)
=
[
1
6
+ 1
6
]
· 2
1 − 3
8
− 1
3
= 2.2857,
C1D
√
T 3
2
+ C2 T2 + b
T 2
2
= 2.8569> 1.
Since 2.8569> 1, the condition in Theorem 1 in [9] is not satisﬁed and hence it cannot provide any result. Therefore,
Theorem 1 in [9] fails, while, our criterion in Theorem 1 in this paper remains applicable, as we now show.
In fact,
D1 = [bd + max{|g(t, 0)| : 0 tT } + |p|∞]T
2
(
1 − C2 T2 − b
T 2
4
)
=
[
1
6
+ 1
6
]
2
2 − 3
4
− 1
3
= 0.7273
and
C1D1
√
T 3
4
+ C2 T2 + b
T 2
4
= 0.8835< 1.
Thus, Theorem 1 here shows that Eq. (49) has a unique 2-periodic solution.
This example demonstrates that the condition in our Theorem 1 is weaker than that in [9], and is able to demonstrate
existence of unique solutions to certain Liénard equations which the latter cannot decide about. Therefore our results
substantially improve the works in [9].
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