Abstract. We consider bounded entropy solutions to the scalar conservation law in one space dimension:
Introduction
We consider the scalar conservation law in one space dimension:
where the flux f ∈ C ∞ (R, R) and the function u : R + t × R x → R is the spatial density of the conserved quantity. We consider bounded entropy solutions: more precisely we require that u ∈ C 0 ([0, +∞), L 1 loc (R)) ∩ L ∞ (R + × R) satisfies (1) in the sense of distributions and that for every convex entropy η : R → R it holds η(u) t + q(u) x ≤ 0 in the sense of distributions, where the entropy flux q is defined up to constants by q = f η . The well-posedness of the Cauchy problem (1) in the class of bounded entropy solutions with respect to L 1 loc topology is by now classical. A first consequence is the fact that the BV regularity of u is propagated in time and this implies that we can describe in a satisfactory way the structure of the entropy solution u if u 0 ∈ BV(R).
We are interested in the case u 0 ∈ L ∞ , which is included in the classical well-posedness result. The first result in this direction is the Oleinik one sided Lipschitz estimate: if the flux is uniformly convex (f ≥ c > 0), then for every t > 0, the entropy solution u(t) ∈ BV loc (R) and the following inequality between measures holds:
On the other hand if f (w) = λw is linear the solution is given by u(t, x) = u 0 (x − λt) so u(t) has the same regularity as the initial datum u 0 . Between these two extremal cases it is interesting to discuss if some weaker notion of nonlinearity (compared to uniform convexity) of the flux has some regularizing effect on the entropy solution u. The literature on this problem is large: several results, even in several space dimensions and for more general weak solutions, have been obtained by means of the kinetic formulation of (1) and averaging lemmas (see [14, 17] and the more recent [15] ).
In order to get quantitative regularity results we need to quantify the nonlinearity of the flux f : Definition 1.1. We say that the flux f has degeneracyp ∈ N if (1) {f (w) = 0} is finite; (2) for each w ∈ R such that f (w) = 0 there exists p ≥ 2 such that f (p+1) (w) = 0.
Let us denote by p w be the minimal p ≥ 2 such that f (p+1) (w) = 0; (3)p = max w p w .
If such ap exists we also say that f has polynomial degeneracy.
It was conjectured in [17] that if the flux f has degeneracy p ∈ N, then for every ε, t > 0 the entropy solution u(t) ∈ W s−ε,1 loc (R), with s = 1 p . See [16] for a result in this direction. However it seems more convenient to express the regularity of the entropy solution in terms of functions with generalized bounded variation: more precisely let Φ : [0, +∞) → [0, +∞) be a convex function such that Φ(0) = 0, let v : R → R and I ⊂ R be an interval. We say that v ∈ BV Φ (I) if
See [19] for an introduction to these spaces. If Φ is not degenerate, i.e. Φ(h) > 0 for every h > 0, a function v ∈ BV Φ (R) is a regulated function, i.e. for everyx ∈ R there exist both lim x→x − v(x) and lim x→x + v(x). This is actually a property that we have for entropy solutions to (1) if the flux satisfies this minimal nonlinearity assumption: {w : f (w) = 0} is dense in R (see for example [20] ). We say in this case that f is weakly genuinely nonlinear. Notice that the available fractional Sobolev regularity of the entropy solution does not imply that it is regulated. An interesting particular case is Φ(w) = w p , in this case we denote BV Φ with BV 1 p . We notice that for every ε > 0 and p ≥ 1 it holds BV
see [8] .
The use of these spaces in this context started in [8, 10] to express the regularity of the entropy solution when the flux is strictly (but not necessarily uniformly) convex.
The case of nonconvex fluxes is addressed in the following theorem and it is the final goal of this note. When not explicitly written we refer to [18] for more details. Theorem 1.2. Let f be a flux of degeneracy p and let u be the entropy solution of (1) with u 0 ∈ L ∞ (R) with compact support. Then there exists a constant C > 0, depending on L 1 (conv(suppu 0 )), u 0 ∞ and f , such that for every t > 0, it holds
1.1. Plan of the paper. In Section 2 we introduce the main tool of this analysis: an extension to the non smooth setting of the classical method of characteristics called Lagrangian representation. This notion has been developed in different settings: a preliminary version has been introduced in [6] for wave-front tracking approximate solutions, in [4] it has been adapted to deal with the case of bounded and continuous initial data, then extended to L ∞ initial data in [5] . Moreover an extension to systems is given in [7] . In this note we only need to give a representation for solutions with piecewise monotone initial data, therefore we follow [18] where a simplified version of the Lagrangian representation is provided.
In Section 3 we present the main novelty of [18] and of this presentation. It is an estimate of the oscillation of the entropy solution between two characteristics in terms of their distance and the nonlinearity of the flux. This estimate plays the role that the Oleinik estimate (2) plays in the convex case and does not require any nonlinearity assumption on the flux.
Building on this result, the Lagrangian representation and the argument in [11] , we present in Section 4 the main steps for proving the BV loc regularity of f • u under the assumption of polynomial degeneracy of the flux. In [11] the same problem is considered in the case of one and two inflection points.
Finally in Section 5 we briefly comment about the proof of Theorem 1.2.
Lagrangian representation
As mentioned in the introduction, the starting point is a precise description of the behavior of the characteristics. In this section we present the notion of Lagrangian representation, which extends the notion of characteristic to the non smooth setting. Our strategy is to prove uniform regularity estimates on a dense class of bounded entropy solutions so it is sufficient to consider the case in which u is the entropy solution of (1) with u 0 continuous, bounded and piecewise monotone. Definition 2.1. We say that X : R + t × R y → R is a Lagrangian representation of the entropy solution u if (1) X is Lipschitz continuous with respect to t; (2) X is increasing and continuous with respect to y; (3) X(0, y) = y for every y ∈ R; (4) for every t ≥ 0 it holds
for every x ∈ R \ N with N at most countable.
Remark 1. Requiring (4) for every t ≥ 0 we implicitly refer to the L 1 continuous representative of u in time. Moreover it follows immediately from the monotonicity of X with respect to y and (4) that if u 0 is piecewise monotone then u(t) is piecewise monotone for t > 0. In order to define pointwise the solution, we consider in this case the lower semicontinuous representative. In any case it is necessary to remove a countable set of points in (4): these are the points where the preimage X(t) −1 (x) is not a singleton and they are the points where shocks are located.
The Lagrangian representation enjoys several other properties. First the characteristics travel with the characteristic speed: more precisely for every y ∈ R and for L 1 -a.e. t > 0 it holds
if u(t) has a jump at X(t, y) .
Two other properties are relevant in the following.
Property 1. For every (t,x) ∈ (0, +∞) × R there exists y ∈ R such that X(t, y) =x and at least one of the following holds:
This is a way to formulate in the nonsmooth case the fact that the smooth solutions are constant along characteristics.
In order to state the next property we need to introduce the notion of admissible boundary. Definition 2.2. Let T > 0, w ∈ R and γ : [0, +∞) → R be a Lipschitz curve. Moreover let u be the entropy solution of (1) and denote by Ω ± = {(t, x) ∈ [0, T ) × R : x ≷ γ(t)}. We say that (γ, w) is an admissible boundary for u up to time T if the restriction of u to Ω − is the entropy solution of the initial boundary value problem
and similary on Ω + . Property 2. For every (t,x) ∈ (0, +∞) × R there exists y ∈ R such that X(t, y) =x and (X(·, y), u 0 (y)) is an admissible boundary of u up to timet.
A previous extension of the notion of characteristic to the nonsmooth setting is presented in [13, Chap.10] . The characteristic equation (5) implies that for every y, the map t → X(t, y) is a generalized characteristic in the sense of Dafermos. Therefore the Lagrangian representation X can be interpreted as a monotone selection of Dafermos generalized characteristics for which (4), Property 1 and Property 2 hold. See also [3] for a similar use in the case of convex fluxes.
Length estimate
In this section we present an estimate that relates the distance between two characteristics with the same value and the oscillation of the entropy solution between these characteristics. A relevant feature is the nonlinearity of the flux function f and we quantify it in the following way: given w 1 ≤ w 2 we consider twice the C 0 distance of f [w 1 , w 2 ] from the set of affine functions on [w 1 , w 2 ]:
Theorem 3.1. Let u be the entropy solution of (1) with u 0 bounded, continuous and piecewise monotone. Let t > 0 and y l < y r be such that (1) u 0 (y l ) = u 0 (y r ) =:w; (2) X(·, y l ) and X(·, y r ) enjoy Property 1 up to time t. Denote by s := max{y r − y l , X(t, y r ) − X(t, y l )} and w m :=w ∧ inf (X(t,y l ),X(t,yr))
As a corollary we get a first a priori estimate for the entropy solution u. Roughly speaking the argument is the following: suppose for simplicity that u 0 has compact support. By finite speed of propagation also the solution at time t will have compact support. The estimate (6) tells that each oscillation between two values a < b must occupy a given amount of space, which is strictly greater than 0 if the flux is not affine between a and b. But the total amount of space at our disposal is finite so we get an a priori estimate on the number of oscillations between two given values of an entropy solution on a given bounded interval. From this we can immediately recover the compactness in L 1 loc of the set of equibounded entropy solutions if the flux is weakly genuinely nonlinear, which can be obtained for example by a compensated compactness argument (see [20] ). This compactness can be made quantitative by means of BV Φ spaces presented in the introduction. and for every ε > 0 set Φ ε (w) = Ψ(
Notice that Φ ε (h) > 0 for every h > 0 if and only if f is weakly genuinely nonlinear, i.e. {w : f (w) = 0} is dense in R.
In this procedure the length estimate plays the same role as the Oleinik estimate (2) in order to deduce that the entropy solution u(t) ∈ BV loc for every t > 0. Unfortunately if we specify this last result with f (u) = u 2 we get that for every t > 0 the entropy solution u(t) ∈ BV 
BV regularity of f • u
In this section we discuss the BV regularity of the velocity field f • u. In order to get a positive result we require that the flux function f has polynomial degeneracy (see Definition 1.1).
Theorem 4.1. Let f be as above and u be the entropy solution of (1) with u 0 ∈ L ∞ and assume that supp u 0 ⊂ [a, b]. Then there exists C depending on b − a, f and u 0 ∞ such that for every t > 0
The details of the proof can be found in [18] . Here we only try to expose the strategy and the role of the tools and the estimates introduced above. Let us first notice that the situation is much simpler if the flux f is convex. In this case the result follows easily from the structure of the characteristics. The key property is that the characteristics are segments up to the time of the first interaction with other characteristics and two colliding characteristics never split in the future (see Fig. 1 ). An elementary geometrical constraint and (5) implies that
This argument does not apply already in the case of fluxes with one inflection point. In this case (7) does not hold and the reason is that two characteristics who interact can split in the future in a contact discontinuity (see Fig. 2 ). In this case, relying on the precise description of the extremal characteristics in [12] and the Lagrangian representation, the argument in [11] can be made completely rigorous.
The structure of characteristics in the general case is more complicated. It turns out however that it is possible to reduce the general case to the case of fluxes with a single inflection point by means of the length estimate and Property 2. We briefly explain how it can be done: let δ > 0 be the minimal distance between two inflection points of f . For anyt > 0, thanks to the length estimate (6), it is possible to find N ≈ C/t characteristics starting from y 1 < . . . < y N such that for every t ∈ (t/2,t) the oscillation of the entropy solution between two of this characteristics is less than δ. Moreover the constant C depends on the solution only through the length of the smallest interval containing the support of u 0 . We therefore obtained N regions in which the range of the solution intersect at most one inflection point of the flux. The additional difficulty is that in the argument of [11] we also need to consider the interactions of the characteristics with the boundaries of these regions. This can be done interpreting the characteristics as admissible boundaries (Property 2) and these are all the ingredients that we need to prove Theorem 4.1.
Remark 3.
Actually the BV regularity of f • u(t) can be improved to SBV regularity for every t ∈ R + \ N with N countable. See [1] for the case of uniformly convex fluxes, [2] for the extension to the case of strictly convex fluxes and [18] for a proof in the setting of Theorem 4.1.
Remark 4. The assumption on the flux cannot be removed. In [18] it is provided an example of entropy solution of (1) in which f has only one inflection point and f • u does not belong to BV loc ((0, +∞) × R).
Fractional regularity of the entropy solution
In this last section we deduce Theorem 1.2 from Theorem 4.1. Again, as already noticed in [8] , the situation is simpler if f is convex. If the flux f has degeneracy p, then the inverse function (f ) −1 is Let us see now how to remove the convexity assumption on f : as in the previous section the length estimate allows to consider only the small oscillations of u(t) and clearly the relevant ones are the oscillations around the inflection points. Therefore it is not restrictive to consider the case f (u) = u p+1 with p even. An estimate like (8) cannot hold for a generic function u(t) as in the convex case, consider for example a function v which takes only the values a and −a for some a > 0. In this case TVf • v = 0 and TV 1 p v can be arbitrarily large. This obstruction is excluded taking advantage of the fact that u(t) is the entropy solution of (1), roughly speaking if f (w 1 ) ≈ f (w 2 ) the shock between w 1 and w 2 is not entropic. More precisely the following lemma holds.
Lemma 5.1. Let u be the entropy solution of (1) with f (u) = u p+1 . There exists a constant c > 0 depending on f and u 0 ∞ such that for a.e. t > 0 and for every x 1 < x 2 ∈ R with u(t, x 1 ) · u(t, x 2 ) < 0 it holds
By means of this lemma it is not hard to conclude the proof of Theorem 1.2.
Remark 5. It has been observed in [9] that the order 1 p cannot be improved in (3).
