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ARATO´ MA´TYA´S (1931–2015)
”
Tu¨relemmel viselt hosszu´, su´lyos betegse´g uta´n 2015. ju´nius 2-a´n elhunyt
Arato´ Ma´tya´s, a Debreceni Egyetem Informatikai Kara´nak professzor emeritusa,
Sze´chenyi-d´ıjas e´s Akade´miai d´ıjas matematikus, az ELTE d´ıszdoktora, a Magyar
Ko¨zta´rsasa´gi E´rdemrend Tisztikeresztje e´s az Eo¨tvo¨s Jo´zsef Koszoru´ kitu¨ntete´sek
tulajdonosa, munkata´rsunk, tana´runk, kedves jo´ bara´tunk. 84 e´ves volt.”
Lapunk ne´gy alap´ıto´ tagja´nak sora´bo´l ma´r egyik sincs ko¨zo¨ttu¨nk. Ko¨zu¨lu¨k
most Arato´ Ma´tya´s emle´ke´t o¨ro¨k´ıtju¨k meg a lap hasa´bjain. A bevezete´st Fazekas
Ga´bor megemle´keze´se´bo˝l ide´zzu¨k, e´s majd to˝le ko¨lcso¨no¨zzu¨k a leza´ra´st is.
Ve´gig ko¨vetju¨k pa´lya´ja´t publika´cio´inak ido˝rendi sorrendje szerint, ko¨zbe
illesztve e´lete´nek fo˝ a´lloma´sait, felhaszna´lva ehhez Fazekas Ga´bor a´ltal ke´sz´ıtett
interju´t 1994-bo˝l, e´s saja´t o¨nvalloma´snak is beillo˝ ko¨szo¨no˝ besze´de´t, amelyet az
ELTE d´ıszdoktora´va´ avata´sa alkalma´bo´l ı´rt.
Egy kis sva´b faluban Eleken szu¨letett Arad megye´ben, egy kistisztviselo˝ elso˝
gyermekeke´nt, akit me´g ketto˝ ko¨vetett. Eredeti neve Sipiczki Ma´tya´s volt, o˝sei
ko¨zo¨tt magyar nevu˝ nem is volt. Me´gis magyarnak tartotta maga´t, ragaszkodott
haza´ja´hoz.
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Az elso˝ 10 e´v, a tanyavila´gban to¨lto¨tt nyarakkal, a szereto˝ rokonsa´g ko¨re´ben,
e´lete sze´p, meghata´rozo´ korszaka volt.
Igy fejezte ki ennek ege´sz e´lete´re valo´ kihata´sa´t:
”
E´s ez az e´let, ez a szeretetteljes ind´ıta´s, ami ko¨ru¨lvett, haza´mhoz, a nagy csala´dhoz
ko¨to¨tt ege´sz e´letemben. Mert aka´rmit is mondhattak, aka´rmi is to¨rte´nhetett, elsza-
kadhattam egy ido˝re, messzire keru¨lhettem, messzire keru¨lhettek a hozza´m ko¨zel-
a´llo´k, e´n megmaradtam magyarnak.”
Ko¨zo¨sse´gi embernek tartotta maga´t, ezt tekintette sikerei za´logja´nak:
”
Fiatal e´veim legla´tva´nyosabb eredme´nye, hogy mindig be tudtam illeszkedni ko¨zo¨s-
se´gekbe, e´s ko¨zo¨sse´gi emberre´ va´ltam. Ez seg´ıtett a tova´bb halada´sban, az e´let
mege´rte´se´ben. Ez seg´ıtett abban, hogy meg tudjam ku¨lo¨nbo¨ztetni a jo´t a rosszto´l,
az e´rte´kest az e´rte´ktelento˝l.”
1941-ben Mako´ra ko¨lto¨ztek, ı´gy tudott gimna´ziumba ja´rni. A Csana´d Veze´r
Gimna´zium u´j vila´ga´ban tala´lt elso˝ ko¨zo¨sse´ge´re a Csana´d cserke´szcsapatban. Itt
alakult fejlo˝de´se, emberse´ge e´s e´desapja asszimila´cio´s sza´nde´ka´nak is megfelelo˝en
ismeretrendszere ne´pi gyo¨keru˝ magyarnak. Ez a ko¨zo¨sse´g seg´ıtette, amikor 14
e´ves kora´ban elvesztette e´desapja´t. A ha´rom a´rva´t e´desanyja egyedu¨l nevelte,
szege´nyse´gben, de szeretetben.
A vila´ge´ge´s eltu¨ntette teljes eleki rokonsa´ga´t; munkaszolga´lat, kitelep´ıte´s volt
sorsuk. Szegeden matematika, fizika e´s a´bra´zolo´ geometria szakra iratkozott be
1949-ben. Va´laszta´sa´t az motiva´lta, hogy akkor ezt olyan szakma´nak tartotta,
amelynek mindig megmarad a becsu¨lete. Gimna´ziumi tanulma´nyaibo´l a mate-
matika szinte teljesen hia´nyzott, ami soka´ig akada´lyozta abban, hogy e´vfolyam-
ta´rsaival egyenrangu´ hallgato´ke´nt vegyen re´szt az egyetemi oktata´sban. De itt is
sikeru¨lt a ko¨zo¨sse´gbe beilleszkedne, sikeru¨lt kiv´ıvnia szorgalma´val, akara´sa´val az
e´vfolyamta´rsak megbecsu¨le´se´t e´s szeretete´t. Ez a szorgalom, akarat e´s kitarta´s
ve´gig meghata´rozo´ jellemzo˝je maradt.
Alkalmaza´s ira´nti e´rdeklo˝de´se´nek megfelelo˝en 1951-to˝l Budapesten folytatta
tanulma´nyait az akkor indult alkalmazott matematikus szakon. Ero˝s ta´rsak ko¨ze´
keru¨lt, u´jabb felza´rko´za´si feladattal kellett megbirko´znia. 1954-ben diploma´zott,
majd az MTA Alkalmazott Matematikai Inte´zete´be keru¨lt tudoma´nyos sege´dmun-
kata´rske´nt. Az ebben a perio´dusban megjelent elso˝ 5 dolgozata´bo´l kitu˝nik az ana-
litikus formula´k kezele´se´ben e´s velu¨k valo´ sza´mola´sban valo´ ke´szse´ge, integra´lok
e´s differencia´legyenletek megolda´sa´ban valo´ felke´szu¨ltse´ge. A ke´so˝bbiekben ezt
nagyon jo´l kamatoztatta. Re´nyi Alfre´d ira´ny´ıta´sa´val dogozott, e´s 1957-ben meg-
jelent ko¨zo¨s cikku¨k ma´r a valo´sz´ınu˝se´gsza´mı´ta´si elo˝zetes ismereteire utal. Az e´le-
te´t e´s pa´lyafuta´sa´t meghata´rozo´ mere´sz va´llalkoza´sa volt, hogy 1958-ban el mert
menni aspirantu´ra´ra Moszkva´ba, a vila´g egyik legnagyobb matematikusa´hoz,
A. N. Kolmogorovhoz. Re´nyi aja´nla´sa´ra jutott a vila´g akkor egyik, vagy tala´n
a legero˝sebb sztochasztikus rendszerekkel foglalkozo´ iskola´ja´ba. Sikeresen beil-
leszkedett a rendk´ıvu¨l ero˝s kora´bbi e´s akkori aspira´nsok ko¨zo¨sse´ge´be (Prohorov,
Rozanov, Sirjajev, Zolotarjov), elismere´su¨ket e´s sokuk bara´tsa´ga´t elnyerte. Kolmo-
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gorovval valo´ bara´tsa´ga´t megtapasztalhattuk magyarorsza´gi la´togata´sai alkalma´-
val. Sok neves aspira´nsta´rsa ko¨zu¨l kiemelheto˝ Ja. G. Szinajjal, a 2014. e´vi A´bel-d´ıj
nyertese´vel ko¨to¨tt bara´tsa´ga, aki ta´rsszerzo˝je is volt, e´s aki sok mindent tan´ıtott is
neki. Ennek nyoma´t la´thatjuk a [109–111] sza´mu´ dolgozataiban, amelyek inka´bb
az u´j ismereteiro˝l szo´lnak, kis kiege´sz´ıte´sekkel, e´s me´g nem u´j te´ma´ja´ro´l.
1962-ben Moszkva´ban megszerzett kandida´tusi fokozata´t a [112], [107] e´s [108]
dolgozatok alapozta´k meg, amelyek a staciona´rius Gauss-folyamatok statisztikai
elemze´se´ben jelentettek e´rdemi a´tto¨re´st. A [107] cikk az egydimenzio´s staciona´-
rius Gauss–Sza´molo´Markov-folyamat parame´te´reinek becsle´se´vel, mı´g a legneve-
sebb dolgozat, a [108], a komplex esettel foglalkozik, e´s ta´rsszerzo˝i Kolmogorov e´s
Szinaj voltak. Az a´ltala´nos becsle´s meghata´roza´sa mellett a dolgozat e´rdekesse´ge
me´g a Fo¨ldtengely rota´cio´ja, a Chandler-ingadoza´s, sztochasztikus komponense´-
nek parame´terbecsle´se.
A bara´tsa´gok e´s tudoma´nyos fejlo˝de´s mellett ma´st is hoztak a moszkvai e´vek,
a csala´dalap´ıta´st. L´ıdia Puskinszkaja´val ko¨to¨tt ha´zassa´ga egyben egy nagy kultu´-
ra, az orosz kultu´ra elsaja´t´ıta´sa´t is jelentette sza´ma´ra. Ezzel is kibo˝vu¨lt otthona.
Felese´ge irodalma´r, az orosz irodalom kutato´ja, az ELTE oktato´jake´nt tudta foly-
tatni Budapesten is oktato´i, kutato´i munka´ja´t. Gyermekeiket, Miklo´st e´s Vera´t
mindke´t nyelvre e´s mindke´t kultu´ra me´lyebb ismerete´re tan´ıtotta´k.
Hazate´re´se uta´n 1965-ig a Belu¨gyminiszte´riumban dolgozott rejtjelfejto˝ ma-
tematikuske´nt. Moszkvai tarto´zkoda´sa ideje´n e´s uta´na is gondot ford´ıtott arra,
hogy hazai folyo´iratokban, e´s magyarul is megjelentesse u´j ismereteit e´s eredme´-
nyeit. Jellemzo˝ publika´cio´i a folytonos a´llapotu´ Markov-folyamatok statisztikai
vizsga´lata´ro´l ı´rt ne´gy re´szes cikk [105–108], jegyzetek, u´jabb eredme´nyek a folya-
matok parame´terbecsle´se´ro˝l, statisztika´ro´l e´s alkalmaza´sokro´l (1968-ig 8 magyar
nyelvu˝ folyo´iratcikk). 1965-to˝l tartott specia´lis elo˝ada´sokat az ELTE matemati-
kus szaka´n sztochasztikus folyamatok elme´lete´bo˝l. Ezen tala´lkoztam vele elo˝szo¨r.
A ko¨vetkezo˝ nagy fordulo´pontot 1965-ben az MTA Sza´mı´to´ Ko¨zpontban kapott
oszta´lyvezeto˝i kineveze´se hozta el. Itt kezdte meg vezeto˝i pa´lyafuta´sa´t e´s tudo-
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ma´nyira´ny´ıta´si teve´kenyse´ge´t. A matematika alkalmaza´sai sza´mı´to´ge´p felhaszna´la´-
sa´val, elso˝sorban statisztikai, sztochasztikus modellek, sza´mı´ta´sok jellemezte´k az u´j
Statisztikai e´s Valo´sz´ınu˝se´gsza´mı´ta´si oszta´lyt. Jo´l e´lt az MTA a´ltal kapott lehe-
to˝se´ggel. A ke´t Szovjetunio´bo´l visszae´rkezett kandida´tussal, Pergel Jo´zseffel e´s
Tomko´ Jo´zseffel ha´rmasban frissen ve´gzett egyetemista´kbo´l e´p´ıtette ki ne´ha´ny e´v
alatt az oszta´lyt. (Az 1966-ban ve´gzettek ko¨zu¨l Kra´mli Andra´s e´s Knuth Elo˝d, az
1967-ben ve´gzettek ko¨zu¨l rajtam k´ıvu¨l Da´vid Ga´bor e´s Gyura´cz Ne´meth Tere´z e´s
Horva´th Gaudi Istva´n, majd To˝ke Pa´l e´s me´g e´vente to¨bben keru¨ltek az oszta´lyra.)
Saja´t kutata´si te´ma´ja´ban elso˝sorban a folyamatok parame´terbecsle´se´hez tartozo´ el-
oszla´sok numerikus meghata´roza´sa´hoz, szimula´cio´ja´hoz ve´geztetett sza´mı´ta´sokat,
akkor me´g az Ural-2 cso¨ves ge´pen. Oszta´lya´nak ismereteit tudatosan fele´p´ıtett
tanula´ssal fejlesztette a valo´sz´ınu˝se´gsza´mı´ta´s, statisztika, sztochasztikus folyama-
tok elme´lete e´s statisztika´juk, ido˝sorelemze´s, to¨megkiszolga´la´s e´s megb´ızhato´sa´g-
elme´let, szimula´cio´k tere´n. Pe´lda´ul, a Gihman–Szkorohod-ko¨nyv, Box–Jenkins-
ko¨nyv, Feller-ko¨nyv II. ko¨tete´nek teljes feldolgoza´sa heti szemina´rium kerete´ben.
Intenz´ıv munka folyt, me´gis ko¨tetlen, csala´dias le´gko¨rben, kira´ndula´sokkal, v´ızi-
tu´ra´kkal. Az oszta´lyt felke´szu¨lten e´rte a leheto˝se´g, amit az MTA u´j, ma´sodik
genera´cio´s ge´pe´nek, a CDC-3300-nak u¨zembe a´ll´ıta´sa jelentett.
Az MTA 1970. e´vi Tudoma´nyos U¨le´sszaka´n, a Matematikai e´s Fizikai Tudo-
ma´nyok Oszta´lya´nak e´s a Mu˝szaki Tudoma´nyok Oszta´lya´nak
”
A sza´molo´ge´ptudo-
ma´ny ke´rde´sei” c´ımu˝ ko¨zo¨s vitau¨le´se´n elhangzott elo˝ada´sa [82] vila´gosan mutatja
a ge´p a´ltal megno˝tt leheto˝se´geket.
”
A modern nagyteljes´ıtme´nyu˝ sza´molo´ge´pek programko¨nyvta´ra´nak tekinte´lyes
re´sze´t alkotja´k az ido˝sor elemze´ssel foglalkozo´ programok. Ebben a vonatkoza´sban
a Magyar Tudoma´nyos Akade´mia CDC 3300-as u´j ge´pe megfelelo˝ leheto˝se´geket
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biztos´ıt mind a matematikai kutata´sok tova´bb fejleszte´se´hez, mind az alkalmaza´sok
kiterjeszte´se´hez. Az Akade´mia inte´zme´nyei kutato´inak rendelkeze´se´re a´llo´ program-
ko¨nyvta´r ele´g gazdag ahhoz, hogy standard feladatok megolda´sa´t ko¨nnyen megkap-
ja´k, ma´sre´szt a Sza´mı´ta´stechnikai Ko¨zpont Valo´sz´ınu˝se´gsza´mı´ta´si e´s matematikai
statisztikai oszta´lya´n ma´r most is folyik az idekeru¨lo˝ programko¨nyvta´r kipro´ba´la´sa
e´s bo˝v´ıte´se.”
Az U´ri utcai otthonos kis elhelyeze´st kino˝tte az Inte´zet, az Oszta´ly a Va´r
alja´ban, a Logodi utca´ban a´tmenetileg egy barakkba ko¨lto¨zo¨tt, onnan az Automa-
tiza´la´si Kutato´inte´zettel valo´ egyesu¨le´s uta´n pa´r e´vig a Kende utca´ban voltunk,
majd 1975-to˝l a Victor Hugo utcai u´j e´pu¨letbe keru¨ltu¨nk. Arato´ az egyesu¨le´ssel a
SZTAKI igazgato´helyettese lett. 1974-ben teljesen va´ratlanul az oszta´ly vezete´se´t
a´tadta nekem.
A ge´p leheto˝se´get adott szerzo˝de´ses munka´kra, ami u´jdonsa´g volt az MTA kuta-
to´inte´zeti teve´kenyse´ge´ben. (Erro˝l ku¨lo¨n is ı´rt elemze´st 1975-ben, [75].) Folytatni
lehetett a parame´terbecsle´sekhez tartozo´ eloszla´sok ta´bla´zatainak o¨sszea´ll´ıta´sa´t
szimula´cio´val e´s numerikus ko¨zel´ıte´ssel, a ge´phez tartozo´ statisztikai ko¨nyvta´r-
hoz ido˝sorelemzo˝ programcsomag ke´szu¨lt. A magas szintu˝ programoza´si nyelvek
(Algol, Fortran, Cobol, SIMULA) elsaja´t´ıta´sa mellett hangsu´lyt helyezett sza´mı´-
ta´studoma´nyi ismeretek ero˝s´ıte´se´re, pe´lda´ul Donald. E. Knuth ko¨nyveinek szemi-
na´rium kerete´ben valo´ feldolgoza´sa´ra. Ke´t u´j teru¨leten ind´ıtott el tudatos kutata´-
sokat. Az adatfeldolgoza´s, adatrendszerek, informa´cio´s rendszerek ira´nyvonalat a
szerzo˝de´ses munka´k, mint a Dunai Vasmu˝ termele´sira´ny´ıta´si rendszere e´s a ko´rha´zi
morbidita´si adatok feldolgoza´sa tette szu¨kse´gesse´. Ehhez a teru¨lethez kapcsolo´-
dott be Be´ke´ssy Andra´s e´s Demetrovics Ja´nos a rela´cio´s adatmodell kutata´sa´val,
e´s egyben a diszkre´t matematika´val bo˝v´ıtve az oszta´ly profilja´t. Arato´ e´rdeme
ezen a te´ren a rendszerszerveze´s fontossa´ga´nak e´s az informa´cio´s rendszerek foko-
zo´do´ szerepe´nek felismere´se volt. Az informa´cio´s rendszerek, adatba´zisok kutata´si
ira´nyzata´t ezzel ind´ıtotta be, ami azo´ta is folytato´dik a SZTAKI-ban, az ELTE-n
e´s a Debreceni Egyetemen.
A ma´sik nagy teru¨let az ido˝oszta´su´ rendszerben u¨zemelo˝ u´j ge´p opera´cio´s rend-
szere´nek elemze´se´hez kapcsolo´do´ hate´konysa´gvizsga´latokbo´l alakult ki. Az oszta´-
lyon to¨bb ira´nyu´ modelleze´s folyt, szimula´cio´s, to¨megkiszolga´la´si, valo´sz´ınu˝se´gsza´-
mı´ta´si analitikus modelleze´s. Mindegyikhez hozza´ja´rult, legero˝sebb eredme´nyei az
opera´cio´s rendszerekben zajlo´ to¨megkiszolga´la´si folyamatok diffu´zio´s ko¨zel´ıte´se´ben
voltak, valamint a memo´ria lapoza´si e´s a ha´tte´rta´rolo´k lapelhelyeze´si ke´rde´seinek
optimaliza´la´sa´ban. To¨bb ta´rsszerzo˝vel dolgozott egyu¨tt ezeken a te´ma´kon, de o¨n-
a´llo´ dolgozatokat is ı´rt, sokat szerepelt nemzetko¨zi fo´rumokon. Saja´t fo˝ te´ma´ja, a
sztochasztikus folyamatok statisztikai vizsga´lata e´lete ve´ge´ig foglalkoztatta. 1970-
ben ve´dte meg
”
Elemi Gauss folyamatok statisztikai proble´ma´i” c´ımu˝ tudoma´nyok
doktora e´rtekeze´se´t. A linea´ris sztochasztikus rendszerek statisztika´ja´ban egyara´nt
tudta kezelni a folytonos e´s a diszkre´t esetet, e´s ezzel a technika´val gazdag´ıtotta a
statisztikai mo´dszereket.
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Jelento˝s aktivita´ssal kapcsolo´dott be a hazai tudoma´nyos e´s szakmai ko¨ze´let-
be. Kiemelheto˝ az ELTE, JATE, KLTE re´sze´re oktata´sban, kutata´sban nyu´jtott
ta´mogato´ egyu¨ttmu˝ko¨de´se. A matematika alkalmaza´sainak e´s a sza´mı´ta´stechnika
kibontakoza´sa´nak szerepe´t kora´n felismerve 1972-ban az MTA III. Matematikai e´s
Fizikai Oszta´ly kerete´ben megalap´ıtott Sza´mı´ta´studoma´nyi Bizottsa´g elno¨ke lett,
Varga La´szlo´val, a bizottsa´g titka´rja´val 15 e´ven keresztu¨l vezette´k a bizottsa´got.
A bizottsa´g elno¨keke´nt e´s vezeto˝i funkcio´inak kihaszna´la´sa´val a hazai sza´mı´ta´s-
technikai konferencia´k, fo´rumok meghata´rozo´ szereplo˝je volt.
Az Alkalmazott Matematikai Lapok 1975. e´vi alap´ıta´sa elo˝tt a III. Oszta´ly
Ko¨zleme´nyei, az SZK, illetve ke´so˝bb a SZTAKI Ko¨zleme´nyek e´s Tanulma´nyok
sorozataiban mind saja´t maga, mind ko¨rnyezete igen sokat publika´lt magyar nyel-
ven. Az AML elso˝ e´vfolyamaiban megjelent cikkek jo´l tu¨kro¨zik azt az intenz´ıv
fejlo˝de´st, amit a korszeru˝ sza´mı´to´ge´pek megjelene´se hozott a matematika alkalma-
za´sai sza´ma´ra. Jo´l kiveheto˝ az akkori ke´t nagy iskola, Pre´kopa opera´cio´kutata´si
e´s Arato´ informatikai orienta´cio´ju´ ko¨rnyezete´nek kibontakoza´sa.
Felismerte a sza´mı´ta´stechnika e´s informatika jelento˝se´ge´t, e´s ezen a teru¨le-
ten hate´konysa´gelemze´si modellekkel, mo´dszerekkel maga is e´rt el sza´mı´ta´studo-
ma´nyi, matematikai eredme´nyeket. Sokunkat ind´ıtott el ezen az u´ton. A linea´-
ris sztochasztikus rendszerek statisztika´ja´ban ele´rt eredme´nyei mellett ezt tekin-
tette ma´sodik fo˝ eredme´nye´nek. Ennek a teru¨letnek elismertete´se´e´rt sokat tett, e´s
egyu´ttal sokat u¨tko¨zo¨tt is, tudoma´nypolitika´ban e´s szakmai ira´ny´ıta´si szinteken.
Informatikai, informa´cio´s rendszerek le´trehoza´sa´t tartotta a legfontosabb ce´lnak,
a hardvergya´rta´st ellenezte. To¨bbszo¨r is jelo¨lte´k az MTA levelezo˝ tagja´nak, volt,
amikor a III. Oszta´ly is megszavazta.
1976-ban SZTAKI-ban beto¨lto¨tt igazgato´helyettesi megb´ıza´sa´t felva´ltotta a
sza´mı´ta´stechnika alkalmaza´sai tere´n saja´t elke´pzele´seinek megvalo´s´ıta´sa´hoz na-
gyobb leheto˝se´geket biztos´ıto´ KSH-hoz tartozo´ Sza´mı´to´ge´palkalmaza´si Kutato´ In-
te´zet (SZA´MKI) igazgato´i feladata´val. Az MTA kutato´inte´zetben to¨lto¨tt 10 e´v
uta´n u´jabb 10 e´v ko¨vetkezett. A SZA´MKI-ban sikeresen e´p´ıtett fel u´j, fiatal cso-
portokat, ba´tran b´ızott ra´juk kih´ıva´st jelento˝ feladatokat. Legnagyobb bu¨szke-
se´ggel ebbo˝l az ido˝szakbo´l a Heppes Alada´r fo˝oszta´lya´nak ko¨zremu˝ko¨de´se´vel meg-
valo´s´ıtott ne´pesse´gnyilva´ntarta´si rendszer fejleszte´se´t, a szeme´lyisza´mok sikeres
kioszta´sa´t szokta emlegetni.
A SZA´MKI-ban 1980-ig sikeresen valo´s´ıtotta meg elke´pzele´seit. Nagy orsza´gos
rendszerek fejleszte´se – mint a ne´pesse´g-nyilva´ntarta´s – mellett hate´kony alkalma-
zott kutata´sok folytak. Jo´ hangulatu´ ko¨zo¨sse´gge´ szervezo˝do¨tt az inte´zet, sokan
azo´ta is tartja´k egyma´ssal a kapcsolatot.
Vezeto˝i terhele´se mellett is folyamatosan dolgozott kutata´si te´ma´in. Publi-
ka´cio´s lista´ja´bo´l la´thato´, hogy a va´lta´s ido˝szaka ko¨rnye´ke´n to¨bb szakmapolitikai
jellegu˝ cikket is ı´rt. Ezek az ı´ra´sok to¨rte´netileg is e´rdekes ke´pei a hazai sza´mı´-
ta´stechnika kibontakoza´sa´nak, jo´l kifejezik terveit, sza´nde´kait e´s az informatika
e´rte´kei melletti a´lla´sfoglala´sa´t. Ilyenek a [66] cikk, ami a II. Magyar Sza´mı´ta´stech-
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nikai Konferencia megnyita´sake´nt elhangzott angol nyelvu˝ elo˝ada´sa, majd a [65]
cikk az AML-ban, ahol elo˝szo¨r jelenik meg sza´mı´ta´stechnika helyett az informatika,
e´s mutatja be sza´mı´ta´studoma´nyi e´s matematikai proble´ma´it. Tova´bbi ide tartozo´
cikkek a [62], [58], [57] e´s [56]. Az informatika e´rdeke´rve´nyes´ıte´se´e´rt, az infor-
ma´cio´s, informatikai rendszerek fejleszte´se´nek fontossa´ga´e´rt emelt szo´t ezekben az
ı´ra´saiban is. Az ESZR ge´pek ido˝szaka´ban ez nem egyezett a hivatalos ira´nyvo-
nallal. A matematika e´rte´krendje´ben is az informatika´hoz szu¨kse´ges matemati-
kai alkalmaza´sok, az algoritmiza´la´s szerepe´nek nagyobb elismertete´se´e´rt harcolt.
Nem volt matematikaellenes, hiszen mindig is hangsu´lyozta – ahogy Kolmogorovto´l
tanulta – a matematika me´ly tuda´sa´nak fontossa´ga´t az alkalmaza´sokban. Az 1981-
ig tarto´ ido˝szakban a hate´konysa´gelemze´s teru¨lete´n e´ppen a sztochasztikus appara´-
tus me´lyebb ismerete´re e´pu¨lo˝ eredme´nyeivel szerzett nemzetko¨zi tekinte´lyt, amit
konferencia´k szerveze´se´ben, a Performance Modelling folyo´irat szerkeszto˝bizott-
sa´ga´ba valo´ felke´re´se, e´s Erol Gelenbe (jelenleg az MTA ku¨lso˝ tagja) bara´tsa´ga
mutat.
A 70-es e´vek legemle´kezetesebb konferenciasorozata a hazai sza´mı´ta´stechni-
kai kutata´sok fellendu¨le´se´ben, nemzetko¨zi kapcsolatainak kie´pu¨le´se´ben kiemelkedo˝
szerepet beto¨lto˝, hazai e´s nemzetko¨zi re´sztvevo˝kkel az Opera´cio´s Rendszerek Viseg-
ra´di Te´li Iskola sorozat volt, amelyet Knuth Elo˝ddel szervezett. Akt´ıv re´sztvevo˝je
volt a szocialista orsza´gok akade´mia´i ko¨zo¨tti egyu¨ttmu˝ko¨de´s kerete´ben a KNVVT-
nek (Komisszija Naucsnije Voproszi Vicsiszlityelnoj Tehniki), a sza´mı´ta´stechnika
tudoma´nyos ke´rde´sei bizottsa´gnak. A bizottsa´g munkacsoportjainak e´vente ren-
dezett szakmai konferencia´i e´s ahhoz kapcsolo´do´ u¨le´sei jelentette´k akkor a hazai
informatikai kutata´sok fo˝ nemzetko¨zi mozga´stere´t.
A SZA´MKI-ban igazgato´i munka´ja´nak elso˝ fele´ben e´pu¨lt ki kapcsolata a hate´-
konysa´gvizsga´lat nemzetko¨zi e´lcsoportja´val, publika´cio´i is inka´bb erre a teru¨letre
estek. A diffu´zio´s ko¨zel´ıte´sek tova´bbi modelljei e´s a dinamikus lapelhelyeze´si stra-
te´gia´k u´jszeru˝ vizsga´latai a [68], [67], [64], [63], [61], [60], [54], [55], [57], [51], [49],
[48], [46], [45], [44] e´s ve´gu¨l a [41] dolgozatokban szerepelnek. A SZA´MKI-s ko¨rnye-
zetben ehhez to¨bb kapcsolo´da´sa volt, mı´g a SZTAKI-ban megkezdett sztochasz-
tikus folyamatok statisztika´ja´val foglakozo´ csoporttal me´g az 1995-ben ke´sz´ıtett
[73], [71], [70] dolgozatok jelentik az utolso´ publika´cio´kat.
1980-to˝l u´jra elo˝te´rbe keru¨lt a sztochasztikus folyamatok kutata´sa. Nem-
zetko¨zi kapcsolatainak ero˝sse´ge´t mutatja ezen a te´ren is pe´lda´ul, hogy itt ja´rt
S. R. Srinivasa Varadhan, az egyetlen, aki valo´sz´ınu˝se´gelme´letbo˝l Abel-d´ıjas (2007),
a Balakrishnannal szervezett visegra´di 3rd IFIP-WG 7/1 konferencia´n. Majd egy
ma´sik, a sztochasztikus differencia´lrendszerekro˝l tartott euro´pai konferencia´n valo´
re´szve´tele is mutatja a visszate´re´st. Ehhez tartoznak a [43], [42], [40] dolgozatok.
Erre az ido˝re teheto˝ a SZA´MKI a´talak´ıta´sa ko¨ru¨l kialakult ne´zetelte´re´se a felso˝
vezete´ssel, az inte´zeto¨sszevona´sok e´s a SZA´MALK megalakula´sa. Ahogy cso¨kkent
szerepe az inte´zet feladatainak ira´ny´ıta´sa´ban, saja´t kutata´si te´ma´ja keru¨lt u´jra elo˝-
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te´rbe. Fel is ke´szu¨lt ezzel egye´ves amerikai u´tja´ra, Los Angelesben, a UCLA-n to¨l-
to¨tt vende´gprofesszorsa´gra. Ezt haszna´lta ki, hogy meg´ırja legjelento˝sebb mu˝ve´t,
a Springer Verlagna´l megjelent ko¨nyvet
”
Linear stochastic systems with constant
coefficients: A statistical approach” c´ımmel.
Hazate´re´se uta´n a SZA´MALK-ban me´g 1986-ig oktata´si igazgato´helyetteske´nt
dolgozott. Egyetemi oktata´sban folyamatosan re´szt vett, 1971-to˝l az ELTE-n fe´l-
a´lla´su´ egyetemi tana´rke´nt tan´ıtott, majd 1984-to˝l lett Debrecenben a KLTE fe´l-
a´lla´su´ egyetemi tana´ra, amit 1986-to˝l teljes a´lla´sra va´ltott e´s egyu´ttal a Sza´molo´-
ko¨zpont igazgato´ja lett.
La´thato´an a ko¨zo¨sse´gva´lta´s ido˝szaka´ban szinte kiza´ro´lag saja´t kutata´si te´ma´ja´-
ban, a sztochasztikus differencia´legyenleteken dolgozott. Egyszer me´g bevont egy
ko¨nyvfejezet ([33] publika´cio´) ı´ra´sa´ba, ami elso˝ ko¨zo¨s munka´kat is re´szben tartal-
mazta. Az u´jabb e´s u´jabb re´szletek a diffu´zio´s folyamatok, a Ka´lma´n-szu˝re´s, a
zaj melletti parame´terbecsle´s tere´n – a [38–34], [31–29] dolgozatokban – mutat-
ja´k, hogy ezen a te´mako¨ro¨n ugyanu´gy nap mint nap dolgozott, ahogy a napi 5-10
kilome´teres futa´sokat is minden reggel teljes´ıtette.
A folyamatok eloszla´sa´nak a standard Wiener-me´rte´k szerinti Randon–Niko-
dym-deriva´ltja´nak kisza´mola´sa´ra e´s a diszkre´t-folytonos a´tmenet kezele´se´re e´pu¨lo˝
mo´dszere e´s finom technika´ja hu´zo´dik eredme´nyei mo¨go¨tt.
A feladat va´ltoza´sa e´letviteli va´ltoza´st is hozott.
A sport, mozga´s mindig le´teleme volt. Ez ja´rult hozza´ kive´teles munkab´ıro´
ke´pesse´ge´hez. Egyetemi e´veiben ne´pta´nc csoport tagja volt, a foci, eveze´s e´s leg-
jellemzo˝bben a futa´s voltak kedvencei. Nem kocogott, tempo´san futott minden
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reggel 5-10 kilome´tert. Terme´szetkedvelo˝ volt, a 80-as e´vek eleje´n a Pilisben e´p´ı-
tett Tanya lett a csala´d kedvelt piheno˝helye. Ke´so˝bb is, ma´r romlo´ ege´szse´gi
a´llapota´ban is ide szeretett visszavonulni. Itt to¨lto¨tte a nyarat, ide ko¨lto¨ztek ki,
amı´g a´pola´sa me´g leheto˝ve´ tette.
60 e´ves kora´ban hata´rozta el, hogy etto˝l kezdve a csala´d e´s a matematika
alkalmaza´sa´nak oktata´sa keru¨l a tudoma´nyos kutata´s helyett elo˝te´rbe. Feltehe-
to˝en ebben az elhata´roza´sa´ban ko¨zreja´tszott az is, hogy betegse´ge´nek elso˝ tu¨netei
ekkor ma´r jelentkeztek. 1992-ben hollandiai u´tja me´gis visszahozta re´gi kutata´-
saiba. Sokkolo´ eseme´ny me´ly´ıtette tova´bb csala´dja´hoz fordula´sa´t. Robi unoka´ja´-
nak elrabla´sa Moszkva´ba, majd kalandos visszahoza´sa me´g nagyobb elsza´ntsa´got
va´ltott ki benne, hogy o¨sszeszedje maga´t. Ezt mutatja´k a [26], [25], [23], [22]
dolgozatok.
Legnagyobb kitu¨ntete´se´t 1994-ben elnyert Sze´chenyi-d´ıj jelentette. Ezt ko¨ve-
to˝en 70 e´ves kora´ban az MTA Eo¨tvo¨s Jo´zsef koszoru´ja´t, majd 75 e´ves kora´ban a
Magyar Ko¨zta´rsasa´gi E´rdemrend tiszti keresztje´t kapta.
A Sza´molo´ko¨zpont vezeto˝jeke´nt kihaszna´lta a leheto˝se´get fiatalok bevona´sa´ra,
akik ko¨zu¨l to¨bben ke´so˝bb az informatika oktata´sa´ba keru¨ltek a´t. A statisztika
oktata´sa mellett fo˝ hata´sa az informatikus ke´pze´s megu´j´ıta´sa´ban volt, elso˝sorban
a rendszerszerveze´s, alkalmaza´si rendszerek, informa´cio´s rendszerek fejleszte´se´nek
elo˝te´rbe hoza´sa fu˝zo˝dik hozza´. Vezeto˝i feladatai sorrendben: a Sza´molo´ko¨zpont
igazgato´ja, az Informa´cio´technolo´giai Tansze´k vezeto˝je, a Valo´sz´ınu˝se´gsza´mı´ta´si
Tansze´k vezeto˝je, ve´gu¨l a Matematikai e´s Informa´cio´technolo´giai Inte´zet igazgato´-
helyettese.
O¨na´llo´ dolgozata ma´r alig ke´szu¨lt, viszont az u´j ko¨zo¨sse´ge tagjaival sikeresen
bo˝v´ıtette ki a sztochasztikus folyamatok statisztikai vizsga´lata´t – la´sd [16-13], [10],
[8], [6], dolgozatok; 2-3 ta´rsszerzo˝vel, o¨sszesen 9 szeme´lyt bevonva. Minden vezeto˝i
beoszta´sa´ban az informatika helyzete´nek jav´ıta´sa´e´rt harcolt, sokat tett az informa-
tika anyagi e´s szervezeti felte´teleinek karon e´s inte´zeten belu¨li ero˝s´ıte´se´e´rt. Mindez
nagyban ja´rult hozza´ az Informatikai Kar le´trejo¨tte´hez.
Az elhatalmasodo´ betegse´g egyre nehezebbe´ tette mozga´sa´t, me´gis nyugd´ıjba
vonula´sa´ig, 2001-ig teljes intenzita´ssal ve´gezte munka´ja´t, heti ha´rom napot to¨ltve
Debrecenben. A heti to¨bb napos debreceni tarto´zkoda´shoz az egyetem szolga´lati
laka´st biztos´ıtott, amit ha´rmasban haszna´ltak Lovas Istva´nnal e´s Pozsgai Imre´vel
nyugd´ıjba vonula´sukig. Uta´na is, mı´g o¨na´llo´ ko¨zlekede´sre ke´pes volt, leja´rt Debre-
cenbe, re´szt vett szakmai rendezve´nyeken, a valo´sz´ınu˝se´gsza´mı´ta´si iskola´k e´ves
s´ıkfo˝ku´ti tala´lkozo´in, so˝t, szervezett is rendezve´nyeket. Doktoranduszaival me´g
ha´rom publika´cio´ ke´sz´ıte´se´ben vett re´szt.
A szakmai ko¨zo¨sse´g igyekezett kifejezni elismere´se´t, ha´la´ja´t munka´ssa´ga´e´rt.
Az ISSPSM sztochasztikus stabilita´s nemzetko¨zi szemina´riumsorozat 1996-os
Hajdu´szoboszlo´n rendezett konferencia´ja´n 65. e´ve´nek beto¨lte´se alkalma´bo´l tartott
ko¨szo¨nte´se´n ma´r ero˝sen la´thato´ak voltak su´lyos betegse´ge´nek tu¨netei. A 2001-ben
Egerben rendezett ko¨zo¨s informatikai (ICAI) e´s sztochasztikus (ISSPSM) konfe-
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rencia Arato´, Varga La´szlo´ e´s Zolotarjov 70. e´ves ko¨szo¨nte´se´nek jegye´ben zajlott.
A konferencia va´logatott elo˝ada´sait az Mathematical and Computer Modelling
folyo´irat ku¨lo¨nsza´ma´ban sikeru¨lt megjelentetnie az e´n szerkeszte´semben. A szer-
keszte´s munka´iban mind a va´logata´sban, mind a´tne´ze´sben igen nagy re´szt va´l-
lalt. Ebben a ko¨tetben jelent meg ([4] dolgozat) utolso´ u´j matematikai eredme´-
nye, a popula´cio´dinamika´ban - vada´sz-pre´da modell - haszna´lt Lotka–Volterra-
differencia´legyenlet diffu´zio´s va´ltozata´nak bevezete´se´vel e´s megolda´sa´val.
75. e´ve´ben Debrecenben re´szt tudott me´g venni a tisztelete´re rendezett tudo-
ma´nyos u¨le´sszakon. A 80. e´vfordulo´ alkalma´bo´l a Debreceni Egyetem Informatikai
Kara´nak u´j e´pu¨lete´ben rendezett konferencia´ra ma´r nem tudott eljo¨nni.
Utolso´ nyilva´nos szereple´se´n 2007-ben, az ELTE d´ıszdoktora´va´ avata´sa alkal-
ma´bo´l a ko¨szo¨no˝ hozza´szo´la´sa´t nem tudta ma´r elmondani, jelenle´te´ben e´n olvastam
fel. Ko´rha´zi a´gya´n a re´szletekben diktafonra mondott ko¨szo¨no˝ besze´det egyu¨tt ala-
k´ıtottuk, e´s jelenle´te´ben e´n olvastam fel az u¨nnepi u¨le´sen. Besze´de´nek fo˝ mondani-
valo´ja sikereinek titka volt, egy sikeres pa´lya´ra valo´ visszaemle´keze´s. Ezt ko¨veto˝en
a´llapota rohamosan romlott. Az utolso´ e´vekben egyre szu˝ku¨lt mozga´si leheto˝-
se´ge, a´llando´ a´pola´sra szorult. Amı´g ella´ta´sa megoldhato´ volt, a nyarat a Pilisben
to¨lto¨tte´k L´ıdia´val, e´s az e´veken keresztu¨l a havi va´lta´sban na´luk lako´ a´polo´kkal.
A hivata´sa e´s a csala´d volt legfontosabb sza´ma´ra. E´desanyja´hoz valo´ szoros
ko¨to˝de´se mellett testve´reivel, unokatestve´reivel e´s csala´djaikkal szoros kapcsolatot
a´polt. A csala´d szeretete vette ko¨ru¨l e´lete elso˝ 10 e´ve´ben Eleken, a boldog gyer-
mekkorban, majd a csala´d szeretete k´ıse´rte ve´gig utolso´ 10 e´ve´nek nehe´z, tu¨re-
lemmel viselt u´tja´n. O˝ maga is ve´gso˝kig itt k´ıva´nt maradni, ebben az o¨nfela´ldozo´
szeretetben, saja´t do¨nte´ssel va´lasztotta az e´lete´t a ve´gso˝kig meghosszabb´ıto´ orvo-
si leheto˝se´get. A szeretet, az otthona´ban biztos´ıtott a´ldozatos a´pola´s e´ltette az
emberi leheto˝se´g hata´rain tu´l. Nehe´z u´t ve´ge´n, me´gis boldog emberke´nt ta´vozott.
Visszatekintve pa´lya´ja´ra, nem csak jo´ matematikus volt, hanem ku¨lo¨nleges
adottsa´gu´ vezeto˝ is. Nem csak ko¨vetelt, de inspira´lni is tudott. Sokunkat ind´ıtott
el olyan u´ton, amiben csak az eleje´n tartott velu¨nk, majd o¨ro¨mmel vette, hogy
lehagyva folytatjuk saja´t utunkat. Aspira´nsainak, aspirantu´ra´n k´ıvu¨li tan´ıtva´-
nyaik, majd doktoranduszainak igen magas sza´ma egyik jelzo˝je eredme´nyesse´-
ge´nek.
Ko¨zo¨sse´gi megmozdula´sokon ko¨zvetlen, jo´ hangulatot kelto˝, kedves e´s figyel-
mes volt egyara´nt. Ugyanakkor tudoma´nypolitikai ke´rde´sekben, szakmapolitikai
vita´kban ne´zo˝pontja e´s az a´ltala ke´pviselt ko¨zo¨sse´g e´rdeke´ben indulatos, hara-
gos felle´pe´seiro˝l ismerte´k to¨bben. Mit is ke´pviselt? A matematika alkalmaza´sa´t
ta´mogato´ re´teg le´trehoza´sa´t, ami folytato´dott a sza´mı´ta´studoma´nyra e´pu¨lo˝ pro-
fessziona´lis szoftver e´s informatikai fejleszto˝ ga´rda kie´p´ıte´se´vel, a mu˝ko¨do˝, valo´s
informatikai rendszerek fejleszte´se´nek fontossa´ga´val.
Alkalmazott matematikusnak tartotta maga´t, aki felismerte a sza´mı´to´ge´pek e´s
informatika jelento˝se´ge´t, e´s sokat tett hazai kutata´suk, alkalmaza´saik kibontako-
za´sa´e´rt.
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”
Saja´t ve´leme´nye szerint: amie´rt dolgozott e´s sza´ma´ra ele´gedettse´get is jelentett, az
annak a sok-sok tehetse´ges fiatal embernek elo˝re halada´sa, akik valaha tan´ıtva´nyai
e´s munkata´rsai voltak. Mi sem bizony´ıtja ezt jobban, mint a Sze´chenyi-d´ıj elnye-
re´se uta´n vele ke´sz´ıtett riport (Debreceni Szemle 1995/1) a´ltala va´lasztott alc´ıme:
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DR. IMREH CSANA´D EMLE´KE´RE
Imreh Csana´d 1975. ma´jus 20-a´n szu¨letett Szegeden, e´desapja Imreh Bala´zs
(1945–2006) matematikus volt. A´ltala´nos e´s ko¨ze´piskolai tanulma´nyait is itt
ve´gezte. Az SZTE jogelo˝dje´n, a JATE-n, matematikus szakon, 1998-ban kapott
kitu¨ntete´ses oklevelet. Matematika´bo´l szerzett PhD fokozatot 2001-ben, summa
cum laude mino˝s´ıte´ssel. 2010-ben informatikai tudoma´nyokbo´l habilita´lt.
2001–2002 ko¨zo¨tt egyetemi tana´rsege´d, 2002–2010 ko¨zo¨tt egyetemi adjunktus az
SZTE Informatikai Tansze´kcsoportja´n. 2010-to˝l tansze´kvezeto˝ egyetemi docens, a
Sza´mı´to´ge´pes Algoritmusok e´s Mesterse´ges Intelligencia Tansze´k vezeto˝je. 2015-to˝l
az SZTE Ta´rsadalmi Kih´ıva´sok Ko¨zpontja´nak igazgato´ja.
Tudoma´nyos e´rdeklo˝de´se rendk´ıvu¨l sze´lesko¨ru˝ volt: kutata´sokat ve´gzett to¨bbek
ko¨zo¨tt az online algoritmusok elemze´se, a kombinatorikus optimaliza´la´s, az u¨teme-
ze´s, a logisztikai proble´ma´k e´s az ira´ny´ıthato´ automata´k teru¨lete´n. 67 tudoma´nyos
ko¨zleme´nye jelent meg. 2015-ben benyu´jtotta MTA Doktori e´rtekeze´se´t, amelynek
megve´de´se´t korai, hirtelen hala´la akada´lyozta meg. Sokoldalu´ volt oktata´si teve´-
kenyse´ge is: soksz´ınu˝ gyakorlatai mellett elo˝ada´sokat tartott a pakola´s e´s u¨temeze´s,
az online algoritmusok, az algoritmusok e´s adatszerkezetek tova´bba´ a ve´letlen´ıtett
algoritmusok te´mako¨re´bo˝l. Ko¨zel 100 diplomamunka´t e´s szakdolgozatot vezetett,
ke´t PhD hallgato´ja szerzett doktori oklevelet.
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Imreh Csana´d kiterjedt e´s va´ltozatos nemzetko¨zi tapasztalattal rendelkezett.
Me´g egyetemi hallgato´ke´nt 9 ho´napot to¨lto¨tt TEMPUS o¨szto¨nd´ıjjal az Utrechti
Egyetemen, majd 1998–99-ben hat ho´napot a Grazi Mu˝szaki Egyetem matematikai
tansze´ke´n ve´gzett kutato´munka´t. 2001–2002-ben Saarbru¨ckenben a Max-Planck
Inte´zet postdoc o¨szto¨nd´ıjasa. 2007–2008-ban a Kioto´i Sangyo Egyetem vende´gku-
tato´ja, 2012-ben, majd 2015-ben Berlinben Humboldt-o¨szto¨nd´ıjas volt. Mindezen
inte´zme´nyek a nemzetko¨zi e´lmezo˝nyho¨z tartoznak, ı´gy az ott elto¨lto¨tt ido˝ nem-
zetko¨zileg ismert, e´rett kutato´va´ tette Imreh Csana´dot. Nemzetko¨zi konferencia´k
szerveze´se´ben vett re´szt, sza´mtalan rangos folyo´iratna´l ve´gzett b´ıra´lo´i munka´t.
Hazai elismertse´ge, ko¨ze´leti munka´ja is mintaszeru˝. Ko¨zta´rsasa´gi o¨szto¨nd´ıjas,
OTDK 1. helyezett, Pro Scientia Aranye´rmes, Kalma´r La´szlo´ Alap´ıtva´ny d´ıjas,
Farkas Gyula-d´ıjas, Rapcsa´k Tama´s-d´ıjas. Be´ke´sy Gyo¨rgy- e´s Bolyai Ja´nos kuta-
ta´si o¨szto¨nd´ıjas. To¨bb OTKA, NKFP e´s TA´MOP pa´lya´zatban vett re´szt kutato´-
ke´nt. Re´szt vett az OTDT szakmai bizottsa´gainak munka´iban, az Inte´zet Dok-
tori iskola´ja tana´csa´nak titka´ra volt, az MTA Informatikai e´s Sza´mı´ta´studoma´nyi
Bizottsa´ga´nak tagja, az MTA va´lasztott ko¨zgyu˝le´si ke´pviselo˝je, az MTA Informa-
tikai e´s Sza´mı´ta´studoma´nyi Bizottsa´ga´nak titka´ra e´s a Magyar Opera´cio´kutata´si
Ta´rsasa´g vezeto˝se´gi tagja. A Central European Journal of Operations Research
szerkeszto˝je e´s az Acta Cybernetica c´ımu˝ folyo´irat felelo˝s szerkeszto˝je.
Imreh Csana´d a hazai informatikai ko¨ze´let kimagaslo´, nemzetko¨zileg is ismert e´s
elismert alakja volt. O´ria´si munkab´ıra´sa, kiegyensu´lyozott, deru˝s vila´gszemle´lete,
fanyar, szellemes humora mindig velu¨nk marad. E´lete´nek 42. e´ve´ben, 2017. janua´r
5-e´n hunyt el.
Az Orsza´gos Tudoma´nyos Dia´kko¨ri Konferencia Informatikai szekcio´ja veze-
to˝inek javaslata´ra 2017-ben Imreh Csana´d Emle´ke´rmet alap´ıtottak, amelyet az
OTDK rendeze´si e´ve´ben a legjobb te´mavezeto˝ sza´ma´ra adoma´nyoznak. Az elso˝
Imreh Csana´d Emle´ke´rmet Dr. Varro´ Da´niel a BME VIK Me´re´stechnika e´s Infor-
ma´cio´s Rendszerek Tansze´ke´nek egyetemi tana´ra kapta.
SZTE Informatikai Inte´zet
Imreh Csana´d tudoma´nyos ko¨zleme´nyei
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A DYNAMIC MATRIX CONTROL ALKALMAZA´SA LINEA´RIS
DIFFERENCIA´LEGYENLETEKRE KORLA´TOSAN VA´LTOZO´ BEMENO˝
JEL E´S VA´LTOZO´ REFERENCIA TRAJEKTO´RIA ESETE´N
DARIDA SA´NDOR
Cikku¨nkben a Model Predictive Control (MPC) mo´dszercsala´d egy algo-
ritmusa´t, az u´gynevezett Dynamic Matrix Controlt (DMC) vizsga´ljuk olyan
rendszerekre, melyeket egy linea´ris differencia´legyenlettel adunk meg.
Az MPC-algoritmusok alapelve, hogy a veze´re´relni k´ıva´nt rendszert annak
belso˝ ismerete ne´lku¨l, puszta´n a bemeno˝ jelekre adott va´lasza alapja´n ira´ny´ıt-
juk. A DMC-algoritmus leginka´bb diszkre´t ideju˝, linea´ris, ido˝ben invaria´ns
rendszerekre alkalmazhato´. A rendszer re´szletes le´ıra´sa e´s a sza´mı´ta´sok meg-
tala´lhato´ak a szerzo˝ MSc szakdolgozata´ban [1] is. Ismeretes annak matema-
tikai bizony´ıta´sa, hogy egy linea´ris differencia´legyenlet a´ltal definia´lt rend-
szert a DMC-algoritmussal a k´ıva´nt konstans trajekto´ria´ra veze´relhetju¨k,
amennyiben a rendszer aszimptotikusan stabil [2], e´s a bemeno˝ jel megva´l-
toza´sa´ra nincs felso˝ korla´t. Cikku¨nkben azt vizsga´ljuk, hogyan veze´relheto˝ a
rendszer, ha ez a ke´t felte´tel nem teljesu¨l, vagyis, veze´relheto˝-e a rendszer a
DMC-algoritmussal, ha a bemeno˝ jel megva´ltoza´sa korla´tos, e´s veze´relheto˝-e
va´ltozo´ trajekto´ria´ra. Mindke´t eset gyakorlati jelento˝se´ggel b´ır, a bemeno˝ jel
a´ltala´ban valamilyen bemeno˝ energia´t reprezenta´l, ı´gy annak megva´ltoza´sa
(specia´lisan no¨vele´se) mindenke´ppen korla´tos mennyise´g.
1. Az algoritmus fele´p´ıte´se
Elo˝szo¨r tekintsu¨k a´t, hogyan e´pu¨l fel a step response modell, illetve a DMC
algoritmus. Vegyu¨nk egy linea´ris, diszkre´t ideju˝, s ido˝ben invaria´ns rendszert,
melynek a t = 0, 1 . . . ido˝pontbeli bemenete u(t), kimenete y(t) valo´s sza´mok.
Tova´bba´ tegyu¨k fel, hogy y(0) = 0. Az algoritmus fele´p´ıte´se´hez a step response
modellt haszna´ljuk. Ehhez elo˝szo¨r szu¨kse´g van a rendszer egyse´gugra´sra adott
va´lasza´ra ma´s ne´ven unit step response-ra, vagyis hogy milyen kimeneteket kapunk,
ha u(t) ≡ 0, ha t ≤ 0 e´s u(t) ≡ 1, ha t > 0. Jelo¨lju¨k az ı´gy kapott kimeneteket,
y(i) = gi-vel. Ennek seg´ıtse´ge´vel e´p´ıtju¨k fel a step response modellt, nevezetesen
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A DMC-algoritmus fele´p´ıte´se az ala´bbi. Tegyu¨k fel, hogy m le´pe´sre elo˝re jo´solunk
control effort-ot. A jo´solt kimentekre, az ala´bbi o¨sszefu¨gge´s a´ll fenn (re´szletesen
la´sd [2] vagy [1]):
yˆ = G∆u+ f,
ahol,
yˆ = (yˆ(t+ 1|t), . . . , (yˆ(t+m|t))T ,
∆u = (∆u(t), . . . ,∆u(t+m− 1))T ,
f = (f(t+ 1), . . . , f(t+m))T ,
a rendszer u´gynevezett szabad va´lasza,
f(t+ k) = y(t) +
∞∑
i=1
(gk+i − gi)∆u(t− i).
Ha feltesszu¨k, hogy a rendszer stabil, vagyis limn→∞ y(t) le´tezik e´s ve´ges, ı´gy ele´g
nagy N -re gi ≈ gN minden i > N -re. I´gy megfelelo˝ N -re sza´molhatunk az
f(t+ k) = y(t) +
N∑
i=1





g1 0 . . . 0





gm gm−1 . . . g1

ma´trixot, mely a rendszer u´gynevezett dinamikus ma´trixa. A referencia trajekto´-




(yˆ(t+ j|t)− w(t+ j))2.
Bevezetve a
w = (w(t+ 1), . . . , w(t+m))
vektort, ez J = |G∆u+ f − w|2, melynek minimuma´t a ∆u = G−1(f − w) o¨ssze-
fu¨gge´s adja [2]. Terme´szetes o¨tlet, hogy valamilyen mo´don szaba´lyozzuk a kontroll
parame´tert. Ennek egyik mo´dja ∆u bee´p´ıte´se a minimaliza´lando´ kvadratikus fu¨gg-
ve´nybe, valamilyen λ ≥ 0 parame´terrel. Ekkor
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λ∆(u(t+j−1))2 = |G∆u+f−w|2+λ|∆u|2. (2)
Ez egy kvadratikus pozit´ıv definit fu¨ggve´ny, melynek minimumhelye ott lesz, ahol
a ∆u szerinti deriva´lt 0. Deriva´la´s uta´n, 2G(G∆u+ f − w) + 2λ∆u = 0, melybo˝l
az ala´bbi o¨sszefu¨gge´sre jutunk:
∆u = (G2 + λI)−1G(w − f). (3)
A λ parame´ter azt fejezi ki, hogy mennyire ”bu¨ntetju¨k”a kontroll gyors va´ltoza´sa´t.
Gyakorlati szempontbo´l ennek igen nagy jelento˝se´ge van, hisz a´ltala´ban a kontroll
egyfajta bemeno˝ energia´t fejez ki, ami mindenke´ppen korla´tos mennyise´g.
2. Alkalmaza´s linea´ris differencia´legyenletekre
Vegyu¨k az ala´bbi differencia´legyenletet:
y˙(t) = ay(t) + bu(t), (4)
ahol a, b ∈ R, e´s u(t) a kontrollfu¨ggve´ny. A ce´lunk, hogy y(t)-t (illetve egy diszkre-
tiza´cio´ja´t) egy adott trajekto´ria´ra vezessu¨k. Ezt a tova´bbiakban w(t)-vel jelo¨lju¨k,
ez lesz a referencia-trajekto´ria. Tegyu¨k fel, hogy u(t) = u valamilyen konstans.
Ekkor a megolda´s, ko¨nnyen kisza´mı´thato´:
y(t) = eaty0 +
b
a
(eat − 1)u. (5)
Diszkretiza´ljuk (5)-t τ le´pe´sko¨zt va´lasztva. Keressu¨nk olyan kontrollt, mely kons-
tans minden [τi, τ(i+1)] szakaszon. I´gy ezeken a szakaszokon (5) e´rve´nyes. Jelo¨lju¨k
tova´bba´ α-val eaτ -t. Ekkor az ala´bbi diszkre´t rendszert kapjuk:




ahol a megfelelo˝ k also´index azt jelenti hogy a kτ ido˝pillanatban vagyunk. Az ı´gy
kapott rendszer (6) linea´ris, ido˝invaria´ns e´s diszkre´t, ı´gy alkalmazhatjuk ra´ a DMC-
algoritmust. Az algoritmus vizsga´lata´bo´l kapott kora´bbi eredme´nyekbo˝l [2] az
ala´bbi o¨sszefu¨gge´sek adottak.
– Ha az eredeti rendszer stabil volt, azaz (4)-ben a < 0, e´s λ = 0, akkor le´tezik
N u´gy, hogy a DMC-mo´dszerrel a rendszer a k´ıva´nt konstans trajekto´ria´hoz
tart, ahol N a rendszer szabad va´lasza´nak ko¨zel´ıte´se´re utal (1). A konver-
gencia sebesse´ge´re felso˝ becsle´st is adhatunk, nevezetesen, hogy
|yk+1 − w| ≤ (3 1N+1 |α| NN+1 )|yk − w|.
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– Ha a fenti rendszerre λ = 0 mellett alkalmazhato´ a DMC-algoritmus e´s
a k´ıva´nt trajekto´ra´ra veze´rli a rendszert, akkor le´tezik λ∗ > 0 u´gy, hogy
minden λ∗ > λ esete´n szinte´n veze´relheto˝ a rendszer a DMC-algoritmussal,
ha a dinamikus ma´trix 1× 1-es, vagyis a dinamikus ma´trixban m = 1.
3. Veze´rle´s korla´tos va´ltoza´su´ bemeno˝ jellel
3.1. ∆u korla´tja´nak bee´p´ıte´se az algoritmusba
A ko¨vetkezo˝ekben arra keressu¨k a va´laszt, milyen felte´telekkel alkalmazhato´ a
DMC-algoritmus a (6) rendszerre, ha feltesszu¨k hogy ∆uk ≤ ∆u∗ minden k-ra,
vagyis a bemeno˝ jel megva´ltoza´sa korla´tos. Tegyu¨k fel, hogy a dinamikus ma´trix




parame´tert, a ∆uk =
µ
g1
(w − fk+1) o¨sszefu¨gge´sre jutunk. Ro¨gz´ıtett
∆u∗ mellett az ala´bbi egyenlo˝tlense´gnek kell fenna´lnia:
∆u∗
g1
w − fk+1 ≥ µ. (7)
Vegyu¨k e´szre, hogy mine´l kisebb ∆u∗-ot hata´rozunk meg, anna´l kisebb µ-t, szu¨k-
se´gke´ppen nagy λ-t kell va´lasztanunk. Ha az egyenlo˝tlense´g bal oldala nagyobb,
mint 1, akkor a µ = 1, azaz λ = 0 parame´terekkel fut az algoritmus.
3.2. Veze´relheto˝se´g ∆u∗ fu¨ggve´nye´ben
Az elo˝zo˝ekben la´thattuk, hogy ∆u∗ megva´laszta´sa´bo´l egye´rtelmu˝en meghata´-
rozhato´ a µ (teha´t ko¨zvetve a λ) parame´ter. Ez ke´t ke´rde´st vet fel. Egyre´szt, az
adott µ parame´terrel a DMC-algoritmus a k´ıva´nt trajekto´ria´ra veze´rli-e a rend-
szert? Ma´sre´szt ha igen, logikus ko¨vetkeztete´s, hogy a parame´ter valamelyest ront
a konvergencia sebesse´ge´n, ezt az adatot szeretne´nk becsu¨lni, illetve sza´mszeru˝s´ı-
teni. Ezt a felte´teleze´su¨nket az ala´bbi ke´t a´bra´n szemle´ltetem.
A [2] cikk eredme´nye azon alapul, hogy a
vk = (yk − w, uk − (1− α)w/g1, . . . , uk−N+1 − (1− α)w/g1)
vektorral fel´ırva a referencia trajekto´ria´to´l valo´ elte´re´st, az algoritmus adott le´pe´-
se´t, e´s ı´gy a hiba cso¨kkene´se´t egy vk+1 = MNvk ma´trix szorza´ssal reprezenta´lja
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1. a´bra. A λ = 0 eset
2. a´bra. A λ = 0.5 eset










+ 1− µ µ 2g2−g1−g3
g1






0 1 0 . . . 0 0







0 0 0 . . . 1 0

a szoka´sos jelo¨le´sekkel, azaz α = eaτ , tova´bba´ µ =
g21
g21+λ
. I´gy ‖Mn‖ < 1 az ele´g-
se´ges felte´tel arra, hogy a DMC-algoritmussal a k´ıva´nt trajekto´ria´ra veze´relheto˝
a rendszer. Arra a specia´lis esetre, amikor µ = 1 (azaz λ = 0) adott a bizony´ı-
ta´s, illetve azt is tudjuk, hogy bizonyos specia´lisan megva´lasztott µ esete´n szinte´n
veze´relheto˝ a redszer.
Szeretne´nk teha´t a hiba´t, a ma´r kisza´molt µ fu¨ggve´nye´ben vizsga´lni. Az alap-
o¨tlet az, hogy az MN ma´trixot ı´rjuk fel ke´t ma´trix szorzatake´nt, MN = L · MˆN
az ala´bbi felte´telekkel. Az L ma´trix nem fu¨gghet csak a µ parame´terto˝l, MˆN
pedig az MN ma´trix µ = 1 esete´nek felel meg. Ha ez megvalo´s´ıthato´, akkor
az L ma´trix reprezenta´lja azt a hata´st, amit a ∆u maximaliza´la´sa´val okozunk.
Ebben az esetben tudjuk, hogy ‖MˆN‖ = R, ahol R < 1 a konvergencia sebesse´ge´t
mutato´ e´rte´k. A hibavektorra ı´gy vk+1 = MNvk = L · MˆNvk. Felhaszna´lva a
Cauchy–Bunyakovszkij–Schwarz-egyenlo˝tlense´get,
‖vk+1‖ ≤ ‖MN‖‖vk‖ ≤ ‖L‖‖MˆN‖‖vk‖. (8)
Teha´t kimondhatjuk, hogy ekkor az L ma´trix norma´ja´val sza´mszeru˝s´ıthetju¨k a
konvergencia romla´sa´t. Kisza´mı´thato´, hogy
L =

1 0 0 . . . 0 0
0 µ 1− µ . . . 0 0
0 0 1 . . . 0 0







0 0 0 . . . 0 1

.
Vegyu¨k e´szre, hogy µ = 1 esete´n L = IN+1, ı´gy az eredeti λ = 0 feladatra vezet
vissza. Teha´t a tova´bbiakban az L ma´trix norma´ja´t fogjuk vizsga´lni.
Fontos megeml´ıteni, hogy az MˆN -ro´l ismeretes [2], hogy minden saja´te´rte´ke
kisebb, mint 1, eze´rt ba´rmely norma´ja kisebb, mint 1 [4]. Mi tova´bbi sza´mı´ta´sain-
kat a ‖  ‖2 norma´ban ve´gezzu¨k, melyet az egyszeru˝se´g kedve´e´rt ‖  ‖-vel jelo¨lu¨nk.
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Jegyezzu¨k meg, hogy az N ×N ma´trixok ve´ges dimenzio´s vektorteret alkotnak, e´s







1 0 0 . . . 0 0
0 µ2 µ(1− µ) . . . 0 0
0 µ(1− µ) (1− µ)2 + 1 . . . 0 0







0 0 0 . . . 0 1

.
Ez egy blokkdiagona´lis ma´trix, ı´gy a saja´te´rte´kei megegyeznek a blokkok saja´te´r-
te´keivel. Az egyetlen blokk, melynek nem trivia´lis a saja´te´rte´ke a(
µ2 µ(1− µ)
µ(1− µ) (1− µ)2 + 1
)
.






esete´n STS pont a blokkot adja. I´gy ‖S‖ kisza´mı´ta´sa´ra vezettu¨k vissza a feladatot.














Ekkor a ha´romszo¨g-egyenlo˝tlense´g miatt az ‖S‖ ≤ ‖S1‖+ ‖S2‖ felso˝ becsle´s hasz-
na´lhato´. Mivel ST1 S1 e´s S
T
2 S2 is szimmetrikus, ı´gy minden saja´te´rte´ku¨k valo´s.
Ko¨nnyen kisza´mı´thato´, hogy ST1 S1 saja´te´rte´kei az 1 e´s a µ, e´s µ < 1 miatt
‖S1‖ = 1. Tova´bba´ ST2 S2 saja´te´rte´kei a 0 e´s az (1 − µ)2, ı´gy ‖S2‖ = 1 − µ.
Mivel mindke´t e´rte´k pozit´ıv, ı´gy fenna´ll az ‖S‖ ≤ 2− µ becsle´s.
O¨sszegezve az eddigi eredme´nyeket a ko¨vetkezo˝re jutunk. A hibavektor cso¨k-
kene´se´t reprezenta´lo´ MN ma´trixra fenna´ll az ‖MN‖ ≤ (2 − µ)R becsle´s, ahol R
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volt a korla´toza´s ne´lku¨li rendszer hiba´ja´nak cso¨kkene´se le´pe´senke´nt. Vegyu¨k e´sz-
re, hogy µ = 1-re valo´ban az eredeti konvergenciasebesse´get kapjuk vissza, e´s µ
ismerete´ben most ma´r becsu¨lhetju¨k az algoritmus konvergencia´ja´nak sebessege´t,
e´s ele´gse´ges felte´telu¨nk van arra, hogy milyen korla´toza´s mellett haszna´lhato´ az
algoritmus.
4. Veze´rle´s nem konstans trajekto´ria´ra
Az ala´bbiakban azt vizsga´ljuk, hogyan viselkedik a rendszer, ha nem konstans,
hanem egy w(t) ido˝ben va´ltozo´ trajekto´ria´ra akarjuk veze´relni, ahol w(t) egy foly-
tonos fu¨ggve´ny. Ebben az esetben legyen a G dinamikus ma´trix 1 × 1-es, vagyis
egyszeru˝en g1. Tegyu¨k fel hogy a mo´dszer asszimptotikusan stabil, e´s a rendszert a
k´ıva´nt konstans trajekto´ria´ra veze´rli, teha´t a hibama´trix saja´te´rte´keire R < 1 felso˝
becsle´st tudunk adni. Ha a trajekto´ria nem konstans, |yk+1−wk+1| ≤ R|yk−wk+1|,
ahol wk = w(kτ), illetve yk legyen a τk ido˝pontban vett, ma´r su´lyvektorral szorzott
egydimenzio´s kimenet. Neku¨nk azonban |yk − wk|-fu¨ggve´nye´ben kellene becsle´st
adnunk. Legyen ∆wk+1 = wk+1 − wk. Ekkor,
R|yk − wk +∆wk+1| ≥ |yk+1 − wk+1|.
Kihaszna´lva a ha´romszo¨g egyenlo˝tlense´get,
|yk+1 − wk+1| ≤ R|yk − wk|+ |R∆wk+1|.
Ez az o¨sszefu¨gge´s nyilva´n fenna´l a k + 2 ido˝pontban is, ı´gy
|yk+2 − wk+2| ≤ R|yk+1 − wk+1|+ |R∆wk+2|,
ı´gy a ma´sodik le´pe´sre
|yk+2 − wk+2| ≤ R2|yk − wk|+R2|∆wk+2|+R|∆wk+1|.
A´ltala´nosan a n-edik le´pe´sre
|yk+n − wk+n| ≤ Rn|yk − wk|+Rn|∆wk+1|+ . . .+R2|∆wk+n−1|+R|∆wk+n|.
Tegyu¨k fel, hogy le´tezik valamilyen Lw konstans, u´gy, hogy minden k-re
|∆wk| ≤ Lw. Ha w(t) folytonos Lipschitz-tulajdonsa´gu´ fu¨ggve´ny, akkor annak
Lipschitz-konstansa szorozva a le´pe´sko¨zzel megfelelo˝ lesz. Ekkor a me´rtani sor
o¨sszegke´plete alapja´n,
|yk+n − wk+n| ≤ Rn|yk − wk|+ Lwτ
∣∣∣∣RRn+1 − 1R− 1
∣∣∣∣ ≤ Rn|yk − wk|+ Lwτ ∣∣∣∣ 11−R
∣∣∣∣ .
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3. a´bra. Az algoritmus viselkede´se va´ltozo´ trajekto´ria´ra
Mivel | 11−R | konstans, ı´gy a hiba o(τ)-val no¨vekszik a konstans trajekto´ria´ra valo´
veze´rle´s hiba´ja´hoz ke´pest. Ezt figyelhetju¨k meg, egy folyamatosan va´ltozo´ trajek-
to´ria esete´n az ala´bbi a´bra´n:
Az a´bra´n w(t) = sin t fu¨ggve´ny a´ltal definia´lt trajekto´ria´ra veze´rlu¨nk. Kiva´lo´an
megfigyelheto˝ a le´pe´sko¨zzel megegyezo˝ nagysa´grendu˝ eltolo´da´s a ce´lfu¨ggve´ny e´s az
algoritmus a´ltal adott kimenet ko¨zo¨tt.
Ko¨vetkezme´ny: Ba´rmely linea´ris differencia´legyenlet-rendszerre kimondhatjuk,
hogy ha az a DMC-algoritmussal konstans trajekto´ria´ra veze´relheto˝, akkor ba´r-
mely olyan trajekto´ria´ra veze´relheto˝ o(τ) pontossa´ggal, melyet Lipshitz-folytonos
fu¨ggve´nnyel definia´lunk.
5. Eredme´nyek
Kora´bbi eredme´nyekbo˝l la´thattuk, hogy linea´ris differencia´legyenlettel defini-
a´lt rendszer veze´relheto˝ a DMC-algoritmussal abban az esetben, ha az eredeti
differencia´legyenlet aszimptotikusan stabil. Cikku¨nkben ilyen rendszerek veze´rel-
heto˝se´ge´t vizsga´ltuk ke´t tova´bbi a´ltala´nos´ıta´ssal, a bemeno˝ jel megva´ltoza´sa´nak
korla´toza´sa´t, e´s referencia trajekto´ria va´ltoza´sa´t szem elo˝tt tartva. A bemeno˝ jel
megva´ltoza´sa´ra tett korla´tbo´l (∆u∗ ) kifejezheto˝ ugyanis a bemeno˝ jel csillap´ıta´sa´t
szolga´lo´ parame´ter (µ vagyis ko¨zvetve λ), nevezetesen fenna´ll a




w − fk+1 ≥ µ
o¨sszefu¨gge´s. A µ parame´ter meghata´roza´sa uta´n a ko¨vetkezo˝ feladat annak vizs-
ga´lata volt, hogy adott µ mellett az algoritmus alkalmazhato´-e veze´rle´sre. A hiba
cso¨kkene´se´t reprezenta´lo´ ma´trix MN u¨gyes felbonta´sa uta´n sikeru¨lt sza´mszeru˝s´ı-
tenu¨nk a csillap´ıta´s hata´sa´t a konvergencia´ra, ı´gy az
‖MN‖ ≤ (2− µ)R
o¨sszefu¨gge´sre jutunk, aholR csillap´ıta´s ne´lku¨li algoritmus konvergencia´ja´nak sebes-
se´ge.
Ezek uta´n megvizsga´ltuk, hogyan viselkedik a rendszer, ha nem konstans,
hanem ido˝ben va´ltozo´ trajekto´ria´ra w(t) veze´relju¨k. Sza´mı´ta´saink megmutatja´k,
ha a w(t) folytonos fu¨ggve´nnyel definia´lt trajekto´ria Lipshitz-folytonos, akkor a
hiba a w(t) fu¨ggve´nyhez tartozo´ Lipshitz-konstans e´s a rendszer diszkretiza´la´-
sakor le´pe´sko¨znek va´lasztott τ e´rte´kekto˝l fu¨gg. I´gy ha egy rendszert a DMC-
algoritmussal konstans trajekto´ria´ra veze´relhetu¨nk, akkor ba´rmilyen Lipshitz-foly-
tonos fu¨ggve´ny a´ltal definia´lt trajekto´ria´ra is, egy τ le´pe´sko¨z nagysa´grendu˝ hiba´to´l
eltekintve.
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THE USE OF DYNAMIC MATRIX CONTROL FOR CONTROLLING
LINEAR DIFFERENTIAL EQUATIONS FOR NON-CONSTANT
TRAJECTORIES WITH LIMITED INPUT PARAMETER
Sa´ndor Darida
Dynamic Matrix Control (DMC) is one of the most used algorithm of Modell Predictive
Control (MPC) method. We use DMC to drive a system to a given trajectory where the system
is defined by a linear differential equation. We already know from previous results that such
a system can be controlled by DMC when it is asymptotically stable. However results were
restricted to constant trajectory case and also did not considered the fact that input must be
bounded. We show controllability can be proved with theese extended conditions. It is also shown
that convergence speed can be calculated directly from the bound of the input. For non-constant
trajectories we proved that system can be controlled by DMC if the trajectory is defined by a
Lipschitz continuous function.
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EGYFAJTA VALO´SZI´NU˝SE´GI MO´DSZER UTAZA´SI JELLEMZO˝K
BECSLE´SE´HEZ UTASFELME´RE´SBO˝L
VASS LAJOS
A cikkben egy a szoka´sos e´s a´ltala´nosan haszna´lt mo´dszerekto˝l elte´ro˝
megko¨zel´ıte´su˝ becsle´si elja´ra´sro´l van szo´ kategoriza´lt va´ltozo´k popula´cio´beli
valo´sz´ınu˝se´geloszla´sa´nak, illetve parame´tere´nek sza´mı´ta´sa´ra. Az elja´ra´s a
vizsga´lt katego´ria mintabeli gyakorisa´ga´nak a parame´ter fu¨ggve´nye´ben sza´-
mı´tott valo´sz´ınu˝se´geloszla´sa´n alapszik. A parame´ter becsu¨lt e´rte´ke pedig a
sza´mı´ta´shoz felvett parame´ter e´rte´kek su´lyozott a´tlaga lesz, ahol a su´ly a
minta´ban realiza´lo´dott gyakorisa´g sza´mı´tott valo´sz´ınu˝se´ge. Le´nyeges ke´r-
de´s a mintave´teli elja´ra´s modelleze´se e´s a valo´sz´ınu˝se´geloszla´s ebbo˝l ado´do´
sza´mı´ta´sa.
A mo´dszer alkalmaza´sa elso˝sorban egyes utasfelme´re´si mo´dok esete´n az
utasfelme´re´sbo˝l to¨rte´no˝ becsle´sne´l la´tszik megfontolando´nak, a kidolgoza´sa´t
is e´ppen az utasfelme´re´s egzaktabb kie´rte´kele´se induka´lta. Ku¨lo¨no¨sen kisebb
mintanagysa´gna´l la´tszik hasznosnak alkalmaza´sa. A cikkben le van ı´rva egy
konkre´t utasfelme´re´si mo´dra – ja´rmu˝vo¨n to¨rte´no˝ kike´rdeze´sne´l – az elja´ra´s,
valamint a sza´mı´ta´si mo´d, valo´s pe´lda´n pedig bemutatjuk az alkalmaza´sa´t a
sza´mı´ta´sok kapott eredme´nyeivel egyu¨tt.
1. Bevezete´s
Amikor valamilyen jellemzo˝ megjelene´se´t, megmutatkoza´sa´t vizsga´ljuk egy
popula´cio´ban, ezt a popula´cio´bo´l vett minta alapja´n tesszu¨k meg. Ha a popula´cio´
az emberek bizonyos csoportja, a mintave´tel sok esetben a ke´rdeze´s, az interju´.
A vizsga´lat sora´n nem tekinthetu¨nk el atto´l, hogy a vizsga´lt jellemzo˝ a popula´-
cio´ban mennyire va´ltoze´kony; ido˝to˝l, helyto˝l, stb. mennyire fu¨gg. A ko¨zlekede´ssel,
az utaza´ssal kapcsolatos jellemzo˝k vizsga´lata´na´l a popula´cio´ az utasok valamilyen
ko¨re lesz. A jellemzo˝k egy re´sze ko¨ru¨kben csak lassan va´ltozik, pl. azok, amelyek
az utasok utaza´si szoka´saihoz kapcsolo´dnak, vagy a ko¨zlekede´si adottsa´gaikhoz
ko¨to˝dnek – a szoka´sok, illetve az adottsa´gok lassan va´ltoznak –, de vannak gyor-
sabban, aka´r o´ra´nke´nt va´ltozo´ jellemzo˝k: utasok o¨sszete´tele, utaza´s indoka, a fo˝bb
utaza´si rela´cio´k, stb. Amı´g az elo˝bbi jellemzo˝kkel kapcsolatban az utasokat ta´gabb
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ido˝hata´rok ko¨zo¨tt ke´rdezhetju¨k meg, addig az uto´bbi t´ıpusu´ jellemzo˝k vizsga´lata´-
na´l a mintave´tel szoka´sosan az utasok utaza´suk ko¨zbeni megke´rdeze´se´vel to¨rte´nik.
Ez uto´bbi minta´t csak ott e´s akkor utazo´ utasok sokasa´ga´ra lehet vonatkoztatni,
vagyis egy adott ido˝intervallumban, vagy egy adott helyen vett minta ma´r nem
felte´tlen vonatkozik egy-ke´t o´ra´val ke´so˝bb e´s ma´shol utazo´kra, hiszen az utaza´s
a´llando´an va´ltozo´ folyamat.
E´ppen e miatt egyes ko¨zlekede´si jellemzo˝k vizsga´lata, valamint a ra´juk vonat-
kozo´ becsle´si mo´d elte´rhet to¨bbe´-keve´sbe´ ma´s teru¨letek statisztikai vizsga´lata´to´l,
ez vonatkozik a mintave´telre, de a kie´rte´kele´sre is. Pl. a ke´rdeze´si ko¨ru¨lme´nyek,
vagy annak az ido˝tartamnak a ro¨vidse´ge, amelyre a mintave´telt releva´nsnak gon-
doljuk, nem teszi leheto˝ve´, hogy minden esetben kello˝ nagysa´gu´ minta´val sza´mol-
junk. Tova´bba´ a kie´rte´kele´sne´l figyelembe kell venni az utasforgalomra fenna´llo´
o¨sszefu¨gge´seket is.
E cikk egyfajta becsle´si mo´dszert ta´rgyal, amely a saja´tossa´gok miatt a ko¨zle-
kede´ssel, az utaza´ssal kapcsolatos jellemzo˝k becsle´se´ne´l la´tszik jo´l haszna´lhato´nak
(4. fejezet). A mintave´tel egy specia´lis mo´dja esete´ben pedig a sza´mı´ta´si elja´ra´st
ismerteti re´szletesebben (5., 6., 7. fejezetek). Egy valo´s pe´lda´n keresztu¨l pedig a
mo´dszer alkalmaza´sa´t mutatja be a kapott eredme´nyekkel (8. fejezet).
A cikk nem sza´nde´kozik foglalkozni re´szletesebben e´s matematikai alapossa´g-
gal az ismertetett becsle´si mo´d statisztikai tulajdonsa´gaival, ez me´g tova´bbi ma´s
jellegu˝ munka´t, elemze´st e´s ido˝ra´ford´ıta´st ige´nyelt volna. Inka´bb kapott hangsu´lyt
a mo´dszer le´ıra´sa´n tu´l az alkalmaza´sa´nak bemutata´sa egy valo´s pe´lda´n keresztu¨l.
Ilyen szemszo¨gbo˝l egy esettanulma´nynak is tekintheto˝ ezen ı´ra´s.
2. A cikkben haszna´lt fogalmak ismertete´se
A mege´rte´s e´s az egye´rtelmu˝se´g e´rdeke´ben a´ttekintju¨k a haszna´lt fogalmakat.
Utaza´si jellemzo˝: te´rben, ido˝ben, vagy egye´b szempontbo´l (pl. u¨zemelteto˝ sze-
rint, vagy ko¨zlekede´si mo´d alapja´n) behata´rolt szeme´lyko¨zlekede´s mennyise´ge´t,
mino˝se´ge´t, milyense´ge´t o¨sszefogo´an megado´ tulajdonsa´g, isme´rv. Amennyiben
sza´me´rte´kkel adjuk meg, akkor ezt az e´rte´ket az adott jellemzo˝ mutato´ja´nak nevez-
zu¨k a specifika´lt ko¨zlekede´sre. Ilyen jellemzo˝ lehet pe´lda´ul egy adott telepu¨le´s egy
napi ko¨zlekede´si teljes´ıtme´nye (utaskilome´terben), vagy pl. a de´lelo˝tti ido˝szakban
az utasok valamilyen szempont szerinti o¨sszete´tele, sza´zale´kos megoszla´sa.
Az adott ko¨zlekede´sben re´sztvevo˝ utasok adja´k a vizsga´lt popula´cio´t. A popu-
la´cio´ egyes egyedeinek (utasoknak) utaza´si jellemzo˝it, megku¨lo¨nbo¨ztete´su¨l a ko¨z-
lekede´s ege´sze´re vonatkozo´ elo˝bb definia´lt jellemzo˝to˝l, ezen ı´ra´s kerete´ben ezuta´n
egye´ni utaza´si jellemzo˝nek h´ıvjuk.
A ko¨zlekede´s ege´sze´re vonatkozo´ mutato´k egy re´sze´t a popula´cio´ egyedeinek
egye´ni utaza´si jellemzo˝ibo˝l sza´moljuk ki. Ha nem ismerju¨k minden egyedre a ke´r-
de´ses jellemzo˝je´t, akkor mintave´tel alapja´n becsu¨lju¨k meg a mutato´ popula´cio´ra
Alkalmazott Matematikai Lapok (2017)




utaza´si jellemzo˝” – szo´haszna´lat elo˝fordul – a fogalmaza´s
go¨rdu¨le´kenyse´ge e´rdeke´ben esetenke´nt az egye´ni utaza´si jellemzo˝re is. A szo¨veg-
ko¨rnyezetbo˝l kideru¨l azonban, hogy a ke´t fenti fogalom melyike´t kell e´rteni alatta.
Ezen ı´ra´s sora´n az egye´ni utaza´si jellemzo˝ket valo´sz´ınu˝se´gi va´ltozo´knak tekint-
ju¨k, amelyek mindegyike valamilyen saja´t eloszla´st ko¨vet a popula´cio´ban. A valo´-
sz´ınu˝se´gi va´ltozo´ jellemze´se´ne´l a [18] irodalom fogalmait ko¨vetju¨k. A valo´sz´ınu˝se´-
gi va´ltozo´, az egye´ni utaza´si jellemzo˝ milyense´ge´to˝l fu¨ggo˝en, felvehet sza´me´rte´ket
(metrikus valo´sz´ınu˝se´gi va´ltozo´), pl. a´tsza´lla´sok sza´ma, utaza´si ido˝, illetve to¨bb no-
mina´lis e´rte´ket, u´n. katego´ria´kat. Ez uto´bbi esetben besze´lu¨nk kategoriza´lt valo´-
sz´ınu˝se´gi va´ltozo´kro´l. Pe´lda´ul, ha a valo´sz´ınu˝se´gi va´ltozo´ az utasok sta´tusza,
akkor dolgozo´, tanulo´, nyugd´ıjas, egye´b e´rte´keket rendelhetu¨nk hozza´, vagy az
utaza´s indoka esete´n munkave´gze´s, tanula´s, szo´rakoza´s, egye´b e´rte´keket.
E cikk kerete´ben ez uto´bbi esetet ta´rgyaljuk, vagyis a valo´sz´ınu˝se´gi va´ltozo´
diszkre´t, ve´ges sza´mu´ katego´riae´rte´ket vesz fel. A ko¨zlekede´s ege´sze´t ilyen t´ıpu-
su´ egye´ni utaza´si jellemzo˝ esete´n a valo´sz´ınu˝se´gi va´ltozo´ popula´cio´beli eloszla´sa
jellemzi, ma´ske´nt fogalmazva az egyes e´rte´kek relat´ıv gyakorisa´ga (sza´zale´kos el-
oszla´sa). Ez tekintheto˝ ilyen esetekben az utaza´si jellemzo˝ mutato´ja´nak.
A valo´sz´ınu˝se´gi va´ltozo´ e´rte´keinek popula´cio´beli relat´ıv gyakorisa´ga´t a popula´-
cio´ parame´tere´nek nevezzu¨k e´s p-vel jelo¨lju¨k. (A p vektorke´nt van jelo¨lve, mivel
a valo´sz´ınu˝se´gi va´ltozo´ minden lehetse´ges e´rte´ke´re van egy e´rte´ke. Az i-edik kom-
ponense pi az i-edik katego´ria´ra vonatkozo´ parame´ter). Ezen ı´ra´s a popula´cio´ban
a kategoriza´lt va´ltozo´k parame´tereinek becsle´se´ro˝l szo´l. Ha nincs ku¨lo¨n jelo¨lve,
akkor parame´ter kifejeze´s alatt valamelyik i-edik vektorkomponense´t e´rtju¨k.
E cikk kerete´ben ezuta´n alapsokasa´gnak nevezzu¨k az utasok azon ko¨re´t, amely-
bo˝l a minta´t vesszu¨k. A popula´cio´nak pedig az utasok azon ko¨re´t, amelyre a becs-
le´st ve´gezzu¨k. A popula´cio´ lehet az alapsokasa´g maga, vagy annak re´szhalmaza.
A´ltala´ban a ke´t fogalmat szinonimake´nt haszna´lja´k, de mostan ta´rgyala´sunk sora´n
ce´lszeru˝nek la´tjuk, hogy ku¨lo¨nbse´get tegyu¨nk. Rendszerint a vett minta´nak csak
azon elemeit haszna´ljuk fel egy konkre´t halmazra vonatkozo´ becsle´sne´l, amelyek
egyu´ttal ebbo˝l a halmazbo´l is sza´rmaznak. Pl. egy telepu¨le´s de´lelo˝tti ko¨zlekede´si
mutato´it a telepu¨le´s de´lelo˝tti utasainak minta´ja´bo´l becsu¨lju¨k, jo´llehet a mintave´tel
ege´sz nap to¨rte´nt. Vagyis az a halmaz, amelyre becsle´seket teszu¨nk, megegyezik
azzal, amelybo˝l sza´rmazo´ mintaelemekbo˝l tesszu¨k a becsle´st.
A ko¨zlekede´sre vett minta´kna´l azonban, ı´gy a mostani ta´rgyala´sunkban bemu-
tatott esetben is, a ke´t halmaz nem esik felte´tlenu¨l egybe. Az alapsokasa´gbo´l
vett minden mintaelem figyelembe van ve´ve a vizsga´lt popula´cio´ parame´tere´nek
becsle´se´ne´l, so˝t a sza´mı´ta´sna´l figyelembe vett egye´b felte´telek is az alapsokasa´gra
vonatkoznak. Eze´rt ce´lszeru˝ a ke´t fogalmat ezu´ttal megku¨lo¨nbo¨ztetni. Pe´lda´ul a
ke´so˝bb ismertetendo˝ EMAH projekt kerete´ben a vonaton levo˝ o¨sszes utasra to¨rte´nt
az utassza´mla´la´s, de csak a hata´ron a´tutazo´kra ve´gzu¨nk becsle´st.
A ro¨vidse´g kedve´e´rt a tova´bbiakban a valo´sz´ınu˝se´gi va´ltozo´ egy e´rte´ke´nek
(katego´ria´ja´nak) mintabeli gyakorisa´ga, illetve mintabeli ara´nya kifejeze´s alatt a
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va´ltozo´ adott e´rte´ke´nek a minta´ban levo˝ gyakorisa´ga´t, illetve relat´ıv gyakorisa´ga´t
e´rtju¨k.
3. Utasfelme´re´s mo´djai
Sza´mos utaza´si jellemzo˝ az utasok egy re´sze´nek megke´rdeze´se´vel kapott u´n. ce´l-
forgalmi minta´bo´l ismerheto˝ meg. Ilyen felme´re´sek esete´ben az alapsokasa´g az uta-
sokat, az utazo´ ko¨zo¨nse´get jelenti, illetve a vizsga´latto´l fu¨ggo˝en, ezek egy helyben
vagy ido˝ben behata´rolt e´s konkre´tabb halmaza´t, amelybo˝l a mintave´tel to¨rte´nik.
Pe´lda´ul egy va´ros egy napi utasait, vagy egy megye, egy te´rse´g utasait, vagy egy
vasu´ti vonalon utazo´kat, stb...
A mintave´teli elja´ra´st az utaza´si mo´dhoz alkalmazva, pl. a ko¨zforgalmu´ ja´rmu˝-
vekkel to¨rte´no˝ (auto´busz, vonat) utaza´sna´l, valamint az adottsa´gokra, a meg-
valo´s´ıthato´sa´gra tekintettel e´s a gazdasa´gossa´g szem elo˝tt tarta´sa´val a vizsga´lat
ce´lja´hoz kell megva´lasztani. Ennek megterveze´se e´s ve´grehajta´sa a felme´rni
k´ıva´nt utaza´sok alapos, re´szletes ismerete´t e´s nagy gyakorlatot ige´nyel. Auto´-
buszna´l, vonatna´l a´ltala´ban ke´t mo´dszer haszna´latos az utasok kike´rdeze´se´re: a
mega´llo´kban to¨rte´no˝ kike´rdeze´s, vagy a ja´rmu˝veken to¨rte´no˝ kike´rdeze´s.
Mindke´t felme´re´si mo´d utaza´s ko¨zbeni csoportos egyszeru˝ mintave´tel – amikor
is minden szo´bajo¨heto˝, vagy fontos csoportbo´l veszu¨nk minta´t –, amelynek sora´n
to¨rekszenek az utasok fu¨ggetlen e´s ve´letlen kiva´laszta´sa´ra. Ezek megvalo´sula´sa´t a
kie´rte´kele´s sora´n te´nyke´nt is kezelju¨k. Az utasok kiva´laszta´sa´nak mo´dja azonban
nem jelenti azt, hogy a minta´ban a mintaelemek egyma´sto´l fu¨ggetlenek is!
A korrekt e´s jo´l haszna´lhato´ felme´re´sne´l a ce´lforgalmi mintave´telhez szu¨kse´ges
tova´bba´ az is, hogy kiege´sz´ıtse utassza´mla´la´s, az u´n. keresztmetszeti felme´re´s. Ez a
mega´llo´helyeken fel- e´s lesza´llo´ utasok megsza´mla´la´sa´t jelenti. A popula´cio´, illetve
az alapsokasa´g nagysa´ga´t kapjuk meg ez a´ltal. Egy adott felme´re´sne´l ezeket az
utassza´mokat nem tekintju¨k ve´letlen e´rte´keknek.
Az utasfelme´re´s mindegyike´re jellemzo˝, ku¨lo¨no¨sen, ha ido˝ben, te´rben kiter-
jedt utasforgalomro´l van szo´, hogy ko¨ltse´gesse´ge miatt nem isme´tlik meg hasonlo´
ko¨ru¨lme´nyek ko¨zo¨tt, eze´rt a´ltala´ban nincs to¨bb minta, csak egy. Eze´rt egy minta
alapja´n kell a hiba´t is megmondani, ha egya´ltala´n megtudjuk. A´ltala´ban to¨bb
ezres utasforgalom esete´n mintegy 10-15%-os mintave´teli ara´ny a szoka´sos elva´ra´s
(utalunk itt a KTI-ben levo˝ sza´mos utasko¨zlekede´ssel foglalkozo´ tanulma´nyra).
Ebben az esetben a teljes alapsokasa´gra – felte´ve a norma´lis eloszla´s ko¨zel´ıte´st a
katego´ria´k mintabeli relat´ıv gyakorisa´ga´ra – a parame´ter hiba´ja nagy biztonsa´ggal
(≈ 90%) 0, 05 e´rte´k alatt marad. Ahhoz, hogy egyes fontosabb utascsoportokra
kello˝en nagy mintadarabsza´m jusson, a kike´rdeze´s sora´n mine´l nagyobb mintave´teli
ara´ny ele´re´se´re to¨rekszenek. Azonban az, hogy az egyes vizsga´lt re´szpopula´cio´kba
ha´ny darab mintaelem keru¨l, az majd a feldolgoza´s sora´n deru¨l ki. A kisebb re´sz-
popula´cio´kra ma´r csak nagyobb pontatlansa´ggal sza´molhatunk. Eze´rt ezekre nem
lehet hiba´t elo˝re megfogalmazni.
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4. Parame´ter felme´re´sbo˝l to¨rte´no˝ becsle´se
4.1. Jelenleg szoka´sos elja´ra´s
Az egye´ni utaza´si jellemzo˝, mint valo´sz´ınu˝se´gi va´ltozo´, eloszla´sa´t megado´ p
parame´ter becsle´si e´rte´ke szoka´sosan a jellemzo˝ egyes katego´ria´inak a vizsga´lt
popula´cio´ ce´lforgalmi minta´ja´ban levo˝ ara´nya. Ezt az ara´nyt alkalmazzuk a popu-
la´cio´na´l, e´s ı´gy egy katego´ria popula´cio´ban elo˝fordulo´ sza´mossa´ga´t a popula´cio´




Az ara´ny alkalmaza´sa praktikus egyszeru˝se´ge e´s a gyakorlati esetek nagy re´-
sze´ben elfogadhato´ pontossa´ga miatt. Vannak olyan vizsga´latok azonban, ahol az
ara´ny alkalmaza´sa ke´tse´geket vet fel.
Amennyiben a kike´rdeze´ses minta jo´l visszatu¨kro¨zi a popula´cio´t, akkor a min-
ta´bo´l jo´l becsu¨lheto˝ az utaza´si jellemzo˝ popula´cio´beli eloszla´sa. Pe´lda´ul ı´gy van
ez akkor, eloszla´sto´l fu¨ggetlenu¨l, ha a mintanagysa´g ko¨zel´ıti a popula´cio´ sza´mos-
sa´ga´t, vagy a minta kello˝en nagy egy adott pontossa´ghoz, pe´lda´ul a Bernstein
te´tele e´rtelme´ben.
Amennyiben egy kiva´lasztott katego´ria´t ne´zu¨nk, akkor tekinthetju¨k u´gy, hogy
a popula´cio´ egyedei csak ke´tfe´le e´rte´ket vesznek fel (az adott katego´ria´t, illetve
nem azt), vagyis a valo´sz´ınu˝se´gi va´ltozo´ Bernoulli-eloszla´st ko¨vet. Ilyen esetek-
ben a ce´lforgalmi felme´re´s mintave´teli elja´ra´sa alapja´n a katego´ria minta´ban levo˝
gyakorisa´ga esetenke´nt binomia´lis vagy hipergeometrikus eloszla´su´ lehet. A para-
me´terre a relat´ıv gyakorisa´g ilyen esetekben jo´ becsle´st ad: torz´ıtatlan, konzisztens
e´s a becsle´s hiba´ja´t is ismerju¨k, 1
/√
n-nel (ahol n a minta elemsza´ma) ara´nyos.
Ezen eloszla´sokra a maximum likelihood mo´dszerrel is a relat´ıv gyakorisa´got kap-
juk torz´ıtatlan e´s konzisztens becsle´ske´nt, hipergeometrikus eloszla´sna´l aszimp-
totikusan. [2], [12]. E fenti eloszla´sok a´ltala´ban csak egyszeru˝bb felme´re´sne´l e´s
mintave´telne´l jo¨hetnek le´tre.
”
Tiszta” eloszla´ssal a´ltala´ban nem sza´molhatunk a
gyakorlatban megvalo´sulo´ mintave´teli elja´ra´sok sora´n.
Amikor ege´sz napi, vagy nagyobb teru¨letre, pl. ege´sz va´rosra vonatkozo´ utaza´si
minta´t ne´zu¨nk, akkor egyes popula´cio´k (pl. ha egyu´ttal az maga az alapsokasa´g),
valamint a minta is ele´g nagyok lehetnek, ı´gy a nagy minta esete´re alkalmazhatjuk
a ko¨zponti hata´reloszla´s te´tele´t a mintaelemek eloszla´sa´nak sze´les ko¨re´re, ami
szerint a relat´ıv gyakorisa´g jo´l ko¨zel´ıtheto˝ norma´lis eloszla´ssal. Nem csak fu¨g-
getlen e´s azonos eloszla´su´ mintaelemek esete´ben alkalmazhatjuk, de ku¨lo¨nbo¨zo˝ el-
oszla´su´akra, so˝t nem fu¨ggetlenekre is [16], [17]. Ilyen esetben is a mintabeli ara´ny
a popula´cio´ra jo´ becsle´st ad, e´s ismerju¨k a hiba´ja´t is. Utalunk itt a 3. fejezet
ve´ge´re. Eko¨zben azonban eltekintu¨nk a mintave´tel elte´ro˝ te´r- e´s ido˝beli to¨rte´ne´se´-
to˝l. Ahogy eml´ıtettu¨k a Bevezeto˝ben, az ege´sz minta felhaszna´la´sa a ko¨zlekede´s
ege´sze´re ad meg egy a´tlagos e´rte´ket az utaza´si jellemzo˝ mutato´ja´ra.
Egyes elemze´sekne´l azonban e´rdekelhet minket, hogy az utaza´si jellemzo˝ ido˝-
ben hogyan va´ltozik, pl. hogyan alakul egy mutato´ o´ra´nke´nti e´rte´ke, vagy kisebb
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te´rse´gben (pl. egy va´ros valamelyik ko¨rzete´ben) mik lesznek a jellemzo˝k e´rte´kei.
Ekkor az ege´sz minta valamilyen kiva´lasztott re´sze´t ne´zzu¨k csak, amelyne´l a minta
nagysa´ga, vagy a mintave´teli ara´ny is kicsi, e´s amelyben nem ismerju¨k a katego´-
ria eloszla´sa´t, e´s nem alkalmazhatjuk a ko¨zponti hata´reloszla´s te´tele´t sem kello˝
pontossa´ggal. ([16]-ban a norma´lis eloszla´s alkalmaza´sa´nak elfogadhato´sa´ga´ra ad-
nak meg o¨sszefu¨gge´st.) Eze´rt kisebb minta´kna´l a mintabeli ara´ny eloszla´sa´ro´l nem
tudunk semmit, ı´gy a parame´ter becsle´se´re ezen e´rte´k felhaszna´la´sa ke´tse´ges meg-
b´ızhato´sa´gu´, hiba´ja´t sem tudjuk megmondani. S mivel csak egy minta van – mint
ma´r eml´ıtettu¨k, a felme´re´st a´ltala´ban nem isme´tlik meg –, me´g egy ma´sik me´re´ssel
sem tudjuk o¨sszevetni a kapott becsle´st.
Gyenge´bb minta esete´n alkalmazhatunk o¨nke´nyes meggondola´sokat is, amelyek
gyakorlati szempontbo´l elfogadhato´k e´s a´ltala´ban megfelelo˝ eredme´nyeket adnak,
de matematikai-statisztikai szempontbo´l nem e´rtelmezheto˝k. Eze´rt elme´letileg
jobban ala´ta´maszthato´ ma´s becsle´si mo´dot dolgoztunk ki. Ez a matematikai-
statisztika e´s a valo´sz´ınu˝se´gsza´mı´ta´s mo´dszereinek alkalmaza´sa´n alapul, lehet vele
becsu¨lni a standard hiba´t is, e´s emellett figyelembe veszi az utasforgalom o¨ssze-
fu¨gge´seit is.
4.2. Egy ma´s megko¨zel´ıte´su˝ elja´ra´s
Alapveto˝en az ebben a pontban ismertetendo˝ elja´ra´s a cikk ta´rgya. Az elja´-
ra´s le´nyege, mint a´ltala´ban a becsle´sek esete´ben: a parame´ter e´rte´ke a katego´-
ria mintabeli gyakorisa´ga´nak valo´sz´ınu˝se´geloszla´sa alapja´n lesz becsu¨lve. Ez az
eloszla´s fu¨gghet a mintave´telu¨l szolga´lo´ alapsokasa´g e´s a popula´cio´ nagysa´ga´to´l,
a parame´ter e´rte´ke´to˝l, a ce´lforgalmi kike´rdeze´s mo´dja´to´l, mike´ntje´to˝l, valamint a
mintave´teli eredme´ny realiza´cio´ja´to´l (pl. mikor, milyen mintaelemeket kaptunk).
Az a´ltalunk haszna´lt megko¨zel´ıte´sne´l a becsle´si elja´ra´snak ke´t fo˝ re´sze van: elo˝szo¨r
a vizsga´lt katego´ria´ra a mintabeli gyakorisa´g valo´sz´ınu˝se´geloszla´sa´nak meghata´ro-
za´sa a parame´ter fu¨ggve´nye´ben, azuta´n a valo´sz´ınu˝se´geloszla´sbo´l a p parame´terre
becslo˝ statisztika ke´sz´ıte´se. A becslo˝ statisztika egyfajta su´lyozott a´tlag lesz. La´sd
ala´bb. Ebbo˝l a statisztika´bo´l a becsle´s hiba´ja´t is meghata´rozhatjuk.
Nevezzu¨k jo´esetnek az a´ltala´nossa´g e´s a ro¨vidse´g kedve´e´rt, ha egy utas az
alapsokasa´gban a vizsga´lt katego´ria´ju´ utaza´st bonyol´ıtja le. A jo´eset elo˝fordulhat
a minta´ban is, oda azonban ve´letlenu¨l keru¨l be. Ha bevezetju¨k az indika´torva´ltozo´t
arra az eseme´nyre, hogy egy adott mintaelem jo´esetke´nt szerepel a minta´ban, e´s
1 e´rte´ket rendelu¨nk hozza´, e´s 0-a´t az olyan mintaelemhez, amely nem egy jo´esetet
jelen´ıt meg, akkor az indika´torva´ltozo´ e´rte´keinek o¨sszege a minta´ra egy statisztika,
e´s ve´letlen va´ltozo´, amely a jo´esetek minta´ban levo˝ sza´ma´t adja meg.
Legyen ez a ve´letlen va´ltozo´ ξ, e´s P legyen annak valo´sz´ınu˝se´ge, hogy ξ = k
e´rte´k ado´dik n utas kike´rdeze´se´bo˝l (n nagysa´gu´ a minta), e´s ez a popula´cio´ p
parame´tere´nek, a popula´cio´ M , valamint a mintave´telu¨l szolga´lo´ sokasa´g N nagy-
sa´ga´nak (utasok sza´ma) fu¨ggve´nye. Vagyis:
P{ξ = k; p, n,M,N} = Pk(p; n,M,N).
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A´ltala´ban e´s leggyakrabban M -et e´s N -et azonosnak vesszu¨k a mostani ı´ra´s
kive´tele´vel. Ez a fu¨ggve´ny a vizsga´lt katego´ria´hoz tartozo´ utaza´sok mintabeli
gyakorisa´ga´nak valo´sz´ınu˝se´geloszla´sa.
A P fu¨ggve´ny forma´ja aka´r megadhato´ za´rt alakban, aka´r nem, fu¨gg a minta-
ve´teli elja´ra´sto´l e´s a mintave´teli to¨rte´ne´sekto˝l. Adott n, M , N esete´n ξ = K elo˝-
fordula´s valo´sz´ınu˝se´ge, a PK(p;n,M,N) fu¨ggve´ny, ahol K a mintave´tellel
kapott jo´esetek sza´ma, csak a popula´cio´ parame´tere´to˝l fu¨gg, e´s e fu¨ggve´ny alapja´n
a parame´tert megbecsu¨lhetju¨k.
PK(p;n,M,N) fu¨ggve´nyt a´bra´zolhatjuk adott K esete´n p fu¨ggve´nye´ben. A p
parame´ter becsle´se´nek egyik leheto˝se´ge az a pmax e´rte´k, amelyne´l a fu¨ggve´ny a
maxima´lis e´rte´ke´t veszi fel a fenti felte´telek esete´n p szerint, vagyis
PK(pmax, n,M,N) = maxPK(p;n,M,N).
A pmax e´rte´k a parame´ter maximum likelihood becsle´se. Egy vizsga´lt katego´-
ria´nak mintabeli ara´nya lehet a p parame´ter becsu¨lt e´rte´ke a maximum likelihood
mo´dszer alkalmaza´sa´val bizonyos eloszla´sokna´l, ahogy ma´r szo´ is volt ro´la.
Az a´ltalunk alkalmazott megko¨zel´ıte´sben a p parame´ter becsle´se´nek elja´ra´sa
a´ltala´nossa´gban a ko¨vetkezo˝ le´pe´sek szerint to¨rte´nik.
1. A mintave´teli mo´d modelleze´se.
2. A P fu¨ggve´ny (valo´sz´ınu˝se´geloszla´s) sza´mı´ta´si elja´ra´sa´nak meghata´roza´sa.
3. Parame´ter fu¨ggve´nye´ben a P fu¨ggve´ny sza´mı´ta´sa.
a) A p parame´terre egy lehetse´ges pr e´rte´ket felve´ve, sza´mı´tjuk a ξ valo´-
sz´ınu˝se´gi va´ltozo´ eloszla´sa´t a minta´ban, e´s a beko¨vetkezett K elo˝for-
dula´s valo´sz´ınu˝se´ge´t.
b) A valo´sz´ınu˝se´gi e´rte´ket a parame´terre felvett pr e´rte´kkel egyu¨tt el-
mentju¨k.
c) Veszu¨nk egy ko¨vetkezo˝ lehetse´ges e´rte´ket a parame´terre, e´s a 3. a)
pontto´l folytatjuk
4. Az elmentett e´rte´kpa´rok alapja´n felvesszu¨k a valo´sz´ınu˝se´g-parame´ter fu¨gg-
ve´nyt, e´s a parame´ter becsu¨lt e´rte´ke a pr e´rte´keknek a sza´mı´tott valo´sz´ı-
nu˝se´ggel su´lyozott a´tlaga lesz.
A 3. pontbo´l la´thato´, hogy a sza´mı´ta´st numerikusan ve´gezzu¨k, hiszen nem va´r-
hato´, hogy valamilyen analitikus forma´ju´ eloszla´sfu¨ggve´nyt kapjunk.
A numerikus elja´ra´s ro¨viden
A sza´mı´ta´st az egyszeru˝se´g kedve´e´rt diszkre´t p e´rte´kekre ve´gezzu¨k el. A p
parame´ter lehetse´ges e´rte´ke´t tartalmazo´ [0, 1] intervallumot R egyenlo˝ diszjunkt
Alkalmazott Matematikai Lapok (2017)
48 VASS LAJOS
intervallumokra osztjuk fel. Az egyes intervallumok kiva´lasztott pontjai legyenek
a p1, p2, . . . , pr, . . . , pR e´rte´kek, ezek lesznek a parame´terre felveendo˝ lehetse´ges
e´rte´kek, amelyekre azta´n a 3-as pont ve´grehajto´dik.
Az R nagysa´ga a sza´mı´ta´s pontossa´ga´t meghata´rozza, e´rte´ke´t a gyakorlati eset-
ben elfogadhato´ pontossa´ghoz lehet megva´lasztani. A sza´mı´ta´sainkban a [0, 1]
intervallumot 100 egyenlo˝ re´szre osztottuk fel, hogy a sza´mı´ta´s ele´g pontos is
legyen, ido˝ige´nye pedig elfogadhato´.
Megjegyze´s: ha tudjuk, hogy a parame´ter milyen intervallumba esik, akkor
elegendo˝ csak azt az intervallumot vizsga´lni, e´s ott venni fel szu¨kse´ges sza´mu´ pr
e´rte´ket.
A 4. pontna´l a becslo˝ statisztika a valo´sz´ınu˝se´ggel su´lyozott a´tlag lesz:
p becs = psa´tl =
∑
pr · PK(pr;n,M,N),
ahol az o¨sszegze´s r = 1, 2, . . . , R-re to¨rte´nik, tova´bba´ fenn kell a´lljon:∑
PK(pr;n,M,N) = 1.
4.3. Az elja´ra´s o¨sszevete´se ma´s mo´dszerekkel
A fentebb le´ırt elja´ra´s egyik fo˝ le´pe´se, a mintabeli gyakorisa´g valo´sz´ınu˝se´ge´nek
sza´mı´ta´sa, maga´to´l e´rteto˝do˝ elja´ra´s, ez a maximum likelihood becsle´shez is szu¨k-
se´ges le´pe´s. A ma´sik fo˝ le´pe´s a p becsu¨lt e´rte´ke´nek valo´sz´ınu˝se´ggel su´lyozott a´tlag-
gal to¨rte´no˝ sza´mı´ta´sa. Szu˝kebb internetes irodalmi kutata´s sora´n nem volt fellel-
heto˝ irodalmi pe´lda ilyen statisztika´ra. Terme´szetesen nem za´rhato´ ki, hogy ilyen
becslo˝ statisztika alkalmaza´sa´nak ma´r volt aka´r to¨bb elo˝zme´nye is. Az e sta-
tisztika´val to¨rte´no˝ becsle´sne´l sza´mı´thatjuk a becsu¨lt e´rte´k va´rhato´ e´rte´ke´t, illetve
a becsle´s standard hiba´ja´t, amennyiben adott mintave´teli ko¨ru¨lme´nyek mellett a
minta´ban elo˝fordulhato´ jo´esetek sza´ma´t tekintju¨k valo´sz´ınu˝se´gi va´ltozo´nak. E cikk
kerete´ben nem ta´rgyaljuk a va´rhato´ e´rte´k e´s standard hiba sza´mı´ta´sa´t. Ez a becs-
le´si mo´d a maximumra nem szimmetrikus eloszla´sokra nem a maximum e´rte´k
szerinti becsle´st adja. A su´lyozott a´tlaggal valo´ becsle´s statisztikai tulajdonsa´gait
sem ta´rgyaljuk, de egy-ke´t szempontbo´l o¨sszevetju¨k ma´s mo´dszerekkel.
A maximum likelihood becsle´ssel szemben a su´lyozott a´tlag jobban figyelembe
vesz ke´t szempontot. Egyre´szt az eloszla´sfu¨ggve´ny olyan tulajdonsa´ga´t, hogy a
maximum e´rte´ken k´ıvu¨li ma´s p e´rte´kek esete´n is viszonylag nagy valo´sz´ınu˝se´ggel
elo˝fordulhat a minta´ban a kapott K e´rte´k, teha´t egy ma´sik p e´rte´k is jo´ ese´llyel
lehet a popula´cio´ parame´tere. Valamint, hogy elkeru¨lju¨k azt az esetet, mikor a
maximum a parame´ter 0 e´rte´ke´ne´l van, ugyanis p = 0 eset a ko¨zlekede´sben ritka´n
fordul elo˝. Gyakrabban viszont az, hogy nincs a minta´ban mintaelem valamely
katego´ria´ra.
A parame´ter becsle´se´re, becsle´s hiba´ja´nak vagy egye´b becsle´si jellemzo˝nek
sza´mı´ta´sa´ra haszna´lja´k a kifejezetten sza´mı´to´ge´pes alapu´ bootstrap elja´ra´st. Ez a
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mo´dszer azonos eloszla´su´ e´s fu¨ggetlen elemeket te´telez fel a minta´ban [17]. Az utas-
felme´re´sre jellemzo˝ mintave´telekne´l ezzel a´ltala´ban nem sza´molhatunk, tova´bba´ az
eloszla´st egyre´szt nem lehet analitikusan megmondani, ma´sre´szt az a nem ismert
parame´ter fu¨ggve´nye is. Eze´rt – ha szo´ba jo¨het – csak a parame´teres bootstrap
jo¨het sza´mı´ta´sba. Esetu¨nkben, leegyszeru˝s´ıtve, a minta´ban jo´esetek e´s nem jo´ese-
tek fordulnak elo˝, vagyis ke´tfe´le e´rte´ku˝ adatsorunk van. (A mega´llo´ban to¨rte´no˝
mintave´telne´l a´ltala´ban to¨bbe´rte´ku˝ adatsor jo¨n sza´mı´ta´sba.) A minta´bo´l valami-
lyen mo´dszerrel (´ıgy aka´r az a´ltalunk kidolgozottal) megbecsu¨lhetu¨nk egy ko¨zel´ıto˝
e´rte´ket a parame´terre, e´s a kapott parame´tere´rte´k alapja´n genera´lhatunk bootstrap
minta´kat az adatsorunkbo´l a minta minden egyes eleme´nek kiva´laszta´si valo´sz´ınu˝-
se´ge alapja´n. A mintave´teli modellu¨nk alapja´n sza´molt valo´sz´ınu˝se´gi e´rte´keket itt
fel kell haszna´lni. Lehetse´ges, hogy a mintaelemek fu¨ggo˝se´ge miatt szukcessz´ıv
mo´don kell elja´rni. A kapott minta´ra pedig valamilyen mo´dszerrel sza´mı´tjuk ki a
parame´ter u´jabb becsu¨lt e´rte´ke´t. A 6. fejezetben ta´rgyalt esetben is elja´rhatna´nk
ı´gy. A sza´mı´ta´s elve´gezheto˝, de tu´lsa´gosan ido˝ige´nyes, e´s a gyakorlati pontossa´g
sem ige´nyli.
Itt megeml´ıtheto˝ a bootstrap mo´dszer egyik alkalmaza´si leheto˝se´ge. Ele´be
menve a 8. fejezet 8.4.3. pontban ta´rgyalt e´rze´kenyse´g vizsga´latnak, a bemeno˝ ada-
tokban to¨rte´no˝ va´ltoza´snak valamekkora hata´sa van a ve´geredme´ny va´ltoza´saira
(ez az u´n. e´rze´kenyse´g), ku¨lo¨no¨sen kis minta´k esete´n. E kiadva´ny pa´r e´ve foglal-
kozott egy o¨sszefoglalo´ cikkben [10] a parame´terek becsle´se´t a´ltala´ban befolya´solo´
te´nyezo˝kro˝l e´s a ku¨lo¨nbo¨zo˝ mo´dszerekro˝l. To¨bb irodalmi utala´s van benne eml´ıtve
a szimula´cio´s, nevezetesen a bootstrap technika alkalmaza´sa´ra, olyan esetekben,
amikor az eloszla´s nem formula´zhato´ e´s a mintaelemsza´m kicsi, amint ez esetu¨nk-
ben is fenna´ll.
Egyes esetekben a minta´ban kapott gyakorisa´g (K) az adott mintave´tel jellemzo˝
e´rte´kei alapja´n egy tu´lzottan kicsi, vagy e´ppen nagy valo´sz´ınu˝se´gu˝ eseme´ny beko¨-
vetkeze´se´nek eredme´nye lesz. Ha ezt haszna´ljuk fel a becsle´sne´l, akkor nagyobb
hiba´val sza´molhatunk. Haszna´lhatunk szimula´cio´s mo´dszert arra, hogy egy valo´-
sz´ınu˝bb jo´eset sza´mot kapjunk a minta´ban. A szimula´cio´ro´l e´s alkalmaza´sairo´l sza´-
mos irodalom van. Jo´ a´ttekinte´st ad ezekro˝l [8], [9]. Az alkalmaza´sa´hoz az eloszla´s
ismerete´re szu¨kse´g van, hogy ve´letlen va´ltozo´t genera´ljunk. Ahogy a parame´teres
bootstrap alkalmaza´sa´hoz, u´gy a szimula´cio´na´l is a parame´ter e´rte´ke´nek elo˝zetes
becsle´se szu¨kse´ges. A becsu¨lt parame´tere´rte´kne´l kapott eloszla´s alapja´n jo´eseteket
genera´lhatunk. A minta´ra ezen sza´mok mellett azta´n a parame´ter sza´mı´ta´sa´ra az
a´ltalunk alkalmazott elja´ra´st elve´gezhetju¨k. Ez sok sza´mı´ta´st ige´nyelhet. A sza´mı´-
ta´st kevesebbszer kell elve´gezni, ha a genera´lt jo´eset sza´mok a´tlaga´t vesszu¨k. Ezen
a´tlag-gyakorisa´got tekinthetju¨k a mintabeli pontosabb gyakorisa´gnak, e´s csak erre
a gyakorisa´gi e´rte´kre ve´gezzu¨k el a sza´mı´ta´st e´s kaphatunk egy u´jabb becsle´st a
parame´terre. De az a´tlagto´l elte´ro˝ gyakorisa´gra megisme´telve a sza´mı´ta´st, aka´r
standard hiba´t vagy konfidencia intervallumot is sza´mı´thatunk. Ebben az eset-
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ben a szimula´cio´s mo´dszert nem egy bonyolult eloszla´s sza´mı´ta´sa´ra, vagy valamely
becsle´si jellemzo˝ sza´mı´ta´sa´ra haszna´ljuk, hanem csak u´j mintaelemek genera´la´sa´ra.
A ta´rgyalt mo´dszer alkalmaza´sa´t a 6. fejezetben – egy adott konkre´t minta-
ve´teli elja´ra´s esete´ben (ja´rmu˝vo¨n to¨rte´no˝ kike´rdeze´sne´l) – bemutatjuk a mega´l-
lo´k ko¨zo¨tti utasmozga´sok sza´mı´ta´sa´ra. Felmeru¨lhet erre ma´s lehetse´ges sza´mı´ta´si
elja´ra´s alkalmaza´sa is. Ennek ne´ha´ny vonatkoza´sa´t a 6. fejezet alatt ta´rgyaljuk.
A fenti 4.2. re´szben le´ırt elja´ra´s a mega´llo´ban to¨rte´no˝ kike´rdeze´s esete´n ta´r-
gyalva lett a Ko¨zlekede´studoma´nyi Inte´zet (KTI) 2011–2012-es e´vko¨nyve´ben [21].
A ja´rmu˝vo¨n to¨rte´no˝ kike´rdeze´sne´l to¨rte´no˝ alkalmaza´sa e´s a konkre´t sza´mı´ta´si
elja´ra´s e cikk ta´rgya´t ke´pezik.
5. Mintave´teli modell a ja´rmu˝vo¨n to¨rte´no˝ kike´rdeze´sne´l
A ja´rmu˝vo¨n to¨rte´no˝ mintave´telkor a ja´rmu˝vo¨n levo˝ utasokat ke´rdezik meg, e´s
a ma´r kike´rdezett utast a felme´re´s sora´n, a megke´rdeze´s napja´n, nem ke´rdezik meg
to¨bbe´. A ja´rmu˝vo¨n levo˝ utasok sza´ma a´llando´an va´ltozik, de nem folyamatosan,
hanem le´pcso˝zetesen, ke´t mega´llo´ ko¨zo¨tti szakaszon a´llando´ az utassza´m. A kapott
minta tartalmazza, hogy melyik felsza´llo´ mega´llo´bo´l melyik lesza´llo´ban sza´llnak le
az utasok. A kike´rdeze´st kiege´sz´ıti me´g a ja´rmu˝re to¨rte´no˝ fel- e´s lesza´llo´ utasok
sza´mla´la´sa mega´llo´nke´nt.
Mivel minden ja´rmu˝ (pontosabb besze´lni a ko¨zforgalmu´ ko¨zlekede´sne´l ja´rat-
ro´l vagy vonatro´l, amely meghata´rozott ido˝ben meghata´rozott u´tvonalon ko¨zle-
kedo˝ ja´rmu˝vet jelent) ido˝ben ma´skor ko¨zlekedik, aka´r elte´ro˝ u´tvonalon, re´szben
vagy ege´szben ma´s mega´llo´kat e´rintve, eze´rt az utasok o¨sszete´tele, utaza´si attitu˝d-
ju¨k ja´ratonke´nt va´ltozhat, eza´ltal az egye´ni utaza´si jellemzo˝k eloszla´sa is. Eze´rt
minden egyes ja´rat utasaira ku¨lo¨n becsle´s jo¨n szo´ba.
Alapsokasa´gnak teha´t a ja´rat utasainak o¨sszesse´ge´t tekintju¨k, ko¨zu¨lu¨k to¨rte´-
nik a mintave´tel. Azonban parame´tereket erre az alapsokasa´gra vonatkoztatni
a feladathoz, az elemze´shez nem minden esetben megfelelo˝, mivel egy ja´rat uta-
sai a´ltala´ban to¨bb csoportba sorolhato´k utaza´si jellemzo˝ik (mutato´k) tekintete´ben
– amelyek esetenke´nt jelento˝sen ku¨lo¨nbo¨zhetnek –, e´s eze´rt a ja´ratot nem lehet
egy homoge´n egyse´gnek tekinteni, valamint sok esetben ezen ku¨lo¨nbo¨zo˝ csoportok
jellemzo˝i e´rdekelhetnek minket. Az utasoknak olyan ko¨re´t kell definia´lni, amely-
re az utaza´si jellemzo˝k viszonylag egye´rtelmu˝en erre a ko¨rre vonatkoztathato´k.
Tova´bba´ kell, hogy legyen ismeretu¨nk a csoport nagysa´ga´ro´l. A minta´t is majd
erre a halmazra kell
”
felszorozni”, vagyis ez lesz a popula´cio´. Ez a popula´cio´ nem
esik felte´tlenu¨l egybe az alapsokasa´ggal.
Egy ja´ratna´l minden egyes mega´llo´hoz hozza´rendelu¨nk egy popula´cio´t, e´spe-
dig a mega´llo´ban felsza´llt vagy lesza´llt utasok halmaza´t. Azt mondhatjuk, hogy
egy ja´ratna´l egy adott mega´llo´ban felsza´llt utasok az utaza´si jellemzo˝k olyan mu-
tato´it hata´rozza´k meg, amelyek az adott mega´llo´ra jellemzo˝ek, egyben ku¨lo¨nbo¨z-
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hetnek ma´s mega´llo´k utasai a´ltal meghata´rozott mutato´kto´l. Teha´t mega´llo´nke´nt
ma´s e´s ma´s lehet az utasok o¨sszete´tele, az utaza´s indoka´nak megoszla´sa, stb...
Ehhez a halmazhoz hozza´rendelheto˝k az egye´ni utaza´si jellemzo˝k eloszla´sa´t le´ıro´
parame´terek. Ugyanez igaz a lesza´llo´ mega´llo´kra is. (Itt megjegyezzu¨k, hogy a
mega´llo´ o¨sszes utasforgalma ismert. De nem lehet alkalmas popula´cio´ pl. a meg-
a´llo´ban felsza´llt dolgozo´k o¨sszesse´ge, mert azok sza´ma ma´r nem ismert.)
A ko¨vetkezo˝ re´szek ta´rgyala´sa´na´l az egye´ni utaza´si jellemzo˝ az utaza´si rela´cio´
lesz. Vagyis az a jellemzo˝, hogy adott mega´llo´ban felsza´llt utas melyik mega´llo´ba
utazik. Ehhez az utaza´si jellemzo˝ho¨z, a 2. pont e´rtelme´ben, hozza´rendelt valo´sz´ı-
nu˝se´gi va´ltozo´ e´rte´kei (katego´ria´k) pedig lehetnek pl. az egyes mega´llo´k sorsza´ma
a ja´raton. A valo´sz´ınu˝se´gi va´ltozo´ csak a hozza´tartozo´ popula´cio´ra vonatkozik.
A valo´sz´ınu˝se´gi va´ltozo´ eloszla´sa adja meg, hogy milyen ara´nyban oszlanak el egy
felsza´llo´ mega´llo´ utasai a ku¨lo¨nbo¨zo˝ lesza´llo´ mega´llo´k ko¨zo¨tt, vagy ma´s oldalro´l, a
lesza´llo´ mega´llo´ szemszo¨ge´bo˝l, a felsza´llo´ mega´llo´k ko¨zo¨tt. Ezt adja´k meg az adott
popula´cio´ra vonatkozo´ parame´terek. Minden mega´llo´hoz, illetve a popula´cio´ja´hoz
hozza´rendelu¨nk valo´sz´ınu˝se´gi va´ltozo´t, e´s minden egyes va´ltozo´hoz annyi elemu˝
parame´tervektor tartozik, aha´ny mega´llo´ban lesza´llhatnak, vagy felsza´llhatnak az
utasok.
A mega´llo´k ko¨zo¨tti szakaszon to¨bb mega´llo´bo´l jo¨vo˝ (vagy ma´s megko¨zel´ıte´s
esete´n to¨bb mega´llo´ban lesza´llo´) utas tarto´zkodik, teha´t egyszerre to¨bb mega´llo´
popula´cio´ja le´tezik egyu¨tt, teha´t egyszerre to¨bb e´s ku¨lo¨nbo¨zo˝ parame´teru˝ popula´cio´
van jelen. Amennyiben mega´llo´k ko¨zo¨tti mintabeli forgalom (mintabeli gyakorisa´g)
valo´sz´ınu˝se´geloszla´sa´nak sza´mı´ta´sa´na´l egyszerre k´ıva´nna´nk kezelni a mega´llo´kat,
akkor sokdimenzio´s proble´ma´val kellene szembene´zni. Emellett a valo´sz´ınu˝se´gel-
oszla´sokat nem lehet analitikus forma´ban megadni, de me´g numerikus kezele´se is
nagyme´rte´kben bonyolultnak la´tszik.
Eze´rt a proble´ma´t leegyszeru˝s´ıtettu¨k. Egyre´szt egyszerre csak egy popula´-
cio´t vizsga´lunk. Ma´sre´szt az egyes mega´llo´kban a lesza´llo´k sza´ma´t a minta´ban
nem tekintju¨k valo´sz´ınu˝se´gi va´ltozo´nak, e´s e´rte´ke a mega´llo´ minta´ban realiza´lo´-
dott lesza´llo´ utassza´m lesz. Ez azt jelenti, hogy az utasgyakorisa´g eloszla´sa´nak
sza´mı´ta´sa´na´l az egyes mega´llo´kna´l lesza´llo´ jo´esetek sza´ma nem haladhatja meg a
mega´llo´ra vonatkozo´ ezen e´rte´ket. E felte´tel mellett minden lehetse´ges eset figye-
lembe van ve´ve, e´s a nem megvalo´sulhato´ esetek (pl. a minta´ban egy szakaszon
(ke´t mega´llo´ ko¨zo¨tt) mintave´telkor nem kaphatunk annyi jo´esetet, amellyel ma´r
meghaladna´nk a vizsga´lt mega´llo´ban a lesza´llo´ utassza´mot) ki vannak za´rva. Ez a
feladat ko¨nnyebben megoldhato´.
5.1. A leegyszeru˝s´ıtett modell
A le´ırt utas-kike´rdeze´si mo´dszer egy visszateve´s ne´lku¨li mintave´telhez hasonl´ıt
ke´t mega´llo´ ko¨zo¨tt. A ξ valo´sz´ınu˝se´gi va´ltozo´hoz hasonlo´an bevezetju¨k ke´t mega´llo´
ko¨zo¨tti szakaszra, legyen ez az i-edik szakasz, a ξi valo´sz´ınu˝se´gi va´ltozo´t, amely az
i-edik szakaszon to¨rte´nt mintave´telne´l kapott jo´esetek sza´ma´t adja meg. A beve-
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zetett valo´sz´ınu˝se´gi va´ltozo´k egy kiva´lasztott popula´cio´ra (mega´llo´ra) e´rtendo˝k.
Ez a va´ltozo´ u´n. hipergeometrikus eloszla´st fog ko¨vetni az ala´bbi forma szerint.












ahol ke´t mega´llo´ ko¨zo¨tti i-edik szakaszon
N az utassza´m,
M az utasok ko¨zo¨tt a jo´esetek sza´ma,
n a mintave´tel sza´ma,
k a szakaszon vett minta´ban levo˝ jo´esetek sza´ma.
A ko¨vetkezo˝ szakaszon, vagyis a ko¨vetkezo˝ ke´t mega´llo´ ko¨zo¨tt to¨rte´no˝ minta-
ve´tel esete´n is ugyanez az eloszla´sfu¨ggve´ny, de argumentumai ma´r ma´s e´rte´ket
vesznek fel, e´s fu¨ggenek az elo˝zo˝ mintave´tel kimenetele´to˝l.
Teha´t a mintave´tel ke´t mega´llo´ ko¨zti szakaszon a teljes alapsokasa´gbo´l, vagy
re´szhalmaza´bo´l (az addig felsza´llt utasokbo´l) to¨rte´nik, de a becsle´st csak egyik
konkre´t re´szhalmaza´ra ve´gezzu¨k el: amennyiben a felsza´llo´ mega´llo´t vizsga´ljuk,
akkor az adott felsza´llo´, ha a lesza´llo´ mega´llo´t, akkor az adott lesza´llo´ mega´llo´
utasaira. A ja´rat utasaira (fel- e´s lesza´llo´k sza´ma´ra) vannak utassza´mla´la´si ada-
tok, de ku¨lo¨nbse´get nem tudunk tenni abban a dologban, hogy pl. egy mega´llo´ban
lesza´llo´k ko¨zo¨tt mennyi a ku¨lo¨nbo¨zo˝ mega´llo´kbo´l jo¨vo˝ utasok sza´ma, vagyis melyik
popula´cio´bo´l valo´k. Eze´rt bizonyos sza´mı´ta´sok az o¨sszes, mega´llo´nke´nt nem meg-
ku¨lo¨nbo¨ztetett utasra fognak vonatkozni. Az o¨sszes utas alatt az alapsokasa´gnak
a vizsga´lt lesza´llo´ mega´llo´ig felsza´llt utasok halmaza´t e´rtju¨k terme´szetesen.
A jo´eset az lesz, ha a vizsga´lt mega´llo´ban felsza´llt utas a vizsga´lt utaza´si
jellemzo˝nek, pontosabban valamely katego´ria´ja´nak megfelelo˝ utaza´st bonyol´ıt le.
Tova´bba´, mivel csak egy adott mega´llo´ra vonatkozo´ popula´cio´t ne´zu¨nk, a ma´s
mega´llo´k utasait u´gy vesszu¨k, mint ami nem jo´eset. I´gy, amennyiben az utaza´si
jellemzo˝ a rela´cio´, a felsza´llo´ mega´llo´ j, a lesza´llo´ ℓ, akkor csak a (j, ℓ) rela´cio´ lesz
jo´eset. Ha a lesza´llo´ utasokat vizsga´ljuk, akkor is ı´gy e´rtelmezzu¨k a jo´esetet.
6. A mega´llo´k ko¨zo¨tti utassza´m sza´mı´ta´sa a popula´cio´ra
A ko¨zlekede´s elemze´se szempontja´bo´l a le´nyeg: mekkora a forgalom nagysa´ga
(utasok sza´ma) mega´llo´k ko¨zo¨tt, vagy telepu¨le´sek ko¨zo¨tt, stb... Ez gyakorlatilag
megfelel annak az utaza´si jellemzo˝nek, hogy adott felsza´llo´helyro˝l ha´nyan utaznak
ma´s mega´llo´kba, mondjuk egy j mega´llo´ban felsza´llt utasokbo´l a ko¨veto˝ mega´l-
lo´kban ha´nyan sza´llnak le. (De lehet ma´s utaza´si jellemzo˝ket is vizsga´lni, pe´lda´ul
ha´ny dolgozo´ utazik a ja´rmu˝vo¨n az adott mega´llo´bo´l, stb...) E sza´mı´ta´shoz az
utaza´si rela´cio´ egye´ni utaza´si jellemzo˝nek (valo´sz´ınu˝se´gi va´ltozo´nak) eloszla´sa´t
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haszna´ljuk fel, amelynek e´rte´kei (katego´ria´i) lehetnek pe´lda´ul, hogy a j mega´l-
lo´t ko¨veto˝ mega´llo´k ko¨zu¨l ha´nyadikna´l, elso˝ne´l, ma´sodikna´l stb.-ne´l sza´ll-e le az
utas. Ezeket a vizsga´latokat el lehet ve´gezni minden egyes mega´llo´ra j = 1-to˝l, az
utolso´ kive´tele´vel. Minden egyes ke´t mega´llo´ ko¨zo¨tti forgalom nagysa´ga´t e valo´-
sz´ınu˝se´gi va´ltozo´ popula´cio´beli eloszla´sa teha´t parame´tere seg´ıtse´ge´vel kaphatjuk
meg, megszorozva vele a popula´cio´ sza´mossa´ga´t. A parame´tereket azonban nem
ismerju¨k.
A ta´rgyala´s egyszeru˝s´ıte´se e´rdeke´ben egy vizsga´lt mega´llo´ban felsza´llt utasok
ke´pezze´k a popula´cio´t. (A ma´sik leheto˝se´g lenne, hogy a vizsga´lt mega´llo´ lesza´llo´
utasai jelentik a popula´cio´t. A sza´mı´ta´si elv ugyanaz marad ez uto´bbi esetben is,
csak egyes konkre´t sza´mı´ta´si megolda´sok ku¨lo¨nbo¨znek a ke´t esetben.)
6.1. A mega´llo´k ko¨zo¨tti utassza´m valo´sz´ınu˝se´geloszla´sa´nak sza´mı´ta´sa a
minta´ban
Az utaza´si rela´cio´ valo´sz´ınu˝se´gi va´ltozo´ esete´n a 4.2.-ben le´ırtak szerint a
parame´terek kisza´mı´ta´sa´hoz a mega´llo´k ko¨zo¨tt utazo´k mintabeli sza´ma´nak valo´-
sz´ınu˝se´ge´t kell elo˝szo¨r meghata´rozni. A j-edik felsza´llo´ mega´llo´ esete´ben a j-edik
e´s a ko¨veto˝ mega´llo´k ko¨zo¨tti utassza´mot. A sza´mı´ta´si elja´ra´st most egy katego´ria´-
ra ve´gezzu¨k el, arra, hogy az ℓ-edik mega´llo´ban sza´ll le az utas. A megbecsu¨lendo˝
e´rte´k, hogy itt a vizsga´lt mega´llo´ban felsza´llt utasokbo´l ha´nyan sza´llnak le milyen
valo´sz´ınu˝se´ggel. Jo´eset most esetu¨nkben, ha egy utas, amelyik a j-edik mega´llo´ban
felsza´llt, az ℓ-adik mega´llo´ban sza´ll le.
Teha´t a felsza´llo´k ko¨zo¨tt Mjℓ = pjℓ · Fj lesz az adott jellemzo˝vel b´ıro´ utasok
(jo´esetek) sza´ma, ahol
Mjℓ az ℓ-edik mega´llo´helyen lesza´llo´k sza´ma a j-edik mega´llo´bo´l,
Fj a j-edik mega´llo´helyen a felsza´llo´ utasok sza´ma,
pjℓ az ℓ-edik mega´llo´ra jellemzo˝ parame´ter a j-edik mega´llo´ban felsza´llo´k
ko¨re´ben.
Annak valo´sz´ınu˝se´ge´t, hogy a j ≤ i-edik e´s az i + 1 ≤ ℓ-edik mega´llo´ ko¨zo¨tti
i-edik szakaszon vett minta´ban a j mega´llo´ban felsza´llt utasok ko¨zu¨l k darab olyan
utas fordul elo˝, amelyik az ℓ-edik mega´llo´ban lesza´ll, az ala´bbiak szerint ı´rhatjuk
fel, amennyiben a megelo˝zo˝ szakaszokon eddig o¨sszesen zi darab jo´eset fordult elo˝.
P (ξi = k) = Pk(i) = H(k; Ni,Mi, ni|Cjℓ) = H(k; Ni,Mjℓ − zi, ni|Cjℓ), (1)
ahol
i az argumentumban az o¨sszes szu¨kse´ges parame´ter i-edik szakaszbeli e´rte´ke´re
utal,
Ni az adott szakaszon figyelembe veheto˝ utasok sza´ma,
Mi az adott szakaszon figyelembe veheto˝ jo´esetek sza´ma,
ni az adott szakaszon a mintave´telek sza´ma,
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Cjℓ olyan felte´telek, amelyeknek figyelembeve´tele´vel kell a valo´sz´ınu˝se´get kisza´-
mı´tani.
Nem re´szletezve, ezek arra vonatkoznak, hogy a k sza´m nem lehet tetszo˝le-
ges nagy egy szakaszon, korla´tot szab az ℓ-edik mega´llo´ban lesza´llo´ utasok
sza´ma, valamint mega´llo´nke´nti lesza´llo´k sza´ma a minta´ban, szakaszonke´nt
vett mintaelemek sza´ma, tova´bba´ a vizsga´lt szakaszig az o¨sszes vett jo´eset
sza´ma (zi e´rte´ke) is.
A figyelembe veheto˝ utassza´m:
Ni = (az utasok sza´ma az i-edik szakaszon) − (az elo˝zo˝ szakaszokon
megke´rdezett e´s az i-edik szakaszon me´g fennlevo˝ utasok).
A figyelembe veheto˝ jo´esetek sza´ma:
Mi =Mjℓ − (az i-edik szakaszt megelo˝zo˝ szakaszokon megke´rdezett utasok
ko¨zo¨tt a jo´esetet jelento˝ o¨sszes utas sza´ma, vagyis zi).
Ha az i-edik szakaszig zi sza´mu´ jo´eset fordul elo˝ a minta´ban, akkor a Pk(i)
valo´sz´ınu˝se´get felfoghatjuk felte´teles valo´sz´ınu˝se´gnek is, eze´rt jelo¨lhetju¨k Pk(i|zi)-
vel a fu¨ggve´nyt. I´gy az elo˝zo˝ egyenletet (2) szerint is fel´ırhatjuk.
Pk(i|zi) = H {k; Ni,Mjℓ − zi, ni|Cjℓ} . (2)
Annak valo´sz´ınu˝se´ge´t, hogy egya´ltala´n az i-edik szakasszal beza´ro´lag, azaz az
i szakaszon kapott jo´eset sza´mmal egyu¨tt o¨sszesen w jo´eset forduljon elo˝, a (3)
alapja´n sza´mı´thatjuk ki, mivel a zi-nek to¨bb e´rte´ke lehet ve´letlen mo´don. Si jelo¨li




Pw−zi(i|zi) ∗ S(i−1)(zi), (3)
ahol az o¨sszegze´s zi-re a megelo˝zo˝ szakaszokon maxima´lisan ele´rheto˝ lehetse´ges
e´rte´ke´ig, zmax-ig to¨rte´nik.
A w e´rte´k pedig nem lehet to¨bb, mint zmax + kmax. A kmax e´rte´k az i-edik
szakaszon kiva´laszthato´ maxima´lis jo´esetek sza´ma, amelyet az i-edik szakaszon
vett minta´k sza´ma e´s a zi e´rte´k hata´roz meg. A (3) o¨sszefu¨gge´s a teljes valo´sz´ı-
nu˝se´g te´tele alapja´n lett fel´ırva, mert a ku¨lo¨nbo¨zo˝ zi e´rte´kek elo˝fordula´sa egyma´st
kiza´ro´ eseme´nyek, e´s valo´sz´ınu˝se´geik o¨sszege 1. Ha w − zi < 0, akkor a felte´teles
valo´sz´ınu˝se´g e´rtelemszeru˝en 0 lesz.
A (3) o¨sszefu¨gge´s azt mutatja, hogy az Si(w) valo´sz´ınu˝se´get szukcessz´ıve sza´mı´t-
hatjuk az elo˝zo˝ szakaszokbo´l e´s az adott szakaszon to¨rte´nt mintave´telbo˝l. Vagyis
az elo˝zo˝ szakaszokon kapott o¨sszes jo´eset valo´sz´ınu˝se´ge´bo˝l e´s az aktua´lis szakaszon
kapott jo´esetek sza´ma valo´sz´ınu˝se´ge´bo˝l lehet sza´molni az aktua´lis szakasz uta´ni
jo´esetek sza´ma´ra vonatkozo´ eloszla´st. Felhaszna´lva, hogy az elso˝ szakaszra z1 = 0
lesz e´s S0(0) = 1, hiszen az elso˝ szakasz elo˝tt nem volt mintave´tel. Minden szakasz
uta´n megkapjuk az addig lehetse´ges jo´esetek sza´ma´t, valamint a hozza´tartozo´ valo´-
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sz´ınu˝se´get. A kapott jo´esetek sza´ma´val azta´n cso¨kkentju¨k a ko¨vetkezo˝ szakaszon
figyelembe veheto˝ jo´esetek sza´ma´t (Mjℓ − zi)-t, e´s folytatjuk a ko¨vetkezo˝ (i + 1)
szakaszon to¨rte´no˝ mintave´tel valo´sz´ınu˝se´ge´nek sza´mı´ta´sa´val. Ezt a sza´mı´ta´st elve´-
gezzu¨k minden ke´t szomsze´dos mega´llo´ ko¨zo¨tti szakaszra a j-edik mega´llo´to´l az ℓ-
edikig, e´s ı´gy megkapjuk az adott utaza´si jellemzo˝re, vagyis a j mega´llo´ban felsza´llt
e´s az ℓ-ne´l lesza´llo´ utasok sza´ma´nak eloszla´sa´t a minta´ban adott pjℓ mellett. A pa-
rame´ter ezen e´rte´ke´ne´l ı´gy megkapjuk a ξ =
∑
ξi i = j, j+1, j+2, . . . (ℓ−1)
valo´sz´ınu˝se´gi va´ltozo´ eloszla´sa´t.
A gyakorisa´g valo´sz´ınu˝se´g eloszla´sa´nak fenti sza´mı´ta´sa´t numerikusan ve´gez-
zu¨k a 4.2.-ben a 3-as pontban le´ırtak szerint a pjℓ parame´terre felvett minden
pr, r = 1, 2, . . . R e´rte´kre, e´s ı´gy a minta´ban az ℓ-ne´l lesza´llo´k sza´ma´hoz tarto-
zo´ valo´sz´ınu˝se´geket is ismerju¨k minden pr-re, e´s abbo´l a pr-ek su´lyozott a´tlaga´t
tudjuk sza´mı´tani. I´gy kaphatunk becsle´st a parame´ter e´rte´ke´re.
Elve´gezhetju¨k a sza´mı´ta´st minden szo´bajo¨heto˝ (j, ℓ) mega´llo´pa´rra, ro¨gz´ıtett j
mellett, ahol j < ℓ, tova´bba´ minden j-re. Mivel minden mintaelemro˝l tudjuk,
hogy melyik szakaszon vette´k, e´s melyik mega´llo´ban sza´llt le, tova´bba´ ismerju¨k a
mega´llo´nke´nti felsza´llo´ e´s lesza´llo´ utasok sza´ma´t, a fenti sza´mı´ta´st elve´gezhetju¨k.
Nem szu¨kse´ges minden mega´llo´pa´rra elve´gezni, ha csak egy mega´llo´ban felsza´llt
utasok mozga´sa e´rdekel, vagy csak adott mega´llo´ban lesza´llt utasok sza´ma e´rdekel
bennu¨nket, akkor csak j-ben felsza´llt, vagy csak ℓ-ben lesza´llo´ utasokat kell ne´zni.
Ilyen eset lehet pe´lda´ul, ha a mega´llo´ egy a´tsza´llo´hely.
A (3) o¨sszefu¨gge´s azt mutatja, hogy mivel minden, az adott szakaszna´l lehetse´-
ges z e´rte´kre to¨rte´nik az o¨sszegze´s, az eloszla´s sza´mı´ta´sa´na´l az o¨sszes megvalo´sul-
hato´ eseme´nyt figyelembe vesszu¨k, e´s nem vagyunk tekintettel arra, hogy hogyan
realiza´lo´dott az egyes szakaszokon vett mintave´telek sora´n a minta´ban ve´gu¨l jelen-
levo˝ jo´esetek sza´ma. Vagyis a konkre´t realiza´cio´ figyelembe ve´tele ne´lku¨l (a priori)
sza´mı´tjuk az eloszla´st. Ez az 5.1.-ben le´ırtaknak megfelel, vagyis minden lehetse´ges
eset alapja´n sza´mı´tjuk az eloszla´st.
A sza´mı´ta´st kiege´sz´ıti, tu´l az Cjℓ felte´telek figyelembeve´tele´n, ke´t alapveto˝
felte´tel sza´mı´ta´sa: az ℓ-edik mega´llo´ban a lehetse´ges maxima´lis lesza´llo´k sza´ma´-
nak, illetve a legala´bb szu¨kse´ges lesza´llo´k sza´ma´nak sza´mı´ta´sa. Ezeket a sza´mokat
a keresztmetszeti felme´re´sbo˝l kapjuk e´s a konkre´t utasforgalom hata´rozza meg.
A lehetse´ges maxima´lis lesza´llo´sza´m azt adja meg, hogy a j mega´llo´ban felsza´llt
utasokbo´l mennyi sza´llhat le legfeljebb az ℓ-edik mega´llo´ban. (Ha ko¨zben keve´s
a felsza´llo´ utas, akkor a j-edik mega´llo´bo´l ma´s ko¨zbenso˝ mega´llo´kba is kell keru¨l-
jo¨n utas, eze´rt korla´tozva van j-edik mega´llo´bo´l az ℓ-edik mega´llo´ban lesza´llhato´
utasok sza´ma.) A legala´bb szu¨kse´ges lesza´llo´k sza´ma pedig azt adja meg, hogy a
j-edik mega´llo´ utasai ko¨zu¨l ennyinek biztos le kell sza´llnia ℓ-ben. (Ha ℓ-ig keve´s a
felsza´llo´ utas ma´s mega´llo´kban az ℓ-ne´l lesza´llo´khoz ke´pest, akkor j-bo˝l is kell, hogy
valamennyi lesza´lljon.) I´gy az eloszla´s sza´mı´ta´sa´na´l, illetve a becsle´sne´l a sza´m-
la´lt utasforgalom alakula´sa is figyelembe van ve´ve. Ha nincs minta ve´ve valamely
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(j, ℓ) mega´llo´pa´r ko¨zo¨tt, akkor a fenti ke´t sza´m a´tlaga´t tekinthetju¨k a parame´ter
becsle´se´nek.
A fentebb le´ırt elja´ra´s ve´ge´n ado´do´ parame´terrel azta´n megkaphatjuk a popu-
la´cio´ra a mega´llo´k ko¨zo¨tti utassza´m becsle´se´t, e´s ha minden egyes popula´cio´ra
o¨sszeadjuk, akkor megkapjuk a ja´ratra a mega´llo´k ko¨zo¨tti utassza´mot.
6.2. A´tmeneti valo´sz´ınu˝se´gek sza´mı´ta´sa´nak ma´s leheto˝se´gei
A fentebb le´ırt elja´ra´ssal sza´molt parame´ter azt is megadja, hogy a j-edik meg-
a´llo´ban felsza´llt utasok ko¨zu¨l milyen ara´nyban sza´llnak le az ℓ-edik mega´llo´ban,
ma´s szo´val, hogy milyen valo´sz´ınu˝se´ggel utazik egy utas a ke´t mega´llo´ ko¨zo¨tt. Ezt
a valo´sz´ınu˝se´get tekinthetju¨k a mega´llo´k ko¨zo¨tti a´tmeneti valo´sz´ınu˝se´gnek. Sza´-
mı´thatjuk minden egyes (j, ℓ) mega´llo´pa´rra ku¨lo¨n-ku¨lo¨n. Vagyis a becsle´si elja´ra´s
le´ıra´sa´ra felhaszna´lt pe´lda´n egy sztochasztikus folyamat a´tmeneti valo´sz´ınu˝se´ge´-
nek sza´mı´ta´sa´ra is sor keru¨lt. (Ba´r nem ez volt a ce´l!) A le´ırt sza´mı´ta´s csak
egyszeru˝s´ıtve veszi figyelembe, hogy a felsza´llo´ mega´llo´k ko¨zo¨tt ko¨lcso¨nhata´s van.
Mega´llo´k ko¨zo¨tti a´tmenet valo´sz´ınu˝se´ge´nek becsle´se´re valo´ mo´dszerekre az Inter-
neten konkre´t, ko¨zvetlen pe´lda, irodalom nem volt tala´lhato´. Ko¨zvetetten, Markov-
la´ncokra vonatkozo´an az a´tmeneti valo´sz´ınu˝se´g sza´mı´ta´sa´ra azonban voltak mo´d-
szerek. Amennyiben fel lehet a´ll´ıtani valamilyen Markov-la´nc modellt a fel- e´s
lesza´llo´ utasok mega´llo´nke´nti alakula´sa´ra, vagy a popula´cio´ egy utasa´nak lesza´l-
la´sa´ra (pl. egy leheto˝se´g a sza´megyenesen egy specia´lis va´ndorla´s), akkor lehet
haszna´lni ezeket a becsle´si elja´ra´sokat.
Ve´ges a´llapotu´ e´s homoge´n Markov-la´ncra az [1], [11] ad meg maximum likeli-
hood becsle´st az a´tmeneti ma´trix elemeinek becsle´se´re. Esetu¨nkben azonban meg-
a´llo´kto´l fu¨ggo˝en va´ltozik az a´tmeneti valo´sz´ınu˝se´g, eze´rt nemhomoge´n Markov-
la´nccal kellene sza´molni az a´tmeneti ma´trix sza´mı´ta´sa´na´l. A nemhomoge´n Markov-
la´ncra az [5] irodalom ad sza´mı´ta´si mo´dszert. Amennyiben figyelembe vesszu¨k a
felsza´llo´ mega´llo´k ko¨zo¨tti ko¨lcso¨nhata´st, vagyis egyszerre vesszu¨k figyelembe az
o¨sszes mega´llo´ felsza´llo´ utasait, akkor to¨bbva´ltozo´s Markov-la´nccal kellene model-
lezni a folyamatot [3], [6], [13], [19].
Ba´rmelyik esetet ne´zzu¨k azonban, maga´t a Markov-la´ncot, vagy annak egy
re´sze´t kellene megfigyelni az a´tmeneti valo´sz´ınu˝se´gi ma´trix kisza´mı´ta´sa´hoz, vagy-
is esetu¨nkben a te´nyleges utassza´m alakula´sa´t mega´llo´nke´nt. De ha´t e´ppen ezt
szeretne´nk tudni! Mivel a folyamatbo´l csak minta´val rendelkezu¨nk, ı´gy nem alkal-
mazhato´k a Markov-la´ncra e´s ma´s ido˝sorokra vonatkozo´ mo´dszerek.
Ha az a´tmeneti valo´sz´ınu˝se´g
Pjℓ = Val{(j, ℓ) ko¨zo¨tt egy utas lesza´lla´sa´nak valo´sz´ınu˝se´ge},
akkor az eml´ıtett szakirodalmakbo´l a sza´mı´ta´sok a´ltala´nosan a megfigyelt a´llapot-
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a´tmenetek ara´nya´val fejezik ki ezt a valo´sz´ınu˝se´get, vagyis
Pjℓ = {a j-bo˝l ℓ-ne´l lesza´llo´ a´tmenetek sza´ma/az o¨sszes j-bo˝l
sza´rmazo´ a´tmenetek sza´ma}.
Amennyiben a minta´ban kapott a´tmenetek sza´ma´val, amely most a mega´llo´k
ko¨zo¨tti mintabeli gyakorisa´gokat jelenti, helyettes´ıtju¨k a fenti o¨sszefu¨gge´sben az
a´llapota´tmenetek sza´ma´t, nem va´rhatunk jo´ eredme´nyt. Kicsi, vagy nincs is
minden (j, ℓ) pa´rra minta. Eze´rt a Pjℓ ma´trix ero˝sen pontatlan e´s ritka lesz.
Nem tudjuk, hogy ha nincs mintaelem valamelyik lesza´llo´ mega´llo´ra, akkor az mit
is jelent valo´ja´ban: kevesen sza´llnak-e le itt, vagy egya´ltala´n nincs lesza´llo´ utas.
Tova´bba´ a minta nem is fejezi ki, hogy a mega´llo´k konkura´lnak egyma´ssal. A min-
tanagysa´g no¨velheto˝ to¨bb ja´rat minta´ja´nak o¨sszevona´sa´val. Azonban a nagyobb
minta´ban levo˝ ara´nyok nem alkalmazhato´ak ku¨lo¨n-ku¨lo¨n az egyes ja´ratokra, mert
a ja´ratok forgalma ku¨lo¨nbo¨zo˝, e´s a mega´llo´k ko¨zo¨tti forgalom is ma´shogy alakul
ja´ratonke´nt. O¨sszevont minta´nak a mega´llo´k ko¨zo¨tti forgalom sza´mı´ta´sa´ra to¨rte´no˝
alkalmaza´sa´val a [22] foglalkozik.
7. Egyszeru˝s´ıte´sek a gyakorlati esetekben
A ce´lforgalmi minta adatai e´s a keresztmetszeti adatok minden sza´mı´ta´shoz
szu¨kse´ges adatot tartalmaznak, eze´rt a sza´mı´ta´s elve´gze´se lehetse´ges. Gyakorlati
esetekben azonban sza´molnunk kell azzal, hogy az adatok nem mindig pontosak,
valamint egy ja´ratnak sok mega´llo´ja is lehet. A gyakorlati esetekben minden egyes
mintave´telt nem lehet mindig ahhoz a szakaszhoz hozza´rendelni, ahol is a minta-
ve´tel te´nylegesen to¨rte´nt. Ez re´szben adatfelve´teli pontatlansa´gbo´l eredhet, re´sz-
ben, ha to¨bb mega´llo´ ko¨zel van egyma´shoz, akkor a szakaszok nem ku¨lo¨n´ıtheto˝k
el jo´l ido˝ben a mintave´telekne´l. Figyelembe kell venni a sza´mola´si ige´nyt is, amely
a mega´llo´k sza´ma´val ero˝teljesen no¨vekszik. Tova´bba´ az adatokna´l is sok esetben
csak telepu¨le´s van megjelo¨lve, e´s nem a konkre´t mega´llo´. A gyakorlati esetre a
modell egyszeru˝s´ıte´se:
a) Mega´llo´kat o¨sszevonhatunk telepu¨le´si szinten, e´s csak akkor kezelu¨nk ku¨lo¨n
egy telepu¨le´sen belu¨l egy mega´llo´t, ha a mega´llo´ba e´rkezo˝, illetve kiindulo´
utassza´m jelento˝sebben ku¨lo¨nbo¨zik a mega´llo´ esete´ben a to¨bbito˝l, vagy nagy
az utascsere. Azokat a mega´llo´kat, ahol keve´s az utasmozga´s, ma´s mega´l-
lo´kkal o¨ssze lehet vonni.
b) Az egyes mintaelemeket a szakaszokhoz a mintave´tel ideje alapja´n rendelju¨k
hozza´, de megengedu¨nk egy ro¨vid ido˝elte´re´st, e´s az ebbe az ido˝tolerancia´ba
eso˝ szakaszok valamelyike´hez rendelju¨k a minta´t gyakorlati megfontola´sok
alapja´n. (Pe´lda´ul ha to¨bb az utas, akkor nagyobb lehet a vett minta nagy-
sa´ga.)
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8. A mo´dszer alkalmaza´sa egy utasfelme´re´sre
Az ismertetett mo´dszer valo´s felme´re´si adatokon lett kipro´ba´lva. A mo´dszerrel
az utaza´si rela´cio´ parame´terei lettek megbecsu¨lve, tova´bba´ egy ma´sik mo´don
to¨rte´nt becsle´s eredme´nye´vel o¨ssze lettek hasonl´ıtva. Szu´ro´pro´baszeru˝en – egy-ke´t
esetben – megne´ztu¨k, hogy az adatokban to¨rte´no˝ va´ltoza´s mennyire va´ltoztatja
meg az eredme´nyt.
8.1. Az utasfelme´re´si pe´lda
Az EMAH nevu˝, EU-finansz´ıroza´su´, o¨komobilita´st vizsga´lo´ projekt kerete´-
ben az osztra´k-magyar hata´ron a´tmeno˝ vasu´ti utaza´sok lettek felme´rve 2013-ban
ne´ha´ny vasu´ti vonalon tavasszal, valamint nya´ron a he´t ugyanazon ha´rom napja´n
[20]. Minden alkalommal ce´lforgalmi kike´rdeze´s, valamint keresztmetszeti sza´mla´-
la´s to¨rte´nt to¨bb vonatna´l. A ce´lforgalmi kike´rdeze´s tartalmazta – ma´s, utaza´sra
vonatkozo´ ke´rde´sek mellett – az indulo´ telepu¨le´sre/vasu´ta´lloma´sra, esetleges a´t-
sza´llo´ vasu´ta´lloma´sra e´s ve´gu¨l ce´ltelepu¨le´sre/vasu´ta´lloma´sra ira´nyulo´ ke´rde´seket
is. Fel lett ve´ve a vonalsza´m, a vonat sza´ma (amely vonaton a kike´rdeze´s to¨rte´nt)
e´s a kike´rdeze´s ideje. Megjegyezzu¨k, hogy most a telepu¨le´s vagy vasu´ta´lloma´s
fogalmak az eddig haszna´lt mega´llo´ fogalom e´rtelme´ben vannak haszna´lva, kifejez-
ve, hogy a vasu´ti mega´llo´helyro˝l van szo´, e´s hogy a vasu´ti mega´llo´hely le´nyege´ben
a telepu¨le´st is meghata´rozza.
A vonatok a vasu´ti vonalak egy adott szakasza´n lettek felme´rve. A felme´rt
szakaszon mintave´telre ba´rmely ke´t mega´llo´ ko¨zo¨tt sor keru¨lhetett. A felme´re´s
ce´lja miatt a´ltala´ban e´s to¨bbse´ge´ben a hata´rt a´tle´po˝ utasok lettek megke´rdezve.
A keresztmetszeti felme´re´s is a vasu´ti vonal vizsga´lt szakasza´nak a´lloma´saira to¨r-
te´nt. A felme´rt szakasz minden a´lloma´sa´n meg lettek sza´mla´lva a fel- e´s lesza´llo´
utasok, terme´szetszeru˝leg a vonatokon utazo´ o¨sszes utas, teha´t nem csak a hata´rt
a´tle´po˝k.
A sza´mı´ta´sokat csak egy vasu´ti vonalra (524-esre) ve´geztu¨k el, a Be´cs ira´nya´ba
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A vizsga´lt szakasz ezen a vonalon Deutschkreutzto´l Sopronon keresztu¨l Wiener
Neustadtig tartott, a Wiener Neustadt – Wien szakaszon ce´lforgalmi kike´rdeze´s
e´s keresztmetszeti sza´mla´la´s nem volt. Ennek ellene´re a Wiener Neustadt – Be´cs
ko¨zo¨tti utolso´ szakasz forgalma´ra a keresztmetszeti felme´re´sbo˝l ado´dik e´rte´k, mivel
ko¨zbenso˝ mega´llo´ nincs. A mo´dszer alkalmaza´sa´na´l a fenti a´lloma´sok csak Sopron-
to´l kezdo˝do˝en e´rdekesek.
8.2. Az adatok megfeleltete´se a mo´dszer alkalmaza´sa´hoz
A feltett ke´rde´s: a vasu´ti vonal ausztriai a´lloma´sain ha´ny utas sza´ll le, akik
Magyarorsza´gro´l jo¨nnek, illetve az ausztriai a´lloma´sairo´l ha´ny utas indul, akik
Magyarorsza´gra utaznak.
A mo´dszerhez a felme´rt adatokat meg kellett feleltetni. Mivel a kike´rdeze´s
gyakorlatilag csak a hata´ra´tle´po˝ utasokra szor´ıtkozott, u´gy tekinthetju¨k, hogy a
mintave´tel a hata´ra´tle´po˝ utasokbo´l to¨rte´nt, vagyis a vonaton levo˝ hata´ra´tle´po˝ uta-
sok szolga´lnak alapsokasa´gke´nt a mintave´telhez. Viszont a forgalomsza´mla´la´si
adat az o¨sszes utasra vonatkozik, teha´t minden ke´t szomsze´dos mega´llo´ ko¨zo¨tti
szakaszra meg kell hata´rozni a vonaton levo˝ hata´ra´tle´po˝ utasok sza´ma´t. Ezt az
o¨sszes utasra vonatkozo´ keresztmetszeti adatokbo´l valamife´le e´sszeru˝ felte´teleze´s-
sel kaphatjuk meg. A feltett ke´rde´s megfelel annak, vajon a hata´ron (Sopronban)
felsza´llo´ utasok ko¨zu¨l milyen ara´nyban sza´llnak le, illetve a Sopronban lesza´llo´ uta-
sok milyen ara´nyban sza´lltak fel az egyes osztra´k a´lloma´sokon. Teha´t Sopronban
felsza´llt, illetve lesza´llt utasok adja´k a popula´cio´t, amelyre a parame´tereket (ara´-
nyokat) sza´mı´tjuk. Vagyis esetu¨nkben most a ke´t halmaz (a mintave´telu¨l szolga´lo´
alapsokasa´g, illetve a popula´cio´) egybeesik.
A mo´dszer alkalmaza´sa´nak kipro´ba´la´sa´ra csak egy egyszeru˝s´ıtett eset lett vizs-
ga´lva. Aze´rt, hogy mine´l kevesebb szakaszra kelljen a hata´ra´tle´po˝ utasok sza´ma´t
megbecsu¨lni, amely becsle´s a sza´mı´ta´s eredme´nye´t befolya´solja, e´s eza´ltal az ered-
me´nyek o¨sszevete´se´t ma´s mo´don sza´molt e´rte´kekkel megnehez´ıti, a leheto˝ legke-
vesebb mega´llo´ haszna´lata a ce´lszeru˝. Ehhez, amennyire lehetse´ges, mega´llo´kat
kellene o¨sszevonni, aminek ko¨vetkezme´nyeke´nt pedig az o¨sszevont keresztmetszeti
utassza´mok eredme´nyre vonatkozo´ hata´sa´val kellene sza´molni.
Szerencse´re az expresszvonatok leheto˝se´get adtak az eml´ıtett elja´ra´sok elke-
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Ez pedig azt jelenti, hogy csak egy szakaszra kell a hata´ra´tle´po˝ utasok sza´ma´t
megbecsu¨lni, e´s pedig Mattersburg – Wiener Neustadt szakaszra, mert a Wiener
Neustadt – Wien szakaszon a mintave´tel hia´nya´ban az e´rte´ke ko¨zo¨mbo¨s, a Sopron
– Mattersburg szakaszon pedig adott. Egyu´ttal pedig, mivel a mega´llo´k ido˝ben
ele´gge´ ta´vol esnek egyma´sto´l, az adatfelve´tel ideje alapja´n, ha csak az nem teljesen
hamis, vagy nem hia´nyzik, az egyes minta´kat ele´g bizonyossa´ggal tudjuk a megfe-
lelo˝ szakaszhoz hozza´rendelni, eza´ltal a mintave´tel ideje´nek kisebb pontatlansa´ga
nem okoz proble´ma´t a hozza´rendele´sne´l.
Az expresszvonatok felme´re´si e´s mintave´teli adatait o¨sszefoglalo´an az 1. ta´bla´-
zat mutatja meg. La´thato´an az egy vonatra a´tlagosan juto´ mintaelem-sza´m nem
nagy. A mintave´teli ara´ny sze´les intervallumban va´ltozik, ı´gy egyes vonatokna´l
csak 1-2 minta´val sza´molhatunk.
vonatok utassza´m mintanagysa´g* mintave´teli ara´ny*
o¨sszes hata´ron o¨sszes vonat a´tlagos min. max.
a´tle´po˝ a´tlag
nya´r 12 2901 710 109 9, 08 0, 15 0, 04 0, 20
tavasz 11 1856 797 71 6, 45 0, 09 0, 01 0, 60
o¨sszes 23 4757 1507 180 7, 83 0, 12 0, 01 0, 60
*A hata´ra´tle´po˝ utasokra
1. ta´bla´zat. A vizsga´lt expresszvonatok utasfelme´re´se´nek o¨sszes´ıte´se
8.3. Az o¨sszehasonl´ıto´ mo´dszer ismertete´se
A ta´rgyalt mo´dszerrel kapott eredme´nyeket o¨sszehasonl´ıtottuk ma´sik mo´don
becsu¨lt e´rte´kekkel. Az o¨sszehasonl´ıto´ sza´mı´ta´sna´l az alapsokasa´got szinte´n a vona-
ton utazo´ o¨sszes hata´ra´tle´po˝ utas adja, e´s a becsle´st is ugyan erre a halmazra
tesszu¨k, vagyis a soproni fel-, vagy lesza´llo´ utasokra. Vonatonke´nt ismert a hata´r-
a´tle´po˝ utasok sza´ma e´s a vett minta nagysa´ga, e´s ı´gy a mintave´teli ara´ny is.
Az utassza´m o¨sszehasonl´ıto´ e´rte´ke´t alapveto˝en az osztra´k a´lloma´sokon lesza´llo´
soproni utasoknak, illetve a Sopronban lesza´llo´ osztra´k a´lloma´sokro´l jo¨vo˝ utasok-
nak a minta´ban levo˝ ara´nya´val sza´moljuk ki. Ez a 4.1. pontban le´ırt szoka´sos ara´-
nyos becsle´si elja´ra´s, vonatonke´nt vettu¨k az a´lloma´sok utassza´mainak minta´ban
levo˝ ara´nyait. Figyelmen k´ıvu¨l hagytuk, hogy a minta´ban levo˝ egyes mintaelemek
mekkora sokasa´gbo´l keru¨ltek ki.
A fenti elja´ra´st o¨nke´nyes, de e´sszeru˝ meggondola´ssal
”
finomı´tottuk” is. Ami-
nek a le´nyege, hogy gyenge´bb minta esete´n az utassza´mot nem egyetlen vonat
alapja´n sza´mı´tjuk, hanem az o¨sszes hasonlo´an ko¨zlekedo˝ vonat figyelembe ve´te-
le´vel. Felte´telezzu¨k, hogy egy gyenge´bb minta esete´n az egy mega´llo´ban fel-, vagy
lesza´llt utasok sza´ma´t pontosabban hata´rozhatjuk meg, ha az o¨sszes hasonlo´an
ko¨zlekedo˝ vonat minta´ja´t is figyelembe vesszu¨k. Megosztottuk a vonat utassza´-
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ma´t: egy re´sze´t a vonatra kapott minta´ban levo˝ ara´ny alapja´n, a ma´sik re´sze´t
az o¨sszes hasonlo´an ko¨zlekedo˝ vonat figyelembe ve´tele´vel sza´molt ara´ny alapja´n
osztottuk el a mega´llo´kra.
A 2. ta´bla´zat mutatja azokat a vonat mintave´tele´re vonatkozo´ sza´mokat, ame-
lyek alapja´n az utassza´mot megosztjuk a ke´tfe´le sza´mı´ta´shoz.
sze´toszta´s mintave´teli mintanagysa´g becsle´s vonat becsle´s o¨sszes
t´ıpusa ara´ny alapja´n [%] vonat alapja´n [%]
a ≥ 60% ko¨zo¨mbo¨s 100 0
b ≥ 30% e´s >12 100 0
b ≥ 25% e´s >14 100 0
c ko¨zo¨mbo¨s < 0, 06 ∗N 40 60
d egye´b esete 60 40
Megjegyze´s: N a vonat o¨sszes utasa
2. ta´bla´zat. Vonat forgalma´nak megoszta´sa a ke´tfe´le becsle´si mo´d ko¨zo¨tt a vonat
mintave´tele alapja´n
Ha a mintave´teli ara´ny nagyobb 60%-na´l, akkor csak a mintabeli ara´nyt alkal-
mazzuk az utassza´mra. (
”
a” eset). Ha a mintave´teli ara´ny > 30%-na´l, e´s a minta-
nagysa´g 12-ne´l nagyobb (
”
b” eset), akkor is a mintabeli ara´nyt alkalmazzuk. Ha
nagyon gyenge a mintave´tel (
”
c” eset), akkor az adott vonat forgalma´nak 60%-a´t
osztjuk el az o¨sszes vonat forgalma´nak figyelembe ve´tele´vel, e´s 40%-a´t a minta´ban
levo˝ ara´ny szerint sza´moljuk. Pe´lda´ul ha 1 db mintaelem van, vagyis 1 fo˝ utas,
akkor a vonat forgalma´nak 0, 4-szerese lesz a minta´ban levo˝ mega´llo´ forgalma, e´s
0, 6-szerese oszlik el az o¨sszes mega´llo´ ko¨zo¨tt, teha´t ha´rom mega´llo´ra ez a forgalom
az o¨sszes hasonlo´an ko¨zlekedo˝ vonat figyelembeve´tele´vel sza´molt ara´nyok alapja´n
oszlik el. (Mert ha´rom mega´llo´ van Sopronon k´ıvu¨l!)
A hata´rsza´mok o¨nke´nyesek. Egyre´szt u´gy lettek megva´lasztva, hogy egy vo-
natra a
”
jo´”minta a becsle´shez elfogadhato´ pontossa´got adjon. Az a) t´ıpus esete´n
ez nyilva´nvalo´. A b) t´ıpusna´l, megko¨zel´ıtve valamennyire a valo´sa´got, visszateve´s
ne´lku¨li mintave´tellel sza´molva a legkedvezo˝tlenebb mintave´tel esete´n mindke´t eset-
ben ∼ 0, 15 lesz a standard hiba felso˝ e´rte´ke a parame´terre. Tova´bba´ figyelembe
ve´ve az o¨sszes vonatot (teha´t nem csak az itt vizsga´lt expresszvonatokat) utas-
sza´m e´s mintave´tel tekintete´ben, az is szempont volt, hogy a va´lasztott e´rte´kek
igazodjanak a vonatok a´ltala´nos mintave´teli jellemzo˝ihez: se tu´l engede´kenyek,
se tu´l szigoru´ak ne legyenek. Szempont volt az is, hogy egy mega´llo´ra a´tlagosan
mennyi utas jut. (Ha 1-ne´l kevesebb, akkor azt gyenge´bb minta´nak tekintettu¨k.)
Az a´tlagos mega´llo´sza´m 10, vagyis 1-2 mintaelem va´rhato´ a´tlagosan mega´llo´nke´nt
b) esetben, ha a hata´rsza´mna´l kicsit nagyobb a mintaelemsza´m. Az expresszvo-
natokna´l a helyzet valamivel kedvezo˝bb, eze´rt a b eset jo´ mintave´telnek veheto˝
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mind a mintave´teli ara´ny, mind az a´tlagosan egy mega´llo´ra eso˝ mintaelemsza´m
szempontja´bo´l.
Az o¨sszehasonl´ıto´ sza´mı´ta´shoz haszna´lt mintabeli ara´ny valo´sz´ınu˝se´geloszla´sa´t
adott vonatna´l nem ismerju¨k. I´gy a becsle´s pontossa´ga´t nem tudjuk pontosan
megmondani, ku¨lo¨no¨sen, ha az eml´ıtett korriga´la´st is haszna´ljuk. Azt azonban
kijelenthetju¨k a´ltala´nosan, hogy a) e´s b) esetben a minta jobb, mint a c) e´s d)
esetekben, e´s eze´rt pontosabb eredme´nyt va´runk az elo˝bbiekne´l. Ez nem jelenti
azt, hogy d) esetben gyakorlati szempontbo´l a kapott becsle´s nem lehet elfogadhato´
pontossa´gu´.
8.4. Eredme´nyek
8.4.1. A becsu¨lt utassza´mok
Meghata´roztuk a ha´rom osztra´k a´lloma´sra a parame´tereik e´rte´ke´t, vagyis a sop-
roni felsza´llo´, illetve lesza´llo´ utasokbo´l valo´ re´szesede´su¨ket- mind a tavaszi, mind
a nya´ri ke´t vizsga´lt napra. Az ezekkel kapott utassza´mok to¨rt e´rte´kek, amelyek
ve´gu¨l ege´sz e´rte´kre lettek kerek´ıtve. A 3. ta´bla´zat mutatja az eredme´nyeket. Fel-
tu¨ntettu¨k az egyes szakaszokon a mintave´telre vonatkozo´ jellemzo˝ e´rte´keket is, a
popula´cio´ (egyu´ttal az alapsokasa´g) nagysa´ga´t.
Az is la´tszik a ta´bla´zatbo´l, hogy a legto¨bb esetben a mintave´telek sza´ma kicsi.
12 mintaelembo˝l a´llo´, vagy enne´l nagyobb minta 7 vonatna´l van, 5 elemu˝, vagy
kisebb mintanagysa´g szinte´n 7 vonatna´l van. Ez uto´bbi esetben az egy a´lloma´sra
juto´ a´tlagos mintaelemsza´m 2 alatt van. Eze´rt az o¨sszehasonl´ıto´ sza´mı´ta´sna´l - de
a le´ırt mo´dszerne´l is - nagyobb pontatlansa´gra sza´mı´thatunk.
Feltu¨ntettu¨k a le´ırt mo´dszerrel sza´molt parame´ter va´rhato´ e´rte´ke´t e´s a stan-
dard hiba´ja´t (mint elo˝zo˝ekben eml´ıtettu¨k, ezek sza´molhato´k). Egyes esetekben
a standard hiba´t a parame´ter lehetse´ges legnagyobb e´s lehetse´ges legkisebb e´rte´k
ku¨lo¨nbse´ge´nek (terjedelemnek) harmada´val tettu¨k egyenlo˝ve´. Amennyiben egy
mega´llo´ra nincs vagy fel-, vagy lesza´llo´ utas, akkor - e´rtelemszeru˝en - minden
e´rte´k 0 a ta´bla´zatban. Ha Sopron e´s a vizsga´lt mega´llo´ ko¨zo¨tt nem volt minta-
ve´tel, akkor a szu¨kse´ges legkisebb, valamint a lehetse´ges maxima´lis e´rte´kek a´tlaga
lett a becsu¨lt e´rte´k, e´s ugyanez az e´rte´k lesz a va´rhato´ e´rte´k is, a standard hiba
pedig a ke´t e´rte´k ku¨lo¨nbse´ge´nek harmada lesz. A standard hiba te´nylegesen 0,
ha csak egyfe´le lesza´llo´ eseme´ny ko¨vetkezhet be egy mega´llo´ban. Vagyis, ba´r volt
mintave´tel Sopron e´s a vizsga´lt mega´llo´ ko¨zo¨tt, csak 0 lesza´llo´ utas volt a min-
ta´ban. A hiba´nak akkor is 0 e´rte´ket adtunk, amikor sza´mı´tott e´rte´ke kisebb lett
0, 001-ne´l. Amennyiben a parame´ter e´rte´ke csak nagyon kis intervallumon belu¨li
e´rte´ket vehet fel (0, 05-on belu¨l), akkor a va´rhato´ e´rte´ket a sza´mı´tott parame´ter
e´rte´kkel tettu¨k egyenlo˝ve´, e´s a standard hiba e´rte´ke´nek a terjedelem 3-ad re´sze´t
adtuk.
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3. ta´bla´zat. Vonatonke´nt egyes mega´llo´k becsu¨lt fel- illetve lesza´llo´ utassza´ma e´s
az o¨sszehasonl´ıto´ mo´dszerrel kapott e´rte´kek 1/3
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3. ta´bla´zat. Vonatonke´nt egyes mega´llo´k becsu¨lt fel- illetve lesza´llo´ utassza´ma e´s
az o¨sszehasonl´ıto´ mo´dszerrel kapott e´rte´kek 2/3
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3. ta´bla´zat. Vonatonke´nt egyes mega´llo´k becsu¨lt fel- illetve lesza´llo´ utassza´ma e´s
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8.4.2. Az o¨sszehasonl´ıta´s eredme´nye
A 3. ta´bla´zat az ismertetett ma´sik mo´dszerrel valo´ o¨sszehasonl´ıta´s eredme´nye´t
is mutatja. Amikor csak a mintabeli ara´nnyal sza´moltuk a mega´llo´k forgalma´t (a
e´s b t´ıpusu´ esetekne´l), csupa´n 2 eset volt ilyen, akkor jo´ egyeze´s van a ke´t becsle´si
eredme´ny ko¨zo¨tt. Amikor gyenge´bb volt a minta (d eset), e´s ez volt a legto¨bb,
akkor esetenke´nt hol egyeze´s volt, hol jelento˝sebb elte´re´s ado´dott. Kb. azonos
sza´mban, e´s a mintave´teli ara´ny sem la´tszik perdo¨nto˝nek. Most nem bemutatva
az eredme´nyeket, el lett ve´gezve a sza´mı´ta´s csak a mintabeli ara´ny haszna´lata
alapja´n (finomı´ta´s ne´lku¨l), de az se adott jobb egyeze´st. Ha nagyon gyenge volt a
minta (c eset), akkor az eredme´nyek megleheto˝sen elte´rnek. (A megadott standard
hiba 2-szerese´ne´l is, so˝t a 3 szorosa´na´l is vannak nagyobb elte´re´sek.)
Nyilva´nvalo´ volt a tapasztalatok alapja´n, e´s ez az eredme´nyekbo˝l la´tszik is,
hogy a´ltala´ban a Be´csbe, illetve onnan utazo´k ara´nya a legnagyobb, olykor ele´gge´
domina´lo´an. Ez me´g akkor is ı´gy van, amikor nincs is olyan minta, amely Be´csben
felsza´llo´, vagy lesza´llo´ utasra vonatkozik. Eze´rt tu˝nik elfogadhato´bbnak pe´lda´ul
a tavaszi keddi 1810-es vonatna´l a Be´csben lesza´llo´k sza´ma´nak az a´ltalunk hasz-
na´lt mo´dszerrel kapott e´rte´ke (28), mint az o¨sszehasonl´ıto´ elja´ra´ssal sza´molte´ (7).
A be´csi utassza´mra egy-ke´t ilyen jelento˝sebb elte´re´s me´g elo˝fordul az eredme´nyek
ko¨zo¨tt.
Megjegyze´s: Esetenke´nt az o¨sszehasonl´ıto´ mo´dszerne´l figyelembe vett alapso-
kasa´g kicsit elte´r a ta´bla´zati e´rte´kto˝l, mert a Deutschkreutz – Sopron ko¨zti utasok
is benne vannak. Ez azonban nem befolya´solja az elte´re´s meg´ıte´le´se´t.
8.4.3. E´rze´kenyse´gi vizsga´lat
Megvizsga´ltuk, hogy a sza´mı´ta´s eredme´nye´t a pontatlan, hiba´s adatok mennyi-
re befolya´solja´k. Nem to¨rekedtu¨nk teljes, megalapozott vizsga´latra, csak egy-ke´t
esetne´l ne´ztu¨k meg az elte´re´st.
A fel- e´s lesza´llo´k sza´ma´t, e´s ı´gy a szakaszonke´nti utassza´mot pontosnak lehet
tekinteni, hiszen csak egy szakaszra lett utassza´m becsu¨lve. A minta´na´l pedig el-
fogadhatjuk, hogy hol sza´llt fel, vagy le az utas. A leginka´bb proble´ma´s adat, –
e´s ennek to¨bb oka is van – ha nem ahhoz a szakaszhoz rendelju¨k a mintave´telt,
ahol az te´nylegesen megto¨rte´nt. Eze´rt megvizsga´ltuk, hogy ha a mintave´tel egyes
mintaelemekne´l ma´s szomsze´dos szakaszon to¨rte´nik, hogyan befolya´solja az ered-
me´nyt. Olyan esetekben e´rdemes ilyet ne´zni, ahol egy szakaszon to¨bb mintaelem
lett ve´ve.
Eze´rt megva´ltoztattuk az egyes szakaszokon vett mintaelemek darabsza´ma´t,
de meghagyva a mega´llo´ra vett o¨sszdarabsza´mot. (A 4.3. pontban le´ırtak sze-
rint az e´rze´kenyse´get vizsga´lni lehet bootstrap mo´dszerrel is, mi nem ezt az utat
va´lasztottuk.) A 4. ta´bla´zat bemutatja a kapott elte´re´st.
A ta´bla´zat tartalmazza az eredeti sza´mı´ta´sna´l haszna´lt szakaszonke´nti utassza´-
mot, e´s a szakaszonke´nti mintave´telek sza´ma´t, valamint ugyanezen adatokat a min-
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4. ta´bla´zat. A szakaszonke´nti mintave´teli sza´mra valo´ e´rze´kenyse´g vizsga´lata egyes
vonatokna´l
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tave´telek egy re´sze´nek ma´s szakaszokhoz to¨rte´nt hozza´rendele´se esete´n. A para-
me´tereket mindke´t esetre kisza´moltuk. La´thato´, hogy jelento˝sen nem va´ltozik a
sza´molt utassza´m, pedig a mintaelemek egy re´sze ma´s szakaszra keru¨lt a´t. Ez az
eredme´ny re´szben va´rhato´ is, hiszen a su´lyozott a´tlag e´rte´ke az eloszla´s va´ltoza´-
sa´val csak keve´sse´ va´ltozik. Az eloszla´s va´ltoza´sa nagyobb me´rte´ku˝ lehet, ha a
mintave´telu¨l szolga´lo´ utassza´m a szakaszokon kisebb e´rte´k. Erre vizsga´latot nem
ve´geztu¨nk.
9. O¨sszegze´s
A cikkben bemutattunk egy ke´t le´pe´sbo˝l a´llo´, a szoka´sos elja´ra´sokto´l valame-
lyest ma´s megko¨zel´ıte´su˝ becsle´si mo´dszert arra vonatkozo´an, hogyan becsu¨lhetju¨k
meg katego´ria va´ltozo´k popula´cio´beli valo´sz´ınu˝se´geloszla´sa´t megado´ parame´tere-
ket bizonyos mintave´teli adottsa´gok esete´n. Az elso˝ le´pe´sben a vizsga´lt katego´ria
minta´ban levo˝ gyakorisa´ga´nak eloszla´sa´t hata´rozzuk meg a parame´terre felvett
valamilyen e´rte´k mellett. A konkre´t sza´mı´ta´si elja´ra´s fu¨gg a mintave´teli mo´d-
to´l. A ma´sodik le´pe´sben a parame´tert becsu¨lju¨k meg a gyakorisa´g eloszla´sa´nak
sza´mı´ta´sa´hoz haszna´lt ku¨lo¨nbo¨zo˝ parame´ter e´rte´kek su´lyozott a´tlaga alapja´n, ahol
a su´lyok a gyakorisa´g eloszla´sa´bo´l kaphato´ak meg. Ezt a mo´dszert leginka´bb az
utasforgalom felme´re´se´bo˝l to¨rte´no˝ becsle´sne´l la´tjuk alkalmazhato´nak az eddig szo-
ka´sos ara´nyos becsle´s helyett, fo˝leg olyan esetekben, amikor a minta kicsi. A mo´d-
szer matematikailag mindenke´ppen megalapozottabbnak la´tszik, mint az eddig
haszna´lt mo´dszer, e´s aka´r standard hiba´t, aka´r konfidencia intervallumot lehet
sza´molni a mo´dszerhez kapcsolo´do´an kialak´ıtott modell keretein belu¨l, ismerve a
vizsga´lt katego´ria gyakorisa´ga´nak mintabeli eloszla´sa´t.
A su´lyozott a´tlaggal sza´molt becsle´si mo´dra nem tala´ltunk irodalmat, eze´rt a
statisztikai tulajdonsa´gait a ke´so˝bbiekben vizsga´lni tana´csos aka´r elme´letileg, aka´r
genera´lt minta´k alapja´n. A cikkben erre nem te´rtu¨nk ki, nem is to¨rte´ntek ilyen
ira´nyu´ vizsga´latok, sza´mı´ta´sok.
Az ı´ra´s ce´lja volt az is, hogy a mo´dszer alkalmaza´sa a sza´mı´ta´si elja´ra´s ja´rmu˝vo¨n
to¨rte´no˝ felme´re´s esete´re be legyen mutatva, valamint gyakorlati pe´lda´n az a´ltala
kapott eredme´nyek is.
A kapott eredme´nyeket az alkalmazott o¨sszehasonl´ıto´ mo´dszerrel o¨sszevetve az
la´tszik, hogy jo´nak veheto˝ minta esete´n a ke´tfe´le mo´don kapott e´rte´kek ko¨zel esnek
egyma´shoz. Gyenge´bbnek tartott minta´na´l egyes esetekben jelento˝sebb elte´re´s is
ado´dik. Mivel jo´ minta´kna´l a ke´t eredme´ny ko¨zel esett egyma´shoz, eze´rt ma´s min-
ta´k esete´n is felte´telezhetju¨k, hogy a mo´dszerrel kapott eredme´nyek elfogadhato´k,
ku¨lo¨no¨sen akkor, ha a standard hiba kis e´rte´knek ado´dik. (A minta´ban a mega´llo´k
lesza´llo´ utassza´mainak ro¨gz´ıte´se miatt a becsu¨lt e´rte´kre ugyan kisebb standard
hiba ado´dik, de ennek ellene´re azt ira´nymutato´nak gondoljuk.) Az eredme´nyek
alapja´n ero˝sen a´ll´ıthato´, hogy a mo´dszer ugyanolyan, so˝t pontosabb eredme´nyt
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ad, mint a szoka´sos elja´ra´s, ra´ada´sul akkor is kaphato´ becsle´s ez alapja´n, ha nem
volt mintave´tel a vizsga´lt mega´llo´k ko¨zo¨tt.
A bemutatott mo´dszer nagyobb sza´mola´si ige´nyu˝, mint egy egyszeru˝ felszorza´s
valamilyen ara´nnyal, vagy aka´r valamilyen heurisztikus elja´ra´s alkalmaza´sa. Ha
nem is mindegyik mega´llo´ra, de a fontosabb mega´llo´kna´l alkalmaza´sra javasolhato´.
Nem gondoljuk, hogy a modellben a mintave´telnek teljesen a valo´sa´gban to¨r-
te´ntek szerint kell lennie. A szu´ro´pro´baszeru˝ e´rze´kenyse´g vizsga´lat alapja´n u´gy
tu˝nik, hogy nem kell pontosan a valo´sa´gban to¨rte´nt mintave´telt leuta´nozni, csak
egy, a te´nylegeshez ko¨zeli helyzetet kell le´ırni, e´s arra ve´gezni el a sza´mı´ta´st.
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Vass Lajos 1948-ban szu¨letett. Az ELTE-n ok-
leveles fizikuske´nt ve´gzett. A Ko¨zlekede´studo-
ma´nyi Inte´zetnek volt fo˝munkata´rsa, most ma´r
visszavonult.
1992-to˝l az Inte´zetben a ko¨zlekede´si (a´rusza´l-
l´ıta´si, szeme´lysza´ll´ıta´si) adatok feldolgoza´sa´val,
kie´rte´kele´se´vel foglalkozott, valamint a kie´rte´-
kele´shez haszna´lhato´ matematikai mo´dszerek,
elso˝sorban matematikai-statisztikai mo´dszerek
alkalmaza´sa´val, kidolgoza´sa´val.
Sza´mos tanulma´ny elke´sz´ıte´se´ben ko¨zremu˝ko¨do˝, illetve ta´rsszerzo˝ volt. A mo´d-
szerek alkalmaza´sa´val kapcsolatban ne´ha´ny (5 db) cikket jelentetett meg itthoni
lapokban.
Az Inte´zeti munka´ja´nak elismere´se´u¨l a
”
KTI-e´rt” d´ıjat kapta (ke´tszer) munka-
helye´to˝l, valamint a szakminiszte´riumto´l
”
Ko¨zlekede´se´rt” e´rmet kapott miniszteri
kitu¨ntete´ske´nt.
1992 elo˝tt az elo˝zo˝ munkahelyein, a Csepel Mu˝vek fejleszte´si, kutata´si e´s ter-
vezo˝ inte´zeteiben dolgozott. Gya´rta´si hiba kerese´se´re e´s anyagvizsga´lati adatok
kie´rte´kele´se´re szintu´gy matematikai-statisztikai mo´dszereket haszna´lt (to¨bbva´lto-
zo´s linea´ris regresszio´t, clusteranal´ızist, stb.). Sza´mı´to´ge´pes modelleze´st is ve´g-
zett fizikai folyamatokra terveze´si munka´k seg´ıte´se´hez. Spektrometria´s kie´rte´kele´si
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A PROBABILITY METHOD FOR THE ESTIMATION OF
TRIP CHARACTERISTICS FROM PASSENGER SURVEYS
Lajos Vass
The paper introduces an estimation procedure that is different from the mainstream and
widely-used methods for calculating distribution and parameters of categorical variables. This
procedure is based on sampling distribution of the frequency of analyzed category, calculated
in function of the parameter. The estimator of the parameter is weighted average of parameter
values used for calculation, in which weighting factors are the probabilities of the frequency
observed in the sample, obtained with different values.
Essential point is modeling sampling and how to calculate distribution on the base of the mo-
del. As it has been developed to help the analysis of passenger trip characteristics, its application
may be useful for estimations on the basis of passenger surveys. It might be useful especially for
small samples. The paper describes the method and calculation techniques for a special survey –
questionnaires on-board public transport vehicles – and an application is presented here through
a real-life example.
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EGY NEMLINEA´RIS VEGYES-EGE´SZE´RTE´KU˝ OPTIMALIZA´LA´SI
FELADAT KU¨LO¨NFE´LE MODELLJEINEK KOMPARATI´V ELEMZE´SE
DOBJA´NNE´ ANTAL ELVIRA E´S VINKO´ TAMA´S
Egy optimaliza´la´si feladat megolda´sa´nak sebesse´ge´t sokfe´le te´nyezo˝ befo-
lya´solhatja, to¨bbek ko¨zo¨tt az adott feladat me´rete (belee´rtve a va´ltozo´k e´s a
korla´tok sza´ma´t is), t´ıpusa (linea´ris, ege´sze´rte´ku˝ stb.), a megoldo´ algoritmus,
valamint a reprezenta´cio´ mo´dja (belee´rtve az alkalmazott adatstruktu´ra´kat
e´s a matematikai modellt is). Jelen tanulma´nyt egy ha´lo´zati folyam proble´ma
matematikai modellje´nek fel´ıra´sa kapcsa´n felmeru¨lo˝ ke´rde´sek ihlette´k.
A cikkben azt vizsga´ljuk, hogy egy konkre´t, nagyme´retu˝ linea´ris e´s nemli-
nea´ris vegyes-ege´sze´rte´ku˝ programokat is maga´ban foglalo´ optimaliza´la´si fel-
adat megolda´sa´nak sebesse´ge´t mennyiben befolya´solja ku¨lo¨nfe´le modelleze´si
technika´k alkalmaza´sa. Egy elosztott tartalommegoszto´ ha´lo´zat max-min
me´lta´nyos ero˝forra´s-eloszta´sa´nak kisza´mı´ta´sa´t ce´lzo´ modell tizenke´t va´ltoza-
ta´t hasonl´ıtjuk o¨ssze egy kiterjedt numerikus tesztele´s sora´n, ke´t professzio-
na´lis megoldo´ e´s huszonhe´t nagyme´retu˝ tesztfeladat felhaszna´la´sa´val.
Reme´nyeink szerint a ko¨zo¨lt eredme´nyek tu´lmutatnak a konkre´t proble´-
ma´n, e´s a´rnyaltabb ke´pet adnak ma´s hasonlo´ feladatok mege´rte´se´hez is.
1. Bevezete´s
E´lo˝ke´p interneten to¨rte´no˝ ko¨zvet´ıte´se´re sza´mos megolda´s le´tezik. Amennyiben
a ska´la´zhato´sa´g ke´rde´se fo¨lmeru¨l, gyakran az elosztott mo´don mu˝ko¨do˝ mo´dszerek
adnak mino˝se´gi va´laszt. Egy ilyen lehetse´ges mo´dszer a BitTorrent protokollon
alapszik [4]. A BitTorrent eredetileg egy tartalommegoszto´ rendszer, amely elso˝-
sorban nagyme´retu˝ fa´jlok hate´kony hozza´fe´re´se´t seg´ıti elo˝ [5, 8]. Kideru¨lt azonban,
hogy a protokoll re´szleteinek megfelelo˝ mo´dos´ıta´sa´val leheto˝se´gu¨nk van e´lo˝ ko¨zve-
t´ıte´sre (live streaming), illetve video-on-demand szolga´ltata´sok ta´mogata´sa´ra is
[7, 6, 15, 13, 12].
Mı´g a hagyoma´nyos tartalomleto¨lte´sne´l a felhaszna´lo´k ige´nye elso˝sorban a leto¨l-
te´s sebesse´ge´re vonatkozik (mine´l gyorsabb, anna´l jobb), addig a leto¨lte´s ko¨zbeni
megtekinte´s vagy meghallgata´s jellegu˝ szolga´ltata´sokna´l minden felhaszna´lo´ra a
sza´ma´ra ele´rheto˝ leheto˝ legjobb minima´lis leto¨lte´si sebesse´get kell garanta´lnunk.
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Jelen cikkben ez uto´bbi feladatra fo´kusza´lunk. A feladat, bizonyos felte´telek kiko¨-
te´se mellett, megfogalmazhato´ egy specia´lis szerkezetu˝ gra´fon e´rtelmezett nemline-
a´ris vegyes-ege´sze´rte´ku˝ optimaliza´la´si feladatke´nt. Ennek re´szletes le´ıra´sa´t az [1]
cikkben tala´lhatjuk meg. Mivel a vizsga´lt feladat megolda´sa´ra javasolt itera´cio´s
mo´dszer sza´mos re´szletet e´s modelleze´si meggondola´st tartalmaz, eze´rt terme´sze-
tesen ado´dik a ke´rde´s: vajon milyen te´nyezo˝k befolya´solja´k a megolda´s sebesse´ge´t?
Jelen cikkben o¨sszegyu˝jto¨ttu¨k a lehetse´ges opcio´kat, amelyeket re´szletes numerikus
vizsga´latoknak vetettu¨nk ala´. Ba´r a feladat specifikus, meggyo˝zo˝de´su¨nk, hogy az
elve´gzett numerikus tesztek a´ltal kapott eredme´nyek a´ltala´nosabb e´rve´nyu˝ empiri-
kus ke´pet adnak a hasonlo´ t´ıpusu´ proble´ma´k sza´mı´to´ge´pes megolda´si leheto˝se´geire.
A ko¨vetkezo˝kben elo˝szo¨r megadjuk a legfontosabb fogalmakat, valamint a hasz-
na´lt ha´lo´zati modellt (2. szakasz). Ezuta´n ro¨viden ismertetju¨k az [1] cikkben java-
solt itera´cio´s mo´dszert, tova´bba´ a lehetse´ges algoritmus va´ltozatok egy bo˝se´ges
lista´ja´t (3. szakasz). A felhaszna´lt tesztesetek le´ıra´sa´t (4. szakasz) a numerikus
eredme´nyek diszkusszio´ja ko¨veti (5. szakasz).
2. Max-min me´lta´nyos ero˝forra´s-eloszta´s proble´ma´ja
Ebben a fejezetben bevezetju¨k a legszu¨kse´gesebb defin´ıcio´kat, amelyek egy-
re´szt megadja´k a vizsga´lt feladat felhaszna´la´si teru¨lete´t, ma´sre´szt le´ırja´k a vizsga´lt
optimaliza´la´si algoritmus bemeneteke´nt szolga´lo´ folyam ha´lo´zatot.
Mint azt a bevezeto˝ben eml´ıtettu¨k, a vizsga´lt feladat egy elosztott tartalom-
megoszto´ rendszerben elo˝fordulo´ ero˝forra´s-eloszta´s proble´mako¨re´hez tartozik. Ez
a rendszer a BitTorrent. Jelen cikk szempontja´bo´l ne´zve a rendszernek ha´rom fo˝
komponense van: leto¨lto˝k (leecherek), megoszto´k (seederek) e´s a megosztott fa´jlok
(ezeket gyakran torrenteknek is nevezzu¨k, amely valo´ja´ban a megosztott tartalom
technikailag fontos jellemzo˝it le´ıro´ meta fa´jl, de az elneveze´s nem lesz fe´lree´rtheto˝).
A BitTorrent a fa´jlokat darabokra osztja. Egy adott fa´jlra ne´zve a megoszto´k hal-
maza azon felhaszna´lo´kat tartalmazza, akik rendelkeznek a fa´jl o¨sszes darabja´val.
Fontos szempont, hogy a leto¨lto˝k is tudnak egyma´s ko¨zo¨tt darabokat csere´lni, ı´gy
a leto¨lte´s ko¨zben egyben felto¨lto˝ke´nt is szolga´lja´k a rendszer mu˝ko¨de´se´t. Pontosan
ez az az o¨tlet, amito˝l a BitTorrent rendk´ıvu¨li mo´don jo´l ska´la´zhato´ [5]. A tova´b-
biakban BitTorrent ko¨zo¨sse´g alatt felhaszna´lo´k (leecherek e´s seederek), valamint
fa´jlok egy ro¨gz´ıtett halmaza´t e´rtju¨k.
Capota˘ e´s szerzo˝ta´rsai [3] nyoma´n egy BitTorrent ko¨zo¨sse´g aktua´lis a´llapota´t
– vagyis, hogy egy adott ido˝pillanatban ki kinek to¨lthet fel, milyen adata´tviteli
korla´tok e´rve´nyesek, stb. – egy specia´lis ha´rmas gra´f reprezenta´cio´val ı´rhatjuk le.
Ezt az ira´ny´ıtott, su´lyozott ha´rmas gra´fot G = ({U,L,D} , E, f, c) jelo¨li. A ko¨zo¨s-
se´g alapveto˝ elemei a felhaszna´lo´k halmaza (I) e´s a torrentek halmaza (T ). Minden
i ∈ I felhaszna´lo´ rendelkezik µi felto¨lte´si kapacita´ssal e´s δi leto¨lte´si kapacita´ssal,
tova´bba´
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U = { ui | i ∈I} : a felto¨lto˝ csu´csok halmaza, ahol ui az i felhaszna´lo´ felto¨lte´si
(seeding vagy leeching) potencia´lja´t reprezenta´lja;
D = { di | i ∈I} : a leto¨lto˝ csu´csok halmaza, ahol di az i felhaszna´lo´ leto¨lte´si
(leeching) potencia´lja´t reprezenta´lja;
L = { lti | i ∈ I, t ∈ T} : a leeching csu´csok halmaza, ahol az lti (u´n. leeching
session) le´teze´se azt jelo¨li, hogy az i felhaszna´lo´ e´ppen leech-eli, leto¨lti a
t torrentet;









j , dj) a leto¨lto˝ e´lek halmaza;
c : U ∪ L ∪D → N : a kapacita´s fu¨ggve´ny, amely a re´sztvevo˝k sa´vsze´lesse´g-korla´tait
reprezenta´lja:
c(ui) = µi, c(di) = δi, c(l
t
i) =∞;
f : E → R+ : a folyam fu¨ggve´ny, a kiosztott sa´vsze´lesse´get reprezenta´lja azokon






j , dj) ∀ltj ∈ L,











f(ltj , dj) ≤ δj ∀dj ∈ D.
Ce´lunk minden (ltj , dj) ∈ ED e´lre a max-min me´lta´nyos ero˝forra´s-eloszta´s meg-
hata´roza´sa, vagyis minden egyes leto¨lto˝ e´lre a leheto˝ legnagyobb folyam kisza´mı´-
ta´sa, figyelembe ve´ve, hogy egy leto¨lto˝ e´len sem no¨velheto˝ a folyam e´rte´ke olyan
a´ron, hogy egy to˝le kisebb folyammal rendelkezo˝ leto¨lto˝ e´len cso¨kkentju¨k azt.
Ez tulajdonke´ppen a Pareto-optima´lis ero˝forra´s-eloszta´s egy rokon feladata [14].
A forma´lis defin´ıcio´ megtala´lhato´ pl. [3] e´s [14] cikkekben.
3. A proble´ma megolda´sa; modella´t´ıra´si leheto˝se´gek
A max-min me´lta´nyos ero˝forra´s-eloszta´s kisza´mı´ta´sa´t ce´lzo´ algoritmus kiindu-
la´si alakja´t a 3.1. algoritmus tartalmazza. A kora´bbi cikku¨nkben [1] bemutatott
megolda´s tulajdonke´ppen Radunovic´ e´s Le Boudec a´ltala´nos max-min programo-
za´si algoritmusa´nak [14] a feladatra adapta´lt va´ltozata. A leto¨lte´si e´lek max-min
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me´lta´nyos folyamait iterat´ıv mo´don sza´mı´tjuk: minden itera´cio´ban a legkisebb,
me´g nem ro¨gz´ıtett folyammal rendelkezo˝ leto¨lto˝ e´lekre a´llap´ıtjuk meg a minden
korla´tot kiele´g´ıto˝ legnagyobb folyam e´rte´ke´t. A halmazokat nagy betu˝kkel, az opti-
maliza´la´si feladatok do¨nte´si va´ltozo´it kis betu˝kkel, mı´g a parame´tereket (a ro¨gz´ıtett
e´rte´kkel b´ıro´ va´ltozo´kkal egyetemben) go¨ro¨g betu˝kkel jelo¨lju¨k.
3.1. Algoritmus. mMaxMin
1. Also´ korla´t sza´mı´ta´sa a folyam e´rte´kekre. MM0 megolda´sa:
max f,
f.h. f(ltj , dj) ≥ f ∀(ltj , dj) ∈ ED.
A minima´lis folyam e´rte´k elta´rola´sa. Legyen φ := f .





f.h. f(ltj , dj) ≥ φ ∀(ltj , dj) ∈ ED.





3. Inicializa´la´s. Legyen F := ∅, k := 1, E1 := ED, ∀(ltj , dj) ∈ ED : ℓtj := 0, φ0 = 0.
4. LP-megolda´s (max-min folyam e´rte´k kisza´mı´ta´sa). Az mMM
(1)






f(ltj , dj) +
∑
(ltj ,dj)∈(ED\Ek)
ℓtj ≥ (1− ϵ) · σ
f(ltj , dj) ≥ fk ∀(ltj , dj) ∈ Ek.
Optimum elta´rola´sa. Legyen φk := fk.
5. Elo˝megolda´s (max-min folyammal rendelkezo˝ e´lek kiva´laszta´sa).
Ekf :=










xtj := 0, ∀(ltj , dj) ∈ Ekf .
A deg−k (dj) a dj azon bemeno˝ e´leinek sza´ma, amelyek Ek elemei. Ha |Ekf | ̸= 0, ugra´s
a 7. le´pe´sre.
6. MINLP-megolda´s (max-min folyammal rendelkezo˝ e´lek kiva´laszta´sa).
Az mMM
(2)








f(ltj , dj) x
t






ℓtj = (1− ϵ) · σk, (2)
f(ltj , dj) ≥ φk ∀(ltj , dj) ∈ Ek,
f(ltj , dj) > φk x
t
j ∀(ltj , dj) ∈ Ek,
ahol xtj ∈ {0, 1}.
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7. Fixa´la´s (kiva´lasztott e´leken folyam ro¨gz´ıte´se). A φk-ra vonatkozo´ akt´ıv korla´tok
kikerese´se, e´s a kapcsolo´do´ leto¨lto˝ e´leken a folyam e´rte´kek ro¨gz´ıte´se:
Φk :=
{
(ltj , dj) ∈ Ek | xtj = 0
}
,
ℓtj := φk, ∀(ltj , dj) ∈ Ek ahol xtj = 0,
F := F ∪ Φk, Ek+1 := Ek \ Φk.
8. Mega´lla´si felte´tel. Ha F = ED, mega´llunk. Ku¨lo¨nben k := k+1 e´s ugra´s a 4. le´pe´sre.
Az algoritmus 1. le´pe´se´ben egy jo´ also´ korla´tot sza´mı´tunk a folyam e´rte´kekre,
ezt a 4. le´pe´sben haszna´ljuk majd fel. A 2. le´pe´sben meghata´rozzuk a ha´lo´zat
maxima´lis a´tvitele´nek me´rte´ke´t abban az esetben, amikor minden leto¨lto˝ e´lre az
f(ltj , dj) ≥ φ. Kora´bbi cikku¨nkben megmutattuk, hogy ez a σ-val jelo¨lt szint az
algoritmus minden itera´cio´ja´ban biztos´ıthato´. A ko¨vetkezo˝ le´pe´sben inicializa´lunk:
az F halmaz kezdetben u¨res, ez tartalmazza majd a ro¨gz´ıtett folyam e´rte´kek azo-
nos´ıto´it; k a ciklusva´ltozo´; Ek a k. itera´cio´ban ro¨gz´ıtetlen folyammal rendelkezo˝
e´lek halmaza; az utolso´ itera´cio´ uta´n pedig ℓtj tartalmazza minden (l
t
j , dj) ∈ ED
leto¨lto˝ e´lre az optima´lis folyam e´rte´ke´t. A 4. le´pe´sben kisza´mı´tjuk a ro¨gz´ıtetlen
folyamok max-min e´rte´ke´t, tova´bba´ egy jo´ kezdo˝ (f´ızibilis) megolda´st a 6. le´pe´s
specia´lis MINLP-je´hez. Az 5. le´pe´s egyfajta elo˝megolda´s, szerepe´t a 3.5. alsza-
kaszban re´szletesebben bemutatjuk. Ez a le´pe´s el is hagyhato´. A 6. le´pe´sben
a´ll´ıtjuk elo˝ azt a max-min me´lta´nyos eloszta´st, ami egyu´ttal a σ a´tvitelt is garan-
ta´lja (ϵ tolerancia´val, amit a lehetse´ges numerikus hiba´k miatt engedu¨nk meg).
Ennek a MINLP-nek a ce´lja, hogy a 4. le´pe´sben meghata´rozott max-min e´rte´ket a
leheto˝ legkevesebb e´lre ro¨gz´ıtsu¨k egy-egy itera´cio´ 7. le´pe´se´ben. Ve´gu¨l, 4-to˝l isme´-
telju¨k a le´pe´seket, amı´g minden e´lre meg nem hata´roztuk a max-min me´lta´nyos
alloka´cio´t.
A 3.1. algoritmusnak terme´szetesen sokfe´le varia´cio´ja ke´pzelheto˝ el, a megva-
lo´s´ıta´s sora´n e´rdemes lehet ku¨lo¨nfe´le modelleze´si
”
tru¨kko¨ket” alkalmazni. Kora´bbi
cikku¨nk munka´latai ko¨zben mi magunk is to¨bbfe´le va´ltoztata´st eszko¨zo¨ltu¨nk a
hate´konysa´g no¨vele´se e´rdeke´ben, azonban az egyes va´ltoztata´sok hasznossa´ga´nak
igazola´sa´ra akkor nem keru¨lhetett sor. A ko¨vetkezo˝kben sza´mbavesszu¨k az a´lta-
lunk javasolt mo´dos´ıta´sokat, az 5. szakaszban pedig elemezzu¨k az ezen mo´dos´ı-
ta´sok kombina´cio´ibo´l elo˝a´llo´ modell-va´ltozatok hate´konysa´ga´t a futa´si ido˝ e´s az
ele´rt optimum e´rte´k tekintete´ben.
3.1. Egy redunda´ns korla´t hozza´ada´sa
A 3.1. algoritmus 4. le´pe´se´ben szereplo˝ mMM
(1)
k jelze´su˝ LP feladathoz hozza´-
adhatjuk a ko¨vetkezo˝ korla´tot:
fk ≥ φ. (3)
Antal e´s Vinko´ [1] 3. lemma´ja alapja´n a (3) korla´t redunda´ns, e´s csak az elso˝
itera´cio´ban akt´ıv, mivel az (1) jelze´su˝ ce´lfu¨ggve´ny e´s a 7. fixa´lo´ le´pe´s egyu¨ttesen
kike´nyszer´ıti, hogy fk > fk−1 minden k itera´cio´ra. Ugyanakkor benyoma´sunk
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szerint az LP-megoldo´nak jelento˝s seg´ıtse´g, ha ez a fix also´ korla´t is szerepel a
feladatban.
3.2. Bilinea´ris vegyes-ege´sze´rte´ku˝ feladat McCormick-a´t´ıra´sa
A 3.1. algoritmus 6. le´pe´se´ben szereplo˝ mMM
(2)
k jelze´su˝ bilinea´ris programoza´si
feladat helyettes´ıtheto˝ a McCormick-a´t´ıra´sa´val [11]. Ez az a´t´ıra´s egy ekvivalens
vegyes-ege´sze´rte´ku˝ linea´ris programoza´si (MILP) feladatot eredme´nyez, amelyben
a bilinea´ris kifejeze´sek helye´re u´j, folytonos va´ltozo´kat vezetu¨nk be:
ptj := f(l
t
j , dj) · xtj ,
ahol ∀(ltj , dj) ∈ Ek : ptj ∈ R+, tova´bba´ xtj ∈ {0, 1}. AzmMM(2)k feladat McCormick-














ℓtj ≥ (1− ϵ) · σ, (4)
f(ltj , dj) ≥ φk ∀(ltj , dj) ∈ Ek,
f(ltj , dj) > φk x
t








) ≥ ptj ∀(ltj , dj) ∈ Ek, (5)
max
(
0, f(ltj , dj)− δj (1− xtj)
) ≤ ptj ∀(ltj , dj) ∈ Ek, (6)
vagyis az eredeti (2) jelze´su˝ korla´tot lecsere´lju¨k (4)-re, e´s kiege´sz´ıtju¨k a feladatot
az (5) e´s (6) korla´tokkal.
Haba´r a proble´ma dimenzio´ja no˝ az a´t´ıra´s folyta´n, egy egzakt korla´toza´s e´s
sze´tva´laszta´s t´ıpusu´ megoldo´ alkalmazhato´ az elo˝a´llo´ MILP globa´lis optimuma´nak
megtala´la´sa´ra [2].
A ko¨vetkezo˝kben az algoritmus 6. le´pe´se´ben szereplo˝ MINLP-, ill. MILP-fela-
datokra gyu˝jto˝ne´ven MIP-ke´nt fogunk hivatkozni.
3.3. Kezdo˝e´rte´kada´s a bina´ris va´ltozo´kra
Az mMM
(1)
k optima´lis megolda´sa leke´pezheto˝ mMM
(2)













1 ha f (1)k (ltj , dj) > φk e´s (ltj , dj) ∈ Ek,0 ha f (1)k (ltj , dj) = φk e´s (ltj , dj) ∈ Ek.
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j , dj) a kapcsolo´do´ f(l
t





k feladat megolda´sa sora´n seg´ıtse´get jelenthet a bina´ris
va´ltozo´kra vonatkozo´ kezdo˝e´rte´kek explicit megada´sa.
3.4. Kezdo˝e´rte´kada´s a McCormick-a´t´ıra´s mesterse´ges va´ltozo´ira
AzmMM
(2)





k kezdo˝e´rte´ke´t bo˝v´ıtsu¨k a p va´ltozo´kra vonatkozo´
e´rte´kekkel:
ptj :=
f (1)k (ltj , dj) ha xtj = 1 e´s (ltj , dj) ∈ Ek,0 ha xtj = 0 e´s (ltj , dj) ∈ Ek.
3.5. Elo˝megolda´s, avagy folyamok ro¨gz´ıte´se a folyammegmarada´sra
hivatkozva
A 3.1. algoritmus 5. le´pe´se egy, az AMPL-elo˝megoldo´ja´ban is megvalo´s´ıtott
standard LP-elo˝megoldo´ technika [9, 10]. Az
Ekf :=
{
(ltj , dj) ∈ Ek




halmaz azokat a leto¨lto˝ e´leket tartalmazza, amelyekre a kapcsolo´do´ f(ltj , dj) folyam
e´rte´kek egye´rtelmu˝en kisza´mı´thato´ak a ha´lo´zat folyammegmarada´si tulajdonsa´ga
alapja´n. A fenti kifejeze´sben deg−k (dj) a dj csu´cs azon bemeno˝ e´leinek sza´ma´t
jelo¨li, amelyeken a k. itera´cio´ban me´g nincs ro¨gz´ıtett folyam.
Pontosabban, Ekf minden eleme´re ro¨gz´ıtheto˝ a φk folyame´rte´k az algoritmus
k. itera´cio´ja´nak 7. le´pe´se´ben, me´ghozza´ a 6. le´pe´sben szereplo˝ MIP megolda´sa´to´l
fu¨ggetlenu¨l. Ennek megfelelo˝en az elo˝megolda´st tartalmazo´ modellekben kimarad
a MIP megolda´sa, amennyiben Ekf ̸= ∅ valamely k. itera´cio´ban.
Ha lenne olyan leto¨lto˝ e´l, amelyre φk e´rte´ku˝ folyamot kellene ro¨gz´ıteni, de az
elo˝megoldo´ ezt nem tudja mega´llap´ıtani, u´gy a ko¨vetkezo˝ itera´cio´ban φk+1 e´rte´ke
meg fog egyezni φk-val e´s a MIP megolda´sra keru¨l. Legrosszabb esetben az itera´-
cio´k sza´ma´nak dupla´za´sa´val is ja´rhat ez a megolda´s, azonban az a´ltalunk tesztelt
esetekben az itera´cio´k jelento˝s re´sze´ben minden szu¨kse´ges fixa´la´s megto¨rte´nt az
elo˝megolda´si fa´zisban, e´s csak az esetek to¨rede´ke´ben volt szu¨kse´g a MIP megolda´-
sa´ra.
3.6. Modellva´ltozatok
A fent bemutatott mo´dos´ıta´si javaslatok kombina´cio´ibo´l o¨sszesen tizenketto˝
modellva´ltozatot ke´sz´ıtettu¨nk, hogy a mo´dos´ıta´sok hasznossa´ga´t ku¨lo¨n-ku¨lo¨n, ill.
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1. ta´bla´zat. A vizsga´lt modellek a´ttekinte´se
Modell 3.1 3.2 3.3 3.4 3.5
ref • • • • •
1 • • • •










egyu¨ttesen elemezni tudjuk (eredme´nyek az 5. szakaszban). Az 1. ta´bla´zat o¨ssze-
foglalja, hogy melyik modell melyik kora´bbi alszakasz(ok)ban bemutatott mo´do-
s´ıta´st tartalmazza. Referenciake´nt (ref) a kora´bban publika´lt matematikai mo-
dell [1] szolga´lt, amely minden mo´dos´ıta´st tartalmazott, a to¨bbi modellt sza´mokkal
jelo¨ltu¨k.
4. Tesztesetek
Ahhoz, hogy a ku¨lo¨nbo¨zo˝ algoritmusvaria´nsokkal numerikus hate´konysa´gi vizs-
ga´latokat ke´sz´ıthessu¨nk, sza´mos mesterse´gesen genera´lt ha´lo´zatot ke´sz´ıtettu¨nk.
Ebben a szakaszban ezen tesztha´lo´zatok elo˝a´ll´ıta´sa´nak mo´dszereit ko¨zo¨lju¨k.
Alapveto˝en ha´rom, le´nyegileg ku¨lo¨nbo¨zo˝ t´ıpusu´ ha´lo´zatot gya´rtottunk, amelyek
a ko¨vetkezo˝k:
Tu´lkereslet: Ebben az esetben a ko¨zo¨sse´gben ele´rheto˝ fa´jlok egy re´sze´t sokkal
to¨bben akarja´k leto¨lteni, mint amennyien a teljes tartalommal rendelkeznek.
A BitTorrent fogalmai szerint teha´t ilyenkor nagyon sok leto¨lto˝ e´s ehhez
ke´pes nagyon keve´s megoszto´ van jelen. A ha´lo´zatokat u´gy gya´rtottuk, hogy
a fa´jlok ve´letlenszeru˝en va´lasztott 10%-a´ban legyen tu´lkereslet. Konkre´tan
a felhaszna´lo´k fele leto¨lto˝ke´nt van jelen a kiva´lasztott t´ız sza´zale´kban. Meg-
jegyezzu¨k, hogy ezek a felhaszna´lo´k emellett leto¨lto˝ke´nt vagy felto¨lto˝ke´nt
re´szt vehetnek ma´s fa´jlokban is. Az ilyen a´llapot a´ltala´ban akkor fordul
elo˝ valo´s BitTorrent ko¨zo¨sse´gekben, amikor megjelennek rendk´ıvu¨l ne´pszeru˝
tartalmak, amire hirtelen nagyon sokan k´ıva´ncsiak.
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Egyenletes: Itt minden fa´jlra teljesu¨l egyfajta egyensu´ly, nagyja´bo´l ugyanannyi
a leto¨lto˝, mint a megoszto´.
Tu´lk´ına´lat: Itt pedig a ko¨zo¨sse´gben ele´rheto˝ fa´jlokat sokkal to¨bben k´ına´lja´k leto¨l-
te´sre, mint amennyien azt te´nylegesen le is to¨ltik e´ppen. Teha´t to¨bb meg-
oszto´ van, mint leto¨lto˝. E´rdekes mo´don valo´s BitTorrent ko¨zo¨sse´gekben ez
az a´llapot az, amely a legto¨bbszo¨r elo˝fordul. Ennek re´szben az a magyara´-
zata, hogy az ilyen ko¨zo¨sse´gekben a ro¨gz´ıtett szaba´lyok egyike a´ltala´ban elo˝´ır
bizonyos ido˝tartamig to¨rte´no˝ rendelkeze´sre a´lla´st (seedele´st), vagy pedig azt,
hogy a leto¨lto¨tt mennyise´g valamely re´sze´t fel kell to¨lteni a rendszerbe. Ez
uto´bbi hosszas ido˝t vehet ige´nybe abban az esetben, ha a fa´jlra ma´r csak
cseke´ly az e´rdeklo˝de´s.
T´ıpusonke´nt 9 tesztha´lo´zatot gya´rtottunk, amelyekben a felhaszna´lo´k sza´ma
100, 300 e´s 500 volt, mı´g a torrentek sza´ma rendre 50, 100 e´s 200. Ami a sa´vsze´-
lesse´geket illeti (amely a folyam ha´lo´zatban az e´lek kapacita´sa´t jelenti), mindegyik
ha´lo´zatban ve´letlenszeru˝en va´lasztottunk e´rte´keket, egyenletes eloszla´ssal, me´g-
pedig a felto¨lto˝ e´lekre a [128, 2048] intervallumbo´l, mı´g a leto¨lto˝ e´lekre az [512, 4096]
intervallumbo´l. A gra´fok me´rete´t a 2. ta´bla´zatban foglaltuk o¨ssze. Vegyu¨k e´szre,
hogy minden gra´fban a pontok sza´ma jelento˝sen to¨bb, mint a felhaszna´lo´k e´s tor-
rentek sza´ma. Ennek a magyara´zata, hogy bemenetke´nt nem pa´ros gra´fot kell
megadnunk, hanem a 2. fejezetben eml´ıtett ha´rmas gra´fot, amelyben elso˝sorban a
ko¨ztes (L halmazba tartozo´) csu´csok sza´ma lesz magas.
2. ta´bla´zat. A tesztele´shez haszna´lt gra´fok csu´csainak sza´ma (n) e´s e´leinek sza´ma
(m)
A valo´s BitTorrent ko¨zo¨sse´gekbo˝l sza´rmaztathato´ gra´fok az itt vizsga´ltakna´l
jo´val nagyobb me´retu˝ek, ugyanakkor nem felte´tlenu¨l reprezenta´lnak olyan eseteket,
amelyeket itt vizsga´ltunk. A kisebb me´ret tova´bba´ leheto˝ve´ teszi, hogy kiva´rhato´
ido˝n belu¨l legyen megolda´sunk.
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5. Eredme´nyek
5.1. Tesztko¨rnyezet le´ıra´sa
A ha´lo´zat o¨sszete´tele´nek, valamint a megolda´s sora´n alkalmazott matematikai
modellnek a megoldo´ (solver) program hate´konysa´ga´ra gyakorolt hata´sa´t szerettu¨k
volna mega´llap´ıtani, eze´rt kiterjedt numerikus tesztele´st ve´geztu¨nk. A 3. szakasz-
ban bemutatott tizenketto˝ modellva´ltozat, a 4. szakasz huszonhe´t tesztesete e´s ketto˝
professziona´lis megoldo´ minden lehetse´ges kombina´cio´ja´ra ha´rom futtata´st ve´gez-
tu¨nk.
Az algoritmus-varia´nsok AMPL-nyelven voltak ko´dolva. A Gurobi- e´s a MOSEK-
solvert vettu¨k go´rcso˝ ala´, mivel ez a ke´t a´ltala´nos nemlinea´ris megoldo´ a´llt rendel-
keze´su¨nkre, amelyek a szo´ban forgo´ modellek optimaliza´la´si feladatait kiva´rhato´
ido˝n belu¨l meg tudta´k oldani. Mindke´t megoldo´t az alape´rtelmezett parame´terek-
kel mu˝ko¨dtettu¨k. A tesztek egy 24 magos Intel Xeon 2, 27 GHz-es sza´mı´to´ge´pen
futottak, ahol 24 GB memo´ria a´llt rendelkeze´sre.
5.2. Gurobi
A 3–5. ta´bla´zatok a Gurobi-megoldo´val ele´rt a´tlagos futa´si ido˝ket mutatja´k
a ku¨lo¨nbo¨zo˝ feladatoszta´lyokra. Megjegyezzu¨k, hogy bizonyos modell–teszteset–
megoldo´ kombina´cio´kra, valo´sz´ınu˝leg a feladat bonyolultsa´ga´bo´l ado´do´ nagy ta´r-
ige´ny miatt, mindha´rom futtata´skor szegmenta´la´si hiba´val a´llt le az AMPL. Ezeket
az eseteket
”
n.a.” jelo¨li a ta´bla´zatokban.
A mege´rte´s seg´ıte´se´re minden tova´bbi ta´bla´zatra vet´ıtettu¨nk egy, az adatokbo´l
ke´szu¨lt ho˝te´rke´pet is, a ko¨vetkezo˝ sz´ınska´la alapja´n:
Tova´bba´ minden oszlopban ala´hu´za´ssal jelo¨ltu¨k a minimumot.
Mindenekelo˝tt szembeo¨tlo˝, hogy a ha´lo´zat fele´p´ıte´se rendk´ıvu¨li me´rte´kben befo-
lya´solja a megoldo´ sebesse´ge´t. Az egyenletes t´ıpusu´ ha´lo´zatokra lehetett a leggyor-
sabban kisza´mı´tani a max-min me´lta´nyos ero˝forra´s-eloszta´st, a futa´si ido˝ a´tlaga
itt 475 ma´sodperc volt. A tu´lkeresletet mutato´ ha´lo´zatokban az a´tlagos futa´si
ido˝ egy nagysa´grenddel nagyobb, 5 380 ma´sodperc volt, mı´g a tu´lk´ına´latot mutato´
ha´lo´zatokon dolgozott legtova´bb a megoldo´, a´tlagosan isme´t egy nagysa´grenddel
tova´bb, 41 940 ma´sodpercig.
Az 1–3. algoritmusvaria´nsok minden tesztesetre a leglassabbnak bizonyultak,
a 2. e´s 3. varia´ns to¨bb esetben szegmenta´la´si hiba´val a´llt le. Az 1. varia´ns az
5.-hez ke´pest a´tlagosan 59%-kal lassabban futott, a referencia´hoz viszony´ıtva teha´t
a´tlagosan to¨bb, mint ne´gyszeres futa´si ido˝t ige´nyelt. Ugyanakkor a 8. varia´ns
a referencia´hoz viszony´ıtva a´tlagosan 4%-kal ro¨videbb futa´si ido˝ket produka´lt.
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3. ta´bla´zat. A futa´si ido˝ a´tlaga Gurobi-megoldo´val a tu´lkeresletet mutato´ ha´lo´za-
tokra (ma´sodperc)
4. ta´bla´zat. A futa´si ido˝ a´tlaga Gurobi-megoldo´val az egyenletes keresletet mutato´
ha´lo´zatokra (ma´sodperc)
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5. ta´bla´zat. A futa´si ido˝ a´tlaga Gurobi-megoldo´val a tu´lk´ına´latot mutato´ ha´lo´za-
tokra (ma´sodperc)
Mega´llap´ıthato´ teha´t, hogy a 3.2. alszakaszban bemutatott McCormick-a´t´ıra´s alkal-
maza´sa az elo˝megolda´s ne´lku¨l jelento˝sen, de az elo˝megolda´ssal egyu¨tt is kisme´r-
te´kben bonyol´ıtja a feladatot.
A 3.4. alszakaszban felva´zolt kezdo˝e´rte´kada´s, az 1. e´s 2. varia´ns eredme´nyeire
alapozva, az esetek 84%-a´ban jav´ıtott a futa´si ido˝n, a´tlagosan 6%-kal.
A 3.3. alszakasz kezdo˝e´rte´kada´sa, a 2. e´s 3. varia´ns o¨sszevete´se alapja´n a McCor-
mick-a´t´ıra´ssal kombina´lva tizenegy esetben, vagyis az o¨sszevetheto˝ esetek 50%-
a´ban lass´ıtott ne´mileg a megolda´son. Ugyanakkor az 5. e´s 6. varia´ns alapja´n,
teha´t csupa´n a kezdo˝e´rte´kada´s hata´sa´t vizsga´lva kedvezo˝bb a helyzet: az esetek
89%-a´ban gyorsabb volt a 6. varia´ns, a´tlagosan 6%-kal. U´gy tu˝nik tova´bba´, hogy
a ha´lo´zat t´ıpusa´to´l fu¨gg a javula´s nagysa´ga: mı´g a tu´lkeresletet mutato´ pe´lda´k-
ban 1%-os lassula´st eredme´nyezett a kezdo˝e´rte´kada´s, az egyenletes ha´lo´zatokban
6%-kal gyorsabb, mı´g a tu´lk´ına´latot mutato´ ha´lo´zatokban 12%-kal gyorsabb volt
a 6. varia´ns. A 4. e´s 7., 10. e´s 8., valamint 11. e´s 9. varia´nsok futa´si ideje´t is
o¨sszehasonl´ıtva, a 3.3. alszakasz kezdo˝e´rte´kada´sa´t implementa´lo´ modellek a´tlago-
san mintegy 3%-kal voltak gyorsabbak a kezdo˝e´rte´kada´st mello˝zo˝, minden egye´b
tekintetben megegyezo˝ varia´nsokna´l.
A 3.1. alszakaszban bemutatott redunda´ns korla´t hozza´ada´sa a 4. e´s 5. vari-
a´ns o¨sszehasonl´ıta´sa´ban 7 esetet lesza´mı´tva seg´ıt a Gurobinak, a´tlagosan mintegy
4%-kal futott gyorsabban a 4. varia´ns. Ebben a tekintetben azonban igen nagy
a szo´ra´s, a legjobb esetben 30%-kal is gyorsabb volt a 4. varia´ns, a legrosszabb
esetben azonban 13%-kal lassabb. A 10. e´s 11. varia´ns az elo˝megoldo´t is imple-
menta´lja, ebben a kontextusban nagyobb hasznot hozott a plusz korla´t: a´tlagosan
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9%-kal gyorsabban futott a 10. varia´ns. A 6. e´s 7., valamint a 8. e´s 9. varia´nst
is figyelembe ve´ve a´tlagosan 6%-os javula´st eredme´nyez a futa´si ido˝ tekintete´ben
a 3.1. alszakaszban ta´rgyalt mo´dos´ıta´s. E´rdemes megfigyelni, hogy az egyenletes
k´ına´latot mutato´ gra´fokra csak kis me´rte´ku˝ javula´st, ill. bizonyos esetekben lassu-
la´st eredme´nyez ez a mo´dos´ıta´s.
Mindha´rom t´ıpusu´ ha´lo´zatban a 3.5. alszakasz elo˝megoldo´ja´t megvalo´s´ıto´ o¨t
algoritmusvaria´ns (a referencia e´s a 8-11.) produka´lta a legro¨videbb a´tlagos futa´-
si ido˝ket, a 8. e´s 10. varia´ns hasonlo´ ido˝vel a ke´t leggyorsabb volt. A referencia
algoritmus a´tlagosan 58%-kal gyorsabban futott, mint a 3. szakaszban bemutatott
mo´dos´ıta´sokat ne´lku¨lo¨zo˝ 5. varia´ns, haba´r egyetlen esetben 16%-kal lassabb volt
anna´l (az 500 felhaszna´lo´t e´s 200 torrentet tartalmazo´ pe´lda´n a tu´lk´ına´latos teszt-
halmazban). O¨sszevetve a referencia algoritmust az 1. varia´nssal, tova´bba´ a 8. e´s
7., 9. e´s 6., 10. e´s 4., valamint a 11. e´s 5. varia´nsok futa´si ideje´t, az elo˝megoldo´
bee´p´ıte´se 32–88%-kal (a´tlagosan 61%-kal) gyors´ıtotta meg a ve´grehajta´st.
A megolda´s mino˝se´ge´t tekintve nem volt jelento˝s ku¨lo¨nbse´g az egyes algorit-
musvaria´nsok ko¨zo¨tt. A to¨bbszo¨ri futtata´s eredme´nyei is identikusak voltak, csak
a futa´si ido˝k ku¨lo¨nbo¨ztek.
A futa´si ido˝k varia´cio´s koefficienseit mutatja a 6–8. ta´bla´zat. A varia´cio´s koeffi-
ciens tulajdonke´ppen az a´tlaggal norma´lt szo´ra´s sza´zale´kos forma´ja. A tesztesetek
elte´ro˝ me´rete miatt a szo´ra´st ebben az esetben nincs e´rtelme o¨sszehasonl´ıtani.
A Gurobi a´ltal ige´nyelt futa´si ido˝k a´tlagos varia´cio´s koefficiense mintegy 19%
volt a teljes adathalmazra.
5.3. MOSEK
A 9–11. ta´bla´zatok a MOSEK-megoldo´val ele´rt a´tlagos futa´si ido˝ket mutatja´k.
A Gurobival o¨sszehasonl´ıtva ez a megoldo´ az esetek 65%-a´ban lassabb volt: a tu´l-
keresletet mutato´ ha´lo´zatokra a´tlagosan 56%-kal, az egyenletes keresletet mutato´
ha´lo´zatokra 151%-kal, mı´g a tu´lk´ına´latot mutato´ ha´lo´zatokra a´tlagosan 20%-kal
to¨bb ido˝t ige´nyelt, mint a Gurobi.
A ha´lo´zat fele´p´ıte´se´to˝l itt is nagy me´rte´kben fu¨ggo¨tt a megoldo´ sebesse´ge.
Az ara´nyok a Gurobihoz hasonlo´ak voltak: az egyenletes t´ıpusu´ ha´lo´zatok max-min
me´lta´nyos ero˝forra´s-eloszta´sa´t a´tlagosan 884 ma´sodperc alatt lehetett kisza´mı´tani,
a tu´lkeresletet mutato´ ha´lo´zatokra ugyanez 3 966 ma´sodpercig tartott, a tu´lk´ına´-
latot mutato´ ha´lo´zatokra pedig a´tlagosan 34 649 ma´sodpercig.
E´rdekes, hogy a 4–7. algoritmusvaria´nsok produka´lta´k a leggyorsabb futa´si
ido˝ket, ugyanakkor a MOSEK ezekre a modellekre jelento˝sen elte´ro˝ optimumot
tala´lt mind a ha´rom teszthalmazban, mint a Gurobi. A to¨bbi esetben nem volt
jelento˝s elte´re´s a ku¨lo¨nbo¨zo˝ varia´nsok a´ltal tala´lt optimumban. Felmeru¨l a ke´rde´s,
hogy egya´ltala´n itt miro˝l is van szo´. Az algoritmus ve´geredme´nyke´nt egy valo´s
sza´mokbo´l a´llo´ vektort ad meg, amelynek hossza megegyezik az ED leto¨lto˝ e´lek
halmaza´nak me´rete´vel. Mivel a haszna´lt programok lebego˝pontos mu˝veleteket
ve´geznek, eze´rt kerek´ıte´si hiba elo˝fordulhat, amely befolya´solhatja a ve´geredme´nyt.
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6. ta´bla´zat. A futa´si ido˝ varia´cio´s koefficiense Gurobi-megoldo´val a tu´lkeresletet
mutato´ ha´lo´zatokra (sza´zale´k)
7. ta´bla´zat. A futa´si ido˝ varia´cio´s koefficiense Gurobi-megoldo´val az egyenletes
keresletet mutato´ ha´lo´zatokra (sza´zale´k)
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8. ta´bla´zat. A futa´si ido˝ varia´cio´s koefficiense Gurobi-megoldo´val a tu´lk´ına´latot
mutato´ ha´lo´zatokra (sza´zale´k)
9. ta´bla´zat. A futa´si ido˝ a´tlaga MOSEK-megoldo´val a tu´lkeresletet mutato´ ha´lo´-
zatokra (ma´sodperc)
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10. ta´bla´zat. A futa´si ido˝ a´tlaga MOSEK-megoldo´val az egyenletes keresletet
mutato´ ha´lo´zatokra (ma´sodperc)
11. ta´bla´zat. A futa´si ido˝ a´tlaga MOSEK-megoldo´val a tu´lk´ına´latot mutato´ ha´lo´-
zatokra (ma´sodperc)
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Jelen esetben pontosan ezt tapasztaltuk, teha´t a ke´t megoldo´ a kerek´ıte´si hiba´kra
ku¨lo¨nbo¨zo˝ke´ppen e´rze´keny.
A Gurobihoz hasonlo´an itt is a McCormick-a´t´ıra´st megvalo´s´ıto´ 1–3. algorit-
musvaria´nsok voltak a leglassabbak, mindha´rom produka´lt szegmenta´la´si hiba´t is
a legnagyobb feladatokon.
A 3.4. alszakasz kezdo˝e´rte´kada´sa, a 3.3. alszakasz kezdo˝e´rte´kada´sa, e´s a 3.1. al-
szakasz redunda´ns korla´tja a´tlagosan mintegy 4%, 3%, ill. 5% lassula´st eredme´nye-
zett a MOSEK-megoldo´val kombina´lva.
A referencia a´tlagosan 65%-kal gyorsabban futott, mint az 1. algoritmusva-
ria´ns, ra´ada´sul ebben az o¨sszehasonl´ıta´sban (teha´t a McCormick-a´t´ıra´ssal kombi-
na´lva) minden esetben to¨bb, mint 50%-os gyorsula´st eredme´nyezett a 3.5. alsza-
kasz elo˝megoldo´ja. Ugyanakkor a 8–11. algoritmusvaria´nsokat az elo˝megoldo´t nem
implementa´lo´ pa´rjaikkal o¨sszehasonl´ıtva a´tlagosan 67%-os lassula´st tapasztaltunk
a MOSEK esete´ben.
A futa´si ido˝k varia´cio´s koefficienseit a 12–14. ta´bla´zat tartalmazza. A MOSEK
a´ltal ige´nyelt futa´si ido˝k a´tlagos varia´cio´s koefficiense a Gurobito´l nagyobb, a´tla-
gosan 30% volt a teljes adathalmazra.
5.4. Konklu´zio´
A 15. ta´bla´zat tartalmazza egy-egy algoritmusvaria´ns a´tlagos futa´si ideje´t az
egyes teszthalmazokra. A 300 felhaszna´lo´t e´s 100, ill. 200 torrentet, tova´bba´ az 500
felhaszna´lo´t e´s 100, ill. 200 torrentet tartalmazo´ teszteseteket mello˝ztu¨k az a´tlag-
sza´mı´ta´s sora´n, hogy a szegmenta´la´si hiba miatt hia´nyzo´ adatok (ld. az 5.2. alfe-
jezet eleje) ne torz´ıtsa´k az eredme´nyt.
A cikkben ko¨zo¨lt tesztek eredme´nyei alapja´n a ko¨vetkezo˝ tanulsa´gokat vonhat-
juk le:
• A ha´lo´zat fele´p´ıte´se´to˝l rendk´ıvu¨li me´rte´kben fu¨gg a megoldo´ sebesse´ge.
Az egyenletes t´ıpusu´ ha´lo´zatokra a leggyorsabb, a tu´lk´ına´latot mutato´ ha´lo´-
zatokra pedig a leglassabb kisza´mı´tani a max-min me´lta´nyos ero˝forra´s-el-
oszta´st. A sebesse´g nagyja´bo´l ara´nyos az alkalmazott specia´lis ha´rmas gra´f
reprezenta´cio´ csu´csainak e´s e´leinek a sza´ma´val.
• A Gurobi a´ltala´ban gyorsabban oldotta meg a feladatot, e´s keve´sbe´ volt
e´rze´keny a kerek´ıte´si hiba´kra, mint a MOSEK. Ugyanakkor a Gurobi to¨bb
tesztesetre produka´lt szegmenta´la´si hiba´t.
• A Gurobi kedvezo˝bben reaga´lt a cikkben szereplo˝ modella´t´ıra´sokra.
• A 3.2. alszakaszban bemutatott McCormick-a´t´ıra´s alkalmaza´sa minden eset-
ben lass´ıtotta a megolda´st. Ez meglepo˝ e´s egyben pozit´ıv eredme´ny, amellyel
kimutattuk, hogy a tesztelt megoldo´k ko¨nnyebben boldogultak a kisebb me´-
retu˝ nemlinea´ris feladattal, mint a nagyobb me´retu˝ linea´ris va´ltozattal.
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12. ta´bla´zat. A futa´si ido˝ varia´cio´s koefficiense MOSEK-megoldo´val a tu´lkeresletet
mutato´ ha´lo´zatokra (sza´zale´k)
13. ta´bla´zat. A futa´si ido˝ varia´cio´s koefficiense MOSEK-megoldo´val az egyenletes
keresletet mutato´ ha´lo´zatokra (sza´zale´k)
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14. ta´bla´zat. A futa´si ido˝ varia´cio´s koefficiense MOSEK-megoldo´val a tu´lk´ına´latot
mutato´ ha´lo´zatokra (sza´zale´k)
15. ta´bla´zat. Egy-egy modell-va´ltozat a´tlagos futa´si ideje (ma´sodperc)
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• A mesterse´ges va´ltozo´kra vonatkozo´ kezdo˝e´rte´kada´s (3.4. alszakasz) hata´sa
az alkalmazott megoldo´to´l e´s a feladat t´ıpusa´to´l fu¨ggo˝en va´ltozott, az o¨sszes
teszt a´tlaga´ban +1,01% volt.
• A bina´ris va´ltozo´kra vonatkozo´ kezdo˝e´rte´kada´s (3.3. alszakasz) hata´sa az
alkalmazott megoldo´to´l e´s a feladat t´ıpusa´to´l fu¨ggo˝en va´ltozott, az o¨sszes
teszt a´tlaga´ban elenye´szo˝, mindo¨ssze +0,06% volt.
• A 3.1. alszakaszban le´ırt fix also´ korla´t hozza´ada´sa az alkalmazott megol-
do´to´l e´s a feladat t´ıpusa´to´l fu¨ggo˝en elte´ro˝ hata´st gyakorolt, az o¨sszes teszt
a´tlaga´ban +0,66% javula´st eredme´nyezett a megolda´s sebesse´ge´ben.
• A cikkben szereplo˝ modella´t´ıra´sok ko¨zu¨l a 3.5. alszakaszban bemutatott elo˝-
megoldo´ hata´sa a legkedvezo˝bb, az o¨sszes teszt a´tlaga´ban +9,75% javula´st
eredme´nyezett.
• Nem volt olyan algoritmusvaria´ns, amely minden teszthalmaz esete´n egye´r-
telmu˝en a legjobb lett volna, me´g azonos megoldo´ esete´ben sem.
6. O¨sszefoglala´s
Jelen cikkben egy komplex, nagyme´retu˝ linea´ris e´s vegyes-ege´sze´rte´ku˝ nemline-
a´ris optimaliza´la´si feladatokat is felvonultato´ proble´ma kapcsa´n elemeztu¨k a mate-
matikai modelleze´s sora´n felmeru¨lo˝ a´t´ıra´si leheto˝se´gek hata´sait. Kiterjedt nume-
rikus tesztele´st ve´geztu¨nk tizenke´t modellva´ltozat, huszonhe´t teszteset e´s ketto˝
professziona´lis megoldo´ minden lehetse´ges kombina´cio´ja´val.
Az elve´gzett k´ıse´rletek sza´mos e´rdekes eredme´nnyel szolga´ltak. Egyre´szt meg-
a´llap´ıthatjuk, hogy nem tala´ltunk olyan modellva´ltozatot, amely minden esetben
a leggyorsabban oldotta meg a feladatot. La´ttuk tova´bba´, hogy a tesztelt korszeru˝
megoldo´k sza´ma´ra nem jelentett proble´ma´t a bilinea´ris fel´ıra´s hate´kony megolda´sa.
Ve´gu¨l isme´t kiemelendo˝ az elo˝megoldo´ (presolve) technika´k haszna´lata´nak jelento˝s
elo˝nye.
Tova´bble´pe´ske´nt tervezzu¨k megvizsga´lni a modellek ha´lo´zati folyam alaku´ fel-
ı´ra´sa´nak hata´svizsga´lata´t, amelyre az AMPL-nyelv leheto˝se´get ad. Ezuta´n pedig
az elve´gzett k´ıse´rletek egyfajta megford´ıta´sa ko¨vetkezhet, amelyben a bemenetke´nt
megadott gra´fok szerkezete´nek me´lyebb elemze´se´vel kimutatjuk, hogy az egyes
algoritmus varia´nsoknak mely gra´fok a legkedvezo˝bbek a megolda´s hate´konysa´-
ga´nak szempontja´bo´l.
Ko¨szo¨netnyilva´n´ıta´s
Vinko´ Tama´st az MTA Bolyai-o¨szto¨nd´ıja ta´mogatta.
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COMPARATIVE ANALYSIS OF SEVERAL MODELS OF THE SAME
SAME MIXED-INTEGER NONLINEAR PROGRAMING PROBLEM
Elvira D. Antal and Tama´s Vinko´
Our study was inspired by modeling questions emerging in connection to computing max-min
fair bandwidth allocation in BitTorrent communities.
We analyze several reformulation and solution techniques, including the McMormick refor-
mulation of a MINLP, and a standard LP presolve technique, in point of running time and
reached optimum value. Our extensive numerical investigation involves twelve different models
of the same problem, twenty-seven test cases, and two professional solvers.
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SZO´RA´SELME´LET: MATEMATIKAI ALAPOK E´S NE´HA´NY AKTUA´LIS
KE´RDE´S
HORVA´TH MIKLO´S
A dolgozatban bemutatjuk az alkalmaza´sok ege´sz sora´ban fontos szerepet
ja´tszo´ szo´ra´selme´lethez tartozo´ matematikai appara´tus egy re´sze´t, a te´ma-
ko¨rrel valo´ elso˝ ismerkede´sre is alkalmas ta´rgyala´sban. A dolgozat ma´so-
dik re´sze´ben re´szletesebben megismerkedu¨nk a kvantummechanikai poten-
cia´lszo´ra´s ne´ha´ny aspektusa´val, ismertetve ne´ha´ny u´j eredme´nyt e´s nyitott
ke´rde´seket is.
1. Bevezete´s
Az internetes bo¨nge´szo˝kben a
”
scattering”kereso˝ke´rde´sre e´s va´ltozataira kapott
to¨bb millio´ tala´lat minden elo˝ismeret ne´lku¨l is mutatja, hogy a szo´ra´si feladatok a
tudoma´ny, a technika e´s a mindennapi e´let sza´mos teru¨lete´n felbukkannak. A szo´-
ra´si feladatok ko¨zo¨s saja´tsa´ga, hogy egy vizsga´lando´ ismeretlen objektumra hulla´-
mokat bocsa´tunk e´s a visszavero˝do˝ (szo´rt) hulla´mokat megfigyelju¨k. A hulla´m
lehet pe´lda´ul hanghulla´m, amely egy ko¨zegben, vagy aka´r a vizsga´lt objektum bel-
seje´ben terjed, lehet elektroma´gneses hulla´m, illetve kvantummechanikai szo´ra´si
feladatok esete´n a re´szecske-hulla´m ekvivalencia´nak megfelelo˝en lehet egy vizsga´-
lando´ anyagra ira´ny´ıtott re´szecskenyala´b is. A direkt szo´ra´si feladatban ismert
objektum esete´n k´ıva´njuk a visszavert hulla´mot meghata´rozni. Az alkalmaza´-
sok szempontja´bo´l nagy jelento˝se´gu˝ az inverz szo´ra´si feladat, amelyben a szo´rt
hulla´m megfigyele´se´bo˝l ko¨vetkeztetu¨nk az ismeretlen objektum tulajdonsa´gaira,
pl. elhelyezkede´se´re, alakja´ra, belso˝ szerkezete´re, re´szecske´kkel bomba´zott anyag
esete´n az anyag tulajdonsa´gaira. A leginka´bb he´tko¨znapi inverz szo´ra´si feladat a
la´ta´s, amely sora´n a ta´rgyakro´l a szemu¨nkbe jutott visszavert fe´ny alapja´n agyunk
mega´llap´ıtja a minket ko¨ru¨lvevo˝ ta´rgyak elhelyezkede´se´t, sz´ıne´t, ta´volsa´ga´t stb.
A legto¨bb inverz szo´ra´si feladat aze´rt nagy jelento˝se´gu˝, mert ezzel olyan informa´-
cio´kat szerezhetu¨nk, melyek ko¨zvetlenu¨l csak nehezen, vagy egya´ltala´n nem ele´rhe-
to˝k. Az elektroma´gneses hulla´mok szo´ro´da´sa´n alapul pe´lda´ul a radar technolo´gia.
Hanghulla´mok visszavero˝de´se´nek e´rze´kele´se´vel ta´je´kozo´dik rossz la´ta´si viszonyok
esete´n pe´lda´ul a deneve´r e´s a delfin, ezen az elven mu˝ko¨dik a szona´r. Ilyen tech-
nolo´gia´k nyu´jtanak seg´ıtse´get pl. a tengerfene´k felte´rke´peze´se sora´n. Az ultra-
hangos orvosi vizsga´latban belso˝ szerveink elhelyezkede´se´ro˝l nyeru¨nk informa´cio´t
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arra a te´nyre ta´maszkodva, hogy a ku¨lo¨nbo¨zo˝ szo¨vetekben ma´s sebesse´ggel terjed-
nek a rezge´sek. Hasonlo´ elven alapulnak pe´lda´ul olyan geolo´giai kutata´sok, ahol
mesterse´gesen keltett rezge´sek visszavero˝de´se´nek me´re´se´bo˝l lehet ko¨vetkeztetni a
fo¨ldfelsz´ın alatti struktu´ra´kra. A radar technolo´gia is alkalmazhato´ bizonyos fo¨ld-
felsz´ın alatti struktu´ra´k vizsga´lata´ra. A roncsola´smentes anyagvizsga´lat a rejtett
hiba´k olyan mo´don to¨rte´no˝ felder´ıte´se´t jelenti, amely nem ka´ros´ıtja a vizsga´lt
anyagot, illetve terme´ket. Az elneveze´s mo´dszerek ege´sz sokasa´ga´t fedi, melyek
ko¨zo¨tt szo´ra´selme´leti alkalmaza´sok is vannak. Az elemi re´szecske´k ko¨zti ko¨lcso¨n-
hata´sok vizsga´lata a rendk´ıvu¨l kis me´retek ko¨vetkezte´ben nem ko¨nnyu˝ feladat.
Az egyik elterjedt mo´dszer az inverz szo´ra´si elja´ra´s: re´szecskenyala´bot bocsa´tunk
a vizsga´lando´ anyagra. A belo˝tt re´szecske´k ko¨lcso¨nhata´sba le´pnek az anyagot
alkoto´ molekula´k, vagy atomok ero˝tere´vel, majd ku¨lo¨nbo¨zo˝ ira´nyokba visszavero˝d-
nek. Az egyes ira´nyokba egyse´gnyi ido˝ alatt visszavero˝do˝ re´szecske´k alkalmasan
elhelyezett detektorokkal sza´mla´lhato´k, e´s ezekbo˝l a szo´ra´si adatokbo´l a ko¨vetke-
zo˝kben bemutatott matematikai appara´tussal informa´cio´kat nyerhetu¨nk a vizsga´lt
atomok, vagy molekula´k tulajdonsa´gairo´l.
A szo´ra´si feladatok te´mako¨re´nek elme´lete e´s alkalmaza´si teru¨letei egyara´nt
olyan o´ria´si mennyise´gu˝ informa´cio´to¨meget jelentenek, melynek a´ttekinte´se´re jelen
dolgozatban me´g k´ıse´rletet sem e´rdemes tenni. Ce´lunk mindo¨ssze az, hogy ı´ze-
l´ıto˝t adjunk ennek a rendk´ıvu¨l e´rdekes e´s sokre´tu˝en hasznos´ıtott teru¨letnek az
alapjaibo´l, e´s legala´bb egy re´szteru¨leten, a kvantummechanikai potencia´lszo´ra´s
te´ma´ja´ban eljussunk aktua´lis kutata´si ke´rde´sekhez is. A tova´bbiakban a szo´ra´si
feladatoknak csak a matematikai aspektusaival foglalkozunk. A nagy terjedel-
met ige´nylo˝ matematikai precizita´s helyett az alapveto˝ gondolatok e´s konstrukcio´k
heurisztikus bemutata´sa´ra to¨rekszu¨nk; az alaposabb ta´rgyala´s ira´nt e´rdeklo˝do˝k-
nek aja´nljuk to¨bbek ko¨zo¨tt az [1, 3, 19, 4, 5, 14, 15, 16, 18, 22, 23, 26] e´s [27]
monogra´fia´kat. A szo´ra´selme´let ke´tfe´le fele´p´ıte´se ko¨zu¨l az ido˝fu¨ggetlen elme´letet
va´lasztjuk. Az ido˝fu¨ggo˝ fele´p´ıte´s ira´nt e´rdeklo˝do˝knek to¨bbek ko¨zo¨tt aja´nlhatjuk
Teschl [25] monogra´fia´ja´nak 12. fejezete´t; a ko¨nyv az alapokto´l indulva fele´p´ıti a
szo´ra´selme´lethez szu¨kse´ges matematikai ha´tteret is.
2. A szo´ra´s matematikai le´ıra´sa
Elso˝ pe´lda: akusztikus szo´ra´s egy objektumon
Vegyu¨nk egy Ω ⊂ R3 korla´tos tartoma´nyt (testet) a ha´romdimenzio´s te´rben.
Tegyu¨k fel, hogy a test egy homoge´n izotro´p ko¨zegbe van bea´gyazva, azaz a ko¨-
zegben a hanghulla´mok minden ira´nyban azonos c sebesse´ggel terjednek. A hul-
la´mterjede´st jo´ ko¨zel´ıte´ssel az
1
c2
Utt = ∆U, U = U(t, x) (1)
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x3 a Laplace-opera´tor e´s v = 1/ϱ0gradU
a hanghulla´m sebesse´gvektora, ϱ0 a ko¨zeg su˝ru˝se´ge. A ko¨zeg tulajdonsa´gai miatt
ido˝ben harmonikus megolda´st keresu¨nk, azaz
U(t, x) = ℜ(u(x)e−iωt) (2)
alaku´ megolda´st. A (2) ke´pletet (1)-be helyettes´ıtve egyszeru˝ sza´mola´s adja az
ido˝fu¨ggetlen
∆u+ k2u = 0 (3)
Helmholtz-egyenletet az Ω tartoma´ny komplementere´n, ahol k = ω/c. A tova´bbi-
akban feltesszu¨k, hogy a rezge´sek nem hatolnak az Ω test belseje´be. A test felu¨leti
tulajdonsa´gai befolya´solja´k a hanghulla´mok visszavero˝de´se´t. Teljesen puha felu¨-
letu˝ test esete´n a nyoma´s a test felu¨lete´n nulla, amit matematikailag az
u|∂Ω = 0
Dirichlet-peremfelte´tel fejez ki, nagyon keme´ny felu¨letu˝ test esete´n pedig a hang-




Neumann-peremfelte´tel ı´r le, ahol ν az Ω hata´ra´ra mero˝leges ku¨lso˝ egyse´gvektor.
Legyen d ∈ R3 egy egyse´gvektor. Az ui(x) = eikx·d olyan megolda´sa a Helmholtz-
egyenletnek, mely a d ira´nyba halado´ s´ıkhulla´mot ı´rja le. Keressu¨k a vissza-
vero˝do¨tt hulla´mot le´ıro´ us megolda´st. Tapasztalataink szerint a visszavero˝do¨tt
(v´ız-)hulla´mok a szo´ro´da´s helye´to˝l ta´volodva ko¨zel´ıto˝leg ko¨r alakban terjednek e´s






fu¨ggve´nyek is megolda´sai a (3) Helmholtz-egyenletnek. Az elso˝ esetben







a sza´mla´lo´ no¨vekvo˝ t esete´n no¨vekvo˝ r = |x| mellett lesz konstans, vagyis a szo´rt
hulla´m az ido˝ben
”
sze´tfolyik”; mı´g a ma´sodik esetben e´ppen ellenkezo˝leg, no¨vo˝
t-hez cso¨kkeno˝ |x| tartozik, mintha egy hulla´mfront az ido˝ben egyre kisebb helyre
koncentra´lo´dna. Az uto´bbi eset teha´t, jo´llehet matematikailag kifoga´stalan meg-
olda´sa a Helmholtz-egyenletnek, a valo´sa´gban nem fordul elo˝. Milyen mo´don lehet
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teha´t nagy r esete´n a deriva´lt majdnem pontosan egyenlo˝ a fu¨ggve´ny ik-szorosa´val,
mı´g e
−ikr









Sommerfeld suga´rza´si felte´tel megengedi az e
ikr
r t´ıpusu´ e´s kiza´rja az
e−ikr
r t´ıpusu´
megolda´sokat, vagyis azt biztos´ıtja, hogy a szo´rt hulla´m az ido˝ben sze´tterjedjen.
A fenti felte´telek egyu¨ttesen ma´r matematikailag is egye´rtelmu˝en meghata´roz-
za´k a te´nylegesen leja´tszo´do´ folyamatnak megfelelo˝ u fu¨ggve´nyt:
2.1. Te´tel. Legyen Ω ⊂ R3 egy sima hata´ru´ korla´tos tartoma´ny e´s α ∈ R3
egy egyse´gvektor. Akkor a ∆u + k2u = 0, x ∈ R3 \ Ω Helmholtz-egyenletnek az




az α ira´nybo´l e´rkezo˝ s´ıkhulla´m, e´s az us szo´rt hulla´mra teljesu¨l a (4) Sommerfeld









, r = |x| → ∞, xˆ = x/r. (5)
A bizony´ıta´ssal e´s a felte´telek pontosabb megfogalmaza´sa´val itt nem foglalkozunk,
ezek megtala´lhato´k to¨bbek ko¨zo¨tt a Colton-Kress [4] monogra´fia 3.2. alfejezete´ben,
illetve Ramm [22] 4.2. alfejezete´ben.
Az (5) egyenlet azt fejezi ki, hogy nagy ta´volsa´gban a visszavert hulla´m ko¨ze-
l´ıto˝leg go¨mb alaku´, de az xˆ ira´nyokto´l fu¨ggo˝ amplitu´do´val. Eze´rt az itt szereplo˝
A(xˆ, α, k) komplex sza´mot szo´ra´si amplitu´do´nak nevezzu¨k. Mivel a szo´ra´samp-
litu´do´ a visszavert hulla´m me´re´se´vel meghata´rozhato´, ez a fu¨ggve´ny lett a szo´-
ra´selme´let ko¨zponti fogalma. Az inverz szo´ra´si feladat ebben a kontextusban azt
jelenti, hogy a szo´ra´samplitu´do´ ismerete´ben hata´rozzuk meg az Ω test helyzete´t e´s
alakja´t. Ismert, hogy az Ω test biztosan rekonstrua´lhato´ ve´gtelen sok ku¨lo¨nbo¨zo˝
α beese´si szo¨gho¨z tartozo´ szo´ra´samplitu´do´bo´l, de ve´ges sok, aka´r egyetlen beese´si
szo¨gho¨z tartozo´ szo´ra´samplitu´do´ alapja´n is lehet rekonstrua´lhato´, ha ko¨zel´ıto˝leg
ismerju¨k azt a tartoma´nyt, amelyen belu¨l Ω-nak lennie kell, la´sd Colton-Kress [4],
5.1. alfejezet e´s Ramm [22] 4.2. alfejezet.
Ma´sodik pe´lda: akusztikus szo´ra´s inhomoge´n ko¨zegben
Ebben a feladatban a hanghulla´mok az ege´sz te´rben terjednek. A homoge´n
befogado´ ko¨zegben a hangsebesse´g c0, mı´g a te´r egy korla´tos re´sze´ben a ko¨zeg
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fu¨ggve´nyt refrakcio´s indexnek nevezzu¨k. A hulla´megyenletbo˝l inhomoge´n ko¨zeg
esete´n a
∆u+ k2n(x)u = 0, x ∈ R3
egyenlet ado´dik. Az elo˝zo˝ pe´lda minta´ja´ra a felte´telek re´szleteze´se e´s bizony´ıta´s
ne´lku¨l megeml´ıtju¨k a ko¨vetkezo˝ eredme´nyt:
2.2. Te´tel. Legyen α ∈ R3 egy egyse´gvektor, e´s tegyu¨k fel, hogy az n(x) > 0
refrakcio´s indexre n(x)=1 egy korla´tos halmazon k´ıvu¨l. Akkor a ∆u+ k2n(x)u=0
x ∈ R3 egyenletnek le´tezik pontosan egy u = ui + us alaku´ megolda´sa, ahol
ui(x) = e
ikα·x
az α ira´nybo´l e´rkezo˝ s´ıkhulla´m, e´s az us szo´rt hulla´mra teljesu¨l a (4) Sommerfeld









, r = |x| → ∞, xˆ = x/r.
Az inverz feladat most a szo´ra´samplitu´do´bo´l az n(x) refrakcio´s index meghata´-
roza´sa. Ilyen mo´don felta´rhato´ a hanghulla´mok a´ltal a´tja´rt tartoma´ny belso˝ szer-
kezete, a hangot egyforma´n vezeto˝ re´sztartoma´nyok alakja. Az ezzel kapcsolatos
klasszikus eredme´nyekro˝l jo´ o¨sszefoglalo´ tala´lhato´ Colton-Kress [4] 1.2. alfejezete´-
ben.
Harmadik pe´lda: potencia´lszo´ra´s a kvantummechanika´ban
Ahogy kora´bban is eml´ıtettu¨k, itt arra a jelense´gre illesztu¨nk matematikai
modellt, amikor egy α ira´nybo´l k2 energia´ju´ elemi re´szecske´kkel valamilyen anyagot
bomba´zunk, sza´moljuk a ku¨lo¨nbo¨zo˝ ira´nyokba visszavero˝do˝ re´szecske´ket, e´s ezek-
bo˝l az adatokbo´l vonunk le ko¨vetkeztete´seket az anyag tulajdonsa´gaira. A jelen-
se´get le´ıro´ u(x) hulla´mfu¨ggve´ny eleget tesz a
−∆u+ V (x)u = k2u, x ∈ R3 (6)
Schro¨dinger-egyenletnek. Itt V (x) a vizsga´lt anyag atomjainak, vagy molekula´i-
nak ero˝tere´bo˝l sza´molt potencia´lis energia, ro¨videbben potencia´l. Mivel a kvan-
tummechanikai ero˝k nagyon kis hato´sugaru´ak, az alkalmaza´sok szempontja´bo´l
fontos esetekben a´ltala´ban felteheto˝, hogy a potencia´l gyorsan tart nulla´hoz, ha
r = |x| → ∞. A kora´bban ta´rgyalt esetekkel analo´g a´ll´ıta´s itt is igaz:
2.3. Te´tel. Legyen α ∈ R3 egy egyse´gvektor, e´s tegyu¨k fel, hogy a V (x)
potencia´l gyorsan lecseng |x| → ∞ esete´n. Akkor a −∆u+ V (x)u = k2u, x ∈ R3
egyenletnek le´tezik pontosan egy u = ui + us alaku´ megolda´sa, ahol
ui(x) = e
ikα·x,
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, r = |x| → ∞, xˆ = x/r.
Megjegyezzu¨k, hogy most az A(xˆ, α, k) szo´ra´samplitu´do´ helyett csak a σ = |A|2
hata´skeresztmetszet me´rheto˝ ko¨zvetlenu¨l, ugyanis a ∆xˆ te´rszo¨gbe egyse´gnyi ido˝
alatt visszavero˝do¨tt re´szecske´k sza´ma ∆xˆ|A|2-tel ara´nyos. Ismert ugyanakkor,
hogy |A| ismerete´ben az A szo´ra´samplitu´do´ meghata´rozhato´, ld. Chadan-Sabatier
[3] X. fejezete´ben. Eze´rt a tova´bbiakban A-t ismertnek te´telezzu¨k fel, az inverz
feladat pedig A ismerete´ben a V (x) potencia´l meghata´roza´sa. Ezzel a te´mako¨rrel
bo˝vebben foglalkozunk a ko¨vetkezo˝ re´szben egy szimmetriafelteve´s mellett.
3. Potencia´lszo´ra´s go¨mbszimmetrikus potencia´l esete´n
A tova´bbiakban ku¨lo¨n eml´ıte´s ne´lku¨l mindig feltesszu¨k, hogy a vizsga´lt anyag
re´szecske´inek ero˝tere go¨mbszimmetrikus, e´s emiatt a V (x) potencia´lfu¨ggve´ny is
csak |x|-to˝l fu¨gg:
V (x) = q(r), r = |x|.
A szimmetria kiakna´za´sa´ra e´rdemes a´tte´rni az
x = (r sin θ cosϕ, r sin θ sinϕ, r cos θ)
go¨mbi koordina´ta´kra.
A radia´lis Schro¨dinger-opera´tor e´s a fa´zistola´sok
Egy Y (θ, ϕ) fu¨ggve´nyt n-edrendu˝ go¨mbi harmonikus fu¨ggve´nynek nevezu¨nk,
ha az f(x) = rnY (θ, ϕ) fu¨ggve´ny harmonikus, azaz ∆f = 0. Ismert, hogy az
n-edrendu˝ go¨mbi harmonikusok 2n + 1-dimenzio´s teret alkotnak, e´s az alkalma-
san va´lasztott Y mn , m = −n, . . . , n go¨mbi harmonikusok az o¨sszes n ≥ 0 index-
re egyu¨ttesen ortonorma´lt ba´zist alkotnak az egyse´ggo¨mb felu¨lete´n ne´gyzetesen
integra´lhato´ fu¨ggve´nyek tere´ben, L2(S)-ben. A va´ltozo´k sze´tva´laszta´sa´nak elve´t




Y mn (θ, ϕ), r = |x|









2ψn(r), r ≥ 0
Alkalmazott Matematikai Lapok (2017)
SZO´RA´SELME´LET: MATEMATIKAI ALAPOK E´S NE´HA´NY AKTUA´LIS KE´RDE´S 103
radia´lis Schro¨dinger-egyenlet ado´dik. Ez egy ma´sodrendu˝ linea´ris ko¨zo¨nse´ges diffe-
rencia´legyenlet, eze´rt a megolda´sai ke´tdimenzio´s vektorteret alkotnak. Vizsga´ljuk
meg heurisztikusan a megolda´sok viselkede´se´t r → 0+ e´s r → ∞ esete´n. Az elso˝




r2 ψn(r) egyenlet ado´dik,
melynek megolda´sai rn+1 e´s r−n linea´ris kombina´cio´i. Ebben csak az elso˝ megolda´s
szerepelhet, ma´sku¨lo¨nben a kapott u(x) megolda´s szingula´ris lenne az origo´ban.
Az r →∞ esetben a potencia´l lecsenge´se miatt ko¨zel´ıto˝leg a −ψ′′n = k2ψn egyen-
letet kapjuk, eze´rt ψn aszimptotikusan sin kr e´s cos kr linea´ris kombina´cio´ja lesz.
A parame´terek alkalmas va´laszta´sa´val teha´t felteheto˝, hogy
ψn(r) =
cnrn+1(1 + o(1)), r → 0+,sin(kr − npi/2 + δn) + o(1), r →∞. (7)
A szinuszfu¨ggve´ny fa´zisa´t aze´rt ce´lszeru˝ az itt megadott mo´don bea´ll´ıtani, mert ı´gy
a q = 0 potencia´lhoz a δn = 0 e´rte´kek tartoznak (e´s ψn(r) =
√
pikr/2Jn+1/2(kr) =
= krjn(kr), ahol Jn+1/2 a Bessel-fu¨ggve´nyt, jn pedig a szfe´rikus Bessel-fu¨ggve´nyt
jelo¨li). Eze´rt a potencia´l jelenle´te´nek aszimptotikusan az egyetlen ko¨vetkezme´nye,
hogy a szinuszfu¨ggve´ny fa´zisa eltolo´dik egy δn-nel jelo¨lt konstanssal, amelyet az
n-edik fa´zistola´snak nevezu¨nk. A fa´zistola´sok sorozata is ko¨zponti jelento˝se´gu˝ a
potencia´lszo´ra´s elme´lete´ben. A (7) formula a δn sza´mokat csak modulo pi definia´lja,
de a defin´ıcio´ egye´rtelmu˝ve´ teheto˝, ha feltesszu¨k, hogy a nulla potencia´lhoz nulla
fa´zistola´sok tartoznak, e´s hogy a fa´zistola´sok a q potencia´l folytonos fu¨ggve´nyei.
A szo´ra´samplitu´do´ fel´ıra´sa a fa´zistola´sokkal






ke´plettel definia´ljuk. Bebizony´ıthato´, hogy a va´ltozo´k sze´tva´laszta´sa´nak ime´nt










Pn(xˆ · α), (8)




in(2n+ 1)jn(kr)Pn(xˆ · α). (9)
Ezek bizony´ıta´sa megtala´lhato´ pe´lda´ul Newton [18] monogra´fia´ja´nak 11.1.1. alfe-
jezete´ben, itt nem re´szletezzu¨k. Ezen ke´pletek felhaszna´la´sa´val ma´r egyszeru˝en
nyerhetu¨nk egy fontos kapcsolatot a δn-ek e´s a szo´ra´samplitu´do´ ko¨zo¨tt:
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3.1. Te´tel. A szo´ra´samplitu´do´ fel´ıra´sa a fa´zistola´sokkal:





(2n+ 1)eiδn sin δnPn(xˆ · α). (10)
Bizony´ıta´s. Vezessu¨k be a ≈ jelo¨le´st az r →∞-ben vett aszimptotikus egyen-
lo˝se´gre. A (8) e´s a (9) formula´k kivona´sa uta´n (7) behelyettes´ıte´se´vel azt kapjuk,
hogy












eiδn sin(kr − npi/2 + δn)− sin(kr − npi/2)
kr
(2n+ 1)Pn(xˆ · α).
A sza´mla´lo´t a ko¨nnyen elleno˝rizheto˝
eiδn cos δn − 1 = ieiδn sin δn
trigonometrikus azonossa´g felhaszna´la´sa´val egyszeru˝bb alakra hozhatjuk:
eiδn sin(kr − npi/2 + δn)− sin(kr − npi/2)
= sin(kr − npi/2)(eiδn cos δn − 1) + cos(kr − npi/2)eiδn sin δn







eiδn sin δn(2n+ 1)Pn(xˆ · α),
ami bizony´ıtja a (10) formula´t. ⊓⊔
A bizony´ıtott ke´plet mutatja, hogy az xˆ ira´nyban valo´ szo´ro´da´s amplitu´do´ja
csak az xˆ e´s a beeso˝ re´szecskenyala´b α ira´nya ko¨zt beza´rt szo¨gto˝l fu¨gg; ez egye´bke´nt
a potencia´l go¨mbszimmetria´ja´bo´l is ko¨vetkezik. Mivel a Legendre-polinomok or-
togona´lis ba´zist alkotnak a [−1, 1] szakaszon ne´gyzetesen integra´lhato´ fu¨ggve´nyek
ko¨re´ben, a (10) formula´ra u´gy is tekinthetu¨nk, mint a szo´ra´samplitu´do´ ortogona´lis
sorfejte´se´re a Legendre-polinomok szerint. Eze´rt a modulo pi vett δn sorozat e´s a
szo´ra´samplitu´do´ ko¨lcso¨no¨sen meghata´rozza´k egyma´st, ı´gy az inverz szo´ra´si feladat
a´tfogalmazhato´ u´gy is, hogy a modulo pi megadott fa´zistola´s-sorozatbo´l hata´rozzuk
meg a q(r) pontencia´lt.
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Unicita´si e´s stabilita´si ke´rde´sek
A fa´zistola´sok biztosan meghata´rozza´k a potencia´lt, ha a potencia´l nagyon
gyorsan lecseng a ve´gtelenben, vagy aka´r azonosan nulla nagy ta´volsa´gban. Kom-
pakt tarto´ju´ potencia´lokra unicita´st Loeffel [17] igazolt. Ugyanakkor r−3/2-rendu˝
lecsenge´s esete´n ma´r nincs unicita´s, lehet konstrua´lni olyan transzparens potenci-
a´lokat, melyekre az o¨sszes fa´zistola´s nulla, la´sd Newton [18], 20.4. alfejezet.








=∞⇒ {δn : n ∈ L} meghata´rozza q-t.
Vagyis aka´r az o¨sszes fa´zistola´st eldobhatjuk egy nulla su˝ru˝se´gu˝ indexsorozatot
lesza´mı´tva; ha a meghagyott indexek reciproko¨sszege ve´gtelen, a meghagyott fa´zis-
tola´sok is csak egy potencia´lhoz tartozhatnak. A [8] dolgozatban megmutattam,
hogy az a´ll´ıta´s a bo˝vebb L1 te´rben is igaz e´s egy ”
kicsit” nagyobb te´rben a felte´tel
szu¨kse´ges lesz, azaz a felte´tel megse´rte´se´vel az unicita´s elveszik:
3.3. Te´tel. Horva´th [8] Az elo˝zo˝ te´tel a´ll´ıta´sa q(r) = 0, r > a-ra, e´s
rq(r) ∈ L1(0, a) felteve´s mellett is e´rve´nyes. Ma´sre´szt legyen 0 < σ < 2 esete´n






akkor ba´rmely q ∈ Bσ-hoz van egy ku¨lo¨nbo¨zo˝ q∗ ∈ Bσ, amelyre
δn(q) = δn(q
∗), ∀n ∈ L.
A bizony´ıta´s alapgondolata a ψn(r) =
√
ryn(log(a/r)) va´ltozo´transzforma´-
cio´, amely az inverz szo´ra´si feladatot inverz saja´te´rte´k-feladatba viszi a´t, ezzel
a saja´te´rte´k-feladatokra kidolgozott appara´tus ele´rheto˝ve´ va´lik inverz szo´ra´si fel-
adatok megolda´sa´ra.
Konkre´t inverzio´s elja´ra´sokkal kapcsolatban megeml´ıtheto˝ az Apagyi, Horva´th
[2] cikk, ahol a nevezetes Gelfand–Levitan–Marchenko-integra´legyenlet magfu¨gg-
ve´nye´t egy momentumfeladat megolda´sake´nt ko¨zel´ıtettu¨k e´s az Apagyi, Horva´th,
Pa´lmai [13] dolgozat, ahol a Cox-Thompson inverzio´s mo´dszer egy va´ltozata´t vizs-
ga´ltuk.
Az inverz szo´ra´si feladatok unicita´s esete´n is csak gyenge´n stabilak. Egy tipikus
eredme´ny, hogy ha a bemeno˝ adatok hiba´ja |δn(q) − δn(q∗)| < ε, akkor a q − q∗
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elte´re´s valamilyen norma´ban egy log ε-t tartalmazo´ kifejeze´ssel becsu¨lheto˝. Ez azt
jelenti, hogy hia´ba javul radika´lisan a bemeno˝ adatok pontossa´ga, a megtala´lt
potencia´l hibakorla´tja alig va´ltozik. Egy ilyen eredme´ny e´s az elo˝zme´nyekro˝l egy
a´ttekinte´s olvashato´ a [11] dolgozatban:
3.4. Te´tel. (Horva´th and Kiss [11]) Legyen D > 0 e´s tegyu¨k fel, hogy
r|q(r)| ≤ D, ∫ a
0




| sin(δn(q∗)− δn(q))| < ε, ∀n ≤ N,
akkor











Itt teha´t ne´mileg realisztikusabban nem az o¨sszes fa´zistola´sro´l, hanem csak az
elso˝ ne´ha´nyro´l tesszu¨k fel, hogy ismerju¨k kis hiba´val. A kapott hibabecsle´s ele´g
szege´nyes. A bemeno˝ adatok hiba´ja´na´l szereplo˝ szorzo´te´nyezo˝ la´tta´n felte´telezheto˝,
hogy a fa´zistola´sok nagyon gyorsan tartanak nulla´hoz. Ilyen ke´rde´seket ta´rgyalunk
a ko¨vetkezo˝ re´szben.
A fa´zistola´sok sorozata´nak matematikai tulajdonsa´gai
Nagyon e´rdekes lenne egy egyszeru˝ belso˝ jellemze´s a δn sorozatokra, azaz meg-
mondani, melyek azok a sorozatok, amelyek elo˝a´llnak egy potencia´l fa´zistola´sa-
ike´nt. Etto˝l felteheto˝en me´g messze vagyunk (Loeffel [17] cikke´ben a kompakt
tarto´ju´ potencia´lok fa´zistola´saira adott egy komplika´lt le´ıra´st), de a sorozat tag-
jainak eloszla´sa´ra ne´zve vannak eredme´nyek, ezek ko¨zu¨l ta´rgyalunk ne´ha´nyat.
Az egyszeru˝se´g kedve´e´rt legyen k = 1. Kompakt tarto´ju´ potencia´lra a fa´zisto-
la´sok gyors cso¨kkene´se´t mondja ki a ko¨vetkezo˝
3.5. Te´tel. (Ramm [21]) Ha rq(r) ∈ L2(0, a), q = 0, ha r > a, e´s q konstans







Az a´ll´ıta´s ko¨vetkezo˝ kiterjeszte´se azt mondja, hogy ha a fa´zistola´sok elte´re´se
elegendo˝en kicsi, akkor a ke´t potencia´l megegyezik nagy r-ekre:
3.6. Te´tel. (Horva´th [10]) Legyen rq(r), rq∗(r) ∈ L1(0,∞).
a) Ha q = q∗ m.m. (a,∞)-en, akkor minden ele´g nagy n indexre
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b) Megford´ıtva, ha q e´s q∗ kompakt tarto´ju´, rq(r), rq∗(r) ∈ L1(0,∞), e´s





teljesu¨l minden a1 > a-ra, akkor q = q
∗ m.m. (a,∞)-en.




(2n+ 1)eiδn sin δnPn(t)
a szo´ra´si amplitu´do´ ro¨videbb jelo¨le´se.
3.7. Te´tel. (Horva´th [10]) Legyen rq(r), rq∗(r) ∈ L1(0,∞), e´s 0 < a <∞.
a) Ha q = q∗ m.m. (a,∞)-en, akkor F (t) − F ∗(t) a t komplex va´ltozo´ban ege´sz
fu¨ggve´ny, e´s
|F (t)− F ∗(t)| ≤ c(1 + |t|) exp(a
√
2|t|).
b) Ford´ıtva, ha q e´s q∗ kompakt tarto´ju´, F (t)− F ∗(t) ege´sz fu¨ggve´ny, e´s






teljesu¨l minden a1 > a esete´n, akkor q = q
∗ m.m. (a,∞)-en.
A fa´zistola´sok eloszla´sa´t illeto˝en eml´ıtu¨nk ve´gu¨l ne´ha´ny eredme´nyt. Re´go´ta
ismert, hogy
δn+1 − δn < pi/2





varia´cio´s formula ([6, 9]). Eszerint q no¨vele´se´vel a fa´zistola´sok cso¨kkennek, q
cso¨kkene´se´vel pedig no˝nek. Ennek felhaszna´la´sa´val igazolhato´k a ko¨vetkezo˝ pontos
also´ e´s felso˝ becsle´sek:
3.8. Te´tel. (Horva´th [9]) Legyen rq(r) ∈ L1(0, a), q = 0 m.m. (a,∞)-en.
Akkor
−a <δ0 <∞,
−a+ arctan a <δ1 <∞,
pi
2










− kpi < δn <∞,
ahol Yn+1/2 ma´sodfaju´ Bessel-fu¨ggve´ny, e´s k az Yn+1/2 gyo¨keinek sza´ma (0, a)-n.
A becsle´sek nem jav´ıthato´k.
Ha tova´bbi informa´cio´ink vannak a potencia´lro´l, akkor jobb becsle´sek is igazak:
3.9. Te´tel. (Horva´th [7]) Az elo˝zo˝ te´tel felte´telein tu´l tegyu¨k fel, hogy
q(r) ≤ 1 m.m. (0, a)-n. Akkor
∫ a
0
r(1− q(r)) dr < 1⇒ arctan a− a ≤ δ0 < pi − a,∫ a
0
r(1− q(r)) dr < 3⇒ pi
2
− a+ arctan a
2 − 3
3a
≤ δ1 < pi − a+ arctan a.




r|1− q(r)| dr < 1 esete´n a
2
1− a cot(δ1 + a) > 1 + a cot(δ0 + a).
Ha me´g q ≤ 1 is igaz m.m., akkor
a2
1− a cot(δ1 + a) ≥ 2 + a cot(δ0 + a),
e´s egyenlo˝se´g pontosan akkor a´ll fenn, ha q = 1 m.m. (0, a)-n.
A δ0 e´s δ1 ko¨zti ara´nyossa´g becsle´se´t jelenleg is vizsga´ljuk:
3.11. Te´tel. (Horva´th and Sa´fa´r [12]) Legyen 0 < b < a < pi/2, suppq ⊂
[b, a], q ≥ 0 m.m., rq(r) ∈ L1(b, a). Akkor
(1/a− cot a)2
(1/b− cot b)4 δ0 ≤ δ1.
E´rdekes lenne a´ltala´ban vizsga´lni a ke´t vagy to¨bb fa´zistola´s ko¨zo¨tti linea´ris
egyenlo˝tlense´geket (pe´lda´ul δn e´s δk ara´nya´t). A fa´zistola´s-sorozat sok ma´s mate-
matikai tulajdonsa´ga is me´g felfedeze´sre va´r.
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SCATTERING THEORY:
BASIC MATHEMATICAL IDEAS AND SOME RECENT PROBLEMS
Miklo´s Horva´th
In this paper we present some basic mathematical ideas of scattering theory; emphasis is on
the light presentation rather than on mathematical rigor. The quantum scattering with fixed
energy and spherically symmetrical potential is discussed in more detail. Some recent results
and open problems are also formulated.
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Az Alkalmazott Matematikai Lapok csak magyar nyelvu˝ dolgozatokat ko¨zo¨l. A ko¨zle´sre
sza´nt dolgozatokat e-mailen az aml@math.elte.hu c´ımre ke´rju¨k elku¨ldeni az a´bra´kat tartalmazo´
fa´jlokkal egyu¨tt. Elo˝nyben re´szesu¨lnek a LATEX-ben elke´sz´ıtett dolgozatok.
A ke´ziratok szerkezeti fele´p´ıte´se´nek a ko¨vetkezo˝ ko¨vetelme´nyeket kell kiele´g´ıteni:
Fejle´c: A fejle´cnek tartalmaznia kell a dolgozat c´ıme´t e´s a szerzo˝ teljes neve´t.
Kivonat: A fejle´c uta´n egy, ke´pletet nem tartalmazo´, legfeljebb 200 szo´bo´l a´llo´ kivonatot kell
minden esetben megadni.
Fejezetek: A dolgozatot c´ımmel ella´tott szakaszokra kell bontani, e´s az egyes szakaszokat
arab sorsza´moza´ssal kell ella´tni. Az esetleges bevezete´snek mindig az elso˝ szakaszt kell
megnevezni.
A dolgozatban elo˝fordulo´ ke´pleteket a dolgozat szakaszokra bonta´sa´to´l fu¨ggetlen, foly-
tato´lagos arab sorsza´moza´ssal kell azonos´ıtani. Terme´szetesen nem szu¨kse´ges minden
ke´pletet sza´moza´ssal ella´tni, csak azokat, amelyekre a szerzo˝ a dolgozatban hivatkozni
k´ıva´n.
Mind az a´bra´kat, mind a la´bjegyzeteket szinte´n folytato´lagos arab sorsza´moza´ssal kell
ella´tni. Az a´bra´k elhelyeze´se´t a dolgozat megfelelo˝ helye´n a´braazonos´ıto´ sorsza´mokkal
kell megadni. A la´bjegyzetekre a dolgozaton belu¨l az azonos´ıto´ sorsza´m felso˝ indexke´nti
haszna´lata´val lehet hivatkozni.
Az esetleges defin´ıcio´kat e´s te´teleket (sege´dte´teleket e´s lemma´kat) szakaszonke´nt u´jrakezdo˝do˝,
ponttal elva´lasztott, ketto˝s sza´moza´ssal kell ella´tni. Ke´rju¨k a szerzo˝ket, hogy ezeket,
valamint a te´telek bizony´ıta´sa´t a szo¨vegben kello˝ mo´don emelje´k ki.
Irodalomjegyze´k: A dolgozatok szo¨vege´ben az irodalmi hivatkoza´s sza´mait szo¨gletes za´ro´jel-
ben kell megadni, mint pe´lda´ul [2] vagy [1, 7–13].
Az irodalmi hivatkoza´sok forma´ja a ko¨vetkezo˝: Minden hivatkoza´st fel kell sorolni a dol-
gozat ve´ge´n tala´lhato´ irodalomjegyze´kben, a szerzo˝k, illetve a ta´rsszerzo˝k esete´n az elso˝
szerzo˝ neve szerint alfabetikus sorrendben u´gy, hogy a cirill betu˝s szerzo˝k neve´t a Mathe-
matical Reviews a´t´ıra´si szaba´lyai szerint latin betu˝sre kell a´t´ırni. A folyo´iratban megjelent
cikkekre [1], a ko¨nyvekre [2] a ko¨vetkezo˝ minta szerint kell hivatkozni:
[1] Farkas, J.: U¨ber die Theorie der einfachen Ungleichungen, Journal fu¨r die reine und
angewandte Mathematik 124, (1902) 1–27.
[2] Zoutendijk, G.: Methods of Feasible Directions, Elsevier Publishing Company, Ams-
terdam and New York (1960), 120 o.
Szerzo˝ adatai: Az irodalomjegyze´k uta´n, a ke´zirat befejeze´seke´ppen fel kell tu¨ntetni a szerzo˝
teljes neve´t e´s a munkahelye (esetleg laka´sa) pontos c´ıme´t, illetve e-mail c´ıme´t.
Idegen nyelvu˝ kivonat: Minden dolgozathoz csatolni kell egy angol nyelvu˝ o¨sszefoglalo´t.
A szerzo˝k a dolgozatukro´l 20 darab ingyenes ku¨lo¨nlenyomatot kapnak. A dolgozatok uta´n
szerzo˝i d´ıjat az Alkalmazott Matematikai Lapok nem fizet.
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