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A great deal of significant progress has been seen in the study of information spreading
on populations of networked individuals. A common point in many of past studies is that
there is only one transition in the phase diagram of the final accepted size versus the trans-
mission probability. However, whether other factors alter this phenomenology is still under
debate, especially for the case of information spreading through many channels and plat-
forms. In the present study, we adopt a two-layered network to represent the interactions
of multiple channels and propose a SAR (Susceptible-Accepted-Recovered) information
spreading model. Interestingly, our model shows a novel double transition including a
continuous transition and a following discontinuous transition in the phase diagram, which
originates from two outbreaks between the two layers of the network. Further, we reveal
that the key factors are a weak coupling condition between the two layers, a large adop-
tion threshold and the difference of the degree distributions between the two layers. Then,
an edge-based compartmental theory is developed which fully explains all numerical re-
sults. Our findings may be of significance for understanding the secondary outbreaks of
the information in real life.
a)Electronic mail: gu changgui@163.com
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In our life, with the fast development of the modern communication tools, people usually
receive the information from multiple channels, such as face-to-face interactions, telephone,
live chat, Facebook, Twitter and so on. Consequently, some new forms of information spread-
ing have emerged from one geographical region to another. Thus, how to understand these
new communication styles affecting the information spreading is a new challenging prob-
lem in network science. We here adopt a two-layered network to represent the interac-
tions of multiple channels and propose a SAR (Susceptible-Accepted-Recovered) informa-
tion spreading model. Our numerical simulations reveal that, contrary to previous work,
there is a double transition, including a continuous transition and a following discontinuous
transition in the final accepted size with respect to a transmission probability. Further, we
demonstrate that the phenomenon of the double transition originates from two outbreaks in
the two networks, which depends on a weak coupling condition between the two networks,
the difference of the degree distributions between them, and a large adoption threshold in
turn. Moreover, an edge-based compartmental theory is developed which perfectly agree
with the numerical simulations. These findings may enrich our understanding of informa-
tion spreading dynamics, especially in the aspect of information secondary outbreaks.
I. INTRODUCTION
The spreading process is currently one of the hottest topics in the field of complex networks,
such as the spreading of epidemic, opinion, rumor, new technologies and behaviors and so
on. So far, a great deal of significant progresses have been achieved including the infinitesi-
mal threshold1–6, reaction-diffusion model7–10, temporal and/or multilayer networks11–24 etc (see
the review Refs.25–28 for details). These models significantly increase our understanding on epi-
demic/information spreading and are very useful for public health authorities and relevant govern-
ment departments to control the epidemic/information spreading.
A common point in all these contributions is that there is only one transition in the spreading
process where the spreading range will be approximately zero when the transmission probability β
is less than a critical value βc and become nonzero when β ≥ βc. Larger than the critical point βc,
the spreading range will be gradually increased with the further increase of β. On the other hand,
in recent years, a novel double transition was observed on epidemic spreading process in some
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particular conditions, such as the network with a very heterogeneous and clustered structure29,30,
epidemic spreading with an asymmetric interaction31 and contagion processes with heterogeneous
adoptability32 etc. The so-called double transition indicates that there are two critical values β1c
and β2c in the spreading process. The first transition is between healthy and endemic phases, and
the second transition is between two endemic phases with very different internal organizations.
For example, Ref31 shows that with β < β1c , all outbreaks are microscopic and quickly die out;
with β1c < β < β
2
c , they observed a macroscopic epidemic within the network of homosexual
contacts between males, with microscopic spillover into the rest of the population via bisexual
males. While β > β2c , they found a more classic epidemic scenario in the sense that it is of
macroscopic scale in most of the population.
Although some significant mechanisms of double transition have been uncovered in the pre-
vious studies, many gaps in our knowledge remain in spreading dynamics. For example, this
unique double transition was observed only on epidemic spreading dynamics in some particular
situations. However, the study of double transition on information spreading process is neglected,
especially in the aspect of identifying the critical factors driving this phenomenon. As we know,
the information spreading carries its special features, which is different with epidemic spreading,
such as memory effects (i.e., previous contacts could impact the information spreading in current
time33–35) and non-redundant contacts (people usually do not transfer an information item more
than once to the same guy36,37). In addition, information spreading is affected by multiple chan-
nels from different types of contacts in different regions38–40. For instance, when choosing which
products to buy, ideas to accept, and behaviors to adopt, people are not only influenced by friends,
colleagues and family in the same region through face-to-face interactions, but also affected by
distant relatives and friends in another region through the telephone or Internet communication.
In this sense, it is very necessary to investigate the double transition in the information spreading
dynamics with the effects of multiple channels and memory of non-redundant information.
The effects of multiple channels on the spreading process have been widely investigated based
on a powerful analytical framework: multilayer or multiplex networks11–22, where the intra-links
and inter-links represent the multiple social relations (channels) among individuals. So far, the
majority of researches about multilayer networks are mainly focused on how the one-to-one inter-
connections influence the dynamic processes taking place on them41–48. However, to the best of
our knowledge, few researchers pay attention to the information spreading with one-to-many inter-
connections, especially in the aspect of mathematical theory analysis. On the other hand, despite
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many studies have revealed that the interaction strength between different networks, degree-degree
correlation, degree distribution and mean degree in each network play a critical role in the relevant
dynamic processes41–48, how the properties of the multilayer network structures affect the double
transition of information spreading is still under debate in network science.
To fill these gaps, in this work, we propose a SAR (Susceptible-Accepted-Recovered) informa-
tion spreading model on multilayer networks, where we emphasize the effects of multiple chan-
nels, memory and non-redundant contacts. Our numerical simulations reveal that, contrary to
previous work, there is a double transition including a continuous transition and a following dis-
continuous transition in the final accepted size with respect to a transmission probability. Further,
we demonstrate that the phenomenon of the double transition originates from two outbreaks be-
tween the two networks, which depends on a weak coupling condition between the two networks,
the difference of the degree distributions between them, and a large adoption threshold in turn. To
better understand the findings, an edge-based compartmental theory is developed which perfectly
agree with the numerical simulations.
The rest of this paper is organized as follows. In Sec. II, a Susceptible-Accepted-Recovered
(SAR) model on a two-layered network was proposed to describe the multiple channels informa-
tion spreading. In Sec. III, an edge-based compartmental compartmental theory is given in detail.
In Sec. V, simulation results are presented. Finally, in Sec. VI, the conclusions and discussions
are presented.
II. THE SUSCEPTIBLE-ACCEPTED-RECOVERED MODEL ON A TWO-LAYERED
NETWORK
To understand the effects of multiple channels in the information spreading process, we here
introduce a two-layered network with coupling between its two layers, i.e. the layer A and B in
Fig. 1. We let the two layers have the same size Na = Nb = N and their degree distributions
PA(k) and PB(k) be different. We may imagine the layer A as a human communication network
for one geographic region or community and the layer B for a separated region. There are two
kinds of links for each node in the two-layered networks, i.e. intra-links within layer A or B and
the inter-links between layer A and B. Each node could receive information not only through
friends, colleagues and family with intra-links in the same region, but also from distant relatives
and friends with inter-links in another region by the telephone and Internet. In details, we firstly
4
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FIG. 1. (Color online). Sketch of the Susceptible-Accepted-Recovered (SAR) model on a two-layered
network. “Black”, “green” and “red” lines represent the links of the layer A, B and the inter-layer AB,
respectively. βa, βb and βab denote the transmission probability of layers A, B and AB. At time t, the
susceptible node i in layer A may receive a piece of information from an accepted node in layer A and
B with probability βa and βab, respectively. Once the node i receives the information successfully from
one accepted neighbor, the cumulative number m of received information for node i will increase 1 and
the accepted neighbor will not transmit the same information to the node i any more. Assuming that the
susceptible node i has received the information m times from the time step 0 to t, the node i will become
accepted state ifm ≥ TA.
generate two separated networks A and B with the same size N and different degree distributions
PA(ka) and PB(kb), respectively. Then, we add links randomly between A and B until the steps
we planned. The average node degrees of layerA, B and inter-layerAB is presented by 〈ka〉, 〈kb〉,
and 〈kab〉, respectively. In the above way, we obtain an uncorrelated two-layered network.
To discuss information spreading in the two-layered network, we adopt a Susceptible-Accepted-
Recovered (SAR) model. At each time step, a node can occupy only one of the three states: (i)
Susceptible: the node has not received the information yet or has received the information but hes-
itate to accept it; (ii) Accepted: the node accepts the information and transmits it to its neighbors;
(iii) Recovered: the node loses interest to the information and will not spread it any more. Thus,
this Susceptible-Accepted-Recovered (SAR) model is similar to the SIR (Susceptible-Infected-
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Refractory) model in epidemiology.
The information spreading process can be described as follows:
(i) At the beginning, a fraction ρ0 of nodes are random uniformly chosen from the layer A as
seeds (accepted state) to spread the first piece of information. All other nodes are in the susceptible
state.
(ii) At each time step t, the susceptible node i in layer A may receive a piece of information
from an accepted node in layerA and B with probability βa and βab (see Fig. 1), respectively. For
the susceptible node in layer B, the change of the nodes’ state is the same as in layer A but with
probability βb. Once the node i receives the information successfully from an accepted neighbor,
the cumulative numberm of received information for the node iwill increase one and this accepted
neighbor will not transmit the same information to the node i any more, i.e., non-redundant infor-
mation transmission. As an individual has to remember the pieces of non-redundant information
he or she received from neighbors before time t, the so-called non-redundant information memory
is induced in our model.
(iii) When a susceptible node i has received the information m times until time step t and
m ≥ TA in layer A (or m ≥ TB in layer B), the node i will become accepted state, where TA
and TB is the adoption threshold of node in layer A and B, respectively. At the same time step,
each accepted node will lose interest in transmitting the information and becomes recovered with
probability µ.
(iv) The steps are repeated until there is no accepted node in the network.
In our numerical simulations, we set the network sizeNa = Nb = 10 000, recovered probability
µ = 1.0, βa = βb = β, and initially chose ρ0 = 0.05 of nodes in layer A to be accepted.
III. THEORY
A. The edge-based compartmental theory on a single network
Let us first illustrate the edge-based compartmental theory for a single network, by following
the methods introduced in Refs.36,49–54. We let ρS(t), ρA(t), and ρR(t) be the densities of the
Susceptible, Accepted, and Recovered nodes at time t, respectively. The spreading process will be
ended when t→∞ and thus ρR(∞) represent the final fraction of accepted nodes.
We use a variable θ(t) to denote the probability that a node v has not transmitted the information
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to the node u along a randomly chosen edge by time t. For an uncorrelated, large and sparse
network, the probability that a randomly chosen node u of degree k has received the information
m times from his/her neighbors at time t is
τ(k,m, θ(t)) = (km)θ(t)
k−m(1− θ(t))m (1)
Notice that a node with degree k has the probability 1− ρ0 to be not one of the initial seeds. At
the same time, the probability that a susceptible node uwith degree k has received the information
m times and still does not accept it by time t is
∑T−1
m=0 τ(k,m, θ(t)), where T is the adoption
threshold in the model. Combining the initial seeds and summing over all possible values of m,
we obtain the probability that the node u is still in the susceptible state at time t as
s(k, t) = (1− ρ0)
T−1∑
m=0
τ(k,m, θ(t)) (2)
Averaging over all k, the density of susceptible nodes (i.e., the probability of a randomly chosen
individual is in the susceptible state) at time t is given by
ρS(t) =
∞∑
k=0
P (k)s(k, t). (3)
where P (k) is the degree distribution of the network. In order to solve ρS(t), one needs to know
θ(t). Since a neighbor v of node u may be susceptible, accepted, or recovered, θ(t) can be ex-
pressed as
θ(t) = ΦS(t) + ΦA(t) + ΦR(t) (4)
where ΦS(t),ΦA(t),ΦR(t) is the probability that the neighbor v is in the susceptible, accepted,
recovery state, respectively, and has not transmitted the information to node u through this con-
nection. Once these three parameters derived, we will get the density of susceptible nodes at time
t by substituting them into Eq. (1)(2) and then into Eq. (3). For this purpose, in the following, we
will focus on how to solve them.
To find ΦS(t), we now consider a randomly chosen node u, and assume this node is in the cavity
state, which means that it cannot transmit any information to its neighbors v but can be informed
by its neighbors. In this case, the neighbor v can only get the information from its other neighbors
except the node u. If a neighboring node v of u has degree k′, the probability that node v has
received m pieces of the information at time t will be τ(k′ − 1, m, θ(t)) = (k
′
−1
m )θ(t)
k′−1−m(1 −
θ(t))m. After received the information m times, node v still does not accept it with probability
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(1 − ρ0)
∑T−1
m=0 τ(k
′ − 1, m, θ(t)). For uncorrelated networks, the probability that one edge from
node u connects with a node v with degree k′ is k′P (k′)/〈k〉, where 〈k〉 is the mean degree of the
network. So, summing over all possible k′, one obtains
ΦS(t) = (1− ρ0)
∑
k′
k′P (k′)
T−1∑
m=0
τ(k′ − 1, m, θ(t))
〈k〉
(5)
The growth of ΦR(t) includes two consecutive events: firstly, an accepted neighbor has not
transmitted the information successfully to node u with probability 1 − β; secondly, the accepted
neighbor has become recovered with probability µ. Combining these two events, the ΦA(t) to
ΦR(t) flux is µ(1− β)ΦA(t). Thus, one gets
dΦR(t)
dt
= µ(1− β)ΦA(t) (6)
Once the accepted neighbor v transmits the information to u successfully (with probability β),
the ΦA(t) to 1− θ(t) flux will be βΦA(t), which means
d(1− θ(t))
dt
= βΦA(t). (7)
That is
dθ(t)
dt
= −βΦA(t). (8)
Combining Eqs. (6) and (8) and considering (as initial conditions) θ(0) = 1 and ΦR(0) = 0,
one obtains
ΦR(t) =
µ[1− θ(t)](1− β)
β
. (9)
Substituting Eqs. (5) and (9) into Eq.(4), we get an expression for ΦA(t) in terms of θ(t). Then,
one can rewrite Eq. (8) as
dθ(t)
dt
= −βθ(t) + µ(1− θ(t))(1− β)
+
β(1− ρ0)
∑
k′ k
′P (k′)
T−1∑
m=0
τ(k′ − 1, m, θ(t))
〈k〉
(10)
With θ(t) on hand, the equation of the system comes out to be
dρR(t)
dt
= µρA(t),
ρS(t) =
∞∑
k=0
P (k)s(k, t),
ρA(t) = 1− ρS(t)− ρR(t). (11)
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In fact, Eq. (10) does not depend on Eq. (11), so the system is governed by the single ordinary
differential equation (10). Although the resulting equation are simpler than those found by other
methods, it can be proven to exactly predict the disease/information spreading dynamics in the
large-population limit for different network topologies36,49–54.
B. The edge-based compartmental theory on a two-layered network
Now, we develop an analogous theoretical framework from the single network to the case of
two uncorrelated interconnected networks based on the approach in Refs.22, which is suited to the
problems studied in our work. In particular, when one assumes that the population is made up of
two layers, then Pj(k1, k2) denote the probability that a node of layer j has k1 degree in layer 1
and k2 in layer 2. For the sake of simplicity, one can name the two layers A and B as 1 and 2. Let
βj,l be the rate of transmission across an edge from network l to network j, and let us define µ to
be the recovery rate of a node in any layer.
Firstly, let us define θj,l to be the probability that randomly chosen an edge (u, v), node v in
layer j (j = 1, 2) has not transmitted the information to the node u in layer l (l = 1, 2) by time
t. For the considered case, we have θ1,2, θ1,1, θ2,1 and θ2,2 four variables. Once the four variables
were obtained, we can solve the equations of the system.
Now, we will solve θ1,2 as an example in detail. Similarly to the the case of single network, a
neighbor v in layer 2 of node u in layer 1 may be susceptible, accepted, or recovered. Then θ1,2
can be expressed as
θ1,2 = Φ
S
1,2 + Φ
A
1,2 + Φ
R
1,2 (12)
where ΦS1,2, Φ
A
1,2, Φ
R
1,2 is the probability that the neighbor v is in the susceptible, accepted, recovery
state, and has not transmitted the information to node u through this edge (u, v).
Similarly, to find ΦS1,2, the neighbor v in layer 2 can only get the information from its other
neighbors except the node u in layer 1. Thus, the probability that the node v with degree (k1, k2)
has received the informationm times from his/her neighbors at time t is τ(k1−1, n, θ2,1)τ(k2, m−
n, θ2,2), where τ(k1 − 1, n, θ2,1) indicates the probability that the node v received n times infor-
mation from k1 − 1 neighbors with θ2,1 and τ(k2, m − n, θ2,2) is the probability that the node v
received the lastm−n times information from k2 neighbors with θ2,2. It should be noted that func-
tion τ(k,m, θ) = (km)θ
k−m(1 − θ)m, which has the similar expression as Eq. (1). After received
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the informationm times, node v still does not accept it with probability
X1,2 =
TB−1∑
m=0
m∑
n=0
τ(k1 − 1, n, θ2,1)τ(k2, m− n, θ2,2) (13)
For uncorrelated networks, the probability that one edge from node u connects with a node v with
degree (k1, k2) is
k1P2(k1,k2)∑
k1,k2
k1P2(k1,k2)
. Thus, one has
ΦS1,2 =
∑
k1,k2
k1P2(k1, k2)X1,2
∑
k1,k2
k1P2(k1, k2)
(14)
It is easily to know that the growth of ΦR1,2 includes two consecutive events: first, an accepted
neighbor has not transmitted the information to node u via with probability 1 − θ1,2; second, the
accepted neighbor has been recovered with probability µ. Combining these two events, the ΦA1,2 to
ΦR1,2 flux is µ(1− θ1,2)Φ
A
1,2. Thus, one gets
dΦR1,2
dt
= µ(1− θ1,2)Φ
A
1,2 (15)
Once the accepted neighbor v in layer 2 transmits the information to node u in layer 1 success-
fully (with probability β1,2), the Φ
A
1,2 to 1− θ1,2 flux will be β1,2Φ
A
1,2, which means
dθ1,2
dt
= −β1,2Φ
A
1,2 (16)
Combining Eqs. (15) and (16), and considering the initial conditions θ1,2(0) = 1 and Φ
R
1,2(0) =
0, one obtains
ΦR1,2 =
µ(1− θ1,2)(1− β1,2)
β1,2
(17)
Substituting Eqs. (14) (17) into Eq.(12) and then into (16) , one gets
θ˙1,2 = −β1,2(θ1,2 − Φ
S
1,2 − Φ
R
1,2)
= −β1,2θ1,2 + µ(1− θ1,2)(1− β1,2)
+β1,2
∑
k1,k2
k1P2(k1, k2)X1,2
∑
k1,k2
k1P2(k1, k2)
(18)
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Similarly, one can write down θ1,1, θ2,1 and θ2,2 as follows
θ˙1,1 = −β1,1(θ1,1 − Φ
S
1,1 − Φ
R
1,1)
= −β1,1θ1,1 + µ(1− θ1,1)(1− β1,1)
+β1,1
(1− ρ0)
∑
k1,k2
k1P1(k1, k2)X1,1
∑
k1,k2
k1P1(k1, k2)
(19)
θ˙2,1 =−β2,1(θ2,1 − Φ
S
2,1 − Φ
R
2,1)
= −β2,1θ2,1 + µ(1− θ2,1)(1− β2,1)
+β2,1
(1− ρ0)
∑
k1,k2
k2P1(k1, k2)X2,1
∑
k1,k2
k2P1(k1, k2)
(20)
θ˙2,2 = −β2,2(θ2,2 − Φ
S
2,2 − Φ
R
2,2)
= −β2,2θ2,2 + µ(1− θ2,2)(1− β2,2)
+β2,2
∑
k1,k2
k2P2(k1, k2)X2,2
∑
k1,k2
k2P2(k1, k2)
(21)
where
X1,1 =
TA−1∑
m=0
m∑
n=0
τ(k1 − 1, n, θ1,1)τ(k2, m− n, θ1,2) (22)
X2,1 =
TA−1∑
m=0
m∑
n=0
τ(k1, n, θ1,1)τ(k2 − 1, m− n, θ1,2) (23)
X2,2 =
TB−1∑
m=0
m∑
n=0
τ(k1, n, θ2,1)τ(k2 − 1, m− n, θ2,2) (24)
It should be noted that as a node in layer 1 has the probability 1 − ρ0 not to be one of the initial
seeds, after received the informationm times, node v through a corresponding edge still does not
accept it with probability (1− ρ0)X1,1 and (1− ρ0)X2,1 in Eqs. (19) and (20), respectively. With
Eqs. (18-24) on hand, the densities associated with each distinct state can be obtained by


R˙1 = µA1(t)
S1(t) = (1− ρ0)
∞∑
k1,k2
P1(k1, k2)Y1
A1(t) = 1− S1(t)−R1(t)
(25)
11


R˙2 = µA2(t)
S2(t) =
∞∑
k1,k2
P2(k1, k2)Y2
A2(t) = 1− S2(t)− R2(t)
(26)
where
Y1 =
TA−1∑
m=0
m∑
n=0
τ(k1, n, θ1,1)τ(k2, m− n, θ1,2) (27)
Y2 =
TB−1∑
m=0
m∑
n=0
τ(k1, n, θ2,1)τ(k2, m− n, θ2,2) (28)
Eqs. (25) and (26) are the main theoretical results in this paper. To obtain the densities associated
with each state, instead of getting the analytic solutions of Eqs. (25) and (26), we solve them by
numerical integration and get the corresponding theoretical curves.
IV. RESULTS
To study the effects of multiple channels on information spreading, we have performed exten-
sive simulations with our model in coupled Scale-free (SF)55 and Erdos-Re˝nyi (ER) networks56.
To compare the theoretical predictions with the numerical results, we also take into account cou-
pled ER-ER and SF-SF networks in this work. Next, we mainly try to find out the key factors,
which influence the emergence of the double transition on information spreading process.
A. The effects of multiple channels on the double transition
To better quantify the spreading behavior, we let ρS(t), ρA(t) and ρR(t) denote the fraction of
susceptible, accepted and recovered nodes at time t in the whole network. When the spreading
is ended, the final size of recovered nodes can be denoted by ρR. A larger ρR implies a larger
spreading range at the final state. To numerically identify the effective spreading threshold βc of
the SAR model, we use the variability measure51,57:
∆ =
√
〈ρ2R〉 − 〈ρR〉
2
〈ρR〉
(29)
In general, the variability∆ exhibits a peak at a critical point51,57. Thus, we estimate the numerical
effective spreading threshold βc from the position of the peak of the variability.
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FIG. 2. (Color online). Emergence of the double transition on information spreading process on SF-ER
networks. (a) and (b) represent the density of final recovered nodes ρR and variability ∆ as a function
of transmission probability β with different average degree 〈kab〉, respectively. Squares, circles and up
triangles represent 〈kab〉 = 1, 3 and 5, respectively. The symbols show the simulated results and the lines
are the corresponding theoretical results in (a) from Eqs. (25) and (26). The results are averaged over 103
independent realizations. The parameters are Na = Nb = 10000, µ = 1.0, βab = 0.5, TA = TB = 2,
ρ0 = 0.05, PA(ka) ∼ k
−2.1
a , 〈ka〉 = 6, 〈kb〉 = 6.
Fig. 2(a) shows the final size of recovered nodes ρR as a function of transmission probability
β with different average degree 〈kab〉 on SF-ER networks. Fig. 2(b) shows the variability ∆
versus β with corresponding 〈kab〉 in Fig. 2(a). When the interaction strength is weak (i.e., 〈kab〉
is relatively small), the double transition occur on the information spreading process, which is
indicated by two peaks of∆ in Fig. 2(b). It has also found that the system undergoes a continuous
transition from accepted free phase to accepted phase and a following discontinuous transition
between the accepted phases. In addition, with the increasing of 〈kab〉, the second critical point β
2
c
close to the first one β1c . Once the coupling strength is strong enough (〈kab〉 = 5), the two critical
13
FIG. 3. (Color online). The densities of final recovered nodes ρAR and ρ
B
R in layer A and B as a function of
transmission probability β, where (a), (b) and (c) represent the cases of average degree 〈kab〉 = 1, 〈kab〉 = 3,
and 〈kab〉 = 5, respectively. Based on the peaks of ∆ in Fig. 2(b), the red and green dash lines indicate the
first and second critical point, respectively. The symbols show the simulated results and the solid lines are
the corresponding theoretical results. All the parameters are set as Fig. 2.
points merge into one, i.e., the second transition is vanished. These result have been confirmed by
Eqs. (25) and (26) of the theory, see the lines in Fig. 2(a). It is maybe helpful to understand the
influence of 〈kab〉 on the double transition from the aspect of purely coupling in network structure.
When the coupling strength is strong, a two-layered network behave as a solid single network58,59.
In this case, the effect of multiple channels is not prominent and the spreading behavior is the same
as the common one36. Therefore, a key factor determining the occurrence of double transition is a
weak coupling between two networks.
To gather a deeper understanding the double transition phenomenon, in Fig. 3 we also measure
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FIG. 4. (Color online). Average densities of (a) susceptible ρS(t), (b) accepted ρA(t), and (c) recovered
ρR(t) nodes versus time t with different transmission probability β. Squares, circles and up triangles rep-
resent β = 0.49, 0.51 and 0.53, respectively, which indicate the spreading patterns below, at and above the
second transition in Fig. 2(a) with 〈kab〉 = 1. The symbols show the simulated results and the lines are
the corresponding theoretical results. All the results are averaged over 100 independent realizations and the
parameters are the same as Fig. 2.
the densities of final recovered nodes ρAR and ρ
B
R in the layerA and B as a function of transmission
probability β, where Fig. 3(a), (b) and (c) report the cases of average degree 〈kab〉 = 1, 〈kab〉 = 3,
and 〈kab〉 = 5, respectively. Based on the peaks of ∆ in Fig. 2(b), the red and green dash lines
indicate the first and second critical point β1c and β
2
c , respectively. Comparing with Fig. 3(a),
(b) and (c), it is visible to observe that the first threshold β1c is the same, indicating that the first
critical point β1c corresponds to the spreading threshold in layer A. With the increase of β, more
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and more individuals have accepted the information in layer A and more information has been
spread to layer B. When the β closes to the second threshold β2c , the system undergoes an abrupt
transition. For a very strong coupling (see Fig. 3(c)), the two critical points merge into one, which
shows a discontinues transition as the traditional threshold model33,36. In addition, from Fig. 3(a)
and (b), it is found that when β1c < β < β
2
c , the density of recovered nodes in layer B is not zero,
indicating the information has been spread to a small fraction individuals in layer B but these small
part accepted individuals are unable to trigger an outbreak of the information.
To better understand the spreading behavior around the second threshold β2c , we study the
evolution of the nodes densities of susceptible ρS(t), accepted ρA(t), and recovered ρR(t) in Fig.
4, respectively. The green, yellow and blue symbols and lines represent the spreading cases of
below, at and above the second critical point β2c , respectively. It is apparent to observe that when
β > β2c (see the blue symbols and lines), ρA(t) shows two peaks in Fig. 4(b) and ρR(t) increases
dramatically at the final stage in Fig. 4(c), implying that the system undergoes a second outbreak.
B. The effects of the adoption threshold TA and TB
In general, the adoption threshold of the individuals will influence the phase transition on the
spreading dynamics33,36. In this sense, we next study the effects of the adoption threshold TA and
TB on the double transition. Fig. 5(a) and (b) show the dependence of the final recovered density
ρR on the transmission probability β with typical TA and TB , respectively. As is shown in Fig. 5(a),
when TA = 1, the phenomenon of double transition do not occur in the spreading process. The
corresponding variability∆ clearly confirms this point in Fig. 5(c). When TA = 2 and TA = 3, it is
observed that the double transition emerge with the increasing of β. The corresponding variability
∆ shows two peaks in Fig. 5(c). Similarly, in Fig. 5(b) and (d), we plot the final recovered density
ρR and the corresponding variability ∆ as a function of transmission probability β with different
TB , respectively. The results are similar to the case in Fig. 5(a) and (c). It is obvious to know that
increasing the adoption threshold impedes individuals from accepting the information. A larger
value of adoption threshold means that the individual will accept the information only it receives
the information more times from distinct neighbors. As a result, the individuals easily accept the
information when the adoption threshold is small (i.e., TA = 1 or TB = 1). Particularly, when
TA = 1, the information is spread fast in layer A and then the individuals in layer B know the
information quickly. Thus we observe a macroscopic outbreak at the same time. While for the
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FIG. 5. (Color online). The effects of the adoption threshold TA and TB on double transition. (a) and (b)
show the dependence of the final recovered density ρR on the transmission probability β with different TA
and TB , respectively. (c) and (d) plot the corresponding variability ∆ in the case of (a) and (b), respectively.
The green, yellow and blue symbols and lines represent TA = 1, 2, 3 in (a)(c) and TB = 1, 2, 3 in
(b)(d), respectively, where the symbols represent the simulated results and the lines are the corresponding
theoretical results in (a) and (b) from Eqs. (25) and (26). The parameters are set as TB = 2 in (a) and
TA = 2 in (b). The other ones are Na = Nb = 10000, µ = 1.0, βab = 0.5, 〈kab〉 = 2, ρ0 = 0.05,
PA(ka) ∼ k
−2.1
a , 〈ka〉 = 6, 〈kb〉 = 6.
case of TB = 1, the individuals in layer B will accept the information once they received it one
time. In this case, the information in layer A can spill into layer B easily and it is equivalent
to a relatively strong interaction between the two layers, where the spreading process shows a
synchronous outbreak behavior. Therefore, the double transition disappears in this situation.
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FIG. 6. (Color online). The influence of network structure on double transition. (a) and (c) show ρR and
∆ versus β with different degree exponent γB in coupled SF-SF networks, respectively. (b) and (d) show
ρR and ∆ versus β with different 〈ka〉 and 〈kb〉 in coupled ER-ER networks, respectively. The degree
exponent γA = 2.1 is fixed in (a) and (c) and the other parameters are set as 〈kab〉 = 2, TA = TB = 2,
Na = Nb = 10000, µ = 1.0, βab = 0.5, ρ0 = 0.05.
C. Influence of network structure
One more key question is how the network topology affects the phenomenon of the double
transition. To answer this question, we consider the influence of degree distribution of coupled
SF-SF and ER-ER networks. Notice that the coupled SF-SF network is generated with the power-
law degree distribution PA(ka) ∼ k
−γA
a and PB(kb) ∼ k
−γB
b in layer A and B, respectively, where
γA and γB are the degree exponents. The smaller of the degree exponent is, the stronger of the
heterogeneity of network structure will be. For fixed γA = 2.1, Fig. 6 (a) and (c) show ρR and
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FIG. 7. (Color online). The double transition disappears on coupled ER-ER networks. The dependence of
the final recovered density ρR on the transmission probability β with different (a)〈kab〉, (b) TA and (c) TB ,
respectively. (d) (e) and (f) plot the corresponding variability ∆ in the case of (a) (b) and (c), respectively.
The parameters are set as TA = TB = 2 in (a)(d); TB = 2 in (b)(e); TA = 2 in (c)(f), respectively. The
other ones are 〈ka〉 = 〈kb〉 = 6, 〈kab〉 = 2, Na = Nb = 10000, µ = 1.0, βab = 0.5, ρ0 = 0.05.
∆ versus β with different degree exponent γB in coupled SF-SF networks, respectively. It is
found that when the γB closes to γA, the phenomenon of the double transition is not prominent
any more. As the difference of the heterogeneity in degree distribution between the two layers
is not distinctive, the spreading speed in layer A and B are comparative. In this case, it is easy
to observe the synchronous outbreak behavior between layer A and B. In fact, the result can be
qualitatively explained as follows36: From our model, we know that hubs accept the information
with more larger probability. With the increasing of network heterogeneity in layer B, the network
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has a large number of nodes with very small degrees and more nodes with large degrees. At
the beginning, the hubs facilitate the information spreading as they are more likely to receive the
information from layer A. After that, a large number of nodes in layer B with very small degrees
will accept the information, resulting a similar behavior as layer A in the spreading process.
To deeply understand this point, we investigate a specific case with the same degree distribution
in coupled ER-ER networks. As is shown in Fig. 6(b) and (d), both the curves of ρR and∆ indicate
that the double transition disappears with different 〈ka〉 and 〈kb〉. What is more, for different cases
of 〈kab〉, TA and TB , the disappearance of the double transition is also found in Fig. 7. In an ER
network, the individuals are more likely to accept or not accept the information synchronously,
which result in a discontinuous transition36. These results confirm again that the heterogeneity of
degree distribution in each layer is very helpful for the appearance of the double transition.
V. CONCLUSIONS
In recent years, researchers found that under certain conditions, there exists a double transition
in the infected fraction versus the transmission probability on the epidemic spreading process.
However, it is not clear whether it exists in the information spreading dynamics as the information
spreading carries its special features, such as the effects of multiple channels, memory effects
and non-redundant contacts etc. By combining these key factors in the information spreading
dynamics, we indeed find the double transition in the phase diagram. These special features play
a crucial role on the appearance of the double transition.
In summary, we have proposed a SAR model to describe the information spreading process
on a two-layered network, where we emphasize the effects of multiple channels, memory and
non-redundant contacts. Our simulation results show that there is a double transition in the phase
diagram. Moreover, we find that such a phenomenon originates from two outbreaks between the
two networks, which is a distinctive feature of a multilayer network of interactions. Further, we
reveal that the double transition are driven by a weak coupling condition between the two layers,
a large adoption threshold and the difference of the degree distributions betwen the two networks.
An edge-based compartmental theory is developed which fully explains all numerical results. Our
findings may be helpful for understanding the secondary outbreaks of the information in our life.
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