Abstract-This paper aims at effectively predicting the dynamic network traffic flow based on quantum-behaved particle swarm optimization algorithm. Firstly, the dynamic network traffic flow prediction problem is analyzed through formal description. Secondly, the structure of the network traffic flow prediction model is given. In this structure, Users can used a computer to start the traffic flow prediction process, and data collecting module can collect and return the data through the destination device. Thirdly, the dynamic network traffic flow prediction model is implemented based on BP Neural Network. Particularly, in this paper, the BP Neural Network is trained by a modified quantum-behaved particle swarm optimization(QPSO). We modified the QPSO by utilizing chaos signals to implement typical logistic mapping and pursuing the fitness function of a particle by a set of optimal parameters. Afterwards, based on the above process, dynamic network traffic flow prediction model is illustrated. Finally, a series of experiments are conduct to make performance evaluation, and related analyses for experimental results are also given.
INTRODUCTION
With the accelerating process of urbanization in recent years, traffic congestion has become an important problem which greatly affects the quality of urban citizens' lives. It greatly reduces the efficiency of the transportation infrastructure and inhibits the development of urban economics. Since more construction of physical system capacity is socially untenable, it is necessary to construct the intelligent transportation systems to perform real-time traffic control and dynamic traffic management to promote the efficiency of transportation [1] .
Therefore, Dynamic network traffic flow prediction performs as a fundamental work for many transportation systems subsystems. If a traffic jam at a given location can be predicted accurately at first, it would be much easier for the traffic management center to react and take efficient solutions, such as changing the parameters of the traffic lights nearby, using variable message signs or sending information to the drivers by means of radio broadcast. The problem with traffic capacity is of great importance, because it is heavily influenced by many factors in weather conditions, such as visibility, wind, precipitation, thunder, and lightning [2] . In other words, accurate dynamic network traffic flow prediction of traffic flow is one of the key parts to optimize the performance of transportation systems.
In recent years, we have witnessed the development of increasingly sophisticated optimization and control techniques to address a variety of traffic allocation problem. Some of this investigation has focused primarily on controllable or elastic traffic and others has focused on uncontrollable or inelastic traffic, such as real-time traffic. The network is the presence of both elastic and inelastic traffic, thus it is imperative that we should develop efficient traffic allocation strategies to jointly manage these two types of traffic. Particularly, how to manage the flows in the network is a multi-commodity flows problem [3] . Therefore, in this paper, we will concentrate on how to construct a effective dynamic network traffic flow prediction model utilizing the particle swarm optimization to solve the traffic congestion problem.
As is illustrated in Wikipedia, particle swarm optimization refers to a computational approach which can optimize a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality. Particle swarm optimization optimizes a problem through having a population of candidate solutions, here dubbed particles, and moving these particles around in the search-space according to simple mathematical formulae over the particle's position and velocity. In this process, each particle's movement is influenced by its local best known position and is also guided toward the best known positions in the search-space, which are updated as better positions are found by other particles. This is expected to move the swarm toward the best solutions [4] [5] .
Particle swarm optimization is a metaheuristic problem, as it makes little assumptions about the problem being optimized and can search very large spaces of candidate solutions. However, metaheuristics such as particle swarm optimization do not guarantee an optimal solution is ever found. Particularly, particle swarm optimization does not utilize the gradient of the problem being optimized, which means particle swarm optimization does not the optimization problem need be differentiable as is required by classic optimization methods such as gradient descent and quasi-newton methods. Hence, particle swarm optimization can therefore be used on optimization problems that are partially irregular, noisy and so on [6] [7] [8] .
The main idea of the dynamic network flow model is to integrate the graph theory with linear programming techniques, which is an important optimal model and has wide application field [2] . In the following parts, we will illustrate the related works of the proposed paper.
Zheng et al. presented a network flow algorithm for this problem. Particularly, a scaled flow scheme is proposed to deal with the situation in which the ratio of backward wave speed to forward wave speed is less than one. The proposed algorithm produces path-based flows exhibiting realistic non vehicle-holding properties. Complexity and numerical analyses show that the algorithm runs more efficiently than LP [9] .
Tang et al. proposed a dynamic model for network flow. Using this model, the authors investigate the evolutions of inflow, outflow and flow on each link caused by a small perturbation of the network inflow under different route choice rules. Numerical results show that the dynamic model can reasonably capture the basic characteristics of network flow [10] .
Xiao et al. proposed a network flow approach for solving a class of static and dynamic traffic grooming problems. The authors transformed a traffic grooming problem onto the minimum edge-cost flow problem through proper graph transformation and assignment of edge weights, and then solve this resulting network flow problem by an efficient heuristic algorithm [11] .
Jiang et al. proposed a novel nonparametric dynamic time-delay recurrent wavelet neural network model to forecast traffic flow. The model incorporated the selfsimilar, singular, and fractal properties discovered in the traffic flow. The concept of wavelet frame was introduced and exploited in the model to provide flexibility in the design of wavelets and to add extra features such as adaptable translation parameters desirable in traffic flow forecasting [12] .
Ma et al. presented a model based on multicommodity dynamic network flow for short-term air traffic flow management. The model was validated by practical data from the Beijing ATC Center of the Civil Aviation Administration of China [13] .
The main innovations of this paper lie in the following aspects:
(1) We propose a framework of a modified behaved particle swarm optimization algorithm which is utilized to effectively train the BP Neural Network (2) Typical logistic mapping is used to process chaos signal, ( 3) The approach of computing the local optimal value of each particle is given.
(4) The network weights are encoded into the position vector of quantum-behaved particle swarm optimization.
(5) The fitness function of a particle is pursued by a set of optimal parameters.
The rest of the paper is organized as the following sections. Section 2 introduces overview of the dynamic network traffic flow prediction problem. Section 3 illustrates the proposed scheme for dynamic network traffic flow prediction. In section 4, a series of experiments are designed and implemented to make performance evaluation by comparing with other two methods. Finally, we conclude the whole paper in section 5.
II. PROBLEM DESCRIPTION
In this section, we will introduce the dynamic network traffic flow prediction problem. The dynamic network traffic
In Eq. 1, d refers to the density of traffic, parameter e v denotes the equilibrium velocity and ( , ) s x t refers to the rate of generation ratio. After the above analysis, the density gradient model can be represented as follows.
In Eq. 2, the parameter  refers to the reactive time, and the condition ( ) 0 cd  is satisfied. Furthermore, the parameter  is the viscous coefficient. Afterwards, the above model are extended to represent not only road traffic but also network flow as follows. 
LL s x t denotes the flow generating rate, which can be defined as follows.
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After calculating flow generating rate by Eq. 4, our dynamic network traffic flow model can be illustrated as follows.
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The left side of Eq. 6 denotes the total inflow for the j th node, and the right side means the total outflow for the j th node.
Based on the above formal description of the dynamic network traffic flow, the proposed system structure is given in Fig. 1 as follows.
As is shown in Fig. 1 , the structure of network traffic flow prediction model is given. Users can utilize a computer to start the traffic flow prediction process, and then task information is saved in the database. Afterwards, data are input and output between database module, data collecting module and traffic flow prediction module. Particularly, data collecting module can collect and return the data through the destination device.
III. PROPOSED SCHEME

A. Overview of the Proposed Scheme
In this section, the proposed scheme to predict the dynamic network traffic flow is illustrated. We present an improved quantum-behaved particle swarm optimization algorithm to train BP Neural Network, and then obtain the results of dynamic network traffic flow prediction.
Considering that BP Neural Network is easy to fall into local minima and slow speed convergence, we will try to use the quantum-behaved particle swarm optimization which is belonged to evolutionary algorithm to improve the BP Neural Network. Evolutionary algorithm has strong global convergence ability and robustness, it can work without related information, such as derivatives and other gradient information. Therefore, applying the modified quantum-behaved particle swarm optimization, BP Neural Networks can not only play the generalization mapping ability, but also can improve the convergence speed of neural networks and learning ability.
As is shown in Fig. 2 , the process for the proposed scheme is illustrated. Firstly, we pre-process the data to be forecasted from the database. Afterwards, the dynamic network traffic flow predicting module is implemented, of which the key component is the module of "Training the network". Next, the structure, weight and threshold of the network can be computed. Finally, the prediction results are obtained through forecasting the bandwidth share ratio utilizing the data which is pre-processed from the database.
B. Training BP Neural Network
In the process of particle swarm optimization, bird flocking is used to optimize a specific objective function. For a given agent, the best value of which can be calculated. Hence, the value of best p and the related XY position can be gained. Afterwards, every agent can obtain the best value in the group best g in all the best p . Next, each agent will improve its position utilizing the current velocity and the distance from best p and best g . Therefore, the formal description for particle swarm optimization for the velocity updating is given in the following equation.
The equation of position updating is illustrated as follows.
where i V is the velocity for the i th particle, and i S is the current position for the i th particle. The parameter  is the inertia weight. However, the main disadvantages of particle swarm optimization lie in that that global convergence cannot be satisfied, and then the quantum-behaved particle swarm optimization which is belonged to a kind of global convergence algorithm [14] [15] [16] [17] [18] . As the standard behaved particle swarm optimization algorithm cannot be changed under the specific precondition whether the particles are premature or not by introducing premature judgment mechanism. In the following part, we will give a framework of a modified behaved particle swarm optimization algorithm which is utilized to effectively train the BP Neural Network. Particularly, the typical logistic mapping is utilized to process chaos signal, and the formal description is given as follows.
In Eq. 9,  refers to a controlling parameter, and the range of x is belonged to zero and one. Afterwards, the logistic mapping is belonged to the chaos state. The optimal variable is generated utilizing chaos signal. Based on the above analysis, the proposed modified quantum-behaved particle swarm optimization is given the following steps. (2) Computing the value of ( 1) best mt  (3) Obtaining the present fitness degree for each particle.
(4) Supposing the destination function is represent as () x  , the local optimal value of each particle can be calculated as follows.
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is satisfied, replace the global optimal value by the current one. (7) Update the location information for each particle according to each dimension of the particles.  is smaller than a pre-defined threshold  , the colony is regarded as the premature state.
(10) Repeat the above nine steps when a terminal condition holds.
As training the BP network by the gradient descent method often makes the BP network into a local minimum state, and then network performance may reduce. Therefore, in this paper, we use the above improved quantum-behaved particle swarm optimization algorithm to train the BP network. In this training process, the network weights are encoded into the position vector of particle swarm optimization, and each particle represents a set of network weights. The error function can improve quantum-behaved particle swarm optimization algorithm as fitness function to search for the minimum value, and the fitness function of a particle is pursued by a set of optimal parameters.
Supposing ( ( , , , , ) 
C. Dynamic Network Traffic Flow Prediction
Based on the process of BP Neural Network training by the modified quantum-behaved particle swarm optimization, our dynamic network traffic flow prediction model is illustrated as the following steps.
Step 1: Select the particle number n , set the length of particle vector
Step 2: Initialize X a random number in the range of (-1, 1). Set the target fitness value and the maximum number of iterations.
Step 3: Encode the particle vector into the network weights and thresholds to construct BP network, and then input the training samples to train the network.
Step 4: Calculate the fitness function value on the training set generated by the mean square error for each network, and continually update the value of best p and best g .
Step 5: Determine the optimal fitness of the population which meet the target value or the fitness value of the maximum iterations number. If not satisfied, continue to generate new particles by the improved quantum-behaved particle swarm optimization algorithm, and then go to step 2.
Step 6: If the search process is terminated, save the particle vector which has the best fitness value as the optimal parameters of the network, and then dynamic network traffic flow results can be obtained.
IV. EXPERIMENTS
In this section, we will make performance evaluation by a series of experiments. Dynamic network traffic can be represented as flows between two endpoints.
In this experiment, "PREDICT Dataset Categories" are used is this paper. "PREDICT Dataset Categories" includes traffic flow information, which includes a variety of attributes such as source and destination IP address, source and destination port, protocol type, and packet and byte counts. This data can be in different formats generated by a range of different collection tools. IP addresses in these files are anonymized. These datasets are useful for research such as network economics and accounting, network planning, analysis, security, denial of service attacks, network monitoring, as well as traffic visualization.
Particularly, there are four sub-datasets in this dataset which can be utilized for dynamic network traffic flow prediction as follows.
Sub-dataset 1: Continuous Flow Data (Colorado State University)
In this sub-dataset, argus-format flow records for traffic collected at FRGP. IP addresses will be anonymized.
Sub-dataset 2: Long-lived Flow Summarization-Full IP Anon (USC-LANDER)
In this sub-dataset, argus-format flow records for traffic collected at Los Nettos. IP addresses will be anonymized Sub-dataset 3: Long-lived Flow Summarization-Host Only Anon (USC-LANDER)
In this sub-dataset, argus-format flow records for traffic collected at Los Nettos. IP addresses will only have host IP addresses anonymized Sub-dataset 4: Phase I Traffic Flow Data (Merit Network, Inc.)
In this sub-dataset, Netflow data is recorded. From Fig. 3 to Fig. 6 , we can see that using the real data as baseline, the normalized dynamic network traffic flow predicting results of three different schemes are illustrated. There are four different trends of network traffic changing, including: 1) Decreasing first and then increasing, 2) increasing first and then decreasing, 3) approximately decreasing, and 4) approximately increasing. Overall, for all the four cases, the proposed performs better than other two schemes, of which the BP neural network is trained by standard particle swarm optimization and quantum-behaved particle swarm optimization respectively.
To quantify the experimental results obtained from Fig.  3 and Fig. 6 , error rates for different schemes are given in Table. 1. For all the three schemes, the error rate is defined by the difference between the scheme and the real data. It can be seen from Table. 1 that the proposed scheme performs better that other two schemes, and the average error rate of "BP neural network trained by PSO", "BP neural network trained by QPSO", and "The proposed scheme" are 0.131, 0.127 and 0.096 respectively. Particularly, the proposed scheme performs better than other two schemes in all the four sub-datasets. Therefore, we can know that the performance of the proposed scheme is stable. Based the above experimental results, the proposed scheme performs better than other two schemes, and the reasons lie in the following aspects:
(1) BP Neural Network trained by the standard particle swarm optimization is easy to fall into the state of local minima, and speed convergence is usually slow. Hence, the performance of "BP neural network trained by PSO" is inferior to "BP neural network trained by QPSO" (2) The standard behaved particle swarm optimization algorithm can not be changed under the specific precondition whether the particles are premature or not by introducing premature judgment mechanism. Therefore, the performance of our scheme is between than "BP neural network trained by QPSO" (3) Utilizing the modified quantum-behaved particle swarm optimization proposed by this paper, BP Neural Networks can not only play the generalization mapping ability, but also can improve the convergence speed of neural networks and learning ability. (4) Our modified quantum-behaved particle swarm optimization can converge faster than PSO and standard QPSO, and the quality of the converged results obtained by the proposed QPSO is higher than the results obtained from PSO and standard QPSO.
(5) In our modified quantum-behaved particle swarm optimization, the fitness function value on the training set is generated by calculating the mean square error for each network and continually updating the value of best p and best g . Hence, this modification can effectively promote the accuracy of dynamic network traffic prediction. (6) In our modified quantum-behaved particle swarm optimization, each particle can converge to the local attractor point rapidly to guarantee that all the particles converge. Particularly, we utilize a Gaussian probability distribution in this algorithm to generate the local attractor points.
(7) In our algorithm, the mean of Gaussian distributed local attractor is identical to the local attractor point, and the standard deviation is selected to be the position distance between the mean best particle and the personal best.
(8) As the Gaussian distributed local attractor points can assure the particles volatile, our modified QPSO algorithm can successfully avoid premature convergence and being falling in local optima.
From the above analyses, the advantages of the proposed algorithm are described in detail.
V. CONCLUSIONS
In this paper, we propose an effective dynamic network traffic flow prediction model by a modified particle swarm optimization. In the structure of the network traffic flow prediction model, users can used a computer to start the traffic flow prediction process, and data collecting module can collect and return the data through the destination device. To promote the performance of prediction, the BP Neural Network is trained by a modified quantum-behaved particle swarm optimization. The main innovations of this paper lie in that we modified the QPSO by utilizing chaos signals to implement typical logistic mapping and pursuing the fitness function of a particle by a set of optimal parameters. Next, based on the above process, dynamic network traffic flow prediction model is given.
