Local Interpretable Model-Agnostic Explanations (LIME) is a popular technique used to increase the interpretability and explainability of black box Machine Learning (ML) algorithms. LIME typically generates an explanation for a single prediction by any ML model by learning a simpler interpretable model (e.g. linear classifier) around the prediction through generating simulated data around the instance by random perturbation, and obtaining feature importance through applying some form of feature selection. While LIME and similar local algorithms have gained popularity due to their simplicity, the random perturbation and feature selection methods result in instability in the generated explanations, where for the same prediction, different explanations can be generated. This is a critical issue that can prevent deployment of LIME in a Computer-Aided Diagnosis (CAD) system, where stability is of utmost importance to earn the trust of medical professionals. In this paper, we propose a deterministic version of LIME. Instead of random perturbation, we utilize agglomerative Hierarchical Clustering (HC) to group the training data together and K-Nearest Neighbour (KNN) to select the relevant cluster of the new instance that is being explained. After finding the relevant cluster, a linear model is trained over the selected cluster to generate the explanations. Experimental results on three different medical datasets show the superiority for Deterministic Local Interpretable Model-Agnostic Explanations (DLIME), where we quantitatively determine the stability of DLIME compared to LIME utilizing the Jaccard similarity among multiple generated explanations.
used ML models are opaque. In the health sector, sometimes the binary "yes" or "no" answer is not sufficient and questions like "how" or "where" something occurred is more significant. To achieve transparency, quite a few interpretable and explainable models have been proposed in recent literature. These approaches can be grouped based on different criterion [10, 20, 23] such as i) Model agnostic or model specific ii) Local, global or example based iii) Intrinsic or post-hoc iv) Perturbation or saliency based.
Among them, model agnostic approaches are quite popular in practice, where the target is to design a separate algorithm that can explain the decision making process of any ML model. LIME [25] is a well-known model agnostic algorithm. LIME is an instancebased explainer, which generates simulated data points around an instance through random perturbation, and provides explanations by fitting a sparse linear model over predicted responses from the perturbed points. The explanations of LIME are locally faithful to an instance regardless of classifier type. The process of perturbing the points randomly makes LIME a non-deterministic approach, lacking "stability", a desirable property for an interpretable model, especially in CAD systems.
In this paper, a Deterministic Local Interpretable Model-Agnostic Explanations (DLIME) framework is proposed. DLIME uses Hierarchical Clustering (HC) to partition the dataset into different groups instead of randomly perturbing the data points around the instance. The adoption of HC is based on its deterministic characteristic and simplicity of implementation. Also, HC does not require prior knowledge of clusters and its output is a hierarchy, which is more useful than the unstructured set of clusters returned by flat clustering such as K-means [19] . Once the cluster membership of each training data point is determined, for a new test instance, KNN classifier is used to find the closest similar data points. After that, all the data points belonging to the predominant cluster is used to train a linear regression model to generate the explanations. Utilizing HC and KNN to generate the explanations instead of random perturbation results in consistent explanations for the same instance, which is not the case for LIME. We demonstrate this behavior through experiments on three benchmark datasets from the UCI repository, where we show both qualitatively and quantitatively how the explanations generated by DLIME are consistent and stable, as opposed to LIME.
RELATED WORK
For brevity, we restrict our literature review to locally interpretable models, which encourage understanding of learned relationship between input variable and target variable over small regions. Local interpretability is usually applied to justify the individual predictions made by a classifier for an instance by generating explanations.
arXiv:1906.10263v1 [cs.
LG] 24 Jun 2019 LIME [25] is one of the first locally interpretable models, which generates simulated data points around an instance through random perturbation, and provides explanations by fitting a sparse linear model over predicted responses from the perturbed points. In [26] , LIME was extended using decision rules. In the same vein, leave-one covariate-out (LOCO) [16] is another popular technique for generating local explanation models that offer local variable importance measures. In [11] , authors proposed an approach to partition the dataset using K-means instead of perturbing the data points around an instance being explained. Authors in [13] proposed an approach to partition the dataset using a supervised tree based approach. Authors in [15] used LIME in precision medicine and discussed the importance of interpretablility to understand the contribution of important features in decision making.
Authors in [27] proposed a method to decompose the predictions of a classifier on individual contribution of each feature. This methodology is based on computing the difference between original predictions and predictions made by eliminating a set of features. In [17] , authors have demonstrated the equivalence among various local interpretable models [4, 8, 28] and also introduced a game theory based approach to explain the model named SHAP (SHapley Additive exPlanations). Baehrens et al. [1] proposed an approach to yield local explanations using the local gradients that depict the movement of data points to change its expected label. A similar approach was used in [29] [30] [31] [32] to explain and understand the behaviour of image classification models.
One of the issues of the existing locally interpretable models is lack of "stability". In [9] , this is defined as "explanation level uncertainty", where the authors show that explanations generated by different locally interpretable models have an amount of uncertainty associated with it due to the simplification of the black box model. In this paper, we address this issue at a more granular level. The basic question that we want to answer is: can explanations generated by a locally interpretable model provide consistent results for the same instance? As we will see in the experimental results section, due to the random nature of perturbation in LIME, for the same instance, the generated explanations can be different, with different selected features and feature weights. This can reduce the healthcare practitioner's trust in the ML model. Hence, our target is to increase the stability of the interpretable model. Stability in our work specifically refers to intensional stability of feature selection method, which can be measured by the variability in the set of features selected [14, 21] . Measures of stability include average Jaccard similarity and Pearson's correlation among all pairs of feature subsets selected from different training sets generated using cross validation, jacknife or bootstrap.
METHODOLOGY
Before explaining DLIME, we briefly describe the LIME framework. LIME is a surrogate model that is used to explain the predictions of an opaque model individually. The objective of LIME is to train surrogate models locally and explain individual prediction. Figure 1 shows a high level block diagram of LIME. It generates a synthetic dataset by randomly permuting the samples around an instance from a normal distribution, and gathers corresponding predictions using the opaque model to be explained. Then, on this perturbed Figure 1 : A block diagram of the LIME framework dataset, LIME trains an interpretable model e.g. linear regression. Linear regression maintains relationships amongst variables which are dependent such as Y and multiple independent attributes such as X by utilizing a regression line Y = a +bX , where "a" is intercept, "b" is slope of the line. This equation can be used to predict the value of target variable from given predictor variables. In addition to that, LIME takes as an input the number of important features to be used to generate the explanation, denoted by K. The lower the value of K, the easier it is to understand the model. There are several approaches to select the K important features such as i) backward or forward selection of features and ii) highest weights of linear regression coefficients. LIME uses the forward feature selection method for small datasets which have less than 6 attributes, and highest weights approach for higher dimensional datasets.
As discussed before, a big problem with LIME is the "instability" of generated explanations due to the random sampling process. Because of the randomness, the outcome of LIME is different when the sampling process is repeated multiple times, as shown in experiments. The process of perturbing the points randomly makes LIME a non-deterministic approach, lacking "stability", a desirable property for an interpretable model, especially in CAD systems.
DLIME
In this section, we present Deterministic Local Interpretable ModelAgnostic Explanations (DLIME), where the target is to generate consistent explanations for a test instance. Figure 2 shows the block diagram of DLIME. The key idea behind DLIME is to utilize HC to partition the training dataset into different clusters. Then to generate a set of samples and corresponding predictions (similar to LIME), instead of random perturbation, KNN is first used to find the closest neighbors to the test instance. The samples with the majority cluster label among the closest neighbors are used as the set of samples to train the linear regression model that can generate the explanations. The different components of the proposed method are explained further below.
Hierarchical Clustering (HC)
. HC is the most widely used unsupervised ML approach, which generates a binary tree with cluster memberships from a set of data points. The leaves of the tree represents data points and nodes represents nested clusters of different sizes. There are two main approaches to hierarchical clustering: divisive and agglomerative clustering. Agglomerative clustering follows the bottom-up approach and divisive clustering uses the top-down approach to merge the similar clusters. This study uses the traditional agglomerative approach for HC as discussed in [7] . Initially it considers every data point as a cluster i.e. it starts with N clusters and merge the most similar groups iteratively until all groups belong to one cluster. HC uses euclidean distance between closest data points or clusters mean to compute the similarity or dissimilarity of neighbouring clusters [12] .
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K-Nearest Neighbor (KNN).
Similar to other clustering approaches, HC does not assign labels to new instances. Therefore, KNN is trained over the training dataset to find the indices of the neighbours and predict the label of new instance. KNN is a simple classification model based on Euclidean distance [3] . It computes the distance between training and test sets. Let x i be an instance that belongs to a training dataset D t r ain of size n where, i in range of 1, 2, ..., n. Each instance x i has m features (x i1 ,x i2 , ..., x im ). In KNN, the Euclidean distance between new instance x and a training instance x i is computed. After computing the distance, indices of the k smallest distances are called k -nearest neighbors. Finally, the cluster label for the test instance is assigned the majority label among the k-nearest neighbors. After that, all the data points belonging to the predominant class is used to train a linear regression model to generate the explanations. In our experiments, k = 1 was used, as higher values of k did not make a difference in the results.
Utilizing the notations introduced above, Algorithm 1 formally presents the proposed DLIME framework. Pick two most similar clusters with minimum distance d:
Create new cluster
Mark j and k unavailable to merge 
EXPERIMENTS 4.1 Dataset
To conduct the experiments we have used the following three healthcare datasets from the UCI repository [6] .
Breast Cancer.
The first case study is demonstrated by using the widely adopted Breast Cancer Wisconsin (Original) dataset. The dataset consists of 699 observations and 11 features [18] .
Liver Patients.
The second case study is demonstrated by using an Indian liver patient dataset. The dataset consists of 583 observations and 11 features [24] .
Hepatitis Patients.
The third case study is demonstrated by using hepatitis patients dataset. The dataset consists of 20 features and 155 observations out of which only 80 were used to conduct the experiment after removing the missing values [5] .
Opaque Models
We trained two opaque models from the scikit-learn package [22] over the three datasets: Random Forest (RF) and Neural Networks (NN), which are difficult to interpret without an explainable model.
Random Forest.
Random Forest (RF) is a supervised machine learning algorithm that can be used for both regression and classification [2] . RF constructs many decision trees and selects the one which best fits on the input data. The performance of RF is based on the correlation and strength of each tree. If the correlation between two trees is high the error will also be high. The tree with the lowest error rate is the strength of the classifier.
Neural Network.
Neural Network (NN) is a biologically inspired model, which is composed of a large number of highly interconnected neurons working concurrently to resolve particular problems. There are different types of NNs, among which we picked the popular feed forward artificial NN. It typically has multiple layers and is trained with the backpropagation. The particular NN we utilized has two hidden layers. The first hidden layer has 5 hidden units and the second hidden layer has 2 hidden units.
For both opaque models, 80% data is used for training and the remaining 20% data is used for evaluation. Here, it is worth mentioning that, both NN and RF models scored over 90% accuracy on each dataset which is reasonable. Their performance can be improved by hyper parameter tuning. However, our aim is to produce deterministic explanations, therefore we have not spent additional effort to further tune these models.
After training these opaque models, both LIME (default python implementation) and DLIME were used to generate explanations for a randomly selected test instance. For the same instance, 10 iterations of both algorithms were executed to determine stability. Fig. 4 shows the results for two iterations of explanations generated by DLIME and LIME for a randomly selected test instance with the trained NN on the breast cancer dataset. On the left hand side in Fig. 4 (a) and Fig. 4 (c) are the explanations generated by DLIME, and on the right hand side Fig. 4 (b) and Fig. 4 (d) are the explanations generated by LIME. The red bars in Fig. 4 (a) , shows the negative coefficients and green bars shows the positive coefficients of the linear regression model. The positive coefficients shows the positive correlation among the dependent and independent attributes. On the other hand negative coefficients shows the negative correlation among the dependent and independent attributes.
Results
As we can see, LIME is producing different explanations for the same test instance. The yellow highlighted attributes in Fig. 4 (b) are different from those in Fig. 4 (d) . On the other hand, explanations which are generated with DLIME are deterministic and stable as shown in Fig. 4 (a) and Fig. 4 (b) . Here, it is worth mentioning that, both DLIME and LIME frameworks may generate different explanations. LIME is using 5000 randomly perturbed data points around an instance to generate the explanations. On the other hand, DLIME is using only clusters from the original dataset. For DLIME linear regression, the dataset has less number of data points since it is limited by the size of the cluster. Therefore, the explanations generated with LIME and DLIME can be different. However, DLIME explanations are stable, while those generated by LIME are not.
To further quantify the stability of the explanations, we have used the Jaccard coefficient. The Jaccard coefficient is a similarity and diversity measure among finite sets. It computes the similarity between two sets of data points by computing the number of elements in intersection divided by the number of elements in union. The mathematical notation is given in equation 1.
Where, S 1 and S 2 are the two sets of explanations. The result of J (S 1 , S 2 ) = 1 means S 1 and S 2 are highly similar sets. J (S 1 , S 2 ) = 0 when |S 1 ∩ S 2 | = 0, implying that S 1 and S 2 are highly dissimilar sets.
Based on the Jaccard coefficient, Jaccard distance is defined in equation 2.
To quantify the stability of DLIME and LIME, after 10 iterations, J dist ance is computed among the generated explanations. Fig. 4 (e) and Fig. 4 (f) shows the J dist ance . It is a 10 × 10 matrix. The diagonal of this matrix is 0 that shows the J dist ance of the explanation with itself and lower and upper diagonal shows the J dist ance of explanations from each other. Lower and upper diagonal are representing the same information. It can be observed that, the J dist ance in Fig. 4 (e) is 0 which means the generated explanations with DLIME are deterministic and stable on each iteration. However, for LIME, as we can see, the J dist ance contain significant values, further proving the instability of LIME.
Finally, Table 1 lists the average J dist ance obtained for DLIME and LIME utilizing the two opaque models on the three datasets (10 iterations for one randomly selected test instance). As we can see, in every scenario, the J dist ance for DLIME is zero, while for LIME it contains significant values, demonstration the stability of DLIME when compared with LIME.
CONCLUSION
In this paper, we propose a deterministic approach to explain the decisions of black box models. Instead of random perturbation, Figure 4 : Explanations generated by DLIME and LIME, and respective Jaccard distances over 10 iterations DLIME uses HC to group the similar data in local regions, and utilizes KNN to find cluster of data points that are similar to a test instance. Therefore, it can produce deterministic explanations for a single instance. On the other hand, LIME and other similar model agnostic approaches based on random perturbing may keep changing their explanation on each iteration, creating distrust particularly in medical domain where consistency is highly required. We have evaluated DLIME on three healthcare datasets. The experiments clearly demonstrate that the explanations generated with DLIME are stable on each iteration, while LIME generates unstable explanations.
Since DLIME depends on hierarchical clustering to find similar data points, the number of samples in a dataset may affect the quality of clusters, and consequently, the accuracy of the local predictions. In future, we plan to investigate how to solve this issue while keeping the model explanations stable. We also plan to experiment with other data types, such as images and text.
Keeping up with the sipirit of reproducible research, all datasets and source code can be accessed through the Github repository https://github.com/rehmanzafar/dlime_experiments.git.
