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ABSTRACT
Recent improvements in computational tools opened the possibility of patient-specific modeling to aid clinicians during diagnosis, treatment,
and monitoring. One example is the modeling of blood flow for surgical planning, where modeling can help predict the prognosis. Compu-
tational analysis is used to extract hemodynamic information about the case; however, these methods are sensitive to assumptions on blood
properties, boundary conditions, and appropriate geometry accuracy. When available, experimental measurements can be used to validate
the results and, among the modalities, ultrasound-based methods are suitable due to their relative low cost and non-invasiveness. This work
proposes a procedure to create accurate patient-specific silicone replicas of blood vessels and a power Doppler compatible experimental setup
able to simulate and measure realistic flow conditions. The assessment of silicone model geometry shows small discrepancies between these
and the target geometries (median of surface error lies within 57 μm and 82 μm). Power Doppler measurements were compared against
computational fluid dynamics results, showing discrepancies within 10% near the wall. The experimental approach offers a setup to quan-
tify flow in in vitro systems and provide more accurate results where other techniques (e.g., particle image velocimetry and particle tracking
velocimetry) have shown limitations due to the interference of the interface.
© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5141350., s
I. INTRODUCTION
Patient-specific modeling has gained new momentum over the
past two decades, mainly driven by improvements in computer
power, modeling software, the availability of high-resolution med-
ical imaging techniques, and the potential of biomechanical mea-
surements for clinical decision-making and surgical planning.1 Of
fundamental importance for a successful translation of such model-
ing approaches toward clinical utility is their reliability in providing
robust and accurate predictions, a requisite that can be achieved
through a process of verification, validation, and assessment of
the impact of data uncertainty (variable, noisy, or missing data)
on the model outputs. Specifically in cardiovascular studies, many
experimental approaches have been proposed by the scientific com-
munity for validation of modeled data ranging from optical-based
techniques, such as Particle Image Velocimetry (PIV)2,3 and Parti-
cle Tracking Velocimetry (PTV), to measurements obtained using
approaches that are more aligned with current clinical procedures
such as ultrasound (US)/echo Doppler and MRI for quantification
of blood flows in vitro and in vivo.4–8
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Of particular interest for their relatively low costs, minimal
invasiveness, and ubiquitous presence in clinical settings is the use
of ultrasound-based approaches. Most studies reported in the litera-
ture using ultrasound-based techniques, however, are only capable
of capturing a reduced amount of flow data often lacking spatial
resolution, a limiting factor in the context of quantitative modeled-
data validation. In an attempt to provide a more quantitative and
accurate approach for the analysis of flow in 2D images, de Sen-
neville et al.9 proposed a combination of contrast-enhanced ultra-
sound (CEUS) with modeling to enhance measurement accuracy.
This led to improved accuracy of the measured data compared to
more traditional ultrasound-based approaches, paving the way to
the establishment of such techniques for quantitative analysis of
blood flows. The aim of this study is to develop closely match-
ing experimental patient-specific 3D anatomical replicas and eval-
uate ultrasound power Doppler (PD) flow measurements as a way
to characterize the flow in these replicas. Geometry quality assess-
ment is performed to quantify the quality of the models, and
PD measurements are compared against the Computational Fluid
Dynamics (CFD) analysis to quantify the discrepancy between the
results.
The approach will be tested in the clinical context of analyzing
blood flow through arterial bifurcations affected by an intracranial
aneurysm (IA).
II. METHODS
A. Patient data selection and 3D geometry
segmentation
To produce true-to-scale patient-specific replicas of bifurca-
tions, we used 3DRA images from our retrospectively maintained
database of patients presenting to clinic with unruptured IAs.
Informed consent was obtained from all participants, and institu-
tional ethical approval was in place for research use of patient radio-
logical data. The study was approved by the local institutional review
board (Comité de Protection des Personnes de Tours, France) in
accordance with French legislation and European Union guidelines.
The @neurIST computational tool chain was used for segmentation
and extraction of the surface mesh from 3DRA images, following
the literature.10,11 The software Blender® was also employed for fur-
ther mesh manipulation. To reduce vascular complexity in patient-
specific replicas, wherever appropriate, small tertiary-branches were
eliminated from the models due to their negligible effect on local
hemodynamics. In total, six patients with intracranial aneurysm
were selected (1 ACOM, 4 MCA, and 1 ACA).
Segments of the idealized bifurcating vasculature were also gen-
erated in silico, for further testing. Blood flow is a complex phe-
nomenon, highly dependent on boundary conditions and the geom-
etry of the vessel. The simplified geometry of the idealized bifurca-
tions allows for better control of the ultrasound experimental setup
and thus can be used as a benchmark test for ultrasound measure-
ment techniques. The geometries of two idealized cases were con-
structed, one symmetric and one asymmetric, using the open-source
software FreeCAD.12 In both cases, the afferent vessel diameter was
set to represent an average size of the vessels located near the Cir-
cle of Willis. Branching vessels were defined in accordance with
Murray’s law.13
B. Silicone model construction
Replicas of patient-specific bifurcation aneurysm and ideal-
ized geometries were produced from the segmented vessel surfaces.
At each inlet and outlet, a diameter transition segment was added
for easy connection with the circulatory loop. The transition was
designed with a small angle to avoid singular head losses.14
The physical molds representing the patient or idealized vas-
cular bifurcations were generated by means of rapid prototyp-
ing by using a Stratasys Objet30 3D printer (Stratasys Solutions®
Limited, Cambridge, United Kingdom) with an acrylic compound
(VeroWhitePlus RGD835, Stratasys Solutions). The positive models
were carefully polished to remove any artifact left by the 3D printer.
Figure 1(a) shows the positive mold after polishing. The positive
molds were printed hollow with a wall thickness of 1.5 mm for easier
mold removal in the subsequent stages of construction.
A housing case was employed to enclose the silicone during the
curing process. The housing was designed by offsetting the posi-
tive mold outward by 2 mm, providing space between the housing
and the positive mold for silicone composite injection. The offset
was chosen to ensure mechanical robustness of the replica while at
the same time minimizing excessive attenuation during ultrasound
investigations. The housing was designed in two parts, allowing easy
extraction after the curing process. Holes were drilled in the housing
to allow the silicone composite to be injected into the space between
the positive model and the housing. Figure 1(b) shows the parts that
compose the housing for one of the cases with the three-way taps
attached. The number and locations must be chosen, case by case, to
minimize chances of trapping air during the silicone injection proce-
dure. A three-way tap was glued in each hole to connect the syringes
with the silicone composite.
Figure 1(c) shows the positive mold inside the housing. The
only points of contact between the positive mold and the housing
are at the ends of the inlet and outlets of the replicas. A thin layer of
FIG. 1. Silicone model construction. (a) 3D printed positive mold after polishing. (b)
Housing parts. One of the parts was drilled and glued to three-way taps used to
inject the silicone compound. (c) Positive mold inside the housing. (d) Positive mold
and housing sealed with an elastic rubber band and ready for silicone injection.
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silicone oil was applied to the interior part of the housing to facilitate
later model extraction. Silicone oil must not be applied to the posi-
tive mold to avoid surface artifacts. The housing was carefully closed
around the positive mold and sealed with an elastic rubber band for
silicone injection through the three-way taps. No glue was used so
that the housing could be reused. Figure 1(d) presents the set ready
for silicone composite injection.
The material used to construct the replicas was a robust, cur-
able, and transparent silicone composite of XIAMETER® RTV-
4234-T4 base and curing agent (SAMARO, Thouare sur Loire,
France). After mixing the composite, the entire volume was intro-
duced in a vacuum chamber to remove air bubbles before injection
to minimize undesired ultrasound wave scattering during the exper-
iments. Silicone was slowly injected while orienting the housing such
that the silicone filled the interior gap from the bottom. Prior to the
injection, themodelmust be oriented in space to avoid the formation
of air traps while the silicone level rises from the bottom.
After curation, the housing was carefully opened to extract
the silicone model, together with the positive mold inside. The
silicone model with the positive mold was then immersed in
dichloromethane to remove the printed material within while keep-
ing the silicone model intact. The printed material becomes fragile
and brittle in contact with dichloromethane and can be carefully
carved from inside the model using a thin wire inserted along its
openings. Care must be taken during this process since the silicone
becomes fragile while soaked in the solvent. After the removal, the
silicone replica was left to rest for 24 h at room temperature, allow-
ing for dichloromethane evaporation. The silicone models showed
no structural integrity damages after the solvent evaporated.
C. Model geometry assessment
The geometry accuracy of patient-specific replicas was quanti-
tatively assessed. Each replica’s vessel surface was compared against
its target, i.e., the surface used to print the model (and also to run
the CFD analysis). First, each replica was filled with an x-ray con-
trast agent (Iopamiron 300, Guerbet, France), and 3DRA images
were acquired. The 3D surfaces of the replicas were then extracted
using the same procedure described before and were aligned with
their target surfaces using a mesh registration algorithm [Iterative
Closest Point (ICP) alignment method], implemented as a Blender
custom plugin.15
After the alignment, the error between eachmodel and its target
was computed as follows.16 For each vertex pertaining to the replica’s
3D surface SR, the spatial position error index with respect to the
target surface ST is given by
error(P⃗R, ST) ≙ min
P⃗T∈ST
∥P⃗R − P⃗T∥2, (1)
where P⃗R and P⃗T are the coordinates of points pertaining to SR and
ST , respectively, and ∥⋯∥2 is the Euclidean distance operator. This
error index is computed for each vertex of SR and projected over the
surface for visualization.
D. Ultrasound experimental setup
The experimental setup used for ultrasound flow measure-
ments is presented in Fig. 2. An ultrasound system (Aixplorer®
FIG. 2. Ultrasound-compatible circulatory loop showing the arrangement of the
resistive elements, 3D bifurcation replica, positive displacement pump, and ultra-
sound transducer.
Multiwave SuperSonic Imagine, S.A.; Aix-en-Provence, France)
equipped with a 256-element (SL15–4) 7.5 MHz linear-array trans-
ducer was used to capture real time ultrasound images. The trans-
ducer was fixed to a rigid mechanical holder with a 3D rotational
and metered translation stage. An ultrasound-compatible mock cir-
culatory loop was connected to a CompuFlow 1000 positive dis-
placement pump (Shelley Medical Imaging Technologies, Toronto,
Canada) capable of generating realistic cerebral blood flow. The
model replicas were immersed in a water tank (30 × 30 cm2) to allow
coupling between the transducer and the replicas.
Ultrasound-compatible blood mimicking fluid (Model 046
CRS, Tissue Simulation Technology, VA, USA) with nominal den-
sity ρ = 1050 kg/m3 at an ambient temperature of 22 ○C and nominal
dynamic viscosity μ = 4.0(5) mPa ⋅ s approximating that of blood
was used as the working fluid. A magnetic stirrer incorporated into
the reservoir ensured uniform distribution of the ultrasound scatter-
ing particles within the bloodmimicking fluid. Timed collection and
volume measurements of the blood mimicking fluid in a volumetric
flask (flow rates ranging from 0.1 ml/s to 10 ml/s) were performed to
calibrate the flowmeter and tomeasure the flow output of the pump.
Tubing to-and-from the pump was used to connect the silicone
replicas into the circulation loop. The connecting tubing diameters
were considerably larger than the distal vessel diameters to minimize
additional hydraulic head loss that may adversely alter the desired
distribution of flow and hydraulic resistances at the interface with
the phantoms. A differential manometer was connected to the dis-
tal part of the tubing, close and equally distant from the outlets. The
distal part of the tubing was disposed horizontally to avoid hydro-
static pressure differences between the branches. Adjustable resis-
tive elements (metered taps) were used to set the desired peripheral
resistances.
E. Computational fluid dynamics analyses
In order to validate the fluid dynamics inside the replicas, it
would be necessary to accurately measure velocity profiles in small
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TABLE I. Boundary conditions imposed for each CFD analysis.
Inlet flow rate Terminal resistance
Case (ml/s) (mmHg ⋅ s/ml)
Idealized (symmetric) 0.976 55
Idealized (asymmetric) 0.976 55
Patient 1 (ACOM) 1.25 80
Patient 2 (MCA) 2.30 75
Patient 3 (MCA) 2.30 75
Patient 4 (MCA) 2.30 75
Patient 5 (ACA) 1.25 80
Patient 6 (MCA) 2.30 75
FIG. 3. Time-averaged PD flow image, superposed with the B-mode of the sym-
metric idealized geometry near the bifurcation. White arrows indicate flow direc-
tions, and the two long parallel lines mark the fluid/wall interface of one of the
branching vessels. The multiple short parallel lines represent the cross-sectional
lines where velocity profiles were extracted.
arteries of the brain of patients. Since this type of measurement is
not currently feasible due to difficulties in accessing the arteries,
this study focused on quantifying discrepancies between PD mea-
surements and a CFDmodel. The 3D Navier–Stokes equations were
solved by using the finite-control-volume software, ANSYS® CFX.
Steady state flow analysis was performed,17 assuming Newtonian
incompressible blood with density ρ = 1050 kg/m3 and viscosity
μ = 3.5 mPa ⋅ s. Tetrahedral elements were used to discretize the
core of the computational domain, with three layers of prismatic
elements at the wall to ensure accurate computation of velocity gra-
dients. Grid sizes with an average density of at least 2400 el/mm3
were used following the recommended discretization approach for
stented geometries.18–21 Fully developed parabolic velocity profiles
were imposed at all inlet boundaries, resulting in typical volumet-
ric flow rate values at those anatomical locations. Outlet boundaries
were defined as peripheral resistances rather than pressure or veloc-
ity values that might unintentionally alter peripheral resistances
down the bifurcating vessels.22,23 Table I shows the boundary con-
ditions imposed for each CFD analysis. Flow rates are representative
of average flow rates in these vessels. Peak systolic and diastolic flow
rates were also evaluated; however, no significant differences were
observed.
Numerical analyses were run in parallel using 2 Intel Ivy
Bridge based HPC cluster nodes (each node uses 2 Intel E5 2650V2
8-core processors, 4 GB RAM). The average time required to solve
an analysis was 20 h.
F. Ultrasound flow measurement and image
post-processing
After verifying the absence of leaks and complete exclusion of
trapped air bubbles within the circulatory loop, the inlet flow rate
was adjusted to match those used in the CFD analyses. Peripheral
resistances were adjusted in each case by comparing the differential
pressure measured with the manometer attached to the circulatory
loop and the difference in the static pressure between the outlets
obtained from the CFD analysis while maintaining the same flow
rates.
Measurements were conducted at steady flow rates. The flow
within the replicas was assessed using power Doppler ultrasound
imaging, using a pulse repetition frequency of 1.95 kHz. The PD
velocity scale was adjusted for each case, maximizing the resolution
near the wall where velocities are smaller. The focus is to evalu-
ate the flow near the interface where measurement is more chal-
lenging and other velocity measurement techniques present limi-
tations. As a consequence, it is expected that saturation and arti-
facts appear deeper into the flow where velocities are higher.24 For
each replica, the ultrasonography PD protocol consisted of 15 s
acquisitions and one frame in B-mode at the same position. For
all idealized planar replicas, PD flow images were acquired in the
FIG. 4. Histograms of the position error for all patient-specific geometries. The red continuous lines indicate the median, and the red dashed lines represent quartiles Q1
and Q3.
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FIG. 5. Bifurcation surface mesh assessment of patient 6. (a) Silicone model
surface mesh (blue) and target mesh (red) superposed after mesh registration.
The zoomed-in picture presents the distribution of surface mesh vertices of both
surfaces. (b) Computed error index mapped in the surface of the replica.
bifurcation plane across the entire replica. In contrast, PD flow
images for patient-specific replicas were acquired every 1 mm across
the model, controlled by the mechanical holder with metered trans-
lation. The resultant data were transferred to a personal computer
for further analysis.
A post-processing analysis sequence was performed. For each
idealized case, the sequence comprised the following steps: (i) com-
pute a time-averaged PD image from the 15 s acquisition, (ii) use
B-mode image to locate the walls of the vessels and adjust the spatial
scale of the images, (iii) velocity profile extraction along the dis-
tal vessels from the time-averaged PD image, and (iv) extraction of
velocity profiles from the CFD results at the same locations. Figure 3
shows the time-averaged image used to extract velocity profiles for
one of the idealized geometry datasets.
In the case of patient-specific replicas, the steps were as fol-
lows: (i) for each plane of measurement, compute a time-averaged
PD image from the 15 s acquisition; (ii) build a 3D map of velocities
within the blood vessel using PDmeasurements and plane locations;
(iii) extract the geometry of the vessel from B-mode images or the
PD velocity isosurface near the wall and align it with the surface of
the vessel used in the CFD analysis; (iv) find a base transformation
matrix between the reference system used in CFD and PD measure-
ments; (v) locate the PD measurement planes in the CFD reference
system and extract CFD velocity values; and (vi) extract velocity pro-
files from PD measurements and CFD results at the same locations
in these planes.
III. RESULTS
In total, six silicone models of different patients were pro-
duced in addition to two other models with idealized geometries.
For each patient case, geometry accuracy was quantitatively assessed
FIG. 6. Velocity profile comparison of the idealized symmetric bifurcation model. The graphs present the profiles obtained from the CFD analysis (black continuous line) and
ultrasound PD measurements (red dots). The location of each profile is indicated in the central diagram.
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FIG. 7. Velocity contour plots of patient 6. Power Doppler
measurements (left) and CFD analysis (right).
using the error index. CFD analysis was performed, and PD data
were acquired following the experimental procedure described ear-
lier for each idealized geometry and two representative patient cases,
one MCA and one ACA, since these are common locations for
intracranial aneurysms.
The analysis of the results is divided in two: First, the accuracy
of the models was assessed by comparing the vessels of the patients
extracted from 3DRA images and the surfaces of the produced repli-
cas. Second, ultrasound PD measurements were compared to CFD
results.
A. Geometry assessment of patient replicas
All replica surfaces were aligned with their targets, and the sur-
face error index (1) was computed. Figure 4 presents histograms of
the error index for all patients. The medians lie within 57 μm and
82 μm. Figure 5(a) depicts a representative example of the meshes
superimposed after mesh registration. Figure 5(b) show the error
index mapped into the surface of the replica in μm. While there are
a few locations with larger error (>280 μm), most of the surface has
much smaller error (<70 μm).
B. Fluid dynamic assessment
Velocity profiles extracted from CFD and PD measurements of
one of the symmetric idealized cases are presented in Fig. 6. The
transducer location is also identified in the central diagram. The
results show close quantitative alignment between the measured and
modeled data on the side of the vessel (up to 1.2 mm) near the posi-
tion of the ultrasound transducer and progressively worse alignment
FIG. 8. Velocity profile comparison of the patient-specific
cases. (a) CFD results. (b) Power Doppler measurements.
(c) Velocity profiles comparison along indicated arrows.
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moving away from the transducer. Asmentioned before, the focus in
this study is to evaluate flow near the wall closer to the transducer;
therefore, the gain was adjusted accordingly to emphasize measure-
ments in this region in detriment to measurements deeper into the
lumen of the vessel.
The velocity contour plots from PD measurements and CFD
simulations of patient 6 are presented in Fig. 7. Figure 7 also shows
the transducer’s location during measurements.
Figure 8 shows a representative comparison between the PD
measurements and the CFD simulation obtained in one location
of patient 6 in the top, whereas velocity profiles along the indi-
cated arrows in the bottom. The transducer is positioned to the
left in the image. These results show similar trends to those already
identified in the idealized comparison, where the results show good
FIG. 9. Normalized velocity differences Δv of patients 5 (top) and 6 (bottom). The
red continuous lines represent the average, and black dashed lines represent the
average plus or minus one standard deviation. The black dots represent single
difference measurements Δv(x) from different locations across the replicas.
alignment on the side of the vessel near the position of the ultra-
sound transducer.
Power Doppler velocity profiles were extracted from different
positions and planes and compared against the correspondent CFD
profiles. Figure 9 presents the normalized velocity difference Δv as
a function of the position in the lumen of the vessel for two of the
analyzed cases. The normalized velocity difference Δv is given by
Δv(x) ≙
∣vCFD(x) − vPD(x)∣
max(vCFD(x))
(×100%), (2)
where max(vCFD) is the maximum velocity of each velocity profile.
IV. DISCUSSION
The aim of this study was to develop patient-specific 3D
anatomical models and to evaluate an ultrasound-based experimen-
tal approach for quantification of blood-mimicking 3D fluid flow.
This work presented a method to produce true-to-scale 3D vascu-
lar replicas of cerebral vessels based on 3DRA images from patients
and using 3D printing machines for quick prototyping of complex
anatomical shapes that would be difficult to produce otherwise.
Replicas from six patient-specific and two idealized geometries
were constructed following this procedure. The difference between
the surfaces of the produced replicas and their target surfaces was
evaluated quantitatively using a position error index. The median of
the position error lies within 57 μm and 82 μm. This would repre-
sent an average error of 5% with respect to the mean vessel nominal
diameter.
A quantitative characterization of flow was performed, com-
paring PD measurements against CFD modeled data. The replicas
were evaluated under realistic flow rates and boundary conditions
using the proposed experimental setup. Flow rates and terminal
resistances can be adjusted, allowing the simulation of different
physiological conditions. In this work, steady state flow was used
to compare ultrasound PD measurements against CFD simulations.
Although transient flow has not been assessed at this time, this tech-
nique operates at a very high frequency, which enables measuring
flow at a transient regime.
Ultrasound PD was used to measure velocities inside the repli-
cas. Power Doppler ultrasound is a very sensitive technique for
detection of flow and that provides reliable estimates of velocity pro-
files particularly in small vessels with low velocity flow at the expense
of the direction information. PD velocity measurements show good
agreement with CFD results near the wall closest to the transducer.
The discrepancy between PD measurements and CFD analysis lies
within 10% near the proximal wall up to 1.2 mm deep into the lumen
of the vessels.
The same comparison degrades substantially at positions fur-
ther away from the wall due to velocity gain adjustment needed to
emphasize flow near the wall. High PD gains can introduce arti-
facts in the regions of the image far from the transducer, mainly
displaying flowwhere flow is not present, appearing that there is flow
outside the vessel in the opposite side of the transducer.24 This effect
can be seen in the measurements, e.g., Figs. 6 and 8.
This is a rather small price to pay for a valuable in-vivo mea-
sure such as velocity magnitude near the wall. Until today, it was
not possible to assess flow in such a detailed manner, allowing to
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make measurements in patients to assess flow while comparing dif-
ferent conditions (before and after treatment, for instance). Recent
advances in Doppler techniques such as ultrafast Doppler and super
resolution Doppler should be able to improve significantly the sen-
sitivity of this technique, reducing the need to increase gains.25,26
This limitation can be overcome by reorienting the transducer with
respect to the replica when measurements are required along the
entire circumference of the vessel. Nevertheless, for the purpose
of characterization, experimental measurements show that the flow
inside the replicas match the CFD analysis.
Another limitation of this study is the absence of elastic walls.
Rigid walls were considered in CFD, and the silicone models, despite
the elastic nature of silicone compounds, were not produced with
elasticity comparable with the real cerebral vasculature. In fact, the
thickness of the walls of the replicas together with the steady state
regime of the pump cancels any elastic behavior of themodels, allow-
ing a direct comparison between the measurements and a rigid wall
CFD model.
Producing patient-specific replicas with realistic elastic prop-
erties is very challenging and requires intense research to use it in
clinical practice. There is a major bulk of literature considering rigid
walls since it is nowadays very difficult to the measure elasticity of
brain vessels and to produce realistic/accurate elastic replicas. In
addition, wall elasticity has a minor role in flow when compared to
velocities.
At its current state, this experimental approach offers a setup to
quantify flow in in vitro systems where the probe can be positioned
near the fluid/solid interface and provide more accurate results
where other techniques (e.g., PIV and PTV) have shown limitations
due to the interference of the interface. In the long-term, the same
ultrasound technique could be further developed to allow in vivo
measurements for direct patient-specific blood flow measurements
that better align with current clinical protocols.
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