We consider the impact of data revisions on the forecast performance of a SETAR regimeswitching model of U.S. output growth. The impact of data uncertainty in real-time forecasting will affect a model's forecast performance via the effect on the model parameter estimates as well as via the forecast being conditioned on data measured with error. We find that benchmark revisions do affect the performance of the non-linear model of the growth rate, and that the performance relative to a linear comparator deteriorates in real-time compared to a pseudo out-of-sample forecasting exercise. * I am grateful to Dick van Dijk for helpful comments on an earlier draft and to two anonymous referees for many insightful suggestions. Computations were performed using code written in the Gauss Programming Language.
Introduction
There has been much interest in the recent literature on the importance of allowing for the effects of data uncertainty. A number of related strands of this literature can be identified. Firstly, do key macroeconomic results or relationships established for one particular vintage of data remain relevant for other vintages of data? Croushore and Stark (2003) examine three major studies in macroeconomics, and find that of these three the results of the seminal paper by Hall (1978) on the rational expectations permanent income hypothesis appear to be dependent on the particular data vintage studied. Secondly, do data revisions affect the conduct of monetary policy and the evaluation of the efficacy of monetary policy, given that data revisions will typically affect the calculation of output gaps? 1 Thirdly, are data vintage effects important in forecasting? It has been suggested that the use of final-revised data may give a misleading impression of the usefulness of various predictor variables relative to appraisals based solely on the data vintages available at the time the forecasts are constructed (see, for example, Diebold and Rudebusch (1991) , Faust, Rogers, and Wright (2003) , and the recent review by Croushore (2006) ). There has also been interest in how best to specify forecasting models when there are various data vintage estimates of the same observation. 2 Our paper contributes to the literature on data uncertainty and forecasting, addressing the specific issue of whether data uncertainty disproportionately affects the forecast performance of the popular non-linear class of threshold autoregressive regime-switching models relative to their linear comparators. Our focus is on modelling and forecasting post WWII US output growth using self-exciting threshold autoregressive (SETAR) models, as this application has received a great deal of attention in the literature. Comparisons of the relative forecast performance of linear and non-linear models in this context often suggest that any advantages in favour of non-linear models are typically modest, and that whether or not gains are realized at any point in time may depend on the regime in operation at the forecast origin. However, forecast comparisons of linear and non-linear models have typically been based on pseudo out-of-sample forecasting exercises, rather than real-time forecasting schemes. Real-time exercises specify and estimate the model, and calculate the forecast, using only observations available at the time the forecast is made. There are two dimensions to this: the first relates to the time period to which the observations refer, whereas the second is less obvious but has been the focus of much of the 1 See, e.g., Runkle (1998) , Orphanides (2001) and Orphanides and van Norden (2005) . 2 See, e.g., Howrey (1978 Howrey ( , 1984 , Sargent (1989) , Koenig, Dolmas, and Piger (2003) , Harrison, Kapetanios, and Yates (2005) , Kishor and Koenig (2010) , Jacobs and van Norden (2007) , Cunningham, Eklund, Jeffery, Kapetanios, and Labhard (2009) , and Clements and Galvão (2008 . recent literature, and is that the observations are only drawn from the vintages of data that would have been available at that time. A pseudo exercise uses only timeperiod observations which are in the relative past compared to the forecast origin, but draws these from a vintage that would not have been available at the forecast origin. In the pseudo exercise the models are estimated, and the forecasts are conditioned on, data that have been heavily revised. In a real-time forecasting exercise, the model will be estimated on a mixture of heavily-revised and lightly revised data, and the forecasts are conditioned on early estimates (of the recent time periods up to the forecast origin). Of interest is whether the relatively modest gains to the SETAR model observed in pseudo-forecasting exercises would also have been realized in real-time forecasting exercises when the data uncertainty at the forecast origin is taken into account.
The plan of the remainder of the paper is as follows. Section 2 briefly reviews the SETAR model and the evidence concerning the value of this model for forecasting US output growth compared to simple (linear) autoregressions. Section 3 then describes the empirical forecasting exercises, and how these are devised to estimate the impact of certain factors of interest, such as how data uncertainty affects parameter estimation uncertainty, and the impact of uncertainty about the values that the forecasts are conditioned on. Section 4 reports the results of the empirical forecast comparisons. We consider the constancy of the SETAR model over different data vintages, and the extent to which the relative forecast accuracy of the SETAR depends on the data vintage in pseudo out-of-sample comparisons. We then evaluate the forecast accuracy in a real-time setting. Section 5 presents a Monte Carlo study to supplement the empirical findings concerning the impact of data revisions on the forecast performance of the SETAR model. Section 6 offers some concluding remarks.
SETAR models and US output growth
The threshold autoregressive (TAR) model was first proposed by Tong (1978) , Tong and Lim (1980) and Tong (1983) (see also Tong (1995) ), and marks a simple departure from the linear time-series models popularized by Box and Jenkins (1970) . Let y t denote the variable of interest (in our case, the quarterly percentage growth rate of output). y t is assumed to be determined by one of a small number of linear autoregressions. Which autoregression is in force depends upon the value of some past lag of the process relative to a threshold (or set of thresholds), or alternatively it may depend on the value of an extraneous variable. In contrast to the Hamilton (1989) model, where the regime-switching process is an unobservable discrete firstorder Markov process, the regimes are observable. When the threshold variable is a lag of y t , say, y t d , so that d is the length of the delay, then the model is 'selfexciting', giving rise to the acronym SETAR. When there are two regimes, then the process is in regime i = 1 at period t when y t d r, and otherwise (y t d > r) in regime i = 2:
where the super-scripts fig indicate parameters that may vary across regime. As written, the model allows the variance of the disturbances to depend upon the regime. Stationarity and ergodicity conditions are discussed in Tong (1995) and the references therein. The above model can be written as a SETAR(2; p; p) to denote two regimes and p autoregressive lags in each of the two regimes. SETAR models have been used to model biological and physical processes, e.g., the Canadian lynx data and Wolf's sunspot numbers are classic examples (see, for example Tong (1995) , chapter 7). They have also been applied to the modelling of economic and financial variables, with a prime application being US output growth, see, inter alia, Tiao and Tsay (1994) , Potter (1995) , Smith (1999, 1997) , Krolzig (1998, 2003) .
In terms of forecasting US output growth, any forecasting gains to the SE-TAR model have generally been found to be small. 3 Our interest is in whether the use of real-time data might further detract from any advantage that the SETAR model has in forecasting.
Design of forecasting exercise
We focus the comparisons on the impact of data revisions (including benchmark revisions) on the relative forecasting performance on non-linear regime-switching models compared to linear autoregressive models. It will be useful to briefly describe the nature of the revisions in the data to which we have access. The first estimate of output (GDP after 1991 , GNP before 1991 in the Real-Time Data Set for Macroeconomists (RTDSM, www.philadelphiafed.org, see Croushore and Stark (2001) ) contains the Bureau of Economic Analysis (BEA) 'advance' estimate, which we denote y t+1 t , and the second estimate y t+2 t is the BEA 'final' estimate. The superscript denotes the quarter when the vintage estimate becomes available. The data of the BEA are then subject to three annual revisions which occur in the July of each year, as described by, e.g., Grimm (2005, 2008) and Landefeld, Seskin, and Fraumeni (2008) . This means that y t+14 t -the estimate some three and a half years after the observations period -will have been subject to the three annual rounds of revision irrespective of the quarter of the year to which period t belongs. In addition to the regular rounds of revisions, every five or ten years the BEA data are typically subject to 'benchmark revisions', reflecting methodological changes in measurement or collection procedures (including base year changes). 4 Because the revisions process comprises a relatively small number of revisions, for estimation samples consisting of a reasonable number of observations all but a small proportion at the end of the sample period will be 'fully revised'. Hence one might expect that the estimated parameters of a model will not be much affected by data revisions. Although regular revisions might only have a minor impact, benchmark revisions entail that the whole of the data series is revised. Nevertheless, benchmark revisions might be thought to have little effect on growth rates, and therefore on the models we consider in this paper. However, the use of a fixedweighting method prior to the introduction of chain-weighting in 1996 means that the growth rates of real variables that are distant to the base year will be affected. Consequently, it remains an empirical issue whether benchmark revisions, and other revisions more generally, affect the relative forecast performance of our linear and non-linear models of US output growth. The other channel through which data uncertainty might affect relative forecast performance is via the variable values that the forecasts are conditioned on.
We use recursive forecasting exercises, and we now explain precisely how these are run. Recall that y t+i t denotes the percentage growth rate between quarters t and t 1 as recorded in the data vintage of period t + i, where i = 1; 2; : : :, so that data are only available with a lag. We focus on 1-step ahead forecasts. Hence, at time t + 1 we wish to forecast the period t + 1 value of output growth using the t + 1 data vintage. Therefore the available data comprises y t+1 t i i=0;1;2;:::
. Of course earlier vintage estimates will be available for some observations, specifically, 4 For example, Siklos (2008 Siklos ( ) identifies eight benchmark revisions in 1966 Siklos ( , 1971 Siklos ( , 1976 Siklos ( , 1981 Siklos ( , 1986 Siklos ( , 1992 Siklos ( , 1996 Siklos ( and 2001 , but we assume the latest estimates of each time period are used at each forecast origin. This is known as the use of end-of-sample (EOS) data by Koenig et al. (2003) and Galvão (2008, 2010) , and is the standard way of using real-time data. Following standard notational practice (e.g., West (2006)), we suppose that there are a total of T = R + P time periods, and that the initial forecast origin is t = R, with a final forecast origin of t = R + P 1, so that R is the initial estimation size, which increases to R + P 1 as the forecast origin moves through the sample, generating in total P one-step ahead forecasts.
Our interest is in the MSFEs -the average of the squared forecast errors. Subsequent discussion will be facilitated by the following notation that makes explicit the channels by which data uncertainty may affect forecast accuracy. For an AR(p) model, and the pseudo out-of-sample forecasting exercise, we write the regression we estimate as:
where s = 1; 2; : : :t 1, for a forecast origin t 2 [R; : : : ; i for an AR(p), and where 1 denotes the intercept. The fsuperscript denotes a 'final vintage' value, where f > T . All the P forecasts are generated from models estimated on the same vintage of data. The superscript on β allows that the model may depend on the 'final-vintage' of data that is used. Parameter instability is found to be a feature of many macroeconomic relationships (see, e.g., Stock and Watson (1996) ) and its implications for forecasting have been discussed extensively by Hendry (1999, 2006) , inter alia: here we focus on data vintage effects and ignore possible instability over time (for a given vintage). We design our empirical investigation to minimise the potential impact of instability on the forecast comparisons. Hence, we compare forecast accuracy for different final vintages keeping the time periods covered by the estimation and forecasting periods fixed.
The forecasts are based on the estimated version of (2), and are given by:
The scripts on the estimated model parameter indicate the data vintage (super) and the end of the estimation period (sub), not that the estimator allows for a timevarying parameter vector, as estimation is by OLS. The resulting MSFE is calculated as: i . The forecasts are given by:
and these are again evaluated using final-vintage actuals, so that:
A variant that isolates the effect on the forecasts of the impact of data uncertainty on the parameter estimates is:
The only difference between MSFE AR; f and MSFE AR;EOS;x f is that the latter estimates the model on the latest data vintage available at each forecast origin. Both measures condition the forecast on the final-vintage values of the observations. Finally, we may use real-time data to condition the forecasts on, but final-vintage model estimates:
to help isolate the way in which the use of real-time data affects the forecasts. So, the forecasts (3) are obtained using fully-revised data. These forecasts can be contrasted with those based on real-time forecasting (4), which use the latest vintage of data available at the time the forecast is made -both to estimate the model, and to condition the forecasts on. The two hybrid cases (defined implicitly in (5) and (6)) should help to isolate the impacts of parameter estimation and of the data the forecasts are conditioned on. Comparing (5) and (3) will highlight the impact of parameter estimation uncertainty by conditioning the forecasts on the final data in each case, and similarly a comparison of (6) and (3) will bring out the impact of data uncertainty at the forecast origin (i.e., that the data the forecast is conditioned on will subsequently be revised).
The real-time EOS model estimates are calculated by OLS applied to:
For the 2-regime SETAR model we calculate the same four measures. If we adopt the shorthand notation that 
In the penultimate case, the model is estimated on vintage t + 1 observations up to t, but the forecast is conditioned on x f t , both in terms of regime determination at the origin, and in terms of evaluating the resulting autoregression. The last measure conditions the forecast (including the regime determination) on the real-time estimates of the data at the forecast origin, but uses estimates of the model's parameters from the final data.
Forecast comparison results
We use data on the quarterly vintages of real output (GDP after 1991, GNP before 1991) from the RTDSM. The RTDSM used in our study contains data vintages up to that of 2008:4. We focus on the two-regime SETAR model of US output growth of Potter (1995) . The model was originally estimated over the period 1947:2 to 1990:4 (less observations lost from calculating lagged values). The model was a fifth-order autoregression in both regimes, with the third and fourth lags set to zero, a threshold of zero, and a delay lag of two periods. Following Tiao and Tsay (1994) we omit the lag five terms. The resulting model is essentially that of Potter (1995) , in that (estimated on 1947:2 to 1990:4 from the 1991:1 data vintage) we find a threshold value that is approximately zero (r = 0:008), the delay is two (d = 2), and the 'recession' regime when y t 2 0 is characterised by a large negative autoregressive coefficient on the second lag, such that this regime tends to be short-lived relative to the second regime (y t 2 > 0) which more closely resembles the (single-regime) linear autoregressive model of the data. Specifically, the estimates of the lower and upper regime AR parameters (and estimated standard errors) are: ρ 1 0 = 0:450, ρ 1 1 = 0:386, ρ 1 2 = 0:849, σ 1 = 1:252; and ρ 2 0 = 0:420, ρ 2 1 = 0:316, ρ 2 2 = 0:178, σ 2 = 0:888.
Whole sample estimates and data vintage
In order to see whether these features were specific to the 1991:1 data vintage, we re-estimated the same specification for the sample period 1959:4 to 1990:4 on all the data vintages from 1991:1 to 2008:4, inclusive. The specification was kept as a second-order autoregression in both regimes, but the threshold value, the delay parameter and the regime-specific coefficients were estimated on each vintage of data using standard techniques. 5 The reason for truncating the beginning of the estimation sample, relative to Potter (1995) , was to obtain a period for which data were available for the 72 vintages we consider. Table 1 records the SETAR(2;2,2) model estimates, and shows some marked changes in the estimated SETAR models across data vintages. 6 The changes across vintages generally coincide with benchmark changes: the estimates are little changed on all vintages up to (and including) 1991:4, were similar on vintages 1992:1 to 1995:4; on vintages 1996:1 to 1999:3; 1999:4 to 2003:4; and 2004:1 onwards. This suggests that benchmark revisions do affect the estimated SETAR model.
To provide further evidence of data vintage effects, we moved the end of the estimation period forward by a decade, so that the estimation period becomes 1957:2 to 2000:4, and then estimated the model on all vintages of data from 2001:1 to 2008:4. For this period, the model showed practically no variation over data vintage: see table 2. But the model is markedly different from that of Potter (1995) , with the threshold estimated at around a growth rate of nearly half a percentage point, such that the two regimes now correspond to below and above average growth (rather than contraction and expansion). There is also clear evidence of non-constancy of the SETAR model over time for a given data vintage, as noted 5 See e.g., Franses and van Dijk (2000) . 6 Holding the vintage constant at the 1991:1 data release, and setting the start date to 1959:4 resulted in changes relative to using the 1947:2 -1990:4 sample for estimation. Compare the model estimates reported in the text above to those in the first line of table 1. This is an example of non-constancy over time, whereas table 1 (and table 2) highlight the non-constancy of the model estimates over data vintage.
by Clements and Smith (1997) . This is apparent from a comparison of the model estimates in tables 1 and 2 for the same data vintage.
Hence there is non-constancy in the SETAR model estimates across data vintages for the sample period 1959-1990, mainly 
Pseudo out-of-sample forecasting and the data vintage
The fact that a model exhibits parameter non-constancy over time or over data vintage (as here) does not necessarily imply that the forecasts will be much affected. 7 For this reason, we calculate pseudo out-of-sample forecasts for all data vintages for each of the two samples. Our first forecasting exercise is based on the period . For a given data vintage, say the 1991:1 vintage, we initially estimated the SETAR model on the observations 1959 to 1980:4, and then generated a onestep ahead forecast of 1981:1. The estimation sample was then extended to include the 1981:1 observation, and the model was re-estimated and a forecast generated of 1981:2, and so on up to the final estimation period that contained observations through 1990:3. This generated a sequence of P = 40 one-step ahead forecasts for 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 the 1991:1 data vintage. The accuracy of this set of forecasts was evaluated using the 1991:1 vintage 'actuals' to calculate the MSFE: in terms of the notation in section 3, for the AR and SETAR these corresponds to MSFE AR; f and MSFE SETAR; f , where f =1991:1. We then repeated the exercise for f =1991:2, and so on, up to f =2008:4. Figure 1 (top panel) plots MSFE AR; f and MSFE SETAR; f for each of the seventy two data vintages 1991:1 to 2008:4. It is apparent that the AR model is always more accurate than the SETAR, but that the relative degree of inaccuracy of the SETAR varies considerably by data vintage, from around 2% to as much as 25% (the ratio of the SETAR to AR expressed as a percentage). It is readily apparent that for both models the main changes in accuracy occur at the times of benchmark revisions: the breaks in the figure occur for the vintages of 1996:1, 1999:4, and 2004:1. This suggests that benchmark revisions are not benign for forecast accuracy comparisons. For pseudo out-of-sample comparisons of forecast accuracy it matters which data vintage is employed. This is true both for assessing the relative accuracy of the non-linear model against the linear benchmark, and for assessing the absolute accuracy of the models for this period. After a benchmark revision, MSFE AR; f and MSFE SETAR; f remain largely unchanged across vintages until the next benchmark revision, as was expected given that only a small proportion of recent data observations change in response to regular revisions from one data vintage to the next. For the second period, we initially estimated the models on the observations 1957:2 to 1990:4 from the 2001:1 data vintage, and then generated a one-step ahead forecast of 1991:1, and then extended the sample to include the 1991:1 observation, and generated a forecast of 1991:2, and so on up to the final estimation period that contained observations through 2000:3, so that again P = 40. We calculated the MSFE of these forecasts using The initial forecast of 1991:1 using data through 1990:4 will be based on 'mature' data, i.e., data that are fully-revised. The last forecast (of 2000:4 based on data through 2000:3) will contain some observations towards the end of the estimation sample which have not been subject to the standard three annual revisions. However, the effect of this data measurement error on the forecasts will be small as the MSFE is calculated by averaging across all the forecast errors for the period 1991:1 to 2000:4. For later data vintages, not even the recent forecasts will have been generated by models with observations still subject to the regular annual revisions.
Real-time forecasting exercise
Clearly, pseudo out-of-sample forecast exercises are not a suitable vehicle for gauging the impact of data uncertainty on forecasting models, even though much of the evidence on the value of non-linear models for forecasting is based on such exercises. In order to assess the effects of data uncertainty on forecasting in practice we carry out a real-time forecasting exercise that uses only the data vintage that would have been available at that time. This exercise is based on the second period, where we generated forecasts of 1991:1 to 2000:4. Recall that using data vintages 2001:1 to 2008:4, we found the MSFEs to be largely independent of the data vintage. Hence it does not matter which pseudo 'final-vintage' exercise we compare the real-time findings against, as the ratio of the pseudo-exercise MSFEs are unchanged for all final vintages from 2004:1 onwards.
We use exactly the same time periods for estimation and forecasting as in the pseudo-forecasting exercise. Consequently, the first forecast of 1991:1 is based on data through 1990:4 but taken from the vintage that was available at the time the forecast was made -this is the 1991:1 data vintage. The final forecast of 2000:4 is based on data through 2000:3 from the 2000:4 data vintage. Hence the forecasts will be conditioned on data which are first (or early) estimates, and will be generated using model estimates obtained from heavily revised data (older observations) and more recent observations which have not been subject to the regular rounds of revisions. In order to compare the real-time forecast exercise to the infeasible (in real time) exercise that uses 'final data', we take the exercise based on the 2008:4 vintage as our exemplar of the latter, and calculate forecast errors for the real-time exercise using actual values taken from the 2008:4 vintage. Doing so implies that the aim is to forecast the 'true values', which are best proxied by the latest-available vintage of data, rather than forecasting an early release. This seems a reasonable aim given that we are interested in forecasts of growth rates which were largely unaffected by benchmark revisions over this period. Using final-vintage actuals also allows us to directly compare the forecasts from models estimated on final (2008:4 vintage) data with the real-time forecasts for a common target. It seems reasonable to suppose that the real-time forecaster might wish to forecast final values, but it does not seem sensible to forecast early-release values using models estimated on -and forecasts conditioned on -final data. However, we do compare the realtime forecasts from the SETAR and AR models in terms of both first-release and first-revised actual values.
Our results are shown in table 3, for both 1 and 2-step ahead forecasts. Consider firstly the 1-step ahead forecasts. The results in rows 1 to 4 are for forecasting the 2008:4 vintage of data. In real-time, we find a small deterioration in the forecast performance of the linear AR model compared to the pseudo exercise (MSFE increases from 0.23 to 0.25) but a large worsening in accuracy of the SETAR (from 0.21 to 0.33: compare rows 1 and 2). In order to investigate the worsening forecast performance of the SETAR, we re-run the real-time exercise but at each forecast origin we condition the forecast on the final values (the 2008:4 data vintage values) of the relevant observations, but as before the model is estimated on the vintage available at that forecast origin (this is the MSFE :;EOS;x f measure of section 3). We also calculate MSFE :; f ;x t+1 for both models. In both these cases (rows 3 and 4 in the table), the SETAR MSFE is around 0:25, accounting for approximately one third of the deterioration in the MSFE in going from the pseudo exercise to the full real-time exercise (row 2), suggesting that the interaction of the two factors -the real-time estimates, and conditioning on the real-time data -has a greater impact than either factor alone. For the 2-step ahead horizon, the findings in broad terms are similar. Now the SETAR is more than 10% more accurate than the AR on MSFE in the pseudo out-of-sample exercise, but as in the case of the 1-step forecasts loses out in the real-time exercise (row 2). For the 2-step forecasts we find that conditioning the forecasts on the real-time data -with final data parameter estimates (row 4) is more harmful than the reverse combination (row 3: conditioning on final values with real-time parameter estimates).
Rows 5 and 6 of the table report results for early-release actual values. Consider firstly the 1-step forecasts in the top panel. Now, the forecasts of, say, 1991:1 are compared to the value of the 1991:1 observation in either the 1991:2 data vintage or the 1991:3 data vintage. As explained above, we only compare the real-time forecasts of the models in terms of their ability to predict early-release actual values. The real-time forecasting results using early-release actuals match those for forecasting the final data in real time, in that the SETAR model forecasts are less accurate than the AR model forecasts (although relatively less so). Both the AR and SETAR model forecasts are more accurate at predicting early-release data than the 2008:4 vintage data -the SETAR model MSFE approximately halves. The relative accuracy of the two models is similar whether we use first-release or first revised data. Hence our finding that the SETAR forecasts worsen in real time relative to the pseudo exercise (rows 1 and 2) is not dependent on the use of final-vintage data -the same is true for predicting early-release data. The 2-step ahead results using real-time actuals are in line with these findings for the 1-step ahead forecasts.
In the following section we report a simulation study of the effect of data revisions on forecast performance, in an attempt to shed further light on the empirical forecasting exercise. The 
Monte Carlo
We analyse the impact of data revisions on SETAR model forecast performance by Monte Carlo simulation. The advantage of using Monte Carlo is that we are able to focus on the issue of interest -data revisions -and abstract from other factors that influence empirical comparisons of forecast performance, such as the extent to which the SETAR model is a 'good' characterization of the data, and the constancy of the model over time, for example. However, the Monte Carlo requires a complete specification of the data generation process, including in our case the way in which different vintage estimates of the same observation are generated. , so that:
where i is a l-vector of ones. We assume that e y t follows a two-regime SETAR process with regime-dependent disturbances η 1t , plus the 'news term' v t+1 t : 
where η t = η 1t ; η 0 2t ; η 0 3t , η 0 2t = η 2t;1 ; : : : ; η 2t;l , η 0 3t = η 3t;1 ; : : : ; η 3t;l , and E (η t ) = 0, E (η t η 0 t ) = I. To see how this defines news and noise revisions, consider the case of news revisions, so that ε t = 0. Then the first estimate is y is simply the first two terms of the RHS of (8) 
:
The specification that we have described assumes that there are only four underlying variance terms to be calculated. One might allow the {σ v 1 ; σ v 2 ; σ v 3 ; σ v 4 } to be indexed by quarter, so that the effect of (say) the first annual revision depends on the quarter to which t belongs, but this seems an unnecessary complication.
We chose as our DGP the SETAR model described in section 4: that is, the ρ parameters in (8) of the SETAR(2; 2; 2) were set to the values obtained from estimating the model on the sample 1947-1990 from the 1991:1 data vintage. Recall that for this period the model exhibits quite different behaviour in the 'recession regime', characterised by negative output growth in period t 2, so that the data we simulate will have a distinct 'nonlinear imprint'. 10 Assuming news revisions, we then estimated σ v 1 as the standard deviation of all first revisions (irrespective of the quarter t falls in); σ v 2 is the standard deviation of 5th revisions for t 2 Q1, 4th revisions for t 2 Q2, 3rd revisions for t 2 Q3, 2nd revisions for t 2 Q4; σ v 3 is the standard deviation of 9th revisions for t 2 Q1, 8th revisions for t 2 Q2, 7th revisions for t 2 Q3, 6th revisions for t 2 Q4; and σ v 4 is the standard deviation of the 13th revisions for t 2 Q1, 12th revisions for t 2 Q2, 11th revisions for t 2 Q3, and 10th revisions for t 2 Q4. Using the first to fourteenth estimates of data for the time periods 1965:3 to 1990:4 we obtained estimates of σ v i , i = 1; : : : ; 4. We also calculated σ ε i , i = 1; : : : ; 4 for noise revisions. 10 Hence the parameters of (8) are estimated on the 1991:1 vintage, although this equation is for e y t , which suggests it should refer to 'fully revised data' for all t. Further, our estimates of σ 1 and σ 2 in equation (8) will be an amalgam of the regime-specific disturbance terms and the measurement errors. We then calculate the news/noise disturbance terms separately as described in the text. Our interest is not in accurately estimating a SETAR model for underlying output growth when there are data revisions, but in determining the effects of revisions when the underlying process is clearly nonlinear. Notes: The data generating process is the SETAR(2;2,2) as described in the text. The estimation sample is 200 for rows 2 to 6, and 100 for the first row. The second column 'Rev.' denotes whether revisions are news ('Ne'), or noise ('Noi') or zero, '.', and the third column ('Act.') whether the actual values used to calculated forecast errors are y t+14 t ('Fin') or 2nd-estimates y t+2 t ('2nd'). The remaining columns are, for the pseudo exercise, the Monte Carlo estimates (20,000 replications) of the estimated SETAR model MSFE, the AR model MSFE, the ratio of the two; and then these three are repeated for the real-time exercise. We then present the 'real-time' SETAR MSFE when the forecasts are conditioned on final data ( EOS;x f ), and the ratio of this to the pseudo out-of-sample SETAR MSFE ( EOS;x f / f ). Finally, the last two columns are the 'real-time' SETAR MSFE when the model estimates are calculated on final data ( f ;x t+1 ), and the ratio of this to the pseudo out-of-sample SETAR MSFE ( f ;x t+1 / f ). Table 4 reports the results of a Monte Carlo based on 20,000 replications of a recursive 1-step ahead forecasting exercise for T = 100; 200 and P = 8. We consider six 'cases' or sets of design parameters, chosen to highlight aspects of interest. Cases 1 and 2 set all data revisions to zero, so that the data do not change across vintage. Hence the real-time exercise is the same as the pseudo out-of-sample (which accounts for the 'dots' in the tables, where unchanged entries are not repeated). The SETAR model is 5% more accurate than the AR when T = 200 (Case 2), but less accurate than the AR on the shorter sample, T = 100 (Case 1), indicating that a relatively large sample is required for the SETAR model to outperform the AR even when the data are generated from a SETAR. This is consistent with the general findings in the literature concerning the poor forecasting performance of the SETAR (see section 2), and suggests that parameter estimation uncertainty detracts from the forecast performance of the SETAR even when there are no data revisions. For the remaining cases 3-6, we set T = 200.
Consider news revisions (Cases 3 and 4). In the pseudo exercise, the absolute accuracy of both models worsens, but the SETAR remains around 5% more accurate than the AR, as when there are no revisions. 11 The relative accuracy of the SETAR worsens in the real-time exercise (although it remains more accurate than the AR). Conditioning the SETAR forecasts on the final data (but using real-time parameter estimates) restores the accuracy of the forecasts to that in the pseudoexercise, when forecast errors are calculated using final-value actuals, whereas using real-time estimates alone has little effect. Hence the Monte Carlo suggests that it is the effect of conditioning forecasts on data measured with error that leads to the worsening of forecast performance in real-time. 12 The results for noise are broadly similar -the relative performance of the SETAR worsens less in real-time than when revisions are news, but as in the case of news, conditioning the forecasts on final data is sufficient to restore the forecast performance of the SETAR.
Conclusion
There is now an established set of explanations as to why non-linear models may not forecast more accurately than linear models in terms of out-of-sample forecasting. These include: the possibility that the out-of-sample period is not characterised by the 'non-linear features' that typify the in-sample data ( (Granger and Teräsvirta, 1993, chapter 9) and Teräsvirta and Anderson (1992) ), including that the 'minorityregime' is not realized (e.g., Tiao and Tsay (1994) ) and/or the evaluation is not done conditional on the regime; the apparent non-linearities are due to outliers or structural breaks, but these offer no gain in improved out-of-sample performance; non-linearities are a feature of the DGP, but are not large enough to yield much of an improvement to forecasting; and finally, they are present and important but the wrong types of non-linear models have been used to try and capture them (Diebold and Nason (1990) , inter alia). To these we add the impact of data uncertainty.
There are three main findings. In pseudo out-of-sample forecast comparisons, we find that benchmark revisions affect the forecast accuracy of the SETAR model of US output growth, and affect its relative accuracy compared to a linear comparator. Forecast performance depends on which vintage of data is taken as the 'final data'. Secondly, pseudo out-of-sample forecast comparisons may not be a good guide to real-time rankings of models in terms of forecast performance when one of the models is a non-linear regime-switching model. For the case of 11 Note that the entries are the same for the pseudo-out-of-sample exercise for both 'final' and '2nd' actuals. This is because we always use final actuals for the pseudo-out-of-sample exercise. The two different sets of actuals only apply for the real-time exercises.
12 Case 4 evaluates the forecasts in terms of an early release (y t+2 t ), and suggests that conditioning the 'real-time' SETAR forecasts on final data will improve upon the pseudo exercise. But this is an odd exercise, as explained in section 4.3. US output growth, the forecasts of the SETAR model are far less accurate in real time. Thirdly, in the empirical exercise the worsening in performance of the SE-TAR model was due to the interaction of the effects of data mis-measurement on the parameter estimates and in the data the forecasts were conditioned on, in the case of 1-step forecasting, but was primarily due to errors in the data being conditioned on for the 2-step forecasts. Our Monte Carlo suggested that errors in the data being conditioned on in generating the forecast would have an adverse on the SETAR forecasts, but that the impact on accuracy of the effect of measurement errors on model estimation is small. The latter accords with the limited impact we would expect on parameter estimates for reasonable sample sizes given the relatively small number of data revisions. The Monte Carlo misses the 'interaction effect' found empirically for the 1-step forecasts -that it is the conjunction of the two effects that is mainly responsible for the worsening in accuracy. It is not surprising that the model underpinning the Monte Carlo misses some features that are important empirically, given the complicated nature of the empirical revisions process, and possible instabilities. The bottom line is that the Monte Carlo confirms the general finding that the SETAR model's forecast performance will look better using final data than in real-time.
These findings relate to a single macroeconomic time series and a particular non-linear model. It would be of interest to establish how general our findings are.
