ABSTRACT In this paper, we newly model computation offloading competition when multiple clients compete with each other so as to reduce energy cost and improve computational performance. We consider two types of destination of offloading request, such as a cloudlet and a remote cloud. Here, the cloudlet consists of locally connected mobile terminals with low-latency and high bandwidth but suffering from task overload due to its limited computational capacity. On the other hand, the remote cloud has a high and stable capacity but the high latency. To facilitate the competition model, on the destination sides, we have designed an energy-oriented task scheduling scheme, which aims to maximize the welfare of clients in terms of energy efficiency. Under this proposed job scheduling, as a joint consideration of the destination and client sides, competition behavior among multiple clients for optimal computation offloading is modeled and analyzed as a non-cooperative game by considering a trade-off between different types of destinations. Based on this game-theoretical analysis, we propose a novel energy-oriented weight assignment scheme in the mobile terminal side to maximize mobile terminal energy efficiency. Finally, we show that the proposed scheme converges well to a unique equilibrium and it maximizes the payoff of all participating clients.
an optimal operation of MCC, taking into account latency, energy efficiency, and task overload at the server. Recently, by adopting computation offloading in MCC, a client can partially offload the computation of applications to the cloud server, and the cloud server improves the overall performance of mobile terminals by allocating its resources as high level granularity of parallelism [10] , [11] . Here, how much of the application codes needs to be partially offloaded to the cloud and how to schedule offloaded computations of multiple mobile terminals are challenging. These concerns have recently motivated studies of the computation offloading problem in MCC to enable the more effective utilization of resources at clouds to improve the overall performance of clients [12] , [13] . By considering Wi-Fi channel competition from mobile terminals, an opportunistic offloading scheme in MCC was proposed by Chen et al. [12] . Specifically, they considered decision making on the computation offloading decision based on the given size of the offloading code. The work of Chen [13] is the closest to our research, where the focus was on studying a competition game by joint consideration between the network status and mobile terminal sides. Here, a mobile terminal finds the optimal size of offloading code to maximize energy efficiency and temporal efficiency. Since the above two works only focused on wireless channel bottlenecks for a remote cloud computing scenario, there was no consideration of task overload problem that can be occurred in a cloudlet scenario.
A task overload of a cloudlet -which means that the computational load is beyond it's capability -is a critical factor of performance. For instance, if many clients determine to offload their computation toward a certain cloudlet simultaneously, the cloudlet would become overloaded. This could result in delaying the task completion time of the previously assigned task, and in turn, this would contribute to worsening the performance of computation offloading. Therefore, it is increasingly important to design a desirable task scheduling scheme for computation offloading in MCC by considering interaction between multiple clients and the cloudlet with consideration of task overload.
In this paper, we model a computation offloading competition when multiple mobile terminals compete with each other to reduce their energy cost and increase the performance. We consider two types of destinations for offloading requests : a cloudlet and a remote cloud. Here, the cloudlet consists of locally connected mobile terminals with lowlatency and high bandwidth but suffering from task overload due to its limited computational capacity. On the other hand, the remote cloud has a high and stable capacity but high latency. To devise a computation offloading competition mechanism, in this paper, we design an energy-oriented task scheduling scheme which aims to maximize the social welfare in terms of energy efficiency. This novel job scheduling mechanism takes into account a trade-off between temporal cost and energy gain of the mobile terminals in the proposed computation offloading model. Under this proposed job scheduling, competition behavior among multiple mobile terminals is modeled and analyzed as a non-cooperative game [14] . Based on this game-theoretical analysis, we propose a novel energy-oriented weight assignment scheme in the mobile terminal side, which aims to maximize energy efficiency of mobile terminals. Finally, we demonstrate that our approach converges well to a unique equilibrium, and we show that it also maximizes the utilities of mobile terminals at the equilibrium of the game.
In brief, we make the following contributions in this paper:
• A modeling of partial computation offloading for a target code partition.
• A formulation of the problem of optimal computational resource allocation and utility modeling under multiple offloading requests with the corresponding performance needs and given energy status of clients.
• A task scheduling scheme of the cloudlet considering clients' energy efficiency.
• An algorithm for clients to find a proper strategy under the proposed job scheduling scheme.
• A game-theoretic analysis of client behavior under the proposed solution, and an evaluation of its performance in terms of social welfare and client's energy. The rest of the paper is organized as follows. Section II reviews previous works on MCC, the load balancing problem and game theoretic approaches. In Section III, we describe our model of cloudlet computing. We then provide details of the proposed task scheduling scheme and the design of utility for entities in a mobile cloud in Section IV. In Section V, we formulate the problem as a non-cooperative game, and provide an analysis of the existence and uniqueness of the equilibrium solution for the game. Numerical results are described in Section VI. Finally, we conclude the paper and discuss directions for future work in Sections VII and VIII.
II. RELATED WORK
Computation offloading, which is widely used for distributed computing, has been considered as a promising solution in MCC. Using computation offloading, the most computationally expensive operations at the code level of mobile terminals can be offloaded for remote processing in MCC. To date, many studies have been conducted in a distributed computing area aiming at improving utilization of resources in clouds and maximizing energy efficiency or application performance in clients [15] [16] [17] [18] [19] [20] . The major shortcoming of the existing research efforts is that they consider a single client only in their computation offloading solutions. Even these solutions take into account cost models for energy consumption and other temporal factors (e.g. communication medium, network bandwidth and programming model) in decision making process for task load allocation, they cannot be adopted as a realistic solution due to considering only single user in their mathematical formulation (in a MCC, there used to be multiple mobile terminals). In a realistic scenario, a cloudlet of limited servers needs to schedule its computational resources among multiple clients efficiently. It is related to a task overload problem or a job scheduling problem (aka. makespan problem) that is analogous to the optimization of minimizing, which is known as an NP-hard problem. Recently, these issues have been dealt with for a parallel and distributed computing model [21] .
The limitation of the research efforts mentioned above has motivated some researchers (e.g. [12] , [13] , [22] [23] [24] [25] [26] ) to design a job scheduling mechanism for the offloaded code from multiple clients in a MCC. By considering Wi-Fi channel competition from mobile terminals, an opportunistic offloading scheme in MCC is proposed by Chen et al. [12] . Specifically, with the given size of offloading code, a decision is made whether to offload or not. Chen [13] proposed a decentralized computation offloading game model where there is a Wi-Fi channel congestion. This work is the closest to our work, in which the focus is to study a competition game based on a joint consideration of the cloud and mobile terminal sides. To the best of our knowledge, this is the only work to date that has suggested joint consideration of the server and client sides. Here, the cloud conducts job scheduling, and a mobile terminal finds the optimal size of offloaded code to maximize energy efficiency. Note that above two works only focused on wireless channel bottlenecks issue when multiple terminals offload code at a remote cloud. In these two works, there was no consideration of task overload problem that can be occurred in a cloudlet scenario. Cardellini et al. [27] suggested a game theoretical approach with a queueing network to the task overload problem in a cloudlet environment. However, a task overload problem might occur in the peak time at which multiple clients request offloaded computation simultaneously. In this aspect of view, it is needed to deal with a scheduling policy in a cloudlet computing model. Therefore, in this paper, we adopt a game-theoretic approach and propose a novel computation offloading scheme with a user centric scheduling discipline for a task distributor and mobile terminals. Specifically, compared with previous studies on computation offloading, we provide a rigorous analytical model to consider the impact of task overload toward clouds. Finally, we expect that this work can contribute to more practical computation offloading design in MCC to improve overall performance of mobile terminals and reduce the task overload problem in the cloudlet systems.
III. SYSTEM MODEL
In this section, we describe the network model and computation offloading process related assumptions for our contribution in this paper. In this study, 'cloudlet' means a local network that consists of multiple mobile terminals and PCs. This network model presented in Fig.1 follows a cloudlet model introduced in [28] .
A. CLOUDLET ENVIRONMENT AND TASK OVERLOAD PROBLEM
In our computation offloading model, we assume that there are multiple mobile terminals in a cloudlet; we will call them clients, which are denoted as C 1 , C 2 , . . . , C N , where N is the total number of clients. The clients are willing to offload their computation to save their own energy and boost performance. There are two destinations of offloading request: a cloudlet and a remote cloud. We suppose that the cloudlet, which is locally connected mobile terminals or PCs over local wireless network, has low-latency and high bandwidth but suffers from task overload from limited computational capacity. On the other hand, the remote cloud has a high and stable capacity but the high communication latency, which is not negligible.
In the case of offloading to the cloudlet, the clients would not want to suffer delays due to the cloudlet's task overload. Suppose that all concurrent tasks have the same priority. As the number of concurrent tasks increases, the expected completion time of each task also increases. This causes several issues related to task overload; if a task requires a tight deadline, the offloading process cannot satisfy this deadline requirement. Moreover, the energy efficiency of computation offloading might decrease, since the client needs to wait longer time. Accordingly, in clients' side, they can check the cloudlet status prior to requesting computation offloading to determine the offloading procedure, according to below offloading modes:
• Opportunistic offloading: as described in Fig.2a, clients decide to offload all of their code partition or not.
• Partial offloading: clients decide to offload a part of their code partition and compute the remainder, as described in Fig.2b If a code partition can be divided into smaller chunks as in a loop procedure, partial offloading is an attractive approach for clients to improve their performance. Fig.3 Clients send a chunk of executable code and related input data to the task distributor, while they remain busy computing the remains of the code partition. They receive the result from the servers and proceed to the next computation. 5) (Task Distributor) Task scheduling and distribution:
Task distributor assigns priorities for requested tasks with its own scheduling scheme. Then, the task distributor allocates tasks to the servers for offloaded computation. 6) Offloaded computation and returning results: Clients gather the results from the cloudlet and remote cloud. Then they return to Step 3 until their application terminates. In the cloudlet environment, there are multiple mobile terminals which act as cloudlet servers and compute offloaded tasks. A task distributor receives offloading requests from the clients and distributes tasks to the cloudlet servers. The task distributor deals with multiple offloading task by its own scheduling mechanism. There are various scheduling policies to serve multiple jobs. For example, a multi-priority queue and round-robin policy are used for current operating systems. Here, we adopt a multiple priority policy so that the server can adapt a multiple priority policy by assigning a different computation speed µ i for each C i . Weighted roundrobin (WRR) scheduling is a policy for serving multiple jobs, such as CPU process handling and packet switching systems [29] . With WRR, multiple jobs are served in roundrobin fashion. A WRR scheduler is a preemptive scheduler; in a service cycle, the server computes a small amount of each task. The amount of computation for a task in a single cycle is determined by its priority value such as a weight or a nice value in Linux. Assigning the priority value of a task is also up to the service's policy. For instance, clients might set the priority value for the quality of service, or the distributor could give a higher priority for the shortest task. To guarantee the assigned priorities of offloaded tasks, we assume that tasks can be divided and allocated properly by the task distributor.
We will introduce the design of such a priority-assigning scheme for a cloudlet in Section IV. The algorithmic scheme devised in [30] provides a theoretical framework for the priority-assigning scheme.
In this paper, we discuss a fair job scheduling scheme for whole requests. We do not deal with the details of the code partitioning process; we assume that the components of code partitions such as the size of code blocks and the bandwidth of clients are given.
B. COST AND UTILITY MODELS
Clients expect to save their own energy and improve the performance of applications by computation offloading. This means that there are two kinds of client utility: energy utility and temporal utility.
Many of previous studies have designed a cost model of computation offloading to check the proper offloading time [31] . In this paper, we adopt some cost models from previous studies, and derive a utility model for partial computation offloading.
Before formulating a cost and utility model, we introduce some parameters of clients and cloudlet capacity. Here, µ local i is the local computation speed of C i , for which the unit is operations per time. Also, i is the energy demand value of C i . It gets higher when C i suffers from low energy. We assume that the input data size of computation is proportional to the executable code size. b i is a transmission time coefficient for C i , which is regarding the network bandwidth and input data. The total computation capacity of the cloudlet and the remote cloud is denoted as µ clet and µ rc , respectively. Table 1 summarizes a list of symbols used in the paper.
When a client requires offloading, it needs to send executable code and related input data. The data transfer process consumes some energy, and it is proportional to size of the data sent. We formulate the energy cost of computation offloading for C i , which is denoted as E offloading i for communication to cloudlet or remote cloud, as E offloading i (x) = e tr i b i x, where e tr i is the energy consumption coefficient during transferring and x is the task size. However, when C i tries to compute the code partition locally, the energy cost of local computation can be formulated as E local where e local i is energy consumption coefficient during local computation. Now, we formulate the energy cost of partial computation offloading, which is denoted as E i , as
where x clet and x rc is the size of offloading code to the cloudlet and remote cloud, respectively. X i is the full size of a target code partition for C i . The energy gain from partial computation offloading can be calculated as following:
We formulate the temporal cost of computation offloading to the cloudlet for C i , which is denoted as
where µ i is the assigned computation speed from task distributor for C i . The temporal cost of computation offloading to the remote cloud as T rc i (x) = x/µ rc + b i x + R rc , where R rc is the expected latency. Finally, the temporal cost of local computation can be formulated as T local
. Now, we can formulate the temporal cost of partial computation offloading. If offloading processes and local computation can be done in parallel, the temporal cost of partial computation offloading is determined as the greatest VOLUME 6, 2018 value among three factors, like
By observation, the energy gain increases as the size of the partial task increases no matter how long processes of offloading take. However, we can observe that the temporal cost can be changed with local computation speed and assigned cloudlet computation speed. To evaluate utility of clients in aspects of both energy gain and temporal cost, it is required to see energy efficiency of an offloading process. Now, we define utility of a client with a ratio of the shortest time to the shortest time among non-zero value of T clet i ,
, which is determined as
where i is a value of energy demand for
Since the expected completion time of a code partition is related to T long i , it is important to make T cannot be bigger than one. We adopt a logarithm utility for this problem, which is a famous form to describe a characteristic of marginal utility.
IV. PROPOSED SOLUTION
In this section, we present our job scheduling scheme for multiple tasks in a cloudlet. For a multi-priority scheduling, the rule and method of assigning priority is an important issue for fair and efficient processing and to avoid task overload situation. Since many clients in the cloudlet model are mobile terminals, the task distributor can consider the local computation speed, energy status, and energy efficiency of clients for scheduling. It is related to utility of clients. If clients have knowledge of the cloudlet scheduling policy and mechanism, they can determine proper action to maximize their utility. In this situation, max-min fairness is an important property of scheduling for cloudlet's computational resource which is shared by competing demands.
For max-min fair assignment, the shortest remaining job first (SJRF) policy can be considered in the task distributor due to its advantage in partial offloading. Specifically, the task distributor can lead clients to conduct partial offloading with reduced size of requested task in order to avoid the starvation issue. Then, more clients can be accommodated in partial offloading from cloudlets. Nevertheless, this SJRF policy still has some drawbacks such as the starvation issue for a long task. Thus, to compensate the drawbacks of SJRF, we can consider following:
• Considering local computation speed, remained code size and energy demand of client: If the task size is large, it could receive a large amount of resource allocation with client's status. Assume that there are two clients competing for computation resources, and energy status of each client is different; one is abundant and the other one lacks energy. In this case, by allocating more resource to low-energy clients, all users in the system are able to keep using their applications for a longer time. This can be realized by allocating more weight to the request of a client that has smaller residual energy.
• Handicap for high offloading frequency: This policy can prevent clients from dividing their code partitions into smaller chunks and requesting frequently to receive higher computation speed. The task distributor assigns computation speed µ i for the requested task size x clet i = x i of client C i . In the previous section, we discussed the cost and utility of clients by partial computation offloading. The purpose of the proposed scheduling scheme is to maximize the utility of clients. To avoid the problem from getting too complex, we assume that the task distributor of cloudlet have no information of the remote cloud.
To make this argument clearer, we introduce a utility function of partial computation offloading from (2), taking into account the energy status of clients, and applying it to priority assignment. By observation, the utility of a client is related to the expected completion time of a requested task. The factor in the logarithm in (2) can be rewritten as
We convert the problem into a maximization problem. We can derive a new form of utility as
where ω i = i κ i . To prevent users from using exploits and abusing, we introduce κ i as a handicap factor for a high frequency and repeated request of high energy demand, which is determined by the system. Note that 0 < κ i ≤ 1. These kinds of policies can be achieved by a water filling algorithm. In the proposed water-filling algorithm, we consider the following:
• The local computing power and the ratio of requested task µ local i x i /(X i − x i ) is the step size s i of the requested task for client C i . If the step size gets bigger than the total computational capacity of cloudlet µ clet , then the algorithm will regard it as s i = µ clet .
• ω i is regarded as the width of a step. Note that the value of ω i needs to be lower-bounded to 1 by proper scaling, to prevent the step height from being too high.
• The height of a step h i can be formulated as
• The amount of water -in this case, the total computing power of cloudlet -is gµ clet , where g is a scaling factor. Fig.4 illustrates the example of the water-filling problem and solution. The pseudo-codes of energy-oriented weight allocation are presented in Algorithm 1. This is called the energy status and local computing power oriented priority allocation scheme (ESCRR). Based on the proposed Algorithm 1, the task distributor tries to allocate its computation resource by performing a water-filling algorithm.
Theorem 1 (Priority Assignment Problem): There is an optimal allocation of priorities M = {µ 1 , . . . , µ N } of following optimization problem
and the explicit solution of (4) is 
The function of ESCRR gives (5) with a water level of
where i * = arg max i
This implies that
Let 
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We have the Lagrange function of the constrained optimization problem (4) as
By checking the Karush-Kuhn-Tucker(KKT) condition, the following system holds:
By observation, it is a differentiable convex optimization problem with linear constraints, which satisfies the KKT conditions (8) . Hence, we can conclude that (5) is an optimal solution of the problem.
Algorithm 1 modifies the scaling factor k to secure allocations of all tasks. This means that the water level of L that is determined by the algorithm is always higher than the height of the highest step, so that Algorithm 1 can allocate a value that is greater than zero.
Proposition 1: Algorithm 1 gives the optimal solution of the optimization problem of (4).
Note that Algorithm 1 requires 3N iterations to compute the optimal solution in the worst case. The worst-case computational complexity is O(N ).
The following theorem states that the proposed scheme is desirable and practical.
Theorem 2: The result of ESCRR, which is the set of allocation M is Pareto-optimal.
Proof: The scheme terminates with the fully utilized total resource of µ clet . This implies that we need to decrease the weights allocated to some request to increase the utility of another request. Therefore, the result of Algorithm 1 satisfies the definition of Pareto optimality, which implies that the solution could not be improved without reducing the utility of at least one request.
V. GAME THEORETIC ANALYSIS
Clients could estimate the expected completion time for their offloading computation with the distributor's priority assignment. However, when task overload takes place (demand exceeds the total available resource), some tasks may not receive adequate resource allocation from the task distributor, and this could drop clients' utility value. To avoid this, the clients seek to determine the appropriate size of partial offloading task. In this regard, in the light of game-theoretic analysis, we studied the behavior of this type of clients.
A. GAME FORMULATION AND NASH EQUILIBRIUM
In our problem formulation, we assume that the total computational speed of the cloudlet µ clet , the energy status of all clients i , and handicap factor κ i are common knowledge. This enables clients to predict other competing clients' action so that they can determine a strategy as a response to their expectation. Since task distributor does not consider the remote cloud, clients would like to determine the task size toward the cloudlet first. The non-cooperative competition game can be defined as follows:
• Players: Clients which try to request offloading at the same time.
• Strategy: An offloading request s i = µ local i x i /(X i − x i ) for client C i . The request vector S = s 1 , . . . , s N is a strategy profile.
• Utility: The players try to maximize their own utilities.
In this case, the utility for each player is the energy efficiency against the opportunity cost, which is described in (2) . In this game, we assume that players do not consider the remote cloud, which means T rc i = 0. From the utility of energy efficiency (2), it is observed that the distributor's priority assignment µ i is an important factor in determining utility. To observe the distributor's resource allocation which is determined by a client's strategy, we introduce the following definition:
Definition 1: The task distributor's allocation of µ i for client C i is formulated as
where other players' strategy is fixed as S −i . First, it is necessary to examine properties of defined bestresponse function.
Lemma 1: The task distributor's priority assignment of M i (s i ) is strictly decreasing.
Proof: Consider Algorithm 1 of ESCRR. When the size of the partial task increases from zero, the allocated resource of µ i is decreased because it would cause the increase of its step size. From Algorithm 1, a bigger step size of a client would receive a smaller size of allocation. By observation, decreasing allocation continues until the size of the partial task reaches its maximum size of X i .
In the case of parallel partial offloading, the total processing time is determined as the longer value between an offloading process time and a local computation time. If the local computation time is shorter than the offloading process time, then the utility of energy efficiency is formulated as
For the opposite case, the utility of energy efficiency gets formulated as:
Therefore, the utility of efficiency can be formulated as: 
Proof: LetL be the water level for the strategy set of (ṡ i ,Ṡ −i ) and letL be that for the strategy (s i ,Ṡ −i ), which are given by ESCRR. Becauseṡ i <s i , once can getL <L.
First, it will be shown that
Suppose thatL−s i /ω i >L−ṡ i /ω i . Then, consider the total allocated computational speed to all clients for each strategy ofṡ i ands i , we can get
which gives a contradiction. Therefore, the inequality condition of (12) is shown.
For the next, if u(s i ,Ṡ
since the offloading process time is shorter than the local computation time. However, this equation gives a contradiction to the inequality condition of (12) . This means that u(s i ,Ṡ −i ) = U clet i (ṡ i ). By definition of utility when the offloading process time is longer than the local computation time, it is given by
From the inequality condition of (12), we have
With Lemma 1 and 2, we can derive following lemma:
The utility function u(s i , S −i )∀i is continuous and quasi-concave.
Proof: Since the objective function is continuous and the strategic domain is decreasing, it is clear that the utility function u(s i , S −i ) is continuous for all i.
Consider the utility function for client C i and three strategies ofŝ i ,ṡ i ands i , satisfying the following conditions:
and fixing the strategies of other clients as S −i =Ŝ −i .
To prove that u(s i , S −i ) is quasi-concave, it is necessary to show the following:
There are two cases to examine:
With Lemma 3, we can derive following theorem: Theorem 3: There exists at least one Nash equilibrium (NE) in this game.
Proof: We already show that the strategy set is closed, bounded and convex in Lemma 3. The scheme represents a continuous and concave utility function, by Lemma 3. By [32] for a maximization problem, the non-cooperative game has at least one Nash equilibrium.
We know that there exists a Nash equilibrium in this game. By observation, the strategy of
Theorem 4: For any player C i , the strategy s
is a Nash equilibrium of priority competition game, which is given by
where h * is a number satisfying 
To prove that S * is a Nash equilibrium point, it is necessary to show
. Let L * be the water level in ESCRR for strategy S * , andL be the water level in ESCRR for the strategy of (
However,
, from Lemma 1. By conclusion, the strategy of s i cannot exist in any of case.
Note that the height of steps in the NE case is
B. STRATEGY OF CLIENTS
In the previous section, we discussed the priority allocation game and its Nash equilibrium. Now, we need to provide a proper mechanism to find NE for clients. If clients know the information of other clients, such as energy demand and request rates, then it would be easier to find their strategies of NE. However, in the dynamic environment of a cloudlet, it is hard to notify all of information to clients before they start to request offloading. In this case, clients can find their NE in iterative offloading requests by adjusting the size of a partial task. Based on the characteristics of ESCRR and the desires of clients, it is possible to design an algorithm that converges to the optimal strategies. First, a client can estimate the water level of ESCRR with the step size of it's request and allocated computational speed. By observation, we can find that the water level of ESCRR is twice the heights of steps for partial tasks with the strategy set of NE.
Algorithm 2 is a mechanism to achieve the NE of a priority allocation game. We suppose that at least the total computational capacity of cloudlet µ clet is well-known information for all of clients. Moreover, it is supposed that the energy demand i and handicap factor κ i would not change during iteration. This algorithm is based on an assumption that the water level of the game is twice the height of properlyproposed steps. The water level can be excluded with the step's height and allocated speed from the previous phase. The algorithm calculates the proper size of computation offloading to make the step height be half of the water level.
C. REQUEST TO REMOTE CLOUD
In Section V-A, we analyzed the competitive offloading game without considering remote cloud. As the result of NE strategy s * i , a client gets
. Now, the client considers to request offloading toward a remote cloud additionally for increasing its own satisfaction. To increase the client's satisfaction, another offloading procedure needs to increase the energy gain E gain i of (1). Because E gain i is proportional to x rc i , the client is willing to request offloading toward the remote cloud as many as possible. However, the expected response time of remote cloud offloading T rc i should not exceed T clet * i . With this policy, a client can determine the size of partial task toward a remote cloud as
and the size of local computation as 
VI. NUMERICAL RESULTS
This section presents numerical results to highlight the effectiveness of the proposed theorems and demonstrate how utility changes when a client's strategy changes under the proposed priority assignment scheme. Before presenting the examples, we introduce a range of variables and parameters. We considered a mobile cloudlet with N clients and one server in the cloudlet for this numerical analysis. Each client C i has a profile of handicap factor κ i , energy status i , and a local computation speed of µ local i . At the moment of the offloading procedure, C i gets the total size of a code partition X i , and it decides the size of a partial task x i . To meet the algorithm constraints, the values of κ i and i are adjusted from the original values to make the step width in ESCRR bigger than one.
In our simulation, the parameters of the size of target code partition X i and energy status e i for client C i are generated with uniform distribution, by 600 ≤ X i ≤ 1200 and 1 ≤ i ≤ 2. Additionally, we consider that in the cloudlet system, the handicap factors of all clients are the same, which is 1 in this performance analysis. Furthermore, we suppose that the network bandwidth and the coefficient of input data are the same. Note that the calculation of utility in this analysis is based on the initial assignment of the task distributor; this means that the re-assignment procedure after the termination of a task is not reflected in the result.
First, we investigate the behavior of clients under the proposed scheme. We examine the change of allocated speed and utility of energy efficiency determined by C i 's strategy. In this example, the number of clients is set to N = 5; the total computational capacity of cloudlet is µ clet = 3000; the sizes of the target code partitions are X = {758, 692, 518, 733, 682}; the energy status values are E = {1.748, 1.297, 1.627, 1.5451.670} and the local computational speeds are M local = {922, 847, 976, 611, 752}. To examine the result of the client C 1 's behavior, we assume that other players choose fixed strategies of S −1 = S * −1 with
As seen in Fig.5 , the task distributor's assignment decreases by the size of C i 's requesting task, which verifies Lemma 1. Fig.6 shows that the energy efficiency of C i has a peak value with variation of C i 's strategy, which verifies the quasi-concavity of utility from Lemma 3. This observation actually verifies Theorem 4 because the peak value of energy efficiency given with x i is around 317, which can be derived by the strategy of Nash equilibrium. The peak value of time balance can be observed from the peak value of energy efficiency by time, Here, we compare the energy efficiency performance of our proposed solution with three scheduling schemes: a WRR scheduler with weight allocation which is proportional to a client's demand (DWRR), a non-weighted round robin scheduler (RR) and the shortest remaining job first scheduler without regarding other factors (SJRF). By comparing social welfare of four scheduling schemes, it is able to figure out the performance of scheduling schemes in aspect of energy efficiency. It is assumed that the allocated weight in DWRR and RR areμ i = µ clet s i / N j=1 s j andμ i = µ clet /N , respectively. The social welfare of schedulers is compared, varying the total computation capacity of cloudlet µ clet and N , with two strategy sets, namely the Nash equilibrium and the maximum value set.
In Figs. 8 and 9 , we demonstrate that the social welfare can be maximized under our proposed scheme. The simulations have been performed considering N = 20. In these simulations, we assume that clients would choose their own NE. Fig.8 shows the comparison of social welfare that changed by the cloudlet capability µ clet . Fig.9 depicts the average of social welfare for each scheduler under various values of N . In this simulation, the average value for each N is calculated by 100 iterations, where the parameters of clients are generated randomly with uniform distribution. It is important to highlight that, the proposed scheme provides more balanced completion time of cloudlet offloading and local computation than other schedulers, which are related to clients' energy efficiency. Therefore, we can conclude that the proposed scheme generally outperforms the other schedulers in terms of energy efficiency.
Next, we show that Algorithm 2 converges to the Nash equilibrium with acceptable steps of iterations. Fig.10 shows the convergence of utility by the iteration for the case of given N and the case without given N . While iterations, we assume handicap factors of clients do not change for this example. Note that the average number of iterations to converge is gradually increasing with the number of clients, but it is reasonably small by observation. Moreover, it is observed that the average number of iteration to converge gets smaller when the knowledge of N is given to all clients. 
VII. DISCUSSION ON PRACTICAL ISSUES
In this section, some practical issues of the proposed schemes are discussed. Apart from that, here, we highlight several challenging issues that will be addressed in our future research.
A. TRUSTFUL SCHEME For a fair resource allocation, a task distributor regards not only the size of requested task but also the subsidiary information of clients such as the energy demand status, client's local computational speed and a total size of original task. This kind of information needs to be generated and sent from client-side. It means that unless all of clients are trustworthy, there could exist a deception of the subsidiary information from clients. Hence, this trustfulness issue of the proposed scheme should be addressed. To solve this issue, in Section III, we already introduced a handicap factor of κ i in the priority assignment scheme. If client C i keeps request in improper manner, then the system may assign the value of κ i smaller for the next request. This kind of policy can prevent clients from abusing or deceiving by introducing penalty. Specifically, the system can give a penalty to the clients who perform as following:
• Local computation speed µ local i and the total size of original task X i : These factors affect the total size of step for the proposed water-filling algorithm. If a client deceives µ local i to be lower or X i to be higher, then it can choose another strategy to make its utility higher. However, this kind of abusing makes the waiting time of cloudlet offloading be shorter, so that it might cause the client to request in high frequency. To make the value of µ local i trustworthy, the system may manage this kind of value in the registration stage as a policy. Moreover, it is expected to make clients being honest indirectly by assigning smaller value of κ i for high-frequency requester.
• Energy demand: the energy demand factor i affects the width of step for the proposed water-filling algorithm directly. If a client deceives i to be higher, then it can choose another strategy to make its utility higher.
To sublate this kind of abusing, the system can consider the progressive handicap which is related to cumulated value of the energy demand. If a client keeps i higher than its own, then the progressive handicap gets bigger than normal case and the system may assign the value of κ i smaller. Therefore, this remedy can reduce the utility of abuser. We remain the issue of periodic initialization of this progressive handicap as the policy of system.
B. IMPLEMENTATION CONCERNS
In Section III, we mentioned a code profiling and partitioning for a process of computation offloading. To implement the proposed system, it is required to argue the level of parallelism and code partitioning methods. For the level of parallelism, data parallelism like MapReduce framework [33] is a good target of the proposed scheme. In data parallelism, a task consists of numerous iterations of small code with data. In this case, the size of offloading task is proportional to the number of iterations. These kinds of offloadable code partition can be detected in automated profiling system, or be designated by a programmer. Design of a task distributor is another concern to implement multi-server model of cloudlet offloading system. In the proposed system, a task distributor allocates tasks to the cloudlet servers with proper priorities. It brings a problem about allocating tasks to the servers with ensuring the priority. To solve this problem, it is needed to concern another competition among the cloudlet servers. In this paper, we remain it as an issue of further work and analyze for a single-server scenario. Moreover, evaluation under a dynamic environment with changes of clients' energy demand factor and handicap factor is needed.
VIII. CONCLUSION
In this paper, we proposed an energy efficient job scheduling scheme for offloaded computation in a mobile cloud computing environment. We considered that a task distributor in a cloudlet deals with multiple requests of partial computation offloading with a WRR scheduler. Under this model, we proposed an energy-oriented weight allocation scheme for clients. The proposed scheme assigns a portion of the computational resource for a request, by considering its code size with deadline and energy status. We demonstrated that the proposed scheme can induce the maximal social utility. In our proposed scheme, clients having low residual energy will be guaranteed more utility than those with adequate energy. Here, we proved that a result of weight allocation is Pareto-optimal, and its time complexity is O(N ) in a worst case. Moreover, clients try to maximize their utilities by adjusting the size and deadline of offloading code. We also showed that behaviors of clients converge to equilibrium by game-theoretic analysis. It was proven that the equilibrium maximizes utilities of clients. Moreover, we successfully showed that there is a unique Nash equilibrium of this game. In addition to providing a novel solution for mobile cloud computing, this paper presented an insightful discussion as a guide for further research and the deployment of partial computation offloading in a cloudlet environment.
