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ABSTRACT
The treatment of problems in potential theory involves
the solution of Laplace's equation subject to certain boundary
conditions. This is accomplished by separating Laplacefs
equation, a partial differential equation, into three ordinary
differential equations, whose combined solutions constitute
a particular solution of the original equation. The com-
plete solution of the problem consists of a Fourier series
of particular solutions, whose coefficients are determined
in such a way as to satisfy the boundary conditions.
The above procedure is effective only when the boundary
surfaces of the problem coincide with the parametric surfaces
of the coordinate system in which the problem is stated.
This condition greatly limits the number of problems that
can be solved, since the number of coordinate systems in
which Laplace's equation can be solved by separation of
variables is limited. Recently a number of new coordinate
systems has been developed, each obtained by the inversion
in a sphere of one of the conventional systems.
Inverted coordinate systems are useful for the solu-
tion of many problems whose boundaries are not compatible
with the conventional coordinate systems. Two methods of
attack on these problems are available. In the first,
Laplace's equation is separated in the appropriate coordinate
system and the solution of the problem is constructed in the
iv
usual way, by the use of a Fourier series. This method has
the disadvantage that not all of the particular solutions
of Laplace's equation in inverted coordinates have been
tabulated, The alternate method requires the inversion of
the boundary conditions into one of the conventional systems,
and the solution of the problem in that system, whereupon the
solution is inverted back into the original system. This
method has the disadvantage that simple boundary conditions
are transformed by inversion into relatively complex ones.
In the problems investigated, little advantage was observed
in using one system instead of the other.
A table of the separated equations has been made,
including all of the inverted coordinate systems. The
Stackel determinant has been obtained for each case. A
number of graphs has been drawn, illustrating the physical
appearances of parametric surfaces in inverted coordinates.
IORIENTATI ON
In 1782, while engaged in an investigation of the
gravitational attraction of the earth, Pierre Simeon Laplace
enunciated the relationship
+. + = 0. (1)
This equation, now usually written in the shorthand form
was named for its discoverer, and has assumed great importance
in applied mathematics, appearing as it does in discussions
on mechanics, acoustics, hydrodynamics, heat, and electricity,
in fact, in any science where the theory of potential is
involved. The problem of solving this equation has naturally
attracted the attention of a large number of scientific workers
from the date of its introduction until the present time.
The most general solution of a partial differential
equation, such as Laplace's equation, involves an arbitrary
function or an infinite number of arbitrary constants. A
particular solution of such an equation is a relation among
the variables which satisfies the equation, but which, though
included in it, is more restrictive than the general solu-
tion, If the general solution of a differential equation
is to satisfy the conditions of a physical situation, enough
must be known about the physical situation to specify the
arbitrary function or all of the arbitrary constants. Very
frequently the general solution of a partial differential
equation cannot be obtained, but it is usually possible to
obtain a number of particular solutions. In such cases,
and Laplace's equation falls into this category, it is
worthwhile to find a number of particular solutions and
to combine them in such a way that they satisfy both the
differential equation and the physical situation. The
physical restrictions on the solution are called "boundary-
values" and a problem of the type described here is called
a "boundary-value problem".
Boundary-value problems involving Laplace's equa-
tion in three dimensions are ordinarily solved by the method
of "separation of variables". This method requires that the
partial differential equation be reduced to three ordinary
differential equations, the solutions of which, when pro-
perly combined, constitute a particular solution of the
partial equation. As an examples of this method, consider
Laplace's equation in rectangular coordinates,
+ 4+ 04
x a y
Let % = XYZ, where X = X(x), Y = Y(y), and Z = Z(z). Equa-
tion (1) then becomes
1 d2X 1 d2Y 1 d2Z.
The right-hand side of this equation involves z only and the
left-hand side involves x and y only. In order for this
condition to be true, it is apparent that each side must be
equal to a constant. Thus
1 d2X + 1 d2Y 1 2Z = +al
d2Z + alZ = 0;
Z = sin 4v7 z + cos 47 z.
1 a2 1 d 2Y
,fdf 1 Y dy -a2)
d2X+d-T a2 = 0.
X = sin E2x + cos V 2 x.
d2Y
dy2 - (al + a2)Y = 0
Y = sinh J•al 2 y + cosh Jal + 2 y.
The particular solution to Laplace's equation is then
= (sin J7a z + cos /', z)(sin vr  I + cos 4a~ z)
(sinh Jai- 2 y + cosh wjl + a2 Y).
If the boundary conditions are specified on the surfaces of
a rectangular parallelopiped, thel potential on these boundaries
can be expressed in terms of the particular solution for 0
by using a Fourier series. Suppose, for example, that on
the surface z = dI the potential is specified as a function
of x and y, and that on the surfaces x = 0, y = 0, z = 0,
x = d2, y = d3 the potential is zero. The form of each of
the factors in the particular solution can be adjusted to
make the potential go to zero on each of the prescribed
boundaries. Because the term involving hyperbolic functions
is constant when z = dl, the specified potential function
on that surface can be expressed as a double Fourier series 2
of trigonometric terms in the particular solution. Each
term in the series has its coefficient determined by the
boundary value, and since there are an infinite number of
terms, in general, the series becomes a general solution of
Laplace's equation. The boundary-value problem is thus
completely and uniquely solved.
It is apparent that this method of solution is
effective only when the boundaries are parametric surfaces.
In rectangular coordinates, therefore, only the rectangular
parallelopiped and its degenerate cases are acceptable as
boundary surfaces. In order to handle other physical problems
it is necessary to employ coordinate systems whose parametric
surfaces correspond to the boundaries involved. Laplace's
equation assumes a different form in each new coordinate
system, and its solutions are not usually expressible in
terms of elementary functions. Thus, a number of new func-
tions has arisen in connection with boundary value problems.
Numerical values of most of these functions have been tabulated
for useful ranges of the independent variable.
In order for a coordinate system to be usable, it
must have such properties that Laplace's equation, expressed
in these coordinates, is separable into three ordinary
differential equations. This circumstance imposes definite
restrictions on the type of coordinate system that is ad-
missable; among other requirements, the three families of
parametric surfaces must be mutually orthogonal.
In 1934, in connection with an investigation of the
Schroedinger wave-equation, L. P. Eisenhart tabulated the
properties of eleven coordinate systems4 , including rect-
angular; circular, elliptic, and parabolic cylinder;
spherical; prolate and oblate spheroidal; ellipsoidal;
paraboloidal; conical; and parabolic coordinates. These
systems are well known, and the solutions of Laplace's
equation are tabulated for most of them. Laplace's equation
also separates in toroidal coordinates. The twelve systems
mentioned here are the only three-dimensional systems currently
used in mathematical physics. In addition, there are a
number of two-dimensional systems that can be used in physical
problems where there is cylindrical symmetry.
In 1948, R. M. Redheffer showed in his doctorate
thesisl 0 that Laplace's equation also separates in the
systems obtained when nine of the eleven Eisenhart systems,
excluding elliptical and paraboloidal coordinates, are
inverted in any sphere of any radius. He also tabulated the
mathematical forms of three unnamed systems, which are as
yet unidentified with geometrical configuration, and
which may include the inversions of elliptical and para-
boloidal coordinates. The twenty-four systems mentioned
here were proved by Redheffer to be the only ones in which
Laplace's equation is separable by the methods employed in
this thesis.
In 1845, Sir William Thompson (Lord Kelvin) pointed
out the possibility of solving potential problems by in-
verting the boundary values in a sphere, to transform the
problem from an arbitrary coordinate system into a familiar
one. This technique is equivalent to the familiar "image
method" of solving problems in electrostatics . However,
apparently no one has separated Laplace's equation in the
inverted systems, or attempted to apply the method of
separation of variables to problems whose boundaries coincide
with parametric surfaces of the inverted systems.
It is the purpose of this thesis to separate Laplace's
equation in the inversion of each of the eleven Eisenhart4
coordinate systems, to illustrate the physical configurations
of some of the systems which appear to have the greatest
usefulness, and to compare the two methods of solving pro-
blems in these systems.
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THE GEOMETRICAL PROPERTIES OF INVERTED SYSTEMS
A. The Process of Inversion
By inversion is meant the transformation by reciprocal
radius-vectors; that is, the substitution for any set of
points in space, another set obtained by drawing radii to
the original points from a fixed origin, and measuring along
these radii distances inversely proportional to their lengths.14
Any desired constant of proportionality can be used, which
then becomes the square of the radius of the "sphere of
inversion". Each point on the inversion of a certain figure
then lies on a line between the origin and the corresponding
point on the original figure, with the radii so proportioned
that the product of the radii of the original point and the
inverted point is equal to the square of the radius of the
sphere of inversion.
An inversion is a conformal transformation. This
means that any angle between lines or surfaces in the
original figure is preserved in the inverted figure. Element-
ary lengths, areas, and volumes are transformed by the in-
verse first, second, and third powers, respectively, of the
ratios of the radii. Each straight line or plane in the
given configuration is transformed into a circle or a sphere
through the origin, respectively, and each circle or sphere
in the given figure is transformed into a different circle
or sphere. A point in the original figure lying outside of
the sphere of inversion is transformed into one lying
inside the sphere, and vice versa. It is apparent, then,
that the inversion of a geometrical figure can be performed
by geometrical means.
Mathematically, the process of inversion can be ex-
pressed by the formulal0
S a012
where r is the radius vector from an arbitrary origin to
the inverted point, r is the vector of the given point, c
is the vector of the center of the sphere of inversion, and
a is the scalar radius of the sphere.
The linear element, ds , of an inverted coordinate
system is given byl 0
,s2 a 4 ds2
where ds2 is the linear element of the given system.
B. Practical Methods of Inversion
(1) Graphical Method
It is not feasible to represent exactly on a two-
dimensional diagram the shape of an inverted figure;
however, in some cases, the actual shape can be visualized
with the aid of one or more such diagrams. For example,
consider the inversion of a cylindrical object, shown in
plan view in Figure 1. ABCD is the cylinder, while A'B C D
is its inversion. If the cylinder were infinitely long, the
inverted figure would pass through the origin, as shown by
the dotted lines. The cross-sectional area is infinitesimal
0O
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at the center of the sphere of inversion, and varies to a
maximum value at the point closest to the surface of the
sphere. If, however, the cylinder is finite in length, its
plane ends are transformed into spherical sectors. The
cross-sectional shape of the inverted figure can be found by
drawing the series of sectional views obtained by passLng
a family of planes, perpendicular to the paper, through the
center of the sphere. Inverting the intersection of such a
plane and the cylinder with respect to a circle, which is
the intersection of the sphere and the plane, gives the cross-
section of the inverted figure at its intersection with the
plane. In the case of a circular cylinder, the intersection
with a plane is an ellipse, the inversion of which is given
in Figure 12.
(2) Optical Method
In working a physical boundary-value problem, one is
usually obliged to choose a coordinate system whose para-
metric surfaces merely approximate the boundaries of the
problem. In the case of inversions of the Eisenhart systems,
the problem of choosing the best approximation may be diffi-
cult because of the infinite variety of shapes that can be
obtained by varying the relative sizes and positions of the
sphere of inversion and the figure to be inverted. In
addition, it is often difficult to visualize the three-
dimensional shape of an inverted object. As an experimental
aid in determining the best coordinate system for a given
problem, a spherical mirror can be used. Under certain
1-1
conditions, the reflection of an object gives an indication
of the shape of the inversion of the object in a similar
sphere. It must be remembered, however, that such a reflec-
tion in a sphere is not an exact analogy to the inversion
problem. Figure 2 illustrates the geometrical considera-
tions involved.
b
FIGURE 2.
Point b is a point whose inversion is to be found in the
sphere with radius oc and center at 0. Consider first the
light-ray be, which is reflected from the sphere at c.,
To an external observer, the reflected ray of appears to
come from a virtual image at g. Now consider a point a
oa OC
on the line ob, so located that oc 00, or
(oc)2 = (oa)(ob). Point a is then the inversion of point
a, and triangle oac is similar to triangle ocb. In order
for the virtual image of point b to correspond to the in-
version of point b, points a and I must coincide, and angle
og_ must equal angle ocb.
L ocd = r/2
0c =/ir/2 + a
L _ =r 6 •-r/2 + a = r/2 + a -
0 0 L = L oocb -c.
The maximum value of a for a given position of b occurs when
the ray •b is tangent to the sphere, and this limiting value
of C decreases as b moves closer to the sphere. Apparently,
then, the virtual image g is close to the inversion a when
k is close to the surface of the sphere. In other words, a
spherical mirror is useful in visualizing the form of an
inverted object providing the object is close to the sphere
of inversion. Actually, the device is useful even though
the geometrical analogy is far from being exact, because
the general shape of the image is the same as that of the
inversion. A number of photographs is shown in Figures 3
through 8, illustrating the optical analogy discussed here.
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REFLECTION OF A CIRCULAR CYLINDER IN A CONVEX SPHERICAL MIRROR.
FIGURE 3.
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REFLECTION OF A PARABOLIC CYLINDER IN A CONVEX SPHERICAL MIRROR.
FIGURE 5.
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REFLECTION OF A PARABOLIC CYLINDER IN A CONVEX SPHERICAL MIRROR.
FIGURE 6.
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REFLECTION OF A CIRCULAR CYLINDER IN A CONCAVE SPHERICAL MIRROR. AXIS
OF CYLINDER NORMAL TO MIRROR SURFACE.
FIGURE 8.
C. The Inverted Coordinate Systems
Although it is not possible to represent accurately
a three-dimensional coordinate system on a two-dimensional
drawing, it is possible in certain cases to draw sectional
views of the parametric surfaces which, when imagined to
be rotated about suitable axes, are an adequate aid to
accurate visualization of the system. Only inversions of
those systems with rotational symmetry can be presented in
this way, and only those inversions in which the symmetry
is preserved. A number of coordinate systems capable of
this type of representation are described in the following
paragraphs.
(1) Inverse Rectangular Coordinates
Figure 9 is a sectional view in the XY plane of the
inversion of rectangular coordinates in a sphere centered
at the origin. (There is no reason to choose any other center
with rectangular coordinates.) The circles u = constant
and v = constant are inversions in the sphere of the lines
x = constant and y = constant, respectively. If the family
of circles designated by the parameter u is rotated about
the x axis, and if the family designated by v is rotated
about the y axis, and if a third family is visualized,
designated by w, and is rotated about the z axis, a three
dimensional system results, consisting of three families
of spheres, all tangent to the origin.
(2) Inverse Spheroidal Coordinates
Figure 10 illustrates a two-dimensional elliptical
coordinate system, from which may be generated three
different three-dimensional systems. Translation of the
figure in a direction perpendicular to the paper yields
elliptic cylinder coordinates, which, in common with the
other cylindrical systems posess inversions which are very
difficult to represent diagramatically. Rotation of
Figure 10 about the x axis yields the prolate-spheroidal
coordinate system, and rotation about the y axis yields
the oblate-spheroidal system.
Figure 11 represents the inversion of Figure 10
with respect to a circle centered at the origin. From this
figure, then, can be visualized three special cases of
inverted coordinate systems. Rotation of Figure 11 about
the axis u = r/2 yields the inversion of the oblate spheroidal
coordinates. Figure 11 as it stands represents any cross-
section of the coordinate system resulting from an inversion
of elliptic cylinder coordinates in a sphere whose center
lies on the cylindrical axis.
Figure 12 is an inversion of Figure 10 with respect
to a circle centered on the positive x axis. Apparently
there is only one axis of symmetry in this diagram. If the
figure is rotated about this axis, an inverse prolate-spheroidal
coordinate system results, the center of the sphere of in-
version being on the positive x axis. Similarly, Figure 13
can be rotated about its axis of symmetry (u = T/2) to
produce an inverse oblate-spheroidal system whose center of
inversion is on the positive y axis.
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(3) Inverse Parabolic Coordinates
In Figure 14 is illustrated the two-dimensional
parabolic coordinate-system. Rotation of this figure about
the horizontal axis (z= O) produces the three-dimensional
parabolic coordinate system. Inversion of Figure 14 in
any circle centered on the horizontal axis gives a figure
which can be rotated about the same axis to produce a system
of parabolic coordinates. For example, Figure 15 is an
inversion with respect to a circle centered at the origin,
and Figure 16 is an inversion with center on the positive
y axis (horizontal axis).
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INVERSION OF RECTANGULAR COORDINATES IN A CIRCLE
WITH CENTER AT THE ORIGIN.
FIGURE 9.
FIGURE 10. ELLIPTIC COORDINATES
I TVER IO T 07 ELLIPTIC COO~TrA ; ; "'ITH RESPTCT TO A
CIRfLT TITH C"NTER AT ' ` OFII AND WITH RADIUS
"QUTJAL TO THE FOCAL DI2TANCE.
(:ach curve labelled to correspond with its inversion.)
LFIGURE 11.
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INVERSION OF ELLIPTIC
CIRCLE WITH CENTER AT
RADIUS EQUAL TO
COORDINATES WITH RESPECT TO A
THE RIGHT-HAND FOCUS AND WITH
THE FOCAL DISTANCE.
FIGURE 12.
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INVERSION OF ELLIPTIC COORDINATES WITH RESPECT TO A
CIRCLE WITH CENTER AT (u=U, v= n) AND WITH RADIUS
EQUAL TO THE FOCAL DISTANCE.
FIGURE 1.3
FIGURE 14. PARABOLIC COORDINATES
p1=0
INVERSION OF PARABOLIC COORDINATES IN A CIRCLE WITH RADIUS EQUAL
TO THE Y-INTERCEPT OF~ : 4 AND WITH CENTER AT THE ORIGIN.
FIGURE 15.
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INVERSION OF PARABOLIC COORDINATES IN A CIRCLE WITH RADIUS EQUAL
TO THE Y-INTERCEPT OF1ý 4 AND WITH CENTER AT THE Y-INTERCEPT OF
1• =4. 3.
,FIGURE 16.
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LAPLACE'S EQUATION IN INVERTED COORDINATE SYSTEMS
A. The Form of the Equation
As was mentioned in Chapter I, Laplace's equation
assumes a different form in each different coordinate
system. The general form, in any system is
where u, u,2 and u3 are the three independent variables,
= A #gm lHB22 3 ' and gl', g22, and g33 are defined by
ds2 = 11 dul + 22 du2 + 33 ddu .
Hence, if the linear element ds2 is known for the system,
Laplace's equation can be written. The linear elements for
the twelve conventional coordinate systems have been
tabulated by a number of authors. 4 ' 9 ' 1 3 ' 8 The linear elements
for the inversions of the eleven Eisenhart systems are
tabulated in part c and in reference 10.
B. Separation of Variables
In the eleven coordinate systems of Eisenhart it is
possible to separate Laplace's equation by the straight-
forward method illustrated in Chapter I. This method assumes
the potential equal to the product U1 U2 U3 , each U being a
function of only one variable. This assumption does not
produce separation, however, in toroidal coordinates or in
any of the inverted systems. In these cases it is necessary
Ul U2U3
to assume a potential of the form R , where R is a
6?.
properly chosen function of all three independent variables.
With this assumption it is possible to proceed in the usual
way to obtain ordinary differential equations for U1, U2,
and U . The method, however, involves a great deal of tedious
manipulation, much of which can be avoided by a more general
approach.
n 12
A more convenient method8, originally due to P.Stackel
and generalized by P. M. Morse9 , permits separation in all
twenty-one of the systems in which Laplace's equation is
known to be separable.
Without considering its derivation, this method is
used as follows:
Define a determinant
S11 012 -l13
S = 21 22 23 , (1)
where the quantities in the first row are functions of u l
only, those in the second row of u2 only, and those in the
third row of u3 only.
22 fs23 l12 113
Let M1 32 33 M2 : l32 _-3
and
'12 Y"13
M.= 122 1 23
(2)
S
Now determine the M's so that gii = M7 x, (3) where
convenient function of ul, u2 , and u3 .
x is any
Let = f f2 R x (4)
where fi is a function of ui only and R is another convenient,
arbitrary function of u l , u2, and u3.
In separating Laplace's equation, first find gii
from the linear element. Next, choose a value for x, and
from equation (3) determine M The three values of S
Mi
determine the Stackel determinant S, which can be written
by inspection, subject to the restriction on !iJ. Having
determined S, choose a value for R, and from equation (4), find
fl' f 2 , and f3. The separated equations are now given by
1 d u d Ui f . (5)
dui U J=l
Ui is a function of ui only, and aj is an arbitrary constant.
UIU2U3The potential $ is equal to the function 1
R
The foregoing method is known as "R-separation",
and may be applied to any coordinate system. In the eleven
Eisenhart systems R is equal to unity, but in toroidal
coordinates, and in all the inverted systems, R is a function
of U1, u 2 , and u3.
As an example of the use of the method, consider the
inverse circular-cylinder system. The linear element, as
found in reference 10, is
ds 2  (d2 + d 2 ) + dw2  where a is the distance
ua2+u2+v + sin wfrom theaxis fthe cylinder to the center of inversionau
from the axis of the cylinder to the center of inversion.
u 2 a2+u2+v2 sin w, 33S2-au +sin
Qg3 = - = 1.
Let S =
Lf X
Similarly
1 n
0 1
un
= 1,
Then S =
1
0
0
M1 =i, 1 M2
n = 0,
11 1
o-w 0
0 -1
= 1 = .
1
m = -
u~2
1
u
1(a2+u2+v2
2au
l2 8 2.
z R".
+ sin w3
fl = f2 = = 1; R2 =
+ sin w
2au
Substituting into equation (5), where ul= u, u 2 = v,
u3 = w; the separated equations are:
S d2U a1  a3(1) 2 + U 2+ adu u U
S=
S 1
M2 u'
1
0
0
S=
a2+u2+v2 + sin 22au W)911 = 922 =
i 2v w a2V = 09
d2V
v(i2 " 3"W = 0o
The solutions of the ordinary differential equations are:
(i) U = v~ Zp(4 a2 u), where Zp is the solution of
Bessel's Equation, and p = l-4(a +al
sinh
(ii) V = cosh •a o ,
(iii) W = sinh Wcosh "
UVWI
It is to be expected that only two arbitrary constants
will appear in the solution, indicating that al, a2 , and a3
are interdependent, al can be eliminated by substitution
into the formula
3
ax L 1 3 "a (f R
R- -  gifi U,
which yields a numerical value.
The greatest advantage of the foregoing method of
separation is that it avoids a great deal of tedious
differentiation and algebraic manipulation in determining
the separated equations. On the other hand, in order to
eliminate the unwanted separation constant, it is often
necessary to perform almost the same amount of mathematical
work as is necessary in the more straightforward separation
jf -,ý
ul't'3
method, which gives only the two irreducible separation con-
stants. Nevertheless, the method of Stackel is of great
value in determining with the least possible effort the
form of the separated equations and their solutions.
C. Tabulation of the Separated Equations for the Inverted
Coordinate Systems
As an aid in using inverted coordinate systems in
potential problems, the mathematical characteristics of
each system have been tabulated, along with the ordinary
differential equations resulting from the separation of
Laplace's equation. The starting point in each case has
been the linear element, ds2 , which has been obtained from
reference 10. In cases where it was possible to recognize
their solutions, the separated equations were solved. The
method used in deriving the separated equations was that
of section B; therefore three separation constants appear
in each solution. In each case, al must be eliminated by
application of equation (G) of section B.
The Roman numeral following the name of each system
corresponds to the designation of that system in reference 10.
(1) Inverse Rectangular Coordinates, X
ds2 2(du 2 + dv2) + dw2
[2(u2+v2) + W27
P (. 2 t 2 l , w2
~· · I rr\U · 1 I · · ·
2S= 0
0
R
Separated
(i)
(ii)
(iii)
Solutions:
(1)
(ii)
(iii)
-1
1
0
Equations:
U" +c aU = 0
V" - a2V = 0
W" - (a1 - a 2 )W = 0
sin
V sinh ~v
cosh 2
sinW = 0 la2 w
COs
0
-1
1
2
= 1
Note: The separation
constants have been
rearranged.
Notes:
Parametric surfaces consist of three families of
spheres, all tangent to the origin, with centers on the x,
y, and z axes, respectively. See illustration problems in
Chapter III.
The surfaces u = ul, v = vl, W = W1 , are inversions
of the surfaces x = xl, y = y1 , z = z 1 , respectively.
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(2) Inverse Circular-Cylinder Coordinates, XIIII
1s - (du 2 + dv2 ) + dw2ds =
a2+u2+v2 + sin w
2au
a2+u2+v2 + sin2au
1 1
u u
10 -1 0 =
u
0 0 -1
Separated Equations:
(1) U" + U (al + a3)  +
U
a2
(ii)
(iii)
Solutions:
(i)
(ii) -
(iii)
V" - a 2 V = 0
W" - acW = 0
1U = Al Zp(VY u), where p = i-4(a3+al .
sinhccosh l
W =sinh W
cosh 3
Notes: See Figures 1, 11, and 12. The surfaces u = ul,
v = v1 , w = w1 correspond to the surfaces r = rl, e =
z = zI in conventional circular-cylinder coordinates.
2
(3) Inverse Spherical Coordinates XI
ds2 csc2u(du2+ dv2) + dw2
a cosh v + COs U+ sin W
1R
a cosnv u + sin w
sin u
2osc2u 1 ese u
S =0 -10 = csc u
0 0 -1
Separated Equations:
(1) U" + U (al + a2)Csc2u + a = 0
(ii) V" - a2V =
(iii) W" - W =o 0
Notes: To change the above notation to the more conventional
form, let v = In r, u = 9, w = N.
(4) Inverse Prolate S•heroidal Coordinates. V
ds2  (cso2u + csch 2v)(du2 + dv2 ) + dw2
2 2 2 2
a + b + sinh u + cos v - 2 bcosh u cos v + sin w
2a sinh u sin v
R = CE 7
2 2
csc u 1 csc u
S csch 2v -1 csch 2v = csc u + csch2
0 0 -1
Separated Equations:
(i) U" + U (a + a3 )csc2u + a2 = 0
(ii) V" + V (di + a3)csch2v - a2 = 0
(iii) W" - a3W = 0
Notes: See Figures 11 and 12, and article IIC(2). Above
notation corresponds to the notation in Figures 10, 11, and
12. The focal distance is assumed to be unity in these
formulas; an arbitrary value may be obtained by multiplying
csc u and csch v by c, the focal distance. The constants a
and b correspond respectively to / + y2 and zo, where
(xo,Yo,zo ) are the rectangular coordinates of the center of
inversion.
(5) Inverse Oblate Spheroidal Coordinates, VI
ds2 = (seo2u - sech 2v)(du2 + dv2 ) + dw
2
a 2 + b2 + cosh2 u + sin2 v - 2 bsinh u sin v + sin wJ
2a cosh u cos v
R °1£ 1hZ
it)f~
sec2u 1 sec2u
S sech2v -1 sech2v =sec u + sech v
0 0 -1
Separated Equations:
(i) U" + U (a + a3)sec 2u + a2 = 0
(ii) " + V (al + a3 )sech2v - a2 = 0
(iii) W" - a3W = 0
Notes: See Figures 10, 13, and 14. The notation of the
formulas corresponds to that of the figures. The focal
distance in the formulas is assumed to be unity; an arbitrary
value may be obtained by multiplying see u and sech v,
wherever they occur, by _, the focal distance. The con-
stants a and 1 correspond respectively to X/ + yo and z ,
where (Xo, yo, zo) are the rectangular coordinates of the
center of inversion.
(6) Inverse Parabolic Cylinder Coordinates, IX
d 2  (u2 + v2)(du 2 + d62) + dw2
l(U2s -a) 2+ (uv-b) + w
1
12 ,2 2 2S = 2  - v2  = u2 +
0 0 401
Separated
(i)
(ii)
Equations:
U" + U u2(al + a3) + a2  = 0
V" + V v2 (al + a3 ) - 2  = 0
W" - a3W = 0.
Notes: The notation of the formulas corresponds to that of
Figure 14, if , , and z are substituted for u, v, and w,
respectively.
(7) Inverse Elliptic Cylinder Coordinates, VIII
ds2 = (cosh 2v - cos 2u)(dv2 + du
2) + dw2
[(cosh v cos u - a)2 + (sinh v sin u - b)2 + w2] 2
R = --C
1
cosh 2v
1
cos 2u
0
1
-1i
0
1
cosh 2v2
1
cos 2u
-1
= 
2 (cosh 2v + cos 2u)2
Separated Equations:
1() U" + (a +
(ii) V" + V (al +
(iii) W" - a3W = 0
a3 )cos 2u - a2  = 0
a3)cosh 2v + a2 = 0
Notes: Above formulas assume unity focal distance, but may
be generalized by multiplying cosh 2u and cos 2v by c2, the
square of the focal distance, wherever they appear. Notation
above corresponds to that in Figure 10. The variable w is
measured along the axis of the cylinder.
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(8) Inverse Parabolic Coordinates, VII
1( + -•)(du2 + dv2 ) + dw2
ds 2 =
(u2 v22 .2  2b 2  2(U +V + a + b + 2b(v - u) + sin w
4 au v
R --
1
S = S-1
V2
0 0
Separated Equations:
(M) " + u (al +
(ii) V" + v (a1 +
(iii) W" - a3W = 0.
Solutions:
(i)
(ii)
1
V2
-1
1 1
= woo +2 Vu T
2+3 ) " a2  0
a3 a 0
U = vw zp( Y u), where p = 1/l-44a3iI
v = /Z (-Ja 2 v)
(iii) W = winhcosh 3
Notes: See Figures 14, 15, and 16, and article I(3). In
order for the notation of the formulas to correspond with that
of the figures, j, 1, and ' must be substituted for u,
and w. respectively.
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(9) Inverse Conical Coordinates, I
ds2  k2 cn2(k,u) + k'2 on2(k',v) (du2+dv2) + dw2
4 a dn(u,k)sn(v,k')+ sn(u,k)dn(v,k')+ c cn(u,k)cn(v,k') coshw1 2  2
"a + b + c
R =
22 2
k2on (1 n (k,u) k 2(ku)
S = k'2cn2(k',v) -1 k'cn2 (k',v) k2 cn2 (k,u)+k '2n 2 (k' v)
0 0 -a
Separated Equations:
(1) U" + U (al+ag)k cn2(k,u)+a 2 = 0
(ii) V" + V (al+a3 )k'on2(kv) - a2  0
(iii) W" - a3W = 0
Note: a, b, and o are the rectangular coordinates of the
center of inversion.
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IV
THE APPLICATION OF THE INVERTED COORDINATE
SYSTEMS TO BOUNIDARY VALUE PROBLEMS
Problems in potential theory whose physical boundaries
correspond with the parametric surfaces of the nine inverted
coordinate systems can be attacked by either of two methods.
The first method involves the separation of variables in
the appropriate system, the solution of the separated equa-
tions, and the expansion of the potential in terms of these
solutions. The alternate method involves inverting the
given boundary conditions into one of the Eisenhart coordin-
ate systems, solving the new problem in that system, and
inverting the solution back into the original system. The
choice of method depends upon which is more convenient for
the problem at hand.
A. Solution by Separation of Variables
In applying the method of separation of variables
it is necessary first to solve the separated differential
equations, the separation process having been performed
once and for all in part II. In general, it will be
necessary to solve these equations in power series, and it
is to be expected that new functions will arise thereby.
Because of the orthogonality of the coordinate systems,
it should be possible to expand any well-behaved, arbitrary
function as a Fourier series of these new functions, so as
to satisfy both Laplace's equation and the physical boundaries
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of the problem. In certain cases; for example, in inverse
rectangular and in inverse circular-cylinder coordinates,
the solutions of the separated equations are recognized as
functions that have already been tabulated, and it may be
that others of the nine inverted systems will also yield
familiar solutions. In these cases, of course, the labor
of solving a boundary-value problem is greatly reduced.
To illustrate the application of this method, two
problems will be presented, both in the inverse rectangular
coordinate system. The solutions will only be indicated
formally, in order to avoid the labor of evaluating the
final integrals.
(1) The first problem involves the potential field
within a space bounded by spherical surfaces, as shown in
Figure 17. As was mentioned in part II-B, the parametric
surfaces of inverse rectangular coordinates consist of three
families of spheres, all tangent to the origin, with centers
along the x, y, and z axes, respectively. The present
problem assumes that the sphere u = u, is intersected by
the planes v = 0 and w = 0, and by the spheres v = vl and
w = w1 . The boundary conditions on the potential X are:
when u = O, = 0;
u = ul, F(v,w);
v =V, '= 0;
v = , d = 0;
w = wl, W = 0;
w = 0, 5 0.
E--
0
iI
0
'Z
a4o
E-i
H
rOC/I
00
0
From article IIIC(1), after a slight manipulation of the
separation constants, the particular solution for X is
sinh + k2 u sin sin i
2+2+2 cosh 1 2 cos k cos 2w
In order to satisfy the boundary conditions at all surfaces
except u = ul, it is necessary to restrict the particular
solution to
0 sinhi u sin - sin ,
U2+V2+W2  sinh I uI
where m and n are integers and = , 6;2 + n2.
It is apparent that a double Fourier series must be used to
represent the solution, since when u = ul, % is a function
of both v and w. The solution
0 = /u 2 +V2 +w2  A n sin nsin•u.
Amn sinh u sin r sin nW
When u = ul, = F(VW)
,
. (u,2+2+w =  An sin mrv sin lrw
u +V +w n
m n
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4 F(v,w) m n dv dww
A - 9 sin ----sin --- dv dw'ý; S
0 0
Upon evaluation of the integral for Amn, the
potential at any point within the bounded volume is determined.
(2) The second problem is to find the potential external
to a charged, metal sphere which is very near to an infinite,
grounded, conducting plane. The boundary surfaces can be
represented in inverse-rectangular coordinates, as shown in
Figure 18. The boundary conditions are:
when u-= 0, %'= 0;
u = ul, '= F(v,w).
Here it is convenient to use an exponential form of the
characteristic solution,
sinh Xu eiap eiq
22 2 AaB sinhul e
The constants A. and Bp can be put into exponential form,
whereupon the characteristic solution becomes
.. =sinhbu ei a(v-p) ei P(w-q)
/u2+v2+w2 ssinh ul
where a = wa and a, a, E, nd a are constant for any
one characteristic solution.
The sphere is tangent to the plane at the point
(u = 0, v =oo, w =0O), therefore the boundary value of the
potential is specified over an infinite range of values
FIGURE 18.
FIGURE 19.
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for v and w. The solution for the potential must therefore
take the form of a double Fourier integral (See Appendix A).
If ui is zero, and if the characteristic solution is
multiplied by
1 F(p,q)ul and integrated four times,
4r2 u 2+p2 +q
with respect to a, , p, and q, the result is
___1 Ocrr F(p,q)ul 1 ia(v.p)+p(wq)j
4 J2  ul+p2+q2
This is the double Fourier integral representation of the
function F(' w) on the sphere u = ul, where F(v,w) is
/u1+v2+w2
the potential on the surface of the sphere. /The poteatial
at any point is therefore
co F(p) sinh u i [a(v-p)+ p(w-q)]dp dq d d.
4 2  ul +p +q sinhi ul
Suppose that F(v,w) is a constant. It might be expected,
from experience with the Eisenhart coordinate systems, that all
the surfaces u = constant would be equipotentials, but such is
clearly not the case. In fact, it can be shown that in none of
the inverted systems can the potential be expressed as a func-
tion of only one variable. The general form of Laplace's equation is:
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1 7F3 0.
V/ i=1 ýUi gii bui
If % depends only on ul,
d- 0,dul 1g dul/
gld =du KI , where K = fl(u2,u3),
911du 1  K,11
91 = f2(ul)fl(u2,u3).
This result is a criterion for the expression of the potential
as a function of one variable. Applying the criterion to the
several coordinate systems shows that the eleven Eisenhart
systems satisfy the requirement, and that the potential can
therefore be expressed as a function of any one of the variables
in these systems. In toroidal coordinates the condition is
satisfied for only one of the variables, and in the nine
inverted systems it is not satisfied for any of the variables.
B. Solution by Inversion of Boundary Conditions.
The alternate method of solving a potential problem,
whose boundaries are parametric surfaces of one of the in-
verted coordinate systems, is to invert the boundary condi-
tions into the corresponding Eisenhart system, in which the
characteristic solution is well known. The problem is then
completely solved in the familiar coordinates, and the solution
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inverted back into the original system. The boundary values can
be stated either in terms of potentials or in terms of potential
gradients. In the former case, the potential is inverted by
the relation r= ' ,14 where V and % are the potentials of
corresponding points in the original and inverted coordinates,
respectively, and r is the distance from the origin of any
point in the given configuration, and a is the radius of the
sphere of inversion. In the latter case, the gradient is
transformed by the relation
13 = ( X) • . 14 The angle between the
gradient and the boundary surface is preserved in the inversion.
This method of solving potential problems in three dimen-
sions is analogous to the method of conformal transformationsll
which is applied to similar problems in two dimensions. Though
these two-dimensional problems are customarily solved by
conformal mapping, it is also possible to use the method of
separation of variables, which may be more convenient in some
cases. Appendix B compares the two methods of solution for a
two-dimensional case.
As an illustration of the present method consider the
problem of Figure 18, which has already been treated by
separation of variables. It is assumed again that the conducting
plane is at zero potential, and that the sphere is charged to
an arbitrary potential F(v,w). The given configuration is to
be transformed by inversion into one compatible with
rectangular coordinates, after which the problem can be
solved in the conventional way. The center of inversion is
placed at the point of tangency of the given sphere and
the given plane, and the radius of the sphere of inversion
is made equal to the diameter of the given sphere. The
inverted configuration then becomes two infinite, parallel
planes, as shown in Figure 19, with their separation equal
to d, the diameter of the given sphere. The boundary
potentials are transformed by the relation %'= , as
mentioned previously. The potential of the left-hand plane
is thus zero, but the potential of any point on the right-
hand plane is transformed by a factor depending on the
position of the corresponding point on the given sphere. Here
it is most convenient to express the transformed potential in
terms of rectangular coordinates. Since rr =d2, $'= ,F
But r' = /d 2+y+, therefore
'= F(yz)d at any point (d,y,z)
d2 + + z2
on the right-hand plane. It is now necessary to solve this
boundary value problem. The potential must be zero when x is
zero; therefore, the characteristic solution is
sinhix eicY ei z
AaB@ sinhAd e e , where 2 = a2 +p
Inasmuch as the boundary potentials are defined for an
infinite range of values for y and z, it is evident that a
double Fourier integral is again needed, in the same manner
as in the previous treatment of the problem. Following the
procedure of that treatment, one finds the potential in
rectangular coordinates to be
S1 F(PS )d i[a(y-p)+÷(Z-q)p dq dc do
77= f d z2ep2+q 2
The potential can now be transformed back into the original
coordinate system by the relation
d
Upon comparison of the two methods of solving this
problem, it is apparent that each presents about the same
degree of difficulty and complexity. This appears to be
generally true. Suppose that the function F(u,v) were set
equal to a constant in the problem. The boundary conditions
are simple, but the nature of the inverted coordinate system
is such as to require quadruple integration of a complicated
function in obtaining a solution. On the other hand, if the
problem is worked by transforming boundary conditions, a simple
coordinate system is obtained, but the transformation changes the
simple boundary conditions to a more complicated form, and the
net result is the same.
VC ONCLUSIONS
It appears from the foregoing discussion that the
inverted coordinate systems are potentially useful for the
solution of boundary value problems. One of their advantageous
features is the great variety of surface configurations that can
be obtained by changing the location and radius of the
sphere of inversion. The application of these coordinate systems
consequently permits the treatment of a great many hitherto
unvolved problems.
Because of the complicated nature of the inverted
systems, it is not surprising that the solution of Laplacet s
equation is considerably more difficult here than in the more
familiar systems. The complication arises partly from the
fact that the potential must involve all three space-variables,
and partly from the complex nature of the metric coefficients
and the necessity of using the R-separation process. The
necessary appearance of three independent variables in the
expression for the potential makes it necessary in all
cases to use double Fourier series or double Fourier
integrals for fitting boundary conditions.
Adequate methods are available for finding the most
desirable coordinate system to fit a given set of boundaries.
It would be of value if more charts showing the shapes of
the parametric surfaces should be made available, and if
mirror surfaces should be developed which would present exact
optical analogies of the process of inversion.
The separation of Laplace's equation has been per-
formed for each of the nine inverted coordinate systems.
In most cases, however, the rearrangement of the separation
constants into more usable form is yet to be accomplished.
Also, in several cases, the separated equations have yet to
be solved. This is not a difficult problem, although a
tedious one, since a simple trigonometric substitution will
in every case permit the equation to be solved in a power
series. If new functions are encountered in this process,
it will be necessary to tabulate them before numerical ex-
amples can be solved.
In the cases in which the actual solution of pro-
blems has been investigated, it appears that the solution by
separation of variables differs very little in complexity
and difficulty from the solution by inversion of boundary
conditions. This situation appears to obtain in all the
inverted coordinate systems. The choice lies between a simple
coordinate system with complex boundary conditions and a
complex coordinate system with simple boundary conditions.
In conclusion, it appears that inverted coordinate
systems constitute a useful tool in the solution of boundary
value problems. The difficulty with which they are applies
rules out their use as academic examples, but in cases where
accurate solutions are needed, and where mechanical aids to
analysis and computation are available, the systems should
find valuable application.
APPENDIX A
THE DOUBLE FOURIER INTEGRAL
It is possible to arrive at the form of the Fourier
integral in two variables by an extension of the process
used in the case of one variable (See Reference 13, page 287).
The exponential form of the double Fourier Series is2:
f(x,y) = Amn ei m ei m
m n
e p e.i q mn ei(m-p) ei(n'q)% Jflx,y)e " i Pa b, A e a e =
m aS ra -i(u +)
f(u,y)e ( % du = Apn e .2ra 3
-ira n
vb ra u
jb f(u,v)e-i(pi + Tq)du dv = A q(4v2ab)
-.rb -ira
ra irb
AP472 ab 
-ra 
-rb
f(u,v)e-i(P + Z )du dv
10N M 7a rb,
f(x,y) = 1 N
4r ab IL
-N M 0-a
Ei° c ÷3 4)]
This is the double Fourier Series.
-i(pu du dv
f(u,v)e a b du dv
Let- = ,
n= 1 1Sn, a =j
1 M N ra -bf (,y) = 47-Irb
-NM -N -7ra -rb
f(u,v)e-i(mu + KnV)du dv
* (x + KnYy)A "n
As a and b ~o , and AIC -- dKm and dKn.
The above sum then approaches an integral which is
f(u,v)e-i(Kmu + Knv)du
o*D eO
f (x,y) =
. so - o. ý is
dv
* fi(Kx + i y) di dK ;
f(X, f(u,v) e i[m(Xu)+Kn(Y du dv dm dYKn *f44(xy) = 7 f. (u
p
APPENDIX B
SOLUTION OF LAPLACE'S EQUATION IN A TWO-DIMENSIONAL
COORDINATE SYSTEM
Consider the two-dimensional coordinate system
represented by Figure 9. Such a system is suitable for the
solution of Laplace's equation in a problem in which the
boundary conditions are specified on two appropriate cylindrical
surfaces, and in which there is no variation of potential in
the direction perpendicular to the paper.
The x and y coordinates are defined in terms of U
and v as:
X r2uv 2  2U2V
from which the metric coefficients of the curvilinear system
can be obtained.8' 13
11 = - (2 ) 2 4v4,
22- () + (. ) = 4u4
O= r1gg202 = 4u 2 v 2.
Laplace's equation is
1 1(24u + 2 + v )U+ 2 = 0.
To separate the equation, let • = U(u)V(v).
1Then L 1i u+V- d2 2U dVThen 1 2 tJ + 2 uV dU)+ - '+ 2vU = 0
4uv Iu u dv2 dv
or
u d2U 2u3 dU v4 d V 2.3 dV
U du2  U du V dv
2  V dv
The separated equations are therefore:
2
(i) u4  U + 2u3 d•. L = 0,
du2  du
(ii) v4  2 v 3dV i v 
v4 + 2v3 v + kV = 0.
These equations can be solved by assuming a solution in the
form of a descending power series. Taking equation (i),
let
U = Ko + KI u"1 + K2u"2 + .... + Knu n + .
Substituting this series into (i), and equating like
powers of u to zero, a recurrence formula for the coefficients
is obtained,
K =
m+z k[(m+2)(m+3) - 2(m+2)]'
whose form indicates that K and KI are arbitrary. The
solution can now be written:
U = A 1 + I(I) L + )4 + ...
+ B t( + 3+ 1(u ) +
which is recognized to be equivalent to
U = A cosh k + B sinh k
u u
6i
In a similar manner, the solution for equation (ii)
is found to be
k kV = C sin + D cos kV V'
so that the solution for the potential has the form
sin k sinh k)cos V cosh '
n
It is apparent that the substitution of x for I and
Y for 1 in the separated equations would have put these
V
equations into easily recognized forms, thus saving the labor
of solving the equations. This fact suggests the solution
of the boundary-value problem by the conformal transforma-
1
tion w = -, which transforms the coordinates of Figure 9
into rectangular coordinates. The boundary values also must
be transformed, of course, and in this case the transforma-
tion is equivalent to the inversion of the boundary circles
in a sphere centered at the origin. If the potentials on
the boundary surfaces are specified, the transformation is
accomplished by the method described in article IV B. If
the potential gradients are specified, however, the trans-
formation is given by the relations
where the notation corresponds to that of article IV B.
Problems in this coordinate system can thus be
solved by either of the two methods of Section IV, the
choice again depending upon which method produces the solu-
tion most easily.
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