Abstract. In this paper, we propose and analyze a hybridized discontinuous Galerkin(HDG) method with reduced stabilization for the Stokes equations. The reduced stabilization enables us to reduce the number of facet unknowns and improve the computational efficiency of the method. We provide optimal error estimates in an energy and L 2 norms. It is shown that the reduced method with the lowest-order approximation is closely related to the nonconforming Crouzeix-Raviart finite element method. We also prove that the solution of the reduced method converges to the nonconforming Gauss-Legendre finite element solution as a stabilization parameter τ tends to infinity and that the convergence rate is O(τ −1 ).
Introduction
The aim of this paper is to propose and analyze a reduced hybridized discontinuous Galerkin(HDG) method for the Stokes equations with no-slip boundary condition: is a given function. For the Stokes problem, various HDG methods were already proposed and studied [8, 11, 13, 22, 12, 10, 9, 14, 21, 18] . We also refer to [15] for an overview. The method we investigate in this paper is the HDG-IP method proposed by Egger and Waluga in [21] . The HDG-IP method is based on the gradient-velocity-pressure formulation of the Stokes equations. We remark that the HDG method of the local discontinuous Galerkin type [22, 12] is close to the HDG-IP with a slight difference of a numerical flux. A reduced stabilization was introduced to the DG methods and analyzed for elliptic problems [6, 7] . In [4] , Becker et al. studied the reduced DG method for the Stokes equations and analyzed the limit case as a stabilization parameter tends to infinity. In [21] , Lehrenfeld proposed a reduced HDG method for the Poisson equation and the Stokes equations. In the reduced method, two piecewise polynomials of degree k and k − 1 are used to approximate element and hybrid unknowns, respectively, unlike the standard HDG method. As a result, the number of degrees of freedom is reduced compared to the standard method, which is the main advantage of the reduced method. Lehrenfeld also remarked that the convergence rate of the method is optimal, however, error analaysis was not presented. In [23] , for the Poisson problem, the author provided the optimal error estimates and showed the lowest-order reduced HDG method is closely related to the nonconforming Crouzeix-Raviart finite element method.
In this paper, we provide optimal error estimates of the reduced method for the Stokes problem. Since we need to use a weaker energy norm in our analysis, it is necessary to modify the error analysis of the standard method. We note that the main difficulties can be overcome by the techniques used in the author's previous work [23] and the discrete inf-sup condition proved by Egger and Waluga [18] . We also show a relation between the reduced method and the Gauss-Legendre element(see [5, 24] for example). It is proved that the hybrid part of velocity and the pressure of the lowest-order reduced HDG method coincides with those of the nonconforming Crouzeix-Raviart finite element solution. In the limit case as the stabilization parameter τ tends to infinity, the solution of the reduced method converges to that of the nonconforming Gauss-Legendre method. The convergence rate is estimated to be O(τ −1 ). This result is inspired by [4, Theorem 3] , however, our proof is completely different and novel.
The rest of this paper is organized as follows. Section 2 is devoted to the preliminaries. In section 3, we introduce a reduced stabilization and present a reduced HDG method. In section 4, we provide a priori error estimates in an energy and L 2 norms. In section 5, some relations between the nonconforming Gauss-Legendre finite element method and the reduced method are shown. In section 6, numerical results are presented to confirm our theoretical results. Finally, in section 7, we conclude the paper with some remarks.
Preliminaries

2.1.
Meshes and function spaces. Let {T h } h be a family of shape-regular triangulations of Ω and define Γ h = K∈T h ∂K. Let E h be the set of all edges in T h . The mesh size of T h is denoted by h, namely h := max K∈T h h K , where h K = diamK. The length of an edge e ∈ E h is denoted by h e .
We use the usual Lebesgue and Sobolev spaces;
For vector-valued function spaces, we write them in bold, such as
2 inner product is denoted by (·, ·) Ω . Let us define the piecewise inner product by
Let P k (T h ) and P k (E h ) denote the space of element-wise and edge-wise polynomials of degree k, respectively. We employ
(Ω) as finite element spaces, which we call
is denoted by P k−1 , and I stands for the identity operator .
Norms and seminorms. As usual, we use the Sobolev norms |v|
The energy norms are defined as follows:
The symbol τ is a stabilization parameter which will be defined in section 3. The parameter-free energy norms |||·||| and |||·||| h are used to analyze the convergence rate with respect to the mesh size h. We need the parameter-dependent energy norms in order to analyze the proposed method when τ → ∞. We also use the stronger
By the inverse inequality [1] , we see that the two energy norms are equivalent to each other on
for some constant C > 0 independent of h. Similarly, it holds that q h ≤ q h h ≤ C q h for all q h ∈ Q k−1 h . In the following, the symbol C will stand for a generic constant independent of the mesh size h and the stabilization parameter τ .
2.
3. Approximation property. The approximation property in the energy norm holds as well as in the standard energy norm.
Proof. We refer to [23] .
A reduced HDG method
In this section, we present a reduced HDG method based on the HDG method proposed by Egger and Waluga in [18] . By taking the L 2 -projection onto the polynomial space of lower degree by one in the stabilization term of the standard method, we obtain the reduced HDG method:
where the bilinear forms are given by
Here τ is a stabilization parameter assumed to be greater than or equal to one and sufficiently large. We recall that P k−1 , which is defined in section 2.1., is the L 2 -projection onto the edge-wise polynomial space of degree k − 1.
Remark 2. In the two-dimensional case, we can easily implement the reduced method by using a reduced-order quadrature formula in the computations of the reduced stabilization term, see [23, Lemma 5] for details.
Error analysis
In this section, we provide the optimal error estimates of the method in both the energy and L 2 norms. To do that, we first show the consistency of the method, the boundedness of a h and b h , and the coercivity of a h . In addition, the discrete inf-sup condition of b h is proved based on the results of [18] . 4.1. Consistency. We state the consistency and adjoint consistency of the method. 
Proof. Since u − u| Γ h = 0 on Γ h , we can easily see that the consistency (4.1) holds.
be the solution of the method (3.1). From the consistency, the Galerkin orthogonality follows immediately:
Due to the symmetricity of a h , we readily see that the adjoint consistency also holds:
Boundedness and coercivity.
We first prove the boundedness of a h and b h .
Then there exists a constant C > 0 independent of h and τ such that
With respect to the parameter-dependent energy norm, we have
Proof. By the Schwarz inequality, the first term of a h is bounded as
We estimate the second term. Note that
Using this, we deduce that ∂ n ξ,
where we have used the trace inequality and the following estimate (see [23] for the proof)
From (4.7), (4.8) and (4.10), we obtain the boundedness (4.5). With a slight modification, we can also show that (4.4).
Theorem 5 (Boundedness of b h
). Let (ξ, ξ) be the same as in Lemma 4 and
h . Then there exists a constant C > 0 independent h and τ such that
In particular, in the case of r = q h ∈ Q k−1 h , we have
Proof. By the Schwarz inequality, we have
Next, we estimate the second term of the bilinear form b h . In a similar manner of (4.7), we have
where we have used the trace inequality and (4.9). Consequently, we obtain the inequality (4.11). From the inverse inequality, (4.12) follows immediately.
Theorem 6 (Coercivity).
Assume that τ is sufficiently large. There exists a constant C > 0 independent of h and τ such that
In particular, we have
Proof. We note that
Then it follows that
By the trace and inverse inequalities and Young's inequality, we have
for any ε > 0. From (4.18) and (4.19), it follows that
We can take ε = τ −1/2 and deduce that, by assuming τ ≥ 4C 2 ,
By the inverse inequality, we have
′ , which completes the proof.
4.3.
The discrete inf-sup condition. To prove the discrete inf-sup condition of the bilinear form b h , we introduce a Fortin operator. The main idea and techniques for constructing the Fortin operator are entirely based on [18] . The global
2 -projections onto P k (K) and P k (e), respectively. We define the Fortin operator by
In the following, we show this operator satisfies the Fortin properties.
h . Moreover, there exists a constant C > 0 such that 
Next, we prove (4.22) . Note that |Π k h v| 1,h ≤ |v| 1,h and
From (4.23) and (4.24), it follows that
By using the above results, we can prove the discrete inf-sup condition for the bilinear form b h .
Theorem 8 (Discrete inf-sup condition).
There exists a constant β > 0 independent of h such that
Proof. It is well-known that the continuous inf-sup condition holds: there exists β ′ > 0 such that (4.27) sup
The proof is completed.
4.4.
A priori error estimates. We prove optimal error estimates by using the results in the previous section. In this section, the stabilization parameter τ is fixed to be a sufficiently large value.
Theorem 9 (Energy-norm error estimate).
(Ω) be the exact solution of the Stokes equations (1.1), and let 
and r h ∈ Q k−1 h be arbitrary, and set
By the boundedness of a h and b h , we can estimate the dual norms of F and G as follows:
(4.31)
By the coercivity (4.15), we have (4.32)
By the discrete inf-sup condition, we deduce that (4.33)
From (4.32) and (4.33), it follows that
By the triangle inequality, we obtain the estimate (4.28). In addition, using the approximation property, we see that (4.29) holds.
We can prove the L 2 error estimate of optimal order by the Aubin-Nitsche duality argument.
Theorem 10 (L 2 -error estimate). Let the notation be the same as in Theorem 9.
Proof. We consider the following adjoint problem: 
be an approximation to (ψ, ψ| Γ h , π) satisfying
.
Thus we obtain the assertion.
5.
Relations with the nonconforming Gauss-Legendre finite element method 5.1. The Gauss-Legendre element. The approximation space of the k-th GaussLegendre element for velocity is defined by
] is a jump operator(see [2] for example). This space is known as the Crouzeix-Raviart [17] (k = 1), Fortin-Soulie [19] (k = 2) or Crouzeix-Falk [16] 
h is continuous at the k-th order Gauss-Legendre points, and thereby P k−1 v h is single-valued on Γ h .
The nonconforming Gauss-Legendre finite element method reads as:
The nonconforming method is well-posed for k = 1, 2, 3. For k ≥ 4, it is the case under some assumption on a mesh, see [3, Lemma 3.1] . We here assume that the method (5.2) is well-posed for simplicity. In our analysis, we will use the following inf-sup condition for the Gauss-Legendre element, see also [3] .
Theorem 11 (Discrete inf-sup condition for the Gauss-Legendre element). There exists a constantβ > 0 such that
5.2.
A relation between the lowest-order reduced HDG method and the Crouzeix-Raviart element. It is known that there are relations between HDG methods and the conforming or nonconforming finite element methods for Poisson's equation. The hybrid part the solution of the embedded discontinuous Galerkin(EDG) method [20] with the continuous P 1 element is identical to the conforming finite element solution on Γ h . In [23] , it was proved that the hybrid part of the solution of the reduced HDG method using the discontinuous P 1 -P 0 approximation coincides with the nonconforming Crouzeix-Raviart finite element method at the mid-points of edges. In this section, we discover a relation between the reduced method with the P 1 -P 0 /P 0 approximation and the nonconforming Crouzeix-Raviart finite element method. The Crouzeix-Raivart interpolation operator for scalar-valued functions, Π * h :
For a vector-valued function
We are now in a position to prove the relation. 
Proof. Since Π * h v h is a piecewise linear polynomial, it follows that, by the Green formula, (3.1a) and noting that v h − Π * h v h = 0 at the mid-points of edges, we have
h . The equation (3.1b) can be rewritten as .5) and (5.6), we obtain the following equations to determine u h : which implies u h and u * h are equal at the mid-point of e ∈ E h . 5.3. The limit case as τ tends to infinity. We will show that, as the stabilization parameter τ tends to infinity, the solution of the reduced method converges to the nonconforming Gauss-Legendre finite element solution with rate O(τ −1 ). To do that, we first prove the following key lemma.
Theorem 14. There exists a constant
, where the quotient norm is given by
). Since any two norms on a finite-dimensional space are equivalent to each other, we conclude the assertion. Theorem 15. If τ is sufficiently large, we have
By the coercivity of a h and the Schwarz inequality, we have (5.12)
Note that the energy norm is stronger than the L 2 norm(see [23] for the proof):
. From (5.11), (5.12), (5.13) and Lemma 14, it follows that (5.14)
In the following theorem, we prove that (u Theorem 16. If τ is sufficiently large, we have
Taking the infimum with respect to w h and using Lemma 14, we have
On the other hand, by the inf-sup condition for the Gauss-Legendre element, we have 
Numerical results
We consider the case of Ω = (0, 1) 2 and f (x, y) = (4π 2 sin(2πy), 4π 2 sin(2πx)(−1 + 4 cos(2πy)))
T as a test problem. The source term is chosen so that the exact solution (u, p) is u(x, y) = (2 sin 2 (πx) sin(πy), −2 sin(πx) sin 2 (πy)) T , p(x, y) = 4π sin(2πx) sin(2πy).
We carry out numerical computations to examine the convergence rates of the reduced method. We employ unstructured triangular meshes and the P k -P k−1 /P k−1 approximations for k = 1, 2, 3. The convergence history is shown at Table 1 , and the diagrams are displayed in Figure 1 . From these results, we observe that the convergence orders are optimal in all the cases, which agrees with Theorems 9 and 10. In Figure 2 , the reduced HDG method is compared to the standard method in terms of computational efficiency. The x-axis denotes the number of degrees of freedom of the hybrid variable u h . The errors of the reduced and standard methods are drawn by solid and dashed lines, respectively. It can be seen that the reduced method is indeed superior to the standard one in these cases. 
Concluding remarks
It was shown that the reduced stabilization can reduce a computational cost and the optimal convergence rates are achieved for the Poisson equation in [23] and the Stokes problems in the present paper. We conclude that the reduced stabilization is effective for purely diffusive problems. Unfortunately, as remarked in [21] , the convergence rate of the reduced method is sub-optimal for convective problems. In section 5.3, we proved the solution of the reduced method converges to the nonconforming Gauss-Legendre finite element solution. The arguments used therein can be applied to more general cases. For example, in a similar fashion, we can prove that the solution of the standard HDG method converges to some finite element solution when a stabilization parameter goes to infinity.
