In this paper, we study the performance of radio resource allocation for cellular networks where real-time (RT) and non-real-time (NRT) data traffic are considered in addition to voice traffic. To guarantee the performance of voice traffic, preemptive priority is used so that voice calls can preempt data packets and RT data traffic preempts NRT data traffic. By reserving channels specifically for RT data, the packet loss probability and mean queueing delay can be reduced, meanwhile, the performance of NRT data can also be improved. This is achieved at the expense of increasing voice blocking probability. Thus, the number of reserved channels can be adjusted to control the voice blocking probability while improving the performance of data traffic. Besides, the packet loss probability of RT traffic is smaller for smaller RT traffic ratio. On the contrary, the smaller the RT traffic ratio, the larger the queueing delay.
Introduction
Next generation cellular networks are expected to support multimedia services, such as voice, video, and data [1, 2] . Due to the rapid growth in mobile users and the limited scarce radio resources, efficient management of radio resources becomes a key factor in enhancing the network performance [3] .
Several resource allocation schemes [4] [5] [6] [7] [8] [9] have been proposed to improve system performance in integrated voice/data wireless networks. Lee et al. [4] proposed a scheme which combined the queueing strategy and priority control to improve the performance of multiclass calls in multiservice personal communications services. Lin to investigate the impact of GPRS on the GSM network [5] . In their study, buffers are used to queue the delaysensitive traffic only, and preemption is not considered. In [6] , three resource allocation strategies, depending on whether to apply buffer for data packets, are studied in GSM/GPRS networks. Huang et al. [7] exploited call admission control and resource reservation schemes to adaptively allocate resources to meet the different service demands in wireless multimedia networks. Kim used a two-dimensional Markov chain model on voice and stream data services and the residual capacity concept on packet data service to investigate the performance of an integrated voice/stream-data/packet-data CDMA mobile system [8] .
In addition to traditional voice traffic, real-time (RT) and non-real-time (NRT) data traffic are considered in this paper. The performance analysis of radio resource allocation for multimedia traffic in cellular networks is based on a three-dimensional Markov chain. To guarantee the voice performance not being affected by the introduction of data traffic, preemptive priority is applied for voice calls. Besides, RT data traffic is given preemptive priority over NRT data traffic. Our focus is on the performance of RT traffic and NRT traffic, in terms of packet loss probability and mean queueing delay.
The remainder of the paper is organized as follows. Section 2 describes the resource allocation scheme adopted in this study. The performance analysis is given in section 3. Section 4 provides the performance evaluation in numerical results. Section 5 concludes this work.
Radio Resource Allocation
There are three different resource allocation strategies for integrated voice/data services, i.e., complete partitioning, complete sharing, and partial sharing [9] . The results in [9] shows that the complete sharing strategy gives better system utilization than the other two strategies. Therefore, the complete sharing strategy is adopted in this work.
To guarantee the voice performance, we assume that voice traffic has preemptive priority over data traffic. When there are no channels available upon a voice arrival, one of the NRT data packets in service is preempted. If there are no NRT data packets in service, then one of the RT data packets in service is preempted. If there are no data packets in service, the voice arrival will be blocked. Furthermore, we assume that the preempted data packets are buffered in queue.
Similarly, RT data traffic is assumed to have preemptive priority over NRT data traffic to maintain the QoS of RT traffic. When there are no channels available upon an RT data packet arrival, one of the NRT data packet in service is preempted. If there are no NRT data packets in service, the RT data arrival is dropped. When there are no channels available and the number of NRT data users in the system, in service and in queue, is below a maximum allowed number upon a NRT arrival, it is queued in the buffer. When the number of NRT data users in the system exceeds the maximum allowed number, the arrival is dropped. To further improve the data packet loss probability, some channels are reserved specifically for RT data traffic.
Two buffers are used to accommodate RT and NRT data packets, respectively. One is for the preempted RT data packets caused by voice preemption. The other is used to accommodate NRT data packets, new and preempted.
Being buffered in queue, the preempted RT data packets have priority over NRT data packets to obtain services. Besides, the preempted packets have priority over new data packets to obtain services, and are served in the first-come-first-served (FCFS) manner.
The Analytical Model
In this section, we will describe the analytical model based on a three-dimensional Markov chain. Let the state (i, j, k) denote that there are i voice calls, j NRT data packets, and k RT data packets in the system. π i,j,k denotes the state probability of the system in state (i, j, k). The total number of channels in the system is C and the number of reserved channels for RT traffic is Cg. The maximum number of NRT data users accepted into the system is N. The buffer size for RT traffic is set to be the total number of channels which is large enough to assure no preempted RT data packets being dropped due to buffer overflow. 
For all (i, j, k) ∈ S, the transition rates of the Markov process are explained in the following:
A voice user is admitted into the system as long as the number of voice users in the system is less than the number of available channels for voice traffic,
, which can be written as 
A NRT data user is admitted into the system as long as there is buffer space upon arrival. Therefore, L 1 (i, j, k) can be written as
Note that if the network reserves Cg channels specifically for RT data traffic, the maximum transition rate from state 
). An RT data user is admitted into the system as long as either there are free channels upon arrival or there are at least one NRT data users in service. In other words, an RT data user is admitted into the system when the total number of voice users and RT data users in the system is less than the total number of channels upon arrival. Therefore, L 2 (i, j, k) can be written as
, which can be written as
The balance equation for the Markov process is expressed as A voice call will be blocked when the number of voice calls in the system equals to C-Cg upon arrival. Thus, the blocking probability of voice calls, P vb , can be expressed as
The packet loss probability of RT data traffic, P rt-loss , is the probability that a data packet arrival finds there are no free channels and no NRT data packets in service, and can be obtained as , , ,
Packet loss of NRT data traffic occurs when the number of NRT data users in the system equals to N upon arrivals. Therefore, the packet loss probability of NRT traffic, P nrtloss , can be obtained as
The mean queueing delay of RT data packets, W rt , and NRT data packets, W nrt , can be obtained respectively by Little's formula,
Performance evaluation
This section investigates the performance of the proposed resource allocation scheme for multimedia traffic. The total number of channels in a cell is set to be 16. The mean voice arrival rate is taken to be 0.08183 calls/sec, and the mean service time of voice calls is 120 seconds. The voice traffic load is chosen to be 9.82 Erlang corresponding to a 2% blocking probability for 16 channels. The arrival rate of data packets is a system parameter and is chosen to set the aggregate data traffic load in the range of 1 to 10 Erlang. The mean service time of data packets is 2 seconds. The maximum number of NRT data users allowed in the system is 20. Fig. 2 shows the performance of RT data traffic for different RT traffic ratio when Cg=0 and N=20. As can be seen in Fig. 2(a) , the packet loss probability is smaller for smaller RT traffic ratio. This is because small RT traffic ratio implies that a large portion of data traffic in the system is NRT traffic. Therefore, RT data packet arrivals will have more chance to preempt the NRT data packets when there are no channels available, causing the packet loss to decrease. On the contrary, the smaller the RT traffic ratio, the larger the queueing delay of RT data users, which can be seen in Fig. 2(b) . In addition, the queueing delay also decreases with increasing data traffic load. The reason is that when the aggregate data traffic load is very low, once an RT data packet is preempted, it must wait for a voice call completion before resuming its service. As the data load increases, there will be some data packets in service, a preempted packet may wait for either a voice call or a data packet completion before resuming its service. Since the mean service time of data packets is much smaller than that of voice calls, the mean queueing delay in the latter case will be smaller than that in the former one. With further increased traffic load, the queue begins to build up and the queueing delay increases with increasing traffic load. Fig. 3 shows the performance of NRT data traffic for different RT traffic ratio when Cg=0 and N=20. It can be seen in Fig. 3(a) that when the data traffic load is very low, e.g., aggregate data traffic load is below 2 Erlang, the packet loss probability for high RT traffic ratio is smaller than that for low RT traffic ratio. The reason is that when the data traffic load is very low, most data packets will be admitted into the system upon arrivals, and preemptions rarely occur. Therefore, the packet loss of NRT data traffic is mainly blocked by its own traffic. Since the number of NRT data packets for high RT traffic ratio is fewer than that for low RT traffic ratio, the probability of buffer overflow will be lower for the former case. However, as the data load increases, there are more RT data users in the system. Preemptions occur more frequently for larger RT traffic ratio, thus NRT data arrivals will be more likely to find its buffer full. Therefore, the packet loss probability is higher for larger RT traffic ratio. On the other hand, the queueing delay of NRT data users increases with both the data traffic load and the RT traffic ratio. Fig. 4 shows the performance of RT data traffic for different number of reserved channels when r=0.5 and N=20. In the legend, Cg = 1 indicates that the network reserves one channel specifically for RT data users. It can be seen that both the packet loss probability and mean queueing delay decrease as the number of reserved channels increases. This is achieved at the expense of increasing the voice blocking probability from 2% for Cg Aggregate data traffic load (Erlang) Packet loss prob. = 0 to 3.3% and 5.2% for Cg = 1 and Cg = 2, respectively. It is interesting to note that in contrast to the case of Cg = 0, the queueing delay increases with increasing data traffic load for Cg > 0 as shown in Fig. 4(b) . The reason is that for Cg > 0, if there are preempted RT data packets, there are always RT data users in service. Since the mean service time of data packets is much smaller than that of voice calls, the preempted data packets can quickly obtain services. Therefore, the queueing delay is small at light load. As the traffic load increases, more packets will be preempted by voice calls which find no channels available upon arrivals, causing the queueing delay to increase. No matter what the value of Cg is, the strategy that bufferonly-for-preempted-packets can achieve relatively low queueing delay. Fig. 5 shows the performance of NRT data traffic for different number of reserved channels when r=0.5 and N=20. Although the difference is negligible, the packet loss probability and mean queueing delay of NRT data users decrease with increasing number of reserved channels. This is because reserving channels for RT data traffic will cause voice calls less likely to obtain services. Since less voice calls are admitted into the network, the queued packets will have more chance to obtain services. Therefore, both the packet loss probability and queueing delay of NRT data traffic decrease.
Figs. 6 and 7 show the impact of different maximum allowed NRT data users on the system performance when r=0.5 and Cg=0. As can be seen in Fig. 6 , the performance of RT data users is not affected by the maximum allowed NRT data users in the system. This is because RT data traffic has preemptive priority over NRT data traffic. However, increasing the maximum allowed NRT data users can reduce the packet loss probability of NRT traffic at the expense of increasing the queueing delay as can be seen in Fig. 7 . Since large delay is tolerable for NRT traffic, the maximum allowed NRT data users can be set to a high value to reduce the packet loss probability of NRT traffic while keeping the performance of voice traffic and RT data traffic unchanged.
Conclusions
In this paper, we analyzed the performance of radio resource allocation for multimedia traffic in cellular networks. The results show that the packet loss probability of RT traffic is smaller for smaller RT traffic ratio. On the contrary, the smaller the RT traffic ratio, the larger the queueing delay. However, at high data traffic load, both the packet loss probability and mean queueing delay of NRT traffic increase with increasing RT traffic ratio. By Aggregate data traffic load (Erlang) Packet loss prob. reserving channels specifically for RT traffic, the packet loss probability and mean queueing delay can be reduced, meanwhile, the performance of NRT traffic can also be improved. This is achieved at the expense of increasing voice blocking probability.
With preemptive priority, the packet loss probability and mean queueing delay of RT data traffic remain constant irrespective of the maximum number of allowed NRT data users in the system. Moreover, the strategy of buffer-only-for-preempted-packets can achieve relatively low queueing delay and is useful for RT traffic to meet its strict delay requirement. Aggregate data traffic load (Erlang) Packet loss prob. Aggregate data traffic load (Erlang) Packet loss prob. 
