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Abstract
In this paper the robust recoverable spanning tree problem with interval edge costs is
considered. The complexity of this problem has remained open to date. It is shown that
the problem is polynomially solvable, by using an iterative relaxation method. A gener-
alization of this idea to the robust recoverable matroid basis problem is also presented.
Polynomial algorithms for both robust recoverable problems are proposed.
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1 Introduction
In this paper, we wish to investigate the robust recoverable version of the following minimum
spanning tree problem. We are given a connected graph G = (V,E), where |V | = n and
|E| = m. Let Φ be the set of all spanning trees of G. For each edge e ∈ E a nonnegative cost
ce is given. We seek a spanning tree of G of the minimum total cost. The minimum spanning
tree problem can be solved in polynomial time by several well known algorithms (see, e.g. [1]).
In this paper we consider the robust recoverable model, previously discussed in [3, 4, 12]. We
are given first stage edge costs Ce, e ∈ E, recovery parameter k ∈ {0, . . . , n−1}, and uncertain
second stage (recovery) edge costs, modeled by scenarios. Namely, each particular realization
of the second stage costs S = (cSe )e∈E is called a scenario and the set of all possible scenarios
is denoted by U . In the robust recoverable spanning tree problem (RR ST, for short), we
choose an initial spanning tree X in the first stage. The cost of this tree is equal to
∑
e∈X Ce.
Then, after scenario S ∈ U reveals, X can be modified by exchanging up to k edges. This
new tree is denoted by Y , where |Y \X| = |X \ Y | ≤ k. The second stage cost of Y under
scenario S ∈ U is equal to
∑
e∈Y c
S
e . Our goal is to find a pair of trees X and Y such that
|X \ Y | ≤ k, which minimize the total fist and second stage cost
∑
e∈X Ce +
∑
e∈Y c
S
e in the
worst case. Hence, the problem RR ST can be formally stated as follows:
RR ST : min
X∈Φ
(∑
e∈X
Ce +max
S∈U
min
Y ∈Φk
X
∑
e∈Y
cSe
)
, (1)
where ΦkX = {Y ∈ Φ : |Y \X| ≤ k} is the recovery set, i.e. the set of possible solutions in
the second, recovery stage.
1
The RR ST problem has been recently discussed in a number of papers. It is a special
case of the robust spanning tree problem with incremental recourse considered in [14]. Fur-
thermore, if k = 0 and Ce = 0 for each e ∈ E, then the problem is equivalent to the robust
min-max spanning tree problem investigated in [10, 9]. The complexity of RR ST depends
on the way in which scenario set U is defined. If U = {S1, . . . , SK} contains K ≥ 1, explic-
itly listed scenarios, then the problem is known to be NP-hard for K = 2 and any constant
k ∈ {0, . . . , n−1} [8]. Furthermore, it becomes strongly NP-hard and not at all approximable
when both K and k are part of input [8]. Assume now that the second stage cost of each
edge e ∈ E is known to belong to the closed interval [ce, ce + de], where de ≥ 0. Scenario set
U l is then the subset of the Cartesian product
∏
e∈E [ce, ce + de] such that in each scenario
in U l, the costs of at most l edges are greater than their nominal values ce, l ∈ {0, . . . ,m}.
Scenario set U l has been proposed in [2]. The parameter l allows us to model the degree of
uncertainty. Namely, if l = 0 then U contains only one scenario. The problem RR ST for
scenario set U l is known to be strongly NP-hard when l is a part of input [14]. In fact, the
inner problem, maxS∈U l minY ∈Φk
X
∑
e∈Y c
S
e , called the adversarial problem, is then strongly
NP-hard [14]. On the other hand, Um is the Cartesian product of all the uncertainty intervals,
and represents the traditional interval uncertainty representation [10].
The complexity of RR ST with scenario set Um is open to date. In [5] the incremental
spanning tree problem was discussed. In this problem we are given an initial spanning tree
X and we seek a spanning tree Y ∈ ΦkX whose total cost is minimal. It is easy to see
that this problem is the inner one in RR ST, where X is fixed and U contains only one
scenario. The incremental spanning tree problem can be solved in polynomial time by applying
the Lagrangian relaxation technique [5]. In [3] a polynomial algorithm for a more general
recoverable matroid basis problem (RR MB, for short) with scenario set Um was proposed,
provided that the recovery parameter k is constant and, in consequence, for RR ST (a spanning
tree is a graphic matroid). Unfortunately, the algorithm is exponential in k. No other result
on the problem is known to date. In particular, no polynomial time algorithm has been
developed when k is a part of the input.
In this paper we show that RR ST for the interval uncertainty representation (i.e. for
scenario set Um) is polynomially solvable (Section 2). We apply a technique called the it-
erative relaxation, whose framework was described in [11]. The idea is to construct a linear
programming relaxation of the problem and show that at least one variable in each optimum
vertex solution is integer. Such a variable allows us to add an edge to the solution built and
recursively solve the relaxation of the smaller problem. We also show that this technique al-
lows us to solve the recoverable matroid basis problem (RR MB) for the interval uncertainty
representation in polynomial time (Section 3). We provide polynomial algorithms for RR ST
and RR MB.
2 Robust recoverable spanning tree problem
In this section we will use the iterative relaxation method [11] to construct a polynomial
algorithm for RR ST under scenario set Um. Notice first that, in this case, the formulation (1)
can be rewritten as follows:
RR ST : min
X∈Φ
(∑
e∈X
Ce + min
Y ∈Φk
X
∑
e∈Y
(ce + de)
)
. (2)
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In problem (2) we need to find a pair of spanning tree X ∈ Φ and Y ∈ ΦkX . Since |X| = |Y | =
|V | − 1, the problem (2) is equivalent the following mathematical programming problem:
min
∑
e∈X Ce +
∑
e∈Y (ce + de)
s.t. |X ∩ Y | ≥ |V | − 1− k,
X, Y ∈ Φ.
(3)
We now set up some additional notation. Let VX and VY be subsets of vertices V , and EX
and EY be subsets of edges E, which induce connected graphs (multigraphs) GX = (VX , EX)
and GY = (VY , EY ), respectively. Let EZ be a subset of E such that EZ ⊆ EX ∪ EY and
|EZ | ≥ L for some fixed integer L. We will use EX(U) (resp. EY (U)) to denote the set of
edges that has both endpoints in a given subset of vertices U ⊆ VX (resp. U ⊆ VY ).
Let us consider the following linear program, denoted by LPRRST (EX , VX , EY , VY , EZ , L),
that we will substantially use in the algorithm for RR ST:
min
∑
e∈EX
Cexe +
∑
e∈EY
(ce + de)ye (4)
s.t.
∑
e∈EX
xe = |VX | − 1, (5)
∑
e∈EX(U)
xe ≤ |U | − 1, ∀U ⊂ VX , (6)
−xe + ze ≤ 0, ∀e ∈ EX ∩EZ , (7)∑
e∈EZ
ze = L, (8)
ze − ye ≤ 0, ∀e ∈ EY ∩ EZ , (9)∑
e∈EY
ye = |VY | − 1, (10)
∑
e∈EY (U)
ye ≤ |U | − 1, ∀U ⊂ VY , (11)
xe ≥ 0, ∀e ∈ EX , (12)
ze ≥ 0, ∀e ∈ EZ , (13)
ye ≥ 0, ∀e ∈ EY . (14)
It is easily seen that if we set EX = EZ = EY = E, VX = VY = V , L = |V | − 1 − k,
then the linear program LPRRST (EX , VX , EY , VY , EZ , L) is a linear programming relaxation
of (3). Indeed, the binary variables xe, ye, ze ∈ {0, 1} indicate then the spanning trees X
and Y and their common part X ∩ Y , respectively. Moreover, the constraint (8) takes the
form of equality, instead of the inequality, since the variables ze, e ∈ EZ , are not present in
the objective function (4). Problem LPRRST (EX , VX , EY , VY , EZ , L) has exponentially many
constraints. However, the constraints (5), (6) and (10), (11) are the spanning tree ones for
graphs GX = (VX , EX) and GY = (VY , EY ), respectively. Fortunately, there exits a polyno-
mial time separation oracle over such constraints [13]. Clearly, separating over the remaining
constraints, i.e. (7), (8) and (9) can be done in a polynomial time. In consequence, an optimal
vertex solution to the problem can be found in polynomial time. It is also worth pointing out
that, alternatively, one can rewrite (4), (5), (6), (12), (10) and (14) in a “compact” form that
has the polynomial number of variables and constraints (see [13]).
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Let us focus now on a vertex solution (x,z,y) ∈ R
|EX |×|EZ |×|EY |
≥0 of the linear programming
problem LPRRST (EX , VX , EY , VY , EZ , L). If EZ = ∅, then the only constraints being left in
(4)-(14) are the spanning tree constraints. Thus x and y are 0-1 incidence vectors of the
spanning trees X and Y , respectively (see [13, Theorem 3.2]).
We now turn to a more involved case, when EX 6= ∅, EY 6= ∅ and EZ 6= ∅. We first reduce
the sets EX , EY and EZ by removing all edges e with xe = 0, or ye = 0, or ze = 0. Removing
these edges does not change the feasibility and the cost of the vertex solution (x,z,y). Note
that VX and VY remain unaffected. From now on, we can assume that variables corresponding
to all edges from EX , EY and EZ are positive, i.e. xe > 0, e ∈ EX , ye > 0, e ∈ EY and
ze > 0, e ∈ EZ . Hence the constraints (12), (13) and (14) are not taken into account, since
they are not tight with respect to (x,z,y). It is possible, after reducing EX , EY , and EZ ,
to characterize (x,z,y) by |EX | + |EZ | + |EY | constraints that are linearly independent and
tight with respect to (x,z,y).
Let F(x) = {U ⊆ VX :
∑
e∈EX(U)
xe = |U | − 1} and F(y) = {U ⊆ VY :
∑
e∈EY (U)
ye =
|U | − 1} stand for the sets of subsets of nodes that indicate the tight constraints (5), (6) and
(10), (11) for x and y, respectively. Similarly we define the sets of edges that indicate the tight
constraints (7) and (9) with respect to (x,z,y), namely E(x,z) = {e ∈ EX∩EZ : −xe+ze = 0}
and E(z,y) = {e ∈ EY ∩ EZ : ze − ye = 0}. Let χX(W ), W ⊆ EX , (resp. χZ(W ), W ⊆ EZ ,
and χY (W ), W ⊆ EY ) denote the characteristic vector in {0, 1}
|EX |×{0}|EZ |×{0}|EY | (resp.
{0}|EX | × {0, 1}|EZ | × {0}|EY | and {0}|EX | × {0}|EZ | × {0, 1}|EY |) that has 1 if e ∈ W and 0
otherwise.
We recall that two sets A and B are intersecting if A ∩ B, A \ B, B \ A are nonempty.
A family of sets is laminar if no two sets are intersecting (see, e.g., [11]). Observe that the
number of subsets in F(x) and F(y) can be exponential. Let L(x) (resp. L(y)) be a maximal
laminar subfamily of F(x) (resp. F(y)). The following lemma, which is a slight extension
of [11, Lemma 4.1.5], allows us to choose out of F(x) and F(y) certain subsets that indicate
linearly independent tight constraints.
Lemma 1. For L(x) and L(y) the following equalities:
span({χX(EX(U)) : U ∈ L(x)}) = span({χX(EX(U)) : U ∈ F(x)}),
span({χY (EY (U)) : U ∈ L(y)}) = span({χY (EY (U)) : U ∈ F(y)})
hold.
Proof. The proof is the same as that for the spanning tree in [11, Lemma 4.1.5].
A trivial verification shows that the following observation is true:
Observation 1. VX ∈ L(x) and VY ∈ L(y).
We are now ready to give a characterization of a vertex solution.
Lemma 2. Let (x,z,y) be a vertex solution of LPRRST (EX , VX , EY , VY , EZ) such that xe > 0,
e ∈ EX , ye > 0, e ∈ EY and ze > 0, e ∈ EZ . Then there exist laminar families L(x) 6= ∅ and
L(y) 6= ∅ and subsets E(x,z) ⊆ E(x,z) and E(z,y) ⊆ E(z,y) that must satisfy the following:
(i) |EX |+ |EZ |+ |EY | = |L(x)|+ |E(x,z)|+ |E(z,y)|+ |L(y)|+ 1,
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(ii) the vectors in {χX(EX(U)) : U ∈ L(x)} ∪ {χY (EY (U)) : U ∈ L(y)} ∪ {−χX({e}) +
χZ({e}) : e ∈ E(x,z)} ∪ {χZ({e}) − χY ({e}) : e ∈ E(z,y)} ∪ {χZ(EZ)} are linearly
independent.
Proof. The vertex (x,z,y) can be uniquely characterized by any set of linearly independent
constraints with the cardinality of |EX |+ |EZ |+ |EY |, chosen from among the constraints (5)-
(11), tight with respect to (x,z,y). We construct such set by choosing a maximal subset of lin-
early independent tight constraints that characterizes (x,z,y). Lemma 1 shows that there ex-
ist maximal laminar subfamilies L(x) ⊆ F(x) and L(y) ⊆ F(y) such that span({χX(EX(U)) :
U ∈ L(x)}) = span({χX (EX(U)) : U ∈ F(x)}) and span({χY (EY (U)) : U ∈ L(y)}) =
span({χY (EY (U)) : U ∈ F(y)})). Observation 1 implies L(x) 6= ∅ and L(y) 6= ∅. More-
over, it is evident that span({χX(EX(U)) : U ∈ L(x)} ∪ {χY (EY (U)) : U ∈ L(y)}) =
span({χX(EX(U)) : U ∈ F(x)} ∪ {χY (EY (U)) : U ∈ F(y)}). Thus L(x) ∪ L(y) indi-
cate certain linearly independent tight constraints that have been already included in the
set constructed. We add (8) to the set constructed. Obviously, it still consists of lin-
early independent constraints. We complete forming the set by choosing a maximal number
of tight constraints from among the ones (7) and (9), such that they form a linearly in-
dependent set with the constraints previously selected. We characterize these constraints
by the sets of edges E(x,z) ⊆ E(x,z) and E(z,y) ⊆ E(z,y). Therefore the vectors in
{χX(EX(U)) : U ∈ L(x)} ∪ {χY (EY (U)) : U ∈ L(y)} ∪ {−χX({e}) + χZ({e}) : e ∈
E(x,z)} ∪ {χZ({e}) − χY ({e}) : e ∈ E(z,y)} ∪ {χZ(EZ)} are linearly independent and
represent the constructed maximal set of independent tight constraints, with the cardinal-
ity of |L(x)| + |E(x,z)| + |E(z,y)| + |L(y)| + 1, that uniquely describe (x,z,y). Hence
|EX |+ |EZ |+ |EY | = |L(x)|+ |E(x,z)|+ |E(z,y)|+ |L(y)|+1 which establishes the lemma.
Lemma 3. Let (x,z,y) be a vertex solution of LPRRST (EX , VX , EY , VY , EZ) such that xe > 0,
e ∈ EX , ye > 0, e ∈ EY and ze > 0, e ∈ EZ. Then there is an edge e
′ ∈ EX with xe′ = 1 or
an edge e′′ ∈ EY with ye′′ = 1.
Proof. On the contrary, suppose that 0 < xe < 1 for every e ∈ EX and 0 < ye < 1 for every
e ∈ EY . Constraints (7) and (9) lead to 0 < ze < 1 for every e ∈ EZ . By Lemma 2 there exist
laminar families L(x) 6= ∅ and L(y) 6= ∅ and subsets E(x,z) ⊆ E(x,z) and E(z,y) ⊆ E(z,y)
indicating linearly independent constraints which uniquely define (x,z,y), namely∑
e∈EX(U)
xe = |U | − 1, ∀U ∈ L(x), (15)
−xe + ze = 0, ∀e ∈ E(x,z), (16)∑
e∈EZ
ze = L, (17)
ze − ye = 0, ∀e ∈ E(z,y), (18)∑
e∈EY (U)
ye = |U | − 1, ∀U ∈ L(y). (19)
We will arrive to a contradiction with Lemma 2(i) by applying a token counting argument
frequently in used in [11].
We give exactly two tokens to each edge in EX , EZ and EY . Thus we use 2|EX | +
2|EZ |+ 2|EY | tokens. We then redistribute these tokens to the tight constraints (15)-(19) as
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follows. For e ∈ EX the first token is assigned to the constraint indicated by the smallest
set U ∈ L(x) containing its two endpoints (see (15)) and the second one is assigned to
the constraint represented by e (see (16)) if e ∈ E(x,z). Similarly, for e ∈ EY the first
token is assigned to the constraint indicated by the smallest set U ∈ L(y) containing its
both endpoints (see (19)) and the second one is assigned to the constraint represented by e
(see (18)) if e ∈ E(z,y). Each e ∈ EZ assigns the first token to the constraint corresponding
to e (see (16)) if e ∈ E(x,z); otherwise to the constraint (17). The second token is assigned
to the constraint indicated by e (see (18)) if e ∈ E(z,y).
Claim 1. Each of the constraints (16) and (18) receives exactly two tokens. Each of the
constraints (15) and (19) collects at least two tokens.
The first part of Claim 1 is obvious. In order to show the second part we apply the same
reasoning as [11, Proof 2 of Lemma 4.2.1]. Consider the constraint represented by any subset
U ∈ L(x). We say that U is the parent of a subset C ∈ L(x) and C is the child of U if U is the
smallest set containing C. Let C1, . . . , Cℓ be the children of U . The constraints corresponding
to these subsets are as follows ∑
e∈EX(U)
xe = |U | − 1, (20)
∑
e∈EX(Ck)
xe = |Ck| − 1, ∀k ∈ [ℓ]. (21)
Subtracting (21) for every k ∈ [ℓ] from (20) yields:∑
e∈EX(U)\
⋃
k∈[ℓ]EX(Ck)
xe = |U | −
∑
k∈[ℓ]
|Ck|+ ℓ− 1. (22)
Observe that EX(U) \
⋃
k∈[ℓ]EX(Ck) 6= ∅. Otherwise, this leads to a contradiction with
the linear independence of the constraints. Since the right hand side of (22) is integer and
0 < xe < 1 for every e ∈ EX , |EX(U) \
⋃
k∈[ℓ]EX(Ck)| ≥ 2. Hence U receives at least two
tokens. The same arguments apply to the constraint represented by any subset U ∈ L(y).
This proves the claim.
Claim 2. Either constraint (17) collects at least one token and there are at least two extra
tokens left or constraint (17) receives no token and there are at least three extra tokens left.
To prove the claim we need to consider several nested cases:
1. Case: EZ \ E(x,z) 6= ∅. Since EZ \ E(x,z) 6= ∅, at least one token is assigned to
constraint (17). We have yet to show that there are at least two token left.
(a) Case: EZ \ E(z,y) = ∅. Subtracting (18) for every e ∈ E(z,y) from (17) gives:∑
e∈E(z,y)
ye = L. (23)
i. Case: EY \E(z,y) = ∅. Thus L = |VY |−1, since (x,z,y) is a feasible solution.
By Observation 1, VY ∈ L(y) and (23) has the form of constraint (19) for VY ,
which contradicts the linear independence of the constraints.
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ii. Case: EY \ E(z,y) 6= ∅. Thus L < |VY | − 1. Since the right hand side of (23)
is integer and 0 < ye < 1 for every e ∈ EY , |EY \ E(z,y)| ≥ 2. Hence, there
are at least two extra tokens left.
(b) Case: EZ \ E(z,y) 6= ∅. Consequently, |EZ \ E(z,y)| ≥ 1 and thus at least one
token left over, i.e at least one token is not assigned to constraints (18). Therefore,
yet one additional token is required.
i. Case: EY \ E(z,y) = ∅. Consider the constraint (19) corresponding to VY .
Adding (18) for every e ∈ E(z,y) to this constraint yields:∑
e∈E(z,y)
ze = |VY | − 1. (24)
Obviously |VY | − 1 < L. Since L is integer and 0 < ze < 1 for every e ∈ EZ ,
|EZ \ E(z,y)| ≥ 2. Hence there are at least two extra tokens left.
ii. Case: EY \E(z,y) 6= ∅. One sees immediately that at least one token left over,
i.e at least one token is not assigned to constraints (18).
Summarizing the above cases, constraint (17) collects at least one token and there are
at least two extra tokens left.
2. Case: EZ \ E(x,z) = ∅. Subtracting (16) for every e ∈ E(x,y) from (17) gives:∑
e∈E(x,z)
xe = L. (25)
Thus constraint (17) receives no token. We need yet to show that there are at least
three extra tokens left.
(a) Case: EX \ E(x,z) = ∅. Therefore L = |VX | − 1, since (x,z,y) is a feasible
solution. By Observation 1, VX ∈ L(x) and (25) has the form of constraint (15)
for VX , which contradicts with the linear independence of the constraints.
(b) Case: EX \ E(x,z) 6= ∅ Thus L < |VX | − 1. Since the right hand side of (25) is
integer and 0 < xe < 1 for every e ∈ EX , |EX \ E(x,z)| ≥ 2. Consequently, there
are at least two extra tokens left. Yet at least one token is required.
i. Case: EZ \ E(z,y) = ∅. Reasoning is the same as in Case 1a.
ii. Case: EZ \ E(z,y) 6= ∅. Reasoning is the same as in Case 1b.
Accordingly, constraint (17) receives no token and there are at least three extra tokens
left.
Thus the claim is proved. The method of assigning tokens to constraints (15)-(19) and
Claims 1 and 2 now show that either
2|EX |+ 2|EZ |+ 2|EY | − 2 ≥ 2|L(x)|+ 2|E(x,z)|+ 2|E(z,y)|+ 2|L(y)|+ 1
or
2|EX |+ 2|EZ |+ 2|EY | − 3 ≥ 2|L(x)|+ 2|E(x,z)|+ 2|E(z,y)|+ 2|L(y)|.
The above inequalities lead to |EX |+ |EZ |+ |EY | > |L(x)|+ |E(x,z)|+ |E(z,y)|+ |L(y)|+1.
This contradicts Lemma 2(i).
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It remains to verify two cases: EX = ∅ and |VX | = 1; EY = ∅ and |VY | = 1. We consider
only for the first one, the second case is symmetrical. Then the constraints (8), (9) and the
inclusion EZ ⊆ EY yield ∑
e∈EZ
ye ≥ L. (26)
Lemma 4. Let y be a vertex solution of linear program: (4), (10), (11), (14) and (26) such
that ye > 0, e ∈ EY . Then there is an edge e
′ ∈ EY with ye′ = 1. Moreover, using y one can
construct a vertex solution of LPRRST (∅, VX , EY , VY , EZ) with ye′ = 1 and the cost of y.
Proof. Similarly as in the proof Lemma 2 we construct a maximal subset of linearly indepen-
dent tight constraints that characterize y and get: |EY | = |L(y)| if (26) is not tight or adding
(26) makes the subset dependent; |EY | = |L(y)|+ 1 otherwise. In the first case the spanning
tree constraints define y and, in consequence, y is integral (see [13, Theorem 3.2]). Consider
the second case and assume, on the contrary, that 0 < ye < 1 for each e ∈ EY . Thus∑
e∈EZ
ye = L, (27)
∑
e∈EY (U)
ye = |U | − 1, ∀U ∈ L(y). (28)
We assign two tokens to each edge in EY and redistribute 2|EY | tokens to constraints (27)
and (28) in the following way. The first token is given to the constraint indicated by the
smallest set U ∈ L(y) containing its two endpoints and the second one is assigned to (27).
Since 0 < ye < 1 and L is integer, similarly as in the proof Lemma 3, one can show that each
of the constraints (28) and (27) receives at least two tokens. If EY \EZ = ∅ then L = |VY |−1
since y is a feasible solution - a contradiction with the linear independence of the constraints.
Otherwise (EY \ EZ 6= ∅) at least one token is left. Hence 2|EY | − 1 = 2|L(y)| + 2 and so
|EY | > |L(y)|+ 1, a contradiction.
By (26) and the fact that there are no variables ze, e ∈ EZ , in the objective (4), it is
obvious that using y one can construct z satisfying (8) and, in consequence, a vertex solution
of LPRRST (∅, VX , EY , VY , EZ) with ye′ = 1 and the cost of y.
We are now ready to give the main result of this section.
Theorem 1. Algorithm 1 solves RR ST in polynomial time.
Proof. Lemmas 3 and 4 and the case when EZ = ∅ (see the comments in this section)
ensure that Algorithm 1 terminates after performing O(|V |) iterations (Steps 3-18). Let
OPTLP denote the optimal objective function value of LPRRST (EX , VX , EY , VY , EZ , L), where
EX = EZ = EY = E, VX = VY = V , L = |V | − 1− k. Hence OPTLP is a lower bound on the
optimal objective value of RR ST. It is not difficult to show that after the termination of the
algorithm X and Y are two spanning trees in G such that
∑
e∈X Ce +
∑
e∈Y ce ≤ OPTLP.
It remains to show that |X ∩ Y | ≥ |V | − k − 1. By induction on the number of iterations of
Algorithm 1 one can easily show that at any iteration the inequality L+ |Z| = |V | − 1− k is
satisfied. Accordingly, if, after the termination of the algorithm, it holds L = 0, then we are
done. Suppose, on the contrary that L ≥ 1 (L is integer). Since
∑
e∈EZ
z∗e ≥ L, |EZ | ≥ L ≥ 1
and EZ is the set with edges not belonging to X ∩ Y . Consider any e
′ ∈ EZ . Of course
z∗e′ > 0 and it remained positive during the course of Algorithm 1. Moreover, at least one of
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Algorithm 1: Algorithm for RR ST
1 EX ← E, EY ← E, EZ ← E, VX ← V , VY ← V , L← |V | − 1− k, X ← ∅, Y ← ∅, Z ← ∅;
2 while |VX | ≥ 2 or |VY | ≥ 2 do
3 Find an optimal vertex solution (x∗, z∗, y∗) of LPRRST (EX , VX , EY , VY , EZ , L);
4 foreach e ∈ EZ with z∗e = 0 do
5 EZ ← EZ \ {e};
6 foreach e ∈ EX with x∗e = 0 do
7 EX ← EX \ {e};
8 foreach e ∈ EY with y∗e = 0 do
9 EY ← EY \ {e};
10 if there exists edge e′ ∈ EX with x∗e′ = 1 then
11 X ← X ∪ {e′} ;
12 contract edge e′ = {u, v} by deleting e and identifying its endpoints u and v in graph
GX = (VX , EX), induced by VX and EX , which is equivalent to: |VX | ← |VX | − 1 and
EX ← EX \ {e
′};
13 if there exists edge e′ ∈ EX with y∗e′ = 1 then
14 Y ← Y ∪ {e′};
15 contract edge e′ = {u, v} by deleting e and identifying its endpoints u and v in graph
GY = (VY , EY ), induced by VY and EY , which is equivalent to: |VY | ← |VY | − 1 and
EY ← EY \ {e′};
16 if there exists edge e′ ∈ EZ such that e
′ ∈ X ∩ Y then
/* Here (x∗, z∗, y∗) with
∑
e∈EZ
z∗e = L can be always converted, preserving
the cost, to (x∗, z ′, y∗) with z′
e′
= 1 and
∑
e∈EZ\{e′}
z′e = L− 1 */
17 Z ← Z ∪ {e′}, L← L− 1;
18 EZ ← EZ \ {e′};
19 return X, Y , Z
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the constraints −xe′ + ze′ ≤ 0 or ze′ − ye′ ≤ 0 is still present in the linear program (4)-(14).
Otherwise, since z∗e′ > 0, Steps 10-12, Steps 13-15 and, in consequence, Steps 16-18 for e
′
must have been executed during the course of Algorithm 1 and e′ has been included to Z, a
contradiction with the fact e′ 6∈ X∩Y . Since the above constraints are present, 0 < x∗e′ < 1 or
0 < y∗e′ < 1. Thus e
′ ∈ EX or e
′ ∈ EY , which contradicts the termination of Algorithm 1.
3 Robust recoverable matroid basis problem
The minimum spanning tree can be generalized to the following minimum matroid basis
problem. We are given a matroid M = (E,I) (see [15]), where E is a nonempty ground set,
|E| = m, and I is a family of subsets of E, called independent sets. The following two axioms
must be satisfied: (i) if A ⊆ B and B ∈ I, then A ∈ I; (ii) for all A,B ∈ I if |A| < |B|, then
there is an element e ∈ B \A such that A∪ {e} ∈ I. We make the assumption that checking
the independence of a set A ⊆ E can be done in polynomial time. The rank function of M ,
rM : 2
E → Z≥0, is defined by rM (U) = maxW⊆U,W∈I |W |. A basis of M is a maximal under
inclusion element of I. The cardinality of each basis equals rM (E). Let ce be a cost specified
for each element e ∈ E. We wish to find a basis of M of the minimum total cost,
∑
e∈M ce. It
is well known that the minimum matroid basis problem is polynomially solvable by a greedy
algorithm (see. [7]). A spanning tree is a basis of a graphic matroid, in which E is a set of
edges of a given graph and I is the set of all forests in G.
We now define two operations on matroidM = (E,I), used in the following (see also [15]).
Let M\e = (EM\e,IM\e), the deletion e from M , be the matroid obtained by deleting e ∈ E
from M defined by EM\e = E \ {e} and IM\e = {U ⊆ E \ {e} : U ∈ I}. The rank function
of M\e is given by rM\e(U) = rM (U) for all U ⊆ E \ {e}. Let M/e = (EM/e,IM/e), the
contraction e from M , be the matroid obtained by contracting e ∈ E in M , defined by
EM/e = E \ {e}; and IM/e = {U ⊆ E \ {e} : U ∪ {e} ∈ I} if {e} is independent and
IM/e = I, otherwise. The rank function of M/e is given by rM/e(U) = rM (U)− rM ({e}) for
all U ⊆ E \ {e}.
Assume now that the first stage cost of element e ∈ E equals Ce and its second stage
cost is uncertain and is modeled by interval [ce, ce + de]. The robust recoverable matroid
basis problem (RR MB for short) under scenario set Um can be stated similarly to RR ST.
Indeed, it suffices to replace the set of spanning trees by the bases of M and U by Um in the
formulation (1) and, in consequence, in (2). Here and subsequently, Φ denotes the set of all
bases of M . Likewise, RR MB under Um is equivalent to the following problem:
min
∑
e∈X Ce +
∑
e∈Y (ce + de)
s.t. |X ∩ Y | ≥ rM (E) − k,
X, Y ∈ Φ.
(29)
Let EX , EY ⊆ E and IX , IY be collections of subsets of EX and EY , respectively, (in-
dependent sets), that induce matroids MX = (EX ,IX) and MY = (EY ,IY ). Let EZ be a
subset of E such that EZ ⊆ EX ∪ EZ and |EZ | ≥ L for some fixed L. The following linear
program, denoted by LPRRMB(EX ,IX , EY ,IY , EZ , L), after setting EX = EY = EZ = E,
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IX = IY = I and L = rM (E)− k is a relaxation of (29):
min
∑
e∈EX
Cexe +
∑
e∈EY
(ce + de)ye (30)
s.t.
∑
e∈EX
xe = rMX (EX), (31)
∑
e∈U
xe ≤ rMX (U), ∀U ⊂ EX , (32)
−xe + ze ≤ 0, ∀e ∈ EX ∩EZ , (33)∑
e∈EZ
ze = L, (34)
ze − ye ≤ 0, ∀e ∈ EY ∩ EZ , (35)∑
e∈EY
ye = rMY (EY ), (36)
∑
e∈U
ye ≤ rMY (U), ∀U ⊂ EY , (37)
xe ≥ 0, ∀e ∈ EX , (38)
ze ≥ 0, ∀e ∈ EZ , (39)
ye ≥ 0, ∀e ∈ EY . (40)
The indicator variables xe, ye, ze ∈ {0, 1}, e ∈ E, describe the basesX, Y and their intersection
X∩Y , respectively have been relaxed. Since there are no variables ze in the objective (30), we
can use equality constraint (34), instead of the inequality one. The above linear program is
solvable in polynomial time. The rank constraints (31), (32) and (36), (37) relate to matroids
MX = (EX ,IX) and MY = (EY ,IY ), respectively, and a separation over these constraints
can be carried out in polynomial time [6]. Obviously, a separation over (33), (34) and (35)
can be done in polynomial time as well.
Consider a vertex solution (x,z,y) ∈ R
|EX |×|EZ |×|EY |
≥0 of LPRRMB(EX ,IX , EY ,IY , EZ , L).
Note that if EZ = ∅, then the only rank constraints are left in (30)-(40). Consequently, x and y
are 0-1 incidence vectors of bases X and Y of matroidsMX andMY , respectively (see [7]). Let
us turn to other cases. Assume that EX 6= ∅, EY 6= ∅ and EZ 6= ∅. Similarly as in Section 2 we
first reduce the sets EX , EY and EZ by removing all elements e with xe = 0, or ye = 0, or ze =
0. Let F(x) = {U ⊆ EX :
∑
e∈U xe = rMX (U)} and F(y) = {U ⊆ EY :
∑
e∈U ye = rMY (U)}
denote the sets of subsets of elements that indicate tight constraints (31), (32) and (36), (37)
for x and y, respectively. Similarly we define the sets of elements that indicate tight constraints
(33) and (35) with respect to (x,z,y), namely E(x,z) = {e ∈ EX ∩ EZ : −xe + ze = 0} and
E(z,y) = {e ∈ EY ∩ EZ : ze − ye = 0}. Let χX(W ), W ⊆ EX , (resp. χZ(W ), W ⊆ EZ ,
and χY (W ), W ⊆ EY ) denote the characteristic vector in {0, 1}
|EX |×{0}|EZ |×{0}|EY | (resp.
{0}|EX | × {0, 1}|EZ | × {0}|EY | and {0}|EX | × {0}|EZ | × {0, 1}|EY |) that has 1 if e ∈ W and 0
otherwise.
We recall that a family L ⊆ 2E is a chain if for any A,B ∈ L, either A ⊆ B or B ⊆ A (see,
e.g., [11]). Let L(x) (resp. L(y)) be a maximal chain subfamily of F(x) (resp. F(y)). The
following lemma is a fairly straightforward adaptation of [11, Lemma 5.2.3] to the problem
under consideration and its proof may be handled in much the same way.
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Lemma 5. For L(x) and L(y) the following equalities:
span({χX(EX(U)) : U ∈ L(x)}) = span({χX(EX(U)) : U ∈ F(x)}),
span({χY (EY (U)) : U ∈ L(y)}) = span({χY (EY (U)) : U ∈ F(y)})
hold.
The next lemma, which characterizes a vertex solution, is analogous to Lemma 2. Its
proof is based on Lemma 5 and is similar in spirit to the one of Lemma 2.
Lemma 6. Let (x,z,y) be a vertex solution of LPRRMB(EX ,IX , EY ,IY , EZ , L) such that
xe > 0, e ∈ EX , ye > 0, e ∈ EY and ze > 0, e ∈ EZ. Then there exist chain families
L(x) 6= ∅ and L(y) 6= ∅ and subsets E(x,z) ⊆ E(x,z) and E(z,y) ⊆ E(z,y) that must satisfy
the following:
(i) |EX |+ |EZ |+ |EY | = |L(x)|+ |E(x,z)|+ |E(z,y)|+ |L(y)|+ 1,
(ii) the vectors in {χX(EX(U)) : U ∈ L(x)} ∪ {χY (EY (U)) : U ∈ L(y)} ∪ {−χX({e}) +
χZ({e}) : e ∈ E(x,z)} ∪ {χZ({e}) − χY ({e}) : e ∈ E(z,y)} ∪ {χZ(EZ)} are linearly
independent.
Lemmas 5 and 6 now lead to the next two ones and their proofs run as the proofs of
Lemmas 3 and 4.
Lemma 7. Let (x,z,y) be a vertex solution of LPRRMB(EX ,IX , EY ,IY , EZ , L) such that
xe > 0, e ∈ EX , ye > 0, e ∈ EY and ze > 0, e ∈ EZ . Then there is an element e
′ ∈ EX with
xe′ = 1 or an element e
′′ ∈ EY with ye′′ = 1.
We now turn to two cases: EX = ∅; EY = ∅. Consider EX = ∅, the second case is
symmetrical. Observe that (34) and (35) and EZ ⊆ EY implies constraint (26).
Lemma 8. Let y be a vertex solution of linear program: (30), (36), (37), (40) and (26) such
that ye > 0, e ∈ EY . Then there is an element e
′ ∈ EY with ye′ = 1. Moreover using y one
can construct a vertex solution of LPRRMB(∅, ∅, EY ,IY , EZ , L) with ye′ = 1 and the cost of y.
We are thus led to the main result of this section. Its proof follows by the same arguments
as for RR ST.
Theorem 2. Algorithm 2 solves RR MB in polynomial time.
4 Conclusions
In this paper we have shown that the recoverable version of the minimum spanning tree
problem with interval edge costs is polynomially solvable. We have thus resolved a problem
which has been open to date. We have applied a technique called an iterative relaxation.
It has been turned out that the algorithm proposed for the minimum spanning tree can
be easily generalized to the recoverable version of the matroid basis problem with interval
element costs. Our polynomial time algorithm is based on solving linear programs. Thus the
next step should be designing a polynomial time combinatorial algorithm for this problem,
which is an interesting subject of further research.
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Algorithm 2: Algorithm for RR MB
1 MX = (EX , IX)← (E, I), MY = (EY , IY )← (E, I), L← rM (E)− k, X ← ∅, Y ← ∅, Z ← ∅;
2 while EX 6= ∅ or EY 6= ∅ do
3 Find an optimal vertex solution (x∗, z∗, y∗) of LPRRMB(EX , IX , EY , IY , EZ , L);
4 foreach e ∈ EZ with z
∗
e = 0 do
5 EZ ← EZ \ {e};
6 foreach e ∈ EX with x∗e = 0 do
7 MX ←MX\e;
8 foreach e ∈ EY with y∗e = 0 do
9 MY ←MY \e;
10 if there exists element e ∈ EX with x∗e = 1 then
11 X ← X ∪ {e} ;
12 MX ←MX/e ;
13 if there exists element e ∈ EX with y∗e = 1 then
14 Y ← Y ∪ {e};
15 MY ←MY /e;
16 if there exists element e ∈ EZ such that e ∈ X ∩ Y then
/* Here (x∗, z∗, y∗) with
∑
e∈EZ
z∗e = L can be always converted, preserving
the cost, to (x∗, z ′, y∗) with z′
e′
= 1 and
∑
e∈EZ\{e′}
z′e = L− 1 */
17 Z ← Z ∪ {e},L← L− 1;
18 EZ ← EZ \ {e};
19 return X, Y , Z
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