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1line
1line
Geometry is nothing more than a branch of physics; geometrical truth are not essentially
different from physical ones in any aspect and are established in the same way
D H (-)
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1
Introduction
1.1 Aim of the thesis
The aim of this thesis is the self-consistent study of transport processes in a thermonu-
clear plasma on the energy confinement time scale. A precise and quantitative definition
of what this means essentially implies discussing and understanding the spatiotemporal
scales of nonlinear evolution of plasma profiles; that is, of what common wisdom defines
as plasma equilibrium. A practical and effective approach to this problem intuitively
yields to defining suitable time and spatial averages. In fact, plasma equilibrium should
evolve slowly in some sense, while cross field transport (across equilibrium magnetic flux
surfaces) should cause the distortion of plasma profiles on a sufficiently long length scale.
In this thesis work, we will show that important aspects of underlying physics processes
arise in providing answer to questions such as “how slow (or fast) does the plasma equi-
librium actually evolve"; and “what are the characteristic length scales of equilibrium
distortions”.
Transport processes are due to Coulomb collisions between particles and to plasma tur-
bulence which is spontaneously excited in magnetic confinement experiments typically
from drift wave instabilities. Although the results discussed in this work are derived
assuming drift wave turbulence in magnetized fusion plasmas, they are applicable and
readily generalized to a broad class of electromagnetic fluctuations, including magneto-
hydrodynamic instabilities and Alfvén waves [1]. Transport processes are characterized
by length and time scales which can be very different. Transport characteristic scales
of variation, meanwhile, can be ordered using the drift parameter, i.e. δ = ρ/L, where ρ
is the Larmor radius of the particles constituting the plasma and L is the length-scale
of equilibrium profiles. The turbulent spectrum is dominated by frequencies ∼ δΩ, where
we have introduced the cyclotron frequency Ω = eB/mc, and by the characteristic non
linear evolution time ∼ δ−2Ω−1 which is usually shorter with respect to the transport
time scale ∼ δ−3Ω−1: [2, 3]. For this reason, the theory of plasma transport deals mainly
with turbulence and induced fluxes which modify the equilibrium profiles on short time-
scales, while the study of collisional fluxes, which give significant modifications of the
profiles on longer time-scales, usually is approached by means of a phenomenological
model. A limited amount of works [4–8] have studied in a self-consistent way collisional
transport [3, 9, 10] and fluctuation induced transport [2, 6, 11], anyway these studies are
respectively characterized by a simplified approach in the description of turbulence or
collisions. The motivation of this thesis work stems from the fundamental importance of
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the self-consistency of the adopted description in order to understand transport processes
on the energy confinement (transport) time scale because of the mutual interaction be-
tween collisions and turbulence. Therefore it is crucial in order to predict fluxes of par-
ticle and energy in a modern magnetic confinement experiment. Again, as anticipated
above, this thesis work will illuminate the importance of spatiotemporal scales of nonlin-
ear distortions of plasma equilibrium connected with transport processes. In particular,
the emphasis will be on those structures that are long lived, i.e. are not rapidly damped
by collisionless processes such as Landau damping, and are dissipated only by collisions.
These structures, dubbed zonal structures, can be considered as corrugations of plasma
profiles [12] and, generally, have a phase space counterpart [13] that amplifies the system
deviation from a local thermodynamic equilibrium. In this thesis work, we will show that
the interplay between collisional and fluctuation induced transport is particularly evident
in the study of zonal structures [13].
1.2 Contents & outline of the thesis
The first part of this thesis is devoted to an introduction to the physics of magnetic con-
finement fusion with a detailed derivation of the curvilinear set of coordinates that will
be used throughout the work. Using these coordinates and the drift ordering [3], we derive
a set of evolution equations for the number of particles and the energy density on the
transport time scale. These equations generalize the expressions derived in [3] taking
into account the role of fluctuation induced transport and show the interplay between col-
lisions and fluctuations. In particular we show that fluctuations may enhance collisional
transport while the collisions can damp long lived structures formed by saturated insta-
bilities, i.e. zonal structures [13]. As novel result derived in this work, the fluctuation
induced fluxes are described using gyrokinetic field theory [11], [14] and are expressed
in terms of the gyrocenter distribution function. The main advantage of studying the
evolutive equations for the moments instead of the kinetic equation is that we derive the
equations for the fluctuations induced fluxes up to the transport time scale using stan-
dard first order gyrokinetic theory. Our results, in the appropriate limit, recover those
obtained in Refs. [4,5, 15] by systematic spatiotemporal scale separation between the fast
turbulence response and the slow equilibrium evolution. In addition to the novelty of the
approach, extending the classical work reviewed in Ref. [3] to fluctuation induced trans-
port, our analysis based on gyrokinetic field theory makes possible a comparison with the
theory of phase space zonal structures [1,13], revealing that the fluctuations induced part
of the transport equations can be obtained by taking the proper moment of the long length
scale limit of the equation governing the evolution of phase space zonal structures. In
other words, as another novel result of this thesis, we demonstrate that a self-consistent
gyrokinetic theory of plasma transport on the O(δ−3Ω−1) time scale can be formulated
treating collisional and fluctuation induced transport on the same footing; and it con-
sists of the collisional evolution equation for phase space zonal structures, which are the
phase space counterpart of the corrugation of plasma profiles due to equilibrium modifica-
tions [12,13]. We show that plasma nonlinear evolution can yield to structures formation
that are characterized by mesoscales, intermediate between the typical ones of plasma
turbulence and those of the reference plasma equilibrium. Thus, nonlinear dynamics can
eventually invalidate the scale separation between turbulent length scale and the equilib-
rium ones which is usually taken as granted. Further to this, plasma nonlinear evolution
modifies the particle distribution function, that is the phase space zonal structures. Un-
like in neoclassical transport theory, phase space zonal structures bear information about
turbulence and, thus, are determined by processes which, in principle, are non local in
space and time. This eventually changes the standard neoclassical closure scheme [3],
spontaneously leading to non-linear closure relations. In the second part of the thesis, we
– 2 –
introduce the Thermodynamic Field Theory, proposed by G. Sonnino [16], as an effective
tool for the derivation of nonlinear closure relations leading to a macroscopic evolution
of the plasma which respect the Thermodynamics principles. In this part, we focus on
collisional transport only, as a self-consistent nonlinear closure theory including fluctua-
tions and collisions on the same footing is not available to date and is beyond the scope
of this thesis work. Following Ref. [16], non-linear closure relations are derived with the
constraint that they reduce to the Onsager linear relations when we neglect the effect
of fluctuations. As an original application of the developed transport theory, we calculate
classical and neoclassical collisional fluxes from their analytic expression for one of the
proposed reference scenarios Divertor Tokamak Test Facility [17] (DTT), which is the flag-
ship Italian proposal for experimental studies of the power exhaust issues in next step
burning plasma experiments, including the International Thermonuclear Experimental
Reactor [18,19] and the DEMOstration power plant [20].
An outline of the thesis is displayed below:
• In chapter 2 we provide the definition of a weakly coupled plasma and we introduce
the Klimontovich kinetic equation as an exact equation governing its dynamics. The
Landau kinetic equation, which will be used in this work, can be obtained taking the
proper scale limit of this equation. Furthermore we introduce the phenomenology
of nuclear processes in order to illustrate and discuss the range of parameters of
a thermonuclear plasma. Finally we briefly describe the physics of toroidal confine-
ment systems and pay particular attention to the derivation of the set of curvilinear
coordinates;
• In chapter 3 we use the Landau kinetic equation in order to derive the evolutive equa-
tions for the moments of the distribution function, we introduce the drift ordering
and the flux surface average. With these tools, we derive a set of transport equations
for particles and for energy density, as original result of this thesis. In particular
we use gyrokinetic field theory to express fluctuation induced fluxes through the
push-forward representation of the moments of the distribution function;
• In chapter 4, we introduce phase space zonal structure theory and we show that,
by taking the moments of the long wave length scale limit of the evolutive equa-
tion for phase space zonal structures we obtain the fluctuation induced part of the
transport equation derived in the previous chapter. This is another original result of
this thesis, and illuminates the characteristic spatiotemporal scales arising in the
phase space as counterpart of corrugation of plasma profiles in the nonlinear plasma
evolution;
• In chapter 5, as original application of the developed transport theory, we explicitly
calculate the collisional fluxes for the DTT reference scenario in various collisional-
ity regimes;
• In chapter 6 we address the problem of extending the transport theory derived in this
thesis on a time-scale ∼ δ−1τtransp. This is intended to illustrate the ongoing work
and possible future developments of the theoretical framework, developed in this
thesis work, beyond the mere application of transport equations derived in Chapter
3 and 4 to cases of practical interest. We also introduce the Thermodynamic field
Theory as an effective tool to deal with non linear closure relations.
Concluding remarks and comments on future developments are finally given in chapter 7.
In order to make the conceptual flow and narrative smoother, many of the technical details
and derivations are omitted from the main text. However, plenty of details are provided
in three Appendixes: one on Noncanonical Hamiltonian methods for particle motion in
– 3 –
a strong magnetic field, another one on the Push-forward representation of the moments
of the distribution function, and, finally, one on the Derivation of the fluctuation induced
particle flux.
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2
Introduction to toroidally confined systems
In this chapter, we briefly introduce the physics of toroidally confined systems and of
nuclear reactions. The aim of this part of the thesis is to connect the rest of the work
with the background of a generic reader, i.e. a physicist not specialized in magnetic
confinement fusion.
2.1 Definition of a plasma
For the sake of clarity, we begin with the definition of a plasma. More precisely, a weakly
coupled plasma is an ensemble of charged particles where the potential energy of a
typical particle due to its nearest neighbor is much smaller than its kinetic energy [21],
i.e. n1/30 e2  T , where n0 is the density of each species, e is the charge of an electron
(without loss of generality we consider a plasma with Z = 1) and the temperature is
expressed in energy units. This condition implies that:
Λ ∝ n0λ3D  1 , (2.1)
where λD = (T/4pin0e2)1/2 is the Debye length. Thus, the definition of weakly coupled
plasma requires that the number of particles inside a sphere with radius λD is much
greater than one. For a plasma at given temperature, this condition is satisfied for
sufficiently low density while, for a plasma at given density, it holds for sufficiently high
temperatures. Using this definition, it is possible to derive a kinetic equation describing
the dynamics of the plasma [22,23] which is the Landau kinetic equation. The interested
reader can find rigorous results on the derivation of the Landau kinetic equation, which
has been proposed for the first time in [24], in the review [25]. In the next section, we will
show how the Vlasov equation can be obtained from kinetic theory by taking the proper
scale limit.
2.2 Klimontovich equation
Following [21, 26] we can use the kinetic theory in order to formally describe the motion
of individual particles. We introduce the density of particles in the phase space with
coordinates (x,v):
N(x,v, t) = δ[x−X1(t)]δ[v − V1(t)] , (2.2)
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where δ[x − X1] ≡ δ(x − X1)δ(y − Y1)δ(z − Z1) and we have indicated with X1,V1 the
Lagrangian coordinates of the particle. In the same way we can describe an ensemble of
N0 particles:
N(x,v, t) =
N0∑
i=1
δ[x−Xi(t)]δ[v − Vi(t)] (2.3)
and the whole plasma by summing over the different particle species. The equations of
motion for the single particles are the following:
X˙i(t) = Vi(t); , (2.4)
msV˙i(t) = qsE
m[Xi(t), t] +
qs
c
Vi(t)×Bm[Xi(t), t] , (2.5)
where we have indicated the (microscopic) electric and magnetic fields, sum of the fields
produced by the particles and the fields imposed externally, with an m superscript. These
fields must satisfy the Maxwell equations in the void with the source terms given by:
ρm(x, t) =
∑
e,i
qs
∫
dvNs(x,v, t) J
m(x, t) =
∑
e,i
qs
∫
dv vNs(x,v, t). (2.6)
The equations governing the motion of the particles and the Maxwell equations, i.e. :
∇ ·Em(x, t) = 4piρm(x, t)
∇ ·Bm(x, t) = 0
∇×Em(x, t) = −1
c
∂Bm(x, t)
∂t
∇×Bm(x, t) = 4pi
c
Jm(x, t) +
1
c
∂Em(x, t)
∂t
form a closed set of equations:
• from Eq. (2.4), the positions of the particles at the next time step are known once
the fields Em,Bm are given;
• solving the Maxwell equations with the sources given by Eq. (2.6) gives the value of
the fields at the next time step.
Taking the time derivative of Eq. (2.3), we obtain the following expression:
∂tNs(x,v, t) = −
N0∑
i=1
X˙i · ∂xδ[x−Xi(t)]δ[v − Vi(t)]−
N0∑
i=1
V˙i · ∂vδ[x−Xi(t)]δ[v − Vi(t)]. (2.7)
Substituting Eq. (2.4) and Eq. (2.5) into Eq. (2.7), we obtain:
∂tNs(x,v, t) = −
N0∑
i=1
Vi · ∂xδ[x−Xi(t)]δ[v − Vi(t)] +
−
N0∑
i=1
{
qsE
m[Xi(t), t] +
qs
c
Vi(t)×Bm[Xi(t), t]
}
· ∂vδ[x−Xi(t)]δ[v − Vi(t)] ,
which can be cast in a slightly different form by using the properties of the delta function:
∂tNs(x,v, t) = − v · ∂x
N0∑
i=1
δ[x−Xi(t)]δ[v − Vi(t)] + (2.8)
−
{
qsE
m[x, t] +
qs
c
v ×Bm[x, t]
}
· ∂v
N0∑
i=1
δ[x−Xi(t)]δ[v − Vi(t)] ,
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which is the Klimontovich equation. This equation, together with the Maxwell’s equations
for the microscopic fields, constitutes an exact description of the microscopic dynamics of
the plasma. The solution to this equation contains information about the trajectories of
all the particles of the plasma. However, we are interested in a less detailed information.
In particular we want to describe the macroscopic behavior of the plasma. For this reason
we define the smooth function fs:
fs(x,v, t) ≡ 〈Ns〉 , (2.9)
where the 〈〉 operation is the average over all the different copies of the original system
created by respecting a prescription, e.g. that the plasma is at thermal equilibrium. We
now introduce another definition of this average operation, which is heuristic but useful
in order to grasp its meaning: by the definition of plasma, we know that there is a huge
number of particles inside the Debye sphere and, therefore, we can imagine to take a box,
with the characteristic length much larger than the inter-particle distance and much
smaller than the Debye length. We can now count the particles inside this box which will
have small statistical fluctuations around f(x, v, t) and, in the limit in which the number
of particles becomes very high, the fluctuations must disappear by virtue of the central
limit theorem.
In order to write down the evolutive equations for f , we need to separate the average and
the fluctuating part of the fields:
Ns = fs + δNs , (2.10)
Em = E + δE , (2.11)
Bm = B + δB , (2.12)
where 〈Ns〉 = fs, 〈Em〉 = E, . . . We now substitute these expressions into Eq. (2.8) and we
take the ensemble average obtaining:
∂tfs(x,v, t) + v · ∂xfs +
{
qsE(x, t) +
qs
c
v ×B(x, t)
}
· ∂vfs = (2.13)
− qs
ms
〈(δE + v/c× δB) · ∂vδNs〉.
In this equation, we see that all the effects due to the discrete particle nature of the
plasma are on the right hand side of the equation. In order to clarify this point, we
may imagine to break each electron into an infinite number of pieces so that n0 → ∞,
me → 0 and e → 0 obtaining the so called “mush limit”. On the right hand side we have
δNs ∼ N1/20 ∼ Λ1/2e , where we have indicted with Λe the number of particles inside the
Debye sphere. We have that δE ∼ eδNs ∼ N−10 N1/20 ∼ N−1/20 ∼ Λ−1/2e so that the ratio
between the magnitude of the right hand side and the left side scales as N−10 ∼ Λ−1e . In
the mush limit, i.e. Λe →∞, we obtain:
∂tfs(x,v, t) + v · ∂xfs +
{
qsE(x, t) +
qs
c
v ×B(x, t)
}
· ∂vfs = 0 , (2.14)
which is the Vlasov equation [27] describing the dynamics of a collisionless plasma. For
this reason it is quite natural to associate the right hand side of (2.13) with statistical
fluctuations due to collisional effects.
The dynamics of a plasma is completely described by its kinetic equation. Anyway this is
not the only way to study its evolution. In the next chapter we will show how it is possible,
starting from the kinetic equation, to obtain a set of evolution equations for the moments
of the distribution function such as density, temperature... In general solving this system
of equations is equivalent to study the original kinetic problem but, in the particular
case of magnetized plasmas which are studied in this thesis, the moment approach can
be very convenient. For this reason in the next chapter we will use this methodology
systematically.
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2.3 Nuclear fusion
2.3.1 Historical remarks
The first researches in the field of nuclear reactions started in the twenties and were fo-
cused, in particular, on the investigation of the mechanism responsible for the generation
of energy inside the stars. The British astronomer Atkinson and the Austrian physicist
Houtermans in 1929 made the hypothesis that this energy could be originated by the
fusion between light atoms nuclei and was described by the mass defect introduced by
Albert Einstein:
∆E = ∆mc2. (2.15)
In order to undergo a fusion reaction, two nuclei need to be at distances of the order
of 10−13cm because attractive nuclear forces are effective on this length-scale. In order
to reach this distance, they must have a sufficiently high kinetic energy to overcome
Coulomb repulsion. Atkinson and Houtermans showed that the Coulomb barrier could
Figure 2.1: Cartoon describing the competition between nuclear and electromag-
netic forces.
be overcome without reaching the expected and extremely high values of kinetic en-
ergy [28]. The tunneling effect allowed a small percentage of the particles without the
required kinetic energy to interact via fusion reactions. The proton-proton chain, identi-
fied by Weizsacher and Bethe in 1938 [29], and the carbon cycle were the first mechanisms
to be proposed in order to describe stellar dynamics. After the studies on nuclear fission
and the construction of the first reactor (Fermi, Chicago 1942), the research in the field
of nuclear fusion started again and, under the supervision of Teller, in 1952, the first nu-
clear explosion took place. In the fifties, the deuterium-tritium and deuterium-deuterium
reactions were identified as the best candidates in order to obtain controlled thermonu-
clear fusion. From that moment the main research goal has been the confinement of the
plasma in order to prevent it from touching the material walls of the experiment. Ini-
tially, open ended confining configurations have been proposed but, for the reasons that
we will explain in the next sections, these machines were soon abandoned in favor of
toroidal configurations: Stellarators and Tokamaks.
2.3.2 Nuclear processes
Nuclear fusion occurs when two light nuclei merge forming an heavier nucleus with a
mass that is lower with respect to the sum of the initial masses. We can say that the
particle obtained is more stable because energy is required to realize from it the initial
particles. The energy is released in the kinetic form and it is called nuclear binding
energy because it is the same amount of energy required to disassemble the nucleus of
an atom into its component parts. The amount of energy is given by Eq. (2.15). As an
example, let’s consider the Helium-4, which is composed by two protons and two neutrons.
The mass defect ∆m can be calculated as ∆m = 2(mp + mn) − ma where mp and mn
are respectively the proton and the neutron mass and ma is the mass of the Helium-4.
– 8 –
Figure 2.2: Plot of the binding energy per nucleon (Courtesy of Pearson Prentice
Hall).
Plugging in the correct values for the masses, we obtain: ∆m = 0.5042 × 10−28Kg and
the corresponding energy by means of Eq. (2.15). Dividing the binding energy by the
mass number A = N + Z, where N is the number of neutrons in the nucleus and Z is
the atomic number, we obtain the binding energy per nucleon, which can be plotted as a
function of A. Nuclear fission happens when heavy nuclei, such as Uranium, split into
smaller parts with higher (in absolute value) binding energy per nucleon. This energy is
extracted in the kinetic form. Using the previous plot, we can verify that the production of
energy per nucleon in a fusion reaction is bigger than its analogue for a fission reaction,
i.e. 7.07 MeV/nucleon for Helium fusion versus 0.851 MeV/nucleon for Uranium fission.
The formation of Helium-4 through the fusion of 4 nucleons is very unlikely to happen
because it involves the simultaneous interaction of four particles. However, Helium-4 can
be produced by fusion of 2H and 3H, which are respectively known has Deuterium (D) and
Tritium (T). For example, the following reaction is possible:
D + T→4 He+ n+ 17.586MeV. (2.16)
It is well known that nuclear energy released per unit of mass is huge compared with
chemical reactions. For example, the ratio between the energy per unit of mass obtained
by means of a D − T reaction and by means of the combustion of carbon is: 107.
2.3.3 Interaction processes and fusion cross-section
Without loss of generality, in this chapter we consider fusion reactions between two dif-
ferent species N and M composing the plasma. The number of fusion reactions taking
place in the plasma per unit of time and volume is:
R = σfnNnMv , (2.17)
where v is the relative velocity between the colliding particles and σf is the cross-section
of the fusion reaction. The cross-section σf can be written as:
σf =
A
E
e−BE
−1/2
, (2.18)
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Figure 2.3: Cartoon describing the D − T fusion reaction.
where A and B are constants depending on the reaction. We show here a plot of the total
cross section σ for different fusion reactions:
Figure 2.4: Plot of the cross section σ for several fusion reactions as a function
of the projectile energy. We recall that 1Barn = 10−24cm2. Courtesy of Wesson,
Campbell: [30].
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Under energies of 500KeV the elastic electromagnetic Coulomb interaction is dominating
with a cross-section:
σc ≈ C(Z1Z2)2 1
E2
. (2.19)
For magnetically confined systems, we can assume that the bulk plasma is well described
by local Maxwellian distributions in the velocity space and, therefore, we can calculate
the relevant physical quantity which is the average number of fusion reactions per unit
of time and volume:
R¯ = nNnM 〈σfv〉 , (2.20)
where 〈σfv〉 is the reactivity and depends only on the temperature once σf (v) has been
calculated. Multiplying Eq. (2.20) by the energy produced by the fusion reaction, we
obtain the density of power:
q
′′′
= R¯Efus = nNnM 〈σfv〉Efus. (2.21)
If the system of two particles is confined with fixed pressure P we can apply the ideal gas
law obtaining:
q
′′′ ∝ 〈σfv〉
T 2
Efus. (2.22)
We show here a plot of the density of power q′′′ for different fusion reactions:
Figure 2.5: Plot of the density of power for various fusion reactions. The peak for
the D − T reaction is around 13.5KeV . Courtesy of Wesson, Campbell: [30].
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2.3.4 Thermonuclear fusion reactions
Nuclear reactions that take place on the stars have almost no interest for the controlled
thermonuclear fusion. The reactions of interests need a faster reaction kinematics and
either the reactivity 〈σfv〉 or the power density q′′′ must have values bigger by different
orders of magnitude than their stellar analogues. The reactions that actually are the most
promising are based on the deuterium, which can be extracted from water and, therefore
is abundant in nature. These are:
D + T→4 He+ n + 17.586MeV, (2.23)
D + D→3 He+ n+ 3.267MeV,
D + D→ T + p+ 4.032MeV,
D + 3He→4 He+ p+ 18.351MeV
T + T→4 He+ 2p+ 11.327MeV.
We show here a plot 〈σfv〉 for some of these reactions as a function of the temperature:
Figure 2.6: Plot of the reaction parameter 〈σv〉 as a function of the temperature.
Courtesy of Wesson, Campbell: [30].
The second, the third and the fourth equations of (2.23) do not produce neutrons but only
charged particles. Therefore, they do not require a neutron moderator in order to extract
fusion energy and can be confined with magnetic fields. The first equation of (2.23) is the
most convenient from an energetic point of view because it has the highest cross-section
under 100KeV . Tritium production and neutron moderation can be simultaneously solved
with a Lithium moderator. The Lithium is present in nature with two isotopes: 6Li and
7Li. The 7Li can be used in order to capture a fast neutron (14.07MeV ) produced by the
D − T reaction:
7Li + n→4 He+ T + n′ − 2.47MeV , (2.24)
and, again, the slow neutron n′ is captured with the following reaction:
6Li + n′→4 He+ T + n′ + 4.78MeV. (2.25)
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Using these processes the Tritium required for the D − T reaction, which is difficult to
find in nature, can be drastically reduced. Only an initial small quantity is required to
operate.
2.3.5 Ignition
In 1957, John D. Lawson derived a criterion for the production of energy from a D − T
thermonuclear plasma as a function of the plasma parameters and of the efficiency of the
thermodynamic cycle η [31]. Today the main goal is to reach a state where all the energy
losses are compensated by the α particles generated by the fusion process which, slowing
down, transfer their energy to the thermal plasma. This state is called ignition. All the
transport processes (losses) are described by means of a confinement time τE , such that
the total power is:
PL =
3nT
τE
(2.26)
where 3nT is the thermal energy of the plasma. The Lawson criterion [31] reads:
nτE =
3T
η
1−η
QT
4 〈σv〉 − αT 1/2
(2.27)
where αT 1/2 is a loss term due to the radiative processes and QT is the energy produced
by the nuclear reaction, i.e. for the D − T reactions QT = 22.4MeV . As stated already, it
can be shown that 〈σv〉 is a function only of the temperature and can be plotted:
Figure 2.7: Plot of the necessary condition for ignition as stated by the Lawson
criterion.
A necessary condition for ignition is that the plasma reaches a state (point) above the
curve plotted in the previous image. When the density of power Pα produced by the α
particles:
Pα =
n2
4
〈σv〉Qα , (2.28)
where Qα is the energy produced in the fusion reaction, is equal or greater than the
loss by radiation and conduction, Pα = PL + Pirr, the process is self sustainable without
providing any energy with heating systems. For η = 0.136 and a temperature of the
order of 20KeV , the ignition condition requires that nτE > 1.5× 1020m−3 in order to obtain
energy from the reactor.
– 13 –
2.4 Introduction to Tokamak physics
In the previous section, we have shown that, in order to achieve ignition, the macroscopic
parameters of the plasma should lay inside a certain region. The challenge is to drive the
plasma into this region and, then, to keep it in this state. Modern magnetic confinement
experiments rely on strong magnetic fields in order to reach this goal. From the micro-
scopic point of view, strong magnetic fields confine the plasma by keeping the charged
particles moving with narrow spirals along magnetic field lines. This is reflected, from
a macroscopic point of view, into the fact that the magnetic pressure, i.e. B2/8pi, can
balance the kinetic pressure of the plasma. Heuristically, equilibrium can be achieved
when the ratio β between magnetic and kinetic pressures:
β =
nT
B2/8pi
(2.29)
is lower than 1. A commercial reactor will work with β ≈ 0.5.
Different machine configurations have been studied by the magnetic confinement com-
munity:
• open systems, where the magnetic field lines exit the confinement region and can
touch the material walls of the system;
• toroidal systems, where the magnetic fields lines are completely enclosed in the
confinement region.
Most of the magnetic confinement machines belong to the second class. This is due to the
fact that transport processes in a strongly magnetized plasma are faster in the direction
parallel to the magnetic field because of the free streaming of the particles along the
magnetic field lines. In an open system, this can cause severe losses of particles and
energy, which are avoided in a toroidal system thanks to the topology of the magnetic
field.
Figure 2.8: Magnetic field lines in an open system.
A magnetically confined plasma should satisfy the magneto-hydrodynamic force balance
equation [32,33]:
j ×B = c∇P (2.30)
where j is the plasma current, P is the kinetic pressure, c is the speed of light and
B is the magnetic field. From this equation, we know that magnetic field lines wind
up over surfaces with constant pressure which are called magnetic surfaces. In this
thesis, we will treat in detail axisymmetric configurations, i.e. configurations which
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Figure 2.9: Magnetic field lines winding over different magnetic surfaces in a
toroidal system.
are symmetric under rotation around the symmetry axis of the torus, where magnetic
surfaces are topologically nested tori. The most internal surface, which is degenerate, is
called magnetic axis. Due to this geometrical structure, in this work, we will introduce a
radial coordinate to label the magnetic surfaces and two angular coordinates to describe
the points on each surface. It has been shown [33] that a pure toroidal magnetic field
is not enough in order to achieve magnetic confinement and that a poloidal component
of B is necessary. Therefore magnetic field lines have helical shape over the magnetic
surfaces. In the following we will focus on the Tokamak configuration, which is the most
successful magnetic confinement configuration realized for the first time in 1952 by L.
Artsimovich. The name is an acronym for the Russian wording Toroidalnaya Kamera
Magnitnymi Katushkami, or "toroidal chamber with axial magnetic field" in English. This
configuration is characterized by a strong toroidal magnetic field generated by the toroidal
coils and a poloidal field due to the plasma current, which is induced by the transformer.
This current causes also the ionization of the plasma by Ohmic heating. In order to
understand some key features of the magnetic field in a Tokamak, we can approximate it
with the field generated by the coils in the vacuum chamber:
B ≈ B0R0
R
ϕˆ , (2.31)
where B0 is the magnitude of the toroidal field on the magnetic axis, R is the distance
from the symmetry axis of the torus, R0 is the distance of the magnetic axis from the
symmetry axis and ϕˆ is the versor relative to the toroidal coordinate. In a uniform
magnetic field, charged particles are moving on a plane orthogonal to B along circular
orbits with radius:
ρj =
√
Tj
mjΩ2j
, (2.32)
where Ωj = qjB/mjc is the cyclotron frequency of the j species in a magnetic field with
magnitude B, qj is the charge and mj is the mass. Particles undergoing to this motion
are confined if ρj  a, where a is the minor radius of the Tokamak. However, even using
Eq. (2.31), the magnetic field inside a Tokamak is not uniform and magnetic field lines
are not straight. These effects are responsible of a force acting on the charged particles,
which cause them to slowly drift across different magnetic field lines. It can be shown
that a generic force F acting on a charged particle inside a magnetic field is responsible
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Figure 2.10: Tokamak configuration (Courtesy of EUROfusion).
of a drift velocity of the "center of gyration" of the particle [21]:
vF =
c/q
B2
F ×B. (2.33)
In particular the following drift is always present in a magnetic configuration with curved
magnetic field lines because of the centrifugal force:
F = −Kmv2‖ (2.34)
where v‖ is the component of the velocity parallel to the magnetic field B and K ≡ (b ·∇)b.
Therefore:
vK =
(
B ×K
BΩ
)
v2‖. (2.35)
It can be shown [21] that the non-uniformity of the magnetic field act in the same way
and that the total magnetic drift velocity is:
vD =
1
Ω
b×
(
v2⊥
2
∇B
B
+Kv2‖
)
. (2.36)
We stress the fact that the magnetic drift velocity introduced here is a consequence of
the motion of the particles in the equilibrium magnetic field and that fluctuations will
produce additional drifts such as the E ×B drift [21].
In the next sections, we will study these topics with much more details but, for the mo-
ment, we remark the fact that the unperturbed motion of the particles in an axisymmetric
device allows the existence of two integrals of motion which are the toroidal momentum
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pφ, the kinetic energy E and one adiabatic integral, i.e. a quantity that is conserved
by the single particle motion on time scales, which are long compared with the particle
gyration frequency: the magnetic moment µ = 12v2⊥. From the conservation of the last two
quantities, it follows that particles approaching a region with increasing magnetic field
can "bounce back" being effectively trapped, if we neglect perpendicular dynamics, on a
certain region of the field line, where the magnetic field intensity is low. The trapping
condition [34] for a particle is the following:
1
2
mv2‖0 < µBmax − µBmin , (2.37)
where v‖0 is the parallel velocity, when the particle passes through the point where B =
Bmin. It can be shown that the trapped particle fraction ft for an isotropic distribution
function in a large aspect ratio machine with circular magnetic surfaces is such that,
up to the leading order,: ft ≈ √B with B = r/R0  1. Trapped particles are subject
to magnetic drifts between collisions and, therefore, have a small deviation from the
magnetic field line, which gives to their trajectories a characteristic banana shape:
Figure 2.11: Cartoon with the shape of the banana trajectories inside a Tokamak
(Courtesy of EUROfusion).
In the next sections, we will describe the radial transport processes in detail. For the
moment, we give some estimates based on a random walk model. Because of collisions,
particles are randomly displaced by a step ∆x. The time between two collisions is ∆t. The
resulting diffusion coefficient describing the dynamics of the profiles such as density and
temperature is D ≈ (∆x)2/∆t. Classical transport theory [9] predicts that the step-size is
the Larmor radius ρj while the time step is the inverse of the collision frequency between
the particles. As an example, the diffusion coefficient related to the collision between ions
is:
Dc ≈ ρ2i νii. (2.38)
Classical transport theory is valid only if the mean free path is short compared with the
characteristic length-scale of variation of the magnetic field and of the other equilibrium
quantities. In this case the radial extension of an orbit is the Larmor radius of that
particle, which is also the characteristic step size of particle random walk. Otherwise,
particles are subject to magnetic drifts and, therefore, the radial extensions of their
trajectory becomes larger. For this reason, neoclassical transport theory [3] has been
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developed taking into account the particular geometry of the magnetic field and the
existence of trapped particles. For the particles moving on banana orbits, we can define
the bounce frequency νb ≈ vth/qR and the effective collision frequency νeffj ≈ νej/2. If
the former is bigger than the latter, the trapped particles will complete several times
their banana trajectories in the time between two collisions and, therefore, the width of
the banana orbit rb can be taken as the step-size of the random walk. Meanwhile, the
time step is the inverse of the effective collision frequency. Following [3], for the circular
surfaces and large aspect ratio case, we can write:
∆x ≈ rb ≈ qρj√

. , (2.39)
We can compare the classical diffusion coefficient with the neoclassical one:
Dnc ≈ ftr2bνeff ≈
q2ρ2jνej
3/2
≈ Dcl q
2
3/2
(2.40)
where ft is the effective trapped particle fraction and j is the subscript denoting the
particle species. The same estimates can be done with different assumptions on the
collisionality: the Pfirsch Schlüter regime, where νb  νeff and the Plateau regime,
which is is characterized by an intermediate collisionality.
The values of diffusion coefficients measured experimentally are one order of magnitude
higher with respect to the those predicted by the collisional transport theory. More than
this from the previous estimate we would expect Di/De of the order of the square root of
the ratio between the masses of electrons and ions. This is not confirmed experimentally
and, instead, the two coefficients appear to be almost identical. For these reasons, the
plasma physicists community introduced the wording "anomalous transport" when deal-
ing with transport processes which are not correctly described by classical and neoclas-
sical transport theory. In order to understand these experimental observations, several
phenomenological relations have been extracted from the experimental databases [35]
but their understanding in terms of fundamental physics is not satisfactory. Values for
the diffusion coefficients in agreement with the neoclassical predictions are observed in
some restricted regions of the plasma, e.g. those enclosed by Internal Transport Barriers
(ITBs) [36] which split the plasma into macro-regions with fast mixing process happening
inside them. The mechanism that lead to the formation of ITBs is not clear. The stochas-
ticity of the magnetic field lines has been proposed as responsible for the formation of
the ITBs [37,38] governing electrons dynamics.
2.5 Magnetic coordinates
Clebsch coordinates
Following [39], we can write the vector potential in terms of two scalar functions α, β:
A = α∇β (2.41)
and, therefore, the well known relation between the magnetic field and the vector poten-
tial:
B =∇×A , (2.42)
becomes:
B =∇α×∇β. (2.43)
This expression has an interesting geometrical meaning: the magnetic field B lies in the
intersection between the two surfaces α = const and β = const. We will use (α, β, l) as a
set of coordinates obtaining:
e˜(1) =∇α, e˜(2) =∇β, e˜(3) =∇l , (2.44)
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where we have indicated with e˜(i) the i-th vector of the coordinate basis. We choose the
coordinate l such that b = B/B is the third vector of the reciprocal basis:
e˜(3) =
B
B
. (2.45)
The vectors of the reciprocal basis can be expressed in terms of the cross product between
e˜(i) and the determinant of the change of coordinates from the Cartesian ones, i.e. J−1 =
(∇α×∇β) ·∇l :
e˜(1) = J∇β ×∇l , (2.46)
e˜(2) = J∇l ×∇α ,
e˜(3) = J∇α×∇β.
We can write a generic vector in terms of its covariant or contravariant components:
V = V˜ ie˜(i) = V˜ie˜
(i). (2.47)
For the magnetic field, in particular, by construction of the set of coordinates (α, β, l), we
have:
B = B˜3e˜(3) ⇒ B˜3 = B . (2.48)
Substituting the expression for J into Eq. (2.46) and using Eq. (2.48), we obtain the
following expression for b:
b = e˜(3) =
∇α×∇β
∇l ·∇α×∇β (2.49)
and, therefore, it follows that b ·∇l = 1. Using this result we can calculate J :
J =
1
∇l ·∇α×∇β =
1
B ·∇l = B
−1. (2.50)
Substituting this expression into Eq. (2.46), we obtain B˜i:
B˜1 = b · (∇β ×∇l) , (2.51)
B˜2 = b · (∇l ×∇α) ,
B˜3 = B.
We now show that the magnetic field lines are horizontal straight lines in the plane (β, l):
dβ
dl
=
B˜β
B˜l
=
B ·∇β
B ·∇l =
∇α×∇β ·∇β
B · ∇l = 0 (2.52)
and, therefore, β is constant along a magnetic field line.
Flux coordinates
Given a flux function ρ, i.e. a scalar function such that:
B ·∇ρ = 0 , (2.53)
we will show why it is useful to choose it as a coordinate. Choosing ρ as the radial
coordinate from Eq. (2.53), it follows that B˜1 = 0 and, therefore:
B = B˜2J∇φ×∇ρ+ B˜3J∇ρ×∇θ , (2.54)
where we are using the notation already introduced and the coordinate set: (ρ, θ, φ). The
condition on the divergence of B can be solved in terms of an unknown function ν:
∇ ·B = 0⇒ B˜2 = − 1
J
∂ν
∂x˜3
, B˜3 =
1
J
∂ν
∂x˜2
. (2.55)
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We can substitute these expressions into Eq. (2.54), obtaining the usual expression for B:
B =∇ρ×∇ν. (2.56)
We have therefore shown that, given a flux function ρ, it is possible, if we are able to
obtain an expression for ν from Eq. (2.55), to express the magnetic field in Clebsch form.
In this work, we will not enter into details of the procedure used in order to express ν in
terms of other flux functions, which can be found in Ref. [39]. Defining the poloidal and
toroidal magnetic fluxes respectively as:
2pi ψ ≡ ψrpol =
∫∫
Srpol
B · dS, ψtor =
∫∫
Stor
B · dS , (2.57)
with the domain of integration shown in the following figure:
Figure 2.12: Cartoon with Srpol and Stor.
the function ν can be expressed with the following formula:
ν =
1
2pi
(
ψ˙torθ − ψ˙rpolφ
)
+ ν∗ , (2.58)
with the function ν∗ being periodic in θ and φ and the dot indicating a derivative with
respect to the flux function ρ. We already showed that ν should be constant along a
magnetic field line. Therefore, if ν∗ is a flux function from Eq. (2.58), it immediately
follows that, along a magnetic field line:
ψ˙torθ − ψ˙rpolφ = cost . (2.59)
Therefore, the magnetic field lines are straight lines in the plane (θ, φ) because ψ˙rtor, ψ˙rpol
are constant on a given flux surface. If ν∗ is not a flux function, we need to make a
change of coordinates in order to obtain the same property. In this work, we choose to
leave φ unchanged but we stress the fact that this is not the only possibility. The new
angular coordinate is:
θ¯ = θ + 2pi
ν∗
ψ˙tor
. (2.60)
In order to have a compact notation, we maintain the notation θ for this new variable.
In these new set of variables ν∗ disappears from Eq. (2.58) and, in the plane (θ, φ), the
magnetic field lines are straight lines:
dθ
dφ
=
B ·∇θ
B ·∇φ =
ψ˙rpol
ψ˙tor
= q−1. (2.61)
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In this relation a new flux function, i.e. the safety factor q, has been introduced. The
magnetic field can be written in the usual Clebsch form:
B =∇ρ×∇
(
ψ˙tor
2pi
θ − ψ˙
r
pol
2pi
φ
)
=
1
2pi
(
ψ˙rpol∇φ×∇ρ+ ψ˙tor∇ρ×∇θ
)
. (2.62)
Recalling Eq. (2.54), we obtain an expression for J :
J =
ψ˙rpol
2pi
(B ·∇θ)−1 . (2.63)
From now on, we choose ρ = ψ as it is usually done in the Tokamak community obtaining:
B =∇ψ ×∇ (q(ψ)θ − φ) , J = (B ·∇θ)−1 . (2.64)
In this work, we will assume axisymmetry, ∂φ
∣∣∣
θ,ψ
= 0 and, therefore, the following rela-
tions hold:
∇ψ ×∇θ = k∇φ, k = 1
J(∇φ)2 . (2.65)
Choosing φ as the toroidal angle, we know that (∇φ)2 = R−2 and we can therefore, finally,
write the expression for the magnetic field that will be used in this work:
B = F∇φ+∇φ×∇ψ, F = qR
2
J
. (2.66)
Arbitrary coordinates
We can make an additional change of coordinates, retaining the same flux function as
radial coordinate, without changing Eq. (2.59):
θ¯ = θ −Π/q , (2.67)
φ¯ = φ−Π ,
with Π being a periodic function of θ and φ. Thus the magnetic field lines will be straight
in the plane (θ¯, φ¯). Using the axisymmetry of our system, we can show that:
1
q
∂Π
∂θ
= 1− J
J¯
(2.68)
with J¯ = ∇θ¯ ×∇ψ · ∇φ¯. This equation relates J¯ to Π. Once we have chosen J¯ as the
most convenient for our calculation, we can integrate Eq. (2.68) in order to obtain the
corresponding Π. The Boozer coordinates: [40,41] are defined by:
J¯ =
JB
B2
, (2.69)
where JB is a flux function and we recall that J = qR2/F . Hamada coordinates [42],
meanwhile, are defined by the following Jacobian:
J¯ = JH , (2.70)
where JH is a flux function. In order to use a compact notation from now on, we will
call the new set of coordinates (ψ, θ, φ), i.e. removing the bar. In chapter 5, we will
use Hamada coordinates to calculate collisional transport in an application of practical
interest. It will be useful to find the relations between these coordinates and the set of
coordinates, (ψ, θ0, φ) which is the set of polar coordinates centered around the magnetic
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axis on a surface with fixed φ. Using the expression for the Jacobians of the two set of
coordinates we obtain the following relation:
∂θ
∂θ0
=
J0
JB
B2 , (2.71)
with J0 = ∇θ0 ×∇ψ · ∇φ. For the angular coordinate θ, the following relation must be
valid: ∫ 2pi
0
dθ0
∂θ
∂θ0
= 2pi , (2.72)
and, thus, it follows that:
JB =
1
2pi
∫ 2pi
0
dθ0J0B
2. (2.73)
Using these results, we can compute the value of the coordinate θ at each point of the
space:
θ = 2pi
∫ θ
0 dθ0J0B
2∫ 2pi
0 dθ0J0B
2
. (2.74)
The Jacobian J0 can be expressed in terms of the equilibrium magnetic field:
J−10 =
1
R
(
∂ψ
∂R
∂θ0
∂z
− ∂ψ
∂z
∂θ0
∂R
)
, (2.75)
and, therefore, Eq. (2.74) can be computed, analytically or numerically.
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3
Gyrokinetic transport theory
In this Chapter we lay the foundations of gyrokinetic transport theory as originally formu-
lated in this thesis work. We adopt a moment equation approach to transport equations [3],
combined with the conceptual framework of nonlinear gyrokinetic theory [2, 11]. In this
way, we provide a compact and physically transparent derivation of cross-field particle
and energy fluxes, which include collisional and fluctuation induced transport processes
on the same footing. The resulting transport equations are original results of this thesis
work, which generalize and extend the analysis of Ref. [3] to fluctuation induced trans-
port. Our analysis also recovers, in the appropriate limit, the results originally proposed
in Refs. [4,5,15]. As a crucial element of novelty, our results demonstrate the importance
of self-consistent determination of spatiotemporal scales of equilibrium variations and of
the corresponding structures, by means of nonlinear gyrokinetic theory. Given the con-
ceptual importance of these issues, general remarks on transport equations derived in
this thesis work are given in the final section of this Chapter, where we also illustrate the
connection of our results with earlier analysis of collisional [3] and fluctuation induced
transport [4,5,15]. There, we also anticipate the necessity of a truly nonlinear gyrokinetic
analysis of equilibrium distortions on mesoscales, which will then be presented in Chapter
4.
3.1 Moments of the distribution function
Following Hazeltine and Meiss [43] we introduce the generic tensor notation:
M
(N)
αβ...τ ≡
∫
dvfvαvβ . . . vτ
∣∣∣∣
N
(3.1)
for the Nth moment of the distribution function of a species constituting the plasma,
where the |N notation denotes the N factors of v. M (N) is a tensor of rank at most N .
Examples are (repeated subscripts are implicitly summed up):
M (0) = n M (1)α = nVα M
(2)
αβ = m
−1Pαβ
M
(3)
αββ = (2/m)Qα M
(4)
αβττ = (2/m)Rαβ
where n, Vα, Pαβ, Rαβ . . . are the components of the following tensors:
nV =
∫
dv vf, P =
∫
dv vvf, R =
∫
dv
1
2
mv2vv, Q =
∫
dv
1
2
mv2vf.
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which, respectively, are the density, the average velocity, the pressure and the energy
weighted stress tensor. Similarly, one introduces the Nth moment of the collision operator:
C
(N)
αβ...τ ≡
∫
dvCvαvβ . . . vτ
∣∣∣∣
N
(3.2)
C(0) = 0 C(1)α = m
−1Fα C(2)αα = (2/m)(W + FαVα) C
(3)
αββ = (2/m)Gα.
where:
F =
∫
dvmvC, G =
∫
dv
1
2
mv2vC, W =
∫
dv
1
2
mv2C.
Multiplying the Landau kinetic equation for the proper velocity function and integrating
over the velocity space we obtain:
∂
∂t
M
(N)
αβ...τ +
∂
∂xµ
M
(N+1)
µαβ...τ −
e
m
r
EµM
(N−1)
αβ...τ
z
µ
− Ω
r
µκλM
(N)
καβ...τ
z
µ
bλ = C
(N)
αβ...τ (3.3)
where the notation JEµM (N−1)αβ...τ Kµ stands for:
JEµM (N−1)αβ...τ Kµ = EµδαµM (N−1)β...τ + EµδβµM (N−1)αγ...τ + · · ·+ EµδτµM (N−1)αγ...σ . (3.4)
This is consistent with [3, 9]. We note, as already stated, that the evolutive equations
for each moment have always a term depending on higher order moments. Solving the
infinite set of equations for the moments is equivalent to solve the kinetic equation.
Choosing N = 0 we obtain the continuity equation:
∂tn+∇ · (nV ) = 0 ; (3.5)
with N = 1 the force balance equation:
∂t (nmV ) +∇ · P − en (E + V ×B/c) = F ; (3.6)
with N = 2 the pressure equation:
∂t
(
3
2
p+
m
2
nV 2
)
+∇ ·Q− enE · V = W + F · V ; (3.7)
and with N = 3, the energy transport equation:
∂tQ+∇ ·R− (e/m)E ·
[
P + I
(
3
2
p+
m
2
nV 2
)]
− (e/mc)Q×B = G ; (3.8)
where p = 13Trp and:
p =
∫
dv (v − V )(v − V )f.
We note that, following the notation introduced in [43], we have indicated with the capital
letter all the moments of the distribution function in the laboratory frame of reference
while we have indicated with the lower case the moments in the frame of reference locally
co-moving with the plasma species.
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3.2 Drift ordering
In this thesis we will deal with strongly magnetized plasmas, i.e. plasmas such that
particles Larmor radii ρ are much smaller than the characteristic length scale of variation
of the macroscopic quantities L:
ρ =
vth
Ω
 L. (3.9)
We now introduce the drift ordering between physical quantities:
ρ
L
=
vth/L
Ω
≡ ω
Ω
∼ O(δ) (3.10)
where ω ≡ vth/L is the characteristic frequency of the particles interacting with structures
on the length scale L. Due to the fact that we are studying a magnetically confined
plasma, we assume that the macroscopic quantities are varying on a long time scale
compared with the fluctuating ones, which have characteristic frequency ω:
ω−1
∂
∂t
ln p = ω−1p−1
∂p
∂t
∼ O(δ2). (3.11)
The last assumption is that particles’ drift due to E ×B force is small compared with the
thermal velocity:
cE
Bvth
∼ O(δ). (3.12)
This ordering is consistent with the gyrokinetic ordering, i.e. [2]. These assumptions imply
the distribution function to be Maxwellian at the leading order:
f = fM +O(δ), fM = n0(pi1/2vth)−3e−(v/vth)2 . (3.13)
We also introduce an auxiliary ordering on the derivatives operators:
∇‖
∇⊥ ∼
k‖
k⊥
∼ O(δ). (3.14)
Using Eq. (3.13), assuming that the parallel flow is strongly subsonic and that there is
small pressure anisotropy between the directions perpendicular and parallel to B due to
the collisions, as shown in [3,44], we obtain:
{nV ,F ,Q, [P − Ip], [R− I(5/2)p(T/m)]} ∼ O(δ). (3.15)
Here, space and time are normalized to |ρ| and |Ω|−1, respectively, density is expressed in
units of its local equilibrium value, etc. At the lowest order of the energy flux conservation
we obtain:
E = −∇Φ +O(δ); (3.16)
and thus a consequence of the drift ordering is that the equilibrium electric field is mainly
electrostatic. Taking the lowest order of the force balance equation and of the energy flux
conservation projected along the magnetic axis we obtain, respectively:
b · (∇p+ en∇Φ) = O(δ) , (3.17)
b · (∇(pT ) + ep∇Φ) = O(δ) ,
which can be cast in the following form:
b ·∇T = O(δ) , (3.18)
b ·∇ (n exp(eΦ/T )) = O(δ) .
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These equations yield b · ∇n = O(δ) and b · ∇Φ = O(δ). That is, at the lowest order,
temperature and density are constant along magnetic field lines and, because of their
ergodic properties [3], they are also constant on magnetic surfaces.
The essence of magnetic confinement stands in the expression of first order fluxes (there
are no zero order fluxes in slowly rotating plasmas), which are contained in the flux
surface and are given by the expressions that will be calculated in the next sections.
Thus, determining cross-field (radial) transport implies computing the second order fluxes
(or higher). In particular we will show that:
nV⊥ = (nV⊥)1 + (nV⊥)c + (nV⊥)NC +O(δ3) (3.19)
Q⊥ = (Q⊥)1 + (Q⊥)c + (Q⊥)NC +O(δ3) (3.20)
Note that O(δ2) fluxes are, by the structure of momentum equations, sufficient to compute
the evolution of the system on a time scale O(1/δ2)ω−1, i.e. O(1/δ3)Ω−1. In ITER Ti '
20keV , B = 5.3T , L ∼ a = 2m, where a is the minor radius of the machine and thus
Ωi ' 5 × 108s−1, vthi ' 2 × 106ms−1, δi = ρi/a ' 2 × 10−3, ω ' 1 × 106s−1, τtransp ' δ−2i ω−1 '
0.25s. Therefore this is a time scale of the order of one second. Investigating cross-field
transport on longer time scales, i.e. of order 100s, would require knowledge of fluxes up
to order O(δ3) included. This topic will be explored with more details in chapter 6.
In the following, we present an example to illuminate the advantages of dealing with
moments equations instead of solving the kinetic equation and, then, taking the moments
of the solution. We will use this method in the next section in order to calculate particle
and energy transport equations. Following [43] we take the cross product of Eq. (3.6) with
the unit equilibrium magnetic field vector b obtaining:
nV⊥ =
1
mΩ
b× [∂t (nmV ) +∇ · P − enE − F ] . (3.21)
Applying the drift ordering and noting that there is a 1/Ω factor outside the square
brackets, we need to evaluate the terms inside the square brackets up to order δn−1 in
order to calculate the perpendicular flux up to δn. For example, at the first order in δ, we
obtain:
nV⊥ =
1
mΩ
b× (∇p+ en∇Φ) (3.22)
and, therefore, only information about the zeroth-order distribution function is required
in order to calculate the lowest order perpendicular flux, which, as anticipated above, is
confined within the flux magnetic flux surface due to Eqs. (3.17) and (3.18). In the next
sections we will systematically use this methodology in order to calculate fluxes up to the
second order in δ. Therefore we will need information about the first-order distribution
function.
3.3 Transport equations
3.3.1 Flux surface average
In order to derive the equations describing particle and energy transport across magnetic
flux surfaces, we need to introduce an averaging operation and some of its properties. In
toroidal coordinates, i.e. Eq. (2.66), we can take the flux surface average of a physical
quantity 〈...〉ψ :
〈...〉ψ =
1
V ′
∮
Jdθdφ(...) =
1
V ′
∮
dθdφ
B ·∇θ (...) (3.23)
where J is the Jacobian of the change of coordinates and where:
V ′ =
dV
dψ
=
∮
dθdφ
B ·∇θ . (3.24)
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Applying the divergence theorem on a volume ∆V = V ′∆ψ we obtain:
1
∆V
〈∇ · (...)〉∆V =
1
V ′
∂
∂ψ
[
V ′ 〈∇ψ · (...)〉ψ
]
, (3.25)
where the subscript ∆V to angular brackets denotes volume integral over ∆V . Thus,
〈∇ · (...)〉ψ =
1
∆V
〈∇ · (...)〉∆V . (3.26)
3.3.2 Density transport
Acting with R2∇φ · on the momentum equation and taking the flux surface average, we
obtain:〈
R2∇φ · ∂t(nmV )
〉
ψ
+
〈
R2∇φ ·∇ · P 〉
ψ
=
〈
R2∇φ · (enE + F )〉
ψ
+
〈
R2∇φ · (en/cV ×B)〉
ψ
.
Using the drift ordering, it can be shown that the tensor P up to O(δ) is symmetric.
Furthermore using the explicit form:
∇(R2∇φ) = (∇R)(R∇φ) +R∇φ ∂
∂φ
(R∇φ) = (∇R)(R∇φ)− (R∇φ)(∇R) , (3.27)
we can see that ∇(R2∇φ) is anti-symmetric and, thus, vanishes when contracted on any
symmetric tensor. Using this result and Eq. (3.27), we can manipulate the second term of
the LHS obtaining:〈
R2∇φ · ∂t(nmV )
〉
ψ
+
1
V ′
∂
∂ψ
〈
V ′∇ψ · P ·R2∇φ〉
ψ
=
〈
R2∇φ · (enE + F )〉
ψ
+ (3.28)
+
〈
R2∇φ · (en/cV ×B)〉
ψ
.
In the derivation, we will use the following identity which can be verified substituting the
general expression for the equilibrium magnetic field in flux coordinates, i.e. Eq. (2.66):
B0 ×R2∇φ =∇ψ. (3.29)
With some algebra, we can also obtain the more general expression:
V ·∇ψ = V ×B0 ·R2∇φ (3.30)
which holds for any generic vector V . We now separate the equilibrium fields from the
fluctuating ones and we use Eq. (3.29) in order to obtain:〈
R2∇φ · ∂t(nmV )
〉
ψ
+
1
V ′
∂
∂ψ
〈
V ′∇ψ · P ·R2∇φ〉
ψ
=
〈
(enE + F ) ·R2∇φ〉
ψ
(3.31)
+ 〈(en/c)V · ∇ψ〉ψ +
〈
(en/c)V · (B −B0)×R2∇φ
〉
ψ
.
Applying the drift ordering, at O(δωn0mvthL), we obtain:
〈(en/c)V · ∇ψ〉ψ = −
〈
(enE + F ) ·R2∇φ〉
ψ
+ (3.32)
+
〈
(en/c)V · (B0 −B)×R2∇φ
〉
ψ
which is the analogue of Eq. (2.93) in Ref. [3] where also the contribution of the fluctuating
fields have been considered. In general the term
〈
R2∇φ · ∂t(nmV )
〉
ψ
is non negligible at
this order. Since 〈∂t (nV )〉ψ ∼ V 〈∂tn〉ψ we can estimate its magnitude from the surface
averaged continuity equation:
〈∂tn〉ψ = −〈∇ · (nV )〉ψ . (3.33)
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Decomposing the right hand side of this expression in Fourier components, we note
that only the terms generated by a coupling between fluctuations with both poloidal and
toroidal mode numbers equal in absolute value and opposite sign are not annihilated by
the surface average. In principle these terms may have a generic characteristic length-
scale in between that of the turbulent fluctuation spectrum and equilibrium itself; that
is, mesoscale structures. Thus, an approach that postulates a systematic scale separa-
tion between fluctuating quantities and equilibrium profiles is questionable. Labeling the
characteristic length-scale k−1z , we obtain 〈∂tn〉ψ ∼ δ2kzn0vth. In the transport equations
derivation of this chapter we adopt the drift ordering and, therefore, we postulate that
equilibrium modification due to transport processes can occur on sufficiently long (radial)
scales only. Consistently with this assumption we require that k−1z ∼ L and, therefore,
Eq.(3.32) follows. Starting from an equation for the first moment of the distribution
function and applying the drift ordering, we have found an expression for the particle
flux, which can be used to compute the evolution of the density profile in the continuity
equation. Using this method, we can describe the fluxes up to second order in the drift
parameter using the information on the distribution function accurate up to first order.
This is crucial for the description of the fluctuation induced transport, which requires
gyrokinetic theory in order to express the distribution function up to a certain order in
δ. This theory is completely general [2, 11]; however, general expressions of the particle
response (distribution function) up to order O(δ2) for generic fluctuations in nonuniform
toroidal equilibria are not available to date althought a recent work, i.e. [45], is address-
ing this problem. The moments equation approach allows us to compute the fluctuation
induced fluxes with the required precision (O(δ2)) by means of the fluctuation induced
particle response at O(δ).
Expression Eq. (3.32) include classical, neoclassical and fluctuation-induced transport and,
therefore, generalize the result derived in [3]. Using the following relation:
b×∇ψ = Fb−BR2∇φ, (3.34)
starting from the expression for the fluxes derived in [3], we can identify the classical
and neoclassical contributions in Eq(3.32). The distinction of classical and neoclassical
fluxes is somewhat conventional [3,46], since it ultimately resorts to the effect of Coulomb
collisions. In particular, for the classical particle flux we obtain:
(nV⊥)c = − b
mΩ
× F ⇒ 〈(en/c)V · ∇ψ〉ψc = −
〈
F⊥ ·R2∇φ
〉
ψ
(3.35)
while, analogously, for the neoclassical one:
〈(en/c)V · ∇ψ〉ψNC = −
〈
(enE0 + F‖) ·R2∇φ
〉
ψ
(3.36)
where F‖ · R2∇φ = (b · F )b · R2∇φ = (b · F )(F/B), F⊥ = F − F‖. The remaining terms of
Eq. (3.32), which can be attributed to fluctuations, as they vanish in the absence of them,
read:
〈(en/c)V · ∇ψ〉ψgk = −
〈
(enE − enE0) ·R2∇φ
〉
ψ
+
〈
(en/c)V · (B0 −B)×R2∇φ
〉
ψ
(3.37)
Collecting the various contributions derived above, the density transport equation can be
written as:
〈〈∂tf〉v〉ψ = −
1
V ′
∂
∂ψ
[
V ′ 〈nV · ∇ψ〉ψc + V ′ 〈nV · ∇ψ〉ψNC + V ′ 〈nV · ∇ψ〉ψgk
]
(3.38)
This additive form does not imply that transport processes are independent of each other.
It is readily recognized that, e.g., the neoclassical flux in Eq. (3.36) could also depend on
fluctuations intensity, although at higher (negligible) order. Exploring transport processes
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more in depth, fluctuations may enhance the deviation of system from local thermody-
namic equilibrium and cause structures in the phase space [12], [47], [13] which are even-
tually damped by collisions (enhanced collisional damping). Furthermore collisions may
damp long lived structures formed by saturated instabilities, such as zonal flows [48–53]
or more generally zonal structures [47], which, in turn, regulate turbulent transport itself.
3.3.3 Energy transport
The simplest way to compute flux surface average energy transport (energy conservation)
is proceeding as for the density transport. Taking the dot product of R2∇φ with the energy
transport equation, i.e. Eq. (3.8), and taking the flux surface average yields:〈
∂Q
∂t
·R2∇φ
〉
ψ
+
〈∇ ·R ·R2∇φ〉
ψ
−
〈 e
m
E · P ·R2∇φ
〉
ψ
−
〈
I
(
3
2
p+
m
2
nV 2
)
·R2∇φ
〉
ψ
+
−
〈 e
mc
Q×B ·R2 ·∇φ
〉
=
〈
G ·R2∇φ〉 .
Applying the drift ordering we obtain, up to order O(δ2):
〈Q · ∇ψ〉ψ = 〈Q · ∇ψ〉ψc + 〈Q · ∇ψ〉ψNC + 〈Q · ∇ψ〉ψgk (3.39)
where:
〈Q · ∇ψ〉ψc = −(mc/e)
〈
G⊥ ·R2∇φ
〉
ψ
(3.40)
〈Q · ∇ψ〉ψNC = −
〈
(cE0(2p⊥ + p‖/2) + (mc/e)G‖) ·R2∇φ
〉
ψ
(3.41)
〈Q · ∇ψ〉ψgk =−
〈
c(E −E0)(2p⊥ + p‖/2) ·R2∇φ
〉
ψ
− 〈Q · (B −B0)×R2∇φ〉ψ . (3.42)
In order to compare these results with the particle fluxes calculated in the previous section,
we note that Eq. (3.7) can be cast in the following form:
∂t
(
p⊥ + p‖/2
)
+∇ ·Q = W + (enE + F ) · V − ∂t
(m
2
nV 2
)
. (3.43)
We now want to rewrite the last two term of the RHS and therefore we take the dot product
of Eq. (3.6) with V :
(enE + F ) · V − ∂t
(m
2
nV 2
)
=
m
2
V 2∂tn+ (∇ · P ) · V . (3.44)
Applying the drift ordering up to the leading order O(δ3) we obtain:
∂t
(
p⊥ + p‖/2
)
+∇ ·Q− (∇ · P ) · V = W +O(δ5) (3.45)
Using the leading order expression of V :
V = bV‖ +
b
mΩ
×
(
1
n
∇ · P − eE
)
, (3.46)
we can write:
(∇ · P ) · V ' (∇ · P ) · b
mΩ
× (−eE) ' (3.47)
' eb
mΩ
· (∇ · P )×E '
'∇ ·
( e
mΩ
P⊥E × b
)
,
which, at the lowest order, describes the advection of P⊥ ≈ p⊥ at the E ×B speed.
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Considering the flux surface average of the energy evolution equation, we have, at the
leading order:
∂t
〈
p⊥ + p‖/2
〉
ψ
+
1
V ′
∂
∂ψ
[
V ′
(
〈Q ·∇ψ〉ψ +
〈
cp⊥E ·R2∇φ
〉
ψ
)]
= 〈W 〉ψ ; (3.48)
and, thus, we have demonstrated that, at the relevant order in our asymptotic expansion
in the drift parameter, the evolution equation for (p⊥ + p‖/2) is a transport equation with
a collisional heating source 〈W 〉ψ and with an effective radial flux:
〈Qeff ·∇ψ〉ψ ≡ 〈Q ·∇ψ〉ψ +
〈
cp⊥E ·R2∇φ
〉
ψ
. (3.49)
Using this result we can write the expressions for the effective fluxes to be used in the
energy evolution equation:
〈Q · ∇ψ〉ψ = 〈Q · ∇ψ〉ψc + 〈Q · ∇ψ〉ψNC + 〈Q · ∇ψ〉ψgk , (3.50)
which are the following:
〈Qeff · ∇ψ〉ψc = −(mc/e)
〈
G⊥ ·R2∇φ
〉
ψ
(3.51)
〈Qeff · ∇ψ〉ψNC = −
〈
(cE0(p⊥ + p‖/2) + (mc/e)G‖) ·R2∇φ
〉
ψ
(3.52)
〈Qeff · ∇ψ〉ψgk = −
〈
c(E −E0)(p⊥ + p‖/2) ·R2∇φ
〉
ψ
− 〈Q · (B −B0)×R2∇φ〉ψ (3.53)
By direct comparison with the collisional and gyrokinetic particle fluxes, we readily see
that the expression are formally the same, with energy fluxes weighted by mv2/2, consis-
tently with the evolution equation of phase space zonal structures which will be introduced
in the next chapter.
3.3.4 Gyrokinetic description of particle distribution function
As it is shown in Appendix A, the particles distribution function can be expressed in terms
of the guiding-center distribution function F which, in turn, can be written in terms of
the gyrocenter distribution function F¯ [11]:
f = e−ρ·∇F = e−ρ·∇F¯ − eme−ρ·∇ 〈δψgc〉
(
∂F¯
∂E +
1
B0
∂F¯
∂µ
)
+
[
e
mδφ
∂F¯
∂E
]
+ (3.54)
+
[
e
m
(
δφ− v‖c δA‖
)
1
B0
∂F¯
∂µ + δA⊥ × bB0 ·∇F¯
]
,
where E = v2/2 is the energy per unit mass, µ is the magnetic moment adiabatic invariant
µ = v2⊥/(2B0) + . . . and:
δψgc = δφgc − v
c
· δAgc = eρ·∇
(
δφ− v
c
· δA
)
≡ eρ·∇δψ. (3.55)
In Eq. (3.54), all terms that are acted upon by eρ·∇ are the adiabatic response of the
particle distribution function, while other terms represent the non-adiabatic response of
the guiding-center distribution. This subdivision, introduced for convenience of formal
treatments in the early works on gyrokinetic theory [2,54,55], can be rigorously motivated
“in the context of the action of the pull-back operators used in the derivation of the
nonlinear gyrokinetic Vlasov equation”. The “physical interpretation of the pull-back
operator is that it performs a partial solution of the Vlasov equation associated with fast-
time gyromotion dynamics” [11]. The gyrophase average 〈δψgc〉 involves the introduction
of Bessel functions as integral operators:
〈δψgc〉 = Iˆ0
(
δφ− v‖
c
δA‖
)
+
m
e
µIˆ1δB‖ . (3.56)
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where Iˆn(x) ≡ (2/x)nJn(x) [56] , Jn(x) are the Bessel functions, λ2 ≡ 2(µB0/Ω2)k2⊥ and the
definition of Iˆn acting on a generic function g(r) =
∫
gˆ(k) exp(ik · r)dk is the following:
Iˆng(r) ≡
∫
dkeik·r Iˆn(λ)gˆ(k). (3.57)
At the leading order we can show that:
〈
e−ρ·∇(...)
〉
= Iˆ0(...) ;
〈
e−ρ·∇v(...)
〉
= Iˆ0v‖b(...) +
mc
e
µIˆ1b×∇(...). (3.58)
Introducing the velocity space integration 〈. . . 〉v, using the previous relations, we can
show that the following relations hold:
〈f〉v =
〈
Iˆ0
[
F¯ − e
m
(
∂F¯
∂E +
1
B0
∂F¯
∂µ
)
〈δψgc〉
]〉
v
+ (3.59)
+
e
m
〈
∂F¯
∂E
〉
v
δφ+
e
m
〈
1
B0
∂F¯
∂µ
(
δφ− v‖
c
δA‖
)〉
v
+ δA⊥ × b
B0
·∇ 〈F¯〉
v
〈v⊥f〉v =
mc
e
b×
〈
µIˆ1∇
[
F¯ − e
m
(
∂F¯
∂E +
1
B0
∂F¯
∂µ
)
〈δψgc〉
]〉
v
. (3.60)
The previous relations are derived in Appendix B. Using this result, we can compute the
leading order of Eq. (3.37). In particular we obtain the following expressions:
− 〈(enE − enE0) ·R2∇φ〉ψ = e〈(1c ∂∂tδA+∇δφ
)
·R2∇φ 〈f〉v
〉
ψ
= e
〈
R2∇φ ·∇δφ
〈
Iˆ0(λ)δG¯
〉
v
〉
ψ
, (3.61)
where we have introduced the function G¯ [2]:
G¯ = F¯ − e
m
∂F¯
∂E 〈δψgc〉
that satisfies the Frieman-Chen nonlinear gyrokinetic equation [1] up to O(). After some
calculations, shown in Appendix C, we obtain:〈
(en/c)V · (B0 −B)×R2∇φ
〉
ψ
=
〈
(e/c) 〈vf〉v ·R2∇φ× (∇× δA)
〉
ψ
(3.62)
= e
〈〈
v‖
c
∇ψ · δB⊥
B0
Iˆ0(λ)δG¯
〉
v
〉
ψ
−m
〈〈(
δB‖R2∇φ− FB0 δB⊥
)
· µIˆ1(λ)∇⊥δG¯
〉
v
〉
ψ
= e
〈
R2∇φ ·
〈
∇
(
−v‖
c
δA‖
)
Iˆ0(λ)δG¯+∇
(m
e
µδB‖
)
Iˆ1(λ)δG¯
〉
v
〉
ψ
.
From this expression, recalling that ∇φ ·∇ ∼ ∂φ, we can see that the fluctuation induced
transport is due only to toroidally symmetry breaking perturbations. The push forward
expression for the energy fluxes are identical to the density fluxes except for the weight
mv2/2 which multiplies every term.
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3.4 General remarks on transport equations
Note that the expressions for fluctuation induced fluxes and ensuing transport are valid
for generic short-wavelength turbulence; that is for drift wave fluctuations at frequencies
much lower than the cyclotron frequency but wavelength as short as the particle Larmor
radius. Nonetheless, our moment approach is based on a small drift-parameter asymptotic
expansion, which assumes that the effect of fluctuation induced transport is given for
structures that are sufficiently longer scale than the Larmor radius. In other words,
although drift-wave turbulence is described by nonlinear gyrokinetic theory, its effect on
transport is accounted for on the length scale typical of the plasma equilibrium. This
assumption has been used in the derivation of Eq. (3.45) and Eq. (3.39) several times, e.g.
neglecting terms with the partial derivative of the density of momentum/energy.
As anticipated in the introduction to Chapter 3, our moment equation approach to transport
equations [3], combined with the conceptual framework of nonlinear gyrokinetic theory
and the push-forward representation of particle moments [2, 11], allows a compact and
physically transparent derivation of cross-field particle and energy fluxes, which include
collisional and fluctuation induced transport processes on the same footing. These are
original results of this thesis work, and generalize and extend the analysis of Ref. [3].
At the same time, our results recover those originally proposed in Refs. [4, 5, 15] derived
assuming a systematic spatiotemporal scale separation between dynamically evolving
plasma equilibrium and turbulent fluctuation spectrum. In fact, by introduction of suit-
able radial and time averages, Refs. [4, 5, 15] compute the slow evolution of smoothed
equilibrium density and pressure profiles. Our approach instead, based on moment equa-
tions and nonlinear gyrokinetic theory, follows a different theoretical framework, which
assumes that equilibrium modification due to transport processes can occur on sufficiently
long (radial) scales only without introducing any averaging operation. For this reason
the expressions that we derive hold point-wise in time and space contrarily to the results
obtained in [4, 5, 15]. It is to be expected that the spatiotemporal average description of
Refs. [4, 5, 15] and our novel approach are consistent. We can verify this by substituting
the pull-back representation of the distribution function, i.e. Eq. (3.54), into Eq. (A.20)
of [5], which describes the transport of particles analogously to Eq. (3.38), and into Eq.
(A.25), which describes the transport of heat analogously to Eq. (3.48), obtaining, up to
the required order, the averaged version of the equations already derived by means of the
moment method. The originality of our present results does not only consist in the differ-
ent theoretical framework adopted, based on moment equations and nonlinear gyrokinetic
theory, yielding a significantly more compact formulation analogous to that of Ref. [3]. It
also naturally introduces the notion of spatiotemporal scales of equilibrium variations and
of the corresponding structures, which must be self-consistently determined by nonlinear
gyrokinetic theory. The implications of this is further elaborated in the next chapter,
where we discuss the importance of “zonal structures” and their counterpart in the par-
ticle phase space as crucial elements for the nonlinear evolution of magnetized plasmas
and for the understanding of underlying transport processes. The results obtained in
chapter 4 can be applied in order to put a constraint on the characteristic length-scale of
the average operation introduced in [5]: lh. By direct evaluation of the order of magnitude
of the terms of Eq. (4.19) we can show that the evolution equations for the equilibrium
profiles are consistent with the results obtained by means of phase space zonal structure
theory if all the zonal structures characterized by kzL > δ−1/2 are annihilated by spa-
tial averaging and, therefore, we find lh & δ1/2L which is in agreement with [5]. In the
next Chapter, the crucial role of nonlinear gyrokinetic theory is made evident. Here, we
further emphasize that the results discussed above, based on moment equations, and the
nonlinear gyrokinetic theory of transport, discussed below, are both essential elements of
this thesis work. The moment equation approach, in fact, illuminates the possibility of
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providing a unified theory of collisional and fluctuation induced transport by means of a
compact and intuitive formulation. It however fails where mesoscale structures become
increasingly more important, as discussed in the next Chapter. On the other hand, nonlin-
ear gyrokinetic theory, despite its generality, is based on spatiotemporal scale separation
between plasma equilibrium and fluctuation spectra [2, 11]. A global transport analysis
based on nonlinear gyrokinetic theory remains, thus, a challenge that is one of the main
topics of interest of present research in magnetic confinement physics. Therefore, the pos-
sibility of adopting both approaches and showing, as original result of this thesis work,
that they coincide in the appropriate limit provides confidence that a global theory of
collisional and fluctuation induced particle transport treated on the same footing can be
formulated as proposed here.
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4
Zonal structures
In the previous Chapter we have derived the equations governing transport of particles
and energy on a time scale O(δ−2ω−1). The result is consistent with [4, 5, 15] and these
equations reduce to the ones found by G. Plunk if we introduce radial (patch) averages [5].
We also noted that our formulation, which is valid point wise in space and time, natu-
rally introduces the notion of spatiotemporal scales of equilibrium variations and of the
corresponding structures. In fact, starting from given plasma profiles, the spatiotemporal
features of the corresponding dynamic evolution is given by collisional and fluctuation in-
duced fluxes, self-consistently. While collisions generally tend to “smooth out” distortions
in the phase space, fluctuations are to be considered as “sources” of those distortions. And,
in general, we cannot conclude that the spatiotemporal scales of the considered plasma
equilibrium will be preserved by the nonlinear evolution. What we generally know, from
the analysis of Chapter 3, is that our moment based macroscopic transport equations are
valid as long as the asymptotic expansion in the small drift parameter is consistent. This
intuitively suggests that the length scale of a few magnetic drift orbit widths is the
natural scale over which mesoscale structures may appear in the nonlinear equilibrium
evolution.
In this Chapter, using nonlinear gyrokinetic theory [2, 11], we introduce governing equa-
tions for structures that nonlinearly modify the plasma equilibrium and, in general, can
be characterized by length scales of the order of the particle Larmor radius. In order
to be free of strong and rapid collisionless dissipation [50,51], such zonal structures are
poloidally and toroidally symmetric. In general, they also have a phase space counter-
part, the phase space zonal structures [1, 13], which may be of particular relevance when
resonant wave-particle interactions are origin of fluctuation induced transport.
Here, as original novel result of this thesis work, we derive transport equations based
on the description of phase space zonal structures, and demonstrate that they reduce, as
expected, to the equations obtained in Chapter 3, when long spatial scale corrugations
to the nonlinear evolving equilibrium are considered. As collisional transport manifests
itself on long length scales only, and gyrokinetic theory is based on spatiotemporal scale
separation between plasma equilibrium and fluctuation spectra [2, 11], we discuss gyroki-
netic transport equations in the collisionless, short wavelength limit, showing that they
reduce to transport equations derived earlier in the proper parameter range. By doing so,
we are able to isolate the linear polarization response [50, 51], which can be considered
of higher order in the usual macroscopic plasma transport analysis, and the fluctuation
induced nonlinear fluxes, suitably modified at short scales. In general, we show that fast
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radial oscillations of the equilibrium (slowly varying) profiles are of crucial importance
in the self-consistent description of the transport processes in a magnetically confined
plasma.
4.1 Phase space zonal structures
Mode mode coupling processes between fluctuating fields in toroidal fusion plasmas can
generate toroidal symmetric structures, usually linearly stable, in the density and tem-
perature profiles with slow time variation which can be considered as modifications to the
slow evolving, i.e. equilibrium, profiles [52]. The poloidally symmetric response of these
structures is unaffected by rapid collisionless dissipation [50, 51], and may be regarded
as radial corrugations of the "smooth" equilibrium parameters. Therefore the dynamics
of the plasma must be described by new self-consistent neighboring (nonlinear) equilib-
ria [12] (we call equilibrium the slow evolving part of the fields). These modifications
are called zonal structures and, due to their slow temporal dynamics, it is required that
they are unaffected by collisionless dissipation processes, i.e. Landau damping [50] as
anticipated above. In summary, zonal structures must satisfy k‖ ≡ 0 everywhere, e.g.
δEr = −∇ψ∂ψδφ(ψ). Thus, in magnetically confined fusion plasmas, zonal structures
correspond to long-lived or oscillating electromagnetic perturbations with predominant
variations in the radial direction and, tipically, characterized by mainly electrostsatic
component.
As the zonal structures are nonlinearly excited (linearly stable), they will scatter the
primary driving instabilities to shorter-wavelength stable regime and stabilize the driving
instabilities. For this reason they can importantly regulate turbulence saturation level
[48–53] and, eventually, turbulent transport; and thus they must be properly accounted
for a self-consistent description of gyrokinetic transport. In addition to zonal structures,
more general phase space zonal structures [1, 13] can exist. They represent a deviation
of the plasma from the local thermodynamic equilibrium and are crucial to determine
the statistical properties of transport events such as intermittency, avalanches, bursting
and/or non-local behaviors. They are particularly important when resonant wave-particle
interactions are crucial in the instability and transport processes [1,13,47]. In this context
and theoretical framework, zonal structures and phase space zonal structures are self-
consistent counterparts of collisionless undamped (long-lived) nonlinear deviation of the
slowly varying plasma equilibrium from the reference local thermodynamic equilibrium
state. For this reason they can increase the transport induced by collisions with a term,
in principle, of the same order of the neoclassical flux or even larger. The existence
of phase space zonal structures is the natural consequence of the collisionless nature
of high temperature plasmas and of the important role played by resonant wave-particle
interactions. They are eventually damped by collisions; but a realistic description of
transport in collisionless plasmas must self-consistently take them into account.
4.2 Evolutive equations
Assuming that plasma turbulence is characterized by low frequencies with respect to the
gyration frequency, i.e. ω ∼ δΩ, the leading order plasma response to zonal structures
can be described [1], using the same notation of chapter 3, as:
δfz = e
−ρ·∇δG¯z +
e
m
δφ0,0
∂F¯0
∂E
(4.1)
where, 0, 0 subscript to δφ indicates the m = n = 0 component with m and n being respec-
tively the poloidal and toroidal mode numbers of the fluctuation. We have also assumed
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that the equilibrium guiding center distribution is isotropic, that ∂µF¯0 = 0, and that the
usual low-β tokamak ordering applies. The non-adiabatic gyrocenter plasma response δG¯z,
is obtained from the solution of the Frieman-Chen nonlinear gyrokinetic equation [2]:
(
∂t + v‖∇‖ + vd ·∇
)
δG¯z = − e
m
∂F¯0
∂E
∂
∂t
〈δψgc〉z −
c
B0
b×∇ 〈δψgc〉 ·∇δG¯ , (4.2)
where:
〈δψgc〉z = Iˆ0
(
δφ0,0 −
v‖
c
δA‖0,0
)
+
m
e
µIˆ1δB‖0,0. (4.3)
Note that the gyro-center zonal structure response δG¯z must be axisymmetric in order
to avoid Landau damping. This equation states that zonal structures are driven by the
zonal fields, i.e. fields with n = m = 0, and by nonlinear coupling between the gyro-center
response and the perpendicular gradient of the fluctuating fields that generate terms with
the same property. Particle drift velocity due to the equilibrium fields can be written in
the following form:
vd =
v‖
Ω
∇× (bv‖). (4.4)
Using toroidal coordinates we can write the operator vd ·∇ acting on axisymmetric per-
turbations as:
vd ·∇ =
v‖
JΩ
[
∂
∂θ
(
Fv‖
B0
)
∂
∂ψ
− ∂
∂ψ
(
Fv‖
B0
)
∂
∂θ
]
. (4.5)
Furthermore, we can write the following relation between derivative operators acting on
an axisymmetric perturbation:
∇‖ = 1JB
∂
∂θ
; (4.6)
and, therefore, rewrite the free streaming operator as:
∂t + v‖
[
1− ∂
∂ψ
(
Fv‖
Ω
)]
∇‖ + v‖∇‖
(
Fv‖
Ω
)
∂
∂ψ
. (4.7)
This operator carries information about the free streaming of particles belonging to
the phase space zonal structure. Introducing the toroidal angular momentum Pφ =
(e/c)(Fv‖/Ω− ψ), this can be rewritten as:
∂t −
v‖c
e
[
∂Pφ
∂ψ
∇‖ −∇‖Pφ
∂
∂ψ
]
= ∂t −
v‖c
e
[
∂Pφ
∂ψ
]
θ
∇‖
∣∣
Pφ
(4.8)
therefore, we have verified that particles belonging to the phase space zonal structure
move along surfaces of constant Pφ. Up to the leading order in δ, the particles free
streaming operator can be written as:
∂t + v‖∇‖ + v‖∇‖
(
Fv‖
Ω
)
∂
∂ψ
, (4.9)
showing the two different components of the velocity respectively parallel and perpen-
dicular to the magnetic surface. Following [57], we further decompose δG¯z = e−iQzδg¯z
obtaining the following equation for Qz in order to simplify the Frieman-Chen nonlinear
gyrokinetic equation:
i∇‖Qz = i∇‖
(
Fv‖
Ω
)
kz
dψ/dr
; (4.10)
where kz ≡ (−i∂r). This can be integrated obtaining:
Qz = F (ψ)
[
v‖
Ω
−
(v‖
Ω
)] kz
dψ/dr
, (4.11)
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where we have introduced the average along unperturbed particle orbits:
[. . .] ≡ τ−1b
∮
d`
v‖
[. . .] ; (4.12)
and τb is the time required for particles to complete an (integrable) close poloidal orbit in
the equilibrium magnetic field. We can rewrite Eq. (4.2) in the following form:(
∂t + v‖∇‖
)
δg¯z = e
iQz
(
− e
m
∂F¯0
∂E
∂
∂t
〈δψgc〉z −
c
B0
b×∇ 〈δψgc〉 ·∇δG¯
)
, (4.13)
where the e−iQz operator is the pull-back of the drift/banana center zonal structure re-
sponse δg¯z (the phase space zonal structure) to the gyro-center response δG¯z. If we define:
ρdrift ≡ F (ψ)
dψ/dr
[
v‖
Ω
−
(v‖
Ω
)]
(4.14)
we can write the pullback operator as eρdriftkz , which is the same formal expression used
for the guiding center pullback operator. Also the physical meaning is the same: it allows
a simplified description of the plasma in terms of “moving drifting orbits”. The pullback
operator does not depend on the φ coordinate and, therefore, the requirement for the phase
space zonal structure to be long lived, i.e. that is undamped by collisionless processes, is
that ∇‖δg¯z = 0. Thus, the only term contributing to the phase space zonal structure is:
∂tδg¯z =
[
eiQz
(
− e
m
∂F¯0
∂E
∂
∂t
〈δψgc〉z −
c
B0
b×∇ 〈δψgc〉 ·∇δG¯
)]
. (4.15)
In order to derive the evolutive equation for moments of δfz, we show an important
relationship between lowest order bounce averaging and the flux surface average of a
velocity space integral. Recalling the definitions of flux surface average and velocity
average:
〈. . .〉v = 2piB0
∑
v‖/|v‖|=±
∫
dµdE
|v‖|
(. . .) ,
〈...〉ψ =
1
V ′
∮
Jdθdφ(...) =
1
V ′
∮
dθdφ(...)/B ·∇θ
where V ′ = dV (ψ)/dψ, noting that the flux surface volume element V ′ =
∮
dθdφ/B ·∇θ and
noting that particle orbit is along B0 at the lowest order in the drift parameter expansion,
we can derive the following relation:∫
dθ/B ·∇θ '
∫
d`/B0. (4.16)
Using this identity, we can show that, for any velocity space function f , the following
expression holds
〈〈f〉v〉ψ =
4pi2
V ′
∑
v‖/|v‖|=±
∫
τbfn=0dµdE . (4.17)
This result shows that, at the leading order in the asymptotic expansion, the flux sur-
face average of a velocity integral depends only on the bounce averaged response of the
n = 0 toroidal Fourier harmonic. This is clearly connected with phase space zonal struc-
tures. In fact, in the presence of fluctuations in the gyro-center particle distribution, the
drift/banana-center non-adiabatic particle response yields the following form of the phase
space zonal structure [1,13]:
〈δfz〉 =
(
e−iQz Iˆ0
)
δg¯z +
e
m
δφ0,0
∂F¯0
∂E , (4.18)
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where we recall that the gyrophase average is indicated with 〈. . . 〉. Acting on this expres-
sion by ∂t and integrating in velocity space we obtain:
∂t 〈〈δfz〉v〉ψ =
e
m
∂tδφ0,0
〈
∂F¯0
∂E
〉
v
+
4pi2
V ′
∑
v‖/|v‖|=±
∫
τbdµdE
×
(
e−iQz Iˆ0
)[
− e
m
∂F¯0
∂E
(
eiQz Iˆ0
)
∂tδφ0,0
−eiQz
(
c
B0
b×∇ 〈δψgc〉 ·∇δG¯
)]
, (4.19)
where the gyrophase average has been included in the velocity space average and we
have used Eq. (4.17) in order to remove the bounce average from the LHS.
Equation (4.19) is the gyrokinetic extension of Eq. (3.38), derived in Chapter 3, and valid
for equilibrium distortions on the particle Larmor radius scale. As anticipated above,
collisional transport is suppressed here but could be readily restored. If weighted over
mv2/2, Eq. (4.19) would give the gyrokinetic extension of Eq. (3.48) and, as noted in
Chapter 3, show that fluctuation induced particle and energy transport are obtained from
the same “formal” expressions. These points are further analyzed and articulated in the
remaining part of this Chapter.
4.3 Connection to transport
In this section we show that, considering only the contribution of zonal structures with
long wave length, i.e. kzL < δ−1/2, we obtain a transport equation for the density which
is identical to the fluctuation induced part of Eq. (3.38) derived by means of the moments
approach.
We can re-write the last term of Eq. (4.19):
b×∇ 〈δψgc〉 ·∇δG¯ = b · (∇r ×∇θ)
(
∂ 〈δψgc〉
∂r
∂δG¯
∂θ
− ∂ 〈δψgc〉
∂θ
∂δG¯
∂r
)
+ (4.20)
+ b · (∇r ×∇φ)
(
∂ 〈δψgc〉
∂r
∂δG¯
∂φ
− ∂ 〈δψgc〉
∂φ
∂δG¯
∂r
)
+
+ b · (∇φ×∇θ)
(
∂ 〈δψgc〉
∂φ
∂δG¯
∂θ
− ∂ 〈δψgc〉
∂θ
∂δG¯
∂φ
)
.
Using toroidal coordinates for the magnetic equilibrium we can show that:
b · (∇r ×∇θ) = F
(dψ/dr)
1
JB
; b · (∇r ×∇φ) = F
(dψ/dr)
(
q
JB
− B
F
)
. (4.21)
Substituting this expression into Eq. (4.20) and noting that:
O
(
1
qR0
)
∼ k‖ = −
i
JB
(
∂
∂θ
+ q(r)
∂
∂φ
)
, (4.22)
that (JB)−1 ∼ 1/qR0 and that ∂θ ∼ Lk⊥ ∼ δ−1k‖ when acting on plasma turbulence thus:
∂
∂θ
' −q(r) ∂
∂φ
+O(δ) (4.23)
we obtain, at the leading order, the following expression:
c
B
b×∇ 〈δψgc〉 ·∇δG¯
∣∣∣
z
=
c
(dψ/dr)
(
∂ 〈δψgc〉
∂φ
∂δG¯
∂r
− ∂ 〈δψgc〉
∂r
∂δG¯
∂φ
)
z
+O(δ). (4.24)
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Specializing the expression above for phase space zonal structures, which have an overall
behavior independent of φ we obtain:
c
B
b×∇ 〈δψgc〉 ·∇δG¯ = c
(dψ/dr)
(
∂ 〈δψgc〉
∂φ
∂δG¯
∂r
− ∂ 〈δψgc〉
∂r
∂δG¯
∂φ
)
+O(δ) ' (4.25)
' c
(dψ/dr)
(
in 〈δψgc〉 ∂δG¯
∂r
+ in
∂ 〈δψgc〉
∂r
δG¯
)
+O(δ) '
' inc
(dψ/dr)
∂
∂r
(
δG¯ 〈δψgc〉
)
+O(δ) '
' c ∂
∂ψ
(
R2∇φ ·∇ 〈δψgc〉 δG¯
)
+O(δ)
where we have noted that zonal structures must have n = 0 which is obtained only if the
toroidal mode number of 〈δψgc〉 is equal to the mode number of δG¯ with the sign changed.
Therefore we can re-write the evolutive equation for the zonal structures:
∂t 〈〈δfz〉v〉ψ =
e
m
∂tδφ0,0
〈[
1−
(
e−iQz Iˆ0
)(
eiQz Iˆ0
)] ∂F¯0
∂E
〉
v
− 1
V ′
∂
∂ψ
〈〈
V ′
(
e−iQz Iˆ0
) [
ceiQzR2∇φ ·∇ 〈δψgc〉 δG¯
]〉
v
〉
ψ
(4.26)
where the second term on the RHS is the long-lived effect (not damped by collisionless
processes) of turbulent transport. Thus, phase space zonal structures bear fundamental
information on the nonlinear evolution of plasma equilibria and related transport and
give back expressions of turbulent transport in the long wavelength limit
(
eiQz Iˆ0
)
→ 1.
In order to show this result we note that the first term on the RHS of Eq:(4.26) reads:
e
m
∂tδφ0,0
〈[
1−
(
e−iQz Iˆ0
)(
eiQz Iˆ0
)] ∂F¯0
∂E
〉
v
∼ (Q2z + λ2)
eδφ
T
n0 ∼ (kzρdrift)2δωn0 (4.27)
and, therefore, we can neglect this term in the study of the effect of zonal structures with
long wave length such that kzL < δ−1/2 on transport up to order δ2ω. With this assumption
the second term on the RHS reads:
− 1
V ′
∂
∂ψ
〈〈
V ′
(
e−iQz Iˆ0
) [
ceiQzR2∇φ ·∇ 〈δψgc〉 δG¯
]〉
v
〉
ψ
∼
− 1
V ′
∂
∂ψ
〈〈
V ′
[
cR2∇φ ·∇ 〈δψgc〉 δG¯
]〉
v
〉
ψ
. (4.28)
The transport equations derived using the moment approach automatically satisfy the
condition on kz because we have assumed that kzL ∼ 1. In Fig:4.1 and Fig:4.2 we show
the effect of the long wave limit on the surface averaged density 〈n〉ψ. Furthermore in
Fig:4.3 we show the fluctuation induced particle flux.
In order to prove that Eq. (4.26) is equivalent to the sum of Eq. (3.61) and Eq. (3.62) it
remains to show that, given a scalar field F :〈
F Iˆ0δG¯
〉
ψ
=
〈
δG¯Iˆ0F
〉
ψ
. (4.29)
Given two functions f1(r) and f2(r), if we are interested in their zonal component we can
calculate:
f̂1f2(kz) =
1
2pi
∫
dr e−ikzr
∫
dk1rdk2r e
ik1rreik2rrfˆ1fˆ2 = (4.30)
=
∫
dk1rdk2r e
ik1rreik2rrfˆ1fˆ2δ(k1 + k2 − kz)
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Figure 4.1: Cartoon with a schematic plot of the surface averaged density, the
equilibrium profile and the surface averaged fluctuations respectively in blue, red
and orange.
Figure 4.2: Cartoon with a schematic plot of the long wave limit of the surface
averaged density, the equilibrium profile and the surface averaged fluctuations re-
spectively in blue, red and orange.
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Figure 4.3: Cartoon with a schematic plot of the surface averaged fluctuation in-
duced particle flux and its long wave limit respectively in blue and Orange.
and, therefore:
k1r + k2r = kz ⇒ k1r ∼ −k2r +O(δ) (4.31)
where the implication sign is due to the fact that kzρd ∼ kzρ ∼ δkrρ. On the other hand:
〈f1f2〉ψ =
∫
dφ
∫
dθ J
∫
dk1θdk2θ e
ik1θθeik2θθfˆ1fˆ2 = (4.32)
=
∫
dφ
∫
dθ
∑
m
eimθJm
∫
dk1θdk2θ e
ik1θθeik2θθfˆ1fˆ2. (4.33)
The only terms surviving the flux surface average must satisfy the following selection
rule:
k1θ + k2θ +m = 0 (4.34)
where due to the dependence of the Jacobian on the equilibrium magnetic field when
m  1 it must hold that Jm  1 and, using the gyrokinetic ordering, i.e. m/k1θ ∼ δ, we
can write:
k1θ = −k2θ +O(δ). (4.35)
In the same way we can show that k1φ = k2φ and, therefore, k1 ∼ −k2. Choosing f1 = F
and f2 = δG¯ We can write at the leading order:〈
F Iˆ0δG¯
〉
ψ
=
∫
dk1e
ik1·rFˆ (k1)
∫
dk2e
ik2·rI0(k2)δ̂G¯(k2) =
=
∫
dk1e
ik1·rI0(−k1)Fˆ (k1)
∫
dk2e
ik2·r δ̂G¯(k2) =
〈
δG¯Iˆ0F
〉
ψ
where we have used the analyticity and the parity of I0(λ). This result is expected and
suggests, as it is shown below, that particle and energy fluctuation induced fluxes should
be obtained from the same formal expression, with a different weighting in the velocity
space.
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In summary phase space zonal structures are deeply connected with plasma transport
processes and must be taken into account in order have a realistic and self-consistent
description of a thermonuclear plasma.
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5
Applications: collisional fluxes
In this chapter we calculate the collisional particle flux using neoclassical transport the-
ory [3] in a realistic geometry. In particular we study the particle flux in the DTT [17],
which is the Italian project proposal for a Tokamak capable of eventually integrating all
relevant physics and technologic issues concerning alternative power exhaust solutions
for ITER and DEMO [58,59] currently under evaluation. We recall that a complete analysis
of collisional fluxes requires the study of the effect of zonal structures. In principle, all
moments of the collisional operator are modified by the presence of zonal structures. The
calculation of these modifications requires the knowledge of the phase space zonal struc-
ture, which can be extracted from a gyrokinetic turbulent code (cf. Ref. [60] for a recent
review) and will be analyzed in future works. In this chapter, as illustrative application
of the theoretical framework presented in Chapters 3 and 4, we have not calculated this
contribution and, instead, we have used neoclassical closure relations in order to calculate
collisional fluxes in a realistic case of practical interest for plasma operations foreseen
in the DTT.
5.1 Collisional fluxes
The radial flux of particles is described by the following term of Eq. (3.32):
〈(en/c)V · ∇ψ〉ψ = −
〈
(enE + F ) ·R2∇φ〉
ψ
. (5.1)
In the previous chapters, and in the absence of fluctuations, we have shown how to write
the right hand side of this equation as the sum of two contributions: the classical particle
flux and the neoclassical one. In the following, we will calculate both terms with the
neoclassical particle flux evaluated in different collisionality regimes, i.e. Banana and
Pfirsch Schlüter [3]. It is well known [61] that particle fluxes are ambipolar up to O(δ2),
i.e.: ∑
α
qα〈nαV ·∇ψ〉ψ = 0. (5.2)
In this work, for simplicity, we will deal only with a two species plasma with Z = 1.
Restricting ourselves to this case and applying Eq. (5.2), we obtain that the ionic flux
of particles is identical to the electronic one. Therefore, in the next sections we will
calculate only the electronic particle flux. For the sake of simplicity, in the next pages it
will be called simply particle flux.
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5.1.1 Classical particle flux
Following the derivation described in [3] and using the expressions introduced in the
previous chapters, we obtain the following expression for the radial particle flux averaged
on a flux surface:〈
F⊥ ·R2∇φ
〉
ψ
= −
〈
1
τe |Ωe|b×
[
∇P − 3
2
∇Te
]
·R2∇φ
〉
ψ
, (5.3)
where we have introduced the electron-ion momentum exchange time:
τe ≡ 3
16pi1/2
mev
3
the
Z2e4 ln Λ
, (5.4)
the Coulomb logarithm as ln Λ ≡ ln 9N , where N is the number of particles inside the
Debye sphere, vthe =
√
Te/me is the electron thermal velocity and P = Pe + Pi is the total
plasma pressure. We need to calculate the surface average of the following quantities:
(b×∇P ) ·∇φ (5.5)
(b×∇Te) ·∇φ.
In this work, we are dealing with axi-symmetric equilibria and, using this assumption we
obtain the following relation valid in arbitrary flux coordinates:
(b×∇P ) ·∇φ = − 1
BR2
∇ψ ·∇P ; (5.6)
and the analogous one for the electronic temperature Te. We now choose to use Hamada
coordinates, i.e. such that Eq. (2.70) is valid, in order to express the surface average as
an integral over the θ coordinate:
〈
F⊥ ·R2∇φ
〉
ψ
=
1
2pi
(
3
2
ne
∂Te
∂ψ
− ∂P
∂ψ
)
1
τe
∫
dθ
|∇ψ|2
B |Ωe| . (5.7)
From this expression, we note that Hamada coordinates are particularly useful for this
calculation because the dependence on the Jacobian is simplified. The integral in Eq.
(5.7) retains the information about the geometry of the magnetic surfaces while the term
outside the integral describe the physical quantities responsible for the transport process.
An exact, analytic expression for the geometrical factor |∇ψ|2 /B2 can be obtained in the
case of circular flux surfaces and large aspect ratio up to the second order in the r/R0  1
limit, yielding: 〈
|∇ψ|2
B2
〉
ψ
=
r2
q2
[
1 +
(
r
R0
)2(3
2
− q−2
)]
, (5.8)
where the distance between the symmetry axis of the torus and the magnetic axis is R0.
5.1.2 Pfirsch Schlüter particle flux
Following [3], we obtain this expression for the neoclassical Pfirsch Schlüter particle flux:〈
(enE0 + F‖) ·R2∇φ
〉
ψ
= − cmeeτe F 2
[〈
1
B2
〉
ψ
− 1〈B2〉ψ
]
· (5.9)
·
[
k22
k
∂P
∂ψ − 52 k12k ne ∂Te∂ψ
]
where k = k11k22 − k212. These coefficients connect the flux of particles, on the LHS of
Eq.(5.9), with the thermodynamic forces which are driving it and are calculated by means
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of neoclassical transport theory. In particular the values used in this work have been
estimated in [62] for the special case of Z = 1 and read:
k11 = 1.975 k12 = 1.381, k22 = 4.174. (5.10)
The Pfirsch Schlüter geometrical factor can be expressed in terms of an average over the
Hamada angular coordinate:〈
1
B2
〉
ψ
− 1〈B2〉ψ
=
1
2pi
(∫
dθ
1
B2
− 4pi
2∫
dθB2
)
. (5.11)
These integrals can be calculated analytically in the particular case of circular flux
surfaces and large aspect ratio up to the second order in r/R0, obtaining the following
expression: 〈
1
B2
〉
ψ
− 1〈B2〉ψ
=
2r2
B20R
2
0
. (5.12)
In the next section, both the geometrical factors will be evaluated numerically using the
data of the DTT reference scenario.
The calculation of the low-collisional particle flux requires a different approach, which
will be introduced in the next section.
5.1.3 Banana particle flux
In [63], using neoclassical transport theory, a set of kinetic equations have been derived
and solved by the code CQL3D [64]. The transport coefficients in the low collisionality
regime can be expressed as integrals of the resulting distribution functions. The authors
have applied this method on a wide range of equilibrium parameters and then fitted
the results with functions of the effective trapped particle fraction in order to obtain
simple formulas for the neoclassical transport coefficients for an arbitrary geometry of
the equilibrium. In particular in this work we will use these results in order to evaluate
the diffusion coefficient in the low-collisional case for the DTT reference scenario.
We introduce the effective trapped particle fraction:
ft = 1− 3
4
〈h2〉
∫ 1
0
dλ
λ
〈(1− λh)1/2〉ψ
, (5.13)
where h = B/Bmax and Bmax is the maximum value of the magnetic field on a given
flux surface. Thus ft is defined through a double integration which must be computed
numerically for realistic geometries. This can be time consuming and non accurate
and, therefore, several approximate formulas for ft have been proposed in literature.
In particular, we will use the expression derived in [65]. In this article the Schwartz
inequality is used in order to obtain an expression for an upper and a lower bound for ft,
i.e. respectively ftu, ftl:
ftu = 1− 〈h
2〉ψ
〈h〉2ψ
[
1− (1− 〈h〉ψ)1/2
(
1 +
1
2
〈h〉ψ
)]
(5.14)
ftl = 1− 〈h2〉ψ
〈
h−2
[
1− (1− h)1/2
(
1 +
1
2
h
)]〉
ψ
. (5.15)
It can be shown that a linear combination of these two functions is a good approximation
for ft. Using an analytic model with elliptical flux surfaces, it has been shown that the
best approximation is achieved with this particular linear combination:
ft ≈ ωftu + (1− ω)ftl, ω ≈ 0.75. (5.16)
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In this work, we will use this expression in order to evaluate neoclassical banana fluxes.
Using the data extracted from the eqdsk file describing the DTT reference scenario, i.e. a
standard input for many numerical codes and also a normal way of storing experimental
equilibrium data, we can calculate the values of these functions on each flux surface. In
Fig. 5.1 we show a plot with the approximate value for ft and its lower and upper bounds
for the DTT reference scenario. The flux coordinate ρpol will be defined in the next page.
Figure 5.1: Plot of the effective trapped particle fraction ft (in black) and its lower
and and upper bounds respectively in red and blue for the DTT reference scenario.
All the expressions for the transport coefficients obtained in [63] are function of ft and
fdt . Therefore, in order to describe the low-collisionalility neoclassical transport, we need
to calculate the latter which is defined as:
fdt = 1−
3
4
〈B−2〉−1Iλ (5.17)
with:
Iλ = (1− ft)4
3
1
〈B2〉 . (5.18)
This quantity can be computed numerically in terms of ft and of the magnetic field data
extracted from the eqdsk file. All the collisional fluxes and, in particular the electronic
particle flux, can be expressed in terms of fdt . In the following we will focus on the
diffusion coefficients rather than the collisional fluxes and, for this reason, we will not
show the expression for 〈Γe ·∇r〉 which, anyway, will be computed in order to derive the
expressions for the diffusion coefficients,i.e. Eq. (5.30).
5.2 Diffusion coefficients
5.2.1 Normalizations
In order to compare our results with other works, we calculate the diffusion coefficients
associated with each collisional flux. As an example of the calculations required, we
derive here the diffusion coefficient Dc associated with classical particles flux.
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Using the properties of the flux surface average and the expressions already derived we
can write the averaged continuity equation:
∂〈n〉ψ
∂t
= −c
e
1
V ′ψ
∂
∂ψ
(
V ′ψ〈F⊥ ·∇φR2〉ψ
)
(5.19)
with V ′ψ = dV/dψ. From Eq. (5.3) we can see the diffusive nature of this equation, but
we need some algebra in order to find a diffusion coefficient with the right physical
dimensions, i.e. area/time. This is physically relevant because it allows to characterize
the diffusion process in terms of a random walk with step-size ∆x and time-step ∆t,
describing the random motion of particles as they diffuse, i.e. D ≈ (∆x)2/∆t. For this
reason, we will express the gradients with respect to the variable r instead of ψ. Thus,
we define the normalized poloidal flux ρpol:
ρpol =
√
ψ
ψ0
. (5.20)
where ψ0 is the value of the poloidal flux ψ calculated on the separatrix. We can express
V ′ψ in terms of V ′ρpol = dV/dρpol by applying the chain rule:
V ′ψ =
V ′ρpol
2ρpolψ0
. (5.21)
We re-write Eq. (5.19) in terms of ρpol:
∂〈n〉ψ
∂t
= −c
e
1
V ′ρpol
∂
∂ρpol
(
1
2ρpolψ0
V ′ρpol〈F⊥ ·∇φR2〉ψ
)
. (5.22)
Using Eq. (5.7) and integrating over the volume enclosed by the flux surface ψ, we obtain
the following expression:∫ V
0
d V˜
∂
∂t
〈n〉ψ = −
∫ V
0
d V˜
1
V ′ρpol
∂
∂ρpol
[. . . ] . (5.23)
Doing the integration, we obtain the following formula for the derivative of the number
of particles enclosed by the magnetic surface ψ:
∂Nρpol
∂t
= −V ′ρpol 〈Γc ·∇ρpol〉ψ , (5.24)
where Γc is the classical particle flux:
Γc = −Dcρpol
1
Te
(
∂P
∂ρpol
− 3
2
ne
∂Te
∂ρpol
)
(5.25)
and:
Dcρpol =
1
2pi
Te
meτe |Ωe|
1
4ρ2polψ
2
0
∫
dθ
|∇ψ|2
B |Ωe| . (5.26)
The diffusion coefficient Dcρpol is still not expressed with the usual physical dimensions.
For this reason we introduce the normalized toroidal flux:
ρ2tor =
r2
a2
(5.27)
where a is the value of r on the separatrix and r is the value of the radial polar coordinate
at θ = 0. We obtain the following relation between ρtor and ρpol:
ρtor =
√ ∫ ρpol
0 d ρˆpolq∫ 1
0 d ρˆpolρˆpolq
=
√
1
α
∫ ρpol
0
d ρˆpolq. (5.28)
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Using Eq. (5.27) and Eq. (5.28), we can calculate the classical diffusion coefficient obtain-
ing an expression identical to Eq. (5.26) except for the factor:
V ′tor
(2ρpolψ0)2
(
α
2ρtor
qρpola
)2
, (5.29)
instead of (4ρ2polψ20)−1, which multiplies the angular average.
The calculations for DPS are identical except for the geometrical factors and, therefore,
will not be shown. The resulting diffusion coefficients for the DTT reference scenario will
be plotted in the next section. The same procedure can be applied, using the expressions
derived in [63], in order to obtain Dban. Strictly speaking, there is a diffusion coefficient
for each thermodynamic force. These coefficients are identical except for a function of
the effective trapped particle fraction fdt . In this work, without loss of generality, we will
focus on the diffusion coefficient coupled with the temperature gradient. Using the same
notation of [63] we write:
Dban =
1
τe
meTe
e2
c2F 2(ψ)〈B−2〉
(
dr
dψ
)2
Le12 , (5.30)
where:
Le12 = Ld
[
B20〈B−2〉
]Ke12(fdt ) , (5.31)
and the function Ld is defined as:
Ld =
neρ
2
ep
τe
(
dψ
dρ
)2
, (5.32)
with ρep the electronic poloidal Larmor radius:
ρep =
vTe
Ωep
=
√
2meTe
|qe|Bpo(ρ) , Bpo =
dψ
dρ
B0(ψ)
I(ψ)
(5.33)
and B0(ψ) is an arbitrary function chosen to normalize the magnetic field on a given flux
surface. The function Ke12 is given in [63] and reads:
Ke12 = 0.75
(
1 +
0.9
Z + 0.5
)
fdt −
0.95
Z + 0.5
(fdt )
2 +
0.3
Z + 0.5
(fdt )
3 − 0.6
Z + 0.5
(fdt )
4. (5.34)
In the next section, we will evaluate these expressions using the data from the DTT
reference scenario.
5.2.2 Gyro-Bohm units
In this section we will introduce the gyro-Bohm diffusion coefficient DgB in order to nor-
malize our results and facilitate the comparison with the existing literature.
The maximum theoretical diffusion due to fluctuations that can be achieved in a mag-
netized plasma, which is due to the fluctuations, has been estimated by Bohm [66] and
reads:
D∗B =
1
16
DB =
1
16
cT
eB
. (5.35)
It is obtained modeling a particle with a random walk with Larmor radius as step size and
inverse cyclotron frequency as time step. Bohm diffusion is an upper bound for transport
which would make controlled thermonuclear fusion practically impossible. Typical fusion
experiments, due to the low frequency of the fluctuations with respect to Ωi and due to
the nonuniformity of the particle distribution functions, are instead affected by gyro-
Bohm diffusion, which is reduced by a factor ρs/a with respect to Bohm diffusion, where
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ρs = cm
1/2
i T
1/2
e /eB is the ion Larmor radius computed at the sound speed and a is the
minor radius of the Tokamak. It is common practice to use the gyro-Bohm diffusion
coefficient DgB as reference to express all other transport processes. In particular we can
write:
DgB =
1
k⊥ρs
ρs
a
DB , (5.36)
where k⊥ is the typical perpendicular wave vector of the fluctuation spectrum. In the next
section, we will normalize the diffusion coefficients with respect to De,gB .
5.3 The DTT reference scenario
In this section we will evaluate the expressions derived in the previous pages for the DTT.
We choose the DTT mainly for two reasons: this is the most important Italian project pro-
posal regarding magnetic confinement fusion and it might be one of the most important
machines for the study of power exhaust problems [67].
Figure 5.2: View of the DTT (Courtesy of ENEA).
5.3.1 The Divertor Tokamak Test facility
The DTT is a project sponsored by the EUROfusion consortium [17] with the goal of design-
ing a new machine capable of eventually integrating all relevant physics and technologic
issues concerning alternative power exhaust solutions for DEMO [58,59]. In the following
table, we report the DTT parameters:
DTT parameters
major radius 2.15m
aspect ratio (R0/a) 3.1
toroidal field 6T
plasma current 6MA
additional power 45MW
According to the European Road Map [58], this machine should start the operations in
2022.
5.3.2 Magnetic geometry
The information about the equilibrium magnetic field for the DTT single null reference
case (DTT reference scenario) are stored in a custom .eqdsk file. In Fig. 5.3, we show a
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Figure 5.3: Plot of the magnetic surfaces for the DTT reference scenario. The units
on the axis are meters.
plot with a section of the nested magnetic surfaces obtained from an elaboration of these
data. We now evaluate the expressions derived in the previous sections about Boozer
coordinates. In particular, we estimate Eq. (2.74) with the data extracted from the .eqdsk
file obtaining a plot of the Boozer coordinate grid, which is shown in Fig. 5.4. In the
previous sections we have shown that the calculation required to obtain the diffusion
coefficients are significantly simplified if we choose Hamada coordinates and, therefore,
we will adopt this set of coordinates here. In Fig. (5.5), we show the grid associated
with Hamada coordinates, which can be calculated by evaluating Eq. (2.74). From the
magnetic field data, we can also evaluate the geometrical factors, which enter into the
calculation of the classical and the Pfirsch Schlüter particle flux. In the case of circular
magnetic surfaces and large aspect ratio, these are analytically described by Eq. (5.12)
and Eq. (5.8). In Fig. 5.6 and Fig. 5.7, we show the geometrical factor for the classical
and Pfirsch Schlüter particle flux.
5.3.3 Equilibrium parameters
In the previous sections, we have shown that the expressions for the diffusion coefficients
are the product of two factors: a geometrical one, which is related to the plots already
shown, and a "physical" one with all the physical constants inside it. In the next pages
we will show the plot of the factors that make up the latter, i.e. the plot of the electronic
density in Fig. 5.8, the electronic and ionic temperature in Fig. 5.9 and the q profile for
the DTT reference scenario in Fig. 5.10.
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Figure 5.4: Plot of the magnetic surfaces and of the the θ = const curves for the
DTT reference scenario in Boozer coordinates.
Figure 5.5: Plot of the magnetic surfaces and of the the θ = const curves for the
DTT reference scenario in Hamada coordinates.
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Figure 5.6: Plot of the geometrical factor describing the classical particle flux in
the DTT reference scenario, i.e.
〈
|∇ψ|2 /B2
〉
ψ
.
Figure 5.7: Plot of the geometrical factor describing the Pfirsch Schlüter particle
flux in the DTT reference scenario, i.e. F 2
(〈
1/B2
〉
ψ
− 1/ 〈B2〉
ψ
)
.
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Figure 5.8: Plot of the electronic density ne.
Figure 5.9: Plot of Ti and Te respectively in red and blue.
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Figure 5.10: Plot of the q profile.
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5.3.4 Diffusion coefficients
Taking the product of the factors discussed already we obtain the following plot of Dc and
DPS:
Figure 5.11: Plot of the classical and Pfirsch Schlüter diffusion coefficients for the
DTT reference scenario respectively in blue and red.
In the next figure we show Dban compared with the other diffusion coefficients:
Figure 5.12: Plot of the classical, Pfirsch Schlüter and banana diffusion coefficients
for the DTT reference scenario respectively in blue, red and green.
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From these plots, we can see that the classical diffusion coefficient Dc near the magnetic
axis is bigger with respect to DPS . This result is not in agreement with the calculations
for the circular magnetic surfaces and it is due to the elongation of the plasma. On
the contrary, an analytic model with elliptical magnetic surfaces correctly describes this
behavior. Normalizing the diffusion coefficients to De,GB we obtain the following plots for
Dc and DPS:
Figure 5.13: Plot of the classical and Pfirsch Schlüter diffusion coefficients rescaled
with respect to the electronic gyro-Bohm diffusion coefficient respectively in blue
and red.
Plotting also Dban we obtain:
Figure 5.14: Plot of the classical, Pfirsch Schlüter and banana diffusion coefficients
rescaled with respect to the electronic gyro-Bohm diffusion coefficient respectively
in blue red and green.
We can see that the collisional transport is dominated by the banana-transport. This is
in agreement with the results for circular magnetic surfaces. In order to make this
statement quantitative, we can calculate the ratio between Dban and DPS and compare it
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with the analytic result in the case of circular surfaces. In particular it can be shown
that:
Dban
DPS
≈
(
R0
r
)3/2
=
(
R0
a
)3/2
ρ
−3/2
tor . (5.37)
In the next plot, we show that the ratio Dban/DPS obtained for the DTT reference scenario
is well fitted by the function Cρ−3/2tor near the magnetic axis with a value for the constant
C in agreement with Eq. (5.37):
Figure 5.15: Plot of the ratio between Dban and DPS . The line is obtained by fitting
the data with the function C ρ−3/2tor .
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6
Longer timescales
In this thesis, using gyrokinetic theory, we have calculated neoclassical and anomalous
particle transport in an axisymmetric tokamak plasma. A number of other works dealing
with the same problem are: [6–8] and the more recent [4]. In all these works, and also in
this thesis, collisional and turbulent fluxes are calculated up to O(δ2) in the asymptotic
expansion. Using the characteristic length and time-scales of a modern magnetic fusion
device, we can estimate the corresponding time-scale of validity of the transport equa-
tions, for the fluxes which is of the order of the seconds. This is relatively short when
compared with the expected duration of a pulse in the next generation Tokamaks, i.e.
ITER, which is > 3000s [68]. Therefore, in order to have predictive simulations, we need to
describe collisional and fluctuation induced fluxes up to O(δ3) and the distribution func-
tion with an accuracy of O(δ2). Furthermore, the characteristic length and time-scales
considered so far typically apply to the core region of thermonuclear plasmas. Generally
addressing the problem of the plasma transport as the edge plasma region is approached,
where equilibrium magnetic field is modified from closed to open field lines, poses even
more severe issues. In fact, the relative ordering of spatiotemporal scale of turbulent
fluctuation spectra and transport phenomena is also modified and not so well separated as
in the plasma core. In particular the radial gradient scale length can be of the same order
of the banana width of thermal ions [69] in the so-called pedestal region, where plasma
profile are characterized by sharp variations. Therefore the conventional neoclassical
transport theory cannot be applied. For these reasons the study of higher order terms of
the asymptotic expansion may be of crucial importance.
In this chapter, we will show the difficulties encountered in the treatment of the higher
order collisional and turbulent fluxes. We remark that, even if a set of equations for the
fluxes with a precision of O(δ2) is not enough in order to predict the behavior of the plasma
during a whole ITER plasma discharge, it could be used in order to build actuators [70,71]
based on reduced models for the real time control of plasma dynamic evolution.
6.1 Fluctuations induced transport
The aim of this thesis but, more generally, of gyrokinetic transport theory, is to study
in a self-consistent way collisional and turbulent transport. Therefore, studying formal
expressions of particle, momentum and heat fluxes that are valid on the time scale of an
ITER discharge requires the parallel development of a gyrokinetic theory correct, at least,
up to O(δ2) and of a corresponding more accurate form of collisional fluxes. As we have
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shown in the previous chapters, gyrokinetics is based on an asymptotic theory, where the
expansion parameter is defined as the ratio between the gyroradius and the characteris-
tic length scale of variation of the equilibrium magnetic field. This is achieved in two
steps: first, the fluctuating electromagnetic fields are ignored and only the background
(equilibrium non-uniform) magnetic field is considered; then, the turbulent fields are in-
troduced and the corresponding plasma responses are calculated. Each step is based on an
asymptotic expansion done with different perturbation parameters, which are respectively
denoted [11] by B and δ. The gyrokinetic ordering typically assumes B ∼ δ ∼ δ. The
asymptotic expansion in δ needs to be carried out at least at up to second order to obtain
an energy like invariant. Terms of order 2B are usually neglected in practical applications
because of their complexity and, therefore, the gyrokinetic ordering is not carried out on
an equal footing with respect to fluctuation intensity and equilibrium magnetic field non-
uniformity [11]. Generally, this is justified as B is typically smaller than δ in cases of
practical interest. Nonetheless, this issue is known in the fusion research community and
efforts are being carried out to derive more accurate formulations of gyro-kinetics which
may be applied on longer time scales, i.e. [45], or in plasma conditions where expansion
parameters underlying the asymptotic theory may be not as small as in typical burning
plasma core region. This is, e.g., the situation of fusion plasmas in the edge region, as
anticipated above, where the presence of material walls surrounding the core plasma vol-
ume and of sharp spatial gradients may challenge the standard approach to gyrokinetic
theory [72]. In general, the perturbative expansions have been consistently carried out up
to the second order in δ only in the electrostatic case, i.e. where the turbulent fluctuation
spectrum does not significantly affect the magnetic field [73]. The more general case of a
fully electromagnetic fluctuation spectrum in non-uniform toroidal plasmas has not been
addressed to date. Therefore, the analogous form of the pullback of the distribution func-
tion, i.e. Eq.3.54, up to the second order in δ has not been given. We stress the fact that,
in principle, the non-canonical perturbation theory [74], which is described in Appendix A
of this thesis, allows to formally derive the desired pullback operator at any order of the
asymptotic expansion [11]. However the calculation becomes very convoluted already for
the second order electrostatic case.
6.2 Collisional transport
It is well known [3, 9] that neoclassical transport theory as well as classical transport
theory deal with a linear collision operator which approximates the Landau collision in-
tegral. These theories show that the approximated collision operator is consistent with
a positive production of entropy and the Onsager symmetry [75] in the linear relations
connecting the thermodynamic forces and the fluxes. These are linear closure relations
and, therefore, they have a clear interpretation in terms of non-equilibrium thermody-
namics. In the study of higher orders of the asymptotic expansion, discussed earlier in
this chapter we need to deal, in general, with nonlinear closure relations. In transport
theory the nonlinear closure relations and the (nonlinear) Landau collision operator have
been studied with different approaches. In [69], this problem has been addressed by means
of numerical simulations, while an analytic approach has been carried out by G.Sonnino
in a series of works: [10, 16, 76–78] and the more recent [79]. This author introduces and
describes the Thermodynamic Field Theory as a useful tool to derive corrections to the
linear closure relations with applications to plasma physics.
In the previous chapters, we have shown how nonlinear closure relations spontaneously
arise when considering the joint effect of collisions and fluctuations even at O(δ2). There-
fore the development of a theory capable of describing these effects coherently with a
thermodynamic description of the plasma is of crucial importance. For this reason we
have collaborated with G.Sonnino in the development of the TFT as part of the research
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activity carried out in this thesis work. In this context, we have described the TFT in
terms of group theory: [79,80].
In the next section, following [16], we will introduce the Thermodynamic Field Theory and
we will calculate the Noether currents associated with the symmetry of the TFT action
under linear transformations of the thermodynamic forces, which form a subgroup of the
thermodynamic coordinate transformation (TCT).
6.2.1 Thermodynamic field theory
In the previous chapters, we have recalled that, starting from the kinetic equation, it
is possible to write down a set of equations for the moments of the single particle dis-
tribution function f . The system of equations obtained is infinite and, in order to know
the time evolution of a certain moment, the knowledge of a moment of the next order
is required. Therefore, some simplifying assumption needs to be introduced in order to
truncate this hierarchy at a certain point. The mathematical theory dealing with this
problem is called transport theory [9]. The resulting equations will have a number of un-
determined quantities, which need to be computed through the closure relations. A class
of closure relations is constituted by the transport equations relating the thermodynamic
forces with the dissipative fluxes of the system. Close to the equilibrium, the transport
equations of a thermodynamic system are provided by the Onsager theory. The Onsager
relations read:
Jµ = τ0µνX
ν , (6.1)
with τ0µν being the components of the transport coefficient matrix. The matrix of the
transport coefficients can be decomposed in a symmetric Lµν and an skew symmetric part
f0µν . The second principle of thermodynamics imposes that Lµν is positive definite. Near
the thermodynamic equilibrium of the system, in the so called Onsager region, τµν are
independent of X and thus:
∂τ0µν
∂Xλ
= 0. (6.2)
In [76] and in [77], a mathematical framework to generalize the Onsager relations, i.e.
Eq. (6.1), has been introduced which, near the thermodynamic equilibrium of the system,
recovers the relations mentioned already. This theory is called Thermodynamic Field
Theory. It is purely macroscopic and postulates the second principle of thermodynamics
and the transport equations; i.e., it does not deal with their derivation from the microscopic
dynamics. The evolution of the system takes place in the thermodynamic space, which is
covered by the n independent thermodynamic forces Xµ. The evolution equations are not
derived from the microscopic dynamics but are obtained by postulating three geometrical
principles:
• The shortest path principle;
• the Thermodynamic Covariance Principle (TCP);
• the principle of least action.
The TCP states that thermodynamic systems obtained by a transformations of thermody-
namic forces and fluxes in such a way that the entropy production and the Glansdorff-
Prigogine dissipative quantity [81]:
P ≡ JµdX
µ
dt
; (6.3)
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remains unaltered, are thermodynamically equivalent. The transformations connecting
equivalent systems, are called Thermodynamic Coordinate Transformations (TCT). By def-
inition of equivalent systems these transformations must leave the equations of motion
on the Thermodynamic space unaltered, leading to their covariance.
The analysis starts from the following observation: let’s consider a system which is re-
laxing to the steady state inside the Onsager region. The universal criterion of evolution,
which must be satisfied during the dynamics, reads P ≤ 0 and the Onsager relations, i.e.
Eq. (6.1), hold. We can write:
P ≡ JµX˙µ ≡ Jµ d
dζ
Xµ = τ0µνX
νX˙µ = (Lµν + f0µν)X
νX˙µ , (6.4)
where with the dot we have indicated the operation of derivation with respect to the
parameter ζ which is the curvilinear coordinate parametrizing the motion of the system
in the thermodynamic space that satisfies the following metric relation:
dζ2 = LµνdX
µdXν . (6.5)
Therefore, in the Onsager region, the metric is assumed to be Euclidean. Thus the equa-
tion for the shortest path, which we postulate to describe the evolution of the system in
the thermodynamic space, is the following:
X¨µ = 0 , (6.6)
which can be solved in order to obtain the trajectory of the system in the thermodynamic
space:
Xµ = aµζ + bµ. (6.7)
This can be substituted into (6.4) obtaining:
JµX˙
µ = τ0µνX
νX˙µ = (Lµν + f0µν)(a
µaνζ + aµbν) = ζ + τ0µνa
µbν , (6.8)
where we have used the antisymmetry of f0ν and the relation Lµνaµaν = 1. If we now
choose ζ in such a way that when the system reach the stationary state, ζ = 0 and at the
beginning of the evolution ζ = l, we have that:
JµX˙
µ|steady = 0 ⇒ l = −τ0µνaµbν , (6.9)
and therefore:
P = −(l − ζ) ≤ 0. (6.10)
In summary, having postulated that:
• the system evolves over the shortest path;
• the metric of the thermodynamic space is flat inside the Onsager region
• the validity of the Onsager relations
we obtain that the Universal criterion of evolution is satisfied. Also σ˙ = 2P ≤ 0.
In the following, we will extend this result outside the Onsager region using an appro-
priate metric to describe the thermodynamic space and, thus the evolution of the system
along the shortest path. The metric is required to be Euclidean, i.e. flat, inside the Onsager
region, while it can be curved outside.
In particular, a curved space is introduced, whose geometry is constructed in such a way
that:
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• the theorems which are valid when a generic thermodynamic system relaxes to
equilibrium are satisfied;
• the nonlinear closure relations, i.e. the generalization of the Onsager relations, are
covariant under TCT.
We assume that a system, which is driven away from the equilibrium by a set of n
independent thermodynamics forces Xµ with µ = {1, 2..., n} satisfies the following relations
between the thermodynamic forces and the thermodynamic fluxes Jµ:
Jµ = τµν(X)X
ν , (6.11)
which are analogous to the Onsager relations except for the dependence of the transport
coefficient matrix on the thermodynamic forces. We can decompose τµν (from now on
we remove from the notation the dependence from the thermodynamic forces, which is
assumed) in its symmetric and skew symmetric part:
τµν =
1
2
(τµν + τνµ) +
1
2
(τµν − τνµ) ≡ gµν + fµν , (6.12)
with the following symmetry properties:
gµν = gνµ, fµν = −fνµ. (6.13)
We define two classes of objects starting from the elements of the transport matrix τµν :
• operators such as σ = σ(X) and P˜ = P˜ (X) ;
• tensorial objects such as f and g which transform according to the prescription
specified below.
The entropy production operator σ(X) and the dissipative quantity operator P˜ are scalar
operators acting on the thermodynamic forces as follows:
σ(X) ≡ XgXT , (6.14)
P˜ (X) ≡ Xτ
[
dX
dρ
]T
, (6.15)
where the superscript indicates the transpose operation. Eq. (6.14) ensures the validity of
the second principle of thermodynamics, i.e. that the entropy production σ is positive, if
the matrix g is positive definite. Thermodynamics states such that:[
P˜
d%
dt
]
X=Xsteady
= 0 , (6.16)
are referred to as steady states [16]. They must be invariant under thermodynamic coor-
dinate transformations.
According to the De Donder-Prigogine statement, we will consider equivalent two systems
that can be mapped one into the other, i.e. Xµ → X ′µ and Jµ → J ′µ through thermodynamic
transformation such that σ and P˜ are the same for the two systems. This is verified if
X
′µ and J ′µ are obtained with a transformation such that:
X
′µ =
∂X
′µ
∂Xν
Xν , (6.17)
J
′
µ =
∂Xν
∂X ′µ
Jν . (6.18)
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Assuming that Eq. (6.11) holds, these transformations imply that:
σ = JµX
µ = τµνX
µXν = gµνX
µXν = g
′
µνX
′µX
′ν = σ
′
, (6.19)
and, thus, that g transform as a second rank tensor. The same statement can be derived
for the skew symmetric part of τ , i.e. f . The covariant and contravariant vectors under
TCT are:
dX
′µ =
∂X
′µ
∂Xν
dXν , (6.20)
∂
∂X ′µ
=
∂Xν
∂X ′µ
∂
∂Xν
. (6.21)
Every quantity that is obtained by taking a contraction of a covariant and a contravariant
vector (tensor in general) is a scalar under TCT. For example, the parameter ζ defined as:
dζ2 = gµνdX
µdXν (6.22)
is a scalar under TCT. The operator O, i.e. Lie derivative, defined as
O ≡ Xµ ∂
∂Xµ
, (6.23)
is invariant under TCT because is obtained with a contraction between a covariant and a
contravariant tensor.
The general solution of the TCT transformation, introduced in Eq. (6.17), reads:
X
′µ = X1Fµ
(
X2
X1
,
X3
X2
, . . .
Xn
Xn−1
)
, (6.24)
and, thus, the general expression of a TCT transformation can be quite convoluted. Fol-
lowing [79,80], it is possible to give a characterization in terms of group theory of the TCT
transformations. We note that the function Fµ is invariant under homogeneous scaling
of the coordinates, and that the ratio of the coordinates Xµ/Xµ−1 for all the different
values of µ are the coordinates of a different space, i.e. the coordinates of the projective
space RPn−1. TCT transformations are mapping lines passing through the origin, e.g. in a
two dimensional space X2 = βX1, into lines passing through the origin, e.g. X ′2 = β′X ′1.
Therefore, the TCT yields a map from RPn−1 into itself:
RPn−1 → RPn−1 : X
µ
Xµ−1
→ X
′µ
X ′µ−1
=
Fµ
(
X2
X1
, X
3
X2
, . . . X
n
Xn−1
)
Fµ−1
(
X2
X1
, X
3
X2
, . . . X
n
Xn−1
) . (6.25)
Identifying all the points belonging to a line with a point on the unit circle defined by
the intersection of the two objects, TCT are mapping the unit circle into itself. We are
now tempted to say that the group of transformations satisfied by the TCT is the group of
diffeomorphisms from RPn−1 into itself, but the information about the ratios X ′µ/X ′µ−1 are
not enough to reconstruct all the new coordinates X ′µ. In fact we need X ′1 or equivalently,
F 1. For this reason, the transformation is the product between diff(RPn−1) and the scalar
functions F : RPn−1 → R,× i.e. the non vanishing scalar functions defined over the
projective space.
In the Onsager region, closure relations have to reduce to:
X
′µ = cµνX
ν , (6.26)
where cµν is independent of the thermodynamic forces. We describe the space of the
thermodynamic forces through the affine connection Γµαβ . Following [16], we introduce the
transformation law for the components of Γ:
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Γ
′µ
αβ = Γ
ν
λk
∂X
′µ
∂Xν
∂Xλ
∂X ′α
∂Xk
∂X ′β
+
∂X
′µ
∂Xν
∂2Xν
∂X ′α∂X ′β
. (6.27)
Using Γµαβ , it is possible to define the absolute derivative of an arbitrary thermodynamic
contravariant vector Tµ
δTµ
δζ
=
dTµ
dζ
+ ΓµαβT
αdX
β
dζ
. (6.28)
Having introduced the affine connection, it is possible to define the notion of shortest path
between two points, i.e. a curve connecting the two points such that a vector initially
tangent to the curve remains tangent at every point. The vector tangent to a curve in
the thermodynamic space parametrized by Xα(ζ) reads:
V α =
dXα
dζ
(6.29)
and, using Eq. (6.28), we obtain the equation that defines a geodetic, i.e. the shortest path
connecting two points of the thermodynamic space:
δV α
δζ
=
d2Xα
dζ2
+ Γαγη
dXγ
dζ
dXη
dζ
= 0. (6.30)
In [16], the least action principle, which describes the evolution of the thermodynamic
system along the shortest path, and the relative TCT invariant action are introduced:
I =
∫
dnX
√
g
[
Rµνg
µν −
(
Γλµν − Γ˜λµν
)
Sµνλ
]
, (6.31)
where every tensor is defined in terms of gµν , fµν and Γκµν and their first derivatives. The
action can be quite complex [16] but, in the case of confined plasmas the following simpler
relations hold:
R = Rµνg
µν ,
Rµν = Γ
κ
νκ,µ − Γκνµ,κ + ΓκνλΓλκµ − Γλκλ ,
Sµνλ = Ψ
νλαgνα + Ψµλαg
µα − 1
2
Ψµαβg
αβδνλ −
1
2
Ψναβg
αβδµλ ,
Γ˜µαβ =
{
µ
αβ
}
+
1
2σ
XµXκgαβ,κ − X
κXλ
2(n+ 1)σ
(δmα gβκ,λ + δ
µ
βgακ,λ) ,{
µ
αβ
}
=
1
2
gµλ(gλα,β + gλβ,α − gαβ,λ) ,
∆Γµαβ ≡ Γµαβ −
{
µ
αβ
}
,
where the comma stand for the partial derivative along the direction identified by the
following greek letter. The nonlinear closure relations are obtained imposing that I is
stationary with respect to arbitrary variations in these fields and reads:
Rµν − 1
2
gµνR = −Sαβλ
δΓ˜λαβ
δgµν
,
Sαβλ
δΓ˜λαβ
δfµν
= 0
gµν|λ = −Ψαµλgαν −Ψανλgαµ ,
where the absolute derivative with respect to one index is denoted with the vertical bar.
In [10], these equations have been solved in the weak field limit, i.e. close to the Onsager
region, for the particular case of magnetically confined plasmas, obtaining an amplifica-
tion of the neoclassical transport coefficients.
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6.2.2 Linear transformations and Noether currents
The TFT action is invariant under TCT transformations, i.e. Eq. (6.24) and, in particular,
under linear transformations, i.e. Eq. (6.26). We can apply the Noether’s theorem in order
to obtain the Noether currents associated to the symmetry under linear transformations:
The TFT action can be written in the following compact form:
I[Γµαβ, g
αβ, fαβ] =
∫
dnX
√
gF [Γµαβ, ∂ηΓ
µ
αβ; g
αβ, ∂ηg
αβ; fαβ, ∂ηf
αβ] (6.32)
where F = Rµνgµν −
(
Γλµν − Γ˜λµν
)
Sµνλ . In the following we will use a slightly different
notation with respect to this section where the covariant derivative of a tensor is expressed
with ∇γ and the partial derivative is expressed with ∂γ . The Lie derivative with respect to
a vector field with components ξγ will be indicated with δξ. We can derive the following
equations:
δξF = ξ
γ∂γF = ξ
γ∇γF , (6.33)
δξg
αβ = ξγ∂γg
αβ − gγβ∂γξα − gαγ∂γξβ = ξγ∇γgαβ − gγβ∇γξα − gαγ∇γξβ , (6.34)
δξΓ
µ
αβ = ξ
γ∂γΓ
µ
αβ − Γγαβ∂γξµ + Γµγβ∂αξγ + Γµαγ∂βξγ = ξγ∇γΓµαβ . . . , (6.35)
Equation (6.35), in general, is not rigorous (or strictly correct) because Γµαβ is not a tensor.
For the moment, we will deal only with linear transformations and, in this particular
case, we can verify from Eq. (6.27) that it behaves like a tensor. Thus, we can compute
its Lie derivative with the usual expression.
In order to obtain the equation of motion of the fields, we need to show that the Lie
derivative commutes with the partial derivative for every field. For the special case of the
linear transformation, ∂ηAµ but, more in general, the derivative of a tensor, is a tensor
and the formulas introduced for the Lie derivative of tensors can be used to show the
commutation property. Taking the variation of the action and integrating by parts, we
can write:
δξI =
∫
dnX
√
g
{
δξ
√
g√
g
F +
δF
δgαβ
δξg
αβ +
δF
δfαβ
δξf
αβ +
δF
δΓµαβ
δξΓ
µ
αβ+
+ ∂η
[
∂F
∂∂ηgαβ
δξg
αβ +
∂F
∂∂ηfαβ
δξf
αβ +
∂F
∂∂ηΓ
µ
αβ
δξΓ
µ
αβ
]}
.
Using the equation of motion of the fields, i.e. on shell, this expression becomes:
δξI =
∫
dnX
√
g
{
δξ
√
g√
g
F + ∂η
[
∂F
∂∂ηgαβ
δξg
αβ +
∂F
∂∂ηfαβ
δξf
αβ +
∂F
∂∂ηΓ
µ
αβ
δξΓ
µ
αβ
]}
. (6.36)
We can also write the Lie derivative of the action as:
δξI =
∫
dnX
√
g
[
δξ
√
gF√
g
+ δξF
]
. (6.37)
Combining this expression with (6.36) we obtain:∫
dnX
√
gδξF =
∫
dnX
√
g∂η
[
∂F
∂∂ηgαβ
δξg
αβ + . . .
]
. (6.38)
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Expanding δξF using Eq. (6.33) and integrating by parts, we obtain:∫
dnX
√
g∂η (ξ
ηF ) =
∫
dnX
√
g
{
F∂ηξ
η + ∂η
[
∂F
∂∂ηgαβ
δξg
αβ +
∂F
∂∂ηfαβ
δξf
αβ +
∂F
∂∂ηΓ
µ
αβ
δξΓ
µ
αβ
]}
.
(6.39)
Expanding the Lie derivatives of the tensors using Eq. (6.34) and Eq. (6.35)we obtain:∫
dnX
√
g
(
ξρΛηρ
)
=
∫
dnX
√
g
[
F∂ηξ
η − ∂η
[(
∂ρξ
β
)
Πηρβ
]]
. (6.40)
with:
Ληρ = δ
η
ρF −
∂F
∂∂ηgαβ
∂ρg
αβ − ∂F
∂∂ηfαβ
∂ρf
αβ − ∂F
∂∂ηΓ
µ
αβ
∂ρΓ
µ
αβ . (6.41)
Πηρβ = 2
∂F
∂∂ηfαβ
fαρ + 2
∂F
∂∂ηgαβ
gαρ +
∂F
∂∂ηΓ
β
στ
Γρστ − 2
∂F
∂∂ηΓ
µ
ρτ
Γµβτ . (6.42)
Remembering that we are studying linear transformations. Therefore, ∂η∂ρξβ = 0 we can
rewrite (6.40): ∫
dnX
√
g
{
∂ηξ
ρ
[
Ληρ + ∂βΠ
βη
ρ − δηρF
]
+ ξρ
[
∂ηΛ
η
ρ
]}
= 0. (6.43)
This result is independent, from the domain of integration and thus:
∂ηξ
ρ
[
Ληρ + ∂βΠ
βη
ρ − δηρF
]
+ ξρ
[
∂ηΛ
η
ρ
]
= 0. (6.44)
This relation is valid for arbitrary ξρ and thus, the coefficients of ξρ and ∂ηξρ which are
functionally independent need to vanish separately, yielding:
∂ηΛ
η
ρ = 0, Λ
η
ρ + ∂βΠ
βη
ρ − δηρF = 0. (6.45)
The first equation defines n Noether currents and is one contribution to the development
of nonlinear collisional transport theory obtained in this thesis work.
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7
Conclusions & future developments
7.1 Summary
In this thesis we have conducted a self-consistent study of particle and energy transport
on the energy confinement time scale in a magnetized plasma taking into account both
the contributions of Coulomb collisions and turbulence on the same footing. We have
applied gyrokinetic field theory [2, 11] in order to describe fluctuation induced fluxes and
compare the result with the theory of phase space zonal structures [12, 13, 47]. As an
application, we have calculated collisional fluxes for the DTT reference scenario [17] and
compared it with the fluctuation induced ones. In the last chapter of the thesis we have
addressed the problem of extending the self-consistent study of transport processes on
longer time scales, which is necessary in order to describe the full duration of a pulse
in a modern magnetic confinement experiment. Finally, we have addressed the problem
of non-linear closure relations [16] and its fundamental importance in the derivation of
a self-consistent model, which takes into account both collisional and fluctuation induced
fluxes. In particular, we have presented the Thermodynamic Field Theory [16], which
until now has been applied in order to study collisional fluxes in quiescent plasmas, as an
effective tool to derive the set of non-linear closure relations; and we have discussed its
classification in terms of group theory.
7.2 Main results
We have derived a set of evolution equations describing the transport of particles and en-
ergy in strongly magnetized plasmas (chapter 3). These equations hold at every point in
space and they do not involve any radial averaging operation. This is the main difference
with the previous works on this topic [4, 5, 15] based on the systematic scale separation
between fluctuating and equilibrium quantities. Another element of novelty is the deriva-
tion technique, which uses the moment approach [43] and the gyrokinetic push-forward
representation of the fluid moments [11]. This approach is illuminating, since it shows
the natural spatiotemporal scales brought about by the nonlinear evolution of plasma pro-
files; i.e. the corrugation of plasma equilibrium on mesoscales [12,13]. This approach also
allows the comparison with the the theory of phase space zonal structures. These equa-
tions show that, analyzing separately collisional and fluctuation induced transport, thus
neglecting mutual interactions between the two, we commit an error, which in accurate
and, in principle, yields non negligible effects on the transport time scale. The resulting
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equations also show that fluctuation induced fluxes are produced only by toroidal sym-
metry breaking perturbations. We have shown that the long wave length scale limit
of the evolutive equation for phase space zonal structures produce fluctuation induced
fluxes identical to the terms of the transport equations calculated previously via the mo-
ment equation. Therefore, fluctuation induced cross-field transport across flux surfaces
is solely determined by the dynamics of phase space zonal structures. Furthermore the
resulting fluxes have the same formal expression for both particle and energy transport,
suggesting thus, and illuminating further, that the fundamental objects governing turbu-
lent transport processes are phase space zonal structures. Taking the proper moment of
their evolutive equation give information about the related turbulent flux. The evolutive
equation for phase space zonal structures shows that multiple time and length scales can
be generated by turbulent mode-mode couplings eventually invalidating the hypothesis
of nonlinear evolution of plasma profiles and the corresponding phase space structures.
Thus, separation of scales between equilibrium and turbulence assumed in a number of
works [4, 5, 15] may break down. As illustrative application, collisional fluxes have been
calculated for a modern Tokamak machine (chapter 5), i.e. the DTT, which is the flagship
Italian proposal for experimental studies of the power exhaust issues in next step burn-
ing plasma experiments. Various plasma scenarios have been explored, corresponding to
various regimes of collisionality showing, as expected [3], that the transport is dominated
by neoclassical low collisional regime. In particular we have calculated the resulting
diffusion coefficients in terms of Gyro-Bohm units in order to facilitate a comparison with
the possible experimental observations. In chapter 6 we report our contribution to the
development of Thermodynamic Field Theory [16], calculating the Noether currents as-
sociated to a particular subgroup of the thermodynamic transformations, i.e. the linear
transformations.
7.3 Future developments
In order to describe plasma evolution on time scales that are relevant for the operation of
a fusion reactor, such as ITER, an important element is the derivation of a set of transport
equations, analogous to what has been derived in this thesis, which should hold on a time
scale ∼ δ−1τtransp. This requires second order gyrokinetic field theory in the asymptotic
expansion parameter, which, at the present moment, is formally derived but not fully
carried out for generic electromagnetic fluctuations in non-uniform toroidal plasmas [11].
The difficulty is mostly technical and not conceptual; furthermore, technical complica-
tions of formal derivations [11] are often reflected in the necessary approximations that
are routinely used in numerical implementations of nonlinear gyrokinetic theory. In par-
ticular, some progress have been made with the derivation of a second order electrostatic
model [73, 82, 83]. A very challenging issue is also posed by the necessity of dealing
with global description of plasma transport, where underlying instabilities may occur on
micro- (Larmor radius) and macro-scales (equilibrium) and nonlinear evolution of plasmas
profiles mediates the interplay of these phenomena on the meso- spatiotemporal scales. In
this thesis work, the relative ordering of temporal and spatial scales, as well as fluctuation
amplitudes, has been assumed consistent with gyrokinetic field theory of the core region
of magnetized thermonuclear plasmas. As the edge plasma region is approached, where
equilibrium magnetic field is modified from closed to open field lines, the relative ordering
of spatiotemporal scale of turbulent fluctuation spectra and transport phenomena is also
modified and not so well separated as in the plasma core. The development of a gyroki-
netic field theory that encompasses these different ordering within a unified framework
is the current effort of leading scientists worldwide. Any progress in this research field
will be of crucial importance in order to describe transport processes on long time scales.
Also collisional fluxes must be studied to an higher level of accuracy with respect to stan-
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dard neoclassical transport theory and, therefore, the usual linearization of the collision
integral is not sufficient to study transport with the required accuracy. Thermodynamic
Field Theory [16] could be used to calculate corrections to neoclassical closure relations,
which are consistent with the theorems of non equilibrium thermodynamics.
Another important field of research concern the derivation of transport equations as long
wave length scale limit of the corresponding kinetic equations. In general, we should
be able to obtain both collisional and fluctuation induced fluxes by studying the evolutive
equations for phase space zonal structures including an appropriate collisional term. This
requires the introduction of a gyrokinetic collision integral [84–86]. Gyrokinetics codes,
based on Lagrangian particle-in-cell approaches, such as [49, 87–93] as well as Eulerian
descriptions [60,94–101] could be used in order to calculate fluctuation induced fluxes and
the correction to neoclassical fluxes due to the presence of fluctuations, thus obtaining, a
complete description of the transport processes in magnetized plasmas.
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A
Noncanonical Hamiltonian methods for
particle motion in a strong magnetic field
A.1 Non Canonical perturbation theory
In this appendix, following the instructive article by Cary and Littlejohn: [74] we introduce
noncanonical perturbation theory. Differently from the article which is devoted to the
study of magnetic field line flow we apply this theory to the motion of charged particles
inside a strong magnetic field and we calculate the pullback of the gyrocenter distribution
up to O(δ). This result will be used in the main body of the thesis for the evaluation of
fluctuation-induced fluxes. In this chapter we have used the original notation introduced
in [74] which, normally, is not used in gyrokinetic field theory. This notation, which
explicitly distinguish between functions and values, is more precise but at the same time
less compact. For this reason in the main body of the thesis we choose to adopt standard
gyrokinetics notation [11]. The conversion between the two notation is straightforward.
A.2 Lie transform
We define a generic change of coordinate in the extended phase space [102]:
z¯ν = z¯νf (z) (A.1)
and the following backward transformation:
zν = z¯νb (z¯), (A.2)
where we have chosen a notation which is explicit in terms of the differences between
functions, i.e. z¯νf , and values, i.e. z¯ν . The identity function I acts on the coordinates in
the following way:
Iν(z) = zν , Iν(z¯) = z¯ν . (A.3)
A near identity transformation is a transformation which can be written in the following
form:
z¯µ = z¯µf (z) = I
µ(z) + z¯µ1f (z) + 
2z¯µ2f (z) + . . . (A.4)
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A Lie transformation is a near identity transformation defined by a parameter  satisfying
the following dynamical system:{
∂z¯
µ
f (z, ) = G
µ(z¯f (z, ))
z¯µf (z, 0) = I
µ(z)
(A.5)
where Gµ are the generators of the Lie transformation. Applying ∂ to:
zµ = z¯µb (z¯f (z, ), ) (A.6)
we get the useful relation:
∂z¯
µ
b (z¯, ) = −Gν(z¯)
∂z¯µb
∂z¯ν
(z¯, ). (A.7)
Under a coordinate transformation a scalar function S transform in the following way:
S(z) = S¯(z¯) (A.8)
and, in particular, under a Lie transformation:
S¯(z¯, ) = S(z¯b(z¯, )). (A.9)
Comparing Eq. (A.8) and Eq. (A.9) we can see that only in the second expression both
sides are calculated on the same value, i.e. z¯. Expression with this feature are relations
between functions, i.e. S¯ = S ◦ z¯b. Applying ∂ to both sides of Eq. (A.9) and using Eq. (A.7)
we get:
∂S¯(z¯, ) = −Gµ(z¯) ∂S
∂z¯µ
(z¯, ) (A.10)
which holds for every value of z¯ and therefore is a relation between functions. Using
functional notation, i.e. removing all the values dependencies, we can write:
∂S¯ = −Gµ∂µS¯ ≡ −LGS¯. (A.11)
From Eq. (A.11) we get by recursion:
∂n S¯ = (−LG)n S¯. (A.12)
Taylor expanding S(z¯, ) around  = 0 and using Eq. (A.12), we get:
S¯(z¯, ) =
∞∑
n=0
n
n!
(−LG)n S¯
∣∣
=0
(z¯) = e−LGS¯
∣∣
=0
(z¯) = e−LGS(z¯) (A.13)
which is again a relation between functions and which defines the pull-back operator
acting on the function S:
S¯ = e−LGS. (A.14)
Using the identity function I we get a relation connecting the coordinates before and
after the Lie transformation in terms of the pull-back operator:
zν = z¯νb (z¯, ) = I
ν(z)⇒ zν = (e−LGIν)(z¯). (A.15)
An analogue procedure can be carried out for the covariant vectors. Assuming the trans-
formation rule:
γ¯µ(z¯, ) =
∂z¯νb
∂z¯µ
(z¯, )γν(z¯b(z¯, )) (A.16)
and deriving with respect to  we get:
∂γ¯µ(z¯, ) = −Gλ(z¯)
[
∂γ¯µ
∂z¯λ
(z¯, )− ∂γ¯λ
∂z¯µ
(z¯, )
]
− ∂
∂z¯µ
[
Gλ(z¯)γλ(z¯, )
]
. (A.17)
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Using the following definitions:
(LGξ)µ ≡ Gλ [∂νξµ − ∂µξν ] , (df)µ ≡ ∂µf (A.18)
Eq. (A.17) can be written in functional form:
∂γ¯µ = − (LGγ¯)µ −
(
d
(
Gλγλ
))
µ
. (A.19)
Recursively we get:
∂n γ¯µ = [(−LG)n γ¯]µ −
[
d
(
Gλ∂n−1 γλ
)]
µ
. (A.20)
Applying the same procedure used for the scalar function S and we get the following
relation:
γ¯µ =
(
e−LGγ
)
µ
+ ∂µS (A.21)
where the function ∂µS is defined in terms of the derivatives of γ¯ and of Gµ.
A.3 Noncanonical perturbation theory
We assume that the motion that we want to study is governed by a Lagrangian in the
extended phase:
L(z) = (γ0µ(z) + γ1µ(z) + . . . )V
µ(z)−K(z) (A.22)
where we assume that the motion described by γν = γ0ν is well understood in terms of
integral of motion and symmetries and, eventually, integrable. Under a transformation
of coordinates z¯f the Lagrangian becomes:
L¯(z¯) = (γ¯0µ(z¯) + γ¯1µ(z¯) + . . . ) V¯
µ(z¯)− K¯(z¯) (A.23)
where γ0µ = γ¯0µ. All the changes of coordinates such that γ¯nν = 0 ∀n > 0 leave unchanged
the simplectic part of the Lagrangian and therefore the structure of the equation of
motion. Thus if K¯ has the same number of cyclic coordinates of K, the number of integral
of motion remain unchanged for the perturbed system. The change of coordinates such
that γnν = 0 must be defined for each value of n. We introduce the following operator:
T = . . . T3T2T1 (A.24)
Tn = e
−nLGn ≡ e−nLn (A.25)
where we are concatenating Lie transformations and T is the pull-back operator of the
resulting transformation. In the previous section we showed that the following relation
hold:
γ¯ν(z¯) = (Tγ)ν (z¯) +
∂S
∂z¯ν
(z¯). (A.26)
Expanding both members of Eq. (A.26) we get:
γ¯0ν(z¯) = γ0ν(z¯) (A.27)
γ¯1ν(z¯) = γ1ν(z¯) + (−L1γ0)µ(z¯) + ∂S1
∂z¯µ
(z¯) (A.28)
... (A.29)
γ¯nν(z¯) = γnν(z¯) + (−Lnγ0)µ(z¯) + ∂Sn
∂z¯µ
(z¯) + Cnν(z¯). (A.30)
We obtain the following relation:
(−Lnγ0)ν(z¯) = Gµn(z¯)
(
∂γ0µ
∂z¯µ
(z¯)− ∂γ0ν
∂z¯ν
(z¯)
)
= −Gµn(z¯)ω0µν(z¯) (A.31)
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where we have defined the Lagrange matrix ωµν :
ωµν =
(
∂γ0ν
∂z¯µ
− ∂γ0µ
∂z¯ν
)
. (A.32)
From Eq. (A.31), we can obtain and expression in terms of the inverse of ω, i.e. the Poisson
Matrix Πµν0 :
Gαn(z¯) = Π
να
0 (z¯)
[
∂Sn
∂z¯ν
(z¯)− γ¯nν(z¯) + Cnν(z¯)
]
. (A.33)
This relation holds for every value and thus is a relation between functions:
Gαn = Π
να
0 [∂νSn + Cnν − γ¯nµ] . (A.34)
We already showed that, for a scalar function K:
K¯(z¯) = (TK) (z¯). (A.35)
By expanding both sides we get:
K¯0(z¯) = K0(z¯) (A.36)
K¯1(z¯) = K1(z¯) + (−L1K0)(z¯) (A.37)
... (A.38)
K¯n(z¯) = Dn(z¯) + (−LnK0)(z¯) = Dn(z¯)−Gαn(z¯)
∂K0
∂z¯α
(z¯). (A.39)
Eq. (A.39) can be substituted into Eq. (A.30) obtaining:
K¯n(z¯) = Dn(z¯)−
{
Πνα0 (z¯)
[
∂Sn
∂z¯ν
(z¯) + Cnν(z¯)− γ¯nν(z¯)
]}
∂K0
∂z¯α
(z¯) (A.40)
which can be written in functional form:
K¯n = Dn −Πνα0 (∂νSn + Cnν − γ¯nν) ∂αK0. (A.41)
We now show that Eq. (A.40) can be interpreted as an evolutive equation (along the
unperturbed motion):
Πνα0 (z¯)
∂Sn
∂z¯ν
(z¯)
∂K0
∂z¯α
(z¯) = V αu (z¯)
∂Sn
∂z¯α
(z¯) =
[(
d
dτ
)
u
Sn
]
(z¯) (A.42)
where V αu are the components of the contravariant vector field satisfying the least action
principle with an extended phase space Lagrangian L = γ0νV ν − K0, i.e. V ν = V νu =
Πνα0 ∂αK0 and τ is the curvilinear coordinate parametrizing the motion in the extended
phase space. Therefore the evolutive equation for Sn reads:
V αu (z¯)
∂Sn
∂z¯α
(z¯) = V νu (z¯) [γ¯n(z¯)− Cnν(z¯)] +Dn(z¯)− K¯n(z¯) (A.43)
which can be rewritten as:[(
d
dτ
)
u
Sn
]
(z¯) =
[(
d
dτ
)
u
Iν
]
(z¯) (γ¯n(z¯)− Cnν(z¯)) +Dn(z¯)− K¯n(z¯). (A.44)
We stress that, at fixed τ , the action of the operator d/dτ on a function S(z¯) (or Iµ) is:(
d
dτ
S
)
(z¯) = V ν(z¯)
∂S
∂z¯ν
(z¯). (A.45)
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If the unperturbed motion: z¯νu(τ), solution of dz¯νu(τ)/dτ = Vu(z¯(τ)), has some periodicities
τi (in particular when the motion is integrable), we need to require
〈(
d
dτ
)
u
Sn
〉
τi
= 0 ∀z¯u(0).
Otherwise, after each period τi, Sn will increase invalidating our ordering after a sufficient
amount of time.
Until now we have developed a perturbation theory which, exploiting the arbitrariness
of the gauge function Sn, allows to find a particular set of coordinates such that the
simplectic part of the Lagrangian of the perturbed system is identical to the simplectic
part of the unperturbed Lagrangian in terms of the initial coordinates. This allows to
preserve the number of integrals of motion of the unperturbed system if the following
conditions are satisfied for each value of ν and a:〈(
d
dτ
)
u
Sn
〉
τi
= 0 (A.46)
∂K0
∂z¯a
(z¯) = 0 ⇒ ∂K¯n
∂z¯a
(z¯) = 0 (A.47)
∂K0
∂z¯a
(z¯) = 0 ⇒ ∂γ¯ν
∂z¯a
(z¯) = 0. (A.48)
A.4 Motion of a particle in an electromagnetic field
The motion of a charged particle in an electromagnetic field can be described using
guiding-center coordinates [103], [104]: (xi, U, µ, θ,−w, t) which are chosen in order to
have a Lagrangian describing the motion of a charged particle in the equilibrium fields
such that:
γ0ν =
(e
c
A∗0ν
∣∣
ν=1
,
e
c
A∗0ν
∣∣
ν=2
,
e
c
A∗0ν
∣∣
ν=3
, 0, 0, 0,
mc
e
I5, I7
)
(A.49)
where A∗0ν = A0ν + (c/e)b0νI4 for ν = 1, 2, 3 and 0 for ν > 3, K0 = (1/2m)(I4)2 + I3B0 + I7. In
this section we address the question of how γ changes if we want to consider fluctuating
fields. We can write:
Aˆ0ν → Aˆν + δAˆν (A.50)
Kˆ → Kˆν + e δφˆ (A.51)
where we have introduced the guiding center change of coordinates (from the guiding
center set of coordinates to the particle ones): zˆν = zˆf (z) and the related pull-back operator
eρ·∇. It follows that:
δKˆ(zˆ) =
(
eρ·∇δK
)
(zˆ), δK(z) = δKˆ(zˆ) = δKˆ
((
eρ·∇I
)
(z)
)
(A.52)
where zˆν =
(
eρ·∇I
)
(z) = zν + ρν for ν = 1, 2, 3 and zˆν =
(
eρ·∇I
)
(z) = zν for ν > 3. We can
calculate the effect of the fluctuations on γν :
γˆ1ν(zˆ)
dzˆν
dτ
= γˆ1ν(zˆ)Vˆ
ν(zˆ) = γˆ1ν
∂zˆνf
∂zη
(zˆb(zˆ))V
η(zˆb(zˆ)) = (A.53)
=
e
c
δAˆi(zˆ)
∂zˆf
∂zη
(zˆb(zˆ))V
η(zˆb(zˆ)) =
=
e
c
δAˆi
((
eρ·∇I
)
(z)
)(
δijV
j(z) +
∂ρi
∂zη
(z)V η(z)
)
=
= γ1ν(z)V
ν(z) = γ1ν(z)
dzν
dτ
It can be showed that ρi(z¯) = ρi(µ¯, θ¯) and, therefore, we get the expression for γ1ν :(e
c
δAˆν
((
eρ·∇I
)) ∣∣∣
ν=1
, . . . , 0,
e
c
δAˆi
((
eρ·∇I
))
∂µρ
i,
e
c
δAˆi
((
eρ·∇I
))
∂θρ
i, 0
)
.
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For the unperturbed motion described by γ0ν in a toroidal and axisymmetric configura-
tion there are actually three cyclic coordinates and therefore the motion is integrable.
The most general perturbation destroys all these conserved quantities and, even using
perturbation theory, it is not possible to recover these integrals without putting strong
limitations on the functional shape of the perturbations in order to remove the seculari-
ties in Eq. (A.46). In particular we will focus on the fact that while ∂θγ0ν = 0 it easy to
see that ∂θγν 6= 0 and thus I5 is not a conserved quantity. The gyrocenter transformation
of coordinates is used to find a set of coordinates such that, for perturbations with a char-
acteristic frequency ω  Ω, I5 is a conserved quantity. Physically this is possible because
the limitation on the perturbation characteristic frequency ω eliminates any resonances
with the gyromotion of the particles. Anyway resonances between the perturbation and
the slow motion of the particles, i.e. guiding center motion, are still possible and this is
why the other integrals of motions will not be recovered without making further assump-
tions. Eq. (A.43) with n = 1 reads:
V αu (z¯)
∂S1
∂z¯α
(z¯) = V νu (z¯) [γ¯1ν(z¯)− γ1ν(z¯)] +K1(z¯)− K¯1(z¯). (A.54)
Using Eq. (A.53) the term V νu (z¯)γ1ν(z¯) is readily evaluated:
V νu (z¯)γ1ν(z¯) =
e
c
δAˆi
((
eρ·∇I
)
(z¯)
)
Vˆ iu
((
eρ·∇I
)
(z¯)
)
. (A.55)
Eq. (A.54) can be written in compact form using the Poisson brackets:
K¯1(z¯) = −{S1,K0}(z¯) + eδψ(z¯) (A.56)
where, without loss of generality, we have set γ¯1 = 0 and :
δψ(z¯) =
(
eρ·∇δφˆ
)
(z¯)− 1
c
δAˆi
((
eρ·∇I
)
(z¯)
)
Vˆ iu
((
eρ·∇I
)
(z¯)
)
. (A.57)
As already stated the notation adopted in this appendix is not consistent with the main
body of the thesis. In particular the physical fields are indicated with the hat, e.g. δAˆi
while the fields without apex are obtained from these ones by means of the guiding center
pull-back operator. In the main body of the thesis the physical fields have no apex while
the fields obtained by applying the pull-back operator have the subscript gc. As an example
of comparison between the two notations we note that Eq. (A.57) is equivalent to Eq. (3.55).
In order to satisfy Eq. (A.46), Eq. (A.50) and Eq. (A.52) (only with respect to the θ¯ variable):
{S1,K0}u(z¯) = e [δψ(z¯)− 〈δψ(z¯)〉θ¯] . (A.58)
We now use the assumption that Ω  ω in order to expand this relation and, up to the
leading order, we obtain:
{S1,K0}u(z¯) ∼ Ω∂S1
∂θ¯
(z¯). (A.59)
Thus we obtain an explicit expression for S1:
S1(z¯) = eΩ
−1
∫ θ¯
dθ¯′ (δψ(z¯)− 〈δψ(z¯)〉) (A.60)
and for K¯1:
K¯1(z¯) = 〈δψ(z¯)〉θ¯ . (A.61)
We can finally calculate:
F¯1(z¯) = F1(z¯)−Gα1 (z¯)
∂F0
∂z¯α
= (A.62)
= F (z¯) + {F0, S1}u(z¯)− γ1ν(z¯)Πναu (z¯)
∂F0
∂z¯α
(z¯).
– 80 –
After some calculations and using the relation:
∂ρi
∂θ¯
(z¯) = Ω−1ijkbj Vˆuk
((
eρ·∇I
)
(z¯)
)
(A.63)
we obtain the following functional relation:
F¯1 = F1 − 1
mB
∂µF0
[
e
(
eρ·∇δφˆ
)
− e
c
Vˆ iu‖
(
eρ·∇I
)
δAˆ‖i
(
eρ·∇I
)
+
− e
〈(
eρ·∇δφˆ
)
− 1
c
Vˆ iu
(
eρ·∇I
)
δAˆi
(
eρ·∇I
)〉
θ
]
− 1
B∗‖
kjibkδAˆi
(
eρ·∇I
)
∂jF0+
− e
mc
δAˆ‖
(
eρ·∇I
)
∂UF0.
In this work we will use the set of coordinates (xi, E , µ, θ,−w, t) with E = 12v2 and thus
we need another change of coordinates. Applying the chain rule we obtain the following
relations:
∂µ|U = ∂µ|E +B∂E |µ, ∂U |µ = mU∂E |µ (A.64)
and, by substitution into the previous expression, it follows the formula for F¯1 used in
this work for the calculation of the transport induced by fluctuations, i.e. Eq. (3.54).
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B
Push-forward representation of the moments
of the distribution function
In this appendix we calculate the push-forward representation of the first two moments
of the distribution function by using the expressions for the pull-back/push-forward oper-
ators derived in the previous chapters. The resulting expressions are necessary for the
calculation of the fluctuation-induced particles flux in terms of the gyro-center distribu-
tion function. The calculations required in order to obtain the analogue expressions for
the energy flux are identical and therefore not treated in this work.
B.1 Density
In the previous appendix we have shown that, for a generic scalar function S, the follow-
ing relation hold:
eρ·∇S(z) = S
(
eρ·∇I(z)
)
= S(z + ρ(z)). (B.1)
Analogously we can show that:
S(z − ρ) = e−ρ·∇S(z). (B.2)
Taking the gyro-average we obtain:〈
e−ρ·∇S(z)
〉
θ
= 〈S(z − ρ)〉θ =
=
1
2pi
∫
dθ
∫
dk eikl(z
l−ρl)Sk
which can be written in a compact form choosing properly the gyro-angle θ such that
ρ · k⊥ = λ cos θ obtaining:〈
e−ρ·∇S(z)
〉
θ
=
1
2pi
∫
dk eiklz
l
Sk
∫
dθ eiλk cos θ =
=
∑
k
eiklz
l
SkJ0(λk) = Iˆ0S(z)
where J0 is the zeroth order Bessel function and Iˆ0 is an integral operator defined in the
thesis.
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We can use this relation, combined with the pull-back representation of the distribution
function in order to calculate the push-forward representation of the density:
n(zˆ) =
〈
Fˆ0(zˆ) + Fˆ1(zˆ)
〉
vˆ
.
Using the pull-back representation of the distribution function, i.e. Eq. (3.54) we can
write: 〈
Fˆ1(zˆ)
〉
vˆ
=
〈(
e−ρ·∇F¯1
)
(zˆ) + . . .
〉
vˆ
=
=
∫
dUdµJ(z)2pi
〈
e−ρ·∇F¯1(zˆ) + . . .
〉
θ
=
=
∫
dUdµJ(z)2pi
(
Iˆ0F¯1(zˆ) + . . .
)
=
= −2pi
∫
dUdµJ(z)Iˆ0
[
F¯1(zˆf (z))− e
m
∂F¯0
∂E
〈
eρ·∇
(
δφˆ− 1
c
Vˆ iδAˆi
)〉]
+
+
e
m
δφ
〈
∂F¯0
∂E
〉
vˆ
+ kji
bk
B
δAˆi(zˆ)
∂F¯0
∂zˆj
(zˆ)
where we are using the symbol F¯ to indicate the gyrocenter distribution function in the
phase space with E instead of U as coordinate and we have made the assumption that
∂F¯0
∂µ = 0. Summing this term with the lower order one we obtain the expression used in
the thesis.
B.2 Flux of particles
In order to calculate the push-forward representation of the first moment of the distribu-
tion function we need to calculate:〈
Vˆ i(z)
(
e−ρ·∇S
)
(z)
〉
θ
=
〈
Vˆ i(z)S(z − ρ)
〉
θ
. (B.3)
We can apply the same procedure used for the density for the parallel component of the
velocity because it is not depending on the gyrophase obtaining:〈
Vˆ i‖ (z)
(
e−ρ·∇S
)
(z)
〉
θ
= Vˆ i‖ (z)Iˆ0S(z). (B.4)
The calculations for the perpendicular velocity are similar and after some algebra we
obtain the following expression for the two components of Vˆ⊥:〈
Vˆ 1⊥(z)S(z − ρ)
〉
θ
=
mc
e
µIˆ1
∂S
∂z2
(z)〈
Vˆ 2⊥(z)S(z − ρ)
〉
θ
= −mc
e
µIˆ1
∂S
∂z1
(z).
We recall that we are using a set of coordinates aligned to the magnetic field and, there-
fore, we can write: 〈
Vˆ i⊥(z)S(z − ρ)
〉
θ
= −mc
e
µIˆ1
ijkbj
∂S
∂zk
(z). (B.5)
We can use this result in order to calculate the perpendicular flux of particles. We obtain
the following expression for the first order term:〈
Vˆ i⊥(zˆ)Fˆ1(zˆ)
〉
=
∫
d vˆVˆ i⊥(zˆ)
{
e−ρ·∇
[
F¯1 − e
m
∂F¯0
∂E (z¯f (zˆ))
〈
eρ·∇
(
δφˆ− 1
c
Vˆ i‖ δAˆi
)
(zˆ)
〉]}
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where we have made the assumption that Fˆ0 is an even function of the velocity and that
∂F¯0
∂µ = 0. Summing the zeroth-order term with the previous expression and substituting
Eq. (B.5) we obtain:〈
Vˆ i⊥(zˆ)Fˆ1(zˆ)
〉
θ
= −2pi
∫
dUdµJ(z)
mc
e
µIˆ1
ijkbk× (B.6)
× ∂
∂zk
[
F¯ (zˆf (z))− e
mc
∂F¯
∂E (z¯f (zˆf (z)))
〈
eρ·∇
(
δφˆ− 1
c
Vˆ i‖ δAˆ‖i
)
(zˆf (z))
〉]
.
This formula combined with the expression for the parallel flux of particles which can be
obtained obtained from Eq. (B.4) gives the expression for the flux of particles used in the
thesis.
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C
Derivation of the fluctuation induced particle
flux
In this appendix we calculate the flux of particles across magnetic surfaces induced
by fluctuations. This term, together with the flux induced by collisions, determines the
evolutive equation for the surface-averaged density.
We need to evaluate the following expression:〈
(e/c) 〈vf〉v ·R2∇φ× (∇× δA)
〉
ψ
.
We can write this expression in term of the gyrocenter distribution function using the
expression for the perpendicular flux of particles derived in the previous appendix, i.e.
Eq. (B.6), obtaining:〈
e
c
〈
Iˆ0
[
F¯ − e
m
〈δψgc〉 ∂F¯
∂E
]
v‖b
〉
v
·R2∇φ× (∇× δA)
〉
ψ
+
+
〈〈
mµIˆ1b×∇δG¯
〉
v
·R2∇× (δB‖b+ δB⊥)
〉
ψ
.
Using the following identity:
b ·∇× δB = B−10 R−2∇ψ · δB
we can re-write the first term as:〈〈ev‖
c
Iˆ0δG¯
〉
v
∇ψ · δB
B0
〉
ψ
.
From the drift ordering we know that at the leading order δB⊥ =∇δA‖×b and, therefore,
we can write: 〈〈ev‖
c
Iˆ0δG¯
〉
v
B−10 ∇ψ · (∇δA‖ ×B)
〉
ψ
.
Using the identity b×∇ψ = Fb−R2B∇φ we finally obtain:
−e
〈〈
∇
(
δA‖v‖
c
)
Iˆ0δG¯
〉
v
·R2∇φ
〉
ψ
.
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The second term to calculate is the following:〈〈
mµIˆ1b×∇δG¯
〉
v
·R2∇× (δB‖b+ δB⊥)
〉
ψ
(C.1)
which is the sum of two contributions. We can show that:
b×∇δG¯ ·R2∇φ× δB⊥ = F
B0
δB⊥ −∇⊥δG¯
and, therefore, we can re-write the second term of Eq. (C.1):〈〈
mµIˆ1
F
B0
δB⊥ ·∇⊥δG¯
〉
v
〉
ψ
. (C.2)
Analogously we can show that (b×∇δG¯) · (∇φ×b) = −∇φ ·∇⊥δG¯ and we can re-write the
first term of Eq. (C.1) as:
−m
〈〈(
δB‖R2∇φ− FB0 δB⊥
)
· µIˆ1∇⊥δG¯
〉
v
〉
ψ
. (C.3)
This is again the sum of two terms. The first one:
−m
〈〈
δB‖R2∇φ · µIˆ1∇⊥δG¯
〉
v
〉
ψ
can be written at the leading order as:
−m
〈〈
δB‖RµIˆ1
∂δG¯
δφ
〉
v
〉
ψ
.
This can be written, remembering that the surface average involves an average over the
angular coordinate φ, as:
m
〈〈
R2∇φ ·∇(δB‖µIˆ1δG¯)
〉
v
〉
ψ
. (C.4)
It can be demonstrated that the second term of Eq. (C.4) is of higher order with respect
to the others.
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