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Abstract
In this project, a Fokker-Planck equation with two singular points is studied. The
equation is derived from a stochastic evolution equation, LMM-SABR model, which
is widely used in financial industry.
It is difficult to directly study the original equation due to the singularity. As an al-
ternative approach, we introduce appropriate modifications to certain terms of original
Fokker-Planck equation at each singular point so that the modified equation has a sta-
tionary solution. With the stable stationary solution, the intermediate behavior of the
modified Fokker-Planck equation can be captured and described to some extent. The
non-modified solutions are compared to modified solutions within finite time and a
relatively concrete estimation is given in terms of the modification parameter and the
given finite time. We also study some possible modifications. For each modifica-
tion, the properties of the stationary solution is given. Some numerical results of the
time-evolution solutions for these modified equations are also included.
As an attempt, we have initiated in this project the study of the difference between
the modified and non-modified stochastic differential equations (SDEs). Although
no complete analytical results are available, our initial work appears pointing in a
promising direction, based on the numerical simulation results that we have observed.
The further study of the SDEs will be carried out in the future work.
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1.1 Brief Description of the Present Project
In this project, a Fokker-Planck equation (FPE) with two singular points is studied. The equation
is derived from a stochastic evolution equation, LMM-SABR model, which is widely used in
financial industry.
It is difficult to directly study the original equation due to the singularity. As an alternative
approach, we introduce appropriate modifications to certain terms of original Fokker-Planck equa-
tion at each singular point so that the modified equation has a stationary solution. With the stable
stationary solution, the intermediate behavior of the modified Fokker-Planck equation can be cap-
tured and described to some extent. The non-modified solutions are compared to modified solutions
within finite time and a relatively concrete estimation is given in terms of the modification param-
eter and the given finite time. We also study some possible modifications. For each modification,
the properties of the stationary solution is given. Some numerical results of the time-evolution
solutions for these modified equations are also included.
As an attempt, we have initiated in this project the study of the difference between the modi-
fied and non-modified stochastic differential equations (SDEs). Although no complete analytical
results are available, our initial work appears pointing in a promising direction, based on the nu-
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merical simulation results that we have observed. The further study of the SDEs will be carried
out in the future work.
1.2 Background of the LMM-SABR Model
The concept of interest rates is widely used in our daily life. When one saves money in a banking
account, lends money to others or applies for a mortgage loan from a bank, an interest should be
paid by the borrower to the lender and the amount is based on the agreed interest rate. Interest
rates are normally expressed as a percentage of the principal for a period of one year. Fluctuation
of interest rates within a financial market implies a significant risk for investors. To control the
uncertainty of the market, more and more advanced mathematical models nowadays are being
used in managing interest rate risk.
The LIBOR market model (LMM) is such an interest rate model that is based on the evolution
of forward LIBOR rates (London Interbank Offered Rates), which are one of the most important
interest rates quoted in the market. The LIBOR market model may be interpreted as a collection
of forward LIBOR rates with spanning tenors and maturities. Its dynamics will be introduced in
the following sub-section.
Another model in mathematical finance that we want to introduce is called SABR model, where
the name stands for "Stochastic, alpha, beta, rho", referring to the parameters of the model. The
SABR model is widely used by practitioners in the financial industry, especially in the interest
rate derivative markets. It was developed by Patrick Hagan, Deep Kumar, Andrew Lesniewski and
Diana Woodward. The SABR model describes a single forward rate such as LIBOR forward rate
or a forward swap rate. The details about this model’s dynamics will also be introduced in the
following sub-section.
LMM-SABR is a model that combines the LMM model and the SABR model in the sense that
it extends the LMM model so that it allows for stochastic SABR style volatility of each LIBOR
forward rate. In the following section, we will start with the LMM model and the SABR model
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and then introduce the LMM-SABR model.
1.2.1 LMM-SABR and the Related Models
First we look at the LMM model. Consider a sequence of approximately equally spaced dates
0= T0≤ T1≤ T2≤ ·· · ≤ TN . A standard LIBOR forward rate Fj, j = 0,1,2, · · · ,N−1, is associated
with a forward rate agreement (FRA) which starts on Tj and matures on Tj+1. (Usually, it is
assumed that N = 120 and the Fj’s are 3 -month LIBOR forward rates.) We model each Fj as
a continuous time stochastic process Fj(t), 0 ≤ t ≤ T. Under a suitable measure, say Tk-forward







dt +dWj(t), j < k;






dt +dWj(t), j > k.
(1.1)
where C j(t) =C j(Fj(t), t) are instantaneously volatilities and are usually specified as
C j(Fj(t), t) = σ j(t)F
β j
j (t), 0≤ β j ≤ 1, (1.2)
with deterministic functions σ j(t). The instantaneous correlation structure is given by
E[dWj(t)dWk(t)] = ρ jk(t). (1.3)









equipped with initial values of LIBOR forwards
Fj(0) = F0j , (1.5)
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and boundary conditions at Fj = 0, where F0j is the current value of the forward which is implied
by the current yield curve.
The SABR model attempts to capture the dynamics of a single forward rate F. Depending on
the context, this forward rate could be a LIBOR forward, a forward swap rate, the forward yield
on a bond, etc. The full dynamics of the SABR model is given by
dF(t) = σ(t)C(F(t))dW (t)
dσ(t) = ασ(t)dZ(t),
(1.6)
where the two Wiener processes W (t) and Z(t) are in general correlated by
E[dW (t)dZ(t)] = rdt (1.7)
with a constant coefficient r and α is a positive constant. Usually the diffusion coefficient C(F) is
assumed to be of the type C(F) = Fβ with 0≤ β < 1 (If β = 1 and r > 0, it fails to be a martingale)
and we supplement the dynamics with the initial condition
F(0) = F0, σ(0) = σ0, (1.8)
where F0 is the current value of the forward and σ0 is the current value of the β -volatility.
The LMM-SABR model is developed from the LMM model and the SABR model. The process
of combining the two models into one and the relevant proofs can be found in [19]. In this project,
we are concerned about the dynamics of the equations under the spot measure, which read as

















where γ(t) = tTj and the definitions of other items are the same as above.
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1.2.2 A Simple Version of LMM-SABR Model and Its Fokker-Planck Equa-
tion (FPE)
Since the SABR model is a term structure model that is quite complex for N ≥ 2, we start with
case N = 1 and hope that some of the results of the simple case can be carried onto the more














where E(dWdZ) = rdt, −1≤ r≤ 1, 0≤ β ≤ 1 and α is a positive constant. Note from the second









Also note that dZ = rdW +
√



























































Rewrite equation (1.15) as

















with ∆ > 0, α > 0, −1≤ r ≤ 1 and 0≤ β ≤ 1 are all constants.
In application of physics, engineering and finance, the study of such a process that is given
by a Stochastic Differential Equation (SDE) is often connected to a Partial Differential Equation
(PDE). As known, the two types of PDEs derived from SDEs are Kolmogorov’s forward equations
or Fokker-Planck equation (FPEs) and backward equations. Given the information about the state
x of the system at time t (namely a probability distribution pt(x)), the Fokker-Planck Equation
describes the probability distribution of the state at a later time s > t. The Kolmogorov backward
equation on the other hand is useful when one is interested at time t in whether at a future time
s > t the system will be in a given subset of states or the target set.
In this project, we are interested in the time evolution of the probability density function, if
exists, of forward interest rates over time period [0,T ] and therefore will study the dynamics of the
FPE connected to (1.16).
Assuming the probability density of the stochastic process X(t) defined by (1.16) exists under
certain conditions of parameters and letting ρ(x(t)) = ρ(x, t) be the density function, then the
















for t ≥ t0 with initial condition ρ(x, t) = ρ0(x).




The degeneracy creates significant difficulties for the study of the equation. The existence of
stationary is questionable. Recently, Huang, etc. ([15, 16, 17]) studied the existence and non-
existence of steady states of Fokker-Planck Equations in a general domain in Rn with L p̄loc drift
term and W 1,p̄loc diffusion term for any p̄ > n. In [17], they also give some existence results of
stationary measures of the Fokker-Planck equation under Lyapunov conditions which allow the
degeneracy of diffusion. For FPE (1.16), there are two singular distributions centered at x = 0 and
x = x∗, respectively. These singular distributions do not provide much information for intermediate
behavior that is the main concerns from practical point of view.
In the present work, we modify the original FPE so that its regular stationary solution exists.
Through the stationary solution of the modified equation, the information of the original equa-
tion can be captured to some degree. With certain types of modification, difference between the
modified solution and the original solution can be estimated within limited time. This would help
describe the intermediate behaviors of the non-modified solutions.
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Chapter 2
Brief Review of Stochastic Integrals and
Stochastic Differential Equations
Ordinal differential equations (ODEs) play a prominent role in many disciplines including en-
gineering, physics, economics, and biology. In a less-than ideal world, differential differential
equation models or systems are subject to unknown factors or noises, in which case stochastic
integrals and stochastic differential equations are employed to capture effect of the noises.
A stochastic differential equation (SDE) is a differential equation in which one or more of the
terms is a stochastic process, resulting in a solution which is itself a stochastic process. Stochas-
tic differential equation are used to model diverse phenomena such as fluctuating stock prices or
physical systems subject to thermal fluctuations. In this chapter, we briefly review definitions and
some basic properties of stochastic integrals and stochastic differential equations, which are closely
related to the present project.
2.1 Stochastic Integrals
In this section, we recall definition of stochastic process and introduce some basic results on
stochastic calculus, stochastic integrals and stochastic differential equations (SDEs) (See refer-
ences [1, 7, 8, 9, 10]).
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Definition 2.1.1. Let {Ω,F ,P} be a probability space. A stochastic process with state space S is
a collection of random variables {Xt ∈ S, t ∈ T} defined on {Ω,F ,P}, where the set T is called its
parameter set.
If T = R = {0,1,2, · · ·}, the process is said to be a discrete parameter process and if T is not
countable, the process is said to have a continuous parameter. In the latter case, the usual examples
are T =R+ = [0,∞) and T = [a,b]⊂R. The index t represents time and Xt represents the "state" or
the "position" of the process at time t. When the state space S=R, the process is called real-valued.
For every ω ∈ Ω, the mapping t → Xt(ω) defined on the parameter set T, is called a trajectory or
sample path of the process.
A real valued stochastic process {Xt , t ∈ T} is said to be Gaussian or normal if its finite-
dimensional marginal distributions are multi-dimensional Gaussian laws. The mean mX(t) and
the convariance function ΓX(x, t) of a Gaussian process determin its finite-dimensional marginal
distributions. Conversely, suppose that we are given an arbitrary function m : T → R, and a sym-
metric function Γ : T ×T → R, which is nonnegative definite, i.e.
Σ
n
i, j=1Γ(ti, t j)aia j ≥ 0 (2.1)
for all ti ∈ T, ai ∈ R and n≥ 1. Then there exists a Gaussian process with mean m and converence
function Γ.
Definition 2.1.2. A stochastic process {Bt , t ≥ 0} is called a Brownian motion (or Winener process)
if it satisfies the following conditions:
(i) B0 = 0;
(ii) For all 0≤ t1 ≤ t2 ≤ ·· · ≤ tn, the increments Btn−Btn−1, · · · ,Bt2−Bt1, are independent random
variables;
(iii) If 0≤ s≤ t, the increment Bt−Bs has the normal distribution N(0, t− s);
(iv) The process {Bt} has continuous trajectories.
Brownian motion is a Gaussian process. In fact, the probability distribution of a random vector
9
(Bt1 , · · · ,Btn), for 0 < t1 < · · ·< tn, is normal because this vector is a linear transformation of the
vector (Bt1,Bt2−Bt1, · · · ,Btn−Btn−1) which is a joint normal distribution since its components are
independent and normal.
Denote by L2a,T the space of stochastic processes u = {ut , t ∈ [0,T ]} such that:
(a) u is adaped and measurable, i.e. the mapping (s,ω)→ us(ω) is measurable on the product








Definition 2.1.3. A process u in L2a,T is a simple process if it is of the form
ut = Σnj=1φ j1(t j,t j−1](t), (2.2)
where 0 = t0 < t1 < · · ·< tn = T and φ ′js are square integrable Ft j−1-measurable random variables.
Definition 2.1.4. Given a simple process u, the stochastic integral of u with respect to Brownian
motion B is defined as ˆ T
0
utdBt = Σnj=1φ j(Bt j −Bt j−1). (2.3)










Definition 2.1.6. The stochastic integral of a process u in L2a,T is defined as the following limit in







where u(n) is the approximating sequence of simple processes in the above lemma.
Denote by L1a,T the space of processes v which satisfies property (a) and
(b’) P
(´ T
0 |vt |dt < ∞
)
= 1.
Definition 2.1.7. A continuous and adapted stochastic process {Xt ,0 ≤ t ≤ T} is called an Ito
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process if it can be expressed in the form







where u belongs to the space L2a,T and v belongs to the space L
1
a,T .
In differential notation, the above equation writes
dXt = utdBt + vtdt. (2.7)
Theorem 2.1.8. (Ito formula) Suppose that X is an Ito process of the form above. Let f (t,x) be a
function of twice differentiable with respect to the variable x and once differentiable with respect





∂ t . Then the process Yt = f (t,Xt) is again an
Ito process with the representation





















Remark 2.1.1. In differential notation, Ito formula can be written as












where (dXt)2 is computed using the product rule
(dt)2 = dtdBt = dBtdt = 0 and (dBt)2 = dt. (2.10)
The process Yt is an Ito process with the representation

























Notice that ũt ∈ L2a,T and ṽt ∈ L1a,T due to the continuity of Xt .
2.2 Stochastic Differential Equations (SDEs)
Let {Bt , t ≥ 0} be a Brownian motion process. An equation of the form
dXt = a(Xt , t)dt +b(Xt , t)dBt , (2.13)
where the given functions a(x, t) and b(x, t) are called respectively drift and diffusion and {Xt , t ≥
0} is the unknown process, is called a stochastic differential equation (SDE) driven by Brownian
motion {Bt , t ≥ 0}.





0 b(Xs,s)dBs exist and Xt is an Ito process with







Theorem 2.2.2. (Existence and Uniqueness) For a fixed T > 0, suppose that a(x, t), b(x, t) :
R× [0,T ]→ R are continuous and there exists a constant L > 0 such that
|a(x, t)−a(x̂, t)| ≤ L|x− x̂| (2.15)
|b(x, t)−b(x̂, t)| ≤ L|x− x̂| (2.16)
|a(x, t)| ≤ L(1+ |x|) (2.17)
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|b(x, t)| ≤ L(1+ |x|) (2.18)
for all 0≤ t ≤ T, x, x̂ ∈R. Let X0 be any R-valued random variable such that E(|X0|2)< ∞ and X0
is independent of Brownian motion {Bt ,0 ≤ t ≤ T}. Then there exists a unique solution X ∈ L20,T
of stochastic differential equation
 dXt = a(Xt , t)dt +b(Xt , t)dBt , (0≤ t ≤ T ),X(0) = X0. (2.19)
Remark 2.2.1. Uniqueness means that if Xt , X̂t ∈ L20,T , with continuous sample paths almost surely
and both solve the above SDE, then




The Fokker-Planck equation is a partial differential equation that describes the time evolution of
the probability density function for a Brownian motion.
Let Xt , t ≥ 0 be the process defined by (2.13) and p(x, t) be the transition probability density
function for Xt+s given Xs = y. Specifically p is defined by
´
A p(x, t|y,s)dx = Pr[Xt+s ∈ A|Xs = y]
= Pr[Xt ∈ A|Xs = 0].
(3.1)








− ∂ [a(x)p(x, t)]
∂x
. (3.2)
In this chapter we briefly review derivation of the Fokker-Planck equation from a given SDE and
some of the basic properties of the FPEs as well.
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3.1 Derivation of Fokker-Planck Equation
Consider a differentiable function V (x, t) with V (Xt , t) = 0 for t /∈ (0,T ). Then by Ito’s Lemma,





















For any T > 0, this is equivalent to

























Taking the conditional expection on both sides of the above equation, given X0, we have












































∂ 2x dt p(x, t|y,s)dx























V (x, t)dt (3.6)








V (x, t)dt. (3.7)
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Therefore, with p(x, t) = p(x, t|y,s), we have


















On the other hand, V (XT ,T ) =V (X0,0) = 0 implies E[V (XT ,T )−V (X0,0)] = 0. This leads to
−∂ p(x, t)
∂ t
















− ∂ [a(x)p(x, t)]
∂x
. (3.16)
3.2 Basic properties of Fokker-Planck Equation
3.2.1 Initial Conditions and Boundary Conditions




[b2(x)p(x, t)]xx− [a(x)p(x, t)]x (3.17)
with a(x) 6= 0 and b(x) 6= 0 in a rectangular area, the maximum principle asserts that the maximum
of p(x, t) can’t be assumed anywhere inside the rectangle but only on the bottom where the time
initials or the lateral sides (unless p is a constant). The minimum value has the same property. It
can be attained only on the bottom or the lateral sides. To prove the minimum principle, we just
need to apply the maximum principle to −p(x, t).
Theorem 3.2.1. (Maximum Principle) Assuming a(x) 6= 0, b(x) 6= 0 and they both are differ-
entiable on a rectangle R = {0 ≤ x ≤ l,0 ≤ t ≤ T} in space-time, If p(x, t) satisfies the above
Fokker-Planck equation, then p(x, t = 0)≥ 0 implies p(x, t)≥ 0 for 0 < t ≤ T.
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Proof. Let
t0 = min{t > 0 : p(x, t) = 0, for some x0 ∈ [0, l]}, (3.18)
then we have p(x0, t0) = 0. Since p(x, t = 0)≥ 0 and p(x, t = t0) is continuously differentiable with
respect to x, we conclude that (x0, t0) is a minimum of p(x, t0) and furthermore
px(x0, t0) = 0, (3.19)
pxx(x0, t0)≥ 0. (3.20)
Consider
pt(x, t) = 12 [b
2(x)p(x, t)]xx− [a(x)p(x, t)]x
= 12 [2(b
′(x))2 p(x, t)+2b(x)b′′(x)p(x, t)+4b(x)b′(x)px(x, t)+b2(x)pxx]
−a(x)px(x, t)−a′(x)p(x, t).
(3.21)





With the assumption b(x) 6= 0 on R, the above equation gives
pt(x0, t0)≥ 0, (3.23)
which implies that p(x0, t0)≥ 0 for t > 0. This process can be repeated at other points where p(x, t)
hits zero and then it concludes that the solution p(x, t) to the Fokker-Planck equation never goes
negative on R, given the initial condition p(x, t = 0)≥ 0.
18
3.2.2 Stationary Solution








− ∂ [a(x)p(x, t)]
∂x
, (3.24)




























































p(x,∞)dx = 1. (3.31)
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Chapter 4
The Degenerate Fokker-Planck Equation
As mentioned early, the focus of the present project is the modified FPE and its solutions. Since
the stationary solution of the modified equation exists, the convergence rate of the time-dependent
solutions depends on the modification parameter ε . On the other side, given finite time T, we are
interested in the intermediate behavior of the time-dependent solutions for t < T.
In general, it’s expected that for a fixed modification parameter ε, large T gives better conver-
gence rate. For the comparison between the time-dependent solution and the stationary solution,
small ε is better. Therefore, given T fixed, ε can not be too small.
In this chapter, we discuss under what conditions of parameters, the modified solutions can give
a relatively good estimate estimation of the solutions for the original equation. We also attempts
to study the intermediate behaviors of the time-dependent solutions for t < T.
4.1 Introduction to the Degenerate Fokker-Planck Equation
As briefly introduced in the first chapter, the Fokker-Planck equation describes the evolution of the
































with ∆ > 0, δ = 1
∆
, α > 0, −1≤ r ≤ 1 and 0≤ β ≤ 1 are all constants.
Note that (4.1) degenerates at two singular points x∗ = 0 and x∗ = (C0)
1
1−β for C0 > 0 since
σ(x∗) = σ(x∗) = 0. We intend to modify σ(x) to some degree so that the stationary solution is
defined and then hope it still captures certain dynamics of the non-modified equation (4.1). Now















where σ2(x,ε) 6= 0 for any x ∈ R, µ(x,ε) = σ
2(x,ε)
x+δ with 0 < ε << 1 and the other parameters are
the same as in (4.1).














ρ(x,∞,ε)dx = 1 (4.6)
or ˆ L
0
ρ(x,∞,ε)dx = 1 (4.7)
for 0 < L < ∞.
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at the far end so that it decays fast enough (see Chapter 5 for details). Our main focus is finite
interval and finite boundary from the practical perspective. Therefore we assume x ∈ [0,L] and
x ∈ [0,T ] for some finite L > 0 and T > 0.
Assuming that all the required conditions are satisfied and the stationary solution has been
found, we would like to see next what can be expected on the intermediate behavior of the time-
dependent solution. In the following sections, we discuss the required boundary conditions and
how well the modified equation can be used to estimate the non-modified equation, given ap-
propriate boundary conditions. From there, useful information can be obtained as indication for
selecting modification parameters.
4.2 Robin Boundary Conditions
We are interested in the characteristics of the solutions to the given equation within finite time
0 < T < ∞. Without loss of generality, let x = 0 be the lower bound and x = L be the upper bound.
We look for desired boundary conditions such that all the time-dependent solutions are probability
density like functions. For the modified FPE, we have the following proposition.




[σ2(x,ε)ρ(x, t,ε)]x(x = 0)− [µ(x,ε)ρ(x, t,ε)](x = 0) = 0
1
2
[σ2(x,ε)ρ(x, t,ε)]x(x = L)− [µ(x,ε)ρ(x, t,ε)](x = L) = 0,
























[σ2(x,ε)ρ(x, t,ε)]x− [µ(x,ε)ρ(x, t,ε)]|L0 .
With the Robin boundary conditions,
´ L

















and the proof is complete.
Proposition 4.2.2. For any fixed L > 0, the modified FPE (4.4) has a probability density like
stationary solution ρ(x,ε) such that
´ L
0 ρ(x,ε)dx = 1.
Proof. In the general form of the stationary solution (4.5), using µ(x,ε) = σ
2(x,ε)





























2 [(x+δ )(α1x+α2)]x− (α1x+α2)
= 12(δα1−α2).
(4.9)
If α2 = δα1, then
1
2
[σ2(x,ε)ρ(x,ε)]x−µ(x,ε)ρ(x,ε) = 0 (4.10)
at any x.
Now we choose α1 = α and α2 = δα, where α is determined by
´ L


















0 ρ(x,ε)dx = 1, which completes the proof.
Remark 4.2.1. The above stationary solution is independent of L but its domain depends on L. If




σ2(x,ε)dx = ∞ or α = 0.
In the following sections, we will study the time-dependent solution of the Robin boundary
value problem
 ρt(x, t,ε) = [σ




















4.3 A Special Transformation
In this section, we use a special transformation and rewrite the boundary value problem (4.11)
equivalently in a simple form. From there, the modified and non-modified FPEs are studied and
difference of their solutions are estimated in the following sections. The results of the estimation
using the transformation can be easily translated back to solution of (4.11).
Noting that µ(x,ε) = σ
2(x,ε)











[(x+δ )u(x, t,ε)]xx−ux(x, t,ε). (4.13)










u(0, t,ε) = 0, ux(L, t,ε)−
1
L+δ
u(L, t,ε) = 0. (4.15)
Proof. The right hand side of equation (4.13) can be simplified as
1
2 [(x+δ )u(x, t,ε)]xx−ux(x, t,ε)
= 12 [u(x, t,ε)+(x+δ )ux(x, t,ε)]x−ux(x, t,ε)
= 12 [2ux(x, t,ε)+(x+δ )uxx(x, t,ε)]−ux(x, t,ε)
= 12 (x+δ )uxx(x, t,ε).
(4.16)
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The Robin boundary conditions in (4.11) under the transformation becomes
1
2
























u(0, t,ε) = 0 and ux(L, t,ε)−
1
L+δ
u(L, t,ε) = 0.
This completes the proof.
Therefore the original (non-modified) and the modified FPEs with Robin boundary conditions
in terms of u, are given by

ut(x, t) = 12σ
2(x)u(x, t)
ux(0, t)− 1δ u(0, t) = 0, ux(L, t)−
1





ut(x, t,ε) = 12σ
2(x,ε)u(x, t,ε)
ux(0, t,ε)− 1δ u(0, t,ε) = 0, ux(L, t,ε)−
1
L+δ u(L, t,ε) = 0
u(x,0,ε) = φ(x)
(4.20)
with some initial function φ(x). In the following section we will work on (4.19) and (4.20) and
estimate the difference of their solutions over finite time and finite domain.
4.4 Difference of the Solutions between (4.19) and (4.20)
Now we compare the two systems and estimate the difference of their solutions. By subtracting
the first equation in (4.19) from the one in (4.20), we have





















v(0, t,ε) = 0 and vx(L, t,ε)−
1
δ +L
v(L, t,ε) = 0. (4.23)
We need the following lemma for our estimation of the difference between the two systems.
Lemma 4.4.1. (Theorem 2.9 in [6]) Let ũ(x, t) be the solution of (4.19) with ũ(x,0) ∈ H2, then
maxQT |ũxx(x, t)| ≤C(T )|ũ(x,0)|H2 for some C(T )> 0, where QT = [0,L]× [0,T ].
Theorem 4.4.2. If πδ > x∗ =C
1
1−β
0 and L ∈ (x∗,πδ ), then for fixed T > 0 and 0 << ε < 1, there
27






and η(ε)→ 0 as ε → 0.
Proof. Let λ̄ (x,ε)= 1− σ
2(x)
σ2(x,ε) with σ




σ2(x,ε) ·dx on both sides of equation











0 λ̄ (x,ε)uxx(x, t)v(x, t,ε)dx.
(4.25)

















and for the first integral on the right hand side
´ L





































































































































0 λ̄ (x,ε)uxx(x, t)v(x, t,ε)dx.
(4.29)

































(v(x, t,ε))2 dx. (4.31)


























0 ∂xxdx has non-zero eigenvalues under Robin boundary conditions, using Poincare in-





































































0 [λ̄ (x,ε)uxx(x, t)]
2dx.
(4.35)
Assume that the modification only occurs on interval [0,η1(ε)] and interval [η2(ε),η3(ε)] that
include the two singular points. Since the modification σ2(x,ε) is always greater that σ2(x) over






























[λ̄ (x,ε)uxx(x, t)]2dx≤C(T ) [η1(ε)+η3(ε)−η2(ε)]‖u(x,0)‖H2 (4.37)








and η(ε) = [η1(ε)+η3(ε)−η2(ε)] . If





. In this case, there exists
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which completes the proof of the theorem.
In terms of ρ(x, t,ε) and ρ(x, t), we have




















[ρ(x, t,ε)−ρ(x, t)]2 dx≤ (L+δ )tC(T )‖ρ(x,0)‖H2η(ε) (4.41)
Remark 4.4.1. In the proof above, if one applies integral by parts on the first term of (4.25),
the boundary terms do not vanish in general and would cause difficulty in the calculation and
estimation.
Without the conditions in Theorem 4.4.2, we have a partial result.
Lemma 4.4.4. Let ω(x, t,ε)= v(x,t,ε)x+δ . Then ω(x, t,ε) satisfies the homogenous Neumann boundary
31
conditions.
The Lemma can be easily verified from the previous results. Recall that eigenvalues of −∂xx




(n≥ 1) with eigenfunctions φ0(x) = 1√L
and φn(x) = cos nπx√L . Let






ω(x, t,ε)dx. Then ω⊥(x, t,ε) = Σ∞j=1 < ω,φ j > φ j. Now we define
v0(x, t,ε) = (x+δ )ω0 and v⊥(x, t,ε) = (x+δ )ω⊥.
Then we have the follow theorem as a partial result.















Proof. With the assumption, we have
v(x, t,ε) = v0(x, t,ε)+ v⊥(x, t,ε) (4.43)
and (4.22) becomes
∂tv0(x, t,ε)+∂tv⊥(x, t,ε) = 12σ
2(x,ε)∂xx
[





Assume for the moment that
∂tv0(x, t,ε) = O(ε)
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]2 dx+2´ L0 [v⊥(x,t,ε)v⊥x (x,t,ε)x+δ ]dx−´ L0 [v⊥(x,t,ε)]2(x+δ )2 dx
+
´ L


























































Note that ω(x) satisfies the Neumann boundary conditions. Given the definition of v⊥, it can
be verified that ω lies in the space spanned by φn(x) = cos nπxL (n = 1,2,3, · · ·), which are the
eigenfunctions of the boundary value problem
ω




























































For the second integral on the right hand side of (4.47), we have
´ L

























with some some positive constant A. Since we are looking at the finite period of time [0,T ], the









for some finite C(T ) > 0. Furthermore, let (0,η1) and (x∗−η2,x∗+η2) be the modification in-
tervals around the singular points where σ2(x,ε)−σ2(x) > 0. Since the lengths of the intervals













With λ̄ (x,ε) = 1− σ
2(x)






















2(x,ε)(x+δ )2u2xx(x, t)dx≤C(T,η1(ε),η2(ε))‖u(x, t = 0)‖H2 . (4.54)
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where B2(T,ε) is given by (4.60) and the proof is complete.
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Chapter 5
Estimation with further assumptions and
improved boundary conditions
As we have seen in the previous sections, given the general form (4.4), the stationary solution (4.5)
does not decay at the far right end and therefore is not a probability density function. In order to
make the problem easier to handle and also for the results to be meaningful from practical point
of view, we require additional assumptions and further improvement on the existing conditions.
In this section, we increase the decay of µ(x,ε)
σ2(x,ε) on the far right end so that certain property of the
solutions to the modified equation (4.4) can be enhanced.
























x+δ , 0≤ x≤ XL1,
x−XL2
(XL1+δ )(XL1−XL2)
, XL1 < x≤ XL2,
0, XL2 < x.
(5.3)
Then µ(x,ε)


















































, XL2 < x.
(5.5)
Then the stationary solution for the modified equation becomes
ρ(x,∞,ε) =

ρ1(x,ε), 0≤ x≤ XL1,
ρ2(x,ε), XL1 < x≤ XL2,





























































































Then for β < 12 , we have
ρ̄(x, t))
∣∣
x=0 = ρ̄(x, t))
∣∣
x=L = 0, (5.13)
ρ̄(x, t,ε))
∣∣
x=0 = ρ̄(x, t,ε))
∣∣
x=L = 0. (5.14)











into the Fokker-Planck Equation (4.4) and then we have

























































Thus the difference of the modified and the non-modified equations can be described by the fol-
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lowing equation



























σ2(x,ε) and therefore the
last term in the above equation is always zero. Let
v(x, t,ε) = ρ̄(x, t,ε)− ρ̄(x, t), (5.18)
then the above equation (5.17) becomes











− [(µ(x,ε)−µ(x,ε))ρ̄(x, t,ε)]x− [µ(x,ε)v(x, t,ε)]x .
(5.19)
From here we are trying to derive an equation that involves some measurement of v, such as L−2
norm or something like that in a sense, and hope this measurement of v can be estimated through
the derived equation. With that in mind, we apply
´ L
0 σ
2(x) ·dx on each term of the above equation.





















































0 = 0. (5.22)
Actually σ2(x,ε) = σ2(x) for large x since the modification only applies in the small neighbor-
hoods containing the sigular points while at x = 0+, we have σ(0) = 0. Therefore the claim is true

































































































Now our goal is to find a upper bound for each of the integrals on the right hand side of the above
41
equation so that we can estimate the left hand side in terms of t and ε. Given the relationship of
σ2(x) and µ(x,ε), we can combine the first and the third integrals on the right hand side of the
equation. Let
h(x, t,ε) = (σ2(x,ε)−σ2(x,ε))ρ̄(x, t,ε) (5.27)









































































































Note that ∣∣∣−´ L0 w(x, t,ε)[σ2(x)v(x, t,ε)]x dx∣∣∣
=


































































Lemma 5.0.6. Given the above boundary conditions and the assumption on µ and σ , the following











































































































































































































































depends on the σ(x,ε)−σ2(x), which is controlled by ε. Meanwhile, we can require K > 0 by
choosing appropriate L and k.




































On the right hand side of the above equation, the second term is independent of time t and for the
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which can be estimated numerically since ρ(x,∞,ε) is known.
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Chapter 6
Possible Modifications with Numerics
In this chapter, we study three types of possible modifications on term σ2(x). The idea is that
the singularity of the SDE and the corresponding PDE can be overcome or avoided by slightly




∗), meanwhile the modified equations
can somewhat capture the dynamics of the original equation. Since the stationary solution of (4.4)
exists as long as σ(x,ε) 6= 0, we are interested in the blow-up speed of the stationary solution at the
two singular points as the modified equation approaches the original or the non-modified equation.
We first look at a simple and straightforward modification where the zeros are "cut off" by a
piece-wise function. In the second modification, we improve the the "cut-off" at the the first zero
by extending the σ2(x) along the tangent line near x = 0. For the third type of modification, we
add a smooth function to σ2(x) so that the zeros are "covered up" while the other points away from
the two zeros are almost unchanged. It needs to be pointed out that, due to the differentiability,
equation (4.4) is no longer meaningful under the first two types of modification. However, we
can apply the these types of modifications to the transformed equation (4.14) and then return
certain results we obtain from studying (4.14) to equation (4.4) through the transformation (4.12).
Compared with the first two modifications through numerical experiments, the asymptotic behavior
of the solution at the singular points under the third modification appears relatively better.
47
6.1 A Simple Modification
6.1.1 "Cutoff" at the Singular Points
In this section, we want to analyze the dynamics of the stationary solution at the singular points.
We first look at a very simple and straightforward modification of function σ(x), regardless of the




ε21 , for 0≤ x≤ s1(ε1),
σ2(x), for s1(ε1)< x≤ s2(ε2),
ε22 , for s2(ε2)< x≤ s3(ε2),
σ2(x), for s3(ε2)< x≤ 1,
(6.1)
where s1(ε1)> 0 is the first solution of equation σ2(x) = ε21 and s2(ε2)> 0 and s3(ε2)> 0 are the
second and the third solutions of equation σ2(x) = ε22 that satisfy 0 < s1(ε1)< s2(ε2)< s3(ε2)< 1.
(See Figure 6.1) In this case, we have the following results:

































































































Student Version of MATLAB
Figure 6.1: First Modification of σ(x).
Proof. Note that, for ε1 > 0 small enough, C0s
β
1 (ε1)> s1(ε1) and equation
(s1(ε1)−C0sβ1 (ε1))






















































































































































































































which implies α = 1
β













































For 0 < β < 1, we have 2
β



























































































6.1.2 Stationary Solution of the FPE using "Cut-off" Modification
With the given cutoff points s1(ε1), s2(ε2) and s3(ε2), we can find the constant in the general form
of the stationary solution in terms of ε1 and ε2 so that the asymptotic behavior of the stationary
solution can be described in terms of the parameters. In this section, we carry out the calculation
and estimate the speed or order of the stationary solution p(x,∞,ε1,ε2) approaching ∞ as (ε1,ε2)→



























































































For I2 and I4, we have the following calculation. Let y = x1−β −C0 then we have
x = (y+C0)
1






x = s1(ε1)⇔ y = s1−β1 (ε1)−C0,
















































































































































































































which is order of ε2 as ε2 approaches zero. Also note that




























































































which approaches zero as ε2→ 0.


































































β (1−β ) lnε1 +finite terms.
(6.35)
Therefore we have the following Lemma:
Lemma 6.1.2. With the modification defined by (6.1), the integral I(ε1,ε2) given by (6.24) ap-
































for fixed ε1. Especially for β = 12 , we have
lim
ε1→0+
I(ε1,ε2)ε1 = 2C60 . (6.38)
Let C1 =C1(ε1,ε2) such that
´ 1










, for 0≤ x≤ s1(ε1),
x2
I(ε1,ε2)σ2(x)
, for s1(ε1)< x≤ s2(ε2),
x2
I(ε1,ε2)ε22
, for s2(ε2)< x≤ s3(ε2),
x2
I(ε1,ε2)σ2(x)
, for s3(ε2)< x≤ 1.
(6.40)
Theorem 6.1.3. Given the modification of σ2(x)defined by (6.1), the dynamical behaviors of sta-
tionary solution ρ(x,∞,ε1,ε2) near x = 0+, x = x∗ and x = 1 are determined by ε1, ε2 and their
correlation when they both approach 0+.










2. Assume that ε2 is a higher or the same order of ε
1−β
β
1 as (ε1,ε2)→ (0+,0+). Then the blow-up
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for x ∈ (s2(ε2),s3(ε2)). If ε
1−β
β
1 is a higher order of ε
2
2 , then ρ(x,∞,ε1,ε2) → 0 as (ε1,ε2) →
(0+,0+) near x = x∗. Otherwise, the limit of p is undetermined.
3. ρ(x,∞,ε1,ε2) is smooth near x = x∗ and approaches zero as (ε1,ε2)→ (0+,0+).

















































Since 0 < β < 1, we have 2
β
−2 > 2. Also note that I(ε1,ε2)→∞ as (ε1,ε2)→ (0+,0+). Then we





ρ(x,∞,ε1,ε2) = 0. (6.45)
On the other hand, it’s easy to see that x
2
I(ε1,ε2)ε21





ρ(x,∞,ε1,ε2) = 0 (6.46)










So the blow-up of ρ at x = x∗ is determined by leading term of the denominator on the right hand
side of the above equation. Based on the calculation given at the beginning of this section, the order
of the leading term that we need to find should be the same as one of ε
3
β
−2 · ε22 ,
1
ε2
· ε22 , ε
1−β
β · ε22
and lnε1 · ε22 . Note that
3
β
−2 > 1 and 1−β
β
> 1 since 0 < β < 1. Then ε
3
β
−2 · ε22 and ε
1−β
β · ε22 are
higher order terms of the 1
ε2
· ε22 = ε2 for sure. For the last term, we have
lnε1 · ε22 = (ε2 lnε1)ε2.
Since x lnx → 0 as x → 0+, we see that lnε1 · ε22 = o(ε2). Therefore the leading term of the
I(ε1,ε2)ε22 is the same order of ε2. The rest of proof follows by collecting the coefficients. Since
there is no singularity of ρ in (s2(ε2),s3(ε2)), part three is straightforward by taking the limit on
ρ(x = 1,∞,ε1,ε2) =
12
I(ε1,ε2)σ2(1)
as (ε1,ε2)→ (0+,0+). The proof is now complete.
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Figure 6.2: Stationary Solutions with Various Modifications. Top: Left End (near x = 0); Bottom:
Right End (near x = x∗).
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6.2 Extension Along the Tangent Line Near x = 0
With the simple and straightforward modification in section (6.1), as we have seen, the analysis at
the first point involves an expansion of the cut-off point s1 in terms of ε1. Since the derivative of the
non-modified function σ2(x) doesn’t exist at zero, the type of modification appears too dramatic.
In this section we try a new possible modification for the first point, where the horizon segement
is replaced by the tangent line through the intersection point (see Figure 6.3 ).
In this case, for the first segement, we need to determine the tangent line of σ2(x) at point
(s1,ε1) first and then find the intersection point of this line with the vertical line x = 0. Note that,
at x = s1, we have








Then the tangent line trough (s1,ε1) is given by
y− ε1 = 2(s1−C0sβ1 )(1−C0β s
β−1
1 )(x− s1), (6.50)
which intersects with x = 0 at
y = ε1−2s1(s1−C0sβ1 )(1−C0β s
β−1
1 ). (6.51)
















where s1(ε1) is given by Lemma (6.1.1). Then the modification of σ2(x) becomes
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Student Version of MATLAB









1 (ε1)), for 0≤ x≤ s1(ε1),
σ2(x), for s1(ε1)< x≤ s2(ε2),
ε22 , for s2(ε2)< x≤ s3(ε2),






































Based on this modification, x= 0 is no longer a singular point for the original stochastic differential
equation and the derived Fokker-Planck equation. In this case, the calculation it takes to determine
the integral constant C1(ε1,ε2) such that
´ 1
0 (x,∞,ε1,ε2)dx = 1, is the same for I2, I3 and I4. For
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I1, the integral is equal to the area of the trapezoidal enclosed by x = 0, y = 0, x = s1(ε1) and the

















Since s1(ε) ∼ ε
1
β





1 (ε1) ∼ ε
2β+1
β
1 . Therefore I1(ε1,ε2)→ 0 as








, given the estimation of s1 in terms of ε1.
Compared with the first modification, this modification shows an improvement at the x = 0. It
appears that the stationary ρ(x,∞,ε1,ε2) is smooth at the first singular point and the integral I1 can
better estimate the corresponding integral based on the non-modified σ2(x). Since the modification
at x = x∗ is same as the last section, the modification still only makes sense to the transformed FPE.
6.3 A Third Type of Modification
In this section, we look at a specific type of modification in the following form
σ
2(x,ε) = σ2(x)+h(x,ε) (6.56)
where h(x,ε) is a smooth function such that (a) h(x,ε) > 0 for x ≥ 0 and ε > 0; (b) h(x,0) = 0
and h(x,ε)→ 0 as ε → 0. In this case, we can see σ(x,ε)→ 0 asymptotically at the two singular
points x∗ and x∗ as ε → 0. For a better modification, we further assume that h(x,ε) is small at x∗
and x∗ and decays fast as x moves away from x∗ and x∗.













to 1 but decay fast as x moves away from x∗ and x∗. On the other hand, the asymptotic behavior of






































Due to the singularity at x = x∗, I(ε)→ ∞ as ε → 0. The blow-up speed of I(ε) can be estimated
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For this type of modifications, the SDE and FPE are both meaningful for β ≥ 12 and is not
subject to the transform since h(x,ε) is differentiable for any x ≥ 0. From Figure 6.5, we can see
that the differences between the three modifications.
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Comparison of σ2(x) under Various of Modifications
 
 
Cut−off at both x
*
 and x*
Linear Modification at x
*
 and Cut−off at x*
Adding a smooth function (ε = 0.0002)
Adding a smooth function (ε = 0.0001)
Adding a smooth function (ε = 0.00001)
Student Version of MATLAB
Figure 6.5: Comparison of the Three Modifications of σ2(x).
6.4 Time-Evolution of the Modified FPE with Numerical Ex-
periments
In this section, we show some of the numerical results of the time-evolution for the modified FPE.






equipped with initial condition












where σ(x,ε1,ε2) is the same as difined in the early section, a is a small positive number and µ̄
is a constant between 0 and 1. With the same setting of parameters α, β , r, F0, ∆, σ0, and a, the
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3rd Modi. with ε =0.00010
3rd Modi. with ε =0.00005
3rd Modi. with ε =0.00002
Student Version of MATLAB



































3rd Modi. with ε =0.00010
3rd Modi. with ε =0.00005
3rd Modi. with ε =0.00002
Student Version of MATLAB
Figure 6.6: Comparison of Stationary Solutions with the Three Modifications.
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evolution of the non-transformed equation is determined by ε1 and ε2. Some numerical experiments
are done and the results are displayed in Figure 6.6, Figure 6.7 and Figure 6.8.
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Evolution of Time Dependent Solutions (1)

























Evolution of Time Dependent Solutions (2)
Student Version of MATLAB

























Evolution of Time Dependent Solutions (3)


























Evolution of Time Dependent Solutions (4)
Student Version of MATLAB


























Evolution of Time Dependent Solutions (5)


























Evolution of Time Dependent Solutions (6)
Student Version of MATLAB
Figure 6.7: Time Evolution using the First Modification with Different Parameters. Upper Left:
ε1 = 0.02, ε2 = 0.02; Upper Right: ε1 = 0.02, ε2 = 0.01; Middle Left: ε1 = 0.02, ε2 = 0.005;
Middle Right: ε1 = 0.02, ε2 = 0.0005; Lower Left: ε1 = 0.01, ε2 = 0.0005; Lower Right: ε1 =
0.0075, ε2 = 0.0005;
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Evolution of Time Dependent Solutions (1)






























Evolution of Time Dependent Solutions (2)
Student Version of MATLAB


























Evolution of Time Dependent Solutions (3)


























Evolution of Time Dependent Solutions (4)
Student Version of MATLAB


























Evolution of Time Dependent Solutions (5)


























Evolution of Time Dependent Solutions (6)
Student Version of MATLAB
Figure 6.8: Time Evolution using the Second Modification with Different Parameters. Upper Left:
ε1 = 0.02, ε2 = 0.02; Upper Right: ε1 = 0.02, ε2 = 0.01; Middle Left: ε1 = 0.02, ε2 = 0.005;
Middle Right: ε1 = 0.02, ε2 = 0.0005; Lower Left: ε1 = 0.01, ε2 = 0.0005; Lower Right: ε1 =
0.0075, ε2 = 0.0005;
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Evolution of Time Dependent Solutions (1)






























Evolution of Time Dependent Solutions (2)
Student Version of MATLAB


























Evolution of Time Dependent Solutions (3)


























Evolution of Time Dependent Solutions (4)
Student Version of MATLAB


























Evolution of Time Dependent Solutions (5)


























Evolution of Time Dependent Solutions (6)
Student Version of MATLAB
Figure 6.9: Time Evolution using the Third Modification with Different Parameters. Upper Left:
ε1 = 0.02, ε2 = 0.02; Upper Right: ε1 = 0.02, ε2 = 0.01; Middle Left: ε1 = 0.02, ε2 = 0.005;
Middle Right: ε1 = 0.02, ε2 = 0.0005; Lower Left: ε1 = 0.01, ε2 = 0.0005; Lower Right: ε1 =
0.0075, ε2 = 0.0005;
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Chapter 7
Plan for Future Work
In this chapter, we show the study that we have initiated on the SDEs. The intention is to focus
on the difference between the modified and the non-modified SDEs. Although the available result
is only a little portion of the intended research, the numerical simulation results suggest that it
points in a good direction, where we may obtain interesting and meaningful results if the study
goes further in this direction. Given the time frame of this project, the rest of the research will be
carried out in the future.
7.1 Difference between Modified and Non-modified SDEs
In this section, we compare the difference between the Modified and Non-modified SDEs. In
general, we consider
dXt = µ(Xt)dt +σ2(Xt)dWt (7.1)
and
dYt = µ(Yt ,ε)dt +σ2(Yt ,ε)dWt , (7.2)
where µ(x,ε) and σ(x,ε) are the same as defined in the previous sections. Since σ2(x,ε) 6= 0 with
the modification, multiplying (7.2) by σ
2(Xt)
σ2(Yt ,ε)








dt +σ2(Xt)dWt . (7.3)













On the left hand side (LHS) of (7.4), we have






















= σ2(Xt) Yt−Xt(Xt+δ )(Yt+δ )dt.
(7.6)














































Now we want to estimate the two integrals on the right hand side of (7.10). Assuming Xt ,Yt > 0
and noting that




















2 +(Yt +δ )
2 ds. (7.12)





















7.2 Numerical Experiment and Simulation
For the given coefficients µ(x) and σ(x), SDEs (7.1) and (7.2) can not be solved explicitly. In this
section, we use a numerical method to provide approximated simulation of the two equations.




, i = 0,1, · · · ,n,
where the length of each subinterval is δn = Tn . Here we use the common approach, Euler’s method
that consists of the following recursive scheme
X (n)(ti) = X (n)(ti−1)+µ(X (n)(ti−1))δn +σ2(X (n)(ti−1))(Wti−Wti−1), (7.14)
where i = 1,2, · · · ,n and X (n)0 = x. Inside the interval (ti−1, ti), the value of process X (n) is obtained
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by linear interpolation. The process X (n) is a function of the Brownian motion and we can measure














for n≥ n0 and positive constant cn.
In order to simulate a trajectory of the SDE solution of (7.1), it is sufficient to simulate the
values of n independent random variables ξ1,ξ2, · · · ,ξn with distribution N(0,1) and then replace
Wti−Wti−1 by
√
δnξi. Thus a possible path or realization of process Xt defined by (7.1) is the limit
of X (n)(tn) as follows











In application, one often needs to simulate expected value of certain stochastic process that is
driven by Xt . For example, the payoff P of a financial instrument at the expiry date T is usually
defined by
V ≡ E[P(X(T ))] (7.17)
and can be implemented by repeating the above simulation many times and then averaging over
the outcomes. Usually each simulation generate one paths and the expected payoff at the expiry







where k represents the k-th path, N is the total number of paths and n is the number of the partition
nodes that is predetermined along each path.
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Using the technique introduced above, we simulate both original SDE (7.1) and the modified
SDE (7.2) separately and have observed some interesting results. The following figures are from
the simulation using the parameter set β = 0.6, α = 0.1255, r =−0.7, ∆ = 2, σ0 = 0.04, F0 = 0.03
(For the modified, the modification parameters are specified in the figures below).
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Mean of Sample Paths
Student Version of MATLAB














Student Version of MATLAB
Figure 7.1: Simulation of the Non-modified SDEs.




















Mean of Sample Paths
Student Version of MATLAB












Student Version of MATLAB
Figure 7.2: Simulation of the First Modification with ε1 = 0.02, ε2 = 0.005.


















Mean of Sample Paths
Student Version of MATLAB















Student Version of MATLAB
Figure 7.3: Simulation of the Second Modification with ε1 = 0.02, ε2 = 0.005.
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Student Version of MATLAB












Student Version of MATLAB
Figure 7.4: Simulation of the Third Modification with ε3 = 0.0001.


















Expectation of the Non−modified SDE
Expectation for First Modified SDE
Expectation for Second Modified SDE
Expectation for Third Modified SDE
Student Version of MATLAB
Figure 7.5: Expectations of the Processes defined by Non-Modified and Modified SDEs,using
parameter set: β = 0.6, α = 0.1255, r =−0.7, ∆ = 2, σ0 = 0.04, F0 = 0.03, ε2 = 0.02, ε1 = 0.005,
ε3 = 0.0001.
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Student Version of MATLAB
Figure 7.6: Expectations of the Processes defined by Non-Modified and Modified SDEs,using
parameter set: using parameter set: β = 0.6, α = 0.1255, r =−0.7, ∆ = 2, σ0 = 0.04, F0 = 0.03,
ε2 = 0.02, ε1 = 0.005, ε3 = 0.0001.
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An Example of Mat Lab Code for
Numerical Solution to the Modified FPE
using Backward Euler Method
%S e t up p a r a m e t e r s %
b e t a = 0 . 6 ;
a l p h a = 0 . 0 1 2 5 5 ;
r =−0.7;
F0 = 0 . 0 3 ;
D e l t a = 0 . 5 ;
Sigma0 = 0 . 0 0 5 ;
c0=F0^(1− b e t a )−(1−b e t a ) ∗Sigma0 / ( a l p h a ∗ r ) ;
e p s i l o n 1 = 0 . 0 1 5 ;
e p s i l o n 2 = 0 . 0 0 3 5 ;
e p s i l o n 3 1 = 0 . 0 0 0 1 ;
e p s i l o n 3 2 = 0 . 0 0 0 0 5 ;
e p s i l o n 3 3 = 0 . 0 0 0 0 2 ;
80
e p s i l o n 3 = e p s i l o n 3 3 ;
% D ef in e mu , s igma and o t h e r r e l a t e d t e r m s %
a1 =0;
a2 =( b e t a ∗ c0 ) ^(1 / (1− b e t a ) ) ;
a3 =( c0 ) ^(1 / (1− b e t a ) ) ;
a4 =1;
fn =@( x ) ( c0∗x . ^ ( b e t a )−x ) . ^ 2 ;
f1 = @( x ) ( c0∗x . ^ ( b e t a )−x ) .^2− e p s i l o n 1 ^ 2 ;
f2 = @( x ) ( c0∗x . ^ ( b e t a )−x ) .^2− e p s i l o n 2 ^ 2 ;
hx = @( x ) exp (−30000∗x . ^ ( 2 ) )
+exp (−30000∗(x−c0 ^(1 / (1− b e t a ) ) ) . ^ 2 ) / 2 . ∗ ( x<=a4 ) ;
s1= b i s e c t i o n ( f1 , a1 , a2 ) ;
s2= b i s e c t i o n ( f2 , a2 , a3 ) ;
s3= b i s e c t i o n ( f2 , a3 , a4 ) ;
sigma_md1 = @( x ) ( e p s i l o n 1 ^2 ) . ∗ ( x<s1 )
+( c0∗x . ^ ( b e t a )−x ) . ^ 2 . ∗ ( s1 <=x ) . ∗ ( x<s2 )
+ e p s i l o n 2 ^ 2 . ∗ ( s2 <=x ) . ∗ ( x<s3 )
+( c0∗x . ^ ( b e t a )−x ) . ^ 2 . ∗ ( s3 <=x ) . ∗ ( x<=a4 ) ;
sigma_md2 = @( x )
( 2∗ ( s1−c0∗ s1 ^ b e t a ) ∗(1−c0∗ b e t a ∗ s1 ^ ( be t a −1) ) ∗ ( x−s1 )
+ e p s i l o n 1 ^2 ) . ∗ ( x<s1 ) +( c0∗x . ^ ( b e t a )−x ) . ^ 2 . ∗ ( s1 <=x ) . ∗ ( x<s2 ) \ \
+ e p s i l o n 2 ^ 2 . ∗ ( s2 <=x ) . ∗ ( x<s3 ) \ \
+( c0∗x . ^ ( b e t a )−x ) . ^ 2 . ∗ ( s3 <=x ) . ∗ ( x<=a4 ) ;
sigma_md31 = @( x ) ( ( c0∗x . ^ ( b e t a )−x ) . ^2+
e p s i l o n 3 1 ∗hx ( x ) ) . ∗ ( x<=a4 ) ;
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sigma_md32 = @( x ) ( ( c0∗x . ^ ( b e t a )−x ) . ^ 2
+ e p s i l o n 3 2 ∗hx ( x ) ) . ∗ ( x<=a4 ) ;
sigma_md33 = @( x ) ( ( c0∗x . ^ ( b e t a )−x ) . ^ 2
+ e p s i l o n 3 3 ∗hx ( x ) ) . ∗ ( x<=a4 ) ;
XL = 1 ; % A l a r g e number so t h a t
mu / s i g ^2 ( x ) =0 f o r x > XL .
rho1 = @( x ) D e l t a ∗x . ∗ ( x +1/ D e l t a ) . / sigma_md1 ( x ) ;
rho2 = @( x ) D e l t a ∗x . ∗ ( x +1/ D e l t a ) . / sigma_md2 ( x ) ;
rho31 = @( x ) D e l t a ∗x . ∗ ( x +1/ D e l t a ) . / sigma_md31 ( x ) ;
rho32 = @( x ) D e l t a ∗x . ∗ ( x +1/ D e l t a ) . / sigma_md32 ( x ) ;
rho33 = @( x ) D e l t a ∗x . ∗ ( x +1/ D e l t a ) . / sigma_md33 ( x ) ;
%P l o t rho %
xx = 0 : 0 . 0 0 0 0 1 : 0 . 3 ;
yy1= rho1 ( xx ) ;
yy2= rho2 ( xx ) ;
yy31= rho31 ( xx ) ;
yy32= rho32 ( xx ) ;
yy33= rho33 ( xx ) ;
% S o l v i n g t h e FPE N u m e r i c a l l y %
g = @( x ) ( ( x +1/ D e l t a ) . ^ 2 ) . / ( sigma_md1 ( x ) . ^ 2 ) ;
i n t _ s t e p s =1000;
I = t r a p z o i d a l ( g , a1 , a4 , i n t _ s t e p s ) ;
myA=1000/ I ;
myB=myA/ D e l t a ;
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a = 0 . 0 2 ;
p i = 3 . 1 41 5 92 7 ;
i n i t i a l _ f = @( x ) ( 1 / a∗ p i ^ ( 1 / 2 ) ) ∗ exp (−(x−0.05) . ^ 2 / a ^2 )
. ∗ ( ( x−c0∗x . ^ ( b e t a ) ) . ^ 2 . / ( x +1/ D e l t a ) ) ;
bound_L = @( t ) 0 ;
bound_R = @( t ) 0 ;
[ u_md , x_md , t_md ] = I m p l i c i t _ M o d i f i e d _ R o b i n
( De l t a , sigma_md1 , i n i t i a l _ f , bound_L , bound_R , 1 0 0 0 , 2 0 0 0 ) ;
p_ t ime =u_md ;
f o r j =1 : l e n g t h ( t_md )
p_ t ime ( : , j ) =u_md ( : , j ) . ∗ ( x_md ’ + 1 . / D e l t a ) . / sigma_md1 ( x_md ’ ) ;
i n t e g r a l _ t e m p = 0 ;
f o r i =1 : l e n g t h ( x_md )−1
i n t e g r a l _ t e m p = i n t e g r a l _ t e m p
+ p_t ime ( i , j ) ∗ ( x_md ( i +1)−x_md ( i ) ) ;
end




An Example of Mat Lab Code for
Simulation of the SDEs using
Euler–Maruyama Method
% S e t up p a r a m e t e r s %
b e t a = 0 . 6 ;
a l p h a = 0 . 1 2 5 5 ;
r =−0.7;
F0 = 0 . 0 3 ;
D e l t a =2 ;
Sigma0 = 0 . 0 4 ;
c0=F0^(1− b e t a )−(1−b e t a ) ∗Sigma0 / ( a l p h a ∗ r ) ;
e p s i l o n 1 = 0 . 0 2 ;
e p s i l o n 2 = 0 . 0 0 5 ;






d t =( t1−t 0 ) /N;
t = t 0 : d t : t 1 ;
%%%%%%%%%%%% O r i g i n a l Sigma %%%%%%%%%%
s i g m a _ o r i g = @( x ) ( c0∗x . ^ ( b e t a )−x ) . ^ 2 ;
mu_orig=@( x ) D e l t a .∗ s i g m a _ o r i g ( x ) . / ( D e l t a .∗ x +1) ;
%%%%%%%%%%% Modi f i ed Sigma %%%%%%%%%%%
a1 =0;
a2 =( b e t a ∗ c0 ) ^(1 / (1− b e t a ) ) ;
a3 =( c0 ) ^(1 / (1− b e t a ) ) ;
a4 =1;
fn =@( x ) ( c0∗x . ^ ( b e t a )−x ) . ^ 2 ;
f1 = @( x ) ( c0∗x . ^ ( b e t a )−x ) .^2− e p s i l o n 1 ^ 2 ;
f2 = @( x ) ( c0∗x . ^ ( b e t a )−x ) .^2− e p s i l o n 2 ^ 2 ;
hx = @( x ) exp (−30000∗x . ^ ( 2 ) )
+exp (−30000∗(x−c0 ^(1 / (1− b e t a ) ) ) . ^ 2 ) / 2 . ∗ ( x<=a4 ) ;
s1= b i s e c t i o n ( f1 , a1 , a2 ) ;
s2= b i s e c t i o n ( f2 , a2 , a3 ) ;
s3= b i s e c t i o n ( f2 , a3 , a4 ) ;
s igma_1 = @( x ) ( e p s i l o n 1 ^2 ) . ∗ ( x<s1 )
+( c0∗x . ^ ( b e t a )−x ) . ^ 2 . ∗ ( s1 <=x ) . ∗ ( x<s2 )
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+ e p s i l o n 2 ^ 2 . ∗ ( s2 <=x ) . ∗ ( x<s3 )
+( c0∗x . ^ ( b e t a )−x ) . ^ 2 . ∗ ( s3 <=x ) . ∗ ( x<=a4 ) ;
mu_1=@( x ) D e l t a .∗ s igma_1 ( x ) . / ( D e l t a .∗ x +1) ;
s igma_2 = @( x ) ( 2∗ ( s1−c0∗ s1 ^ b e t a )
∗(1−c0∗ b e t a ∗ s1 ^ ( be t a −1) )
∗ ( x−s1 ) + e p s i l o n 1 ^2 ) . ∗ ( x<s1 )
+( c0∗x . ^ ( b e t a )−x ) . ^ 2 . ∗ ( s1 <=x ) .
∗ ( x<s2 ) + e p s i l o n 2 ^ 2 . ∗ ( s2 <=x ) . ∗ ( x<s3 )
+( c0∗x . ^ ( b e t a )−x ) . ^ 2 . ∗ ( s3 <=x ) . ∗ ( x<=a4 ) ;
mu_2=@( x ) D e l t a .∗ s igma_2 ( x ) . / ( D e l t a .∗ x +1) ;
s igma_3 = @( x ) ( ( c0∗x . ^ ( b e t a )−x ) . ^ 2
+ e p s i l o n 3 ∗hx ( x ) ) . ∗ ( x<=a4 ) ;
mu_3=@( x ) D e l t a .∗ s igma_3 ( x ) . / ( D e l t a .∗ x +1) ;
%%%%%%%%%%% S i m u l a t i o n o f
t h e non−m o d i f i e d SDE%%%%%%%%%%%%%
X = z e r o s ( 1 , l e n g t h ( t ) ) ;
ALLX_Orig= z e r o s (M, l e n g t h ( t ) ) ;
X( 1 ) = 0 . 0 1 ;
f o r i =1 :M
dW = s q r t ( d t ) ∗ random ( ’ Normal ’ , 0 , 1 , 1 , l e n g t h ( t ) ) ;
f o r j =2 :N+1
X( j ) =X( 1 ) +
sum ( d t ∗mu_orig (X( 1 : j −1) ) ) +sum (dW( 1 : j −1)
.∗ s i g m a _ o r i g (X( 1 : j −1) ) ) ;
end
ALLX_Orig ( i , : ) =X;
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end
EXPX_Orig=mean ( ALLX_Orig ) ;
h= f i g u r e ( 1 ) ;
p l o t ( t , ALLX_Orig ( 1 0 , : ) ) ; ho ld on
p l o t ( t , ALLX_Orig ( 7 0 , : ) ) ; ho ld on
p l o t ( t , ALLX_Orig ( 1 0 0 , : ) ) ; ho ld on
p l o t ( t , ALLX_Orig ( 2 5 0 , : ) ) ; ho ld on
p l o t ( t , ALLX_Orig ( 4 0 0 , : ) ) ; ho ld on
p l o t ( t , EXPX_Orig , ’ g ’ , ’ LineWidth ’ , 2 ) ; ho ld o f f
x l a b e l ( ’ t ’ ) ;
y l a b e l ( ’ X_t ’ ) ;
l e g e n d ( ’ Sample Pa th 1 ’ , ’ Sample Pa th 2 ’ , ’ Sample Pa th 3 ’ ,
’ Sample Pa th 4 ’ , ’ Sample Pa th 5 ’ , ’ Mean of Sample Pa ths ’ ) ;
l e g e n d ( ’ l o c a t i o n ’ , ’ NorthWest ’ ) ;
t i t l e ( ’ S i m u l a t i o n o f t h e
Non−m o d i f i e d SDEs ’ , ’ Fon tS i ze ’ , 1 0 ) ;
t i = g e t ( gca , ’ T i g h t I n s e t ’ ) ;
s e t ( gca , ’ P o s i t i o n ’ , [ t i ( 1 ) t i ( 2 )
1− t i ( 3 )− t i ( 1 ) 1− t i ( 4 )− t i ( 2 ) ] ) ;
s e t ( gca , ’ u n i t s ’ , ’ c e n t i m e t e r s ’ )
pos = g e t ( gca , ’ P o s i t i o n ’ ) ;
t i = g e t ( gca , ’ T i g h t I n s e t ’ ) ;
s e t ( gcf , ’ P a p e r U n i t s ’ , ’ c e n t i m e t e r s ’ ) ;
s e t ( gcf , ’ P a p e r S i z e ’ , [ pos ( 3 ) + t i ( 1 )
+ t i ( 3 ) pos ( 4 ) + t i ( 2 ) + t i ( 4 ) ] ) ;
s e t ( gcf , ’ Pape rPos i t i onMode ’ , ’ manual ’ ) ;
s e t ( gcf , ’ P a p e r P o s i t i o n ’ , [ 0 0 pos ( 3 )
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+ t i ( 1 ) + t i ( 3 ) pos ( 4 ) + t i ( 2 ) + t i ( 4 ) ] ) ;
s a v e a s ( h , ’ S imula t ion_Non−mod . pdf ’ ) ;
%%%%%%%%%%% S i m u l a t i o n o f
t h e 1 s t−m o d i f i e d SDE%%%%%%%%%%%%%
X = z e r o s ( 1 , l e n g t h ( t ) ) ;
ALLX_1= z e r o s (M, l e n g t h ( t ) ) ;
X( 1 ) = 0 . 0 1 ;
f o r i =1 :M
dW = s q r t ( d t ) ∗ random ( ’ Normal ’ , 0 , 1 , 1 , l e n g t h ( t ) ) ;
f o r j =2 :N+1
X( j ) =X( 1 ) + sum ( d t ∗mu_1 (X( 1 : j −1) ) )
+sum (dW( 1 : j −1) . ∗ s igma_1 (X( 1 : j −1) ) ) ;
end
ALLX_1( i , : ) =X;
end
EXPX_1=mean (ALLX_1) ;
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