Introduction
Autonomous intelligent agents, such as robots, usually inhabit incompletely known worlds. On the one hand, a variety of low-level perception machinery, such as localization and state estimation, is needed for the robot to situate itself. On the other hand, for the robot to operate purposefully and to deliberate on its own, high-level reasoning facilities are also essential, such as knowing when to sense and how to plan in a complex dynamic world with perhaps infinitely many objects. To act in this world, then, the robot needs to know the actions at its disposal, what they depend on and what they achieve, whether they are noisy, what it is ignorant of, and (in many applications) what can be said about the other agents in the picture. The main focus of the research in my thesis (Belle, 2012) is to address some of the knowledge representation and reasoning problems in this context. More precisely, we study the following question: given a domain model Σ, how are we to check whether some property φ holds after a sequence of actions a1 through an? This is known as the projection problem, and it lies at the heart of planning and agent programming. Of course, under the simplifying assumption of the closed-world assumption and noise-free acting, this is precisely the task of checking the validity of a plan in classical planning. What my thesis is concerned with is generalizing this task in a variety of ways: (a) dropping the closed-world assumption, (b) allowing for probabilistic uncertainty and noise, and (c) assuming the presence of multiple agents.
To account for open-ended domains and infinite objects, projection is further studied in a firstorder language. This is a challenging problem: first-order reasoning is intractable in general, and empowering the modeling language to additionally support realistic concerns such as the ones mentioned leads to a significantly more complex flavor of projection. For example, in (a) above, Σ is no longer a database, and φ may be an epistemic goal, perhaps distinguishing between knowing that and knowing who. Think of an agent wanting to call Alice: it is not enough to know that Alice has a telephone number; the agent also needs to know what this number is. In (b), certain aspects in Σ might be quantified using probabilities. In (c), Σ would include an agent's beliefs about what others know, and φ might be a query of the form "will Alice know my secret after the action a is performed?"
Contributions
In service of these problems, we obtain results to address such projection tasks in a general way. Broadly, taking the view that the model of the domain Σ represents the agent's knowledge base (KB), projection is viewed as asking: if Σ is known initially, is φ (possibly an epistemic goal) believed after a1 · · · ak?
The results are proven for the situation calculus, an expressive first-order formalism for modeling dynamical systems. To reason about knowledge, especially ignorance, and to precisely capture the idea that a domain model Σ represents a KB, we appeal to the notion of only knowing (Levesque and Lakemeyer, 2001) , which enhances classical epistemic logic with a modality for "all I know." As an example, if Red(A) is in the context of this new modality, then the agent believes Red(A) but also does not believe Red(B), Red(C), ... and so a perspicuous specification of the beliefs of a KB is obtained. Most significantly, queries about knowledge, including those with quantifying-in as needed for epistemic goals, reduce to non-epistemic ones by means of a seminal result called the representation theorem (Levesque and Lakemeyer, 2001 ).
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Vaishak Belle (University of Toronto; vaishak@cs.toronto.edu) DOI: 10.1145/2685328.2685332 D Before discussing our results, we briefly mention related efforts. First, Lakemeyer and Levesque (2011) showed how only knowing can be embedded in the situation calculus. To reason effectively about actions and belief change, they show that one might regress the query, which is a form of syntactic rewriting of the query to one about the initial state, or one might progress the KB, where the KB is updated for the actions performed. Regression and progression are heavily used in planning methodologies. STRIPS technology, in fact, performs a simple form of progression. However, in general, an appeal to second-order logic is necessary because the language of the situation calculus admits nontrivial action specifications, such as moving a briefcase containing unknown objects or setting fire in an unknown environment. Second, when there are many agents in the picture, regression for an epistemic dialect of the situation calculus without only knowing has been developed previously, but this resorts to modal reasoning. Finally, projection in the presence of noise has received very little attention.
Our results are as follows:
• First-order progression. For the single agent and noise-free case, we identify conditions under which progression becomes first-order definable, by syntactically restricting action types. There is a growing literature with this agenda, but we differ in considering a firstorder language with function symbols, the progression of knowledge and knowledgelevel queries.
• Efficient progression and query evaluation. We show that for certain first-order theories with functions, progression is also efficient. For this fragment, we present a satisfiabilitybased procedure for a family of queries, including ones allowing quantification over infinite domains.
• Probabilistic uncertainty and noise. We identify new progression results in the presence of probabilistic noise. In contrast to existing progression-like notions among probabilistic formalisms (e.g. filtering), our KBs can appeal to the full expressivity of first-order logic, thus allowing probabilistic as well as strict uncertainty.
In all of the above cases, reasoning about action and knowledge reduces to first-order reasoning: actions get eliminated by progression and knowledge by the representation theorem.
• Multiagent systems. The obvious generalization to the above results would involve multiagent only knowing operators in the situation calculus so that we may inherit all of the mentioned advantages, including the reduction of knowledge. Unfortunately, even in the absence of actions, previous generalizations of only knowing to the many agent case have not been satisfactory; they are also propositional. In this thesis, we substantially improve and extend previous work to a first-order setting, generalize the representation theorem, and propose a dynamic version. We also prove a regression property, which reduces non-trivial multiagent beliefs with quantifyingin to the initial situation. Thus, here too, reasoning about knowledge and action reduces to non-epistemic non-dynamic reasoning.
An analogous progression result for the multiagent case has also been developed recently.
Conclusions
Many applications involving autonomous agents are typically open-ended, and so the assumptions following classical planning are often too restrictive. A small body of work focuses on epistemic planning, but the efforts here remain mostly propositional, and often perform modal reasoning in one form or another. Our results suggests ways to approach complex domains, including ones with infinite objects, multiple agents and noise, in an effective manner.
To summarize, in this thesis: (a) we provided formal specifications for knowledge-based reasoners in incompletely known worlds, and (b) we developed new algorithmic machinery addressing projection for these reasoners. The implementation of such systems to tackle rich planning problems is currently being investigated.
