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We theoretically study the electrokinetic transport properties of nano-uidic devices under the inuence of
a pressure, voltage or salinity gradient. On a microscopic level the behaviour of the device is quantied by the
Onsager matrix L, a generalised conductivity matrix relating the local driving forces and the induced volume,
charge and salt ux. Extending L from a local to a global linear-response relation is trivial for homogeneous
electrokinetic systems, but in this manuscript we derive a generalised conductivity matrix G from L that
applies also to heterogeneous electrokinetic systems. is extension is especially important in the case of an
imposed salinity gradient, which gives necessarily rise to heterogeneous devices. Within this formalism we can
also incorporate a heterogeneous surface charge due to, for instance, a charge regulating boundary condition,
which we show to have a signicant impact on the resulting uxes. e predictions of the Poisson-Nernst-
Planck-Stokes theory show good agreement with exact solutions of the governing equations determined using
the Finite Element Method under a wide variety of parameters. Having established the validity of the theory,
it provides an accessible method to analyse electrokinetic systems in general without the need of extensive
numerical methods. As an example, we analyse a Reverse Electrodialysis ”blue energy” system, and analyse
how the many parameters that characterise such a system aect the generated electrical power and eciency.
I. INTRODUCTION
Over the past decades, the interest in nano- and microu-
idics devices has signicantly increased as these systems are
able to control the transport of uid, and thus dissolved so-
lutes, with microscopic precision. e small scale of nanou-
idic devices leads to novel properties compared to macrou-
idic devices, allowing applications to a wide variety of dif-
ferent research elds [1, 2]. e great potential of such de-
vices is additionally aested by biological systems, which
show an amazing control over permeability and selectivity
of nanochannels [2–5].
e unique properties of nano-uidic devices derive ul-
timately from the relatively large surface to volume ratio.
ese properties make the eld of nanouidics of great im-
portance for transport in porous materials such as porous
rocks [6] and membranes [7]. Additionally, nano-uidic de-
vices oer new promising roads to desalination [8], DNA
translocation [9–11] and renewable energy harvesting [12,
13]. For instance, they have been used to convert hydrostatic
energy into electric power [14, 15] and to harvest energy
from mixing salt and fresh water by Reverse Electrodialysis
(RED) [16, 17], Pressure Retarded Osmosis (PRO) [18–20] or
Capacitive Double Layer Expansion (CDLE) [21]. All of these
nanouidic devices are based on essentially the same sys-
tem, composed of a channel with charged walls connecting
two reservoirs with dierent reservoir conditions. Recent ad-
vances highlight the great potential for nanouidics of Car-
bon Nanotubes (CNT) [22], Boron Nitride Nanotubes (BNNT)
[23] and MoS2 nanopores [24], which exhibit unique proper-
ties due to their small size and favourable electric properties.
II. TRANSPORT IN ELECTROKINETIC SYSTEMS
Fig. 1 shows a representation of a typical electrokinetic
system we will consider in this article: a cylindrical channel
with a charged surface of length ` and radius R connecting
Figure 1: A representation of a typical electrokinetic system
with an imposed (a) pressure drop ∆p > 0, (b) electrostatic
potential drop ∆V > 0 or (c) a chemical potential drop
∆µ > 0 across a cylindrical channel with length ` and radius
R. Here we consider both a positive (green) and negative
(red) surface charge. e direction of the volumetric ow
rate Q, electric current I and solute ux J depends on the
sign of the surface charge and is indicated by the arrow and
the colour. A red colour indicates that the ux is in the
opposite direction to gradient of the applied driving force.
two bulk reservoirs containing a 1:1 electrolyte at room tem-
perature. In this article we consider three dierent driving
forces for transport, a pressure drop ∆p, a voltage drop ∆V
(electro-osmosis) and a salt chemical potential drop ∆µ (i.e. a
salt concentration drop ∆ρ, diusio-osmosis) over the chan-
nel. ese driving forces can induce three dierent uxes, i.e.
currents integrated over a cross section: a volume or water
ux Q (m3/s), more commonly known as the volumetric ow
rate, a charge ux or electric current I (A) and a net salt ux
J (s−1).
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2Within linear response, we quantify the relation between
the driving forces, ∆p, ∆V and ∆µ, and generated uxes, Q,
I and J , by a conductivity matrix G,QI
J
 = A
`
G
∆p∆V
∆µ
 , (1)
with A = piR2 the cross section area. e unique properties
of nano-uidic devices ultimately derive from the non-zero
o-diagonal terms of G, which highlight the highly interac-
tive nature of nano-uidic devices. If G is known, we can
use Eq. (1) to calculate the uxes generated by any set of im-
posed driving forces. For instance, an electric short-circuit or
closed-circuit channel is obtained by electrically connecting
the ends of the channel, such that ∆V = 0. If the salinities
of the two reservoirs are dierent, i.e. diusio-osmosis, Eq.
(1) then gives the generated diusio-osmotic electric current
IDO as
IDO =
A
`
(G21∆p+G22∆V +G23∆µ) =
A
`
G23∆µ, (2)
where we furthermore assumed a ’mechanical closed-circuit’
condition, where water is free to ow (i.e. ∆p = 0).
Alternatively, it is also possible to impose the ux instead
of the applied potentials. For example, in an electric open-
circuit channel the two reservoirs are not electrically con-
nected and therefore no electric current can ow in steady
state. In this case the ux I = 0 is imposed instead of the
potential drop, but then too Eq. (1) can be used. Since ∆µ
directly generates the current IDO given by Eq. (2), the only
way to obtain a vanishing I is for the system to develop a
potential drop over the channel, commonly referred to as the
diusion potential ∆Vdif [2], such that the induced electro-
osmotic current IEO = A` G22∆V exactly cancels the diusio-
osmotic current IDO. e total current is simply the sum of
the separate contributions, Itotal = IDO(∆µ) + IEO(∆Vdif) =
0, and we nd
∆Vdif = −G23
G22
∆µ, (3)
e above two examples show that whether a ux or a driv-
ing force is imposed, in either case Eq. (1) can be used to
calculate the remaining uxes/driving forces. ere is a great
variety of imposed uxes or driving forces that result in many
dierent electrokinetic systems. Many of such electrokinetic
systems are known by specic names, see Table I, and Eq. (1)
can be used for all possible combinations of driving forces.
In this article, we will show how we can obtain the con-
ductivity matrix G from a well-known microscopic linear re-
sponse theory based by the Onsager matrix L, which we will
calculate analytically within the Poisson-Boltzmann formal-
ism. We then show how to extend L, which is in essence a
local linear-response equation, toG, which is a global linear-
response equation. In order to validate our method, we com-
pare predictions of Eq. (1) with solutions of the Poisson-
Nernst-Planck-Stokes equations obtained using Finite Ele-
ment Method (FEM). While FEM results are typically more
Boundary Conditions System
∆µ = 0, ∆p = 0,∆V 6=
0
Electro-osmosis
∆µ = 0, ∆p 6= 0, I = 0 Streaming potential
∆µ 6= 0, ∆p = 0, I = 0 Membranes/diusio-osmosis
∆µ 6= 0, ∆p 6= 0, I = 0, Pressure Retarded Osmosis &
desalination
∆µ = 0, ∆p 6= 0, I 6= 0 Mechanical energy conversion
∆µ 6= 0, ∆p = 0, I 6= 0 Reverse Electrodyalisis
∆µ = 0, Q = 0, ∆V 6= 0 Capacitive Double Layer
Expansion
Table I: Collection of electro-kinetic systems and the
associated boundary conditions, with ∆p, ∆V , and ∆µ the
pressure, voltage and chemical potential drop across the
channel, and I and Q the electric current and volumetric
ow rate through the channel.
precise, the great advantage of the proposed method is that
these are much easier to implement and do not require com-
plicated numerical techniques, and can thus be more easily
used to analyse more complex nanouidic systems. As an
example, we will use the generalised conductivity matrix G
to show how to incorporate a charge regulation mechanism
with a salinity gradient, and compare predictions of the gen-
erated current with experiments on Boron Nitride Nanotubes
[23]. e proposed framework provides a general formalism
to investigate all electrokinetic systems as listed in Table I,
but as an example we will focus on G to analyse an elec-
trokinetic system using Reverse Electrodyalisis under a wide
variety of parameters without the need for extensive numeri-
cal calculations with FEM. is analysis highlights the conve-
nience and utility of the conductivity matrix G for nanou-
idics and electrokinetic systems in general.
III. LINEAR RESPONSE ELECTROKINETIC
A well-known method to describe the transport properties
of nano-uidic channels is by the so-called Onsager matrix L
[25–29], which relates the local driving forces to the gener-
ated uxes. Within linear response theory, the induced uxes
are linear in the driving forces QI
J − 2ρsQ
 = AL
−∂zp−∂zV
−∂zµ
 , (4)
where ∂z is the derivative with respect to the lateral Cartesian
coordinate z and L is a symmetric 3×3 matrix. For electroki-
netic systems, composed of channels with charged walls in
contact with an electrolyte, L can be determined fully ana-
lytically with the Poisson-Boltzmann formalism (see Supple-
mentary Information). e ux associated to ∂zµ is the excess
salt ux Jexc = J − 2ρsQ, the total salt ux J minus the bulk
3advective salt ux, with ρs the salt concentration (salinity) at
the channel axis. Dening the Onsager matrix in terms of
Jexc rather than J ensures that L is symmetric (see Supple-
mentary Information for more information) [25–27].
e disadvantage of Eq. (4), however, is that it relates the
local driving forces to the uxes, while Eq. (1) relates the
global driving forces to the uxes. Since the global rather
than the local driving forces are experimentally imposed or
measured, in order for Eq. (4) to be useful it must be extended
to the same form as Eq. (1). is is straightforward if L is
constant throughout the channel, since then we can simply
integrate Eq. (4) along the length of the channel and nd
that L = G. is is the case when a non-zero ∆p and ∆V
is imposed, since only under extreme circumstances do these
inuence the properties of the channel. However, since the
properties of the electric double layer are strongly aected by
the salinity ρs, a non-zero ∆µ necessarily leads to a laterally
varying salinity ρs and thus a laterally varying L. In that
case, therefore, it is no longer clear how to convert Eq. (4)
to a global equation, except in the case of a small relative
change in salinity across the channel. If, however, the salinity
changes for example from 20 mM to 500 mM, as is the case
for fresh to sea water, a clear method is required to obtain the
uxes from L.
A. Global linear response
One method to obtain the uxes as a function of the global
driving forces as in Eq. (1), is to resolve Eq. (4) for every lo-
cation z for a given value of the ux. Such adjustments have
been successfully incorporated before [27, 28], but since the
local driving forces are in principle unknown, this method
gives the driving force as a function of the ux instead of
the global driving forces as Eq. (1). Since the laer is clearly
preferable, this method becomes rather cumbersome. Here
we show how to extend L to G, while retaining the conve-
nience of Eq. (1).
Figure 2: Schematic representation of an electrokinetic
system divided in innitessimally small segments of width
dz, with an applied driving force d~Fi over each segment and
a ux ~J through each segment. Each segment L(zi) and d~Fi
can locally take dierent values, but ~J is a spatial constant
in steady state.
In order to obtain G from a heterogeneous L(z) we start
from the condition that all uxes Q, I and J are, in steady
state and for non-leaky channels, constant throughout the
channel (independent of z). In order to calculate the uxes
as a function of the global driving forces, we divide the sys-
tem into innitesimally small segments of width dz, schemat-
ically represented in Fig. 2, and apply the Onsager equation,
Eq. (4), for each segment
~J = A
(
L(zi) + L
adv(zi)
)
·
(
−d
~Fi
dz
)
, (5)
where ~J = (Q, I, J) and d~Fi/dz=(∂zp, ∂zV , ∂zµ)
∣∣
z=zi
is a vec-
tor that contains all uxes and driving forces over the ith seg-
ment, respectively. Furthermore, Ladv is the bulk advective
salt ux, which accounts for the dierence between J and
Jexc,
Ladv(z) = 2ρs(z)
 0 0 00 0 0
L11 L12 L13
 , (6)
with ρs(z) the salinity at the channel axis (r = 0) at lateral
position z. Note that Ladv simply adds the local advective
salt ux 2ρsQ to the excess salt ux, since J = Jexc + 2ρsQ.
is contribution must be included because in steady state,
by virtue of the incompressibility of water and due to charge
and ion number conservation, Q, I and J and thus ~J can
not depend on z (Jexc can in principle depend on z). We can
obtain the global driving forces by summing (integrating in
the continuum limit) all d~Fi,
∆~F = −
`∫
0
dz
d~F
dz
=
1
A
`∫
0
dz
(
L+ Ladv
)−1
· ~J , (7)
where ∆~F = (∆p,∆V,∆µ) is the vector containing all global
driving forces. Inverting this equation we obtain the (con-
stant) uxes ~J as a function of the global driving forces ∆~F ,
~J = A
 `∫
0
dz
(
L+ Ladv
)−1−1 ·∆~F ≡ A
`
G ·∆~F . (8)
Here, the conductivity matrix G, as dened in Eq. (1), can
thus be obtained from L as
G−1 =
1
`
`∫
0
dz
[
(L(ρs(z)) + L
adv(ρs(z))
]−1
. (9)
As stated before, the Onsager matrix L can be determined
analytically within Poisson-Boltzmann theory, and we can
subsequently use Eq. (9) to nd the conductivity matrix G.
However, we can signicantly simplify Eq. (9) by spliing
the contributions to L in a volume (Lvol) and a surface (Lsurf )
contribution,
L = Lvol + Lsurf , (10)
where Lvol consists of all contributions of the order R0 (or
higher) and Lsurf consists of all terms proportional R−1, with
R the channel radius. We then treat the volume and surface
contributions as separate conductors incorporated in a par-
allel circuit. To illustrate this, we consider an analogous elec-
trical circuit where two resistors (conductors) are connected
4Figure 3: Analogue electrical circuit representation of an
electrokinetic system.
in parallel, as in Fig. 3. In principle, the induced uxes Q, I
and J can ow via the EDL, represented by Gsurf or via the
region outside the EDL, represented byGvol (each a sequence
of many innitesimally small conductors as in Fig. 2). ese
two are, in general, connected, represented by the dashed line
(to be precise, every innitesimal conductor is connected to
its volume/surface counterpart). We can, however, signi-
cantly simplify the system by disconnecting the surface and
volume uxes (i.e. removing the dashed line in Fig. 3), which
can intuitively be understood by realising that all radial com-
ponents of the uxes are small or negligible (such that the
interchange between volume and surface is also small). We
expect this simplication to break down for small aspect ra-
tios `/R and/or large heterogeneities across the channel.
e advantage of separating the volume and surface con-
tributions is that the total conductance is now determined
by the sum of the two separate conductances (note that Gvol
and Gsurf themselves can still originate from a laterally het-
erogeneous Lvol and Lsurf respectively). We can analytically
calculate Gvol, by evaluating Eq. (9) with Lsurf = 0 (see Sup-
plementary Information for a derivation). On the other hand,
it is not possible to determine Gsurf analytically in the same
way as Gvol. In order to obtain an analytic expression we
approximate Gsurf by Lsurf evaluated at the average salinity
ρ¯ = 1
2
(ρmin + ρmax),
Gsurf =
1
`
`∫
0
dzLsurf(z)−1
−1 ≈ Lsurf(ρ¯), (11)
where ρmin and ρmax are the salt concentration of the low
and high salinity reservoir respectively. Note that we could
also have chosen the geometric mean ρ¯geom = √ρminρmax,
but we found the arithmetic mean to provide (slightly) more
accurate predictions compared to the FEM results. e total
conductivity matrix G can then be approximated as
G ≈ Gvol +Gsurf ≈ Gvol + Lsurf(ρs = ρ¯), (12)
with Gvol given in Eq. (B4) in Supplementary Information.
As we will see below, Eq. (9) can accurately predict the FEM
results over a large range of parameter values, and Eq. (12) is
surprisingly accurate given the simplications involved.
One signicant advantage of the above formalism is that it
is straightforward to also incorporate lateral heterogeneities
other than a salinity gradient. For example, we will consider
BNNTs and CNTs in this article, which obtain their surface
charge from the adsorption of an OH− ion. Because OH−
carries a net charge, the amount of OH− adsorption depends
on the surface charge itself via a mechanism known as charge
regulation [30–32], and can be expressed as a Langmuir-type
relation
σ(z) = zσΓ
(
1 + 10−pH+pKe−eψ0(z)/kBT
)−1
, (13)
where zσ is the valency of the surface charge (zσ = −1
for OH− adsorption), pK the reaction constant of the charg-
ing mechanism, Γ is the areal density of chargeable surface
sites, and ψ0 the surface potential. e relation between σ
and ψ0 depends on the (local) salinity, given by the Poisson-
Boltzmann formalism (see Supplementary Information), such
that Eq. (13) is a self-consistency relation for the local surface
charge σ(z). Note that, for simplicity, we leave out a Stern
layer capacitance from Eq. (13). Since ψ0 is a function of ρs,
Eq. (13) implies a heterogeneous surface charge in the case
of ∆µ 6= 0 (diusio-osmosis), which is straightforwardly in-
cluded in the above formalism. e charge-regulation bound-
ary condition, however, can signicantly aect the resulting
uxes, as we will shown below, and has been shown to be
important for the interpretation of measurements on CNTs
[33, 34].
B. Entrance Eects
One nal point to address concerning G is that a density
prole ρs(z) is required in order to use Eq. (9). A straight-
forward example is of course a purely diusive (i.e. linear)
prole, although one should keep in mind that this is not nec-
essarily accurate because the prole can be inuenced by an
advective uid ow or an electric eld [35]. e density pro-
le in a nite channel is, however, also aected by entrance
eects. Due to the nite size of the channel, the salinity at
the in- and outlet of the channel is not exactly equal to reser-
voir salinities ρmax and ρmin. However, the salinity gradients
in the far eld of the reservoirs vanish, resulting in a region
at the in- and outlet, outside the channel, with a salinity dif-
ferent from ρmax and ρmin. is is conrmed by FEM calcula-
tions, which show that the salinity at the inlet is lower than
ρmax, and the salinity at the outlet is higher than ρmin (see Fig.
4). e corrections are not large, but one must keep in mind
that the conductivity of the channel is, according to Eq. (9),
most strongly aected by the smallest conductivity, i.e. the
low salinity side. A small correction at the outlet can thus
have signicant eects on the total conductivity.
Fig. 4 shows the salinity at the channel axis as determined
from FEM solutions of the PNPS equations. Even for a very
needle-shaped channel (`/R = 25), the in- and outlet salini-
ties clearly dier from the reservoir salinities. e eect be-
comes more pronounced for shorter and/or wider channels
with a small aspect ratio. For example, for `/R = 5 the outlet
salinity is a factor 4 larger than ρmin (see Supplementary In-
formation). We denote the inlet salinity as ρin and the outlet
5Figure 4: Density prole at the axis of the channel
calculated with FEM (black full line) for R = 60 nm and
` = 1500 nm. e dashed red lines indicate the inlet and
outlet salinity ρin ≈ 2 mM and ρout ≈ 24 mM, and the black
dashed lines indicate the location of the inlet
(
z = − 1
2
`
)
and
outlet
(
z = − 1
2
`
)
.
salinity as ρout, which now explicitly depend on R and ` due
to the entrance eects (see Supplementary Information for
derivation). is correction is similar (although not equal) to
the so-called access resistance [10], as it also slightly adjusts
the salinity gradient. e chemical potential drop over the
channel ∆µch is consequently not equal to the chemical po-
tential dierence ∆µ = kBT log ρmax
ρmin
between the two reser-
voirs, but actually
∆µch = kBT log
ρin
ρout
. (14)
e distinction between ∆µ and ∆µch, ρmax and ρin and ρmin
and ρouot is a small but signicant one, the more so for shorter
and wider channels.
In this article we assume a linear prole
ρs(z) = ρin −
(
1
2
+
z
`
)
(ρin − ρout), (15)
from ρin to ρout, for − 12 ` < z < 12 `, where the in- and outlet
salinities are given by (see Supplementary Information for
derivation)
ρout ≈ ρmin + R
`+ 2R
∆ρ, ρin ≈ ρmax − R
`+ 2R
∆ρ, (16)
with ∆ρ = ρmax − ρmin the salinity dierence between the
reservoirs. Note that Eq. (15) introduces an explicit depen-
dence on the channel length ` in the formalism via ρin and
ρout, as has indeed been shown to be a non-trivial parameter
for diusio-osmosis [36]. Only for innitely long channels do
we nd that ρin = ρmax and ρout = ρmin. In general, a salin-
ity prole will be aected by the uid ow and can be found
by solving the convection-diusion equation. However, the
resulting exponential prole reduces to a linear prole if the
uid ow is not too large, more precisely if the Peclet number
Pe= Q`
piR2D
= (G11∆p+G12∆V +G13∆µch)/D is signicantly
smaller than unity. is is typically the case for diusio-
osmosis, except for very large slip lengths (exceeding tens
of nanometers). In that case, the salinity prole must be ad-
justed to a prole predicted by a diusion-convection system.
C. e Onsager matrix
So far we have explained how to extend the local linear re-
sponse Onsager matrix L to a global linear response conduc-
tivity matrix G. As mentioned, L originates partially from
the surface charge of the channels walls, which can be ei-
ther imposed or spontaneously originate from chemi- or ph-
ysisorption of ions. is surface charge aracts oppositely
charged ions to, and repels equally charged ions from, the
surface, giving rise to a non-zero space charge close to the
surface called the Electric Double Layer (EDL). e EDL con-
sists of charge and concentration gradients perpendicular to
the surface which extend into the uid over a typical distance
of the Debye length λD , and therefore aects the uxes par-
allel to the surface. We assume here that the EDL is in its
equilibrium conguration before the driving forces are ap-
plied, since the EDL equilibrates typically on a timescale of
the order of nano- to microseconds [37]. is allows us to use
the solutions of Poisson-Boltzmann formalism to derive L.
In this article we will consider an electrokinetic system as
depicted in Fig. 1, with length `, radiusR, salinity ρs(z) given
by Eq. (15) and surface charge σ. e uid ow is determined
by the Stokes equation with an electric body force and the
incompressibility condition [32],
−∇p+ η∇2u+ e(ρ+ − ρ−)E = 0, ∇ · u = 0, (18)
with the slip boundary condition
b∂ruz(r = R) = uz(r = R), (19)
with the channel axis oriented in the z direction. Here p is the
hydrostatic pressure (i.e. sum of the partial solvent pressure
and osmotic pressure due to the ions), u the uid velocity
vector, η the viscosity,E the electric eld, e the proton charge,
ρ± the local cation/anion number density, b the slip length
and r ∈ [0, R] the coordinate normal to the surface. e ion
uxes are given by the Nernst-Planck equation [32],
ji = −Di∇ρi + zi Die
kBT
ρiE+ ρiu, (20)
with kB the Boltzmann constant, T the temperature and ρi,
Di, zi the density, the diusion constant and the valency of
ion species i = ±, respectively. We consider in this article a
1:1 salt, as this makes it possible to solve all equations ana-
lytically (although these are straightforwardly extended to a
6Lvol11 = −R
2
8η
(
1 +
4b
R
)
Lsurf11 = 0
Lvol12 = − ψ0 + beσ
η
Lsurf12 = zσ
eλD
2piλBηR
P1,
Lvol13 =
1
4piλBη
(
b
λD
P2 + P3
)
Lsurf13 = − λD
8piλBηR
P4,
Lvol22 =
2De2
kBT
ρs L
surf
22 =
2De2
kBT
(
2ρsλD
R
P2
(
1 +
kBT
2piλBηD
)
− β σ
R
)
+ 2e2
b
R
σ2
η
,
Lvol23 = β
2De
kBT
ρs L
surf
23 = −2De
kBT
(
σ
R
− β 2ρsλD
R
P2
)
− e
2piλBλDηR
(
zσ
4piλB
P5 + bσP2
)
,
Lvol33 =
2D
kBT
ρs L
surf
33 =
2D
kBT
(
2ρsλD
R
P2 − β σ
R
)
+
ρsλD
piλBηR
(
2P2 − 4P3 + b
λD
P 22
)
.
(17)
z:z salt). We obtain the uxes as
Q = 2pi
R∫
0
drruz,
I = 2pie
R∫
0
drr(j+,z − j−,z),
J = 2pi
R∫
0
drr(j+,z + j−,z),
(21)
for a cylindrical geometry. Note that J is the total and not
the excess salt ux Jexc.
By combining the above equations with the solutions of
Poisson-Boltzmann formalism for a 1:1 salt [2, 38], the full
3×3 Onsager matrix can be determined analytically. e ma-
jority of the matrix elements of L are already known, al-
though we do nd a contribution to Lsurf23 , the non-advective
contributions of Eq. (17), that appears to have been over-
looked in previous studies [23, 39]. It is an important contri-
bution that cannot be ignored, and is in fact required by the
symmetry of L. is term is intimately linked to the hetero-
geneity of the EDL: since the Debye length λD is a function of
z, diusio-osmosis generates a lateral component to the elec-
tric eld which contributes to the generated uxes (see Sup-
plementary Information for detailed discussion of this sub-
tle contribution). For the sake of completeness, however, we
present not just L32 but the full 3×3 matrix.
Eq. (17) shows the Onsager matrix elements, with λB =
e2
4pikBT
the Bjerrum length and λD = (8piλBρs)−1 the Debye
length,  the permiivity of water, ψ0 the surface potential,
zσ the sign of the surface charge, D = 12 (D+ +D−) the aver-
age ion diusion constant and β = D+−D−
D++D− the mobility mis-
match. e constants Pi are positive numbers and function
of ρs, σ and ψ0 only. For small surface charge, 2piλBλDσ  1,
all these constants scale as Pi ∼ σ2 ∼ φ20, while for large sur-
face charge, 2piλBλDσ  1, P1 ≈ pi2/2, P2 ∼ σ, P3 ∼ |φ0|,
P4 ≈ pi2/4 and P5 ∼ σ. ese constant are solutions to rather
involved integrals, and the full expressions and their deriva-
tions can be found in the Supplementary Information. Note
that Lvol12 and Lvol23 change sign if σ changes sign, while Lvol13
does not. is is directly reected in Fig. 1, which shows that
Q and J are always in the same direction while the direction
of I with respect to Q and J depends on the sign of σ.
Most elements are known by specic names, for example
in the context of electro-osmosis [32] and diusio-phoresis
[40]; L11 is inversely proportional to the uidic impedance
Zch =
`
piR2L11
, L12 is proportional the streaming conductance
Sstr =
piR2
`
L12, L13 is proportional to the diusio-osmotic
mobility DDO = kBTL13, L22 is the electric conductivity of
the channel and L23 the diusio-osmotic conductivity.
IV. VALIDATION CONDUCTIVITY MATRIX
Now that we have set up a formalism to extend the micro-
scopic theory, represented by L, to the global electrokinetic
properties, represented by G, we can compare the predic-
tions of Eq. (9) and Eq. (12) with the FEM solutions of the
Nernst-Planck equations (18)-(20) calculated using COMSOL
Multiphysics, in order to validate the applicability of G via
Eq. (9) and Eq. (12). Here we will only focus on the diusio-
osmosis, as this inevitably includes signicant lateral hetero-
geneities, for both a short-circuit and an open-circuit system
as discussed above (Eq. (2) and Eq. (3)).
Fig. 5 shows the dependence of the average uid ve-
locity u¯ = Q/(piR2), electric current I and salt ux J on
ρmax/ρmin ∈ [1, 100], with ρmin = 1 mM, for NaCl from the
FEM calculations compared to the predictions of Eq. (12)
(blue) and Eq. (9) (black), both for a short-circuit (a)-(c) and an
open-circuit (d)-(f) system, for a charge regulation boundary
condition with σ(ρs = 1mM) = −0.05 e/nm2 (Eq. (13) with
pH-pK=0.05), b = 0 nm, R = 60 nm, ` = 1.5 µm, ρmin = 1
mM, DNa = 1.33 × 10−9 m2/s and DCl = 2.03 × 10−9 m2/s
(β = −0.21). Fig. 5 shows that Eq. (9) is very accurate in
reproducing the FEM results. In all cases, Eq. (12) is less ac-
curate than Eq. (9) but oen surprisingly accurate given its
simplications, especially if ρmax/ρmin . 10 in both short-
circuit and open-circuit conditions. e agreement in the
open-circuit case thus shows that, even if there are multiple
driving forces (i.e. both ∆V 6= 0 and ∆µ 6= 0) the formalism
remains accurate. We have furthermore compared the pre-
7Figure 5: e short-circuit electric current I , open-circuit potential ∆Vdif , average uid velocity u¯ = QpiR2 and salt ux J as a
function of ρmax/ρmin. e red line represents the FEM results, the blue line the prediction of (12) and the black line (9) for
σ(ρs = 1mM) = −0.05 e/nm2 ((13)), R = 60 nm, b=0, β = −0.21 (NaCl) and ρmin = 1 mM for short-circuited (a)-(c) and
open-circuit (d)-(f) system.
dictions and the FEM calculations for a non-zero slip length
(b = 10 nm), smaller radius (R = 40 nm), higher surface
charge (σ = −0.1 e/nm2), smaller channel length (` = 375
nm) and higher minimum salinity (ρmin = 20 mM) and found
good agreement for all parameter variations (see Supplemen-
tary Information). In addition, Fig. 5(d) shows that in an
open-circuit system ∆Vdif changes sign for large ∆µ since
IDO changes sign in the short-circuit case (IDO changes sign
due to the competition between Lsurf23 and Lvol23 ). Moreover,
Fig. 5(e) shows that the uid ow rst decreases, than in-
creases and even changes sign with increasing ρmax/ρmin.
is is the result of an intricate balance between diusio-
osmosis due to ∆µ and electro-osmosis due to ∆Vdif . e bal-
ance between the diusio-osmotic and electro-osmotic driv-
ing forces depends strongly on β, and is thus very dierent
for KCl (β = 0) than for NaCl (β = −0.21), and additionally
depends on zσ . Both of these behaviours are in agreement
with experimental observations and interpretations [10, 41].
Recent experimental advances allow for direct compari-
son between theory and experiments for these kind of sys-
tems. For instance, measurements on osmotic power genera-
tion using a single boron nitride nanotubes (BNNT), carbon
nanotubes (CNT) and MoS2 nanopores, have been shown to
surpass older RED technologies based on much thicker mem-
branes [42]. With the theory presented here, we can directly
compare with recent experiments. Fig. 6 shows the (short-
circuit) diusio-osmotic current IDO, for both a constant
charge and a charge regulating boundary condition Eq. (13),
as a function of the salinity ratio ρmax/ρmin for a nanochannel
with ρmin = 1 mM, σ(ρs = 1mM) = −0.25 e/nm2, R = 40 nm,
b = 3 nm and ` = 1250 nm, which can be directly compared to
the diusio-osmotic current measurements on BNNT by Siria
et al. [23]. Here, σ(ρs = 1mM) was chosen such that simi-
lar IDO values were obtained. First of all, it is evident from
Fig. 6 that, especially for large ρmax/ρmin, the charge regula-
Figure 6: e diusio-osmotic current IDO for KCl as a
function of the salinity drop over the channel according to
Eq. (12) (blue) and Eq. (9) (black) for both a constant charge
(CC, dashed) and charge regulation (CR, full) boundary
condition. For both CC and CR,
σ(ρs = 1mM) = −0.25 e/nm2, ρmin = 1 mM, R = 40 nm,
b = 3 nm and ` = 1250 nm. e inset shows the surface
charge as a function of the lateral position z.
tion boundary condition has a signicant eect on the pre-
dicted electric current. A charge regulation boundary condi-
tion (Eq. (13)) and the small slip length b = 3 nm of BNNTs
[43] are sucient to obtain very similar values for IDO (order
0.1 to 1 nA), but with a surface charge more than an order of
magnitude smaller than estimated by Siria et al. [23]. Note
that the contribution from the slip length, which, for large
σ, scales with σ2 (see Eq. (17) and associated text), becomes
increasingly dominant for increasing σ (but was taken b = 0
in by Siria et al. [23]). Even a relatively small slip length
8of b = 3 nm can therefore signicantly aect the predicted
uxes. Note furthermore that σ varies signicantly as a func-
tion of the channel position z, see inset Fig. 6, which explains
why the charge regulation boundary condition gives a larger
IDO compared to the constant charge boundary condition,
and furthermore emphasises the importance of even a small
but nite b.
e surface charge σ(ρs = 1 mM) = −0.25 e/nm2 is much
smaller that the value obtained from conductivity measure-
ments on BNNT by Siria et al. [23]. It has recently been
shown, however, that the adsorbed OH− contributes signi-
cantly to the conductivity and other properties of the chan-
nel [44]. Conduction via the Stern layer is not included in
the current model, but an increased conduction will proba-
bly only lower the predicted surface charge even more. We
have recently developed models for mobile surface charges
[45, 46], and incorporating these in the current theory is sub-
ject of future research.
V. REVERSE ELECTRODIALYSIS
Having established the accuracy of the theoretical frame-
work of derivingG from L, we can use the derived equations
to analyse the wide variety of dierent electrokinetic systems
(Table I) without the need for full FEM calculations (or other
extensive numerical analyses) for each system separately. All
electrokinetic systems are essentially described by G, the
only dierence being the boundary conditions. As an exam-
ple, we will use the conductivity matrix G to analyse a sin-
gle channel using Reverse Electrodialysis (RED), which are
essentially intermediate between a short-circuit and open-
circuit system.
Figure 7: Schematic representation of an RED circuit, where
a diusio-osmotic system is embedded in an electric circuit
with a resistance Rs.
e electrokinetic RED system, schematically represented
in Fig. 7, is embedded in an electric circuit and thus allows a
non-zero current I = IRED to ow through the system. How-
ever, the circuit also contains an (Ohmic) resistance Rs that
harvests the electric energy, which requires a potential drop
∆V in order for a non-zero current to ow. Assuming thatRs
can be chosen freely, we will assume that Rs is chosen such
that the generated electric power is optimised (as opposed
to the energy conversion eciency). It is straightforward to
show that the generated power is maximised whenRs equals
the resistance of the channel Rch = `piR2G22 [10, 17], which
xes the current to half the short-circuit current Eq. (2),
IRED =
1
2
IDO =
1
2
piR2
`
G23∆µch, (22)
with IDO the short-circuit current, Eq. (2). Note that the re-
sulting potential over the channel ∆V = IRs is half the open-
circuit (diusion) potential ∆Vdif , Eq. (3), and that we must
use ∆µch, the chemical potential drop over the channel, in-
stead of ∆µ to determine IDO. is allows us to write the
maximum generated areal power density PRED as
PRED =
PRED
piR2
=
I2DORch
4piR2
=
1
4
(∆µch)
2
`
G223
G22
, (23)
where PRED is the generated electric power. Eq. (23)
shows that the power density is inversely proportional to the
length `, which (partially) explains the potential of nanopores
[24] compared to nanochannels, let alone microchannels. A
smaller length decreases Rch (and Rs is decreased accord-
ingly) but increases the salinity gradient and thus IDO. e
energy conversion eciency can be found by dividing the
generated electrical power by the osmotic free energy dissi-
pated by the mixing of the two solutions [27, 28],
αRED =
PRED
Jexc∆µ
=
PRED
J∆µ− 2∆ρQ, (24)
see Supplementary Information for a derivation why αRED is
dened with Jexc and ∆µ instead of J and/or ∆µch. Whether
it is ”beer” to maximise the power or the eciency depends
on the goal and the available resources. In the case of diusio-
osmosis both fresh and salt water are available in abundance
where rivers ow into the sea, so it makes sense to optimise
for the generated power. A similar analysis can be performed
for mechanical energy conversion, where a pressure drop ∆p
is used to generate an electric current (via G12), but osmotic
energy converters have been shown to be able to produce
more energy at a higher conversion eciency [14, 15].
On the basis of Eq. (23) and Eq. (24), we are in the posi-
tion to use the conductivity matrixG to investigate the eect
of system parameters on the RED performance without the
need to run intensive FEM or other numerical calculations
for each parameter set. As mentioned, two materials have
shown great potential for osmotic energy conversion: CNTs
and BNNTs. e reason for the success of the former is be-
lieved to be related to the small friction of water with the
surface, i.e. a large slip length b, [43, 47–49], while for the
laer the large surface charge is believed to be main cause
[23], in addition to the large conductivities shown by both
[23, 34, 44, 48]. For both materials, we assume a charge reg-
ulating boundary condition as in Eq. (13). ere are many
parameters to investigate, but here we will focus on 4 main
aspects: the surface charge density σ, the slip length b, the
9minimum salt concentration ρmin and the mobility mismatch
β.
As an example we will investigate a nanochannel with
R = 40 nm, although it should be kept in mind that for RED a
smallerR generally results in a higher PRED and αRED. How-
ever, the slip length of CNTs is known to vary withR [49], so
a constant R allows us to assume a constant b for this analy-
sis. We will use bBNNT = 3 nm as the slip length for BNNTs
[43] and bCNT = 30 nm for the slip length of CNTs [43, 49].
Figure 8: e RED generated power PRED (a) & (b) and
eciency α (c) & (d) for KCl (a) & (c) (β = 0) and NaCl (b) &
(d) (β = −0.21) as a function of the surface charge at ρs = 1
mM, for channel lengths ` = 1.5µm, ρmax = 25 mM,
ρmin = 1 mM (so ∆µ = kBT log 25) and radius R = 40 nm
(R ≈ 4λD,min). e doed black line represent b = 0, the red
dashed line represents b = 3 nm (BNNT) and the full blue
line represents b = 30 nm (CNT).
Fig. 8 and Fig. 9 show the RED power and eciency for
ρmin = 1 mM and ρmin = 20 mM, respectively, for both KCl
(a) & (c) (β = 0) and NaCl (b) & (d) (β = −0.21), for b = 0
(black doed), b = 3 nm (red dot-dashed) and b = 30 nm
(blue full) as a function of σ. e horizontal axis represents
the surface charge σ at ρs = 1 mM. e surface charge of both
BNNT and CNT surfaces originate from an OH− adsorption
reaction [23, 34, 44] and strictly only takes negative values.
Positive values are included (H+ adsorption), however, for a
more complete analysis. ere are a few observation we can
make from these gures.
First of all, a comparison of the black (b = 0), red (BNNT,
b = 3 nm) and blue (CNT, b = 30 nm) shows that not only a
large but also a moderate slip length b has a signicant eect
on the electrokinetic properties of the system, as was also
noted for mechanical energy conversion [50]. is conrms
that the large slip length of CNTs makes these nanochannels
so promising. In addition, Fig. 8 conrms the point empha-
sised above, that even a small b can have signicant eects
on the current through the channel, especially for large σ.
Secondly, we see that the predicted power can signicantly
dier between KCl and NaCl, especially for large ρmin, shown
in Fig. 9. Many experiments are performed with KCl, but it
is not a priori clear whether these results can be extrapolated
to NaCl (the main species of salt for large-scale applications
of RED). e dierence between these two salts originates
Figure 9: As in caption Fig. 8, but with ρmax = 500 mM and
ρmin = 20 mM.
from the mobility mismatch, βKCl ≈ 0 and βNaCl ≈ −0.21,
which not only aects the resulting uxes but also breaks
the charge inversion symmetry (see Eq. (17)). If NaCl is the
main constituent of the electrolyte, a positively charged sur-
face is more eective than a negatively charged surface: a
negatively charged surface will aract the cations to the sur-
face, but Na+ has a lower mobility than Cl−. e EDL thus
has a lower overall mobility if σ < 0 than if σ > 0. is pro-
vides a general rule that RED systems generate more power
at a higher eciency if zσβ < 0, because then the ion with
the highest mobility is the most abundant in the EDL.
A comparison of Fig. 8 and Fig. 9 furthermore empha-
sises the point that the generated power and eciency do
not purely depend on the concentration ratio (i.e. ∆µ), but
are both a function of the the separate salinities ρmin and
ρmax [17]. is is especially true for NaCl, for which the bro-
ken inversion symmetry is signicantly more apparent for
ρmin = 20 mM (Fig. 9) than for ρmin = 1 mM (Fig. 8). Espe-
cially if b = 0, the dierence between the two cases is very
pronounced (compare black doed line Fig. 8(b) & (d) and Fig.
9(b) & (d)). e dependence on ρmin can be understood by the
fact that Lvol23 , and consequently G23 and IDO, increase with
βρs (see Eq. (17)). All slip-length contributions are, however,
independent of ρs, and all scale as bσ2 for large σ (see Eq.
(17)).
We also nd that the generated power for ρmin = 20 mM
and ρmax = 500 mM is higher than for ρmin = 1 mM and
ρmax = 25 mM if b = 0, especially for NaCl with σ > 0.
However, the eciency αRED is nearly an order of magni-
tude higher for ρmin = 1 mM than for ρmin = 20 mM, even
though the chemical potential drop ∆µ is the same in both
cases. Both can be understood by the increased role played
by the volume contributions Lvol of Eq. (17). ese contri-
butions scale with ρs, so an increased ρmin naturally leads
to a larger IDO (if β 6= 0 via Lvol23 ) and thus a larger PRED.
Similarly, the total salt ux J increases with ρmin (Lvol33 ∝ ρs)
which, in turn, decreases αRED (see Eq. (24)).
Finally, note thatPRED andαRED develop a minimum, with
a minimum value of zero, for NaCl with a small negative sur-
face charge. is minimum shis to larger values of σ if ρmin
increases, since this minimum is given by the value of σ for
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which the volume and surface contributions to I cancel. If
we take the surface charge of CNTs at ρs = 1 mM to be
σ = −(0.03 − 0.1) e/nm2 [48, 49], we even nd that CNT
are typically not far removed from the minimum observed
in Fig. 9. We should note, however, that the location of this
minimum depends on systems parameters such as R and b,
so this does not mean that CNTs should not be used for RED.
It does, on the other hand, stress the important point that β,
σ (including its sign) and ρmin are important parameters to
keep in mind when optimising a given channel.
Note that our values forPRED are of the same order of mag-
nitude as measurements on BNNTs [23]. ese values are
also consistent with measurements on nanopores [24], where
they found PRED three orders of magnitude higher than for
micron-thick membranes, with ` three orders of magnitude
lower. e predictions do certainly depend on the radius R,
as RED typically generates more power per unit area and is
more ecient for smaller R [17]. e present analysis, how-
ever, emphasis the point that dierent systems with diering
R, ρmin, σ (including its sign), b and β, are optimised dier-
ently. ere is of course an immense variety when it comes
to nanochannels, but the framework presented in this arti-
cle provides an accessible method with which these channels
can be analysed. Moreover, the framework can be further im-
proved, for example for smaller R, because the most restrict-
ing assumption of the Onsager matrix presented in this ar-
ticle, Eq. (17), is the assumption of non/weakly-overlapping
EDLs, meaning that Eq. (17) is viable for R & 12 nm for
ρmin > 10 mM. ere is no general analytic theory for the
matrix elements of L for arbitrary λD/R, but it is possible to
take the thin-pore limit (λD  R) of the Poisson-Boltzmann
formalism to obtain analytical solutions [51]. In addition,
the Poisson-Boltzmann formalism typically breaks down for
ρs > 100 mM, but there are theories to improve on Poisson-
Boltzmann [52, 53]. Lastly, as already stated, it has been
shown that surface conduction plays an important role for
BNNTs and CNTs [44], which can further aect the (quanti-
tative) predictions of the theory. is will be the subject of
future research.
VI. SUMMARY & CONCLUSION
In conclusion, we have presented a method to fully analyse
the transport properties of electrokinetic channels driven by
a pressure gradient, an electric eld or a salinity gradient. We
have calculated the full 3×3 Onsager matrix L which gives
the volumetric ow rate, electric current and salt ux for a
given (set of) driving force(s), which to be best of our knowl-
edge was absent in the current literature. is includes an
important contribution to the diusio-osmotic electric cur-
rent that has so-far been overlooked. We then presented two
methods to extend the local linear-response Onsager matrix
L to a global linear-response conductivity matrix G, which
can incorporate lateral heterogeneities. is furthermore al-
lowed us to include more complex boundary conditions such
as charge regulation boundary condition. We compared the
predictions of the theory with numerically exact (Finite Ele-
ment Method) solutions of the Poisson-Nernst-Planck-Stokes
equations, which showed the remarkable accuracy of the
theory under varying parameters and boundary conditions.
Charge regulation was shown to have a signicant eect on
the predicted uxes, and thus on the interpretation of recent
experiment on nanochannels.
Having established the accuracy of the conductivity matrix
G, we used it to analyse Reverse Electrodialysis without the
need to use extensive numerical calculations such as FEM. We
compared typical values for Carbon Nanotubes and Boron
Nitride Nanotubes, and showed, for example, that such sys-
tems behave dierently when KCl is used compared to NaCl.
Most notably, in the case of NaCl we showed that negatively
charged surfaces such CNTs and BNNTs are signicantly less
eective than positively charged surfaces, especially if salin-
ities like those of fresh and sea water are used. We further-
more emphasised that the produced power does not solely
depend on the chemical potential drop across the channel,
but on the reservoir salinities separately. We thus found that
systems with dierent surfaces charge, dierent type of salt
and salinities are optimised dierently. Electrokinetic sys-
tems present a very large parameter space, too large to fully
explore here, but for this reason electrokinetic systems repre-
sent a great variability and applicability. e framework pre-
sented in this article provides an insightful and convenient
method to analyse them.
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Supplementary Information
Appendix A: Dissipation & symmetry Onsager Matrix
In general, we can dene an Onsager matrix between a
set of uxes and associated driving forces. However, as men-
tioned in the main text, the Onsager matrix is only symmetric
if the driving force and associated ux are congruent, i.e. that
the dissipation rate is given by the product of the ux and the
driving force [25, 26]. We can write the dissipation rate T S˙
as [27]
T S˙ = −
2∑
i=0
ji∆νi, (A1)
where ∆νi is the total electrochemical potential dierence of
the ith species between the two reservoirs and i = 0 for the
solvent, i = 1 for the cation and i = 2 for the anion. We can
write down the electrochemical potential of the ions as
∆νi = vi∆p+ ∆µi + zie∆V, (A2)
with vi, ρi and zi the volume of a particle, the density and the
valency of species i, ∆p the pressure drop, ∆V the voltage
drop and ∆µi = kBT∆(log ρi) the chemical potential drop
across the channel. Note that ∆µ1 = ∆µ2 due to the charge
neutrality of the reservoirs. We assume the solvent to be in-
compressible, and therefore we can write the partial solvent
pressure ∆p0 as
∆ν0 = v0∆p0. (A3)
Now we can use van ’t Hos law to write the total pressure
p as
p = p0 + Π = p0 + 2ρskBT, (A4)
with Π the partial solute pressure. Note that in equilibrium, p
is constant even if Π is not. Now we can write the dissipation
rate as
T S˙ = −j0v0∆p0 − (j1v1 + j2v2)∆p− J∆µ− I∆V,
= −Q∆p+ j0v0∆pi − J∆µ− I∆V,
(A5)
where we have dened the volume uxQ = j0v0+j1v1+j2v2,
solute or salt ux J = j1 + j2, charge ux I = e(j1 − j2) and
chemical potential drop ∆µ = kBT∆(log ρs) (equal for both
ions due to charge neutrality in the bulk). For dilute solutions
we have that Q ≈ j0v0, and we can rewrite
T S˙ = −Q∆p+ 2kBTQ∆ρs − J∆µ− I∆V
= −Q∆p−
(
J − 2kBTQ∆ρs
∆µ
)
∆µ− I∆V,
= −Q∆p− Jexc∆µ− I∆V,
(A6)
where we have identied the excess salt ux Jexc
Jexc = J − 2kBTQ∆ρs
∆µ
. (A7)
In order for L to be symmetric, Jexc is congruent to ∆µ. Ad-
ditionally, (A7) shows how to obtain the total salt ux J from
the excess salt ux Jexc even if ∆µ 6= 0. Note that
lim
∆ρs→0
kBT
∆ρs
∆µ
= lim
∆ρs→0
kBT
∆ρs
log
(
1 + ∆ρs
ρ1
) = ρs, (A8)
with ∆ρs = ρ2 − ρ1 the salinity drop over the channel. (A7)
is therefore also valid if ∆µ = 0.
Appendix B: DerivationGvol
e volume contribtions of the Onsager matrix are given
by
Lvol =
 L11 0 00 me2ρs meβρs
2ρsL11 2(meβ + L12)ρs 2(m+ L13)ρs
 , (B1)
with m = D++D−
2kBT
the salt mobility, with the inverse
(
Lvol
)−1
=

1
L11
0 0
− β
∆
−m+ L13
2me∆
1
ρ(z)
β
2∆
1
ρ(z)
e
∆
β(me+ L12)
2me∆
1
ρ(z)
− e
2∆
1
ρ(z)
 , (B2)
with ∆ = β2(me + L12) − e(m + L13) a constant. Given a
linear ρs(z) = ρ1 + z`∆ρ, with ∆ρ = ρ2 − ρ1, we have that
`∫
0
dz
1
ρs(z)
= `
log ρ2
ρ1
∆ρ
, (B3)
and we nd, with ∆µ = kBT log ρ2ρ1 , that
Gvol =
1
`
 `∫
0
dzL−1(σ = 0)
−1
=
 L11 0 00 2De2 ∆ρ∆µ 2De∆ρ∆µβ
kBT∆ρ
∆µ
L11 2(De+ kBTL12)
∆ρ
∆µ
β 2(D + kBTL13)
∆ρ
∆µ

(B4)
Appendix C: Entrance eects
As mentioned in the main text, the salinity at both ends
of the channel are not equal to the salinities imposed on the
bulk, ρmax and ρmin. e eect is not necessarily strong, but a
small change in especially the low salinity can have a signif-
icant eect on the (local) conductivity. It is therefore impor-
tant to take these entrance eects into account, and the pre-
dictions are indeed much more accurate if we do. We cannot
solve for the concentration prole exactly (due to the com-
plicated uid ow en electrostatic potential prole), but we
can get a good estimate by assuming that the concentration
prole outside the channel drops o over a typical distance
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R. Since the diusion equation has no intrinsic length scale,
the geometric lengthR should characterise the concentration
gradients outside the channel. erefore we approximate
ρout ≈ ρmin +R∂zρs,
ρin ≈ ρmax −R∂zρs,
(C1)
where ρout is the salinity at the outlet (low salinity side) and
ρin the salinity at the entrance (high salinity side). Note that
the salinity gradient must be expressed in terms of ρout and
ρin, ∂zρs = ρout−ρin` which we can plug into (C1) and solve
for ρout and ρin to nd
ρout ≈ ρmin + R
`+ 2R
∆ρ,
ρin ≈ ρmax − R
`+ 2R
∆ρ,
(C2)
where ∆ρ = ρmax − ρmin is the imposed salinity drop across
the channel. As has been shown in the main text, the en-
Figure 10: Density prole at the axis of the channel
calculated with FEM (black full line) for KCl,
DK+ ≈ DCl− = 2× 10−9 m2/s, R = 60 nm and ` = 300 nm.
e dashed red lines indicate the inlet and outlet salinity
ρin ≈ 22 mM and ρout ≈ 4 mM, and the black dashed lines
indicate the location of the inlet (z = − 1
2
`) and outlet
(z = − 1
2
`).
trance eect are relevant even for needle-shaped channels.
As the aspect ratio increases, however, the entrance eects
become even stronger. For example, Fig. 10 shows the en-
trance eects for a channel with R = 60 nm and ` = 300
nm. Here we see that ρin is almost a factor 5 larger than ρmin,
signicantly aecting the total conductivity.
Appendix D: Validation theory: parameter variation
Below we will show the validation of the presented the-
ories under several parameter variations, for the diusio-
osmotic current IDO, average uid velocity u¯ = QDOpiR2 and salt
ux JDO. e red line represents the FEM results, the blue
line the analytic approach (Eq. 12), the black line exact ap-
proach (Eq. 9). e numerical uncertainty of IDO increases
with ρmax/ρmin, and is typically of the order of a few pico
Ampe`res for ρmax/ρmin = 25, i.e. typically much smaller than
the size of the symbols. e gures below use the parameter
set σ = −0.05 e/nm2, R = 60 nm, ` = 1.5µm, b=0 nm, and
ρmin = 1 mM with a constant charge boundary condition, but
with every gure one exception stated in the caption.
Figure 11: NaCl (a)-(c) KCl (d)-(f), with a charge regulation
boundary condition (13) and the parameter set stated in the
text.
Figure 12: NaCl (a)-(c) KCl (d)-(f), with σ = −0.1 e/nm2 and
the parameter set stated in the text.
Figure 13: NaCl (a)-(c) KCl (d)-(f), with ρmin = 20 mM and
the parameter set stated in the text.
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Figure 14: NaCl (a)-(c) KCl (d)-(f), with R = 40 nm and the
parameter set stated in the text.
Figure 15: NaCl (a)-(c) KCl (d)-(f), with ` = 0.375µm and the
parameter set stated in the text.
Figure 16: NaCl (a)-(c) KCl (d)-(f), with b=10 nm, and
ρmin = 1 mM and the parameter set stated in the text.
Appendix E: COMSOL simulation
2 10
3 9
6
5 7
1
4 8
Figure 17: Domain on which the governing equations are
solved numerically with the boundaries marked (boundary
conditions explained in the text.
For each simulation domain use the boundary conditions.
1 (Red) Axis of rotational symmetry. All normal deriva-
tives and velocities are zero, n·∇ρi = 0 = n·∇ψ = n·u
2 (Dark blue) Inlet reservoir, where we x the pressure
p = ∆p, salinities ρ± = ρmax and potential ψ = ∆V
3,9 (Green) To simulate an innite bulk, we impose no-slip
boundary conditions uz = 0 on the side of the bulk if
∆p 6= 0, and otherwise an open boundary (force free
boundary), and impose a xed salinity (ρ± = ρmax for
3 and ρ± = ρmin for 9).
4,8 (Cyan) Hard walls with slip boundary condition
ns · ∇ut = but (with ut the tangential component of
the velocity), zero-charge n · ∇ψ = 0 and no-ux
boundary conditions, n · Ji = 0
5,6,7 (Black) e charged wall. e same boundary condi-
tions as 4/8 except for a charged boundary condition
n · ∇ψ = −σ

, with  the permiivity and the surface
charge σ determined by the wished boundary condi-
tion (constant charge, charge regulation etc.).
10 (Orange) Outlet reservoir, ρ± = ρmin, ψ = 0 and an
open-boundary condition for the uid.
Appendix F: e Onsager matrix
1. Poisson-Boltzmann identities
For the calculation of L we assume that channel radius R,
is signicantly larger than the Debye length. is allows us to
signicantly simplify the equations in cylindrical coordinates
for quantities evaluated close to the surface. In this case, we
make a coordinate transformation s = R− r such that
∇2f = 1
r
∂
∂r
(
r
∂f
∂r
)
≈ ∂
2f
∂s2
,
R∫
0
dr2pirf(r) ≈ 2piR
R∫
0
dsf(s),
(F1)
for any function f(r) that only takes non-zero values inside
the EDL. erefore, if we are only considering quantities in-
side the EDL all calculations are basically the same if we con-
sider a cylinder or parallel plate geometry, except for a pref-
actor. e parallel plate expressions can be found by simply
substituting piR → H , with H the plate separation. e er-
ror for the cylindrical geometry is of the order of λD/R, but
for the parallel plate geometry the only error occurs as soon
as the EDL signicantly overlap. e expressions for L pre-
sented below assume non-overlapping EDLs. However, the
theory remains accurate even for weakly-overlapping EDLs,
since in that case the density proles and electrostatic poten-
tial are very well approximated by the sum of the individual
EDLs.
First we give the equilibrium Gouy-Chapmann expres-
sions for a 1:1 salt [2, 38] that we assume to hold for the
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electric double layer, where κ = λ−1D is the inverse Debye
length, σ the density of surface charges, zσ the sign of the
surface charge, φ0 the dimensionless surface potential and
σ∗ = (2piλBλD)−1.
φ(s) = 4 arctanh(γeκs) = 2 log
1 + γe−κs
1− γe−κs ;
γ = tanh
1
4
φ0 =
σ∗
σ
(√
1 +
( σ
σ∗
)2
− 1
)
,
ρ± = ρse
∓φ;
σ
σ∗
=
2γ
1− γ2 ; 4ρsλD = σ
∗;
σ = σ∗ sinh
1
2
φ0;
σγ =
√
σ∗2 + σ2 − σ∗ = 4ρsλD(cosh 1
2
φ0 − 1).
(F2)
Next, we dene a set of integrals as a function of the EDL po-
tential which we encounter in the calculation of the Onsager
coecients. Each of these integrals are dened such they are
positive, and each of these can be calculated analytically us-
ing the 1:1 Poisson-Boltzmann expressions, (F2).
P1 =
zσ
λD
∞∫
0
dsφ(s) = 2 (Li2(|γ|)− Li2(−|γ|)) ,
P2 =
1
λD
∞∫
0
ds(coshφ(s)− 1) = 2(cosh 1
2
φ0 − 1)
=
√
σ∗2 + σ2 − σ∗
2ρsλD
,
P3 =
1
λ2D
∞∫
0
dss(coshφ(s)− 1) = 4 log cosh 1
4
φ0,
P4 =
1
λ3D
∞∫
0
dss2(coshφ(s)− 1) = 2Li2(γ2),
P5 =− zσ
λD
∞∫
0
ds(φ− φ0)(coshφ− 1) =
=2zσ
(
2 sinh
1
2
φ0 − φ0
)
= 4
|σ|
σ∗
− 2|φ0|,
P6 =− 1
λD
R∫
0
ds(coshφ− 1) log (1− γ2e−κs)
= 2P3 cosh
2 1
4
φ0 − P2,
P3P2 − 2P6 = 2P2 − 4P3.
(F3)
e rst integral P1 can be solved by rewriting φ(s) in terms
of the polylogarithmic function Li1, and for the integrals P2-
P6 we can use the Poisson-Boltzmann identities
φ(s) = 2 log
1 + γe−κs
1− γe−κs = −Li1
(
γe−κs
)
+ Li1
(−γe−κs) ,
2(coshφ− 1) = 4γe
−κs
(1− γe−κs)2 −
4γe−κs
(1 + γe−κs)2
.
(F4)
2. Calculation L11
Poiseuille ow through a cylindrical channel is given by
uz(r) = −∂zp
4η
(
R2 − r2 + 2Rb) (F5)
is allows us to nd the volumetric ow rate and thus the
rst Onsager coecient
L11 =
1
piR2
QS
−∂zp =
`
piR2∆p
R∫
0
dr2piru(r) = −R
2
8η
(
1 +
4b
R
)
,
(F6)
where ∂zp = −∆p/`.
3. Calculation L12
e generated charge current due to uid ow is given by
IS = 2pie
r∫
0
drrρe(r)u(r). (F7)
We use the Poisson equation to eliminate ρe, and then use
partial integration twice to obtain
IS =− 2piR
−∂sψ(0)u(0) + ψ(0)∂su(0) + R∫
0
dsψ∂2su
 ,
= −2piR∂zp
4η
(
−eσ

2bR− 2Rψ0 + zσ kBTλD
e
P1
)
.
(F8)
Here we used Gauss’ law ∂sψ(0) = −σ, with σ the areal
density of surface charges, and that ∂2su = ∂zp/(4η) from
(F5). Additionally, we dened ψ0 = ψ(0) as the surface po-
tential and P1 is one of the Poisson-Boltzmann integrals de-
ned above (Eq. F3). Note that P1 is a positive, dimensionless
number which is still a function of the surface charge. We can
now write the next Onsager coecient as
L12 =
1
piR2
IS
−∂zp = −
ψ0 + beσ
η
+ zσ
eλD
2piλBηR
P1, (F9)
4. Calculation L31
Lastly, we must calculate the ion ux JS,exc = Js − 2ρsQS ,
given by
Jexc,S = JS − 2ρsQS = 2pi
R∫
0
drr(ρ+ + ρ−2ρs)u
= 2pi
R∫
0
drr(ρ+ + ρ− − 2ρs)u.
(F10)
is integral can now straightforwardly be rewrien as
Jexc,S =
piρs∂zp
η
R
R∫
0
ds(coshφ(s)− 1) (2R(s+ b)− s2) .
(F11)
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In order to calculate JS,exc, we need three Poisson-Boltzmann
integrals P2, P3 and P4 dened above ((F3)), such that we can
write the next Onsager coecient can thus be expressed as
L13 =
1
piR2
Jexc,S
−∂zp =
1
4piλBη
(
b
λD
P2 + P3 − λD
2R
P4
)
. (F12)
5. Calculation L12
In the electrically driven case we have no externally ap-
plied pressure gradient and Stokes’ equation reduces to
η∇2u+ ρeE = 0, (F13)
where E = ∆V/` is the applied electric eld, ∆V the applied
potential drop over the channel and ` the length of the chan-
nel. Substituting Poisson’s equation we nd
∂2zu =
E
η
∂2zψ. (F14)
is equation can be integrated twice to give
u(s) = u0 +
E
η
(ψ(s)−ψ0) = E
η
((ψ(s)− ψ0)− beσ) . (F15)
Now we can calculate electro-osmotic volumetric ow rate
QEO,
QEO = 2pi
R∫
0
drru(r) = piR2uEO + 2piR
R∫
0
ds(u(r)− uEO),
(F16)
here, uEO is the electro-osmotic uid ow, the (constant) uid
velocity outside of the EDL, and we have used that u − uEO
is only non-zero in the EDL. Now we nd
QEO = 2pi
R∫
0
drru(r) = −piR2E ψ0 + beσ
η
+ 2piR
E
η
zσkBT
e
λDP1,
(F17)
and subsequently the next Onsager coecient L21,
L21 =
1
piR2
QEO
E
= − beσ + ψ0
η
+
zσeλD
2piλBηR
P1. (F18)
Here we see that indeed L12 = L21 as it should.
6. Calculation L22
In the electrically driven case, we have both electric eld
and a uid ow, so the current is composed of an advective
(IEO,adv) and a conductive current (IEO,con). e conductive
contribution to the current can expressed as
IEO,con = 2pi
e2
kBT
E
R∫
0
drr(D+ρ+(r) +D−ρ−(r)),
= pi
e2
kBT
DρsE
R∫
0
drr(coshφ− β sinhφ),
(F19)
where D = 1
2
(D+ + D−), with D± the diusion constant of
the cation/anion and β = D+−D−
D++D− . We must be careful here,
since the integrand is not only non-zero inside the EDL, so
we should not simply change coordinates to s. erefore we
split the integral in a bulk and a surface contribution,
IEO,con = 4pi
e2
kBT
DρsE
 R∫
0
drr +R
R∫
0
ds(coshφ− 1− β sinhφ)
 ,
(F20)
where we have changed the coordinates from r to s in the
second integral since the integrand is only non-zero inside
the EDL. We can recognise P2 in the second term on the right
hand side, and the last term is easily determined using charge
conservation condition
R∫
0
ds(ρ+ − ρ−) = −2ρs
R∫
0
ds sinhφ = −σ, (F21)
is allows us to write down the conductive contribution to
the current,
IEO,cond = 4piR
e2
kBT
DρsE
(
1
2
R+ λDP2 − 1
2
Rβ
σ
ρs
)
. (F22)
is leaves us to determine the advective contribution to the
current IEO,adv using (F15)
IEO,adv = 2piRe
E
η
R∫
0
ds(ρ+− ρ−)((ψ(s)−ψ0)− beσ). (F23)
Interestingly, we nd in IEO,adv the self energy of the EDL,
which can be expressed as
1
2
e
R∫
0
ds(ρ+ − ρ−)ψ = −1
2
eσψ0 − kBT
4piλBλD
P2. (F24)
Combining this with the charge neutrality condition used
above, Eq. (F21), we nd
IEO,adv = 2piRe
2E
η
(
bσ2 +
2
(4piλB)2λD
P2
)
. (F25)
Collecting all terms we nd for the total electro-osmotically
driven electric current and thus L22
L22 =
1
piR2
IEO
E
=
2De2
kBT
(
ρs +
2ρsλD
R
P2
(
1 +
kBT
2piλBηD
)
− β σ
R
)
+ 2
b
R
e2σ2
η
(F26)
7. Calculation L32
Just like IEO, JEO contains contributions from both con-
duction and advection. e conduction contribution can be
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calculated similar to IEO,cond,
JEO,cond = 2pi
e
kBT
R∫
0
drr(D+ρ+ −D−ρ−)E
= 4piβDρseE
R∫
0
drr(− sinhφ+ β(coshφ− 1) + β)
(F27)
We have already solved these equation above, (F20), so here
it suces to state the result
JEO,cond = 2piR
e
kBT
DE (−σ + β(ρsR+ 2ρsλDP2)) . (F28)
We can nd the advective contribution JEO,adv as
Jexc,EO,adv = 2piR
R∫
0
ds(ρ+ + ρ− − 2ρs)u
= 4piR
E
η
R∫
0
ds(coshφ− 1)((ψ − ψ0)− beσ).
(F29)
is integral introduces yet another Poisson-Boltzmann
identity P5, see (F3), and we nd
Jexc,EO,adv = −2ρspiR2 eEλD
ηR
(
zσ
2piλB
P5 + 2bσP2
)
. (F30)
is gives the next Onsager coecient
L23 =
1
piR2
JEO
E
= −2De
kBT
(
σ
R
− βρs
(
1 +
2λD
R
P2
))
− e
2piλBλDηR
(
zσ
4piλB
P5 + bσP2
) (F31)
8. Calculation L13
Contrary to an applied pressure or voltage dierence, a
concentration gradient does not directly induce a uid ow
because there is no body force directly related to the concen-
tration gradient. In order for a concentration gradient to in-
duce a uid ow, an external potential is required that works
in a direction perpendicular to the concentration gradient.
In the case of a concentration gradient along a charged sur-
face, this external potential is the electrostatic potential of the
EDL. We will again assume that the EDL is in (local) equilib-
rium at every point along the surface. Since the salinity ρs is
a function of z, ψ is a function of both z as well as r. Interest-
ingly, as we will see, the lateral electric eld originating from
ψ(r, z) will not aect the resulting uid ow prole. First, we
write the ion densities as
ρ±(r, z) = ρs(z)e
∓φ(r,z), (F32)
where φ = e
kBT
ψ is the dimensionless EDL potential. Assum-
ing that the r component of the uid velocity vanishes, so we
can write down the r component of Stoke’s equation
∂rp = −kBTρ0(z)
(
e−φ − eφ
)
∂rφ = 2kBTρs(z)∂r (coshφ) .
(F33)
Now we can easily solve for pressure, and since the pressure
must be constant (p0) outside of the EDL (a concentration
gradient cannot induce a uid ow without the external po-
tential) we nd
p(r, z) = p0 + 2kBTρs(z) (coshφ(r, z)− 1) . (F34)
It is this pressure, which results from a concentration gradi-
ent through the EDL, which induces the uid ow. Plugging
(F34) in Stokes equation we nd
η∂2ru = 2kBT∂z (ρs(z) (coshφ(r, z)− 1))− eρeEz
= 2kBT∂zρs (coshφ− 1) + 2kBTρs sinhφ∂zφ− eρe(r)Ez
= 2kBT∂zρs (coshφ− 1)− eρe∂zψ − eρeEz,
= 2kBT∂zρs (coshφ− 1) ,
(F35)
where we dened Ez = −∂zψ. Interestingly, this is the same
result as the result we woudl obtain if we neglected the z
dependence of the EDL potential φ(r, z) = φ(r), although we
should keep in mind that u is now a function of z even in
linear response theory.
It is possible to nd an exact solution to this equation with
the Poisson-Boltzmann formalism. To solve for the diusio-
osmotic ow prole, we change our coordinates again to s =
R − r (because the driving force is only non-zero inside the
EDL) and use (F4), which makes it easier to integrate (F35)
twice and obtain
uDO(s) = −4kBTλD
η
∂zρs
(
λD log
(
1− γ2e−2κs)+ (2 + c)s+ d) ,
(F36)
where c and d are integration constants. Since all derivatives
vanish on the channel axis (s = R), we have that the uid
ow must be constant outside of the EDL. is allows us to x
c = −2 such that the linear term cancels. e nal constant d
can then be found by imposing the slip boundary condition
for uz . e solution to the diusio-osmotic uid ow is then
found as
u(s) = − kBT
2piηλB
∂zρs
ρs
(
log
(
1− γ2e−2κs
1− γ2
)
+
b
2λD
P2
)
.
(F37)
We can write the diusio-osmotic ow outside of the EDL,
uDO, as
uDO = − ∂zµ
4piηλB
(
P3 +
b
λD
P2
)
(F38)
is allows us to calculate the volumetric ow rate due to
diusio-osmosis,
QDO =piR
2uDO − ∂zµ
2piηλB
2piR
R∫
0
ds log
(
1− γ2e−2κs)
=− piR2 ∂zµ
4piλBη
(
b
λD
P2 + P3 − λD
2R
P4
) (F39)
and thus we nd the next Onsager coecient
L31 =
1
piR2
QDO
−∂zµ =
1
4piλBη
(
b
λD
P2 + P3 − λD
2R
P4
)
. (F40)
By comparing L31 with (F12) we have that L31 = L13 as it
should.
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9. Calculation L23
e diusio-osmotic IDO consists of two contributions,
from diusion (IDO,dif ) and from advection (IDO,adv). e
novel contribution to L23 mentioned in the main text orig-
inates from IDO,dif ,
IDO,dif = −2pie
R∫
0
drr (D+∂zρ+ −D−∂zρ−)
= −4piDe∂zρs
R∫
0
drr (− sinhφ+ β(coshφ− 1) + β)
(F41)
e rst expression can be calculated using charge neutrality
of the EDL and the second term is the integral P2 dened
above ((F3)). We thus nd
IDO,dif = −2piR2 De
kBT
∂zµ
(
− σ
R
+ ρsβ(1 + 2
λD
R
P2)
)
. (F42)
e advective contribution to the electric current is given by
IDO,adv = 2piRe
R∫
0
dsρeu = −2piR
R∫
0
ds∂2sψu(s), (F43)
We have already calculated the u(s) above. To solve for
IDO,adv it is best to rewrite this expression by partial inte-
grating it twice,
IDO,adv = −2piR
−σe

u0 +
R∫
0
ds(ψ − ψ0)∂2su(s)
 , (F44)
where we used that ∂su(s = R) = 0. Now we can plug in
(F35) to eliminate the ∂2su. is leaves the integral dened
above as P5, and we can write IDO,adv as
IDO,adv
piR2
=
e∂zµ
2piλBλDηR
(
bσP2 +
zσ
4piλB
P5
)
. (F45)
Now we can write down the next Onsager coecient,
L32 =
1
piR2
IDO
−∂zµ = −
2De
kBT
(
σ
R
− ρsβ
(
1 + 2
λD
R
P2
))
− e
2piλBλDηR
(
bσP2 +
1
4piλB
P5
)
.
(F46)
Comparing L32 with L23 we see that the two coecients are
indeed equal, as required.
ere is, however, a subtlety involved with the above com-
putation. is problem becomes apparent if we write the
rst term of IDO,dif dierently and applying charge neutrality
(F21) again,
IDO,dif = −4piDe∂z
ρs R∫
0
drr (− sinhφ+ β(coshφ− 1) + β)
 ,
(F47)
Now, the problem only concerns the rst term on the right
hand side of (F47), so we omit the terms proportional to β
for clarity. We can namely use charge neutrality (F21) before
calculating the derivative to obtain
IDO,dif = −4piDe∂z
ρs R∫
0
drr (− sinhφ)

= −piDeR2∂z
(
− σ
R
)
= 0,
(F48)
in the case of a constant σ. We thus nd that, contrary to
(F42), this term vanishes. Both cannot be correct, and there
must be a faulty assumption underlying either (F42) or (F42).
(F48) seems to be more exact, as it only relies on charge neu-
trality, which is probably the reason this has been adopted
by previous studies [23, 39]. However, we have concluded in
(F48) that the derivative of this term vanishes even though
the only z dependence of comes from ρs, which is mathemat-
ically inconsistent. is does not imply that the charge neu-
trality condition is incorrect. On the contrary, in order for
charge neutrality ((F21)) to be consistent we have that φ also
depends on z in such a way that (F21) will hold. (F48) there-
fore only holds for a consistent analysis of diusio-osmosis
that incorporates the z dependency of φ. Interestingly, we
nd that we regain (F42) from such an analysis, as we will
show below.
We have already shown that the uid ow is unaected
by a laterally varying φ, because the resulting lateral electric
eld Ez cancels the electric body force in the Stokes equa-
tion. However, Ez does contribute to the electric current.. To
continue, we assume that we can still use the same Poisson-
Boltzmann equations for φ, but that this solution is now also a
function of z via ρs and thus λD . is allows us to determine
Ez from (F2), which can be wrien in terms of the normal
derivative ∂sφ,
∂zφ =
1
2
∂sφ
(
s+
λD
cosh 1
2
φ0
)
∂z(log ρs). (F49)
Although this electric eld will not inuence the uid ow,
and thus QDO and IDO,adv, we do obtain a novel, conductive
contribution to the generated electric current,
IDO,con = −2piRe
R∫
0
ds(D+ρ+ +D−ρ−)∂zφ
= −4piRDρse
R∫
0
ds(coshφ− β sinhφ)∂zφ.
(F50)
In order to determine IDO,con, we rst solve the integral
n1 =
R∫
0
ds(coshφ− β sinhφ)∂sφ
=
0∫
φ0
dφ(coshφ− β sinhφ)
= − sinhφ0 + β(coshφ0 − 1).
(F51)
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e solution to this integral aids in solving the second inte-
gral
n2 =
R∫
0
ds(coshφ− β sinhφ)s∂sφ
= [s sinhφ− sβ coshφ]s=Rs=0 −
R∫
0
ds(sinhφ− β coshφ)
= −
R∫
0
ds(sinhφ− β(coshφ− 1)) = σ
2ρs
+ βλDP2,
(F52)
where, in the last line, we have inserted the solutions to
the integral P2. e conductive contribution to the diusio-
osmotic current can, aer some algebra, be wrien as
IDO,con = −2piR∂zµ De
kBT
ρsλD
(
n1
cosh 1
2
φ0
+
n2
λD
)
= 2piR2
De
kBT
∂zµ
(
σ
R
− σ
∗
2R
β
(
P2 +
cosh 1
2
φ0 − 1
cosh 1
2
φ0
))
.
(F53)
As discussed, the diusive contribution to IDO,dif must be cal-
culated dierently if the surface potential depends on z too.
Starting with (F47) we nd
IDO,dif = −4piDe∂z
(
−Rσ + β
(
RρsλDP2 +
1
2
R2ρs
))
= −2piR2Deβ
(
∂zρs +
σ∗
2R
cosh 1
2
φ0 − 1
cosh 1
2
φ0
∂z log ρs
)
,
(F54)
where we used that ∂z(ρsλDP2) = σ
∗
4
(
cosh 1
2
φ0−1
cosh 1
2
φ0
)
and
∂zσ = 0. Adding IDO,con and IDO,dif we nd
IDO,dif + IDO,con = 2piR
2 De
kBT
∂zµ
(
σ
R
− β
(
1 +
2λD
R
P2
))
,
(F55)
which is, interestingly, exactly the same as the expression
we found using before, (F41). erefore we nd that even
though the surface will develop a lateral electric eld due to
the laterally varying EDL potential, this will not alter the -
nal equations for QDO and IDO we would get if we assume
a constant surface potential. is means that we can safely
ignore the z dependence of φ, and treat it as if it is a function
of r only. is gives the same result as if we would take this
into account, but is much less laborious.
10. Calculating L33
Lastly, we determine the diusio-osmosic salt ux JDO.
e salt ux has two contributions, one from diusion and
one from advection,
JDO,dif = −4pi D
kBT
∂zµ
R∫
0
drr (coshφ− β sinhφ) . (F56)
ese integrals are already discussed above, (F20), so this al-
lows us to write the diusive contributions as
JDO,dif = −2piR2∂zµ D
kBT
ρs
(
1 + 2
λD
R
P2 − β σ
ρsR
)
. (F57)
is leaves us to determine the advective contribution to the
salt ux,
Jexc,DO,adv = 2piρs
R∫
0
drr(ρ+ + ρ−)u− 2ρsQDO
= 2pi
R∫
0
drr(ρ+ + ρ− − 2ρs)u.
(F58)
To continue, it is convenient to split up the uid velocity in
uDO and a contribution that is only non-zero inside the EDL.
en we obtain
Jexc,DO,adv =− ρs∂zµ
λBη
((
P3 +
b
λD
P2
) R∫
0
ds(coshφ− 1)
+ 2
R∫
0
ds(coshφ− 1) log (1− γ2e−κs)),
(F59)
where we used the expression for uDO, (F38). Here we en-
counter a nal Poisson-Boltzmann integral P6, (F3), such that
we nd
Jexc,DO,adv = −R ∂zµ
λBη
ρsλD
(
P2
(
P3 +
b
λD
P2
)
− 2P6
)
.
(F60)
is gives the nal Onsager coecient
L33 =
1
piR2
Jexc,DO
−∂zµ =
2D
kBT
(
ρs +
2ρsλD
R
P2 − β σ
R
)
+
ρsλD
piλBηR
(
2P2 − 4P3 + b
λD
P 22
)
.
(F61)
