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We develop a nonparametric methodology for assessing the eciency of decision making units operating in a
production technology with several component processes. The latter is modeled by the new multiple hybrid
returns-to-scale (MHRS) technology, formally derived from an explicitly stated set of production axioms.
In contrast with the existing models of data envelopment analysis (DEA), the MHRS technology allows
the incorporation of component-specic and shared inputs and outputs that represent several proportional
(scalable) component production processes, as well as nonproportional inputs and outputs. Our approach
does not require information about the allocation of shared inputs and outputs to component processes
or any assumptions about this allocation. We demonstrate the usefulness of the suggested approach in an
application in the context of secondary education, and also in a Monte Carlo study based on a simulated
data generating process.
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1. Introduction
Data envelopment analysis (DEA) is a nonparametric methodology developed for assessing the
eciency of organizational units (see, e.g., Ray 2004, Cooper et al. 2007, Thanassoulis et al. 2008).
The latter are referred to as decision making units (DMUs). All DMUs are assumed to represent
the same production technology generally characterized by multiple inputs and outputs. The two
conventional DEA models (Charnes et al. 1978, Banker et al. 1984) are based on the assumptions
that the underlying technology exhibits constant or variable returns to scale (CRS and VRS).
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Table 1 Schools in Example 1.
Mathematics Languages
School Teachers Students Teachers Students
School A 2 200 10 500
School B 5 1000 5 500
Target School A 2 400 10 1000
In both CRS and VRS models it is implicitly assumed that all inputs have a positive impact
on all outputs. This premise is however often too generic. In particular, some technologies may
consist of a number of component production processes, although these may not be completely
separate from each other. For example, Beasley (1995) considers the assessment of the teaching and
research activities of universities as two production components that use both specic and shared
inputs. Cook et al. (2000) and Cook and Zhu (2006, 2011) consider operations of bank branches,
where the sales of nancial products and counter transactions are regarded as component processes
requiring generally dierent, although overlapping, types of resources. Cook and Green (2004),
Cook et al. (2013) and Imanirad et al. (2013) discuss examples of multiple component technologies
in manufacturing plants. Cherchye et al. (2013) motivate their development by an example of a
large service company with several distinct activities.
The VRS and CRS models provide no means to incorporate the above information about compo-
nent production processes. The use of these models in such circumstances may result in a signicant
overestimation of the eciency of DMUs. A simple example of this is given in Imanirad et al.
(2013). Below we reinterpret this example in the context of assessment of school eciency.
Example 1. Consider assessing the eciency of schools A and B in the teaching of mathematics
and languages (Table 1). The two inputs are the number of teachers in the two subjects, and the
two outputs are the corresponding number of students. For simplicity, we assume that all quality
factors (such as the exam attainment and socio-economic background of students) are suciently
similar and can be ignored.
In this example we may argue that the assumption of CRS is reasonable because our model
includes only the quantitative aspect of the teaching process, and also because it is a common
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managerial practice to maintain a certain ratio between students and teachers (although this ratio
may generally be dierent for dierent schools). Therefore, for example, a 10% increase in the
number of students should be technologically feasible provided the number of teachers is increased
by the same factor.
It is straightforward to verify that both schools A and B are ecient in the CRS model.1 Note,
however, that this result is counter-intuitive. Indeed, school A has 100 students per teacher in
mathematics and 50 in languages. School B has twice as many students per teacher in each subject:
200 in mathematics and 100 in languages. These ratios suggest that school A should be regarded
as only 50% ecient, but the CRS model does not identify this.
In the described situation it appears reasonable to apply the assumption of CRS separately to
the two component processes: the teaching of mathematics and languages. Thus, multiplying the
number of teachers and students of school B in mathematics and languages by the factors 0:4 and
2, respectively, we obtain the target school A as shown in the last row of Table 1. This school
has the same number of teachers and twice the number of students in each subject, compared to
school A. The comparison of school A with A results in the reduction of assessed eciency of the
former school to 50%, which is an intuitively correct estimate.
1.1. Motivational Scenario
The above simple example illustrates the limitations of standard DEA technologies in applications
with component processes. Consider a more realistic scenario. Namely, suppose we have a number
of inputs and outputs that can be classed into the following three types.
 Component-specic proportional inputs and outputs. Inputs and outputs of this type can be
assumed to be mutually proportional. In Example 1 this includes the number of teachers and
students in individual subjects.
 Shared proportional inputs and outputs. This type includes inputs and outputs that cannot
be allocated to a particular component process, and allows a range of dierent interpretations.
For example, we may have no information about the proportions of shared inputs and outputs
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attributed to individual processes (although in principle knowing that such proportions exist).
Alternatively, any specic allocation may be meaningless or at least questionable because such
inputs are used jointly (simultaneously) by all processes, in the sense explored by Cherchye et
al. (2013). In many cases, shared inputs and outputs may allow a combination of the above two
interpretations, as partly allocated and partly joint measures.
For example, in a school assessment with several distinct programs of study, the total expenditure
on all students may be regarded as a shared proportional input. An unknown part of this input may
be deemed allocated (also in unknown proportions) to the individual programs, and the remaining
unknown part may be used jointly, e.g., on school administration, facilities and open days.
Similarly, the total number of students with special needs may be regarded as a shared propor-
tional output. We assume that all school programs and the total school expenditure (the latter
viewed as a shared input) contribute to this output, although in some unknown proportions.
The scaling of individual component processes (by generally unequal factors) requires that the
shared proportional inputs and outputs are also scaled accordingly. In our paper we propose a
treatment of such inputs and outputs that aligns their scaling with that of component-specic
measures.
 Nonproportional inputs and outputs. These may be shared or not shared inputs and outputs
that cannot be assumed to change proportionally in line with the rst two types. In the application
to secondary schools discussed in x5, we argue that the academic achievements of students on entry
and exit, and their socio-economic status are examples of such measures.2
In the described scenario, also arising in the reported application below, it would be useful to
have a model of technology capable of incorporating the above three dierent types of input and
output. It is clear that the standard VRS and CRS models are not suitable for this purpose.
1.2. Existing Approaches
The growing literature on multicomponent production technologies suggests dierent approaches
to the above problem. Cook et al. (2000) and Cook and Green (2004) consider multicomponent
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CRS production technologies that have component-specic and also shared inputs. Because it is
generally not possible to attribute particular proportions of the shared inputs to each component
process, such proportions remain variable within the model and are dened in the way that is the
most favorable for the DMU under the assessment. A variant of this approach is considered in Ding
et al. (2015). Cook and Hababou (2001) apply a similar methodology to the VRS model. Cook and
Zhu (2011) develop a model that allows dierent characterizations of returns to scale for dierent
activities in which the DMUs are engaged.
In the above approaches, the component processes are incorporated in the multiplier model in
which the technology and its properties are often insuciently transparent. For example, it may
be unclear whether the notions of returns to scale introduced via the multicomponent multiplier
models are consistent with the standard denitions of scale elasticity or most productive scale size.
In some cases, it may also be unclear if the implicit underlying technology is convex.
A dierent approach is explored by Cherchye et al. (2013, 2015, 2016) who treat component
processes as dierent technologies that use the same joint inputs. It is assumed that the latter
cannot in principle be split between the processes because each process simultaneously uses all joint
inputs. Below, in x7, we show that this treatment is not applicable to the shared inputs (e.g., costs)
that are allocated (in unknown proportions) to dierent processes. In particular, treating such
shared inputs as joint inputs may lead to the benchmarks (e.g., radial projections) of inecient
DMUs being located outside the true production technology.
The above approaches assume that the technology is either CRS or VRS, and are not suitable
for the incorporation of proportional and nonproportional inputs and outputs in the same model.
Podinovski (2004a) develops the hybrid returns-to-scale (HRS) technology that combines charac-
teristics of CRS with respect to a subset of inputs and outputs assumed mutually proportional,
and VRS with respect to the remaining inputs and outputs. An application of this model in the
context of school education is discussed in Podinovski et al. (2014). However, the HRS model
cannot incorporate the information that there are multiple scalable component processes.
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1.3. Contribution
In our paper we develop a new multiple hybrid returns-to-scale (MHRS) technology that models
production processes with several scalable components and allows for the specication of shared
proportional and nonproportional inputs and outputs.
Our approach does not require information or even explicit assumptions about the allocation of
shared inputs and outputs between component processes. Instead, we postulate that proportional
scaling of component processes with some generally dierent factors is technologically possible,
provided all shared proportional inputs are scaled by the maximum of all these factors. This is
a safe worst-case assumption that is suitable for any actual (but assumed unknown) allocation
of the shared inputs between the component processes. Similarly, we postulate that all shared
proportional outputs are scaled by the minimum of the individual scaling factors. This is also a
safe worst-case assumption, regardless of the actual proportion in which individual component
processes contribute to the shared outputs. These worst-case assumptions are so weak that they
apply to shared inputs and outputs with a range of dierent interpretations as discussed in x1.1.3
We formally derive the MHRS technology from a transparent set of production axioms, including
a new axiom of multiple selective proportionality. This means that the MHRS technology includes
only those DMUs that can be explained by the stated axioms and does not include any arbitrary
DMUs. After the MHRS technology is described in an operational form, it is straightforward to
use it in conjunction with various eciency measures.
We illustrate the usefulness of the MHRS model using two examples. The rst is an application
to schools in Portugal providing three dierent types of program for secondary education, treated
as dierent component processes. This application indicates that, in a typical practical setting, the
MHRS model provides better discrimination on eciency than the VRS and HRS models.
The second example uses Monte-Carlo simulation for a data generating process. In this case the
true eciency of the generated DMUs is known. This allows us to show that the MHRS model
recovers the relative eciency of DMUs better than the alternative models.
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2. Production Assumptions
2.1. Standard Axioms
Let T Rm+s+ be a production technology with m 1 inputs i 2 I = f1; : : : ;mg and s 1 outputs
r 2O= f1; : : : ; sg. Elements (X;Y ) 2 T are DMUs, where X 2Rm+ and Y 2Rs+ are the input and
output vectors, respectively. Observed DMUs are denoted (Xj; Yj), where j 2 J = f1; : : : ; ng. It is
assumed that Xj 6= 0 and Yj 6= 0, for all j 2 J . The particular DMU under the consideration is
denoted DMUo or, alternatively, (Xo; Yo).
We assume that technology T satises the following four conventional production axioms. An
additional axiom reecting the multicomponent nature of technology T is discussed below.4
Axiom 1 (Feasibility of Observed DMUs). (Xj; Yj)2 T for any j 2 J .
Axiom 2 (Free Disposability). (X;Y )2 T , Y  Y 0  0 and X X 0 implies (X 0; Y 0)2 T .
Axiom 3 (Convexity). Technology T is a convex set.
Axiom 4 (Closedness). Technology T is a closed set.
2.2. Multiple Selective Proportionality
Our goal is to dene a technology that allows proportional scaling of component processes as out-
lined in x1.1. We achieve this by requiring that technology T , while satisfying the above Axioms 1{4,
also satises an additional axiom of multiple selective proportionality.
In line with the discussed classication of inputs and outputs, consider the following decompo-
sition of the sets I and O into the mutually disjoint subsets:
I =
K[
k=1
Ik [ IS [ INP ; O=
K[
k=1
Ok [OS [ONP : (1)
In the sense formally stated in Axiom 5 below, the subsets Ik and Ok are not empty and include
proportional inputs and outputs specic to component processes k 2K= f1; : : : ;Kg. The subsets IS
and OS include shared proportional inputs and outputs, and INP and ONP include nonproportional
inputs and outputs, respectively. Any of the subsets IS, OS, INP and ONP may be empty sets.
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Based on (1), any DMU (X;Y )2 T can be stated as 
X
Y
!
=
 
X1; : : : ;XK ;XS;XNP
Y 1; : : : ; Y K ; Y S; Y NP
!
: (2)
In order to formalize the assumption that any component processes k 2 K of DMU (X;Y ) can
be scaled by individual multipliers k, we need to describe simultaneous changes to the shared pro-
portional and nonproportional inputs and outputs that make this scaling technologically feasible.
Let  = (1; 2; : : : ; K) 2 RK+ be the vector of multipliers that describe proportional changes
(increase or decrease) of component processes k 2K. Dene
min =minfk j k 2Kg; max =maxfk j k 2Kg:
Consider the following three scenarios.
1) Suppose there are no nonproportional inputs and outputs: INP =ONP =?. Assume that, for
all k 2K, all inputs from each set Ik are multiplied by the corresponding factor k. Because we do
not generally know what proportion of the shared inputs from the set IS is used for each of the
component processes, we require that all shared inputs are multiplied by max. This conservative
assumption guarantees that the resulting shared inputs are sucient for the scaling of the compo-
nent outputs from the sets Ok by k. Similarly, because we do not generally know what proportion
of shared outputs from the set OS is produced by each process k, we can only safely assume that
the shared proportional outputs are scaled by the smallest factor min.5
2) Consider a more general case that includes nonproportional inputs but not outputs: INP 6=?,
ONP =?. As discussed in x1.1, such inputs may often reect exogenous socio-economic and quality
factors associated with the production process. Often such inputs have no quantiable impact on
the proportional component processes (e.g., the number of students in the school example). This
situation is modeled by assuming that the scaling of component processes remains technologically
possible provided the inputs from the set INP are kept unchanged.
3) Consider the general case in which the set of nonproportional outputs ONP is not empty.
Suppose that min > 1. This implies that each process k has an increased level of resources that
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should have a positive impact on all outputs, including nonproportional ones. However, because we
do not know by how much the nonproportional outputs should increase, we model this by making
the worst-case assumption that such outputs can at least remain constant.
Suppose that min < 1 and therefore at least one input is reduced. To describe the corresponding
change of nonproportional outputs from the set ONP , we can employ two equivalent assumptions.
First, because we generally do not know by how much such outputs should be reduced, we may use
the worst-case approach, i.e., assume that all outputs from the set ONP are reduced to zero. Second,
we may argue that in most applications we should not expect a reduction of nonproportional
outputs by a factor less than min. Therefore, the nonproportional outputs can still be produced at
least in proportion min, the same as all shared proportional outputs. Proposition 1 stated below
shows that, in a freely disposable and convex technology, both assumptions are equivalent.
Based on the worst-case assumption about the nonproportional outputs, the described changes
to DMU (X;Y ) result in the following scaled DMU which depends on the vector : 
X()
Y ()
!
=
 
1X1; : : : ; KXK ; maxXS; XNP
1Y 1; : : : ; KY K ; minY S; Y NP ()
!
; (3)
where Y NP () = Y NP if min  1, and Y NP () = 0 if 0 min < 1.
The following axiom formalizes the assumption that the selective scaling of any DMU (X;Y )
dened by formula (3) should be technologically feasible.
Axiom 5 (Multiple Selective Proportionality). Let (X;Y ) 2 T . Then (X(); Y ()) 2 T ,
82RK+ .
Let us show that in any freely disposable and convex technology T , the worst-case assumption
about the outputs Y NP () incorporated in formula (3) is equivalent to the assumption of gradual
reduction of these outputs by min. Dene DMU (X^(); Y^ ()) as in formula (3) in which we replace
the vector Y NP () by the vector Y^ NP () = minf1;mingY NP . This denition corresponds to the
gradual, proportional reduction of outputs Y NP by the factor min if the latter is less than 1.
Axiom 5. Let (X;Y )2 T . Then (X^(); Y^ ())2 T , 82RK+ .
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Table 2 An illustration of Axiom 5 for dierent vectors = (1; 2). The values marked by symbol * are
assumed by Axiom 5.
= (1;2)
DMU A (1:5;2) (0:5;0:7) (0:5;2)
Input 1 1 1.5 0.5 0.5
Input 2 1 2 0.7 2
Input 3 1 2 0.7 2
Input 4 1 1 1 1
Output 1 1 1.5 0.5 0.5
Output 2 1 2 0.7 2
Output 3 1 1.5 0.5 0.5
Output 4 1 1 0 (0:5) 0 (0:5)
Proposition 1. Let technology T satisfy Axioms 2 and 3. Then Axiom 5 implies Axiom 5, and
vice versa, i.e., these two axioms are equivalent.
The proof of this and the other statements are given in Appendices A{C.
Example 2. To illustrate Axioms 5 and 5, consider a numerical example. Table 2 shows DMU A
whose four inputs and four outputs are all equal to 1. Suppose there are two component processes,
i.e., K = 2. Let the sets I1, I2, IS and INP contain Inputs 1, 2, 3 and 4, respectively. Similarly, let
the sets O1, O2, OS and ONP contain Outputs 1, 2, 3 and 4, respectively.
Table 2 shows DMU (X(); Y ()) dened by formula (3), for three dierent vectors = (1; 2).
Note that Input 3 is always changed with max and Output 3 with min. If min < 1, Output 4 is
conservatively reduced to 0. However, according to Axiom 5 (equivalent to Axiom 5 in a convex
and freely disposable technology), Output 4 is reduced with min, the same as the shared Output 3.
3. The Multiple Hybrid Returns-to-Scale Technology
Below we formally develop the multiple hybrid returns-to-scale (MHRS) technology TMHRS. Follow-
ing Banker et al. (1984), technology TMHRS is dened using the minimum extrapolation principle,
i.e., as the smallest technology that satises Axioms 1{5. This principle guarantees that technology
TMHRS does not include any arbitrary DMUs that cannot be explained by the stated axioms.
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3.1. A Preliminary Nonlinear Technology
To simplify interpretation, we rst consider an intermediate technology dened by Axioms 1{3
and 5 only. This technology is generally not a closed set, but it is intuitively transparent and is
dierent from technology TMHRS only with respect to its limit points.
Definition 1. Technology T  is the intersection of all technologies T  Rm+s+ that satisfy
Axioms 1{3 and 5.
It is straightforward to verify that technology T  itself satises Axioms 1{3 and 5. Consequently,
by Denition 1, technology T  is the smallest technology that satises these axioms. The following
theorem gives its constructive denition.
Theorem 1. Technology T  is the set of all DMUs (X;Y ) 2 Rm+s+ for which there exist vectors
2Rn and j 2RK, j 2 J , such that the following conditions are true:
nX
j=1
j
 
kjX
k
j
Xk; 8k; (4a)
nX
j=1
j
 
maxj X
S
j
XS; (4b)
nX
j=1
jX
NP
j XNP ; (4c)
nX
j=1
j
 
kjY
k
j
 Y k; 8k; (4d)
nX
j=1
j
 
minj Y
S
j
 Y S; (4e)
nX
j=1
j
 
minf1; minj gY NPj
 Y NP ; (4f)
1>= 1; (4g)
;j  0; 8j: (4h)
The meaning of conditions (4) is intuitively clear. Denote ( ~X; ~Y ) the DMU appearing as the result
of calculations on the left-hand side of conditions (4a){(4f). DMU ( ~X; ~Y ) is a convex combination of
observed DMUs (Xj; Yj), each proportionally scaled in a selective way by the corresponding vector
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j = (
1
j ; : : : ; 
K
j ) as described by Axiom 5
 (equivalent to Axiom 5). According to our assumptions
stated in Axioms 1, 3 and 5, DMU ( ~X; ~Y ) must be in technology T . The DMU (X;Y ) on the
right-hand side is dominated by DMU ( ~X; ~Y ) and, by Axiom 2, is also in technology T .
It is straightforward to show that technology T  is generally not a closed set and therefore does
not satisfy Axiom 4.6
3.2. The MHRS technology TMHRS
We dene the MHRS technology TMHRS as the smallest technology that satises Axioms 1{5, by
using the minimum extrapolation principle.
Definition 2. Technology TMHRS is the intersection of all technologies T  Rm+s+ that satisfy
Axioms 1{5.
To obtain a constructive statement of technology TMHRS, we replace the variables 
k
j in the
statement (4) of technology T  by the sign-free variables kj as follows:
j
k
j = j +
k
j ; 8j; k: (5)
Note that the case kj > 1 corresponds to 
k
j > 0, and 
k
j < 1 corresponds to 
k
j < 0. The following
result shows that the above transformation expands technology T  to the closed technology TMHRS.
Theorem 2. Technology TMHRS is the set of all DMUs (X;Y )2Rm+s+ for which there exist vectors
2Rn and j 2RK, j 2 J , such that the following conditions are true:
nX
j=1
 
j +
k
j

Xkj Xk; 8k; (6a)
nX
j=1
max
k

j +
k
j
	
XSj XS; (6b)
nX
j=1
jX
NP
j XNP ; (6c)
nX
j=1
 
j +
k
j

Y kj  Y k; 8k; (6d)
nX
j=1
min
k

j +
k
j
	
Y Sj  Y S; (6e)
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nX
j=1
 
j +min

0; kj j k 2K
	
Y NPj  Y NP ; (6f)
1>= 1; (6g)
j +
k
j  0; 8j; k; (6h)
 0; j sign free vectors; 8j: (6i)
The following result restates conditions (6) in a linearized form.
Proposition 2. Technology TMHRS is equivalently stated as the set of all DMUs (X;Y ) 2 Rm+s+
for which there exist vectors ;;;  2Rn and j 2RK, j 2 J , such that
nX
j=1
 
j +
k
j

Xkj Xk; 8k; (7a)
nX
j=1
(j + j)X
S
j XS; (7b)
nX
j=1
jX
NP
j XNP ; (7c)
nX
j=1
 
j +
k
j

Y kj  Y k; 8k; (7d)
nX
j=1
(j +j)Y
S
j  Y S; (7e)
nX
j=1
(j   j)Y NPj  Y NP ; (7f)
1>= 1; (7g)
 j + j  0; 8j; (7h)
 kj   j  0; 8j; k; (7i)
kj   j  0; 8j; k; (7j)
 kj +j  0; 8j; k; (7k)
;   0; ; ;j sign free vectors;8j: (7l)
Proposition 3. Technology TMHRS is a polyhedral set. If I
NP =ONP =?, technology TMHRS is a
polyhedral cone.7
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Proposition 4. Technology TMHRS is the closure of technology T
, i.e., TMHRS = cl T .
Remark 1. As follows from Proposition 4 and the above discussion of the meaning of condi-
tions (4), technology TMHRS consists of the following (not mutually exclusive) types of DMUs:
observed DMUs (Xj; Yj), j 2 J , scaled according to Axiom 5* by the vectors j = (1j ; : : : ; Kj )
calculated from equalities (5), their convex combinations, DMUs dominated by such convex com-
binations, and all limit points (DMUs) of the previous types.8
Remark 2. If there is a single production process and there are no nonproportional inputs and
outputs, technology TMHRS is the conventional CRS technology. Indeed, in this case, K = 1 and
IS =OS = INP =ONP =?. Consider the statement of technology TMHRS by conditions (6). In the
described scenario, constraints (6b), (6c), (6e) and (6f) are removed. The normalizing equality (6g)
becomes redundant and is also omitted. Removing the superscript k and denoting ^j = j+j, we
obtain the standard statement of the CRS technology. Furthermore, if there is a single production
process and at least one nonproportional input or output, technology TMHRS is the HRS technology
(Podinovski 2004a).9
Remark 3. In some applications based on technology TMHRS, it may be useful to dene its closed
cone extension TC MHRS. Examples include the evaluation of scale eciency of DMUs and its use in
the decomposition of the Malmquist index of productivity change. In all such applications the cone
technology TC MHRS plays the role of a reference technology for the true technology TMHRS, in the
same way as the standard CRS technology is used as a reference technology for the VRS technology
(Fare et al. 1994, Grosskopf 2003). Similar to the proofs of Theorem 2 and Proposition 2, it is
straightforward to show that technology TC MHRS is dened by the conditions (6) or (7) from which
the normalizing equality 1>= 1 is omitted.
4. MHRS DEA Models
The description of technology TMHRS by linear expressions (7) makes the task of eciency assess-
ment of any DMUo in this technology straightforward. This includes both radial and nonradial
eciency measures, e.g., those based on directional distance functions (Chambers et al. 1998).
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4.1. Envelopment Models
To be specic, we consider the assessment of output radial eciency of DMUo. By Proposition 2,
this is obtained by taking the inverse of the optimal value  of the following linear program:
 =max 
s.t.
nX
j=1
 
j +
k
j

Xkj Xko ; 8k;
nX
j=1
(j + j)X
S
j XSo ;
nX
j=1
jX
NP
j XNPo ;
 
nX
j=1
 
j +
k
j

Y kj + Y
k
o  0; 8k;
 
nX
j=1
(j +j)Y
S
j + Y
S
o  0;
 
nX
j=1
(j   j)Y NPj + Y NPo  0;
and (7g){(7l);  sign free:
(8)
The above model identies the output radial projection of DMUo on the boundary of the MHRS
technology. Because the radial target (Yo;Xo) is generally only weakly ecient, the usual second
optimization stage maximizing the sum of component slacks needs to be performed in order to test
for possible mix ineciency (Cooper et al. 2007).
4.2. The Dual Interpretation
The standard dual to the envelopment model (8) is presented in Appendix C. Its interpretation
becomes clear after a rearrangement of its terms that leads to the following nonlinear formulation.
Theorem 3. The dual to the output-oriented program (8) is equivalently stated as follows:
min v>Xo+! (9a)
s.t. u>Yo = 1; (9b)
v>Xj  u>Yj +! 0; 8j; (9c)
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i2Ik
viXji+ p
k
j
X
i2IS
viXji

 
X
r2Ok
urYjr+ q
k
j
X
r2OS
urYjr

 0; 8j; k; (9d)X
i2INP
viXji 
X
r2ONP
ur0+! 0; 8j; (9e)X
k2K
pkj =
X
k2K
qkj = 1; 8j; (9f)
u; v 0; pkj ; qkj  0;8j; k; ! sign free: (9g)
The interpretation of the above multiplier model is consistent with the standard interpretation
of the VRS and CRS models. The objective function (9a) and constraints (9b) and (9c) are the
same as in the output-oriented VRS model. In particular, conditions (9c) imply that DMUo is
benchmarked against all observed DMUs in the sense explored by Charnes et al. (1978) and Banker
et al. (1984). Moreover, as we remark below, the sign-free variable ! plays the same role in the
determination of the type of returns to scale as in the standard VRS model.
DMUo is also benchmarked against two further groups of DMUs that appear in inequalities (9d)
and (9e). In particular, inequalities (9d) mean that DMUo is benchmarked against all proportional
component processes k 2 K of all observed DMUs (Xj; Yj), j 2 J . In these inequalities, the mul-
tipliers pkj and q
k
j are interpretable as the fractions of vectors of shared proportional inputs X
S
j
and outputs Y Sj attributable to component process k. Each component process k 2 K of DMU
j 2 J in inequality (9d) uses the vector of proportional inputs (Xkj ; pkjXSj ), to produce the vector of
proportional outputs (Y kj ; q
k
j Y
S
j ), where the subvectors X
k
j , X
S
j , Y
k
j and Y
S
j are as dened in (2).
The inputs and outputs of these subvectors are multiplied by the corresponding weights vi and ur.
The inequalities (9e) correspond to the n inactive DMUs (Kuosmanen 2005). Each inactive DMU
j is obtained by scaling the observed DMU j with the zero vector  as in Axiom 5. All inputs and
outputs of an inactive DMU j are equal to zero, except for the vectorXNP of nonproportional inputs
i 2 INP . Although inactive DMUs may be viewed as pure theoretical constructs, inequalities (9e)
imply that DMUo is benchmarked against observed DMUs j scaled down using vectors  with very
small positive components k.
All of the above DMUs against which DMUo is benchmarked are in technology TMHRS and
therefore assumed producible. Any optimal solution to program (9) shows DMUo in the best light
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in comparison to these units. This includes the most favorable vectors of input and output weights
v and u, and also the proportions pkj and q
k
j in which the shared vectors X
S
j and Y
S
j of each DMU
j are divided between the processes k 2K.
Remark 4. It is interesting to note that Axioms 1{5 do not postulate any apportioning mecha-
nism for the shared inputs and outputs between component processes. However, in the multiplier
model (9) that formally follows from these axioms, the fractions of shared inputs and outputs pkj
and qkj depend on the observed DMU j and component k, but do not depend on the input i 2 IS
or output r 2OS. This allocation mechanism arises from the worst-case scenario embedded in the
treatment of shared inputs and outputs by Axiom 5. It is dierent from the approach of Cook et
al. (2000) and related work in which the above fractions (for inputs only) are postulated to depend
(in our notation) on the process k and input i 2 IS but are assumed to be equal for all observed
DMUs j.
Remark 5. A possible extension to the MHRS model is the incorporation of restrictions on pro-
portions pkj and q
k
j in which the shared inputs and outputs can be attributed to the production
processes k, similar to the approach explored in Cook et al. (2000). In our case, in order to avoid
nonlinear formulations, equivalent restrictions can be incorporated in the linear programming ana-
logue of program (9) shown in Appendix C.10 However, any such restrictions on proportions would,
by duality, modify the envelopment model (8) and require a reinterpretation of the underlying
technology or the meaning of eciency measure. This is similar to the use of weight restrictions in
DEA models (see, e.g., Allen et al. 1997, Podinovski 1999, 2004b).
Remark 6. The dual program (9) can be used for the returns-to-scale (RTS) characterization
of ecient DMUs in technology TMHRS. As follows from a more general result established by
Podinovski et al. (2016)11, the one-sided (left-hand and right-hand) scale elasticities and the type
of RTS in the MHRS technology are dened by the extreme optimal values !min and !max of the
variable ! in program (9). A similar relationship is well known for the standard VRS model (Banker
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and Thrall 1992, Frsund and Hjalmarsson 2004, Hadjicostas and Soteriou 2006, Podinovski and
Frsund 2010, Zelenyuk 2013).
Remark 7. In Remark 2 we noted that the MHRS technology with a single production process
(and hence with no shared inputs and outputs) and with no nonproportional inputs and outputs is
the standard CRS technology. The same fact is observed from the multiplier model (9). Indeed, in
the described case, the inequalities (9e) and (9f) are omitted, and the inequalities (9d) are restated
as v>Xj  u>Yj  0, for all j 2 J . In any optimal solution to the resulting program we have != 0.
Therefore, the variable ! is redundant and can be omitted. The resulting program is the standard
output-oriented multiplier CRS model.
5. An Application to Secondary Schools
Below we demonstrate the usefulness of the MHRS model by applying it to the assessment of
eciency of public schools in Portugal providing secondary education. Our computations show
that the MHRS model, while being realistic in its assumptions, provides better discrimination on
eciency than the existing VRS and HRS models.
In Portugal, school education is compulsory for all children of ages from 6 to 18. This is divided
into the rst 9 years of basic education and the last 3 years (referred to as years 10-12) of secondary
education. At the end of basic education, all students take national exams in the Portuguese
language and mathematics. All students subsequently proceed to the stage of secondary education
that includes several types of program. In our study we consider the two main types: academic
(preparing students for entry to higher education) and vocational (focusing on work-related skills).
We also consider the third type of alternative programs. This is a collective term used for a variety
of smaller, e.g., second-chance, courses that still attract a signicant number of students.
At the end of secondary education students take part in national exams. Exam scores are used
as admissions criteria for entry to higher education institutions.
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Table 3 Descriptive statistics for 505 schools in the application to schools.
Measure Mean Median Minimum Maximum
Standard
deviation
Program-specic proportional inputs
Input 1: Classes for academic programs 13.8 12 0 60 10.25
Input 2: Classes for vocational programs 7.3 6 0 31 5.97
Input 3: Classes for alternative programs 0.6 0 0 14 1.66
Shared proportional input
Input 4: Expenditure (Million Euro) 2.23 2.02 0.04 8.43 1.44
Nonproportional inputs
Input 5: Good numeracy on entry 9.8 6 0 80 11.58
Input 6: Good literacy on entry 16.37 11 0 139 17.71
Input 7: High socioeconomic status 340.27 267 4 1519 280.6
Program-specic proportional outputs
Output 1: Students on academic programs 328.96 254 0 1553 273.45
Output 2: Students on vocational programs 127.95 101 0 597 108.49
Output 3: Students on alternative programs 11.97 0 0 398 33.29
Shared proportional output
Output 4: Students passing the year 385.13 329 6 1599 285.28
Nonproportional outputs
Output 5: Good numeracy on exit 9.04 5 0 90 10.98
Output 6: Good literacy on exit 17.04 11 0 156 19
5.1. Data
We use data collected in the academic year 2012/13. In this year there were 538 schools providing
secondary education and located in Continental Portugal. For homogeneity reasons, and after the
data verication, we limit our sample to 505 schools. Table 3 shows the 7 inputs and 6 outputs
included in the model, and the corresponding descriptive statistics.
Inputs 1{3 represent the number of classes (groups of students) taught by a school in years 10{12,
separately for the three dierent types of program (or, for brevity, three programs). An alternative
to the number of classes would be the teaching hours for each program, but these data were not
available to us. It is worth noting that not all schools provide all three programs. For example,
only 130 schools provide alternative programs, and only 121 schools provide all three programs.
Input 4 represents the total expenditure by a school on secondary education, from which, in
order to avoid double counting of the teaching provision already represented by Inputs 1{3, we
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have subtracted the teachers' salaries. Inputs 5 and 6 show the number of students in year 12
whose results in the mathematics and language exams at the end of their basic education (i.e.,
taken three years before) were in the upper quartile of the national results. Input 7 reects the
socioeconomic status of the students. It is calculated by subtracting the number of students whose
families obtain nancial help from the state, from the total number of students.
Outputs 1{3 are the number of students in years 10{12, on each of the three types of program.
Output 4 is an important metric showing the number of students who have successfully passed the
year (years 10 and 11) or completed their secondary education (year 12). Outputs 5 and 6 represent
students in year 12 whose exam results at the end of secondary education are in the upper quartile
of the national results. Note that Inputs 5 and 6 control for the academic achievements of exactly
the same students, evaluated at their entry to secondary education three years before.
5.2. Specifying the MHRS Model
Below we show that the educational process employed by the schools can be modeled by the MHRS
technology with three component processes corresponding to the three types of program.
It appears reasonable to assume that the number of students on each program (Outputs 1{3)
should be in proportion to the teaching provision, i.e., to the number of classes on each program
(Inputs 1{3). For example, increasing the number of classes on any of the three programs by, e.g.,
50% (i.e., by = 1:5) should enable the school to teach 50% more students on this program.
We consider the total expenditure of the school (Input 4) as a shared proportional input allocated
between the three programs. Similarly, we consider the total number of students who successfully
pass the year (Output 4) as a shared proportional output. Although we do not know the proportions
of Input 4 and Output 4 attributable to the three programs, we can still make the most conservative
assumption, as in Axiom 5. Namely, it is reasonable to accept that the three programs can scale their
classes and students by the factors 1, 2 and 3 > 0, provided the school expenditure (Input 4)
is scaled by the maximum of these three factors, and the number of students successfully passing
the year (Output 4) is scaled by the minimum of these three factors.
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Table 4 Summary statistics for the output radial eciency in dierent models.
Model
Number of
ecient schools
Minimum
eciency
Mean
eciency
Standard
deviation
VRS 248 0.5441 0.9383 0.0874
CRS 141 0.4968 0.9049 0.0965
HRS 134 0.4022 0.8814 0.113
MHRS 120 0.3909 0.8763 0.1141
The above inputs and outputs can be seen as measures that mainly represent the teaching
volume, as opposed to the teaching quality. The above assumptions treat these volume measures
as being mutually proportional, disregarding the quality factors discussed next.
The quality of education is represented by Outputs 5 and 6, measuring the number of students
with good results in the literacy and numeracy in the nal exams. These outputs should positively
depend on the student results on entry to secondary education, and also on the socioeconomic
status of their families, represented by Inputs 5{7. In contrast with the volume inputs and outputs
that can be assumed proportional, it is unlikely that there is a simple linear relationship between
the three quality-related inputs and the two quality outputs. Therefore we exclude Inputs 5{7 and
Outputs 5 and 6 from the proportional relationship and treat them as nonproportional measures.
In summary, we dene the MHRS model by specifying the following sets: Ik = fInput kg,
Ok = fOutput kg, k= 1;2;3, IS = fInput 4g, OS = fOutput 4g, INP = fInputs 5;6;7g, and ONP =
fOutputs 5;7g.
5.3. Computational Results and Discussion
We evaluate the output radial eciency of all schools by solving the MHRS program (8). For
comparison, we also solve the output-oriented VRS, CRS and HRS models. Because the CRS model
is based on the assumption that all inputs and outputs are proportional which is not satised in
the described application, the practical use of this model would be unsubstantiated. However, we
use the CRS model to illustrate the theoretical relationship between dierent technologies.
Table 4 shows a summary of computational results. These reect the known embedding TVRS 
TCRS, and the following embedding that is straightforward to verify:
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TVRS  THRS  TMHRS; (10)
where TVRS, TCRS, THRS and TMHRS are the VRS, CRS, HRS and MHRS technologies.
Reecting embedding (10), the eciency scores are the highest in the VRS model and the lowest
in the MHRS model, for each school in our sample. The VRS model is the most conservative of the
above models. It ignores the information that the three component processes are scalable, which
results in the lowest discrimination on eciency. The HRS model uses this information but does
not recognise the possibility of individual scaling of the component processes. The MHRS model
fully utilizes this information and provides the best discrimination on eciency among the three
theoretically acceptable models.
Neither the CRS nor the MHRS technology is a subset of each other.12 In our example, the
eciency of 331 schools in the MHRS model is lower than in the CRS model, for 61 schools we
have the opposite result, and for 113 schools the eciencies are equal. Note that we do not propose
to use the CRS model, because of the assumed nonproportional nature of quality-related inputs
and outputs. However, even if we assumed that these measures were proportional and used the
CRS model, the resulting discrimination would actually be worse than of the MHRS model.
6. Experiments with Simulated Data
In this section we present results from several Monte Carlo experiments. In contrast with the above
school application, the DMUs in these experiments are generated by a known data generating
process (DGP), and the true eciency of each DMU is known. This allows us to show how well
the MHRS model recovers the true eciency, compared to the VRS, HRS and CRS models.
6.1. Design of the Experiments
The DGP described below is aligned with the Portuguese school application, but some inputs and
outputs are dierent. We assume that there are two programs of study (for example, academic
and vocational, or science and arts), referred to as programs 1 and 2. We also introduce a shared
proportional output that represents the number of students with special needs on both programs,
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and we assume that we have no information about the split of this output by the program. These
students require extra teaching hours and funding.
Each DMU (school) j is randomly generated as the vector
(Xj; Yj) = (x
1
j ; x
2
j ; x
S
j ; x
NP
j ; y
1
j ; y
2
j ; y
S
j ; y
NP
j ); (11)
where
x1j , x
2
j are the teaching hours provided to all students on programs 1 and 2, including additional
hours for students with special needs;
xSj is the total expenditure of the school, including expenditure on students with special needs;
xNPj is the total number of students with good exam results on entry to both programs;
y1j , y
2
j are the numbers of students on programs 1 and 2, including students with special needs;
ySj is the total number of students with special needs on both programs;
yNPj is the total number of students achieving good exam results at the end of the program.
A detailed description of the above DGP is given in Appendix D. As follows from this description,
DMUs (Xj; Yj) in (11) are random members of the theoretically dened technology in which the
teaching hours x1j and x
2
j , and the number of students y
1
j and y
2
j are program-specic proportional
inputs and outputs. The total expenditure xSj and the number of students with special needs y
S
j are
the shared proportional input and output, respectively. The number of students with good results
on entry and exit xNPj and y
NP
j are the nonproportional input and output, respectively.
In order to generate each DMU (Xj; Yj) in (11), we rst employ a more detailed process in
which we know the allocation of the school expenditure and students with special needs to the two
programs. For example, instead of generating the total expenditure xSj , we rst randomly generate
two component expenditures xS1j and x
S2
j representing the split of expenditure x
S
j between the two
programs. We additionally generate the random shares of expenditures xS1j and x
S2
j allocated to
the standard teaching processes, and to students with special needs. We generate similar random
shares of the teaching hours x1j and x
2
j allocated to the regular teaching and to students with special
needs.
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The described process is equivalent to generating 9 component inputs. We assume specic para-
metric production functions (shown in Appendix D), and use them to calculate 5 outputs, including
the total number of students and the number of students with special needs, for both programs.
Next, we generate a random radial output eciency score j 2 [0;1], and multiply all generated
outputs by j  1. We perform several series of experiments in which j is generated from the
uniform distribution U [a;1] with support [a;1], where a2 f0:25;0:5;0:75;0:9g, and from the double
truncated normal distribution N[0;1](1; 
2) truncated to [0;1], where  2 f0:04;0:12;0:24;0:4g.
Finally, we aggregate the above component inputs and outputs, to obtain DMU (Xj; Yj) in (11).
For example, we add components xS1j and x
S2
j of shared costs to obtain the single value x
S
j . We
also add the number of students with special needs on both programs to obtain the single value ySj .
The described aggregation of the school expenditure and students with special needs leads to a
deliberate loss of information about their split between the two programs. This simulates a practical
scenario in which such split is unknown to the analyst.
6.2. Computational Results
We ran computational experiments assuming dierent distributions of the school eciency j, as
described above. To illustrate the impact of the sample size, we also varied the number of schools in
the sample n2 f50;100;200;500g. For each combination of the sample size n and the distribution
of eciency, we generated 100 data sets (each of the size n), and for each of them we evaluated
the eciency of the n schools in the sample using the VRS, CRS, HRS and MHRS models.
Table 5 shows the results of the Monte Carlo analysis in which the true eciency j is generated
from the uniform distribution U [a;1] with a2 f0:25;0:5;0:75;0:9g, and for dierent sample sizes n.
Following Gong and Sickles (1992) and Ruggiero (1999), we use rank correlation as a measure of
performance of the model reecting its ability to recover the true relative eciency scores.
The rst two columns of Table 5 indicate the distribution from which the true school eciency
j is generated, and the sample size n. The remaining columns show the average rank correla-
tion between the estimated and the true eciency scores based on the 100 replications, and the
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Table 5 The average rank correlation coecients (taken over 100 replications) between the true and estimated
eciency scores in dierent models. Note: The true eciency is assumed to be uniformly distributed with U [a;1],
where a2 f0:9;0:75;0:5;0:25g. Each replication is based on a sample of n2 f50;100;200;500g DMUs. The standard
deviations of the rank correlation coecients are shown in parentheses. The term \Indet." means \indeterminate".13
Eciency n VRS CRS HRS MHRS
U [0:9;1] 50 Indet. (Indet.) Indet. (Indet.) 0.3149 (0.103) 0.3449 (0.102)
StDev  0:03 100 Indet. (Indet.) 0.4118 (0.07363) 0.4272 (0.06952) 0.4657 (0.06483)
200 0.4187 (0.04904) 0.4954 (0.05264) 0.5277 (0.05137) 0.5625 (0.04972)
500 0.5454 (0.03045) 0.6021 (0.03077) 0.6438 (0.02747) 0.674 (0.02697)
U [0:75;1] 50 0.4556 (0.1065) 0.5545 (0.09401) 0.5952 (0.08604) 0.6355 (0.08525)
StDev  0:07 100 0.543 (0.06526) 0.625 (0.06292) 0.6792 (0.05391) 0.7121 (0.05558)
200 0.6315 (0.0529) 0.6976 (0.0455) 0.7576 (0.04363) 0.7843 (0.04185)
500 0.7322 (0.0252) 0.7815 (0.02334) 0.8365 (0.0198) 0.854 (0.01847)
U [0:5;1] 50 0.619 (0.08636) 0.6935 (0.08689) 0.7608 (0.06915) 0.7759 (0.06722)
StDev  0:14 100 0.6836 (0.05972) 0.7513 (0.05875) 0.8252 (0.04735) 0.836 (0.04669)
200 0.7515 (0.04554) 0.8052 (0.04046) 0.8798 (0.03119) 0.8893 (0.03101)
500 0.8247 (0.02111) 0.8608 (0.01962) 0.9234 (0.01404) 0.9306 (0.01327)
U [0:25;1] 50 0.6737 (0.0835) 0.7556 (0.07712) 0.8262 (0.05586) 0.8318 (0.05474)
StDev  0:22 100 0.7343 (0.05809) 0.8033 (0.05581) 0.8812 (0.04098) 0.8849 (0.04132)
200 0.7888 (0.0458) 0.8428 (0.03707) 0.9252 (0.02276) 0.9291 (0.02343)
500 0.8447 (0.02115) 0.8799 (0.01799) 0.9544 (0.01043) 0.9576 (0.009988)
corresponding standard deviation of the rank correlation (in parentheses). As expected, the rank
correlation increases with the increase of the sample size n, for all four models.
Table 5 shows that the rank correlation increases over the sequence of models: VRS, CRS, HRS
and MHRS. These results show very clearly that the conventional VRS and CRS models perform
rather poorly compared to the MHRS model. The rank correlation in the MHRS model is at least
13% higher compared to the VRS model, and at least 8% higher compared to the CRS model. The
noted advantage of the MHRS model is even more pronounced for smaller sample sizes.
Note that the standard deviations shown in Table 5 are relatively low, which indicates small
dispersion around the average rank correlation. However, the standard deviations almost always
(with the exception of the VRS model with n= 200 and n= 500) increase as the support [a;1] of
the randomly generated eciency becomes narrower, i.e., as the standard deviation of j decreases.
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This is expected since a lower standard deviation of the true eciency makes it more dicult for
the models to recover the true relative eciency.
According to Table 5, the MHRS model also performs better than the HRS model. For low
standard deviation of the true eciency, i.e., for j generated from U [0:9;1], the rank correlation
in the MHRS model is at least 5% higher compared to the HRS model. However, for larger values
of the standard deviation of j, the rank correlation in the MHRS model is only between 0.5% and
5% higher relative to the HRS model.
We obtain similar results for the case in which the theoretical eciency j is generated from
the double truncated normal distribution N[0;1] (1; 
2) dened on the interval [0;1], with dierent
values for . These results are presented in Appendix E.
To summarize, the Monte Carlo experiments show that, using the known DGP outlined above,
the MHRS model consistently outperforms the conventional VRS and CRS models in recovering
the true relative eciency of DMUs. We also observe higher rank correlation by using the MHRS
model compared to the HRS model, especially when the variance of the true eciency is low.
7. Comparison with the Models of Cherchye et al. (2013)
Below we compare the MHRS model with the models of Cherchye et al. (2013). It is important to
note that the specications of these models are generally dierent. The models of Cherchye et al.
(2013) are stated under the assumptions of either VRS or CRS, but do not allow a combination of
both, as in the MHRS technology. However, the MHRS technology does not have a provision for
allocating nonproportional inputs and outputs to individual processes as in the models of Cherchye
et al. To enable comparison of the two approaches, below we consider the case in which there are
no nonproportional inputs and outputs, i.e., the sets INP and ONP are empty.
Furthermore, the approach of Cherchye et al. (2013) includes only joint inputs but not joint
outputs. Incorporating the latter should be unproblematic but, for simplicity, below we assume
that there are no shared outputs, i.e., that the set OS is empty.
Another important dierence between the two approaches is in the interpretation and modeling
of shared and joint inputs. The models of Cherchye et al. (2013) incorporate joint inputs under the
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Table 6 DMU C generated by the assumption of joint input xS .
DMU x1 x2 xS y1 y2
A 1 1 2 10 1
B 1 1 2 1 10
C 1 1 2 10 10
assumption that they are simultaneously used by all processes and cannot be split between them
in principle. In contrast, in the MHRS technology, it is assumed that shared inputs are allocated to
dierent processes. The MHRS technology is also suitable in a more general case in which inputs
(and outputs) are partly shared and partly joint, or simply joint (see Endnote 3).
Example 3. The dierence between the interpretation of joint and shared inputs leads to dierent
models of technology. As an illustration, consider observed DMUs A and B in Table 6. Assume
that there are two component processes, each characterized by the component-specic proportional
input xk and output yk, k= 1;2. The third input xS is also proportional but not component-specic,
and is used by both production processes.
According to the approach of Cherchye et al. (2013), if input xS is joint, i.e., simultaneously
used by both processes, then DMU C in Table 6 should be considered as producible. This DMU
has the same process 1 as DMU A, and the same process 2 as DMU B, where both processes use
the same joint input xS. However, if input xS is shared, the above logic becomes unsubstantiated.
Indeed, it is possible that DMU A allocates the largest part of input xS to process 1, and DMU B
allocates the largest part of xS to process 2 (which allows them to produce high levels of outputs
y1 and y2, respectively). In this case, assuming that DMU C can produce both outputs y1 and y2
at the highest level would be incorrect, and this DMU is not included in the MHRS technology.
The above dierence between the two approaches and its impact on eciency evaluation is clar-
ied further by a computational experiment discussed below. To compare the two approaches,
we modify the DGP described in x6.1 by removing the shared output ySj and the nonpropor-
tional input xNPj and output y
NP
j . Because we no longer have the shared output, we correct the
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DGP accordingly. Namely, the shared input (school expenditure) is now spent entirely on the two
program-specic outputs y1j and y
2
j . In this new DGP, the schools are generated as random vectors
(Xj; Yj) = (x
1
j ; x
2
j ; x
S
j ; y
1
j ; y
2
j ).
The described DGP corresponds to the CRS model (LP-5) of Cherchye et al. (2013).14 We ran
this model, and the MHRS model, in the output orientation. It is a simple mathematical fact that,
in the described scenario, the CRS technology of Cherchye et al. (2013) is larger than the MHRS
technology, for the reasons discussed in Example 3. Consequently, the eciency of schools assessed
in the former technology is never higher than in the latter.
However, because the MHRS technology is an inner approximation (a subset) of the true theoret-
ical technology, the eciency estimates ^j of all schools calculated by the MHRS model are always
conservative, i.e., we always have ^j  j, where j is the true eciency of school j embedded in
the DGP. In contrast, the CRS technology of Cherchye et al. (2013) is not a subset of the true
technology from which the sample of schools is generated. In our calculations, for approximately
30% of all schools we had ~j < j, where ~j is the output radial eciency of school j in the CRS
model of Cherchye et al. (2013). For all such schools, their output radial projections obtained from
the latter model lie outside the assumed theoretical production technology. A numerical example
in Appendix F provides an additional illustration of this last point.
Further computational results are presented in Appendix G. These results show that, for the
assumed DGP described above (in which, importantly, xS is a shared but not joint input), the
MHRS model recovers the relative eciency of DMUs better than the model of Cherchye et al.
(2013). This advantage is more pronounced when the variation of the true eciency j is relatively
low. Thus, with j uniformly distributed in the interval [0:75;1], the rank correlation between the
true and estimated eciency is approximately 10% higher when using the MHRS model compared
to the model of Cherchye et al. (2013). With increasing standard deviation of the random eciency
j both models provide increasing average rank correlation. However, the advantage of the MHRS
model over the model of Cherchye et al. (2013) is gradually reduced to about 1{3% in terms of
rank correlation between the true and estimated eciency.
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In summary, as illustrated by Example 3, the assumption of joint inputs leads to a larger model of
technology compared to the assumption that such inputs are shared (in the restricted setting when
we have INP =ONP =OS =?). However, modeling shared inputs that are allocated to component
processes (in unknown quantities) as joint inputs is theoretically unsubstantiated. As demonstrated
by computations, in practice this leads to potential underestimation of the true eciency of DMUs
and obtaining their benchmarks outside the true technology.
8. Conclusion
In conventional CRS and VRS DEA models it is implicitly assumed that all inputs contribute to
the production of all outputs. This generic nature of standard DEA models limits their usefulness
in applications characterised by several component processes in which some inputs are used only for
the production of specic outputs. For example, if some DMUo has the largest ratio of some output
r to some input i across all observed DMUs, then it is ecient in the CRS model, even if input
i is not used in the production of output r. This limitation becomes obvious in our motivational
Example 1 involving the eciency assessment of schools with two component processes. In this
example, the use of the CRS model leads to a signicant overestimation of school eciency.
In our paper we address the above limitation and develop a new multiple hybrid returns-to-scale
(MHRS) model of production technology with several component processes. This model is suitable
for applications in which the inputs and outputs can be classed into the three types: proportional
inputs and outputs specic to individual component processes, proportional inputs and outputs
shared between all processes, and nonproportional inputs and outputs.
Our development is dierent from the existing approaches in several respects. First, we com-
bine multiple proportional and nonproportional inputs and outputs in one model. We argue that
this approach may, for example, be useful in the assessment of eciency of schools, where both
proportional (volume-related) and nonproportional (socio-economic and quality-related) measures
occur naturally. Second, we derive the MHRS technology formally from explicitly stated production
axioms. The resulting technology includes only those DMUs that can be explained using accepted
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axioms, and does not include any arbitrary DMUs. Third, we do not make any explicit assumptions
about the allocation of shared inputs and outputs to component production processes.
We illustrate the usefulness of the new MHRS technology by two large examples. The rst is
an application to public schools in Portugal providing secondary education. The second involves
Monte Carlo experiments with a simulated DGP. In line with theoretical results and performance
expectations, we show that the MHRS model provides better discrimination on eciency and
recovers the true theoretical eciency of DMUs better than the alternative models.
It is worth noting that the MHRS technology is developed for a particular range of applications
in which all Axioms 1{5 are satised. In particular, Axiom 5 requires that the individual component
processes are scalable, which is similar to the assumption of CRS in a single-process technology.
Clearly, in many applications, this assumption is not satised. In these cases the use of the MHRS
model would be theoretically unsubstantiated.
The presented methodology suggests several avenues for future research. For example, a question
arises if it is possible to develop an axiomatic denition of the MHRS technology that distinguishes
between component-specic and shared nonproportional inputs and outputs. This approach should
not require any information about the allocation of shared inputs and outputs, similar to the treat-
ment of proportional inputs and outputs. It is also worthwhile exploring an axiomatic development
of a technology in which dierent component processes are based on dierent assumptions of RTS.
A further research avenue is the expansion of the MHRS model that would also include the type
of joint inputs (and, potentially, outputs) in the sense of Cherchye et al. (2013).
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Appendix A. Proofs of Proposition 1 and Theorem 1
Proof of Proposition 1. It suces to consider the case 0 < min < 1. By Axiom 5 with  = 0,
the DMU (X(0); Y (0)), whose only nonzero component is vector XNP , is in T . Dene
~X
~Y

= min

X
Y

+(1 min)

X(0)
Y (0)

=

minX1; : : : ; minXK ;minXS;XNP
minY 1; : : : ; minY K ; minY S; minY NP

:
By Axiom 3, ( ~X; ~Y ) 2 T . Dene vector ~ 2 RK with components ~k = k=min  1, 8k. Then
~min = 1 and ~max = max=min. Applying Axiom 5 with ~ to DMU ( ~X; ~Y ), we obtain (X^(); Y^ ()).
Hence the latter DMU is in T . Conversely, (X^(); Y^ ()) dominates (X(); Y ()) in the Pareto
sense. The proof follows by Axiom 2. 
Proof of Theorem 1. Denote ~T  the set of all DMUs (X;Y )  0 that satisfy (4) with some
vectors  and j, j 2 J . We need to prove that T  = ~T . The proof follows from Lemmas 1{3. 
Lemma 1. Technology ~T  satises Axioms 1{3.
Proof of Lemma 1. Any DMU j 2 J satises (4) with j = 1, j = 0, 8j 6= j, and kj = 1,
8j; k. Therefore, ~T  satises Axiom 1. Axiom 2 is true because (X 0; Y 0) satises (4) with the same
vectors  and j, j 2 J , as the DMU (X;Y ). To prove Axiom 3, let ( ~X; ~Y ) satisfy (4) with vectors
~ and ~j, j 2 J . Also let (X^; Y^ ) satisfy (4) with ^ and ^j, j 2 J . Consider any  2 [0;1]. We need
to prove that ( X; Y ) = ( ~X; ~Y )+ (1  )(X^; Y^ ) satises (4) with some vectors  and j, j 2 J .
Let  = ~ + (1   )^. To dene vectors j, consider two cases. If j = 0, we arbitrarily
take kj = 1, 8k. If j > 0, for each k dene kj so that j kj = ~j ~kj + (1   )^j^kj , i.e., kj =
~j ~
k
j +(1  )^j^kj=j. Let us prove that ( X; Y ) satises (4) with  and j, j 2 J . Conditions (4g)
and (4h) are trivial. The proof of (4a) and (4d) is similar. For example, (4a) is proved as follows:
Xk =  ~Xk+(1  )X^k  
nX
j=1
~j
 
~kjX
k
j

+(1  )
nX
j=1
^j
 
^kjX
k
j

=
nX
j=1
j
 
kjX
k
j

:
The proofs of (4b) and (4e) are also similar. Thus, for the former we have:
XS  
nX
j=1
~jmax
k
f~kj gXSj +(1  )
nX
j=1
^jmax
k
f^kj gXSj

nX
j=1

max
k
n
~j ~
k
j +(1  )^j^kj
o
XSj =
nX
j=1

max
k
fj kj gXSj

=
nX
j=1
j

max
k

kj
	
XSj

:
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Finally, condition (4f) is proved as follows:
Y NP  
nX
j=1
~jmin

1; ~kj j 8k
	
Y NPj +(1  )
nX
j=1
^jmin

1; ^kj j 8k
	
Y NPj

nX
j=1
min
n
~j +(1  )^j; ~j ~kj +(1  )^j^kj j 8k
o
Y NPj
=
nX
j=1
min

j; j 
k
j j 8k
	
Y NPj =
nX
j=1
j
 
minf1; minj gY NPj

:

Lemma 2. Technology ~T  satises Axiom 5.
Proof of Lemma 2. Let DMU (X;Y ) satisfy (4) with some  and j, j 2 J . We prove that DMU
(X^(); Y^ ()) dened in Axiom 5, where  is replaced by  = (1; 2; : : : ; K), satises (4) with
the same vector  and vectors ^j = (
11j ; 
22j ; : : : ; 
KKj ), j 2 J . The proof of conditions (4a),
(4c), (4d), (4g) and (4h) is straightforward. For example, in the case of (4a), for each k we have:
X^k() = kXk  k
nX
j=1
j
 
kjX
k
j

=
nX
j=1
j
 
^kjX
k
j

:
Condition (4b) follows from the following inequality:
X^S() =max
k

k
	
XS 

max
k

k
	 nX
j=1
j

max
k

kj
	
XSj


nX
j=1
j

max
k

kkj
	
XSj

=
nX
j=1
j

max
k

^kj
	
XSj

:
The proof of inequality (4e) is similar. Finally, (4f) is proved as follows:
Y^ NP () =min

1; k j 8k	Y NP min1; k j 8k	 nX
j=1
j
 
min

1; kj j 8k
	
Y NPj


nX
j=1
j
 
min

1; kkj j 8k
	
Y NPj

=
nX
j=1
j
 
min

1; ^kj j 8k
	
Y NPj

:

Lemma 3. ~T   T , where T is any technology that satises Axioms 1{3 and 5.
Proof of Lemma 3. Let (X;Y ) 2 ~T . We need to prove that (X;Y ) 2 T . By denition of ~T ,
(X;Y ) satises (4) with some  and j, j 2 J . The left-hand side of conditions (4a){(4f) is a convex
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combination of DMUs

X^j(); Y^j()

obtained by the selective scaling of observed DMUs (Xj; Yj),
as in Axiom 5. Because T satises Axioms 3 and 5, this convex combination is in T . The DMU
(X;Y ) on the right-hand side is dominated by the left-hand side and, by Axiom 2, (X;Y )2 T . 
Appendix B. Proofs of Theorem 2 and Propositions 2{4
In the proofs below we denote ~TMHRS the set of all DMUs (X;Y ) 0 that satisfy conditions (6)
with some vectors  and j, j 2 J . We rst establish some preliminary results.
Lemma 4. T   ~TMHRS.
Proof of Lemma 4. Let (X;Y ) 2 T . Then (X;Y ) satises (4) with some vectors  and j,
j 2 J . Then (X;Y ) satises (6) with the same vector  and kj = jkj   j, as in (5). Indeed,
substituting j
k
j by j +
k
j in (4), we obtain (6). In particular, (6f) is true because
j
 
minf1; minj g

=min

j; j
k
j j 8k
	
=min

j; j +
k
j j 8k
	
= j +min
k

0; kj
	
; 8j: (12)
We have proved that (X;Y )2 ~TMHRS. 
Lemma 5. ~TMHRS  cl T . In other words, if (X;Y )2 ~TMHRS, then either (X;Y )2 T  or (X;Y ) is
a limit point of T .
Proof of Lemma 5. Let (X;Y ) satisfy (6) with some vectors  and j, j 2 J . Two cases arise.
1) Assume that, if j = 0 then 
k
j = 0, 8j; k. For each j such that j > 0 we use (5) to dene
kj =
 
j +
k
j

=kj , 8k. If j = 0, arbitrarily dene kj = 1, 8k. Then (5) is true for all j and k, and
conditions (6) imply (4). In particular, (4f) follows from (12). Therefore, (X;Y )2 T .
2) Assume j = 0 and 
k
j > 0 for some j and k. (By (6h), the case 
k
j < 0 is impossible.) Let us
show that (X;Y ) is the limit of some sequence of DMUs (Xt; Y t) 2 T , t= 1;2; : : : Let (X^; Y^ ) =
(1=n)
P
j2J(Xj; Yj) be the average of all observed DMUs. For each t, dene the convex combination
(Xt; Y t) = (1  1=t)(X;Y )+ (1=t)(X^; Y^ )  !
t!+1
(X;Y ):
We need to prove that (Xt; Y t) 2 T , 8t. Each observed DMU (Xj ; Yj), j 2 J , satises (6)
with ^j = 1, ^j = 0, 8j 6= j, and vectors ^j = 0, 8j. As assumed, (X;Y ) satises (6) with vectors
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 and j, 8j. Then, for each t, (Xt; Y t) satises (6) with the vectors (t)j = (1 1=t)j+1=(tn) and

(t)
j = (1 1=t)j, 8j 2 J . Therefore, (Xt; Y t)2 ~TMHRS, 8t. As proved in the above case 1), because

(t)
j > 0, 8j, we have (Xt; Y t)2 T , 8t. Therefore, (X;Y ) is a limit point of T . 
Lemma 6. A DMU (X;Y ) satises conditions (6) with some vectors  and j, j 2 J , if and only
if (X;Y ) satises conditions (7) with some vectors , , ,  and j, j 2 J .
Proof of Lemma 6. Let (X;Y ) satisfy (6) with some vectors  and j, j 2 J . For all j 2 J ,
dene
j =max
k

kj j k 2K
	
; j =min
k

kj j k 2K
	
; j = min

0; kj j k 2K
	
:
Then (X;Y ) satises (7) with , , ,  and j j 2 J . Conversely, let (X;Y ) satisfy (7) with some
, , ,  and j, j 2 J . By (7h),  0. Also, (7b) and (7j) imply (6b). Similarly, (7e) and (7k)
imply (6e), (7f) and (7i) imply (6f). Finally, (7h) and (7i) imply (6h). 
Lemma 7. Technology ~TMHRS is a polyhedral set. If I
NP =ONP =?, ~TMHRS is a polyhedral cone.
Proof of Lemma 7. By Lemma 6, let ~TMHRS be dened by conditions (7). Denote W the set
of all solutions hX;Y;; ;; ;j j 8ji that satisfy conditions (7) and the nonnegativity conditions
X;Y  0. The setW is dened by a nite number of linear inequalities and is, therefore, a polyhedral
set. Technology ~TMHRS is the projection ofW on its dimensions X and Y . By the projection lemma
(see, e.g., its use for the proof of a similar Proposition 1 in Podinovski et al. 2016), ~TMHRS is a
polyhedral set.
Suppose that INP = ONP = ?. Let DMU (X;Y ) satisfy (6) from which the constraints (6c)
and (6f) are omitted, with some vectors ~ and ~j, j 2 J . Then, for any scalar   0, (X;Y )
satises (6) with ^= ~ and ^j = ~j + (  1)~, for which ^+ ^j = (~+ ~j), 8j 2 J . Therefore
TMHRS is a cone. 
Lemma 8. ~TMHRS = cl T
.
Proof of Lemma 8. By Lemma 4, T   ~TMHRS. By Lemma 7, ~TMHRS is a closed set. Therefore,
cl T   ~TMHRS. Taking into account Lemma 5, ~TMHRS = cl T . 
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Lemma 9. Technology ~TMHRS satises Axioms 1{5.
Proof of Lemma 9. Axioms 1 and 2 are trivial. By Lemma 7, ~TMHRS is a polyhedral set. There-
fore it satises Axioms 3 and 4. To prove Axiom 5, let (X;Y )2 ~TMHRS satisfy (6) with some  and
j, j 2 J . Consider any 2RK+ . We need to prove that (X(); Y ()) in (3) satises (6) with some
~ and ~j, j 2 J . Indeed, let ~= . Dene ~kj = k(j+kj ) j so that ~j+ ~kj = k(j+kj ), 8j; k.
Let us prove that (X(); Y ()) satises (6) with ~ and ~j, j 2 J . Conditions (6g){(6i) are trivial.
The proof of (6a) and (6d) is similar. For example, in the case of (6a) we have:
Xk() = kXk 
nX
j=1
k
 
j +
k
j

Xkj =
nX
j=1

~j + ~
k
j

Xkj :
The proof of (6b) and (6e) is similar. For example, the former is proved as follows:
XS() =

max
k

k
	
XS 

max
k

k
	 nX
j=1
max
k

j +
k
j
	
XSj

nX
j=1
max
k

k
 
j +
k
j
	
XSj =
nX
j=1
max
k
n
~j + ~
k
j
o
XSj :
Condition (6c) is true because ~=  and X()NP =XNP . Finally, to prove (6f), consider two
cases. If min < 1 then Y NP () = 0 and (6f) whose left-hand side is nonnegative follows. If min  1
then Y NP () = Y NP . Then (6f) follows from (6h) and the denition of ~ and ~kj . 
Lemma 10. ~TMHRS  T , where T is any technology that satises Axioms 1{5.
Proof of Lemma 10. Because T satises Axioms 1{3 and 5, by Denition 1, T   T . By Axiom 4,
T is closed and thus cl T   T . By Lemma 5, ~TMHRS  cl T   T . 
Proof of Theorem 2. This follows from Lemmas 9 and 10. 
Proof of Propositions 2, 3 and 4. By Theorem 2, TMHRS = ~TMHRS. The rest of the proof follows
from Lemmas 6, 7 and 8, respectively. 
Appendix C. Proof of Theorem 3
Proof of Theorem 3. Consider the dual to program (8) in which  is sign free. (Condition  0
follows from (7h) and is redundant.) Let v 2Rm+ and u 2Rs+ be the dual vectors to the input and
output constraints in (8), respectively. Let ! be dual to (7g) and  2Rn+ be dual to (7h). Denote
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"kj ; 
k
j ; 
k
j  0 the dual variables dual to (7i), (7j) and (7k), 8j; k. The dual to (8) is stated as follows.
(Its constraints correspond to following order of primal variables: , j, 
k
j , j, j and j.)
min v>Xo+! (13a)
s.t. u>Yo = 1; (13b)
v>Xj  u>Yj +!  j = 0; 8j; (13c)X
i2Ik
viXji 
X
r2Ok
urYjr  "kj + kj   kj = 0; 8j; k (13d)X
r2ONP
urYjr+ j  
X
k2K
"kj  0; 8j; (13e)X
i2IS
viXji 
X
k2K
kj = 0; 8j; (13f)
 
X
r2OS
urYjr+
X
k2K
kj = 0; 8j; (13g)
u; v 0; j; "kj ; kj ; kj  0;8j; k; ! sign free: (13h)
Equalities (13f) and (13g) are equivalently restated as nonlinear constraints:
kj = p
k
j
X
i2IS
viXji; where
X
k2K
pkj = 1; p
k
j  0; 8j; k;
kj = q
k
j
X
r2OS
urYjr; where
X
k2K
qkj = 1; q
k
j  0; 8j; k:
(14)
Substitute kj and 
k
j from (14) into (13d) and j from (13c) into (13e). Rearranging, we have
min v>Xo+!
s.t. u>Yo = 1;
v>Xj  u>Yj +!= j  0; 8j;X
i2Ik
viXji+ p
k
j
X
i2IS
viXji

 
X
r2Ok
urYjr+ q
k
j
X
r2OS
urYjr

= "kj  0; 8j; kX
i2INP
viXji 
X
r2ONP
ur0+! 0; 8j;X
k2K
pkj =
X
k2K
qkj = 1; 8j;
u; v 0; pkj ; qkj  0;8j; k; ! sign free:
Removing variables j and "
k
j as redundant, we obtain program (9). 
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Appendix D. The Data Generating Process for Section 6
We generate the vector of teaching hours for the two programs in polar coordinates, i.e., we let
(x1j ; x
2
j) = (rj cos'j; rj sin'j), where the angle 'j and radius rj are randomly generated from the
uniform distributions U [
4
  0:3; 
4
+ 0:3] and U [1;100], respectively. Similarly, we generate the
vector of expenditures for the two programs as (xS1j ; x
S2
j ) = (j cos j; j sin j), where  j and j
are generated from the distributions U [
4
  0:3; 
4
+0:3] and U [0:005;5], respectively.
Next, we generate the proportion 0j U [0;0:1] of the teaching hours, and the proportion Sj 
U [0;0:1] of the expenditure allocated to the students with special needs, in addition to the regular
teaching hours and expenditure. These proportions are assumed to be the same for both programs 1
and 2 of school j. The proportions 1  0j and 1  Sj represent the regular teaching hours and
expenditure for all students on both programs. We now calculate the number of all students ykj
and students with special needs ySkj on each program k= 1;2 using the following functions:
ykj =
 
(1 0j )xkj  (1 Sj )xSkj
0:5
; k= 1;2;
ySkj = 0:5
 
0jx
k
j Sj xSkj
0:5
; k= 1;2:
(15)
We generate the random output radial eciency j 2 [0;1] and dene ~ykj = jykj , ~ySkj = jySkj ,
k = 1;2. For dierent experiments, we generate j from the uniform distribution U [a;1], where
a2 f0:25;0:5;0:75;0:9g, and from the normal distribution N[0;1](1; 2) truncated to the range [0;1],
where  2 f0:04;0:12;0:24;0:4g.
Next, we randomly generate the proportion ^j  U [0:01;0:09] of all students assumed to have
good exam results on entry to both programs. The number of such students is calculated as
xNPj = ^jj(y
1
j + y
2
j ):
For a school operating eciently, the total number of students with good results on exit is then
assumed to be as follows:
yNPj = (x
NP
j )
0:8(x1j +x
2
j)
0:1: (16)
Applying eciency j, we obtain ~y
NP
j = jy
NP
j . We also dene the total school expenditure as
xSj = x
S1
j + x
S2
j and the total number of students with special needs as ~y
S
j = ~y
S1
j + ~y
S2
j . The nal
inputs and outputs for the generated school j that are used in the simulation analysis are as follows:
(x1j ; x
2
j ; x
S
j ; x
NP
j ; ~y
1
j ; ~y
2
j ; ~y
S
j ; ~y
NP
j ): (17)
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It is straightforward to show that, given the specication of production functions (15) and (16),
the theoretical technology T0 of which the schools (17) are random members, satises all Axioms 1{
5. In particular, technology T0 is convex and exhibits multiple selective proportionality as specied
by Axiom 5. This implies that the MHRS model of technology T0 based on the nal sample of
generated schools (and, consequently, the VRS and HRS models that are dened by weaker sets of
axioms) is an inner approximation (i.e., a subset) of this technology. However, the standard CRS
model is not an inner approximation of T0, because T0 is not a cone technology.
Appendix E. Computations with the Double Truncated Normal Distribution
Table 7 provides an additional illustration for x6.2. It shows the computational results obtained for
the eciency j randomly generated from the double truncated normal distribution N[0;1] (1; 
2)
truncated to [0;1], where  2 f0:04;0:12;0:24;0:4g, and for sample sizes n2 f50;100;200;500g.
Table 7 The average rank correlation coecients (taken over 100 replications) between the true and estimated
eciency scores in dierent models. The true theoretical eciency is generated from the double truncated normal
distribution. The standard deviations of the rank correlation coecients are shown in parentheses.
Eciency n VRS CRS HRS MHRS
N[0;1](1;0:04
2) 50 Indet. (Indet.) Indet. (Indet.) Indet. (Indet.) Indet. (Indet.)
StDev  0:02 100 0.3021 (0.06966) 0.3842 (0.07077) 0.394 (0.06467) 0.4223 (0.06822)
200 0.4072 (0.05404) 0.4765 (0.05038) 0.4998 (0.04782) 0.5266 (0.04912)
500 0.5264 (0.03078) 0.5725 (0.03048) 0.612 (0.02735) 0.6367 (0.02734)
N[0;1](1;0:12
2) 50 Indet. (Indet.) 0.5408 (0.09251) 0.5854 (0.1003) 0.6195 (0.09534)
StDev  0:07 100 0.544 (0.07283) 0.6299 (0.06245) 0.6793 (0.06065) 0.709 (0.06054)
200 0.6397 (0.04884) 0.7006 (0.04552) 0.7522 (0.04472) 0.7763 (0.04335)
500 0.7339 (0.02904) 0.7787 (0.02573) 0.8267 (0.02199) 0.8455 (0.02023)
N[0;1](1;0:24
2) 50 0.5933 (0.09371) 0.6812 (0.07546) 0.7364 (0.07049) 0.7533 (0.07056)
StDev  0:14 100 0.6888 (0.06049) 0.754 (0.05632) 0.8114 (0.0461) 0.8304 (0.04371)
200 0.6315 (0.0529) 0.6976 (0.0455) 0.7576 (0.04363) 0.7843 (0.04185)
500 0.8244 (0.02685) 0.8624 (0.0223) 0.9127 (0.01617) 0.922 (0.0154)
N[0;1](1;0:4
2) 50 0.6537 (0.09415) 0.7657 (0.06881) 0.8123 (0.05445) 0.8196 (0.05434)
StDev  0:22 100 0.7265 (0.05612) 0.8175 (0.04424) 0.8675 (0.03192) 0.8735 (0.03199)
200 0.7872 (0.03631) 0.8553 (0.03235) 0.9107 (0.0215) 0.9167 (0.02128)
500 0.8432 (0.02216) 0.8921 (0.01896) 0.9496 (0.009849) 0.9543 (0.009865)
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The interpretation of results in Table 7 is similar to the case of uniform distribution of j
discussed in x6.2. As in the latter case, we observe that the MHRS model recovers the true relative
eciency (ranks) better than the VRS, CRS and HRS models.
Appendix F. Example for Section 7
Consider technology T1 with two component processes k = 1;2. Process 1 uses two inputs (e.g.,
labor and costs) denoted x1 and xS1. Similarly, process 2 uses inputs x2 and xS2. The two processes
produce component-specic outputs yk, k= 1;2. Dene technology T1 as follows:
T1 =
n
(x1; x2; xS1; xS2; y1; y2)2R4+R2+ j y1 
 
x1xS1
0:5
; y2   x2xS20:5o :
Note that technology T1 is a convex cone. The following three DMUs are clearly ecient in
technology T1: A= (1;1;1;1;1;1), B = (1;0;2;0;
p
2;0) and C = (0;1;0;2;0;
p
2).
We now add the inputs xS1 and xS2 thus creating a shared input xS = xS1+xS2. This transforms
technology T1 to technology T2. In the latter, DMUs are stated in the form (x
1; x2; xS; y1; y2). This
transforms DMUs A, B and C to ~A= (1;1;2;1;1), ~B = (1;0;2;
p
2;0) and ~C = (0;1;2;0;
p
2).
It is straightforward to verify that technology T2 is convex and satises Axiom 5 if we treat x
1,
x2, y1 and y2 as component-specic proportional inputs and outputs, respectively, and xS as a
shared proportional input. Furthermore, DMUs ~A, ~B and ~C are ecient in technology T2.
Consider the MHRS technology TMHRS generated by DMUs ~A, ~B and ~C. Because technology T2
satises Axioms 1{5, and because TMHRS is the smallest technology that satises them, we have
TMHRS  T2. Therefore, DMUs ~A, ~B and ~C are ecient in technology TMHRS.
Consider the output-oriented analogue of model (LP-5) in Cherchye et al. (2013). DMU ~A, which
is theoretically ecient, is inecient in this model, and its output radial eciency is equal to
1=
p
2. Indeed, in this model the input xS = 2 is treated as the joint input that is used as a whole
(without splitting) by both processes 1 and 2. Under this assumption, processes 1 and 2 of DMU ~A
are outperformed by the single DMUs ~B and ~C, respectively. This implies that the output radial
target for DMU ~A is DMU A = (1;1;2;
p
2;
p
2), which is located outside the technology T2.
Podinovski, Olesen, and Sarrico: Production Technologies with Component Processes
40 Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!)
Appendix G. Comparison with the Model of Cherchye et al. (2013)
Below we provide additional computational results that support our discussion in x7. The Monte
Carlo study used to compare the MHRS model with the model (LP-5) of Cherchye et al. (2013) is
similar to the study reported in Table 5, but is based on the simplied DGP described in x7.
Table 8 The average rank correlation coecients (taken over 100 replications) between the true and estimated
eciency scores in dierent models. The standard deviations of the rank correlation coecients are shown in
parentheses.
Eciency n Cherchye et al. MHRS CRS
U [0:9;1] 50 0.4434 (0.1332) 0.636 (0.09513) 0.4052 (0.1113)
StDev  0:03 100 0.4924 ( 0.08341) 0.7271 (0.06286) 0.4883 (0.07223)
200 0.5197 (0.05882) 0.7988 (0.03851) 0.5774 (0.05241)
500 0.5524 (0.03149) 0.874 (0.01918) 0.6883 (0.02895)
U [0:75;1] 50 0.7366 (0.0823) 0.8072 (0.0688) 0.6104 (0.09256)
StDev  0:07 100 0.7878 (0.0546) 0.8687 (0.04562) 0.6803 (0.0587)
200 0.8252 (0.03316) 0.909 (0.02394) 0.7501 (0.04443)
500 0.8594 (0.01693) 0.9458 (0.01149) 0.8271 (0.02157)
U [0:5;1] 50 0.8709 (0.0547) 0.8928 (0.04874) 0.7294 (0.08093)
StDev  0:14 100 0.9062 (0.03815) 0.93 (0.03397) 0.7867 (0.05986)
200 0.9335 (0.02019) 0.956 (0.01673) 0.8364 (0.03795)
500 0.9539 (0.0092) 0.9753 (0.007664) 0.8841 (0.01685)
U [0:25;1] 50 0.9235 (0.03974) 0.9319 (0.03725) 0.7841 (0.07223)
StDev  0:22 100 0.9487 (0.02681) 0.9581 (0.02451) 0.8297 (0.05389)
200 0.9663 (0.01304) 0.975 (0.01147) 0.8628 (0.03419)
500 0.9784 (0.005953) 0.9865 (0.005158) 0.8939 (0.01584)
Table 8 reports the results from the Monte Carlo analysis in which the true eciency j is
generated from the uniform distribution U [a;1] with the lower bound a2 f0:25;0:5;0:75;0:9g, and
for sample sizes n2 f50;100;200;500g. For each combination of sample size n and lower bound a,
we estimate the eciency of the n DMUs using the MHRS model, the model (LP-5) of Cherchye et
al. (2013), and, for reference purposes, the conventional CRS model, all in the output orientation.
We again use rank correlation as a measure of the model's ability to recover the true relative
eciency scores. Table 8 reports the average rank correlation between the estimated and the true
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eciency scores based on 100 replications. The structure of this table is identical to Table 5. As
expected, we see that the rank correlation increases for all three models as the sample size n
increases.
These results clearly show that the MHRS model outperforms both the model of Cherchye et
al. (2013) and the CRS model. This is especially pronounced when the standard deviation of the
random eciency is relatively low. With the standard deviation below 0.07, the rank correlation
of the MHRS model is at least 10% higher compared to the model of Cherchye et al. (2013). This
advantage diminishes to about 1{3% when the variance of the true eciency is increased, i.e.,
when j is generated from the uniform distribution U [a;1], where a= 0:5 or a= 0:25. The standard
deviations of the rank correlation in Table 8 are relatively low which indicates a relatively low
dispersion around the average rank correlation.
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Endnotes
1. It is known that, if DMUo has the largest ratio of some output r to some input i among
all observed DMUs, then DMUo is ecient in the CRS model, even if input i is not used in the
production of output r. For example, school A is ecient because its ratio of the language students
to mathematics teachers is higher than the same ratio for school B.
2. In this paper we assume that all inputs and outputs are given as volume measures and not as
percentages or ratios. An example of a volume input is the number of students with good grades
on entry, and an example of a ratio input is the percentage of such students in the entire intake. A
principal problem with ratio measures is that they generally do not satisfy the standard convexity
assumption and need to be modeled dierently to the volume measures. A range of DEA models
with a single proportional process and nonproportional ratio inputs and outputs is developed by
Olesen et al. (2015, 2017) who extend earlier ideas of Ruggiero (1996) and Podinovski (2005).
3. The worst-case assumption underpinning the development of the MHRS technology is appli-
cable to a range of dierent types of shared inputs. On the two sides of this range are the fully
allocated (although in unknown proportions) and perfectly joint inputs (the latter in the sense of
Cherchye et al. 2013). This range also includes any combination of the two extreme types, which
often occurs in practical applications because of insucient information (see our discussion of
school costs in x1.1). As shown by Example 3 in x7, if all shared inputs are joint, the assump-
tion that such inputs be scaled by the maximum of the scaling factors of individual processes is
over-conservative (but it is still valid and can be used, in the same way as the VRS technology
can be used to model a CRS production process). In this case, the approach of Cherchye et al.
(2013) utilizes the information that the inputs are actually joint and provides a more appropriate
treatment. However, the approach of Cherchye et al. (2013) is not applicable if some shared inputs
are fully or partly allocated to dierent processes.
4. In the axiomatic denition of the VRS and CRS technology (Banker et al. 1984), Axiom 4
follows from the other accepted axioms and for this reason does not need to be stated. However,
as shown in x3, the technology T  dened by Axioms 1{3 and 5 only is not closed.
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5. It is clear that not knowing the exact proportions in which the shared inputs and outputs
are allocated to component processes and having to use the worst-case assumption as a substitute,
represents a loss of information leading to a weaker (smaller) model of technology compared to
the case in which the actual allocations are known. For example, consider the technology with two
component processes and a single shared input. Let DMU (x1; x2; xS; y1; y2) = (1;1;1;1;1). Suppose
that the shared input xS = 1 is actually split equally between the two processes. Then, scaling the
process 1 and its share of xS by a factor 1 = 2, and keeping process 2 unchanged, we obtain DMU
A = (2;1;1:5;2;1). However, by the worst-case assumption implemented in Axiom 5, we obtain
DMU B = (2;1;2;2;1). Because A outperforms B, and because we assume Axiom 2, the former
approach leads to a larger technology than the latter.
6. To see that technology T  is generally not closed, consider the following example with K = 1.
Let IS =OS =ONP =?. Dene two observed DMUs as (X1; Y1) = (1;2;2) and (X2; Y2) = (1;1;1),
where the three vector components represent i1 2 I1, i2 2 INP and r1 2O1, respectively. By Axiom 5,
the DMUs (X1(t); Y1(t)) = (t;2;2t)2 T , for all t= 1;2; : : : By Axiom 3, the convex combination 
Xt
Y t
!
=
1
t
 
X1(t)
Y1(t)
!
+

1  1
t
 
X2
Y2
!
=
0B@ (2t  1)=t(t+1)=t
(3t  1)=t
1CA2 T ; 8t:
Note that f(Xt; Y t)g  !
t!+1
(2;1;3). Let us show that (2;1;3) =2 T . Assume this is not true. Then
(2;1;3) satises (4) with some 1, 2, 
1
1 and 
1
2. From (4c) we have 21 + 12  1. Taking into
account equality (4g), this implies 1 = 0 and 2 = 1. Then (4a) and (4d) imply 
1
2  2 and 12  3,
respectively, which is impossible.
7. If INP =ONP =?, the constraints (6c) and (6f) are omitted from the statement (6) of tech-
nology TMHRS, and the remaining conditions are simplied by the substitution ^
k
j = j +
k
j , 8j; k.
Furthermore, the normalizing condition (6g) becomes redundant and is omitted. The remaining
inequalities (6b) and (6d) are linearized as in (7), by replacing maxkf^kjg by j, minkf^kjg by j,
and incorporating the additional inequalities j  ^kj and j  ^kj , for all j; k.
8. If j > 0, components 
k
j are found from equality (5): 
k
j = (j +
k
j )=j. If j = 0 but 
k
j 6= 0
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for at least one k, equality (5) cannot be satised. As follows from the proof of Lemma 5, any such
DMU (X;Y ) in (6) is a limit point of a sequence of DMUs of the other types stated in Remark 1.
9. In this case inequalities (6b) and (6e) are removed from conditions (6), and the superscript
k is dropped. Conditions (6) become the standard statement of the HRS technology (Podinovski
2004a) by the substitution j = ^j   ^j, where ^j; ^j  0, 8j 2 J .
10. For example, the incorporation of an upper bound on the proportion pkj in program (9) in the
form pkj  pkj , where pkj > 0 is a constant, is equivalent to the incorporation of the linear inequality
kj  pkj
 P
i2IS viXji

in the linear program (13) shown in Appendix C.
11. The results of Podinovski et al. (2016) apply to any polyhedral technology. They extend and
operationalize earlier results of Chambers and Fare (2008). Balk et al. (2015) obtain similar results
for smooth production frontiers.
12. The CRS and MHRS technologies extend the VRS technology in dierent ways. The CRS
technology allows full scaling of DMUs which is disallowed by the MHRS technology with nonpro-
portional inputs or outputs. On the other hand, the MHRS technology allows selective scaling of
component processes, which is impossible in the CRS technology.
13. We use the term \indeterminate" when, for at least one sample of size n out of the 100
replications, the estimated eciency of all DMUs is equal to 1. (This implies the model does
not provide sucient discrimination.) In such cases the rank correlation for the given sample is
indeterminate and so is the average rank correlation.
14. Model (LP-5) is given in the online supplement to the paper of Cherchye et al. (2013).
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