The extraction of urban water bodies from high-resolution remote sensing images, which has been a hotspot in researches, has drawn a lot of attention both domestic and abroad. A challenging issue is to distinguish the shadow of high-rise buildings from water bodies. To tackle this issue, we propose the automatic urban water extraction method (AUWEM) to extract urban water bodies from high-resolution remote sensing images. First, in order to improve the extraction accuracy, we refine the NDWI algorithm. Instead of Band2 in NDWI, we select the first principal component after PCA transformation as well as Band1 for ZY-3 multi-spectral image data to construct two new indices, namely NNDWI1, which is sensitive to turbid water, and NNDWI2, which is sensitive to the water body whose spectral information is interfered by vegetation. We superimpose the image threshold segmentation results generated by applying NNDWI1 and NNDWI2, then detect and remove the shadows in the small areas of the segmentation results using object-oriented shadow detection technology, and finally obtain the results of the urban water extraction. By comparing the Maximum Likelihood Method (MaxLike) and NDWI, we find that the average Kappa coefficients of AUWEM, NDWI and MaxLike in the five experimental areas are about 93%, 86.2% and 88.6%, respectively. AUWEM exhibits lower omission error rates and commission error rates compared with the NDWI and MaxLike. The average total error rates of the three methods are about 11.9%, 18.2%, and 22.1%, respectively. AUWEM not only shows higher water edge detection accuracy, but it also is relatively stable with the change of threshold. Therefore, it can satisfy demands of extracting water bodies from ZY-3 images.
Introduction
Cities are the crystallization of highly developed civilization. As an important factor in the urban ecosystem, water bodies play a critical role in maintaining stability of the urban ecosystem [1] . Their changes are closely related with people's life. Negative changes may lead to disasters, pollution, water shortage, or even epidemics [2] . Therefore, understanding the distribution and changes of urban water has become the focus of people's attention.
In recent years, with the development and application of remote sensing technology, it has played an increasingly important role in natural resource surveying [3, 4] , dynamic monitoring [5, 6] , and natural surface water planning [7, 8] , thus attracting researchers' attention. Remote sensing images enable us to observe the earth from a totally different perspective and monitor its real-time changes.
Study Areas and Data

Study Areas
To verify the feasibility of the automatic urban water extraction method (AUWEM) algorithm, we select five images featuring different areas with different environments including lakes and rivers within territory of China for experiments. The selected areas were located in Beijing, Guangzhou, Suzhou and Wuhan. As for Wuhan, the city is an ideal place for experiment because of its large amount of rivers and lakes as well as rich diversity of water bodies, so we select two different coverage areas for experiment. Details of the experimental areas are described in the following Table 1 , and the corresponding images from ZY-3 satellite are detailed in Table 2 . training can be used to remove the impact of shadows on urban water extraction [31] . However, the training can be used to remove the impact of shadows on urban water extraction [31] . However, the training can be used to remove the impact of shadows on urban water extraction [31] . However, the Table 2 . ZY-3 satellite Parameters.
Item Contents
Camera model Panchromatic orthographic; Panchromatic front-view and rear-view; multi-spectral orthographic Resolution Sub-satellite points full-color: 2.1 m; front-and rear-view 22° full color: 3.6 m; sub-satellite points multi-spectral: 5.8 m ZY-3 Images used in the experiments can be queried and ordered from http://sjfw.sasmac.cn/ product/order/productsearchmap.htm. We use theZY-3 multi-spectral data to extract water. All image data are Level 1A products, which have been adjusted through radiometric and geometric correction. All the images used in the experiments were cloud free.ZY-3 satellite parameters are shown in Table 2 . The experimental image information is described in the following Table 3 . Beijing  28 November 2013  002  125  Guangzhou  20 October 2013  895  167  Suzhou  17 December 2015  882  147  Wuhan_1  24 July 2016  001  149  Wuhan_2  28 March 2016  897  148 The reference imagery is used to evaluate the urban water classification accuracy. To acquire the corresponding reference imagery, we manually delineate the water edge in high-resolution imagery, which is obtained by fusion of ZY-3's high-resolution Panchromatic and ZY-3's Multispectral Images.
During the experiment, we asked an experienced analyst to manually map out the water bodies. To prevent arbitrariness, all referential images corresponding to five experimental areas were drawn by a single person. It took about 10 days, including eight days of imagery creation and two days of double-checking. Before manually mapping out water bodies and non-water areas, we collected and studied a large amount of related samples so that relevant criteria can be set up to improve the accuracy of water boundary mapping. Figure 1 shows the five referential images that are manually drawn. Here, the water bodies are in blue, and non-water area areas are in black. The relevant criteria for water body delineate are as follows:
1.
Delineate precision of the fuzzy boundary of water body is within three pixels while the clear boundary of water body is within one pixels.
2.
Less than or equal to one pixels of water body information is not given to delineate.
3.
We choose reference of higher resolution Google map image in order to distinguish between water body and building shadow as well as the seemingly water body and non-water body.
4.
Urban water system is basically interconnected with each, other except for the river intercepted by bridge.
Water 2017, 9, 144 5 of 28 out the water bodies. To prevent arbitrariness, all referential images corresponding to five experimental areas were drawn by a single person. It took about 10 days, including eight days of imagery creation and two days of double-checking. Before manually mapping out water bodies and non-water areas, we collected and studied a large amount of related samples so that relevant criteria can be set up to improve the accuracy of water boundary mapping. Figure 1 shows the five referential images that are manually drawn. Here, the water bodies are in blue, and non-water area areas are in black. The relevant criteria for water body delineate are as follows:
1 Delineate precision of the fuzzy boundary of water body is within three pixels while the clear boundary of water body is within one pixels. 2
Less than or equal to one pixels of water body information is not given to delineate. 3 We choose reference of higher resolution Google map image in order to distinguish between water body and building shadow as well as the seemingly water body and non-water body. 4 Urban water system is basically interconnected with each, other except for the river intercepted by bridge. 
Method
Satellite Image Preprocessing
We used in the study the level-1 imagery taken from ZY-3 satellite without Ortho-rectification, therefore we used RPC+30m DEM to process the experimental images and applied Ortho-rectification without control points. We used FLAASH (Fast Line-of-Sight Atmospheric correction model Analysis of Spectral Hypercubus) for atmospheric correction [40] . All of the above steps were completed in ENVI5.2 software.
The radiometric calibration coefficient of ZY-3 FLAASH atmospheric correction can be downloaded fromhttp://www.cresda.com/CN/Downloads/dbcs/index.shtml. The spectral response function could be downloaded from http://www.cresda.com/CN/Downloads/gpxyhs/index.shtml. Figure 2 depicts the spectral curves of ground objects before and after atmospheric correction. We can see from this figure that there is huge difference between the two spectral curves of pixels. The one after the atmospheric correction is more consistent with the actual features of ground objects. 
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The radiometric calibration coefficient of ZY-3 FLAASH atmospheric correction can be downloaded from http://www.cresda.com/CN/Downloads/dbcs/index.shtml. The spectral response function could be downloaded from http://www.cresda.com/CN/Downloads/gpxyhs/ index.shtml. Figure 2 depicts the spectral curves of ground objects before and after atmospheric correction. We can see from this figure that there is huge difference between the two spectral curves of pixels. The one after the atmospheric correction is more consistent with the actual features of ground objects.
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Figure 2.
Comparison of ground objects' spectral curves before and after the atmospheric correction.
Normalized Difference Water Index (NDWI)
The NDWI was first proposed by McFeeters in 1996 and successfully applied to detect the surface water in multi-spectral imagery from Landsat Multi-spectral Scanner (MSS) [14] . The definition is as follows:
According to this equation and the spectral feature curves of ground objects, the NDWI index value of water surface is greater than 0, the NDWI value of soil and other ground objects with high reflectivity approximately equals 0, while the NDWI value of vegetation is below 0 because the reflectivity of the vegetation on the infrared band is higher than on the green band. As a result, the water can be easily extracted from multi-spectral images.
New Normalized Difference Water Indexes (NNDWI)
In our study, the computation of NNDWI comprises of two steps:
1. Use the ZY-3 Blue band (Band1) to replace the green band in Equation (1) to obtain NNDWI1, i.e.,
2. Four bands of ZY-3 imagery were processed by the Principal Component Analysis (PCA) transformation [41] , use the first principle component after PCA transformation to replace the Green band in Equation (1) to obtain NNDWI2, i.e.,
where Component1 is the first principal component after PCA transformation. The PCA transformation reflects the methodology of dimension reduction [41] . From the mathematic perspective, it is to find a set of basis vectors which can most efficiently express the relations among various data. From the geometrical perspective, it is to rotate the original coordinate axis and get an orthogonal one, so that all data points reach the maximum dispersion along the new axis direction. Comparison of ground objects' spectral curves before and after the atmospheric correction.
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New Normalized Difference Water Indexes (NNDWI)
1.
Use the ZY-3 Blue band (Band1) to replace the green band in Equation (1) to obtain NNDWI1, i.e.,
2.
Four bands of ZY-3 imagery were processed by the Principal Component Analysis (PCA) transformation [41] , use the first principle component after PCA transformation to replace the Green band in Equation (1) to obtain NNDWI2, i.e.,
where Component1 is the first principal component after PCA transformation. The PCA transformation reflects the methodology of dimension reduction [41] . From the mathematic perspective, it is to find a set of basis vectors which can most efficiently express the relations among various data. From the geometrical perspective, it is to rotate the original coordinate axis and get an orthogonal one, so that all data points reach the maximum dispersion along the new axis direction. When applied to the image analysis, it is to find as few basis images as possible to preserve the maximum information of the original images, thus achieving the purpose of feature extraction.
In our study, the initial water extraction results are generated by the superimposition of the threshold segmentation results from two water indexes, namely NNDWI1 and NNDW2. Therefore, NNDWI is expressed as follows:
In Equation (4), segmentation_NNDWI1 and segmentation_NNDWI2 represent the threshold segmentation results generated by NNDWI1 and NNDWI2 index image, respectively.
The result generated by NNDWI integrates the water extraction results from both algorithms, thus the omission caused by a singular index is avoided. As shown below in Figure 3 , NNDWI2 algorithm is not sensitive to turbid water, whereas NNDWI1 is a complement because of its sensitivity to turbid water. Therefore, in practice, these two algorithms can be combined to generate a composite water extraction result instead of two separate ones, thus the subsequent water extraction accuracy can be enhanced. When applied to the image analysis, it is to find as few basis images as possible to preserve the maximum information of the original images, thus achieving the purpose of feature extraction. In our study, the initial water extraction results are generated by the superimposition of the threshold segmentation results from two water indexes, namely NNDWI1 and NNDW2. Therefore, NNDWI is expressed as follows:
The result generated by NNDWI integrates the water extraction results from both algorithms, thus the omission caused by a singular index is avoided. As shown below in Figure 3 , NNDWI2 algorithm is not sensitive to turbid water, whereas NNDWI1 is a complement because of its sensitivity to turbid water. Therefore, in practice, these two algorithms can be combined to generate a composite water extraction result instead of two separate ones, thus the subsequent water extraction accuracy can be enhanced. 
Shadow Detection Based on Object Oriented Technology
Shadow Objects
In the initial water extraction results generated by NNDWI, shadows are extracted along with the water bodies. While analyzing the image data extracted using NNDWI, we find that the areas of shadows are generally smaller than those of water bodies, except for some small artificial ponds and lakes in the city. Therefore, in practice, we only need to detect objects that cover small areas. These objects will encompass almost all possible shadows and small area water bodies. The model for acquiring small-area objects can be described as follows:
component water if area component t component NNDWI component shadow or water if area component t component NNDWI
where t indicates the set segmentation threshold, whose value is the number of pixels that enables the maximum shadow objects; it is a minimum detectable size of water bodies that equals exclusion. The number of pixels of the largest shadow area varies in different images, resulting in different values of t, which should be set accordingly. The experimental statistics show that if we set 2000 < t < 5000, the results will be satisfactory. component indicates the discrete objects in the water extraction results generated using NNDWI, including water and shadow areas. area(component) indicates the object areas: if area(component) > t, then it indicates the water objects, while, if area(component) ≤ t, then it indicates either small area water or shadow objects.
It is impossible to extract all the shadow pixels from the water extraction results generated by using NNDWI. For better application of the Object Oriented Technology, the acquired shadow objects are under morphological dilation [42] , so that the dilated objects can better include shadow pixels in the area. Meanwhile, to limit the dilation results in the actual shadow areas, we use the 
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Shadow Objects
It is impossible to extract all the shadow pixels from the water extraction results generated by using NNDWI. For better application of the Object Oriented Technology, the acquired shadow objects are under morphological dilation [42] , so that the dilated objects can better include shadow pixels in the area. Meanwhile, to limit the dilation results in the actual shadow areas, we use the threshold segmentation results on the near infrared band (Band4) of ZY-3 images as the constraint. (Due to relatively low reflectivity of water and shadows on the near infrared band (Band4), the values of water and shadow pixels are relatively small. The water and shadow areas are in dark black on this band. The threshold segmentation can effectively enable the extraction of water and shadow objects. Therefore, the threshold segmentation results of Band4 serve as a constraint.) Specifically, the constraint on the dilation results is set by intersecting the dilated images and those under threshold segmentation on Band4, expressed as below:
In Equation (6), the dilate_component indicates dilation results of component (i.e., the objects of water/shadow whose areas are below the threshold); and the segmentation_Band4 indicates threshold segmentation results on the near-infrared band (Band4). How the dilation results are constrained by way of intersection is shown in Figure 4 . threshold segmentation results on the near infrared band (Band4) of ZY-3 images as the constraint.
(Due to relatively low reflectivity of water and shadows on the near infrared band (Band4), the values of water and shadow pixels are relatively small. The water and shadow areas are in dark black on this band. The threshold segmentation can effectively enable the extraction of water and shadow objects. Therefore, the threshold segmentation results of Band4 serve as a constraint.) Specifically, the constraint on the dilation results is set by intersecting the dilated images and those under threshold segmentation on Band4, expressed as below:
In Equation (6), the dilate_component indicates dilation results of component (i.e., the objects of water/shadow whose areas are below the threshold); and the segmentation_Band4 indicates threshold segmentation results on the near-infrared band (Band4). How the dilation results are constrained by way of intersection is shown in Figure 4 . Generally, the water extraction results generated by the NNDWI only cover water and shadow areas. Thus, we only need to analyze their features and find the proper ones. In the study, we find that textural features can be used to effectively describe shadows and water bodies, but those of ground objects (such as Gray Level Co-occurrence Matrix, GLCM) are complex and time-consuming to compute and thus unfit for the classification of water bodies and shadows. As a result, we use the spectral features of ground objects to describe the pixels of water and shadow areas and distinguish between them.
Through an extensive analysis of the spectral feature curves of water bodies and shadows, we find that, in general, the spectral relation of water pixels satisfies the following inequality:
The spectral curves of shadow-area pixels are more complicated. When the sunshine is blocked by buildings, there will be shadows. The spectral features of the pixels in the shaded areas typically resemble those of other ground objects, such as vegetation, cement and soil. After analyzing the spectral features of those areas, we summarized five different spectral curve models, as shown in Figure 5 . Generally, the water extraction results generated by the NNDWI only cover water and shadow areas. Thus, we only need to analyze their features and find the proper ones. In the study, we find that textural features can be used to effectively describe shadows and water bodies, but those of ground objects (such as Gray Level Co-occurrence Matrix, GLCM) are complex and time-consuming to compute and thus unfit for the classification of water bodies and shadows. As a result, we use the spectral features of ground objects to describe the pixels of water and shadow areas and distinguish between them.
The spectral curves of shadow-area pixels are more complicated. When the sunshine is blocked by buildings, there will be shadows. The spectral features of the pixels in the shaded areas typically resemble those of other ground objects, such as vegetation, cement and soil. After analyzing the Water 2017, 9, 144 9 of 27 spectral features of those areas, we summarized five different spectral curve models, as shown in Figure 5 .
Water 2017, 9, 144 9 of 28 Figure 5 . The spectral feature curves of the shadow-area pixels: (a-e) typical spectral curves of five types of pixels.
Accordingly, we can set up the following model that shows the spectral relations of shadow pixels:
If the spectral curves in the experimental results generated by the NNDWI index correspond with the pixels shown in the above three models, they will be classified as shadow pixels, and vice versa.
The Shadow Objects Detection Method
In the experiments, the classification of each small-area discrete object is determined. First, the spectral relation of each pixel of discrete objects is described to judge whether it satisfies the constraint of a shadow pixel. The number of shadow pixels in each object is recorded. According to extensive statistical experiments, we find that if the proportion of shadow pixels exceeds the threshold T, then the object can be classified as a shadow area. Otherwise, the object is classified as a water body. The judgment function can be expressed as:
where n indicates the total number of pixels of an object, and m indicates the number of its shadow pixels. The threshold T is an empirical number optimized through experiments. In a statistical analysis of the shadow pixels of the ZY-3 images, we find that when T equals 0.5, water and shadow objects can be effectively differentiated. Figure 6 depicts the steps of the AUWEM algorithm. First, preprocess the imagery (by using Ortho rectification and atmospheric correction). Second, use the NNDWI described in Section 3.3 to obtain the initial water extraction results. Third, use the shadow detection method of the Object Accordingly, we can set up the following model that shows the spectral relations of shadow pixels:
Urban Water Extraction and Its Accuracy Evaluation
The Shadow Objects Detection Method
where n indicates the total number of pixels of an object, and m indicates the number of its shadow pixels. The threshold T is an empirical number optimized through experiments. In a statistical analysis of the shadow pixels of the ZY-3 images, we find that when T equals 0.5, water and shadow objects can be effectively differentiated. Figure 6 depicts the steps of the AUWEM algorithm. First, preprocess the imagery (by using Ortho rectification and atmospheric correction). Second, use the NNDWI described in Section 3.3 to obtain the initial water extraction results. Third, use the shadow detection method of the Object Oriented Technology detailed in Section 3.4 to detect shadow objects. Finally, remove detected shadow objects to obtain the final results of urban water extraction. The overall flow chart of AUWEM is shown in Figure 6 . In order to compare image classification accuracy, we use six indicators to describe the extraction accuracy of different algorithms, including producer accuracy, user accuracy, Kappa coefficient, omission error, commission error and total error.
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Oriented Technology detailed in Section 3.4 to detect shadow objects. Finally, remove detected shadow objects to obtain the final results of urban water extraction. The overall flow chart of AUWEM is shown in Figure 6 . In order to compare image classification accuracy, we use six indicators to describe the extraction accuracy of different algorithms, including producer accuracy, user accuracy, Kappa coefficient, omission error, commission error and total error. 
Experimental Results and Analysis
Water Extraction Maps
To demonstrate the feasibility of the algorithm, we compare the water extraction results generated by using NDWI algorithm and the supervised Maximum Likelihood (MaxLike) classifier was also included in our comparison as the latter one is one of the most widely used methods in land cover classification [16] . Table 4 shows the settings of threshold parameters in different algorithms that are used to extract water from each area. To evaluate the accuracy of the three algorithms, high-resolution fusion imageries are used as the accuracy reference data. We obtain the reference imageries by manually delineating the water edge in fusion imagery, whose information is shown in Table 3 . We compare reference imageries with the classification results generated by the three algorithms. For visual interpretation and analysis of classification results generated by different algorithm, the correct classification of water pixels is colored in blue, correct classification of non-water pixels in black. If there are erroneous classifications, corresponding pixels will be highlighted in white.
The experimental results are shown in Figure 7 . To facilitate the observation and analysis, we select a small area in yellow rectangular frame from the image, and the classification results are shown in Figure 8 . According to the results, the classification accuracy of AUWEM was better than that of NDWI and MaxLike. The AUWEM algorithm excels in classifying mixed pixels of the water edge (judging from the water classification results shown in Beijing, Wuhan_1and Wuhan_2), detecting small pond water compared with NDWI and the MaxLike (judging from classification results shown in Suzhou), and removing shadows of buildings (judging from the classification results shown in Suzhou and Wuhan_2). The NNDWI algorithm is excellent in extracting water bodies that are turbid or whose spectral information is seriously disturbed by vegetation. Therefore, it shows better edge classification results compared with the NDWI algorithm. On the other hand, the classification results of the MaxLike depend on selection of water samples. A limited number of samples will result in unsatisfactory results, especially when the edge pixels are seriously affected by the mixed spectrum. Similarly, small rivers in urban areas are usually flanked with trees, so their spectral information will be seriously disturbed by that of the vegetation. Therefore, the NDWI and MaxLike are inadequate to extract water bodies of small rivers. The Object-Oriented Technology is adopted to differentiate shadows from water bodies by expressing their spectral features, in order to eliminate the influence of high-rise urban buildings on water extraction results. 
Water Extraction Accuracy
Accuracy of water extraction can be evaluated by visual interpretation and one-by-one pixel comparison. The visual interpretation has been discussed in Section 4.1. In this section, we will evaluate the classification accuracy by using some quantitative indicators. Table 5 shows the comparison of water classification accuracy among three algorithms in different experimental areas. A statistical analysis of Table 5 indicates that the classification accuracy of AUWEM is greater than that of NDWI and MaxLike. AUWEM algorithm exhibits the greatest classification accuracy in five experimental areas with the average Kappa coefficient of 93%; the NDWI exhibits the lowest classification accuracy with the average Kappa coefficient of about 84.4%; and the MaxLike falls in between, with the average Kappa coefficient of about 88.6%. As shown in the schedule, we use the detailed statistics of the confusion matrix to describe the classification accuracy of the three algorithms in different experimental areas. Among them, Tables A1-A15 shows the detailed classification accuracy of the three algorithms in different experimental areas. 
Accuracy of water extraction can be evaluated by visual interpretation and one-by-one pixel comparison. The visual interpretation has been discussed in Section 4.1. In this section, we will evaluate the classification accuracy by using some quantitative indicators. Table 5 shows the comparison of water classification accuracy among three algorithms in different experimental areas. A statistical analysis of Table 5 indicates that the classification accuracy of AUWEM is greater than that of NDWI and MaxLike. AUWEM algorithm exhibits the greatest classification accuracy in five experimental areas with the average Kappa coefficient of 93%; the NDWI exhibits the lowest classification accuracy with the average Kappa coefficient of about 84.4%; and the MaxLike falls in between, with the average Kappa coefficient of about 88.6%. As shown in the schedule, we use the detailed statistics of the confusion matrix to describe the classification accuracy of the three algorithms in different experimental areas. Among them, Tables A1-A15 shows the detailed classification accuracy of the three algorithms in different experimental areas. Figure 9 shows the histogram of water classification accuracy of three different algorithms in the five experimental areas. From the histogram, we can find that the water extraction classification accuracy of AUWEM algorithm is higher than that of NDWI and MaxLike. The commission error of AUWEM is below 5% in most experimental area except in Suzhou (9.5%). The omission error rate of AUWEM is significantly lower than that of NDWI and MaxLike in all the five areas. When both the commission and omission error rates are low, the total error rate will be minimal. From the histogram, we can find that the proposed algorithm exhibits the lowest total error rate, followed by the MaxLike and NDWI. The approximate average total error rates of the three algorithms are about 11.9%, 18.2% and 22.1%, respectively.
In terms of the water classification producer accuracy, the AUWEM algorithm ranks first with the average accuracy of about 91.6%, followed by MaxLike with an average of about 84.8% and NDWI with an average of about 82.9%. In terms of the user accuracy, MaxLike ranks first with the average accuracy of about 96.6%, followed by the proposed algorithm with an average of about 96.4% and NDWI with an average of about 91.2%. Figure 9 shows the histogram of water classification accuracy of three different algorithms in the five experimental areas. From the histogram, we can find that the water extraction classification accuracy of AUWEM algorithm is higher than that of NDWI and MaxLike. The commission error of AUWEM is below 5% in most experimental area except in Suzhou (9.5%). The omission error rate of AUWEM is significantly lower than that of NDWI and MaxLike in all the five areas. When both the commission and omission error rates are low, the total error rate will be minimal. From the histogram, we can find that the proposed algorithm exhibits the lowest total error rate, followed by the MaxLike and NDWI. The approximate average total error rates of the three algorithms are about 11.9%, 18.2% and 22.1%, respectively.
In terms of the water classification producer accuracy, the AUWEM algorithm ranks first with the average accuracy of about 91.6%, followed by MaxLike with an average of about 84.8% and NDWI with an average of about 82.9%. In terms of the user accuracy, MaxLike ranks first with the average accuracy of about 96.6%, followed by the proposed algorithm with an average of about 96.4% and NDWI with an average of about 91.2%. 
An Analysis of Water-Edge Pixel Extraction Accuracy
In order to evaluate the edge detection accuracy of the three algorithms more objectively, we design the algorithm below. The steps are as follows:
1. Use the reference image to acquire the water edge by applying the Canny operator. 2. Apply the morphological dilation to the acquired edge to establish a buffer zone centered around the edge with a radius of four pixels. 3. Determine the pixels in the buffer zone. Suppose that the total number of pixels in the buffer zone is N, the number of correctly classified pixels is NR, the number of omitted pixels is No, and the number of commission error is Nc, then: 
1.
Use the reference image to acquire the water edge by applying the Canny operator.
2.
Apply the morphological dilation to the acquired edge to establish a buffer zone centered around the edge with a radius of four pixels.
3.
Determine the pixels in the buffer zone. Suppose that the total number of pixels in the buffer zone is N, the number of correctly classified pixels is N R , the number of omitted pixels is N o , and the number of commission error is N c , then:
where A + E o + E c = 100%. A indicates the proportion of correctly classified edge pixels (accuracy of edge detection), E o indicates the proportion of omitted edge pixels (omission error), and E c is the proportion of commissioned edge pixels (commission error). The edge detection results generated by the approach indicate a comparative rather than absolute conclusion. After all, the reference imageries we use are manually obtained so there will be limitations in visual observations and statistical results are an approximate reflection of the algorithms' edge extraction accuracy. The process of obtaining the algorithm to acquire the water edge area for evaluation is shown below in Figure 10 . Table 6 showed the statistics about the water edge detection accuracy of above methods in the experimental areas. The statistics include the commission error, omission error and the accuracy of edge detection. Comparison in Figure 11 clearly shows that the edge detection accuracy of the AUWEM algorithm exceeds that of NDWI and MaxLike. The maximum and minimum rates of correct classification of water edge pixels by AUWEM algorithm are 93.7691% (shown in Guangzhou) and 79.5798% (shown in Wuhan_2); the maximum and minimum correct rates of NDWI are 84.0917% (shown in Suzhou) and 69.8310% (shown in Beijing); the maximum and minimum correct rates of MaxLike are 85.8149% (shown in Guangzhou) and 69.7974% (shown in Wuhan_2). 
where A + Eo + Ec = 100%. A indicates the proportion of correctly classified edge pixels (accuracy of edge detection), Eo indicates the proportion of omitted edge pixels (omission error), and Ec is the proportion of commissioned edge pixels (commission error). The edge detection results generated by the approach indicate a comparative rather than absolute conclusion. After all, the reference imageries we use are manually obtained so there will be limitations in visual observations and statistical results are an approximate reflection of the algorithms' edge extraction accuracy. The process of obtaining the algorithm to acquire the water edge area for evaluation is shown below in Figure 10 . Table 6 showed the statistics about the water edge detection accuracy of above methods in the experimental areas. The statistics include the commission error, omission error and the accuracy of edge detection. Comparison in Figure 11 clearly shows that the edge detection accuracy of the AUWEM algorithm exceeds that of NDWI and MaxLike. The maximum and minimum rates of correct classification of water edge pixels by AUWEM algorithm are 93.7691% (shown in Guangzhou) and 79.5798% (shown in Wuhan_2); the maximum and minimum correct rates of NDWI are 84.0917% (shown in Suzhou) and 69.8310% (shown in Beijing); the maximum and minimum correct rates of MaxLike are 85.8149% (shown in Guangzhou) and 69.7974% (shown in Wuhan_2). 
Discussion
Effect of PCA Transformation
By replacing Green in Equation (1) with the first principal component of PCA transformation, we obtain the improved NNDWI2. The NNDWI2 computational result has good resistance to mixed spectral interference, especially when the water bodies are eutrophicated or surrounded by dense vegetation. The pixels of those water bodies exhibit the spectral information of non-water because they are affected and interfered by the spectral information of vegetation like algae, thus their detection will be severely disturbed. According to the classification results shown in Figure 12 , the pixels of the water bodies whose spectral information is interfered can be effectively classified in threshold segmentation results of NNDWI2. The number of misclassified pixels generated using the algorithm is less than that generated using NDWI and MaxLike. In addition, the water edge pixels in the images are effectively classified, thus the overall water extraction accuracy is enhanced. 
Discussion
Effect of PCA Transformation
By replacing Green in Equation (1) with the first principal component of PCA transformation, we obtain the improved NNDWI2. The NNDWI2 computational result has good resistance to mixed spectral interference, especially when the water bodies are eutrophicated or surrounded by dense vegetation. The pixels of those water bodies exhibit the spectral information of non-water because they are affected and interfered by the spectral information of vegetation like algae, thus their detection will be severely disturbed. According to the classification results shown in Figure 12 , the pixels of the water bodies whose spectral information is interfered can be effectively classified in threshold segmentation results of NNDWI2. The number of misclassified pixels generated using the algorithm is less than that generated using NDWI and MaxLike. In addition, the water edge pixels in the images are effectively classified, thus the overall water extraction accuracy is enhanced. The water body in this area is eutrophicated with a lot of algal vegetation that affects its spectral information, making it hard for the NDWI to detect.
Effect of Intersection
In Section 3.4.1, we set the constraint on dilation results by intersecting the dilated images and those under threshold segmentation on Band4. However, how many pixels are in the result of the segmentation prior to intersection, and how many pixels are there after the intersection? We choose the following four urban areas for the experiment. The results are shown in the Figure 13 . The value changes of water body/shadow pixels before and after computing the intersection are shown in the Table 7 . The statistics show that the number of pixels increases after the computation in Figure 13a -c where there are many shadows. After zooming in Figure 13a , we find that after the computation, the building shadows correctly represent the shaded areas. However, the number of pixels is reduced in Figure 13d after the computation, indicating that the computation can result in the removal of error detections generated by the NNDWI algorithm. It can be explained by the experimental results in Figure 14 .
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In Section 3.4.1, we set the constraint on dilation results by intersecting the dilated images and those under threshold segmentation on Band4. However, how many pixels are in the result of the segmentation prior to intersection, and how many pixels are there after the intersection? We choose the following four urban areas for the experiment. The results are shown in the Figure 13 . The value changes of water body/shadow pixels before and after computing the intersection are shown in the Table 7 . The statistics show that the number of pixels increases after the computation in Figure 13a -c where there are many shadows. After zooming in Figure 13a , we find that after the computation, the building shadows correctly represent the shaded areas. However, the number of pixels is reduced in Figure 13d after the computation, indicating that the computation can result in the removal of error detections generated by the NNDWI algorithm. It can be explained by the experimental results in Figure 14 . 
In Section 3.4.1, we set the constraint on dilation results by intersecting the dilated images and those under threshold segmentation on Band4. However, how many pixels are in the result of the segmentation prior to intersection, and how many pixels are there after the intersection? We choose the following four urban areas for the experiment. The results are shown in the Figure 13 . The value changes of water body/shadow pixels before and after computing the intersection are shown in the Table 7 . The statistics show that the number of pixels increases after the computation in Figure 13a -c where there are many shadows. After zooming in Figure 13a , we find that after the computation, the building shadows correctly represent the shaded areas. However, the number of pixels is reduced in Figure 13d after the computation, indicating that the computation can result in the removal of error detections generated by the NNDWI algorithm. It can be explained by the experimental results in Figure 14 . As shown in Figure 14 , the ground objects in the yellow rectangle are misclassified as water by both NNDWI and NDWI. In fact, these objects are the roof surface of buildings. On the other hand, the objects in this area can be correctly classified by using threshold segmentation result on Band4. After morphological dilation of small-area objects, intersecting it with the images under threshold segmentation on Band4 enables the correction of pixel classification in this area, thus the subsequent classification accuracy of the water bodies will be enhanced.
Shadow Detection Ability of the Shadow Object Description Method
Since the shadow detection algorithm model is established on the premise of extracting water and shadow, we cannot guarantee a sound result by solely relying on it, as shown in Figure 15 . The spectral features of the shadows are similar to those of such ground objects as cement surface, soil, vegetation, etc. In our study, we find that the spectral features of such ground objects are presented in the shaded areas. Therefore, it is not ideal to solely use the spectral relation model to detect shadows. Otherwise, almost all of the objects other than water bodies will be detected as shadows. In that case, the imagery is classified into water and non-water areas. However, when zooming in, we find that the water edge detection accuracy is poor; the pixels in water edges cannot be detected properly. On the other hand, when the shadow detection model is used in the NNDWI extraction results, the effect is quite satisfactory, as shown in Figure 16 .
Water 2017, 9, 144 18 of 28 Table 7 . Statistics shows the changes of the number of water body/shadow pixels before and after the computation of intersection. Nb represents the number of pixels of water/shadow before the intersection, and Na represents the number of pixels of water/shadow after the intersection. As shown in Figure 14 , the ground objects in the yellow rectangle are misclassified as water by both NNDWI and NDWI. In fact, these objects are the roof surface of buildings. On the other hand, the objects in this area can be correctly classified by using threshold segmentation result on Band4. After morphological dilation of small-area objects, intersecting it with the images under threshold segmentation on Band4 enables the correction of pixel classification in this area, thus the subsequent classification accuracy of the water bodies will be enhanced.
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Shadow Detection Ability of the Shadow Object Description Method
Since the shadow detection algorithm model is established on the premise of extracting water and shadow, we cannot guarantee a sound result by solely relying on it, as shown in Figure 15 . The spectral features of the shadows are similar to those of such ground objects as cement surface, soil, vegetation, etc. In our study, we find that the spectral features of such ground objects are presented in the shaded areas. Therefore, it is not ideal to solely use the spectral relation model to detect shadows. Otherwise, almost all of the objects other than water bodies will be detected as shadows. In that case, the imagery is classified into water and non-water areas. However, when zooming in, we find that the water edge detection accuracy is poor; the pixels in water edges cannot be detected properly. On the other hand, when the shadow detection model is used in the NNDWI extraction results, the effect is quite satisfactory, as shown in Figure 16 . Table 7 . Statistics shows the changes of the number of water body/shadow pixels before and after the computation of intersection. Nb represents the number of pixels of water/shadow before the intersection, and Na represents the number of pixels of water/shadow after the intersection. As shown in Figure 14 , the ground objects in the yellow rectangle are misclassified as water by both NNDWI and NDWI. In fact, these objects are the roof surface of buildings. On the other hand, the objects in this area can be correctly classified by using threshold segmentation result on Band4. After morphological dilation of small-area objects, intersecting it with the images under threshold segmentation on Band4 enables the correction of pixel classification in this area, thus the subsequent classification accuracy of the water bodies will be enhanced.
Image
Shadow Detection Ability of the Shadow Object Description Method
Since the shadow detection algorithm model is established on the premise of extracting water and shadow, we cannot guarantee a sound result by solely relying on it, as shown in Figure 15 . The spectral features of the shadows are similar to those of such ground objects as cement surface, soil, vegetation, etc. In our study, we find that the spectral features of such ground objects are presented in the shaded areas. Therefore, it is not ideal to solely use the spectral relation model to detect shadows. Otherwise, almost all of the objects other than water bodies will be detected as shadows. In that case, the imagery is classified into water and non-water areas. However, when zooming in, we find that the water edge detection accuracy is poor; the pixels in water edges cannot be detected properly. On the other hand, when the shadow detection model is used in the NNDWI extraction results, the effect is quite satisfactory, as shown in Figure 16 . From the experiment described above, we can conclude that a combination of the model and the NNDWI extraction results will enable us to effectively detect shadows. When applied solely, the model is not competent in detecting shadows, resulting in misclassification.
Threshold Setting and Stability of Algorithm in Correlation Computation
Although there are many problems concerning threshold setting in AUWEM algorithm, it is necessary to set three thresholds, namely NNDWI1, NNDWI2 and Band4 segmentation thresholds. The optimized segmentation threshold value of near-infrared (Band4) is obtained by gray histogram. Before image histogram statistics, we use the Equation (15) to normalize the segmented image pixel value into the range of (0~255). The standardized expression is shown as follows:
where y indicates the standardized value, x indicates all of the pixel values that need to be processed on Band4, x min indicates the minimum value on Band4, and x max indicates the maximum value on Band4. NNDWI1 is more sensitive to the turbid water. When the threshold value is set to 0, the turbid water will be effectively extracted. As for NNDWI2 threshold setting, we can analyze and discuss in detail the following figures. Figure 17a is the false color image for experimental analysis, and Figure 17b shows the pixel value of the first principal component after the PCA transformation on the four bands of the image. It can be seen from the figure that the pixel values of water areas are below 0 in the first principal component (the maximum pixel value is −176.333), while the pixel values of non-water areas are above 0 (the minimum pixel value is 39.8416); in the NNDWI2 calculation results, as shown in Figure 17c , the pixel values of water areas are above 0 (the minimum and maximum pixel values are 2.65607 and 25.17149, respectively), while the pixel values of non-water areas are below 0 (the minimum and maximum pixel values are −6.90065 and −0.44693, respectively). The difference between the minimum value of water areas and the maximum value of non-water areas is 3.103 (in some parts of the image, the actual difference is even greater). Therefore, the optimal segmentation threshold of the images after the computation of NNDWI2 can be set to 0. This is also verified by other experiments, and zero can be used as the best segmentation threshold of NNWI2 index image.
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From the experiment described above, we can conclude that a combination of the model and the NNDWI extraction results will enable us to effectively detect shadows. When applied solely, the model is not competent in detecting shadows, resulting in misclassification.
where y indicates the standardized value, x indicates all of the pixel values that need to be processed on Band4, xmin indicates the minimum value on Band4, and xmax indicates the maximum value on Band4. NNDWI1 is more sensitive to the turbid water. When the threshold value is set to 0, the turbid water will be effectively extracted. As for NNDWI2 threshold setting, we can analyze and discuss in detail the following figures. Figure 17a is the false color image for experimental analysis, and Figure  17b shows the pixel value of the first principal component after the PCA transformation on the four bands of the image. It can be seen from the figure that the pixel values of water areas are below 0 in the first principal component (the maximum pixel value is −176.333), while the pixel values of non-water areas are above 0 (the minimum pixel value is 39.8416); in the NNDWI2 calculation results, as shown in Figure 17c , the pixel values of water areas are above 0 (the minimum and maximum pixel values are 2.65607 and 25.17149, respectively), while the pixel values of non-water areas are below 0 (the minimum and maximum pixel values are −6.90065 and −0.44693, respectively). The difference between the minimum value of water areas and the maximum value of non-water areas is 3.103 (in some parts of the image, the actual difference is even greater). Therefore, the optimal segmentation threshold of the images after the computation of NNDWI2 can be set to 0. This is also verified by other experiments, and zero can be used as the best segmentation threshold of NNWI2 index image. In Figures 18-21 , we compare the water extraction accuracy among algorithms when the threshold changes. The statistical results show that AUWEM algorithm will not have an obvious impact on classification accuracy when the threshold is within the range of T ± T. (T is the selected or optimal threshold. In Figures 18-20 , T = 0.05, and in Figure 17 , T = 3.) On the other hand, NDWI's accuracy is greatly affected when the threshold changes. By analyzing the accuracy data of NDWI in Figure 18 , we can find that the water extraction accuracy changes drastically when the threshold changes, the variance are 0.4639 (Beijing), 0.7902 (Guangzhou), 1.0588 (Suzhou), 0.2651 (Wuhan_1) and 0.4749 (Wuhan_2). Thus, the changes in threshold affect NDWI's accuracy (especially in Guangzhou and Suzhou). It shows that the algorithm is unstable. In Figures 19 and 20 , we find that when the threshold changes, the accuracy of NNDWI1 and NNDWI2 is almost unchanged. In Figure 21 , we find that the accuracy on Band4 is to some extent influenced by the changes in threshold, but such influence is minimal, and the mean square deviation of the accuracy in the experimental areas corroborates with the observation (variance are 0.0433 (Beijing), 0.0056 (Guangzhou), 0.0013 (Suzhou), 0.0011 (Wuhan_1) and 0.0066 (Wuhan_2)). In summary of the statistical analysis of Figures 18-21 , we can conclude that when the thresholds change, the water extraction accuracy of AUWEM algorithm is more stable than that of NDWI. Even though three threshold values need to be set, the setting is quite simple, so there is no need to consider too many influencing factors.
When the threshold changes, the water extraction accuracy on Band4 is to some extent influenced. Through the experimental analysis, we find that it is mainly caused by the way we compute intersection in Section 3.4.1. The computation results in constraints on the dilation. The related analysis is shown in Figure 22 . From the figure, we can find that different threshold segmentation results cover different areas, but the area variation is very small, within the range of T ± T. The threshold will not impact on the water in terms of covering area and detection, thus barely affecting the detection accuracy.
In Figures 18-21 , we compare the water extraction accuracy among algorithms when the threshold changes. The statistical results show that AUWEM algorithm will not have an obvious impact on classification accuracy when the threshold is within the range of T ± T. (T is the selected or optimal threshold. In Figures 18-20 , T = 0.05, and in Figure 17 , T = 3.) On the other hand, NDWI's accuracy is greatly affected when the threshold changes. By analyzing the accuracy data of NDWI in Figure 18 , we can find that the water extraction accuracy changes drastically when the threshold changes, the variance are 0.4639 (Beijing), 0.7902 (Guangzhou), 1.0588 (Suzhou), 0.2651 (Wuhan_1) and 0.4749 (Wuhan_2). Thus, the changes in threshold affect NDWI's accuracy (especially in Guangzhou and Suzhou). It shows that the algorithm is unstable. In Figures 19 and 20 , we find that when the threshold changes, the accuracy of NNDWI1 and NNDWI2 is almost unchanged. In Figure 21 , we find that the accuracy on Band4 is to some extent influenced by the changes in threshold, but such influence is minimal, and the mean square deviation of the accuracy in the experimental areas corroborates with the observation (variance are 0.0433 (Beijing), 0.0056 (Guangzhou), 0.0013 (Suzhou), 0.0011 (Wuhan_1) and 0.0066 (Wuhan_2)). In summary of the statistical analysis of Figures 18-21 , we can conclude that when the thresholds change, the water extraction accuracy of AUWEM algorithm is more stable than that of NDWI. Even though three threshold values need to be set, the setting is quite simple, so there is no need to consider too many influencing factors.
When the threshold changes, the water extraction accuracy on Band4 is to some extent influenced. Through the experimental analysis, we find that it is mainly caused by the way we compute intersection in Section 3.4.1. The computation results in constraints on the dilation. The related analysis is shown in Figure 22 . From the figure, we can find that different threshold segmentation results cover different areas, but the area variation is very small, within the range of T ± T. The threshold will not impact on the water in terms of covering area and detection, thus barely affecting the detection accuracy. The yellow segmentation area is larger than the green one, so according to the results in the figure, after the intersection there will be water body or shadow objects that cover different areas and are to be detected.
Summary
Although results are quite satisfactory in different experimental areas, some issues remain to be considered, such as seasons, the sun's height angle, components of the atmosphere, and the chemical composition of water bodies. All of these factors have an impact on the reflection features. Different atmospheric correction for subsequent image segmentation threshold may be different, thus Figure 22 . Comparison of intersection on Band4 under different thresholds as constraint. The yellow segmentation area is larger than the green one, so according to the results in the figure, after the intersection there will be water body or shadow objects that cover different areas and are to be detected.
Although results are quite satisfactory in different experimental areas, some issues remain to be considered, such as seasons, the sun's height angle, components of the atmosphere, and the chemical composition of water bodies. All of these factors have an impact on the reflection features. Different atmospheric correction for subsequent image segmentation threshold may be different, thus affecting the subsequent water detection accuracy; the same atmospheric correction method will exhibit different atmospheric correction accuracy under different weather conditions, especially when there is heavy haze. Heavy haze has been a serious issue in Chinese urban areas during wintertime in recent years.
The current atmospheric correction model may not necessarily work well when correcting atmospheric haze. In some areas of the imagery, shadows and water bodies are adjacent. If water body area is large enough, the whole area will be classified as water. Our algorithm is proposed for ZY-3 image data, so whether it has a wider applicability or not needs to be validated by image data from other sources and in different areas. These issues are worth of our follow-up study and verification.
Conclusions
We propose a new method for urban water extraction from high-resolution remote sensing images. In order to improve the accuracy of water extraction, we improve the NDWI algorithm and propose two new water indices, namely the NNDWI1 which is sensitive to turbid water, andNNDWI2 which is sensitive to water bodies whose spectral information is interfered by that of vegetation. We superimpose NNDWI1 and NNDWI2 image segmentation results, and then use Object-Oriented Technology to detect and remove shadows in the small areas, in order to obtain the final results of urban water extraction. Our experiments test the accuracy of algorithms in five urban areas. According to the results, the AUWEM algorithm has greater water extraction accuracy compared with NDWI and the MaxLike, with an average Kappa coefficient of 93% and an average total error rate of about 11.9%. In contrast, the average Kappa coefficient and error rate of the MaxLike are about 88.6% and 18.2%, respectively; the average Kappa coefficient and error rate of NDWI is about 86.2% and 22.1%, respectively. In addition, AUWEM exhibits greater accuracy when detecting water edge and small rivers. It can effectively distinguish shadows of high buildings from water bodies to improve the overall accuracy. More importantly, AUWEM has more stable detection accuracy than NDWI has when the threshold changes. It can also be applicable for other water features extraction, and can be applied to monitor and study the changes in water bodies in other places.
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