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A B S T R A C T
This thesis is about unconventional superconductors out of equilib-
rium. More precisely, it summarizes our theoretical efforts in address-
ing a few questions related to the real-time evolution in models dis-
playing unconventional superconductivity.
Apart from the purely theoretical interest, the motivation for these
studies comes from the recent achievement in the field of ultrafast
time-resolved spectroscopy on correlated materials, such as the high-
temperature copper-oxide superconductors. The task of describing
such systems in nonequilibrium is a very difficult one. In this thesis
we attack the problem from two different points of view:
• the anisotropic unconventional d-wave symmetry,
• the strong electron-electron correlations.
The thesis is organized as follows:
The first part introduces the basic concepts which lay at the founda-
tion of the work presented in the other two parts. In Chapter 1, the
concept of unconventional superconductivity is briefly introduced.
This mainly includes the high-temperature copper-oxide supercon-
ductors and their phenomenology: d-wave symmetry of the super-
conducting gap and strong electron-electron interaction. Chapter 2
is devoted to a review of the recent experimental advances in the
field of ultrafast spectroscopy of high temperature superconductors
and correlated materials, with a particular focus on time- and angle-
resolved photoemission spectroscopy. Finally, Chapter 3 is a short
review of some works in the field of cold-atom Fermi gases.
In the second part we address the physics of the d-wave supercon-
ductor after a sudden excitation. First, in Chapter 4 we introduce
in some detail a model of mean-field superconductor with a d-wave
symmetry. The principal feature of this model is the anisotropy of
the gap and the nodal lines along which the gap vanishes. The results
concerning the dynamics of the gap after a “quantum quench” are
exposed in Chapter 5 where we compare our model to the s-wave
superconductor. This comparison allows to identify the consequences
of the unconventional symmetry. In Chapter 6 we discuss the spec-
tral features of the transient nonequilibrium state of the d-wave super-
conductor. This is particularly important to move a first step towards
photoemission experiments.
In the third part we concentrate on the attractive Hubbard model
as a prototype of strongly correlated superconductor. In Chapter 8
we discuss the superconducting state at equilibrium with the use of
dynamical mean-field theory. In Chapter 9 we discuss the extension
v
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of this technique to systems out of equilibrium. In particular it is
described the implementation in the superconducting phase.
At the end of the thesis two appendices give some details of the
calculations.
Part I
I N T R O D U C T I O N

1
U N C O N V E N T I O N A L S U P E R C O N D U C T O R S
Superconductivity is a quantum phase of matter characterized by
zero electrical resistance and perfect diamagnetism [1]. It was first
observed in 1911 by Kamerling Onnes and since then many materi-
als were found to superconduct below some critical temperature Tc.
Until 1986 superconductivity was however limited to elemental met-
als and binary alloys with critical temperatures which could hardly
exceed a few K. The discovery by Bednorz and Müller [2] of supercon-
ductivity in doped Mott insulators changed completely the field, not
only because of the significantly larger critical temperatures, but also
because the strong correlation effects of the high-Tc superconductors
lead to remarkably new properties including the d-wave symmetry
of the order parameter, which features lines with gapless excitations.
The landscape of superconducting materials then extended in differ-
ent directions, including alkali-metal doped fullerides, MgB2, iron
pnictides and chalcogenides and pressurized sulfur hydrides.
This evolution of the field led to a conceptual dualism between
conventional and unconventional superconductivity, with the former
defined essentially by the possibility to explain it in terms of the
Bardeen-Cooper-Schrieffer (BCS) theory.
In this chapter we discuss the main aspects of unconventional su-
perconductors. Emphasis is put on the high temperature copper-oxide
superconductors, in particular on those characteristics – d-wave sym-
metry and strong correlations – which are the subject of the thesis.
1.1 conventional and unconventional superconductors
The first satisfactory theory of superconductivity was formulated by
Bardeen, Cooper and Schrieffer in 1957 [3]. The BCS theory is based
on the intuitively surprising fact that, despite the Coulomb repulsion,
two electrons in a solid may experience a net mutual attraction. This
attractive interaction is mediated by the oscillations of the underly-
ing lattice of positively charged ions and is therefore retarded, as op-
posed to the non-relativistic instantaneous Coulomb repulsion which
is considered in the solid state context.
A fundamental result due to Cooper [4] is that, for a metal with
a finite density and in three dimensions, no matter the strength of
this net attraction, two electrons form a singlet bound state which is
known as a Cooper pair. The superconducting phase of matter than
emerges when a macroscopic number of Cooper pairs form a single
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Figure 1: Superconducting transition temperatures versus year of discovery
for various classes of superconductors. The images on the right are
the crystal structures of representative materials. The established
record for conventional electron–phonon superconductors (yellow)
is 39 K in MgB2. The record holders are found in the copper oxide
family (red), with a maximum Tc of 165 K found in a “mercury”
copper oxide under pressure (dashed red line). (From Ref. [5])
coherent quantum state, giving rise to a spectacular “macroscopic
manifestation of quantum mechanics”.
Within the standard BCS theory the pairing “glue” which leads to
Cooper pair formation is provided by the electron-phonon interaction
which leads to an effective overscreening of the repulsive Coulomb
interaction at low energy. The phonon-mediated pairing leads to the
isotope effect of the critical temperature, which is indeed one of the
clearest experimental evidences in favour of the theory.
The BCS theory has been successful in explaining the fundamental
mechanisms and the material trends of elemental superconductors
and binary alloys. Its strong coupling extension due to Midgal and
Eliashberg [6, 7] makes the agreement to some extent quantitative.
With the term conventional superconductors are indicated all those mate-
rials which display a superconducting phase which can be described
by these theories.
As we anticipated, there are however materials which display su-
perconducting properties but are not described by the above theo-
ries. These are collectively known as unconventional superconductors
and comprise heavy-fermion compounds, organic superconductors,
copper-oxide superconductors and iron-based superconductors (Fig-
ure 1). We mention in passing that alkali-metal doped fullerides defy
this distinction because the pairing is driven by phonons, yet super-
conductivity takes place in proximity of a Mott insulating state [8].
The unconventional superconductors of course share the main phe-
nomenology of superconductivity, namely they have zero resistance
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Figure 2: Representation of the absolute value of the Cooper pair wave func-
tion in two spatial dimensions. This is proportional to the proba-
bility of finding one quasiparticle in a Cooper pair state given that
its partner is at the origin. The isotropic form in (a) is characteris-
tic of a s-wave spin-singlet state. The two-fold symmetry in (b) of
p-wave spin-triplet states, whereas the four-fold symmetry in (c)
is characteristic of a d-wave spin-singlet state. (From Ref. [10])
and expel the magnetic flux from their interior (Meissner effect) and
there is no doubt that the superconducting state arises from coherent
Cooper pairs.
However, the net attraction responsible for Cooper pairing is al-
most certainly not mediated by phonons, in sharp contrast with BCS
superconductors. This results in different characteristics of the Cooper
pairs and of the superconducting state as a whole. For example, pro-
posals have been made in favor of an attraction mediated by spin
fluctuations [9]. Among the different characteristics, the symmetry of
the wave function associated to the Cooper pair may vary and even
be anisotropic, as opposed to the isotropic wave function typical of
BCS pairing (Figure 2).
1.2 high-temperature cuprate superconductors
The copper-oxide family of superconductors – or cuprates – play a
central role in the field of superconductivity not only because they
show the largest critical temperatures, but also as paradigmatic ex-
amples of unconventional superconductivity which emerges upon
doping a strongly correlated Mott insulator with antiferromagnetic
ordering. Moreover, even though they were discovered three decades
ago, in 1986 [2], and despite the huge effort of the community, a fully
satisfactory theory is still lacking.
The cuprate family is composed by a large number of layered mate-
rials all sharing CuO2 planes, typically separated by insulating spacer
layers, which are generally believed to act as charge reservoirs, while
the main microscopic phenomena leading to superconductivity and
to the complex phase diagram of these materials are widely believed
to occur in the CuO2 planes. The electronic structure of these planes
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Figure 3: Layered copper oxides are composed of CuO2 planes, typically
separated by insulating spacer layers. The electronic structure of
these planes primarily involves hybridization of a 3dx2−y2 hole
on the copper sites with planar-coordinated 2px and 2py oxygen
orbitals. (From Ref. [5])
primarily involves hybridization of a hole on the copper sites with
planar-coordinated 2px and 2py oxygen orbitals (Figure 3). This leads
to a single band crossing the Fermi surface, which can be described
either with a microscopic model involving all the above orbitals, or
with a single-band Hubbard model, in which the oxygen degrees of
freedom do not appear explicitly.
In this work we can not review the rich and debated phenomenol-
ogy of the cuprates, for which we can refer to a large number of
review papers. Instead, we focus on the effect of strong correlations
in determining the overall shape of the phase diagram and on the
d-wave symmetry of the superconducting order parameter. A review
may be found for example in Ref. [11].
The celebrated phase diagram of cuprates in the doping vs. tem-
perature plane is usually interpreted in terms of the doping of a
Mott insulator. In the absence of doping, these materials are anti-
ferromagnetic Mott insulators with critical temperatures of several
hundreds of K. The antiferromagnetic ordering is a standard G-type
three-dimensional order despite the strong anisotropy of these mate-
rials.
When holes are doped into these materials by chemical substitu-
tion the antiferromagnetic order rapidly decreases and disappears
at small concentrations (around 3% doping). Then at some material-
dependent doping concentration a superconducting phase with d-
wave symmetry establishes. Superconductivity survives for a finite
window of doping and its critical temperature has a dome-shaped be-
havior with a maximum around 20% doping, which is usually called
the “optimal doping” xc. The optimal doping roughly defines also
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Figure 4: For large doping a large Fermi surface is observed (bottom right).
At smaller doping the antinodal regions of the Fermi surface are
gapped out, giving rise to the Fermi arcs characteristic of the
pseudo-gap state (top right). This is reflected (left) in the angle de-
pendence of the energy Ek of the superconducting gap ∆SC (blue
line) and pseudogap ∆PG (red line) as functions of the momenta
kx and ky. (From Ref. [5])
two regions with completely different properties in the normal state
above the critical temperature. While the “overdoped” region x > xc
has a normal state which obeys the standard Fermi-liquid theory, in
the “underdoped” region x < xc we observe a strange metallic be-
havior and the existence of a “pseudogag” at relatively high tem-
peratures. The pseudogap region remains one of the most debated
and elusive aspects of the cuprate phase diagram. From a purely phe-
nomenological point of view, the pseudogap is characterized as a gap-
like depletion of low-energy spectral weight, more pronounced in the
antinodal regions where also the superconducting gap is maximum,
which essentially connects smoothly with the superconducting gap
as the temperature is reduced below Tc.
Interpretation of the pseudogap physics range from a precursor
of superconductivity, in which the system developes a modulus of
the order parameter, but it is not able to establish macroscopic phase
coherence, to a different ordered phase (candidates include charge
ordering, stripes, loop currents, . . . ) which may be associated with a
hidden quantum critical point.
1.3 superconductivity in strongly correlated models
Immediately after the discovery of high-temperature superconductiv-
ity, P. W. Anderson [12] pointed out the Mott character of the insu-
lating state of the undoped cuprates, and proposed that the same
correlation effects responsible for the insulating behavior were the
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most likely explanation of the superconducting state and the driving
force behind the whole phase diagram.
Normal phase
A Mott insulator is a quantum state of matter in which the carriers
are localized by the strong electron-electron interaction, despite the
filling of the band would lead to a metallic state according to the band
theory of solids. The simplest model to describe a Mott insulator and
the Mott transition connecting the insulator to a metal is the (single-
band) repulsive Hubbard model:
H =
∑
ijσ
c
†
iσcjσ +U
∑
i
ni↑ni↓, (1)
where ciσ creates electrons at site i with spin σ and hopping ampli-
tude to another site j given by tij. The interaction is parametrized by
a screened Coulomb interaction U > 0 which measures the energy
cost of having two electrons at the same time on the same lattice site.
We can picture the existence of a Mott transition by describing
the model in the two extreme limits of vanishing interaction (non-
interacting limit) and of vanishing hopping (atomic limit). We con-
sider the situation in which the number of electrons equals the num-
ber of lattice sites Ns.
In the former limit, we can easily diagonalize the Hamiltonian in
momentum space, which leads to a single band of dispersion ε(k) =∑
ij tije
k(Ri−Rj), where Ri is the coordinate of site i. The band can
host up to 2Ns electrons due to the spin degeneracy. Hence in the
case of Ne = Ns the band is half-filled and it describes a metal ac-
cording to band theory. Hence this regime is usually referrred to as
half-filling.
In the opposite limit of vanishing hopping, the system is obviously
dominated by the Coulomb term, which favours configurations with-
out doubly occupied sites. In the half-filling condition, all the con-
figurations with one electron per site have the lowest energy, thus
leading to an exponentially (2N) degenerate groundstate. If we relax
the zero-hopping approximation, but we remain with a large Ut ra-
tio, then we can show that, at the leading order, the Hubbard model
can be mapped onto a Heisenberg model t
2
U
∑
ij Si · Sj (where Si is
the spin carried by the electrons on site i). Therefore the system is
antiferromagnetic at zero temperature and it orders at finite temper-
ature at least in three or more dimensions. There will therefore be a
critical (Néel) temperature for the magnetic ordering which at strong
coupling will vanish as t
2
U , the only energy scale in our Heisenberg
model. Therefore at strong coupling the model describes an insulat-
ing system with antiferromagnetic ordering.
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Since the model is metallic for U = 0 and insulating for large U/t a
metal-insulator transition is expected to occur at zero temperature as
a function of the ratio U/t. We remind, for completeness, that in the
case where the hopping is limited to nearest-nighbouring sites, the
metallic state is unstable towards antiferromagnetism for any non-
zero U, as it can easily be shown by means of a Hartree-Fock decou-
pling of the interaction. However, as soon as the hopping acquires
longer-range components, or the lattice is not bipartite, a critical value
for magnetic ordering is found. Furhermore, even in the case where
the system is magnetically ordered at zero or low temperature, a gen-
uine finite temperature metal-insulator transition takes place. The the-
oretical study of this transition requires intrinsically non-perturbative
approaches, among which the dynamical mean-field theory (DMFT)
occupies a central role nowadays.
If we extend the strong-coupling analysis out of half-filling, we can
approximate the effective strong-coupling model with the popular
t − J model, in which the electronic hopping is restored, but it is
constrained by the projectors Pi to processes which do not create
doubly occupied sites:
H = −t
∑
ijσ
Pic
†
iσcjσPj +
J
4
∑
ij
(σˆi · σˆj −ninj) − µ
∑
i
ni. (2)
A striking characteristic of this model – which can actually be ob-
tained also starting from a three-band picture of the CuO2 planes
in which the copper and oxygen orbitals are explicitly taken into ac-
count – is that its mean-field phase diagram contains a superconduct-
ing phase with d-wave symmetry [13, 14].
Superconducting phase
The common wisdom about the high-temperature superconductors
is that the superconducting state is less "anomalous" with respect to
the normal state. This should not be taken as an argument in favour
of a standard BCS mechanism, but just as a suggestion that the phe-
nomenological understanding of the properties of the superconduct-
ing state, including its non-equilibrium dynamics, does not necessar-
ily require a solution of the microscopic correlated models, at least as
far as qualitative aspects are concerned.
For this reason in this thesis we will focus on two different strong
simplifications of the problems, namely:
• A mean-field model for a d-wave superconductor, in which we
retain the correct symmetry of the order parameter, but we ne-
glect all the effects of the interaction beyond static mean-field
as well as the competition with any other instability;
• An attractive Hubbard model as model of superconductor with
strong correlations which, treated beyond mean-field via the
10 unconventional superconductors
Figure 5: The single-band Hubbard model and cluster-DMFT. (a,b) Fermi sur-
face for underdoped (UD) and overdoped (OD) system. (c,d) The
imaginary parts of the self energy as a function of temperature.
The underdoped system displays two different behaviors: insulat-
ing at the antinode and conducting at the node [15].
extension of DMFT to nonequilibrium, fully accounts the local
quantum fluctuations, but cannot describe any anisotropic struc-
ture of the gap.
The time-dependent mean-field theory of the d-wave superconduc-
tor is the subject of the second part of the thesis. This model has the
advantage of highlighting the effect of an anisotropic gap in the sim-
plest configuration, and it allows a straightforward comparison with
analogous models with isotropic gap. In this way, we will be able to
disentangle the effect of the anisotropic gap.
d-wave symmetry
Since the first years after the discovery of high-temperature super-
conductivity in cuprates, one of the most debated issue has been the
question regarding the symmetry of the pairing state. Indeed the de-
termination of the order-parameter symmetry is clearly a crucial step
in identifying the pairing mechanism and therefore in the develop-
ment of a microscopic theory. Although the mechanism responsible
for this attraction is still under debate, there is now general consen-
sus that the resulting gap function has a symmetry of the type dx2−y2 .
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Figure 6: Schematic illustrations of the gap function evolution for three dif-
ferent doping levels (indicated on the right) and three different
temperatures. (From Ref. [17])
This conclusion is supported by many experimental observations and
is also indicated as the most probable by theoretical calculations.
Pheraps the most important characteristic of a gap with dx2−y2
symmetry is that it exhibits nodal lines, thus leading to excitations
at zero-energy. This is in sharp contrast with the conventional super-
conductors which have a constant gap which therefore represents the
minimum excitation energy. The presence of these low-energy exci-
tations has been firmly estabilished by a variety of transport experi-
ments as well as measurements of thermodynamics quantities [16].
These experiments confirm that, although there is substantial evi-
dence for electron pairing, there are also extensive experimental data
that show that the energy gap is not fully formed or, in other words,
it vanishes for some momenta.
In the case of conventional superconductors, the energy gap in the
excitation spectrum manifests itself in exponentially activated temper-
ature dependences of a wide variety of transport coefficients and ther-
modynamic quantities at low tempertaures. On the other hand, the
low-energy excitations of superconductors with nodal lines usually
give power-law temperature dependences. One example is the tem-
perature dependence of the London penetration depth λ(T), which is
a measure of the penetration of the electromagnetic field inside the
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superconductor and at low temperature reflects changes in the su-
perfluid density [18]. Microwave techniques for measuring λ(T) most
commonly measure the temperature dependence of the deviation of
λ(T) from its zero temperature value, δλ(T) = λ(T)—λ(0). In s-wave
BCS theory this quantity is given by an exponential expression which
is a consequence of the energy gap. In the cuprate YBa2Cu3O7−δ
it was found that the penetration depth has a power-law behavior
in temperature, thus confirming its non-conventional character [19].
This power-law behavior can only be explained admitting the exis-
tence of nodal lines in the superconducting gap function.
Further evidence is given by tunneling measurements, which dis-
play a non-vanishing density of states for energies below the gap,
with the current vs. voltage characteristic exhibiting power-law rather
than exponential temperature dependence at low temperature. This
increased excitation density over that expected for a fully-gapped su-
perconductor has been documented by countless experiments since
the discovery of the cuprates, and is now generally accepted to be an
intrinsic property of these materials.
Finally, a striking and direct experimental evidence for the d-wave
symmetry of cuprates is given by angle-resolved photoemission spec-
troscopy (ARPES) experiments [20, 21] which can directly map the en-
ergy dispersion of the material as a function of momentum. These
experiments showed that the gap in the spectrum depends on the
momentum and is maximum along the x and y axes of the Brillouin
zone and vanishing along its bisectrices (Figure 6).
While the above experiments can detect the magnitude of the or-
der parameter – or gap-function – it is crucial to measure also its
phase. Indeed, the phase of a function with dx2−y2 symmetry changes
from 0 to pi upon rotation of pi2 . A class of experiments was therefore
designed to determine the pairing-state symmetry by looking at the
phase coherence of tunnel junctions and SQUID devices incorporating
high-temperature superconductors. These experiments are based on
the Josephson effect at the junction between the high-Tc supercon-
ductor and a conventional superconductor. The key feature of these
experiments is their sensitivity to the anisotropy of the phase of the
order parameter rather than to its magnitude. This enables a direct
test of the most unique and characteristic feature of the proposed d-
wave state: the sign change in the order parameter in different k-space
directions. These experiments have provided an incontrovertible evi-
dence for a pairing state with at least a large component of d-wave
symmetry [22].
It is worth to mention that also time-resolved experiments on the
relaxation of quasiparticles in excited states (which are the subject of
the next Chapter 2) are consistent with a pure d-wave gap [23].
On the theoretical ground, the d-wave state is implied by a num-
ber of different possible pairing mechanisms, including in particular
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the exchange of spin-fluctuations [9]. Also at an intuitive level it is
possible to understand why a gap-function with nodal lines may be
energetically favorable in systems with strong electron correlations.
Indeed, the repulsive electron-electron interaction is very strong at
short distances and decay at long distances. Since the gap function,
or pairing function, Φ(r) is related to the probability of finding one
quasiparticle in a Cooper pair state given that its partner is at the ori-
gin, the repulsive electron-electron interaction favours pairing func-
tions which are zero for zero distance Φ(r = 0) = 0. In momentum
space this condition reflects in the vanishing of the integral
∫
Φ(k)dk
so that to satisfy both this condition and to have a finite pairing func-
tion there must be regions where Φ(k) is positive and regions where
it is negative, with the nodal lines separating them.
Strong correlations
In the third part of the thesis we will study the non-equilibrium dy-
namics of the attractive Hubbard model using a non-perturbative
approach. The attractive Hubbard model is known to have a super-
conducting groundstate with s-wave symmetry at any value of the
interaction in dimensionality equal or larger than two. For weak in-
teractions, a static mean-field is expected to work, which implies that
the critical temperature (in three or more dimensions) and the order
parameter are exponential in the coupling strength. In strong cou-
pling, instead, superconductivity can be understood in terms of a
Bose-Einstein Condensate (BEC) of preformed pairs. In this regime,
Cooper pairs can form at very high temperature because of the large
energetic gain, but phase coherence can establish only at much lower
temperatures. As we will discuss in the following, the critical temper-
ature actually decreases like 1/U for large values of the interaction.
As a result, in the crossover region that separates these two limiting
regimes, Tc has a maximum for intermediate coupling strengths The
continuous evolution between a standard BCS superconductor and a
BEC superconductor is usually referred to as the BCS-BEC crossover,
and it has been extensively studied in different contexts.
Before discussing the relevance of the BCS-BEC crossover for super-
conductivity in the cuprates, we recall a simple mathematical relation
between the attractive and the repulsive Hubbard models which is
particularly useful to extract some basic properties of the attractive
Hubbard model.
The key observation is that the unitary transformation:
ci↑ → ci↑, (3a)
ci↓ → (−1)ic†i↓, (3b)
maps the repulsive Hubbard model onto an attractive one. The details
of the transformation are not necessary for the present discussion, but
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we mention that the mapping essentially inverts the roles of density
and uniform magnetization and of the conjugated variables, chemi-
cal potential and magnetic field. More precisely, the magnetization
maps onto the doping with respect to half-filling and viceversa. In
particular the two models map exactly one onto the other if taken
at half-filling and zero magnetization. Furthermore, the three com-
ponents of the staggered magnetization of the repulsive model map
onto a staggered density wave (z-component) and s-wave supercon-
ductivity (x- and y- components, which correspond to the complex
superconducting order parameter).
Therefore all the information we gain from one model can be used
to understand the other. In this light, for example the decrease of
the Neel temperature for large U that we discussed before implies
the 1/U decrease of the superconducting critical temperature that we
introduced in the previous paragraph.
Moreover, the mapping can help us to understand the normal state
of the attractive Hubbard model as soon as the critical temperature
is exceeded. In weak coupling, as soon as superconductivity disap-
pears, we expect to recover a normal Fermi liquid, while in the strong
coupling limit, we can understand the normal state of the attractive
model starting from the Mott insulating state of the repulsive model.
In the latter, we have a collection of singly occupied sites, either with
spin up or spin down. Under the particle-hole transformation, this
state becomes a collection of doubly occupied and empty sites, which
we can call a “pairing insulator” [24, 25]. In this state all the electrons
are paired-up because of the strong attraction. This state is however
insulating because the pairs are completely localized and they are
unable to establish phase coherence. As a matter of fact the kinetic
energy of the pairs is so small that they can not "talk" one another
leading to a single condensate. This can only happen at Tc, which is
small for large values of U and corresponds precisely to the energy
scale associated with phase coherence, in turn proportional to the
superfluid stiffness [26].
Therefore, increasing the interaction from weak to strong one moves
from a Fermi-liquid normal state to a paired state which is nothing
but a collection of "preformed pairs". If we interpret the pseudogap
region of the underdoped cuprates as a precursor of superconductiv-
ity, this evolution of the attractive Hubbard model can be compared
with the evolution of the normal state of the cuprates when the dop-
ing is reduced from the Fermi-liquid overdoped samples to the pseu-
dogapped underdoped companions. At the same time, the critical
temperature has a maximum in the intermediate region in both cases.
This parallelism defines the range in which we can use the attractive
Hubbard model in the context of high-temperature superconductiv-
ity.
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Of course this description does not imply that the attractive model
is by any means an accurate microscopic model for the cuprates, but
it helps to highlight and disentangle all the features of the experimen-
tal phase diagram which can be attributed to an evolution from weak
to strong coupling superconductivity. Notice that a similar evolution
is expected in any theory in which the superconducting pairing itself
originates from the Mott insulator, and it is for example features in
resonating valence bond theories and in numerical studies of the re-
pulsive Hubbard model. However, the approach completely neglects
the d-wave symmetry of the order parameter and the possibility of
other competing instabilities characteristic of the repulsive model or
of more accurate and complete models.

2
T I M E - R E S O LV E D S P E C T R O S C O P Y O F
C O R R E L AT E D M AT E R I A L S
High-temperature superconductors are only a part of a broader fam-
ily of materials displaying spectacular properties – the “strongly cor-
related systems”. Most of these materials are transition-metal oxide
compounds and are characterized by very rich phase diagrams with
different phases proximal to each other. Moreover, their behavior is
not rarely in disagreement with the paradigms of the early solid state
theory, for instance the standard band theory. For these reasons, their
study constitutes an intellectual and technological challenge which at-
tracts enormous effort in the condensed matter community nowadays.
The challange is to understand the mechanism behind their behavior,
which is not an easy task because it often appears that this is the con-
sequence of the interplay of many interacting degrees of freedom –
charge, spin, lattice, orbital.
In recent years, new and exciting results are being achieved by the
use of new methods based on time-resolved spectroscopy. The devel-
opment of these techniques opened up a wealth of information un-
available to conventional time-averaged spectroscopies and triggered
a growing interest in the theoretical investigation of the transient dy-
namical behavior of strongly correlated systems. In this chapter we
illustrate the basis of these techniques and review a few recent results
directly related to the following parts of the thesis.
2.1 pump-probe experiments
Time-resolved spectroscopies are based on the ability to track the
time evolution of the system under study. In this respect, they are
fundamentally different from the conventional time-averaged spec-
troscopies. The latter are founded on the concept and ability of mea-
suring the properties of the unperturbed system. Of course, any real ex-
periment inevitably perturbs the object of the observation. However,
under certain circumstances and assumptions, one can applies theo-
retical concepts such as the linear response theory and the fluctuation-
dissipation theorem, which allow a direct connection of the observa-
tions to the unperturbed equilibrium properties.
However, if one has the ability to track the time evolution of the
system, in particular with a time resolution of the order of its basic
microscopic processes, one could think of much more general exper-
iments, in which one deliberately perturbs the system from its equi-
librium state to a nonequilibrium state and subsequently observes the
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Figure 7: Ultrafast optical spectroscopy. A pump pulse (red) creates a
nonequilibrium state. By sweeping the probe pulses (blue) at differ-
ent delays (labeled with numbers) snapshots of the transient state
are taken to temporally resolve the nonequilibrium dynamics. The
pump beam may be in the visible, the mid-IR, or the terahertz
and determines mode selectivity. Even greater selectivity exists for
the probe and may also include UV, X-rays, or electrons (From
Ref. [27]).
properties of the system during its dynamics, which will eventually
relax to the original state. The gain by doing so is that the coupling
between the above cited degrees of freedom – charge, lattice, spin –
may lead to various different non-equilibrium processes whose obser-
vation in real-time may lead to learn something about the mechanism
of their interplay [28, 29].
Since the relevant electronic energy scales in solids are of the order
of the electronvolt, the time scale of the electronic processes is of
the order of  heV ' 4 10−15 s, i. e. of the order of the femtosecond.
Therefore one needs extremely short pulses to address this physics,
hence the name of “ultrafast” time-resolved spectroscopy [30–32].
These ultrafast spectroscopies are based on the basic pump-probe
setup skatched in Figure 7. By shining the sample with a first, in-
tense laser pulse – pump – one brings the system in a nonequilibrium
transient state. A second, usually weaker, laser pulse – probe – hits the
sample with a given time delay and records the relaxation dynamics.
In practice, most of the times one uses a single source of laser
pulses, whose beam is split in two: one directly shines the sample,
exciting electrons in the lattice, and the other probes the induced tran-
sient changes. However, before reaching the sample, the probe beam
is sent through a different path, usually of a variable lenght, via for
example a movable mirror. This provides a variable path length, and
hence a time delay, relative to the absorption of the pump beam. One
therefore collects snapshots of the system’s dynamics by repeating
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the experiment for various time delays and finally gets the whole
time-resolved picture of its relaxation.
The pump-probe scheme is quite versatile, as one can modify each
of the single components to achieve different measurements. Indeed,
beside changing the probe delay by varying its optical path, one can
also to some extent tune the frequency of the pulses, which is origi-
nally the frequency of the pulsed laser, usually a Ti:sapphire laser of
frequency 1.5 eV. By the use of nonlinear optical crystals, via a process
known as optical rectification, one can produce far-infrared pulses
which can selectively probe low-energy modes, such as phonons and
other low-energy collective excitations. On the other hand, one can
also obtain ultra-violet pulses to realize a time-resolved photoemis-
sion experiment.
The developing of these techniques had to wait for some fundamen-
tal technological advances, the main challenge consisting in the gen-
eration of short and stable laser pulses. That is why these techniques
have become popular in the field of strongly correlated materials only
in relatively recent times.
2.2 time-resolved optical spectroscopy
Since the early times of ultrafast spectroscopy on correlated materials,
experiments showed how this technique can provide new insight into
the physics of these systems. The first pioneriing experiments were
performed using pulses at a single frequency – single-color – and de-
tecting the change in reflectivity. Even with this minimal setup, which
is rather limited if compared to modern broadband supercontinuum
– multi-color – or ARPES experiments, it was soon realized how it be-
came possible to shed light on a number of interesting phenomena
unaccessible to the conventional time-averaged spectroscopy. This is
consequence of the ability to track the dynamics with a time resolu-
tion faster than the basic electronic relaxation times.
Time-resolved experiments are complementary to the conventional
time-averaged experiments. In particular, they can provide new pieces
of evidence in support to observations done at equilibrium. This is
the case of the presence of a gap, which in equilibrium manifests
itself in virtually all transport coefficients and thermodynamics quan-
tities, whereas out-of-equilibrium manifests itself in the quasiparticle
relaxation rate. In turn, the quasiparticle relaxation rate is related to
the change in reflectivity, so that measuring the change in reflectivity
one can infer about the presence of a gap in the spectrum [15]. In this
way it is also possible to investigate the character of the gap, e. g. its
symmetry and temperature dependence.
Even more interesting is the possibility to access information not
available at all to equilibrium spectroscopies. Notable examples are
the possibility to disentangle the various bosonic contributions to the
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Figure 8: The pseudogap state unveiled by non-equilibrium techniques. Left:
The relative reflectivity variation measured in the single-color
configuration for three different hole concentrations. Right: The
generic phase diagram of cuprates. The pseudogap boundary
T∗(p) (grey curve) is determined reporting the temperature at
which a negative component in the reflectivity signal appears.
(From Ref. [15])
quasiparticle scattering [28] or the dynamics of coupled order parame-
ters [33]. Moreover, the recent advances in ultrafast spectroscopy, such
as the use of multi-color pulses and time-resolved ARPES, have made
these techniques even more powerful.
Relaxation across a gap
The pioneering works on single particle relaxation in cuprates was
performed on the yttrium barium copper oxide YBa2Cu3O7−δ (YBCO).
Early experiments detected the appearance of a transient reflectivity
below the superconducting critical temperature Tc, therefore related
to the quasiparticle dynamics in the superconducting state. In general,
all the time-resolved optical measurements evidence a slowing down
of the relaxation dynamics of the optical signal, whose time constant
rapidly changes from 100 to 200 fs in the normal phase to several
picoseconds in the superconducting phase.
The transient change of reflectivity can be interpreted in terms of
transient dielectric constant and Drude response, which arise from
quasiparticles excited by the pump pulse. Phenomenological models,
such the one of Rothwarf and Taylor [34], describe the quasiparticle
relaxation in gapped systems as a function of various variables and
parameters of the system, such as temperature, gap amplitude and
quasiparticle recombination rate. Then one can extract these parame-
ters by fitting the experimental change in reflectivity.
Apart from temperature and doping one can also study this relax-
ation as a function of fluence, i. e. the energy per unit surface of a
single pump pulse. In this way it is possible to verify that the dynam-
ics of quasiparticles is consistent with the Rothwarf–Taylor model, in
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which the gap-energy bosons emitted during the recombination of
quasiparticles into Cooper pairs act as a bottleneck for the recombi-
nation dynamics.
In this way, it was recorded the simultaneous presence of the super-
conducting gap and the pseudogap in all parts of the phase diagram,
with distinct relaxation times and temperature dependences. Strictly
speaking, the system is in the pseudogap phase only for tempera-
tures Tc < T < T∗. However, in the literature one often refers to
the terms “pseudogap” to indicate the gap at the antinode also for
T < Tc, and “superconducting gap” for the gap closer to the nodes.
This terminology clearly originates from the fact that the gap at the
antinodes survives above the critical temperature, in the proper pseu-
dogap phase, whereas the gap closer to the nodes is present only in
the superconducting phase.
These experiments showed a very consistent picture of a multi-
component response in which the recombination dynamics across the
superconducting gap is quite distinct from that across the pseudo-
gap. In particular the recombination time across the superconducting
gap vanishes sharply at the critical temperature, as a consequence of
the closing of the gap. In the normal state, the pseudogap response
gradually diminishes until it vanishes at a temperature T∗ , which
is consistent with the “pseudogap temperature” measured by other
techniques which measure a charge gap.
It is therefore confirmed a two-gap scenario: a picosecond recov-
ery of the superconducting condensate in underdoped and optimally
doped material and, in underdoped samples, an additional subpi-
cosecond component related to pseudogap correlations.
Electron-boson interaction in correlated materials
Since the discovery of high-temperature superconductivity in copper
oxides, a reliable measurement of the electron–phonon coupling func-
tion has been considered crucial for the understanding of the physi-
cal mechanisms responsible for the pair formation. Nonetheless, the
interplay of different bosonic degrees of freedom on similar energy
scales makes it difficult to single out the electron–phonon constant
and to estimate its strength.
More in general, one of the most genearal issues regarding cor-
related materials is the relaxation of excited quasiparticles in corre-
lated insulators, i. e. in materials which can be in first approximation
described by models such as the Hubbard model described in Chap-
ter 1 which are characterized by the presence of a gap due to electron-
electron correlations. This is of course also related to cuprates since
the parent compounds belong to this class.
In conventional systems described by band theory, one has very
different responses in the cases of gapped semiconductors and un-
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Figure 9: Disentangling the contributions to the total bosonic function. The
electronic (Πbe, red areas), strongly coupled phonon (ΠSCP, blue
area), and lattice (Πlat, green area) contributions to the total
bosonic function are shown. The insets display the temporal evo-
lution of the temperatures Tbe (red line), TSCP (blue line), and Tlat
(green line). Sketches of the possible microscopic mechanisms at
the base of the different contributions to the total Π(Ω) are shown
in the upper panels. (From Ref. [28])
gapped metals. While in metals the continuum of the electronic levels
allows a prompt relaxation in fractions of picosecond, in semiconduc-
tors the gap is usually larger than the spectral width of the bosonic ex-
citations available in the system. Considering the phonons, the cutoff
of the maximum energy that can be transferred in a single scattering
process is on the order of 100 meV. As a consequence, a non-thermal
population is rapidly accumulated on the bottom of the conduction
band, until radiative decays or multi-phonon processes eventually
lead to the complete relaxation on a relatively longer timescale, of
the order of the nanosecond.
At first sight, the relaxation process in correlated insulators should
be similar to that observed in semiconductors. Since the correlation
gap is large (1.5 eV) and robust, the expectation is that the impul-
sive photo-excitation would create a long-lived metastable state. Pio-
neering measurements on charge-transfer insulators soon evidenced
a more complex picture than that which was naively expected for
conventional systems [35].
The role of the excitation process has been also addressed by study-
ing the ultrafast dynamics of quasi-particles in the parent compound
La2CuO4 [36]. While the above-gap excitation injects electron–hole ex-
citations that subsequently exchange energy with the boson baths (an-
tiferromagnetic fluctuations, phonons), the sub-gap excitation drives
the formation of itinerant quasi-particles, which are suddenly dressed
by an ultrafast reaction of the bosonic field. This result evidences that,
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in the case of sub-gap excitation, the interaction between electrons
and bosons manifests itself directly in the photo-excitation processes.
Time-resolved optical spectroscopies also open new scenarios in the
study of the electron–boson coupling in copper oxides. Indeed, the
electron relaxation rate is directly related to the frequency-integral
of the coupling function Π(Ω), which describe the electron-boson
scattering also in equilibrium situations [37]. Moreover, in some cir-
cumstances it is possible to describe the relaxation process in terms
of “effective temperatures” associated to the various components in
play: electrons, phonons, bosons of different nature. As far as the un-
derdoped region of the phase diagram and the pseudogap state are
avoided, the concepts underlying the effective temperature model can
be extended to interpret the dynamics of moderately doped cuprates
and other correlated materials.
From the experimental standpoint, the experimental resolution did
not allow, until recently [29], to directly follow, in the time domain,
the coupling with bosons of electronic origin. Nevertheless, the combi-
nation of the ultrafast time-resolution with the broad spectral window
accessible by the supercontinuum-based time-resolved spectroscopies
has been a turning-point in the study of the electron–boson coupling
in copper oxides. By measuring the dynamics of a broad part of the re-
flectivity around the dressed plasma frequency, it has been suggested
that the reflectivity variation is directly proportional to the electron–
boson scattering rate [28]. Therefore, by monitoring reflectivity varia-
tions, it is possible to reconstruct the dynamics of the average boson
density and estimate the electron–boson coupling within the effective
temperature model, as pictorially shown in Figure 9. This technique
evidenced that on a timescale faster than the electron–phonon cou-
pling, that is of the order of 100 fs, the charge carriers are already
effectively coupled with bosons of electronic origin.
2.3 time-resolved photoemission
We now turn our attention on a particular type of ultrafast time-
resolved spectroscopy, namely the time- and angle-resolved photoe-
mission spectroscopy (trARPES). Rather generally, angle-resolved pho-
toemission spectroscopy (ARPES) is based on the photoelectric effect
by which, when a material is irradiated with light, an electron can
absorbe a photon and escape in the vacuum – so-called “photon-in
electron-out” [20]. The basic principle of the technique is that, by de-
tecting the kinetic energy and angle of expulsion of the photoejected
electron, one can determine to some extent its binding energy and
crystal momentum prior to the photon absorption. Indeed, to assure
the energy conservation of the photoelectric process, the kinetic en-
ergy of the electron has to be equal to Ekin = EB + hν−φ, hν being
the quantum of energy of the incident ligth, EB the binding energy of
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Figure 10: Equilibrium and non-equilibrium photoemission. (a) Fermi sur-
face measured by conventional ARPES at 100 K. (b) Variation of
the time-resolved ARPES intensity for different points along the
Fermi arcs. (c,d) Maximum intensity variation and decay time of
the non-equilibrium transient population (From Ref. [15]).
the electron and φ the work function of the sample. The latter is the
energy difference between the vacuum and the highest occupied elec-
tronic state in the material and in metals is typically in the range of a
few electronvolts. Clearly, the work function is the minimum energy
we have to provide to the system to photoeject an electron.
A complete description of the photoemission process is a rather
challenging task, therefore the interpretation of the experimental data
often relies on certain simplifications. First, the photoelectric effect is
decomposed in three independent steps: (i) optical excitation between
two electronic states in the solid, (ii) travel of the excited electron to
the surface, and (iii) escape of the photoelectron into vacuum after
transmission through the surface potential barrier. Then, one usually
makes the “sudden approximation” of neglecting the relaxation of
the system during the photoemission itself.
A great advantage of ARPES is that one can measure not only the en-
ergy but also the angle of the trajectory of the ejected electron relative
to the sample surface. From this, one can infer not only the binding
energy but also, to some extent, the crystal momentum of the elec-
tron in the solid. However this is not an easy task, since while the
component parallel to the surface of the sample is conserved, the per-
pendicular component is not, and one needs further assumptions in
order to determine it. Fortunately, layered materials, such as cuprates,
are characterized by a strong anisotropy and an almost vanishing dis-
persion along one direction, which makes this limitation much less
severe. In these cases, the ARPES signal as a function of probed en-
ergy and momentum can be directly related to the density of states
of the electrons in the material – spectral function – weighted by their
average occupation.
The information contained in the ARPES signal I(kx,ky,ω) as a func-
tion of momentum (kx,ky) and photon energy  hω can be visualized
in different ways. For instance, one can visualize the intensity for a
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Figure 11: Typical ARPES dispersions before and after pumping for nodal
(φ = 45◦) and gapped (φ = 31◦) regions of k-space. (A) Equilib-
rium and (B) transient (time delay of 0.6 ps) energy-momentum
maps for the nodal state. (C) Subtraction between (A) and (B).
Blue indicates intensity gain and red intensity loss. (D) Energy
distribution curves (EDCs) shifted vertically for ease of compari-
son. (E) Difference between transient and equilibrium EDCs, inte-
grated across the double black arrow in (C). (F to J) Same as (A to
E) but for a gapped (off-nodal) momentum cut. (From Ref. [38])
given ω on the (kx,ky) plane, as in Figure 10. Another way is to fix
some direction in k space and visualize the ARPES intensity as a func-
tion of momentum along this line and energy. These are the so-called
energy-momentum maps as depicted in Figure 11. Yet another pos-
sibility is to plot the intensity against the energy for a given momen-
tum, these are the so-called energy-distribution curves also shown in
Figure 11. Finally, a common way to visualize the trARPES intensity is
to integrate around some region in k-space and some energy window
and plot the result against time, as in Figure 10.
Meltdown of nodal quasiparticles
Here we discuss a series of trARPES experiments on the optimally
doped cuprate Bi2Sr2CaCu2O8+δ (Tc = 91 K) which measured the
quasiparticle relaxation times and to some extent the gap dynamics in
different sector of k-space [38, 39]. It was demonstrated how the nodal
lines and the anisotropy of the superconducting cuprates deeply af-
fect the dynamics. In Figure 11 the trARPES intensity at T = 18 K is
visualized in two energy-momentum maps for two representative di-
rections: the nodal line and a line farther from the node, generically
indicated as off-nodal. The figures on the left are the equilibrium sig-
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Figure 12: Comparison between temperature-driven and pump-driven
spectral-weight suppression. (a) energy distribution curve (EDC)
along the nodal direction at several temperatures. (b) Selected
EDCs at equilibrium compared with the nonequilibrium EDC.
(From Ref. [39])
nal, sometimes denoted as “negative time” since the measurements
is done before the pump hits the sample. The d-wave structure of
the superconducting gap is evident, since the off-nodal spectrum is
gapped and the one at the node is not. The spectra on the right are
measured a few hundreths of femtoseconds after the pump pulse and
show marked differences with the equilibrium data, which are more
evident if one takes the difference of the two sets of data.
In particular it is evident an overall transfer of spectral weight
across the Fermi energy, which indicates the creation of transient
quasiparticles, and a shift of the spectral peak toward the Fermi en-
ergy along the off-nodal line, indicating a partial closure of the super-
conducting gap.
As discussed above, the energy-momentum maps are obtained fix-
ing a direction in the Brillouin zone. If one fixes also a point along
this direction, then the momentum is completely determined and one
can plot the ARPES intensity against the energy in the energy distribu-
tion curve (EDC) as in Figure 12. In particular, from the EDC taken on
the Fermi surface one can extract the value of the gap.
A second experiment on the same material revealed an unexpected
link between nodal quasiparticles and superconductivity. It was in-
deed observed a strong suppression of the nodal quasiparticle spec-
tral weight, that is of the trARPES signal, following pump laser excita-
tion, and its recovery dynamics was measured. This suppression was
somehow unexpected, as nodal quasiparticles are believed to be ro-
bust and do not change much in going from below Tc to above Tc
at equilibrium. However, out of equilibrium the dynamics is much
changed, with the “melting” of the nodal quasi particles greatly en-
hanced in the superconducting state.
In Figure 12 in particular it is shown how this effect can not be
ascribed to a raise in temperature due to the pump pulse. Indeed,
from the shape of the Fermi edge one can extract an “electronic tem-
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perature” of 70 K, while from the loss of spectral weight one would
deduce a temperature of more than 100 K.
2.4 theory of time-resolved photoemission
The theory of ARPES needs to be extended to cope with the interpreta-
tion of these newly available experiments. In particular, as discussed
above, at equilibrium the occupation of the single-electron energy lev-
els is given by the Fermi-Dirac distribution f(ω) = (1+eβω)−1 where
β is the inverse temperature. Therefore, denoting with A(kx,ky,ω)
the spectral function one has:
I(kx,ky,ω) = f(ω)A(kx,ky,ω). (4)
Actually, the product on the right hand side of the equation is propor-
tional to the Fourier transform of the so-called lesser Green’s function
which is indeed a measure of the occupation of single-particle energy
levels G(t ′, t) = i 〈c†(t ′)c†(t)〉. On the other hand, the spectral func-
tion A(kx,ky,ω) is directly related to the so-called retarded Green’s
function. It is an important result of many-body theory that these two
functions are not independent in equilibrium situations.
In trARPES however, the system is not at equilibrium therefore the
relation between the lesser and the retarded Green’s function ceases
to be applicable. Morevoer, whereas at equilibrium the physics is in-
variant for time translation, this does not hold in time-resolved ex-
periments as in this case the system is evolving in time. In practice,
the Green’s functions are no more functions of the difference of the
two times but instead depend on two times separately. This poses the
problem of defining the right time-frequency transform to compare
with the experiments, in which one measures directly a signal as a
function of energy, that is to say, frequency.
A full theory taking into account these aspects was developed in
recent years [41–43]. It was demonstrated that the trARPES signal is
given by the following expression:
Ik(ω, t0) = Im
∫
dt
∫
dt ′ st0(t)st0(t
′)eiω(t−t
′)G<k (t, t
′), (5)
where now the intensity depends on the time t0 at which the probe
pulse is centred. The function st0(t) describes the finite-time width
of the probe pulse and can be be taken for example to be a gaus-
sian centred in t0. The nonequilibrium expression Eq. (5) reduces to
the expression at equilibrium Eq. (4) if two conditions are satisfied.
First, if the lesser Green’s function depends only on the difference of
its two arguments – that is, either at equilibrium or in a stationary
steady state. Second, if we can take st0(t) = 1 as it is appropriate
for equilibrium measurements which are performed with a contin-
uos beam. It is also interesting to consider the opposite, unphysical
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Figure 13: trARPES spectra at various times: in equilibrium (a), just after the
pump (b) and long after the pump (c). (From Ref. [40])
extreme of an infinitely narrow probe pulse st0(t) = δ(t− t0). In this
case Eq. (5) gives Ik(ω, t0) = G<k (t0, t0), i. e. the occupancy at a given
time of the electron with momentum k, independently of its energy.
This is clearly due to the fact that an infinitely narrow pulse has a flat
spectrum of frequencies.
After the first applications of this theory on toy models such as
the Falikov-Kimball model [42] it is now becoming possible to use
this formalism to perform realistic simulations of the experimental
spectra [44], as shown in Figure 13.
2.5 amplitude mode in superconductors
Beside the use as a tool to investigate the basic interaction processes
in solids, these ultrafast time-resolved techniques may be used to trig-
ger macroscopic coherent oscillations of specific modes. Particularly
important in this context is the possibility of directly observing the
collective amplitude – or Higgs – mode of the superconducting order
parameter. This mode corresponds to the oscillation of the modulus
of the order parameter |∆| [45].
In principle, two main obstacles should impede the excitation and
the observation of this mode: (i) its frequency resonates with the en-
ergy necessary to break Cooper pairs, resulting in a strong damping
of the mode itself and (ii) it does not couple directly to electromag-
netic fields in the linear response regime. A special case is when the
superconductivity coexists with the charge-density-wave (CDW) order,
as in this case the effective energy necessary to inject electron–hole
excitations is larger than 2∆, avoiding the strong overdamping of the
Higgs mode. Indeed, a collective mode attributed to the Higgs was
recently measured in NbSe2 through Raman scattering [47].
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Figure 14: Schematic experimental setup for the observation of the ampli-
tude mode in conventional superconductors.(From Ref. [46]
These results triggered an effort toward the time-domain investiga-
tion of the amplitude mode in conventional s-wave superconductors,
whose hallmark should be an oscillation of the gap edge at twice the
gap frequency. The direct detection of this mode could be achieved
via either trARPES or optical spectroscopy in the gap energy range
(THz). Moreover, the collective oscillatory response in the optical con-
ductivity can be resonantly enhanced by tuning the frequency of the
order-parameter oscillations to the energy of an optical phonon mode
that is coupled to the superconducting amplitude mode.
Unfortunately, the main problem in designing such a time-domain
experiment is related to the excitation process. This problem was
recently solved by employing a sub-gap THz excitation scheme, in
which the intensity of the pump pulse is strong enough to non-linearly
couple to the superconducting condensate, thus exciting the ampli-
tude mode beyond the linear response regime. In this way, time-
domain oscillations at the frequency 2∆ were reported in films of
the conventional superconductor Nb1−xTixN [48]. Moreover, it was
demonstrated the resonant excitation of collective modes in NbN via
non-linear excitation. The superconducting nature of the resonance
has been demonstrated by the occurrence of a large third-harmonic
generation when the frequency of the pulse matches the value of the
superconducting gap [46].

3
N O N E Q U I L I B R I U M PA I R I N G I N C O L D AT O M S
The developments in the field of ultracold atoms have rejuvenated the
field of nonequilibrium superconductivity in the last few years, in
parallel with the advances of time-resolved spectroscopies. Systems
of ultracold atoms trapped by light can play the role of quantum sim-
ulators [49] because they can safely be assumed as isolated quantum
systems and they can be described in terms of simple Hamiltonians,
whose parameters can be controlled and manipulated with an un-
precedented accuracy. This allows to simulate paradigmatic models
in which the constituents only experience controlled short-ranged in-
teractions, in the absence of undesired defects or other interactions
which are inevitably present in actual materials.
The field has achieved countless milestones, starting from the ob-
servation of a condensate of bosons (BEC) and the realization of BCS
pairing in fermions [50], which is particularly relevant for the subject
of the present thesis. Of course, since the constituents of these sys-
tems are neutral atoms, their pairing gives rise to a “superfluid” –
more than “superconducting” – states of matter.
What makes cold-atom systems so appealing is also the possibility
to tune their inter-particle interactions via Feshbach resonance. For ex-
ample, this makes possible to study the BCS to BEC crossover, by vary-
ing continuously the strength of the mutual interaction of a system
of fermions [51]. Moreover, this control can be also used to change
the interaction at a given time, thus performing in a real system the
theoretical scheme known as “quantum quench”: an abrupt change
of the interaction from some initial to some final value. This is one of
the simplest ways to study a system driven out of equilibrium. As we
mentioned above cold atoms allow to study quantum quenches for al-
most perfectly isolated systems in the absence of impurities. Last, but
not least, the characteristic timescales are much longer than in solids
and typically in the range of milliseconds, making it much easier to
track the time evolution and to study the quantum dynamics.
Here we review some recent activity on the quantum quench of s-
wave superfluids, which are clearly important for the rest of the the-
sis. Indeed in the following we will compare these results with our
calculations for a superconductor with d-wave symmetry in order to
highlight the role played in the relaxation dynamics by its unconven-
tional symmetry and the resulting nodal lines.
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Figure 15: Coherent BCS dynamics. Above: the soliton solutions for the dy-
namics of the order parameter ∆. Below: trajectories on the pro-
jected Bloch sphere for selected momenta. On the z axes the
average occupation of the states with the given momentum (z
component of the Anderson pseudospin), and on the x axes
the anomalous component (x component of the Anderson pseu-
dospin) (From Ref. [53]).
quantum quenches in cold-atom fermi gases
In recent years there have been a renewed interest on the subject of a
BCS condenstate perturbed from its equilibrium state. Early works on
the subject include the important result of Volkov and Kogan (1974)
[52] who studied the small deviations from equilibrium using lin-
earized equations of motion and found that the gap of a slightly per-
turbed superconductor recovers with an oscillatory dynamics damped
by a characteristic power law 1√
t
[52].
This was followed much more recently by a considerable amount of
new results [53–56]. A first important work by Barankov et al. (2004)
[53] addressed the problem of an abrupt raise of the attractive interac-
tion in an otherwise very weakly paired system. It was found that the
system responds with characteristic anharmonic, solitonic oscillations
of the gap (Figure 15). Theoretical analysis, supported by numerical
simulations, predicts a stage of exponential growth, described by BCS
instability of the unpaired Fermi gas, followed by periodic oscillations
described by collisionless nonlinear BCS dynamics.
In the so-called collisionless approximation, the appropriate Hamil-
tonian to describe these systems is the BCS Hamiltonian:
H =
∑
k
kσc
†
kσckσ − λ
∑
kp
c
†
k↑c
†
−k↓c−p↓cp↑, (6)
and a crucial result is that this model Hamiltonian is integrable, in the
sense that it admits a number of integrals of motions which is equal
to the number of its degrees of freedom. These integrals of motion can
be explicitly obtained via a mathematical construction based on the
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Figure 16: Three regimes of the pairing dynamics as a function of the gap
parameter (in the figure denoted ∆s∆0 . In the phase A (synchro-
nization) the time-dependent gap oscillates indefinitely between
the curves marked with ∆+ and ∆−, the dotted curve being their
average. In the other two phases it reaches a non-zero (B) or a
vanishing (C) stationary value. The red curve represents the ther-
mal value given by the energy of the corresponding excited state.
(From Ref. [55]).
so-called “Lax vector” [56]. This mathematical property is reflected
on a physical effect: an effective reduction in the number of degrees
of freedom which, in certain circumstances, results in an oscillatory
time dependence with predictable characteristics.
The mean-field character of the Hamiltonian (6) is not a sufficient
condition to be able to exactly predict its dynamical behavior. A major
role is also played by the effective one-dimensionality of the problem,
i. e. the possibility of rewriting the Hamiltonian in terms of operators
labeled by only one continuos variable – the energy  in this case. The
isotropic interaction makes this possibility evident in Eq. (6). How-
ever, it is interesting that the same property can indeed be shown
to be valid for other symmetries than s-wave, such as p + ip and
d+ id-wave [57, 58]. The key-point in these cases is that despite their
unconventional symmetry, the modulus of the superconducting order
parameter is isotropic.
In the case of dx2−y2 the modulus of the order parameter is not
isotropic, this makes the Hamiltonian intrinsically multi-dimensional
and, while still a mean-field Hamiltonian, the construction of the in-
tegrals of motion cannot proceed as a straightforward generalization
of the previous symmetries. As we are going to see in the next chap-
ters, this has important consequences on the dynamics of such an
anisotropic model.
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The approach based on the integrability of the s-wave model can
be extended to the whole range of possible quenches from interac-
tion λi to interaction λf. This results in a predictability of the state of
the system at large times based on the integrability of the underlying
BCS model. This allows to map out the full quantum quench “phase
diagram” for weakly coupled s-wave BCS superconductors (see Fig-
ure 16). Remarkably, it was found that as long as we stay in the
weak-coupling regime W  ∆ then the general feature of the dynam-
ics are determined by the ratio ∆
i
∆f
between the equilibrium values of
the gap for the given interactions. In particular, it was found that,
depending on this value, the system may display three different “dy-
namical regimes”:
1. Persistent oscillations,
2. Damped oscillations,
3. Exponential decay.
It was also possible to find analytical expressions for the “critical”
values of the quench parameters. The first regime was found up to
∆i
∆f
= e−
pi
2 ' 0.2. When ∆i
∆f
is larger, but still less than e
pi
2 ' 4.8 the sys-
tem has damped oscillations which asymptotes to a stationary value
different from zero. It was found that these oscillations have a power-
law decay of 1√
t
therefore extending the result of Ref. [52]. While in
the regime of persistent oscillations the phases of the single sectors in
k space are locked to a same value, in this regime the phases are differ-
ent, in particular they evolve from zero to finite and time-dependent
values. Because of the particle-hole symmetry of the problem, which
is assured in the weak-coupling regime, the imaginary part of these
oscillations cancel out when summing over all the momenta. How-
ever, this sum leads also to dephasing and ultimately to the decay of
the oscillations. Finally, the third regime was found for ∆
i
∆f
> e
pi
2 ' 4.8
with an exponentially fast decay of the initial gap to zero, similar to
a switch-off of the BCS interaction.
A common and important feature is that, even if the gap reaches a
stationary value, the whole system persists in a nonequilibrium state
and does not relax. This is particularly relevant for example in the
third regime in which the zero gap does not mean that the system is
in the unpaired state. Indeed, in the absence of collisions the system is
trapped in a nonthermal state. With this respect, it is remarkable the
appearance of a small window of quenches around ∆
i
∆f
' epi2 for which
the steady value of the gap is finite and its thermal value, which is
expected to be obtained in presence of collisions, is zero. This means
that the system is trapped in a nonthermal broken-symmetry phase,
as also pointed out in other similar studies [59].
Another remarkable example of this is given in the context of the
topological p + ip superfluid [57]. In this case the dynamics of the
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Figure 17: Nonthermal antiferromagnetic state [59].
order parameter is also exactly solvable and the three regimes sim-
ilar to Fig. (16) are found. This is because the p+ ip symmetry can
be basically obtained by a phase eiφk which in some treatments can
be gauged away therefore retrieving a s-wave like Hamiltonian. The
point of this work is that for this system there exists a quantum phase
transition between a topologically non trivial BCS state and a topolog-
ically trivial BEC state. This means that in the former phase there are
gapless edge states which are absent in the latter phase. Ultimately,
this is due to the spin-triplet nature of the p+ ip superfluid phase.
It was shown that there are two so-called “winding numbers” which
describe this topology, one is associated with the pseudo-spin texture
and the other with the retarded Green’s function. When the system
is at equilibrium these two coincide. When the system is driven out
of equilibrium they do not in general. In particular, the pseudo-spin
texture depends of course on the initial condition and it is found that
the winding number associated with it is a conserved quantity. On
the other hand the retarded Green’s function depends only on the ef-
fective Hamiltonian, being related to the spectral function and not to
the occupancies. In particular, when the system reaches a stationary
state for the mean-field and therefore for the mean-field Hamiltonian,
then the retarded Green’s function is again time translational invari-
ant and exactly the same of a system at equilibrium with that Hamil-
tonian. Hence, this is a clear example of how two coinciding concepts
at equilibrium may become quite different when studied out of equi-
librium, and how one should be careful in generalizing concepts and
relations which are known to be valid for equilibrium quantities.
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T I M E - D E P E N D E N T M E A N - F I E L D D Y N A M I C S O F
S U P E R C O N D U C T O R S
As discussed in the first part, the subject of d-wave superconductiv-
ity is intimately related to the high-temperature cuprate superconduc-
tors which, however, display many other “unconventional” properties
with respect to normal metals and superconductors. It is clear that
the complex response of high-temperature superconductors driven
out of equilibrium will be influenced by the many intertwined as-
pects of the physics of these materials. Precisely for this reason, we
find it important to disentangle as much as possible the contributions
of the different “uncoventional” properties. Therefore in this part we
focus on the consequences of the d-wave symmetry in the overall di-
namycs and in the different quasiparticle properties in the nodal and
antinodal regions. This is why, to highlight these effects, we choose a
minimal model for a d-wave superconductor which does not include
any other ingredient of the cuprate physics such as: pseudogap, Mott
physics, spin fluctuations, deviations from Fermi-liquid.
As we shall discuss, our simplified model can indeed help to dis-
cuss some features of pump and probe photoemission experiments,
suggesting that the key ingredient behind this physics is the very ex-
istence of nodal lines for the gap function.
In the following we discuss the main properties of the Hamiltonian
under study, and underline the similarities and the differences with
analogous models with isotropic gap.
4.1 model hamiltonian
We consider a BCS model with an attractive interaction separable in
the space of momenta. This means that the interaction term only de-
pends on two momenta, as opposed to the three independent mo-
menta of a generic interaction, and that this dependence is factorized
and described by a single function with a given momentum depen-
dence γk, which we will call the “structure factor” of the interaction.
The Hamiltonian therefore reads:
H =
∑
kσ
kc
†
kσckσ − λ
∑
kp
γkγ
∗
pc
†
k↑c
†
−k↓c−p↓cp↑, (7)
where c†kσ is the creation operator of electrons with momentum k,
spin projection σ and kinetic energy k, and the strenght of the inter-
action is λ > 0.
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A well known characteristic of this model is that, in the thermody-
namic limit we are interested in, it is indeed equivalent to the mean-
field Hamiltonian:
HMF =
∑
kσ
kc
†
kσckσ,−
∑
k
(∆kc
†
k↑c
†
−k↓ +∆
∗
kc−k↓ck↑), (8a)
∆k = λγk
∑
p
γ∗p 〈c−p↓cp↑〉 , (8b)
where the brackets 〈〉 indicate the quantum average of the enclosed
operators and ∆k is the superconducting gap parameter, which is non-
zero in the superconducting phase and whose absolute value sets the
minimum energy of a quasi-particle excitation with momentum k.
If ∆k depends only on the modulus |k|, the gap is said to be isotropic
whereas if it depends also on the orientation of momentum it is said
to be anisotropic. Moreover, a nodal line in momentum space is a curve
along which ∆k = 0 even if the system is in the superconducting
phase.
In the case γk = 1, Eq. (7) is the original BCS model whose ground
state describes a superconductor with isotropic gap [3]. This Hamilto-
nian, in particular the attractive interaction, may be derived starting
from an electron-phonon interaction, as in the original BCS work, or
from the attractive Hubbard model with a mean-field decoupling in
the particle-particle channel. Moreover, both Hamiltonians (7) and (8)
are indeed used in many other theoretical physics contexts, going of-
ten under the name of Richardson model [60], especially when taken
in the case of finite systems, for which a solution in terms of Bethe
ansatz is possible [61, 62].
Here we are interested in the case γk is a function with a symmetry
of the d type. This means that γk belongs to some irreducible repre-
sentation of the point group symmetry of the Hamiltonian with a d
character. Examples of such functions are γk = coskx − cosky on a
square lattice and γk = k2x − k2y on the two dimensional plane. The
latter actually belongs to the set of the spherical harmonic functions,
which describe the angular dependence of the orbitals of hydrogenic
atoms and whose classification in s, p, d-wave states and so on is
borrowed in this context.
An example of Hamiltonian with d-wave symmetry, much used in
the context of cuprates [11, 13, 14], is the t− J model:
H = −t
∑
ijσ
Pic
†
iσcjσPj +
J
4
∑
ij
(σˆi · σˆj −ninj) − µ
∑
i
ni, (9)
which describes electrons hopping on a square lattice in such a way
to avoid the contemporary presence of two of them on the same site,
and interacting with a spin-spin antiferromagnetic (J > 0) interaction
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acting on neighbouring sites. Among the terms obtained expressing
the interaction term of Eq. (9) in momentum space, we focus on:∑
kpq
Vk−pc
†
k↑c
†
p+q↓ck+q↓cp↑, (10)
where Vk is proportional to coskx + cosky, reflecting the nearest-
neighbour character of the interaction. The possible gap symmetries
are given by the decomposition of Vk−p in irreducible representations
of the point group symmetry of the square:
Vk−p =
(coskx + cosky)(cospx + cospy)︸ ︷︷ ︸
Γs
+
(coskx − cosky)(cospx − cospy)︸ ︷︷ ︸
Γd1
+
(sinkx + i sinky)(sinpx − i sinpy) + c.c.︸ ︷︷ ︸
Γp
(11)
The system can in principle have superconducting instabilities in these
different channels. In the absence of other interaction terms, the dis-
persion selects the dominant instability through the corresponding
density of states. It can be shown that the d-wave instability is the
leading one as long as the density of states has not peculiar energy
structures. Under these generic circumstances, after a simple mean-
fied decoupling one finally obtains the Hamiltonian (8).
In the following we will consider the simplest realization of such
d-wave symmetry in a continuum system. This is motivated by our
interest in the general consequences of an anisotropic gap with nodal
lines, rather than on the specific realizations. We have explicitly veri-
fied that the results do not depend on this choice by comparing with
a lattice version of the same Hamiltonian, which can be obtained
through the above mentioned mean-field decoupling of the Heisen-
berg term of the t− J model.
In the calculations we present, we consider the Hamiltonian (8) on
the two dimensional plane with a parabolic dispersion characteristic
of electrons in free space:
k = t|k|
2 − µ γk =
k2x − k
2
y
|k|2
= cos 2φk, (12)
where µ is the chemical potential, φk is the polar angle and |k| is the
modulus of the momentum, bounded by a certain cut-off Λ which
mimicks the existence of a lattice.
It can be practically convenient to impose particle-hole symmetry,
which is simply realized by choosing the value of the chemical po-
tential to make the density of states D() =
∑
k δ(− k) symmetric
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Figure 18: Left: Two dimensional k-space with the circular Fermi surface
and the schematic of the d-wave gap, which vanishes at the node
(A), is maximum at the antinode (B) and changes sign by rotation
of pi2 . (Fig. from Ref. [63]). Right: DOS of quasiparticle excitations.
For a fully gapped system, as the s-wave superconductor, the DOS
is zero below the gap (black curve). On the other hand, the d-
wave superconductor has non-zero DOS for arbitrary low energies
(red).
around the chemical potential itself. This implies µ = tΛ
2
2 = W. The
value of Λ has no influence as long as the weak-coupling condition
λ  W is satisfied. Since the band energy k depends only on |k| it
is useful to use the angle and the amplitude of the momentum vector
(,φ) as independent variables instead of (kx,ky).
The structure factor γk vanishes for φk = (2n+ 1)pi4 with integer
n, i. e. along the bisectrices of the four quadrants of the momentum
space (kx = ±ky, see Figure 18). These are the characteristic nodal
lines we discussed above.
The solution of this model follows exactly the standard solution of
the s-wave BCS model, and we detail it in Appendix A. The basic result
is that we obtain a gapped quasiparticle dispersion Ek =
√
2k + |∆k|
2,
where ∆k ∝ γk. This implies that, in contrast with the s-wave case,
where ∆k is a constant in momentum space, a vanishing excitation
energy is found when k = ∆k = 0, i.e., when the Fermi surface
crosses the nodal lines kx = ±ky. In other words the superconductor
has gapless excitations in a few points of the Fermi surface.
The existence of zero- (and low-) energy excitations is reflected
in the form of the density of states shown in Figure 18, where the
sharp gap of s-wave superconductors in replaced by a linear depen-
dence D() ∝  for small energies, even if sharp features still survive
at the gap edges ±∆. The existence of nodal lines and low-energy
excitations clearly influences the response of the system to external
stimuli. In the next chapter we will show that their effect on the non-
equilibrium dynamics can be important both from a quantitative and
a qualitative point of view.
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However, before tackling the direct study of the dynamics, we find
it important to review some general properties of the Hamiltonians
(7) and (8) regardless of the isotropic or anisotropic interaction.
4.2 collisionless approximation
In this section we review the relation between a general model of
interacting particles and our BCS Hamiltonian. As we discussed above,
the BCS Hamiltonian Eq. (7) has a mean-field character, which can
be derived from a generic interaction in the so-called “collisionless
approximation”, whose nature and meaning is discussed here. In our
context this is an important point because the absence of collisions
is referred to: no collision but between pairs of electrons forming the
Cooper pairs, the ubiquitos elements of superconductors.
More precisely, the BCS model of Eq. (7) is equivalent to its mean-
field formulation (8) in the thermodynamic limit. Without entering
an extremely vast field [61] we present a pictorial argument to high-
light the phsyical content of this observation. Indeed Eq. (8) can be
rewritten:
H =
∑
kσ
kc
†
kσckσ − λΦ
†Φ, (13)
where Φ =
∑
k γkc−k↓ck↑ is a macroscopic operator in the sense that
it is the sum of a macroscopic number of operators and therefore its
average is less subject to quantum fluctuations and we can replace it
with its average. This is clearly a consequence of the factorized form
of the interaction.
Another way to visualize the mean-field nature of the problem is to
perform an inverse Fourier transform to express Eq. (7) in real space
obtainina:g
H = −t
∑
ijσ
c
†
iσcjσ − λ
∑
ijmn
γimγ
∗
jnc
†
i↑c
†
m↓cj↓cn↑, (14)
where γij =
∑
k γke
ik(Ri−Rj). In Eq. (14) while the first sum is re-
stricted as usual to nearest neighbours, the second sum is unrestricted,
therefore describing an infinitely long ranged interaction not decay-
ing with distance. It is well known from statistical mechanics that
such kind of models are actually mean-field models where the con-
stituents interact with an infinite number of partners, which implies
in turn that each of them interacts with an average field created by
the others. In the s-wave case γij = δij and this assumes the inspir-
ing picture of a long-ranged pair hopping term. In the case of d-wave
these long-ranged hopping has some structure in real-space, but the
physical picture is unchanged.
This is exactly what is usually referred to as a mean-field model in
which (unrealistically) all the microscopic constituents interact with
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each other. From a physical point of view, the infinite range of the
hopping can be seen as related to the presence of the condensate and
of the long-range order.
It is interesting to stress two consequences of this simple properties:
1. Our BCS Hamiltonian can be obtained as a mean-field approxi-
mation of models with short-ranged interaction like the t-J model.
This shows explicitly that the mean-field approximation actu-
ally amounts to start with a finite-range interaction (in this spe-
cific case an extremely short-range one) and transform it into
an infinite-range interaction.
2. The Hamiltonian is therefore not local in real space. This can
have important consequences on the relaxation dynamics. In-
deed, it has been shown that local observables necessarily re-
lax at long times in models with local Hamiltonian. From this
point of view, the persistent oscillations of the s-wave system
presented in Chapter 3 may seem mysterious. However, the
apparent contradiction is resolved once one realizes that indeed
the real-space representation of the BCS Hamiltonian is non lo-
cal. On the other hand, we will see that the gap of a d-wave
superconductor always relaxes. However, the cause of this re-
laxation is due to its anisotropy and to the resulting nodal lines
– not to the different range of the interaction.
We now turn to the collisionless approximation. The arguments we
discuss in the following are indeed independent on the symmetry of
the interaction. First a rather general consideration is that the entire
Hilbert space, or more precisely the Fock space of the model can be
expressed as the product of the following kind:
H =
∏
k
Hk, (15)
Hk = {|0〉 , |k ↑〉 , |−k ↓〉 , |k ↑,−k ↓〉}, (16)
that is the product of Hilbert spaces “local” in reciprocal space. For
each momentum k, these include one state in which only an electron
with momentum k and spin up is present, one in which the only
electron present is with opposite momentum and spin, one in which
both are present and one in which neither are present. The mean-field,
or “collisionless” condition is therefore expressed as:
• The subspaces Hk and Hp for different momenta are coupled
only through the mean-field ∆ and
• For eachHk the sub-subspaces {|0〉 , |k ↑,−k ↓〉} and {|k ↑〉 , |−k ↓〉}
are decoupled.
In particular this means that if at some time the state of the system is
in the subspace {|0〉 , |↑↓〉}, then it will remain in this subspace at all
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the following times. This is important for it clearly holds also if the
system is out of equilibrium, as long as the Hamiltonian has the same
functional form of Eq. (7) or (8).
Since the different Hk are coupled only through the mean field, it
makes sense for a moment just to analyze one given k. For a given k
we can rename the space with the substitution |k ↑〉 → |↑〉, |−k ↓〉 →
|↓〉 and |k ↑,−k ↓〉 → |↑↓〉 or in other words let us consider only the
spin. The most general state in this Hilbert space is:
|Ψ〉 = α |0〉+β |↑〉+ γ |↓〉+ δ |↑↓〉 , (17)
|α|2 + |β|2 + |γ|2 + |δ|2+ = 1. (18)
Now, the average occupancy of the spin up state is |β|2 + |δ|2 and
is maximum for α = γ = 0. The anomalous term is given by α∗δ
and has its maximum for β = γ = 0 and |α| = |δ| = 1√
2
. This is the
reason why the dimensionless superconducting order parameter ∆λ
has a maximum value of 12 .
At this point, it is rather natural to introduce a set of operators
originally introduced by Anderson [64] which define what is usually
called an Anderson’s pseudospin:
skx =
c
†
k↑c
†
−k↓ + c−k↓ck↑
2
, (19a)
sky =
c
†
k↑c
†
−k↓ − c−k↓ck↑
2i
, (19b)
skz =
c
†
k↑ck↑ − c−k↓c
†
−k↓
2
, (19c)
s±k = skx ± isky. (19d)
The fundamental property and the reason for the name comes from
the fact that, as it is easily confirmed, these operators have the same
commutation rules of the angular momentum, which is, the same of
a physical spin:
[ska, sk ′b] = iδkk ′absskc a,b, c = x,y, z. (20)
With these operators our BCS model Equation 7 can be cast in this
way:
H = 2
∑
k
kskz − λ
∑
kp
γkγ
∗
ps
+
k s
−
p , (21a)
HMF = 2
∑
k
kskz −
∑
kp
(∆ks
+
k +∆
∗
ks
−
k ), (21b)
∆k = γk
∑
p
γ∗p 〈s−p 〉 . (21c)
It is also easy to verify that the mean-field Hamiltonian Eq. (21) com-
mutes with the sum of the squares of the pseudospin operators 〈|~sk|2〉 =
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Figure 19: (A and B) Schematics of the electron distribution represented by
Anderson’s pseudospins for the normal state at T = 0 and for
the BCS state, respectively. (C) The pseudospins mapped on the
Bloch sphere. (D) A schematic picture of the pseudospin preces-
sion. (From Ref. [46]
〈s2kx〉+ 〈s2ky〉+ 〈s2kz〉 = const., which obviously implies that in the col-
lisionless approximation the norm of the Anderson’s pseudospin is a
conserved quantity.
Within the pseudospin representation, a Fermi-liquid is character-
ized by an “up” pseudospin for all momenta below the Fermi mo-
mentum, and a “down” momentum above it. Therefore a sharp edge
separates two ferromagnetic regions with opposite momenta. For a
superconductor instead the states around the Fermi level are modi-
fied in such a way that the magnetization smoothly evolves from up
to down. This is clearly the translation in the pseudospin language of
the opening of the gap (see Figure 19).
Finally, it is also very convenient to introduce the so-called Nambu
spinor:
γk =
(
ck↑
c
†
−k↓
)
, ska = γ
†
k
~σ
2
γk, (22)
in terms of which the Hamiltonian Eq. (8) reads:
HMF =
∑
k
γ
†
kHˆkγk, (23a)
Hˆk =
(
k −∆k
−∆∗k −k
)
= kσˆ3 −∆
′
kσˆ1 +∆
′′
k σˆ2, (23b)
this form is very useful because it is somehow explicitely quadratic
in the operators γk. This, together with the special properties of the
Pauli matrices, provide very powerful means to handle the properties
of the Hamiltonian, as we describe in detail in Appendix A.
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4.3 bloch equations of motion
We now briefly introduce the equations of motion for the mean-field
amplitudes, which are known as Bloch equations. Once again, these
equations do not depend on the symmetry of the potential (and there-
fore of the gap).
We return to the Hamiltonian (7):
H =
∑
kσ
kc
†
kσckσ,−λ
∑
kp
γkγ
∗
pc
†
k↑c
†
−k↓c−p↓cp↑, (24)
which has to be solved satisfying the self-consistency condition:
∆k = λγk
∑
p
γ∗p 〈c−p↓cp↑〉 , (25)
which expresses the fact that the mean-field experienced by the pairs
is the effect of the same electrons and it can therefore be determined
self consistently. The result can be readily obtained based on the static
mean-field equations:
G
(0)
k = 〈c†kσckσ〉 =
1
2
(
1−
k
Ek
)
, (26a)
F
(0)
k = 〈c−k↓ck↑〉 =
∆k
2Ek
, (26b)
where Ek =
√
2k +∆
2
k.
Clearly Gk is real because it is the expectation value of of a Hermi-
tian operator while Fk is a priori complex but in the present case it can
be taken to be also real without loss of generality. The equations of
motion of these quantities are easily calculated as the average of the
Heisenberg equations of motion of the operators c†kσckσ and c−k↓ck↑:
iG˙k = ∆
∗
kFk −∆kF
∗
k, (27a)
iF˙k = 2kFk +∆k(2Gk − 1), (27b)
∆k = γk
∑
p
γ∗pFp, (27c)
where also the quantity ∆k depends on time and it has to be calcu-
lated at each time while the system evolves. The form of ∆k implies
therefore that all the different momenta are coupled in their time evo-
lution.
It appears immediately that if we start from the static (equilibrium)
solution with a self consistent ∆k the right-hand side of the above
equations of motion vanishes, leading to a conservation of this quan-
tities. Interesting phenomena can occur if the dynamics does not start
from equilibrium conditions. A simple and popular protocol to drive
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the system out of equilibrium is to prepare the system in the equilib-
rium conditions for a different vallue of the interaction with respect
to the physical value which will control the unitary time evolution.
We want also to stress that, as we pointed out in Chapter 3, for
the s wave case there is an exact solution for the dynamics due to
the integrability of the corresponging model [54]. Without entering
the mathematical details, the integrability of the mean-field model
is a consequence of the collisionless approximation plus the fact that
in the s wave case both the energy dispersion and the interaction de-
pends only on the modulus of |k| and therefore the problem can be
recast into a one-dimensional problem for which powerful techniques
such as the Bethe ansatz can be used [60–62].
Of course this is no longer possible for the d-wave symmetry, but
it has been extended to other exotic order parameters. This is in
particular the case of the topological p + ip-wave order parameter,
with γk = kx + iky = |k|eiφk . Here the excitation spectrum may
vanish at most in one point [57], and it turns out that the Hamil-
tonian can be recast in a one-dimensional Richardson-Gaudin form
with the transformation ckσ → eiφkckσ. The same idea can be used
for the time-reversal breaking order parameter d+ id-wave for which
γk = k
2
x − k
2
y + 2ikxky = |k|
2e2iφk and a spectrum which, again,
can vanish at most in one point of the two-dimensional momentum
space [58].
For the standard d-wave case we cannot map the model onto a one-
dimensional system and we are not aware of similar ideas to simplify
the calculations and to avoid the numerical solution of the equations
of motion. In the next section we present these results as well as some
approximate analytical calculations that we used to interpret and un-
derstand our results.
5
D Y N A M I C S O F A G A P W I T H N O D A L L I N E S
In this chapter we present the results on the dynamics of the gap in
a BCS d-wave superconductor after a quantum quench of the interac-
tion [65]. We consider the mean-field Hamiltonian:
HMF =
∑
kσ
kc
†
kσckσ −
∑
k
(∆k(t)c
†
k↑c
†
−k↓ +∆
∗
kc−k↓ck↑), (28a)
∆k = λγk
∑
p
γ∗p 〈c−p↓cp↑〉 , (28b)
and the following configuration for the quantitiesGk(t) = 〈c†kσ(t)ckσ(t)〉
and Fk(t) = 〈c−k↓(t)ck↑(t)〉 that define a superconducting state within
mean-field theory:
Gk(0) =
1
2
(
1−
k
Eik
)
, (29a)
Fk(0) =
∆iγk
2Eik
, (29b)
∆i = λ
i
∑
p
γ∗pFk(0), (29c)
Eik =
√
2K +∆
2
i γ
2
k. (29d)
Then, we solve the Bloch equations of motion which follow from the
Hamiltonian (28) with λf 6= λi:
iG˙k(t) = γk(∆(t))
∗Fk(t) − γk∆(t)(Fk(t))∗, (30a)
iF˙k(t) = 2kFk(t) + γk∆(t)(2Gk(t) − 1), (30b)
∆(t) = λf
∑
p
γ∗pFp(t). (30c)
The system of Eqs. (30) is a first-order nonlinear system of dif-
ferential equations for the 2Ns quantities {Gk(t), Fk(t)} with Ns the
number of points in our mesh of the reciprocal space. These equa-
tions have to be solved at the same time because they are all coupled
to each other via the mean-field ∆(t). As discussed previously, for
anisotropic models such as ours there is no analytical solution of
the problem. That is why we resort to numerical integration of the
Eqs. (30) using a Runge-Kutta algorithm at 4th order.
In the following we present the results of this calculation for the
cases γk = 1 (s-wave) and γk = cos 2φk (d-wave).
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Figure 20: Gap dynamics following a quench from weak to strong interac-
tion ∆i∆f = 0.001. In the d-wave superconductor (red) the gap is
subject to a fast dephasing after a few oscillations. On the other
hand, the s-wave superconductor (black) is in the regime of per-
sistent oscillations.
5.1 dynamics after a sudden excitation
In this section we focus our attention on the dynamics of the quantity
∆(t) =
∑
k γ
∗
kFk(t) to which we refer to as the “gap” with a slight
abuse of notation, since in the d-wave system the proper gap func-
tion is γk∆(t). It is convenient to discuss the results in terms of a
“quench parameter” given by the ratio ∆i∆f which are the equilibrium
gap values corresponding to the interactions λi and λf.
The first observation is the disappearance of the solitonic regime
of persistent oscillations characteristic of the s-wave model. This is
shown in Figure 20 for a quench from weak to strong interaction. In
this case the s-wave model is deep into the regime of undamped os-
cillations, whereas we find that the d-wave gap completes only a few
oscillations before going to a stationary value different from zero.
Beside the physical effect of the nodal lines which give a fast de-
phasing, and which we discuss in deep in the following, we can iden-
tify the disappearance of the persistent oscillations as a characteristic
features of anisotropic models. From the mathematical point of view,
as we discussed in Chapter 3, the exact solution of the s-wave dy-
namics, from which one can find the solitonic solution, heavily relies
on the isotropic gap. It is therefore at least reasonable to infer that the
disappearance of the regime of persistent oscillations is related to the
absence of an analytical solution of the anisotropic problem. From the
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Figure 21: Comparison between d-wave (red) and s-wave (black) dynamics,
for quenches of medium strenght: ∆i∆f = 0.5 (squares) and
∆i
∆f
=
3.5 (circles).
physical point of view, this means that there is not a regime with an
effective reduction of the number of dynamical degrees of freedom
and therefore that the dynamics can not be fully described in terms
of just a few collective dynamical variables which lock in phase as in
the soliton solution of the s-wave model.
In Figure 21 we plot the dynamics following two different quenches
with quench parameter greater or less than one. For these parame-
ters both the d- and the s-wave superconductors are in the regime of
damped oscillations which asymptote to a non-zero stationary value.
The important observation is that the d-wave gap (red) goes to the sta-
tionary value in shorter times with respect to the s-wave gap (black).
Indeed, the s-wave gap has numerous coherent oscillations similarly
to the previous regime also in this case. On the contrary, we can count
only a few oscillations of the d-wave gap. In the following we give a
precise characterization of this faster dynamics in terms of the expo-
nent of the power-law associated to the decay of the oscillations.
It is important to emphasize that in the absence of pair-breaking
scattering terms, the so-called “collisionless approximation” treated
in Chapter 4, and of any real dissipation mechanism, the system
persists in a nonequilibrium state even if the gap reaches a stationary
value. In particular, for each momentum k the functions Gk(t) and
Fk(t) do not come to a steady state. The stationary value of the gap
is reached only as a result of destructive interference, or dephasing,
of different momentum sectors. From this point of view, the faster
dynamics of the d-wave gap towards a stationary value is a clear
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Figure 22: Different dynamical regimes. For selected values of ∆i∆f shown in
key, and for s (black) and d (red) symmetries, we plot in logarith-
mic scale the maxima of the absolute value of the deviation from
the stationary gap, as a function of time. In the solitionic regime
of the s-wave model (upper curve) we plot the maxima relative
to the average of the oscillations.
evidence of the enhanced effectivness of this dephasing mechanism,
which can be ascribed to the presence of the zero-energy modes along
the nodal lines.
A clear way to visualize the various dynamical regimes and the
difference between d-wave and s-wave is to plot in logarithmic scale
the maxima and minima of the oscillations, relative to the stationary
value reached at long times (Figure 22).
In the s-wave case we have three different behaviors related to
the three dynamical regimes. The persistent oscillations give maxima
which do not decay in time. The damped oscillations on the other
hand have a characteristic power-law decay 1tα which result in a lin-
ear behavior in the logarithmic plot. It is easy to extract the exponents
associated to this decay. In the s-wave case we find the well-known
exponent α = 12 , whereas the d-wave case is found to exhibit an ex-
ponent α = 2.
Finally, for quenches to very weak interactions, both models show
an exponentially damped dynamics of the gap to a vanishing value.
Indeed, in the limit of vanishing interaction we expect that the dy-
namics is not influenced by γk. Notice however that also in this limit
the dynamics is slightly different as we still start from states with
different symmetries.
The limit of zero final interaction is indeed interesting also because
it allows an exact calculation of the gap dynamics. In particular this
contributes to the physical understanding of the dephasing mecha-
nism behind the decay of the gap oscillations. If we take λf = 0 then
during the evolution the Hamiltonian has only the kinetic part and
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we have the trivial solution for the evolution of the field operators
ckσ(t) = e
−iktckσ(0). We can plug this equation into the expression
of what we can define as the “dimensionless” order parameterΦ = ∆λ .
Since the result is similar regardless the initial symmetry, here we re-
port the easier calculation in the s-wave case:
φ(t) =
∑
k
〈c−k↓(t)ck↑(t)〉 = ∆ρ0
∫ W
∆
0
dx
e−2ix∆t√
x2 + 1
∝ e
−2t∆
√
t∆
, (31)
where the last relation holds in the limit of long times.
In the next section we will see how this picture is modified when
we analyze the dephasing mechanism for small quenches. This will
give us a clear picture of the enhanced effectiveness of the dephasing
mechanism in d-wave superconductors because its distinctive nodal
lines.
5.2 dynamics after a small perturbation
The increased damping of the d-wave gap dynamics is a signature
of the existence of low-energy excitations, as it can be understood at
least in the case of small quenches for which we can calculate the
linear response theory variation δ∆(t).
Indeed, in this case we can think the quench as being a small per-
turbation proportional to δλ = λf − λi and having the same form of
the interaction term of the original Hamiltonian:
δH = δλ
∑
kp
γkγ
∗
pc
†
k↑c
†
−k↓c−p↓cp↑. (32)
Then, with the Kubo formula we can calculate the deviation of the
gap from the initial value in linear order in such a perturbation:
δ∆(t) = −i
∑
p
γ∗p
∫t
0
dt ′ 〈[c−p↓(t)cp↑(t), δH(t ′)]〉 . (33)
It turns out the commutator in Eq. (33) can be calculated most simply
if we first consider a decoupling of Eq. (32) in both particle-particle
and particle-hole channels:
δHMF = δλ
∑
p
[
∆p
λi
(c†p↑c
†
−p↓ + c−p↓cp↑)
+γ2pnp(c
†
p↑cp↑ + c
†
−p↓c−p↓)
]
, (34)
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Figure 23: Plot of the stationary gap ∆st/∆f as a function of the quench pa-
rameter ∆i/∆f for the d-wave (full red line with full circles) and s-
wave (black line with empty circles) symmetries. For ∆i/∆f . 0.2
the s-wave gap exhibits undamped oscillations around the value
indicated with a square, in this case the circles indicate the ex-
trema of the oscillations.
where nk and ∆k are the unperturbed values. The details of the
derivation are given in the appendix. Here we state the result which
reads:
δ∆(t) = δλ
[∆k
λi
(
(G<(t))2 − (G>(t))2 − (F<(t))2 + (F>(t))2
)
+2γ2knk(G
>(t)F>(t)−G<(t)F<(t))
]
∝
∑
k
γ2k
2
k
(Eik)
3
(1− cos 2Ekt) .
(35)
Eq. (35) describes damped oscillations around a finite value. At long
times the sum is dominated by the lowest Eik and by the singular
points in the density of states. For the s-wave superconductor the den-
sity of states has a sharp edge at ∆i where it has a squared-root diver-
gence. This leads to power-law damped oscillations with frequency
2∆i. The d-wave symmetry introduces a qualitative difference in the
density of states, which diverges only logarithmically at ∆i and has fi-
nite value for energies down to zero. This results in oscillations which
damp much faster.
5.3 long-time stationary value
Also the d-wave model, as the s-wave, presents different dynamical
regimes. which are related to the the value of the “quench parameter”
∆i
∆f
, that is the ratio of the equilibrium values of the gap for the two
interactions λi and λf. It is interesting to note that these two values
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Figure 24: Half the frequency of the oscillations ω2 (symbols) compared to
the stationary ∆st (lines).
of the gap are in practice never attained in the calculation. Indeed, at
the initial time the gap is λ
f
λi
∆i and during the following dynamics we
always have ∆(t) <∆f (apart for some quenches and some very short
times). Indeed, being the system in an excited, nonequilibrium, state,
its gap is always lower than the equilibrium, zero temperature gap.
However, in this case we find only two regimes:
1. Damped oscillations to an asymptotic stationary value different
from zero,
2. Exponentially overdamped decay to a vanishing gap.
The different dynamical regimes and the long-time gap values for
s- and d-wave symmetries are summarized in Fig. 23 where we plot
the long-time stationary value of the gap as a function of the quench
parameter. For any value of ∆i∆f we find that at long times the quench
leads to a reduction of the gap with respect to the zero temperature
equilibrium value ∆f. One remarkable difference is, as we discussed
above, the diasppearance of the regime of persistent oscillations. On
the other hand, for ∆i∆f & e
−pi2 the gap reaches essentially the same
asymptotic value, despite the much faster decay of the d-wave gap.
It is important to emphasize that even though the stationary value is
the same, the way the d-wave model and the s-wave model go to the
stationary value is much different, namely the d-wave model relaxes
much faster.
In Figure 24 we plot the frequency of the oscillations at long times
and compare it to the stationary value of the gap. We find that the
these two quantities match exactly for the d-wave superconductor
ω = 2∆st. This result has a simple physical interpretation. Indeed, at
long times, when the gap has reached a stationary value, the mean-
field Hamiltonian is no more time dependent. It follows that the re-
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Figure 25: Comparison of the nonequilibrium stationary gap ∆st with the
thermal gap ∆(T∗) that the system would reach if thermalization
took place.
tarded Green’s function, and therefore the spectral function, are ex-
actly the ones of the system at equilibrium with ∆st. Indeed, contrary
to the lesser component of the Green’s function, the retarded com-
ponent has no memory effect, being determined by the differential
equation ∂tGˆR(t, t ′) = δ(t− t ′) + Hˆ(t)GˆR(t, t ′) with initial condition
GˆR(t, t) = −iI. It follows that, when the stationary value of the gap
is reached, the various components oscillate with frequencies related
2Ek = 2
√
2k + γ
2
k∆
2
st and ultimately at long times only the oscilla-
tions in 2∆st survive.
For completeness, in Fig. 25 we also plot ∆(T∗) which is the gap for
a system in equilibrium at the effective temperature T∗ correspond-
ing to the energy pumped into the system through the quench. The
system could eventually reach this thermal value if we include scat-
tering processes not contained in the Hamiltonian Eq. (28). While the
overall behavior of ∆(T∗) is qualitatively similar to ∆st, the quantita-
tive difference is substantial confirming the nonthermal character of
the asymptotic stationary state.
6
S P E C T R A L F E AT U R E S
In this chapter we establish a connection between the experiments
and the time-resolved single-particle photoemission spectrum of the
transient state of our model of d-wave superconductor.
Before doing this, it is however important to discuss the physical
interpretation of our calculation, in particular for what concerns the
relevance of the quantum quench protocol to the experiments, where
the system is excited out of equilibrium by the pump laser. After this
general discussion we come to our theoretical description. Motivated
by the numerical evidence of a very fast relaxation dynamics and
by the experimental observation, we introduce a simple approxima-
tion on the gap dynamics which allows us to analytically compute
the spectral function making the comparison with experiments more
solid and insightful.
6.1 interpretation of the quench protocol
At this point, it is important to discuss the interpretation of the quench
protocol in the framework of the pump-probe experiments. Indeed,
one can draw at least two distinct correspondences between the pa-
rameters of the calculation and the ones of the experimental set up.
Previously, we were interested in the comparison of the anisotropic
d-wave model with the isotropic s-wave model. This comparison is
not affected by the interpretation of the quench protocol, since the
practical calculations are the same in both cases. Now, however, we
are interested in making a connection with experiments, and it is of
primary importance to discuss this issue.
In the standard picture, one considers the explicit dependence of
the Hamiltonian upon some parameter λ. Then, the quench is used to
describe the change of the parameter from some initial value to some
final value as a result of an external perturbation. As we discussed in
Chapter 3 this scenario can be realized in cold atoms by the means
of the Feshbach resonance.
In contrast, the Hamiltonian of a solid state system can be consid-
ered largely independent of the excitation process. In this context, the
quench is a theoretical tool to study the evolution of some nonequi-
librium state, which results from an impulsive excitation.
These two different interpretations are sketched in Figure 26. While
in the former picture one regards H(λi) as the “unperturbed” Hamil-
tonian which is modified by the quench, in the latter interpretation
one should think to λi simply as a parameter describing the initial
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Figure 26: Sketch of two different interpretations of the quench protocol. In
the field of cold atoms (top) one can actually vary the interac-
tion. In the solid state context it is more appropriate to think of a
constant interaction and a suddenly quenched state (bottom).
excited state |Ψ(λi)〉 which evolves according to H(λf). In this case
λf, which controls the time evolution, has to coincide with the actual
interaction that characterizes the material.
Since we are now interested in the solid state context, we are going
to adopt the second point of view. Therefore, in our approach the
quench protocol does not depict a real change of the interaction of
the material, but rather the answer to the general question: “what is,
given the time-independent Hamiltonian H(λf) corresponding to the
material, the evolution of the out-of-equilibrium state |Ψ(λi)〉?”. Of
course |Ψ(λi)〉 is a very particular excited state which we choose for
mere theoretical convenience, and it can not describe accurately the
real excited state in the pump-probe experiment. However, we will
see how taking this approach may be fruitful as long as the details
of the experimental excitation process are not crucial and the main
effect of the pump is to change the superconducting gap.
6.2 photoemission spectrum of superconductors
In Chapter 2 we have discussed how the ARPES, especially in layerd
materials such as the cuprates, provides an intensity signal Ik(ω) as
a function of momentum k and energy ω that can be directly related
to the spectral function of the material through:
Ik(ω) = ImG<k (ω) = Ak(ω)f(ω), (36)
where f(ω) = (1 + eβω)−1 is the Fermi-Dirac distribution with in-
verse temperature β, Ak(ω) is the spectral function and G<k (ω) the
Fourier transform of the lesser Green’s function G<k (t, t
′) which at
equilibrium depends only on the difference of the two times.
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Figure 27: Schematic dispersion in the normal (thin line) and superconduct-
ing (thick lines) states following the BCS theory. The thickness
of the superconducting state lines indicate the spectral weight
given by the BCS coherence factors v2k =
1
2 (1−
k
Ek
) below EF and
u2k =
1
2 (1 +
k
Ek
) above EF. The lesser Green’s function, related
to the ARPES signal, is obtained if we multiply for the occupation
of these states f(−Ek) and f(Ek). Thus, at T = 0 only the states
below EF are observable. Notice that, in contrast with the normal
phase, in the superconducting phase there is signal for k > kF
also at T = 0 because of the particle-hole mixing (Figure from
Ref. [66]).
The spectral function can also be related to the Fourier transform of
the retarded Green’s functions through Ak(ω) = 1pi ImG
R
k(ω). There-
fore Eq. (36) expresses the relation which we have at equilibrium be-
tween the lesser Green’s function and the retarded Green’s function.
In physical terms, this relation holds because at equilibrium we know
that the available states will be occupied according to the Fermi-Dirac
distribution. For a BCS superconductors the ARPES signal is given by
two peaks:
Ik(ω) = Z
−
k δ(ω+ Ek) +Z
+
k δ(ω− Ek), (37a)
Z±k =
1
2
(1± k
Ek
)f(±Ek), (37b)
reflecting the particle-hole mixing characteristic of this state of matter
(see Figure 27).
As we have seen in Chapter 2, when considering a trARPES experi-
ments there are a number of complications arising. First, the various
components of the Green’s function now depend on two different
times, since out of equilibrium there is no time-translational invari-
ance, unless a stationary state of the whole system is reached. Second,
out of equilibrium the lesser and retarded components of the Green’s
function are not dependent one on the other. The physical reason be-
hind this is that in this case the occupation of the energy levels is in
general not given by the Fermi-Dirac distribution. Therefore in prin-
ciple one has to keep track of both retarded and lesser components.
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As shown in Ref. [41], and already discussed in some detail in
Chapter 2, the analysis of these issues leads to the following gener-
alization of Eq. (36) to the trARPES signal:
Ik(ω, t0) = Im
∫
dt
∫
dt ′ st0(t)st0(t
′)eiω(t−t
′)G<k (t, t
′), (38)
where st0(t) describes the time envelope of the probe pulse which ex-
cite the photoelectrons. This is centred around some time t0 at which
the acquisition is done (time of the probe) and has some finite width.
For example it can be taken as a gaussian centred in t0 and with some
width σp.
In the following we will give the result in the approximation st0 = 1
which can be also expressed as the Fourier tranform of the lesser
Green’s function with respect to the difference of the two times fol-
lowed by an average:
Gˆ<k (ω, t
′) =
∫
dτ Gˆ<k (t
′ + τ, t ′), (39)
Ik(ω) =
1
T
∫t+T
t
dt ′ Gˆ<k (ω, t
′). (40)
Indeed, we have found that (see Appendix A), at the mean-field level,
the proper inclusion of the finite-width pulses merely leads to a smear-
ing of the delta peaks which will appear in our approximate deriva-
tion.
6.3 sudden approximation
Motivated by the fast dynamics of the d-wave gap found in the pre-
vious chapter, we now introduce a simplification which consists in
considering the abrupt change of the order parameter while the sys-
tem is not relaxed (see Figure 28). Within this approximation we can
compute analytically the time-resolved spectrum. In the limit of a
very fast order parameter dynamics, we can assume the quasiparticle
Hamiltonian to experience an almost sudden change of the pairing
field:
∆k(t) = ∆iγkθ(−t) +∆stγkθ(t). (41)
This approximation is also based on some experimental results. In
particular Refs. [38, 67] have highlighted two clearly distinct time
scales for the gap dynamics following the pump pulse: on a short
interval of approximately 0.3ps the gap reaches a value smaller than
at equilibrium (∆st in our model) and on a longer time it relaxes to
the equilibrium value, typically attained after 10− 20ps. Our sudden
approximation for the gap dynamics should therefore be reasonable
for times of a few picoseconds after the pump pulse. It is interesting
to notice that on these time scales an effective temperature picture of
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Figure 28: Schematic of the sudden approximation to the gap dynamics re-
lated to the experimental observation and to the numerical evi-
dence of a fast dynamics of the gap.
the ARPES spectra is not adequate, as firmly pointed out in Ref. [67].
Finally, if we consider the maximum gap value at equilibrium for
Bi2212 ∆f = 60meV we can estimate a time scale of about 0.01ps for
Figure 28.
Within this sudden approximation for the gap dynamics we can
calculate the lesser Green’s function Gˆ(t, t ′) and after a Fourier trans-
form with respect to the difference t− t ′ and averaging with respect
to t ′ we find:
Ikneq(ω) = Z
−
kneqδ(ω+ E
st
k) +Z
+
kneqδ(ω− E
st
k), (42a)
Z−kneq =
1
2
(1−
k
Estk
)
[
1
2
+
2k + γ
2
k∆st∆i
2EstkE
i
k
]
, (42b)
Z+kneq =
1
2
(1+
k
Estk
)
[
1
2
−
2k + γ
2
k∆st∆i
2EstkE
i
k
]
. (42c)
which is the same as for a superconductor with gap ∆st but with the
thermal factor f(±Estk) substituted by the non-thermal term in square
brackets on the right hand side of Eqs. (42b) and (42c).
This takes a particularly clear and interesting form if we expand it
in the neighborhood of the nodal lines for γkk  1 since in this limit
we can approximate:
1−
k
Ek
' 1− k
|k|
(1−
∆2γ2k
22k
) =

∆2γ2k
22k
k > 0,
2−
∆2γ2k
22k
k < 0,
(43)
1
2
+
2k +∆i∆st
2Estk2E
i
k
' 1− (∆st −∆i)
2γ2k
42k
, (44)
We can now look at the spectral weight associated to the negative
frequency peak and compare it with the one at equilibrium. For what
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Figure 29: Experimental evidence for a fast dynamics of the gap, which
closes in a window of a fraction of picosecond to recover only
after several picoseconds [38].
we have discussed above regarding the interpretation of the quench, it
is now appropriate to compare the out-of-equilibrium spectral weight
with the one at equilibriu for ∆f:
Z−kneq
Z−keq
=
1− k
Estk
1− k
Efk
,
(
1
2
+
2k +∆st∆iγ
2
k
2EstkE
i
k
)
. (45)
Therefore in this limit:
Z−kneq
Z−keq
=

∆2st
∆2f
k > 0,
1−
αγ2k
42k
k < 0,
(46)
where α = ∆2i −∆
2
f + 2∆
2
st − 2∆st∆i > 0. Therefore the spectral weight
at the node is reduced in both cases k ≶ 0 except possibly in a small
region close to the Fermi surface where the condition γ
2
k
2k
 1 does
not hold. This reduction is clearly a nonthermal effect since finite
temperature excitations of quasiparticle would lead to a reduction
proportional to the Fermi function.
7
C O N C L U S I O N S
In this part we have discussed the distinctive features of the dynamics
of a d-wave superconductor after a quantum quench of the interac-
tion. As a consequence of the low-energy excitations, the oscillations
of the superconducting gap are subject to a fast decay which we have
characterized both qualitatively and quantitatively. In particular, on
the qualitative level we have found that the d-wave superconductor
does not display a regime with persistent oscillations of the gap, con-
trary to the conventional s-wave superconductor. This result may be
ascribed to the inherent anisotropy of the dx2−y2 and on the math-
ematical level is reflected in the lack of an exact expression for its
dynamics, again contrary to the case of isotropic gaps.
An important finding is that, in the large range of parameters for
which both anisotropic d-wave and isotropic s-wave display damped
oscillations of the gap, the power-law decay of the oscillations of the
d-wave gap is 1
t2
, in contrast with the well-known power-law 1√
t
typ-
ical of fully-gapped isotropic superconductors. On a general ground,
this fact is interesting in its own and may be taken as a “dynamical”
manifestation of a d-wave gap in the same spirit as the power-law
temperature dependence of the penetration depth discussed in Chap-
ter 1 is a “thermodynamic” signature. Morevoer, this power-law ex-
ponent may be observable in future experiments on the Higgs mode,
or amplitude mode, on d-wave superconductors.
Finally, we have derived an analytical expression for the transient
trARPES signal, showing a non-thermal loss of spectral weight, in par-
ticular in proximity of the nodal lines.
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The Dynamical Mean-Field Theory (DMFT) is emerging in the last
decades as one of the reference methods to treat strongly interacting
systems beyond any perturbative limit. As the name implies, DMFT
can be seen as a quantum (or dynamical) generalization of the usual
mean-field theory, where the spatial fluctuations are frozen assum-
ing that all the lattice sites are completely equivalent, but the local
quantum dynamics is fully taken into account. DMFT becomes indeed
exact in the limit of infinite dimensionality or lattice coordination [68],
where every lattice site actually interacts with an average of the infi-
nite neighbors.
In practice DMFT is based on the mapping of a lattice Hamilto-
nian into an impurity Hamiltonian [69], where an interacting site
(the impurity) is hybridized with a non-interacting bath, which rep-
resents the effect of the rest of the lattice on the impurity site. The
mean-field condition determines a self-consistency condition, concep-
tually similar to the Curie-Weiss equation, which now requires that
the frequency-dependent Green’s function of the impurity site coin-
cides with the local component of the lattice Green’s function, thereby
enforcing the equivalence between every lattice site.
This means that a DMFT solution requires the iterative solution of an
impurity model enforcing recursively the self-consistency condition.
Importantly, the impurity model is clearly a much simpler problem
with respect to the original lattice model because only one site is
interacting, but is is highly non-trivial, which leads to a rich physics
which made the method so successful.
It is also worth to mention that DMFT becomes exact, also in finite
dimensions, both in the non-interacting limit U = 0 and in the atomic
limit t = 0 and it is able to describe accurately the evolution between
these two regimes, both for the repulsive Model and for the attractive
one.
8.1 attractive hubbard model
Here, we are interested in the attractive (U < 0) Hubbard model
H = −t
∑
〈ij〉
c
†
iσcjσ +U
∑
i
ni↑ni↓ − µ
∑
i
ni, (47)
where t is a hopping matrix element between neighboring lattice sites
(the symbol 〈. . .〉 denotes a sum over nearest-neighbor sites of lattice),
U is the strength of the attractive interaction between two electrons
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on the same lattice site, and µ is the chemical potential. We work in
the grandcanonical ensemble, where the fermionic density is fixed by
a proper choice of the chemical potential.
The corresponding impurity Hamiltonian reads:
H =− µ(d†↑d↑ + d
†
↓d↓) +Ud
†
↑d↑d
†
↓d↓
+
∑
kσ
(Vkf
†
kσdσ + V
∗
kd
†
σfkσ)
+
∑
kσ
kf
†
kσfkσ −
∑
k
(∆kf
†
k↑f
†
−k↓ +∆
∗
kf−k↓fk↑).
(48)
In this work we limit ourselves to half-filling (n = 1). Since the dis-
persion is symmetric around zero, the half-filling condition can be
implemented by imposing the particle-hole symmetry of the prob-
lem, which is realized assuming µ = U2 in both Eqs. (47) and (48).
The coefficients k, ∆k and Vk describe a BCS superconductor which
is hybridized with the impurity and acts as a bath. The choice of
a superconducting bath is crucial to obtain explicit superconducting
solutions, as expected for the attractive Hubbard model.
The DMFT condition is enforced imposing the equality of the local
component of lattice Green’s function with the impurity Green’s func-
tion. In the superconducting phase we have to take into account both
a normal component – the usual electron propagator – and an anoma-
lous component, which is related to the particle-hole hybridization
typical of superconductors. It is therefore convenient to use the nota-
tion of the Nambu spinors. The impurity Green’s function is therefore:
Gˆ(τ) = − 〈Tτγ(τ)γ†〉 =
(
G(τ) F(τ)
F¯(τ) G¯(τ)
)
, γ =
(
d↑
d
†
↓
)
. (49)
In this section we will use the Matsubara – or thermal – Green’s func-
tion. The four components of the Green’s function are not indepen-
dent but they satisfy the following relations:
G¯(τ) = −G(−τ), (50a)
G¯(iω) = −G∗(iω), (50b)
F¯(τ) = F∗(τ), (50c)
F¯(iω) = F(iω). (50d)
The local component of thelattice Green’s function is defined as the
sum over all momenta of the lattice Green’s function:
Gˆ(τ) =
∑
k
− 〈TτΦk(τ)Φ†k〉 , Φk =
(
ck↑
c
†
−k↓
)
. (51)
Within DMFT one can show that the self-energy becomes momentum-
independent and it coincides with the impurity self-energy which en-
ters the Dyson equation for the impurity model :
Gˆ−1(iω) = Gˆ−10 (iω) − Σˆ(iω), (52)
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where Gˆ0 is the non-interacting Green’s function of the impurity –
the so-called Weiss field in the DMFT context. The name derives from
the analogy with static mean-field theory. Gˆ0 is indeed the effective
dynamical field which the impurity electrons experience because of
the presence of the rest of the lattice.
Therefore the local lattice Green’s function can be written as:
Gˆ−1k (iω) = iωI+ (µ− k)σˆ3 − Σˆ(iω), (53)
where I and σˆ3 are respectively the identity and the third Pauli matrix
in the space of the Nambu spinors and k is the bare lattice dispersion.
The self-consistency requires that its sum over all momenta of this
quantity coincides with the impurity Green’s function above.
The Weiss field is determined by the quadratic (in the fermionic
operators) terms of the Hamiltonian Eq. (48) and therefore it satisfies:
Gˆ−10 (iω) = iωI+ µσˆ3 − ∆ˆ(iω), (54)
where ∆ˆ(iω) describes the hybridization with the superconducting
bath.
In the following we are going to consider the Hubbard model on
the so-called Bethe lattice, an infinite-coordination tree which is an
infinite-coordination lattice whose density of states has a compact
support, therefore mimicking effectively a finite-dimensionality sys-
tem. The density of states is actually semicircular and it leads to an
important simplification of the self-consistency condition.
In this case the hybridization has a simple relation with the local
lattice Green’s function:
∆ˆ(iω) =
D2
4
σˆ3Gˆ(iω)σˆ3, (55)
where D is the half of the bandwidth (i.e. the dispersion ranges from
−D to D). Therefore we can write the self-consistency condition as:
Gˆ−10 (iω) = iωI+ µσˆ3 +
D2
4
σˆ3Gˆ(iω)σˆ3, (56)
where we can view Gˆ as a functional of the Weiss field.
Eqs. (52), (54) and (55) are a complete set of conditions which how-
ever cannot be reduce to a closed form, in contrast to what happens
in the case of the usual mean-field theory. Therefore, one has to solve
them iteratively with an algorithm that is typically as follows. Start-
ing from a guess for one quantity, say the Weiss field Gˆ0, we have
to:
1. solve the impurity problem: calculate Σˆ and from this Gˆ (Eq. (52))
(unless the impurity solver direcly provides Gˆ),
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Figure 30: The first and second order skeleton diagrams.
2. calculate a new Weiss field (Gˆ0)n from the self-consistency rela-
tion Eq. (54),
3. if (Gˆ0)n = Gˆ0 then the set {Gˆ, Gˆ0, Σˆ} is our DMFT solution. If not,
we set Gˆ0 = (Gˆ0)n and start the loop again from 1.
This is based on considering the skeleton diagrams of the many-
body perturbation theory (MBPT) up to second order. However, in
standard MBPT these diagrams are usually calculated in terms of the
“dressed” propagator which in this case would be the interacting Gˆ.
In iterated pertubration theory (IPT) only the first order diagrams are
calculated in this way. The result is the Hartree-Fock self energy ΣˆHF.
Then, the second order diagrams are calculated in terms of a “cor-
rected” Weiss field ˆ˜G0:
ˆ˜G−10 (iω) = Gˆ
−1
0 (iω) − ΣˆHF. (57)
Since ΣˆHF does not depend on frequency, this can be thought of as a
redefinition of the free part of the impurity Hamiltonian.
It is convenient to use the notation of Nambu spinors also in cal-
culating these diagrams (Figure 30). The propagators are Nambu
Green’s functions, at each vertex there is an interaction σˆ3Uσˆ3, as
usual the sign of a diagram is given by (−1)n+l where n is the order
of the diagram and l is the number of fermionic loops, and finally for
every loop we have to perform a trace over the Nambu indices.
The first order diagrams are therefore:
Uδ(τ)σˆ3Tr
(
Gˆ(0−)σˆ3
)
“tadpole”, (58)
−Uδ(τ)σˆ3Gˆ(0
−)σˆ3 “sunrise”. (59)
The tadpole contribution vanishes at half-filling, while the sunrise dia-
gram gives:
ΣˆHF = Uδ(τ)
(
n
2 φ
φ 1− n2
)
, (60)
n
2 = G(0
−) = 1 is the density – or filling – while φ = F(0−) is the
dimensionless superconducting order parameter. In general φ is a
complex number but here, without loss of generality, we take it to be
real. The superconducting parameter is ∆ = Uφ.
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Figure 31: Dimensionless superconducting order parameter φ = ∆U as a
function of the interaction strenght |U|2t at half filling. The sys-
tem parameters are β = 100 and W = 2t = 1. For comparison, we
report the result of mean-field theory.
The second order skeleton diagrams are:
−U2σˆ3
ˆ˜G0(τ)σˆ3Tr
(
ˆ˜G0(−τ)σˆ3 ˆ˜G0(τ)σˆ3
)
, (61a)
U2σˆ3
ˆ˜G0(τ)σˆ3 ˆ˜G0(−τ)σˆ3 ˆ˜G0(τ)σˆ3, (61b)
which result in
Σr(τ) = U
2G˜0(τ)
[
G˜0(τ)G˜0(β− τ) − F˜
2
0(τ)
]
, (62a)
Sr(τ) = U
2F˜0(τ)
[
G˜0(τ)G˜0(β− τ) − F˜
2
0(τ)
]
, (62b)
the subscript “r” stands for “regular” as opposed to the Hartree-Fock
self energy which is singular, being proportional to the delta function
δ(τ). The total self energy is therefore:
Σˆ(iω) = ΣˆHF + Σˆr(iω). (63)
In Figure 31 we report the result of the calculation for the super-
conducting order parameter and compare it with the result of static
mean-field theory. As expected, the largest deviations are for inter-
mediate strength of the interaction. Intrestingly, the weak-coupling
regime, where DMFT and mean-field provide similar results appears
limited to very small interaction values suggesting an important role
of quantum fluctuations already for very small values of U of the
order of a few tenths of the bandwidth. The two methods also tend
to coincide in strong coupling, where the superconducting order pa-
rameter saturates to its maximum possible value at zero temperature.
This clearly demonstrates that the IPT results are accurate well beyond
the perturbative regime because of the self-consistency condition.
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Additional details
In the calculation we actually start the iterative process by taking a
lattice Green’s function of the BCS type:
Gˆ(iω) = −
iωI+ Hˆ
ω2 + E2
, (64)
Gˆ(τ) = −
e(τ−
β
2 )Hˆ
2 cosh βE2
. (65)
The expression in terms of Matsubara frequencies is more easily inte-
grated over the density of states of the Bethe lattice, the result is the
initial guess for the local Green’s function:
Gˆ(iω) =
∫
ρ()Gˆ(iω) = −
iωI+∆σˆ1
W2
2
[√ω2 +W2 +∆2
ω2 +∆2
− 1
]
. (66)
The initial guess for the self energy is Σˆ = ΣˆHF and therefore the
initial Hartree-corrected Weiss field coincides with the initial guess
for the local Green’s function.
Written in terms of Nambu components, also exploiting the rela-
tionships of Eqs. (50), the Dyson equation (52) reads:
G(iω) =
G˜0(iω)
d1(iω)
− Σ∗(iω)
d2(iω)
, (67a)
F(iω) =
F˜0(iω)
d1(iω)
− S(iω)
d2(iω)
, (67b)
d1(iω) = |G˜0(iω)|
2 + |F˜0(iω)|
2, (67c)
d2(iω) = |
G˜0(iω)
d1(iω)
− Σ∗(iω)|2 + |
F˜0(iω)
d1(iω)
− S(iω)|2. (67d)
Actually the Weiss field Gˆ0 disappears from the equations in favor
of the Hartree-corrected ˆ˜G0. Then the self-consistency relation (56)
becomes:
ˆ˜G−10 (iω) = iωI− ΣˆHF − t
2σˆ3Gˆσˆ3, (68)
which written in the two independent Nambu components reads
(ΣˆHF = ∆σˆ1):
G˜0(iω) =
(iω−G(iω))∗
|iω−G(iω)|2 + |F(iω) −∆|2
, (69a)
F˜0(iω) =
F(iω) −∆
|iω−G(iω)|2 + |F(iω) −∆|2
. (69b)
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In this chapter we describe the method of nonequilibrium dynamical
mean-field theory (NDMFT) focusing on the application to supercon-
ductivity. This method represents the natural and direct extension of
dynamical mean-field theory (DMFT) to the study of quantum systems
out of equilibrium. Indeed the whole DMFT construction, where the
spatial fluctuations are frozen while the full local dynamics is taken
into account, is intrinsically and directly extended out of equilibrium
retaining essentially all the relevant features of its equilibrium coun-
terpart. In recent years NDMFT has been applied to several problems
of correlated lattice systems out of equilibrium [70] even if, as we
shall see, its development is still far from the level we reached in
equilibrium. This chapter is mainly dedicated to the description of its
implementation in the superconducting phase and to some prelimi-
nary results obtained for the quantum dynamics following a quantum
quench in the attractive Hubbard model.
9.1 from equilibrium to out of equilibrium
DMFT is based upon the fact that, for models with local interactions,
one can replace all the diagrams in the skeleton expansion of MBPT
with their local versions and as a consequnce the self-energy become
local in space, i. e. independent on momentum. This allows an exact
mapping of the lattice problem into an impurity problem, whose dia-
grams are local by definition, as long as a self-consistency condition
relating the local problem with the original lattice holds.
Out of equilibrium the MBPT formalism is extended by considering
a Green’s function on the so-called “Keldysh contour” shown in Fig-
ure 32 [71–73]. Then, exploiting the same property of DMFT in this
formalism, one can extend the method to out-of-equilibrium prob-
lems. However, despite the derivation and the formal structure are
essentially identical to DMFT, an actual calculation of NDMFT is much
more demanding in several respects. Indeed, while the main object of
MBPT at equilibrium is the Matsubara Green’s function in imaginary
time GˆM(τ) or in Matsubara frequency GˆM(iω), out of equilibrium it
is appropriate to consider a Green’s function Gˆ(z, z ′) whose variables
live on the Keldysh contour depicted in Figure 32. Therefore one has
to define different functions labeled by the branches to which the two
arguments z and z ′ belong. Since both arguments can belong to C1,
C2 and C3, in principle we have to deal with nine Green’s functions.
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Figure 32: The Keldysh contour.
A second important source of difficulty is the lack of invariance
for time translation typical of systems out of equilibrium, unless they
reach a stationary state. The consequence is that we cannot make use
of Fourier transformations. These are crucial in the equilibrium MBPT
since they allow to transform derivatives and convolutions into prod-
ucts and therefore integro- and integro-differential equations, which
would hold into the time domain, into much simpler algebraic equa-
tions in the frequency domain.
The final, and highest, hurdle is the solution of the impurity model.
As a matter of fact, all the impurity solvers who work smoothly with
a moderate computational cost in equilibrium have problems out of
equilibrium. For this reason the development of the field is rather
slow, and the search for “cheap” and accurate solvers for the non-
equilibrium impurity models is one of the most important challenges
in the field.
We now turn back to the formalism and discuss what are the conse-
quences of the lack of translational invariance. The main consequence
is that instead of Gˆ−1(iω) = Gˆ−10 (iω) − Σˆ(iω) the Dyson equation
now reads:
Gˆ(z, z ′) = Gˆ0(z, z ′)+
∫
C
dz ′′
∫
C
dz ′′′Gˆ0(z, z ′′)Σˆ(z ′′, z ′′′)Gˆ(z ′′′, z ′), (70)
where
∫
C dz denotes an integral over the Kadanoff-Baym contour. On
the other hand, the self-consistent condition which at equilibrium
reads Gˆ−10 (iω) = iωI+ µσˆ3 − ∆ˆ(iω) becomes:
i∂zGˆ0(z, z ′) = δ(z, z ′)I−µGˆ0(z, z ′)+
∫
C
dz ′′∆ˆ(z, z ′′)Gˆ0(z ′′, z ′), (71)
where ∂z denotes a derivative with respect to the contour variable
and δ(z, z ′) is the Dirac delta function defined on the contour.
Fortunately, a few observations lead to some important simplifica-
tions in the formalism. First, the nine components of the Kadanoff-
Baym Green’s functions are not actually independent. It is customary
to choose as independent the lesser component Gˆ<(t, t ′), the retarded
9.2 implementation in the superconducting phase 75
Figure 33: Time propagation scheme.
component GˆR(t, t ′), the mixed component Gˆ¬(t, τ) and the Matsub-
ara component GˆM(τ). Again, at equilibrium there is a definite rela-
tion among these components. For example the retarded and lesser
components are related by the fluctuation-dissipation theorem and
this essentially comes from the fact that the occupancy of the den-
sity of states in thermal equilibrium has to follow the Fermi-Dirac
distribution. Out of equilibrium this is not the case and so the two
components are independent.
The second simplification is that we can easily decompose the equa-
tions (70) and (71) into equations on the real and imaginary axes
through a set of so-called Langreth rules. In the following we discuss
the details of the implementation in the superconducting phase.
9.2 implementation in the superconducting phase
Discretization of the contour
Similar to the equilibrium DMFT, the goal of NDMFT is to find a set
of self-consistent {Gˆ, Gˆ0, Σˆ}. The difference is that now these func-
tions are defined on the Keldysh contour. It is found that the best
strategy is to first determine these functions up to some time t = T ,
and then propagate the solution in time. This propagation is done on
the “perimeter” along which the first variable is held fixed at the
“present” real time z = T and the second variable runs over the past
times z ′ 6 T as well as along the imaginary-time interval [−iβ, 0] (see
Figure 33).
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The algorithm, which has been discussed for example in Ref. [70],
is based on a discretization of the real and imaginary axes:
t = m∆t m = 1, . . . (72)
τ = m∆τ m = 1, . . . ,Nτ (Nτ∆τ = β). (73)
When dealing with broken symmetry phases, the matrix structure
of the Green’s function leads to matricial Volterra integral equations
(VIEs) and Volterra integro-differential equations (VIDEs). The exten-
sion was discussed in Ref. [74] in the context of the antiferromagnetic
phase. In this regard, an important remark is in order. In the antifer-
romagnetic phase the “anomalous” component of the Green’s func-
tion is of the form 〈ciac†jb〉 with ia and jb denoting two sites on two
different sublattices. These quantities are non-local and, as a conse-
quence, the associated self-energy vanishes within DMFT. This leads
to a matricial self-energy Σˆ which is actually diagonal. In this case, it
is effective to decouple the matricial VIEs and VIDEs through new aux-
iliary functions and to solve the resulting set of “scalar” – as opposed
to matricial – equations.
On the other hand, the superconducting Green’s function have nor-
mal and anomalous components which are both local. In this case the
self-energy is not diagonal and the above mentioned decoupling is
not very effective. Therefore, we have to take a different approach,
solving directly the VIE and the VIDE in a matricial form. In the fol-
lowing we discuss first the convolution of two matricial quantities on
contour, then the algorithm for the VIE and finally for the VIDE.
Contour convolutions in Nambu space
The convolution of two functions of two variables living on the Keldysh
contour is defined as:
Aˆ(z, z ′) =
∫
C
dz ′′ Bˆ(z, z ′′)Cˆ(z ′′, z ′), (74)
where in particular we are interested in the case in which Bˆ and Cˆ
are either a Green’s function, or a self- energy, or a convolution of
a Green’s function with a self-energy. In any case out of the four
components B11, B12, B21 and B22 only two are independent. The
following relations hold for Green’s functions and self energies:
BR22(t, t
′) = −(BR11(t, t
′))∗ (75a)
BR12(t, t
′) = (BR21(t, t
′))∗ (75b)
B¬22(t, τ) = −(B
¬
11(t,β− τ))
∗ (75c)
B¬12(t, τ) = (B
¬
21(t,β− τ))
∗ (75d)
B<12(t, t
′) = −(B<21(t
′, t))∗ (75e)
BM22(τ) = B
M
11(β− τ) (75f)
BM12(τ) = (B
M
21(τ))
∗ (75g)
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and for the lesser component:
B<22(t, t
′) =
−B<11(t ′, t) −BR11(t ′, t) t < t ′,
(B<11(t, t
′))∗ + (BR11(t, t
′))∗ t > t ′.
(76)
The above relations are derived in such a way to involve only the
retarded, lesser and left-mixing Keldysh components, which are the
ones we choose as independent. For example, this is why Eq. (76) is
written like this and not simply as B<22(t, t
′) = (B>11(t, t
′))∗ which is
valid for every t and t ′.
As a further technical detail, let us comment on the choice of the
11 and 21 components as independent. Eq. (74) often appears in ex-
pressions where Cˆ is some quantity to be determined via an integral
equation involving Aˆ. In this context, it is convenient to chooce as
independent the components 11 and 21 because then Eq. (74) do not
mix the other components of Aˆ and Cˆ:
A11 = B11C11 +B12C21, (77)
A21 = B21C11 +B22C21, (78)
as opposed to other choices which would involve all the four compo-
nents of Cˆ.
Another very important point is that if, for example Bˆ is a Green’s
function and Cˆ a self-energy, then Aˆ is neither a Green’s function nor a
self-energy. As a consequence, the relations between its components
are slightly but importantly different from Eqs. (75) and (76).
The relations between the Keldysh components (A↔ R) and (¬↔
) are:
BA11(t, t
′) = (BR11(t
′, t))∗ (79a)
BA21(t, t
′) = BR21(t
′, t) (79b)
B11(τ, t) = (B¬11(t,β− τ))∗ (79c)
B21(τ, t) = B¬21(t, τ). (79d)
Finally, we can use the so-called Langreth rule to decompose the
contour convolution in a set of three equations involving real-time and
imaginary-time convolutions:
AˆR(t, t ′) =
∫t
t ′
dt ′′ BˆR(t, t ′′)CˆR(t ′′, t ′) (80)
Aˆ¬(t, τ) =
∫t
0
dt ′′ BˆR(t, t ′′)Cˆ¬(t ′′, τ) +
∫β
0
dτ ′ Bˆ¬(t, τ ′)CˆM(τ ′ − τ)
(81)
Aˆ<(t, t ′) =
∫t
0
dt ′′ BˆR(t, t ′′)Cˆ<(t ′′, t ′) +
∫t ′
0
dt ′′ Bˆ<(t, t ′′)CˆA(t ′′, t ′)
− i
∫β
0
dτ Bˆ¬(t, τ)Cˆ(τ, t ′). (82)
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Then we have to expand the matrix product and use the symmetry
relations Eqs. (75), (76) and (79) and calculate explicitely the integrals.
In practice, this is done on the discretized axes with some discrete
approximation such as the trapezoid approximation, which is shown
in the next section, as this is directly connected on how we solve the
VIEs and VIDEs.
A final remark which is evident in Eqs. (80) is that if Cˆ was to
be determined in an integral equation involving Aˆ, then for a given
Keldysh component, the role of the kernel of the integral equation
is always taken by BˆR. In the following section we see how all this
remarks are put in practice in the calculation of the VIE.
Volterra integral equation in Nambu space
For definitess, let us consider the Volterra integral equation we have
to solve in the NDMFT algorithm in order to calculate the local Green’s
function Gˆ(z, z ′) starting from the knowledge of the Weiss field Gˆ0(z, z ′)
and of the self-energy Σˆ(z, z ′):
Gˆ(z, z ′) = Gˆ0(z, z ′) +
∫
C
dz ′′ Kˆ(z, z ′′)Gˆ(z ′′, z ′) (83)
Kˆ(z, z ′) =
∫
C
dz ′′ Gˆ0(z, z ′′)Σˆ(z ′′, z ′) (84)
We find here two examples of situations described in the previous
section. First, it is important that since Kˆ is a convolution of a Green’s
function with a self energy, the relations among its matricial compo-
nents are not the same as for Green’s functions and self-energies. This
has to be taken in particular care when computing the convolution of
Kˆ with Gˆ. Second, the first equation of the set shows how convenient
is to take the 11 and 21 components of Gˆ as independent.
Having calculated Kˆ with the convolution showed in the previous
section, to solve now the VIE we first use the Langreth rules to decom-
pose Eq. (83) in the various Keldysh components GˆX where the label
X may stand for “retarded” (R), “left-mixing” (¬) or “lesser” (<):
GˆX(t, z ′) = QˆX(t, z) +
∫
C
dt ′′ KˆR(t, t ′′)GˆX(t ′′, z ′), (85)
where:
QˆR(t, t ′) = GˆR0 (t, t
′) (86a)
Qˆ¬(t, τ) = Gˆ¬0 (t, τ) +
∫β
0
dτ ′ Kˆ¬(t, τ ′)GˆM(τ ′ − τ) (86b)
Qˆ<(t, t ′) = Gˆ<0 (t, t
′) +
∫t ′
0
dt ′′ Kˆ<(t, t ′′)GˆA(t ′′, t ′),
− i
∫β
0
Kˆ¬(t, τ)Gˆ(τ, t ′). (86c)
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We have therefore gone from Eq. (83), which is a VIE with variables
on contour, to Eqs. (85) which is a set of three VIEs on real-time axis.
The three VIEs are not independent but neither they are coupled
(they do not have to be solved simultaneously). The equation for the
lesser components involves also the retarded component (through the
advanced component) and the left-mixing component (through the
right-mixing component). Therefore we have to solve first the equa-
tions for the retarded and the left-mixing. These are actually indepen-
dent from each other and from the other components (except for the
Matsubara components which is known from the beginning of the
calculation).
The next step is to discretize Eq. (85):
GˆXmn = Qˆ
X
mn +∆t
m∑
i=1
wiKˆ
R
miGˆ
X
in. (87)
According to the trapezoid approximation to integrals, wi = 12 on
the edge of the interval of integration (i = 1 or i = m) and w = 1
otherwise. Eqs. (86) are discretized in the same way:
QˆRmn = (Gˆ
R
0 )mn (88)
Qˆ¬mn = (Gˆ
R
0 )mn +∆t
∑
i=1
wiKˆ
¬
m,iGˆ
M
in (89)
Qˆ<mn = (Gˆ
R
0 )mn +∆τ
∑
i=1
wiKˆ
<
m,iGˆ
A
in − i∆τ
Nτ+1∑
i=1
wiKˆ
¬
miGˆ

in.
(90)
Now we can single out the uknown term in the sum on the right
hand side of Eq. (87) and take it to the left side to solve the equation.
In other words, by discretizing, we have clearly reduced the integral
equation to an algebraic equation:
(I−
∆t
2
KˆRmm)Gˆ
X
mn = Qˆ
X
mn +∆t
m−1∑
i=1
wiKˆ
R
miGˆ
X
in (91)
It is important to stress that this procedure does not imply any
inversion of big matrices. The inversion is done in Nambu space and
is merely a 2× 2 matrix inversion which can be also done analytically.
Volterra integro differential equation in Nambu space
In our implementation we need to solve the following Volterra integro-
differential equation to propagate the Weiss field Gˆ0(z, z ′):
i∂zGˆ0(z, z ′) = Iδ(z, z ′)+ ΣˆHF(z)Gˆ0(z, z ′)+
∫
C
dz ′′ Kˆ(z, z ′′)Gˆ0(z ′′, z ′),
(92)
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where in our case the “kernel” Kˆ(z, z ′) is determined by the local
Green’s function Kˆ(z, z ′) = t2σˆ3Gˆ(z, z ′)σˆ3. The algorithm is based on
the following equation:
Gˆ0(t, z ′) = Gˆ0(t−∆t, z ′) +
∫t
t−∆t
dt ′′ ∂t ′′ Gˆ0(t ′′, z ′), (93)
where the integral has to be discretized using for example the trape-
zoid rule:
(GˆX0 )mn = (Gˆ
X
0 )m−1,n +
∆t
2
(
(∂tGˆ
X
0 )m−1,n + (∂tGˆ
X
0 )mn
)
, (94)
where now clearly “∂t” is merely a simbol.
Analogously to what discussed above in the case of the VIE, we
consider Eq. (92) for each Keldysh components separately:
i∂tGˆ
X
0 (t, z) = Qˆ
X(t, z)+ Σˆ(t)GˆX0 (t, z)+
∫t
0
dt ′ KˆR(t, t ′)GˆX0 (t
′, z), (95)
where:
QˆR(t, t ′) = 0 (96a)
Qˆ¬(t, τ) =
∫β
0
dτ ′ Kˆ¬(t, τ ′)GˆM0 (τ
′ − τ) (96b)
Qˆ<(t, t ′) =
∫t ′
0
dt ′′ Kˆ<(t, t ′′)GˆA0 (t
′′, t ′) − i
∫β
0
Kˆ¬(t, τ)Gˆ0(τ, t ′),
(96c)
and discretizing also this equation reads:
i(∂tGˆ
X
0 )mn = Qˆ
X
mn + Σˆm(Gˆ
X
0 )mn +∆t
m∑
i=1
wiKˆ
R
mi(Gˆ
X
0 )in, (97)
where, according to the trapezoid approximation to integrals, wi = 12
on the edge of the interval of integration (i = 1 or i = m) and w = 1
otherwise.
Analogously, Eqs. (96) are discretized:
Qˆ¬mn = ∆t
∑
i=1
wiKˆ
¬
m,i(Gˆ
M
0 )in, (98)
Qˆ<mn = ∆τ
∑
i=1
wiKˆ
<
m,i(Gˆ
A
0 )in − i∆τ
Nτ+1∑
i=1
wiKˆ
¬
mi(Gˆ

0)in, (99)
so that plugging Eq. (97) into Eq. (94) we finally obtain:
(GˆX0 )mn =
∆t
2
(∂tGˆ
X
0 )m−1,n + (Gˆ
X
0 )m−1,n
− i
∆t
2
(QˆXmn + ΣˆHF(Gˆ
X
0 )mn +∆t
m∑
i=1
wiKˆ
R
mi(Gˆ
X
0 )in). (100)
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At this point, analogously to the case of the VIE, we have a matricial
algebraic equation and we can simply single out the uknown term
(GˆX0 )mn in the right hand side and take it on the left hand side to
obtain:
(I+ i
∆t
2
Σˆm + i
∆t2
4
Kˆmm)(Gˆ
X
0 )mn =
=
∆t
2
(∂tGˆ
X
0 )m−1,n+(Gˆ
X
0 )m−1,n− i
∆t
2
(QˆXmn+∆t
m−1∑
i=1
wiKˆ
R
mi(Gˆ
X
0 )in).
(101)
Finally, we can now invert the matrix on the left hand side and get
the result. As a final passage, we may now go back to Eq; (97) and
update the derivative.

10
Q U E N C H I N T H E AT T R A C T I V E H U B B A R D M O D E L
As a first application, we study a quantum quench of the interaction
in the attractive Hubbard model and compare the result with a mean-
field calculation on Bethe lattice at half-filling.
In Figure 34 we plot the order parameter following two different
quenches. In the first case we increase the interaction strength from
2.2 to 3.0, in the second we decrease it from 2.0 to 1.9. The DMFT re-
sults are remarkably different from the static mean-field. In the two
examples we show, we observe a rather large difference in the overall
size of the superconducting order parameter. This can be at least qual-
itatively interpreted in terms of the equilibrium results discussed in
the previous chapter, where the DMFT gives a smaller order parame-
ter than mean-field because of the inclusion of quantum fluctuations,
with the effect being largest in the intermediate region. For this rea-
son we see large deviations especially in the second case of a quench
where both the initial and the final interaction strengths lie in the in-
termediate range. In both cases we observe a change of the period of
oscillation. Again, while in the first case the period is enhanced by
a relatively small factor, in the second example of a quench, the pe-
riod is increased by a factor of 4, signaling that a completely different
energy scale controls the relaxation dynamics.
Similar trends are seen in the time evolution of the double occu-
pancy shown in Figure 35. This is the main parameter measuring the
effect of the quantum quench and the way the system relaxes – or
not – to the equilibrium configuration. Moreover, we plot the total
energy of the system. In principle, IPT is a non-conserving scheme
in the sense that it does not guarantee that the conserved quantities
of the original problem are actually conserved during the dyanmics.
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Figure 34: Superconducting order parameter after a quantum quench in the
attractive Hubbard model from Ui = −2.2 to Uf = −3.0 (left) and
from Ui = −2.0 to Uf = −1.9 (right). Time is in unit of
 h
t with t
the hopping.
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Figure 35: Double occupancy for the quenches in Figs. 34. Energy is in unit
of t and time is in unit of  ht with t the hopping.
However, as shown in Figure 35, the energy after the quench is ap-
proximately conserved during the dynamics.
Part IV
A P P E N D I X

A
P R O P E RT I E S O F d - WAV E S U P E R C O N D U C T O R S
In this appendix we give the proofs of some relations used in the main
text. In paricular, we derive the density of states of the quasiparticle
excitations in the d-wave superconductor and the BCS Green’s func-
tion in Matsubara time and frequency and in real time at equilibrium
and out of equilibrium. Finally, we give the derivation of the results
on the photoemission spectrum of an out-of-equilibrium supercon-
ductor in the approximation of a sudden change of the gap discussed
in the main text.
a.1 density of states
The density of states is the integral in momentum space of the energy
of excitations or quasi particle energy. As we have seen, it is con-
venient to describe this anisotropic superconductor in terms of the
variables  and φ . Indeed The density of states in the normal phase
is constant and equals ρ 0 . Therefore we find:
ρ(E) = ρ0
2
pi
∫ pi
2
0
dφ
∫∞
0
d δ(E−
√
2 +∆2 cos2φ)
= ρ0
2
pi
E

∫ pi
2
0
dφ√
E2−∆2 cos2φ
= 1EK(
∆
E ) if E > ∆∫ pi
2
arccos E∆
dφ√
E2−∆2 cos2φ
= 1∆K(
E
∆) if E < ∆,
(102)
where K (x) =
∫2pi
0 dθ
1√
1−x2 sin2φ
is the complete elliptic integral of
the first kind.
In particular the important properties of the density of states are
its singular behavior at the maximum value of the gap ∆ where it
diverges as:
ρ(E) ∼
ρ0
pi
log
∆
|E−∆|
for E ∼ ∆±, (103)
and therefore it has a weaker divergence than in the conventional s-
wave superconductor. Furthermore, the density of states is finite for
every finite energy and goes to zero to zero energy linearly.
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Figure 36: Density of states of the d-wave superconductor.
a.2 mean-field green’s functions
Properties of the Nambu Hamiltonian
Let us take the mean-field Hamiltonian written in terms of the Nanbu
spinors introduced in Chapter 4. Since in the following we will con-
sider a given momentum k, we can omit this index:
H = (c†↑c↑ + c
†
↓c↓) −∆(c↓c↑ + c
†
↑c
†
↓)
=
(
c
†
↑ c↓
)(  −∆
−∆ −
)(
c↑
c
†
↓
)
= γ†αHαβγβ = γ
†Hˆγ
(104)
The greek indeces denote the components in the space of Nambu
and a sum is implicit when they compare in pairs. The matrix Hˆ is a
matrix in the space of Nambu which can be expressed in terms of the
Pauli matrices:
Hˆ = σˆ3 −∆σˆ1. (105)
A part from being, together with the identity, a basis for the space of
the complex 2× 2 matrices, the Pauli matrices have very important
and handy properties which are all consequences of:
σˆiσˆj = δijI+ iεijkσˆk (106)
The matrix Hˆ satisfies analogous properties, which can be either checked
by direct substitution or by noticing that:
Hˆ
E
= cos 2θσˆ3 − sin 2θσˆ1 = eiθσˆ2 σˆ3e−iθσˆ2 (107)
E2 = 2 +∆2 = Hˆ2 = −det Hˆ (108)
cos 2θ =

E
sin 2θ =
∆
E
. (109)
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Therefore the matrix HˆE satisfies all the properties of the Pauli matri-
ces: (
Hˆ
E
)2
= I (110)
(I± Hˆ
E
)(I± Hˆ
E
) = (I± Hˆ
E
)2 = 2(I± Hˆ
E
) (111)
(I± Hˆ
E
)(I∓ Hˆ
E
) = 0 (112)
e−iHˆt = cos(Et)I− i sin(Et)
Hˆ
E
=
eiEt(I− HˆE )
2
+
e−iEt(I+ HˆE )
2
(113)
e−Hˆτ = cosh(Eτ)I− sinh(Eτ)
Hˆ
E
=
eEτ(I− HˆE )
2
+
e−Eτ(I+ HˆE )
2
(114)
e−
βHˆ
2
coshβE2
= I− tanh(
βE
2
)
Hˆ
E
=
f(−E)(I− HˆE )
2
+
f(E)(I+ HˆE )
2
,
(115)
where f(E) is the Fermi distribution and we have added Eq. (115)
because it follows directly from Eq. (114) and because it is the well
known result for the Matsubara Green’s function of the superconduc-
tor in τ = 0−.
Mean-field evolution of Nambu spinors
The components of the Nambu spinors clearly satisfy the usual fermionic
anticommutation rules
{γα,γ
†
β} = δαβ (116)
{γα,γβ} = 0 (117)
When there is no risk to be confused, one can write Eq. (116) directly
as {γ,γ†} = I. The equations of evolution in imaginary and real time
naturally follow
γα(τ) = e
Hτγαe
−Hτ (118a)
−∂τγα(τ) = [γα,H] = Hαβγβ (118b)
γα(τ) = e
−Hˆτγα (118c)
and analogously if Hˆ is constant
γ(t) = eiHtγe−iHt = e−iHˆtγ (119)
where as we announced previously we omit the Nambu index be-
cause no confusion can arise.
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Matsubara Green’s function
From Eqs. (118) it follows also
e−βHγ = eβHˆγe−βH (120)
from which
〈γγ†〉 =Tr
(
e−βHγγ†
)
Z
=
eβHˆTr
(
γe−βHγ†
)
Z
=eβHˆ(1− 〈γγ†〉)
(121)
therefore
〈γγ†〉 = eβHˆ(1+ eβHˆ)−1 = e
βHˆ
2
2 cosh βE2
(122)
and
〈γ†γ〉 = I− 〈γγ†〉 = e
−βHˆ2
2 cosh βE2
(123)
which naturally coincides, through Eq. (115) with the very well known
results from the BCS theory at finite temperature. Finally, we obtain
the Matsubara Green’s function through Eq. (118)
Gˆ(τ) = − 〈Tτγ(τ)γ†〉 =

e−(τ−
βHˆ
2
)
2 cosh βE2
τ > 0
e−(τ+
βHˆ
2
)
2 cosh βE2
τ < 0
(124)
Equilibrium real-time Green’s function
From Eq. (119) we obtain
Gˆ<(t, t ′) = e−iHˆtGˆ<(0, 0)eiHˆt
′
(125)
which is valid if Hˆ and therefore H are constant. At equilibrium,
moreover, we will have that Gˆ<(0, 0) = iGˆ(τ = 0−) and as derived
in the previous section this commutes with eiHˆt therefore in this case
Gˆ<(t, t ′) = e−iHˆ(t−t
′)Gˆ<(0, 0) (126)
and using
1
2pi
∫
eiωte−iHˆt dt =
δ(ω+ E)(I− HˆE )
2
+
δ(ω− E)(I+ HˆE )
2
(127)
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and
− iGˆ<(ω) =
1
2pi
∫
eiωte−iHˆtGˆ<(0, 0)
=
f(−E)δ(ω+ E)(I− HˆE )
2
+
f(E)δ(ω− E)(I+ HˆE )
2
(128)
where we have used the properties of the matrix HˆE .
Therefore at equilibrium
Z± = f(±E)(I± Hˆ
E
) (129)
Out-of-equilibrium real-time Green’s function with ∆ = const.
Gˆ<(ω, t ′) =
1
2pi
∫
dτ eiωτGˆ<(τ+ t ′, t ′)
=
e−iωt
′
2pi
∫
dτ eiωτe−iHˆτGˆ<(0, 0)eiHˆt
′
= [
eiEt
′
δ(ω+ E)(I− HˆE )
2
+
e−iEt
′
δ(ω− E)(I+ HˆE )
2
]×
i
2
(I− tanh
βE0
2
Hˆ0
E0
)×
[
e−iEt
′
(I− HˆE )
2
+
eiEt
′
(I+ HˆE )
2
] (130)
In the previous expression there are terms which are constant and
terms which oscillates with frequency ω = 2E. These terms obvi-
ously average to zero over one period. Let us concentrate therefore
on the constant terms. In other words, we may define a Gˆ<(ω)neq =
1
T
∫t+T
t Gˆ
<(ω, t ′)dt ′ where we have added the subscript “neq” to
distinguish ti from the equilibrium expression to which, as we will
see in a moment, it reduces when ∆0 = ∆
Gˆ<neq(ω) =
i
8
δ(ω+ E)(I−
Hˆ
E
)(I− tanh
βE0
2
Hˆ0
E0
)(I−
Hˆ
E
)
+
i
8
δ(ω− E)(I+
Hˆ
E
)(I− tanh
βE0
2
Hˆ0
E0
)(I+
Hˆ
E
)
=
i
2
δ(ω+ E)(I−
Hˆ
E
)(
1
2
+ tanh
βE0
2
2 +∆0∆
2EE0
)
+
i
2
δ(ω− E)(I+
Hˆ
E
)(
1
2
− tanh
βE0
2
2 +∆0∆
2EE0
) (131)
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In the previous derivation we have used a few relations
HˆHˆ0 = 
2 +∆∆0 + iσˆ2(∆−∆0) (132)
[Hˆ, Hˆ0] = 2iσˆ2(∆−∆0) (133)
{Hˆ, Hˆ0} = 2(2 +∆∆0) (134)
HˆHˆ0Hˆ = [Hˆ, Hˆ0]Hˆ+ Hˆ0Hˆ2 = [Hˆ, Hˆ0]Hˆ+ Hˆ0E2 (135)
= {Hˆ, Hˆ0}Hˆ− Hˆ0Hˆ2 = {Hˆ, Hˆ0}Hˆ− Hˆ0E2 (136)
Therefore we obtain the result discussed in the main text
Zˆ±neq = (I±
Hˆ
E
)(
1
2
∓ tanh βE0
2
2 +∆0∆
2EE0
) (137)
a.3 effect of the finite width of the probe
To properly include the effects of the finite probe width we need to
consider
Iˆ(ω, t0) = Im
1
(2pi)2
∫
dt
∫
dt ′ eiω(t−t
′)st0(t)st0(t
′)Gˆ<(t, t ′)
=
1
2pi
∫
dt st0(t)e
iωte−iHˆt︸ ︷︷ ︸
Aˆ(ω,t0)
Gˆ<(0, 0)Aˆ†(ω, t0) (138)
and the photoemission spectrum will be clearly given by the 11 com-
ponent of this expression. For example st0(t) can be taken as a gaus-
sian centred in t0 and with a width t0. It is obtained
Aˆ(ω, t0) = s˜t0(ω+ E)
I− HˆE
2
+ s˜t0(ω− E)
I+ HˆE
2
(139)
where s˜t0(ω) is the Fourier tranform of the probe pulse envelope.
This expression clearly reduces to Eq. (127) in the limit of continuos
probe, as it is suitable for the equilibrium photoemission, st0(t) = 1,
or in other words for infinite t0, in the case s˜t0(ω) = δ(ω).
Then with similar algebraic passages as before, one obtains
Iˆ(ω, t0) = (s˜t0(ω+ E))
2 I−
Hˆ
E
2
(
1
2
+ tanh
βE0
2
2 +∆∆0
2EE0
)
(s˜t0(ω− E))
2 I+
Hˆ
E
2
(
1
2
− tanh
βE0
2
2 +∆∆0
2EE0
)
− 4s˜t0(ω− E)s˜t0(ω+ E) tanhβE02
(∆−∆0)(σˆ1 +∆σˆ3
E2E0
)
(140)
That is, the result is essentially unchanged with the change that the
δ-peaks turn into the s˜t0(ω) which are clearly gaussians. There is also
the appareance of a term which goes to zero for infinitely narrow s˜t0
and is anyways very small because it is proportional to the product
of two gaussians centered around different points.
B
D E TA I L S O F N O N E Q U I L I B R I U M D Y N A M I C A L
M E A N - F I E L D T H E O RY
In this appendix we give a brief introduction to the idea of many-
body perturbation theory (MBPT) on Keldysh contour and we give
the derivation of the equations for the kinetic energy within NDMFT.
b.1 the idea of the contour
Suppose we are given a time-dependent Hamiltonian H(t) and want
to calculate some observable as a function of time. Moreover, sup-
pose that at some time t = 0 the system is in thermal equilibrium or,
in other words, that the density matrix is the usual Gibbs ensemble.
We may be interested for example in one-particle observables, and
therefore want to calculate the lesser Green’s function
iGˆ<(t, t ′) = 〈γ†(t ′)γ(t)〉 =
Tr
(
e−βH(0)U−1H (t
′, 0)γ†UH(t ′, 0)U−1H (t, 0)γUH(t, 0)
)
(141)
where UH(t, t ′) is the unitary time-evolution operator. Eq. (141) al-
ready suggests the idea of a “contour”. Indeed, read from right to
left we have the propagation up to time t, the evaluation of γ, an-
other evolution from t to t ′ and finally, after the evaluation of γ†, the
evolution back to time zero.
Now, at equilibrium at T = 0 the workaround not to consider the
contour is to say that actually the evolution back to time is equivalent
to an evolution to infinite time, multiplied by a phase factor. In the
Matsubara MBPT on the other hand, one consider the evolution on the
imaginary-time axis.
Out of equilibrium we cannot use these workarounds and we have
to deal with the contour. Moreover, this contour is “extended” to the
imaginary-time interval [0,−iβ] to account for the term e−βH(0).
Without entering into much details, if we now split the Hamilto-
nian into a free term and an interacting term H0 +Hi we can rewrite
UH(t, t ′) = UH0(t, t
′)SHH0(t, t
′) (142)
e−βH(0) = e−βH0(0) SHH0(−iβ, 0) (143)
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where the operator SHH0(t, t
′) is suitable for an expansion in powers
of the interaction. Finally, Eq. (141) becomes
iGˆ<(t, t ′) = Tr
(
e−βH0(0)SHH0(−iβ, 0)×
S−1HH0(t
′, 0)γ†H0(t)SHH0(t
′, t)γH0(t)SHH0(t, 0)
)
= Tr
(
e−βH0(0)TC(SHH0(−iβ, 0)γH0(z)γ
†
H0
(z ′)) z=t∈C1
z=t ′∈C2
)
= Gˆ(z, z ′)|z=t∈C1
z=t∈C2
(144)
where γH denote the Heisenberg representation of the operator and
the ordering operator on contour TC is introduced.
b.2 kinetic energy
The kinetic energy of the original lattice problem is clearly defined as
the average of the kinetic term of the latiice Hamiltonian
K = −t
∑
ijσ
〈c†iσcjσ〉 =
∑
σ
∫W
−W
d ρ() 〈c†σcσ〉 (145)
ρ() = 2
piW2
√
W2 − 2 is the density of states of the single particle
kinetic energy. It is somewhat surprising that this quantity can be
expressed in terms of the local Green’s function only. To this scope,
we have to make use of the following relations
Gˆ−1 (iω) = iωI− σˆ3 − Σˆ(iω) (146)
Gˆ−10 (iω) = iωI− ∆ˆ(iω) = Gˆ(iω)
−1 + Σˆ(iω) (147)
which imply
σˆ3 = Gˆ
−1(iω) + ∆ˆ(iω) − Gˆ−1 (iω) (148)
Therefore one can write
K =
∫W
−W
d ρ()
∑
σ
〈c†σcσ〉 =
∫W
−W
d ρ()Tr
(
σˆ3Gˆ(τ = 0
−)
)
=
∫W
−W
d ρ()
1
β
∑
iωn
Tr
(
σˆ3Gˆ(iωn)
)
=
∫W
−W
d ρ()
1
β
∑
iωn
Tr
(
(Gˆ−1(iω) + ∆ˆ(iω) − Gˆ−1 (iω))Gˆ(iωn)
)
=
1
β
∑
iωn
Tr
(
∆ˆ(iω)Gˆ(iωn)
)
=
∫β
0
dτTr
(
∆ˆ(τ)Gˆ(−τ)
)
= t2
∫β
0
dτTr
(
σˆ3Gˆ(τ)σˆ3Gˆ(−τ)
)
= −2t2
∫β
0
dτ (G(τ)G(β− τ) + F2(τ))
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(149)
Out of equilibrium the derivation is conceptually the same but is
complicated by the impossibility of going to Fourier space transform-
ing convolutions and derivatives in products. Therefore we have to
make use of the differential version of Eqs. (146) and (147).
i∂zGˆ(z, z ′) = δ(z, z ′)I+ σˆ3Gˆ(z, z ′) +
∫
C
dz ′′ Σˆ(z, z ′′)Gˆ(z ′′, z ′)
(150)
i∂zGˆ0(z, z ′) = δ(z, z ′)I+
∫
C
dz ′′ ∆ˆ(z, z ′′)Gˆ0(z ′′, z ′) (151)
Gˆ0(z, z ′) = Gˆ(z, z ′) −
∫
C
dz ′′
∫
C
dz ′′′ Gˆ0(z, z ′′)Σˆ(z ′′, z ′′′)Gˆ(z ′′′, z ′)
(152)
Now we integrate Eq. (150)
i∂zGˆ(z, z ′) = δ(z, z ′)I+
∫W
−W
d ρ()σˆ3Gˆ+
∫
C
dz ′′ Σˆ(z, z ′′)Gˆ(z ′′, z ′)
(153)
then we take the derivative of Eq. (152) and plug it into Eq. (151) and
finally obtain while taking the derivative of the third equation we get
∫W
−W
d ρ()σˆ3Gˆ =
∫
C
dz ′′ ∆ˆ(z, z ′′)Gˆ(z ′′, z ′) = t2
∫
C
dz ′′ σˆ3Gˆ(z, z ′′)σˆ3Gˆ(z ′′, z ′)
(154)
Therefore the kinetic energy reads
K(t) = −i
∫W
−W
d ρ()Tr
(
σˆ3Gˆ
<
 (t, t)
)
= −it2
[∫
C
dz ′′ Tr
(
σˆ3Gˆ(z, z ′′)σˆ3Gˆ(z ′′, z ′)
)]
z=t∈C1
z=t∈C2
= −i
∫
Tr
(
∆ˆR(t, t ′)Gˆ<(t ′, t)
)
dt ′ − i
∫
Tr
(
∆ˆ<(t, t ′)GˆA(t ′, t)
)
dt ′
+
∫
dτTr
(
∆ˆ¬(t, τ)Gˆ(τ, t))
= 2
∫
Im
(
(∆ˆR11(t, t
′))∗Gˆ<11(t, t
′) + (∆ˆR21(t, t
′))∗Gˆ<21(t, t
′)
+ ∆ˆ<11(t, t
′)(GˆR11(t, t
′))∗ + ∆ˆ<21(t, t
′)(GˆR21(t, t
′))∗
)
− 2
∫β
0
Re
(
∆ˆ¬11(t, τ)(Gˆ
¬
11(t,β− τ))
∗ + ∆ˆ¬21(t, τ)(Gˆ
<
21(t,β− τ))
∗
)
(155)
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