Some consequences of restarting stochastic search algorithms are studied. It is shown under reasonable conditions that restarting when certain patterns occur yields probabilities that the goal state has not been found by the n th epoch which converge to zero at least geometrically fast in n. These conditions are shown to hold for (RSA), restarted simulated annealing, employing a local generation matrix, a cooling schedule Tn ∼ c/n, and restarting after a fixed number r + 1 of duplications of energy levels of states when r is sufficiently large. For (SA), simulated annealing, with logarithmic cooling these probabilities cannot decrease to zero this fast. Numerical comparisons between (RSA) and several modern variations on (SA) are also presented and in all cases (RSA) performs better.
Introduction
Evidence that stochastic algorithms can spend excessive time in states other than the goal comes most frequently and easily from simulations and more rarely from theoretical arguments. For example, an "optimal" cooling schedule (see Hajek (1988)) for simulated annealing (SA) guarantees that the probability the search process is in the goal state tends to 1 as the number of epochs n tends to infinity; the expected time taken by (SA) to hit the goal can however be infinite (see Shonkwiler and Van Vleck (1994) or Fox (1995) ). Our main results are Theorems 3.1 and 4.1 and they show, among other things, that under certain conditions, restarted search processes, particularly simulated annealing with the proper cooling schedule, has finite expected hitting time. Restarting (SA) based on different criteria from ours has been studied numerically as in Atkinson (1992) and Nakakuki and Sadeh (1994) . The undesirably slow convergence of (SA) has also motivated some research like that in Kolonko (1995) and Bélisle (1992) on the random adjustment of the cooling schedule, on nonrandom adjustments as reported, for example, in van Laarhoven and Aarts (1987) or Andresen and Nourani (1998) , and the thorough theoretical treatment of simulating direct self-loop sequences in Fox (1995) and the truncated version in Fox and Heine (1995) .
Most of the literature to date has been devoted to the investigation of the limiting probability the process is found in the goal states and sometimes (see for example Chiang and Chow (1988) ) to the rate of convergence of these probabilities. Following Shonkwiler and Van Vleck (1994) , we take a somewhat different approach. The best an algorithm has done up to epoch n is easily recorded and accordingly our results are stated in terms of the probabilities of not yet seeing the goal by the n th epoch rather than in terms of the probability of being in the goal state at the n th epoch.
We call the probabilities of not yet seeing the goal by the n th epoch tail probabilities
(not to be confused with measure-theoretic notions of the same name as found for example in Niermiro (1995) ). Theorem 3.1 provides sufficient conditions for general search processes to guarantee geometric convergence of the tail probabilities to zero under restarting after user specified patterns and Theorem 4.1 specializes these to the case of restarting simulated annealing. Of course, in both cases expected hitting times must be finite.
Fix an arbitrary stochastic algorithm for minimizing a function over the finite set C, a function f to be minimized, and let G be the goal subset determined by f .
Let X n be the candidate point in C dictated by the algorithm at epoch n for what van Laarhoven and Aarts (1987) would term this problem instance. The sequence of random variables X n is a C-valued stochastic process and its law of motion, which of
Restarting Search Algorithms 3 course should depend upon f , can be quite general. The process X n is not assumed to be Markov, just adapted to a filtration {F n : n ≥ 1}. One could study alternative restarting rules but the one analyzed here involves repeated instances of energy levels f (X n ) of states and hence hitting times of the vector process of r+1 states with values in C r+1 = C × C × · · · × C called the r-process. Upon the event of the r-process lying in a certain fixed subset of C r+1 the algorithm is restarted at a randomly selected point, always using the same distribution as the one used in the initial choice.
The analysis of this scheme is shown to be amenable to techniques from discrete time renewal theory. Hu et al. (1997) Fox's work on self looping in (SA) and especially the truncated version in Fox and Heine (1995) is closely related to the method of restarting (SA) on the diagonal, but there are some key differences. Foremost perhaps is that Fox's calculation of the objective function at each neighbor of the points visited is not required. Andresen and Nourani (1998) propose a constant thermodynamic speed cooling schedule for (SA) and compare its performance for solving a permanent problem with a variety of other cooling schedules. We present a comparison of our method with these several methods on a permanent problem also.
The paper is organized by section as follows. In section 2 the restarted process and the r-process are defined and the tail probabilities are shown to satisfy a renewal equation. In section 3 rate of convergence to zero of the tail probabilities is studied. comparing (SA) with (RSA) are presented in section 5 along with some comments on the selection of the parameter r.
The restart and r-processes
Restarting when a sequence of states lies in a subset D of C r+1 defines a new process on the original search process. Details of this definition and the fact that the tail probabilities for the r-process satisfy a renewal equation are presented here.
We assume that the goal set G is a non-empty subset of the finite set C. Fix r ≥ 1, let D be a subset of C r+1 and define for subsets A of C the sets
Denote by E the set E(t) = x ∈ C\G : P (X n , X n+1 , . . . , X n+r ) ∈ D | X n = x and all histories up to n ≥ t for all n = ∅ for some fixed t > 0, and let U = G ∪ E. Here and below, by informal expressions like P [(X n , X n+1 , . . . , X n+r ) ∈ D | X n = x and all histories up to n] ≥ t, we mean the more pedantic
on the event X n = x. Introduce the following two conditions, where T E = min{n :
(A2) There is a finite K ≥ 1 and a number φ ∈ (0, 1) such that uniformly for x ∈ C\G, and all n,
where the probability on the left hand side is that the first epoch after n at which the X process lies in U is greater than m + n.
Let {X (j) n : n ≥ 1} be iid copies of the process X and define
or N (j) = +∞ if the set above is empty.
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Lemma 2.1 Under (A2), P [N (j) < ∞] = 1.
Proof. We have
where the sum extends over x(2), . . . , x(m + r) with no segment of length r + 1 in D.
With U as above define
Certainly, since there are more paths from x at 1 to x(m) at m which do not touch U than there are which don't touch U and don't have segments in D
and since given U first hit at j ≤ m, N (1) > m entails,
Therefore,
Choose M so large that M > r+1 and Kφ M−1 +1 −t = ρ < 1. If A j is the event of a run of length at least r + 1 of states in C for epochs
then conditioning shows that
The restarted process Y n and the r-process Π(n) can now be well defined as follows.
Let u(0) = 0 and for j ≥ 1
For m ≥ 1 let
The r-process is
The r-process Π(n) and restart process Y n are perhaps best illustrated by the diagram below, where the rightmost entries in a row are in parentheses indicating that a segment of r + 1 states lying in D has occurred there and that it is the first such run in that row. In the interests of readability of the tabular form, write x(i, j) = X (i) j . Here we take r = 2.
x(1,1) x(1,2) (x(1,3) x(1,4) x(1,5)) x(2,1) x(2,2) x(2,3) (x(2,4) x(2,5) x(2,6)) x(3,1) (x(3,2) x(3,3) x(3,4)) x(4,1) x(4,2) x(4,3) x(4.4) y(1) y(2) y(3) y(4) y(5) y(6) y(7) y(8) y(9) y(10) y(11) y(12) y (13) One has from the realization depicted above the values of the r-process Π(m) for m = 1, . . . , 4:
Our convention throughout is that if the goal is encountered then the next r are taken as identical (and our interest in the process is terminated) and otherwise the first hitting time τ U is defined by
one has upon decomposition of the event {τ G > n} as
where
. Therefore, the tail probabilities u n for the r-process hitting times satisfy a renewal equation.
Finite expected hitting time and geometric decrease of tail probabilities
Rapid convergence of the tail probabilities
and the latter probability can be seen to be in (0, 1) as follows. The differences in the times at which Π hits D are clearly iid and each such time difference is the result of one of precisely three types of events;
either the X process has a succession of r + 1 states for which the Π process is in D U c , or a succession of r + 1 states for which Π is in D E , or one of the states in G is hit (once) at that epoch. Let q, p E , and p G denote the respective probabilities of these three types of hits, with q = 1 − p E − p G . These are numbers defined by the X process. The conditional probability the stop was of type E given that the stop was of type U is
which under the condition (A1) is clearly not zero or one.
Theorem 3.1 Under the conditions (A1) and (A2),
1−P[τE<τG] < ∞, and there is a γ ∈ (0, 1) and a finite constant c such that γ −n u n → c as n → ∞, with u n given by (2.1). Proof. To begin, we prove that 1 < lim inf k→∞ f
, one has f n ≤ b n−1 for all n and
We will show below that lim inf k→∞ b
Assuming this for the moment, it would follow that both of the power series
n have radius of convergence greater than 1. On a sufficiently small neighborhood of 0 one has
where Ψ u (z) = n≥0 u n z n and u n is given by (2.1). Since the power series Ψ f (z) has radius of convergence greater than 1 and n≥1 f n < 1, the function
is holomorphic in an open set containing the unit disc. Therefore, Ψ u (z) has radius of convergence greater than 1 and it follows that there is a γ ∈ (0, 1) and a finite constant c such that γ −n u n → c as n → ∞. Furthermore, (see also Feller (1968) )
To complete the proof decompose the event (τ U > n), using H = min{j :
1 then we'll have by application to P [τ U > n] of the arguments above applied to
But c n is the probability of no restarts in the first n epochs so consulting Lemma 2.1, for
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The constant c in Theorem 3.1 may be zero and the rate of convergence could be faster than geometric. Sometimes the series Ψ b (z) and Ψ f (z) satisfy conditions under which the rate can be established precisely as follows.
Corollary 3.2 If (A1), and (A2) hold, if f n is not periodic and there is a real
there is a ρ ∈ (0, 1) and a finite positive constant c such that ρ −n u n → c as n → ∞.
Proof. Taking ρ = 1/θ, setting v n = θ n u n , the v n satisfy a renewal equation
with B n = θ n b n and F n = θ n f n . Under aperiodicity of the f n , Theorem XIII.10.1
of Feller (1968) yields the conclusion and the precise rate of convergence if
By restarting, the expected time to goal of a search process can be transformed from infinite to finite. Multistart, (see Schoen (1991) ) where under no restarting the hitting time is infinite with positive probability, is an obvious example. Under simple conditions like restarting according to a distribution which places positive mass on each state, multistart trivially satisfies the conditions (A1) and (A2) with t = 1. Furthermore the conditions of Corollary 3.2 hold and it provides an interesting formula for the Perron-Frobenius eigenvalue as the reciprocal of the root of a low degree polynomial (see Hu et al. (1997) ). More subtle is the (SA) Example 4.3 below.
Of course it is easy to construct, as in the next example, a search process which makes a restarting scheme perform, unless it is done correctly, worse than the original algorithm.
Example 3.3 Let the state space be {0, 1, 2} with 0 as the goal. Suppose for all n ≥ 2 
Application to simulated annealing
The generality of the conditions in Theorem 3.1 suggests the possibility of discovering particular algorithms or classes of algorithms exhibiting these general underlying features and hence also ones for which restarting results in the rapid decrease of the tail probabilities. One instance of this is simulated annealing. Let the generation matrix Q be fixed (see any standard reference on (SA) such as van Laarhoven and Aarts for terminology) and introduce the following assumption (A3) which we will invoke at the appropriate time. Let {N (x) : x ∈ C} be a collection of subsets of C, one for each distinct x, which we call neighborhoods of x, having the property that for any x, y in C there is a finite sequence z(1), z(2), . . . , z(j) of points in C such that, setting x = z(0) and y = z(j + 1), z(i + 1) ∈ N(z(i)) for all i = 0, 1, . . . , j. We assume also that y ∈ N (x) entails x ∈ N (y).
(A3) -The generation matrix Q allows only transitions to the immediate neighbors so that q xy = 0 unless y ∈ N (x), assigns positive mass to each of them so that q xy = 0 for y ∈ N (x)\{x} and q xx = 0.
Consider the minimization of a function f defined on the finite set C. Let
where N (x) is the collection of immediate neighbors in C of x. Since C is finite, α > 0. Let the acceptance rule be the usual with (A4) the probability of accepting a transition from x to y = x at epoch n being given by min{1, e −(f(y)−f(x))/c(n) }, where c(n) is strictly decreasing to 0 with increasing n and the probability of a transition from x to x is one minus the sum of the probabilities of transitions from x to all other states.
The binary relation x∆y if f (x) = f(y) defined on C×C is an equivalence relation so
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that C can be partitioned into disjoint equivalence classes C 1 , . . . , C k . Furthermore, the relation x ∼ y defined on C j by x ∼ y if x and y are in C j and there is a path from x to y, x = z 0 , z i ∈ N (z i−1 ), i = 1, . . . , k, z k = y, some k < ∞, and z i ∈ C j for every i is an equivalence relation. The set C is thereby partitioned into disjoint subsets B ij . Such a subset B is a basin bottom if for every x ∈ B and y ∈ B every path z 0 , . . . , z k from x to y has f (z j ) > f(z j−1 ) for some j.
In the following theorem the subset D is the set of points in
Theorem 4.1 Under conditions (A3)-(A4) above and if there is β > 1 such that
then under restarting (SA) by a distribution which places positive probability on each point in C for r, 1 ≤ r < ∞, sufficiently large there is a γ ∈ (0, 1), and a finite constant c such that γ −n u n → c as n → ∞.
Proof. The method of proof is simply to employ the structure of this particular algorithm and the assumptions made in the hypotheses to check that the appropriate conditions of Theorem 3.1 are met.
We turn first to the set E. Let W (a candidate for E which we will show works for an appropriate r) denote the union of the disjoint basin bottoms associated with non-global minima. Let V = G ∪ W .
For any x ∈ B, a basin bottom
Furthermore, if x ∈ B, y ∈ N (x), and f (y) = f(x), then y ∈ B also so, letting for
Therefore, for each x ∈ W there is a c(x) > 0 such that a(r, x) ≥ c(x) for all r. Now ν = min x∈W c(x) must be positive since it is the minimum over a (non-empty ) finite set of positive numbers. For any t ∈ (0, ν) one will have for all n P [(X n , X n+1 , . . . , X n+r ) ∈ D | X n = x and all histories up to n] ≥ t for all x ∈ W . We will see below that for all x in C\G which are not in W this fails for some n and therefore we can take W = E(t).
The transition matrices P n converge to the matrix P and the xy element of P n − P is (P n − P ) xy = q xy e −(f (y)−f (x))/c(n) if f (y) > f(x) and 0 otherwise. The limiting matrix P has xy element q xy if y ∈ N (x) and f (y) ≤ f (x) and 0 otherwise. The submatrix S of P which corresponds to the states in G c ∩ W c has spectral radius less than 1 since every state communicates with at least one state, say x, therein for which f (y) < f(x) for some y ∈ N(x) and y is in a basin bottom. Therefore, in the limiting chain, with positive probability at least q xy one leaves the set G c ∩W c never to return. With S n the submatrix of P n corresponding to the states in G c ∩ W c one has for the matrix norm A = max i j |a ij |
so by the assumption of Theorem 4.1, n≥1 τ n S n − S < ∞, for some τ > 1. By Lemma (A1) it follows that for some ψ ∈ (0, 1) and all m and n,
If x ∈ W then a transition will either occur immediately to W or to W c so (A2) holds.
Furthermore, as promised above, W satisfies the requirements of E,
since a transition to G ∪ W would entail a decrement in the value of f (X). Therefore, for r sufficiently large all elements x ∈ G c ∩ W c will fail the test of being in W .
Therefore, for the r we chose above, restarting results in a finite expected first hitting time and convergence to 0 of P [τ G > n] at least geometrically quickly.
Corollary 4.2 The (RSA) algorithm which uses the local generation scheme satisfying (A3), the standard acceptance scheme of (A4), and a cooling schedule of c(n) = 1/n will, for sufficiently large r, under (A5) have tail probabilities which converge to 0 at least geometrically fast in n.
The conditions of Theorem 4.1 are not necessary for the geometric convergence of the tail probabilities. In the following example, geometric rate of decrease of the tail probabilities is shown for a restarted simulated annealing which uses the usual logarithmic cooling schedule and a generation matrix which does not satisfy (A3).
This example is one for which the (SA) satisfies the conditions of Hajek's theorem but which, without restarting, has an infinite expected hitting time of the goal. but we show that nevertheless the tail probabilities do converge to zero geometrically quickly even using the logarithmic schedule. First, under equally likely restarting (A1) is clearly satisfied. For (A2), note that U = {0, 2}, G = {0}, E = {2}, so that P [T U > m + n | X n = 1] = 0 for any m ≥ 1 and n ≥ 1. If X n = 2 then either there is an immediate transition back to U or one to U c followed immediately by one to U so that for m = 1
and otherwise is this is 0 so (A2) is satisfied with any φ ∈ (0, 1). For N = 2 of Example 4.3 the non-restart case was terminated if it took longer than 40 epochs.
Median search times were 3 for restarting and 40 for not.
Obviously, geometric or faster decrease to 0 of the tail probabilities P [τ G > n] under (RSA) or otherwise entails a finite expected hitting time of the goal states G, but by itself geometric decrease of the tail probabilities is not a strong recommendation.
Although a direct comparison of expected times to goal for the two processes (RSA) and (SA) seems unattainable, Example 4.3 shows that this geometric convergence of the tail probabilities is not a feature of (SA). We make some informal observations under the assumption that both processes use the same generation matrix with (SA) using a logarithmic schedule T n = c/ ln(n + 1), c ≥ d * , and (RSA) using a linear schedule T n = 1/n. Assume a common position of the two algorithms at epoch n.
Since the r-process is defined on a different space the two processes will be taken to have a common position at epoch n if the most recent coordinate of the r-process at epoch n coincides with that of the (SA) process. At any instant of time at which the two processes happen to reside at the same "location" the cooling schedule of one, which is logarithmic, should be compared with that of the other, which is linear in the (random) age of the process, for this will indicate the relative tendencies of going downhill. If r is small then the clock will likely have been reset for (RSA), but if r is large then very likely the r-process will not have restarted at all and the epoch number will also be the current age. It is the latter instance which is of interest since (RSA) is assumed to have r "large." At a location which is not a local minimum the (SA) process will have, as the epochs tick away, an ever increasing tendency in comparison with (RSA) to proceed in uphill directions. Thus (RSA) should proceed more rapidly downhill than (SA) at points which are not local minima.
What happens when (SA) and (RSA) are at a local minimum at the same epoch?
Very likely the (RSA) will be out of this "cup" (see Hajek) in r steps whereas the (SA) will take some time. Since the goal cannot be reached until the process gets out of the cup this is a crucial quantity in determining the relative performance of the two methods when there are prominent or numerous local minima. The (RSA) will have an immediate chance of finding the cup containing the goal whereas, depending upon the proximity of the present cup to the one containing the goal, (SA) may be forced to negotiate many more cups.
It follows from Fox and Heine (1995) and Fox (1995) that the enriched neighborhood version of QUICKER-j has tail probabilities converging geometrically quickly to 0.
An interesting question to which we have no answer is how these two compare. In our obviously completely unbiased opinion, (RSA) should perform better; only small prescribed numbers of function values in small neighborhoods need be computed and progress downhill is faster.
Numerical comparisons
Some numerical results are presented comparing the performance of various forms of (SA) to (RSA). The comparisons were carried out for three types of problems, minimization of a univariate function, minimization of tour length for some TSP's, and finding the maximum value of the permanent of a matrix. In each case a parameter enters which has considerable influence on the performance of the method;
for standard (SA) it is the constant C in the cooling schedule C ln(n+1) and for (RSA) it is the number r + 1 of energies duplicated before restarting. We attempted to choose good values of the parameters. When the univariate function or the TSP had a known optimal tour length, the constant C for (SA) was set appropriately according to the results of Hajek. More precisely in the terminology of Fox (1995) , we chose his "{T k }" schedule. For the other cases of (SA) an attempt was made to estimate the correct depth to use Fox's schedule. For setting the parameter r of (RSA) we employed an heuristic argument based upon the following.
In (RSA) it seems desirable to proceed as quickly as possible to points where the function has a local minimum and then, if necessary, to restart. Rushing to restart is undesirable however for local information about the function is indispensable in charting a course to a local minimum; by prematurely restarting, this information is lost. Therefore one should take care to stay sufficiently long in a location to examine a large enough collection of "directions" from the current point to ensure that paths to lower values are discovered. For functions on the line there are only two directions so one would expect to require very few duplications before the decision to restart is made. Were the selection of new directions deterministic, clearly at most two would be required, but the algorithm chooses these stochastically. In contrast, for a TSP on a reasonable number of cities, if the neighborhood system arises from a 2-change (see Aarts and Korst (1989) ) then one should presumably wait for a fairly large number of duplications to make sure enough "directions" have been examined.
As a rough guide we note that in (SA) as long as the state has not changed, the generation matrix yields a sequence of iid "directions." Assuming the proportion of directions downhill is p and uniform probability spread over those directions by the generation matrix, the probability the generation matrix has not yielded a downhill after m generations is simply (1 − p) m . To make this quantity small, say less than β, m should be approximately ln(β)/ ln(1 − p). On the line the most interesting places are where one direction is up and the other down so p ∼ 1/2 seems reasonable.
Furthermore, the consequences of restarting are minimal so a large α, say 1/2, also seems reasonable. Thus one should take r around 1. In a TSP with 100 cities restarting can be costly since the considerable time it takes to get downhill will likely be wasted upon restarting. Thus we take α small, say .01. It is not clear what p should be. Presumably the "surface" represented by the tour lengths could be rather rough so we'll take p = .05 to ensure a thorough although perhaps too lengthy examination of directions. This translates to run lengths of r ∼ 100 and an examination of a fairly small proportion of the 4851 "directions" available under 2-change.
Example 5.1 For a randomly generated function the median number of epochs required to find the global minimum by (SA) under optimal cooling, with the stipulation that the search was terminated at 221 epochs if the minimum had not yet been found, was 221. For (RSA) with r = 1 the median number of epochs required to find the global minimum of the function was 21.
Example 5.2 In this example an optimal 100 city tour was sought using 2-change as the neighborhood system with equally likely probabilities for the generation matrix.
The locations were scaled from a TSP instance known as kroA100 taken from a data base located on the WEB at http://softlib.rice.edu/softlib/catalog/tsplib.html.
Each of (SA) and (RSA) was run for 1000 epochs. The median best tour length found by (SA) was of 35.89 with a minimum of 34.06. For (RSA) the median best tour length found in 1000 epochs was 14.652 with a minimum of 13.481.
Example 5.3 A 24-city TSP instance known as gr24 obtained from the same data base as kroA above was analyzed again using 2-change for the neighborhood system and equally likely choices for the generation matrix. Each of (SA) and (RSA) was run for 500 epochs. The best tour lengths found by (SA) had a median of 2350.5 and a minimum of 1943. (RSA) with r + 1 = 24 had a median best tour length after 500 epochs of 1632.5 with a minimum of 1428. The optimal length is 1272. A similar result on 24 cities was obtained by running the two for 1000 epochs. Under (SA) the median was 2202 with a minimum of 1852 while for (RSA) the median best tour length was 1554.5 and minimum 1398.
Example 5.4 Performance of (SA) with depth 40 and (RSA) with r = 100 was compared on a randomly generated 100-city TSP. Median best tour length after 1000 epochs for (SA) was 43.14 and the minimum was 40.457. For (RSA) the median best was 19.177 and the minimum best was 17.983.
Example 5.5 We also tested the performance of our method in comparison with several other (SA) cooling schedules employed by Nourani and Andresen (1998) on the problem of optimizing the permanent of 0-1 matrices. The permanent of an n × n matrix M is defined to be
where the sum extends over all permutations σ of the first n integers. The permanent is simply the determinant without the alternating signs. Allowing the matrix elements to be only 0 or 1, for a given matrix size n and number d of 1's, 0 < d < n 2 , the problem is to find the matrix having maximum permanent.
This problem is simple and scalable being completely determined by the two integer values, n and d, the matrix size, and its number of 1's. As n grows the problem becomes harder in two ways. First the difficulty in calculating a permanent grows as n! since the number of possible permutations σ grows as n!. Second, the number of possible 0/1 matrices grows as 2 In all the experiments reported below, our neighborhood system for the simulated annealing was defined by allowing any 1 appearing in the matrix to move one position up or down or to the left or to the right. In this, we allowed wrapping, that is, a 1 on the bottom row could swap positions with a 0 on the top row and similarly for the first and last columns. In this way, each solution, or arrangement of d 1's, has approximately 4d neighbors.
The "energy" of the annealing, to be minimized, was taken as the negative of the permanent itself and the cooling schedules we tested were geometric, inverse log, inverse linear, linear, and dynamic as described in Andresen and Gordon (1994) , Nulton and Salamon (1988) , and Nourani and Andresen (1999) . Temperature ranged from on the order of 6 down to the order of 0.2. For each different cooling schedule, we tried several temperature ranges until we found one that seemed to work well.
Thus, we compared the "best" runs for each cooling schedule.
For the restart method, we also ran experiments with these cooling strategies except for the dynamic strategy. We took the restart repeat count, r + 1, to be 160.
The results are displayed in Figures 1-3 and are the averages of 10 runs. As seen in the figures, this problem displays a definite "phase transition" in terms of normal annealing. This phase transition occurs for temperatures in the neighborhood of 1. The different schedules reached 1 at different times during their run giving rise to the different times for their precipitous fall. All of the simulated annealing approaches which spent some time above and below the phase transition temperature performed about the same, achieving minima on the order of −1000. As can be seen, all the annealing approaches got stuck and ceased to find improvement when their temperature dropped below the phase transition temperature.
By contrast, the restart algorithm made both very rapid progress at the beginning of the runs and continued to make progress even up to the time the runs were halted.
All the annealing runs with restart consistently achieved solutions on the order of −1500. The restarting step was effective in allowing the algorithm to escape from local minima even at temperatures below the critical temperature (of approximately 1) where the phase transition occurs.
We do not know the absolute minimum for this problem, but the best energy seen in any of the runs in all the experiments was −2016.
Of special note is the dynamic cooling schedule (see Andresen (1996) for details). In order to use this approach, one must perform preliminary runs in order to gather "infinite temperature" energy density and transition statistical data. We found this to be very hard to do and very costly with essentially no payoff in terms of benefit.
Even after forty eight million iterations at the (practically) "infinite temperature" of 100, there was still no statistical data for energies below −400. Furthermore, we found that the statistical technique for estimating the second largest eigenvalue (necessary to compute the internal relaxation time of the statistical system, see Andresen (1996) ) entailed so much error as to be practically useless. Instead we directly calculated this eigenvalue from the estimated transition matrix. For this problem, the effort required to gather the (incomplete) statistical data in order to start simulated annealing runs with the dynamic cooling schedule is better spent in annealing using some other cooling schedule.
An alternative, more careful, analysis of the size of r is provided by closer examination of the proof of Theorem 4.1. Under the cooling schedule c(n) = 1/n with an equally likely generation matrix the choice r ≥ −e −α
(1 − e −α ) 2 1 ln(1 − p)
will guarantee the conclusion of the theorem under its other hypotheses, where p = 1 − γ is the worst case, smallest probability of a downhill from among the points in C\U . However, this may not help in the determination of a "good" r since one would expect these quantities to be unknown. Theorem 4.1 provides no indication of the consequences of choosing r small, however, the formula
suggests that choosing r large should make the numerator small. Our simulations indicate that the performance could be fairly robust against the choice of r; the numerical evidence presented above is just a portion of a larger body for which an educated choice of r always resulted in (RSA) performing better than (SA). for m ≥ M and all n. Now suppose n is arbitrary, n = dk+∆, where 0 ≤ ∆ < k so that P dk+∆ −P m P m+1 · · · P dk+∆+m−1 = AP ∆ −H(P +D(dk +m)) · · · (P +D(dk +∆+ m−1)) , where A = P dk and H = (P +D(m))(P +D(m+1)) · · · (P +D(m+dk −1)). 
