Robust tests for comparing scale parameters, based on deviances-absolute deviations from the median-are examined. Higgins (2004) proposed a permutation test for comparing two treatments based on the ratio of deviances, but the performance of this procedure has not been investigated. A simulation study examines the performance of Higgins' test relative to other tests of scale utilizing deviances that have been shown in the literature to have good properties. An extension of Higgins' procedure to three or more treatments is proposed, and a second simulation study compares its performance to other omnibus tests for comparing scale. While no procedure emerged as a preferred choice in every scenario, Higgins' tests are found to perform well overall with respect to Type I error rate and power.
suggested instead using deviances in Levene's test, utilizing the scores ̃= � − ��, where � is the sample median. The ANOVA F test is performed on these scores, and as with Levene's test, the p-value is based on the F distribution with t − 1 and n − t degrees of freedom. referred to as a "jackknife pseudovalue of s 2 i." The ANOVA F test is performed on these scores and, the p-value is based on the F distribution with t − 1 and n − t degrees of freedom. Tests based on ̅ 2 have been shown to have inflated Type I error rates, while those based on q tend to have low power. Since, r(w) is a weighted average of the two tests, it provides a way to balance the drawbacks of the two tests. O'Brien (1979) suggested that a "utility" value of w = 0.5 would work satisfactorily for a majority of situations, and this is the value employed in this study. Marozzi (2011) found that O'Brien's test was more powerful than the Brown-Forsythe test for symmetric and lighter tailed distributions. To try to improve the power for skewed and heavytailed distributions, we propose using deviances rather than deviations from the mean in O'Brien's statistic, utilizing the scores ̃( ) = �( + − 2) � − � � 2 − 2 ( − 1)� ∕ [( − 1)( − 2)], where � is the sample median of the i th treatment.
O'Brien's (OB) test

O'Brien's test based on medians (OB50)
Higgins' (RMD) test
Higgins (2004) suggested the following statistic for comparing two scale parameters: RDM = max� 1 � ��� , � 2 ��� � min� 1 � ��� , � 2 ��� � , where � is the mean of the scores ̃ for treatment i. The deviances ̃= � − � � are the same as those used by Brown and Forsythe (1974) . Higgins (2004) suggested using the permutation distribution of the RMD statistic to calculate a p-value.
Extension of RMD to more than two treatments (RMDmax)
A simple extension to more than two treatments is to compute the maximum and minimum of mean deviances over all treatments, and then form the ratio, that is, RDMmax = max( � 1 ��� , � 2 ��� ,…, � ̅ )
The permutation distribution of RMDmax will be used to compute the p-value.
Permutation tests
All of the tests described in Sections 2.1-2.4 were proposed as approximate tests based on the F distribution. However, exact p-values can be calculated using permutation distributions. Marozzi (2011) found for the two-treatment case that the permutation versions tended to be more robust and have greater power than the approximate tests. Thus, we will consider only the permutation versions of these tests. Test statistics will be computed for a large number of random reassignments of observations to treatments, and the p-value will be calculated as the proportion of values of the permutation distribution that are at least as extreme as the observed test statistic value.
Simulation study
Procedures studied
A simulation study compared the Type I error rate and power of the methods described in Section 2:
1. Levene's test using absolute deviations from the mean (LEV).
Brown and Forsyth's W50 test (W50);
3. O'Brien's method using means (OB); 4. O'Brien's method using medians (OB50); 5. a. Higgins RMD procedure (RMD);b. Extension of the RMD procedure for more than two treatments (RMDmax).
Sample sizes and differences of scales parameters
Both equal and unequal sample size settings were examined. For the two-treatment setting, equal sample sizes of ni = 10 and ni = 30 were examined, as well as unequal sample size settings of n1 = 10, n2 = 30. Scale ratios of σ1/σ2 from 1 to 5 were considered, as were the reciprocals of these, in order to examine the effect of whether the larger or smaller scale parameter was associated with the larger sample size.
Settings at both three and five treatments were also examined. For each, equal sample sizes of ni = 10 and ni = 20 were used. For three treatments unequal sample size settings of n1 = 5, n2 = 10, n3 = 15 and n1 = 20, n2 = 40, n3 = 60 were considered, and for five treatments n1 = 5, n2 = 5, n3 = 10, n4 = 15, n5 = 15, n1 = 10, n2 = 10, n3 = 15, n4 = 20, n5 = 20 and n1 = 10, n2 = 10, n3 = 20, n4= 30, n5 = 30 were utilized. Maximum scale parameter ratios σmax /σmin from 1 to 5 were examined, with different patterns of smaller ratios present. For three treatments the patterns (σ, 1, 1) and (σ, (σ + 1)/2, 1) were used. The first setting we refer to as the "single extreme scale parameter" setting, while the second setting has an intermediate scale value midway between the minimum and maximum. For five treatments, settings of (σ, 1, 1, 1, 1) and (σ, (σ + 1)/2, 1, 1, 1) were used, as well as an additional setting where each pair of adjacent treatments had the same scale parameter difference, e.g., (5, 4, 3, 2, 1).
Distributions
Several different g and h distributions (Hoaglin, 1985) were used to simulate data from distributions with different characteristics. g and h distributions are monotonic functions of normal distributions, and allow investigation of nonnormal distributions with specific characteristics. The g-and-h random variable is defined as ,ℎ ( ) = exp( )−1 exp(ℎ 2 ∕ 2) where Z ∼ N(0, 1). When g = h = 0, Yg,h(Z) ∼ N(0, 1). Nonzero values of g increase the skewness and positive values of h increase the elongation (tail heaviness) of the distribution.
Changing the values of g and h do not affect the location of the distribution. The following cases were considered:
1. g = 0, h = 0-Normally distributed (symmetric, light tails);
2. g = 0, h = 0.4-Symmetric, moderately heavy tails;
3. g = 0, h = 0.8-Symmetric, very heavy tails;
4. g = 0.8, h = 0-Skewed, light tails;
5. g = 0.8, h = 0.4-Skewed, moderately heavy tails.
Type I error rate and power were estimated based on 1,000 randomly selected data sets from each distribution, for each setting of sample sizes and scale parameter patterns. Marozzi (2016) suggested that only 253 random permutations are necessary with 1,000 random data sets if the goal of the simulation is to estimate the power of a test and only a "rough" estimate of the permutation p-value is required, while Keller-McNulty and Higgins (1987) recommended a random sample of at least 1,600 permutations to estimate the exact p-value for a permutation test. Since precise estimation of the permutation test p-values was considered important, a conservative 2,000 random permutations was utilized.
Results
In this section, representative simulation results are presented. Additional results are available from the corresponding author upon request.
Two treatments
Type I error
All tests were robust in the sense that estimated rates of Type I error were close to the nominal level of 0.05, with none exceeding 0.075, and thus there were no serious problems with inflated error rates (Note that in the tables the first row of each scenario represents the equal scale case, and thus the value given is the estimated Type I error rate).
Power
For all of the equal sample size scenarios, RMD always was at least as powerful as the other methods, and tended to be substantially more powerful than OB for heavier-tailed distributions (See Table 1 ). The power advantage over W50 was more modest, and was even less pronounced as sample sizes increased. As expected, OB had higher power than W50 for the two lighter-tailed distributions, while the reverse was true for the heavier-tailed distributions. OB50 was slightly more powerful than OB for ni = 30, but slightly less powerful when ni = 10. Even in cases where OB50 was more powerful than OB, it was not competitive with either RMD or W50. When sample sizes were unequal, relative power tended to depend on which sample was associated with the larger scale parameter. When the larger scale parameter was associated with the larger sample, RMD was substantially more powerful for all scenarios than the other methods ( Table 2) . W50 tended to be more powerful than OB, even for the lighter-tailed distributions, while again OB50 was generally no more powerful than OB. Alternatively, when the larger scale parameter was associated with the smaller sample, W50 was most powerful for heavier-tailed distributions and OB was most powerful for lighter-tailed distributions. For the heavy-tailed distributions, the power of OB could drop below the nominal 0.05 level initially as the variance for the smaller sample increased. This is likely due to the fact that the test statistic for OB is a function of the sample variance. As the variance for the smaller sample increased further (not shown in the tables) the power did eventually rise above 0.05, but the relative power remained very low. For all scenarios, however, RMD maintained respectable power relative to the other methods. Thus, if specific information regarding the expected scale difference is unknown, RMD can be recommended as a general test for comparing scale parameters for two treatments. Tables 3 through 12 show simulation results for three and five treatment scenarios. (Tables  5, 6, 11 and 12) , W50 tended to have the highest power for heavier-tailed distributions, and OB for lighter-tailed distributions. OB50 was never substantially more powerful than OB.
Omnibus test, three or more treatments
The scale pattern again played a role in relative power of the methods, as did the sample sizes and the magnitude of scale differences among treatments. The power advantages of W50 and OB over RMDmax decreased when there were intermediate scale differences. Also, as sample sizes and the magnitude of scale differences increased, RMDmax became more powerful than OB and had essentially the same power as W50. (Tables 6 Table 7 , 12). Thus, the choice of best omnibus test for unequal sample sizes was less clear than for the equal sample size case. However, if little is known about anticipated scale differences between treatments, RMDmax is recommended, since it tended to be more competitive when it was not the most powerful procedure, and substantially more powerful when it was. 
Discussion
The performance of Higgins' RMD test for comparing scale parameters of two treatments was investigated using a simulation study, and an extension (RMDmax) to more than two treatments was proposed and likewise studied. As with any simulation study, generalization of results requires caution. These results may not extend to situations where the true scales are very different than those studied here, and/or where the data do not come from the distributions studied here. In addition, the conclusions rely on the assumption of a location-scale model, and thus may not be valid if that assumption is not plausible.
For this study, no single procedure emerged as a clear choice for all scenarios. Thus, a future direction may be to investigate combining two or more tests based on theory developed by Pesarin (2001) and Pesarin and Salmaso (2010) . Marozzi (2012) proposed a modification of a test of Hall and Padmanabhan (1997) , based on the ratio of trimmed sample variances, which could be considered a generalization of the RMD test, and found that combined tests can be very effective for detecting scale shifts in different situations.
However, based on the current study, we recommend RMD and RMDmax as good intuitive robust tests for scale differences. The tests based on RMD and RMDmax also have intuitive appeal. As the test statistic is a ratio of measures of variation, the RMD and RMDmax statistics can be viewed as simple, more robust analogs to well-known parametric tests for scale, namely the variance ratio F-test for two treatments and Hartley's Fmax omnibus test for three or more treatments.
While W50 performed well across a wide range of scenarios, it usually did not have the highest power. OB performed well for lighter-tailed distributions, but usually had much lower power than RMD/RMDmax and W50 for heavier-tailed distributions. For scenarios when one procedure was clearly more powerful, more often than not that procedure was RMD/RMDmax. The results of the simulations suggest that when sample sizes are at least moderately large (ni ⩾ 20), RMD/RMDmax will likely have as much or more power than either W50 or OB over a wide range of situations, and will rarely have much lower relative power. For sample sizes smaller than 20, W50 may be preferred for heavier-tailed distributions and OB preferred for lighter-tailed distributions, but RMD/RMDmax should still have good relative power.
