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SUMNARIES 
Although Gauss did not formalize the notion of a 
generalized inverse, he provided the essential ingre- 
dients to produce one. 
Gauss hat den Begriff der verallgemeinerte Inverse 
nicht prazisiert, aber die wesentlichen Bestandteile 
dafiir geliefert. 
INTRODUCTION 
Gauss, in his Theoria combinationis [1821], presented a com- 
prehensive treatment of the theory of least squares. Several 
formulas appear in that paper which relate to expressions found 
in the modern theory of generalized inverses. By identifying 
some of these expressions and investigating the connection 
between the work of Gauss and the contemporary idea of generalized 
inverses, this paper attempts to show that although he did not 
formalize the notion of a generalized inverse, Gauss provided the 
essential ingredients to produce one. 
GENERALIZED INVERSES 
During the past several years the concept of a generalized 
inverse has rated considerable attention in the mathematical 
literature. (A recent bibliography, for example, lists over 
1700 references on the subject [Nashed 19761.) The idea is 
briefly described (using contemporary mathematical notation) as 
follows. Let RR be the collection of lists of real numbers of 
length n. Suppose that 
+: Rm + Rn, x *x$, 
is a linear mapping of Rm into R". If d = (dl,...,dn) in Rn is 
given, then the problem is to find x = (xl,...,xm) in fl such 
that x$ = d. If 0 is invertible, with inverse 4-1, then the 
solution is clearly x = d$-1. But invertibility is not a neces- 
sary condition for a solution: indeed, there is always, at least 
in some sense, a "best" solution of the equation. A linear 
mapping $+: Rn -f Rm which expresses this best solution in the 
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form x = do+ is called a generalized inverse of $. 
Recent interest in the subject of generalized inverses was 
intitiated with a paper on complex matrices by Penrose [1955]. 
It was soon realized, however, that this concept had been con- 
sidered somewhat earlier. For example, Moore [1920] presented 
a development of the notion. (See also Baer [1952], Bjerhammar 
[1951], Friedrichs [1949-19501, Moore [1935], Neumann 119361, 
Rado 119561, and Siegel [1937].) Moreover, in the setting of 
integral and differential operators the concept was considered 
even earlier by Fredholm [1903] and Hurwitz [1912], and in a 
paper on generalized Green's functions written in 1904 by Hilbert 
119121. (See Reid [1965] for an excellent discussion of gener- 
alized inverses in classical analysis. See also Ben-Israel and 
Greville [1974, 4-51, Boullion and Ode11 [1971, 77-801, and 
Nashed [1976], xi-xiv] for brief historical sketches of the 
subject.) 
A question of interest is the following: is the idea of a 
generalized inverse traceable to an earlier period? That is, 
is there evidence to suggest an even earlier consideration of 
the concept? Since one of the most significant applications of 
generalized inverses is to problems of best fit, one might seek 
such evidence in the writings of those who laid the foundations 
of the method of least squares. (See Penrose [1956] and Davis 
and Robinson [1972].) This suggestion may appear at the outset 
to be suspect, because the work on this subject by Gauss [1809, 
18211, Legendre 118061, and Laplace [1812] precedes the formal 
birth of the matrix. Therefore, these sources can be expected 
to provide at best only a hint of the idea. However, an examina- 
tion of some of the papers of C. F. Gauss reveals some connection 
and makes plausible the thesis stated in the Introduction. 
LEAST SQUARES 
Gauss developed the method of least squares in 1794, but did 
not publish his results until several years later. (See Eisenhart 
[1968] for an excellent review of the subject; see also Goldstein 
[1977, Sect. 4.9, 4.101, May 119721, and Plackett [1949].) His 
interest in the subject may be traced back to his considerations 
of problems in geodesy. For example, Gauss noted that if bearings 
are taken on a fixed point from more than two known points, the 
resulting lines usually fail to intersect in a point. This is 
because each measurement is subject to several inaccuracies: 
the coordinates of the "known" points, the instruments, and the 
observer himself all contribute to the uncertainty of the data. 
The overdetermined system that results is very likely to be 
inconsistent, which leads to the following practical question: 
how shall the data be combined to provide the "best" solution? 
This problem may be formalized in what is now called the 
full-rank linear model, which is described as follows. Given 
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a list (Ll,.. .,Ln) of functions each mapping E?' linearly into 
R, a list (dl,... ,dn) of observations, a list (el,...,en) of 
errors, and a list (wl,... ,wn) of positive numbers, the problem 
is to find a list x = (xl,... ,xm) of numbers that makes 
xL1-dl = el, _.. , XL, -dn = en, 
in some sense, as small as possible, subject to the condition 
that wl,...,wn measure the precision of the respective equations. 
Gauss considered the adoption of several possible principles to 
solve this problem, but argues finally for the minimization of 
"the sum of the squares of the differences between the observed 
and the computed values multiplied by numbers which measure the 
degree of precision" [Gauss 1809, art. 179; also art. 1861. In 
other words, Gauss sought to minimize the sum 
n 
c 
Wj(XLj - dj)' 
j=l 
of the weighted squares of the errors. Stated in modern termi- 
nology: let R" be reviewed as an inner product space with the 
inner product of y = (yl,...,yn) and z = (.zl,...,zn) given by 
<y,z>= 2 Wj Yj zj 
j=l 
and with norm (/ y / 1 = <y, y> %. If d = (dl,...,d,) is recog- 
nized as an element of Rn, and if (L1,...,Ln) is used to define 
the linear mapping 
9: Rm -f R"; x ++ (XLl,...,XL,), 
then the problem is to minimize / 1x4 - d/l. 
Gauss [1809, art.1801 provided what he termed a "very ex- 
peditious algorithm" for solving this problem. He argued that 
if $' was what is now called the adjoint of $, then the problem 
of minimization was equivalent to the solution oi the system 
X44 - d$' = 0. 
This equation is now called the normal equation, which Gauss 
solved by the process of elimination to obtain the unique 
solution b = (bl,...,b,). Thus the element bi was his choice 
for the best estimate of Xi! i = l,..,m. Although Gauss did 
not formalize the notion of linear rank, it is clear from his 
discussion that he wished to consider only the case where $0' 
was of full rank. In other words, it is understood that the 
rank of Cp is m I n. 
HM7 Gauss and Generalized Inverses 121 
BEST LINEAR ESTIMATES 
In the Theoria motus [1809] (briefly described above), Gauss 
did not hint at the idea of a generalized inverse. But this 
work was only his first on the subject of least squares. In 
1821 he presented to the Royal Academy of Sciences in Gijttingen 
the first part of his Theoria combinationis, followed by part 2 in 
1823 and a supplement in 1826. His purpose in preparing this 
lengthy paper was to improve the foundations of the theory of 
least squares [Gauss 1821, art. 171. He accomplished this by 
using what are now called linear functionals on Rn. In particular, 
this means that if the dual inner product is adopted in the space 
Rn of linear functionals, then the functional Pj, defined by 
(Y,,.. .,Y,)Pj = Yjr 
has norm 1 lPjl[ = w.-%. 
2 
Thus, by considering once more the 
full-rank linear mo el described above, d* = dPj is an estimate 
Of XLj = (x$)Pj having "weight" wj = I Ipjl ls2- In other words, 
the estimate of XLj is given as the image of d under the linear 
functional Pj, which satisfies $Pj = Lj and has weight I lPj/ lw2. 
The idea is to require that for every linear functional J in Rm*, 
the best estimate of XJ be the image under d of the linear 
functional K in Rn* satisfying $K = J and having maximum weight 
' IK'ktEifically , Gauss formulated what he termed the "problem," 
which may be rephrased in the language of inner product spaces 
as follows: given Ji satisfying (x~,...,x~) Ji = Xi, find, among 
the linear functionals K: Rn -+ R with $K=Jir the one having 
minimum norm. Gauss successfully solved this problem. In fact, 
he obtained the explicit solution in the form 
Ki = @'($$')Ji, 
where $$' is the result of transforming by elimination z = ~$4' 
into x = zJI$' [Gauss 1821, art. 20, esp. Eq. (4)]. Thus, the 
best estimate of Xi = XJi was taken to be dKi = d$'($+')Ji- 
Furthermore, Gauss argued that this best estimate dKi was equal 
to the value bi obtained by the method of least squares [1821, 
art. 211. In other words, by piecing together these functionals, 
if 
$5 RR + Rm, Y I+ (yKl,-..,yKm)r 
then b = d$' minimizes 11x4 - dl I. In this sense 0' may be 
recognized as a generalized inverse of 9. 
CONCLUSIONS 
Gauss, however, did not formally display I$+ in his 1821 paper. 
The ingredients for the construction of a generalized inverse were 
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essentially available to him, but he did not use them toward this 
end. Indeed, there appears to be no evidence that he was inclined 
to proceed in that direction. On the other hand, his approach to 
the problem of determining best estimates is certainly in the 
spirit of generalized inverses. This is suggested by the follow- 
ing diagrams (again, a contemporary device), where $ is identified 
with (Ll,..., Ln) and $t with (Kl,..-'Km): 
R* + *Rn 
L. 3 pi 
\I 
R 





Specifically, the idea of "mapping back" is suggested here. 
Moreover, in the supplement to Theoria combinationis, Gauss 
[1821] showed that the solution b which minimized 11x4 - dl 1 was 
expressible as the image of d under a mapping depending only upon 
@- In the opening paragraph of article 8 of this supplement, he 
stated his objective: 
When one wants to find the most likely values 
of several unknowns, depending on the same observa- 
tions, or when one does not know which unknowns it 
is preferable to derive from the observations, it 
is convenient to proceed in a different way. 
This "different way" was to solve the normal equation x@$' = d$' 
explicitly . He did so by letting z = ~$0' and obtained x = z$$' 
by elimination. Although he did not use the formal "inverse," he 
appreciated that $$' was a function of $lp' and noted, in particu- 
lar, that $$' was symmetric. He then expressed the solution of 
the normal equation in the form 
b = d$'(JIJI'). 
(See the supplement to Gauss [1821, art. 8, Eq. (8)].) Conse- 
quently, his objective was satisfied: b was the image of d under 
0' ($$'I. In other words, interpreted in contemporary language, 
$'($Q') is a generalized inverse of $. Thus Gauss' approach to 
this problem was consistent with the objectives of the theory 
of generalized inverses, and his explicit solution is readily 
identified with the generalized inverse representation b = d$'($$')-l 
used today (see, for example, Davis and Robinson 11972, 3191). 
Finally, the two generalized inverses identified above are the 
same; in fact they are equal to what is called today the Moore- 
Penrose inverse. Indeed, by using the standard definition for 
an inner product of two linear mappings [Greub 1967, 2091, Gauss' 
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problem may be viewed as a functional version of the following 
problem: given the identity map 1: Rm -f Rm, find among the linear 
mappings x: Rn e Rm, satisfying 4~ = 1, the one having minimum 
norm. Since Q+ is the solution to this problem, it is what is 
called the best approximate solution of the equation $x = 1, and 
in this case it is the Moore-Penrose inverse of 0 [Penrose 1956, 
Corollary 21. Moreover, it follows from Gauss' explicit solution 
Ki = $(+$')Ji of the best linear estimate problem and the fact 
that (xJl,...,xJm) = x, that for every d in Rm, 
d4+ = (dKl,..., d&l = (d~‘(~J,‘)J1,-.-,dO’(~~‘)Jm) =d$‘(Q$‘). 
That is, $+ = $I'($$'). Consequently, under the conditions of 
the full-rank linear model, $+, $'($$J') and the Moore-Penrose 
inverse of 4 are one and the same operator. 
Thus, while generalized inverses were not a part of Gauss' 
vocabulary, equivalent expressions may be found in his writings. 
Specifically, in his solution of the problem of least squares 
Gauss established explicit formulas which may readily be identi- 
fied with generalized inverses. Indeed, by translating his 
analytical formulation of the problem into the more geometrical 
framework of vector spaces and linear mappings, the features of 
generalized inverses are easily recognized. In particular, 
Gauss' development of best linear estimates was in the spirit of 
generalized inverses. This observation suggests the possibility 
that Gauss' view of least squares in 1821 may have been more 
geometrical than the analytical form of his presentation could 
express. He may well have conceived best linear estimates in 
some mode of geometrical thought, but communicated the results 
in the accepted and more rigorous analytical mode of the day, 
since the geometrical tools of the early 19th century were 
limited, and the conceptual framework needed to develop a theory 
of generalized inverses was not available to him. 
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