We present details of our effective computational methods based on the real-space finite-difference formalism to elucidate electronic and magnetic properties of the two-dimensional (2D) materials within the framework of the density functional theory. The real-space finite-difference formalism enables us to treat truly 2D computational models by imposing individual boundary condition on each direction. The formulae for practical computations under the boundary conditions specific to the 2D materials are derived and the electronic band structures of 2D materials are demonstrated using the proposed method. Additionally, we introduce other first-principles works on the MoS 2 monolayer focusing on the modulation of electronic and magnetic properties originating from lattice defects.
Conventional first-principles calculation methods are based on basis-set expansion techniques using such as atomic orbitals or plane waves. In these methods, however, we should always pay attention to whether the basis function used satisfies the required calculation accuracy and to the fact that the boundary condition does not correspond to that of the actual experiments. On the other hand, the real-space finite-difference method [13] [14] [15] [16] enable us to avoid the above problems, since the wave function and potential on real-space grids are directly calculated without using basis functions. For instance, the calculation accuracy can be simply improved by narrowing the grid spacing. Moreover, by imposing individual boundary condition on each direction, i.e., a periodic boundary condition in the film direction of the 2D materials and an isolated boundary condition in the direction perpendicular to the film plane, one can treat more strictly 2D computational models.
In this review paper, we present details of numerical procedures based on the real-space finite-difference formalism within the framework of the density functional theory 17 to estimate electronic and magnetic properties of 2D materials. The formulae for practical computations under the boundary conditions specific to the 2D materials are derived and the electronic band structures of 2D materials are demonstrated using the proposed method.
First, we present a derivation of the discretized Kohn- 19, 20 which is well-known as an effective and suitable technique to treat 2D periodic materials and expresses physical quantities using the two-dimensional plane wave expansion and a one-dimensional real-space grid.
Additionally, we demonstrate the band structure calculations for graphene-like 2D materials (graphene, silicene, and germanene) using the proposed method and introduce other first-principles works on electronic and magnetic properties of a MoS 2 monolayer.
In the following five sections, our computational formalism is described in detail. In
Sect. VII, the electronic band structure calculations for the several 2D materials are demonstrated by means of our formalism. Section VIII introduces other first-principles studies on the MoS 2 monolayer. The summary and outlook for the theoretical study on the 2D materials is presented in Sect. IX.
II. DENSITY FUNCTIONAL THEORY AND KOHN-SHAM EQUATION
We would better start this article from brief introduction of two essential background theorems on first-principles calculations, on which the theoretical approach to be stated in this article is based. One is the density functional theory, which has been built up by Hohenberg and Kohn in 1964. 17 The density functional theory states that the charge density distribution at the ground state of a system minimizes the total energy functional under the constraint of particle number conservation, and determines all the properties of the system, such as eigenvalues and eigenfunctions. The total energy functional is, however, in an universal form, and difficult to be evaluated in numerical calculations. Therefore, the density functional theory had to include promising approximations of the universal functional, which are adoptable in practical computations.
In 1965, Kohn and Sham has introduced an approximation with non-interacting electrons, which enables us to reproduce the ground-state charge density distributions of complicated many-electron systems only by solving inexpensive single-particle Schrödinger-like equation,
where v eff (r) represents the Kohn-Sham effective potential and reads
Here, the first, second, third, and forth terms in the right-hand side denote ionic core potential, external potential such as electric field, Hartree potential, and exchange-correlation potential, respectively. To determine the electronic structure at the ground state, the KohnSham equation (1) is, in general, solved as an eigenvalue problem for a certain number of eigenpairs, i.e., eigenenergy ε i and wave function ψ i (r) for i = 1, 2, · · · . According to the density functional theory, the Hartree potential and the exchange-correlation potential depend on the electron density,
where n i denotes the occupation number of the ith Kohn-Sham orbital. The electron density ρ(r) obviously depends on the wave functions ψ i (r), which are determined by solving the Kohn-Sham equation (1) . Because of the dependency on each other, this series of equations needs to be solved in a self-consistent manner.
We notice that throughout this article we use the Hartree atomic unit, i.e., |e| = m = h/2π = 1, where e, m, and h are the electron charge, electron mass, and Planck's constant, respectively.
III. REAL-SPACE FINITE-DIFFERENCE FORMALISM
The real-space finite-difference formalism, to be stated in this section, is one of the methods to solve the Kohn-Sham equation (1) within the framework of the density functional theory, and has been at first proposed by Chelikowsky et al. in 1994. [13] [14] [15] [16] As shown in Fig. 1(a) , the real-space finite-difference formalism represents the three-dimensional (3D)
continuous real space as a 3D discrete space filled with equidistant grid points, i.e., each direction in the 3D real space is sampled with a constant grid spacing h i (i = x, y, and z). Therefore, physical quantities being continuous in real space, such as effective potential, electron wave function, and electron density distribution, are also discretized, and the values are defined only on the discretized grid points as shown in Fig. 1(b) . Consequently, we can directly treat the physical quantities by solving the Kohn-Sham equation (1) for the values on the grid points. This is contrastive to the conventional methods using basis function sets such as atomic orbitals or plane waves, which expand the physical quantities using the basis functions and solve the problems for the expansion coefficients.
In this section, we show how to transcribe the Kohn-Sham equation (1) into the realspace finite-difference formalism so that one can solve the differential equation in practical numerical computation. In the conventional methods using basis function sets, the second derivative with respect to three real-space directions, as seen in the left-hand side of (1), can be managed by differentiating the basis functions. In contrast, the real-space finitedifference formalism does not adopt any basis function sets, and thus, the second derivative is approximated by finite-difference formulae.
A. Finite-difference approximation
In the real-space finite-difference formalism, the wave function ψ(r) in (1) is discretized and the set of the values on the grid points are treated as a vector. Accordingly, the operators at the left-hand side in (1) acting on the wave function ψ(r) need to be discretized and defined in a matrix form. The effective potential v eff (r) is now assumed to be a local operator, and therefore, is simply expressed as a diagonal matrix. On the other hand, the kinetic energy operator in the form of the Laplacian ∇ 2 , i.e., the second derivative with respect to the three real-space directions, is approximately represented by a semi-local matrix form. This is called finite-difference approximation.
The representation of the second derivative operator in a matrix form is derived by using the Taylor expansion of a continuous function f (x). Let us consider the Taylor expansion of the one-dimensional (1D) function f (x) with respect to a grid point x i , and express the function values at the neighboring grid points x i±1 = x i ± h x up to the second order of the
The third row just shows the finite-difference approximation of the second derivative using up to the first nearest function values, i.e., approximation order of N f = 1.
Thus, the quotients to the respective function values for the approximation order N f = 1 are found to be 1, −2, 1 for f i−1 , f i , and f i+1 , respectively. This scheme can be expanded to higher-order derivatives and more neighboring grid points. For the generalized case that considers the Taylor expansion up to 2N f th order and N f neighboring grid points at each side of the grid point x i , the function values f (x i+j ) for j = −N f , · · · , N f are expressed as
Thus, the jk element of the Taylor coefficient matrix as in (7) is t jk = j k /k!. By taking the procedure for changing the equation as from (7) to (8) , the mth derivative of the function f (x) at the grid point x i is expressed as
Table I exhibits the real-space finite-difference coefficients of the second derivative for the approximation orders of N f = 1, · · · , 8. Using the sets of the coefficients c l , the second derivative of the function f (x) at the ith grid point x i is expressed as
We notice that since the finite-difference approximation of the second derivative relates the grid points x i and x j only for all |i − j| ≤ N f , the Laplacian operator in the matrix form is not local any more, but the non-zero elements appears only within a diagonal band of the matrix. Consequently, the Laplacian operator matrix is sparse in the real-space finite-difference representation. The sparseness is advantageous to perform matrix-vector multiplications in numerical computation.
At the end of this subsection, we mention the accuracy of the finite-difference approximation. x . It is clearly seen that the finite-difference approximation deviates more from the analytical solution for lower order and for higher wave number. Although increasing the approximation order N f of the finite-difference formula (12) is the most effective way to improve the accuracy, this simultaneously deteriorates the sparseness of the kinetic energy operator matrix, and thus, leads increase in computational cost. For a while, we treat only the case of the central finite-difference approximation, i.e., the approximation order of N f = 1, for simplicity.
B. Real-space representation of Kohn-Sham equation In the preceding subsection, we have discretized the second derivative operator as well as physical quantities, i.e., wave function ψ(x) and effective potential v eff (x), and thus, the (1), is written as the matrix-vector product
where
Here, one can confirm that the operator matrix is band (1) is written as the matrix-vector product
where 
The subscript i, j, and k of the wave function and effective potential stand for the real-space grid indexes in the x, y, and z directions, respectively.
Throughout this section, we have treated the Kohn- 
Equation (16) The numerical summation over the grids is the most direct procedure to compute the Hartree potential. However, the numerical summation is time-consuming for large systems because the computational cost for the direct summation is proportioned to the 5/3 power of system size. The procedure using a multipole expansion of the electron density around an arbitrary point r 0 is proposed by Chelikowsky et al.
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with µ and ν being x, y and z. Here, the functions P l (cos θ ′ ) (l = 0, 1, 2, · · · ) are the Legendre polynomials and cos θ ′ is described as
In addition, p µ and q µν are the dipole moment
and quadrupole moment
respectively. Although the computational cost is proportioned to system size in this scheme, the accuracy of the solution largely depends on the choice of the position r 0 .
To avoid the problem in accuracy, the positions of atoms are chosen as the centers of the multipole expansion. This method is called the fuzzy cell decomposition and multipole expansion. 26 A weighting function ω s (r) for the multiple-center system centered at the sth nucleus is introduced to decompose the electron density.
ω s (r) is the defining function of so-called Voronoi polyhedra Ω s , 28 which provides WignerSeitz cells and is set to satisfy the following equations.
The multipole expansion for each ρ s (r) centered around the position of each nucleus R s gives the Hartree potential
with µ and ν being x, y and z. Here, p s µ and q s µν are
and
If ω s (r) is in the manner of a step function at the boundary of Ω s , the expansion of (25) requires many terms. For rapid convergence of the expansion with respect to the number of the terms in (25) , the behavior of ω s (r) near the boundary should be made as smooth as possible using the fuzzy cell technique, 29 in which the section of the boundary of (24) is fuzzy. The multipole expansion up to the quadrupole is sufficient to obtain an accurate solution when the fuzzy cell is employed.
For later convenience, we define the following quantities.
It is noteworthy that the computations of the terms attributed to V 1,s
H,µ (r), and V 3,s H,µν (r) in (31) are time-consuming when the periodic boundary condition is used. We will introduce an efficient method to compute these terms in Sect. VI. 
A. Kohn-Sham equation in Laue representation
Let us start from the continuous 3D Kohn-Sham equation
in which three real-space directions x, y, and z are explicitly described. Because of the periodicity in the x and y directions, the Bloch's theorem can be applied to the wave function ψ(x, y, z) only for the directions of the periodicity,
The Bloch's wave factor exp(ik || · r || ) is determined by the 2D wave number vector k || = (k x , k y ) and 2D position vector r || = (x, y). Here, u(x, y, z) is a Bloch function with a periodicity in the x and y directions, which is the same periodicity as the supercell. It is easily seen that the periodic function u(x, y, z) can be expanded as a Fourier series only in the x and y directions. Equation (33) is thus rewritten as
whereψ i (z) represents the expansion coefficient for ith plane wave component and is a continuous function of the z direction. Here, G
|| denotes the ith 2D reciprocal vector, and is defined as
The effective potential v eff (x, y, z) in (32) has the periodicity in the x and y directions as well as the system geometry, and thus, is also able to be expanded as a Fourier series in the direction of the periodicity, as
eff (z) represents the expansion coefficient for ith plane wave component and is also a continuous function of the z direction.
Substituting (34) and (36) into the Kohn-Sham equation (32) , one can obtain the KohnSham equation in the Laue representation,
By variable transformation, the product of the effective potential and the wave function at the third term in the left-hand side can be further simplified as
Since the 2D plane wave set {exp(iG
|| · r || )} forms a complete system, the coefficients to each plane wave component at both sides are equivalent for each i. Therefore, the wave function expansion coefficientψ i (z) satisfies the differential equations
for all i. In practical numerical computation, the expansion coefficientsψ i (z) andṽ
which are both the functions of the z direction, have to be discretized. For this purpose, we apply the finite-difference approximation (12) to the second derivative of the expansion coefficient functionψ i (z) with respect to the z direction in (39) . Consequently, the KohnSham equation for the wave function coefficient, which is treated in practical numerical computation, is expressed as the linear equations
for all i and k. As already mentioned above, the 2D materials, on which this article is now focusing, have isolated boundary conditions in the z direction, and hence, the Kohn-Sham
Hamiltonian matrix is sparse and band diagonal like as that in the right-hand side of (13).
B. Hartree potential in Laue representation
As already stated in Sect. II, the potential terms have to be determined for constructing 
where r = (x, y, z) and r ′ = (x ′ , y ′ , z ′ ). It is well known that the Hartree potential v H (x, y, z)
satisfies the Poisson equation (16) . Because of the geometrical periodicity of the 2D materials, the Hartree potential v H (x, y, z) and the electron density ρ(x, y, z) are both expressed as Fourier series in the x and y directions, in analogous to the effective potential v eff (x, y, z) mentioned in the preceding subsection.
Here,ṽ 
for all i. To discretize the expansion coefficient functionsṽ
H (z) in the z direction, the finitedifference approximation (12) is applied to the second derivative of the expansion coefficient
H (z) with respect to the z direction. Consequently, the Poisson equation for the Hartree potential expansion coefficients, which is treated in practical numerical computation, is expressed as the linear equations
for all i and j. Now one can see that the matrix operating on the Hartree potential coefficient
is band diagonal as well as the Kohn-Sham Hamiltonian matrix in the Laue representation as seen in (40).
To solve (44) , the boundary value of Hartree potential is required. The details for calculating the boundary value of Hartree potential for 2D materials in practical computations are described in Sect. IV.
VI. EWALD SUMMATION FOR 2D PERIODIC BOUNDARY CONDITION
In the case of periodic systems, computations of Coulomb potentials and energies in infinite systems require much computational cost and involve numerical difficulties because the potential of 1/|r| slowly vanishes at the limit of |r| → ∞. Ewald proposed an efficient method for treating the integrations of Coulomb potentials and energies. 18 This method was originally introduced for bulks, in which the periodic boundary condition is imposed on all the directions. In this section, we introduce the extension to the systems in which the periodic boundary condition is imposed in the x and y directions and the isolated boundary condition in the z direction.
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The ionic pseudopotential under the periodic boundary conditions is expressed as
where the sum is performed over real-space lattice vectors P of (n
L y , and L z are the lengths of unit cell in the x, y, and z directions, respectively. Although we assume the use of the pseudopotential proposed by Bachelet et al. 31, 32 here, this method is applicable to other types of pseudopotentials, e.g., norm conserving pseudopotential, 23 ultrasoft pseudopotential, 24 and projector augmented-wave (PAW) method. 25 Local components for sth atom is given byv
where C s,i (C s,1 + C s,2 = 1) and α s,i are the parameters of the pseudopotential and erf(x) is the error function defined by
Substituting (46) into (45), we have
where G are 3D reciprocal vectors of 2π( However, in practical calculations for 2D materials, η is chosen so that the potentials and energies rapidly converge with the small numbers of the sums in (48) because vacuum is included in the z direction.
A. Ionic pseudopotential
By using the identity,
the ionic pseudopotential is given by
Here, erfc(x) is the complementary error function 
and therefore,
H,µ (r) is obtained by the following relations.
In the case of µ = x, y,
and in the case of µ = z,
There is a similar relation for V 3,s H,µν (r).
Thus, in the case of µ = x, y and ν = x, y,
in the case of µ = x, y and ν = z,
and in the case of µ = ν = z,
C. Coulomb energy among the nuclei
Coulomb energy among the nuclei is
A nucleus does not interact with its own Coulomb charge, so that the P = 0 term must be omitted from the real-space summation when s = s ′ . The prime in the last summation in (63) means that |ξ s,s ′ | = 0 is omitted.
VII. ELECTRONIC BAND STRUCTURE FOR 2D MATERIALS
In order to ensure the efficiency of the real-space finite-difference method, we have calculated the electronic band structure of the several 2D materials, graphene, silicene, and germanene. These systems are usually treated with the plane-wave basis set using slab models. nuclei. Coulomb potentials and energies in infinite systems are computed using the formulae given in Sect. VI. After the structural optimization, we found that silicene and germanene are slightly buckled while graphene is planar. Figure 4 shows the electronic band structures.
Although the bands attributed to σ orbitals approach to the Fermi level as the atomic number increases, the particular feature of sp 3 bonding network is observed at the Fermi level.
Thus, silicene and germanene are also promising 2D materials as well as graphene.
VIII. FIRST-PRINCIPLES STUDIES ON MOS 2 MONOLAYER
Recently, considerable interest has been focused on TMD compounds due to their great potential as a complementary material to graphene. TMD compounds have the chemical formula TX 2 , where T represents a transition metal from group IV, V, or VI, and X represents a chalcogen (S, Se, or Te). The most remarkable feature of TX 2 compounds is their highly anisotropic layered structure. While TX 2 layers are linked to each other by weak vander-Waals-type forces, each TX 2 layer is composed of covalently bonded X-T-X sandwiches.
In other words, in each layer, a transition-metal plane is enclosed within two chalcogen planes with a trigonal prismatic configuration to form a hexagonal crystal structure. Furthermore, all TX 2 compounds are indirect band gap semiconductors. [6] [7] [8] [9] Owing to the weak interlayer interactions, an isolated TX 2 monolayer can readily be extracted mechanically using an adhesive tape, 36 chemically by lithium-based intercalation, 37 or by employing other techniques 38 analogous to the exfoliation of graphene. In this case, the exposed TX 2 surfaces are relatively inert without any intrinsic dangling bonds since no covalent bonds are broken during the exfoliation process.
MoS 2 (molybdenum disulfide) is a typical example of a several-layered TMD compound (Fig. 5) . For the last several decades, bulk MoS 2 has been extensively investigated and attracted attention due to its unique electronic, optical, and catalytic properties 7, 8, [39] [40] [41] as well as its importance for dry lubrication. 42 Furthermore, the intriguing properties of the MoS 2 monolayer, which are expected to be distinct from those of bulk MoS 2 , are considered to have broad application prospects in next-generation nanodevices, and thus, have been arousing tremendous interest recently. In particular, the MoS 2 monolayer has an intrinsic direct band gap [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] that differs from that of bulk MoS 2 , which is an indirect gap semiconductor.
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Therefore, the 2D MoS 2 monolayer is more attractive than graphene from the viewpoint of the applications to nano-electronic devices such as high-speed and low-power-consumption
FETs, where a high on/off current ratio is required. Simultaneously, this material has shown to be promising for applications in optoelectronics, energy storage, and energy harvesting fields. 44, [55] [56] [57] [58] 
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In this section, we introduce recent theoretical works to elucidate and control the prominent properties of the MoS 2 monolayer using first-principles calculations within the framework of the density functional theory. Here we focus on the modulation of the electronic and magnetic properties of the MoS 2 monolayer by the lattice defects mentioned above.
To investigate the electronic properties of the bulk MoS 2 , many studies on the electronic band structure have been performed using experimental 8, 45, 51, 82, 83 and theoretical 50, 74, [83] [84] [85] methods. In these studies, the 3D bulk MoS 2 crystal is reported to be an indirect semiconductor with an indirect band gap of ∼ 1.3 eV and a direct band gap of ∼ 1.8 eV. Those arise from the presence of two minima in the conduction band (CB) at different k-points in the hexagonal first-Brillouin zone. Here, one minimum with a higher energy is directly above the valence band (VB) maximum at the K point and the other with a lower energy is located between the K and Γ points. As the thickness of the MoS 2 crystal is decreased to a few atomic layers, the indirect band gap becomes wider while the direct band gap is insensitive to the number of layers. Finally, experimental studies find an indirect-to-direct band gap transition in the pristine 2D monolayer form, which has a direct band gap of ∼ 1.9 eV.
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A. Electronic band structure of pristine MoS 2 monolayer
To reveal the electronic band structure and band gap of the MoS 2 monolayer, several first-principles studies have also been performed. Figure 6 represents the electronic band structure of the MoS 2 monolayer. The electronic band structure is calculated based on the real-space finite-difference formalism using the nine-point finitedifference formula (N f = 4), the coarse-grid spacings of 0.33 a B , a 144 mesh for the k -space integration in the first-Brillouin zone, the PAW method, 25 and the Perdew-Burke-Ernzerhof generalized gradient approximation. 92 The atomic configrations are set to be a = 6.00 a B and c = 5.93 a B in Fig. 5 . As the result, the direct band gap of 1.73 eV is obtained in our calculation. However, the value of the band gap varies greatly according to the lattice constant of the models and the procedures employed to treat the exchange-correlation potential and the ionic pseudopotential. For instance, the computed band gap is sensitive to the exchange-correlation functional adopted in the when estimated by the GW approximation, 96 respectively. Moreover, the band splitting of ∼ 150 meV has been reported to be induced by the strong spin-orbit coupling around the K point due to broken inversion symmetry. [48] [49] [50] 78, 84, [97] [98] [99] This characteristic makes MoS 2 interesting for spin-physics exploration.
B. Vacancy defect
During the experimental fabrication of single-layered MoS 2 using epitaxial growth, chemical vapor deposition, 100 or mechanical exfoliation techniques, 36,101 vacancy defects are observed due to the imperfection of the growth or exfoliation process. Thus, several dangling bonds appear in the MoS 2 monolayer and largely affect the electronic band structure around the band gap, where the VB (CB) edge is mainly constituted from the hybridization of Mo 4d and S 3p orbitals (Mo 4d orbitals). In order to examine possible defect structures, first-principles calculations were performed 91 using computational models including mono-S vacancy (V S ), di-S vacancy (V S 2 ), tri-S vacancy (V S 3 ), and mono-Mo vacancy (V Mo ) as shown in Fig. 7 . When V S is introduced into the MoS 2 monolayer, a defect state close to the CB edge exists, which arises from the dangling bond of Mo 4d orbitals. In addition, the reduction of the hybridization between Mo 4d and S 3sp orbitals induce a shallow state change close to the VB maximum. These defect states are localized around Mo atoms adjacent to V S . While it is energetically difficult to form V S 2 , V S 3 , or V Mo , once they are formed, the defect states are populated in the upper half of the band gap and are extended up to the mid-gap region. This means that it is very important to establish schemes to suppress the forming of vacancy defects and to terminate the dangling bonds.
On the other hand, vacancy defects can be utilized to induce the magnetic properties in the MoS 2 monolayer. Zheng et al. by varying the strain ǫ biax from −12 % to 9 %. Consequently, V S -, V S 2 -, and V MoS 3 -doped systems exhibit magnetic properties by imposing the tensile strain and the magnetic moment for V MoS 6 -doped systems can be tuned by the strain.
C. Adsorption of atom and molecule
In order to modulate the electronic band structures, the adsorption of atoms on the MoS 2 monolayer surface is an effectual approach, which is analogous to the strategy for graphene. Metallic, semi-metallic, or semiconducting behavior will occur depending on the adatom type. [59] [60] [61] 65 Moreover, the magnetic properties can be introduced by adatoms as well as vacancy defects, 64 and thus, a scheme to control the magnetism is highly desirable. adatoms favor adsorption on the on-top site above the S atom, while the on-top site of the Mo atom is the most stable for B and C adatoms. 59 The hollow site is one of the favorable adsorption sites for the graphene system. However, the size of the hexagonal ring is so large that the hollow site on the MoS 2 surface is not energetically stable, with the exception of some transition-metal adatoms (Sc, Ti, Mn, and Ag). 
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It is also seen from the density of states that the spin-polarized impurity state in the H-(N-) absorbed system is located near the CB minimum (VB maximum) and the system is treated as an n-type (p-type) semiconductor. On the other hand, in the case of the B-, C-, and F-adsorbed systems, the impurity states are found in the mid-gap and the magnetic moments of the system originate according to the number of electrons occupied in these states. Moreover, the impurity states caused by hybridization of the 2p states of adatoms (1s of H atom) and the valence states of the host species at the neighboring position give rise to the reduction of the band gap. In particular, for the H-(F-) adsorbed system, a large spatial extension of the spin density is observed since the H 1s (F 2p) state additionally overlaps with the second-nearest S 3s states and the third-nearest Mo 4d states, and weak anti-FM coupling is observed.
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When alkali-metal atoms absorb on the on-top site above the Mo atom with ionic bonding, As mentioned above, mechanical strain is utilized to tune the magnetic properties of the MoS 2 monolayer with adatoms and vacancy defects. This strategy can also be an effective approach to control the magnetic properties of the substitutional doping system. Qi et al. Furthermore, the energy difference between the FM state and anti-FM state is examined, and it is found that the FM state is much more stable and the stability is insensitive to the strain. Lin et al. 62 reported that the electronic and magnetic properties of the MoS 2 monolayer substitutionally doped with Mn, Fe, and Co can be tuned depending on their possible charge states.
IX. SUMMARY AND OUTLOOK
In this review, we have presented the theoretical procedures based on the real-space finite- In the inset, the computational model is shown and the rectangular supercell is drawn by broken lines. The key to the symbols in the inset is the same as in Fig. 5 . 
