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1. Introduction and preliminaries
A renewal system is a symbolic dynamical system generated by free concatenations of a finite set of words over an
alphabet. It was introduced by R. Adlerwho raised the following question: Is every irreducible shift of finite type conjugate to
a renewal system? This open question hasmotivated thiswork and some other interesting studies [6,7,14]. Renewal systems
occur in several different areas of mathematics, including coding and information theory. A renewal system is associated
with a labeled graphG formed by joining together, at one state, one loop for eachword of the generating setW . It is uniquely
decipherable if every finite sequence of symbols obtained from G has at most one concatenation of words from W . Other
renewal systems of interest are cyclic ones. A finite setW of words is cyclic if every bi-infinite sequence obtained from the
labeled graph G associated withW corresponds to a unique bi-infinite path in G. Every cyclic set is uniquely decipherable
and generates a renewal system that is a shift of finite type. The family of cyclic codes has numerous interesting properties
and they appear in many problems of combinatorics on words.
Finite concatenations of words from a given set form a monoid and they are extensively studied in automata theory
[3]. For a finite set W of words, there exist only finitely many maximal monoids in the language of the system [13]. If W
generates a shift of finite type and M is a maximal monoid containingW in the language of the system, then M is finitely
generated [10].
In this work we present three equivalent conditions for a generating set of a renewal system to generate a maximal
monoid in the language of the system. We will show that if a code generates a shift of finite type and satisfies those
conditions, then it is cyclic. Also we provide sufficient conditions when the converse holds.
Throughout the work letA denote an alphabet and every shift space be a subshift of the fullA-shiftAZ, that is, a closed
subset ofAZ that is invariant under the shift map, unless stated otherwise.
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Fig. 1.1. The graph presentation forW = {a, bc, ab, c}.
Definition 1.1. A subshift X is called a renewal system if there is a finite setW of words overA such that each point of X can
be obtained as an infinite bilateral concatenation of elements ofW . In this case we write X = XW and say thatW generates
X . The setW is called a generating set of X .
LetW be a finite set of words overA. Then XW , as a subshift ofAZ, can be described as the possible bi-infinite trips on
a graph with one central vertex and one loop for each word ofW : Let G = (G,L) be a labeled graph with a vertex I and a
simple loop labeledw for eachw ∈ W which passes through I and does not intersect any other loop except at I . Here G is the
underlying graph of G andL the labeling. Every point x in XW is described by a bi-infinite trip on G. That is,L∞(XG) = XW ,
where XG denotes the edge shift andL∞ is the sliding block code induced byL. We call G the graph presentation forW and
I the central vertex of G. See Fig. 1.1.
If a subshift X can be described by a (finite) set F of forbidden words all of which have length (k+ 1)with k ≥ 0, i.e., X
is the set of sequences inAZ which do not contain any words in F , then X is called a k-step shift of finite type. In this case
we write X = X̂F . A shift of finite type is a k-step shift of finite type for some k ≥ 0. A sofic shift is a factor of a shift of finite
type, equivalently, it is a subshift that can be represented by a labeled graph.
A sofic shift is irreducible if it can be represented by a labeled graph G = (G,L)where G is irreducible, i.e., for every pair
of vertices I1 and I2 there is a path in G starting at I1 and terminating at I2. From the above description, every renewal system
is an irreducible sofic shift. (For general background on symbolic dynamics, see [9,8,1].)
Let W be a finite set of words over A. Then W ∗ denotes the collection of all finite concatenations of words from W ,
including the empty word denoted ε. In particular, A∗ is the set of all finite concatenations of symbols in A (including ε).
The setW ∗ is a monoid with ε as an identity and concatenation as an associative binary operation. For each n ≥ 1, let An
be the set of all words fromA∗ with length n. Define
W n = {w1w2 · · ·wn|wj ∈ W for j = 1, . . . , n},
i.e., the set of all words formed by concatenations of nwords inW . Then XWn = XW .
Let w be a word in A∗. A word v in A∗ is called a factor of w if there exist p, s ∈ A∗ such that pvs = w. If p = ε, i.e.,
vs = w, then v is called a prefix ofw; if s = ε, i.e., pv = w, then v is called a suffix ofw. Let V be a (countable) set of words
overA. Denote by F (V ) the set of all factors of words in V . The set of all prefixes of words in V is denoted P (V ). Similarly,
S(V ) is the set of all suffixes of words in V . Since ε ∈ A∗, every word in V is a factor of itself; V ⊆ P (V ) ∩ S(V ). IfW is
a finite set of words, then F (W ∗) is exactly the language set of XW which is denoted by B(XW ). It follows that, given two
finite sets V ,W of words, XW = XV if and only if F (W ∗) = F (V ∗). For w ∈ W , denote F ({w}) simply by F (w); similarly
for P (w) and S(w).
Definition 1.2. A finite setW of words overA is said to be prefix if no word inW is a proper prefix of another word inW .
It is said to be suffix if no word inW is a proper suffix of another word inW .
The ideas for the study of relationships between the combinatorial structure of a (finite or infinite) set of words over an
alphabet and the shift space generated by the set were developed in [2–5,10–12]. They also lead to interesting applications
to coding theory where codes play a central role. We will restrict ourselves to sofic shifts generated by a finite set of words.
Then a code in coding theory corresponds to the notion of a uniquely decipherable set of words defined as follows.
Definition 1.3. A finite set W of words over A is said to be uniquely decipherable if, whenever u1 · · · uk = v1 · · · vl with
ui, vj ∈ W , then k = l and ui = vi for i = 1, . . . , k. A renewal system X is said to be uniquely decipherable if there is a
generating set of X that is uniquely decipherable.
If W is prefix or suffix, then it is uniquely decipherable. The set in Fig. 1.1 is not uniquely decipherable, since a(bc) =
(ab)c . The set W = {010, 101} is uniquely decipherable, i.e., every finite concatenation of words from W has no other
concatenation of words fromW . Meanwhile, the point (01)∞ in XW has three bi-infinite concatenations of words fromW .
A cyclic generating set is one when this situation does not appear.
Definition 1.4. A finite set W of words over A is said to be cyclic if, whenever p, s ∈ A∗, ui, vj, ps ∈ W , s 6= ε, and
u0u1 · · · uk = sv1 · · · vlp, then k = l, u0 = s, p = ε, and ui = vi for i = 1, . . . , k. A renewal system X is said to be cyclic if
there is a generating set of X that is cyclic.
Every cyclic renewal system is uniquely decipherable.
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Definition 1.5. A finite setW of words overA is said to be pure if, whenever v ∈ A∗ and vk ∈ W ∗ for some k ∈ N, we have
v ∈ W ∗.
Every cyclic generating set is pure due to the following theorem. IfW = {a, bc, ab, c}, thenW is pure but is not uniquely
decipherable, hence not cyclic.
Theorem 1.1 ([2]). Let W be a finite set of words overA that is uniquely decipherable and G = (G,L) the graph presentation
for W. Then W is cyclic if and only ifL∞ is a conjugacy from XG onto XW .
In other words, if W is uniquely decipherable, then the renewal system XW is conjugate to the edge shift XG defined
by the underlying graph G of the graph presentation for W exactly when W is cyclic. Here, a conjugacy means a shift-
commuting homeomorphism. Two conjugate shift spaces share their dynamical behavior. As a result, it is sufficient to study
XG to understand the dynamics of XW ifW is cyclic. In this sense, cyclic renewal systems behave in the nicest way among
all renewal systems. Also a cyclic generating set has a strong decipherability in the sense that any given bi-infinite sequence
has a unique decomposition. A natural question is to find necessary and/or sufficient conditions under which a generating
set is cyclic.
A. de Luca and A. Restivo found some useful equivalent conditions for finite codes to be cyclic [5,11]. In this work we
provide some other sufficient conditions for a generating set to be cyclic. In Section 2 we introduce three properties related
to a generating setW of a renewal system X each of which is necessary and sufficient forW to generate a maximal monoid
inB(X). It will be shown in Section 3 that any code satisfying these conditions must be cyclic if XW is a shift of finite type.
Using the notion of a synchronizing word for a labeled graph, we prove that any pure generating set that is prefix or suffix
satisfies those properties.
From Theorem 1.1, every cyclic renewal system is a shift of finite type. Thus the family of cyclic generating sets defines
a class of renewal systems which is important in connection with topological Markov chains. Meanwhile, a renewal system
that is a shift of finite type need not be cyclic, but one that is a 1-step shift of finite typemust be cyclic (see Section 4). That is,
if a renewal system can be described by a set of forbidden blocks of length 2, or has ‘‘1 step of memory’’, then it is cyclic. We
also provide an example of a uniquely decipherable renewal system that is a (2-step) shift of finite type but not conjugate
to a cyclic renewal system.
A (countable) set W of words over A is called simple if any concatenation of more than one words from W does not
belong to W . Clearly if W is uniquely decipherable, then it is simple. One can always take a simple subset V of W such
that XV = XW , by removing all the words in W that are nontrivial concatenations of words from W . We call this process
simplifyingW and identify the resulting simple set V withW .
Throughout the work letWA denote the collection of all finite nonempty simple sets of words overA. Every finite set in
A∗ is assumed to be simplified.
We thank the referees for many detailed comments which improved the exposition.
2. Properties of generating sets
In this sectionwe present several interesting conditions on a generating set of a renewal system, some of which naturally
arise in the study of generating sets, and then prove that those conditions are all equivalent.
Let W = {0, 10, 11}. It is not difficult to show that W is uniquely decipherable and generates the full 2-shift, i.e.,
XW = {0, 1}Z. But W may not be the ‘‘best’’ choice for a generating set of XW , since V = {0, 1} also generates XW and
each wordw ∈ W is a finite concatenation of words from V . Note also that V is cyclic, whileW is not.
Generally, one may want to find a generating set V of a given renewal system XW such that V ‘‘generates’’W in the sense
thatW ⊆ V ∗. It may be then easier to analyze and deal with the system. Motivated by this, we define a relation onWA as
follows.
Define a partial order G onWA by V GW if XW = XV andW ⊆ V ∗. In other words, we write V GW ifW and V generate
the same renewal system and every word inW is a concatenation of words from V . It is indeed a partial order onWA.
Lemma 2.1. The relation G is a partial order onWA.
Proof. Let V and W be in WA such that V G W and W G V . Let w ∈ W . Since V G W , there are v1, . . . , vn ∈ V , n ≥ 1,
such that w = v1 · · · vn. SinceW G V , it follows that for each j = 1, . . . , n, there are wj1, . . . , wjkj ∈ V , kj ≥ 1, such that
vj = wj1 · · ·wjkj . So
w = w11 · · ·w1k1w21 · · ·w2k2 · · ·wn1 · · ·wnkn .
Since V andW are simple, we have n = kn = 1, so w = w11 ∈ V . HenceW ⊆ V . Similarly V ⊆ W . Thus V = W . It is
also easy to see that if U G V and V GW , then U GW . Thus the result follows. 
This ordering induces a class of generating sets as follows.
Definition 2.1. A setW ∈ WA is said to be a minimal generating set of XW or simply minimal if there is no V ∈ WA such
that V GW and V 6= W .
Example 2.1. LetW = {0, 10, 11} and V = {0, 1}. Clearly, V is minimal. Meanwhile,W is not minimal, since V GW .
This ‘‘minimality’’ ofW turns out to be equivalent to some ‘‘maximality’’ ofW ∗.
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Definition 2.2. LetW ∈ WA. Then the submonoidW ∗ ofA∗ is called amaximal monoid in F (W ∗) or simplymaximal if it
is a maximal monoid contained in F (W ∗), that is, wheneverM ⊇ W ∗ is a monoid in F (W ∗), thenM = W ∗.
IfW ∈ WA andW ∗ is not a maximal monoid inF (W ∗), then one can find a wordw ∈ F (W ∗) such that XW∪{w} = XW . It
is natural to study words satisfying such a property in order to investigate the maximality ofW ∗ as a monoid. The following
definition characterizes the (finite) union of all maximal monoids containingW ∗ in the language of a renewal system XW .
Definition 2.3. LetW ∈ WA. Define
W d = {w ∈ F (W ∗)|XW∪{w} = XW }.
We say thatW is closed ifW d = W ∗.
It is clear thatW ∗ ⊆ W d.
Lemma 2.2. Let W ∈ WA. Then the following are equivalent.
(i) W is a minimal generating set of XW .
(ii) W ∗ is a maximal monoid in F (W ∗).
(iii) W is closed.
Proof. It is clear from the definitions that ifW is minimal, then it is closed. That is, (i) implies (iii). To see that (iii) implies
(ii), letW be closed. IfW ∗ is not maximal, then there is u ∈ F (W ∗) \W ∗ such that
F ((W ∪ {u})∗) = F (W ∗).
PutV = W∪{u}. Obviously,W ⊆ V ∗,V 6= W , andF ((W∪{u})∗) = F (W ∗). HenceW is not closed,which is a contradiction.
ThusW ∗ is maximal. Finally, letW ∗ be maximal. IfW is not minimal, then there is V ∈ WA such that V GW and V 6= W , so
F (V ∗) = F (W ∗). SinceW ⊆ V ∗ andW 6 V , i.e., V * W ∗, it follows that
W ∗ ( (W ∪ V )∗ ⊆ F (V ∗) = F (W ∗).
ThusW ∗ is not maximal, which is a contradiction. ThusW is minimal. Therefore (ii) implies (i). 
Remark. An irreducible sofic shift has a finite number of maximal monoids in its language [13]. Consequently, any renewal
system has only a finite number of minimal generating sets.
For W ∈ WA, there is a maximal monoid M in F (W ∗) with W ∗ ⊆ M . In fact, it follows from an application of Zorn’s
lemma that, given any monoid N in F (W ∗), there is a maximal monoid M in F (W ∗) with N ⊆ M . In particular, there is a
maximal monoidM in F (W ∗) containingW ∗.
Lemma 2.3. Let W ∈ WA. Then W d is the (finite) union of all maximal monoids in F (W ∗) that contain W ∗.
Proof. Let M1, . . . ,Mr , r ≥ 1, be the maximal monoids in F (W ∗) that containW ∗. Fix 1 ≤ i ≤ r . If α ∈ Mi and v ∈ W ∗,
then
W ∗ ⊆ (W ∪ {α})∗ ⊆ F (W ∗),
i.e., α ∈ W d. ThusMi ⊆ W d. Therefore⋃ri=1Mi ⊆ W d.
Next, if α ∈ W d, i.e., (W ∪ {α})∗ ⊆ F (W ∗), thenW ∪ {α} is contained in a maximal monoid in F (W ∗). That is, α ∈ Mi
for some i, 1 ≤ i ≤ r . ThusW d ⊆⋃ri=1Mi. ThereforeW d =⋃ri=1Mi. 
LetW ∈ WA and w ∈ F (W ∗). If w ∈ W ∗, then uwv ∈ W ∗ for any u, v ∈ W ∗. The converse also holds, since ε ∈ W ∗.
One may ask then whether uwv ∈ F (W ∗) for any u, v ∈ W ∗ implies thatw ∈ W ∗. In other words, if uwv is in the language
of XW for any u, v ∈ W ∗, then mustw be inW ∗? The following definition concerns this question.
Definition 2.4. LetW ∈ WA. Define
W e = {w ∈ F (W ∗)|uwv ∈ F (W ∗) for any u, v ∈ W ∗}.
We say that W is inextensible if W e = W ∗, or equivalently, there is no nonempty subset N of A∗ \ W ∗ such that
W ∗NW ∗ ⊆ F (W ∗). IfW e 6= W ∗, then we sayW is extensible.
ClearlyW ∗ ⊆ W e. AlsoW ∗W eW ∗ ⊆ W e, i.e., uwv ∈ W e forw ∈ W e and u, v ∈ W ∗. Note thatW ∗ ⊆ W d ⊆ W e. Thus if
W is inextensible, then it is closed.
Example 2.2. LetW = {0, 10, 11}. ThenW is extensible, since 1 ∈ W e \W ∗. AlsoW is not minimal and V = {0, 1} GW .
AlsoW is uniquely decipherable but not cyclic.
Given a shift space X , an intrinsically synchronizing word w is a word in B(X) which has the property that, whenever
u, v ∈ B(X) and uw,wv ∈ B(X), then uwv ∈ B(X). Every irreducible sofic shift has an intrinsically synchronizing word
(see Section 3.3 in [9]). In particular, if W ∈ WA, then there is an intrinsically synchronizing word for XW . We denote by
Is(XW ) or simply Is the set of all intrinsically synchronizing words for XW . Any extension of a word in Is is again in Is. If X
is a k-step shift of finite type for some k > 0, then every word u ∈ B(X)with |u| ≥ k is intrinsically synchronizing.
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Lemma 2.4. Let W ∈ WA. Let w ∈ Is ∩W e and p, s ∈ F (W ∗) with pws ∈ W ∗. Put τ = pw or ws. Then τ ∈ Is ∩W d, i.e.,
XW∪{τ } = XW .
Proof. Let τ = pw. Sincew ∈ Is, we have τ ∈ Is. Also ττ = pwτ ∈ F (W ∗), since τ ∈ P (W ∗) andw ∈ W e ∩ Is. It follows
that, given n ∈ N, we have τ n ∈ F (W ∗), since τ ∈ Is. If u, v ∈ W ∗, then uτ nvτ ∈ F (W ∗), since τ , vτ ∈ P (W ∗) and
w ∈ W e ∩ Is. This implies that τ ∈ W d, as desired. The case where τ = ws can be treated similarly. 
ForW ∈ WA, we give equivalent conditions for the uniqueness of a maximal monoid in F (W ∗) containingW ∗.
Lemma 2.5. Let W ∈ WA. Then the following are equivalent.
(i) W d is a (maximal) monoid in F (W ∗).
(ii) W e is a (maximal) monoid in F (W ∗).
(iii) There is a unique maximal monoid in F (W ∗) that contains W ∗.
(iv) W d = W e.
Proof. By Lemma2.3,W d is amonoid if and only if it is amaximalmonoid, or equivalently, there is a uniquemaximalmonoid
in F (W ∗) that containsW ∗. Thus (i) and (iii) are equivalent. LetW e be a monoid in F (W ∗). It follows from Lemma 2.3 that
W e = W d. So (ii) implies (i) and (iii). Conversely, let M be a unique maximal monoid in F (W ∗) containing W ∗. Choose
any u ∈ Is ∩ W ∗. Let α ∈ W e. Then αu, uα ∈ W e. If v ∈ W ∗, then (uα)v(uα) ∈ F (W ∗) and (uα)(uα) ∈ F (W ∗), since
u, vu ∈ Is. Hence (W ∪ {uα})∗ ⊆ F (W ∗). Thus (W ∪ {uα})∗ ⊆ M , so uα ∈ M . Similarly, αu ∈ M . Let α, β ∈ W e and
v,w ∈ W ∗. Since uv,wu ∈ Is ∩W ∗, by the above argument, uvα, βwu ∈ M . Hence uvαβwu ∈ M , so vαβw ∈ F (W ∗).
Thus αβ ∈ W e. Therefore W e is a monoid. Thus (iii) implies (ii). Finally, let W d = W e and α, β ∈ W e. To see αβ ∈ W e,
let v,w ∈ W ∗ and choose u ∈ Is ∩ W ∗. Then βwuvα ∈ W e, so βwuvαβwuvα ∈ F (W ∗). Hence vαβw ∈ F (W ∗), i.e.,
αβ ∈ W e. ThusW e is a monoid. Therefore (iv) implies (ii), which completes the proof. 
The following result is immediate from Lemmas 2.2 and 2.5.
Proposition 2.6. Let W ∈ WA. Then the following are equivalent.
(i) W is closed, i.e., W d = W ∗.
(ii) W is inextensible, i.e., W e = W ∗.
(iii) W is a minimal generating set of XW .
(iv) W ∗ is a maximal monoid in F (W ∗).
3. Cyclic and pure generating sets
In this section we characterize a class of cyclic generating sets of renewal systems by showing that the four equivalent
conditions in Proposition 2.6 forceW to be cyclic ifW is uniquely decipherable and generates a shift of finite type. We show
that any pure generating set that is prefix has an r-synchronizingword for its graph presentation. This leads to the proof that
every pure (and hence cyclic) generating set that is prefix or suffix satisfies those equivalent conditions. Given are conditions
under which a pure generating set of a renewal system is minimal. In general, none of the four statements in Proposition 2.6
implies thatW is cyclic (not even pure).
Example 3.1. Let W = {a, bc, ab, c}. Then W is minimal and generates a 2-step shift of finite type X̂F where F =
{bba, bbb, cba, cbb}. But it is not uniquely decipherable, hence not cyclic.
Example 3.2. LetW = {010, 101}. ThenW is uniquely decipherable and minimal. But it is not pure, since (01)3 ∈ W ∗ but
01 /∈ W ∗. One can check that XW is not a shift of finite type.
Example 3.3. LetW = {00, 000, 11, 111}. ThenW generates a 2-step shift of finite type X̂F where F = {010, 101}. Note
thatW is minimal but is neither pure nor uniquely decipherable.
These examples illustrate that in general, minimality, or equivalently, inextensibility of a generating set W does not
necessarily imply that it is cyclic. It is mainly because being cyclic automatically forces XW to be a shift of finite type,
meanwhile minimality of W does not guarantee that W generates a shift of finite type. However, assuming that W is
uniquely decipherable and generates a shift of finite type, one can show that minimality implies cyclicity. The following
lemma is needed.
Lemma 3.1. Let W ∈ WA. Let u ∈ Is be inP (W ∗)∩S(W ∗). Then u ∈ M for any maximal monoid M inF (W ∗)withW ∗ ⊆ M.
Hence XW∪{u} = XW .
Proof. LetM be a maximal monoid. ThenM = V ∗ for some V ⊆ F (W ∗). SinceW ∗ ⊆ V ∗, it follows that P (W ∗) ⊆ P (V ∗)
and S(W ∗) ⊆ S(V ∗). So uvu, uu ∈ F (V ∗) for any v ∈ V ∗. Since u ∈ Is, we get (V ∪ {u})∗ ⊆ F (W ∗). Thus u ∈ M . Therefore
XW∪{u} = XW by Lemma 2.3. 
Proposition 3.2. Let W ∈ WA be uniquely decipherable and generate a shift of finite type. If W is minimal, then it is cyclic.
Proof. Let W be minimal. If W is not cyclic, then there are α, β ∈ F (W ) with αβ ∈ W and u1, . . . , ul, v1, . . . , vm ∈ W
with l,m ≥ 1 such that α, β /∈ W (sinceW is uniquely decipherable) and
w = u1 · · · ul = βv1 · · · vmα ∈ W ∗.
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Put q = bm/2c. Let
τ = βv1 · · · vq and pi = vq+1 · · · vmα.
Then either τ or pi (or both) is not inW ∗. In fact, if both are inW ∗, then τ = u1 · · · uk and pi = uk+1 · · · ul for some k ≥ 1,
sinceW is uniquely decipherable. It follows that piτ ∈ W ∗ admits two distinct decompositions inW . This is a contradiction.
Put v = τ if τ /∈ W ∗ and v = pi otherwise. Noww can be taken arbitrarily long (by consideringwk, k ≥ 2, if necessary).
So can v. Thus we may assume that v ∈ Is, since XW is a shift of finite type. Now v ∈ P (W ∗) ∩ S(W ∗), so XW∪{v} = XW by
Lemma 3.1. SinceW is minimal, we have v ∈ W ∗, which is a contradiction. ThusW is cyclic. 
In the followingwewill give sufficient conditions for a cyclic generating set to beminimal. LetW ∈ WA andXW be a shift
of finite type. Let M be a maximal monoid in F (W ∗) withW ∗ ⊆ M . Then M = V ∗ for some V ∈ WA [10]. If V ⊆ W , then
V ∗ ⊆ W ∗ so thatW is minimal. If V * W , then there exist α1, . . . , αr ∈ F (W ∗), r ≥ 1, such that V \W = {α1, . . . , αr}. We
first show that ifW is pure, then it is minimal when r = 1. A word u ∈ A∗ is primitive if u 6= vk for any v ∈ A∗ and k ≥ 2.
Proposition 3.3. Let W ∈ WA be pure and W ∪ {α} be a minimal generating set of XW where αk ∈ Is for some k ≥ 1. Then
α ∈ W ∗. Hence W is minimal.
Proof. Let V = W ∪ {α} and write α = γ t , where t ≥ 1 and γ ∈ F (W ∗) is primitive. SinceW is pure, there is a conjugate
of γ inW ∗, i.e., there exist a, b ∈ F (W ∗) such that γ = ba and ab ∈ W ∗. Consider a(ba)tb ∈ W ∗. Let τ = aαk = a(ba)tk.
Then τ ∈ P (V ∗) ∩ S(V ∗) ∩ Is. It follows that vτw ∈ F (V ∗) for any v,w ∈ V ∗. Hence τ ∈ V e = V ∗, since V is minimal.
Suppose that τ /∈ W ∗. Then
τ = aγ tk = uαv = uγ tv
where u ∈ W ∗ and v ∈ V ∗. Since γ is primitive, it follows that u = aγ l for some l ≥ 0. Hence τ = (ab)tk−lu ∈ W ∗, which is
a contradiction. Thus τ = aγ tk ∈ W ∗.
A similar argument shows that (ba)tkb = γ tkb ∈ W ∗. Hence
γ 2tk+1 = (ba)tkba(ba)tk ∈ W ∗,
so γ = ba ∈ W ∗, sinceW is pure. Thus α = γ t ∈ W ∗. ThereforeW ∪ {α} = W (after simplification), i.e.,W is minimal. 
Corollary 3.4. Let W ∈ WA be pure andW ∪{α} a minimal generating set of XW with α ∈ F (W ∗). If XW is a shift of finite type,
then α ∈ W ∗ and hence W is minimal.
Proof. If XW is a shift of finite type, then there is k ≥ 1 such that αk ∈ Is. The result follows from Proposition 3.3. 
Corollary 3.5. LetW ∈ WA be cyclic andW ∪{α} aminimal generating set ofXW with α ∈ F (W ∗). Then α ∈ W ∗ and therefore
W is minimal.
Example 3.4. LetW = {0, 10, 011, 1011}. It is not difficult to check thatW is cyclic. Let α = 01 or 101. Then αw ∈ W ∗ for
any w ∈ W , so that α ∈ W e. ThusW is not minimal. In fact, letting V = W ∪ {01, 101}, one obtains that V GW and V is
minimal. Notice that |V \W | = 2.
Next, we establish a sufficient condition for a cyclic generating set to be minimal. In fact, purity is enough. It involves a
synchronizing property of a labeled graph.
Definition 3.1. Let G = (G,L) be a labeled graph. A wordw ∈ B(XG) is called an r-synchronizing word for G if all paths in
G representing w terminate at the same vertex. A word w ∈ B(XG) is called an l-synchronizing word for G if all paths in G
representingw start at the same vertex.
Let W ∈ WA and G = (G,L) the graph presentation for W . An r-synchronizing word for G will be also called an r-
synchronizing word forW and an l-synchronizing word for Gwill be called an l-synchronizing word forW . Letw ∈ F (W ∗).
Given J ∈ V(G), define TJ(w) to be the set of all vertices K in G such that there is a path from J to K labeledw. Put
T (w) =
⋃
J∈V(G)
TJ(w).
Note that w is an r-synchronizing word forW if and only if T (w) is a one point set. If w is an r-synchronizing word forW ,
then so is vw for any v ∈ F (W ∗)with vw ∈ F (W ∗).
Proposition 3.6. Let W ∈ WA be pure and prefix. Then there is an r-synchronizing word for W.
Proof. Let G = (G,L) be the graph presentation forW with the central vertex I . Let
k = min{|T (v)||v ∈ F (W ∗)} ≥ 2.
For eachw ∈ W ∗, let
C(w) = {pi |pi is a cycle in G starting at I such thatL(pi) is a conjugate ofw}.
Let w ∈ W ∗. If pi is a path in G with L(pi) = w starting at I , then it terminates at I , since W is prefix. We claim that
|C(w)| ≥ 2. To see this, let |C(w)| = 1, say C(w) = {pi}. Choose L > 0 large enough such that every path representing wL
passes through pi . By the above argument, T (wL) = {I}, which is a contradiction. Thus |C(w)| ≥ 2.
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u u
u
Jk
J2
J3
3k
p2
s2J1= I
Fig. 3.1. u ∈ W ∗ and T (u).
I
Ji1
Jin-1
Ji2
p2 u
p 2 u
p 2 u
Fig. 3.2.When in = 1 and Jin = J1 = I .
Let u ∈ F (W ∗) be given such that |T (u)| = k, say T (u) = {J1, . . . , Jk}. For each i = 1, . . . , k, take the shortest path from Ji
to I , say γi. If |γi| = min1≤j≤k |γj|, then u·L(γi) ∈ S(W ∗) and |T (u·L(γi))| = k. For any v ∈ F (W ∗)with vu·L(γi) ∈ F (W ∗),
we get |T (vu · L(γi))| = k. Choose v ∈ F (W ∗) so that vu · L(γi) ∈ W ∗. Replacing u with vu · L(γi), if necessary, we may
assume that u ∈ W ∗ and J1 = I . Since |C(u)| ≥ 2, there is a cycle pi in G starting at I such that L(pi) 6= u and L(pi) is
a conjugate of u, i.e., pi = αβ , where α and β are subpaths of pi with L(β)L(α) = u and α does not end at I . Since βα
is a cycle, we may also assume that there is a cycle from J2 to J2 labeled u. Take the shortest path from J2 to I , say pi2, and
put s2 = L(pi2). Then there is p2 ∈ P (W ∗) \ {ε} such that u = s2p2. There is a path from I to J2 labeled p2. Note also that
p2s2 ∈ W ∗. See Fig. 3.1.
Put
τ = up2u = up2s2p2 ∈ P (W ∗).
Then T (τ ) ⊆ T (u) so that T (τ ) = T (u). Similarly, T (p2u) = T (u). Let R be the set of all vertices in G at which some path
representing p2u as a suffix of τ starts. Then R ⊆ T (u).
Now, there is a path from Ji1 to I labeled p2u for some i1 ≥ 1. Then there is a path from Ji2 to Ji1 labeled p2u for some
i2 ≥ 2. Inductively, there is a sequence {in}∞n=0 in {1, . . . , k} for which there is a path from Jin+1 to Jin labeled p2u for all n ≥ 0
where i0 = 1. See Fig. 3.2.
If in = 1 for some n ≥ 1, i.e., Jin = I , then there is a path labeled (p2u)n from I to I . Since W is pure, we have
p2u = p2s2p2 ∈ W ∗. Since p2s2 ∈ W ∗ and W is prefix, it follows that p2 ∈ W ∗ and hence s2 ∈ W ∗. So J2 = I , which
is a contradiction. Thus in ≥ 2 for all n ≥ 1. Hence there exist l,m ≥ 1 such that l < m and il = im. Then there exist two
paths labeled (p2u)l starting from Jil which terminate at I and at Jim−l , respectively. Again, sinceW is prefix, we have Jim−1 = I ,
which is a contradiction. Thus k = 1, i.e., there is an r-synchronizing word forW . 
Remark. IfW ∈ WA is pure and suffix, then there is an l-synchronizing word forW .
Example 3.5. LetW = {01, 010}. ThenW is pure but is not prefix. There is no r-synchronizing word forW .
Example 3.6. LetW = {00, 01, 01, 11}. ThenW is prefix and suffix but is not pure. There is neither r-synchronizing word
nor l-synchronizing word forW .
Wewill show that ifW ∈ WA is prefix (or suffix) and pure, then it isminimal. First, we observe the following two lemmas.
Lemma 3.7. Let W ∈ WA. Then the following statements hold.
(i) If there is an r-synchronizing word for W, then W e ⊆ P (W ∗).
(ii) If there is an l-synchronizing word for W, then W e ⊆ S(W ∗).
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Fig. 3.3. T (w) = T (u ·L(pi)) = {I}.
Proof. Let G = (G,L) be the graph presentation forW with the central vertex I . Let u be an r-synchronizing word for G and
T (u) = {J}. If J 6= I , then take the shortest path from J to I in G, saypi , and putw = u ·L(pi). Then T (w) = T (u ·L(pi)) = {I}.
Sow ∈ S(W ∗) and it is also an r-synchronizing word for G. See Fig. 3.3.
Let α ∈ W e. Then wα ∈ F (W ∗). Since every path in G representing w terminates at I , it follows that α ∈ P (W ∗). Thus
W e ⊆ P (W ∗).
Similarly, if there is an l-synchronizing word forW , thenW e ⊆ S(W ∗). 
Lemma 3.8. Let W ∈ WA and W e ⊆ P (W ∗) ∪ S(W ∗). Then either W e ⊆ P (W ∗) or W e ⊆ S(W ∗). Also W e is a monoid.
Proof. Suppose thatW e * S(W ∗). We will prove thatW e ⊆ P (W ∗). To see this, let α ∈ W e \ S(W ∗) and β ∈ W e. Choose
any u ∈ Is ∩W ∗. If v,w ∈ W ∗, then vβu, uαw ∈ F (W ∗), so that vβuαw ∈ F (W ∗). Hence βuα ∈ W e. By the assumption,
we have βuα ∈ P (W ∗) ∪ S(W ∗). If βuα ∈ S(W ∗), then α ∈ S(W ∗), which is a contradiction. Hence βuα ∈ P (W ∗),
so β ∈ P (W ∗). Consequently, W e ⊆ P (W ∗). To see that W e is a monoid, we may assume that W e ⊆ P (W ∗). (The
case W e ⊆ S(W ∗) can be treated similarly.) Let α, β ∈ W e. Then αβ ∈ F (W ∗), since β ∈ P (W ∗). If v,w ∈ W ∗, then
vα, βw ∈ W e. In particular, βw ∈ P (W ∗). Hence vαβw ∈ F (W ∗). So αβ ∈ W e. ThusW e is a monoid. 
Theorem 3.9. Let W ∈ WA be prefix or suffix. If W is pure, then it is minimal.
Proof. Let W be prefix. The case where W is suffix can be treated in a similar manner. It follows from Proposition 3.6,
Lemmas 3.7 and 3.8 thatW e ⊆ P (W ∗) andW e is a monoid. IfW e \W ∗, then take α ∈ W e \W ∗ so that |α| is minimal. Since
W e is a monoid, we have αn ∈ W e for all n ≥ 1 so that αn ∈ P (W ∗) for all n ≥ 1. Hence there exist a, b ∈ F (W ∗) such
that α = ba and (ab)m, (ba)rb ∈ W ∗ for somem ≥ 1, r ≥ 0. SinceW is pure, we have ab ∈ W ∗. If a ∈ W ∗, then a, b ∈ W ∗
so that α ∈ W ∗. This is a contradiction. Hence a /∈ W ∗, so |a| < |α|. Let u = (ba)rb and p = a. Then αr+1 = up ∈ P (W ∗)
and u, pu ∈ W ∗. If v ∈ W ∗, then αr+1v ∈ W e so that αr+1v = upv ∈ P (W ∗). Since W is prefix and u ∈ W ∗, we get
pv ∈ P (W ∗). This implies that p ∈ W e \ W ∗. This is a contradiction, since |α| is minimal and |p| < |α|. ThusW e = W ∗.
ThereforeW is minimal. 
Example 3.7. LetW = {0, 10, 11}. ThenW is prefix but not pure. Note that 0 is an r-synchronizing word forW butW is
not minimal. AlsoW ∪ {1} (= {0, 1}) is a minimal generating set of XW = {0, 1}Z.
Propositions 2.6 and 3.2, Theorem 3.9 and the fact that every cyclic set is pure imply the following.
Corollary 3.10. Let W ∈ WA be prefix or suffix and XW be a shift of finite type. Then the following are equivalent.
(i) W is pure.
(ii) W is cyclic.
(iii) W is closed, i.e., W d = W ∗.
(iv) W is inextensible, i.e., W e = W ∗.
(v) W is a minimal generating set of XW .
(vi) W ∗ is a maximal monoid in F (W ∗).
4. Renewal systems that are low step shifts of finite type
In this sectionwe consider renewal systems that are 1 or 2-step shifts of finite type. First,we show that if a pure generating
set generates a 2-step shift of finite type, then it is minimal. We also prove that a renewal system which is a 1-step shift of
finite type is cyclic. We present an example of a uniquely decipherable renewal system which is a 2-step shift of finite type
but is not conjugate to a cyclic renewal system.
Proposition 4.1. Let W ∈ WA be pure and XW be a 2-step shift of finite type. Then W is minimal.
Proof. LetW be not minimal. It follows from Proposition 3.3 and the statements preceding Proposition 3.3 that there exist
α1, . . . , αr ∈ F (W ∗) \W ∗, r ≥ 2, such that V = W ∪ {α1, . . . , αr}, where αi 6= αj for i 6= j and |α1| = min1≤i≤r |αi|. Set
Λ = {α2, . . . , αr} and V1 = W ∪ Λ. Write α1 = γ t where t ≥ 1 and γ ∈ F (W ∗) is primitive. SinceW is pure, there is a
conjugate of γ inW ∗, i.e., there exist a, b ∈ F (W ∗) such that γ = ba and ab ∈ W ∗.
First, let |γ | = 2. Put τ = aba or τ = bab. If αi ∈ F (τ ) for some i ≥ 2, then αi = τ . Also τ ∈ P (V ∗) ∩ S(V ∗). Since
|τ | = 3 and hence τ ∈ Is, it follows from Lemma 3.1 that τ ∈ V d = V ∗. If aba /∈ (V1)∗, then a ∈ W , so that (ab)a ∈ W ∗,
which is a contradiction. Thus aba ∈ (V1)∗. Similarly, bab ∈ (V1)∗.
If aba, bab ∈ W ∗, then (ba)3 ∈ W ∗ so that ba ∈ W ∗, which is a contradiction. Thus either aba ∈ Λ or bab ∈ Λ. If aba ∈ Λ,
then aab ∈ W ∗ or baa ∈ W ∗. In either case, aaa ∈ F (W ∗) so that a ∈ W , which is impossible. Similarly, if bab ∈ Λ, then
b ∈ W , which is impossible. Thus |γ | > 2. Put τ = b if |b| ≥ 2 and τ = a if |a| ≥ 2. Then τ ∈ V ∗. It follows that τ ∈ W ∗.
We may assume that b ∈ W ∗ and |a| = 1. Then aba ∈ (V1)∗. If aba ∈ Λ, then there exist c, d ∈ F (W ∗) such that b = cd
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and daac ∈ W ∗. If d = ε or c = ε, then aab ∈ W ∗ or baa ∈ W ∗. It follows that a ∈ W , which is impossible. If d 6= ε and
c 6= ε, then ac, da ∈ P (V ∗) ∩ S(V ∗). Similarly, ac, da ∈ V ∗. Since |ac| < |α1| and |da| < |α1|, it follows that ac, da ∈ W ∗.
Thus aba = acda ∈ W ∗, so baba ∈ W ∗, which is impossible. ThereforeW is minimal. 
LetW ∈ WA be pure. If XW is a k-step shift of finite type with k ≥ 3, thenW need not be minimal.
Example 4.1. LetW be given as in Example 3.4, i.e.,W = {0, 10, 011, 1011}. One can show thatXW = X̂F whereF = {14},
hence XW is a 3-step shift of finite type. Recall thatW is cyclic, so pure, but not minimal.
LetUA denote the collection of all uniquely decipherable sets inWA. Define a relation≺ onWA by V ≺ W if V GW and
V ⊆ F (W ). Clearly, the relation≺ is a partial order onWA. It is straightforward to check the following.
Lemma 4.2. Let {Wn} be a sequence inWA such that Wn+1 ≺ Wn for all n ≥ 1. Then there is k ≥ 1 such that Wn = Wk for all
n ≥ k.
Lemma 4.3. Let W ∈ WA and g.c.d.{|w||w ∈ W } ≥ k. If XW is a k-step shift of finite type, then it is uniquely decipherable.
Moreover there is V ∈ UA with V ≺ W.
Proof. Let p = g.c.d.{|w||w ∈ W } andW /∈ UA. There is τ ∈ W ∗ such that
τ = u1 · · · um = v1 · · · vn
where ui, vj ∈ W with |u1| > |v1| and no proper factor of τ has two distinct decompositions inW . It follows that there are
β, γ ∈ F (W ) \W ∗ and l > 1 such that
u1 = v1 · · · vl−1β and vl = βγ .
Note that β ∈ P (W ) ∩ S(W ). Also |β| = |u1| −∑j<l |vj| so that p divides |β|. Hence |β| ≥ k so that β ∈ Is.
PutW1 = W ∪{β}. ThenW1 ≺ W by Lemma 3.1. IfW1 ∈ UA, then the proof is complete. Otherwise, do the same process
and obtain β1 ∈ F (W1) \W ∗1 such that β1 ∈ P (W1) ∩ S(W1) and β1 ∈ Is. LetW2 = W1 ∪ {β1}. Then similarly,W2 ≺ W1.
If XW is not uniquely decipherable, then by repeating this process, one gets a sequence {Wn} inWA such thatWn+1 6= Wn
andWn+1 ≺ Wn for all n ≥ 1. This contradicts Lemma 4.2. Thus XW is uniquely decipherable. 
The following result appeared in [12].
Proposition 4.4. Let W ∈ WA and XW be a 1-step shift of finite type. Then XW is cyclic. Moreover, there is a cyclic set V ∈ WA
with V ≺ W.
Proof. By Lemma 4.3, we may assume thatW ∈ UA. Suppose thatW is not cyclic. As in the proof of Proposition 3.2, there
exist α, β ∈ F (W ) \W ∗ such that αβ ∈ W and α, β ∈ P (W ∗) ∩ S(W ∗). Put
W˜1 = W ∪ {α, β}.
Then W˜1 ≺ W . By Lemma 4.3 there is W1 ∈ UA with W1 ≺ W˜1. If W1 is cyclic, then the proof is complete. Otherwise,
similarly one gets α1, β1 inF (W ∗1 ) \W ∗1 such that α1β1 ∈ W1 and α1, β1 ∈ P (W ∗1 )∩S(W ∗1 ). Let W˜2 = W1 ∪{α1, β1}. Then
W˜2 ≺ W1. So there isW2 ∈ UA such thatW2 ≺ W1. If X is not cyclic, then one can continue this process to get a sequence
{Wn} inWA such thatWn+1 6= Wn andWn+1 ≺ Wn for all n ≥ 1. This contradicts Lemma 4.2. Thus the procedure eventually
produces a cyclic setWq inWA such that XWq = XW . Therefore XW is cyclic. 
We present an example of a uniquely decipherable renewal system which is a 2-step shift of finite type but is not
conjugate to a cyclic renewal system.
Example 4.2. LetW = {1, 00, 1000}. ThenW is extensible, since 03 ∈ W e \W ∗. Also
W ∗ ( (W ∪ {03})∗ ⊆ F (W ∗).
Let V = {1, 00, 000}. Then V G W . If V0 6= V and V ⊆ (V0)∗, then V0 = {1, 0} so that XV0 6= XV . Thus V is minimal.
We remark that the underlying graph of the graph presentation for V has the smallest number of vertices among all the
underlying graphs of the graph presentations for any generating sets of XW .
Observe that XW is the S-gap shift X(S) with S = Z+ \ {1}, that is, the set of all binary sequences for which the number
of 0’s between successive occurrences of a 1 is an integer in S. Hence XW is a 2-step shift of finite type (for more details, see
[9]). Note that XW contains two fixed points, i.e., 0∞ and 1∞. Any cyclic set generating a renewal system X having two fixed
points must have two distinct words of length 1, so X contains a full 2-shift. Since XW ( {0, 1}Z, it follows that XW is not
conjugate to any cyclic renewal system. Finally one can easily see thatW is uniquely decipherable.
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