We model the ultraviolet spectra of the Seyfert 1 galaxy NGC 5548 obtained with the Hubble Space Telescope during the 6-month reverberation-mapping campaign in 2014. Our model of the emission from NGC 5548 corrects for overlying absorption and deblends the individual emission lines. Using the modeled spectra, we measure the response to continuum variations for the deblended and absorption-corrected individual broad emission lines, the velocity-dependent profiles of Lyα and C IV, and the narrow and broad intrinsic absorption features. We find that the time lags for the corrected emission lines are comparable to those for the original data. The velocity-binned lag profiles of Lyα and C IV have a double-peaked structure indicative of a truncated Keplerian disk. The narrow absorption lines show delayed response to continuum variations corresponding to recombination in gas with a density of ∼ 10 5 cm −3 . The high-ionization narrow absorption lines decorrelate from continuum variations during the same period as the broad emission lines. Analyzing the response of these absorption lines during this period shows that the ionizing flux is diminished in strength relative to the far-ultraviolet continuum. The broad absorption lines associated with the X-ray obscurer decrease in strength during this same time interval. The appearance of X-ray obscuration in ∼ 2012 corresponds with an increase in the luminosity of NGC 5548 following an extended low state. We suggest that the obscurer is a disk wind triggered by the brightening of NGC 5548 following the decrease in size of the broad-line region during the preceding low-luminosity state.
INTRODUCTION
Quantitatively measuring the geometry, kinematics, and physical conditions in the structures at the centers of active galactic nuclei (AGN) is essential for understanding how their activity is fueled by inflowing gas, and how outflows * Einstein Fellow † Deceased, 19 July 2018 ‡ Deceased, 6 February 2017 § NASA Postdoctoral Program Fellow ¶ Packard Fellow from the central engine may influence the surrounding host galaxy. Even in the nearest AGN the broad-line region (BLR) and the accretion disk are nearly impossible to resolve at optical, UV, or X-ray wavelengths, although the Gravity Collaboration et al. (2018) have used near-IR interferometry to detect the spatial extent of the BLR of the quasar 3C 273 at an angular size of ∼ 10 micro-arcseconds. Reverberation mapping (Blandford & McKee 1982; Peterson 1993 ) provides a powerful technique for resolving features on physical scales ten times smaller. A resolution of light days, corresponding to angular scales of micro-arcseconds, suffices to probe the detailed structure of the BLR and accretion disks of nearby AGN. The Seyfert galaxy NGC 5548 has been a prime target of several successful reverberation mapping campaigns, both in the ultraviolet from space (Clavel et al. 1991; Korista et al. 1995) and in the optical from the ground (see Peterson et al. 2002, and references therein) . These campaigns ascertained the typical size of the BLR is several light days, and established that it was likely dominated by virial motions since the size, ionization stratification, and line widths are all consistent with motions in a gravitational field (Peterson & Wandel 1999) . These initial campaigns measured only the mean lag and line width for selected emission lines. Spurred by these successes and the promise of higher quality data, more recent campaigns have explored the possibility of measuring lags in two dimensions with velocity-resolved reverberation mapping across strong emission-line profiles (Horne et al. 2004; Bentz et al. 2010; Grier et al. 2013) .
Early efforts at velocity-resolved reverberation mapping from the ground were followed in 2014 by the first attempt to determine high-quality velocity-resolved delay maps for NGC 5548 by the AGN Space Telescope and Optical Reverberation Mapping program (AGN STORM, PI Peterson, De Rosa et al. 2015) . This program monitored NGC 5548 on a nearly daily basis for approximately six months using the Hubble Space Telescope (HST), the Neil Gehrels Swift Observatory, and several ground-based facilities, producing a data set of unparalleled quality. The campaign so far has determined mean lags for the usual bright emission lines in both the UV (De Rosa et al. 2015) and the optical (Pei et al. 2017) , as well as for the continuum emission from the accretion disk (Edelson et al. 2015; Fausnaugh et al. 2016; Starkey et al. 2017) .
While the AGN STORM data have exquisite quality, NGC 5548 exhibited some rather anomalous behavior over the course of the campaign. As described by De Rosa et al. (2015) , the first and second halves of the campaign showed different mean lags for the emission lines. Goad et al. (2016) trace this behavior in a more detailed way to a decoupling in the response of the broad-line fluxes from the variations in the far-ultraviolet (FUV) continuum, meaning that the line fluxes stopped exhibiting the usual linear correlation with the continuum flux. This decoupling began ∼75 days into the campaign, and lasted for another ∼ 64 days. We refer to this time period when the broad emission lines failed to respond to variations in the continuum flux as the BLR "holiday".
Straightforward interpretation of data from a reverberation mapping campaign rests on four basic assumptions:
1. The illuminating continuum originates from a centrally located point that is much smaller than the BLR, and it radiates isotropically.
2. The central source and the illuminated gas occupy a small fraction of the volume encompassed by the BLR, and the continuum radiation propagates freely at the speed of light throughout this volume.
3. The observed continuum and its variations are an accurate proxy for the ionizing radiation illuminating the BLR.
4. The light travel time across the BLR is the most important timescale.
The AGN STORM data have revealed potential issues with all of these assumptions. First, the inter-band continuum lags of up to a few days (Edelson et al. 2015; Fausnaugh et al. 2016 ) indicate a continuum region that is not point-like, and even comparable in size to the shortest emission-line lags exhibited by He II λ1640 (De Rosa et al. 2015; Pei et al. 2017) . Second, heavy intrinsic absorption affects the blue wings of the most prominent emission lines-Lyα λ1216, C IV λλ1548, 1550, N V λ1238, 1242 and Si IV λ1393, 1402. This absorption consists of a broad component (full width at half maximum of ∼ 2500 km s −1 ) associated with the Xray obscurer discovered by Kaastra et al. (2014) , plus the known narrow UV absorption features in NGC 5548 (Crenshaw et al. 2009 ). The obscurer and the associated broad UV absorption are variable (Kaastra et al. 2014; Di Gesu et al. 2015) , and they appear to shadow the more distant gas producing the narrow UV absorption (Arav et al. 2015) , rendering those absorption lines variable as well. Third, the decoupling of the emission-line responses from the continuum variations (Goad et al. 2016) indicates a potential conflict with the third assumption. Fourth, changes in the covering factor of the absorbing gas occur on timescales of days (Di Gesu et al. 2015) , comparable to the light-travel time within the BLR.
The absorbing gas outflowing from the central engine of NGC 5548 is also a key element of its nuclear structure. The blue-shifted narrow intrinsic UV absorption lines associated with the X-ray warm absorber have been studied in detail for decades. A close association between the UV absorption features and the X-ray warm absorber was first proposed by Mathur et al. (1995) . Mathur et al. (1999) resolved the UV absorption into six distinct components ranging in velocity from +250 km s −1 to −1165 km s −1 , and with fullwidth at half maximum (FWHM) ranging from 40 km s −1 to 300 km s −1 . Following their convention, these six components are enumerated starting at the highest blueshift as Component #1 to Component #6. Subsequent observations noted the variability of these features in response to changes in the UV continuum flux (Crenshaw et al. 2003 (Crenshaw et al. , 2009 Arav et al. 2015) , and Arav et al. (2015) used the variability, the density-sensitive absorption lines of C III* and P III*, and photoionization modeling to locate the UV absorbing gas at distances ranging from 3 pc to >100 pc. The X-ray absorbing gas is similarly complex, both kinematically and in its ionization distribution (Kaastra et al. 2002; Steenbrugge et al. 2005; Kaastra et al. 2014; Ebrero et al. 2016) . Although it has been difficult to link the X-ray absorbing gas to the UV absorbing gas definitively (Mathur et al. 1995; Crenshaw et al. 2003 Crenshaw et al. , 2009 , the apparently common spatial locations (Krongold et al. 2010 ) and close kinematic correspondence (Arav et al. 2015) suggest they are part of the same outflow.
The fast, broad obscuring outflow discovered by Kaastra et al. (2014) is a new component of the nuclear structure of NGC 5548. The initial five observations of the XMM-Newton campaign suggested that the obscurer produced both the Xray absorption and the broad UV absorption, and that it was located in or near the BLR (Kaastra et al. 2014 ). This location permits it to shadow the more distant absorbing gas producing the narrow UV absorption lines (Arav et al. 2015) and the X-ray warm absorbers (Ebrero et al. 2016) . These hypotheses can be studied in greater depth with the extensive data from AGN STORM.
The AGN STORM campaign provides detailed monitoring of the variations of the UV absorption components, both broad and narrow, in response to changes in the UV and Xray flux. To measure these variations in absorption and to mitigate their influence on the measurement and interpretation of the emission lines and continuum of NGC 5548 during our campaign, we have modeled the UV spectra. Our model has the additional virtue that it deblends some of the more closely spaced emission lines, e.g., N V from Lyα, and He II from C IV, so that we can produce two-dimensional reverberation maps over a wider range in velocity in each of the overlapping wavelength regions. In the process of removing the absorption, we also measure its strength, giving us an additional probe of continuum behavior along our line of sight. Since the absorption lines respond directly to changes in the ionizing flux, they provide an independent measure of its strength, which we use to reconstruct the true behavior of the ionizing continuum during the period of the BLR holiday.
The modeled spectrum and the measurements we extract from it enable a wealth of studies which we only begin to touch in this paper. In §2 we briefly describe the observations and initial data reduction. The spectral model we develop in §3 is time dependent. We first describe the static model derived from the high signal-to-noise ratio (S/N) mean spectrum in §3.1. Then in §3.2 we describe how we adapt this to model the whole time series of observations comprising the campaign. In §3.3 we describe how we estimate the uncertainties we measure using our time-dependent models. In §3.4 we describe various tests we made to assess the quality and reliability of our procedures. With the modeled spectra in hand, we then describe how we make measurements using the models. This includes describing the absorption-corrected spectra in §3.5, how we measure fluxes in the deblended emission lines in §3.6, and how we measure the absorption lines in §3.7. Using these measurements, in §4 we perform an initial analysis of our results, including velocity-resolved light curves for the deblended emission lines in §4.1, and the physical characteristics we infer for the gas producing the intrinsic narrow and broad absorption lines based on the mean spectrum in §4.2. In §4.3 we analyze the variability of the intrinsic narrow absorption lines, and in §4.4 the variability of the intrinsic broad absorption features associated with the obscurer. In §5 we discuss the implications of our results for the structure and evolution of the BLR in NGC 5548, and in §6 we summarize our major results.
2. OBSERVATIONS AND DATA REDUCTION Our observational program is described in detail by De Rosa et al. (2015) . Summarizing briefly, we observed NGC 5548 using the Cosmic Origins Spectrograph (COS, Green et al. 2012) on HST using daily single-orbit visits from 2014 February 1 through July 27. Out of 179 observations, 171 executed successfully. To cover the full spectral range of the COS medium-resolution gratings, we used multiple central wavelength and FP-POS settings. Each visit used two different settings for gratings G130M and G160M. These settings covered the wavelength range 1153-1796 Å in all visits. Different settings on each day over an 8-visit cycle enabled us to sample a broader spectral range regularly, 1130-1810 Å, over the course of the whole program. This strategy also minimized damage and charge extraction from the COS detectors over the duration of our program. This broader spectral coverage, particularly on the blue wavelength end, enabled us to sample the P V λ1128 absorption line, an important tracer of high-column density absorbing gas (Arav et al. 2015) . Our spectra on each visit exceeded a minimum signal-to-noise ratio (S/N) of > 20 in the continuum at 1367 Å when measured over 100 km s −1 bins.
Data Reduction
As described by De Rosa et al. (2015), we used the CalCOS pipeline v2.21 to process our data, but we made a special effort to enhance the calibration files for our particular observations. We developed special flat-field files, enhanced the wavelength calibration through comparison to prior STIS observations of NGC 5548, and tracked the timedependent sensitivity of COS to achieve higher S/N and better flux reproducibility. For each day, all four exposures were calibrated, aligned in wavelength and combined into a single spectrum for each grating for each visit. We binned these spectra by 4 pixels (approximately half a resolution element) to reduce residual pattern-noise features and achieve higher S/N. Ultimately, our wavelength scale achieves a root-meansquare precision of < 6 km s −1 , and our flux reproducibility for G130M is better than 1.1%, and better than 1.4% for G160M.
3. THE TIME-DEPENDENT SPECTRAL MODEL 3.1.
Modeling the Mean Spectrum
To produce a spectral model that can be adjusted to each individual observation in the reverberation campaign, we start with the high-quality mean spectrum produced from the whole campaign data set. This reveals individual weak features which we cannot precisely track in individual observations, but which we must include to avoid biasing our results for stronger features of interest. The model of the mean spectrum is described in detail by De Rosa et al. (2015) , but we also describe it here once again as a key reference for understanding the components that we vary in the fits to the individual spectra in our campaign's time series.
The basic model starts with the one developed for the XMM-Newton campaign of Kaastra et al. (2014) , where the soft X-ray obscuration and broad UV absorption was first discovered. This model used a powerlaw continuum and multiple Gaussian components for both the emission and the broad absorption features. The high S/N of the mean spectrum from the reverberation mapping campaign requires the addition of more weak emission features, additional weak broad absorption features associated with all permitted transitions in the spectrum, and more components in the bright emission lines. We emphasize that the model is not intended as a physical characterization of the spectrum, but rather as an empirical tool that enables us to deblend emission-line components and correct for absorption by using some simple assumptions about the shape of the spectrum.
Starting with the continuum, we use a powerlaw with F λ (λ) = F λ (1000 Å)(λ/1000 Å) −α . Although Kraemer et al. (1998) find a modest amount of internal extinction in the narrow-line region of NGC 5548, E(B−V ) = 0.07
−0.06 , the continua of Type 1 AGN in general show little extinction (Hopkins et al. 2004) , and none was required in fitting the broad-band spectral energy distribution of NGC 5548 (Mehdipour et al. 2015) . Given that our continuum model is simply an empirical characterization of its shape, we assume there is no internal extinction in NGC 5548, and we redden the powerlaw with Galactic foreground extinction of E(B−V ) fixed at 0.017 mag (Schlegel et al. 1998; Schlafly & Finkbeiner 2011 ) using the mean Galactic extinction curve of Cardelli et al. (1989) with R V = 3.1. Weak, blended Fe II emission is expected at λ > 1550 Å, which we include as modeled by Wills et al. (1985) and broadened with a Gaussian with full-width at half-maximum FWHM = 4000 km s −1 . This model component is essentially a smooth, low-level addition to the continuum at long wavelengths, and it has no predicted or observed spectral features associated with it. Also, as revealed in prior monitoring campaigns on NGC 5548, the Fe II varies only weakly (Krolik et al. 1991; Vestergaard & Peterson 2005 ) on timescales of weeks. During AGN STORM, the optical Fe II emission varied by at most 10% from its mean value (Pei et al. 2017) . In the UV model we therefore keep its intensity fixed, and we normalize its flux using the modeled Fe II emission from the mean XMMNewton Optical Monitor grism spectrum of Mehdipour et al. (2015) .
For the emission lines we use multiple Gaussian components. We do not assign any particular physical significance to most of these individual kinematic components, especially since there is not a unique way to decompose these line profiles using such non-orthogonal elements. However, the narrow components and the intermediate-width components of Lyα, N V, C IV and He II are discernible as discrete entities in prior observations of NGC 5548 in faint states (Crenshaw et al. 2009 ). Although narrow Si IV was not present in the 2004 STIS spectrum of Crenshaw et al. (2009) Crenshaw et al. (2009) saw little or no evidence for variability of the NLR and ILR components. We allow these to vary freely in determining our best fit to the mean spectrum, but for the bright emission lines (Lyα, N V, Si IV, C IV and He II) we keep these components fixed when fitting the individual spectra from the campaign. For the weaker, lowerionization emission lines listed above, however, we allow their flux, central wavelength, and FWHM to vary since these lines are not heavily blended with other components,
The strongest emission lines (Lyα, N V, Si IV, C IV and He II) all require up to three additional broad components. These have approximate widths of 3000 km s −1 (Broad, or B), 8000 km s −1 (Medium Broad, or MB), and 15,000 km s Very Broad, or VB) . The N V, Si IV, and C IV emission lines are all doublets. We allow for independent narrow, intermediate, broad, and medium-broad components for each doublet transition. In each case we link their wavelengths at the ratio of their vacuum values, assign them the same FWHM, and we assume their relative fluxes have an optically thick 1:1 ratio. For the Very Broad component, however, which is much broader than the doublet separations, we use only a single Gaussian for each ion. A final set of empirical emission components in our model accounts for weak bumps on the red and blue wings of C IV and on the red wing of Lyα. These bumps have an interesting variability pattern that we discuss later, and they are especially visible in the RMS spectrum shown by De Rosa et al. (2015) in their Figures 1 and 2. We use Gaussian components for each of these features.
We do not model the narrow, intrinsic absorption lines in NGC 5548, nor the foreground interstellar lines, but we do model the variable intrinsic broad absorption associated with the obscurer discovered by Kaastra et al. (2014) . The strongest, most easily modeled broad absorption features are on the blue wings of the Lyα, N V, Si IV and C IV emission lines. For these, like Kaastra et al. (2014) , we use an asymmetric Gaussian with negative flux. To specify the asymmetry we use a larger dispersion on the blue side of the central wavelength than on the red side. We allow the ratio of blue to red dispersion to vary as a free parameter. This parameterization produces a rounded triangular shape with the deepest point in the trough near the red extreme, and a blue wing that extends far out along the blue wing of the emission line. (Kaastra et al. 2014 , show these profiles in their Figure 2 ). We emphasize that this absorption profile is strictly an empirical characterization of the observed flux in the spectrum that has no independent physical meaning. Deriving physical information requires making further assumptions about which emission components are covered, producing a transmission profile, and integrating that profile to obtain the actual opacity. We discuss these measurements later in §3.7.
In addition to these main troughs, additional small depressions appear further out on the blue wings. We model these with additional symmetric Gaussians in negative flux. As with the emission lines, the absorption in N V, Si IV, and C IV is due to doublets. These are unresolved, and we assume they are optically thick. We model each line in the doublet using the same shape and depth. Finally, all the UV resonance lines in the spectrum have weak, blue-shifted absorption troughs at velocities comparable to the main portion of the troughs observed in Lyα, N V, Si IV, and C IV. These cannot be modeled in the detail that we apply to the strongest absorption troughs, and they are only readily apparent in the mean spectrum. For these troughs we use symmetric Gaussians in negative flux.
The final component of our model is absorption of all model components by damped Lyα from the Milky Way. We fix the column density at N(HI) = 1.45 × 10 20 cm −2 (Wakker et al. 2011) . Figure 1 1 gives a detailed view of the best-fit model overlaid on the data. We illustrate all individual components of the model, the best-fit model overlaid on the data, and the absorption-corrected model (which is the ultimate goal of our efforts). Note that the C IV absorption is not as deep in the mean spectrum from the reverberation campaign as it was during the deepest phase of the obscuration as observed in the XMM-Newton campaign of (See Figure S1 in Kaastra et al. 2014 , which shows the individual components of the region surrounding the C IV emission line.) For further illustrations of our model of the mean spectrum, see Figures 1 and 2 of De Rosa et al. (2015) , which compare the model to the full G130M and G160M spectra.
All the model parameters are listed in Table 1 2 . The model consists of a total of 97 individual components, each with 2-4 parameters. Although the total number of parameters is 383, many of these are fixed, or linked to other parameters. Free parameters in the fit total 143. Although this is a large number, the fit is tightly constrained. The fitted regions in the mean spectrum comprise ∼ 12 598 points, each approximately one-half of a resolution element. Thus each spectrum has ∼ 6 000 spectral elements included in the fit, and that is described by only 143 parameters.
To optimize the parameters of the model and obtain the best fit, we use a combination of minimization algorithms. After determining initial guesses by visual inspection, we start the optimization process using a simplex algorithm (Murty 1983 ). This works well for problems with many parameters that are not initially well tuned. Once the fit is nearly optimized, this algorithm generally loses efficiency in approaching full convergence. At that point (usually after several tens of iterations) we switch to a LevenbergMarquardt algorithm (as originally coded by Bevington 1969) . When close to an optimum fit, this algorithm converges rapidly, but with the large number of parameters in 1 Figure 1 appears at the end of the paper to facilitate the formatting.
2 Table 1 appears at the end of the paper to facilitate the formatting. our fit, it can get stuck in false minima. To escape these pitfalls, we then alternate sets of 5-10 iterations using the simplex algorithm and the Levenberg-Marquardt algorithm until the fit has fully converged. We define full convergence as ∆χ 2 < 0.01 and a change in each parameter value of <1% after a set of iterations.
Modeling the Whole Time Series
As we noted above, our Gaussian decomposition of the emission lines is not unique. Therefore, unless one takes care to preserve the overall character of the spectral shape of the model from visit to visit among the individual observations, best fits and parameters can wander far from the character of our fit to the mean spectrum. One could try to avoid this by tailoring initial guesses for fits to each individual spectrum interactively, but this would introduce a unsatisfying degree of subjectivity into our final results. We therefore employed an approach that used quantitative characteristics of the spectra to tune each individual fit and guide it to an optimum result. We verified the soundness of this approach through multiple trials and experiments before converging on a process that produced consistent results from spectrum to spectrum without drastic changes in parameters that might signify unphysical solutions.
In our first trials, we noticed that most weak emission and absorption features were often too weak to be effectively constrained in a single observation. We therefore produced a series of grouped spectra that improved the S/N for our measurements of these weak spectral features. As described in De Rosa et al. (2015) , the observations were done in a cycle of 8, where central wavelength settings and FP-POS positions were changed on a daily basis. Combining spectra according to these natural groups produces better S/N, reduces pattern noise, and provides the full spectral coverage that extends down to the P V region at the short wavelength end. In the fits to the time series we discuss below, we use the values for the weak features determined from these grouped spectra as our initial guess for starting parameters when fitting the individual spectra in a group.
Another outcome of our trials, perhaps an obvious one, is that good initial choices for parameters led to quicker convergence and less chance of solutions where parameters strayed into unphysical regions of parameter space. Thus, given our exquisite fit to the mean spectrum, its parameters provide the best guess for spectra that are similar. To strengthen this similarity from fit to fit, we tried two different methods. First, we ordered the spectra by the flux level in the 1367 Å continuum window. We then chose the spectrum near the middle of this distribution with a flux most comparable to the flux in the mean spectrum as the first one to fit. The best fit from this spectrum was then used as the initial guesses for parameters in fitting the next spectra in the series. The series of fits followed two parallel paths moving both higher and lower in flux from this initial middle spectrum. Our second method was to keep the spectra ordered by time, and then pick a spectrum close to the mid-point of the campaign with a mean continuum close to that of the mean spectrum. Fits Figure 2 . Examples of the evolution of selected parameters comparing values obtained from fits using time-ordered spectra (black points with error bars) to values from fits using flux-ordered spectra (red crosses). Top panel shows the Lyα Medium Broad Flux; the middle panel shows the Lyα Broad Absorption; the bottom panel shows the C IV Broad Flux. then progressed both forward and backward in time from this middle point.
These experiments validated our intentions to develop an objective process for determining the best fit to each spectrum. Both methods achieved good fits for all spectra, and the parameters from each method were close in value to each other (typically within the 1-σ uncertainties). Figure 2 compares the values obtained as a function of time for the two different methods for three selected parameters from the model. In Figure 2 and in the remainder of the paper, we define times by the Truncated Heliocentric Julian Date (THJD), THJD = HJD − 2400000.
Despite the good agreement in the quality of the fits for the two different methods, our experiments also showed that the second method, "ordered by time", produced better results than "ordered by flux" in the sense that variations in parameter values were smoother, and, as shown in Figure 3 , the best-fit χ 2 was typically slightly less. Despite the significant reduction in χ 2 we achieved for the fits ordered by time, the differences in the fits are not obvious. We note that for each method χ 2 varies systematically with time during the campaign. The variations loosely correspond to the overall variations in brightness of NGC 5548 (as one can see in later figures showing light curves for the continuum and emission line). Our inference for these systematic variations is that the brighter spectra have higher signal-to-noise ratios per pixel, and that subtle residual pattern noise in the flat-field properties of the COS detectors degrade the quality of our fits. Figure 4 compares the best-fit models to the data for two extreme cases, our overall lowest χ 2 solution for Visit 38, and our overall highest χ 2 obtained for Visit 60. One is hard pressed to see the differences between the models fit using either method, or even why χ 2 is significantly higher for Visit 60 compared to Visit 38.
Our best inference for why the "ordered by time" sequence produces better results is that the spectrum evolves on timescales of a few days. This is measured in the lags of the emission lines, and, as we will show later in §5.2, it is also true for the absorption features. Therefore, although one spectrum might have the same continuum flux as another, if it is separated in time by more than several days, parameters of major features may differ significantly, making it harder for the minimization algorithm to converge on the best solution.
To fit an individual spectrum, we first determined the best first approximation to the normalization and spectral index of the powerlaw continuum by fitting only those points identified by De Rosa et al. (2015) as continuum windows. To avoid "contaminating" these windows with broad-line flux, we also set the flux of all the Very Broad components to zero. In our experiments, we found that if we did not do this, the Very Broad components developed a tendency to grow in width until they formed their own pseudo-continuum across the whole spectrum. In this first pass, only the powerlaw normalization and the index were allowed to vary freely. After this step, we then optimized the strength of the brightest emission lines-Lyα, N V, Si IV, C IV and He II, and let the fluxes of their Broad and Medium Broad components and the powerlaw normalization vary freely, while keeping the powerlaw index fixed and the Very Broad component turned off. Next, we restored the Very Broad fluxes to their original values, and let the fluxes of all broad components of the above lines vary freely, as well as the powerlaw normalization.
At this point the fit formed a remarkably good representation of an individual observation, but it was still far from the best fit. In the next steps, we turned our attention to optimizing the fits for each individual bright emission line. In these separate steps, we kept all parameters not related to the specific spectral region fixed, including the continuum parameters, the Fe II flux, the Narrow and Intermediate line components for all lines, and any weak blended lines.
For the Lyα region, we did separate optimization steps in this order:
1. Fit Lyα only (Broad, Medium Broad, Very Broad) 6. Free the flux of the Lyα Broad Absorber.
7. Free flux, width, and asymmetry of the Lyα Broad Absorber.
We next did the Si IV region. All parameters that we varied freely above for the optimization of the Lyα region were fixed, and we then: 3. Free the flux of the C IV Broad Absorber.
4. Free the flux, width, and asymmetry of the C IV Broad Absorber.
Once the major emission and absorption components are tuned up, we then allow the weaker emission-line features to adjust. We keep the continuum fixed, as well as all the parameters associated with Lyα, N V, Si IV, C IV and He II. The fluxes of all other weak emission features are then allowed to vary.
To complete the optimization, all parameters designated as free to vary in Table 1 are freed, and we iterate the χ 2 minimization process until it converges. The best fit parameters for this spectrum are then used as the initial guesses for doing the fit to the next spectrum in the series (with the exception that the initial guesses for the weak features are taken from the best fit to the grouped spectrum corresponding to that spectrum). Final values of all components as a function of wavelength for each spectrum are available as a high-level science product in the Mikulski Archive for Space Telescopes (MAST) as the data set identified by https://doi.org/10.17909/t9-ky1s-j932.
Propagating the Uncertainties
In principle one can obtain 1-σ uncertainties on each of the parameters in our model from the best-fit covariance matrix. However, given the 383 parameters, 143 of which are freely varying, this is computationally impractical. An alternative is to assume that parameter space can be approximated by a parabola near the best-fit minimum in χ 2 . Using numerically calculated first and second derivatives, one can then extrapolate from the minimum changes in each parameter to achieve ∆χ 2 = 1, which corresponds to a 1σ uncertainty for a single interesting parameter (Bevington 1969) . Unfortunately, owing to the high dimensionality of our parameter space and its poor sampling in our calculations, this method proved inadequate.
All the main quantities of interest to be extracted from our models are the fluxes of individual features, either in emission or in absorption. We therefore calculate uncertainties for these quantities using the data and associated uncertainties in each original spectrum, and scaling them in proportion to the quantities that we integrate from our models. To explain this quantitatively, first we define these quantities: f data,i = flux in pixel i of the original spectrum σ data,i = 1-σ uncertainty for pixel i in the original spectrum f mod,i = flux in pixel i of the modeled spectrum σ mod,i = 1-σ uncertainty for pixel i in the model spectrum f c,j,i = flux in pixel i of the component j (of 97 total) σ c,j = 1-σ uncertainty for component j. The flux of the model in pixel i can be decomposed into the sum of the contributions of the individual components:
The variance of the model in pixel i is then
In the limit of very good statistics, the variance predicted by the model should simply be the variance in the data themselves, i.e., σ
so the variance in the total flux of any individual component is then σ
If the quantity of interest is the sum of multiple components (i.e., the several components of an emission line contributing to the flux in a given velocity bin), then the 1-σ uncertainty we derive for that quantity is Figure 5 shows the consequences of this method for calculating the 1-σ uncertainties. When calculated directly from the data, as described above, the uncertainties are more uniform. The numerical instabilities in our method of interpolating in the error matrix of the fit give uncertainties that largely cluster around the calculation based on the data, but show large excursions, both higher and lower.
Quality Checking the Fits
The resulting best-fit χ 2 for each spectrum is shown as a time series in Figure 3 . The number of points in each spectrum varies slightly since the spectrum is moved to multiple positions on the detector using different central wavelength settings. Because of the differing central wavelength settings, not all spectra cover the same range in wavelength as the mean spectrum; the settings tend to lose several hundred points on the blue and red ends of each spectrum. On average, individual spectra have ∼11 600 points in each fit. With 143 freely varying parameters, given the χ 2 values ranging from ∼6800 to ∼9000 in Figure 3 , one can see that our uncertainties are too large. This is most likely because in aligning and merging each spectrum, we have resampled the original pixels, introducing correlated errors in adjacent bins after rebinning. Note also that χ 2 varies systematically with time in the campaign, largely following the light curve of total brightness. A likely explanation for this trend is that it is easier to get a good fit to our complex model when the fluxes are lower and uncertainties are larger.
While the χ 2 shows that we have good fits overall, we visually examined each individual fit to see if there were any points or regions where there were systematic deviations of the model from the data. It was these inspections in our early experiments that led us to develop the fitting strategies we documented above. The final fits show no gross or systematic residuals. This is illustrated visually by the image in Figure 6 that shows the residuals of Data−Model for each fit stacked into a two-dimensional spectrogram. The only significant features visible are the vertical lines at the positions of interstellar and intrinsic narrow absorption lines, which are not part of our model.
Our final set of tests compared light curves of fluxes extracted from our model fits to integrations of the same regions of data used in De Rosa et al. (2015) . Again here we see no systematic deviations, but these figures do illustrate how the continuum regions are slightly contaminated by wings of the broad emission lines. Figure 7 compares light curves for continuum windows integrated from the raw data, as described by De Rosa et al. (2015) , to integrations of the same wavelength regions in our models, both for the full model, and for just the power-law continuum. The lower half of each panel in the figure shows the differences between the two curves along with uncertainties from the raw data. These uncertainties include the systematic repeatability errors described by De Rosa et al. (2015) that apply to the time-series analysis of fluxes from the campaign. These are δ P = 1.1% for data with λ < 1425 Å, and δ P = 1.4% for λ > 1425 Å. One can see here that the cleanest continuum window, i.e., the one with the least contamination by surrounding emission lines, is the shortest wavelength window surrounding 1158 Å. Although this is the cleanest window in terms of total flux, we use the modeled continuum flux at 1367 Å in our subsequent analysis. Since this is deterministically connected to the modeled flux at 1158 Å through the continuum model, there is no difference between using one or the other.
The Absorption-corrected Spectra
One of our main goals for these fits to the emission model of each spectrum is to correct for the effects of intrinsic broad absorption, and also to bridge the regions affected by foreground interstellar absorption lines and the narrow intrinsic absorption features in NGC 5548 itself. To correct for the broad absorption, we simply apply the inverse of these model elements to the data. For each pixel corrected in this way, we apply the same scaling to the associated uncertainty as well as the data themselves. To correct for the narrow absorption features (both foreground and intrinsic), since these are not modeled, we replace the data in the wavelength regions affected by the absorption with the emission model.
More specifically, we first visually examined the fit to the mean spectrum to identify points that were significantly affected by narrow absorption lines. These intervals and their identifications are listed in Table 2 3 . Next, we define the following quantities:
f orig = flux in the original spectrum f mod = flux in the model spectrum (including broad absorption) f abs = model flux (negative) in the broad absorption lines t G = transmission profile of Galactic damped Lyα f cor = flux in the corrected spectrum. The corrected spectrum is then computed in two steps. First, we replace all pixels in the original spectrum with f mod if they fall within the wavelength intervals defined in Table 2 . We then compute f cor = (f orig − f abs )/t G . To calculate the 1-σ uncertainties, we scale the original uncertainties in each pixel by the ratio of the corrected flux to the original flux: 
Fluxes in Deblended Emission Lines
With our model fits to the entire series of spectra from the STORM campaign, we can now extract absorption-corrected spectra for all emission lines across their full, deblended velocity profiles. Our models also allow us to separate the variable and non-variable components of the strong emission lines as well as to deblend adjacent lines. For example, Crenshaw et al. (2009) were able to use the faint state of NGC 5548 in 2004 to separate and measure the narrow-line and intermediate-line width components of the Lyα and C IV emission lines. They demonstrated that these components vary only slightly over timescales of years. Using our model, we are able to exclude these non-varying components of the emission lines from the overall broad-line profile. Likewise, we can separate the contributions of blended lines from the wings of Lyα and C IV, and measure lines such as N V as individual species.
For each individual broad emission line, we construct a model profile at each individual pixel i that includes only the contributions of the relevant broad-line components from our model. As described in §3.3, the net flux associated with a given emission feature is
where the index j runs over all components associated with the desired emission feature. As described in §3.3, we calculate the associated 1-σ statistical uncertainty as the fraction in quadrature (relative to all model components in that pixel) of the 1-σ uncertainty on the data in that pixel:
where the index j runs over all components contributing to the desired emission feature, and the index k runs over all components of the model contributing to the flux in pixel i. As described in detail by De Rosa et al. (2015), systematic repeatability errors affect the data when considering time-series analysis of these quantities. We therefore add in quadrature the same errors in precision, namely δ P = 1.1% for data from grating G130M (λ < 1425 Å), and δ P = 1.4% for data from grating G160M (λ > 1425 Å). These errors in reproducibility actually dominate the uncertainties for all quantities at λ < 1180 Å and λ > 1425 Å. Figure 8 compares light curves for the modeled continuum flux at 1367 Å to the deblended broad emission lines of Lyα, N V, Si IV, C IV, and He II. Portions of these light curves are tabulated in Table 3 4 , with full tabulations of these quantities and the other continuum windows (1158 Å, 1430 Å, and 1740 Å) available online. The light curves in Figure 8 closely resemble those derived from the original data shown in Figure  3 of De Rosa et al. (2015) . In general, Lyα, Si IV and C IV are brighter due to the corrections for absorption, the additional flux from the wings of the very broad emission components, and the elimination of contaminating emission-line flux from the original continuum windows. For He II the flux levels are roughly the same; additional flux from the very broad component of the emission line and a less contaminated continuum are offset by subtraction of blended emission from C IV. Overall, the error bars are smaller since the modeled flux for any given component is determined by many more pixels than the limited wavelength range used in the original integrations. The light curve for N V is a new addition enabled by the deblending from Lyα in our model. In some respects N V differs in character from the other emission lines, especially during the first 75 days of the campaign prior to 4 Table 3 appears at the end of the paper to facilitate the formatting. the BLR holiday. However, starting with the BLR holiday, its behavior is very similar to that of C IV and He II. We will quantify these similarities and differences in §4.1 when we discuss the emission-line lags.
Measuring the Absorption Lines
The intrinsic narrow absorption lines comprise six discrete velocity components. We adopt the nomenclature of Mathur et al. (1999) , numbering each component in order starting at the highest blue-shifted velocity. To illustrate this kinematic structure, Figure 9 shows normalized absorption profiles for the most prominent intrinsic absorption lines as a function of velocity relative to the systemic velocity of the host galaxy NGC 5548. For this we adopt the H I 21-cm redshift of z = 0.017175 (de Vaucouleurs et al. 1991) .
Measuring the strengths of the intrinsic narrow absorption lines is straightforward. Using the complete model of each spectrum (including the broad absorption components, since they help define the local continuum surrounding the narrow intrinsic absorption lines), we measure the equivalent widths by integrating across each absorption-line profile in the normalized spectrum. These integrations are performed as discrete sums over pixels lying within the wavelength regions defined for each feature in Table 4 5 :
The 1-σ uncertainty for EW is obtained by simply propagating the uncertainty associated with each data point in the original spectrum used in the sum:
We take caution in performing these integrations to avoid features blended with Galactic absorption lines, or with other transitions. For example, the close velocity spacings of the C IV and N V doublets (498 km s −1 and 964 km s −1 , respectively) cause components #1, #2, #3, and #5 in C IV to overlap, and Components #1 and #5 in N V to overlap, as shown in Figure 10 . The red transition of Component #1 in the N V doublet is blended with Galactic S IIλ1259, and the blue transition of Component #6 is blended with Si IIλ1260. Therefore Table 4 gives measurements only for clean, unblended features.
The equivalent width of each broad absorption feature (EW) is calculated from the normalized modeled spectrum,
as where λ i is the wavelength of pixel i. Since our spectra are linearized, ∆λ = λ i+1 − λ i , is actually a constant. The corresponding 1-σ uncertainty is
where f totabs and σ totabs are defined below. The broad UV absorption troughs associated with the obscurer in NGC 5548 are shown in Figure 2 of Kaastra et al. (2014) . These broad troughs are asymmetric, and they extend from near zero velocity in the systemic frame of the host galaxy to ∼ −5500 km s −1 . The time-varying strengths of the intrinsic broad absorption lines in NGC 5548 that are associated with the obscurer are part of the models we have fit to all the spectra. These all have one main component, but there are also weaker components on the high-velocity blue wing of the absorption profile. These individual weak components are often not well constrained by the model fits. We therefore calculate the total absorption, f totabs for the sum of all components associated with a given spectral transition. The total 
where the index j runs over all components associated with the desired line, and the associated uncertainty is calculated as the quadrature sum of the 1-σ uncertainties of each component j:
Table 5 6 shows sample portions of the light curves for the broad absorption in C IV and the intrinsic narrow absorption associated with C II λ1334. Full light curves for all features listed in Table 4 are published in the on-line version of this paper. Figure 11 shows sample light curves for the equivalent widths of the narrow absorption features associated with Component #1 for C II λ1334, Si III λ1206, and Si IV λ1393, plus Component #3 for Si IV λ1393, all compared to the UV continuum flux at 1367 Å. Light curves for the broad absorption in C IV, N V, Lyα, and Si IV are shown in Figure 12 .
ANALYZING RESULTS FROM THE MODELS 4.1. Velocity Resolved Light Curves for Deblended Emission Lines
Our absorption-corrected, deblended emission line profiles described in §3.6 allow us to remove the uncertainties in emission-line lags that may have been introduced by the variable intrinsic absorption in NGC 5548, as well as to separate the behaviors of adjacent blended lines. In addition, for the brightest two lines, Lyα and C IV, we can determine velocity- (2015) we measured the emission-line lags for the species tabulated in Table 3 by cross-correlating the time series with the continuum light curve using the interpolation cross-correlation method (ICCF) as implemented by Peterson et al. (2004) . The procedure and the resulting associated uncertainties are described in detail by De Rosa et al. (2015) . Briefly, the technique uses a Monte-Carlo method of "flux randomization and random subset selection" to generate a large set of realizations of the light curves. For each realization, we determine the cross correlation function, its maximum correlation coefficient r max , and associated peak lag, τ peak . We also use the region surrounding the peak with r(τ ) > 0.8 to calculate the centroid of the cross-correlation function, τ cent . A few thousand realizations of each cross-correlation function then gives distribution functions for τ peak and τ cent from which we measure the median values to give the lags for each emission line as presented in Table 6 . The associated uncertainties represent the 68% confidence intervals of each Monte-Carlo distribution.
While De Rosa et al. (2015) arbitrarily split the data set in two midway through the campaign, we now know that a more logical breakpoint for examining any changes is at day 75 in the campaign, which is the beginning of the period when the broad emission line fluxes become decorrelated from the continuum variations (Goad et al. 2016) , also known as the BLR holiday. We therefore quote lags not only for the full campaign, but also for the first 75 days, the pre-holiday period, when the emission line and continuum fluxes correlated normally; for the holiday period, days 76-129; and for the post-holiday period at the end of the campaign. Comparing the lags in Table 6 to De Rosa et al. (2015), we see that Lyα is slightly shorter, Si IV is longer, and C IV and He II are about the same. Within the error bars, the lags for the UV model data set are consistent with the prior results using the original data.
Comparing results for the different time intervals within the campaign reveals an interesting evolution in the emissionline lags. As expected, during the pre-holiday period when the emission-line fluxes correlated well with the continuum fluctuations, correlation coefficients are high, exceeding r = 0.9 for Lyα, C IV and He II. For N V, however, the correlation is so poor that we cannot determine a lag in the pre-holiday period, as expected from the lack of any strong features in this region of the light curve in Figure 8 . During the holiday period, correlation coefficients are lower, but they are still very good, with r > 0.65 for all lines. Lags for all lines during the holiday are about the same as for the pre-holiday period except for C IV. The C IV lag during the holiday is significantly longer than for the pre-holiday period by almost three days. In the post-holiday period, correlation coefficients are again very good, and C IV shows significantly longer lags compared to the pre-holiday period. Other lines hint at such a difference, but not significantly. These changing lags with time explain why the correlation coefficients for the overall campaign are low despite the much longer data set. Together with changes in the velocity-resolved lags discussed below, this may indicate that significant changes in the structure (or at least our viewpoint) or the illumination, or both, of the BLR are occurring on the timescale of our campaign. Given that the orbital timescale at a radius of 1 light day in NGC 5548 is 115 days, such changes seem plausible.
To ensure that this apparent increase in the emission-line lags over the course of the campaign is not an artifact of our modeling of the data, we reanalyzed the original data of De Rosa et al. (2015) by splitting it into the same time intervals. The results are given in the bottom half of Table 6 . The lags for the whole campaign replicate the original results of De Rosa et al. (2015), and we see the same lengthening of lags toward the end of the campaign with similar values to those found using the modeled data.
Also interesting are the velocity-binned results for Lyα and C IV. Absorption in NGC 5548 largely obscured the inner few thousand km s −1 of the blue side of the profile of each emission line, and N V or He II emission contaminated the far red wings. Following De Rosa et al. (2015), we use bins of 500 km s −1 spanning each profile. Figure 13 compares the mean spectrum for the modeled broad component of Lyα, its corresponding root-mean-square (RMS) spectrum, and finally the velocity-binned profile to the original data from De Rosa et al. (2015) . All data are for the full campaign. Our modeled profile provides full velocity coverage across the Lyα emission line. The most noticeable characteristic of the lag profile is its distinct "M" shape, with a local minimum in the lag near zero velocity, and maxima on the red and blue sides at ±2500 km s −1 . A prominent feature in the RMS spectrum is the "red bump" on the Lyα emission-line profile at +1500 km s −1 , which loosely corresponds to the local peak in the the velocity-dependent lag profile on the red wing of Lyα. Figure 14 shows the corresponding set of results for the C IV emission line. For C IV there are emission bumps on both the red and blue wings of the profile in the RMS spectrum. These bumps are at higher velocity than the red bump in Lyα, at roughly ±5000 km s −1 , and they appear to correspond to local minima in the lag profile, as opposed to the maxima seen in Lyα. As with Lyα, C IV shows a slight hint of an "M" shape to its profile with a shorter lag near the center and local peaks at ±2500 km s −1 . However, the contrast is not as distinctive as in Lyα. The central dip in C IV has a confidence level of only ∼ 90%.
Examining the velocity-binned profiles for the separate, distinct time intervals of the campaign reveals even more complex behavior. Figure 15 compares the RMS spectra and the velocity-dependent lags for C IV and Lyα from the full campaign to the first 75 days of the campaign, the pre-holiday period, the period of the BLR holiday, and the post-holiday period concluding the campaign. The emission bumps on the red and blue wings of C IV and on the red wing of Lyα are most prominent early in the campaign, and diminish in flux (or, disappear in the case of C IV red) by the end of the campaign. We show light curves for these features in Figure 16 . The red emission bump in C IV also has associated features in the lag profiles that evolve from a local minimum on the red side of the bump during the pre-holiday period to a local maximum in the lag on the blue side of the bump. These more detailed changes in the emissivity profile and the lag profile again suggest that we are seeing changes in the structure of the BLR over the course of the campaign. This may be due to the presence of some outflowing components, as discussed in §5, but this is speculative, and more easily investigated with two-dimensional reverberation maps and models.
Physical Characteristics of the Narrow and Broad
Absorbers based on the Mean Spectrum
The very high S/N of the mean spectrum makes accurate measures of weak features possible. These are particularly useful since they are often unsaturated, and can therefore provide better diagnostic information on physical conditions in the absorbing gas. The last four columns of Table  4 give the EW, the velocity relative to the systemic velocity of the host galaxy, the covering factor, and the inferred column density for the narrow absorption lines in the mean spectrum. For Galactic ISM features, the inferred column densities are at best lower limits since the lines are saturated, and since the profiles have not been corrected for the COS line spread function. For absorption lines intrinsic to NGC 5548, the line widths are broad enough (FWHM typically > 80 km s −1 ) that the COS line spread function has little effect. To measure column densities, we integrate the apparent optical depth across the absorption line profile between the wavelength limits given in Table 4 , assuming a uniform covering factor, as given in the next-to-last column of the table (see Appendix A of Arav et al. 2015 , for a description of the technique). For doublets and for absorption lines with multiple transitions (e.g., P V, or Si II), we can determine the covering factor such that integration of each line profile gives consistent column densities. For other absorption lines, particularly the deep, heavily blended features associated with Lyα, N V, and C IV, we use a covering factor determined by the deepest point of the absorption-line profile and assume the line is saturated. Like Arav et al. (2015) , this gives a lower limit on the column density. Examining the covering factors in Table 4 is instructive. Lines far from the centers of the bright emission lines (e.g., P V, Si II λ1302, C II λ1335) have covering factors near unity, indicating that the absorbing gas fully covers, or nearly fully covers, the continuum emission region. These absorption lines are also multiplets, so their covering factors are well determined. Other absorption lines embedded in the profiles of bright emission lines such as (C III* λ1176, Si II λ1193, and Si II λ1260), have well determined covering factors that are significantly less than unity, and vary depending on their distance from the center of the emission line. The sense of this variation is such that covering factors are lower for lines in the brighter portions of the emission line profile. From this we conclude that, at least for Component #1, the absorbing gas nearly fully covers the continuum-emitting region, but only covers less than half of the BLR.
The column densities in Table 4 for the STORM campaign mean spectrum are factors of several lower than those observed by Arav et al. (2015) during the XMMNewton campaign. This is consistent with the higher brightness of NGC 5548 during the STORM campaign-F λ1367 = 4.30 × 10 −14 erg cm
vs. F λ1367 = 3.11 × 10 −14 erg cm
. Simple scaling of the continuum would imply an increase in the ionization parameter of ∆log U of 0.14. Although this seems small, it is sufficient to account for the observed differences since the weak, low-ionization species in Component #1 are formed in a thin hydrogen ionization front, and their column densities are highly non-linear with changes in ionizing flux.
We tabulate the properties of the broad absorption features separately since these are most likely associated with the soft X-ray obscurer discovered by Kaastra et al. (2014) . To obtain the equivalent width (EW), the mean transmissionweighted velocity, the transmission-weighted velocity dispersion, and the column density of each broad absorption trough, we use the normalized mean spectrum of NGC 5548. For each trough we use the highest blue-shifted velocity at which the trough drops by more than 1σ below the normalized spectrum. All troughs are integrated up to zero velocity. Since these broad troughs are well resolved, we use the apparent optical depth method of Savage & Sembach (1991) to calculate the column densities of each trough. The deepest absorption troughs in N V, Si IV, and C IV appear to be saturated since they have similar depths at the velocities of the red and blue members of their respective doublets. Since Lyα is of similar depth, we also assume it is saturated. We therefore measure a covering factor C f at the deepest point of the trough and use this in our apparent optical depth calculation (Arav et al. 2002) . This column density is only a lower limit to the actual column density. The shallower absorption troughs are significantly less deep. If they were saturated and had similar covering factors, they would likely have similar depths to those of the stronger ions. We therefore assume that they lie on the linear portion of the curve of growth and use their apparent optical depths to obtain a direct measure of the column density assuming covering factors of unity. Table 7 summarizes the broad absorption trough properties in detail.
We can now use these measures of ionic column densities in the UV together with the X-ray opacity measurements from the XMM-Newton spectra of Kaastra et al. (2014) to determine the ionization state of the obscurer more accurately. Because of the low X-ray flux resulting from the heavy Xray absorption, the XMM-Newton spectra have no detectable spectral features that we can use to determine the ionization properties of the obscurer. However, the X-ray spectrum does provide a good measure of the total column density. As in the study of the obscurer in NGC 3783 , we examine joint photoionization models that use the UV ionic column densities along with the total column density determined from the X-ray observations to more precisely determine the physical properties of the obscurer. Since the obscuring gas is illuminated by the bare active nucleus in NGC 5548, we use the unobscured spectral energy distribution (SED) shown in Figure 2 of Arav et al. (2015) for our photoionization mod- c Ending velocity of the absorption trough.
d Transmission-weighted velocity centroid of the absorption trough.
e Transmission-weighted velocity dispersion of the absorption trough.
f Equivalent width of the absorption trough.
g Inferred ionic column density assuming the trough is saturated.
h Covering factor at the deepest point in the absorption trough.
els. Using Cloudy v17.00 (Ferland et al. 2017 ), we run a grid of models covering a range of −1.5 to 2.0 in ionization parameter log ξ, and total column densities from log N H = 21.0 to 23.5. 7 Figure 17 shows the allowed space of photoionization solutions, which are at the two points where the Xray column densities of the two obscurer components intersect the measured column densities of C II, C III*, Si II, and P V in the grid of photoionization models. Note that no single solution fits all measured ions, but some of this incommensurability could be due to the unknown covering fraction of the weak, low-ionization species. In addition, all these low-ionization species are produced in very narrow ionization fronts, so there are likely systematic errors in the photoionization modeling (see Mehdipour et al. 2016a ) that are larger than the statistical uncertainties we show in the figure. Kaastra et al. (2014) used only the XMM-Newton X-ray spectra to determine the ionization parameter and column density of the obscurer, Since there are no spectral features to constrain the X-ray models, a broad range of ionization pa- 7 The ionization parameter is defined as ξ = L ion /(nr 2 ), where L ion (erg s −1 ) is the ionizing luminosity obtained by integrating from 1 to 1000 Ryd, n is the density (cm −3 ), and r (cm) is the distance of the obscurer from the AGN. We will also use the ionization parameter defined by U = Q H /(4πr 2 n H c), where Q H is the rate of incident ionizing photons above the Lyman limit, r is the distance to the absorbing gas from the nucleus, n H is the total hydrogen number density, and c is the speed of light. For the SED of Arav et al. (2015) , the conversion from ξ to U is log U = log ξ − 1.6. rameters produces acceptable fits. As shown by Mehdipour et al. (2017) , Kriss et al. (2019) and Longinotti et al. (2019) , including the UV absorption as an additional constraint indicates that the obscuring gas likely has higher ionization, even in the observations of the original XMM-Newton campaign. From our new analysis that includes the broad UV absorption as part of the solution, we see that the obscurer is much more highly ionized than originally thought. Component #1, with log N H cm −2 = 22.08 actually has an ionization parameter in the range log ξ 1 = 0.8-0.95, and Component #2 is even more highly ionized at log ξ 2 = 1.5-1.6. These differ sufficiently from the original fits of Kaastra et al. (2014) (log ξ 1 = −0.8 and log ξ 2 = −4.5) that another look at the X-ray spectral analysis is warranted.
Variability of the Narrow Absorption Features
The narrow intrinsic absorption features in NGC 5548 lie at distances of ∼ 3 to hundreds of parsecs (Arav et al. 2015) . They vary on timescales of days (as seen above in Figure 11 ) to years (Arav et al. 2015) , and appear to be associated with the X-ray warm absorber in NGC 5548 (Mathur et al. 1995; Crenshaw et al. 2009; Kaastra et al. 2014; Arav et al. 2015) . Using density sensitive transitions in the metastable excited states of C III and Si III, Arav et al. (2015) determined the density of the gas producing the absorption features associated with Component #1 as log n cm −3 = 5.8 ± 0.3, placing it at a distance of 3.5 ± 1.0 pc, consistent with the density Thick colored bands show the column densities with associated 1-σ uncertainties for the weak, low-ionization troughs in the mean UV spectrum of NGC 5548. Nominally, photoionization solutions should lie along these lines. For the strong, saturated features, we use dashed colored lines for the lower limits on their column densities. Allowed photoionization solutions lie above these lines.
and the 1-3 pc location of the emission-line gas in the NLR . Using the time variability of these absorption features, we can independently measure the density by measuring the recombination time in the gas. Krongold et al. (2007) used the variability of the aggregate soft X-ray absorption as it responded to continuum flux changes in NGC 4051 to estimate recombination times, but here we have the opportunity to make such measurements with distinct, resolved, absorption lines in the UV. For gas in photoionization equilibrium, the population density n i , in a state i depends on the balance between the ionizing photon flux causing ionizations to more highly ionized states and recombinations from those states. Following Krolik & Kriss (1995) , this can be expressed as
+ n e n i+1 α rec,i + F ion,i−1 σ ion,i−1 n i−1 .
For the ions we are measuring, generally n i−1 n i n i+1 , so we can simplify to
In general, as long as there is a copious increase in the ionizing flux, the −F ion,i σ ion,i n i term dominates, and ions n i are destroyed instantly. Conversely, when the flux decreases abruptly, n e n i+1 α rec,i dominates, and n i reappears more slowly, on the recombination timescale τ rec = (n i /n i+1 )/(n e α rec,i ).
Figure 18 beautifully illustrates this simple behavior. We can see the absolute magnitude of the EW of the C II λ1334 Our high data quality and good sampling enable us to measure recombination delays directly from our light curves. To obtain an objective, empirical measure of the recombination time, we cross-correlated the continuum light curve with the absorption line light curves (using the interpolated crosscorrelation function (ICCF) of Peterson et al. 2004 ), but restricted our cross-correlation to time intervals when the continuum flux had reached a peak and then fell to a minimum. We obtained good cross-correlations only for a select number of absorption lines in Components #1 and #3. We tabulate the measured recombination times in Table 8 . To convert these times into densities, we use Cloudy 17.00 (Ferland et al. 2017 ) to obtain the recombination rates for each of the ions in Table 8 , assuming a fiducial density of log n = 4.8 cm −3 . The best-fit photoionization solutions from Arav et al. (2015) give log U = −1.5 and log N H = 21.5 cm −2 for Component #1, and log U = −1.3 and log N H = 21.2 cm −2 for Component #3. We scale up the ionization parameters by the ratio of the continuum fluxes at 1367 Å for the mean spectrum from the XMM-Newton campaign (3.11 × 10 −14 erg cm
) to the value from the mean spectrum of the STORM campaign (4.30×10 −14 erg cm
). The print ionization rates command in Cloudy then gives total recombination rates for the relevant ionic states, and we scale the fiducial density of log n = 4.8 cm −3 by the ratio of the inferred recombination time from Cloudy to our measurements in Table 8 to obtain the tabulated inferred densities.
These density measurements are reassuring, both for their internal consistency and for their agreement with the independent determination of log n e = 4.8 ± 0.3 obtained by Arav et al. (2015) using density sensitive absorption line ratios. Despite our simplifying assumptions, it is gratifying that the atomic physics of this gas produces such consistent results. Figure 18 . UV continuum light curve at 1367 Å (red line) overlaid on the variations in equivalent width for the absorption in C II λ1334 (black points) associated with the intrinsic narrow absorption component #1 in NGC 5548. Silva et al. (2019) discuss the limitations of our simplifying assumptions in more detail, and produce a more rigorous time-dependent photoionization model of the various light curves that verify these empirical results with greater precision.
This classic ionization response describes the light curves of the low-ionization transitions visible in Component #1. However, this idealized behavior only holds true for approximately the first third of the campaign. At later times, the absorption lines do not follow the continuum so closely, during either the ionization or recombination phases. The correlation plot comparing EW(C II) to the UV continuum flux F λ (1367Å) in Figure 19 shows a good linear correlation (linear correlation coefficient r = 0.82) for the first 75 days of the campaign, or THJD<56766, but much more scatter at later times (r = 0.39).
A partial explanation for the inconsistent correlation of the absorption line strength with the observed UV continuum is that the observed continuum is only one determinant of the actual ionizing flux beyond the Lyman limit. Historically, the extreme ultraviolet (EUV) continuum varies with greater amplitude than the FUV (Marshall et al. 1997) . We also know that the soft X-ray continuum is obscured by optically thick gas that only partially covers the continuum source (Kaastra et al. 2014 ). This opaque partial coverage also shadows the ionizing ultraviolet, as shown by the photoionization analysis of the UV absorption lines (Arav et al. 2015) . The obscuration is also variable, with the variability predominantly explained by variations in the covering fraction (Di Gesu et al. 2015; Cappi et al. 2016; Mehdipour et al. 2016b) . If the covering fraction of the obscurer is varying, then one would expect variations in the ionizing flux that are independent of the strength of the observed UV continuum. To test this hypothesis, we did a joint correlation analysis of the variations in EW(C II) with the UV continuum and the hardness Figure 19 . Correlation of the equivalent width of the absorption line C II λ1334 associated with the intrinsic narrow absorption component #1 in NGC 5548 with the UV continuum flux at 1367 Å. Blue points are for the six observations of the XMM-Newton campaign, all prior to THJD=56650; black points are for dates in the STORM campaign earlier than THJD=56766; red points are for later times. ratio as measured with Swift. The hardness ratio is defined as HR = (HX − SX)/(HX + SX), where SX is the soft X-ray count rate in the 0.3-0.8 keV band, and HX is the count rate in the hard X-ray band, 0.8-10.0 keV (Edelson et al. 2015) . The hardness ratio is almost a direct measure of the covering fraction of the obscurer (Mehdipour et al. 2016b) . A linear fit of the EW(C II) to the UV continuum flux, F λ (1367Å) yields the red line shown in Figure 20 , with χ 2 = 224.2 for 171 points and two degrees of freedom. This is a good correlation, but the fit is not a statistically acceptable predictor of the strength of the EW(C II). If we include the hardness ratio HR as an additional independent variable, the goodness of fit improves dramatically to χ 2 = 156.1, which is statistically acceptable. This strongly bolsters the interpretation that the ionizing continuum for C II is determined both by the observed intensity of the UV continuum as well as the fraction of the ionizing continuum that is covered by the X-ray obscurer.
The bottom panel of Figure 20 shows how including HR as a predictor of the EW(C II) improves the fit. The simple red line is the prediction based solely on the UV continuum flux. The observed equivalent widths have a large scatter about this line, as seen in the black points. When the hardness ratio for each observation is taken into account, the predicted equivalent widths then vary from the simple linear fit in a manner consistent with variations in the covering fraction. For a given UV flux, high hardness ratios, indicative of high covering fractions, mean more of the ionizing continuum is obscured, so predicted equivalents widths are greater in magnitude (more negative). For low hardness ratios, covering fractions are lower, more ionizing flux leaks past the obscurer, and equivalent widths decrease in magnitude as more C II is ionized. An alternative possibility is that the shape of the ionizing continuum is varying, and that the soft X-ray flux might be a good measure of this when combined with the UV continuum flux. We therefore tested a joint correlation of the EW(C II) with the UV continuum flux and the soft X-ray count rate, SX. This also gives an improved fit, χ 2 = 180.7, which is statistically acceptable, but not as good as the fit using HR. The improvement can readily be explained as a consequence of SX being determined partially by intrinsic flux variations, but mostly by variations in the covering fraction of the obscurer, as argued by Mehdipour et al. (2016b) .
The lack of a direct, exclusive correlation with the observed UV continuum flux is even more striking for all the high-ionization absorption lines, Si IV, C IV and N V. FigFigure 21 . UV continuum light curve at 1367 Å (red line) overlaid on the variations in equivalent width for the absorption in C IV λ1548 (black points) associated with the intrinsic narrow absorption component #1 in NGC 5548.
ure 21 illustrates these effects in the blue component of C IV λ1548 associated with the absorbing gas in Component #1. This transition has the highest blue-shift of any narrow intrinsic absorption feature for C IV, and therefore it is not blended with any other components. In Figure 21 one can see that it tracks the UV continuum variations very closely up to THJD=56766, both during increases in flux and during decreases in flux. For the first 75 days of the STORM campaign, before the BLR holiday, C IV has a linear correlation coefficient of r = 0.86. For the remainder of the campaign, however, the correlation drops significantly, with r = 0.06. In contrast to C II, C IV does not show any recombination delay when continuum flux levels fall, even during the first 75 days of the campaign; the absorption increases in strength almost immediately when the flux levels rise (for THJD<56766). The other high-ionization ions, Si IV and N V, also show this instantaneous response. At later times, however, C IV becomes almost completely decorrelated. The correlation plot comparing the EW(C IV) to the UV continuum flux F λ (1367Å) in Figure 22 shows a tight correlation with the UV continuum during the first 75 days, just like for C II, but a large degree of scatter at later times. During the period of the BLR holiday, after THJD=56776, there is no coherent correlation between EW(C IV) and the UV continuum flux. The particularly discordant points in the upper right corner of Figure 22 correspond to the FUV continuum flux peak near the end of the holiday period at THJD=56820.
As for C II, we investigated whether other variables might also have a strong correlation with the ionizing flux that is controlling the population of C IV ions. In Figure 23 we compare EW(C IV) to the soft X-ray flux as measured by Swift (Edelson et al. 2015) . Although not perfect, the correlation improves significantly, suggesting that the soft X-ray flux plays a more dominant role in controlling the C IV ionic population than the FUV continuum. Figure 22 . Correlation of the equivalent width of the absorption line C IV λ1548 associated with the intrinsic narrow absorption component #1 in NGC 5548 with the UV continuum flux at 1367 Å. Blue points are for the six observations of the XMM-Newton campaign, all prior to THJD=56650; black points are for dates in the STORM campaign earlier than THJD=56766; red points are for later times. Figure 23 . Correlation of the equivalent width of the absorption line C IV λ1548 associated with the intrinsic narrow absorption component #1 in NGC 5548 with the Swift soft X-ray (SX) count rate. Blue points are for the six observations of the XMM-Newton campaign, all prior to THJD=56650; black points are for dates in the STORM campaign earlier than THJD=56766; red points are for later times.
Again, we investigated whether a multivariate correlation would be better than either continuum measure on its own. First, as expected, a simple linear fit of EW(C IV) vs. F λ (1367Å) is statistically unacceptable with χ 2 =6271 for 171 points and 2 free parameters. We then included the hardness ratio, HR, in the correlation, leading to a dramatic improvement, but the fit is still poor with χ 2 =4314. Finally, in contrast to C II, using the soft X-ray flux in tandem with F λ (1367Å) gives the best result, χ 2 =3608. This is still statistically unacceptable, but it does show the stronger influence that the soft X-ray continuum is having on the C IV ionization than the far-UV continuum. As a final trial, assuming that the hardness ratio, HR, might serve as an an additional measure of the covering fraction of the obscurer, we carried out a trivariate analysis using SX, F λ (1367Å), and HR. This provided no additional improvement in χ 2 , with ∆χ 2 < 1. Figure 24 shows the correlation of the EW(C IV) with F λ (1367Å), and how including SX as an additional independent variable improves the fit. Much of the scatter about the linear fit is explained by variations in the soft X-ray flux. The low equivalent width points in the upper right corner of the top panel of Figure 24 coincide with some of the lowest soft X-ray fluxes observed as shown in the bimodal fit presented in the bottom panel. The fact that it is the soft X-ray flux directly rather than just a covering factor effect (as for C II) may be telling us that the extreme ultraviolet (EUV) and soft X-ray continuum shape is also varying, since it is this portion of the continuum that is responsible for ionizing C IV. This is not the whole story, however. As shown in Figure 24 , there is a large set of points (shown in green) where variations in EW(C IV) are not explained either by UV or soft X-ray continuum variations. These green points encompass times from THJD=56776 to 56827. This evidence, plus the complete decoupling from the continuum variations in the light curve after THJD∼56750, appears to be related to the BLR holiday (Goad et al. 2016) , which sets in at the same time. The green points in Figure 24 lie in the deepest portion of the BLR holiday. In Paper VII (Mathur et al. 2017) we speculated that the BLR holiday was related to changes in the EUV/soft X-ray continuum shape, and that these changes in the higher-energy range of the spectral energy distribution (SED) were not reflected in the visible FUV continuum. The responses of the high-ionization intrinsic absorption lines enable us to directly measure these changes in the SED.
While the responses of the broad emission lines also give insight into the behavior of the continuum, their large-scale spatial distribution and differing views of the continuum source complicate such an analysis. Since the narrow intrinsic absorption lines in NGC 5548 are directly along our line of sight, they are exposed to the same continuum that we see. This allows us to take advantage of their unique point of view and to obtain a direct measure of the continuum strength at a variety of energies. To a good first approximation, the continuum flux at an ion's ionization potential is the ionizing flux driving the population of that ion. To use the strength of the absorption lines as a measure of this flux, however, we must be certain that the absorption line variations are reflecting changes in column density in response to changes in the ionizing flux rather than being caused by either variations in covering factor, transverse motion, or both.
The best evidence in favor of a dominant photoionization response is the good correlation we see between the strength of the individual absorption lines and either the FUV continuum (for low-ionization lines like C II), or the soft X-ray flux (for high-ionization lines like C IV). Our biggest concern is for C IV because it was heavily saturated during the XMMNewton campaign. The photoionization models of Arav et al. Figure 25 shows that the bottom of the absorption trough in C IV λ1548 Component #1 remained relatively constant in 2014, in agreement with heavy saturation. Likewise, Figure 23 shows that during the XMMNewton campaign, the strength of the absorption in C IV λ1548 Component #1 is independent of the soft X-ray flux, and much stronger than during the AGN STORM campaign.
In contrast, Figure 23 shows a strong correlation with the soft X-ray flux during the AGN STORM campaign, indicative of a photoionization response. In Figure 26 , we show that the absorption line profiles change as expected if the col- umn density in C IV Component #1 was varying in response to changes in the ionizing flux.
Assuming that the absorption lines in Component #1 are indeed tracing a response to change in the ionizing flux, we can use this behavior as a diagnostic of the ionizing continuum. For the first 75 days of the campaign (dates prior to THJD=56766) both the absorption lines and the emission lines show a good correlation in their variations with the FUV continuum flux at 1367 Å. We use this proportionality to derive a linear relationship between a line's EW and the continuum flux of EW = a 0 + a 1 × F λ (1367).
During this early part of the campaign, when everything correlates well, we assume that the continuum shape is that shown in Figure 4 of Mehdipour et al. (2015) . We designate points lying on this fiducial SED as F 0 (λ), where λ may be either the observed wavelength 1367 Å, or the wavelength at the ionization potential of the relevant ion, λ IP . We can then use variations in the EW of a given line to measure changes in the flux at the ionization potential relative to this fiducial SED shape of
Following this methodology, we derive relative ionizing continuum light curves for each absorption line representative of the time-varying relative fluxes at their ionization potentials. Figure 27 shows these relative light curves for the blue components of the Si IV, C IV and N V doublets of the intrinsic absorption line for Component #1 in NGC 5548. The figure also compares these relative light curves to the deficiency in the broad C IV emission line flux during the BLR holiday (Goad et al. 2016) , defined as the percentage diminution in the C IV emission line flux during the holiday compared to the expected flux based on the correlation of C IV emission line flux with continuum flux observed during the first 75 days of the AGN STORM campaign. Note that the relative decrease in broad C IV emission line flux occurs during the same time interval (56776<THJD<56827) as the inferred decrease in EUV continuum flux at the ionization potentials of Si IV (45.1 eV), C IV (64.5 eV) and N V (97.9 eV) deduced from the behavior of the intrinsic absorption line. All three inferred continua show significant correlations with the deficit in the C IV emission. However, there is a delay between the C IV deficit and the inferred continua. Using ICCF, we find delays and peak correlation coefficients of 11.6 ± 1 days and r = 0.66 for Si IV, 10.5 ± 1 days and r = 0.70 for C IV, and 12.3±1 days and r = 0.64 for N V. These delays are actually with respect to the FUV continuum at 1158 Å, since Goad et al. (2016) shifted the C IV light curve by −5 days to align it with the continuum variations, so the inferred EUV Figure 27 . Relative EUV continuum fluxes at the ionization potentials of Si IV (45.1 eV, black points), C IV (64.5 eV, green points) and N V (97.9 eV, magenta points) as deduced from variations in the equivalent width of the absorption lines Si IV λ1393, C IV λ1548 and N V λ1238 associated with the intrinsic narrow absorption component #1 in NGC 5548. Red points show the percentage deficiency in the flux of C IV broad emission during the BLR holiday (Goad et al. 2016). continua variations are delayed by 5-7 days relative to the C IV deficit. These delays are puzzling since one might expect the C IV deficit to lag the continuum deficits rather than vice versa if they were the direct cause of the BLR holiday. Dehghanian et al. (2019) investigate the complex responses of the intrinsic narrow absorption lines to changes in the ionizing continuum and the intervening obscurer in greater detail although they also do not explain this puzzling behavior.
Variability of the Broad Absorption Features
As discussed in §5.2, the broad absorption features that appear as extensive blue-shifted troughs on all the resonant UV lines in the spectrum of NGC 5548 are the UV counterparts to the soft X-ray obscurer discovered by Kaastra et al. (2014) . These broad UV absorption features also vary with time. In fact, in the observations from that campaign, there was a significant anticorrelation between the strength of the absorption troughs and the soft X-ray flux as measured by Swift (linear Figure 28 . Correlation of the absolute value of the equivalent width of the broad absorption in Lyα in NGC 5548 with the soft X-ray flux from Swift. Blue points are for the six observations of the XMMNewton campaign, all prior to THJD=56650; black points are for dates in the STORM campaign earlier than THJD=56766; red points are for later times. correlation coefficient r = −0.37). As the soft X-ray intensity increased, the broad UV absorption strength decreased. This is not due to a photoionization response, however. The broad UV absorption lines are saturated, and so their strength is also governed more by the covering factor than by the ionization state or column density of the absorbing gas.
The more extensive monitoring of the time variability of the broad absorption features enabled by the STORM campaign reveals an even more complex picture. As shown in Figure 28 , the anticorrelation of the EW of the broad absorption is not as clean as it was in the six points available from the XMM-Newton campaign.
While there is a rough anticorrelation (r = −0.41) early in the campaign (THJD<56766), as with the behavior of the narrow absorption lines, the correlation disappears after THJD=56766 (r = +0.02), approximately the time of the onset of the BLR holiday (Goad et al. 2016) . Figure 29 shows this even more dramatically. Light curves for the EWs of the broad absorption features are eerily similar to the time variation of the anomalous deficit in the response of the flux of the broad emission lines. The connection between these two behaviors is puzzling. On the one hand, the lack of response in the BLR during the holiday appears to be due to a change in the SED, in which the soft X-ray excess decouples from the visible UV continuum. A decrease in the BLR flux during the holiday implies a decrease in the ionizing UV driving the line emission. On the other hand, a decrease in the broad absorption line EW implies a decrease in the covering factor of the obscurer, because these broad troughs appear to be saturated ( §4.2) and we see no dramatic changes in their velocity widths.. This is also seen in the Swift monitoring of NGC 5548 (Mehdipour et al. 2016b) , and it implies that more of the EUV and soft X-ray flux is being transmitted past the obscurer. Plus, since the BLR response represents Figure 29 . Light curve of the variations in the absolute value of the equivalent width of broad Lyα absorption in NGC 5548 (black points) compared to the percentage deficiency in the flux of C IV broad emission (red points) during the BLR holiday (Goad et al. 2016). a global view of the continuum source, and our view of the obscurer is restricted purely to our line of sight, this suggests that our view of the obscurer may not be a special geometrical arrangement, such as a single cloud crossing our line of sight, but rather a more axisymmetric arrangement affecting all sightlines that illuminate the BLR. Dehghanian et al. (2019) present further photoionization analysis of both the narrow and the broad absorbers that support this interpretation.
An approximate axisymmetric arrangement for the obscurer is even more natural when one considers the timescales covered by our observations. From the beginning of the XMM-Newton campaign in June 2013 to the end of the reverberation mapping campaign in July 2014, the elapsed time was 415 days. For a black-hole mass of 5.2 × 10 7 M (Bentz & Katz 2015) , clouds at a radius of 1 light day, at the innermost edge of the BLR. would have an orbital timescale of 115 days. Thus the obscurer and the innermost part of the BLR could have completed more than one full revolution over the course of our observing programs.
DISCUSSION
Modeling the UV spectra of NGC 5548 from the STORM campaign accomplished our primary goal of obtaining clean, absorption-corrected, deblended emission-line profiles of all the principle UV emission lines. We are also able to separate the non-varying contributions of the narrow-line and intermediate line emission to the Lyα and C IV profiles and produce uniform velocity-binned lag measurements across the full profiles of Lyα and C IV. These "clean" line profiles are a key element for future detailed modeling of the BLR to produce two-dimensional velocity delay maps using both MEMEcho ) and forward-modeling techniques (Pancoast et al. 2019) . However, simple characteris-tics of the emission-line profiles and the one-dimensional velocity delay profiles enable us to make some key inferences.
The Lyα velocity delay profile shows a distinctive "M" shape, with short lags at high velocity, peak lags of ∼ 6 − 8 days at moderate velocities (±2500 km s −1 ), and a local minimum near zero velocity. As we discuss in more detail later, this is very different from the centrally peaked Hβ profile observed in 2007 by Denney et al. (2009) . The C IV velocity delay profile is similar to Lyα, but it shows only "shoulders" rather than a central dip. This behavior was seen in the original raw data (De Rosa et al. 2015 ), but we now have a clean, uniform picture across both profiles. This morphology is very similar to that seen in Hβ during the ground-based portion of the STORM campaign (Pei et al. 2017) as well as during the 2015 campaign by Lu et al. (2016) and Xiao et al. (2018) .
The short lags at high velocity and longer lags at low velocity are a natural expectation for Keplerian profiles in a disk (Welsh & Horne 1991; Horne et al. 2004) . In a simple disk geometry where the line-emitting portion of the disk is truncated at both an inner and an outer radius, the lag profile across the emission line extends from short lags at high velocities, corresponding to the inner radius of the disk, and rises to peaks at lower velocities, corresponding to the outer radius of the disk (Welsh & Horne 1991) . In the region near zero velocity, the near-zero lags from the near side of the disk produce a central dip. The sharp peaks of the lag profile produced by a thin disk in the models of Welsh & Horne (1991) is a direct consequence of their disk model having a monotonic, powerlaw emissivity and sharp edges. This leads to a "cuspy" shape for the transfer function, Ψ(τ ). The sharp peaks can be broadened into smoother bumps if the lineemitting portions of the disk do not have abrupt edges, and if the disk is thickened, as in Pancoast et al. (2014) , for example. In the case of NGC 5548, the transfer function Ψ(τ ) recovered from the data is smooth and bell-shaped , which would result in smooth, round peaks in the lag profile.
Notably, the lag profile for C IV for the full campaign shows an upturn to longer lags at high positive velocities (> 10, 000 km s −1 ). This feature was not evident in the original raw data, but may now appear when the contamination of the red wing of C IV by the shorter lag of He II may have been biasing the result to lower values. Longer lags at high positive velocities are indicative of outflowing gas since redshifted, outflowing gas is on the far side of the illuminating source relative to the observer. See the models of Welsh & Horne (1991) for examples. These long lags at high positive velocities are absent when we restrict the data to the first 75 days of the campaign before the BLR holiday.
The C IV lag profile shows additional changes in structure for different time intervals during the campaign, as discussed in §4.1. The biggest change is the apparent change from a local minimum in the lag on the red side of the red emission bump in the pre-holiday period to a local maximum on the blue side of the bump during the holiday period. These changes are in contrast to smoother, more uniform changes for Lyα, which mostly track the evolution to longer lags of the mean profile at all velocities across the profile. Although we cannot unambiguously assign physical explanations to one-dimensional emission-line and lag profiles, the difference in behavior between C IV and Lyα may reflect the differences in radiative transfer through the BLR for these two emission lines. Both lines are generally considered to be optically thick, with preferential emission originating from the illuminated side of the BLR gas (Kwan & Krolik 1979 , 1981 Ferland et al. 1992) , but the smoother evolution of the lag profile during the course of the campaign may suggest that Lyα emission is less orientation dependent than that of C IV.
The lag profiles across the emission lines in NGC 5548 have also evolved on longer timescales over the past decade. In the 2007 observations of the Hβ profile by Denney et al. (2009) , the lag profile is centrally peaked with no dip, and it extends to velocities of only ±6000 km s −1 . For a black hole mass of M BH = 5.2 × 10 7 M (Bentz & Katz 2015) and an inclination of i = 32
• (Pancoast et al. 2014) , this corresponds to Keplerian velocities at an inner disk radius of 2.3 light days. The innermost bins span a range of ±1000 km s −1 /sin i, which correspond to Keplerian velocities at an outer disk radius of ∼ 80 light days.
The AGN12 campaign (De Rosa et al. 2018) showed that by 2012 NGC 5548 had developed a double peaked, "M"-shaped lag profile. By the time of the STORM campaign in 2014, this shape was well developed in both Hβ and in Lyα. For the STORM data, profiles reaching velocities of ±10 000 km s −1 imply an inner disk radius of ∼ 0.8 light day. The double peaks at ±2500 km s −1 lead to an outer disk radius of 13 light days.
These changes in the implied overall structure of the BLR may explain the departure of its measured size from the previously well established BLR size/luminosity relation (see Fig. 13 of Pei et al. 2017) as the luminosity of NGC 5548 has evolved in time over the past two decades. Figure 30 compares the evolution in the optical luminosity (λL 5100 ) of NGC 5548 to the size of the BLR as measured by the reverberation lag of the Hβ emission line. During the 2007 campaign of Denney et al. (2009) , NGC 5548 was near a minimum in its luminosity. The integrated Hβ lag was 5 days, and it fit well on the BLR size/luminosity relation. In 2012, NGC 5548 increased to normal brightness levels, but the overall Hβ lag remained low at 4 days (De Rosa et al. 2018) . One must be careful in assessing the absolute values of these changes in size, however. Goad & Korista (2014) note that emission line lags can be biased low by factors of 2-3 for short continuum variability timescales (as we observed in the STORM campaign), and for campaigns of short duration (as were those in the 2000s). During the lengthy STORM campaign in 2014, NGC 5548 remained bright, yet the Hβ lag remained small, at 4 days, factors of 5-6 smaller than historical values in the 1990s. Notably, these changes coincide with the appearance of the X-ray obscurer in February 2012, as shown in data from Swift monitoring (Mehdipour et al. 2016b ). Similar behavior has been seen in NGC 3783. This Seyfert 1 also exhibited an obscuration event in 2016 with heavy, soft X-ray and broad UV absorption (Mehdipour et al. 2017) . When the obscuration appeared, NGC 3783 was at a luminosity peak following a low-luminosity state from 2011 through 2014 (Kaastra et al. 2018) . Despite the high luminosity, its broad lines were significantly diminished in flux, with moderate velocity regions (∼ 2800 km s −1 ) of the profile apparently gone . Kriss et al. (2019) suggest that the changes in the structure of the BLR and the appearance of the obscuring outflow are related. In the context of disk-driven wind models (Murray & Chiang 1997; Proga et al. 2000; Proga & Kallman 2004; Proga & Waters 2015; Waters & Proga 2016; Czerny et al. 2017; Baskin & Laor 2018) , the transition from a normal BLR configuration to an extended low state requires several years for the BLR to dynamically adjust to the reduced radiation pressure from the accretion disk. The BLR at large radii collapses back toward the disk plane, and the peak in the BLR emissivity shifts to smaller radii. When the continuum brightens, the excess material in the inner regions may be blown away as a radiatively driven wind, observable as the obscurer. The BLR reinflates, but this requires years, governed by the free-fall timescale for the disk wind, which is 3.4 years at 10 light days in NGC 3783 for a black hole mass of M BH = 2.3 × 10 7 M (Bentz & Katz 2015) .
Timescales in NGC 5548 are similar, but shorter, given its slightly higher black hole mass. At 10 light days in NGC 5548, Keplerian velocities are ∼ 5200 km s −1 , and the freefall time, defined as
is 2.3 years. The shrunken size of the BLR during the STORM campaign is also reflected in the lack of stratification in the ionization structure that was evident in past campaigns (Clavel et al. 1991; Korista et al. 1995) . Except for He II, all the other broad emission lines have indistinguishable lags. After the STORM campaign, in 2015 NGC 5548 appears to be reverting back to the normal size/luminosity relation. Lu et al. (2016) observed an increase in the Hβ lag to 7 days. They suggest that this evolution in size was evidence for radiation pressure affecting the size of the BLR, with a time delay likely due to the dynamical timescale of the BLR, similar to our arguments above. Although our modeling of the UV spectra from the NGC 5548 STORM campaign have enabled us to understand the dynamics of the BLR better, and its potential links to the appearance of X-ray and UV obscuration, we must still work out the details of what produces the short timescale variations in the obscuring gas, and how that affects the BLR emission. These processes will be subjects of future papers.
6. SUMMARY We have modeled the HST UV spectra of NGC 5548 obtained during the 2014 Space Telescope and Optical Reverberation Mapping (STORM) campaign. The model uses 97 emission and absorption components to construct an emission model for all 171 spectra of NGC 5548 obtained during the campaign. The model permits us to separate the broad absorption associated with the soft X-ray obscuration discovered by Kaastra et al. (2014) , and to correct for narrow absorption produced by the intrinsic UV absorption lines of NGC 5548 as well as intervening interstellar features. Using the model, we are able to produce absorption-corrected, deblended emission-line profiles, velocity-binned light curves for Lyα and C IV, and light curves for all narrow and broad absorption components. 2. The velocity-binned lag profiles have a distinct "M" shape in Lyα, and less-prominent local maxima above a central minimum in C IV ( §4.1). The local minima in the lag profiles are near zero velocity, and the local peaks (Lyα) or shoulders (C IV) are at ±2500 km s −1 ( §4.1). This morphology is indicative of Keplerian motion in a disk-like configuration.
3. The narrow absorption lines vary in strength in response to changes in the continuum intensity ( §4.3). The lowest ionization absorption lines (Lyα, C II, and Si II) correlate with the continuum through the course of the whole campaign. Their variations show a delayed and smoothed response to continuum variations consistent with recombination of gas with densities of log n e cm −3 ∼ 5, similar to the density measured by Arav et al. (2015) using density-sensitive absorption lines of C III* and Si III*, and similar to the density of the NLR inferred by Kraemer et al. (1998) and Peterson et al. (2013) .
4. High-ionization intrinsic narrow absorption lines (Si IV, C IV, and N V) correlate well with the continuum during the first 75 days of the campaign ( §4.3). Thereafter, they decorrelate, showing signs of the same "holiday" exhibited by the BLR (Goad et al. 2016) . During the holiday period, their strengths correlate most closely with the soft X-ray flux as measured by Swift, which suggests that the soft X-ray flux is more closely related to the ionizing extreme ultraviolet than the FUV continuum. Using the response of these highionization absorption lines, we are able to reconstruct the relative flux of the spectral energy distribution in the extreme ultraviolet. We show that it is diminished in flux relative to the FUV continuum during the period of the holiday.
5. The broad absorption lines associated with the X-ray obscurer also vary during the course of the campaign ( §4.4). Early in the campaign, they show a rough anticorrelation with the soft X-ray flux, as seen by Kaastra et al. (2014) . However, during the holiday period they decrease in strength, with behavior mimicking the deficiencies in the flux of the broad emission lines. This behavior is not understood.
6. The departure of NGC 5548's BLR from the radius/luminosity relationship of Peterson et al. (2002) during the AGN12 campaign in 2012 (De Rosa et al. 2018 ) coincides with the appearance of the X-ray obscurer at about the same time (Mehdipour et al. 2016b ). We suggest the two events are related, and that the obscurer is a manifestation of a disk wind launched by the brightening of NGC 5548 in 2012 after a prolonged low-luminosity state which had led to the collapse of the BLR ( §5).
Modeling the UV spectra of NGC 5548 from the STORM campaign has yielded crucial insights into the behavior of the emission-line and absorption-line gas as well as properties of the ionizing continuum that were not easily seen in the raw data. These new insights may help us to resolve the structure of the BLR and successfully interpret our measures of its two-dimensional reverberation maps. c Asymmetry is defined as the ratio of the half width at half maximum of the red side of an asymmetric Gaussian to the half width at half maximum of the blue side. f Column density is in 10 20 cm −2 .
g The Fe II model is normalized to 1.0 × 10 −16 erg cm −2 s −1 Å −1 at 1700 Å. b Starting wavelength for equivalent width integration.
c Ending wavelength for equivalent width integration.
d Equivalent width of the absorption feature.
e Velocity of the feature relative to the systemic redshift of the host galaxy, z = 0.017175.
f Covering factor of the absorption feature.
g Column density of the absorption feature.
h Blended with Galactic Fe II λ1143.
i Blended with Galactic Si III λ1206. NOTE-Tabulated equivalent widths are in the observed frame. Enumerations following the line designations in the column headings refer to the narrow absorption line components as numbered in Figure 9 . Table 5 is published in its entirety in machine-readable format. A portion is shown here for guidance regarding its form and content.
