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Abstract
A novel experiment, aiming at demonstrating the feasibility of hypernuclear spectroscopy with heavy-ion
beams, was conducted. Using the invariant mass method, the spectroscopy of hypernuclear products of
6Li projectiles on a carbon target at 2 A GeV was performed. Signals of the Λ-hyperon and 3ΛH and
4
ΛH
hypernuclei were observed for final states of p+pi−, 3He+pi− and 4He+pi−, respectively, with significance
values of 6.7, 4.7 and 4.9σ. By analyzing the proper decay time from secondary vertex distribution with the
unbinned maximum likelihood fitting method, their lifetime values were deduced to be 262+56−43 ± 45 ps for
Λ, 183+42−32 ± 37 ps for 3ΛH, and 140+48−33 ± 35 ps for 4ΛH.
Keywords: hypernuclear spectroscopy, heavy ion induced reaction, invariant mass, lifetime measurement
1. Introduction
One of the key issues in nuclear and hadron physics is the investigation of baryon-baryon interactions
under the flavor SU(3) symmetry with up, down and strange quarks. A baryon involving at least one strange
quark is called a hyperon, and the lightest hyperon is Λ. Because the Λ-hyperon decays via weak interaction
with a lifetime of 263.2 ps [1], it has not been practical to study the nucleon-Λ and Λ-Λ interactions by direct
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reaction experiments with projectiles and targets involving the Λ-hyperon. Therefore a Λ-hypernucleus, a
bound subatomic system containing a Λ, was studied to extract information on the nucleon-Λ and Λ-Λ
interactions. Lambda-hypernuclei until now have mainly been investigated experimentally with emulsion
techniques [2], secondary meson beams [3] and primary electron beams [4]. In those experiments, the isospin
of the produced hypernuclei was limited by the reaction mechanism since a nucleus in the stable target
material is converted to a Λ-hypernucleus by production or exchange of strangeness in a single nucleon.
With heavy ion beams, a central collision of platinum projectiles at 11.5 GeV/c on a gold target was
used successfully to produce and identify 3ΛH (hypertriton) and
4
ΛH hypernuclei [5]. Recently, the STAR
collaboration used relativistic heavy ion collisions (Au+Au) to study hypertriton and anti-hypertriton [6].
However, the latter two experiments to date have not proven suitable for the production of hypernuclei with
the mass value A ≥ 4.
A different approach to studying hypernuclei by using projectile fragmentation reactions of heavy ion
beams was employed for the present work. In such reactions, a projectile fragment can capture a hyperon
produced in the hot participant region to produce a hypernucleus. In this reaction, the energy of heavy ion
beams should exceed the energy threshold for the hyperon production, and the velocity of the produced hy-
pernucleus should be similar to that of the projectile. Thus, the produced hypernucleus has a large Lorentz
factor, and the decay of the hypernucleus takes place well behind the production target. This makes it
possible to study hypernuclei in flight. Since a hypernucleus is produced from a projectile fragment, isospin
and mass values of the produced hypernuclei, unlike in other hypernuclear experiments, can be widely dis-
tributed in similar fashion. The first attempt was made with 16O beams at 2.1 A GeV on a polyethylene
target [7]. However, the measured cross section of the hypernuclear candidates greatly exceeded the theo-
retical expectations, which was ascribed to a difficulty with implementing the kaon trigger. Subsequently,
an experiment performed by bombarding a polyethylene target with beams of 4He at 3.7 A GeV and 7Li at
3.0 A GeV was successful in producing light hypernuclei [8, 9]. However, since the invariant mass of the
final states was not measured, there was ambiguity in identifying the hypernuclei produced.
As mentioned earlier, one of the unique features of the hypernuclear spectroscopy with projectile frag-
mentation reactions is that due to a large Lorentz factor of the produced hypernuclei the decay of the
hypernuclei can be observed in flight behind the production target. Lifetime values of observed hypernuclei
can be deduced by studying the distribution of the proper decay time, obtained from the measured decay
length, in the rest frame of the mother state of interest, thus making the deduced lifetime values independent
of the detectors’ time resolution. The lifetimes of hypernuclei are of interest since they are sensitive to the
overall wave function of the hyperon located within the core nucleus. The lifetime of light Λ-hypernuclei has
been conjectured to be similar to the lifetime of a free Λ hyperon if it is weakly bound to the core nucleus
[10]. Deviations from the value of 263.2 ps of the Λ lifetime [1] would possibly provide new information
on Lambda’s wavefunction inside hypernuclei. In early days, lifetime measurements for hypernuclei were
derived from early emulsion experiments [11, 12, 13, 14, 15] and bubble chamber experiments [16, 17, 18].
Subsequently, there were a few experiments with a missing-mass method to extract the lifetime values of
light hypernuclei [19, 20]. Lifetime values of heavier hypernuclei were also measured by observing the non-
mesonic weak decay channel in coincidence with the (K−, pi−) and (pi+, K+) reactions [21, 22, 23, 24].
Recently, the lifetime of the hypertriton and anti-hypertriton were measured at the Relativistic Heavy Ion
Collision [6], in a way that was similar to the present experiment. However, for most of those experiments,
the reported one-sigma interval of measurements exhibits large discrepancies.
The HypHI collaboration has proposed a series of experiments at the GSI Helmholtz Centre for Heavy
Ion Research, using induced reactions of stable heavy ion beams and rare-isotope beams, with the aim of
producing and measuring hypernuclei with an invariant mass method [25]. In the proposed experiments,
charged particles and neutrons from the mesonic or non-mesonic weak decay of hypernuclei are tracked and
identified in order to reconstruct the hypernuclear mass values. The lifetime of produced hypernuclei can be
extracted by measuring of the proper time in the rest frame of the hypernuclear decay. This methodology
also allows investigating neutron- and proton-rich hypernuclei as well as hypernuclei with more than two
units of strangeness, and several hypernuclei can be studied in a single data taking.
A first experiment to study 3ΛH and
4
ΛH hypernuclei was performed by mean of projectile fragmentation
reactions of 6Li projectiles at 2 A GeV delivered on a carbon target. Results of the observed invariant mass
2
distributions of p+pi− for Λ, 3He+pi− for 3ΛH and
4He+pi− for 4ΛH as well as their estimated lifetime values
will be discussed in this article.
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Figure 1: Schematic layout of the HypHI Phase 0 experimental setup.
2. HypHI Phase 0 experiment
The first HypHI experiment, Phase 0, took place at the GSI Helmholtz Centre for Heavy Ion Research.
Although the experimental setup of the Phase 0 experiment has already been presented in Ref. [26, 27], it
will be briefly discussed below.
Figure 1 shows a schematic layout of the Phase 0 experiment. Projectiles of 6Li at 2 A GeV with an
average intensity of 3×106 beam particle per second were propelled at a carbon graphite target 8.84 g/cm2
thick. The ALADiN magnet was used as a bending magnet for charged particles produced from the target
and hypernuclear decay vertices, as shown in Figure 1. A magnetic field of approximately 0.75 T was applied.
The distance between the target and the center of the ALADiN magnet was 2.35 m. A small array of plastic
finger hodoscopes labeled in the figure as TOF-start was used as a start counter for Time-of-Flight (TOF)
measurement. In order to track charged particles, three layers of scintillating fiber detectors [28], identified
as TR0, TR1 and TR2 in the figure, were set in front of the ALADiN magnet. TR0 was placed at 4.5 cm
behind the target, and the distance of TR1 and TR2 from the target center was 40 and 70 cm respectively. A
drift chamber BDC with six wire layers (xx′, uu′ and vv′) to track charged particles was positioned between
the two fiber detectors arrays, TR1 and TR2. Since it was installed around the beam axis, the sense wires
were wrapped with Teflon to create a local beam killer. Behind the ALADiN magnet, two hodoscopes with
plastic scintillating bars, TFW and ALADiN TOF wall, provided the stop signal for TOF measurements and
the hit position information for pi− mesons. Positively charged particles and fragments were measured by
another plastic hodoscope, labeled as TOF+ wall in the figure. An additional drift-chamber, labeled SDC,
3
with four wire layers (xx′ and yy′), was positioned behind the ALADiN magnet to measure hit positions
of outgoing charged particles. A beam killer was also made for SDC by disconnecting sense and potential
wires to reduce the electric fields around the beam position.
The trigger system for the data acquisition electronics combined three trigger stages. The first stage was
a tracking trigger which is generated by signals from the scintillating fiber tracking arrays with VUPROM2
[29, 30]. It checked for a secondary vertex sites behind the target caused by free-Λ and hypernuclear decays.
The second stage was linked to pi− detection by the TFW wall. The third stage required the detection
of Z = 2 charged fragments in TOF+ wall. More details on the experimental setup and the preliminary
results can be found in [26], while the final data analyses with a proper statistical methodology, based
on the RooFit and RooStats frameworks included in the ROOT package [31, 32, 33], will be presented in
this article. All detector information and the improved detector calibrations were included in the present
analyses, contrary to Ref. [26]. The measurement took place over a period of 3.5 days with an integrated
luminosity of 0.066 pb−1.
The tracking systems composed of scintillating fiber detector arrays and the two drift chambers were
used for reconstructing tracks and determining the secondary vertex. The four scintillating hodoscope walls,
used to perform time-of-flight measurements of charged particles, also worked as part of the tracking system.
Track fitting was done by means of the Kalman filter algorithm, as summarized in [34].
3. Analysis: Particle identification, vertex selection and invariant mass
First, the invariant mass distributions of the final states of two-body mesonic weak decays of Λ→ p + pi−,
3
ΛH →3He + pi−, 4ΛH →4He + pi− were analyzed.
In each event, daughter candidates for those decays were identified and used to reconstruct the secondary
vertex, as corresponding to the mesonic weak decay of interest. In conjunction with the invariant mass
calculation, the mother bound state candidates were selected after a series of geometrical considerations in
order to find the most probable candidate per event.
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Figure 2: (Color online) Shown in the left panel is the correlation between the energy deposit of positively charged isotopes in
the TOF+ wall detector and the momentum-to-charge ratio P/Z. The right panel depicts the projection of the momentum-to-
charge ratio for the helium isotope identification in the right panel. The drawn-in vertical lines show the momentum intervals
(3.35 GeV/c ≤ P/Z ≤ 4.5 GeV/c & 4.6 GeV/c ≤ P/Z ≤ 6.6 GeV/c) used to distinguish 3He and 4He. Each contribution is
modeled by a Gaussian probability density function shown individually by blue dashed lines and obtained from the combined
fit of the distribution, shown as a red solid line.
After the track fitting procedure based on the Kalman Filter algorithm [34], the different track candidates
are associated with their p-values, the goodness-of-fit criteria. The p-value for each of the candidates is used
to exclude poorly fitted tracks. The fitting procedure gives us the most probable momentum vector of the
particle or fragment. The particle identification is obtained by applying the additional information from the
hodoscope walls, such as the time-of-flight and the energy deposit. The charge, Z, of the positively charged
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particles and fragments can be determined from the correlation between the energy deposit, ∆E, in the
scintillating bars of the TOF+ wall and the momentum-to-charge ratio, P/Z, obtained by the track fitting.
The left panel of Figure 2 shows the correlation of ∆E vs. P/Z. A clear separation is seen between
the hydrogen, helium and lithium isotopes. In the case of the He isotopes, the species are determined
by their momentum separation since they have a velocity close to that of the projectile: the time-of-flight
measurement does not help in their identification. The right panel of Figure 2 exhibits the separation between
the 3He and 4He species in the momentum-to-charge ratio distribution. Each species’ contribution is modeled
by a Gaussian probability density function and allows determining intervals of momentum-to-charge [3.35
GeV/c, 4.5 GeV/c] and [4.6 GeV/c, 6.6 GeV/c] for the identification of 3He and of 4He respectively. The
3He contribution to the contamination of the 4He identification is estimated to be approximately 1.7%, while
the contamination of 4He into the identification of 3He is approximately 1.8%.
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Figure 3: (Color online) Correlation between the velocity β and the momentum for the Z=1 charge isotopes (left panel) and
the pi− meson (right panel). The theoretical function β = 1/
√
(m/p)2 + 1 is drawn as a black line for each hydrogen isotope
(proton, deuteron and triton) and the pi− meson. Selection bands for the particle identification are drawn as dashed lines for
each species of interest.
In the case of hydrogen isotopes, the time-of-flight measurement is used to calculate the velocity, β, of
each of the track candidates. The correlation of β vs. P/Z provides the identification of proton, deuteron
and triton species. pi− mesons are also identified with this correlation obtained from the time-of-flight
measurement by the TFW detector. Figure 3 shows those correlations for the positively charged particles
(left panel) and the negatively charged particles (right panel). The species of hydrogen isotopes and pi−meson
should be distributed around the theoretical function of β = 1/
√
(m/p)2 + 1, where m and p respectively
are the mass of the species of interest and the reconstructed momentum. Each theoretical line is indicated
by a solid line in Figure 3. Each hydrogen species is identified by falling into the mass interval of ± 15% from
the nominal mass of the species of interest. In the left panel of Figure 3, the selection bands used for the
identification are indicated by dashed lines, and can be observed in the correlation plot. The identification
of pi− mesons is achieved in a manner similar to hydrogen isotopes by using the time-of-flight information
at the TFW wall. The right panel of Figure 3 shows the corresponding correlation of β vs. P/Z, and the
selection of pi− mesons is made by defining a band of ± 0.05 in β around the theoretical line.
Once the particle and fragment identification has been performed, reconstruction of the secondary vertex
is necessary in order to obtain the information on the Λ hyperon and the hypernuclei of interest. The
secondary vertex of interest corresponds to the two-body mesonic weak decay of the Λ hyperon and of the
3
ΛH and
4
ΛH hypernuclei. First, the following pair of track candidates is associated to match that two-body
decay: p+pi−, 3He+pi− and 4He+pi−. Next, several criteria are applied in selecting the best secondary vertex
candidate per event among the vertex candidates of paired daughter particles. To begin with, the p-value
from the track fitting for the daughter of interest has to be greater than 0.005 and 0.2 for the positively
charged fragment and the pi− meson candidates, respectively.
Next, geometrical considerations are applied. The distance of closest approach for the track pair, d2tracks,
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Figure 4: Geometrical rules for vertex selection. The distance of closest approach of the track pair and estimation of the
secondary vertex position are shown in the left panel. The right panel shows the distance between the extrapolated position of
the reconstructed mother track candidate and the beam position as measured by the TOF-start detector at the target position
in the horizontal plane of the laboratory frame.
shown schematically in the left panel of Figure 4, is calculated to define an estimated the secondary vertex
position. This distance has to be less than 4 mm for the secondary vertex candidate to be accepted. This is
followed by evaluating the distance in the horizontal plane of the laboratory frame between the extrapolated
position of the reconstructed mother track candidate at the target position and the beam position measured
by the TOF-start detector. A schematic view of this distance dtofs is shown in the right panel of Figure 4.
During the experiment, the beam trajectories were adjusted by the accelerator to be perpendicular to the
surface layer of the TOF-start detector, allowing the hit position of the TOF-start detector to represent the
position of the production vertex in the target.
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Figure 5: Longitudinal secondary vertex position in the laboratory frame. The tallest dashed black vertical lines correspond
to the interval selection for the secondary vertex candidate vertex position (-10 cm ≤ Z vertex position ≤ 30 cm). The shorter
red vertical line corresponds to the requirement for the lifetime measurements ( Z vertex position > 6 cm).
The last rule applied in the vertex selection is based on the calculated longitudinal vertex position of
the secondary vertex of interest in the laboratory frame. The secondary vertex is expected to be between
the location of the production target and the first layer of the TR1 fiber detector. Figure 5 shows the
distribution of the longitudinal Z positions of all secondary vertex candidates. The contribution from the
target and the TR0 fiber detector can be seen at -4 cm and 2 cm, respectively. The contribution from
combinatorial background becomes dominant after 30 cm, peaking at the TR1 fiber detector position. The
accepted secondary vertex candidate must have a longitudinal vertex position between -10 cm and 30 cm in
the laboratory frame.
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Table 1: The mean values of the invariant mass of Λ, 3ΛH and
4
ΛH used for the calibration. A linear fit was used as calibration.
Λ 3ΛH
4
ΛH
Mass before calibration (Mean Value) (GeV) 1.10785 2.9848 3.9048
Mass of references (GeV) 1.115683 2.99114 3.9225
After applying the rules for vertex selection, the invariant mass is calculated from the reconstructed
four-vector of the pair of daughter candidates, (p, pi−), (3He, pi−) and (4He, pi−). For the estimation of the
lifetime of the mother states of interest, the longitudinal position of the secondary vertex must be greater
than 6 cm at a minimum.
Due to slight uncertainty concerning the strength of the magnetic field during the experiment as well
as the absolute position of one of the tracking detectors (SDC), the peak positions of the invariant mass
distributions deviated from the known mass values, requiring calibration of the mass values. Table 1 sum-
marizes the values used for the calibration. A linear fit between the obtained values from the invariant mass
distribution without calibration and the reference value of the masses of Λ, 3ΛH and
4
ΛH was used.
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Figure 6: (Color online) Invariant mass distribution for candidates of Λ, 3ΛH and
4
ΛH, are represented by the filled circles
in panels (1a), (1b), and (1c), respectively. The shaded orange region represents one standard deviation of the fitted model
centered at the solid blue line. The dotted lines show the separate contributions of the signal and the background with,
respectively, black and colored lines. The data represented by open triangles correspond to invariant mass distributions of the
mixed event analysis. The local p-value distribution of the background-only hypothesis in full range of fit of Λ, 3ΛH and
4
ΛH,
are shown in panels (2a), (2b) and (2c), respectively. The red dashed lines illustrate the p-values corresponding to significances
of 1σ, 2σ, 3σ, 4σ, 5σ and 6σ.
The top panels of Figure 6 show the invariant mass distributions for p + pi−, 3He + pi−, and 4He + pi−
candidates. In each distribution, a peak at around the mass of Λ, 3ΛH and
4
ΛH can be seen. The background
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contributions to the invariant mass distributions initially were estimated with the event mixing method
[35, 36]. The distribution from the mixing event method is obtained by combining uncorrelated candidate
daughter particles for the mother state of interest that belong to distinct events. The obtained mixed event
distributions are then normalized for purpose of comparison with the invariant mass of the mother state of
interest. The scaling factors are calculated as the ratio of the total integral of the two distributions in a
mass region in which the signal contribution is considered to be negligible. The background contribution
estimated via mixed event analysis is shown in Figure 6 by the open triangles.
The separated signal and background contributions have been estimated via the binned maximum like-
lihood fitting method. A signal in the invariant mass distributions is represented by a Gaussian probability
density function. The background contribution was then modeled by a Chebychev polynomial probability
density function of the first kind. An extended maximum likelihood estimator allowed us to obtain the share
of signal and background in each invariant mass spectrum.
Resultant values of the signal and background contributions are listed in Table 2. In addition, a hypoth-
esis test was applied to determine the significance of the signal, in which H0 corresponds to the background-
only hypothesis while H1 does so for the signal-plus-background. A profiled maximum likelihood ratio test
gives us a significance of 6.7σ, 4.7σ, 4.9σ for Λ hyperon, 3ΛH and
4
ΛH, respectively. The procedures for fitting
and hypothesis testing are based on the RooFit and RooStats frameworks [31, 32]. Also shown in the bottom
panels of Figure 6 is the local p-value of the background-only hypothesis as a function of the mass value of
the possible signal of the mother state of interest. For each data point, the local p-value is calculated by
the profiled maximum likelihood ratio test in which the mean mass value of the signal contribution is fixed
in the likelihood function of the H1 hypothesis. The distribution is then obtained by scanning the mass
region. The maximum of signal significance can be deduced and the presence of the signal contribution into
the invariant mass distribution of Λ hyperon, 3ΛH and
4
ΛH demonstrated. Figure 7 also shows the fit of the
background-only hypothesis H0 with the invariant mass distribution of the mixed event analysis obtained
from the experimental data.
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Figure 7: (Color online) Fitting of background-only hypothesis of the mixed event invariant mass distribution of the candidates
of Λ, 3ΛH and
4
ΛH, is shown in panels (a), (b), and (c). The shaded orange region represents one standard deviation of the fitted
model centered at the solid green line. The data represented by open triangles corresponds to invariant mass distributions of
the mixed event analysis. In addition, the normal invariant mass distribution of the mother state of interest is retained in order
to demonstrate the divergence of the fit based on the background-only hypothesis.
4. Analysis: Lifetime estimation
After reconstructing the invariant mass, the lifetime of Λ, 3ΛH and
4
ΛH was extracted. The signal contri-
bution was determined by subtracting the background contribution from the signal-plus-background contri-
bution. For this purpose, two data sets are built. The signal-plus-background contribution was deduced in
the fitted peak region within the fitted values of m¯± 2σm, and the background-only data set was extracted
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Table 2: Summary of the results obtained by fitting the invariant mass distributions. The parameter Nsig represents the
integral of the signal contribution, while Nbg that of the background contributions. The mean value and σ of the Gaussian model
are referred to as m¯ and σm, respectively. Parameters, a0, a1, a2 and a3, are the coefficients of the Chebychev polynomial.
Fitted values Λ 3ΛH
4
ΛH
Nsig 280 ± 63 154 ± 49 123 ± 33
m¯ (MeV/c2) 1113.3 ± 0.8 2997.4 ± 1.2 3920.8 ± 1.2
σm (MeV/c
2) 4.5 ± 0.9 4.8 ± 1.3 5.4 ± 1.2
Nbg 2609 ± 79 1590 ± 62 841 ± 43
a0 -0.106±0.034 -0.487±0.042 -0.947±0.034
a1 -0.621±0.044 -0.462±0.062 -0.467±0.065
a2 0.279±0.040 0.212±0.047 -0.590±0.068
a3 -0.232±0.057
from the adjacent sideband region within the intervals of [m¯ − 4σm, m¯ − 2σm] and [m¯ + 2σm, m¯ + 4σm].
Thanks to the mixed event analysis, the portion of background inside the signal-plus-background region can
be estimated deductively and used to normalize the integrated area of the sideband region. Each of the
sideband data sets is then associated with a normalization factor Nbl and Nbh.
In addition, the longitudinal vertex position had to be situated more than 6 cm distant from the target in
order to avoid any contamination from reaction events at the target and at the tracking detector immediately
behind the target. In each data set, the proper decay time t = l/(βγ c) is then calculated in the rest frame of
the mother state of interest from the measured decay length l, where βγ c = p/m, p and m the momentum
and the mass of the mother state of interest. The yield at different decay lengths was also corrected by the
deduced acceptance and reconstruction efficiency based on full Monte Carlo simulations, shown in Figure 8.
A polynomial function was utilized to model the efficiency corrections applied to the data sets.
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Figure 8: Acceptance and reconstruction efficiency correction function obtained via Monte Carlo simulations for Λ, 3ΛH and
4
ΛH, are shown in panels (a), (b), and (c) respectively. A polynomial function is used to model the efficiency correction (shown
as a red solid line).
The lifetime values were then extracted utilizing an unbinned maximum likelihood fitting method. The
unbinned analysis is chosen because of statistical limitations and in order to overcome the loss of information
and arbitrariness of the binning. The distribution of the proper decay time l/(βγ c) with a lifetime τ is
modeled by an exponential probability density function, which gives a log-likelihood function as
L =
∏
i
[
1
c τ
e−li/(βiγi c τ) ]w
′
i (1)
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lnL = − ln(c τ)
∑
i
w′i − 1/(c τ)
∑
i
w′i · li/(βiγi) (2)
in which the coefficient w′i corresponds to the normalized efficiency correction and the subtraction factor
in case of the sideband data set. Additionally, the weight factor is normalized in order to keep the same
integral count N after applying the efficiency correction fi to the data set [37]. Under these conditions,
w′i = wi · N/(
∑
i wi) with wi = −Nb/fi and wi = 1/fi for the sideband and signal data sets respectively.
The interval estimation at standard deviation of ±1σ (68.3 % confidence level) is obtained by the profiled
likelihood ratio method [32]. The profiled likelihood ratios for estimation of the mean decay length cτ of Λ
hyperon, 3ΛH and
4
ΛH hypernuclei are shown in the top panels of Figure 9. Deduced lifetime values for Λ,
3
ΛH and
4
ΛH are respectively 262
+56
−43 ps, 183
+42
−32 ps and 140
+48
−33 ps.
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Figure 9: (Color online) Profiled likelihood ratio for interval estimation of Λ hyperon (a1), 3ΛH (b1), and
4
ΛH hypernuclei (c1).
Interval estimation for 1 standard deviation is shown on each profiled likelihood ratio. Binned decay length distributions of
the signal region of Λ hyperon (a2), 3ΛH (b2), and
4
ΛH hypernuclei (c2) with the fitted model, which included the exponential
function resulted from the unbinned maximum likelihood fit and the background contribution estimated by the sidebands. The
black line represents the fitted model, while the blue dotted line represents the contribution of the exponential function.
In order to represent these values, the binned data of decay length l/βγ in the signal region is displayed
with the fitted model, which included the binned contribution of the exponential probability density function
added to the binned data of the sideband regions. The binned fitted model at the bin i can be expressed
like this:
ModelFiti =
{∫
bini
A/(cτ) exp(−l/(βγ cτ))dl
}
· 1/w′i + Bl[li/(βiγi)] + Bh[li/(βiγi)] (3)
where A is the normalization factor of the exponential probability density function, Bl[li/(βiγi)] and
Bh[li/(βiγi)] are the two sideband data sets at bin i.
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Table 3: Contributions to the systematic errors.
Contribution to the systematic Λ 3ΛH
4
ΛH
Vertex Z pos (%) 8 18 14
Primary Vertex (%) 4 4 8
Scaling (%) 11 6 17
Sideband (%) 8 6 10
Total (%) 17 20 25
Table 4: Estimate of the bias of the lifetime estimation.
Λ 3ΛH
4
ΛH
Bias estimation (ps) 3.7 -3 -5
Bias estimation (%) 1.4 -1.6 -3
The latter are shown in the bottom panels of Figure 9. Inference and interval estimation, via the maxi-
mum likelihood method, do not provide any information about the goodness-of-fit resulting from the infer-
ence. However, it is important to demonstrate that the estimation of the lifetimes describes the data set of
the experimental observations. The goodness-of-fit is then tested by calculating the reduced χ2 of the model
proper decay time function over the binned data as χ2 =
∑
bini
(SB[li/(βiγi)]−ModelFiti)2/(SB[li/(βiγi)]),
as shown in the same panels. The values of reduced χ2 are 0.43 for Λ, 1.14 for 3ΛH and 0.71 for
4
ΛH, re-
spectively. It should be emphasized once more here that the deduced lifetime values have been obtained by
the unbinned fitting, and the reduced χ2 from the binned representation was used only to cross check the
goodness-of-fit.
4.1. Study of the systematic uncertainty
The systematic uncertainty in deducing the lifetime was also investigated, as summarized in Table 3.
First, the boundary range of the longitudinal vertex position cut was set to several values in order to
deduce the effect of the cut condition. The resultant systematic uncertainty is listed in the second row of
Table 3 (Vertex Z pos). It is mainly due to the change in the data sample’s size, which influences the fitting
procedure. In the lifetime estimation, the primary vertex position is not perfectly defined. Variations on
the primary vertex can be studied to determine possible systematic influence to lifetime uncertainty. As
explained the primary vertex position is restrained by the beam hit position on the TOF-start detector,
however it does not define well enough the vertex position in 3-dimensions. By means of Monte Carlo
simulations for the missing information on the primary vertex position, the systematic uncertainty on the
primary vertex is extracted and listed in the third row (Primary Vertex). The effect of the scaling factor
between the background contribution from the sidebands and the signal region was examined to measure its
share of the systematic error. Those values are listed in the fourth row (Scaling). The sideband regions for
the background contribution were also alternated to different values, which yielded another few percentage
points. These contributions are listed in the fifth row (Sideband). The total systematic errors are 17 % for
Λ, 20 % for 3ΛH and 25 % for
4
ΛH.
It is important to determine the bias of the lifetime estimator via the unbinned maximum likelihood
method in order to validate the various deduced values. Since the true probability density function of the
full data set is unknown, the bias of the estimator can not simply be computed. However an estimate of
the bias can be arrived at via bootstrapping [37, 38]. This is done by creating two bootstrap samples of the
full dataset, which are a two disjoint sub-assembly s1, s2 of the full data set sall. Then the full statistical
analysis of the lifetime estimation is performed over those sub-assemblies. The bias estimator hence is then
defined by : Bias[τˆ ] = 1/2 · (τˆs1 + τˆs2) − τˆs where the operator .ˆ corresponds to the lifetime estimation
by the unbinned maximum likelihood method [37, 38]. The estimation of bias of the lifetime estimator is
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summarized in Table 4 and shows that the maximum likelihood method introduced a very small bias into
the estimation of the lifetime of Λ, 3ΛH and
4
ΛH.
4.2. Comparison with previous experiments
The measured value of the lifetime of the Λ hyperon compares favorably with the well known value of
263.2 ± 2.0 ps [1]. A comparison of the deduced lifetime values of 3ΛH and 4ΛH hypernuclei with previously
published values is shown in Figure 10. It can be stated that our measured values for 3ΛH and
4
ΛH hypernuclei
are smaller than the lifetime of Λ hyperon of 263.2 ± 2.0 ps.
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Figure 10: (Color online) World data comparison of 3ΛH and
4
ΛH lifetimes. Values deduced in this experiment are indicated by
”HypHI”. The horizontal line at 263.2 ps shows the known lifetime of the Λ hyperon. References to counter experiments are
marked by an asterisk.
5. Conclusion
In summary, the HypHI Phase 0 experiment was performed by using a heavy ion-induced reaction with
6Li projectiles at 2 A GeV on a carbon target. The invariant mass distributions of the final states of p+pi−,
3He+pi− and 4He+pi− revealed signals of Λ, 3ΛH and
4
ΛH, respectively with significance values of 6.7σ, 4.7σ
and 4.9σ. The lifetime values were deduced by using unbinned maximum likelihood fitting, and they are
262+56−43± 45 ps for Λ, 183+42−32± 37 ps for 3ΛH and 140+48−33± 35 ps for 4ΛH. The current work has demonstrated
the feasibility of measuring the mass and the lifetime of various hypernuclei with induced reactions of heavy
ion beams on a fixed target.
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