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Abstract. We study multi-field inflation in random potentials generated via a non-equilibrium
random matrix theory process. We make a novel modification of the process to include cor-
relations between the elements of the Hessian and the height of the potential, similar to a
Random Gaussian Field (RGF). We present the results of over 50,000 inflationary simulations
involving 5-100 fields. For the first time, we present results of O(100) fields using the full
‘transport method’, without slow-roll approximation. We conclude that Planck compatibility
is a common prediction of such models, however significant isocurvature power at the end of
inflation is possible.
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1 Introduction
Planck [1] put tight constraints on the observation of isocurvature modes. Theoretically,
it is well known that multi-field inflation models, ubiquitous in UV complete theories, can
generate isocurvature modes but can also evade Planck’s limits if these modes are washed
out by later processes [2–4]. Since our understanding of the reheating period is not firm,
there has been a substantial effort toward clarifying the conditions that lead to the creation
of isocurvature modes [5–41]. This work adds to this body of research by further exploring
the generation of isocurvature modes in a class of random potentials generated through the
Dyson Brownian Method (DBM).
In any multi-dimensional space a trajectory is always one-dimensional, so it is always
possible to change variables so that only one of them is excited along the path. This is
not true for the quantum fluctuations [10, 11, 20, 26, 27, 32], that can be decomposed in
fluctuations parallel to the classical path (adiabatic mode) and perpendicular (isocurvature
modes). After horizon exit, isocurvature modes source the adiabatic mode proportionally to
the turning rate of the classical trajectory. The isocurvature perturbations, in turn, source
each other, have an amplitude that decays exponentially if 0 ≤ m2  H2 (see [22] for
m2 ∼ H2) but have the potential to grow temporarily when slow-roll conditions don’t hold
[42].
Extracting useful information about the effect of light fields on the evolution is made
harder by the lack of a preferred potential for UV-complete inflation. One approach is
to tackle the problem from the bottom up, and try to find universal traits in families of
potentials. One popular family of potentials is the Random Gaussian Field (RGF) 1. This
family of potentials is characterized by the following relations:
〈V (φ)〉 = V¯ (1.1)
〈V (φ1)V (φ2)〉 − V¯ 2 = V 20 exp
(−|φ1 −φ2|2/2Λ2h) (1.2)
where V¯ , V0 and Λh are constants.
Simulating RGFs is numerically costly. Chronologically one of the first attempts was
due to Marsh, McAllister, Pajer and Wrase [43] who proposed a method that charts the
evolution of the potential near and along the classical trajectory by stipulating that the
Hessian matrices in adjacent coordinate patches are related by Dyson Brownian Motion
(DBM) (a detailed explanation of the method can be found in Section 2). Later, a more
comprehensive numerical analysis by Dias, Frazer and Marsh [33, 34], using this method,
found that Planck compatibility is common, both in the results for ns and in the size of
the isocurvature power (in fact, although significant isocurvature power is generated, it can
decay). It is unclear, however, to what extent, if any, the potentials generated through
this method are RGFs. At a given point, a true RGF, described by (1.2), has correlations
between all even-ordered Taylor coefficients, and all odd-ordered Taylor coefficients while the
odd and even coefficients are uncorrelated [35, 36, 44]. The DBM approach only constraints
the Hessian coefficients. There are other reasons to suspect this connection as detailed in
[35, 36, 38, 39, 43, 45] and discussed in Section 2. Masoumi, Vilenkin and Yamada [35, 36] use
only (1.2) to derive statistical results on inflection-point inflation. The potential is generated
1Often, the central limit theorem is given as the justification for this choice. Though a potential in the
multi-field (N ∼ 100) limit is the sum of a large number of terms, one of the requirements of the theorem,
there is no reason to expect the different terms to be equally distributed, an assumption that would guarantee
the theorem is satisfied.
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locally around an inflection- point, and (1.2) is used to constraint the Taylor coefficients up
to cubic order. For inflation to proceed the masses around such a point should be positive
or zero which, given the average mass separation derived from (1.2) and the small field
excursion, justifies a single-field behavior. This argument is likely to be true in most cases,
but not always (as the masses are drawn from a distribution there will be instances when
they are sufficiently close to invalidate the argument.) Bjorkmo and Marsh [39, 40], improve
on an early suggestion by [45], and generate an approximate saddle point RGF inflationary
potential locally around the saddle point, with Λh < MP and Nf ≥ 6. Their work examines
many realizations of these potentials and finds that despite substantial multi-field effects,
Planck compatibility is not rare.
These approaches can be divided into two groups. In [35, 36, 39, 40] the potential
around the inflection or saddle point is smooth and given by a polynomial potential with
random coefficients following (1.2). Though a polynomial can’t represent a RGF (it is not
translationally invariant), the short-field excursion during inflation justifies its use. In the
DBM method the motion of the Hessian from point to point is supposed to account for the
higher order terms in the Taylor expansion. The Hessian evolution is continuous though
non-differentiable and is determined by the DBM dynamics as explained in section 2. This
is an additional input. In this work we revisit the issue of multi-field inflation with an
improved DBM that takes into account the correlation between the Hessian and the value of
the potential. With this correlation the DBM dynamics gives the flow from the non-generic
point where inflation starts to a generic critical point. This new method generates another
family of potentials against which to check the robustness of the predictions made by the
approaches of [35, 36, 39, 40] as we vary the parameters Nf ,Λh and V¯ . We use an initial
mass distribution that is consistent with (1.2) and inflation [44], and is different from that
used in [33, 34], because [44] is derived from a RGF. To compute the evolution of the power
spectrum we use a version of the transport method [46] that does not assume slow-roll given
that the slow-roll conditions aren’t always satisfied along inflation.
2 Potential Construction
In the DBM method we write the potential near a point in field space pi as a quadratic Taylor
expansion:
V (~φ) = Λ4v
√
Nf (v0 + vI φ˜
I + vIJ φ˜
I φ˜J) (2.1)
where the φ˜I ≡ φI/Λh are the O(100) fields normalized by the RGF correlation length, Λh.
The matrix, vIJ , performs a random walk via Dyson Brownian Motion (DBM) as the fields
evolve. Each timestep of the evolution, the potential becomes a new quadratic approximation
centered at the new position of the fields in field space. Precisely,
vIJ |pi+1 = vIJ |pi + δvIJ |pi→pi+1
vI |pi+1 = vI |pi + vIJ |piδφ˜J
v0|pi+1 = v0|pi + vI |piδφ˜I
(2.2)
where the δφ˜I ≡ δφI/Λh is the field displacement given by the fields’ equation of motion
in cosmic time interval δt and the δvIJ are independent and identically distributed random
variables with fixed ensemble averages for 〈δvIJ〉 and 〈δv2IJ〉. In DBM all other averages are
of higher order in δs ≡
√
δφ˜Iδφ˜I . In [33, 34, 43] these were taken to be:
– 2 –
〈δvIJ〉 = (−vIJ) δs
〈δv2IJ〉 = σ2 (1 + δIJ) δs
(2.3)
where σ2 is a constant. This evolution, as explained in [47–49], is equivalent to solving
the Fokker-Planck-Smoluchowski equation for the probability density function (PDF) of vIJ ,
P(vIJ , s),
∂P
∂s
=
Nf∑
I=1
I∑
J=1
(
1
2
σ2(1 + δIJ)
∂2P
∂v2IJ
+
∂
∂vIJ
(vIJP)
)
(2.4)
The stationary solution of this equation is the PDF for a matrix in the Gaussian Orthogonal
Ensemble (GOE):
P(v) ∝ e−Tr v2/(2σ2). (2.5)
As mentioned earlier the DBM proposal to generate random potentials [33, 38, 43] is
not without complications. Indeed several authors[35, 37, 45, 50, 51] have pointed out a
series of shortcomings derived from the observation that the potentials generated through
this method: (i) are most likely unbounded, (ii) are not smooth functions, (iii) are not single-
valued, (iv) do not include correlations between the elements of the Hessian and (v) have too
few maxima and minima relative to saddle points, compared to Morse functions.
These objections are all valid, but they weigh differently for the study of multi-field
inflation. In this work we modify (2.3) to incorporate the correlation between the height
of the potential and the Hessian. As the potential gets higher (lower) than its mean, each
critical point becomes more likely to be a local maximum (minimum). This, unfortunately,
does not bound our potentials, but as explained in [51] is a good approximation for field
excursions φ ≤ Λh. Finally, our potentials are possibly multi-valued in looping trajectories.
We discard such realizations using the procedure in Appendix A.
As explained in [45, 50, 52, 53] and above, the correct PDF for a RGF has to incorporate
the correlation between the height of the potential V and the Hessian (HIJ ≡ ∂2V/∂φI∂φJ .)
For this reason, in this work, we evolve the potential differently to reproduce, in the stationary
limit, the correct probability density:
P(V,HIJ) ∝ e−Q
Q = (V − V¯ )2Nf + 2
4V 20
+ (V − V¯ ) Λ
2
h
2V 20
TrH+ Λ
4
h
4V 20
TrH2 (2.6)
This can be accomplished with the choice:
〈δvIJ〉 =
(
−
(
V − V¯ )√
NfΛ4v
δIJ − vIJ
)
δs
〈δv2IJ〉 =
2V 20
NfΛ8v
(1 + δIJ) δs
(2.7)
where δs =
√
δφ˜Iδφ˜I . In the simulations presented here, δvIJ has been chosen using a normal
distribution with the average and standard deviation that fit (2.7).
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After sufficiently many iterations of this procedure, when Nf  1, the Hessian matrix
HIJ will have eigenvalues distributed in a shifted Wigner semicircle [53]
ρ(λ) =
 12piNf
√
4Nf −
(
λ+ V−V¯V0
)2 −2√Nf − V−V¯V0 ≤ λ ≤ 2√Nf − V−V¯V0
0 elsewhere
(2.8)
where we have introduced the dimensionless eigenvalue λ 2:
m2 =
V0
Λ2h
λ
The growth of the range of eigenvalues with Nf is the result of the eigenvalue repulsion
characteristic of the DBM evolution. The shift of the center of the distribution depends
on the relative value of (V − V¯ )/V0. In this work we will make no assumptions about the
relative sign of V − V¯ , we will explore both signs. It has been suggested [45] that V0 could
be a function of Nf , but we have restricted our simulations to an Nf -independent V0.
The Fokker-Planck-Smoluchowski equation can be solved exactly for (V − V¯ )/V0 con-
stant, which is a reasonably good approximation during inflation. It gives the following
evolution of the Hessian in field space for an arbitrary Nf :
P(V,HIJ , s) = Const
(1− q2)Nf (Nf+1)/2 e
−Q(s)
Q =
Λ4h
4V 20 (1− q2)
Tr[H− qH′ + (1− q)V − V¯
Λ2h
1]2
(2.9)
where q = e−s and H′IJ = HIJ(s = 0). The stationary limit corresponds q → 0. Here, Λh
sets the distance scale over which the Hessian will evolve from arbitrary initial conditions
to being approximately in the shifted Gaussian Orthogonal Ensemble (GOE) (2.6) 3. In the
simulations we have done, the field excursion rarely exceeds 2Λh before the end of inflation,
thus we never reach this point.
The mass distribution (2.8) gives an average separation between the masses [39]
(m2max −m2min)/Nf
H2
= 12
1√
Nf
V0
V
(
MP
Λh
)2
(2.10)
In our realizations we have assumed parameters roughly of 5 ≤ Nf ≤ 100, 0.2Mpl ≤ Λh ≤
0.4Mpl, V0 ∼ V (our full parameter selections are available in Table 1). For this reason one
might expect a purely single field behavior. It is important to keep in mind, however, that
the masses fluctuate (2.9) so in some realizations this separation is much smaller than H2
(cf. Section 5.1).
2Be aware that there are several definitions of λI . In [38], for example, λI stand for the eigenvalues of vIJ ,
hence the difference in the Nf -dependence of the endpoints of the allowed interval. Both definitions agree on
the Nf -dependence of the mass spectrum.
3Note that, despite being a diffusion process, for small s the change in the matrix element PDF is linear
in s, not a square root.
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2.1 What is the shape of the potential?
In our construction, we directly prescribe a correlation between the potential and Hessian,
precisely (2.6). However a true RGF, described by (1.2), has correlations between all even-
ordered Taylor coefficients, and all odd-ordered Taylor coefficients. The odd and even co-
efficients are uncorrelated [35, 37, 44]. We do not impose any type of correlation on the
first and third derivatives. The potentials in our construction do not have well-defined third
derivatives except along the trajectory, and the first derivatives are given by imposing differ-
entiability between patches 4. The RGF method and the modified DBM method generate two
families of potentials with the same masses at critical points. It is a natural question to ask,
then, how closely our construction matches a RGF. Unfortunately, checking this point is not
straightforward. Though, it is possible to compute 〈V (0)V (φ)〉 along the classical trajectory,
this quantity is not readily comparable to (1.2). In our construction, we do not enforce the
constraint 〈V (0)〉 = V¯ , in fact V(0) varies little, thus 〈V (0)V (φ)〉 effectively computes the
average shape of the potential. This shape depends on V¯ as can be seen in figure 2.2. The
dependence on Nf is given in figure 2.1. The potentials along the inflationary trajectory were
averaged together over their excursion in field space, and realizations were excluded from the
average once the plotted excursion exceeded the excursion travelled during that realization.
Points at the extreme right of the plot are an average of only a few realizations, and so are
more ragged. The evolution of the potential in the directions perpendicular to the classical
trajectory depends on the mass matrix. We study this evolution in the next section and in
figure 5.2.
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75
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0.6
0.7
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〈V
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)〉/
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Nf=20
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Nf=60
Nf=80
Nf=100
Figure 2.1. The average shape of the potential along the inflationary trajectory in dataset 1 (see
Table 1). Shaded regions show one standard deviation around the mean value. The excursion becomes
shorter and the potential steeper at higher Nf .
4It may be possible to create DBM potentials with well-defined third derivatives using the procedure of
[54]. However, we do not know how to incorporate the necessary RGF correlations.
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Figure 2.2. The average shape of the potential along the inflationary trajectory in datasets 4 and
5 (see Table 1). Shaded regions show one standard deviation around the mean value. The excursion
becomes shorter and the potential steeper as the mean becomes more negative. When V¯ > V0, the
potential shows a markedly slower decay, as a consequence of the eigenvalues being pushed positive
(c.f. (2.9)).
2.2 Monte Carlo
As a check on our random walk, we numerically maximized the PDF (2.9) in Figure 2.3.
We used the scipy.optimize.basinhopping algorithm [55] to maximize the probability
distribution. To reduce the degrees of freedom, we worked with the eigenvalue PDF, rather
than the Hessian PDF directly. The PDF of the eigenvalues can be found by standard
techniques once given the Hessian PDF [47, 48].
We find:
− logP(~x, q) = Λ
4
h
4V 20 (1− q2)
(
~x.~x− 2q~x.~x′ + q2~x′.~x′ + 2(~x− q~x′)(1− q)V − V¯
2Λ2h
)
+
−
∑
I<J
log |xI − xJ |+ C(q)
(2.11)
where C(q) is an overall time-dependent normalization, and is unimportant for the algorithm.
To avoid numerical underflow/overflow issues we maximized the logarithm of the PDF rather
than the PDF itself. The logarithm is monotonically increasing over the positive reals, so
these results are equivalent.
Unfortunately, (2.9) and (2.11) are only exact in the limit of a constant potential.
However, they provide a good approximation – few realizations change the potential by more
than 50% during their evolution, and a change of several times the initial value is necessary
to substantially shift the distribution (cf. (2.8)). The realizations shown in Figure 2.3 have
V (tend)/V (t0) = 0.56, 0.53, 0.57 from top to bottom. The potential was assumed to be
constant and equal to its initial value during numerical maximization.
The agreement is qualitative. In any individual realization, there is a substantial amount
of variance in the individual eigenvalue paths away from their most likely locations. As we
show in section 4, it is precisely this variance that creates a small fraction of realizations with
high isocurvature power.
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Figure 2.3. (Left) The eigenvalues of vIJ of three 20-field models drawn from dataset 1, shown
versus the covered arclength during inflation. These realizations had excursions of (from top to
bottom) ∆φ = 0.707Λh, 0.859Λh and 0.657Λh. (Right) The Monte-Carlo maximization of (2.11),
given the same initial eigenvalue spectrum as left, over the same number of correlation lengths.
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3 Background Evolution
3.1 Conditions for Inflation
Ideally, we could generate many globally-defined realizations of the landscape, sample points
with high tunneling probability, attempt inflation at all of them, and observe the distributions
of observables from trajectories with> 60 efolds. There are several obstacles to this procedure
in the construction in section 2.
• they are ill-defined globally, so cannot be blindly sampled.
• they have an unstable oscillatory growth beyond a correlation length.
• an arbitrary point in an RGF potential with zero mean is unlikely to generate 60 efolds
of inflation.
Because of the above difficulties, we require selecting initial conditions for inflation by hand,
rather than sampling the landscape.
We compute the slow roll parameters in terms of the potential as
V ≡
M2pl
2
V,IV,I
V 2
(3.1)
ηV ≡M2pl
Min(Eig(VIJ))
V
(3.2)
The shape of the potential around the initial inflationary point is not known a priori.
With a sufficiently high potential, V and ηV can always be made sufficiently small to make
inflation last any desired length of time. According to previous work [33, 38, 39, 43], we
expect inflation to occur most often at saddle points in a RGF. For this reason, in this work
we exclusively study saddle-point inflation. In terms of the initial potential parameters this
translates to vI small and random in direction, and the eigenvalues of vIJ being all positive
with the smallest approximately zero.
The most suitable arrangement of masses for prolonged saddle-point inflation is with
one massless or slightly tachyonic field, and the others massive. Such distributions of masses
are uncommon in RGF saddle points. The average mass distribution at a saddle point is the
shifted Wigner semicircle (2.8). To get the desired arrangement of masses from (2.8) there
are two options. Either inflation happens for a value of the potential V ≤ V¯ − V02
√
Nf
[45] or inflation starts at a special point resulting from an upward fluctuation of the masses.
Recently, Vilenkin and Yamada [44] studied the eigenvalue distributions at saddle points of
a RGF, giving a result for the eigenvalue distribution assuming none are negative:
ξ = −
√
2 + 2
√
1− Nf
Nf + 2
L(ξ) =
2
3
(√
ξ2 + 6− ξ
)
Pinit(µ, ξ) =
1
2pi
(√
L(ξ)− µ
µ
(L(ξ) + 2µ+ 2ξ)
) (3.3)
where µ is the normalized dimensionless eigenvalue λ/
√
Nf . We chose (3.3) as our initial
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Figure 3.1. The distributions proposed in [43–45] (MP,YV,and B respectively).
eigenvalue distribution. This is constant width in µ, but grows in λ with Nf .
In order to prescribe the initial ηV , we shifted each set of eigenvalues drawn from this
distribution slightly towards the negative, so that the smallest gave the correct value of ηV .
We prescribe V by hand, ranging from 10
−12 to 10−9. Larger values of V fail to
generate enough e-foldings. For example, for V = 10
−8 91% of the runs had fewer than 55
efoldings.5 We choose vI (cf. (2.1)) to be random in direction (uniform over the sphere),
with a magnitude chosen to give the correct initial V .
The definition of our potential has a degeneracy in the scale of the Taylor coefficients
and ΛV [34, 38]. We can freely upscale Λ
4
V , so long as v0, vI ,and vIJ are scaled down by the
same factor. This leaves the height of the potential and the background equations of motion
invariant. We exploit this degeneracy to tune ΛV post-hoc to give the Planck value of the
amplitude of the adiabatic power spectrum while computing perturbations. We also use it to
set the height of the potential with ΛV init, and set v0 = 1. For a fixed size of dimensionless
parameters v0, vI , and vIJ , the initial value of ΛV ,ΛV init sets the scale of inflation H(t = 0).
Planck constrains the average Hubble parameter H to be no larger than 10−4Mpl. Motivated
by this, we choose an initial ΛV init = O(10−1.8Mpl) (see Table 1).
3.2 Evolution
We numerically solve the coupled equations of motion in cosmic time:
H2 =
1
3M2p
(
φ˙I φ˙I
2
+ V (~φ)
)
φ¨I + 3Hφ˙I + V ,I = 0.
(3.4)
5If the claim made in [56, 57] proves to be correct, the range of values for V that we have considered
would be inconsistent with our motivation to study multi-field inflation based on a complete UV theory.
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Here ∂IV ≡ V,I . We choose inflation to start in slow-roll, with φ¨I = 0 at t = 0, and the
initial velocity φ˙I = −V
,I
3H at t = 0.
Inflation occurs as long as
H ≡ − H˙
H2
< 1. (3.5)
We evolve (3.4) until H = 1 or a numerical time limit is reached, at which point we perform
a few tests. If any of these fail, we save the background evolution but do not solve the
perturbations’ equations of motion.
• The time limit was not reached, and H(Nend) = 1.
• We cover at least 5 efolds before imposing the earliest mode in Bunch-Davies.
• The trajectory has no self-intersections.
• The differential equation solver gave no errors during the evolution.
3.3 Eigenvalue Gap
Bjorkmo and Marsh [39] observed a distinct gap between the two lowest effective masses
in their RGF potential construction. This gap is noticeably absent from our construction,
and from our Monte Carlo maximization of the Hessian’s PDF in figure 2.3. Following the
argument of Bjorkmo and Marsh, this is expected: our potentials do not include a well-
defined third derivative term, and it is precisely the structure of this term which gives rise
to the eigenvalue gap in their construction.
Vilenkin and Yamada [44] predicted the eigenvalue gap in a VY distribution to go like
1/
√
Nf , by taking the width of the distribution to go like
√
Nf and dividing by Nf for the
Nf eigenvalues.
5 10 20 40 60 80 100
Nf
0
25
50
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100
125
150
∆
m
2
/H
2
m1,m2
m2,m3
m3,m4
0.2 0.3 0.4
Λh
m1,m2
m2,m3
m3,m4
Figure 3.2. The gap between the lowest eigenvalue pair, the next lowest, and the next next lowest,
at the end of inflation. We show dataset 1 to the left and dataset 6 to the right. As a function of Nf ,
the gap in physical units shrinks approximately as Nδf , with δ = −0.24.
However the width of the distribution (c.f. (3.3)) goes like L(ξ)
√
Nf , which only ap-
proximates
√
Nf in the large-Nf limit. L(ξ) varies significantly over the range 5 ≤ Nf ≤ 100.
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A power law fit of N0.73f is a decent approximation over this range of Nf . We expect the initial
eigenvalue gap to go like the width divided by Nf , or approximately N
−0.27
f . In the equilib-
rium distribution, we expect the standard Wigner eigenvalue gap, proportional to 1/
√
Nf
(2.10). However, on average we cover too few correlation lengths to reach equilibrium, and
we expect a scaling much more like the initial distribution than the final one. We observe
approximately N−0.27f scaling in figure 3.2.
4 Perturbations
Inflationary observables are given by perturbations around the classical trajectory.
Multi-field inflation is fundamentally different than single-field inflation. As shown in
[10, 11, 32], scalar perturbations orthogonal to the inflationary trajectory can become excited,
and source super-horizon evolution of the adiabatic mode. These so-called isocurvature modes
can source the observable scalar power spectra at different rates, and lead to a CMB power
spectrum different than observations. The bound from Planck is that all isocurvature power
is at most ∼ 10−2 of the adiabatic power [1].
An additional complication comes from reheating. During (p)reheating, isocurvature
modes can decay or source additional adiabatic evolution. In some scenarios, primordial
isocurvature power can be preserved by reheating, or amplified by it, and lead to observable
consequences [4].
As we describe in section 5.2, our model allows significant isocurvature power at the
end of inflation, and could potentially lead to observable consequences. Large isocurvature
power is rare, but not atypical. This result is different from [34, 39], in which isocurvature
can always decay to unobservable levels in RGF and DBM models.
4.1 What generates isocurvature?
It is helpful to analyze the perturbations in a natural basis [10, 11, 32, 58]
φI(n) ≡ ∂(n)t φI for 1 ≤ n ≤ Nf
From this basis, we can construct an orthonormal basis {eI(1), · · · , eI(Nf )} using the Gram-
Schmidt process. The first vector eI(1) is tangent to the classical inflaton trajectory while the
second eI(2) is parallel to the transverse acceleration.
eI(1) ≡ σˆI =
φ˙I
σ˙
, σ˙2 ≡
∑
I
(φ˙I)2 (4.1)
eI(2) ≡ sˆI =
ωI
ω
, ωI = ˙ˆσI ω2 ≡
∑
I
(ωI)2 (4.2)
The field fluctuations along these directions
Qσ = e(1)IQ
I , Qs = e(2)IQ
I
play important roles. Qσ is the adiabatic perturbation and a measure of the comoving
curvature perturbation
R = H
σ˙
Qσ (4.3)
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Its equation of motion is:
Q¨σ + 3HQ˙σ +
[
k2
a2
+Mσσ − ω2 − 1
M2Pa
3
d
dt
(
a3σ˙2
H
)]
Qσ
=
d
dt
(ωQs)− 2
(
V,σ
σ˙
+
H˙
H
)
ωQs
while that of Qs is
Q¨s + 3HQ˙s +
[
k2
a2
+Mss + 3ω2
]
Qs = 4M
2
P
ω
σ˙
k2
a2
Ψ + · · ·
where Ψ is the metric perturbation in the Newtonian gauge and the ellipsis stands for the
couplings to the remaining isocurvature modes. We will refer to Qs as the first isocurvature
mode, and all others as higher isocurvature modes. The masses are projections of the mass
matrix defined in (4.9).
Mσσ = σIσJMIJ
Mss = sIsJMIJ
By analogy with (4.3) we define
S = H
σ˙
Qs (4.4)
The time evolution of R and S, in the limit k2/(aH)2  1, is
R˙ ' αHS α = 2ω
H
(4.5)
S˙ ' βHS + · · · β = −2H − M
2
PMss
V
+
M2PMσσ
V
− 4ω
2
3H2
while α is always positive, the sign of β is uncertain and may change as a function of time.
The evolution of S, depends on the sign of β and on the terms described here by the ellipsis.
During the background evolution we compute and save β and ω, as well as the closely related
quantity
η⊥ ≡ −V,IeI(2)/(Hσ˙) ∝ ω2/H2. (4.6)
Our simulations show that in a small percentage of cases (see figure 5.8) the isocurvature
modes grow outside the horizon, generating a power that can be as high as, or higher than,
the Planck upper limit of 10−2 times the adiabatic power. Even if this result is not in
conflict with the bounds from Planck on the isocurvature power, it should cast doubts on our
ability to make observable predictions independently of the reheating model. Isocurvature
modes can source non-gaussianities. In this work we have not checked if the amount of
non-gaussianity generated by these modes is already excluded because DBM is not suited for
this computation. In particular, the third derivatives of our potentials are ill-defined. Other
methods, such as [40], are better suited for this task.
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4.2 The transport method
We compute the power spectrum of perturbations around the classical inflationary trajectory
through the transport method [33, 34, 46]. This method is generally numerically efficient
and stable. Our potentials are not known analytically and the power spectrum of scalar
perturbations is not guaranteed to have a simple form, so we need to compute Pζ(k) for a
wide range of ks, each requiring the evolution of O(N2f ) ODEs. Our implementation of this
method, once optimized, was able to compute perturbations for Nf = 100 models adequately
quickly 6.
In this section lowercase Latin indices a, b, . . . will run from 0, . . . , 2Nf −1, while upper-
case Latin indices will be consistent with the rest of this paper, and run from 0, . . . , Nf − 1.
Occasionally we will split a lowercase index into an uppercase index and its bar.
We write the perturbations (in spatially-flat gauge) as
φI(t) = φI(t)classical +Q
I(t). (4.7)
We can expand the inflationary action to quadratic order in the perturbations:
S(2) =
1
2
∫
d3k
(2pi)3
dt a3
(
δIJ∂tQ
I(k)∂tQ
J(−k)−
[
k2
a2
δIJ +MIJ
]
QI(k)QJ(−k)
)
(4.8)
where the mass matrix, MIJ , is
MIJ ≡ V,IJ − 1
a3M2pl
∂t
(
a3
φ˙I φ˙J
H
)
(4.9)
The field perturbations have non-canonical conjugate momenta
δpiI ≡ ∂NQI (4.10)
where ∂N is a derivative with respect to the number of efolds (N) since the start of inflation.
For notational convenience, we define the concatenation of the field and momenta perturba-
tions X ≡ {Q, δpi}. The equations of motion for the perturbations can be written, to tree
level, as [34, 46]
∂NX
a = uabX
b + . . . (4.11)
where
uab =
(
0 δA
B¯
−δA¯B k
2
a2H2
− M A¯B
H2
(H − 3)δA¯B¯
)
. (4.12)
In the transport method, we evolve the two-point correlator of the perturbations directly,
rather than solving for the modes themselves. This is possible by applying the chain rule:
∂N 〈XaXb〉 = 〈(∂NXa)Xb〉+ 〈Xa(∂NXb)〉 (4.13)
If we define the two-point correlator as
〈XaXb〉 = (2pi)3δ(~k + ~k′)Σ
ab
k3
, (4.14)
6On a stampede2 SKX compute node, computing perturbations for a Nf = 100 model took ∼ 1 core-hour.
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its equation of motion reads
∂NΣ
ab = uacΣ
cb + ubcΣ
ac + . . . (4.15)
In practice, we do not solve (4.15) directly, rather we solve for the propagator Γab (N,N0)
dΓab
dN
= uacΓ
c
b (4.16)
Σab(N) = Γac (N,N0)Γ
b
d(N,N0)Σ
cd(N0) (4.17)
where Γab (N,N0) propagates the dimensionless two-point function Σ
bd from a time with known
initial conditions, N0, to any later time, N .
The initial conditions for Σab depend on the mode. When a mode is sufficiently sub-
horizon, Σab will be approximately independent of any spatial curvature, and can described
as approximately Bunch-Davies. For a mode with wavenumber k, this is given by
Σab|BD =
(
H2δIJ
2 |kτ |2 −H
2δI¯J
2 |kτ |2
−H2δIJ¯2 |kτ |2 H
2δI¯J¯
2 |kτ |4
)
. (4.18)
We impose these initial conditions 5 efolds before the mode reaches horizon exit k = aH. In
numerical tests, this was found to be sufficient to leave the power spectrum invariant.
Note that these initial conditions are only valid at a time of approximate slow-roll 7.This
is satisfied in all of our realizations (η⊥ ∼ 0.01 at this time in most realizations, maximum
∼ 0.1). As an additional check, the η⊥ at horizon exit of the pivot-scale mode is shown versus
isocurvature in figure 5.11 – there is no correlation.
4.3 Observables
In order to compute physical, gauge-invariant quantities, we need a gauge transformation out
of spatially flat gauge. One common scalar observable is ζ, the adiabatic scalar perturbation
on surfaces of constant density. The relevant transformation from spatially-flat gauge into
constant-curvature gauge can be written as 8
Na = {− 1
2H
φ˙A
H
, 0}. (4.19)
The adiabatic spectrum, for any mode k at any time N , is then given by
Pζ(k,N) =
1
2pi2
Na(N)Nb(N)Γ
a
c (N,N0)Γ
b
d(N,N0)Σ
cd(k,N0) (4.20)
Note the factor of 1
2pi2
, which we include for agreement with Planck. This factor is notably
absent from previous work using the transport method [33, 34, 46]. We fit the power spectrum
in k-space to measure the spectral index and its running
Pζ(k,Nend) = Aζ
(
k
k?
)ns−1+αs2 log k/k?
(4.21)
7see discussion around (3.9) of [46]
8There exist several equivalent forms of this gauge transformation. One other, used by [34, 46] is
Na = { 1
2H
V,A
V
,
1
2H(3− H)
φ˙A¯
HM2pl
}.
We use (4.19) because it has zeros in the momenta half of the vector, and this allowed us to compute an
orthogonal space for the isocurvature power spectrum.
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4.3.1 Isocurvature Perturbations
One other relevant observable in multi-field models of inflation is the isocurvature power,
or the scalar power in directions orthogonal to the fields’ velocity. We first construct an
orthonormal basis for the tangent space to the fields’ velocity, with basis vectors vαI , where α
labels the Nf − 1 tangential directions, and I labels the Nf components of each basis vector.
We then trace over the field-field quadrant of the 2-point function matrix ΣIJ(N).
Piso ≡ 1
2pi2
(
H
σ˙
)2
δαβv
α
I (N)v
β
J (N)Γ
I
a(N,N0)Γ
J
b (N,N0)Σ
ab(k,N0) (4.22)
where σ˙2 ≡ φ˙I φ˙I . The equivalent of the gauge transformation (4.19) here are the factors of
H/σ˙.
Note that Piso, as defined above, is a sum of the power spectra in every direction
orthogonal to the adiabatic spectrum. This includes the first isocurvature mode defined
in (4.6), and all higher isocurvature modes. To our knowledge, an explicit expression for
the isocurvature power in the full transport method has not been previously stated in the
literature.
5 Results
Our potential construction has a vast parameter space. In the language of [39], our hyper-
parameters were the number of fields Nf , the initial values of V and ηV , and the initial
eigenvalue distribution. In addition there are the RGF parameters, V¯ and Λh (we fix V0 and
ΛV ). Rather than attempt to sample this vast space uniformly, we sliced it in the following
datasets:
dataset # Nf − log10 (V |0) Λh/Mpl − log10 (−ηV |0) V¯ /V0 − log10 (ΛV init)
1 5,10,20,40,60,80,100 12 0.4 5 0 1.8
2 10 12,11,10,9,8*,7* 0.4 5 0 1.8
3 10 12 0.4 6,5,4,3,2,1* 0 1.8
4 10 11 0.4 4 -1,0,0.5,1,2 1.8
5 10 12 0.4 5 -10,-5,-3,3,5*,10* 2.0
6 10,40,80 12 0.1*,0.2,0.3,0.4 5 0 1.8*, 1.5
Table 1. All datasets used in this work. Each value of hyperparameters was run until we had 1000
realizations which computed observables. Parameter combinations with a * were attempted, but suc-
cessfully computed observables too infrequently to get 1000 usable realizations within computing time
constraints. See the discussion in section 3.2 for the conditions under which a realization computed
observables.
5.1 A single realization
To get some intuition for these models, it will be helpful to go through some single realizations
in detail. We consider a typical 80-field model, and an atypical one with large isocurvature.
Both models have the parameters from dataset 1, i.e., an initial V = 10
−12, an initial eta
of ηV = −10−5, Λh = 0.4Mpl, a zero mean, the first derivative of the potential random in
direction, and the initial field configuration is in slow roll, with φ¨I = 0 and φ˙I = −V,I3H .
The relative change of the potential of the two realizations is presented in Figure 5.1.
Despite the patchwork construction of the potential, it is smooth (up to C2) and featureless.
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Figure 5.1. The potential for the two realizations considered here along the trajectory, plotted
against arclength, for both the typical (left) and atypical (right) realizations.
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Figure 5.2. The eigenvalue evolution for the two realizations. Plotted against arclength (left) and
efolds (right), for the typical realization (above) and atypical (below). Initial configurations were
drawn from (3.3).
The eigenvalue evolution is presented in Figure 5.2. The initial eigenvalues, drawn
from the VY distribution (see Figure 3.1), evolve via Dyson Brownian motion. If inflation
covered a few Λh, we would expect the eigenvalues to reach a shifted Wigner semicircle (2.8).
However, few realizations have an excursion further than a single correlation length. These
two realizations had excursions of 0.591Λh and 0.585Λh respectively. The field displacement
grows slowly at first, then super-exponentially near the end of inflation.
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Figure 5.3. Some slow-roll parameters plotted against number of efoldings, for the typical realization
(left), and atypical one (right).
Some slow-roll parameters during the evolution are presented in Figure 5.3. Inflation
is approximately slow-roll (meaning η and  small) at early and intermediate times. The
late-time evolution is out of slow-roll, with |ηV | > 1. This latter period of inflation gives
few efoldings, but covers the majority of the arclength. η⊥ (see (4.6)) is typically large twice
during each realization, once when the initial field velocity isn’t aligned with the lowest mass
direction, and near the end of inflation as tachyonic directions open up.
Power spectra and relevant parameters are presented in Figure 5.4. The first isocur-
vature mass is positive for both realizations, and the first isocurvature mode self-coupling
β (see (4.6)), is negative for all times. Despite the indicators of isocurvature self-coupling
indicating decay, we see the growth (and then decay) of isocurvature. We believe higher
isocurvature modes to be responsible for the superhorizon evolution of the adiabatic and
isocurvature power spectra in this realization. A positive β occurs extremely rarely in our
models with high isocurvature and more than 10 fields. For comparison purposes, we plot
such a realization, where β drives the isocurvature evolution, in Figure C.1. We believe this
mechanism to be present in O(1%) of similar 80-field realizations (see figure 5.8).
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Figure 5.4. Isocurvature evolution and relevant parameters over the last 55 efolds of inflation, for the
typical (left) and atypical (right) realizations. The estimate of first isocurvature mode self-coupling β
(cf. (4.6)), is never positive in the high-isocurvature realization. The first entropic mass µ2s is defined
as Mss + 3ω2 where ω2 measures the turning rate of the classical trajectory (cf. 4.2).
5.2 Aggregate data
In figure 5.5, we show a selection of power spectra as Nf increases. Despite the potential being
constructed patch-wise, the resulting power spectra are smooth and featureless. At higher
Nf , the power spectra become smoother and more predictive.This behavior was already
observed and explained by Dias et al. [34]. As Nf increases, the range of masses increases
only as
√
Nf reducing the average separation between the masses. This effect together with
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Figure 5.5. 50 power spectra, for k around the pivot scale. From left to right, these are 5, 40, and
80 fields. Drawn from dataset 1.
the characteristic eigenvalue repulsion of the DBM dynamics decreases the variability of the
masses as Nf grows. A few realizations with significant running of the spectral index are
visible.
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Figure 5.6. ns through various slices in parameter space. The red shaded region is the 1σ limits on
ns from Planck [1].The plotted datasets are from Table 1, with error bars showing 1σ width of the
distribution. Each point on the figure corresponds to 1000 realizations.
In figure 5.6, we show how our parameter selections affect ns. The spectral index is
strongly sensitive to the steepness of the initial inflationary point, V |0, and the potential
correlation length, Λh. A steeper initial slope of the potential or a shorter correlation length
both give a more blue ns. No other parameters, had a strong effect on ns. See our correlation
plot, figure 5.11, for all parameters which affected ns. Most of our data was taken with an
initial V of 10
−12, so most of our results have a too-red mean ns compared to Planck. We
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stress that these are mean results, and there is significant scatter around the mean. As we
show in figure 5.10, several thousand of our models are Planck-compatible.
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Figure 5.7. The pivot-scale isocurvature power through various slices in parameter space. Each box
and whiskers corresponds to 1000 realizations. The boxes extend from the first quartile to the third,
with the median marked as an orange line. Outliers (beyond 1.5 times the difference of third and first
quartiles) are marked with hollow circles. We note that all plotted parameter ranges have realizations
with outlying isocurvature power, several significantly high Piso/Pζ & 10−2.
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Figure 5.8. The percentage of realizations with an isocurvature power greater than 1% of the
adiabatic power at the end of inflation.
In figure 5.7, we show how our parameter selections affect the isocurvature to adiabatic
power ratio at the end of inflation. The strongest dependence on the median isocurvature
comes from the number of fields, Nf . In almost all datasets, there are significant outliers
(defined in figure caption). This is one of the significant results of this paper. Not all
realizations have ample time for their isocurvature to decay before the end of inflation.
Following the argument in section 4, this is expected whenever one of the isocurvature modes’
masses becomes tachyonic.
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)
Figure 5.9. Masoumi et al. [35] predict a RGF inflating at saddle points has an approximate power-
law e-fold distribution P (Ne) ∝ Nγe , with γ = −3. Here, we plot our empirical e-fold probability
from all datasets. The points in orange were excluded from the fit. The power law fit prefers
γ = −2.65± 0.054.
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Figure 5.10. (left) The adiabatic observables for all datasets stacked, the red ellipse shows 1σ bounds
from Planck. It’s possible that improved bounds from Planck could rule out a more significant fraction
of these models. (right) How ns depends on the number of efoldings.
In figure 5.10, we stack all of our adiabatic observables. The distribution of the points
should not be taken to be a fair sampling of the predictions of Gaussian DBM. We chose
most of our hyperparameters by hand, rather than having them determined by a distribution
predicted by the model as in [35, 37]. Indeed, it’s unclear if locally-defined potentials can
fairly sample the landscape without comparison to some globally defined construction –
the initial conditions must be chosen by hand. Most of our realizations were taken in an
unfavorable regime of parameter space with V |0 = 10−12, so most of these data points have
a too-red ns. Nevertheless, several hundred realizations fall within the Planck 1σ ellipse. It’s
possible that tighter constraints from Planck will eliminate this class of models. Due to the
stochastic nature of our model, it’s likely that some vanishingly small fraction of realizations
fit any reasonable tightening of the Planck results. In the right half of the figure, we show
how ns depends on the number of efolds. Most realizations with a Planck-compatible ns have
≈ 200 efolds.
In figure 5.11, we present a cross-correlation matrix of several background and pertur-
bative quantities. We use only Nf = 10 data, and split it by sign of V0− V¯ . In all correlation
matrices, we see that ns correlates with ηV at horizon exit, but not H . This is expected,
since |ηV |  V near the pivot scale. The isocurvature power seems to correlate strongly
with η⊥ for all signs of V0− V¯ . From our argument in section 4, a large ω will allow the first
isocurvature mode to decay, while giving the higher isocurvature modes a positive contribu-
tion to their masses squared. Some nonzero ω is however necessary to source isocurvature.
ηV correlates with V when V − V¯ < 0, but anticorrelates when V − V¯ is positive or zero.
This is consistent with the behavior of the equilibrium mass distribution (2.8).
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Figure 5.11. Linear correlation matrices for several relevant variables, for negative V0 − V¯ (top
left) positive (top right) and zero (center). Here, a pure red matrix square denotes a perfect positive
correlation, and a pure blue square a perfect negative correlation. A decreased opacity denotes a less
strong correlation, with white squares denoting uncorrelated variables. All variables with a |? were
measured when the pivot-scale mode exited the horizon. Variables marked with |0 were measured at
the start of inflation, and all other variables were measured at the end of inflation.
6 Conclusions
We presented an analysis of multi-field inflation in random potentials generated via a modi-
fied Dyson-Brownian dynamics that includes correlations between the Hessian and the height
of the potential like a Random Gaussian Field. These models have a rich parameter space,
Planck compatibility (reheating caveats notwithstanding) is not rare though ∼ 1 − 2% of
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the cases have unobserved high isocurvature power spectra. The correlations between the
observables ns, αs and Piso/Pζ and background quantities are best summarized in the cross-
correlation matrix presented in fig 5.11. How changing hyperparameters affects the observ-
ables is best summarized by figures 5.6 and 5.7.
Broadly these results agree with previous work in multi-field inflation in RGFs [37, 40]
in finding that, regardless of the value of Nf , Planck compatibility is not rare when the initial
conditions are chosen to guarantee, at least, 55 e-foldings of inflation. The results are also
consistent with Dias et al. [34], in spite of the modified evolution. In our models, as the
number of fields increases so does the power in isocurvature modes, but the percentage of
cases when the Planck bound is exceeded is below 2% for the largest Nf = 100. This small
percentage of cases seems consistent with Bjorkmo and Marsh [40] though we are unable to
compare the exact percentage. There is no inconsistency with Masoumiet al. [37] either since
they predict a single field behavior whenever ΛhN
−1/4
f  1 and the values of Λh and Nf that
we considered in this work do not satisfy this bound.
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A Potential consistency
The potential construction presented here, similar to other DBM constructions [33, 34, 43, 54],
is not single-valued. When the inflationary trajectory includes a loop in field space, DBM
potentials are very unlikely to come back to the same value around the loop. DBM potentials
carry no global information and have no mechanism to enforce that the generated trajectory
avoids this behavior. We consider such trajectories unphysical and discard them. In our
simulations, we detect looping trajectories by constructing a hypercylinder9 around each
consecutive pair of points of the trajectory. If another point of the trajectory is within any
cylinder, we discard that realization. This check is O(N2), and trajectories of N ≈ 105 points
are not uncommon. In order to expedite the check, we only check the first and last tenths of
the trajectory, roughly when η⊥ is large and the radius of curvature is small.
The cylinders’ radius is chosen to be nonzero to ensure there are no intersections within
numerical accuracy, and that perturbations in the local neighborhood of the trajectory are
in a smooth region. In all realizations presented here, we chose the cylinder radius to be
10−7Λh.
The chance for a self-intersection does not always decrease with the number of fields.
For example, here are the Λh = 0.4Mpl realizations from dataset 6:
Nf % self-intersect
10 0.0
40 10.1
80 13.5
Though the dimension of field space increases with higher Nf , there is on average only
one approximately flat direction. We chose a random direction for our initial velocity, so in
higher-Nf potentials, the chance the initial velocity points uphill increases. Uphill velocities
will slow and turn back, possibly entering the 10−7Λh intersection radius.
B Convergence
In random potentials, observables do not have concrete predicted values, but rather distribu-
tions of values given by the model. It is far from obvious that taking O(103) realizations per
data point was a sufficient sampling of the underlying distribution in our potentials. Below
we show a dataset with 5000 realizations, of which 2104 successfully computed perturbations.
9hypercylinder meaning a hypersphere in directions orthogonal to the trajectory, and a line segment along
the trajectory.
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Figure B.1. The predictions for ns from a dataset with ∼ 2000 realizations, as we vary the number
of included realizations in the average. The mean is well stabilized by 1000 realizations, but the
standard deviation may vary from the underlying standard deviation by several percent.
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Figure C.1. A typical 5-field realization (left) and an atypical one with large isocurvature (right).
The mechanism described in section 4 where the first isocurvature mode sources the adiabatic mode
occurs here.
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