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ABSTRACT
As drivers we use both our eyes and ears as sensors
whereas current autonomous vehicle sensors and decision
making do not rely on sound. Sound is particularly im-
portant in cases involving Emergency Vehicle (EV) sirens,
horn, shouts, accident noise, a vehicle approaching from
a sharp corner, poor visibility, and other instances where
there is no direct line of sight or it is limited. In this work
the Direction of Arrival (DoA) of an EV is detected using
microphone arrays. The decision of an Autonomic Vehi-
cle (AV) whether to yield to the EV is then dependent on
the estimated DoA.
1. INTRODUCTION
As human drivers, we are capable of using both our eyes
and ears to get useful information in a traffic environment
[1]. Hence, the development of AVs is challenging in that
the vehicle should be able to perform no worse than a hu-
man driver (if not better), and be able to collect data from
the external environment under the same conditions [2].
Rapidly moving objects such as other vehicles or bicy-
cles, slower objects such as pedestrians, and static objects
such as parked cars and barriers should be all sensed by
the AV and used in algorithms for correct decision mak-
ing [3]. Several sensors can be used for sensing these ob-
jects; e.g., radar [4], cameras [5], and microphones [6]. In
cases where an object that emits sound is too far away or
near but concealed from the car, sound recorded by mi-
crophones may be the only reliable source of information.
There are vast numbers of cases where sound information
is important, including EV sirens, horn, shouts, accident
noise, a vehicle approaching from a sharp corner, and poor
visibility.
Recently, Waymo shared a report with the US Transport
Department where microphones are used as “supplemental
sensors” [7]. Furthermore, Waymo has developed micro-
phones that let its robocars hear sounds twice as far away
as previous sensors while also letting them discern where
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the sound is coming from [8]. Moreover, a video is avail-
able on the web, where it is shown how Waymo is learning
to recognize emergency vehicles in Arizona, using sound
and light [9].
In this work, we focus on the DoA estimation of EVs
using microphone arrays. The estimated DoA can be used
to decide whether to yield to an approaching EV. In prac-
tice, an EV siren is detected prior to the estimation of its
DoA; however, this is a different and easier problem and
can be handled using audio signature, and therefore is not
addressed in this work. The DoA is estimated using a Mul-
tiple Signal Classification (MUSIC)-based algorithm and
includes time smoothing technique to improve the reliabil-
ity of the estimated DoA values. For the DoA estimation
using internal microphones we implement a transfer func-
tion projection. Here, the DoA can be roughly estimated
to determine whether the EV is approaching from behind,
in which case the decision of the AV should be to yield to
the EV.
Both internal and external microphone array approaches
were investigated for their performance. The rational for
using an external microphone array is that the results are
more reliable and free-field steering vectors can be used;
however, the microphones need to be protected from wind.
Internal microphones have the advantage of already being
available in the car for other applications; e.g., beamform-
ing for the enhancement of Automatic Speech Recogni-
tion (ASR) performance. Unfortunately, free-field steering
vectors cannot be used and transfer functions were mea-
sured with a lower spatial resolution instead. The results
showed that despite the additional cost of mounting an ex-
ternal microphone array, it is recommended since the es-
timated DoA values are far more reliable than the ones
achieved using the internal array.
2. DOA ESTIMATION
In this work a MUSIC-based algorithm was used for DoA
estimation. Let s (t, f) be the source signal in the Short
Time Fourier Transform (STFT) domain. This signal is
then received at the m’th microphone as
xm (t, f) = am (f, θi) s (t, f) , (1)
where am (·, θi) is the transfer function from a source at
direction θi to the m’th microphone. The signal vector at
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all M microphones can be represented as
x (t, f) = [x1 (t, f) , x2 (t, f) , . . . , xM (t, f)]
T
= a (t, f) s (t, f) , (2)
where
a (f, θi) = [a1 (f, θi) , a2 (f, θi) , . . . , aM (f, θi)]
T (3)
is referred to as the steering vector from direction θi at
frequency f .
Practically, the signal vector x is received by the micro-
phones and used to calculate θˆi, the estimation of θi. The
autocorrelation of x is given by
Rx (t, f) = E
[
x (t, f)xH (t, f)
]
. (4)
Assuming full rank of Rx, it has M eigenvectors. The
eigenvector with the largest eigenvalue is associated with
the signal space, and all the rest are associated with the
noise space. In general, the MUSIC algorithm is designed
for any number of sources up to M − 1, but in this appli-
cation only one source was of interest. Hence, if the eigen-
vectors u1,u2, . . . ,uM are sorted in descending order, the
noise space eigenmatrix is defined by
U˜ (t, f) = [u2 (t, f) ,u3 (t, f) , . . . ,uM (t, f)]
T
. (5)
The MUSIC spectrum P is then calculated using the noise-
space eigenmatrix U˜ and the steering vector of the hypo-
thetical DoA a (t, f, θh) to form
P (t, f, θh) =
‖a (f, θh)‖2
a (f, θh)
H
U˜ (t, f) U˜ (t, f)
H
a (f, θh)
.
(6)
As a first step, the frequency for which the MUSIC
spectrum is calculated is selected as the one with highest
energy in the received signal at the first microphone. That
is
f0 (t) = argmax
f
|x1 (t, f)| , (7)
and then the estimated DoA is given by
θˆi (t) = argmax
θh
P (t, f0 (t) , θh) . (8)
Temporal smoothing is performed to prevent the consid-
eration of non-realistic estimated DoA values. If in Eq. (8)
the raw estimated DoA value θˆi (t) is given using the plain
maximum value of the MUSIC spectrum P (t, f, θh), then
the smoothed DoA is
θˆs (t) = argmax
θh
∫ t
t−T
P (τ, f0 (τ) , θh) dτ. (9)
Frequency smoothing can be used to select frequencies
f0 that are near the previously selected frequency since
the siren signal is essentially an ascending and decreasing
chirp signal. However based on some preliminary results,
it was decided not to use frequency smoothing.
3. EXTERNAL MICROPHONE ARRAY
3.1 Hardware
The external microphone array consisted of 4 Micro-
electromechanical system (MEMS) microphones selected
from 32, as can be seen in Fig. 1, arranged as a square of
dimensions 5 × 3cm2. The grid dimensions of the micro-
phone array was taken into consideration when calculating
the free-field steering vectors for the DoA estimation algo-
rithm. The external microphone array was placed outside
the car and mounted on the roof as can be seen in Fig. 2.
Figure 1: External microphone array.
Figure 2: External microphone array on the roof of the car.
3.2 Steering Vector
The advantage of the external microphone array is that for
the DoA estimation algorithm, the steering vectors can be
roughly considered like those in free field. Since the EV
is far away, the incident wave form can be considered to
be a plane wave, as shown in Fig. 3, where θi is the DoA
angle, and rm, θm are the distance and angle of the m’th
microphone from the origin of the microphone array, re-
spectively.
The free-field steering vector can therefore be calcu-
lated in an x-y plane. Let f be the frequency of the sound
that is generated by the EV. At this frequency the wave
number is k = 2pifc where c = 343
m
s is the speed of sound.
The frequency response from the source at θi to the m’th
microphone with regard to the origin is given by
am (f, θi) = e
−jkrm cos(θi−θm), (10)
neglecting differences in amplitude attenuation from the
source to the origin and to the microphones. The steering
vector of the array that contains M microphones is given
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Figure 3: Plane wave propagating to the external micro-
phone array.
by
a (f, θi) = [a1 (f, θi) , a2 (f, θi) , . . . , aM (f, θi)]
T
.
(11)
3.3 EV Experimental Results
The external microphone array was mounted on the roof of
the XTS car. The car was parked near a hospital. The EVs
were ambulance vehicles recorded arriving to or departing
from the hospital. The parked car and the EV station can
be seen in Fig. 4.
Figure 4: XTS car parked near an EV station.
The case where an EV approached from the opposite
lane and made its way to the hospital is shown for exam-
ple. Basically, at first the DoA comes from the frontal
direction, and then switches to behind the car. Figure 5
shows the MUSIC spectrum, the estimated DoA, and the
selected frequency for this case. At t = 25s the peak of
the MUSIC spectrum shifted from values near 360◦ to val-
ues near 180◦. It has been detected that the porches of
the microphone array board reflect the sound, and there-
fore even though the EV was on the left side, the peak val-
ues appeared at angles that corresponded to the right side.
Nevertheless, it was easy to determine when the EV was
in front or behind the car. In this case, the decision of an
AV should be to continue normal driving and not to yield
to the EV.
(a)
(b)
Figure 5: (a) An EV is approaching from the frontal direc-
tion (b) MUSIC spectrum and estimated DoA show switch-
ing from frontal (∼ 360◦) to back (∼ 180◦) direction. The
selected frequency matches the siren.
4. INTERNAL MICROPHONE ARRAY
4.1 Hardware
The internal microphone array consisted of different mi-
crophones but the same dedicated hardware for sound ac-
quisition as for the external microphone array. The ar-
ray contained two sub arrays with 3 MEMS each, together
forming an array of 6 microphones, from which a new sub-
set of microphone could be selected to form a different mi-
crophone array configuration.
The internal microphone array was placed inside the
car and mounted either above the rear-right or the front-
left passenger, corresponding to the placement of arrays
for speech recognition or hands-free calls. A subset of 4
microphones can be selected to form an end-fire configura-
tion above the rear-right passenger as presented in Fig. 6a,
or a broad-side configuration above the front-left passen-
ger, as can be seen in Fig. 6b. For the rear-right array,
the distance between any pair of microphones on each sub
array was 2cm, and the minimum distance between mi-
crophones from different sub arrays was 2.8cm, as shown
in Fig. 6a. For the front-left array, the distance between
any pair of microphones on each sub array was 2cm, and
the minimum distance between microphones from differ-
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ent sub arrays was 3cm, as shown in Fig. 6b.
(a)
(b)
Figure 6: Distance between microphones in the internal
array, a subset of 4 microphones forms (a) an end-fire array
above the rear-right passenger and (b) a broad-side array
above the front-left passenger.
4.2 Steering Vector
In the case of the internal microphone array, the steering
vector cannot be calculated using a free-field representa-
tion and instead, the frequency response of the car from
each DoA needs to be considered. Therefore, rather than
an analytic calculation of the steering vector with high spa-
tial resolution as used by the external array, in the case of
the internal array the transfer function needs to be mea-
sured in a quiet area with much lower spatial resolution.
Since it is very difficult to measure the Acoustic Trans-
fer Function (ATF) from the source to each microphone,
the Relative Transfer Function (RTF) was used instead, in
such a way that at each microphone the frequency response
was calculated relative to the ATF at the 1st microphone.
Let hm be the ATF from the source to the m’th micro-
phone. The RTF is given by
RTFm(f) =
hm(f)
h1(f)
. (12)
If an acoustic source emits a signal x(f) and assuming a
noise signal nm(f) at the m’th microphone, the recorded
signal at the m’th microphone is
ym(f) = hm(f)x(f) + nm(f)
= RTFm(f)h1(f)x(f) + nm(f)
= RTFm(f) (y1 − n1(f)) + nm(f)
= RTFm(f)y1(f) + n˜m(f), (13)
where n˜m(f) = nm(f)−RTFm(f)n1(f).
4.3 Wienner Filter
The estimation of the RTF based on the Wiener filter solu-
tion that minimizes the variance of the error is performed
using
R̂TFm(f) = arg min
RTF
E
[
|ym(f)−RTFy1(f)|2
]
.
(14)
which leads to
R̂TFm =
[
y?1(1)
‖y1(1)‖2 ym(1), . . . ,
y?1(F )
‖y1(F )‖2 ym(F )
]T
.
(15)
.
4.4 Generalized Eigenvalue Decomposition (GEVD)
Defining vectors with microphone indices rather than fre-
quencies as coordinates
y(f) , [y1(f), y2(f), ..., yM (f)]T (16)
n(f) , [n1(f), n2(f), ..., nM (f)]T (17)
h(f) , [h1(f), h2(f), ..., hM (f)]T (18)
yields the following vector form
y(f) = h(f)x(f) + n(f) (19)
to Eq. (13). Applying the autocorrelation operator to
Eq. (19) yields
Ry(f) = σ
2
x(f)h(f)h
H(f) +Rn(f). (20)
The process of GEVD of Ry(f) with respect to Rn(f)
relates the generalized eigenvalues λm(f) to the corre-
sponding generalized eigenvectors vm(f) by solving
Ry(f)vi(f) = λi(f)Rn(f)vi(f), i = 1, 2, . . . ,M ,
(21)
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assuming that the rank and the number of microphones are
identical and equal to M .
Assuming that the eigenvectors are sorted in descending
order
λ1(f) ≥ λ2(f) ≥ · · · ≥ λM (f) , (22)
The generalized eigenvector that corresponds to the largest
generalized eigenvalue is a rotated and scaled form of the
ATF [10]. The RTF can be calculated using
R̂TFi(f) =
Rn(f)v1(f)
(Rn(f)v1(f))(1)
, (23)
where subscript (·)(1) indicates the first coordinate of a
vector.
4.5 RTF Estimation Performance
The estimation of the RTF was evaluated using Signal to
Distortion Ratio (SDR). The SDR was used to calculate the
distortion between the signal recorded by a microphone in
the array ym to the signal that is generated by filtering the
signal recorded from the first microphone y1 with RTFm:
SDRm(f1, f2) =
1
f2 − f1∫ f2
f1
‖ym(f)‖2∥∥∥ym(f)− y1(f)R̂TFm(f)∥∥∥2 df (24)
The SDR values are displayed in Fig. 7 and Fig. 8 for
the performance evaluation of the RTF estimation process
using the internal microphone array in the broad-side and
end-fire configurations, respectively. The RTF was evalu-
ated using a controlled measurement where the recording
car was placed in an isolated parking spot, and another car
displayed a sweep signal using a speaker mounted on its
roof from different directions with a resolution of 45◦. The
angle of direction is displayed on the horizontal axes, and
the microphone index m is displayed on the vertical axes.
The corresponding SDR value is expressed in dB units us-
ing gray levels.
For the case examined in this work, the most interesting
directions are 0◦ and 180◦, which correspond to the frontal
and back directions, respectively. For these directions, the
RTF was estimated better for the broad-side configuration
than for the end-fire configuration. Comparing Fig. 7a to
Fig. 7b, and also comparing Fig. 8a to Fig. 8b, shows that
the RTFs were estimated better using the LS method than
when using the GEVD method for all directions and all
microphones.
4.6 EV Experimental Results
Only front and back RTFs were used as steering vectors.
Figure 9 shows the MUSIC spectrum and DoA estimation
results for the case where an EV is approaching the car
from the opposite lane. The results in the figures show
that using the end-fire array it is impossible to determine
whether the EV was behind or in front of the car. The DoA
was estimated better using the broad-side array. This re-
sult may appear surprising, since one would expect that the
(a)
(b)
Figure 7: Evaluation of the RTF estimation using SDR for
the internal array in the broad-side configuration using the
(a) LS and (b) GEVD estimation methods.
symmetry of the broad-side array around the driving direc-
tion would have caused an ambiguity for waves approach-
ing from the front or from the back. However, as explained
in the previous section, the RTFs are estimated using each
microphone with less distortion using the broad-side array
than using the end-fire array. Regardless, the difficulty of
estimating the DoA and the lower angular resolution was
greater in the case of the internal microphone array than in
the case of the external one.
5. CONCLUSION
The feasibility of detecting the direction of an approach-
ing EV was validated using an external microphone array
equipped with 4 microphones. An algorithm for using in-
ternal microphones was developed in order but found to be
inferior to an external array.
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