Estimation of support frontiers and boundaries often involves monotone and/or concave edge data smoothing. This estimation problem arises in various unrelated contexts, such as optimal cost and production assessments in econometrics and master curve prediction in the reliability programs of nuclear reactors. Very few constrained estimators of the support boundary of a bivariate distribution have been introduced in the literature. They are based on simple envelopment techniques which often suffer from lack of precision and smoothness. Combining the edge estimation idea of Hall, Park and Stern with the quadratic spline smoothing method of He and Shi, we develop a novel constrained fit of the boundary curve which benefits from the smoothness of spline approximation and the computational efficiency of linear programs. Using cubic splines is also feasible and more attractive under multiple shape constraints; computing the optimal spline smoother is then formulated into a second-order cone programming problem. Both constrained quadratic and cubic spline frontiers have a similar level of computational complexity to the unconstrained fits and inherit their asymptotic properties. The utility of this method is illustrated through applications to some real datasets and simulation evidence is also presented to show its superiority over the best known methods.
Introduction
Frontier modeling, that is, estimating the topological extremity of the support of a bivariate density function, is one of the basic tools in statistical applications. This has been well reflected by the expanding recent literature on data edge and data envelope analysis. A be uniformly approximated by polynomial splines and their derivatives (see, e.g., Dierckx (1993) and Schumaker (2007) ). We propose to estimate the data edge with a monotone spline function defined on a suitably chosen set of knots, which envelopes the full data and minimizes the area under its graph. A similar idea can be found in Hall et al. (1998) , where the boundary curve is rather modeled by a single polynomial of known degree, and without the inherent monotonicity constraint. The argument of polynomial approximation is very attractive in terms of both pragmatic and didactic advantages. Spline functions extend the advantages of polynomials to have greater flexibility as they are piecewise polynomials with specified continuity constraints. They also afford the possibility of imposing monotonicity and addressing a wide variety of settings, especially the range of applications which are likely to have non-polynomial boundary curves.
The first proposed estimator in this work is derived by minimizing the integration of a polynomial spline, and both monotonicity and data envelopment can be characterized by linear constraints. In this way, the minimization problem can be efficiently solved by a very simple linear programming algorithm. A similar estimator was considered in the context of regression smoothing with monotonicity by He and Shi (1998) , who suggested using a constrained least absolute deviation principle in the space of polynomial splines to impose monotonicity. Our approach is different from theirs at least in the following two important aspects: it has the additional data envelopment constraint and its optimization criterion is the integration of splines rather than the L 1 -type loss function. However, we share with He and Shi the elegant idea of using quadratic splines on a selected knot mesh to impose the monotone constraint efficiently. Higher-order splines are more appealing for smoothness, but monotonicity can no longer be characterized as linear constraints at the knots. Yet, using cubic splines to estimate a smooth monotone support boundary is also possible. The key argument is that the necessary and sufficient condition for a cubic spline smoother to be nondecreasing can be characterized as second-order cone constraints. The envelopment constraint remains a linear one, and hence is a second-order cone constraint as well. Therefore, the estimation of the unknown parameters can be formulated into a standard second-order conic programming problem. This method inherits the attractive properties of cubic spline approximations and the computational efficiency of convex optimization. We refer to Alizadeh and Goldfarb (2003) for an influential paper in the second-order cone programming (SOCP) literature. Nowadays, SOCP has come into use in various areas of statistics, especially in high dimensional statistical learning and constrained nonparametric function estimation. Concerning the latter, which is related to our problem, Wang and Li (2008) have used SOCP for isotonic smoothing spline regression, and Papp and Alizadeh (2014) have suggested recently to apply this technique in a more general manner to some shape constrained estimation problems including density and regression estimation.
Our estimated frontier curves are sometimes positively biased and sometimes not, depending on the slope and curvature of the sample boundary and on the selected locations of knots. This marks a substantial difference of our construction from the traditional data envelopment techniques that provide overall negatively biased estimates even when the data points concentrate near or on the boundary curve. This also highlights the important feature of our estimators whose deviation errors have some sign balance leading to better bias properties as indicated by the Monte-Carlo evidence in Section 4.
The choice of the number and location of knots for regularizing both estimated quadratic and cubic spline functions is a major issue in practice, but the shape constraint makes this selection easier than the unconstrained smoothing problem. Indeed, as monotonicity reduces sharp changes in the slope and curvature of the estimated frontier, typically a very small number of knots will suffice for the success of our methods. Considering a set of knots equally spaced in percentile ranks, an adequate number of inter-knot segments can be determined by analogy to the popular Akaike information criterion (AIC) and Bayesian information criterion (BIC). Both these selection criteria work remarkably well as demonstrated below in various simulated scenarios in Section 4.
In some applications, concavity is also an important characteristic of the monotone function being fitted (see, e.g., Gijbels et al. (1999) and the references therein). Both linear and second-order cone programming problems can then easily be expanded to include the additional concavity constraints that are linear. This is much harder to do with other methods except for the piecewise linear DEA approach.
Section 2 describes in detail the constrained quadratic and cubic spline smoothing methods, including computation via linear programming and second-order cone programming as well as knot selection procedures. Section 3 presents some indicative rates of strong uniform convergence for the unconstrained frontier estimates. We show that the monotone quadratic spline fit inherits the asymptotic rate of its unrestricted version, and the same holds true for the cubic spline fit under both separate and simultaneous monotonicity and concavity constraints. Section 4 provides a comparison with the best known frontier estimation methods through Monte Carlo experiments. Section 5 discusses several applications and illustrates our methods in measuring the reliability of nuclear reactors and the production performance of air controllers and electric utility companies. Section 6 concludes and the Appendix provides necessary mathematical proofs.
Constrained Polynomial Spline Smoothing
Suppose that we have n pairs of observations (x i , y i ), i = 1, . . . , n, from a bivariate distribution with a density f (x, y) in R 2 . The support Ψ of f is assumed to be of the form
where ϕ is a monotone increasing and/or concave function whose graph corresponds to the locus of the curve above which the density f is zero. Without much loss of generality, we restrict ourselves to x i ∈ [0, 1] and y i ≥ 0. We are interested in estimating ϕ based on the sample {(x i , y i ), i = 1, . . . , n} by making use of its spline approximation.
As we shall discuss below in Section 2.1, a monotone quadratic spline smoother of ϕ can easily be defined using either the B-spline basis or the truncated power function basis. In spite of the computational expedience of the resulting estimator using linear programming, revealing its asymptotic properties becomes a tedious matter in the case of multiple shape constraints because of the discontinuity at knots of the second derivatives of the underlying piecewise quadratic polynomials. Fortunately, making use of cubic splines, we have been able to come up with a satisfactory solution in Section 2.2. The asymptotics of the obtained fit can fully be elucidated under both separate and simultaneous monotonicity and concavity constraints, but its implementation requires the more complex second-order cone programming. It is also possible to incorporate multiple simultaneous shape constraints into the estimation procedure by using any higher-order polynomial spline referring to the work of Papp and Alizadeh (2014) . However, one can only use the truncated power function basis for the implementation of the estimators based on cubic or higher-order splines (see the discussion below in Remark 1 of Section 2).
The present paper is the first work to actually implement the idea of constrained boundary regression via polynomial spline approximations. A closely related work in quantile regression theory is He and Shi (1998) , where quadratic B-spline monotonization was inaugurated as pointed out in Section 1. The idea of monotone data smoothing can also be found in a number of standard mean regression problems including Turlach (2005) and Hazelton and Turlach (2011) , where penalized spline smoothing with shape constraints is utilized. Lu et al. 
Quadratic splines and linear programming
Denote a partition of [0, 1] by 0 = t 0 < t 1 < · · · < t kn = 1. Let N = k n + p and π(x) = (π 0 (x), . . . , π N −1 (x))
T be any basis of spline functions of order p + 1 based on the knot mesh {t j } (see, e.g., Schumaker (2007) ). To characterize monotonicity as linear constraints at the knots, we choose to use quadratic splines that correspond to p = 2. We then estimate the frontier function ϕ(x) byφ n (x) = π(x) Tα , whereα minimizes
over α ∈ R N subject to envelopment and monotonicity constraints, or equivalently,
with π ′ being the continuous, piecewise linear derivative of π. It is easily seen thatα is identical to the maximum likelihood estimator of the parameter α in the special case where the true frontier itself is a spline function ϕ(x; α) = π(x) T α, and data are independent and have a uniform density on the region Ψ = {(x, y) | 0 ≤ x ≤ 1, 0 ≤ y ≤ ϕ(x; α)}, with ϕ(x; α) being nondecreasing in x. From a computational point of view, minimizing (2) under (3) is an inequality form linear program as the objective and constraint functions are all affine and the problem has no equality constraints. Note that the monotonicity adds k n + 1 linear constraints to n of them already in use. As the number of knots k n is usually small, the added computational burden is negligible. By introducing slack variables s = (s 1 , . . . , s n+kn+1 ) T for the inequalities and expressing the variable α as the difference of two nonnegative variables α + and α − , this minimization problem can be solved by applying any linear programming algorithm to
which is a linear program in standard form, with variables α + , α − , and s (see e.g. Boyd and Vandenberghe (2004)). The inequalities here have to be understood componentwise.
As is typical in nonparametric estimation, the selection of knots is critical to the performance of the spline smootherφ n . It is usual to pick a set of knots equally spaced in percentile ranks by taking t j = x [jn/kn] , the j/k n th quantile of the values of x i for j = 1, . . . , k n − 1 (see, e.g., He and Shi (1998)). However, considering the special connection of our estimator ϕ n with the conventional FDH frontier estimator, one can propose an easier way of choosing the knot mesh. The monotone envelopment FDH estimator of ϕ, defined explicitly as
with I x = {i : x i ≤ x}, represents the lowest nondecreasing function that covers the data points (x 1 , y 1 ), . . . , (x n , y n ). Then, a monotone function envelopes all the (x i , y i )'s if and only if it envelopes the extreme FDH points (x i , y i ) such that y i = ϕ n (x i ). Therefore, the spline smootherφ n is identical to the smallest monotone majorant of the FDH function ϕ n in the space of quadratic splines, and hence the envelopment constraint in (3) reduces to
where (X 1 , Y 1 ), . . . , (X N , Y N ) are the observations (x i , y i ) lying on the FDH boundary. This might suggest using the set of knots {t j = X [jN /kn] , j = 1, . . . , k n − 1} among the FDH points from the intuition that the X-locations of FDH points are more appropriate as knots than those of other usual observations. On the other hand, since the number of knots k n determines the complexity of the spline approximation, we may view the choice of k n as model selection through the minimization of the following two information criteria:
The first one is similar to the famous Akaike information criterion (Akaike, 1973) and the second one to the Bayesian information criterion (Schwartz, 1978) .
These information criteria can be motivated by considering the following deterministic frontier model: Then, following the typical definition of AIC and BIC, which is expressed as a penalized log likelihood function and ignoring constants, we have
If we take into account the fact that the maximum likelihood estimatorα becomes asymptotically the same as the minimizer of 1 0
π(x) T α dx, under the unique envelopment constraint, then we arrive at the formulations (4) and (5) when p = 2. Both these proposed criteria work reasonably well in our simulations and real data analysis.
The asymptotic theory in the next section shows that the optimal number of knots is of the order of n 1/(3γ+1) , where γ > 0 stands for the sharpness degree, or equivalently, the quantity (γ − 1) describes the rate at which the joint density f of the data tends to zero (in case γ > 1) or to infinity (in case γ < 1) at the boundary. When the density has sudden jumps at the boundary (in case γ = 1), the optimal number of knots is of order n 1/4 . Given Letφ n (x) = π(x) Tα be the unconstrained B-spline estimator, whereα ∈ R N minimizes (2) only subject to the data envelopment constraints in (3). We shall show that, when the true frontier function ϕ is strictly increasing,φ n is monotone and thus equalsφ n for sufficiently large n. This means that we get the monotonicity "free of charge" and the asymptotic properties ofφ n hold automatically forφ n . The basic argument is to use the following proposition and showφ 
When the monotone boundary curve is also known or required to be concave, the linear programming problem of (2) and (3) can easily be expanded to include the additional concavity constraints
that are linear, where π ′′ denotes the second derivative of π and t * j stands for the midpoint of (t j−1 , t j ]. The second derivative of a quadratic spline exists on each inter-knot interval and is constant. We then estimate ϕ byφ
Tα⋆ , whereα ⋆ ∈ R N minimizes (2) subject to (3) and (6).
Arguably, the best known estimator for preserving both concavity and monotonicity is the DEA frontier. This piecewise linear estimator being, by construction, the smallest concave nondecreasing curve covering all the (x i , y i )'s, it is necessarily enveloped by the constrained smootherφ ⋆ n , and the envelopment constraints in the linear program are equivalent to
where (X
Cubic splines and second-order conic programming
T be a vector of truncated power basis based on the knot mesh {t j } with a + = max{0, a}. We choose here to use cubic splines that correspond to p = 3. We then estimate ϕ(x) byφ n (x) = π(x) Tα , whereα minimizes
This defines the unconstrained cubic spline estimator of the frontier function. Given that the second derivative of cubic splines is a linear spline, the concavity constraint can be characterized as linear constraints at the knots t j themselves instead of the midpoints t * j in the case of quadratic splines, that is,
In contrast, since the first derivative of cubic splines is a quadratic spline, the monotonicity constraint can no longer be formulated into linear constraints at the knots. Yet, it is possible to come up with an alternative appealing representation of monotonicity as standard second-order cone constraints thanks to the following proposition.
Proposition 3 (Karlin and Studden, 1966). Let p(x)
This well-known characterization of nonnegative quadratic polynomials easily extends to a characterization of monotone cubic splines. Indeed, suppose that we have a cubic spline
Then the monotonicity constraint means that for
This inequality can be re-expressed as
with obvious definitions for p 0j , p 1j and p 2j . When j = 1, we define all the summations in
and e j,kn is a standard unit vector of R kn with the jth element being 1. Moreover, p 0j −
where
Therefore, according to Proposition 3, the monotonicity constraint means that there exist
It is not hard to verify that the second-order cone constraint holds when j = 1. This is the key argument for the estimation of the unknown parameters α of the constrained nondecreasing cubic spline to be formulated into a second-order cone programming (SOCP) problem.
In summary, cubic spline smoothing under monotonicity and/or concavity constraints requires solving the following typical convex programming problem with respect to u =
Here, A j = (A 1j , A 2j ) T , 0 kn is a zero vector of size k n , O kn,N is a k n × N zero matrix and I kn is the identity matrix of dimension k n . Since both concavity and envelopment constraints are linear ones, and hence are second-order cone constraints, the problem (9) is identical to a standard SOCP problem (see the review article by Alizadeh and Goldfarb (2003) ). This optimization model is solvable with minimal running time using available off-the-shelf softwares. We may take any solution to be our estimate. For our numerical simulations and real data analysis, we used CVX, a MATLAB-based free package for specifying and solving convex programs because of its user-friendly nature and efficient implementation (for details, refer to Boyd (2008, 2013) ).
Remark 1. One may wonder whether a similar formulation for our cubic spline smoother is possible via the more popular B-spline basis. Such a characterization is indeed still valid under the single concavity constraint, but Proposition 3 can no longer be helpful when imposing the monotonicity constraint due to the recursive nature of B-spline basis definition.
As a different attempt of using monotone polynomial splines in conjunction with a vector of B-spline basis functions π(
Lu et al. (2007) and Pya
and Wood (2014) considered the following sufficient but not necessary condition to make the resulting cubic B-spline
Despite the computational expedience of the resulting cubic spline smoother using linear programming, we favor the use of the second-order conic formulation (9) as we cannot completely characterize monotonicity by relying only on the sufficient constraint (10).
When only the monotonicity constraint is of interest, we estimate the frontier function
Tα , whereα ∈ R N is the solution of the SOCP problem (9) without the concavity constraint. Under the monotonicity and concavity constraints, we estimate ϕ(x) byφ ⋆ n (x) = π(x) Tα⋆ , whereα ⋆ is the solution of the full optimization problem (9) . Next, we
show that both restricted estimatorsφ n andφ ⋆ n inherit the same asymptotic properties as the unrestricted versionφ n .
The next section provides indicative asymptotic rates of uniform convergence for the derivativesφ ′ n andφ ′′ n of the unconstrained estimate. In what regards the knot selection process, the same powerful way of regularizing the quadratic spline estimatesφ n andφ ⋆ n , described in Section 2.1, can be applied to the cubic spline versionsφ n andφ ⋆ n , respectively. The asymptotic theory in the following section shows that the optimal number of knots is of order n 1/(4γ+1) for cubic spline smoothing, and hence a smaller number of knots is typically needed relative to quadratic spline smoothing.
Some asymptotic results
Due to the arguments made earlier in Propositions 1 and 4, the asymptotic properties of the unconstrained spline estimateφ n carry over automatically to the monotonic quadratic spline frontierφ n and to both constrained cubic spline smoothersφ n andφ ⋆ n . As a matter of fact, spline smoothing does not appear to have been considered before even in the literature on unconstrained frontier estimation. In this section we initiate a study of such estimation procedures.
Let 0 = t 0 < t 1 < · · · < t kn = 1 be a knot sequence. We consider splines of general order (p + 1). We first note that any spline function of order (p + 1) based on the B-spline basis and knot meshes t j can be re-expressed as π(x)
T α, where
T , α is a (k n + p)-dimensional vector and a + = max{0, a}. Thus, the problem is to minimize
Below, we demonstrate the uniform rates of convergence ofφ n and its derivatives, which is also of independent interest. We consider the general setting where the density function f of the data (x i , y i ) may have sudden jumps at its support boundary, decay to zero or rise up to infinity at a speed of power γ − 1 (γ > 0) of the distance from the boundary. More specifically, we assume Condition (A3) is standard in spline smoothing, it can also be found in earlier work by He and Shi (1994) . For simplicity, we use a n ∼ b n to mean that a n /b n and b n /a n are bounded.
with probability one
As a direct consequence of Theorem 1, we get indicative asymptotic rates of global convergence ofφ n and its derivativeφ
a.s.
The obtained rates depend on both the sharpness degree γ and the smoothness order p. The smaller γ, the faster the attainable uniform convergence rates are.
Remark 2. In the standard mean and/or median regression, Stone (1982) and He and Shi (1998) established that the optimal rates of uniform convergence are (n −1 log n) p/(2p+1) for the regression curve estimate (m = 0) and (n −1 log n) (p−1)/(2p+1) for its derivative (m = 1) when the number of knots k n ∼ (n/ log n) 1/(2p+1) . In this case, the proposed boundary smoothing method attains better convergence rates than the classical central regression if and only if γ < 2p/(p + 1). This is what happens in the irregular setting γ ≤ 1 for all p ≥ 2.
In regions where the boundary is strictly increasing, we obtain rates of convergence of the monotone quadratic and cubic spline estimatesφ n andφ n as well, as can easily be seen from Propositions 1 and 4, respectively. 
Hence, the higher-order splineφ n is more appealing thanφ n for both smoothness and speed of convergence. In small samples, however, the accuracy of the quadratic spline smoother is quite respectable in comparison with the cubic version as indicated by the Monte-Carlo evidence in the next section.
The results in Corollary 1 and those in Corollary 2 below are only indicative rates of strong uniform convergence for our spline estimators. These indicative rates of global convergence are not superior to the optimal pointwise convergence rates of the traditional FDH and DEA estimators unless we assume a certain degree of smoothness for the frontier function. For example, in the "fault-type boundary" case γ = 1, we shall need to assume that p ≥ 2 under the monotonicity constraint and p ≥ 4 under the monotone concavity constraint. Although this is an obvious criticism of our asymptotic results at this stage, theory can be improved by providing better rates of convergence. Doubtless, further work will yield new refinements.
The two selling points of our procedures that we emphasize in this paper are remarkable smoothness and better bias properties for small, moderate and even large samples. We shall discuss in Section 5, in detail and in a comprehensive way, the importance of smoothness and especially differentiability of ϕ in the econometric literature on frontier analysis. Also, the deviation errors of our spline smoothers have sign balance by construction, leading to better bias properties as evidenced in Section 4.
We also provide the uniform convergence ofφ 
with probability one. By applying Proposition 4 in conjunction with this result, we obtain indicative rates of convergence of the constrained smootherφ hold and k n ∼ (n/ log n) 1/[(p+1)γ+1] with p = 3, we have with probability one
Monte Carlo evidence
Some numerical evidence is given in this section to demonstrate the superiority of the proposed spline smoothersφ n ,φ n ,φ ⋆ n andφ ⋆ n over the best known constrained and unconstrained frontier estimators based on data envelopment ideas. Those were the popular linearized FDH (LFDH) and DEA estimators described in Section 1, and the modern local-polynomial smoothing estimator of Hall et al. (1998) . Specifically, the local linear frontier estimator is defined byφ n,LL (x) = min z : there exists θ 1 such that
for all i such that x i ∈ (x − h, x + h) . (corresponding, respectively, to a joint density of the (x i , y i )'s tending to infinity, having a jump or converging to zero as it approaches the frontier points). The frontier function ϕ is either linear ϕ a (x) = x, concave ϕ b (x) = x 1/2 , or ϕ c (x) = exp(−5+10x)/(1+exp(−5+10x)).
All the experiments were performed over N = 200 independent samples of size n = 25, 50, 100 and 200. In Tables 1, 2 and 3 we report the simulation results devoted to accuracy of the seven estimation methods: LFDH, DEA, QS (monotone quadratic spline,φ n ), CS (monotone cubic spline,φ n ), LL (local linear), QS-C (monotone and concave quadratic spline,φ ⋆ n ) and CS-C (monotone and concave cubic spline,φ ⋆ n ). To assess the performance of each method, we consider the empirical mean integrated squared error (MISE), the empirical integrated squared bias (IBIAS2) and the empirical integrated variance (IVAR), which are given by
where {z i , i = 0, . . . , I} is an equispaced grid with width 1/I over [0, 1] with I = 1000,φ (j) (·)
is the estimated frontier function from the j-th data sample andφ(
To guarantee a fair comparison among the different methods, we used the smoothing parameter which minimizes the MISE for the spline estimators (QS and CS) and the local linear estimator (LL). Regarding the monotone and concave spline estimators (QS-C and CS-C),
we just used all the DEA points as knots for simplicity as explained earlier in Section 2. Additionally, to see how our automatic selection procedures for k perform in practice, we compared the results when the number of knots is selected by (4) and (5) for the estimatorŝ ϕ n andφ n . We call those versions ofφ n QS-A and QS-B, respectively, and those versions ofφ n CS-A and CS-B, respectively. Also included was the local linear frontier estimator with the optimal bandwidth being chosen by the bootstrap procedure proposed in Hall and we need to set a pilot bandwidth, which we have found to be quite critical to the quality of their procedure. To see how the local linear frontier estimator performs empirically at the best, we used the bandwidth which minimizes the MISE as the pilot bandwidth. Two typical realizations of the experiment, with ϕ ∈ {ϕ b , ϕ c }, β = 0.5 and n = 50, are shown in Figures 2 and 3 .
Overall, the spline-based estimators (QS, CS, QS-B, CS-B, QS-C and CS-C) show better
performance than all the other estimators regardless of the boundary type (which depends on β) and the sample size. It is clear that the spline-based estimators enjoy the benefit of smooth approximation in reducing the bias when the true function is smooth as shown in Figures 2 and 3 . Moreover, both selection criteria of the number of knots seem to work quite well in practice. It is remarkable that our splined-based estimators (QS-B and CS-B) with empirically chosen knots are performing better than the local linear estimator with the theoretically MISE-optimal bandwidth. When the true frontier function is concave and monotone (ϕ = ϕ a or ϕ b ), we observe that the DEA and the concave spline estimators (QS-C and CS-C) have lower IVARs compared to the other estimators. The reason is that they enjoy both monotonicity and concavity properties, reducing thus the unnecessary sampling variability. Moreover, the concave spline estimators have the added advantage over the DEA estimator of reducing the bias thanks to their modeling flexibility and function approximation power as illustrated in Figure 2 . When the frontier function ϕ is simply monotone but not concave, the local linear estimator (LL) seems to be a useful alternative to the LFDH estimator if the bandwidth is judiciously chosen. However, the LL frontier lacks of smoothness and has no guarantee of being monotone even if the true frontier is so. Accordingly, following the curvature of the monotone frontier ϕ, its LL estimator is likely to exhibit substantial bias when the number of data points is not large enough, especially at the sample boundaries, as shown in the left panel of Figure 4 . A simple way to remedy to this drawback is to impose the extra condition θ 1 ≥ 0 in the definition ofφ n,LL (x) to get ϕ n,LL2 (x) = min z : there exists θ 1 ≥ 0 such that
for all i such that
This version reduces the vexing border defect of the LL estimator as illustrated in the right panel of Figure 4 . We actually utilized the improved versionφ n,LL2 (x) in all our simulations instead ofφ n,LL (x). Yet, it may be seen from Figure 3 and Table 3 that our spline-based estimators are clearly superior to both theφ n,LL2 (x) estimator (computed with the theoretically MISE-optimal bandwidth) and the LFDH estimator.
Data examples
In this section, we first discuss the importance of the monotonicity and concavity shape constraints in frontier analysis, and then illustrate the utility of the proposed spline-based estimators through three concrete data examples. A popular field of application where the problem of constrained frontier estimation naturally occurs is concerned with the analysis of economic efficiency of firms in a variety of industries. The data typically consist of an input factor x i ∈ R + used to produce an output y i ∈ R + in a certain firm i. The conventional microeconomic theory is based on the assumption of optimizing behaviour. Thus it is assumed that producers optimize their production choices from a technical or engineering perspective by avoiding wasting resources. This means that, theoretically, producers operate somewhere on the boundary, rather than on the interior, of their production possibility set Ψ = (x, y) ∈ R 2 + | x can produce y . This optimal boundary, referred to as production, profit or cost frontier, is interpreted as the set of the most efficient firms. The economic performance of a firm is then defined in terms of its ability to operate close to or on the efficient frontier. From a statistical viewpoint, the efficient frontier may be viewed as the upper extremity of the joint support Ψ of the population of firms density in the input and output space. This support boundary is often described by the graph of a frontier function ϕ(x), which gives the maximal level of output attainable by a firm operating with input-usage x. The efficiency of a production unit located at (x, y) may then be estimated via the distance between the attained output y and the optimal level ϕ(x).
Econometric considerations lead to the general production axiom of free disposability of inputs and outputs, that is, if (x, y) ∈ Ψ then (x ′ , y ′ ) ∈ Ψ for any x ′ ≥ x and y ′ ≤ y.
The monotonicity of ϕ(x), referred to as non-negative marginal productivity, is justified by this free disposability assumption. The set Ψ of physically attainable points (x, y) is also often assumed to be convex, that is, every convex combination of feasible production units is also feasible. This justifies the concavity property of the frontier function ϕ(x), known in economics as diminishing marginal returns. Thus, the differentiability of ϕ(x) across the support of the covariate is a desirable microeconomic feature if one is interested in measuring the responsiveness of output to changes in the input [see, e.g., Parmeter and Racine (2013)].
This is particularly important if one is interested in returns to scale, which is defined as the sum of input elasticities, which in turn rely on the second derivative ϕ ′′ (x). Although the concavity of ϕ(x) is widely used in economics, it is not always valid. The production set Ψ might admit increasing returns to scale, i.e., the outputs increase faster than the inputs.
Hence, the monotonicity of ϕ(x) is a minimal requirement in production theory [see, e.g., Färe, Grosskopf and Lovell (1985) ].
It should also be clear that the monotonicity of the support boundary is an immediate consequence of the frequently encountered property of stochastic monotonicity of the distribution F (·|x) of y i conditional on x i = x. This stronger hypothesis is of genuine interest in many applications beyond frontier and efficiency analysis in economics. It describes the increasingness effect in the data, or more specifically,
with Y and X being, respectively, the supports of the variables y i and x i . This property is equivalent to the monotonicity of all regression quantile curves, and hence implies the boundary curve's monotonicity. It is quite natural in production theory as the chance of producing less than a value y decreases if a firm uses more inputs. A description of many other applied settings where this regression dependency of y i on x i naturally appears can be found in Lee, Linton and Whang (2009).
The first motivating application that we consider in this section is concerned with the reliability of nuclear reactors. An accurate knowledge of the change in fracture toughness of the reactor pressure vessel materials as a function of the temperature is of prime importance in a nuclear power plant lifetime program. Physical considerations lead to the natural hypothesis of stochastic monotonicity and particularly to the assumption that the master curve prediction, that is, the set of materials having optimal fracture toughness, is monotonely increasing. The scatterplot of 254 non-irradiated representative steels obtained from the US Electric Power Research Institute (EPRI), along with the three monotone regression quartile curves, are given in Figure 1 (left panel) . Here, it is important to know both lower and upper limits of fracture toughness of each material as a function of temperature. This translates into estimating both optimal support boundaries. Although our focus in the sections above was only on the estimation of the upper support extremity, similar considerations evidently apply to the estimation of the lower boundary. It may be seen from Figure 5 , which shows various estimates of the upper and lower frontier functions, that the spline-based estimates (QS-B and CS-B) suggest better capability of fitting edge data. It may also be noted that the lower frontier estimator via CS-B exhibits, as is to be expected, more smoothness and indicates a convex and monotonely increasing shape for the master curve prediction.
Our second example is concerned with the increase of the production activity of 123 American electric utility companies. The measurements for each company of the produced output and the total cost involved in the production, along with the three monotone quartile curves, are represented in Figure 1 (middle panel) . Naturally, the true full econometric frontier, that is, the locus of the most efficient firms, is nondecreasing as well.
Another related application is concerned with the assessment of the performance of 37 European Air Controllers. The inefficiency of each controller can be measured by its "distance" from the efficient econometric boundary. The scatterplot of the controllers in the year 2000, along with the three regression quartile curves, are given in Figure 1 (right panel) . Here, the activity of the controllers is described by one input (an aggregate factor of different kind of labor) and one output (an aggregate factor of the activity produced, based on the number of air movements controlled, the number flight hours controlled, etc.). Figure 6 shows the efficient econometric frontier estimates which correspond to the production activity of the 123 American electric utility companies and the 37 European Air Controllers in the left and right panels, respectively. For each dataset, we plot the DEA, the QS-B, the CS-B and the QS-C estimates. Here, imposing concavity appears to improve on imposing monotonicity only since the obtained QS-C fits provide more appealing results in terms of stability and smoothness [the CS-C fits were very similar to the QS-C estimates, and hence they are not reported here]. This is consistent with the (non)parametric findings in the econometric literature where the production set (i.e. the joint support of data) is mostly assumed to be convex [see, e.g., Gijbels et al. (1999) for the electric utility companies and Daouia et al. (2008) for the Air Controllers]. Also, the inefficiency measures {QS-C(x i ) − y i } (imposing both monotonicity and concavity) tend to reveal that a large number of air controllers and electricity plants are highly inefficient. Finally it should be clear that, although the DEA curve tends to produce similar estimates to the concave spline smoothers, it suffers from the vexing lack of differentiability especially if one is interested in marginal effects and elasticities.
Discussion
We proposed a novel approach of using polynomial spline fitting for the problem of constrained nonparametric boundary regression. The method allows to handle both single and multiple shape constrained estimation. We mainly considered monotone and/or concave frontier smoothing. Using cubic splines requires solving a convex programming problem with second-order conic constraints to characterize monotonicity, and only linear constraints to represent both envelopment and concavity constraints. The proposed constrained fits are similar to the unconstrained estimates in terms of computational complexity without sacrificing modeling flexibility and function approximation power. They also have the same asymptotic rate of strong uniform convergence. Quadratic spline smoothing results in a simpler linearly constrained model, and the restricted fit is shown to inherit the asymptotic rate of uniform convergence of its unrestricted version only under the monotonicity constraint. The key advantage of the quadratic spline fit over the cubic spline estimate is its computational expedience using linear programming. Additionally, the latter can be implemented only with truncated power function basis rather than the more popular B-spline basis, whereas the former can be implemented using both bases. By contrast, the cubic spline smoother is the winner in terms of both smoothness and speed of global convergence. Although both approaches work quite well and either might be used in practice, we have a particular preference for the cubic spline fit as it exhibited slightly better performance than the quadratic spline estimate in our simulation studies. The quadratic spline smoothing method has been implemented for the R package npbr (Daouia et al. 2014 ) and all the MATLAB codes for the cubic spline smoothing procedure are available upon request. Although we focus on the single input case in this paper, extending our methodology to the more general setting of multiple inputs is of genuine interest since many encountered applications, especially in efficiency and productivity analysis, involve multiple cost variables.
One way to extend our results is to consider a tensor product of B-spline space and its this method so far is, however, that it does not ensure perfectly the desired monotonicity or monotone concavity constraints. Also, the asymptotic integrity of the proposed kernel estimators is not justified and does appear to be very challenging and even harder to derive compared to our procedure.
It should be also pointed out that the bias of our spline-based construction can be pronounced in the setting γ > 1 of "non-sharp boundary". It is therefore of high interest, both from a theoretical and a practical perspective, to correct our final spline estimates for their inherent bias in this case. Applying some promising methods for bias reduction at boundaries including extreme-value techniques, bootstrap and excess-mass ideas from Daouia et al. (2010) , Peng (2004) , Hall and Park (2002) and Polonik (1995) may lead to significantly improved estimation results, but we do not pursue this further in this paper. A thorough bias reduction requires a precise second-order asymptotic expansion of limit distributions involving estimates of the sharpness γ, which is beyond the scope of this paper.
Finally, for knot selection we used the information criteria derived under the assumption that the inefficiency follows exponential distributions, but one may use other information criteria coming from other distributional assumptions. To the best of our knowledge, it is not known which criterion is better than others, neither how the distributional assumption affects theoretical properties of the resulting information criteria. This is an interesting open problem which deserves further investigation.
x ∈ (t j−1 , t j ), for each j = 1, . . . , k n , and all n > n η . Sinceφ n is also monotone on [0, 1] for all n > n ε , we get P[φ n =φ ⋆ n , ∀n > n η ∨ n ε ] = 1.
A.3 Proof of Proposition 4
Let ε = inf{ϕ ′ (x), x ∈ [0, 1]} > 0. By the uniform convergence ofφ ′ n to ϕ ′ over [0, 1] , with probability one, there exists an n ε such that for all n > n ε , we haveφ
for all x ∈ [0, 1]. Hence, with probability one, we getφ exists an n η such that for all n > n η and all x ∈ [0, 1], we haveφ
whenever n > n η , which implies the concavity of ϕ n on [0, 1], with probability one. Therefore P[φ n =φ ⋆ n , ∀n > n η ∨ n ε ] = 1.
A.4 Proof of Theorem 1
Let z i = ν n (y i − ϕ(x i )) and δ n = max 1≤j≤kn (t j − t j−1 ), where ν n = n 1/γ (k n log n) −1/γ . From (A3) we have k n δ n ∼ 1. Here and below, a n ∼ b n means that a n /b n and b n /a n are bounded. 
where C 0 is a positive constant that depends only on p and we set t −p = · · · t −1 = 0, t kn+1 = · · · = t kn+p = 1. We note that π p+j , the (p + j)th component of π, is not p times differentiable at x = t j−1 . In (A.1), π 
where q j are defined in Section 3. Thus, by definition ∆ = (∆ 1 , . . . , ∆ kn+p−1 ) minimizes constant that depends only on p. We also note that there exist constants
We take δ n ∼ (n
The main part of the proof is to verify that |∆ 0 | and W n in (A.3) are of order O(k n ) with probability one, which gives the theorem. To show W n = O(k n ) with probability one, we use the fact that there exists a random integer 1 ≤ J ≤ p + k n such that ∆ j < 0 for all j < J and ∆ j ≥ 0 for all j ≥ J. This can be proved along the lines in the proof of Theorem 2.1 of Hall et al.
(1998). We also claim that there exists an absolute constant c 0 > 0 such that, on the event J = j,
where I j are the intervals defined below. The inequality (A.4) implies that, for a sufficiently large C > 0,
The second inequality of (A.5) follows from the facts that sup x∈[0,1] |r n (x)| = O(1) and
The fourth inequality holds since
The event max i:x i ∈I j z i ≤ −c 0 C/3 occurs if and only if there is no (x i , y i ) in the set A n ≡ {(x, y) :
for some constant c > 0. This implies
for some constant c > 0, so that ∞ n=1 P (W n > Ck n ) < ∞ for sufficiently large C > 0. This proves W n = O(k n ) with probability one.
To prove |∆ 0 | = O(k n ) with probability one, we note that
for the constant c at (A.3). Since it holds that − max i≤i≤n z i = O(k −1/γ n ) with probability one, we get that |∆ 0 | = O(k n ) with probability one.
It remains to prove the claim (A.4). Let ξ j = (j + 1)
Write ξ j,1 = ξ j−1 + (ξ j − ξ j−1 )/3 and ξ j,2 = ξ j−1 + 2(ξ j − ξ j−1 )/3. Let I j denote the interval [ξ j,1 , ξ j,2 ]. Then, there exists a constant c > 0 such that
so that there exists a constant c > 0 such that
Here, we have used the condition (A3).
Since q l (x) < 0 if x < ξ l and q l (x) ≥ 0 if x ≥ ξ l , there exists a constant c > 0 such that,
We note that, in case p + 1 ≤ l ≤ p + k n − 1,
for some constant c > 0. Define l(J) = max{J, p + 1} and for l(J) ≤ l ≤ p + k n − 1 a(J, l) = (ξ l − ξ J,2 )I(ξ J,2 ≥ t l−p ) + 1 − l − p k n p+1 I(ξ J,2 < t l−p ). The second sum on the right hand side of the above inequality is set to be zero in case l(J) = J, i.e., J ≥ p + 1. Now, we note that ξ J,1 − ξ l ≥ (ξ J − ξ J−1 )/3 ≥ ck 
