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入力データ: x_{1} , \cdots ,  xN\in \mathbb{R}^{d}.
もしくは,距離行列 D:=(d_{ij})_{i}^{N_{j=1}} . ただし, d_{ij}:=d(x_{l},xj) .
出力データ : z_{1} , . .., z_{N}\in \mathbb{R}^{d}.




















Dimensional Scaling, MDS) があげられる.古典的な多次元尺度法は以下のようなステッ
プで行われる.
1. 距離行列 D の各要素を二乗: \mathrm{D}^{(02)}=(d_{ij}^{2}) ,
2. 二重中心化: B=-1/2JD^{(02)}J (J=I-\displaystyle \frac{1}{n}11^{\mathrm{T}}) ,
3. 固有値分解: B=P $\Lambda$ P^{\mathrm{T}},
4. 低ランク近似 : B\simeq ZZ^{\mathrm{T}}, Z^{\mathrm{T}}=\displaystyle \sum_{k=1}^{\tilde{d}}\sqrt{$\lambda$_{k}}p_{k}.
ただし, 1=(1, \ldots, 1)^{\mathrm{T}}\in \mathbb{R}^{N}, $\lambda$_{k}=$\Lambda$_{kk} かつ p_{k}^{\mathrm{T}} は P の第 k行である.ここで, \tilde{X}:=JX
としたとき, J1=0 かつ










Isomap は[7] において Tenenbaum, de SilvaおよびLangford によって提案された以下の
ようなアルゴリズムである.
1. 各データ点の k 近傍 (k番目までに近い点) を選び,各点への距離を長さとするよう
な辺で結ぶ (グラフは連結になると仮定)








をとらえるが,小さすぎるとデータのランダムネスの影響を受けやすく , また k近傍グラフ
が連結にならない可能性が高くなる.
2.4 Locally Linear Embedding
Locally Linear Embedding Iま[6] において Roweis とSaul によって提案された以下のよう
なアルゴリズムである
1. 各点の k近傍を選ぶ,
2. 各データ点 x_{i} を \mathrm{k} 近傍点 kNN(x_{i}) の線形結合で近似 :
\displaystyle \hat{w}=\arg\min_{w}\sum_{i}\Vert x_{i}-\sum_{j:X_{j}\in kNN(X_{i})}w_{ij}x_{j}\Vert^{2},
(なお,axgminf (w) は f(w) を最小化する w の値を意味する )
w
3. 重みベクトル w を保ち,かつ低次元のベクトル集合を求める.










(x_{i} ,吻が隣接しているならば, W_{ij}=\exp(-d(x_{i,j}x)^{2}) そうでなければ W_{\dot{ $\iota$}j}=0)
3. k近傍グラフをもとに N\times N ラプラシアン行列 L:=D-W を構成する.
ただし, D は対角行列で D_{ii}=\displaystyle \sum_{j=1}^{N} Wij.
4. ラプラシアン行列を用いた一般化固有方程式 Lv= $\lambda$ Dv を用いて低ランク近似する.
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ここで,一般化固有方程式 Lv= $\lambda$ Dvは,ZDZ^{T}=I という制約条件のもとで, \displaystyle \sum_{i,j}W_{ij}\Vert z_{i-}
Zj\Vert^{2} を最小化することに対応する.
また, W が隣接行列のときは L はグラフラプラシアンと一致する.統計的な正則条件の







最後に,上に述べた三種類の手法について計算量を考察する. N を標本サイズ, k を近
傍数, d を入力次元, \tilde{d} を出力次元とすると,全ての手法で必要な k近傍計算は,例えば
BallTreeアルゴリズムで \mathrm{O}[d\log(k)N\log(\mathrm{N})] である.また,Isomap で必要な最短経路計算
は,Dijkstra法もしくはFloyd 法で \mathrm{O}[N^{2}(k+\log(\mathrm{N}))] である.Local Linear Embedding




Locally Linear Embedding: \mathrm{O}[d\log(k)N\log(N)]+\mathrm{O}[dNk^{3}]+\mathrm{O}[\tilde{d}N^{2}],
Laplacian Eigenmap: \mathrm{O}[d\log(k)N\log(N)]+\mathrm{O}[dNk^{3}]+\mathrm{O}[\tilde{d}N^{2}].
通常は k, d, \tilde{d}\ll N であるから,各手法ともに第二項もしくは第三項が主項となる.特に
Isomap における最短経路計算は,標本サイズ N が大きいときはボトルネックとなる.
3 データ空間の曲率に着目した距離変換法



















本研究では,データ空間は測地距離空間であると仮定して,その曲率を CAT (k) 特性とい
う基準を用いて評価する.ここで測地距離空間とは,任意の二点間の距離が,それを結ぶ最
短の曲線長と一致するような距離空間のことである.また,測地距離空間 (\mathcal{X},d) がCAT(0)
空間であるとは,任意の a, b, \mathrm{c} \in \mathcal{X} と a', b', c' \in \mathbb{R}^{2} が \Vert a'-b = \mathrm{d}(a, b),\Vert b'-c =
d(b, c),\Vert c'-a =d(c, a) 等をみたすとき,測地線 bc上の点 p と,  d(b,p)=\Vert b'-p'\Vert をみた
す辺  b'げ上の点 p' に対して,  d(a,p)\leq \Vert a'-p が成り立っことである.
X a \mathbb{R}^{2} a

b J' c b  p
 c
直感的には, \mathcal{X} 上の測地三角形がユークリッド空間上の対応する三角形より 「へこむ」 よう
な空間であり,局所的には非正曲率を持つ.
より一般に k\in \mathbb{R} については,CAT(0) 空間と同様に CAT (k)空間が定義できる.ただし,
3辺の長さの和が 2 $\pi$/\sqrt{\max(k,0)}以下であるような測地三角形の場合に限り,また,ユー
クリッド平面の代わりに,(リーマン断面曲率の意味で) 曲率 k の定曲率曲面上の測地三角形
と比較する.この定義によると,リーマン多様体の場合には CAT (k) 空間ならば局所的には
(断面曲率の意味で) 曲率が k以下であることがいえる.これより,測地距離空間が CAT (k)
空間であるとき, k'\geq k ならばCAT(k') 空間でもあることがわかる.
測地距離空間 (\mathcal{X}, d) 上の標本 x_{1} , . .. , x_{n} の内測平均 (intrinsic mean, Frechet mean) は
以下で定義され,その一意性は \mathcal{X} のCAT(k) 特性に依存することが知られている.
\displaystyle \hat{ $\mu$}_{d}=\mathrm{a}x\mathrm{g}\min_{rn\in \mathcal{X}}\sum_{i=1}^{n}d(x_{i},m)^{2}.
また,対応する分散を以下で定義できる.
\displaystyle \mathrm{V}\hat{\mathrm{a}}x_{d}=\min_{m\in \mathcal{X}}\frac{1}{n}\sum_{\dot{ $\iota$}=1}^{n}d(x_{i}, m)^{2}.
さらに,関数 f(m)=\displaystyle \sum_{i=1}^{n}d(x_{i}, m)^{2} はFrechet 関数とよばれ,測地距離空間上のデータの
特徴を表す最も基本的な関数の一つである.ここでは標本についての平均をとったが,母集
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(a) 双曲面 (b) 平面 (c) 球面
図1: それぞれ (a) 双曲面 (定曲率 c=-1), (b) 平面 (c=0) , (c) 球面 (c=1) 上のデータに
対する Frechet 関数 f の値.(濃い色が小さな値)
団分布につての期待値で定義すると確率分布についての内測平均,対応する分散,Frechet
関数も定義できる.
図1は,(a) 双曲面 (定曲率一1),(b) 平面 (定曲率 0), (c) 球面 (定曲率1) 上のデータに対
して,Frechet 関数の値を図示したものである.正の曲率を持つ球面のみが, f( $\mu$) の極小値
を複数持つことがわかる.曲率と内側平均の一意性の関係についての詳細は,例えば [2] を
参照.
次に,以下で導入する  $\beta$ 距離を用いた内測平均と関連する事項として,外測平均を説明す
る.測地距離空間 (\mathcal{X}, d) が他の距離空間 (\tilde{\mathcal{X}},\tilde{d}) に埋め込まれているとき,埋め込まれた空
間の距離を用いて
\displaystyle \hat{ $\mu$}=\arg\min_{m\in \mathcal{X}}\sum_{i=1}^{n}\tilde{d}(x_{i}, m)^{2}.
としたものを外測平均 (extrinsic mean) とよぶ. \displaystyle \min は \mathcal{X} 上でとることに注意.埋め込む
空間 (\tilde{\mathcal{X}},\tilde{d}) は通常ユークリッド空間で,測地距離を用いた内測平均より計算が簡単である
ために応用上有効である.
本提案手法では,上記の Ylechet 関数をパラメータ  $\alpha$\in \mathbb{R},  $\beta$ \in (0, \infty],  $\gamma$\geq  1 を導入して
以下のように一般化する.
f_{ $\alpha,\ \beta,\ \gamma$}(m)=\displaystyle \sum_{i}9 $\beta$(d_{ $\alpha$}(x_{i}, m))^{ $\gamma$}
ただし, d_{ $\alpha$,9 $\beta$} については以下で説明する.これにより,内測平均および分散も一般化され
る.また,一般化された Frechet 関数は非凸となり得るので,その極小点はクラスタリング
におけるクラスター中心の候補となる.
3.3  $\alpha$ 距離変換
リーマン多様体のデータ空間 \mathcal{M} 上の確率分布の密度関数 f に対して,二点 x_{0} = z(0) ,
x\mathrm{i}=z(1) を結ぶ曲線  $\Gamma$=\{z(t), t\in[0 ) 1]\} の長さを d_{ $\Gamma$} )  $\alpha$(x0, x\displaystyle \mathrm{i})=\int_{0}^{1}\mathcal{S}(t)f^{ $\alpha$}(z(t))dt で定義
する.ただし, s(t) は曲線に沿った微小距離単位である.この曲線長を用いた測地距離を  $\alpha$
距離とよび,もとのデータ空間の測地距離の  $\alpha$ 距離変換とよぶ.また,リーマン多様体に限
らず,一般の可測な測地距離空間に対しても同様に  $\alpha$ 距離変換を定義可能である.  $\alpha$=0 は
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.. ,. ..  \downarrow.\mathrm{c}\mathrm{t},
(d)  $\alpha$=-1 (e)  $\alpha$=-5 (f)  $\alpha$=-30
図2: 二次元正規分布からの標本に対して,  $\alpha$ の値を変化させたときの経験グラフの変化.
各データ点の位置は固定し,辺の有無のみ変化させて表示した.
元のデータ空間の距離に対応する.また,1次元のときは  $\alpha$= 1 の  $\alpha$ 距離を用いた内測平
均はメディアンと一致する.
しかし,  d_{ $\Gamma,\ \alpha$} の計算は密度関数の推定および積分計算を要し,実データ解析で用いるこ
とは一般に困難である.そこで,  $\alpha$ 距離の経験グラフ (データ点を頂点とする距離グラフ1)
を用いた離散近似版を以下のように計算する.
1. 標本を頂点とするグラフを構成する (完全グラフ,k‐NN グラフ等)
2. 各辺の長さ吻を  d_{ij}^{1- $\alpha$} に変換する.
3. グラフでの最短経路長で標本間の距離を定義する.





このように定義された測地部分グラフは,  $\alpha$ の減少にともない縮小する.図2はその一例
である.さらに,  $\alpha$ の減少にともない CAT(k) となる領域が増大すること (曲率の減少に対
応) , および極限が最小全張木になることなどを [4] において証明した.つまり,データ空
間の測地距離の経験グラフ近似に対し,  $\alpha$ の値を変化させることにより,CAT (k) 特性の意
味での曲率を単調に変化させることが可能である.




3.4  $\beta$ 距離変換
 $\alpha$ 距離変換は測地距離を測地距離に変換する.一方,以下で説明する  $\beta$ 距離は必ずしも測
地距離になるとは限らない.よって,  $\beta$ 距離では CAT (k) 特性は定義できず,どのような意
味で曲率に着目した距離変換を行うかに工夫が必要となる.
パラメータ  $\beta$\in(0, \infty ] による距離  d の変換を以下で定義する.
d_{ $\beta$}(x_{0}, x_{1})=9 $\beta$(d(x0, x_{1})) ( $\beta$>0) ,
ただし
g_{ $\beta$}(z)= \left\{\begin{array}{l}
\sin(\frac{ $\pi$ z}{2 $\beta$}) \text{）} \mathrm{f}\mathrm{o}\mathrm{r} 0\leq z\leq $\beta$,\\
1, \mathrm{f}\mathrm{o}\mathrm{r} z> $\beta$.
\end{array}\right.
この距離変換を  $\beta$ 距離変換とよび,  d_{ $\beta$} を  $\beta$ 距離とよぶ.
 $\beta$ 距離空間は,一般に測地距離空間ではないので CAT(k) 特性を定義できない.一方,  $\beta$
距離による内測平均は,動径  $\beta$ の計量錐に埋め込まれた空間の外測平均として解釈できる.
ここで,測地距離空間 \mathcal{X} から構成される計量錐 (metric cone) \tilde{\mathcal{X}} とは,集合 \mathcal{X}\times [0, 1]/
\mathcal{X}\times\{0\} 上の各点対 (x, s) と (y, t) に以下の距離を導入したものである :
\tilde{d}((x, s), (y ) t) ) =\sqrt{t^{2}+s^{2}-2ts\cos( $\pi$\min(d_{\mathcal{X}}(x,y),1}
\tilde{\mathcal{X}} は測地距離空間になることが証明できる (図3を参照).直観的には,「原点」 O と測地距
離空間 \mathcal{X} の各点とを結ぶ長さ1の 「線分」 の集合に,うまく測地距離を定義したものと考
えることもできるが,ユークリッド空間に埋め込めるとは限らない.以下のように距離を定
義すると,動径 (「線分」 の長さ) を r とした計量錐を構成することもできる :
\tilde{d}_{r} ((x, s) ) (y, t) ) =\sqrt{t^{2}+s^{2}-2ts\cos( $\pi$\min(d_{\mathcal{X}}(x,y)}/r,1
ここで,  $\beta$ が小さくなると,CAT (k) 特性の意味で計量錐の曲率が小さくなることが証明
できる ([4] 参照) つまり,  $\beta$ を調整することにより,データ空間の埋め込まれている計量
錐の曲率を単調に変化させることができる.
 $\beta$ 距離変換を導入する動機として,Frechet 関数を非凸にして,複数個の極小点 (Karcher
平均とよばれる) をもたせることがある.(ユークリッド空間では距離関数は凸関数であるた

























ず,Isomap と Loca垣y Linear Embedding は,局所距離を低次元ユークリッド空間 (曲率






1. コンパク トな n次元リーマン多様体 (\mathcal{M},g) について,ある定数  $\kappa$>0 が存在しリッ
チ曲率が Ric(X, X) \leq $\kappa$ g(X, X) を満たすとする.このとき,Laplace‐Beltrami 作用
素の 0 の次に小さな固有値 $\lambda$_{1} >0 に対して, $\lambda$_{1} \displaystyle \geq\frac{n}{n-1} $\kappa$ が成り立つ.
2. さらに等号が成り立つのは,半径  1/\sqrt{} の n 次元球面 S^{n}(1/\sqrt{ $\kappa$}) と等距離なものに
限る.
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