In order for a robot to perform a task, several algorithms need to be executed, sometimes, simultaneously. Algorithms can be run either on the robot itself or, upon request, be performed on cloud infrastructure. The term cloud infrastructure is used to describe hardware, storage, abstracted resources, and network resources related to cloud computing. Depending on the decisions on where to execute the algorithms, the overall execution time and necessary memory space for the robot will change accordingly. Also, according to the set of tasks that the robot needs to perform, some constraints on algorithm allocation must be considered. The price of a robot depends, among other things, on its memory capacity and computational power. We answer the question of how to keep a given performance and use a cheaper robot (lower resources) by assigning computational tasks to the cloud infrastructure, depending on memory, computational power, and communication constraints. Also, for a fixed robot, our model provides a way to have optimal overall performance. We provide a general model for the optimal decision of algorithm allocation under certain constraints. We exemplify the model with simulation results. The main advantage of our model is that it provides an optimal task allocation simultaneously for the two parameters of memory and time.
Introduction
The past few decades witnessed significant improvements in different aspects of human life, using robotic systems, for example, robots used for industrial and manufacturing purposes [4, 12] , military robots [10, 16] , domestic robots [11, 20] among other [15] . Robots carry some level of intelligence to automatically perform several tasks. Cloud robotics is described as a way to handle some of the computational limitations of robots by taking advantage of the internet and cloud infrastructure for delegating computation and also to perform real-time sharing of large data [5] . An important factor to identify the performance of cloud-based robotic systems is deciding whether to upload a task to the cloud, processing it on a server (fog computing [2] ) or executing it on the robot (edge computing [14] ), the so-called, allocation problem. Our goal is to provide an answer to the allocation problem for a cloud robotic system with a single robot.
Saha and Dasgupta [13] surveyed published works on cloud robotics from 2012 to 2018, and considered that the task allocation was still a challenge. The works [18, 19] , and [6] are mainly the optimization of the costs for robots for retrieval of all necessary resources where the resources (algorithms and data) are assumed to be allocated in advance. None of these studies answer the question of how to do optimal resource allocation, but they tried to find a way to reduce costs in case the allocation of resources is fixed in advance. As far as we can tell, the only work that tackled a similar problem is [8] . They used a similar technique to ours to tackle the allocation problem. Those authors only considered minimizing the overall execution time but without fully accounting for communications. In addition, they only considered the single parameter of time, but in our method, we also consider the parameter of memory usage by the robot. In terms of time initiation and termination, the approaches also differ: since all the algorithms will produce results required by robots, the timing should be from when a robot sends a request for performing an algorithm till it receives the result of that algorithm. This way, the initial and terminal points of timing are the robot (in case of several robots, all robots are initial and terminal) but in [8] the initial and the terminal points of time for each algorithm depend on where they will be executed. We will provide detailed examples to compare differences in both methods. Also, the memory limitation of robots has a direct impact on the latency, which is not considered in [8] . As an example, if we switch the robot with a similar one but only with smaller memory, then the new robot may not be able to execute some of the necessary algorithms.
We answer also the question of the optimized memory usage of the robot. Our methods for finding optimized allocation of algorithms provide two classes for, respectively, the memory and the time up to a certain value where the intersection gives the optimal solution for minimizing the Memory-Time problem of the robot. We start by a brief description of the goals, formulate the problems and then present the solution. Then we exemplify the model Figure 1 : A single robot model. The decision as an optimal solution for distributing all algorithms, is shown in the dashed box. The response time is the sum of communication times and execution time.
by finding solutions considering simulated data. Figure 1 shows a general description of the problem we are addressing. We begin to construct a general theoretical model, and upon that, we build the problem and find an optimal solution(s).
Note that, some of the algorithms may share information and some may require the results of others. The model we describe here has similarities with the semi-lattice 1 , see [1] . This is achieved by adding the elements 1 and 0 to the structure as the greatest and the lowest elements respectively. See Figure 2 .
Preliminaries
Before describing the model and the solution we recall some mathematical concepts that we use throughout this manuscript to construct models.
Definition 1
We construct a directed graph G = V, → E that helps us to formulate a general model. A directed graph G = V, → E is defined by the set of vertices of the graph that is the set of algorithms V = {A 1 , . . . , A n } and the set of directed edges that is, a subset of ordered pairs of elements of V ,
Definition 2 Consider a directed graph G = V, → E and v ∈ V . Then define:
• the out-degree of v is the number of elements of → E where v has appeared as the first component:
• the in-degree of v is the number of elements of → E where v has appeared as the second component:
In a directed graph, we say that two vertices A i and A j are connected (or adjacent), if at least one of the edges
Definition 3 A subgraph of a graph G is the graph obtained by removing some vertices of G, all the directed edges that the removed vertices are connected to, and some other edges.
Definition 4 A cycle is a graph such that, by starting from any vertex and following the direction of edges, we can visit all vertices and edges once and return to the vertex that we started from 2 .
Remark 1 Some of the vertices of the directed graph in Definition 1 must have in-degree 0 and some other must-have out-degree 0. Also, the graph does not have a cycle as a subgraph. Because otherwise, assume that all vertices have non-zero in-degree this means that, since V is a finite set, G has a cycle subgraph. This means that there is a subset of algorithms that the execution of each of them can be started only after we have the final result of its execution which is a contradiction.
3 Proposed Method
Time Optimization
The response time of an algorithm is the sum of the following times:
• the time consumed by the algorithm to produce a result independently from other algorithms by assuming that necessary conditions for enabling the algorithm to be executed are satisfied;
• the average time necessary for transmitting the result of the algorithm to the location where the algorithm is requested.
• the average time necessary for transmitting the request for the algorithm to the location where the algorithm is allocated.
By Remark 1, we can display the graph in a way that all the edges are directed downward, which can be constructed as follows: Vertices of the graph appear in different layers, the first layer consists of all vertices with in-degree zero.
The second layer consists of all vertices such that there are only edges from vertices in the first layer to them. The next layer consists of all vertices such that there are only edges from vertices in the previous layers to them. It is clear that the final layer is the set of vertices with an out-degree equal to zero, see Figure 2 . The constructed graph with downward edges can be seen as a union of its connected components. Besides, by adding virtual vertices 0 and 1 to each of connected components of the graph with vertex 1 on the top of the first layer with edges from it to all vertices in the first layer and the vertex 0 on the bottom of the last layer with edges from all vertices in the last layer to it, this process will transform the graph to a union of semi-lattices, denote by SL(G). We abuse notation slightly and denote the virtual vertices of all of the connected components of the graph by 0 and 1.
Remark 2
The reason for using connected components instead of the total graph is that the overall execution time of each connected component, with respect to any allocation of algorithms, is independent of the overall execution time of other connected components. And having fewer vertices will reduce the computations.
In Figure 2 , algorithms in the nodes are distinct algorithms. That is A x y ≠ A j i , if at least one of the inequalities j ≠ x and i ≠ y hold. Note that, an execution flow from 1 to 0 in SL(G) is a sequence of algorithms 1A ′ 1 ⋯A ′ k 0, where: • elements A ′ i 's for i = 1, . . . , k are elements of V ; Figure 2 : Graph with algorithm execution dependence, represented with downward edges. If the virtual vertices 0 and 1 are added to the graph (here we assumed that the graph itself is a connected graph) it becomes a semilattice. A j i represents algorithm A i in layer j. Note that, k i 's for i = 1, . . . , m are not necessary equal.
• the corresponding vertices A ′ 1 and A ′ k in the graph G have, respectively, the in-degree and the out-degree zero;
• since we are considering a unique flow, for i = 1, . . . , k the algorithm A ′ i will run in layer i of the SL(G).
is a directed edge of SL(G), then, by construction, the algorithm A j can only be executed after the algorithm A i is executed. Hence, the execution time of serial algorithms is the sum of the execution time of each.
Denote by ExecutionFlows(G) the set of all execution flows from 1 to 0 in SL(G).
For a given set of algorithms {A 1 , . . . , A n } generate the three n-tuples of response times of the algorithms to be executed on the edge, the fog or the cloud:
The mapping:
is defined by
If the algorithm A i is going to be executed on the edge, F , If the algorithm A i is going to be executed on the fog, C , If the algorithm A i is going to be executed on the cloud.
Optimal solutions can be obtained by finding suitable associated values for the mapping π. Then, for an algorithm A i and a known mapping π, T π (A i ) = T π(A i ) (A i ). Hence,
And for all possible π,
Equation (2) means finding a set of all times for algorithms on P i to be executed by considering all the possible ways of distributing algorithms to be executed on the edge, the fog, or the cloud. Note that, each element of ExecutionFlows(G) shows the relation between algorithms. For a fixed mapping π from all possible mappings of (1), find the set of the response time of execution flows concerning the mapping π:
In the set (3) concerning the mapping π we can identify the maximum amount to time for the robot to have the results of all the algorithms by max {ExecutionFlowsTimes π (G)}. Note that, for distinct mappings π 1 and π 2 , the maximum may not appear for the same execution flow, even if we may have several execution flows that produce the maximum value. Hence, the problem of distributing algorithms to the edge, the fog and the cloud, such that the minimum total amount of time is consumed to execute all algorithms, can be found by
If the solution is not unique then the choice can be made according to the minimum memory usage by the robot, that we explain in the next section. The preceding method will give a solution only for the question of reducing the amount of maximum time. If we are interested in the reduction of total time, then we need to add-up all execution flow's times with respect to the mapping and find the minimum of that value, that is finding:
and then find the respective mapping π which produces the min value, i.e. find the set
where M T is obtained from equation (4).
In the preceding formulation, one possibility is that we know in advance the place where some of the algorithms must be executed. This prior information has a direct impact on the result. However, in this case, we can reduce the total number of mappings by only considering all the mappings that follow the assumption that some of the algorithms have to be executed in particular locations.
Remark 4 ((Algebra of Time)) In the preceding, we used naturally the algebra of time. For consistency, we provide a mathematical formulation.
Let A 1 and A 2 be two algorithms executing in the same platform. Then:
• if A 1 and A 2 are in parallel, then:
• if A 1 and A 2 are in serial, then:
where T X (A j ) is the response time of the algorithm A j , with j = 1, 2, requested from the edge, the fog, and the cloud, respectively, for X = E, F , and C. For more than 2 algorithms, algorithms can be considered as disjoint execution flows (considered as sub-execution flows of ExecutionFlows(G) with possible repetition of some of the algorithms), by the use of the associativity of operations defined on the parallel algorithms and also on the serial algorithms. This allows us to describe recursively the algebra of the time.
Memory Optimization
There are several studies on the shared and distributed memory for algorithms, see [3, 7, 21, 17] . The algorithms share memory and each has access to the specific part of the memory that the respective data is stored in. The algorithms are allowed to read, write and modify the memory. The necessary memory usage by the outputs of all the algorithms, regardless of their allocation, needs to be considered in the robot, see Figure 3 . That is because the output of each algorithm in the set of algorithms for the single robot cloud robotic system will be used by the robot to perform a task. Data usage of algorithms has different types:
• Input data: includes all information necessary before starting the process such as pre-evaluated results, inputs, prior information about the problem to be solved, and so on;
• Processing data: includes all information necessary during processing such as all the variables, data transformations, files to be saved or modified, and so on; Figure 3 : Sketch of memory usage. A Ei j , A Ep j , and A Eo j represent, respectively, the input data, processing data, and the output data of the j-th algorithm allocated on the edge. The superscript E, F and C represent the place that an algorithm is allocated, respectively on the edge, the fog, and the cloud.
• Output data: includes all the outcomes of the algorithm.
We are assuming that the outputs of all algorithms need to be transferred to the robot and then the robot acts accordingly. If we assume that there is an algorithm which is used only as a pre-evaluation of some other algorithms then the data for that algorithm will be stored as input data of the other algorithms. In Figure 3 , the following set equalities hold:
It is easy to observe that the memory usage is a dynamical system where the amount of memory usage will change with time.
Upper-bound memory estimation for running each algorithm
Recall that, ExecutionFlows(G) is the set of all execution flows from 1 to 0 in SL(G) where SL(G) is shown in Figure 2 . We classify algorithms by the order of appearance in the execution flows together with their processing memory. The classification is an iterative process that can be done in several steps. For the first step, we are assuming some initial input data, first comparing the space complexities of first nodes algorithms in all execution flows in ExecutionFlows(G), and defining the set S 1 as the set of those algorithms with minimum space complexities. Then drop those algorithms in S 1 from all of the execution flows and consider acceptable execution flows. An acceptable execution flow is an execution flow where all the necessary information for executing all algorithms is obtained from executing all algorithms in S 1 . The second step is re-doing the first step and finding the set S 2 as the set of first nodes algorithms in the new set of execution flows with minimum space complexities and then dropping S 1 ∪ S 2 from all of the execution flows and considering acceptable execution flows. Then iterate similar arguments until all the algorithms are removed. Note that, in the preceding procedure by initial algorithms we mean the set of first non-virtual algorithm in each execution flow.
Since the number of algorithms is finite, there is a step z such that all the execution flows contain no algorithm, in that case, the step z + 1 is just re-doing the first step but under the new input data. New input data is basically an update of the initial input data where the changes are obtained by applying all the algorithms in the step 1 to z. In this way of defining steps, steps are recursively defined and theoretically, infinitely many steps can be defined.
Note that, this way of defining steps allows us to find possible increases in memory usage by algorithms, in the long run, that cannot be seen and evaluated if we are assuming only finitely many steps.
After identifying steps, to observe the memory usage of algorithms, we need to identify the memory usage of algorithms in the long run.
Fix the step s and let AM s be a functor 3 from the set of algorithms to the total memory used by an algorithm (input memory data size plus execution memory needed plus the output data memory size).
To be able to visualize the memory usage of an algorithm, one can plot the values of AM s for that algorithm as a function of steps. If for an algorithm A i , AM s A i is increasing as a function of step s, then it implies that in the infinite run, we need infinite memory. In this case, we will restrict the AM s A i to the input data, the processing data, and the output data. By assumption, at least one of the restrictions is unbounded. Hence, the algorithm A i must be executed on the cloud due to storage limitations. Now, we only need to consider the algorithms with bounded AM s . Note that, in the preceding arguments, by unbounded memory usage we mean that the size of data used by the algorithm will increase with time.
After the preceding observations, without loss of generality, we can assume that all the algorithms have bounded AM s . In this situation, we can allocate maximum memory size for the necessary variables and parameters of an algorithm, then the memory size will be fixed and the only changes are values of variables and parameters.
Upper-bound memory estimation for running all the algorithms
Consider the mapping (1). For j ∈ {E, F, C}, define π −1 (j) = {A i π(A i ) = j, i = 1, 2, . . . , n} .
For an arbitrary mapping π, find
with j = E, F, C and i = 1, . . . , z. Depending on the mapping, some of the sets L i,j may be empty sets. Note that, by construction, the set of algorithms within a L i,j cannot be serial. Regardless of where an algorithm A i is executing, three types of memory usage will be considered, m in (A i ), m pr (A i ), and m ou (A i ) which are the necessary memory to store respectively, the input data, the processing data, and the output data. For every step s, we have:
After executing an algorithm, if needed, the input and the output data will be updated.
For a mapping π, let M E π , M F π , and M C π be the maximum amount of memory necessary on, respectively, the edge, the fog, and the cloud which allows the corresponding algorithms to execute properly on them according to the mapping π. Now, we formulate the algebra of memory usage of algorithms. Later, for clarification, we will describe an intuition behind the algebraic model for memory. Let A 1 and A 2 be two algorithms executing in the same platform. Then:
where ⊍ in the second equation is the disjoint union of sets;
where m pr (A j ) in the second equation with j = 1, 2 is selected such that
where m p (A j ) , denotes the size of the memory.
For more than 2 algorithms, algorithms can be considered as disjoint execution flows (considered as sub-execution flows of ExecutionFlows(G) with possible repetition of some of the algorithms), by the use of associativity of operations defined on the parallel algorithms and also on the serial algorithms. This allows us to describe recursively the algebra of the memory usage of algorithms.
For a mapping π to obtain M E π , M F π , and M C π , we first apply the operations m in , m pr , and m ou on entries of the matrix L = (L i,j ) z×3 in Equation (5) . That is M X (L) = (m X (L i,j )) z×3 , with X ∈ {in, pr, ou}.
Then we have:
where k ∈ {E, F, C} and the absolute is the size of the memory. The most important one is M E π , the memory usage by the robot. The solution can be obtained by identifying a bound that provides the set of all possible mappings (solutions) such that the size of M E π is smaller than that bound. Note that, from the last component of M E π , we can find a reasonably small upper bound for the processing memory needed for the robot. The least upper bound for the processing memory needed for the robot can only be obtained by deep understanding of all the algorithms and their components.
Remark 5 ((Algebra of Memory Usage)) Note that, the memory usage of each algorithm is a triple (m in , m pr , m ou ) where m in is the total memory used as input, m pr is the total memory used while processing, and m ou is the total memory used as output of the algorithm a i . Also, the set of m pr 's for all algorithms is assumed to be nested, that is, if the necessary processing memory of algorithm a is smaller than the necessary processing memory of algorithm b then m pr (a) ⊂ m pr (b). The algebra of memory usage can be visualized in Figures 4 and 5 .
In Figure 4 the following statements hold: where ⊍ stands for disjoint union and m(a ∧ b) is the total memory usage for executions of both algorithms a and b;
• if algorithms a and b are serial, then:
Memory-Time Optimization
The problem of optimizing the memory capacity and the overall time will be solved by finding the list of solutions for the time component, together with the list of solutions for the memory component, and then, depending on the component of interest, we can find the solution using the method described below. Figure 6 contains an illustration of the results we are persuing. Note that, for the list of solutions, we only consider those solutions that are obtained from the same mapping π in (1).
Method
Our method can be explained as follows: Output: The mapping π ∶ {A 1 , . . . , A n } → {E, F, C} for algorithm allocation such that it produces the optimal overall time and memory allocation.
Steps: The following steps should be followed:
1. Construct the graph of algorithms, G, and its respective semilattice SL(G);
Find the set of all execution flows, ExecutionFlows(G);
3. Make a guess on the optimal allocation algorithms and find its overall time and memory; 4. Apply the branch and bound algorithm on the elements of ExecutionFlows(G), one by one as follows. Note that, allocation of 1 and 0 are on the edge and for other algorithms the allocation is on a subset of {E, F, C} (the subset because with the prior information on the algorithms we may be able to remove at least one of the E, F and C):
(a) Apply the algebra of memory 5 and algebra of time 4 on the subterms of ExecutionFlows(G), induced by considering algorithms already allocated in previous steps, and find the partial overall memory and time. Figure 6 : Two-dimensional space of time and memory components. Each point is the memory and time with respect to a given solution. An optimized solution for time and memory components for distributing algorithms can be obtained by minimizing the distance to the axis's or the center point, 0. Each black circle represents memory and time for a particular solution, the dotted arrow shows the direction toward optimal solutions concerning time and memory, the dashed arrow shows the direction toward optimal solutions concerning time, and the dash-dotted arrow shows the direction toward optimal solution concerning memory. Figure 7 : Algorithms A 1 and A 2 are reading the dataset and will be done in parallel. The algorithm A 3 can be done only after the algorithm A 1 finishes.
(b) Compare the results of the preceding step with the guessed optimal solution. If the distance to the origin is higher then stop the branching and if it is lower or equal proceed to the next algorithm; (c) If all the algorithms are allocated and the distance to the origin is lower than the guessed optimal solution, then update the guess on the optimal allocation algorithms with the current overall time and memory and proceed to the next possible branching.
5. The updated guess on the optimal allocation after completion of the preceding steps is the optimal allocation.
Experiments
We tested on the proposed model and compare it with the method by [8] .
We made a simulation for a cloud robotic system consisting of a single robot, a fog, a cloud, and three algorithms to be performed with a fixed dataset (input data). The corresponding graph of the algorithms can be seen in Figure 7 .
For memory usage of the dataset we assume the maximum size of 500 bytes, and algorithms A 1 , A 2 , and A 3 are using respectively 300, 50, and 100 M egaBytes and also with different space complexities respectively O(n 2 ), O(n), and O(n log(n)). The average execution time of the algorithms depends on the location they are executed on, and is stated in Table 1 . We consider all the possible mappings
For simplicity, we first assume that the communication is data at once with a fixed time, 2 seconds data transmission time between fog and edge, and fog and cloud. Figure 8 shows the Memory-Time relation concerning the mapping π for the fixed communication time.
We also study the case with an additional communication delay. It consists of the absolute value of a random variable with normal distribution N (0, 1). Figure 9 shows the Memory-Time relation concerning the mapping π with additional delay in the communication time.
The minimum values of Memory-Time on a fixed interval of size d = 350 are shown in Figure 10 . To better describe the optimality in time and memory of our algorithms allocation, we showed the values of memory and time with respect to all the possible allocation of algorithms and then we highlight the solutions.
In Figure 11 , similar to Figure 10 , we identify the same points with minimum Memory-Time values on a fixed interval of size d = 350, but in Memory-Time relation under the assumption of existing additional communication delay.
Note that points in Figures 8 and 9 are showing the average time of executing all the algorithms by the total memory usage of the robot concerning a mapping π. This means that each point also has information about locations where each algorithm has to be executed. That is basically by defining an order (LEX-order) on the set of mappings and associating each point with that order. Table 2 shows the corresponding placement of algorithms and the dataset by assuming the fixed communication time and those places provide the minimum values of Memory-Time on a fixed interval of size d = 350. The minimum value is shown in the first row. In Table 3 we show the corresponding placement of algorithms and the dataset by assuming the additional communication delay and these places provide the minimum values of Memory-Time on a fixed interval of size d = 350. The minimum value is shown in the first row.
Comparing Methods
To make a comparison between our result and the result obtained in [8] , we provide at first two very simple but detailed examples and then we compare them with more complex examples. Example 1, shows the importance of the data transmission time in the overall performance by comparing our result and the result obtained using the method proposed in [8] .
Example 1 Assume that a list of numbers is given to a robot to be sorted. Note that, authors in [8] did not consider the fog but it is easy to add it to their method. Assume that the robot can sort the list in 5 seconds, the cloud processor and the fog processor are respectively 5 and 1.5 times faster than the robot. And assume that the list can be transmitted to the cloud in 3 seconds (without any delay) and 1.5 to the fog. Then, in the formulation in [8] , we have: Table 4 : Optimal allocation of the sort algorithm. x is the data transmission time from fog to edge and from fog to cloud.
Solution by [8] Ours Cloud
Hence, the overall time will be 7 seconds if we consider the result of algorithm allocation by [8] and 5 seconds if we consider our algorithm allocation.
Also, if in this example we reduce the data transmissions by the factor of 3, then in the result by [8] nothing will change but our result will change, now to the overall performance of this system is better if the algorithm is executed on the cloud. For dependency on the data transmission speed see Example 2.
In Example 2, we provide a detailed comparison between our result and the result obtained in [8] for all possible values for data transmission time, and we highlight the conditions for task allocations.
Example 2 Here we consider an example similar to Example 1.
Assume that a list of numbers is given to a robot to be sorted. Assume that the robot can sort the list in 5, the cloud in 1 and the fog in 2 seconds. And assume that the list can be transmitted to the cloud in 2x seconds (without any delay) and x seconds to the fog. Then, depending on the value of x, the optimal allocation of the algorithm can be obtained in Table 4 .
We show, in Figure 12 , the overall time from the moment that the robot sends the request for execution of the algorithm to the moment that the robot has the result of the algorithm. Figure 12 shows that our method better describes the overall time for algorithm allocation. As we can see in this figure there are certain intervals that the overall time for our optimal algorithm allocation differ from optimal algorithm allocation proposed by [8] .
Examples 1 and 2 show that by using result of our method the overall time is always smaller than or equal to the overall time of the result of the method proposed by [8] . A clear difference in overall time is shown in Figure 12 .
To make a more realistic comparison between our result and the result obtained in [8] , assume that in the preceding simulation the data transmission time varies by 1, 2, 4 and 6 seconds between fog and edge, and fog and cloud. For the given data transmission times equal to 1, 2, 4, and 6, the minimum Overall Time Figure 12 : The overall time from the moment that the robot sends the request for execution of the algorithm to the moment that the robot has the result of the algorithm. We are comparing the time obtained with our method, circles, and the time obtained from [8] , diamonds. All to Cloud 4(+2) 1 [8] All to Cloud 6(+4) 2 [8] All to Fog 8(+4) 4 [8] All to Edge 8 6 total costs for both methods are shown in Table 5 . To be able to compare the two results we are assuming that the data transmission is fixed. As it is shown in Table 5 , the difference in algorithm allocation appears for the data transmission time equal to 2 and 4 while the others produce the same results. In Table 5 we only consider the time parameter and ignore the memory parameter. The column of minimum average time, where the relative data transmission time is 2 and 4 seconds, shows that the overall time for algorithm allocation by [8] is higher than ours. Because of the importance of memory usage by the robot, in Table 6 we apply our memory usage optimization to both methods, for different evaluation times, and compare results.
We performed another simulation for a more complex algorithm graph in Figure 13 .
For memory usage of the dataset, we assume the maximum size of 500 M egaBytes, and algorithms A 1 , . . . , A 8 are using respectively 300, 50, 100, 200, 100, 150, 50, and 200 M egaBytes and also with different space complexities respectively O(n 2 ), O(n), O(log(n)), O(n log(n)), O(n), O(log(n)), O(n 2 ), and O(n log(n)). The average execution time of algorithms depending on the location they are executed in are stated in Table 7 . Table 6 : Comparison of allocation of algorithms and dataset which have minimum total costs by our method and by [8] , under the three data transmission times equal to 1, 2 and 4 seconds between fog and edge, and fog and cloud. The minimum memory usage is obtained with our method in all the scenarios. The (+x) in the table denotes the amount of time x seconds that is needed for the output of algorithms to be sent to the robot after execution. We are taking into account the minimum memory usage by the robot as well as the time parameter.
Allocation
Minimum Data Method Average Transmission Time Time Ours All to Cloud 6 1 Ours All to Fog 8 2 Ours All to Fog 12 4 [8] All to Cloud 4(+2) 1 [8] All to Cloud 6(+4) 2 [8] All to Fog 8(+4) 4 Then the following result, Table 8 , can be obtained for the optimal algorithm allocation with our result and the method by [8] with respect to fixing data transmission time equal to 8 seconds. Table 8 : Comparison of allocation of algorithms and dataset which have minimum total costs by our method and by [8] , under the assumption that the data transmission time is 8 seconds between fog and edge, and fog and cloud. The (+x) in the table denotes the amount of time x seconds that is needed for the output of algorithms to be sent to the robot after execution.
Minimum Edge Fog Cloud Average
Time [8] --All 21(+16) Ours -All -26
Minimizing the overall time is as important as minimizing the memory and it is not enough to minimize one and describe the performance of the system only with that information. As we can see in Figures 10 and 11 , by only focusing on minimization of the memory usage by the robot we ignore the overall execution time and hence the system is more time-consuming. And, by only focusing on minimization of the time, there might be the case where the robot does not have sufficient memory and hence, will not be capable of performing some tasks.
Conclusion
We provided a model that helps users to decide what kind of robot is more suitable to perform their required tasks and also how to allocate algorithms to have the fastest overall performance in the context of cloud robotics.
We first minimized the maximum time that the robot needs between sending requests for any algorithm and receiving the answer. Note that, the maximum time is always for the final algorithm (virtual algorithm at the bottom of the graph of algorithms). Then we minimized the total memory usage by the robot. Since the minimum time and memory are not necessarily for the same allocation of algorithms we identify lower bounds such that the allocation problems for memory and time concerning those bounds intersect. In case the intersection has more than one solution for the allocation problem, then the decision for the allocation of algorithms can be made by a user depending on the importance of the factors memory usage or overall completion time.
Our method provides a solution for obtaining optimal performance from the cloud robotic system with a single robot and also allows us to make a comparison among the performances of several robots.
This work is a first step toward finding a solution for allocation problem for cloud robotic systems but now with a robotic network instead of a single robot.
