Abstract In this paper we discuss sparse least squares support vector machines (sparse LS SVMs) trained in the empirical feature space, which is spanned by the mapped training data. First, we show that the kernel associated with the empirical feature space gives the same value with that of the kernel associated with the feature space if one of the arguments of the kernels is mapped into the empirical feature space by the mapping function associated with the feature space. Using this fact, we show that training and testing of kernelbased methods can be done in the empirical feature space and that training of LS SVMs in the empirical feature space results in solving a set of linear equations. We then derive the sparse LS SVMs restricting the linearly independent training data in the empirical feature space by the Cholesky factorization. Support vectors correspond to the selected training data and they do not change even if the value of the margin parameter is changed. Thus for linear kernels, the number of support vectors is the number of input variables at most. By computer experiments we show that we can reduce the number of support vectors without deteriorating the generalization ability.
Introduction
Support vector machines (SVMs) have been shown to realize high generalization ability for a wide range of applications. One of the advantages of SVMs is that the solution is sparse, in that among training data only support vectors are necessary to represent a solution. But for a difficult classification problem with huge training data, many training data may become support vectors and thus the classification speed may be slow. To overcome this problem, in [1] , a method for reducing the number of support vectors after training is proposed. There are different approaches to realize sparse solutions: relevance vector machines based on a Bayesian learning framework [2] and their variants [3] .
A least squares support vector machine (LS SVM) [4, 5] is a variant of a regular SVM [6] . One of the advantages of LS SVMs over SVMs is that we only need to solve a set of linear equations instead of a quadratic programming program. But the major disadvantage of LS SVMs is that all the training data become support vectors instead of sparse support vectors for SVMs. To solve this problem, in [4, 5] , support vectors with small absolute values of the associated dual variables are pruned and an LS SVM is retrained using the reduced training data set. This process is iterated until sufficient sparsity is realized. In [7] , LS SVMs are reformulated using the kernel expansion of the square of Euclidian norm of the weight vector in the decision function. But the above pruning method is used to reduce support vectors. Because the training data are reduced during pruning, information for the deleted training data is lost for the trained LS SVM. To overcome this problem, in [8] , independent data in the feature space are selected from the training data, and using the selected training data the solution is obtained by least squares method using all the training data. 1 In SVMs including LS SVMs, the input space is mapped into a high-dimensional feature space and in the feature space linear classifiers or function approximators are constructed. But because the dimension of the feature space is high or sometimes infinite, e.g., that associated with radial basis function (RBF) kernels, we convert the original problem into the dual problem, where the number of variables is the number of training data for pattern classification and twice the number for function approximation [6, 9] .
Xiong et al. [10] proposed the empirical feature space whose dimension is the number of training data at most and whose kernel matrix is equivalent to that for the feature space and suggested that kernel-based method can be reformulated in the finite empirical feature space without loosing any information.
In this paper we derive sparse LS SVMs that are trained in the reduced empirical feature space. To do this, first we prove that the value of the kernel associated with the feature space and that with the empirical feature space are the same so long as one of the input data is mapped into the empirical feature space by the mapping function associated with the feature space. Based on this, we discuss the separability of the classification problem in the empirical feature space. Then we show that training and testing of the kernel-based method in the empirical feature space are equivalent to those in the feature space. Using these facts, we show that training of LS SVMs in the empirical feature space results in solving a set of linear equations. Then, we propose increasing sparsity of LS SVMs reducing the dimension of the empirical feature space by the Cholesky factorization.
In Sect. 2, we clarify the characteristics of the empirical feature space, and in Sect. 3 we discuss separability in the feature space from the separability in the empirical feature space. In Sect. 4, we show that training and testing of kernel-based methods in the feature space are equivalent to those in the empirical feature space. In Sect. 5 we derive a set of linear equations for training LS SVMs in the empirical feature space and formulate sparse LS SVMs. In Sect. 6, we show the validity of the proposed method by computer experiments.
Empirical feature space
In this section, we define the empirical feature space spanned by the training data, and prove that the kernels associated with the feature space and with the empirical feature space give the same value if one of the argument of the kernels is mapped in the empirical feature space by the mapping function associated with the feature space.
Let the kernel be H(x, x¢) = g T (x) g(x), where g(x) is the mapping function that maps m-dimensional vector x into the l-dimensional space. For the M m-dimensional data x i , the M · M kernel matrix H = {H ij } (i, j = 1,..., M), where H ij = H(x i , x j ), is symmetric and positive semidefinite. Let the rank of H be N (£ M). Then H is expressed by
where the column vectors of U are eigenvectors of H and
and S is given by
Here, r i (> 0) are eigenvalues of H, whose eigenvectors correspond to the ith columns of U, and for instance 0 (M -N) · N is the (M -N) · N zero matrix.
Defining the first N vectors of U as the M · N matrix P and
we can rewrite (1) as follows:
where P T P = I N · N but P P T " I M · M . We must notice that if N < M, the determinant of H vanishes. Thus, from H(x, x¢) = g T (x) g(x), the following equation holds:
where a i (i = 1,..., M) are constant and some of them are nonzero. Namely, if N < M, the mapped training data g(x i ) are linearly dependent. And if N = M, they are linearly independent and there are no non-zero a i that satisfy (5). Now we define the mapping function that maps the m-dimensional vector x into the N-dimensional space called empirical feature space [10] :
We define the kernel associated with the empirical feature space by
Clearly, the dimension of the empirical feature space is N. Namely, the empirical feature space is spanned by the linearly independent mapped training data. Now we prove that the kernel for the empirical feature space is equivalent to the kernel for the feature space if they are evaluated using the training data. Namely [10] ,
From (6),
From (4),
where q i is the ith column vector of P T . Substituting (10) into (9), we obtain
The relation given by (8) is very important because a problem expressed using kernels can be interpreted, without introducing any approximation, as the problem defined in the associated empirical feature space. The dimension of the feature space is sometimes very high, e.g., that of the feature space induced by RBF kernels is infinite. But the dimension of the empirical feature space is the number of training data at most for pattern classification. Thus, instead of analyzing the feature space, we only need to analyze the associated empirical feature space.
We further prove that the kernels associated with the feature space and the empirical feature space are equivalent if one of the argument of the kernels is mapped into the empirical feature space by the mapping function associated with the feature space. Namely, the following theorem holds:
Theorem 1 For x and x¢, where g(x¢) = P i=1 M a i g(x i ), a i (i = 1,..., M) are constants, and some a i are nonzero, the following relation is satisfied:
Proof First we assume that a i = 0 except for a j = 1. Then x¢ = x j . Let H¢ be the kernel matrix in which x is added as an input to the kernel. Namely,
Now, we consider the following two cases.
1. Assume that the rank of H¢ is the same with that of H. Then, the determinant of H¢ vanishes. Expanding the determinant of H¢ in the (M + 1)st row, we obtain
where b i (i = 1,..., M) are constants and all of them are not zero. Then
From (6), (10) , and (14),
Thus, (12) holds. 2. Assume that the rank of H¢ is larger than that of H by 1. Then
where b i (i = 1,..., M) are constants, some of b i are not zero, and y is the non-zero l-dimensional vector that (15) and (16) 
where y and y¢ are the non-zero l-dimensional vector that satisfy g T (x i ) y = 0 and g T (x i ) y¢ = 0 for i = 1, ..., M, respectively. Then the following relation is not always satisfied:
Then if y T y¢ " 0, (20) is not satisfied. h Example 1 Consider one-dimensional input x, a polynomial kernel with degree 3: H(x, x¢) = (1 + x x¢) 3 , and two training data x 1 = 1 and x 2 = -1. Since 3 Separability in the feature space
In this section we discuss separability of pattern classification problems. According to the preceding results, separability of the mapped training data in the feature space is equivalent to that in the empirical feature space. For a given kernel and training data, let the rank of the kernel matrix, N, be N ‡ M -1. Namely N = M -1 or M. Since the dimension of the empirical feature space is N, the training data with arbitrary assigned class labels of 1 or -1 are linearly separable by a hyperplane in the empirical feature space. But if N < M -1, the linear separability of the mapped training data in the feature space is not guaranteed. Thus, we obtain the following theorem. Theorem 2 If the rank of the kernel matrix satisfies N ‡ M -1, the training data are linearly separable in the feature space.
Consider an RBF kernel: exp ðÀckx À x 0 k 2 Þ; where c is a positive parameter and let x i " x j for i " j and i, j = 1,..., M. As c approaches 0, the elements of the kernel matrix approaches 1. In the extreme case, where all the elements of the kernel matrix are 1, its rank is 1.
On the other hand, as c approaches ¥, the values of the off-diagonal elements approach zero, while those of the diagonal elements approach 1. Thus, for sufficiently large c, the rank of the kernel matrix is M. Therefore, for a large value of c, the training data are linearly separable in the feature space. And for a small value of c, the training data may not be linearly separable.
Training and testing in the empirical feature space
In kernels-based methods pattern classification or function approximation problems are formulated using the dot products of a vector in the feature space and the mapped training data. Thus in training a kernelbased machine, kernels defined in the feature space and the empirical feature space are equivalent. Thus the following theorem holds: Theorem 3 Training a kernel-based machine defined using the dot products in the feature space is equivalent to training the associated kernel-based machine defined in the empirical feature space.
This theorem means that even if the dimension of the feature space is infinite, we can train the kernelbased machine in the empirical feature space, whose dimension is the maximum number of the independent mapped training data. Thus, we can solve the primal problem of the kernel-based machine as well as the dual problem.
For the trained kernel-based machine, the datum to be classified may be mapped into complementary subspace of the empirical feature space. In such a case also, because of Theorem 1, we can classify the datum in the empirical feature space:
Theorem 4 Testing a kernel-based machine defined using the dot products in the feature space is equivalent to testing the associated kernel-based machine defined in the empirical feature space.
In the following we discuss training of LS SVMs for pattern classification in the empirical feature space.
Least squares support vector machines

Training in the empirical feature space
The LS SVM in the feature space is trained by minimizing
subject to the equality constraints:
where y i = 1 and -1 if x i belongs to Classes 1 and 2, respectively, w is the l-dimensional vector, b is the bias term, g(x) is the l-dimensional vector that maps mdimensional vector x into the feature space, n i is the slack variable for x i , and C is the margin parameter. Unlike conventional SVMs, n i can be negative. Introducing the Lagrange multipliers a i into (25) and (26), we obtain the unconstrained objective function:
where
Taking the partial derivatives of (27) with respect to w, b, and n and equating them to zero, together with the equality constraint (26), we obtain the optimal conditions as follows:
From (30), unlike conventional SVMs, a i can be negative. Substituting (28) and (30) into (31) and expressing it and (29) in matrix form, we obtain
where 1 is the M-dimensional vector and
Like the SVM, setting H(x, x¢) = g T (x) g(x¢), we can avoid the explicit treatment of variables in the feature space.
The original minimization problem is solved by solving (32) for a and b as follows. Because of 1/C (> 0) in the diagonal elements, W is positive definite. Therefore,
Substituting (39) into (34), we obtain
Thus, substituting (40) into (39), we obtain a: We call the LS SVM obtained by solving (39) and (40) dual LS SVM.
The LS SVM in the empirical feature space is trained by minimizing Qðv; n; bÞ
subject to the equality constraints: where y i = 1 and -1 if x i belongs to Classes 1 and 2, respectively, v is the N-dimensional vector, b is the bias term, h(x) is the N-dimensional vector that maps mdimensional vector x into the empirical feature space, n i is the slack variable for x i , and C is the margin parameter.
Substituting (42) into (41), we obtain Qðv; n; bÞ
Equation (43) is minimized when the following equations are satisfied:
Substituting (46) into (44), we obtain
Therefore, from (47) and (46) we obtain v and b. We call the LS SVM obtained by solving (47) and (46) primal LS SVM. If the dimension of the empirical feature space is considerably smaller than the number of training data, faster training is possible by solving (47) and (46) than by (39) and (40).
Sparse least squares support vector machines
In training LS SVMs in the empirical feature space we need to transform input variables into variables in the empirical feature space by (6) . But this is time consuming. Thus, instead of using (6), we select independent training data that span the empirical feature space. Let the first M¢ (£ M) training data be independent in the empirical feature space. Then, instead of (6), we use the following equation:
By this formulation, x 1 , ..., x M¢ becomes support vectors. Thus, support vectors do not change even if the margin parameter changes. And the number of support vectors is the number of selected independent training data that span the empirical feature space. Thus for linear kernels, the number of support vectors is the number of input variables at most. The selected training data span the empirical feature space but the coordinates are different from those of the empirical feature space, namely those given by (6) . Thus, the solution is different from that using (6) because SVMs are not invariant for the linear transformation of input variables [9] . As the computer experiments in the following section show, this is not a problem if we select kernels and the margin parameter properly.
We use the Cholesky factorization in selecting independent vectors [9] . Let H be positive definite. Then H is decomposed by the Cholesky factorization into
where L is the regular lower triangular matrix and each element L ij is given by
Then during the Cholesky factorization, if the diagonal element is smaller than the prescribed value g(> 0):
we delete the associated row and column and continue decomposing the matrix. The training data that are not deleted in the Cholesky factorization are independent. If no training data are deleted, the training data are all independent in the feature space. The above Cholesky factorization can be done incrementally [9, 11] . Namely, instead of calculating the full kernel matrix in advance, if (52) is not satisfied, we overwrite the ath column and row with those newly calculated using the previously selected data and x a+1 .
Thus the dimension of L is the number of selected training data, not the number of training data.
To increase sparsity of LS SVMs, we increase the value of g. The optimal value is determined by crossvalidation. We call thus trained LS SVMs sparse LS SVMs.
If we use linear kernels we do not need to select independent variables. Instead of (48), we use
This is equivalent to using e i (i = 1,..., m), where e i are the basis vectors in the input space, in which the ith element is 1 and other elements 0. We call the primal LS SVM using (53) primal LS SVM with orthogonal support vectors (OSV), and the primal LS SVM with selected independent training data LS SVM with nonorthogonal support vectors (NOSV).
If the training data span the input space, the dual LS SVM and primal LS SVM using (53) are equivalent but if the training data do not span the input space, they are different.
Performance evaluation
We compared the generalization ability of primal, sparse, and dual LS SVMs using two groups of data sets: (1) two-class data sets used in [12, 13] and (2) multi-class data sets used in [9, 14] . We measure the computation time using a workstation (3.6 GHz, 2 GB memory, Linux operating system). We also evaluated regular SVMs to compare sparsity. The procedure of determining the parameters of SVMs is the same with that of LS SVMs, which is discussed later.
For primal LS SVMs we set g = 10 -9 and for sparse LS SVM, we selected the value of g from {10 -4 , 10 -3 , 10 -2 } by fivefold cross-validation. If enough sparsity was not obtained or the average error was statistically inferior, we set larger values or a smaller value of 10 -5 as candidates for cross-validation.
In all studies, we normalized the input ranges into [0, 1] and used linear and RBF kernels. We determined the parameters C, c for RBF kernels, and g by fivefold cross-validation; the value of C was selected from among {1; 10; 50; 100; 500; 1,000; 2,000; 3,000; 5,000; 8,000; 10,000; 50,000; 100,000}, the value of c from among {0.1, 0.5, 1, 5, 10, 15}. Table 1 lists the number of inputs, training data, test data, and data sets for 13 two-class classification problems 2 . Each problem has 100 or 20 training data sets and their corresponding test data sets.
Evaluation for two-class problems
For linear kernels, we determined the optimal values of C for primal and dual LS SVMs by cross-validation for the first five training data sets and selected the median of the optimal values. Then we trained primal and dual LS SVMs setting these values to C.
For RBF kernels we determined the optimal values of c and C for primal and dual LS SVMs. Then setting the optimal values of c determined by cross-validation for primal LS SVMs, we determined the optimal values of g and C for sparse LS SVMs. In the following we explain the procedure for determining c and C for primal and dual LS SVMs.
For RBF kernels for a value of c we performed cross-validation of the first five training data sets changing C, and selected the optimal value of C for each value of c and each training data set. If the recognition rate of the validation set took the maximum value for different values of C, we took the smallest value as the optimal value. (This tie breaking strategy was used throughout this study.) Then we selected the optimal value of c that showed the best recognition rates for the validation sets associated with the five training data sets; for each value of c we checked how many times the SVM with that c value showed the maximum recognition rates for the five validation sets, and selected the value of c with the maximum time. The tie was broken by calculating the average recognition rate and by selecting the value of c with the maximum average recognition rate.
For the selected value of c, we selected the median of the optimal values of C associated with the five training data sets. Then, for the optimal values of c and C, we trained the SVM for 100 or 20 training data sets and calculated the average recognition error and the standard deviation of the errors for the test data sets.
In the similar way we determined the optimal values of g and C for sparse LS SVMs. Table 2 lists the parameters obtained by the preceding procedure. The margin parameters for the primal LS SVM with OSVs are the same with the dual LS SVM. But except for those of OSV, the values of C for the primal LS SVMs tend to be larger than those for the dual LS SVMs. And the values of c are not always the same for primal and dual problems. But for the image problem, because of slow training of primal LS SVMs, we use the same value of c as that of the dual LS SVM. For splice and waveform problems, we could not obtain enough sparsity by g = 10 Table 3 shows the average classification errors and standard deviations for the linear and RBF kernels. Excluding SVMs, we statistically analyzed the average and standard deviations with the significance level of 0.05. Numerals in italic show that they are statistically inferior among linear or RBF kernels. For linear kernels, OSV and dual LS SVM show almost the same results. For NOSV and dual LS SVM (OSV), the average errors of NOSV solutions are statistically smaller than those of dual (OSV) solutions for the ringnorm and waveform problems but the differences are small. For RBF kernels primal and sparse solutions for the ringnorm problem, primal solutions for the twonorm problem and dual solutions for the waveform problem show significantly inferior performance. The inferior solutions arose because of imprecise model selection. For the ringnorm problem, if we set c = 10, which is the optimal value for the dual problem, the average error is 3.86 ± 0.50 with C = 10 for primal solutions and 3.86 ± 0.48 with C = 50 and g = 0.1 for sparse solutions. For the twonorm problem the average error of primal solutions is 2.11 ± 0.63 with C = 50. For the waveform problem, the average error of dual solutions is 10.3 ± 0.44 with C = 10. These errors are comparable to those for other corresponding LS SVM solutions. Therefore, from the standpoint of generalization ability, there are no distinct differences among primal, sparse, and dual solutions if model selection is done properly. Now compare the results of LS SVMs and SVMs. For each classification problem, we statistically analyzed the difference of the best LS SVMs and SVMs. For linear kernels banana, image, f. solar, thyroid, twonorm, and waveform problems, SVMs performed better but for b. cancer problem LS SVM performed better. For the remaining six problems, there were no statistical differences. For RBF kernels, banana, ringnorm, f. solar, splice, and thyroid problems, SVMs performed better but for waveform problem LS SVM performed better. For the remaining seven problems, there were no statistical differences. From these results, SVMs showed better generalization ability for some problems than LS SVMs. Or LS SVMs are not robust for parameter changes. Table 4 lists the number of support vectors for linear and RBF kernels. For OSV we used all the input variables. Thus, the number of support vectors is the For each problem the table lists the number of inputs, training data, and test data, and the number of data sets Table 2 Parameter setting for linear and RBF kernels. The parameters were determined by fivefold cross-validation number of input variables. But for NOSV, we selected independent data and the difference of support vectors occurred for the image problem. For NOSV, the number of support vectors is smaller by three. This means that the three input variables are linearly dependent. For dual solutions the number of support vectors is the number of training data. Thus for linear kernels, considerable reduction of support vectors is realized without deteriorating the generalization ability. For RBF kernels, the number of support vectors for primal solutions is the number of training data at most. From Table 4 , especially for banana, f. solar, and titanic problems, the numbers of support vectors of primal solutions are from 7 to 23% of the numbers of training data. And those of sparse solutions are between 2 and 50% except german, splice, and waveform problems. For the german problem, for g = 10 -3 and C = 50, the number of support vectors is 386, which is 58% of the training data. For the waveform problem, for g = 5 · 10 -2 and C = 1, the number of support vectors is 233, which is 58% of the training data. For these cases, the average test errors are almost the same as those obtained by cross-validation. But for the splice problem, for g = 0.3, the number of support vectors is 754, which is 75% of the training data and the average error is statistically worse.
The numbers of support vectors for primal LS SVMs with linear kernels or sparse LS SVMs are, in general, much smaller than those for SVMS. Especially for linear kernels, this tendency is evident. This is because classification becomes difficult with linear kernels and the number of bounded support vectors increases.
In calculating the classification errors listed in Table 3, we measured the computation time of training and testing for the 100 or 20 data sets in a classification problem. Then we calculated the average computation time for a training data set and its associated test data 9  9  200  138  187  101  200  118  Diabetes  8  8  468  248  447  22  468  268  German  20  20  700  410  700  386  700  416  Heart  13  13  170  72  170  68  170  74  Image  18  15  1,300  580  1,215  476  1300  149  Ringnorm  20  20  400  271  400  21  400  131  F. Solar  9  9  666  515  82  16  666  522  Splice  60  60  1,000  351  977  921  1,000  749  Thyroid  5  5  140  36  140  70  140  13  Titanic  3  3  150  98  11  11  150  113  Twonorm  20  20  400  188  400  169  400  193  Waveform  21  21  400  116  400  233  400  114 Pattern Anal Applic (2007) 10:203-214 211 set. Table 5 lists the results for linear and RBF kernels.
Training of primal problems is a problem. Especially training of diabetes, german, image, and splice problems is slow. These problems have larger numbers of support vectors. Since training of primal problems includes triple loop structures and thus training becomes slow as the number of support vectors becomes large.
Evaluation for multi-class problems
As multi-class data sets, we used the data sets listed in Table 6 [9, 14] . They were the iris data [15, 16] , the numeral data for license plate recognition [17] , the thyroid data [18] , 3 the blood cell data [19] , and hiragana data [14, 20] . Each problem has one training data set and one test data set.
We used pairwise LS SVMs. To resolve unclassifiable regions, we used fuzzy LS SVMs with minimum operators [9] . We did not use primal LS SVMs for RBF kernels. For comparisons we also used pairwise SVMs.
For RBF kernels, first we determined the values of c and C of dual LS SVMs by cross-validation. Then using the determined values of c we determined the values of C of sparse LS SVMs with g = 10 -4 by cross-validation. If sufficient sparsity was not obtained with g = 10 -4 , we selected the value of g from {10 -2 , 10 -3 } by cross-validation. Since the thyroid data set is large and the training is very slow for RBF kernels, we determined the value of g by cross-validation setting C = 10 8 and c = 10. Table 7 lists the parameters determined by crossvalidation. The tendency is the same with that of twoclass problems. Namely, for linear kernels OSV and Dual LS SVMs selected the same C values. And the values of C of sparse solutions are larger than those of dual solutions. Dual LS SVMs and SVMs selected similar c values, but unlike two-class problems, they selected the similar C values. Table 8 lists the classification errors for linear and RBF kernels. Excluding those of SVMs, if the classification errors of sparse and dual solutions are different, the smaller errors are shown in bold face. For linear kernels classification errors of OSV and dual LS SVM are identical and those of NOSV and dual LS SVMs are comparable but for RBF kernels dual solutions are better for three problems but sparse solutions one problem. But the difference is small.
Classification errors of SVMs are comparable with that of LS SVMs except for the thyroid (M) and blood cell data sets. For these data sets, the classification errors of LS SVM are smaller than those of SVMs for the blood cell data set but larger for the thyroid data set. Especially for the thyroid data set, classification errors for LS SVMs are much worse. The thyroid data set is extremely unbalanced; 92% of the data belongs For each problem, the numbers of inputs, classes, training data, and test data are listed. Each problem consists of one training data set and one test data set to one class. But it is not clear that LS SVMs are not robust for unbalanced data. Table 9 lists the number of support vectors. For linear kernels, the number of support vectors of sparse solutions is 9-27% of that of the training data and for RBF kernels it is 8-63%. Therefore, sufficient sparsity is realized by sparse LS SVMs.
From the table it is seen that the numbers of support vectors for SVMs are usually smaller than those of LS SVMs. The reason is that the multi-class problems are easy classification problems and misclassifications are much smaller than those for two-class problems. Thus, there are no or not so many bounded support vectors. Table 10 lists the computation time of training and testing. Computation time of sparse LS SVMs with RBF kernels are especially slow for thyroid and hiragana-105 data sets.
Conclusions
In this paper we proved that the kernel associated with the empirical feature space gives the same value as that of the kernel associated with the feature space if one of the argument of the kernels is mapped into the empirical feature space. We then analyzed the separability of the classification problem in the empirical feature space and showed that the training and testing of the kernel-based methods can be done in the empirical feature space. We further derived the set of linear equations to train the LS SVMs in the empirical feature space and proposed sparse LS SVM restricting the dimension of the empirical feature space. According to the computer experiments, for almost all of the data sets tested, the sparse solutions could realize sparsity while realizing generalization ability comparable with that of primal and dual solutions.
