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1. INTRODUCTION 
Let X be a Banach space, [X] the Banach algebra of bounded linear 
operators on X into X. The continuity, derivative and integral of a function 
y(t), or Y(t), from the real interval t > 0 into X, or [Xl, is defined in terms 
of the norm topology. These concepts together with the necessary calculus 
may be found in [I], pp 58-123. It is assumed throughout that il and B are 
continuous mappings from t > 0 into [Xl. 
We consider below the questions of existence and uniqueness of solutions 
to 
~“(0 = 4tly’(t) + WY(~) 
satisfying the boundary conditions 
(1) 
Y(O) = 01, Y(T) = P %PEX (4 
wherey is of class C2 on the compact interval [0, T] into X. Our main objective 
is to impose conditions on the operator functions A, B and the interval length 
7 > 0 so that (I), (2) has a unique solution for every choice of boundary 
values 01, is. 
Applying an operational calculus for commutative normed rings, we give 
a necessary and sufficient condition for unique sulvability when Lq and B 
are constant and commute. In general, however, we can only state quanti- 
tative sufficient conditions (i.e. inequalities involving norms), some of which 
generalize classical results for the scalar case. When X is Hilbert space, 
several qualitative conditions on A and B are given which make (I), (2) 
uniquely solvable. 
If X has finite dimension, solutions to (l), (2) are unique if and only if 
(l), (2) is solvable for all 01, /3 E X. ([2], p. 387) Consequently, a study of the 
boundary value problem reduces to determining conditions on the n x n 
matrices A, B and the interval length t :. 0 under which the only solution 
to (1) vanishing at t = 0, T is the trivial solution; i.e. disconjugacy or non- 
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oscillation conditions. Hartman and Il.intncr have given disconjugac\ 
criteria in [S] when (1) is non-self-adjoint. For the self-adjoint case, sufficient 
conditions for disconjugacy have been given by Barrett [4] and Reid [S]. 
The related questions of oscillation or non-oscillation for large t for the 
system (1) and/or the corresponding matrix system arc considered in [4]- [/O]. 
2. PRELIMINARIES 
Let 0 denote the zero of either S or [S] and let I be the identity in [-I’]. 
Let c’ and V be the solutions to the operator equation 
I-” zz Ay’ + By (3) 
satisfying the initial conditions C’(O) = 0, l!‘(O) = Z and V(0) =- Z, 
V’(0) = 0. Since solutions to initial value problems for either (1) or (3) 
exist uniquely on any interval where -4 and B are continuous, the solution 
to (1) satisfying the initial conditions y(0) =~ o(, y’(O) = y is given by 
y(t) = U(t)y -t V(t)cL (4) 
Consequently, we have 
LEMMA 1. On a compact interval [0, 71, solutions to (I), (2) are unique if, 
and on2y zf, U(T) is one-one and (I), (2) is solvable for all CL, /3 I.., and only ;f, 
U(T) is onto. 
LEMMA 2. Let A and B be continuous on [0, T] into [Xl, , the ideal in [X] 
of completely continuous operators. Then U(T) is one-one ;f, and only ifi U(r) 
is onto. 
Proof. Double integration of (3) together with the initial conditions 
yields C’(7) = 7Z+ Ji (T - .j[AC i’ $ BU] ds. If L denotes the integral 
term on the right, the conditions on -4 and B insure that L E [Xl, . Using 
the terminology in [II], let /\ and p denote the dimensions of the null space 
and the defect subspace of Q-Z + L. By Theorem 3.1 of [II], the index p - h 
of ~1 + L equals the index of 71 when Z, is completely continuous. But the 
index of the invertible operator 71 is zero so p = h and U(T) is one-one 
(h = 0) if, and only if, U(T) is onto (p = 0). 
We note that if the boundary conditions (2) are replaced by y’(0) = OL, 
y(7) = /3 we can replace U by V in Lemma’s 1 and 2. A similar corre- 
spondence exists between the remaining possible boundary conditons and the 
operators Li” and Y’. 
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The hypothesis of complete continuity in Lemma 2 cannot be dropped. 
For let X = I, and for n > 1 let e, = (0 ,..., 0, 1, 0 ,...) denote the usual 
complete orthonormal set. Define the constant operator B by 
Bx = c x,Be, = ---c x,,[n~/(n + l)]“e, for z = 1 x,e, E X. 
B is linear , I! B ii = zJ and the solution U to (3) is given in terms of the 
complete orthonormal set by 
U(t)e, = [(n + l)/nrr] sin [tn7rj(n + I)]en . 
Then r.‘( I ) is one-one but ,Y (I /n)e, does not belong to its range so [i(l) is 
not onto. 
LEMMA 3. If C is continuous on [0, T] into [X] and Z(t) is a solution to 
Z’ = CZ in [X] with Z(0) invertible, then Z(t) is invertible on [0, T]. 
Proof. On some interval to the right of zero, Z-l(t) exists and is a solution 
of W’ = -WC. Applying Gronwall’s inequality to 11 W(t);1 < I W(O)il + 
.f) Wit I: Gil d s s h ows that Z-l(t) remains bounded on any subinterval of 
[0, T] where it exists. Since the invertible operators form an open set in [Xl, 
Z-l must exist on [0, ~1. 
LEMMA 4. For A continuously diflerentiable and B continuous on [0, T] into 
[Xl, equation (1) is equivalent to the system z” = Cz under the substitution 
y(t) = R(t) z(t) where R(t) is the solution in [X] of R’ = +AR, R(0) =I and 
C(t) =: R-l(t)[fA2(t) + B(t) - &4’(t)] R(t). If A and B are constant and 
commute, C = aA2 + B. 
Proof. The first statement is a straight forward calculation. The last 
statement is a consequence of R(t) = exp (&A) which commutes with .42 
and B when A and B commute. 
3. CONSTANT COEFFICIENTS 
Assume A, B E [X] are independent of t >, 0 and AB = BA. Then the 
solution U to (3) is given by 
U(t) = f 2 
n=o k=O (n + k fil;:;:!- k)! k! An-kBk. 
(5) 
Moreover, V(t) = U’(t) - AU(t) so that every solution of (1) can be written 
in terms of the above series using (4). 
Define the complex valued function zl(t, A. ,() 1‘ or t real, h and Jo complex 
numbers, by 
A” 4p O (5’) 
A’ 4p r 0 
Then u(f, A, ,u) is the solution to the scalar equation 
y" = hy’ $- py y(0) -- 0, J’(O) -- 1 
and has the expansion of (5) with A, p replacing A and B. The function u 
plays an important role in the following theorem. 
THEOREM 1. Let X be a complex Banach space and assume A, B E [X] 
commute. Then the BVP (I), (2) is uniquely solvable on [O, r] if, and on& 27, 
~(h2 + 4~)’ 2 f 2nni for al/ integers n f 0 and all pairs (A, p) belonging to 
the joint spectrum S of A, B. 
Proof. Let C(A, B} denote the commutative subalgebra of LS] generated 
by A and B. Let R be the ring of analytic complex valued functions f(h, ,u) 
defined on S and assume the non-equality holds. Then the function ~(7, A, p) 
defined in (5’) belongs to R and does not vanish on the compact set S. Since 
A and B are generators of C{A, B), there is a homomorphism of R into 
C{A, Bj such that the functions f(h, p) = I, g(h, p) = A, Ir(h, ,u) - ,M 
in R correspond to I, A and B respectively in C{A, HI. ([ZZ], pp. 91-94) 
From (5) and (5’) WC’ see that l”(7) corresponds to ~(7, A, EL) and since 
~‘(7, A, CL) belongs to R, the corresponding clement in C{A, Bj must be 
C:-‘(T). It then follows from Lemma 1 that (I), (2) is uniquely solvable on 
[O, 71. 
Suppose, conversely, that 7(Az J 4,,)’ ” m-= 27zin. for some n -# 0, (A, p) E S. 
Then ~(7, A, EL) has a zero in S. But the spectrum of C’(T) is precisel!- the 
image of S under the mapping 21, i.e. o(I:(7)j {u(T, A, p) : (A, ,L) c- Sj. 
([Z2], p. 279) Consequently 0 E o(I?:(T)) and c,‘(7) is not invertible so that 
either solutions to (I), (2) are not unique or do not exist for certain boundark 
values. 
THEOREM 2. If X is any Banach space and A, B E [S] are constant and 
commute with ‘, iA2 + B 1) 9 -C vy, the BVP (I), (2) ins uniqueb! solz-able on 
P, 4 
Proof. According to Lemma’s I and 4 it sufficies to show that U(T) 
is invertible where U is the solution in [X] to Z”(t) = CZ(t), Z(0) 5-m 0, 
Z’(0) = I for C = $A2 f B. 
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If x’ is a complex space, the result follows from Theorem 1. For replacing 
A and B by 0 and C we need ~(4~)‘~~ f 2nxi for p E u(C), n + 0. But 
o(C) C {p : 1 p ; < 11 C II} C {p : / p ) < (T/T)‘) where the last inclusion 
follows from the hypothesis. Thus the non-equality holds for n :f 0. 
If X is not complex, X-‘- == S x X with component wise addition and 
scalar multiplication defined by (u + ib)(x, y) m= (as -- by, bx i- uy) is 
a complex Banach space with li(~,y)~l+ = max (1~ x’ , 1 y I )-. For C E [Xl, 
C+~(x, y) = (Cx, Cy) E [X+] is the extension of C. Since ~1 C ;/ --_ jl C+ ; 1, we 
can apply the argument of the above paragraph to X+ and Ck and assert 
that C~-(7) is invertible. It follows that Z’(T) is invertible on X. 
The choice A = 0, B = -I (so that Z(t) = sin t1) shows that + 
cannot be replaced in the above inequality by any smaller constant. 
The constant coefficient case with noncommuting A and B will be post- 
poned until the next section. One expects that an inequality rather similar 
to the one given in Theorem 2 would be sufficient for (l), (2) to be uniquely 
solvable. However, the technique of reducing equation (1) to an equivalent 
system z” = Cz without the y’ terms requires a non-constant operator 
C(t) = iA2 $ R-l(t) BR(t) and Theorem 1 is no longer applicable. 
4. VARIABLE COEFFICIENTS 
The next two theorems are obtained by considering a Fredholm integral 
equation equivalent to (l), (2). Conditions are put on -6l, B and T > 0 so 
that the integral operator is a contraction mapping on an appropriate function 
space. 
THEOREM 3. Let A(t) b e continuously dzflerentiable and B(t) continuous 
on [0, T] into [X] and Zet C(t) be as in Lemma 4. If Ji S(T - s) 1: C(s)i; ds < T, 
the BVP (I), (2) is uniquely solvable. 
Proof. Let F denote the Banach space of continuous S-valued functions 
u(t) defined on [O, T] with 11 u l~F = sup (:I u(t)11 : 0 < t e< 7). For fixed 
01, /3 E X define the mapping L on F into F by L(u) = w where 
w(t) = .i‘: G(t, s) C(s) 24s) ds + 4 (/5’ - a) + N 
and where 
(s(t - 7-)/T 
G(ty 4 = )t(s - T)/T 
O<s<t 
t<s<r 
220 IIEIMES 
is the Green’s function for the scalar equation y” Z 0. Let ,\ T-~~ 
Ji S(T - s) ‘j C(s);/ ds < 1. Then for U, z’ E F 
so jl (L(u - V)l!F * X 11 u - u ,jp and L is a contraction. The unique tixed 
point of L is the (unique) solution to Z” == Cz, z(0) = a, X(T) :-- /3. Since L 
is a contraction independent of the choice of 01, /3 we have that the B\;P for the 
reduced equation is uniquely solvable on [0, ~1. By Lemma 4 the same is 
true for (I), (2). 
COROLLARY 1. If A is continuously differentiable and B is continuous on 
[0, T] into a commutative subalgebra of [X] with Ji S(T - s) I/ iA2(s) -i 
B(s) - $A’(~)11 ds < 7, the BVP (l), (2) is uniquely soZvabZe. 
Proof. Under the present hypotheses the operator R(t) in Lemma 4 
commutes with A”, B and A’ on [0, T] so that C ~:= &kla + B - :,3’ in 
Theorem 3. 
As a special case of this corollary with d =: 0 and S the real numbers we 
have; If a valued solution u(t) f 0 of u” ~-2 bu has two zeros in [0, 71 then 
si S(T - s) / b(s)] ds > T. (cf Theorem 5.1, p. 345 of [2]). 
COROLLARY 2. If B is continuous on [0, T] into [X] and satisjies any oj 
(i) T Jill B(t)11 dt < 4 
(ii) 72 sup{JJ B(t)// : 0 < t < T} < 8 
(iii) r3 s,‘/( B(t)ll” dt < 48 
then (I), (2) with A = 0 is uniquely solvable. 
Proof. When A = 0 we have C = B in Theorem 3. From the inequalities 
~(7 - s) < ?/4, ji / G(t, s)l ds < ~~/8 and 
s’ ] G(t, s) /j B(s)lj ds < 1 using (i), (ii), 
ji ! .G(t, s)12 ds < r3/48 we 
and (rir) respectively, where the 
Sthwartz inequality is used for (iii). In each case the mapping of Theorem 3 
is a contraction. 
A restatement of condition (i) gives Lyapunov’s result on the zeros of 
solutions to (1). 
COROLLARY 3. [Lyapunov] A necessary condition for the system y” = By 
to have a nontrivial solution with two zeros on [0, T] is that Ji jl B(t)jl dt > 4/7. 
When A and B are constant but AB f BA, we can replace B(t) 
in Corollary 2 (or Theorem 3) by C(t) = aA + exp(( -t/2)A) B exp((t/2)A) 
TWO POINT BOUNDARY PROBLEMS IN BANACH SPACE 221 
to obtain sufficient conditions for unique solvability. Weaker but more easily 
verified sufficient conditions are obtained by using the estimate 
// C(t)!! < jj iA2 + B I/ etllAll which follows by taking norms through the equation 
C(t) = [iA2 + B] + i s’[C(s)A - AC(s)] ds and applying Gronwalls in- 
equality. Using this estimate, which is clearly valid when AB = BA, in 
Corollary 2 we get 
COROLLARY 4. If A f 0 and B are constant, then each of the following 
is suficient that (I), (2) be uniquely solvable. 
(i) ~11 $A2 + B ll(e711ali - 1) < 41 iz I’ 
(ii) ?// iA2 + B 1: eTliAli < 8 
(iii) ~~11 iA2 + B /~(e2711a~~ - 1) < 96 /I A 1~ 
THEOREM 4. Let h(s) = jl A(s)I/ + s 11 B(s)11 and assume that max{Ji sh(s) ds, 
ji (T - s) h(s) ds} < 7. Then (I), (2) is uniquely solvable on [0, T]. 
Proof. Let F denote the class of continuously differentiable X valued 
functions u defined on [0, ~1 satisfying u(O) = 0. Then F with norm defined 
by II u liF = supIll G)ll : 0 d t < > 7 is a Banach space. Define the mapping 
L on F into F by L(u) = w where 
w(t) = j-’ G(t, s)[Au’ + Bu] ds + f P 
0 
for ,!3 E S fixed. If the inequality of the theorem holds, 
Since 
X = sup [ \’ / G,(t, s)I h(s) ds: 0 < t < 2 < 1. 
‘0 
\ 
II L(u)’ (4 - L(v)’ (t)ll = Iis, G,@, $4~’ - v’) 
f B .r: (u’ - v’) d’3 ds j: < i’ j G,(t, s)i h(s) ds I/ u - v F 
0 
we have that L is a contraction. Again the argument is independent of the 
choice of j3 so (l), (2) with (Y = 0 is uniquely solvable. But this means U(T) 
in Lemma 1 is invertible, hence the conclusion. 
COROLLARY. If A and B are constant and 37 11 A /I + 2? /I B/I < 6, (l), 
(2) is uniquely solvable. 
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THEOREM 5. Assume A, .3’ and B are continuous with 2 J”’ s -I(s) 
(t - s)[B(s) ~- i2’(s)]il ds < t wz [O, T]. Then (I), (2) is uniquely shx~hle. 
Proof. For the operator C; of Lemma 1 MY have c:(t) tl . . f on 
some interval 0 < t < E. Let (0, A) denote the maximal interval on \vhich the 
strict inequality holds. Then ” f-(t)1 < 2t on (0, A). If A 7, MC have 
a contradiction. Hence h > T so that 11 ,-~U(T) -- 111 < 1 and U(T) is in- 
vertible. 
Unfortunately the preceding conditions are monotone in T. When 
X = [X] = real numbers, the solution U of (3) is simply the scalar solution u 
to (1) satisfying u(O) = 0, u’(O) = 1. Since the zeros of u can only cluster 
at +co, (I), (2) is solvable on [0, T] for almost every 7 > 0. In the general 
case one can construct an example of a system (1) such that the solution lJ 
of (3) has singularities (real numbers t > 0 for which U(t)x = 0 for some 
0 # x E X) with a finite cluster point. However, it seems likely that in many 
cases u(t) might again become invertible for t sufficiently large. If A is 
continuously differentiable and K(t, s) = A(s) +- (t .- s)[B(s) -- A’(s)] for 
0 < s < t, U solves the equation u(t) = tl -r J’ K(t, s) U(s) ds. Using 
successive iterations we can represent the solution foimally as 
U(f) = tl + ft sH(t, s) ds where fqt, s) = 5 K,(f, s) 
-0 ,I=0 
and 
i 
qt, 5) n-0 
K,(f, s) = 
iI 
-1 
K(t, u) K-h s) du, n 3 1 
- 0 
For 7 >, 0 fixed, the series H(t, s) converges in norm uniformly on 
0 < s LZ t < 7. If 
for some 7 > 0, then (6) 
11 7-1U(~) - 1 I( < 1 and U(T) is invertible. For certain specified ‘4 and B it 
may be possible to obtain estimates which imply (6) for certain large values 
of 7 and hence (I), (2) would be solvable on such intervals. 
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5. HILBERT SPACE 
In this section X will be a real Hilbert space with the inner product of 
two elements X, y E X denoted by x . y. For an operator T E [X] we write 
I’* for the adjoint of T, T” for $(T + T*) and T 3 0 in case x . TX 3 0 
for all x E X. 
The following condition is given in [3] as a sufficient condition that (1) be 
disconjugate on [0, T]. A minor modification of the original proof shows that 
the condition also implies that (l), (2) is solvable. 
THEOREM 6. In order that (l), (2) be uniquely soZvabZe on [0, T], it is 
suflcient that there exist a continuously dazeerentiable operator K(t) such that 
B + K’ 3 ($A + Ka)(&4* + K”) on [0, 71. 
Proof. Again we will show that U(T) is invertible. 
Let y be any solution of (1) such that y(0) = 0; i.e. y(t) = U(t)x for some 
x E X. Then for 0 < t < 7, 
y(t) . v’(t) + r(t) . K(t) r(t) 
= .i -1 NY .Y’) + (Y . KY)‘] ds 
= ;[y’.y’+y.Ay’+y.By+2y’.K”y+y.K’y]ds 
J 
= :[iu’+(&A*+K”)yl\2+y.Ly]ds 1 
where L = B + K’ - @A + KO)(&A* + K”) 3 0. If y(X) = 0 for any 
0 < h < T, the integrand on the right must be identically zero on [0, h] 
soy is a solution to the first order IVPy’ = -( $,4* + KO)y, y(0) = 0. By 
uniqueness we must have y = 0 and it follows that U(t) is one-one on (0, T]. 
Now li is invertible on some open interval to the right of zero so if U fails 
to remain invertible on [0, 71 there is a first point X, 0 < X < 7 such that 
lim &A- ,I ” U-l(t)li = +CO. Since U is already one-one at X, there must exist 
a sequence {Lvt2j in X with 11 x~, 11 = 1 and lim,,, U(~)X~ = 0. But this is 
incompatible with (7). For the initial conditions U(0) = 0, U’(0) = I 
require that in Z(t) -I li :$ 4 on some interval 0 < f < E < h where 
Z = U’ +( ;A” + K”)U. Consequently Z1 exists and is bounded on 
[0, E], say // Z-l(t)ii < M. It follows that 11 Z(t) x jl > (l/M) on [0, E] for 
Y E X with 11 x ” = 1. Putting y,(t) = U(t)x, into (7) we get 
0 >, lim 
i 
‘11 Z(t) x, /)2 ds 3 G nice o’ 
From this contradiction we must have U(T) invertible. 
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For A == @, the inequality in Theorem 6 becomes K’ -, B K” so (1). 
(2) is uniquely solvable on any interval [0, T] on which the “Riccati” equation 
K’ + B = KU’ has a solution. 
COROLLARY. Let A, A’ and B be continuous orz [0, 71 into [-VI. Then (I), (2) 
is uniquely solvable if any of the following conditions hold on [0, T]. 
(i) A = A* and B 2 $A’ 
(ii) A = -A* and B + gA2 ;r 4A’ 
(iii) B 3 gAA* 
(iv) B 3 A’ + iA*A 
Proof. In (i) and (ii) take K = -+A. Taking K = 0 and -A gives 
(iii) and (iv). 
From condition (i) we observe that for given B the system (1) can always 
be overdamped by taking A(t) = g(t)I where g(t) is any scalar function such 
that g’(t) < -2 /) B(t)11 on [0, 71. 
THEOREM 7. Let X be a separable Hilbert space with (e,} a complete 
orthonormal set in X. Let bii(t) = B(t) ej . ei , afj(t) == A(t) ej . ei . If aij(t) = 0 
and bij(t) ,< 0 on [0, ~1 for i # j while C& bij(t) > 0 on [0, T] for each i > 1. 
Then (1) is disconjugate on [0, T]. If A and B are also completely continuous 
operators, (I), (2) is uniquely solvable on [0, T]. 
Proof. It is convenient to think of A and B as infinite square matrices 
and y as an infinite column vector. 
Suppose there is a nontrivial solution y(t) to (1) with y(tl) = y(t,) I= 0 
for some 0 ,< t, < t, < 7. Taking y or -y, there is some component 
yr = y . ek of y and some to E (tl , t.J such that 
y&J = sup{yj(t) : t, ,( t < t, ,j > l> > 0. 
Then y;(t,) = 0 so 
YXt,) = adto)YXto) + 5 bdt0)Yj(to) j=l 
2 ,; l>bgkj(tohkJ 3 ( f k&J) Y&C,) B 0 
1 0 j=l 
which contradicts yk having a positive interior maximum. Hence (1) is 
disconjugate on [0, r]. It follows from Lemma 2 that (l), (2) is uniquely 
solvable with the additional assumption of complete continuity on A and B. 
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