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We characterize the closure of the union of the subspaces of a multiresolution
analysis which does not necessarily enjoy the usual density property. One
consequence of our development is that in many instances the density hypothesis
is redundant. Another consequence is the fact that every multiresolution analysis
can be complemented by another so that the orthogonal direct sum is dense in
L 2(R) . q 1998 Academic Press
1. INTRODUCTION
If V  {Vj}jˆZ , where Z is the set of all integers, is a multiresolution analysis of
L 2(R) then by definition <
jˆZ
Vj is dense in L 2(R) . In this note we consider multiresolu-
tion analyses which do not necessarily enjoy this property and ask what is the closure
of <
jˆZ
Vj in such cases.
One reason for our interest in this question is that its answer throws light on those
properties of the scaling function which imply that <
jˆZ
Vj is dense in L 2(R) . Indeed,
it is generally known that the usual definitions of a multiresolution analysis found in,
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for example, Refs. [1, 3, 8, 9] are redundant. For instance, the mere existence of a
scaling function implies the intersection property, >
jˆZ
Vj  {0}; see [3, 7] .
Our investigations show that the density hypothesis is also almost redundant in the
sense that, in addition to the standard assumptions of a multiresolution analysis, not
much more is needed to conclude that <
jˆZ
Vj is dense in L 2(R) .
More precisely, we say that a collection V  {Vj}jˆZ of closed linear subspaces of
L 2(R) is a dyadic multiresolution analysis if it satisfies
Vj , Vj/1 j ˆ Z (A1)
f ( x) ˆ Vj if and only if f (2x) ˆ Vj/1 (A2)
there is a w in V0 such that {w(x 0 k)}kˆZ is an orthonormal basis for V0 . (A3)
The function w in (A3) is referred to as the scaling function.
If in addition
<
jˆZ
Vj is dense in L 2(R) (A4)
then we say that V is a dyadic multiresolution analysis for L 2(R) . This definition is
the usual one—see [1, 3, 8, 9] —but somewhat streamlined by suppressing some of
the redundancies [7] .
Condition (A4) can be reformulated in terms of the scaling function w. Namely,
(A4) is equivalent to the following condition on the scaling function:
lim
kr`
1
20k I *20kI wP (j)
2dj  1 for all intervals I . (A4)1
Here, V is the measure of the measurable set V and fO  F f is the Fourier
transform defined by fO (j )  F f (j )  *R f ( x )e0ixjdx for f ˆ L 1 (R ) and distribu-
tionally otherwise.
Since properties (A1), (A2), and (A3) are mutually exclusive and reasonably
‘‘elementary,’’ it would be nice if the technical condition (A4) could be ignored.
Alas, this is not the case; see Theorem 1. Nevertheless, there are several equivalent
conditions which, in certain instances, may be more natural; see Theorem 2. Further-
more, there are many elementary conditions which imply (A4); see Theorem 3.
The above mentioned results involve explicit conditions on the scaling function
and raise natural questions concerning related or analogous conditions involving the
associated scaling sequence. A partial answer to these questions is contained in the
statements of Theorems 4 and 5.
To see the connection between the title of this paper and its contents let V  {Vj}jˆZ
be a multiresolution analysis and let V` be the closure of <
jˆZ
Vj in L 2(R) . Then V` ,
the central object of this study, is both translation invariant and dyadically dilation
invariant.
More precisely, (A1) and (A3) imply that if ty is the translation operator ty f ( x)
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 f ( x 0 y) and tyV  { f :t0y f ˆ V } whenever V is a subset of L 2(R) , then txV`
 V` for any x of the form 20jp with j , p ˆ Z. From the continuity of tx with respect
to x on L 2(R) , it follows that V` is translation invariant, that is, txV`  V` for any
x ˆ R. Condition (A2) implies that f ( x) ˆ V` if and only if f (20kx) ˆ V` for all k
ˆ Z, which means that V` is invariant under dyadic dilations.
Using the notation F01V  { f :fO ˆ V } whenever V is a subset of L 2(R) and L 2(V)
 { f ˆ L 2(R) : f ( x)  0 whenever x ˆ R"V}, the translation invariance of V` is
equivalent to V`  F01{L 2(V)} for some measurable subset V of R—see [6] —
while the invariance of V` under dyadic dilations is equivalent to the dyadic dilation
invariance of V. Thus, in general, V`  F01{L 2(V)} for some dyadically dilation
invariant measurable subset V of R. We will see that V can be characterized com-
pletely.
2. RESULTS
If V  {Vj}jˆZ is a multiresolution analysis then V` is the closure of <
jˆZ
Vj in L 2(R) .
In the following we use the concepts of dyadically absorbing and dyadically dilation
invariant for subsets V of R: V is called dyadically absorbing if for almost all j ˆ
R there is an integer k 0 , which may depend on j, such that 20kj ˆ V for all integers
k ¢ k 0 ; V is called dyadically dilation invariant if j ˆ V implies that 20kj ˆ V for
all k ˆ Z.
2.1. The Main Findings
THEOREM 1. (a) Let V be a multiresolution analysis with scaling function w and
let V  {j:wP (20kj)  0 for some k ˆ Z} . Then V`  F01{L 2(V)} . The set V
is dyadically translation invariant and has positive measure.
(b) Conversely, if V is a dyadically dilation invariant subset of R of positive
measure, then there is a multiresolution analysis V for which V`  F01{L 2(V)}.
In other words, every multiresolution analysis V is a multiresolution analysis for
V` . Conversely, every nontrivial translation invariant and dyadically dilation invariant
subspace V of L 2(R) has a multiresolution analysis V with V`  V .
Recall that any real-valued w satisfies the identity wP (j)  wP (0j) . So in the cases
where the multiresolution analysis V has a real-valued scaling function the set V is
symmetric about the origin.
The first part of Theorem 1 is a consequence of the following.
LEMMA 1. Suppose V, w, and V are the same as in Theorem 1 . Then
lim
kr`
wP (20kj)  xV(j) , (1)
where xV is the characteristic ( indicator) function of V.
Note that, in addition to being dyadically dilation invariant, the set V in Theorem
1(a) also enjoys the property that
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<
jˆZ
{V / 2pj}  R. (2)
Here  denotes that the sets are equivalent up to a set of Lebesgue measure zero.
Relation (2) is a relatively superficial consequence of the orthogonality of the integer
translates of the scaling function w; see Section 3. The fact that this property holds
for any dyadically dilation invariant set of positive measure is somewhat less transpar-
ent. Thus Theorem 1(b) is a consequence of the following.
LEMMA 2. If V is a dyadically dilation invariant subset of R of positive measure
then it enjoys property (2) .
If V is a dyadically dilation invariant subset of R then its complement R"V is also
dyadically dilation invariant. Thus if the measure of R"V is positive then the conclu-
sion of Theorem 1(b) holds for R"V. These observations can be reformulated and
summarized as follows.
COROLLARY. Suppose V  {Vj}jˆZ is a dyadic multiresolution analysis such that
V` x L 2(R) . Then there is a multiresolution analysis U  {Uj}jˆZ such that U` is
the orthogonal complement of V` in L 2(R) .
Of course U` is the closure of <
jˆZ
Uj in L 2(R) . Note that U may be viewed as an
orthogonal complement of V in L 2(R) in a certain sense and that U` is uniquely
determined by V` . On the other hand, as the proof of Theorem 1(b) in Section 3
makes clear, U is not unique.
2.2. Related Results and Examples
Theorem 1 can be used to derive alternative equivalent formulations of the density
condition (A4) or (A4)1 .
THEOREM 2. A multiresolution analysis V with scaling function w is a multiresolu-
tion analysis of L 2(R) if and only if one of the following equivalent conditions is
satisfied:
(A4)2 the set {j:wP (j)  0} is dyadically absorbing.
(A4)3 limkr` wP (20kj) exists and is positive for almost all j ˆ R.
(A4)4 limkr` 2 kw∗wI (2 kx) exists in the distributional sense and is a nonzero
multiple of the Dirac distribution at the origin. Here wI (x)  w(0x) and ∗ denotes
the usual convolution.
Simpler conditions which imply (A4) are essentially well known and implicit in
earlier work; for example see [3, 7–9]. For completeness we summarize some of
them in the following.
THEOREM 3. A multiresolution analysis V with scaling function w is a multiresolu-
tion analysis of L 2(R) if one of the following conditions is satisfied:
(B1) w has compact support;
(B2) w is in L 1(R) ;
(B3) wP (j) is continuous at the origin.
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The point of the last theorem is that if wP (j) is continuous at the origin then
additional assumptions to guarantee that V`  L 2(R) , such as wP (0)  1, are
redundant. Note that (B1) implies (B2) and (B2) implies (B3) so that the sufficiency
of conditions (B1) and (B2) is an immediate corollary of the sufficiency of condi-
tion (B3).
Recall that if V is a multiresolution analysis then (A1) – (A3) imply that there is
a sequence {sk}kˆZ ˆ l 2(Z ) , called the scaling sequence, such that
w(x)  ∑
kˆZ
skw(2x 0 k) . (3)
The Fourier transform of (3) gives the equivalent relation
wP (j)  S(j /2)wP (j /2) , (4)
where
S(j)  1
2 ∑kˆZ
ske
0ikj (5)
is a 2p periodic function which is locally in L 2 and is sometimes referred to as the
scaling symbol. The orthogonality of the translates of w implies that
S(j)2 / S(j / p)2  1. (6)
If wP is continuous at the origin and wP (0) x 0, which is the case for example whenever
w is in L 1(R) and V`  L 2(R) , then relation (4) implies that S is continuous at the
origin and
S(0)  1. (7)
In terms of the scaling sequence, identities (6) and (7) are equivalent to
∑
kˆZ
sk/2nsk  H2 if n  00 if n ˆ Z" {0} (8)
and
∑
kˆZ
sk  2. (9)
One approach to constructing multiresolution analyses is to start with a sequence
{sk}kˆZ which satisfies (8) and (9) and use it to construct w via fixed point iteration
on (3). The iteration procedure is known as the cascade algorithm when the starting
point w0 is the characteristic or indicator function of the interval [0, 1]; see [3] . The
resulting sequence of functions, wn , n  0, 1, 2, . . . , is defined via
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wn/1(x)  ∑
kˆZ
skwn(2x 0 k) (10)
and, under mild conditions on the scaling symbol, converges to an L 2(R) function w
in the distributional sense; an additional technical condition2 is needed to conclude
that the convergence is in L 2(R) and that w is a scaling function. The Fourier transform
of w may be expressed as
wP (j)  ∏
`
k1
S(20kj) . (11)
An important objective underlying all this is to infer properties of w from properties
of the scaling sequence or the scaling symbol S . Thus it would be of interest to have
conditions on S which would be equivalent to (A4). The following indicates that this
problem is considerably more delicate than the one involving the scaling function w
directly whose solution is summarized by (A4)1– (A4)4 .
THEOREM 4. There are examples of continuous 2p-periodic functions S(j) which
satisfy (6) and (7) and such that the following holds:
(S1) The infinite product ∏`k1 S(20kj) converges everywhere to a function
wP (j) which is in L 2(R) .
(S2) w has orthonormal integer translates and satisfies the scaling equation
wP (j)  S(j /2)wP (j /2) .
(S3) wP (j) is not continuous at the origin and does not satisfy (A4)2 . Thus
the multiresolution analysis generated by w is not a multiresolution analysis
for L 2(R) .
Fortunately certain conditions on S which imply (A4) are not much more involved
than than those on w found in Theorem 3.
THEOREM 5. Suppose S(j) is a 2p periodic function which is continuous at the
origin, enjoys identities (6) and (7) , and satisfies Cohen’s condition. Then the function
w is well defined by (11) and is a scaling function for a multiresolution analysis of
L 2(R) whenever one of the following conditions is satisfied:
(C1) S(j) is a trigonometric polynomial.
(C2) S(j) is continously differentiable.
(C3) S(j) satisfies a Lipschitz condition at the origin.
We remind the reader that condition (C3) means that there are positive constants
C and a, 0  a ¡ 1, such that
S(j) 0 S(0) ¡ Cja .
Also note that (C1) implies (C2) and (C2) implies (C3) so that the sufficiency
2 This is generally known as Cohen’s condition; see [2, 3] . We describe it in detail in the proof of
Theorem 5 in Section 3.
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of conditions (C1) and (C2) is an immediate corollary of the sufficiency of condi-
tion (C3).
3. DETAILS
We use the notation [ f ] to denote the function
[ f ](j)  ∑
kˆZ
f (j 0 2pk)2 ,
which is well defined whenever f is in L 2(R) . If w is a scaling function then the
orthonormality of its integer translates is equivalent to
[wP ](j)  1. (12)
Without loss of generality we assume that both (12) and its analogue for the scaling
symbol S , identity (6) , hold for all j in R.
Proof of Theorem 1(a). That the set V is dyadically dilation invariant is an
immediate consequence of its definition. The fact that this set also satisfies relation
(2) follows from (12).
The fact that FV` , L 2(V) is transparent. To see this, note that the fact that fO (j)
is a multiple of wP (20kj) whenever f is in Vk implies that such f have the property
that fO (j)  0 for all j ˆ R"V. This property implies that FVk , L 2(V) for all k ,
which in turn implies the desired result.
The proof of
L 2(V) , FV` (13)
is somewhat more involved. Let Vn  V>In , n  1, 2, . . . , where In is the interval
[0n , n] , and observe that <`n1 L 2(Vn) is dense in L 2(V) . Hence to prove (13) it
suffices to show that if Pk f denotes the orthogonal projection of f into Vk then
lim
kr`
\ f 0 Pk f \  0 (14)
for all f in L 2(Vn) . Following [7, formulas (17) and (18)] for f in L 2(Vn) ,
\ f 0 Pk f \ 2  12p H*Vn fO (j)2dj 0 *R wP (20kj)2fO (j)2djJ
whenever k is sufficiently large. The last identity allows us to conclude that (14)
holds by virtue of the dominated convergence theorem and Lemma 1. This completes
the proof of the first part of Theorem 1 subject to the proof of Lemma 1. j
Proof of Theorem 1(b). Suppose that in addition to being dyadically translation
invariant the set V also satisfies (2) . Let
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h(j)  xV(j) /jr
for some r  1/2 and let
wP (j)  h(j){[h](j)}1/2 .
Note that wP ˆ L 2(R) and 0 ¡ wP (j) ¡ 1. Property (2) implies that [wP ](j)  1, so
that the integer translates of w form an orthonormal system. Furthermore, since V is
dyadically dilation invariant, xV(2j)  xV(j) for any j and wP satisfies (4) with
S(j)  2 rH [h](j)[h](2j) J
1/2
.
Hence w is a scaling function for a multiresolution analysis V. That V`  F01L 2(V)
follows from that fact that V  {j:wP (20kj)  0 for some k ˆ Z} and the first
part of the theorem. This completes the proof of the desired result subject to the proof
of Lemma 2. j
Proof of Lemma 1. First note that the limit on the left-hand side of (1) exists for
all j. This follows from the fact that, by virtue of (4) and S(j) ¡ 1, wP (20kj)
is a monotonically increasing sequence in k . Thus if we call this limit h(j) , namely,
h(j)  lim
kr`
wP (20kj),
then it is clear that
0 ¡ h(j) ¡ 1 (15)
and h(j)  0 on R"V. It remains to show that h(j)  1 on V.
To see this, notice that (4) implies that
wP (j)  ∏
n
k1
S(20kj) wP (20nj)
for any positive integer n . Since 0 ¡ S(j) ¡ 1, ∏
n
k1
S(20kj) is non-negative and
monotonically decreasing in n so that
g(j)  lim
nr`
∏
n
k1
S(20kj)
is well defined and
wP (j)  g(j)h(j) . (16)
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Next observe that
[g](j) ¡ 1. (17)
This can be seen by letting
gn(j)  H∏n
k1
S(20kj)Jx[0p,p] (20nj)
and noting that gn/1(j)  S(j /2)gn(j /2) so that induction shows that
[gn](j)  1 for n  1, 2, . . . .
The last identity, the fact that g(j)  limnr` gn(j) , and Fatou’s lemma allow us to
conclude that
[g](j)  ∑
kˆZ
lim
nr`
gn(j 0 2pk)2 ¡ lim
nr`
[gn](j)  1,
which proves (17).
Now, in view of (15), (16), and (17),
1  [wP ](j)  [hg](j) ¡ [g](j) ¡ 1. (18)
Since wP (j) ¡ g(j) relation (18) implies that g(j)  wP (j). Hence
wP (20kj)  g(20kj)h(20kj)  wP (20kj)h(j)
so that h(j)  1 whenever wP (20kj)  0 for some k ; in other words, h(j)  1 for
j ˆ V. j
Proof of Lemma 2. Let E be the set of those points x in V for which
lim
Ir0
xˆ I
I > V
I
 1, (19)
where the limit is taken over all intervals I which contain x . By Lebesque’s differentia-
tion theorem E is not empty. Now, for every x in E and any integer k there is an
integer m such that the interval J  [2p(m 0 1)/2 k , 2pm /2 k] contains x . Thus, given
any positive e, (19) implies that
J > V ¢ (1 0 e)J
for such J whenever k is sufficiently large. Since V is dyadically dilation invariant
the last inequality implies that
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[2p(m 0 1), 2pm] > V ¢ 2p(1 0 e) for some integer m ,
which, in turn, implies that
[2p(m 0 1), 2pm] > <
jˆZ
{V / 2pj} ¢ 2p(1 0 e) for all integers m . (20)
Since e is arbitrary, relation (20) implies the desired result. j
Proof of Theorem 2. From Theorem 1, it follows that a multiresolution analysis
V is a multiresolution analysis of L 2(R) if and only if the set V in Theorem 1 is
almost all of R. This is clearly equivalent to either of (A4)2 or (A4)3 . Condition
(A4)4 is obtained from (A4)3 and Lemma 1 by taking Fourier transforms. j
Proof of Theorem 3. For any scaling function w and any positive number e,
identity (4) allows us to write
1
2e *je wP (j)
2dj ¡ 1
2e *je S(j /2)
2wP (j /2)2dj
¡ 1
2e *je wP (j /2)
2dj ¡ 1
e *je /2 wP (j)
2dj
¡ rrr ¡ 1
2e20k *j20ke wP (j)
2dj.
Now suppose that w(j) is continuous at the origin. If w(0)  0 then by letting
k r ` in the last integral it follows that *jewP (j)2dj  0 for any e, which implies
that wP (j)  0 for almost all j. This is a contradiction. Hence wP (0)  0 and
(A4)3 of Theorem 2 is satisfied. j
Proof of Theorem 4. We begin by constructing candidates T(j)  S(j)2 and
uO (j)  wP (j)2 .
Let F(j) be a function defined on the interval (0p, 0) with values in the interval
[0, 1] and write
T(j /2) 
1 0 F(j) if 0p  j  0
1 if 0 ¡ j ¡ p
F((j 0 2p)) if p  j  2p
0 if 2p ¡ j ¡ 3p.
This defines T(j) for j in the interval (0p /2, 3p /2) . Extend T(j) to the whole real
line 2p periodically. Then 0 ¡ T(j) ¡ 1 and T(j) / T(j / p)  1. Furthermore
if F is continuous with limjx0p F(j)  1 and limjz0 F(j)  0 then T is continuous
on all of R and T(0)  1.
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Define uO (j) by
uO (j)  ∏
`
k1
T(20kj) .
Since 0 ¡ T(j) ¡ 1 the function uO is well defined on R. In fact it is not difficult to
verify that
uO (j) 
∏
`
k0
{(1 0 F(20kj)} if 0 p ¡ j  0
T(j /2) if 0 ¡ j ¡ 2p
F(20nh) ∏
n01
k0
{1 0 F(20kh)}
if (2 n/1 0 1)p ¡ j ¡ 2 n/1p
and h  j 0 2 n/1p
for n  1, 2, rrr
0 otherwise.
Here we use the convention that the finite product with n  0 is one and, when
convenient, use it in what follows. This explicit expression for uO allows us to conclude
that
∑
jˆZ
uO (j 0 2pj)  1
when 0 ¡ j ¡ p and
∑
jˆZ
uO (j 0 2pj)  ∏
`
k0
H1 0 FS j2 kDJ / ∑
`
n0
FFS j2 nD∏
n01
k0
H1 0 FS j2 kDJ G
when 0p  j  0. The expression on the right-hand side of the last identity can be
considerably simplified: call the term involving the sum M , write uk  F(20kj) and
£k  1 0 uk , and note that the partial sums are
∑
N
n0
F(1 0 £k) ∏n01
k0
£kG  (1 0 £0) / (£0 0 £0£1) / rrr  1 0 ∏N01
k0
£k
so
M  1 0 ∏
`
k0
H1 0 FS j2 kDJ .
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Thus the right-hand side of the last identity involving (
jˆZ
uP (j 0 2pj) is equal to one
and we may conclude that
∑
jˆZ
uO (j 0 2pj)  1 for all j ˆ R. (21)
Finally let S(j) and wP (j) be the positive square roots of T(j) and uO (j) , respec-
tively. Observe that
wP (j)  ∏
`
k1
S(20kj)
and
wP (j)2  uP (j)
so in view of (21), wP is a scaling function with scaling symbol S . Certain properties
of both S and wP are determined by F . For example, choosing
F(j)  Z logZ j
pe
Z Z0e
for some e, 0  e  1, results in continuous S but
∏
`
k0
{1 0 F(20kj)}  0
so that
wP (j)  0 for j  0
and
wP (j)  1 for 0 ¡ j ¡ p.
Thus the resulting wP is not continuous at the origin and also does not satisfy condition
(A4)2 . j
Proof of Theorem 5. Recall that a tile for 2pZ is a measurable set K such that
[xK](j)  1
for all j. The function S(j) is said to satisfy Cohen’s condition if there is a bounded
tile K for 2pZ which contains a neighborhood of the origin and a positive e such that
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S(2 kj)  e
for all j in K and all positive integers k .
Let K be such a tile for S and write
wP n(j)  H∏n
k1
S(20kj)JxK(20nj) .
One easily verifies that ( i) wP n converges to wP pointwise and (ii) [wP n](j)  1 for all
n . Following, with obvious changes, the line of argument given in [3, p. 185] shows
that the Lipschitz condition implies that there is a positive constant C such that
CxK(j) ¡ wP (j) (22)
CwP n(j) ¡ wP (j). (23)
Inequality (23) together with (i) , ( ii ) , and the dominated convergence theorem imply
that [wP ](j)  1 so that w is a scaling function. Inequality (22) together with the fact
that K contains a neighborhood of the origin imply that w satisfies condition (A4)2
and hence the corresponding multiresolution analysis is a multiresolution analysis
of L 2(R) .
Note that an appropriate Dini condition on the modulus of continuity of S at the
origin will also imply (22) and (23). Thus the condition (C3) can be slightly general-
ized. However, we chose to record (C3) because of its simplicity; the Dini-type
condition not only is more awkward and does not provide sufficiently significant
improvement, but also we do not know whether such a condition is the most general
available. j
4. CONCLUDING REMARKS
Since the interval [0, `) is dyadically dilation invariant, the classical Hardy space
H 2  F01{L 2([0, `))} has various multiresolution analyses associated with it. An
interesting consequence of Theorem 3 is that none of the multiresolution analyses of
H 2 can have scaling functions which are integrable. In particular no scaling function
w for a multiresolution analysis of H 2 can enjoy the property that for some positive
constant C ,
w(x) ¡ C(1 / x) r ,
with r  1.
A more precise estimate of the rate of convergence in (A4)1 gives rise to estimates
of the degree of approximation of appropriately smooth functions f by elements of
the subspaces Vj . Details in the case when smoothness is measured in terms of Bessel
potentials and the families {Vj}jˆZ need not necessarily satisfy (A1) can be found
in [5] .
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The results in the multivariate cases, including cases involving general dilation
matrices as in [7] , are essentially the same as those outline above mutatis mutandis.
For the sake of clarity and conciseness we do not formulate them here.
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