Asymptotic properties of Cramér-Smirnov statistics—A new approach  by Sukhatme, Shashikala
JOURNAL OF MULTIVARIATE ANALYSIS 13, 539-549 (1983) 
Asymptotic Properties of Cramer-Smirnov Statistics- 
A New Approach* 
SHASHIKALA SUKHATME 
Iowa State University 
Communicated by G. Kallianpur 
Let Y, ,..., I’,, be independent identically distributed random variables with 
distribution function F(x, l3), 8 = (9;) fJ;), where Bi (i= 1, 2) is a vector of pi 
components, p=p, +pz and for V9 E I. an open interval in .P. F(x, 9) is 
continuous. In the present paper the author shows that the asymptotic distribution 
of modified Cramer-Smirnov statistic under H,: tl, = 8,, + n-“*y, 8, unspecified, 
where y is a given vector independent of n, is the distribution of a sum of weighted 
noncentral x: variables whose weights are eigenvalues of a covariance function of a 
Gaussian process and noncentrality parameters are Fourier coefficients of the mean 
function of the Gaussian process. Further, the author exploits the special form of 
the covariance function by using perturbation theory to obtain the noncentrality 
parameters and the weights. The technique is applicable to other goodness-of-fit 
statistics such as U2 IG. S. Watson. Biometrika 48 (1961). 109-l 141. 
1. INTR~OUCTI~N 
Let Y, ,..., Y, be a sample of n independent observations from a population 
with a continuous distribution function (df) G(x). Suppose 9 = (e;, es), 
where 0, is a vector of p1 components and 8, is a vector of p2 components, 
p =p, + pz and for every 8 E I, an open interval in ,gp, F(x, 0) is a 
continuous distribution function. For testing the hypothesis H: 
G(x) = F(x, tl), 0 unspecified, a test based upon the statistic, 
C:,=n 
I + m (F,(x) - qx, 8”)J2 dF(x, 8,), -m 
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where 8, is an estimate of 8 obtained from the sample, and F,(x) denotes the 
empirical distribution function (edf) of the sample, is well known. Ci is a 
modification of Cramer-Smirnov statistic, which is defined as 
+n 
I 
+ O” (F,(x) - F(X))* dF(x), (2) 
-cc 
where F(x) is a continuous dJ The limiting distribution of LO: is given by 
Anderson and Darling [ 19521. The asymptotic distribution of Ci is studied 
by Darling [ 19551 when p= 1. Sukhatme [ 19721 generalized Darling’s 
results to arbitrary p and Stephens [ 19761 supplies tables for the asymptotic 
distribution of Ci when F is normal. All these papers consider the case when 
H,: I3 = &, is true. Naturally, the limiting distribution depends upon the 
choice of estimator 8, as well as the properties of F. Particularly, if 8, is a 
regular, asymptotically efftcient estimator [Cramer, 19461, and F satisfies 
some regularity conditions, Sukhatme has shown that the asymptotic 
distribution of C: under H, is the distribution of 
C2 = ’ X’(t) dt, 
5 (3) 0 
where X(t) is a Gaussian process with mean zero and covariance function 
PCs9 r, = POCs3 l> - X uijgi(s) gjCth o<s,t< 1, (4) 
id 
where 
PO@, t) = min(s, t) - sf, o<s,t< 1, (5) 
f(x, e) = F’(x, e), t = F(x, e), 
gi(~)=$F(~,e)/,~,~. 
I 
Durbin [1973] has studied the weak convergence of edf when parameters 
are estimated and has derived the asymptotic distribution of Cf, under the 
sequence, of alternatives 
El, : G(x) = F(x, e), 8’ = [e;, e;], 8, =e,, + U-I/* y, 8, unspecified, 
(8) 
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where y is a given vector independent of n. He has proved that under H, the 
Gaussian process X(t) in (3) has mean 
40 = Y’W) - 35, ~-‘!32(0)~ o<t< 1, (9) 
and covariance function 
where 
Wx, 6,) 
k(t)= ae 
BF(x, &J 
3 g20) = ae > t = F(x, O), (11) 
10 2 
3 =E ahLf(x,e) a wf(X?~) 
21 a, * ae; (12) 
Further, Durbin et al. [ 19751 have obtained the asymptotic distribution of 
Ci using the so-called method of “components.” They show how to construct 
the components i,,, , gn2 ,..., so that 
and use them to tabulate the asymptotic distribution of Ci and some other 
statistics under the null hypothesis Ho : G(x) = F(x, O), 0 = Bo. As the 
weights of i;j in (13) decrease very rapidly with n, they use the first few 
components to tabulate the distribution. The ,u~‘s in (13) are the eigenvalues 
of the kernel p(s, t) given by (10); that is, 
Pj v/i(s) = J: ~(‘7 t) Vj(t> dt 
and { I+u~(s)} is the sequence of eigenfunctions of p(s, t). 
Also, to compare powers of the various statistics, Durbin et al. investigate 
asymptotic distributions under the sequence of alternatives H, given by (8). 
Define 
aj= ‘p(s)vj(s)ds. 
I (15) 0 
Durbin et al. show that, under H,, the components 2, are asymptotically 
distributed as independent N(u,: “* aj, 1) variables. While Durbin et al. are 
interested in the weak convergence of the Cramer-Smirnov statistics Ci, this 
paper concerns the distribution of the random variable C2. 
542 SHASHIKALA SUKHATME 
In this paper we show that given the mean and covariance functions of the 
Gaussian process X(s), 0 < s < 1, the random variable C2 = l: X’(s) ds is 
equal in distribution to a weighted sum of noncentral xf random variables. 
To find the weights and noncentrality parameters, we use perturbation theory 
to exploit the special form of the covariance function (10) and the fact that 
the eigenvalues and eigenfunctions of p,,(s, t) are known. 
For the basic results in perturbation used here, one may refer to Riesz and 
Nagy [ 19551 or any of the textbooks on quantum mechanics, such as 
Merzbacher [1970], Schiff (19681, or Sherwin [1959]. 
2. DISTRIBUTION OF C2 
The following theorem gives the distribution of C*. 
THEOREM 1. Let X(s), 0 < s < 1, be a Gaussian process with mean 
p(s) E L,(O, 1) and covariance function p(s, t). Let {,uj} be the decreasing 
sequence of eigenvalues and (y,(s)} the corresponding sequence of 
normalized eigenfunctions of p(s, t), i.e., pi and tyj(s) satisfy (14); and define 
aj = 
I 
’ P(S) vi(~) ds. 
0 
Then the distribution of C* defined by (3) is the distribution of cj”=, ~j Zj, 
where Zj are independent N(a,: “* aj, 1) variables. 
Proof. The Theorem can be proved by using either Kac and Siegert’s 
[ 19471 or Dugue’s [1972] method. Proceeding as in Dugue [ 19721 the 
characteristic function (ch. f.) of li X”(s) ds is seen to be 
where O(A) denotes the Fredholm determinant (F.D.) associated with p(s, t). 
From the form of the ch.f. (16) the result follows. 
Using (16) we can derive the cumulants of the limiting distribution (see 
Eq. (7.4) of Darling [ 19551 or Eq. (3) of Stephens [ 19761). If K, denotes the 
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rth cumulant, then K, is the coefficient of (it)‘/r! in log d(t). After some 
calculations it is seen that 
K,=(r-1)!2’-’ &J+r&L-’ 
[ 1 (17) j=l j=l 
= (r - l)! 2’-’ Jd P&, s) ds, (18) 
where pcrj(s, s) dentoes the rth iterate of the kernel p(s, t), that is, 
Also, 
Hence 
K, = E(C’) = z pj + 2 u; = 5 pj + j,‘,u’(s) ds 
j=l j=l j= I 
(19) 
and 
K2=Var(C2)=2 ? pi’+2 E 4,uj . 
[ ,r, j=l 1 
(20) 
We note that the covariance function given by (10) is positive definite, and 
so are po(s, t) and g;(s) 3 -‘g*(f) as 3 is assumed to be positive definite. 
Further, by means of a suitable transformation, see Sukhatme [ 19721, we 
can write 
p(S, t) = po(S9 t> - ” (DiCs) Pitt), 
,el 
(21) 
where k is the rank of the .Y. We also observe here that when Ho is true the 
aj’s in (16) are zero and Theorem 2.2 of Sukhatme [ 19721 gives a method of 
finding D(2 it) using the eigenvalues and eigenfunctions of po(s, t). Under 
H,, however, the limiting distribution is the distribution of a sum of 
weighted noncentral x2 variables and knowledge of the aj’s and pj’s is 
essential. The next section discusses how perturbation theory can be used to 
this end. 
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3. APPLICATION OF PERTURBATION THEORY 
Consider the covariance function 
P(S, 4 = P&9 0 + w’(s, t>, o<s,t< 1, (22) 
where 0 < E < 1. Suppose the eigenvalues (p;} and the corresponding 
normalized eigenfunctions (t&s)] of p,,(s, t) are known and our goal is to 
find the eigenvalues (,u~} and the corresponding eigenfunctions {I,v~(s)} of 
p(s, t). Assume 
Vj(S) = V;(S) + EWj(S) + E*v(il(S) + * ” 7 (23) 
/fj=p;+&p;+E2p;+.... (24) 
We here observe that the primes in (23) and (24) do not mean differen- 
tiation. @s), for example, gives that part of the correction to v;(s) which is 
linear in E. To obtain a first-order approximation to the solution of 
we substitute (23) and (24) in (25). 
The first approximations for the eigenvalues and eigenfunctions are 
obtained by arranging the terms according to the powers of E and then 
setting the coefficient of E equal to zero. We neglect the equation derived 
from setting the coefficient of s2 equal to zero since we assume that even 
when E = 1, the corrections to ,D; and t$(s), which are dependent upon E’, 
are small compared to those dependent upon E. 
Without loss of generality we assume that I@(S) is a linear combination of 
{t&(s)}. After some calculations, we find that the first approximations are 
and 
= V;Cs> + & C cjl Wy(S)/@j - /Jf), 
I=1 
(27) 
I+j 
where 
1 
!-I 
1 
cjr = - P’(s, 4 w;(s) d’(O dsdt for 1 <j,l< co. (28) 
0 0 
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Applying these results for the covariance function given by (21) we have 
p; = (Tzj)-*, y;(s) = fi sin njs, (29) 
pj=p;- + ’ 
li 
I 
lr, 0 
Pi(S) Pi(t) v/j”(s) vY(~> ds dt 
0 
2 (30) 
Vi(S) lyjO(s) ds 
and 
= Vj"(s> + f uj/ WYts) 
/=I 
I +.i 
(31) 
with 
aj, = Cf= 1 IA Vi(s) V’j”(S> ds JA Vi(t) WY(~) dt 
PP -g 
if I#j, 
=o if l=j. 
Though we have considered first-order approximation for the sake of 
simplicity we can use second-order approximation, or approximations of 
higher order if necessary. 
4. APPLICATIONS 
In this section we see how the results discussed in Section 3 can be applied 
in a particular case when the sample Y,, Y2,..., Y,, is from a normal 
distribution N(x, tI), 0’ = (8,) O,), 13, = mean, 13, = variance. In this situation 
we need to find the mean and covariance functions of Gaussian process X(s) 
in IAX* ds. We have to consider different cases depending upon the 
knowledge of 8, and/or d2. Details of the calculations of p(s) and p(s, 1) can 
be obtained from the results of Durbin [ 19731 and Sukhatme [ 19721. We use 
the following definitions in all the cases considered below: 
o(y) = (27~)~“’ exp(-$*), --co<y<+al, (32) 
NY) = 1’ 4(x) dx, J(s)={y:@(y)=s~O<s< l}, (33) -cc 
rpl(S) = -W(s))9 (34) 
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Case O---Mean and variance known. 
H,:e’=e;=(o, 1). 
H,: 9’ = (n-‘j2 yl, 1 + n-i’2y2). 
Under H,, the Gaussian process X(s) has mean 
4s) = -YI W(s)) - Yz 
4s) fw)) 
2 9 o<s< 1, 
and covariance function p,,(s, t). 
Case l-Test for the mean. Variance is a nuisance parameter. 
H, : 13, = 0, 8, unknown, B,, = 1. 
H,:8’=8:,=(n-“2y,, 1). 
Under H, the Gaussian process X(s) has mean 
ill(s) = -71 W(s)) 
and the covariance function p2(s, t) as defined by (38). 
Case 2-Test for variance. Mean as a nuisance parameter. 
H,: 8, = 1,19, unknown, B,,, = 0. 
H, : 8’ = e; = (0, 1 + n - q2). 
The mean and covariance functions of X(s) under H, in this case are 
(35) 
(36) 
(37) 
(38) 
(39) 
(40) 
and p,(s, t) as defined by (37). 
Case 3-Both mean and variance unknown. 
Ho:ef=(e,,e2), e;=(o, I). 
H, : 8’ = 8; = (0, 1). 
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In this case X(s) has mean zero and covariance function pJs, t) defined by 
(39). 
The eigenvalues and eigenfunctions of p&, t) are given in (29). We 
observe here that as pi(s, t), i = 1, 2, 3, are symmetric and positive definite 
all the eigenvalues are real and nonnegative. Let {,ji)} and {@(s)), respec- 
tively, be the sequences of eigenvalues and eigenfunctions of pi(s, t), 
i = 1,2,3. Define 
and 
aj = 
c 
’ #(J(s)) sin(njs) ds (41) 
0 
pj = j’ J(S) $(J(s)) sin(rcjs) ds. (42) 
It may be noted that using the symmetry of $(J(s)) about f, it can be proved 
that aj = 0 for j even and pj = 0 for j odd. 
Using (30) and (40) we have 
pj’) i (nj)-’ if j is even, 
& (nj)-’ - 24 if j is odd. 
From (31) we get 
(43) 
(44) 
where 
Uj, = (27~*)(l-* -j-*)-l j: &T(S)) sin(nls) ds 1: #(J(t)) sin(njjt) dt 
and because of (41) we have 
Ujl = 0 if j = I, j is even, or I is even, 
= 27~*a~a,(l-* - j-')-I if j # 1, j is odd, and I is odd. 
(45) 
Now to find the first approximations to the eigenvalues and eigenfunctions of 
p2(s, t) we use (30) and (42) and obtain 
~5') & (nj)-' 
& (nj)-' - py 
if j is odd, 
if j is even: 
(46) 
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$3, G y,(O)(s) + 2 bj, y;(s) 
I=1 
/tj 
with 
bj, = 0 ifj = I, j is odd, or I is odd, 
= n2jJjPI(l-’ -j-‘)-’ if j + 1, j is even, and I is even. 
Lastly, for p3(x,y), using (41) and (42) we see 
pj3) & (nj)-' - 2a5 ifj is odd, 
G (nj)-' - 0; if j is even, 
and 
(47) 
(48) 
(49) 
(50) 
where uj, and bj, are given by (45) and (48), respectively. Now, to find ais 
defined by (15) for each of the cases in the present section, we use the first 
approximations to the eigenvalues and eigenfunctions of appropriate 
covariance function. The results are summarized below. 
Case 0. In this case the eigenvalues and eigenfunctions are given by (29) 
and we have 
aj = --y, 2 “*aj - y2 2 - “*/j,, E(Zj) = czi nj. 
Case 1. uj = -y, J”: #(J(s)) t#‘(s) ds A -yl 2”‘aj, where aj is given by 
(41) and we use first approximation to tqj*‘(s) given by (47). Then 
E(Zj) A --y, fiaj(pj2’) - I”, 
{,D:“} are defined in (46). 
Case 2. aj = -y2/2 (A J(S) $(J(s)) We” ds k -r,/\/z pj, where /Ij is 
given by (42) and the first approximation to ~j’)(s) defined by (44) is used. 
E(Zj) & 2 - i’2 y2PjOrj’“) - I’*, 
with ,uJ” given by (43). 
Case 3. aj = 0 for all j. 
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It is clearly seen that to be able to find ais and pji’ in various cases we 
need to calculate aI)s and pj’s. 
Remark. Though we have illustrated the method for Cramer-Smirnov 
statistic, it is applicable to other statistics such as Watson’s Uz and Darling’s 
AZ (see Stephens, 1976), in which case the covariance function of the 
Gaussian process involved in the limiting distribution is of the form (22). 
While applying the perturbation theory, it was assumed that the eigen- 
values of p&, t) were simple. In case an eigenvalue #O’ of po(s, t) is of 
multiplicity m, we need additional calculations. Particularly, the covariance 
function of the Gaussian process in the limiting distribution of U* under H,, 
is of the form (22) with po(s, t) = min(s, t) - st + l/12 - {(s - s2) + 
(t - t*> l/2, whose eigenvalues are of multiplicity m = 2; actually, 
,g = 1/(4$j*) with the corresponding eigenfunctions V/~(S) = @ cos 2rrjs, 
~$(.s) =\/2 sin lrjs [Watson, 19611. Even for m = 2, the calculations become 
heavy. 
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