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Abstract
This is a survey of recent results on the notion of symbolic complexity, which counts the
number of factors of an innite sequence, particularly in view of its relations with dynamical
systems. c© 1999 Elsevier Science B.V. All rights reserved
0. Introduction
In recent years, there has been a number of papers on the combinatorial notion of
symbolic complexity: this is the function which counts the number of factors of length
n for a sequence. The complexity is an indication of the degree of randomness of the
sequence: a periodic sequence has a bounded complexity, the expansion of a normal
number has an exponential complexity. For a given sequence, the complexity function
is generally not of easy access, and it is a rich and instructive work to compute it; a
survey of this kind of results can be found in [2].
We are interested here in further results of the theory of symbolic complexity, some-
what beyond the simple question of computing the complexity of various sequences.
These lie mainly in two directions; rst, we give a survey of an open question which is
still very much in progress, namely, to determine which functions can be the symbolic
complexity function of a sequence. Then, we investigate the links between the complex-
ity of a sequence and its associated dynamical system, and insist on the cases where
the knowledge of the complexity function allows us to know either the sequence, or at
least the system. This leads to another vast open question, the S-adic conjecture, and
to a conceptual (though still conjectural) link with the notion of Kolmogorov{Chaitin
complexity for innite sequences (see Section 6). Also, these links with dynamical
systems have been of considerable help to ergodic theory, and this prompted the er-
godicians to create their own notions of complexity, mimicking the theory of symbolic
complexity; we give in Section 5 a brief overview of these promising developments.
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1. Denitions and examples
We start with a purely combinatorial notion.
Let A be a nite alphabet and u=(un; n2N)= u0u1u2 : : : be a one-sided sequence
on A.
A word of length k is a nite string w1 : : : wk of elements of A; the set of all words
on A is called A; the concatenation of two words w=w1 : : : wr and v= v1 : : : vs is the
word wv=w1 : : : wrv1 : : : vs. A word w1 : : : wk is said to occur at place i in the sequence
u if ui=w1; : : : ; ui+k−1 =wk .
The language Ln(u) is the set of all words of length n occurring in u, while L(u) is
the union of all the Ln(u); the complexity of u is the function pu(n) which associates
to each integer n>1 the cardinality of Ln(u).
As rst examples, we can compute the complexity of a periodic sequence like
010101 : : :; in this case pu(n)= 2 for every n. On the other hand, if u is the
Champernowne sequence 011011100101110 : : : made by concatenating the binary ex-
pansions of the integers 0; 1; 2; : : : ; n; : : : ; then pu(n)= 2n for every n.
These sequences provide in fact the two extremal examples of complexity; we are
more interested in ‘intermediate’ sequences, and most of our examples will be provided
by substitutions | see for example [31] for more details.
A substitution is an application  from an alphabet A into the set A of nite words
on A; it extends to a morphism of A for the concatenation by (ww0)= (w)(w0).
It is called primitive if there exists k such that a occurs in kb for any a2A; b2A.
If for some letter a, the word a begins by a, then na begins by n−1a for every
n>1, and there is a unique sequence u beginning by na for every n; it is called the
xed point of the substitution  beginning by a.
Among the classical examples of substitutions are the Morse substitution
0! 01;
1! 10;
whose xed point beginning by 0 is the Morse sequence
0110100110010110 : : : ;
the Fibonacci substitution
0! 01;
1! 0;
whose xed point beginning by 0 is the Fibonacci sequence
0100101 : : : ;
the non-primitive Chacon substitution
0! 0010;
1! 1
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and the primitive Chacon substitution
0! 0012;
1! 12;
2! 012:
The sequence u is minimal if every word occurring in u occurs in an innite number
of places with bounded gaps.
A xed point of a primitive substitution is always minimal, and so this is the case
for the Morse sequence, the Fibonacci sequence and the xed points of the primitive
Chacon substitution; the xed point of the non-primitive Chacon substitution beginning
by 0 is also a minimal sequence.
2. Dynamical systems
Let 
=AN be the set of all one-sided sequences on A and let S be the one-sided
shift on A:
S(x0x1 : : : xn : : :)= x1x2 : : :
(
; S), equipped with the product topology of the discrete topology on each copy of
A, is a topological dynamical system, called the full shift.
Let u be a minimal sequence, and Xu be the set of all sequences x2
 such that
Ln(x)=Ln(u) for every n; Xu is a closed shift-invariant subset of 
, and (Xu; S) is the
(topological) symbolic dynamical system associated to u.
Hence px(n)=pu(n) for every n and every x2Xu; if we change the system by
a topological conjugacy (i.e., a bicontinuous bijection commuting with the shift),
then:
Proposition 1 (Ferenczi [21]). If the symbolic systems (Xu; S) and (Xv; S) associated
to minimal sequences u and v are topologically conjugate; then there exists a constant
c such that; for all n > c;
pu(n− c)6pv(n)6pu(n+ c):
Hence a relation like pu(n)6ank+o(nk) when n! +1 is preserved by topological
conjugacy; and the same is true if we replace (pu(n)6) by (pu(n)>), or o(nk) by
O(nk). Indeed, the order of magnitude of the complexity function (relatively to a
xed scale of functions such as the n0 (log n)1 (log log n)2 : : : (log(k) n)
k for any
0 2R; 0>0 and any 1 2R; : : : ; k 2R) is a topological invariant. The boundedness
of rst-order or second-order dierences of the complexity function is also preserved.
The complexity function itself is not preserved: if u and v are the xed point begin-
ning by zero of the non-primitive and primitive Chacon substitution, then (Xu; S) and
(Xv; S) are topologically conjugate, while pu(n)= 2n−1 if n>1 and pv(n)= 2n+1 for
all n [20].
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But with this abuse of notation, we also call pu(n) the symbolic complexity of the
associated topological system (Xu; S).
In our examples, the complexity of the Fibonacci system, or the Fibonacci sequence,
is p(n)= n+1 for all n, while for the Morse system, the complexity was computed in
[11,16]: for n>3; if n=2r +p+1; 0<p62r , then pu(n)= 3:2r +4p if 0<p62r−1
and pu(n)= 4:2r +2p if 2r−1<p62r; note that pu(n) is smaller than 4n and that the
dierences pu(n+1)−pu(n) take two values, 2 and 4. Both for Morse and Fibonacci,
and in fact for every primitive substitution, the complexity function is sub-linear ([30]
using the results in [19], or [15] in the particular case of constant length; see [31] for
a short proof) and its dierences are bounded [12]; see also [18] for a proof using
more recent methods.
Note that Proposition 1 fails if we weaken the notion of topological conjugacy to
semi-conjugacy, by allowing a countable number of discontinuities for the bijection
and its inverse: let  be an irrational number, Ry=y + mod 1; let vn=1 whenever
Rnx2 [1− ; 1[; un=0 otherwise; let vn=1 whenever Rnx2 [ 12 ; 1[; vn=0
otherwise. (Xu; S) and (Xv; S) are trivially semi-conjugate, but pu(n)= n + 1 [27]
and pv(n)= 2n [1].
Complexities have been computed for many other systems (see [2] and its bibli-
ography), but what is more interesting is to be able to deduce the system from the
complexity; the rst example of this situation appears in [26], and we give a proof as
an example of the techniques involved.
Proposition 2. If u is a periodic or an ultimately periodic sequence; pu(n) is a
bounded function. If there exists an n such that pu(n)6n; u is an ultimately pe-
riodic sequence.
Proof. The rst part is trivial. In the other direction, we have pu(1)>2 otherwise
u would be constant, so pu(n)6 n implies that pu(k + 1)=pu(k) for some k. We
now write a fundamental equality:
pu(k + 1)− pu(k)=
P
w2Lk (u)
(#fa2A;wa2Lk+1(u)g − 1):
And for every word of length k occurring in u, there exists at least one word of the
form wa occurring in u, for some letter a; as pu(k+1)=pu(k), there can be only one
such word. Hence, if ui : : : ui+k−1 = uj : : : uj+k−1 then ui+k = uj+k . As the set Lk(u) is
nite, there exist j>i such that ui : : : ui+k−1 = uj : : : uj+k−1, and hence ui+p= uj+p for
every p>0.
3. Complexity functions
In view of Proposition 2, a natural question arises: which functions from N to N may
be the complexity function of a sequence u? This question is still open, and we state
here all the necessary conditions we know at this moment; as for sucient conditions,
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these take the form of a list of examples: we try here to describe the present state of
this quickly moving question; the reader looking for additional (historical) references
should consult [2].
Necessary conditions
 pu is non-decreasing.
 pu(m + n)6pu(n)pu(m); this implies that (logpu(n))=n has a limit, which is the
topological entropy of the sequence.
 Whenever pu(n)6n for some n, or pu(n+1)=pu(n) for some n; pu(n) is bounded
(see Proposition 2 above).
 If the alphabet has k letters, pu(n)6kn; if pu(n)<kn for some n, then there exists
a real number <k such that pu(n)6n for all n.
 If pu(n)6an for all n, then pu(n+1)−pu(n)6Ca3 for all n, for a universal constant
C [12,13].
 If su(n)=pu(n+1)−pu(n) is bounded, the set of n such that su(n+1)>su(n) has
density zero; in particular, if su(n) is ultimately periodic, it is ultimately constant [1].
Sucient conditions
 For any pair of integers (a; b), with a> 0, and b>0 if a61, there exists a sequence
u with pu(n)= an+ b ultimately [1,13].
 For (a; b)2NZ, there exists a sequence u with pu(n)= an + b for all n> 1 if
and only if a+ b> 1 and 2a+ b6(a+ b)2 [13].
 For any increasing unbounded function  from N to N such that (ri+1)6h(ri)
for some r>1, some real number h and any integer i> 1, there exist two constants
c and d and a (minimal) sequence u such that [24]
cn(n)6pu(n)6dn(n);
in particular, we can take (n)= n0 (log n)1 (log log n)2    (log(k) n)k for any 0 2
R; 0>0 and any 1 2R; : : : ; k 2R:
The sequences used are in the class of Toeplitz sequences; partial results in this
direction are published in [28,14]; in [30], orders of magnitude of n log n; n log log n
and n2 are obtained using non-primitive substitutions.
 For any 1<<, there exists a sequence with lim inf n!+1(pu(n))=n=0 and
lim supn!+1(pu(n))=n
=+1 [24].
 For any increasing unbounded twice derivable function  from R to R such that
0600(x)61 for x large enough and 0(x)!+1 when x!+1, there exists a
sequence with limn!+1(pu(n))=(n)= 1; in particular, we can take (n)= n for
any real 1<<2 [13].
 There exists a complexity function which is smaller than an2 but has unbounded
second-order dierences.
There exists a sequence with lim inf n!+1(pu(n))=n=2 and lim supn!+1(pu(n))=
n=+1 for any >1 [21].
 Examples of sequences with pu(n)= (a1n + b1) : : : (asn + bs), for integers ai and
bi, can be built by generalizing the examples of [1], produced by one-dimensional
rotations, to dimension s.
150 S. Ferenczi / Discrete Mathematics 206 (1999) 145{154
 Other explicit examples of (exactly) polynomial complexities can be found by coding
the trajectories of billiards in hypercubes of dimension s by the sequences of numbers
of the faces which are met; for totally irrational directions, we get
p(n; s)=
inf (n; s)X
i=0
n!s!
(n− i)!i!(s− i)! :
This was conjectured by Rauzy for s=2; p(2; s)= n2 + n+ 1, proved for s=2 and
conjectured in the general case in [3], and proved in the general case in [5].
 Among sequences of positive topological entropy, there are obvious Champernowne-
type examples where pu(n)= kn for integer k.
Explicit systems with limn!+1(logpu(n))=n= a for any given a are built in [25].
The only example whose behaviour is more precisely described is in [6], and satises
C1n
p
2
n
6pu(n)6C2n
p
2
n
6pu(n) for constants C1 and C2.
4. Systems of low complexity
If a system does not satisfy Proposition 2, then its complexity is at least n + 1.
Sequences with complexity n + 1 are called Sturmian sequences: note that for a
Sturmian sequence p(1)=2, hence we can suppose A has two letters, and take A=f0; 1g:
The Sturmian sequences have been completely characterized in [27], if we know that
a sequence is Sturmian, the associated dynamical system has a simple geometric ex-
pression (it is semi-conjugate to an irrational rotation) and better still, we can produce
explicitly this sequence, using two arithmetic parameters; every sequence thus produced
is Sturmian. Namely,
Proposition 3. The sequence u is Sturmian if and only if there exist an irrational
number  and a real number x such that; if Ry=y + mod 1; then un=1 whenever
Rnx2 [1 − ; 1[; un=0 otherwise; or else un=1 whenever Rnx2 ]1 − ; 1]; un=0
otherwise.
The Fibonacci sequence falls in this category: in this case  is the golden ratio
number =(
p
5−1)=2 and x= : Similar results also hold for sequences of complexity
n+ k [1,23].
A full geometric characterization of a similar type also exists [4] for a subclass of
the sequences of complexity 2n + 1, the Arnoux{Rauzy sequences. However, in the
most general case [21] we can only characterize the language, or, equivalently, the
associated dynamical system.
Proposition 4. Let u be a minimal sequence on a nite alphabet A such that pu(n)
6an for all n; then there exist a nite number of substitutions i; 16i6c; on an
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alphabet D= f0; : : : ; d− 1g; an application  from D to A; and an innite sequence
(16in6c; n>1) such that
inf
06r6d−1
ji1i2    inrj!+1;
when n!+1; and any word of the language of the system occurs in i1i2 : : : in0
for some n.
This proposition can be read as: minimal systems with sub-linear complexity are
generated by a nite number of substitutions. Using a terminology initiated by Vershik,
we propose to call such systems S-adic systems. Among S-adic systems are of course
the Sturmian systems, another important class of S-adic systems is the class of interval
exchanges, coded by the partition into intervals of continuity. (see e.g. [32]).
The converse of Proposition 4 is false: it can be made true under additional hy-
potheses but we have not yet been able to nd an equivalent condition, see Section 6
for further discussion.
For Sturmian and Arnoux{Rauzy sequences, the substitutions are known and their
number is respectively two and three (see [4] or [17] for further details). In the Stur-
mian case, the system is a coding of an irrational rotation (because of Proposition 3),
and the sequence (in) is indeed closely related to the continued fraction approximation
of the argument. For general sequences of complexity 2n+1, or any sequence such that
pu(n+1)−pu(n) is identically 2, we have still a bound on the number of substitutions,
but this disappears in the general case pu(n)6an:
Minimal (or, more generally, aperiodic) symbolic systems of sub-linear complexity
are known to have only a nite number of ergodic invariant probability measures
([9,10]). Also, in a dierent direction, given a sequence u over A= f0; : : : ; k − 1g, we
can dene the number =
P+1
n=0un=kn whose expansion in base k is u; a recent result
([23]) says that this number is transcendental if u is a generalized Sturmian sequence
(pu(n)= n+ k − 1 for all n) or an Arnoux{Rauzy sequence.
5. Other complexities
The notion of complexity of dynamical systems has seen recent developments, which
we just want to present informally.
Given a (non-necessarily symbolic) topological dynamical system (X; T ) or measure
theoretic dynamical systems (X; T; ), we can associate it to a symbolic system, by
taking a suitable nite partition Q of X , and by associating to each point x the sequence
(xn) where xn= i whenever Tnx falls into the ith atom of Q (this sequence is called
the Q-name of x). Under mild conditions, we can speak of the complexity function
pQ(n) of this system, and would like to use it as an invariant of the initial system.
Unfortunately, this fails in both cases.
If we are interested in a topological invariant, the partition Q has to be made with
open sets; this is possible for symbolic systems, but not on systems on the interval, for
152 S. Ferenczi / Discrete Mathematics 206 (1999) 145{154
example. Hence we have to replace partitions by coverings made of open sets; for a
covering U , the signicant quantity qU (n) is the minimum number of sets
Tn
i=1T
−iUij
necessary to cover X . Starting from qU (n); it is possible to dene a topological com-
plexity for every system [7] | which coincides with the symbolic complexity for
symbolic systems.
For measure-theoretic systems, the isomorphism notion is much weaker; it involves
measurable mappings, one-to-one on sets of full measure. An invariant would be some
suppQ(n) on all measurable partitions, but this is impossible to compute in general;
hence, we need some quality which behaves continuously when we change the partition.
Hence, instead of just counting the number of possible Q-names of length n, we have
to compute KQ; (n), which is the number of -balls (for the usual Hamming distance)
of Q-names of length n necessary to cover a subset of X of measure at least 1 − :
Then, the rate of growth of KQ; (n), after taking some limit in  and some supremum
in Q, provides a notion of measure-theoretic complexity [22].
Both for the topological and the measure-theoretic complexity, one fundamental result
is true, and it parallels the symbolic theory: the complexity is the smallest (namely,
essentially bounded) if and only if the system is the simplest possible (equicontinuous
in the topological case, isomorphic to a translation of a compact group in the measure-
theoretic one).
6. Open problems
The question of nding which functions can be symbolic complexity functions is
still far from solved; particularly, in the domain of positive topological entropy (or,
equivalently, exponential complexity), there are not many known conditions, either
necessary or sucient.
We have still to nd a stronger form of S-adicity which would be equivalent to
sublinear complexity. This is the S-adic conjecture, due to Host, stating that minimal
systems are of sub-linear complexity if and only if they are S-adic.
The Kolmogorov{Chaitin complexity of an innite sequence associates to n the
length of the shortest program (for example on a universal Turing machine) able to
produce the rst n terms of the sequence (see [29]). Now, our Proposition 4 states that,
if the symbolic complexity of a minimal sequence is small enough, there is an explicit
algorithm which produces the system, with bounds on its length in some sub-cases.
Can this result be improved to get an equivalence between a ‘reasonably low’ symbolic
complexity and a ‘reasonably low’ Kolmogorov{Chaitin complexity? A result in the
same direction has been proved recently in [8]: a Sturmian sequence for which the  in
Proposition 3 is an algebraic number of degree two or the number e can be recognized
by a Turing machine in linear time.
Both the topological and measure-theoretic theory are just nascent, and raise two
kind of questions inspired by the symbolic theory: we would like to build examples
showing what kind of behaviour the complexity function may have, and to nd more
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systems which are determined by their complexity; the bounded case is already solved,
but is only an encouraging beginning.
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