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Abstract
The Jordan type of a nilpotent matrix is the partition giving the sizes of its Jordan
blocks. We study pairs of partitions (P,Q), where Q = Q(P ) is the Jordan type of
a generic nilpotent matrix A commuting with a nilpotent matrix B of Jordan type P .
T. Kosˇir and P. Oblak have shown that Q has parts that differ pairwise by at least two.
Such partitions, which are also known as “super distinct” or “Rogers-Ramanujan”, are
exactly those that are stable or “self-large” in the sense that Q(Q) = Q.
In 2012 P. Oblak formulated a conjecture concerning the cardinality of Q−1(Q) when
Q has two parts, and proved some special cases. R. Zhao refined this to posit that
the partitions in Q−1(Q) for Q = (u, u − r) with u > r > 1 could be arranged in an
(r − 1)× (u− r) table T (Q) where the entry in the k-th row and `-th column has k + `
parts. We prove this Table Theorem, and then generalize the statement to propose a
Box Conjecture for the set of partitions Q−1(Q) for an arbitrary partition Q whose parts
differ pairwise by at least two.
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1 Introduction.
We fix an infinite field k and denote by Matn(k) the ring of n × n matrices with entries in
k acting on the vector space V = kn. Let P be a partition of n and denote by B = JP the
nilpotent Jordan block matrix of partition P . Let CB = {A ∈ Matn(k) | AB = BA} be the
centralizer of B in Matn(k), and let NB be the subvariety of nilpotent elements in CB.
There has been substantial work in the last ten years studying the map Q that takes
P to the Jordan type Q(P ) of a generic element of NB. P. Oblak conjectured a beautiful
recursive description of Q(P ). This conjecture remains open in general (for progress on it see
Section 4.1, Conjecture 4.3, Remark 4.7, and [3, 6, 22, 25, 26, 34]).
An almost rectangular partition is one whose largest part is at most one larger than its
smallest part. R. Basili introduced the invariant rP , which is the smallest number of almost
rectangular partitions whose union is P , and showed that Q(P ) has rP parts (Theorem 2.4).
T. Kosˇir and P. Oblak showed that if the characteristic of k is 0 then Q(P ) has parts that differ
pairwise by at least two (Theorem 2.6). Even in cases where the Oblak recursive conjecture
had been shown some time ago, (as rP = 2 [27], or rP = 3 [26]) the set Q
−1(Q) remained
mysterious. In 2012 P. Oblak made a second conjecture: when Q = (u, u− r) with u > r ≥ 2,
then the cardinality |Q−1(Q)| = (r − 1)(u − r) [35, Remark 2]. In 2013, R. Zhao noticed
an even stronger pattern in Q−1(Q) for such Q. She conjectured that there is a table T (Q)
of partitions Pk,` where the number of parts in Pk,` is k + `: see Theorem 1.1 immediately
below. We here prove a precise version, the Table Theorem (Theorems 3.12 and 3.19). We
then propose a Box Conjecture 4.11 describing Q−1(Q) for arbitrary partitions Q whose parts
differ pairwise by at least two (Section 4.2), and we study some special cases where Q has
three parts (Section 4.3).
The question, which pairs of conjugacy classes can occur for pairs of commuting matrices
reduces to the case where both matrices are nilpotent. There is an extensive literature on
commuting pairs of nilpotent matrices, including [3, 19, 22, 25, 26, 27, 34, 35, 36, 39] and
others, some of whose results we specifically cite. Connections to the Hilbert scheme are made
in [1, 2, 4, 10, 20, 31, 39], and commuting nilpotent orbits occur in the study of Artinian
algebras [4, 21]. However, the study of the map P → Q(P ) seems to be, surprisingly, very
recent, beginning with [1, 2, 4, 25, 27, 34, 36, 39]: apparently, early workers in the area were
more drawn to determining vector spaces of commuting matrices of maximum dimension (see
[24, 29, 42] and references in the latter). There is further recent work on commuting r-tuples
of nilpotent matrices, as [19, 33, 41] and these also appear to be connected to the study of
group schemes [14, 32, 43, 44]. There is much study of nilpotent orbits for Lie algebras, as in
[9, 11, 16, 37]; for generalizations of problems considered here to other Lie algebras than sln,
see [36].
Our main result is
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Theorem 1.1. Let Q = (u, u− r) where u > r ≥ 2.
i. The cardinality |Q−1(Q)| = (r − 1)(u− r).
ii. The set Q−1(Q) may be arranged as an (r − 1)× (u− r) array T (Q) of partitions
Pk,` = Pk,`(Q), where 1 ≤ k ≤ r − 1, and 1 ≤ ` ≤ u− r, (1.1)
such that the number of parts of Pk,` is k + `.
Remark 1.2. We call this the Table Theorem. Theorem 3.12 below specifies each partition
Pk,` in the array or table T (Q), and shows that Q(Pk,`) = Q; the Completeness Theorem 3.19
says that T (Q) is all of Q−1(Q). Our main tool is P. Oblak’s result giving the largest part of
Q(P ), see [34] and Theorem 2.8 below. Some special cases had been shown prior to our work
here: P. Oblak had shown Theorem 1.1 for 2 ≤ r ≤ 4 in [35]. R. Zhao in [46] had shown the
case (u− r) ∈ {1, 2, 3} and also the case u r.
In the formula for cardinality the proposed value for |Q−1((u, u− r))| is the same as that
for |Q−1((u, r− 1))|. Understanding this symmetry was a goal of R. Zhao in her study of the
two sets: it remains obscure to us.
We illustrate Theorem 1.1 in Example 1.4 below (see also Example 3.16). We first introduce
almost rectangular partitions1, whose importance for the problem of describing the map P →
Q(P ) was first noted by R. Basili [2].
Definition 1.3 (Almost Rectangular). A partition P = (p1, p2, . . . , ps) of n with p1 ≥ p2 ≥
· · · ≥ ps > 0 is almost rectangular if p1 − ps ≤ 1. For 1 ≤ k ≤ n we denote by [n]k the unique
almost rectangular partition of n that has k parts (see equation (2.1)).
(13, 3) (13, [3]2) (13, [3]3)
([13]2, 3) ([13]2, [3]2) ([13]2, [3]3)
([13]3, 3) ([13]3, [3]2) ([13]3, [3]3)
(5, [11]4) ([13]4, [3]2) ([13]4, [3]3)
(5, [11]5) ([7]2, [9]5) ([13]5, [3]3)
(5, [11]6) ([7]2, [9]6) ([9]3, [7]6)
(5, [11]7) ([7]2, [9]7) ([9]3, [7]7)
(5, [11]8) ([7]2, [9]8) ([7]2, [9]9)
(5, [11]9) (5, [11]10) (5, [11]11)
Table 1.1: Table T (Q), Q = (13, 3).
1This name, alluding to the Ferrers diagram (see Figure 1), was suggested by T. Kosˇir and P. Oblak.
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(14, 4) (14, [4]2) (14, [4]3) (14, [4]4)
([14]2, 4) ([14]2, [4]2) ([14]2, [4]3) ([14]2, [4]4)
(6, [12]3) ([14]3, [4]2) ([14]3, [4]3) ([14]3, [4]4)
(6, [12]4) ([14]4, [4]2) ([14]4, [4]3) ([14]4, [4]4)
(6, [12]5) ([8]2, [10]5) ([10]3, [8]5) ([14]5, [4]4)
(6, [12]6) ([8]2, [10]6) ([10]3, [8]6) ([12]4, [6]6)
(6, [12]7) ([8]2, [10]7) ([10]3, [8]7) ([10]3, [8]8)
(6, [12]8) ([8]2, [10]8) ([8]2, [10]9) ([8]2, [10]10)
(6, [12]9) (6, [12]10) (6, [12]11) (6, [12]12)
Table 1.2: Table T (Q), Q = (14, 4).
Example 1.4. We illustrate Theorem 1.1 by giving the table T (Q) for Q = (13, 3) (Table 1.1)
and for Q = (14, 4) (Table 1.2). The entries of the table use the notation [n]k for the almost
rectangular partition of n having k parts. The table T (Q) has a decomposition into “A-rows”
and “B/C hooks” (see Definition 3.13, and Remark 3.15): both Table 1.1) and Table 1.2)
show horizontal rows or partial rows comprised of type A partitions (these cells of the table
are unshaded), and type B/C hooks (each hook is shaded or colored). For the definition of
type A,B,C partitions see Definition 3.1. For Q = (13, 3) the table T (Q) has three B/C hooks:
of the form {(5, [11]k), 4 ≤ k ≤ 11}, {([7]2, [9]k), 5 ≤ k ≤ 9}, and {([9]3, [7]k), 6 ≤ k ≤ 7}. For
Q = (14, 4) the table T (Q) has four B/C hooks: the fourth B/C “hook” is comprised of a
single cell P = ([12]4, [6]6).
Overview.
In Section 2.1 we first review some results we will need. In Section 2.2 we recall the poset DP
associated to the nilpotent commutator NB of B = JP and more particularly to a maximal
nilpotent subalgebra UB of the centralizer CB. Let Q = (u, u − r) with u > r ≥ 2 and put
B = JQ. After dividing the partitions in Q
−1(Q) into three types A, B and C, in Section 3.1,
we prove in Section 3.2 the main Theorem 3.12 which specifies the filling of the table T (Q)
with A rows and B/C hooks. We also give some properties of the tables in Remark 3.15 and we
display the Q = (27, 3) table in Example 3.16 and Table 3.1. We obtain in Corollary 3.17 the
alternating pattern case first shown by R. Zhao [46], which occurs for u r.2 In Section 3.4 we
show that the table T (Q) is the complete inverse image of Q under the map Q (Theorem 3.19).
After reviewing P. Oblak’s recursive conjecture in Section 4.1, we propose in Section 4.2
the Box Conjecture 4.11 for Q−1(Q). The combinatorial part of the Box Conjecture in short
states that if Q is a partition with k parts differing pairwise by at least two, then its key SQ
gives the lengths of the sides of a k-dimensional box B(Q) containing the elements of Q−1(Q).
In Section 4.3 we show elements of the Box Conjecture for some partitions Q having three
parts.
This article is a shortening and revision of [23]. We focus here on just the Table Theorem
2These are called normal patterns in [23] and [46].
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and Box Conjecture. We also flipped the B/C hooks of the table: this is useful for an article
in preparation with M. Boij, in which we will study the equations of loci ZP ⊂ NB, where
B = JQ with Q = (u, u − r) and P is a partition in the table T (Q). Here ZP is the Zariski
closure in NB of
{A ∈ NB | A has Jordan type P}. (1.2)
We believe that the present article and its sequel yield a new approach to viewing the map
Q : P → Q(P ). While our methods are elementary, our results suggest that there might be
interesting algebraic and geometric explanations and consequences.
2 Preliminaries and Background.
2.1 Notation and Preliminaries.
We fix notation and summarize some concepts and results we will need. Let P = (p1, . . . , ps)
be a partition of the positive integer n having s parts. This means that p1 ≥ · · · ≥ ps > 0 and
p1 + p2 + · · ·+ ps = n. We denote by SP the set of parts of P , i.e. SP = {p1, p2, . . . , ps}. Note
that 1 ≤ |SP | ≤ s. Recall that the Ferrers diagram of P has rows whose lengths are the parts
of P , which we arrange with the row pi above the row pi+1, i ∈ {1, . . . , s− 1}. We denote by
P∨ the conjugate partition to P : the rows of the Ferrers diagram of P∨ are the columns of the
Ferrers diagram of P . The regular partition of n, denoted by [n] or (n), is the only partition of
n with a single part. Recall from Definition 1.3 that an almost rectangular partition [n]k of n
has k parts whose maximum pairwise difference is zero or one. We denote by sk the partition
of k · s having k parts equal to s. Write n = qk + r with r, q ∈ N and 0 ≤ r < k and put
d = k · dn
k
e − n. Then
d =
{
k − r if r 6= 0
0 if r = 0,
and we have that the almost rectangular partition [n]k satisfies
[n]k =
(
(q + 1)r, qk−r
)
=
(⌈n
k
⌉k−d
,
⌊n
k
⌋d)
. (2.1)
See Figure 1 for the almost rectangular partitions of 5.
Notation: Given any partition P of n we denote by JP the unique Jordan matrix whose
diagonal Jordan blocks have lengths p1, . . . , ps, arranged in descending order of lengths. Given
a nilpotent n×n matrix A we denote by PA its Jordan type; it is the partition giving the sizes
of the blocks of the Jordan block matrix similar to A (we write JPA ∼ A). Recall that the
corank of A is (n− rank A), the dimension of the kernel of A. We take A0 = In, the n × n
identity matrix. The following result is standard (see, e.g., [11, Lemma 6.2.2]).
Lemma 2.1. The number of parts greater than or equal to i in PA is the difference
corank Ai − corank Ai−1. (2.2)
Lemma 2.2. Let B = J(n). Then PBk = [n]
k.
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• • • • •
[5]
• • •
• •
[5]2
• •
• •
•
[5]3
• •
•
•
•
[5]4
•
•
•
•
•
[5]5
Figure 1: The almost rectangular partitions of 5.
Proof. Evidently Bk has corank k. The number of parts of PA is the corank of A so PBk has k
parts. Let q = bn
k
c. Then (Bk)(q+1) = 0, so no part of PBk is greater than q+ 1. Also, writing
n = kq + r with 0 ≤ r < k we have (Bk)q has corank kq and rank r: since no part is greater
than q+ 1, this implies that there are exactly r parts of PBk equal to q+ 1. It follows that the
remaining k − r parts are each equal to q, so PBk is almost rectangular and equal to [n]k. 
This allows us to describe Q−1(Q) when Q = (n) has a single part.
Corollary 2.3. If A is a nilpotent matrix commuting with J(n) then PA = [n]
k for some k.
Consequently, Q−1([n]) is the set of almost rectangular partitions {[n]k, 1 ≤ k ≤ n}.
Proof. Lemma 2.2 implies that if B = J(n) then PBk = [n]
k, so Q([n]k) = (n). The matrices A
commuting with a regular nilpotent matrix B are the polynomials A = p(B) where p ∈ k[x]
[12, Theorem 2.8]. When p = xk · p′ where p′ = auxu + · · · + a0 with a0 6= 0 then p′(B) is
invertible, so A = p(B) ∼ Bk and PA = [n]k. 
Loosely speaking, the main result in this paper is the generalization of Corollary 2.3 to
the case where Q has two parts. Recall that rP is the smallest number of almost rectangular
partitions whose union is P .
Theorem 2.4. (R. Basili [2]) The partition Q(P ) has rP parts.
The following result is shown for char k = 0 in [36, Theorem 2.1 and Example 2.5a], and
for general infinite k in [4, Theorem 1.12]. We say that a partition P is stable if Q(P ) = P .
Theorem 2.5. A partition is stable if and only if its parts differ pairwise by at least two.
A partition whose parts differ pairwise by at least two is termed “super distinct” or “Rogers-
Ramanujan” in the literature on partitions. T. Kosˇir and P. Oblak showed that Q(P ) is stable.
Theorem 2.6. (T. Kosˇir and P. Oblak) [27]) Suppose that char k = 0 or char k = p > n and
k is infinite. Then the partition Q(P ) has parts that differ pairwise by at least two.
Remark 2.7. In [27], Theorem 2.6 is stated for algebraically closed fields. In this somewhat
technical remark, we review the Theorem’s proof and explain why this hypothesis can be
relaxed; that is, why the Theorem holds for any infinite field k with char k = 0 or char k > n.
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The proof of Theorem 2.6 depends on showing that when B = JP , the Jordan block matrix
of partition P , and the matrix A ∈ NB is generic, then the Artinian algebra A = k[A,B] is
Gorenstein: T. Kosˇir and P. Oblak show that the action of A on the vector space V has a
cocyclic vector or, equivalently, the poset DP (cf. Section 2.2 below) whose elements are a basis
of V has a “sink”. Since A, being a quotient of the local ring k{x, y}, has height two, that A is
Gorenstein implies by a result of F.H.S. Macaulay ([28, §14]) that A is a complete intersection:
this means that A = k{x, y}/I, the quotient of k{x, y} by an ideal I = (f, g) where f, g are in
general non-homogeneous elements of k{x, y}. When char k = 0 or char k > n, it follows that
the Hilbert function of A is the conjugate of the partition Q(P ) [4, Theorem 2.20].
Although [4, Theorem 2.20] and [4, Theorem 2.16] upon which it depends are stated for
k algebraically closed, only k infinite is needed, along with the condition on char k given in
Theorem 2.6. This is because [4, Theorem 2.16] about pencils of matrices A+ λB, λ ∈ k uses
that the ideal I in the regular local ring k{x, y} defining the algebra A has a “normal basis”
in the direction x + λy, for an open dense set of λ in the affine line A1. This is equivalent to
x+ λy being a “strong Lefschetz element” for A and occurs when λ is not a root of a certain
monic polynomial over k.
The characterization of the Hilbert functions of (non-graded) Artinian CI algebras of height
two by F.H.S. Macaulay [28] now implies the property that Q(P ) has parts that differ pairwise
by at least two. For a discussion see the original article [27] and as well [5, Sections 2.4,2.5].
Denote the partition P by (· · · ini · · · ) meaning it has ni parts of length i. An almost
rectangular subpartition P ′ = (ana , (a − 1)na−1) of P defines a so-called “U-chain” Ca, which
is a certain union of chains in a partially ordered set DP naturally associated to P . In
Section 2.2 we briefly recall the definition of the poset DP , which plays an important role in
understanding the map P → Q(P ), and the definition of a U-chain. For the main results
of this paper (Theorems 3.12 and 3.19) all we will need is that for an almost rectangular
subpartition (ana , (a− 1)na−1) of P the length (or number of elements) of the U-chain Ca is
|Ca| = ana + (a− 1)na−1 + 2
∑
i>a
ni. (2.3)
Theorem 2.8. (P. Oblak [34]) The largest part of Q(P ) is max{|Ca| : a is a part of P}.
This result was originally shown for char k = 0; the proof was subsequently seen to be valid
over any infinite field k: see [5, 22]. It is the main tool we use to prove Theorems 3.12 and
3.19. Recall that when rP = 2 the partition Q(P ) has two parts, and therefore is completely
determined by Theorem 2.8.
2.2 Background: the poset DP .
We now recall the poset DP associated to P . This poset plays an important role in under-
standing the map P → Q(P ). For example, it is behind the proofs of Theorem 2.6 of P. Oblak
and T. Kosˇir and Theorem 2.8 of P. Oblak. The main proofs of Section 3 refer to the U-chains
in the poset. However, we note for those readers less interested in this background that the
proofs there will use equation (2.3) and Theorem 2.8 above and may be read independently
of the Definition 2.10 of the poset DP . For further discussion of DP see [5, 22, 25, 26, 27].
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The poset DP .
Let P be a partition of n, and let B = JP acting on the vector space V . The poset DP has n
vertices corresponding to a basis B of V and we will decompose B into the union of bases for
submodules Vi. First we recall the basis B, which we will label by certain triples (u, i, k). We
write ni for the multiplicity of the part i in P , so P = (. . . , i
ni , . . .). Following the notation of
[5, Section 2.1] or [22] we have V = ⊕i∈SPVi, where Vi has a decomposition
Vi =
ni⊕
k=1
Vi,k (2.4)
into cyclic B-modules Vi,k, each of length i. The subspace Vi,k has a cyclic vector that we
name (1, i, k) and Vi,k has basis
{(u, i, k) = Bu−1(1, i, k) : 1 ≤ u ≤ i}. (2.5)
So Vi,k ∼= k[x]/xi as a k[x]-module through the action of B [22, Definition 2.3]. We denote by
B the concatenation of the above bases for Vi,k, and by 〈A · v | (u, i, k)〉 the coefficient of A · v
on the basis vector (u, i, k). Fix i and denote by Wi the subset of B consisting of the cyclic
vectors of {Vi,k : 1 ≤ k ≤ ni}, that is3,
Wi = {(1, i, ni), . . . , (1, i, 1)}. (2.6)
Let Wi be the span of Wi. Denote by pii the projection from the centralizer CB to Matni(k)
obtained by restricting A ∈ CB to Wi and then projecting to Wi. Let
pi : CB →
∏
i
Matni(k) (2.7)
be the product of the pii. We define a nilpotent subalgebra UB ⊂ CB as the set of all A ∈ CB
such that pii(A) is strictly upper triangular on Wi for every i:
UB = {A ∈ CB | for every i ∈ SP : 1 ≤ s ≤ s′ ≤ ni ⇒ 〈A · (1, i, s′) | (1, i, s)〉 = 0}. (2.8)
The following proposition is well known (see [2, Lemma 2.3], [13, Thm. 3.5.2], [21, Theorem
6],[45]). Recall that NB is the set of nilpotent elements of CB.
Proposition 2.9. Let B = JQ where Q is a partition of n. Then
a. The map pi is the projection from CB onto its semisimple part.
b. UB ⊂ NB and UB is isomorphic to an affine space.
c. When P has no repeated parts, then UB = NB.
Proof. Part (c) follows evidently from (a) and (b) when each ni = 1. The inclusion in part (b)
follows from (a) when each ni = 1 since then pi |UB= 0, and in general the inclusion follows
from Lemma 2.3 in [2]. Since it is an algebra, UB is isomorphic to an affine space. 
3We thank a referee for pointing out that the order needs to be as given to be consistent with “upper
triangular” in the definition of UB . See also Example 2.16.
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Definition 2.10 (Poset DP ). The poset DP has the set B of basis elements of V as its
underlying set. For v, v′ ∈ B, we set v < v′ if there is an element A ∈ UB such that
〈A · v | v′〉 6= 0.
The diagram Diag(L) of a poset L is a directed graph of which the vertices are the elements
of L and with an arrow v → v′ if v′ covers v (here v′ covers v if v < v′ and there is no v′′
such that v < v′′ < v′). Recall that SP is the set of integers that are parts of P . For i ∈ SP
we denote by i− the next smaller element of SP if it exists (that is, if i is not the smallest
part of P ), and by i+ the next larger element of SP , if it exists. For P = (5, 4, 4, 3, 2, 2) where
SP = {5, 4, 3, 2}, 4+ = 5 and 3− = 2.
Definition 2.11 (Elementary Maps associated to P ). [5, Def. 2.9]. The maps βi, αi, ei,k and
wi defined below are zero on the elements of B that are not specifically listed. They are called
the elementary maps associated to P = (p1 ≥ p2 ≥ · · · ≥ ps).
i. for i ∈ SP\{ps}, βi maps the vertex (u, i, ni) to (u, i−, 1), whenever 1 ≤ u ≤ i−.
ii. for i ∈ SP\{ps}, αi maps (u, i−, ni−) to (u + i− i−, i, 1), whenever 1 ≤ u ≤ i−.
iii. For i ∈ SP and k ∈ {1, 2, . . . , ni} ei,k maps the vertex (u, i, k) to (u, i, k + 1) whenever
1 ≤ u ≤ i, 1 ≤ k < ni.
iv. When i ∈ SP is isolated (i.e. when neither i− 1 ∈ SP nor i + 1 ∈ SP ), wi sends (u, i, ni)
to (u + 1, i, 1) whenever 1 ≤ u < i.
Lemma 2.12. There is an edge v → v′ in the diagram Diag(DP ) if and only if there exists an
elementary map γ such that γ(v) = v′. Also, the elementary maps generate the algebra UB.
Proof. That the elementary maps generate UB is [5, Corollary 2.12]. This implies that there
is an edge v → v′ only if there is an elementary map γ such that γ(v) = v′. Conversely, it
is an easy case by case check that v′ covers v when there is an elementary map γ such that
γ(v) = v′. 
Example 2.13. When P = (3, 2) and B = JP then the algebra UB is generated by α3, and
β3, subject to the relations α3
2 = β3
2 = (β3α3)
2 = 0. For P ′ = (3, 2, 2, 1) and B′ = JP ′ the
algebra UB′ is generated by α3, α2, β3, β2 and e2,1 (Figure 2).
Definition 2.14 (Rows of DP ). A row of length i of DP is a subset of the form {(u, i, k) ∈
DP | 1 ≤ u ≤ i}, where i ∈ SP and k satisfying 1 ≤ k ≤ ni is fixed.
Definition 2.15. Let a ∈ SP . The U-chain Ca of the poset DP is comprised of three parts:
i. the unique maximal chain through all the vertices of DP in rows of lengths a and a− 1;
ii. the maximal chain from the source vertex (1, p1, 1) down to (1, a, 1);
iii. the maximal chain from the vertex (a, a, na) to the sink vertex (p1, p1, np1) of DP .
By definition, the length |Ca| is the number of vertices in the U-chain. It satisfies |Ca| =
ana + (a− 1)na−1 + 2
∑
i>a ni (this is equation (2.3)).
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Figure 2: Diag(DP ) for P = (3, 2) and P = (3, 2, 2, 1).
Example 2.16. For the partition P = (3, 2, 2, 1) of Figure 2, the U-chain C2 is
4
v3 → v7 → v5 → v8 → v6 → v4 → v1 or, in triples notation,
(1, 3, 1)→ (1, 2, 1)→ (1, 2, 2)→ (1, 1, 1)→ (2, 2, 1)→ (2, 2, 2)→ (3, 3, 1),
given by the chain of maps (right to left) α3 ◦ e21 ◦ α2 ◦ β2 ◦ e21 ◦ β3. The U-chain C3 is
(1, 3, 1)→ (1, 2, 1)→ (1, 2, 2)→ (2, 3, 1)→ (2, 2, 1)→ (2, 2, 2)→ (3, 3, 1)
given by α3 ◦ e21 ◦ β3 ◦ α3 ◦ e21 ◦ β3.
3 The table T (Q) for Q−1(Q) when Q = (u, u− r).
In this section we determine the tables T (Q) giving the complete set Q−1(Q) for all stable
partitions Q having two parts: Q = (u, u−r) with u > r ≥ 2. Our main results, Theorem 3.12
specifying the table T (Q) ⊂ Q−1(Q), and Theorem 3.19 asserting completeness of the table
are proved in Sections 3.2 and 3.4, respectively.
3.1 Three subsets of Q−1(Q) and their intersections.
By Theorem 2.4, Q = Q(P ) has two parts exactly when P is the union of two almost rectan-
gular partitions, but P is not almost rectangular. Hence there exist a, b ∈ N with a − b ≥ 2
such that
P = (ana , (a− 1)na−1 , bnb , (b− 1)nb−1) with na > 0 and nb > 0. (3.1)
We can and will assume that nb−1 = 0 if b = 1. As before, we have denoted by ni the number
of parts of P having length i.
4In writing a matrix for A in the basis B we number the basis vectors v1, . . . , vn according to decreasing i,
then decreasing k, then decreasing u, as in Figure 2; see also [4, 5, 22].
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Definition 3.1 (Type A,B,C partitions in Q−1(Q)). Let Q = (u, u − r) with u, r ∈ N, u >
r ≥ 2 and let P ∈ Q−1(Q) satisfy (3.1).
We say that P is of type A if u = a · na + (a− 1)na−1;
We say that P is of type B if u = 2na + 2na−1 + bnb + (b− 1)nb−1, or if b = a− 2, nb−1 = 0
and u = 2na + (a− 1)na−1 + bnb.
We say that P is of type C if b = a − 2, if each of na, na−1, nb, nb−1 is non-zero, and
u = 2na + (a− 1)na−1 + bnb.
Remark 3.2. It is clear from Theorem 2.8 that every P ∈ Q−1((u, u − r)) is of type A,B,
or C. Note that a partition can have more than one type (Lemma 3.6 and Remark 3.15).
When P has type A then the length of the U-chain Ca through the upper almost rectangular
subpartition of P is the largest part of Q, and u − r = bnb + (b − 1)nb−1. When P has
type B the length of the U-chain through the lower almost rectangular subpartition of P
is the largest part of Q (when both b = a − 2 and nb−1 = 0 this almost rectangular lower
subpartition is ((a − 1)na−1 , bnb)). Then u − r = (a − 2)na if b = a − 2 and nb−1 = 0, and
u− r = (a− 2)na + (a− 3)na−1 otherwise. When P has type C the middle almost rectangular
U-chain Ca−1 is a longest U-chain. Then u− r = (a− 2)na + (b− 1)nb−1.
Example 3.3. The partition P = (5, 4, 4, 3, 3, 2) is of type C since the middle U-chain of
length |C4| = 16 is longest, as |C5| = 13 and |C3| = 14. The partition P = (5, 5, 4, 3, 2) is of
type A: the longest U-chain is C5. The partition P = (5, 4, 3, 2, 2, 2) if of type B: the longest
U-chain is the bottom chain C3.
We characterize below in Lemma 3.6 partitions P of type C that are not of type A or B;
we use this result later in the proof of Lemma 3.18 and Theorem 3.19. The following is a
consequence of equation (2.3).
Lemma 3.4. Let P be a partition as in equation (3.1). The length of the top U-chain Utop = Ca
of DP is
|Utop| = na · a+ na−1 · (a− 1), (3.2)
while the length of the bottom U-chain Ubottom = Cb is
|Ubottom| = nb · b+ nb−1 · (b− 1) + 2(na + na−1). (3.3)
We have
|Utop| − |Ubottom| = na · (a− 2) + na−1 · (a− 3)− nb · b− nb−1 · (b− 1). (3.4)
If b = a− 2 and na−1 > 0, then the length of the middle U-chain Umiddle = Ca−1 is
|Umiddle| = na−1 · (a− 1) + na−2 · (a− 2) + 2na, (3.5)
and we have
|Umiddle| − |Utop| = (na−2 − na) · (a− 2),
|Umiddle| − |Ubottom| = (na−1 − na−3) · (a− 3). (3.6)
Consequently, P is of type C and not of type A or B if and only if b = a− 2 and both
na−1 > na−3 > 0, and na−2 > na. (3.7)
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Classification of type C partitions.
Definition 3.5. Given the sequence C = (c1, c2, s1, s2; a) of non-negative integers satisfying
c1, c2 ≥ 1, a ≥ 4, (3.8)
we denote by PC the partition
PC = (a
c1 , (a− 1)c2+s2 , (a− 2)c1+s1 , (a− 3)c2). (3.9)
In the notation of Definition 1.3 we have
PC =
(
[(c1 + c2 + s2)a− (c2 + s2)]c1+c2+s2 , [(c1 + c2 + s1)(a− 2)− c2]c1+c2+s1
)
, (3.10)
and PC is a partition of
n = a · c1 + (a− 1)(c2 + s2) + (a− 2)(c1 + s1) + (a− 3)c2
= (2a− 2) · c1 + (2a− 4) · c2 + (a− 1) · s2 + (a− 2) · s1. (3.11)
The number of parts t(PC) of PC satisfies t(PC) = 2c1 + 2c2 + s1 + s2.
The following Lemma is a direct consequence of Lemma 3.4 and equation (3.9).
Lemma 3.6. Let the sequence C = (c1, c2, s1, s2; a) satisfy (3.8). Then PC is a type C partition
and
Q(PC) = ((c2 + s2)(a− 1) + (c1 + s1) · (a− 2) + 2c1, c1 · (a− 2) + c2 · (a− 3)) . (3.12)
In other words, PC ∈ Q−1((u, u− r)) where
u = (c2 + s2)(a− 1) + (c1 + s1) · (a− 2) + 2c1 and
r = s1 · (a− 2) + s2 · (a− 1) + 2(c1 + c2). (3.13)
Moreover, if P is a partition of type C, then P = PC for some sequence C = (c1, c2, s1, s2; a)
satisfying (3.8). Here PC is also of type A if and only if s1 = 0; and PC is also of type B if
and only if s2 = 0. The set
{PC : C = (c1, c2, s1, s2; a) satisfying (3.8) with s1 ≥ 1 and s2 ≥ 1} (3.14)
is the complete set of partitions that are of type C but not of type A or B.
The table T (Q), Q = (12, 3) is the first to contain a type C partition PC , C = (1, 1, 1, 1; 4)
that is not of type A or B; see also Example 3.16 below where Q = (27, 3).
Corollary 3.7. If u ≥ r + r2/8 then every partition in Q−1((u, u − r)) has type A or has
type B.
Proof. Let C and PC be as in equations (3.8) and (3.9). By Lemma 3.6, both s1 > 0, s2 > 0
is needed for PC to not be of type A or B. Then
r2/8 >
s1 + s2
2
· (c1 + c2)(a− 2) ≥ (c1 + c2)(a− 2) > u− r = (c1 + c2)(a− 2)− c2,
where the first inequality follows from (3.13) and the last one uses that c2 > 0. 
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Remark 3.8. Although we will not use it, we note the following connection between type C
partitions in the sets Q−1(Q) and Q−1(Q′) where Q and Q′ are certain stable partitions of
distinct integers n and n′. The formulas (3.9) for PC , (3.11) for n = |PC |, and (3.12) for Q(PC)
are linear in the multiplicities (c1, c2, s1, s2). Also, increasing a by 1 to form P
′ = PC′ = PC +1
increases each part of PC by 1, so |P ′C | = |PC |+ t(PC), while the multiplicities stay the same.
The same increase of a by 1 increases Q(PC) = (u, u− r) by ∆Q = (c1 + c2 + s1 + s2, c1 + c2)
to form Q + ∆Q = Q′ = (u′, u′ − r′). It increases r by (s1 + s2) and what we will call the
key SQ = (r − 1, u − r) of Q to SQ′ = SQ + (s1 + s2, c1 + c2) (see Definition 4.9). By setting
a = 4 we find the most “basic” partition PC0 , C0 = (c1, c2, s1, s2; 4) of type C having given
multiplicities (c1, c2, s1, s2). We have that |PC | = |PC0 |+ t(a− 4), where t = t(PC).
Finally, we note that it follows from (3.13) that the number of parts of PC satisfies
t(PC) ≤ min{2u/3, r}, (3.15)
for all type C partitions from Definition 3.5. We refer to this in Remark 3.15.
3.2 The table T (Q) for Q = (u, u− r).
In this section we prove Theorem 3.12 which describes the (r − 1) × (u − r) table T (Q) of
elements in Q−1(Q).
Definition 3.9 (Table invariants). Let Q = (u, u − r) with u > r ≥ 2. If r ≥ 3 and
1 ≤ t ≤ min{u− r, b r−1
2
c}, define
qt = du−rt e
dt = t · qt − (u− r).
We set k0 = 1, and if r ≥ 3 then for 1 ≤ t ≤ min{u− r, b r−12 c} define
kt = du+1−t+dtqt+1 e, and
ct =

kt if dt = 0,
du−2t+dt
qt
e if dt > 0.
(3.16)
Remark 3.10. The invariants kt give the rows of the table T (Q) that start with a partition
of type B or C, and the invariants ct determine the number of partitions of type C in the
corresponding hook, see Theorem 3.12.5
Since 0 ≤ du−r
t
e − u−r
t
< 1, we have 0 ≤ dt < t. Note that by equation (2.1) qt and dt are
defined in such a way that
[u− r]t = ((qt)t−dt , (qt − 1)dt). (3.17)
5We recognize that the values of kt and ct are somewhat mysterious: they have to do with shifts in the
ranks of certain powers of Pk,` as the index (k, `) changes. We believe that a subsequent planned paper on
equations of loci ZPk,` (see equation (1.2)) will shed some light.
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Using the definition of dt = t · qt − (u− r), we can also write
kt = t+ d r−2t+1qt+1 e, and
ct =

kt if dt = 0,
t+ d r−2t
qt
e if dt > 0.
(3.18)
Example 3.16 below shows these invariants for Q = (27, 3). The following lemma gives
some of the basic properties of the invariants of Definition 3.9.
Lemma 3.11 (Relations among the table invariants). Assume that Q = (u, u − r) with
u > r ≥ 3 and let tmax = min{u− r, b r−12 c}. Then
(a) ktmax =

r
2
if u− r > b r−1
2
c and r is even;
d r+1
2
e otherwise.
(b) The sequence {k1, k2, . . . , ktmax} is a nondecreasing sequence of positive integers satisfying
2 ≤ kt ≤ d r+12 e for all t ∈ {1, 2, . . . , tmax}.
(c) For all t ∈ {1, . . . , tmax}, kt ≤ ct ≤ r − t.
Proof. We begin with part (a). First assume that u − r ≤ b r−1
2
c. Then tmax = u − r. So
qtmax = 1, dtmax = 0, and Definition 3.9 gives ktmax = d r+12 e.
Now assume that u− r > b r−1
2
c. Then tmax = b r−12 c and by formula (3.18) we have
ktmax =
⌊r − 1
2
⌋
+
⌈r − 2 (⌊ r−1
2
⌋)
+ 1
qtmax + 1
⌉
.
Since r−1
2
− 1 < b r−1
2
c ≤ r−1
2
, we get 2 ≤ r− 2(b r−1
2
c) + 1 < 4. On the other hand, since by
assumption b r−1
2
c < u− r, we have qtmax = d u−rtmax e ≥ 2. Thus d
r−2(b r−1
2
c)+1
qtmax+1
e = 1 and therefore
by formula (3.18) we obtain that
ktmax =
⌊r − 1
2
⌋
+ 1. (3.19)
To complete the proof of (a) we note that b r−1
2
c is equal to r
2
− 1 if r is even, and is equal to
r−1
2
if r is odd.
We move to part (b). By Definition 3.9, q1 = u− r and k1 = d uu−r−1e. So k1 ≥ 2. By equation
(3.18), for 1 < t ≤ tmax we have
kt−1 = t− 1 +
⌈ r−2(t−1)+1
qt−1+1
⌉
≤ t− 1 + ⌈ r−2t+1+1+qt
qt+1
⌉
since 1 ≤ qt ≤ qt−1
= t+
⌈
r−2t+1
qt+1
⌉
= kt.
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To complete the proof of part (b), it is enough to use part (a) to obtain that ktmax ≤ d r+12 e.
Finally we prove part (c). Let t ∈ {1, 2, . . . , tmax}. Using formula (3.18) and the definition
of ct, to show that kt ≤ ct it is enough to show that d r−2t+1qt+1 e ≤ d r−2tqt e. If qt ≤ r − 2t, then
r−2t+1
qt+1
≤ r−2t
qt
, and therefore the desired inequality holds. On the other hand, if qt > r − 2t,
then both r−2t
qt
and r−2t+1
qt+1
are between 0 and 1, and therefore d r−2t+1
qt+1
e = d r−2t
qt
e = 1. To
complete the proof of part (c), using the inequality d r−2t+1
qt+1
e ≤ d r−2t
qt
e, formula (3.18), and the
definition of ct, it is enough to show that t + d r−2tqt e ≤ r − t holds for all t ∈ {1, 2, . . . , tmax}.
This is obvious because by Definition 3.9 the integer qt ≥ 1 and therefore d r−2tqt e ≤ r − 2t. 
The following is the first part of our main result. The reader may wish to read Corol-
lary 3.14 and Remark 3.15 along with the Theorem, to gain some intuition about the result.
In particular, note that we privilege type A over type B over type C as labels of partitions in
Q−1(Q): thus, a set of indices At correspond to type A partitions of the table T (Q) (Definition
3.13) that may also be of type B or C; a set Bt corresponds to partitions of type B, but not
of type A and a set Ct corresponds to partitions in the table that are of type C but that are
not of type A or B. To a certain extent, this favoring of type A over B over C is an arbitrary
choice, but the choice does make the decomposition of the table more regular, in our view.
Theorem 3.12 (Table Theorem, part I). Let Q = (u, u− r) with u > r ≥ 2.
(a) For every positive integer t such that 1 ≤ t ≤ min{u− r, b r−1
2
c} = tmax, define the set
At = {(k, `) ∈ N× N | kt−1 ≤ k < kt and t ≤ ` ≤ u− r}.
For T = min{u− r, b r−1
2
c}+ 1 = tmax + 1 define the set
AT = {(k, `) ∈ N× N | k = ktmax = r − T and T ≤ ` ≤ u− r}.
Moreover
AT 6= ∅ ⇔ r is even and u ≥ 3r
2
, (3.20)
and in that case T = ktmax =
r
2
Then for all (k, `) ∈ At, when t ∈ {1, 2, . . . , T} the partition Pk,` =
(
[u]k, [u− r]`) is of
type A and satisfies Q(Pk,`) = (u, u− r).
(b) For every positive integer t such that 1 ≤ t ≤ min{u − r, b r−1
2
c}, define the subset
Ct ⊂ N× N as
Ct = {(k, t) | kt ≤ k < ct}.
Then for all (k, `) ∈ Ct, the partition
Pk,` =
(
[u− r + 2t]t, [u− 2t− dt(qt − 1)]k−dt , (qt − 1)dt)
)
is of type C but not of type A or B, and satisfies Q(Pk,`) = (u, u− r).
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(c) For every positive integer t such that 1 ≤ t ≤ min{u − r, b r−1
2
c}, define the subset
Bt ⊂ N× N as
Bt = {(k, t) | ct ≤ k ≤ r − t} ∪ {(r − t, `) | t < ` ≤ u− r}.
Then for all (k, `) ∈ Bt, the partition
Pk,` =
(
[u− r + 2t]t, [u− 2t]k+`−t)
is of type B but not of type A and satisfies Q(Pk,`) = (u, u− r).
(d) Each pair (k, `) ∈ N× N with 1 ≤ k ≤ r − 1 and 1 ≤ ` ≤ u− r belongs to one and only
one set At, Bt or Ct defined above. In particular there are listed above (r − 1)(u − r)
distinct partitions {Pk,`}, each satisfying Q(Pk,`) = (u, u− r). Moreover, every partition
Pk,` has k + ` parts.
The proof of Theorem 3.12 starts on page 17 after Remark 3.15.
Definition 3.13. (a) For Q = (u, u− r) as in Theorem 3.12 we define the table T (Q) as the
array of partitions {Pk,` | 1 ≤ k ≤ r − 1, 1 ≤ ` ≤ u− r} from Theorem 3.12.
(b) [B/C hook] For 1 ≤ t ≤ min{u − r, b r−1
2
c} the set {Pk,` | (k, `) ∈ Bt ∪ Ct} is called the
t-th B/C hook of T (Q).
(c) [A row] For a pair (t, k) consisting of a positive integer t such that 1 ≤ t ≤ min{u−r, b r−1
2
c}
and k satisfying kt−1 ≤ k < kt, and also for t = tmax + 1 and each k satisfying kt−1 ≤ k ≤
r − t the set of partitions {Pk,` | t ≤ ` ≤ u− r} is called the (t, k)-th A row of T (Q), or,
more simply, the k-th A row of T (Q).
Evidently, when 1 ≤ t ≤ tmax the set At of Theorem 3.12(a) is the union of indices (k, `)
from all the k-th A rows of T (Q) for kt−1 ≤ k < kt; for T = tmax + 1 when the set AT is
nonempty, it comprises a single A row with k = r − T .
Corollary 3.14. The A rows and B/C hooks form a decomposition of the table T (Q).
The proof of Corollary 3.14 is given on page 26.
Remark 3.15 (Table decomposition into A rows and B/C hooks). By Theorem 3.12 and
Corollary 3.14 the (r − 1) × (u − r) table T (Q) is decomposed into (disjoint) A rows and
B/C hooks, each ending in the rightmost column of T (Q). The t-th B/C hook begins at Pkt,t,
t ∈ {1, . . . , tmax}, has a lower left corner at Pr−t,t and moves horizontally right to Pr−t,u−r.
The top k1− 1 rows of the table are comprised of type A partitions. Each subsequent (t, k)-th
A row or partial row with t ≥ 2 begins to the right of the (t− 1)-st B/C hook, and above the
t-th B/C hook (kt−1 ≤ k < kt) for some t, or to the right of the last B/C hook (k ≥ ktmax).
The (t, k)-th (or k-th) A row begins at Pk,t and ends at Pk,u−r: this leaves exactly the t − 1
spaces at the start of the k row of T (Q) for the column portion of the previous t − 1 B/C
hooks, each beginning at Pkt′ ,t′ for t
′ satisfying 1 ≤ t′ ≤ t− 1. In other words, these rows and
hooks exactly fit together to form the rectangular table T (Q). Note that the last B/C hook
will be entirely horizontal if ktmax = r − tmax, and it will be vertical if tmax = u− r.
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Sometimes a partition has more than one type: for example P = (a, a − 1, a − 2, a − 3)
with Q(P ) = (2a− 1, 2a− 5) is of type A,B, and C. However, by Definition 3.13 a B/C hook
consists of partitions that are of type B or C, but not of type A. Finally, each type C entry
Pk,` is preceded in its B/C hook only by other type C entries, and by (3.15) they can occur
only when k + ` ≤ min{2u/3, r}.
Proof of Theorem 3.12. Part (a)
Case 1. Let 1 ≤ t ≤ min{u− r, b r−1
2
c} and suppose that (k, `) ∈ At. Then kt−1 ≤ k < kt
and t ≤ ` ≤ u− r.
Since k < kt, by the definition of kt we have
k ≤ kt − 1 =
⌈u+ 1− t+ dt
qt + 1
⌉
− 1 ≤ u− t+ dt
qt + 1
. (3.21)
Thus u
k
≥ u
u−t+dt (qt + 1). Since dt < t, we get
u
k
> qt + 1. In particular we have⌊u
k
⌋
≥ qt + 1 and
⌈u
k
⌉
≥ qt + 2.
On the other hand, by equation (3.17) we have [u− r]t =
(
qt−dtt , (qt − 1)dt
)
.
If bu
k
c ≥ qt + 2, then the two longest U-chains poset of Pk,` are Utop = Cdu
k
e and Ubottom =
Cdu−r
`
e, of lengths
|Utop| = u,
|Ubottom| = u− r + 2k
≤ u− r + 2(kt − 1) (by the first inequality of (3.21))
≤ u− r + 2(d r+1
2
e − 1) (by Lemma 3.11b)
≤ u.
So Q(Pk,`) = (u, u− r) in this case and Pk,` is of type A.
Now assume that bu
k
c = qt + 1. We can then write
Pk,t =
(
(qt + 2)
m, (qt + 1)
k−m, qt−dtt , (qt − 1)dt
)
for some m ∈ {1, · · · , k}.
By (3.21), k(qt + 1) + (t − dt) ≤ u. Thus [u]k has at least t − dt parts of size qt + 2. So
m ≥ t− dt > 0.
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Thus, the three longest U-chains in the poset of Pk,t have the following lengths:
|Utop| = |Cqt+2| = u,
|Umiddle| = |Cqt+1| = u+ (u− r)− (dt(qt − 1) +mqt)
≤ u+ (u− r)− (dt(qt − 1) + (t− dt)qt)
= u+ u− r − (u− r) = u, (By definition of qt)
|Ubottom| = |Cqt | = u− r + 2k
≤ u− r + 2(kt − 1) (By the first inequality in (3.21))
≤ u− r + 2(d r+1
2
e − 1) (By Lemma 3.11b)
≤ u.
So Q(Pk,t) = (u, u − r) in this case as well and Pk,t is of type A. For ` > t the size
|Cqt+1| for the poset of Pk,` is strictly smaller than that for Pk,t, while the lengths |Utop| and
|Ubottom| = |Cdu−r
`
e| are the same as for Pk,t. This implies that for (k, `) ∈ At the partition Pk,`
is of type A, and Q(Pk,`) = Q, as claimed. This completes the proof of part (a) Case 1.
Case 2. Let t = min{u − r, b r−1
2
c} + 1 = T . We first prove (3.20). We assume that r
is even and u ≥ 3r
2
. Then u − r > b r−1
2
c = r
2
− 1 and therefore T = r
2
and ktmax =
r
2
by
Lemma 3.11(a), and clearly AT 6= ∅.
We turn to ‘⇒’. Assume that AT 6= ∅. Then T 6= u− r+ 1 since otherwise there would be
no ` satisfying T ≤ ` ≤ u− r. Consequently T = b r−1
2
c+ 1 < u− r+ 1. Let (k, `) ∈ AT . Then
ktmax = k = r − T . We use Lemma 3.11(a). If ktmax = d r+12 e then we obtain the contradiction⌈r + 1
2
⌉
= ktmax = r − T = r −
(⌊r − 1
2
⌋
+ 1
)
= r − ⌊r + 1
2
⌋ ≤ r
2
.
Therefore r is even and ktmax =
r
2
. This proves (3.20) and the claim that when AT 6= ∅ then
T = ktmax =
r
2
. For the remainder of the proof of part (a) we assume that r is even, u ≥ 3r
2
,
and k = ktmax = T =
r
2
≤ ` ≤ u− r. Then
u
k
=
u
r
2
=
2u
r
, and
u− r
`
≤ u− rr
2
=
2u
r
− 2.
Therefore du−r
`
e ≤ bu
k
c − 1.
If du−r
`
e ≤ bu
k
c−2 then the longest U-chains in the poset of Pk,` have the following lengths:
|Utop| = u,
|Ubottom| = u− r + 2k
= u− r + 2( r
2
)
= u.
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So Q(Pk,`) = (u, u− r) in this case and Pk,` is of type A (and of type B).
Now assume that du−r
`
e = bu
k
c − 1. Let q = du−r
`
e. Then there exist nonnegative integers
n1 and n0 such that
[u]k =
(
(q + 2)n1 , (q + 1)k−n1
)
and [u− r]` =
(
qn0 , (q − 1)`−n0
)
.
In particular u = (q + 1)k + n1 and u− r = (q − 1)`+ n0. Thus
n1 − n0 = u− (q + 1)k − [u− r − (q − 1)`]
= (q − 1)(`− k)− 2k + r
≥ (q − 1)( r
2
− r
2
)− 2 r
2
+ r (since k = ktmax = T =
r
2
≤ `)
= 0.
(3.22)
Thus, the longest three U-chains in the poset of Pk,` have the following lengths:
|Utop| = |Cq+2| = u,
|Umiddle| = |Cq+1| = u+ (u− r)− ((`− n0)(q − 1) + n1 q)
= u+ (u− r)− ((`− n0)(q − 1) + n0 q + (n1 − n0)q)
= u+ (u− r)− (u− r + (n1 − n0)q) (by (3.22))
≤ u+ (u− r)− (u− r) = u,
|Ubottom| = |Cq| = u− r + 2k
= u− r + 2( r
2
) = u.
So Q(Pk,`) = (u, u− r) in this case as well and Pk,` is of type A (and of type B and possibly
also of type C).
Part (b). Let 1 ≤ t ≤ min{u− r, b r−1
2
c} and let (k, `) ∈ Ct. Then ` = t and kt ≤ k < ct.
If ct ≤ kt then Ct is empty and therefore there is nothing to prove in this case. We assume
that ct > kt. This in particular means dt > 0 by (3.16). We also note that by definition qt > 1
unless t = u− r in which case dt = 0. So we also have qt > 1.
Since kt ≤ k, using the definition of kt we get
k − dt ≥
⌈u+ 1− t+ dt
qt + 1
⌉
− dt ≥ u+ 1− t+ dt
qt + 1
− dt = u+ 1− t− dtqt
qt + 1
. (3.23)
Since by Remark 3.10 we have dt < t, we also get
u− 2t− dt(qt − 1) = (u+ 1− t− dtqt)− (t+ 1− dt) < (u+ 1− t− dtqt). (3.24)
Moreover, u − 2t − dt(qt − 1) ≥ 0 and therefore u + 1 − t − dtqt > 0 and k − dt > 0. Indeed
u− 2t− dt(qt − 1) > u− 2t− t(qt − 1) = u− t− (dt + (u− r)) > u− 2t− u+ r = r− 2t > 0.
Thus,
u− 2t− dt(qt − 1)
k − dt ≤
u− 2t− dt(qt − 1)
u+ 1− t− dtqt (qt + 1).
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This implies by (3.24)
u− 2t− dt(qt − 1)
k − dt <
(u+ 1− t− dtqt)
u+ 1− t− dtqt (qt + 1) = qt + 1. (3.25)
On the other hand, since k < ct, using the definition of ct we get
k−dt ≤ ct−1−dt =
⌈u− 2t+ dt
qt
⌉
−1−dt ≤ u− 2t+ dt + qt − 1
qt
−1−dt = u− 2t− dt(qt − 1)− 1
qt
.
Thus
u− 2t− dt(qt − 1)
k − dt ≥
u− 2t− dt(qt − 1)
u− 2t− dt(qt − 1)− 1qt > qt. (3.26)
It follows from (3.25) and (3.26) that we can write
[u− 2t− dt(qt − 1)]k−dt = ( (qt + 1)n1 , qn0t )
with n1 ≥ 1. Moreover, we have by (3.23)
(k − dt)(qt + 1) ≥ u+ 1− t− dtqt = u− 2t− dt(qt − 1) + (t+ 1− dt),
we get
n0 ≥ t+ 1− dt, (3.27)
and n0 + n1 = k − dt is positive.
Thus, using that [u− r + 2t]t = ((qt + 2)t−dt , (qt + 1)dt), as follows from (3.17), we have
Pk,` = ((qt + 2)
t−dt , (qt + 1)dt+n1 , q
n0
t , (qt − 1)dt). (3.28)
Therefore the three longest U-chains in the poset of Pk,` have the following lengths:
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|Utop| = |Cqt+2|
= (u+ u− r)− (dt(qt − 1) + n0qt)
= u+ u− r − dt(qt − 1)− n0qt
≤ (u+ u− r)− dt(qt − 1)− (t+ 1− dt)qt by (3.27)
= u+ u− r − dtqt − (−dt + tqt)− qt + dtqt
= u− qt (by the definition of qt),
< u. (since qt > 1).
|Umiddle| = |Cqt+1|
= (u+ u− r)− [(t− dt)(qt + 2) + dt(qt − 1)] + 2(t− dt)
= (u+ u− r)− [tqt − dt]
= u.
|Ubottom| = |Cqt|
= (u+ u− r)− [(t− dt)qt + (dt + n1)(qt − 1)]
= (u+ u− r)− [(t+ n1)qt − (dt + n1)]
= (u+ u− r)− [tqt − dt + n1(qt − 1)]
= u− n1(qt − 1) (by the definition of qt)
< u. (since qt > 1 and n1 ≥ 1).
So Q(Pk,`) = (u, u− r), as desired, and Pk,` is of type C but not of type A or B.
Part (c). Let 1 ≤ t ≤ min{u − r, b r−1
2
c} and let (k, `) ∈ Bt. Then either ` = t and
ct ≤ k ≤ r − t, or k = r − t and t < ` ≤ u− r. Recall Pk,` =
(
[u− r + 2t]t, [u− 2t]k+`−t).
Case 1. Let dt = 0.
In this case kt =
⌈u+ 1− t
qt + 1
⌉
and [u− r + 2t]t =
(
(qt + 2)
t
)
.
On the other hand the assumption dt = 0 implies ct = kt, by definition of ct. Since k ≥ ct
and ` ≥ t, we get
k + `− t ≥ kt =
⌈u+ 1− t
qt + 1
⌉
≥ u+ 1− t
qt + 1
.
Thus (
k + `− t
)
(qt + 1) ≥ u+ 1− t
= u− 2t+ (t+ 1)
> u− 2t.
(3.29)
Therefore d u−2t
k+`−te ≤ qt + 1.
21
Case 1.1. If d u−2t
k+`−te < qt + 1, then the largest part of the partition
[u−2t]k+`−t is at most qt, and therefore it is not adjacent to the parts of [u−r+2t]t.
Thus the lengths of the two longest U-chains in the poset of Pk,` are as follows.
|Utop| = u− r + 2t
≤ u− r + 2b r−1
2
c
< u.
|Ubottom| = 2t+ (u− 2t)
= u.
So Q(Pk,`) = (u, u− r) and Pk,` is of type B but not of type A.
Case 1.2. If d u−2t
k+`−te = qt+1, then formula (3.29), thanks to (2.1), implies that the
partition
[u− 2t]k+`−t has at least t+ 1 parts of size qt. Thus we can write
[u− 2t]k+`−t = ((qt + 1)k+`−t−n0 , qn0t ),
with n0 ≥ t+ 1. Therefore Pk,` = ( (qt + 2)t, (qt + 1)k+`−t−n0 , qn0t ) and the lengths
of the longest two U-chains in the poset of Pk,` are as follows.
|Utop| = |Cqt+2|
= (u+ u− r)− n0qt
≤ (u+ u− r)− (t+ 1)qt
= u+ u− r − (u− r)− qt (since u− r = tqt)
< u. (since qt > 0).
|Ubottom| = |Cqt+1|
= (u+ u− r)− tqt
= u+ u− r − (u− r) (since u− r = tqt)
= u.
So Q(Pk,`) = (u, u− r) and Pk,` is of type B but not of type A.
This completes the proof of (c) in Case 1.
Case 2. Let dt > 0.
In this case [u− r + 2t]t = ((qt + 2)t−dt , (qt + 1)dt).
Since by assumption k ≥ ct, and ` ≥ t, by the definition of ct we also have
k + `− t ≥ ct =
⌈u− 2t+ dt
qt
⌉
≥ u− 2t+ dt
qt
.
Therefore
(k + `− t)qt ≥ u− 2t+ dt > u− 2t. (3.30)
Thus d u−2t
k+`−te ≤ qt.
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Case 2.1. If d u−2t
k−t+`e < qt then the lengths of the longest two U-chains in the poset
of Pk,` are as follows.
|Utop| = u− r + 2t
≤ u− r + 2b r−1
2
c
< u.
|Ubottom| = 2t+ [u− 2t]
= u.
So Q(Pk,`) = (u, u− r) and Pk,` is of type B but not of type A.
Case 2.2. If d u−2t
k−t+`e = qt, then by (3.30) the partition [u − 2t]k−t+` has at least
dt parts of size qt − 1. So we can write
[u− 2t]k+`−t = (qk+`−t−n−1t , (qt − 1)n−1),
with n−1 ≥ dt. Thus
Pk,` = ((qt + 2)
t−dt , (qt + 1)dt , q
k+`−t−n−1
t , (qt − 1)n−1)
and the lengths of the longest three U-chains in the poset of Pk,` are as follows.
|Utop| = |Cqt+2|
= u− r + 2t
≤ u− r + 2b r−1
2
c
< u.
|Umiddle| = |Cqt+1|
= (u+ u− r)− [(t− dt)qt + n−1(qt − 1)]
≤ u+ u− r − [(t− dt)qt + dt(qt − 1)] (by the definition of qt and dt)
= u.
|Ubottom| = |Cqt |
= 2t+ [u− 2t]
= u.
So Q(Pk,`) = (u, u− r) and Pk,` is of type B but not of type A. (It may also be of
type C.)
This completes the proof in Case 2 and therefore the proof of part (c).
Part (d). It is easy to check that by construction each partition Pk,` in parts (a),(b),(c) of
the Theorem has k + ` parts. What remains is to show
(1) every (k, `) with 1 ≤ k ≤ r − 1 and 1 ≤ ` ≤ u − r belongs to exactly one of the sets
At, Bt, Ct, and
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(2) all partitions Pk,` are distinct, that is, if (k, `) 6= (k′, `′), then Pk,` 6= Pk′,`′ .
We begin with the proof of assertion (1). Let (k, `) ∈ {1, 2, . . . , r − 1} × {1, 2, . . . , u− r} and
let T = min{u− r, b r−1
2
c}+ 1 = tmax + 1.
Then either 1 ≤ ` < T or ` ≥ T .
Assume first that 1 ≤ ` < T . If k < k`, then (k, `) ∈ A`′ , where `′ is the smallest positive
integer such that k < k`′ . If k`−1 ≤ k < k` then (k, `) ∈ A`. If k` ≤ k < c` then (k, `) ∈ C`. If
c` ≤ k ≤ r − ` then (k, `) ∈ B`. Finally if k > r − ` then r − k < T and (k, `) ∈ Br−k.
We now assume that ` ≥ T . Then T ≤ u−r and therefore T = b r−1
2
c+1 = b r+1
2
c. Recall from
the definition and Lemma 3.11(b) that k0 = 1 and that (k0, k1, · · · , ktmax) is a nondecreasing
sequence. If kt−1 ≤ k < kt for some t ∈ {1, 2, . . . tmax} then (k, `) ∈ At. If ktmax ≤ k ≤ r − T
then ktmax =
r
2
= T by Lemma 3.11(a) and (k, `) ∈ AT . If k > r − T then r − k ≤ T − 1 and
(k, `) ∈ Br−k.
We have shown that the elements of the following union of three sets
{At : 1 ≤ t ≤ T}
⋃
{Bt : 1 ≤ t < T}
⋃
{Ct : 1 ≤ t < T} (3.31)
are subsets of and cover the rectangle {1, 2, . . . , r−1}×{1, 2, . . . , u−r} in N×N. By inspection,
one checks that any two of the sets in the set (3.31) are disjoint. This completes the proof of
assertion (1).
We proceed with the proof of assertion (2). Let (k, `) and (k′, `′) be two distinct elements of
{1, . . . , r − 1} × {1, . . . , u− r}. Put
FA = ∪{At | 1 ≤ t ≤ T}
FB = ∪{Bt | 1 ≤ t < T}
FC = ∪{Ct | 1 ≤ t < T}.
It follows from parts (a),(b),(c) of Theorem 3.12 that if (k, `) and (k′, `′) do not belong to the
same set FA,FB,FC , then Pk,` 6= Pk′,`′ since the two partitions are of different types.
Case 1. Suppose (k, `) and (k′, `′) ∈ FA. Then Pk,` =
(
[u]k, [u− r]`) and Pk′,`′ = ([u]k′ , [u− r]`′)
are obviously distinct.
Case 2. Suppose now that (k, `) and (k′, `′) are both in FC . Then (k, `) ∈ C` and (k′, `′) ∈ C`′ .
We also have
Pk,` = ([u− r + 2`]`, [u− 2`− d`(q` − 1)]k−d` , (q` − 1)d`) and
Pk,` = ([u− r + 2`′]`′ , [u− 2`′ − d`′(q`′ − 1)]k−d`′ , (q`′ − 1)d`′ ).
Case 2.1. Suppose ` = `′. Then since (k, `) 6= (k′, `′) we must have k 6= k′. Thus
for t = ` = `′ we have
[u− 2t− dt(qt − 1)]k−dt 6= [u− 2t− dt(qt − 1)]k′−dt ,
and so Pk,` 6= Pk′,`′ .
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Case 2.2. Suppose `′ < `. Recall that (3.17) implies that
[u− r + 2`]` =
(
(q` + 2)
`−d` , (q` + 1)d`
)
[u− r + 2`′]`′ =
(
(q`′ + 2)
`′−d`′ , (q`′ + 1)d`′
)
.
So to show that Pk,` 6= Pk′,`′ it is enough to show that the rectangular partitions
(q` + 2)
`−d` and (q`′ + 2)`
′−d`′ are distinct. This is obvious if q`′ > q`. Assume that
q`′ = q` = q. By Definition 3.9, we have
u− r = `′q − d`′ = `q − d`.
Then (d` − d`′) = q(`− `′), and therefore (`′ − d`′)− (`− d`) = (q − 1)(`− `′).
Then since `′ < ` ≤ u − r, we must have q > 1 by the definition of q = q`′ and
consequently (`′ − d`′) − (` − d`) > 0. This in particular implies that (q + 2)`−d`
and (q + 2)`
′−d`′ and therefore Pk,` and Pk′,`′ are distinct partitions.
Case 3. Suppose now that (k, `) and (k′, `′) are both in FB.
Case 3.1 Suppose that ` = `′ and k′ < k.
Case 3.1.1. Suppose that k′ < k ≤ r − `, then (k, `) and (k′, `′) are both in B`.
Then Pk,` =
(
[u− r + 2`]`, [u− 2`]k
)
and Pk′,`′ =
(
[u− r + 2`]`, [u− 2`]k′
)
. Since
k 6= k′, we obviously get Pk,` 6= Pk′,`′ in this case.
Case 3.1.2. Suppose that k′ ≤ r − ` < k, then (k′, `′) ∈ B` and (k, `) ∈ Br−k.
Thus
Pk′,`′ =
(
[u− r + 2`]`, [u− 2`]k′
)
and
Pk,` =
(
[u− r + 2(r − k)]r−k, [u− 2(r − k)]k+`−(r−k)
)
.
By definition of q` we have [u− r + 2`]` =
(
(q` + 2)
`−d` , (q` + 1)d`
)
. On the other
hand, the biggest part of [u− r + 2(r − k)]r−k is du−r
r−ke + 2. So Pk,` and Pk′,`′ are
obviously distinct when du−r
r−ke 6= q`. We assume next that du−rr−ke = q` = q. Then
there exists an integer e such that 0 ≤ e < r − k and u− r = (r − k)q − e. Then
by (2.1) [u− r + 2(r − k)]r−k =
(
(q + 2)r−k−e, (q + 1)e
)
. On the other hand since
u− r = `q − d` we also have
`− d` = (r − k − e)− (q − 1)(`− (r − k)).
Since r−k < ` ≤ u−r, we also have q > 1 and `−(r−k) > 0. Thus `−d` < r−k−e.
Consequently, Pk,` and Pk′,`′ have different numbers of parts of size q + 2, so they
are distinct.
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Case 3.1.3 Suppose that r − ` < k′ < k, then (k′, `′) ∈ Br−k′ and (k, `) ∈ Br−k.
Thus
Pk′,`′ =
(
[u− r + 2(r − k′)]r−k′ , [u− 2(r − k′)]k′+`−(r−k′)
)
and
Pk,` =
(
[u− r + 2(r − k)]r−k, [u− 2(r − k)]k+`−(r−k)
)
.
Then an argument very similar to the one for case 3.1.2 shows that either the
biggest parts of Pk,` and Pk′,`′ , or the number of the second biggest parts of the
two partitions are different and therefore Pk,` and Pk′,`′ are distinct.
Case 3.2. Suppose that `′ < `. If k+ ` 6= k′+ `′ then Pk,` and Pk′,`′ have different number
of parts and therefore are distinct. For the rest of the proof of this case we assume that
k + ` = k′ + `′. This in particular implies that k′ > k.
We note that if `′ ≤ r − k′ and ` ≤ r − k then (k, `) ∈ B` and (k′, `′) ∈ B`′ . If `′ ≤
r − k′ < r − k < ` then (k′, `′) ∈ B`′ and (k, `) ∈ Br−k. If r − k′ < `′ < ` ≤ r − k then
(k′, `′) ∈ Br−k′ and (k, `) ∈ B`. And if r − k′ < `′ and r − k < ` then (k′, `′) ∈ Br−k′ and
(k, `) ∈ Br−k. Using the argument in the proof of case 2.2, we can show that if τ ′ < τ then
[u−r+2τ ]τ 6= [u−r+2τ ′]τ ′ . So in all cases listed above, the top almost rectangular partitions
of Pk,` and Pk′,`′ are different. Therefore Pk,` 6= Pk′,`′ .This completes the proof of part (d) of
Theorem 3.12. 
Proof of Corollary 3.14. The Corollary follows immediately from the proof of Assertion (1) in
the proof of Theorem 3.12(d) and Definition 3.13. 
Example 3.16 (Table T (Q) and table invariants for Q = (27, 3)). Here u−r = 3, and r = 24.
We have tmax = min{u− r, b r−12 c} = 3 and the table invariants of Definition 3.9 are
q1 = d31e = 3
d1 = 0,
k1 = d274 e = 7, and
c1 = 7.
q2 = d32e = 2
d2 = 1, and
k2 = d273 e = 9, and
c2 = d242 e = 12.
q3 = d33e = 1
d3 = 0,
k3 = d252 e = 13, and
c3 = 13.
Recall from Theorem 3.12 that k1 = 7, k2 = 9, k3 = 13 are the rows of T (Q) where B/C
hooks begin. By Theorem 3.12 we have
• For 1 ≤ k ≤ 6, and 1 ≤ ` ≤ 3, we have Pk,` = ([27]k, [3]`). (Type A)
• For ` = 1 and 7 ≤ k ≤ 23, we have Pk,1 = (5, [25]k). (Type B, vertical part of B/C hook,
in green)
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(27, 3) (27, [3]2) (27, [3]3)
([27]2, 3) ([27]2, [3]2) ([27]2, [3]3)
...
...
...
...
...
...
...
...
...
([27]6, 3) ([27]6, [3]2) ([27]6, [3]3)
(5, [25]7) ([27]7, [3]2) ([27]7, [3]3)
(5, [25]8) ([27]8, [3]2) ([27]8, [3]3)
(5, [25]9) ([7]2, [22]8, 1) ([27]9, [3]3)
(5, [25]10) ([7]2, [22]9, 1) ([27]10, [3]3)
(5, [25]11) ([7]2, [22]10, 1) ([27]11, [3]3)
(5, [25]12) ([7]2, [23]12) ([27]12, [3]3)
(5, [25]13) ([7]2, [23]13) ([9]3, [21]13)
(5, [25]14) ([7]2, [23]14) ([9]3, [21]14)
...
...
...
...
...
...
...
...
...
(5, [25]20) ([7]2, [23]20) ([9]3, [21]20)
(5, [25]21) ([7]2, [23]21) ([9]3, [21]21)
(5, [25]22) ([7]2, [23]22) ([7]2, [23]23)
(5, [25]23) (5, [25]24) (5, [25]25)
Table 3.1: Table T (Q), Q = (27, 3)
• For k = 23, and 2 ≤ ` ≤ 3, we have P23,` = (5, [25]`+22). (Type B, horizontal part of the
same B/C hook, also in green)
• For 7 ≤ k ≤ 8, and 2 ≤ ` ≤ 3, we have Pk,` = ([27]k, [3]`). (Type A)
• For ` = 2 and 9 ≤ k ≤ 11, we have Pk,2 = ([7]2, [22]k−1, 1). (Type C, in light pink in
Table 3.1)
• For ` = 2 and 12 ≤ k ≤ 22, we have Pk,` = ([7]2, [23]k+`−2). (Type B, dark pink in
Table 3.1, vertical part of the B/C hook that started with light pink type C partitions)
• P22,3 = ([7]2, [23]23). (Type B in Table 3.1, the horizontal part of the B/C hook that
started with light pink type C partitions).
• For 9 ≤ k ≤ 12 and ` = 3 we have Pk,3 = ([27]k, [3]3). (Type A)
• For ` = 3 and 13 ≤ k ≤ 21, Pk,3 = ([9]3, [21]k). (Type B, this vertical B/C hook is in
aqua in Table 3.1).
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3.3 Alternating pattern for T (Q).
We say that the table T (Q) (or, for short, Q) has alternating pattern if both of the following
conditions are satisfied:
i. All partitions in T (Q) are of type A or B, according to Definition 3.1.
ii. kt = t+ 1 for every t ∈ {1, . . . tmax}, (or r = 2).
We say T (Q) (or, for short, Q) is weakly alternating if (ii) is satisfied: this is equivalent to
the t-th B/C hook begins with Pt+1,t for each t ∈ {1, . . . , tmax}. This is also equivalent to
At = {(k, `) | k = kt−1, t ≤ ` ≤ u− r} for each such t. R. Zhao showed in [46] that T (Q) has
alternating pattern when u r. We give a proof using Theorem 3.12.
Corollary 3.17. Let u > r ≥ 2. If Q = (u, u− r) is weakly alternating, then u ≥ max{2r −
2, 3r−1
2
} and Q′ = (u + 1, u + 1 − r) is weakly alternating as well. If u ≥ r + r2/8 then
Q = (u, u− r) has alternating pattern.
Proof. When r = 2 then T (Q) consists of a single row of type A partitions, there are no
B/C hooks, so condition (ii) is (vacuously) satisfied and Q has alternating pattern. Also,
Q′ = (u + 1, u + 1 − r) has again r′ = (u + 1) − (u + 1 − r) = 2, so Q′ also has alternating
pattern. We assume henceforth that r ≥ 3. We note6 that
u ≥ 3r/2, (3.32)
since when r ≥ 4 then r+r2/8 ≥ 3r/2, and when r = 3 and u is an integer, each of u ≥ r+r2/8
and u ≥ 3r/2 is equivalent to u ≥ 5.
By definition q1 = (u− r) so by (3.18) k1 = 1 + d r−1u−r+1e. Therefore k1 = 2 is equivalent to
u− r + 1 ≥ r − 1, so to u ≥ 2r − 2.
We claim that ktmax = tmax+1 is equivalent to u ≥ 3r−12 . When u > 3r−12 then u−r > b r−12 c
and ktmax = tmax+1 is (3.19) in the proof of Lemma 3.11. When u =
3r−1
2
the integer r is odd,
and we have by Lemma 3.11(a) ktmax = d r+12 e = d r−12 e+ 1 = tmax + 1. But when u < 3r−12 we
have u− r < r−1
2
and conclude that
ktmax =
⌈r + 1
2
⌉ ≥ u− r + 2 = tmax + 2. (3.33)
This completes the proof of the claim, and the assertion u ≥ max{2r − 2, 3r−1
2
} when Q is
weakly alternating (the case r = 2 being trivial).
Since qt = du−rt e is nondecreasing in u the equation (3.18) shows that for a fixed pair (t, r),
the integer kt is nonincreasing as u increases and becomes stable once it reaches kt = t+1. Note
also that if Q = (u, u − r) is weakly alternating then u ≥ 3r−1
2
and this implies tmax = b r−12 c
for both Q and Q′ = (u + 1, u + 1 − r). Thus (ii) for Q implies (ii) for Q′. This finishes the
proof of the statements about the weak-alternating property.
To show the statement about the alternating property, note that Condition (i.) follows
from Corollary 3.7. We now show Condition (ii.). As noted we may assume r ≥ 3 and by (3.32)
6We thank a referee for pointing this out, thus removing an unnecessary assumption u ≥ 3r/2 from a
previous statement of the Corollary.
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we have u− r ≥ r/2. It follows that tmax =
⌊
r−1
2
⌋
. We have qt = du−rt e and kt = t+ d r−2t+1qt+1 e.
So we need to show that qt ≥ r−2t for every t ∈ {1, 2, . . . , tmax}. This holds when u−rt ≥ r−2t,
or
u ≥ r + t(r − 2t). (3.34)
The expression on the right side of (3.34) has a maximum of r+ r2/8 at t = r/4. This proves
that Condition (ii.) holds when u ≥ r + r2/8 and completes the proof of the Corollary. 
3.4 Completeness of the table T (Q).
In this section we will prove Theorem 3.19, which asserts that T (Q) is all of Q−1(Q). This
will complete the proof of the Table Theorem 1.1. R. Zhao proved this for u r in [46].
Lemma 3.18. Fix Q = (u, u− r), u > r ≥ 2. All type C partitions P that satisfy Q(P ) = Q
and that are not of type A or B, occur in the table T (Q) of Definition 3.13.
Proof. From Lemma 3.6 we know that
{PC : C = (c1, c2, s1, s2; a) with c1, c2, s1, s2 ∈ Z>0 and a ≥ 4} where
PC = (a
c1 , (a− 1)c2+s2 , (a− 2)c1+s1 , (a− 3)c2) (3.35)
is the set of all partitions that are of type C but not of type A or B.
Let C = (c1, c2, s1, s2; a) with c1, c2, s1, s2 ∈ Z>0 and a ≥ 4. Assume that Q(PC) =
(u, u − r). We need to prove that the partition PC is in the table T (Q). By Lemma 3.6
Q(PC) = (u, u− r) implies that the following equalities hold:
u = (a− 2)(c1 + c2 + s1 + s2) + c2 + s2 + 2c1 (3.36)
= (a− 1)(c1 + c2 + s1 + s2) + c1 − s1; (3.37)
u− r = (a− 2)(c1 + c2)− c2. (3.38)
We need to show that there exists t ∈ {1, . . . tmax} and (k, `) ∈ Ct where Ct is as in Theo-
rem 3.12(b), such that Pk,` = PC . Recall from (3.28) in the proof of Theorem 3.12 that if
(k, `) ∈ Ct then
Pk,` = ((qt + 2)
t−dt , (qt + 1)dt+n1 , q
n0
t , (qt − 1)dt) (3.39)
for certain positive integers n0 and n1. It follows from (3.35) that for Pk,` = PC to hold we
must have
t− dt = c1 and dt = c2. (3.40)
In particular, the unique candidate for t is
t = c1 + c2. (3.41)
It follows from (3.13) and (3.38) that c1 + c2 ≤ min{u− r, b r−12 c}, whence 1 ≤ t ≤ tmax. From
(3.37), (3.38),(3.39) and (3.41) we obtain that, by Definition 3.9,
qt =
⌈u− r
t
⌉
= a− 2; and
kt =
⌈u+ 1− t+ dt
qt + 1
⌉
=
⌈(c1 + c2 + s1 + s2) (a− 1) + 1− s1
a− 1
⌉
. (3.42)
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Since s1 ≥ 1, we have kt ≤ c1 + c2 + s1 + s2.
On the other hand, since dt = c2 ≥ 1 equation (3.36) and Definition 3.9 yield that
ct =
⌈u− 2t+ dt
qt
⌉
(3.43)
= c1 + c2 + s1 + s2 +
⌈ s2
a− 2
⌉
. (3.44)
Since s2 ≥ 1 we also have ct > (c1 + c2 + s1 + s2). This in particular implies that kt < ct. So
the set Ct is not empty.
Let k = (c1 + c2 + s1 + s2). Then kt ≤ k < ct. Thus by definition of Ct, we have (k, t) ∈ Ct.
To complete the proof we will show that Pk,t = PC .
Since qt = a− 2 and k = c1 + c2 + s1 + s2, using 3.36, 3.40 and 3.38, we get
u− 2t− dt(qt − 1) = (a− 2)k + s2 − c2 − c2(a− 3)
= (a− 2)(k − c2) + s2
= (a− 2)(k − dt) + s2
and
u− r + 2t = (a− 2)(c1 + c2)− c2 + 2(c1 + c2)
= a(c1 + c2)− c2
= at− c2.
This implies that
[u− 2t− dt(qt − 1)]k−dt =
(
(a− 1)s2 , (a− 2)k−dt−s2
)
=
(
(a− 1)s2 , (a− 2)s1+c1
)
and
[u− r + 2t]t =
(
ac1 , (a− 1)c2
)
.
Therefore
Pk,t =
(
[u− r + 2t]t, [u− 2t− dt(qt − 1)]k−dt , (qt − 1)dt
)
= (ac1 , (a− 1)c2+s2 , (a− 2)c1+s1 , (a− 3)c2) = PC
.

We can now prove the completeness part of the Table Theorem 1.1.
Theorem 3.19 (Part II of Table Theorem). Let Q = (u, u− r), u > r ≥ 2. The table T (Q)
of Definition 3.13 contains all the partitions in Q−1(Q).
Proof. Lemma 3.18 shows the completeness for type C partitions. We next consider type A
and then type B partitions.
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Claim A: Let P = (ana , (a−1)na−1 , bnb , (b−1)nb−1) be a partition as in (3.1). In particular
a− 2 ≥ b ≥ 1, na > 0, nb > 0 and nb−1 = 0 if b = 1. Suppose that Q(P ) = (u, u− r) and that
P is of type A. Put
k = na + na−1;
` = nb + nb−1;
T = min{u− r, b r−1
2
c}+ 1 = tmax + 1;
t =

the unique t ∈ {1, . . . , tmax}, satisfying kt−1 ≤ k < kt if k < ktmax
T if k ≥ ktmax .
(3.45)
Then (k, `) ∈ At and Pk,` = P .
Proof of Claim A. By Definition 3.1 we have
u = ana + (a− 1)na−1, (3.46)
u− r = bnb + (b− 1)nb−1. (3.47)
This in particular gives P = ([u]k, [u− r]`), where
[u]k = (ana , (a− 1)na−1) and [u− r]` = (bnb , (b− 1)nb−1). (3.48)
Since P is of type A we must also have |Cb| ≤ u, so
bnb + (b− 1)nb−1 + 2(na + na−1) ≤ u.
Therefore by (3.47) we have
k = na + na−1 ≤ r
2
. (3.49)
Case i. Assume k = na + na−1 ≥ ktmax . We use Lemma 3.11(a). If ktmax = d r+12 e then we
have from (3.49) ⌈r + 1
2
⌉
= ktmax ≤ k = na + na−1 ≤
r
2
,
a contradiction. So r is even (we write r = 2r′), ktmax = r
′ and u− r > b r−1
2
c = r′ − 1. Then
by the definition of tmax we have tmax = r
′ − 1 and T = r′. From (3.49) we obtain that
ktmax = r
′ ≤ k ≤ r′ = r − T. (3.50)
Evidently, from (3.48) ` = nb + nb−1 ≤ u − r. We need to show T ≤ `. Assume by way of
contradiction that T > `, that is, ` ≤ r′ − 1. Since k = r′, 2r′ = r and du
k
e = a we know that
du−r
k
e = a− 2 and therefore that du−r
`
e ≥ a− 2. If du−r
`
e > a− 2 then we have a contradiction
with (3.48), so we may assume that du−r
`
e = a − 2. Since [u]k = [u]r′ = (ana , (a− 1)na−1) we
know that [u − r]r′ = [u − 2r′]r′ = ((a− 2)na , (a− 3)na−1). Consequently, since ` ≤ r′ − 1,
[u− r]` = ((a− 2)na+s, (a− 3)`−na−s) with s > 0, and, by (3.48) b = a− 2 and nb = na + s. It
follows that |Umiddle| = |Ca−1| satisfies
|Ca−1| = na−1(a− 1) + nb(a− 2) + 2na
= na(a) + na−1(a− 1) + s(a− 2) = u+ s(a− 2) > u by (3.46) ,
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which contradicts that the largest part of Q(P ) is u.
We have shown T ≤ `. By the definition of AT in Theorem 3.12 this shows that when
na + na−1 ≥ ktmax , then (k, `) ∈ AT and Pk,` = P , as claimed. This completes the proof of
Claim A, case i.
Case ii. Now assume that k = na + na−1 < ktmax . Let t be the unique integer such that
1 ≤ t ≤ tmax and kt−1 ≤ k < kt. We have to show that ` ≥ t. To lighten notation in the rest
of the proof, we set τ = t − 1. So 0 ≤ τ ≤ tmax − 1 and kτ ≤ k < kτ+1; we need to show
` ≥ τ + 1. If τ = 0 then ` ≥ τ + 1 is true (vacuously). So we assume τ ≥ 1. To obtain a
contradiction we assume that ` ≤ τ .
We have by Definition 3.9 and Equation (3.18)
kτ =
⌈u+ 1− τ + dτ
qτ + 1
⌉
= τ +
⌈r − 2τ + 1
qτ + 1
⌉
.
Thus
kτ (qτ + 2) = kτ (qτ + 1) + kτ ≥ u+ 1− τ + dτ + τ > u. (3.51)
Therefore bu
k
c ≤ u
kτ
< qτ + 2, and consequently bukc ≤ qτ + 1. In particular we have
[u]k = (ana , (a− 1)na−1), where a− 1 = ⌊u
k
⌋ ≤ qτ + 1. (3.52)
By (3.17) we have [u− r]τ =
(
qτ−dττ , (qτ − 1)dτ
)
.
Since ` ≤ τ it follows that for the largest part b of [u − r]` we have b ≥ qτ . If b > qτ then
we have a contradiction with (3.48), so we assume that b = du−r
`
e = qτ . Since a− b ≥ 2 this
implies with (3.52) that a = b+ 2. Since ` ≤ τ ,
τ − dτ ≤ nb
k ≥ kτ =
⌈
u+1−τ+dτ
b+1
⌉
≥
⌈
u+1−nb
b+1
⌉
.
Since the largest part of Q(P ) is u we know that the U-chain Ca−1 has length at most u, that
is
(a− 1)na−1 + (a− 2)nb + 2na ≤ u.
This by (3.46) implies that nb ≤ na. So we have
k ≥ kτ ≥
⌈u− nb + 1
b+ 1
⌉
≥ u− nb + 1
b+ 1
>
u− na
a− 1 = na + na−1 = k,
a contradiction. This completes the proof of Claim A.
Claim B: Let P = (ana , (a − 1)na−1 , bnb , (b − 1)nb−1) be a partition as in (3.1) such that
Q(P ) = (u, u−r) and suppose that P is of type B but not of type A. Recall, na > 0 and nb > 0.
(i) If b = a− 2 and nb−1 = 0 then put
t = na,
k = na−1 + nb and
` = t.
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(ii) If b < a− 2 or nb−1 6= 0 then put
t = na + na−1,
k = min{nb + nb−1, r − t}, and
` = t+ nb + nb−1 − k.
Then (k, `) ∈ Bt and Pk,` = P .
Proof of Claim B.
Case i. If b = a− 2 and nb−1 = 0, then we can write
P = (ana , (a− 1)na−1 , (a− 2)na−2).
where P being of type B, but not of type A, is equivalent to na−2 > na. We have a ≥ 3 (since
b = a− 2 > 0) and
u = na−1(a− 1) + na−2(a− 2) + 2na;
u− r = (a− 2)na;
r = na−1(a− 1) + na−2(a− 2)− (a− 4)na. (3.53)
Evidently t = na ≤ u−r. We have r ≥ (a−2)(na−2−na)+2na, and since na−2 > na it follows
that r > 2na = 2t, whence 1 ≤ t ≤ min{u− r, b r−12 c}. Since [u− r]t = (a− 2)t Definition 3.9
tells us that qt = a− 2, dt = 0, ct = kt and since qt + 1 = a− 1
kt =
⌈u+ 1− t+ dt
qt + 1
⌉
= na−1 +
⌈ 1
a− 1 ((a− 2)na−2 + na + 1)
⌉
≤ na−1 + na−2 = na−1 + nb. (3.54)
Using that a ≥ 3, that na−2 > na, and (3.53) it is straightforward to show that na−1 + na−2 ≤
r − t. Consequently,
ct = kt ≤ k ≤ r − t. (3.55)
Therefore (k, `) is an element of (the “vertical portion” of) Bt from Theorem 3.12, and one
immediately checks that Pk,` = P .
Case ii. Since by assumption nb−1 = 0 if b = 1, we have a ≥ 4. We first show that the integer
t defined in case (ii) above satisfies
1 ≤ t ≤ min{u− r, ⌊r − 1
2
⌋}
.
Since na + na−1 > 0, it is obvious that 1 ≤ t. On the other hand, by assumption P is of
type B but not of type A. Thus
ana + (a− 1)na−1 < u = bnb + (b− 1)nb−1 + 2(na + na−1), (3.56)
and
u− r = (a− 2)na + (a− 3)na−1. (3.57)
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Thus by (3.56) and (3.57) we have
r = u− (u− r) > 2(na + na−1) = 2t, so
t ≤ br − 1
2
c.
Additionally, since a− 3 ≥ 1, from (3.57) we also get
u− r ≥ (a− 3)(na + na−1) ≥ na + na−1.
So 1 ≤ t ≤ min{u− r, b r−1
2
c} as desired.
Next, we show that (k, `) ∈ Bt and Pk,` = P . Using (3.56) and (3.57) we find that
qt = d u−rna+na−1 e = a− 2
dt = na−1
kt = du−na+1a−1 e
ct =

d bnb+(b−1)nb−1+na+1
a−1 e if na−1 = 0
d bnb+(b−1)nb−1+na−1
a−2 e if na−1 > 0.
(3.58)
Case ii.1. Suppose that nb + nb−1 ≤ r − t. Then by the definition of k and ` in (ii),
k = nb + nb−1 ≤ r − t and ` = t. In order to show that (k, `) ∈ Bt in this case it is enough to
show that ct ≤ k.
Case ii.1.1. Assume that na−1 = 0. Then t = na and ct = kt = d bnb+(b−1)nb−1+na+1a−1 e.
By (3.56) we have (a− 2)na < bnb + (b− 1)nb−1. Therefore
bnb+(b−1)nb−1+na+1
a−1 ≤
bnb+(b−1)nb−1+ bnb+(b−1)nb−1a−2 +1
a−1
= bnb+(b−1)nb−1
a−2 +
1
a−1
= b
a−2(nb + nb−1)− nb−1a−2 + 1a−1
= nb + nb−1 − a−2−ba−2 (nb + nb−1)− nb−1a−2 + 1a−1
< nb + nb−1 − a−2−b+nb−1a−2 + 1a−2 .
Using the assumption that b < a − 2 or nb−1 6= 0 we get a − 2 − b + nb−1 ≥ 1.
Thus, bnb+(b−1)nb−1+na+1
a−1 ≤ nb + nb−1. Since in this case ct = d bnb+(b−1)nb−1+na+1a−1 e,
this implies ct ≤ k, as desired. It is straightforward to check that Pk,` = P .
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Case ii.1.2. Now suppose that na−1 6= 0. Then t = na + na−1 and ct =
dbnb+(b−1)nb−1+na−1a−2 e.
By (3.56) we have
(a− 3)(na + na−1) ≤ (a− 3)(na + na−1) + na < bnb + (b− 1)nb−1 ≤ b(nb + nb−1).
Therefore
bnb+(b−1)nb−1+na−1
a−2 =
b(nb+nb−1)−nb−1+(na+na−1)−na
a−2
<
b(nb+nb−1)+ ba−3 (nb+nb−1)−nb−1−na
a−2
= b
a−3(nb + nb−1)− na+nb−1a−2 .
If b ≤ a− 3, then it follows that
ct = dbnb + (b− 1)nb−1 + na−1
a− 2 e ≤ nb + nb−1 = k
as desired.
On the other hand, if b = a− 2, then P =
(
ana , (a− 1)na−1 , (a− 2)nb , (a− 3)nb−1
)
.
Since by assumption P is of type B, and nb−1 6= 0 we in particular have
(a− 1)na−1 + (a− 2)nb + 2na ≤ (a− 2)nb + (a− 3)nb−1 + 2(na + na−1).
Therefore na−1 ≤ nb−1. We have
bnb+(b−1)nb−1+na−1
a−2 ≤ b(nb+nb−1)a−2
= (a−2)(nb+nb−1)a−2 = nb + nb−1.
And we again obtain the desired inequality ct ≤ k. Using (3.56), (3.57), ` = t =
na + na−1 and k = nb + nb−1 it is straightforward to check that Pk,` = P .
Case ii.2. Now suppose that nb + nb−1 > r − t. Then by definition of k and ` in (ii),we
have k = r − t and ` = nb + nb−1 − r + 2t. So in order to prove that (k, `) ∈ Bt in this case,
we need to show that t < ` ≤ u− r.
Since nb+nb−1 > r−t it is obvious that t < `. On the other hand, since t = na+na−1, using
(3.56) we get u = bnb + (b− 1)nb−1 + 2t. If b ≥ 2, then bnb + (b− 1)nb−1 ≥ nb + nb−1. On the
other hand, if b = 1 then nb−1 = 0, and therefore bnb+ (b−1)nb−1 = nb = nb+nb−1. So in any
case, u ≥ nb +nb−1 + 2t. Therefore, ` = nb +nb−1− r+ 2t ≤ u− r, as desired. This shows that
(k, `) ∈ Bt. The equations (3.56), (3.57), t = na + na−1, k = r − t, and ` = nb + nb−1 − r + 2t
imply that Pk,` = P . This completes the proof of Claim B and of Theorem 3.19.

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4 The Box Conjecture.
We first recall P. Oblak’s Recursive Conjecture for Q(P ) and summarize results about it in
Section 4.1. In Section 4.2 we state a Box Conjecture for Q−1(Q) which is a generalization of
Theorems 3.12 and 3.19.
In Section 4.3 we prove the analog of Theorem 3.12 in the special case that Q = (u +
s, u, u− r), with r ≥ 2 and 2 ≤ s ≤ 4.
4.1 Recursive Conjecture for Q(P ).
P. Oblak conjectured a recursive process for determining Q(P ) from P that greatly influenced
further work in the area ([5, 6, 22, 25, 27]).
Recall from Definition 2.15 that a U-chain Ca of DP is comprised of three parts: first
a chain through all the vertices in the rows of length a, a − 1, corresponding to the almost
rectangular subpartition (ana , (a − 1)na−1) of P ; then two chains linking those rows to the
source and to the sink in the top row of DP . Recall also that the length |Ca| satisfies equation
(2.3): |Ca| = ana + (a− 1)na−1 + 2
∑
i>a ni.
Given a partition P of n and an integer a ∈ SP we denote by P ′(P, a) the unique partition
of (n − |Ca|) obtained by omitting the vertices of the chain Ca from DP and counting the
vertices left in each row. When P = (· · · , ini , · · · ) we have that P ′(P, a) = (· · · , in′i , · · · )
where the multiplicity integers n′i satisfy
n′i =
{
ni if i ≤ a− 2
ni+2 if i ≥ a− 1.
(4.1)
Notation: We will write P ` n for “the set P of positive integers is a partition of n.”
For example, when P = (7, 5, 4, 3, 3, 2, 1) ` 25 and a = 3 then P ′(P, 3) = (5, 3, 2, 1) ` 11.
The poset DP ′ is in general not a subposet of DP [5, 22, 25]. The following recursive process
constructs a partition Ob(P ) of n from a given partition P of n.
Definition 4.1 (P. Oblak’s recursive process). Suppose P is a partition of n. Let Ca be
a U-chain in DP of maximum length, and suppose that Ob(P ′) where P ′ = P ′(P, a) has
been chosen. Then we set Ob(P ) = (|Ca|, Ob(P ′)). When P is almost rectangular we take
Ob(P ) = (n).
As just stated the partition Ob(P ) is a priori not well defined, since there may be different
possibilities for the choices of maximum length U-chains. Originally, P. Oblak chose the largest
integer a giving a maximum length U-chain in each step [6].
Several authors associate a partition λ(P) to any finite poset P by first setting ci equal to
the maximum number of vertices covered by i chains of P , then setting λi(P) = ci− ci−1, with
c0 = 0 (see [8, 15, 17, 18, 38, 40]). For the poset DP the second author defined the partition
λU(P ) = λU(DP ) using U-chains in a similar way, setting ci,U(DP ) equal to the maximum
number of vertices covered by i U-chains, then setting λi,U(P ) = ci,U(DP ) − ci−1,U(DP ). She
then showed:
Theorem 4.2. ([25, Theorem 2.5]) The partition Ob(P ) is independent of the choices of
maximum length U-chains in Definition 4.1, and is equal to λU(P ).
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Conjecture 4.3 (Oblak Recursive Conjecture). The map P → Q(P ) satisfies Q(P ) = Ob(P ).
It follows from Definition 2.10 that the poset DP is independent of char k. Since Ob(P ) is
a combinatorial invariant of DP the Recursive Conjecture implies that Q(P ) is independent
of char k. Also, by definition λ(DP ) ≥ λU(P ) in the Bruhat order.7 A general result due to
E.R. Gansner and M. Saks ([15, 40], see [8, Theorem 6.1]) shows that λ(DP ) ≥ Q(P ). The
first and second author showed:
Theorem 4.4. [22, Theorem 3.9] Let k be an infinite field. Then Q(P ) ≥ λU(P ).
L. Khatami studied the smallest part of Q(P ) and defined a somewhat subtle combinatorial
invariant µ(P ) [26, Definition 2.6]. Using a study of the antichains of DP she showed
Theorem 4.5. [26, Theorem 4.1] Let P be a partition of n and let k be an infinite field. The
three partitions λ(DP ), λU(P ) and Q(P ) have the same smallest part, which is equal to µ(P ).
Together with P. Oblak’s Index Theorem 2.8, this implies the following fact we will use in
Section 4.3.
Theorem 4.6 (Oblak conjecture for rP ≤ 3). The Oblak Recursive Conjecture 4.3 is true
over any infinite field k when rP ≤ 3.
Remark 4.7 (Summary of results on the Oblak Recursive Conjecture). Thus, the cases rP = 2
[5, 27, 34, 46] and rP = 3 [26] of the Conjecture have been known since 2008 and 2012,
respectively. Theorem 4.4 of the first and second authors then showed “half” the Conjecture
in all characteristics. Since λ(DP ) ≥ Q(P ) ≥ λU(P ) a proof of the purely combinatorial
statement λ(DP ) = λU(DP ) would show the Oblak conjecture for P in all characteristics. In
contrast, which pairs of Jordan types occur for A,B with [A,B] = 0 depends on char k: see
[5, Example 2.18], [7], and [30, Example 22].
Lemma 4.8. [25, Proposition 2.7] Let P be a partition of n. Then λU(P ) has parts that differ
pairwise by at least two.
Recall that Q(P ) has parts that differ pairwise by at least two when char k = 0 or
char k = p > n and k is infinite by Theorem 2.6. It follows from Theorems 2.8 and 4.5, and
Lemma 4.8 that Q(P ) has parts that differ pairwise by at least two over any infinite field k
when rP ≤ 3 (since then λ(DP ) = Q(P ) = λU(DP )).
4.2 Key of a stable partition Q and the Box Conjecture.
We first define the key of Q, which determines the shape of the box B(Q) of partitions which
conjecturally make up Q−1(Q).
Definition 4.9 (Key of Q). Let Q = (q1, q2, . . . , qk) with q1 ≥ q2 ≥ · · · ≥ qk > 0 be a partition
of n =
∑k
i=1 qi such that qi − qi+1 ≥ 2 for i ∈ 1, . . . , k − 1. Put
si =
{
qi − qi+1 − 1 for 1 ≤ i ≤ k − 1
qk for i = k.
(4.2)
7The Bruhat order on partitions P = (p1, p2, . . . , pt), P
′ = (p′1, . . . p
′
t′) of n is P ≥ P ′ if for all i,
∑i
k=1 pk ≥∑i
k=1 p
′
k.
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We call the sequence
SQ = (s1, s2, . . . , sk) (4.3)
the key of the stable partition Q.
Example 4.10. The key of Q = (u, u− r) is SQ = (r− 1, u− r). The key of Q = (11, 6, 2) is
SQ = (4, 3, 2).
Evidently, the assignment Q → S(Q) is a bijection between the set of partitions with k
parts that differ pairwise by at least two and Zk>0. It is easy to see that the inverse to (4.2) is
qi =
(∑
j≥i
sj
)
+ k − i,
n =
(∑
i · si
)
+
k(k − 1)
2
. (4.4)
We now state a conjecture generalizing the Table Theorem (i.e. Theorems 3.12 and 3.19).
Conjecture 4.11 (Box Conjecture). Let Q be a partition having k parts that differ pairwise
by at least two, and assume that the key of Q is SQ = (s1, s2, . . . , sk).
(a) There is an s1 × s2 · · · × sk array (“box”) B(Q) of distinct partitions
B(Q) = {Pi1,i2,...,ik | 1 ≤ iu ≤ su}, (4.5)
such that Pi1,i2,...,ik has
∑
1≤u≤k iu parts and satisfies Q(Pi1,i2,...,ik) = Q.
(b) The cardinality |Q−1(Q)| = ∏1≤i≤k si. Equivalently, given (a), the set of partitions in
B(Q) is the complete set Q−1(Q).
Remark 4.12. In principle Oblak’s Recursive Conjecture 4.3 for the map P → Q(P ) should
allow us to decide the Box Conjecture. We follow this strategy in Section 4.3 to prove part
(a) of the Box Conjecture for certain Q. Of course, a deeper understanding of B(Q) and
Conjecture 4.11 could very well give a new approach to showing Oblak’s Recursive Conjecture.
In [23, Section 5.3] we show that the count of partitions in the box B(Q) is the same as that
for partitions of diagonal hook lengths given by Q: this shows that the Box Conjecture is
consistent with a count of the number of partitions of n. It would be of interest to show that
there is a bijection – preferably explicit – between the set of partitions in Q−1(Q) and the set
of partitions having diagonal hook lengths Q.
Remark 4.13. Let Q be a partition as in Conjecture 4.11 and B = JQ, the Jordan matrix of
partition Q (notation before Lemma 2.1). Recall from equation (1.2) that by the locus ZP of a
Jordan type P ∈ B(Q) we mean the Zariski closure of the set {A ∈ NB | PA = P} of matrices
commuting with B = JQ and having Jordan type P . Recall that here NB = UB is an affine
space (Proposition 2.9 (b)). Together with M. Boij we conjecture that the codimension of the
locus ZP , P = (Pi1,i2,...,ik) in NB is (
∑k
u=1 iu)− k, and that the locus is a complete intersection
defined by explicit irreducible equations of degree at most k in the coordinates of NB. In a
sequel in progress joint with M. Boij, we plan to show this conjecture for k = 2. For some
more information about these loci, see [23, §4].
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Note that when si = 1 there is no contribution of this part of the key to the conjectured
cardinality |Q−1(Q)|, a fact that was known at least in the case when SQ = (1, 1, . . . , 1, sk) (see
[35, Theorem 4.1]). Since the cases where k = 3 and s1, s2, or s3 is equal to 1 are relatively
easy, we give below several examples of stable partitions Q with three parts for which we have
verified8 Conjecture 4.11 and where no si is equal to 1.
Example 4.14. Let Q = (8, 5, 2) ` 15 so SQ = (2, 2, 2). Then |Q−1(Q)| = 8. The two floors
of B(Q) are (
(8, 5, 2) (8, 5, 12)
(8, 4, [3]2) (8, 4, [3]3)
)
,
(
(7, 4, [4]2) (7, [6]2, [2]2)
(7, 4, [4]3) (7, 4, [4]4)
)
. (4.6)
The floor at left are the partitions obtained from Q−1((5, 2)) by adjoining the part 8. The
partitions in the second floor at right are obtained by adjoining 7 to those partitions P ′ in
Q−1((6, 2)) having no part 6.
Example 4.15. Let Q = (9, 6, 3) ` 18, so SQ = (2, 2, 3). Then |Q−1(Q)| = 12. The two floors
of B(Q) are(
(9, 6, 3) (9, 6, [3]2) (9, 6, [3]3)
(9, 5, [4]2) (9, 5, [4]3) (9, 5, [4]4)
)
,
(
(8, 5, [5]2) (8, [7]2, [3]2) (8, [7]2, [3]3)
(8, 5, [5]3) (8, 5, [5]4) (8, 5, [5]5)
)
. (4.7)
The two other partitions whose keys are permutations of SQ are (9, 5, 2) ` 16 corresponding
to key (3, 2, 2) and (9, 6, 2) ` 17 corresponding to key (2, 3, 2). For Q = (9, 6, 2) ` 17 the array
B(Q) has the following two floors: (9, 6, 2) (9, 6, 1, 1)(9, 4, 22) (9, 32, 12)
(9, 4, 2, 12) (9, 4, 14)
 ,
 (8, 4, 3, 2) (8, 4, 3, 12)(8, 4, 22, 1) (8, 32, 13)
(8, 4, 2, 13) (8, 4, 15)
 . (4.8)
For Q = (9, 5, 2) ` 16 the array B(Q) has these floors:(
(9, 5, 2) (9, 5, 1, 1)
(9, 4, 2, 1) (9, 4, 13)
)
,
(
(7, 4, 3, 2) (7, 4, 3, 12)
(6, [7]2, [3]2) (6, [7]2, [3]3)
)
,
(
(7, 4, 22, 1) (7, 32, 13)
(7, 4, 2, 13) (7, 4, 15)
)
.
(4.9)
We now give the box B(Q) for the simplest example with no si = 1 such that Q has four
parts. We have not shown completeness of the box in this case.
Example 4.16. Let Q = (11, 8, 5, 2) ` 26, so SQ = (2, 2, 2, 2). Then |Q−1(Q)| ≥ 16. To ini-
tially write down the 16-element box B(Q), conveniently viewed with the 4-D glasses supplied
to the reader, we assumed the P. Oblak Conjecture 4.3, which is open for rP = 4. However,
we were able to verify that Q(P ) = Q for each P ∈ B(Q), using a calculation of the antichains
of DP to prove λ(DP ) = λU(DP ). We view B(Q) as having two 2 × 2 × 2 floors. The first
floor is obtained by adjoining the part 11 to each element of B((8, 5, 2)) in display (4.6). The
second floor is(
(10, 7, 4, 3, 2) (10, 7, 4, 22, 1)
(10, 7, 4, 3, 12) (10, 7, 4, 2, 13)
)
,
(
(10, 6, 4, 3, 2, 1) (10, 7, 32, 13)
(10, 6, 4, 3, 13) (10, 7, 4, 15)
)
. (4.10)
8We used the Oblak-Khatami Theorem 4.6 and straightforward case-by-case considerations to verify the
claims made in Examples 4.14 and 4.15.
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4.3 Box Conjecture for certain partitions Q with three parts.
In this section we use a method similar to certain steps in the proof of our main Theorem 3.12
to show part (a) of the Box Conjecture– “filling the box” – for a few (infinite) families of
partitions Q with three parts. Recall from Theorem 4.6 and Lemma 4.8 that if rP ≤ 3 then
Q = Q(P ) has parts that differ pairwise by at least two and are obtained from P by the Oblak
recursive process.
Theorem 4.17. Let Q = (u+ s, u, u− r) with 2 ≤ s ≤ 4 and 2 ≤ r. There is an array B(Q)
of dimensions (s− 1)× (r − 1)× (u− r) of partitions
B(Q) = {Pj,k,` | 1 ≤ j ≤ s− 1, 1 ≤ k ≤ r − 1, 1 ≤ ` ≤ u− r} (4.11)
such that Q(Pj,k,`) = Q and Pj,k,` has j + k + ` parts.
This theorem covers all keys SQ = (s−1, r−1, u−r) with 1 ≤ s−1 ≤ 3. Like Theorem 3.12
we prove it using Oblak’s recursive process. We note that Theorem 4.17 confirms part (a)
of Conjecture 4.11 for the partitions Q under consideration, but does not show part (b). We
split Theorem 4.17 into three cases, s = 2 in Lemma 4.18, s = 3 in Lemma 4.20, and s = 4 in
Proposition 4.21.
Lemma 4.18. Let Q = (u + 2, u, u − r) with u > r ≥ 2. For k ∈ {1, . . . , r − 1} and
` ∈ {1, . . . , u− r} put
P1,k,` = (u+ 2, Pk,`),
where Pk,` is the partition in T ((u, u− r)) defined in Theorem 3.12. Then Q(P1,k,`) = Q and
P1,k,` has 1 + k + ` parts for all k ∈ {1, . . . , r − 1} and ` ∈ {1, . . . , u− r}.
Proof. For all Pk,` ∈ T ((u, u− r)), the largest part of Pk,` is at most u so it differs from u+ 2
by at least 2. Thus, the only almost rectangular subpartition of P1,k,` that includes u + 2 is
(u + 2) itself. On the other hand, since Pk,` ∈ T ((u, u − r)), we have Q((Pk,`)) = (u, u − r).
Thus, the longest U-chain in the poset of P1,k,` has length u+ 2, and can be obtained from the
top part (u+ 2) or the union of the longest U-chain in the poset of Pk,` and the first and last
vertices in the row representing u+ 2 in the poset of P1,k,`. Choosing the top part (u+ 2) as
the longest u-chain, it follows from Theorem 4.6 that Q((u + 2, Pk,`)) = Q. The claim about
the number of parts of P1,k,` is immediate from Theorem 3.12(d). 
Lemma 4.19. Let Q′ = (u, u− r) with u > r ≥ 2. The largest part of P2,1 ∈ T (Q′) is greater
than or equal to the largest part of each partition Pk,` ∈ T (Q′) with k ≥ 2.
Proof. Let Pk,` ∈ T (Q′). If Pk,` is of type A then by Theorem 3.12 its largest part is the
largest part of [u]k, which is du
k
e. If Pk,` is of type B or type C, then its largest part is the
largest part of [u − r + 2t]t, which is du−r
t
e + 2, for some t ∈ {1, 2, . . . , tmax}. Let δ be the
largest part of P2,1. It is enough to show that
δ ≥ du
k
e for all k ≥ 2; and (4.12)
δ ≥ du− r
t
e+ 2 for all t ∈ {1, 2, . . . , tmax}. (4.13)
By Lemma 3.11(b) we know that k1 = d uu−r+1e ≥ 2. We consider two cases.
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a. If k1 = 2 then P2,1 is of type B or C and its largest part is δ = u− r + 2. Inequality (4.13)
is clear. Since k1 = 2 we know that
u
u−r+1 ≤ 2, which implies that u− r + 2 ≥ u2 + 1. This
shows that δ > du
2
e and inequality (4.12) follows.
b. If k1 > 2 than P2,1 is of type A and δ = du2e. Inequality (4.12) follows immediately. Since
k1 > 2, we have
u
u−r+1 > 2 and therefore
u
2
> u − r + 1. This implies that δ ≥ u − r + 2,
and inequality (4.13) follows.

Lemma 4.20. Let Q = (u + 3, u, u − r) with u > r ≥ 2. For k ∈ {1, . . . , r − 1} and
` ∈ {1, . . . , u− r} put
P1,k,` = (u+ 3, Pk,`),
where Pk,` is the partition in T ((u, u− r)) defined in Theorem 3.12, and put
P2,k,` = (u+ 2, Pk+1,`),
where Pk+1,` is the partition in T ((u+ 1, u− r)) defined in Theorem 3.12. Then Q(Pj,k,`) = Q
and Pj,k,` has j + k + ` parts for all j ∈ {1, 2}, k ∈ {1, . . . , r − 1} and ` ∈ {1, . . . , u− r}
Proof. Since the largest part of every partition in T ((u, u − r)) is at most u, it follows from
Theorem 4.6 that for all Pk,` ∈ T ((u, u− r)), we get Q((u+ 3, Pk,`)) = Q, as desired.
Now we consider partitions of the form P = (u + 2, Pk+1,`) with Pk+1,` ∈ T ((u + 1, u − r)).
We now show that the largest part of Pk+1,` ∈ T ((u + 1, u − r)) is at most u. First we
consider P2,1 ∈ T ((u + 1, u − r)). Since in T ((u + 1, u − r)) = T ((u + 1, u + 1 − (r + 1))),
k1 = d u+1(u+1)−(r+1)+1e = d u+1u−r+1e, we have k1 > 2 if and only if 2r > u+ 1. Consequently,
P2,1 =

([u+ 1]2, u− r) (Type A) if 2r > u+ 1;
(u− r + 2, [u− 2]2) (Type B) if 2r ≤ u+ 1.
If 2r > u+ 1 then u+1
2
< r and therefore du+1
2
e ≤ r < u so the largest part of P2,1 is less than
u. By Lemma 4.19 it follows that all Pk+1,` ∈ T ((u+ 1, u− r)) with k ≥ 1, have largest part
smaller than u. If 2r ≤ u+ 1, then the largest part of P2,1 is at most u− r+ 2 ≤ u. It follows
again by Lemma 4.19 that the largest part of all Pk+1,` ∈ T ((u+ 1, u− r)) is at most u.
Thus, in either case, the longest U-chain in the poset of P2,k,` has length u+ 1 + 2 = u+ 3
and it is the union of the longest U-chain in the poset of Pk+1,` and the first and last vertices
in the u+ 2 row of the poset of P2,k,`. Once this U-chain is removed from the poset P2,k,` the
remaining U-chains have lengths u (left over on top) and u− r + 2 (the remaining vertices in
the poset of Pk+1,` union the first and last remaining vertices on the top row). Thus, by the
Oblak recursive process, Q((u + 2, Pk,`)) = (u + 3, u, u − r), as desired. The assertion about
the number of parts of Pj,k,` is immediate from Theorem 3.12(d). 
We divide B(Q), Q = (u + 4, u, u − r) into 3 levels, each comprising a (r − 1) × (u − r)
table of partitions, and labelled by the first entry i of Pi,k,`. We now specify the entries of
each level.
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Proposition 4.21. Let Q = (u + 4, u, u − r) with u > r ≥ 2. For k ∈ {1, . . . , r − 1} and
` ∈ {1, . . . , u− r} put
P1,k,` := (u+ 4, Pk,`)
where Pk,` is the partition in T ((u, u− r)) defined in Theorem 3.12; put
P2,1,` := (u+ 2, P2,`)
where P2,` is the partition in T ((u+ 2, u− r)) defined in Theorem 3.12; put
P3,k,` := (u+ 2, Pk+2,`)
where Pk+2,` is the partition in T ((u+ 2, u− r)) defined in Theorem 3.12. For (k, `) satisfying
2 ≤ k ≤ r − 1 and 1 ≤ ` ≤ u− r put
P2,k,` :=

([u+ 4]2, Pk,`) if 2r > u+ 2,where Pk,` ∈ T ((u, u− r));
([u+ 4]2, Pk,`) if 2r ≤ u+ 2 and 2 ≤ k ≤ r − 2 and 2 ≤ ` ≤ u− r,
where Pk,` ∈ T ((u, u− r));
(u− r + 4, P2,k) if 2r ≤ u+ 2 and 2 ≤ k ≤ r − 1 and ` = 1 where P2,k ∈ T ((u+ 2, u− 2));
(u− r + 4, P2,r−2+`) if 2r ≤ u+ 2 and k = r − 1 and 2 ≤ ` ≤ u− r,
where P2,r−2+` ∈ T ((u+ 2, u− 2)).
Then Q(Pj,k,`) = Q and Pj,k,` has j + k + ` parts for all j ∈ {1, 2, 3}, k ∈ {1, . . . , r − 1} and
` ∈ {1, . . . , u− r}.
Proof. Since the largest part of every partition in T ((u, u− r)) is at most u, it follows readily
from Theorem 4.6 that Q(P1,k,`) = Q for all k, `.
To prove that Q(P2,1,`) = Q and Q(P3,k,`) = Q for all k and ` we begin by claiming that
the largest part of P2,1,` and of P3,k,`, namely u+ 2, differs from the second part by at least 2.
Indeed, since by Lemma 4.19 the largest part of every Pi,j ∈ T ((u+ 2, u− r)) with i ≥ 2 is at
most equal to the largest part of P2,1 ∈ T ((u+ 2, u− r)), it is enough to compare the largest
part of P2,1 and u + 2. Theorem 3.12 tells us what the largest part of P2,1 is, depending on
whether k1 > 2 (in which case P2,1 is of type A), or k1 = 2 (in which case P2,1 is of type B).
If k1 = 2 then the largest part of P2,1 is u− r + 2, which is at most u because r is at least 2.
On the other hand, if P2,1 is of type A then its largest part is du+22 e. We have⌈u+ 2
2
⌉
=
⌈u
2
⌉
+ 1 ≤ u+ 1
2
+ 1,
which is at most u, because u is at least 3. In either case the largest part of P2,1 is at most u.
This proves the claim.
It now follows, as in the proof of Lemma 4.20, that the Oblak recursive process implies
that Q(P2,1,`) = Q(P3,k,`) = Q.
What’s left is to prove that Q(P2,k,`) = Q when 2 ≤ k ≤ r − 1 and 1 ≤ ` ≤ u − r. If
r = 2, then there are no such partitions and there is nothing to prove. We assume that r > 2.
Consequently, we also have u > 3. Recall that k1 for Q = (u, u− r) is at least 3 if and only if
2r > u+ 2, and otherwise k1 = 2.
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Case 1. Assume that 2r > u + 2. Then k1 ≥ 3 for Q′ = (u, u − r). Therefore, P2,1 is of
type A and so P2,1 = ([u]
2, u− r), and P2,2,1 = ([u+ 4]2, [u]2, u− r).
Note that the largest part of ([u]2, u− r) is du
2
e, and the smallest part of [u+ 4]2 is bu+4
2
c.
So if u is even then the difference is 2, which implies that Q(P2,2,1) = Q, as desired. Now
assume that u is odd. Then
P2,2,` =
(
[u+ 4]2, [u]2, [u− r]`) = (u+ 1
2
+ 2,
u+ 1
2
+ 1,
u+ 1
2
,
u− 1
2
, [u− r]`
)
.
One checks that Ca, with a =
u+1
2
+ 2 is one of the maximum-length U-chains in the poset
of P2,2,1 (of length u + 4) and then that the Oblak recursive process starting with Ca gives
Q(P2,2,1) = Q. Since by Lemma 4.19 the largest part of each partition in {Pi,j ∈ T ((u, u−r)) |
i ≥ 2} is less than or equal to the largest part of P2,1, which is u2 if u is even and u+12 if u is
odd, it follows that Q(P2,k,`) = Q for 2 ≤ k ≤ r − 1 and 1 ≤ ` ≤ u− r, as desired.
Case 2. Assume that 2r ≤ u+ 2, so k1 = 2 for Q′ = (u, u− r) .
We first deal with the partitions P2,k,` = ([u + 4]
2, Pk,`), with Pk,` ∈ T ((u, u − r)) for
2 ≤ k ≤ r − 2 and 2 ≤ ` ≤ u− r. Such partitions only exist if r ≥ 4. If r = 4 then tmax = 1
for T ((u, u− r)). On the other hand, if r > 4 then the assumption 2r ≤ u+ 2 yields u− r > 2
and it follows by (3.18) that k2 ≥ 3 for T ((u, u− r)). Either way, Theorem 3.12 implies that
the partition P2,2 ∈ T ((u, u− r)) is of type A and its largest part is du2e. Since a partition in
any B/C hook of T ((u, u − r)) for t ≥ 2 begins with [u − r]t + 2 and since r ≥ 4 its largest
part is no greater than du
2
e. Any partition Pk,` ∈ T ((u, u − r)) of type A with k ≥ 2 has
largest part no greater than du
2
e. We now conclude, with the same argument as in Case 1,
that Q(P2,k,`) = Q for all such partitions.
The remaining partitions are P2,k,` where k ≥ 2 and ` = 1, or where k = r− 1 and 2 ≤ ` ≤
u− r. Each of these partitions have the form (u− r + 4, P2,j) where P2,j ∈ T ((u + 2, u− 2))
with j ≥ 2. Note that since (u+ 2)− (u− 2) = 4, we have for T ((u+ 2, u− 2)) that tmax = 1.
Thus P2,j with j ≥ 2 has type A and satisfies P2,j = ([u + 2]2, [u − 2]j). Its largest part is
du+2
2
e. From the assumption 2r ≤ u+2 we obtain 2(u−r+2) ≥ u+2, whence u+2
2
≤ u−r+2,
so du+2
2
e ≤ u− r+ 2. Thus the largest part of P2,j differs from u− r+ 4 by at least 2. It now
follows, as in the proof of Lemma 4.20 that the Oblak recursive process gives Q(P2,k,`) = Q
in this case as well.
We have shown that Q(Pj,k,`) = Q for all j ∈ {1, 2, 3}, k ∈ {1, . . . , r−1}, ` ∈ {1, . . . , u−r}.
The assertion about the number of parts of Pj.k,` follows readily by applying Theorem 3.12(d).

Example 4.22. In Figure 3, we specify the box B(Q) for Q = (11, 7, 3). Since the key
of Q is SQ = (3, 3, 3), B(Q) is a 3 × 3 × 3 cube. This box is arranged in accordance with
Proposition 4.21, and S1 ∈ {1, 2, 3} is the first index.
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Figure 3: Box B(Q) for Q = (11, 7, 3)
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