Abstract-Visible light communications is an energy efficient and cost-effective solution for indoor wireless access. In this paper, we propose a multiple input multiple output system using centralized or decentralized transmitted power allocation algorithms with multiple LEDs and photodetectors. The proposed system uses an optical code division multiple-access technique to support multiple users. Time-space minimum mean squared error filters at the receivers are designed to diminish the effect of multiple-access interference. In the centralized power allocation algorithm, all the LED lamps in the room are coordinated and controlled by a central controller; each LED lamp supports all the users within the indoor area. The decentralized power allocation algorithms we propose have similar bit error rate performance yet less computational burden compared to the centralized algorithm. In our decentralized algorithms, users are supported by a subset of the LEDs, and so the optimization problem size can be reduced by as much as 93%. For each receiver, multiple photodetectors with different orientations are employed to improve the signal to interference plus noise ratio. In addition, some practical considerations such as shadowing effects, illumination requirements, dimming control, and transmitted power quantization are taken into account.
degree of security than RF communication systems. In addition, LEDs are energy efficient light sources and have a long life expectancy [3] .
In indoor VLC systems, one significant research challenge that has received some attention in recent years is how to support multiple users with high data rates while limiting the multiple access interference (MAI). So far, three popular research trends have emerged. Multiple input and multiple output (MIMO) has been proposed to use in VLC systems as a method for multiplying the capacity [4] [5] [6] . MIMO with precoding is proposed to limit the MAI and improve the signal to interference plus noise ratio (SINR) in [7] [8] [9] . The second trend is to use colorshift-keying modulation over red-green-blue (RGB) LEDs and code division multiplexing access (CDMA) to support multiple users [10] . The third direction is to use resource allocation schemes to minimize the MAI. In the third trend, orthogonal frequency division multiple access (OFDMA) and discrete multitone (DMT) modulation with transmitted power allocation algorithms to limit the MAI were proposed in [11] [12] [13] .
Due to the nature of white LEDs (their nonlinearity and the incoherent light they transmit), it is not easy to implement a modulation requiring frequency-domain processing. To avoid this problem, intensity modulation and direct detection (IM/DD) with on-off keying (OOK) modulation is applied in this paper. Then, direct-sequence optical CDMA (OCDMA) with a time-space minimum mean squared error (MMSE) filter is used to support multiple users. OCDMA has considerable advantages compared with the recently popular orthogonal frequency-division multiplexing (OFDM) technique [14] [15] [16] . Since OFDM has a high peak to average power ratio (PAPR), some signals with high intensity would be distorted from the nonlinearity of the LEDs. Furthermore, the structure of the receivers is simple for OCDMA systems compared with OFDM.
We recently proposed centralized and decentralized power allocation schemes for a single photodetector (PD) receiver VLC systems in [17] and [18] , respectively. A centralized power allocation scheme for a multi-detectors receiver system is proposed in [19] . In this paper, we extend the multi-detector approach to four decentralized power allocation schemes. In addition, we take some practical designing requirements into account, including shadowing effects, different illumination requirements, transmitted power quantization, and the transmitters' beamwidth selection. The computational burden for the centralized and decentralized schemes is compared.
The algorithms we propose in this paper have the following advantages compared with other approaches: 1) All the transmitted power is used for both data transmission and illumination (no extra light needed just for illumination). 2) Compared with the OFDM technique, our algorithms do not need to address the high PAPR problem. 3) No DC bias is needed for the transmitted signals.
4) The structures of transmitters and receivers are simple. The rest of the paper is organized as follows. The system model is described in Section II. The centralized and decentralized power allocation algorithms are derived in Section III. Some practical considerations for the system are discussed in Section V. Finally, the paper is concluded in Section VI.
II. SYSTEM DESCRIPTION
In a typical VLC system, the white LED lamps work as light sources for illumination purposes as well as transmitters for wireless communications. Since the light from the LEDs is incoherent, IM/DD is applied in a typical VLC system. In this paper, OCDMA over an OOK modulation is employed to support multiple users. The intersymbol interference (ISI) is not considered, and we assume all users are synchronized [20] .
A. Transmitter, Receiver and Channel Models
In this paper, we use a multiple LED lamp model for our MIMO VLC system [17] . In each lamp, there are multiple elements with different inclination angles for each lamp (each element is either a high power LED or an array of micro-LEDs [21] ), and each element can be controlled separately. The receiver model we use is proposed in [19, Fig. 1 ]. Each receiver contains V PDs with different inclination angles [19] .
An indoor optical channel can be divided into line of sight (LOS) and diffused components [22] . In this paper, for the room size and symbol rate we consider, the ISI is negligible. Since the intensity of the light diminishes through absorption and diffusion, only a single reflection is considered for the diffused component as shown in Fig. 1 . Using the multiple LEDs and multi-detector models, the overall channel gain between the qth LED and vth detector of the kth user can be computed and written as in [17] ,
where h (0) qkv and h (1) qkv represent the LOS component and the first reflection, respectively.
B. Transmitted and Received Signals
We assume that the indoor VLC network has N lamps, and there are Q LEDs with different inclination angles for each lamp. Therefore, the number of total LEDs is N × Q = N Q . We also assume that there are K users in the indoor environment, and each user has V PDs with different orientations.
Let i k (t) be the signal that is intended for user k, which is represented as i k (t) = d k · c k (t), where d k is the {0, 1} data, and c k (t) is the OCDMA code waveform for user k. The qth LED sends a linear combination of the users' data as
where p qk ∈ [0, p max ] is the transmitted power of the qth LED allocated to transmitting the data of user k. Assuming a peak radiation power limit of p max from each LED, the constraint K k =1 p qk ≤ p max needs to be applied on the allocated powers. These power levels are organized in a N Q × K matrix denoted as P. The elements in matrix P represent the power allocation from each LED to each user.
The signal received by the vth detector of user k can be written as [17] , [19] 
where n (v ) k (t) is the noise experienced by the vth detector of user k. In this paper, shot noise from ambient light and thermal noise are considered. Then, after chip matched filtering and sampling, the th sample of the discrete time signal received by PD v of user k is
We design a linear time-space MMSE filter for user k,
where L is the length of the OCDMA code. This time-space MMSE filter can take advantage of the received signal from all the PDs. After the linear MMSE filter, the received decision variable for user k can be represented as
where b k is a constant for the linear MMSE estimator. From (2)-(5), the decision variable for user k after MMSE filtering can be rewritten in a matrix form as
where g(·) is a transformation to reshape the matrix into a V L-vector by concatenating the columns. In (6) ,
, and n k is the noise vector. C, P and H k are the OCDMA, power allocation, and channel gain matrices, respectively. They are represented as
and
The time-space MMSE receiver in (6) can be derived as follows. The mean-squared error J k for user k is defined as 
where
T }, and I is the identity matrix. σ 2 represents the noise variance.
From (6), the signal after the MMSE estimator consists of three parts: the target (intended data) for user k, the MAI, and the noise, i.e.,
where E k is defined as a matrix with a 1 in its (k, k)th element and zeros in all other places, and A k = I − E k .
III. CENTRALIZED AND DECENTRALIZED POWER ALLOCATION SCHEMES
In this section, we describe a centralized power allocation algorithm and several decentralized algorithms and compare their performance and computational burden.
A. Centralized Multiple Detector Power Allocation Joint Optimization (CM-PAJO)
A centralized algorithm assumes that there is an all-knowing controller or that all lamps share all channel state information. For CM-PAJO, we modify the power allocation joint optimization (PAJO) algorithm first introduced in [17] to account for the multi-detector model. Each LED serves all the users in this indoor environment. In order to eliminate the MAI, all lamps allocate power to all users jointly.
Following the derivation in [17] , the SINR for user k can be calculated as
The bit error rate for user k can be approximated by
. To optimize the transmitted power allocation, we consider two optimization criteria: to minimize the maximum BER among all the users or to minimize the average of BER over all the users. Through optimization, we obtain the power allocation as
where P * is the optimal power allocation. To find to (15) and (16), an iterative method, the sequential quadratic programming (SQP) algorithm, can be used [24] . For the "Fairness" optimization in (15) , the objective function can be reformulated into an equivalent nonlinear programming problem by appending additional constraints of the form BER k ≤ y ∀ k, and then minimizing y over P. The method of Lagrange multipliers is used to tackle all constraints. Since the two optimizations are non-convex problems, the solution may be a local minimum. Therefore, we randomly choose different initial values for optimization and choose the best solution from all results. The steps for solving the power allocation algorithm for the "Fairness" criteria is described in Algorithm 1. The steps for solving the "Min-BER" criteria are similar.
B. Decentralized Multiple Detector Power Allocation Algorithms
In a large room with many LED lamps, the centralized algorithm presented above becomes prohibitively and unnecessarily complicated. In this section, we describe four decentralized power allocation algorithms better suited to such environments. For the decentralized algorithms, we define a circular access area for each lamp, which is shown in Fig. 2 . This artificiallydefined access area is smaller than the actual illumination area Algorithm 1: Optimal power allocation for "Fairness".
R is number of random initial values do
Initialization: random initial value P i ; SQP begins; repeat SQP algorithm; until L(P, y, λ i ) converges; Get local optimal P * i for initial value P i ; end Output Choose the P * i that yields the smallest value of y of the lamps such that the lamps can serve only the users who are in the access area. To cover the entire indoor area, there may be some overlap of the access areas from different lamps. Each user must be served by at least one lamp, and each lamp can serve more than one user. An example is shown in Fig. 3 , where there are 4 lamps and 5 users, and each lamp has an access area as drawn. Given the locations of the users, users A and B are in the access area of lamp 1. Users B and C are in the access of lamp 2. User D is in the overlap access area of lamps 3 and 4. User E is in the access area of lamp 3. In this case, since user B is in the overlapping access area of lamps 1 and 2, it can be served by these two lamps. Similarly, user D can be served by both lamps 3 and 4.
Unlike the centralized algorithm, the decentralized VLC optimization can be divided into parallel optimization threads. For each optimization thread, the transmit power allocation and filter design work independently from the other threads. In addition, when we calculate the SINR for each user, we only consider the messages within the thread (so the MAI is assumed to be caused only by the users in the same thread). We use OCDMA as our multiple-access scheme because it can allow each thread to ignore other threads, even if they cause some interference. However, for TDMA and OFDMA, interference can be catastrophic. Since each thread works individually, there is no channel information exchange between the different optimization threads. For all techniques, each lamp must know the data and channel state information for the users in its access area, and all lamps must remain synchronized since a user may receive its signal from more than one lamp.
In this section, without loss of generality, the "Fairness" optimization criterion of (15) is described; the "Min-BER" criterion is easily derived using (16) .
1) Decentralized Equal Power Allocation (DEPA):
For DEPA, each lamp works independently and allocates the transmitted power equally to the users in its access area. If there are no users in an access area, the transmitted power is used for lighting only.
In the example displayed in Fig. 3 , for DEPA, lamp 1 allocates equal transmitted power to users A and B. Similarly, lamps 2 and 3 allocate power to each user in their access areas equally. Since there is only one user in the access area of lamp 4, all the power is allocated to that user.
2) Power Allocation Disjoint Optimization (PADJO):
All the lamps work independently in PADJO, and each lamp optimizes the power allocated to the users in its own access area using (15) or (16) . Since we assume there are N lamps in the indoor environment, there are N optimization threads, and all threads can work in parallel. Similar to DEPA, there is no channel information exchange between lamps.
Using PADJO, all the lamps and users in the example shown in Fig. 3 can be divided into four optimization threads. Thread 1 consists of lamp 1 and users A and B. Thread 2 consists of lamp 2 and users B and C. Thread 3 consists of lamp 3 and users D and E. Thread 4 contains lamp 4 and user D. The four optimization threads work independently. Thus, when the algorithm calculates the SINR for each user in a particular thread, it only consider the messages within the thread.
3) Weighted Decentralized Multi-Detector Power Allocation Joint Optimization (WDM-PAJO):
For WDM-PAJO, all the lamps work independently. They need to know how many access points serve each users, yet there is still no channel information exchange between lamps. Thus, there are N threads for WDM-PAJO. The SINR for each user is weighted by τ k to normalize for the extra power received by users that are served by multiple lamps. The algorithm calculates
which is similar to the PADJO, except it accounts for the number of lamps that serve user k, denoted as τ k . Ω
W represents the ith WDM-PAJO optimization thread.
is the optimal power allocation matrix for the lamps in the ith thread using WDM-PAJO. Similar to PADJO, all the lamps and users in Fig. 3 can be divided into four optimization threads for WDM-PAJO. In this example, when we optimize the transmitted power in thread 1 using In PDM-PAJO, the lamps and users are divided into different optimization threads depending on the users' locations. Different from PADJO, the lamps that serve the same users can exchange channel information in PDM-PAJO. Therefore, the lamps that work together form an optimization thread.
For PDM-PAJO, the optimization process for a thread is similar to the CM-PAJO case, which can be described as
P represents the ith PDM-PAJO optimization thread, which contains some lamps and users. P * Ω ( i ) P is the optimal power allocation matrix for the lamps in the ith thread using PDM-PAJO. For the example shown in Fig. 3 , all the users and lamps can be divided into two optimization threads using PDM-PAJO. Given the locations of the users, the two optimization threads can be represented as Ω (1) P = {lamp 1, lamp 2, user A, user B, user C}, Ω (2) P = {lamp 3, lamp 4, user D, user E}. Thus, lamps 1 and 2 can work together to support user B by optimizing the transmitted power. When the algorithm calculates the SINR for user A, the MAI is assumed to be caused by the messages from both lamps 1 and 2 to user B. Although users C and A are in the same optimization thread, the algorithm ignores user C when calculating the MAI for user A, since they are not in the same access area.
In general, DEPA, PADJO and WDM-PAJO require no coordination between lamps. PDM-PAJO requires some coordination, and CM-PAJO requires the most, depending on the physical location of the users.
IV. PERFORMANCE COMPARISON
In this section, numerical results on the performance of the proposed system are shown. To test the applicability of the system in different environments, we show results for both small and large rooms. In the small room, each LED is controlled separately. In all results using the large room setup, to simply the problem, all the LEDs in the same lamp are controlled together as one. The parameters used to obtain the numerical results are shown in Table I . Unless otherwise noted, this is a baseline for all the numerical results in this paper.
A. BER and SINR Comparison
For a small indoor environment, we consider two typical lamp and user positions, which are shown in Fig. 4 . In Case 1, all the users are located in a corner near one of the lamps. In Case 2, all the users are distributed in the room. The numerical results for the BER of the CM-PAJO using the "Fairness" and "Min-BER" optimization criteria from (15) and (16) for Cases 1 and 2 are shown in Fig. 5 . The BER curves can be represented as a function of the peak radiation power to noise ratio (PPNR), which is defined as p max /σ 2 . 1 Using the "Fairness" criterion, the BER curves for all users are more similar than using the "Min-BER" criterion, as excepted. At a BER of 10 −3 , there is approximately a 3 dB required transmitted power gap between the best and worst-case users for Min-BER both in Cases 1 and 2. Since the Min-BER method minimizes the average BER for all users, the average BER using Min-BER is slightly better than using "Fairness", by 1 dB. But when equal performance is desired, the "Fairness" method is preferable. Case 2 always has a better BER than Case 1 because the users' locations make better use of all lamps.
We compare the performance of the proposed CM-PAJO and our four decentralized algorithms using the multi-detector model. We test a large indoor environment described in Table I to compare the CM-PAJO, PDM-PAJO, WDM-PAJO, PADJO and DEPA. In this paper, we consider the minimum access area case 2 for all the algorithms. [18] discusses the effect of the size of the access area on some of these algorithms. The geometric position of the lamps and users are shown in Fig. 6 . From the results in Fig. 7 , we see that the optimized algorithms do much better than DEPA in general, showing the advantage of resource optimization. CM-PAJO is the optimal power allocation algorithm that can spend about 10 dB less transmitted power than DEPA to achieve the same BER performance. For decentralized algorithms, PDM-PAJO and WDM-PAJO only need 2 dB more 2 The minimum access area means the minimum value of the access area for which the entire indoor floor surface is covered. The access area of all lamps is assumed equal.
power than the CM-PAJO to get the same BER. In addition, using 7 PDs can save as much as 2 dB transmitted power for both centralized and decentralized algorithms over single PD cases. If there is no background light, when the proposed VLC system satisfies standard 400 lx illumination, 3 it can support up to 40 users when using the 7-detector CM-PAJO algorithm.
B. Computational Burden Comparison
The goal for seeking a decentralized power allocation algorithm is to reduce the computational burden of the centralized algorithm, CM-PAJO, especially for a large indoor environment. To estimate the computational burden, we use the maximum number of variables per thread (optimization problem size) as the metric. The variables to be calculated per thread are the power allocated from the LEDs to the users and the time-space MMSE filter coefficients, which are represented as p qk and (2) and (5), respectively). The number of variables in each thread is the size of the optimization problem, which implies the computational burden.
Since in CM-PAJO all lamps need to share the channel feedback information from all the users and work together to solve for the power allocation, there is only one optimization thread. Therefore, the optimization problem size for CM-PAJO can be derived as
Since the proposed decentralized algorithms use parallel processing, the computational burden per thread for them is much lower than for CM-PAJO. The actual optimization problem size depends on the users' positions in the indoor environment. In this paper, we consider the users to be uniformly distributed in the indoor environment. The optimization problem size of the decentralized algorithms also depends on the access area. We consider the minimum access area case for calculating the computational burden.
For DEPA, the transmitted power for each user is the same. Thus, the optimization problem size is smaller than the other decentralized algorithms because there is no need to calculate the transmitted power for each user, only the filter coefficients at the detectors. The optimization problem size of DEPA can be calculated as
Since for both PADJO and WDM-PAJO, the lamps all work independently, and there is no channel information shared among the lamps, the optimization problem size of PADJO and WDM-PAJO can be assumed to be the same. Thus The optimization problem size per thread for PDM-PAJO can be written as
Numerical results on optimization problem size are shown in Fig. 8 . With the help of parallel processing, the four decentralized algorithms have much lower computational burden than the CM-PAJO algorithm. As the number of users increases, the advantage of using a decentralized algorithm becomes more obvious.
We compare the running time per thread for the centralized and decentralized optimization algorithms. The optimization is performed using the SQP solver in MATLAB running on a PC with an Intel i5 processor and a 2G memory. The 50 uniformly distributed users case is tested. The results, which are the average of 5 trials, are shown in Table II . We find that the decentralized algorithms need much less time than the centralized algorithm. Since there is no optimization for DEPA, the time consumed for DEPA is smallest. PADJO and WDM-PAJO need a similar running time that is about 0.04% of the centralized algorithm. PDM-PAJO takes about 25 more time than WDM-PAJO and PADJO since the optimization threads for PDM-PAJO usually contain more lamps and users; for WDM-PAJO and PADJO, each thread only contains a single LED. Taking into consideration the computational burden and BER performance of the centralized and decentralized algorithms we propose, PDM-PAJO Fig. 9 . Normalized data rate of the user that is blocked under different shadowing conditions for a BER = 10 −3 . 4 users are in the small indoor environment, and a single detector is used with length-7 OOC codes.
and WDM-PAJO both provide a reasonable trade-off between BER performance and computational burden.
V. PRACTICAL CONSIDERATIONS
In this section, several practical considerations of our proposed VLC design such as shadowing effects, illumination requirements, dimming control, beamwidth selection, and nonlinear effects of LEDs, are discussed.
A. Shadowing Effects
Shadowing is a common phenomenon that can be regarded as a kind of path loss as in RF communication systems [28] . In our work, we assume that the shadowing effects in VLC systems are caused by objects that block the light. Since the light can be partially blocked, we define the shadowing effects as a power loss. The shadowing loss coefficient for user k is denoted as α k ∈ [0, 1]. When α k = 0 the light is totally blocked, and when α k = 1 there is no shadowing for user k. In this work, we represent the power loss due to α k in dB.
To test the effects of shadowing on our system, we assume a 4 users system in the small indoor environment, and only one of them is affected by shadowing. We assume the shadowing losses are generated from the one lamp that is closest to the user. Fig. 9 shows the maximum data rate of the affected user normalized to that of the non-shadowed case. In this paper, we design our algorithms to be adaptive, so the system reallocates the transmitted power when the environment and users' positions change. Fig. 9 compares the adaptive CM-PAJO, the CM-PAJO without shadowing information, the DEPA, and the case that each user is only served by the closest lamp. From the numerical results, although the data rate of all schemes decreases with increasing shadowing effects, the adaptive CM-PAJO has significantly better performance.
For the decentralized algorithms, if the shadowed users are supported by more than one lamp, the decentralized power allocation algorithms can also adjust the power assignment to provide those users good communication service. However, if a user is only served by one lamp, the decentralized algorithms cannot alleviate the shadowing effect. We can usually adjust the size of the access area to make sure each user can be served by more than one lamp using the decentralized algorithms.
B. Illumination Requirements and Dimming Control
Dimming can be used to satisfy different illumination requirements for different purposes. The effective dimming level depends on the radiation power and the ratio of the OCDMA code weight to the code length, η, which determines the illumination potential. In this work, we assume the OCDMA codewords have been specified (not adaptive), and η is fixed. Thus, the dimming level can only be adjusted by changing the radiation power. The Illumination Engineering Society of North America provides some illumination level standards for indoor environments [26] . For example, the illumination level for an office building should be greater than 400 lx. For hotels and restaurants, 100 lx illumination is enough.
To ensure the room is uniformly illuminated in space, we assume that there are K v virtual users uniformly distributed in the room, and the virtual users need illumination only (no communications). Thus, the total number of users is K tot = K + K v , where K is the number of real users who need both data and illumination. Under this assumption, we can define the illumination tolerance at user k as Δ k , and require that
T . We denote h qk1 as the channel gain from LED q to the detector of user k that is pointed towards the ceiling. p max dim is the dimmed peak power vector, which can be represented as p
T , where γ = (γ (1) , γ (2) , . . . , γ (N Q ) ), and γ (q ) is the dimming parameter for LED q. To satisfy specific illumination requirements, the dimming parameters can be adjusted in the range of [0, 1] for dimming control. Thus, the peak power constraint for different LEDs may be different. P b and P req represent the received power from background light and the required illumination, respectively. The tolerance Δ k limits the difference between the required illumination and the actual illumination.
To make sure the illumination throughout the room is as spatially constant as possible, the dimmed transmitted power of each LED can be controlled to minimize the illumination tolerance among all the users (real and virtual). Thus, the optimal dimming parameters γ * can be found by
Then, the dimmed peak power vector p max dim can be used as a peak power constraint for each LED, in either the centralized or one of the decentralized power allocation algorithms described above.
The illumination tolerance can be used as a criterion to evaluate how uniform an illumination can be provided by the VLC system. Numerical results for the average illumination tolerance of all the indoor area with different numbers of uniformly distributed virtual users are shown in Fig. 10 . As expected, the more virtual users, the lower the average illumination tolerance that can be achieved, since more virtual users can represent the space in the room more fully. Adding virtual users does not increase the computational burden of the resource allocation algorithms, and solving (24) is computational trivial. For this simulation scenario and for LEDs with 30 degree half-angle, we conclude that 16 uniformly distributed virtual users can fully represent the entire space in the small indoor environment
The semiangle of the LEDs is another factor that affects the dimming control accuracy. In Fig. 11 , we compare the optimal illumination tolerances for different semiangles using our multiple-LED lamp and a single-LED lamp in which there is only one LED per lamp. For small semiangle LEDs (less than 15 degrees) in the multiple-LED case, the beam width of the LEDs is too narrow, and all the area on the floor cannot be illuminated. Thus, some areas of the floor would be very dark, and other areas would be bright. Because of that, the illumination tolerance defined in (23) is large. If large semiangle LEDs are used, the illumination area of each LED is relatively large, but the intensity of the illumination would not be as high as in the small semiangle cases. It is not easy to control the illumination level for a particular area as accurately with large semiangle LEDs. Therefore, to make sure the illumination distribution is uniform for different requirements, the semiangle of the LEDs cannot be too large or too small. From the numerical results in Fig. 11 , a 20-degree semiangle LED is the best choice for the proposed multiple-LED lamp model to have the lowest illumination tolerance if 16 uniformly distributed virtual users are modeled in the small room. The single-LED lamp has a similar behavior as the multiple-LED lamp case. There is an optimal choice for the semiangle, which is around 60 degrees for the single-LED lamp. Compared with the multiple-LED lamp, the single-LED lamp cannot provide high accuracy illumination control.
We also take the background illumination (BI) in the indoor environment into account in the form of background power P b in (23) . We assume that the background power also introduces shot noise. If the required illumination level in the room is assumed to be fixed around 400 lx [26] , the more background light there is, the less radiation power the LED lamps need to emit. Fig. 12 shows the BER performance of the CM-PAJO algorithm under different background light conditions. In this result, we assume the background light is uniformly distributed, and the background illumination on different PDs is the same. We note that increasing the background light decreases the number of users the system can support.
If the background light comes from a window or another room, our multiple PDs system has advantages over the single PD case. Since we take advantage of the signals from different PDs, the space-time MMSE filter can improve the SINR. We now model the background light from a window as a point light source on a wall. We suppose the window is located on one wall of the small room at (0, 2.8, 2.8). Numerical results for this case are shown in Table III . In this case, there are four randomly distributed users, and the background light adds shot noise. The results indicate that our multi-detector system is robust against background light interference from a window by using our MIMO technique. Fig. 13 . The average BER performance for different quantization levels with 2, 3, 4 and 5 users using length-7 OOC codes in the small environment, semiangle is 30 degrees, no dimming control.
C. Transmitted Power Quantization
Although we assume on-off CDMA coding and OOK modulation, since each LED transmits the sum of signals meant for the various users, the signal itself is no longer on-off pulsed. In this section, we assume each LED of the multiple-LED lamp is a LED-array that is composed of many micro-LEDs (μ LED) [21] .
The optical power from the LEDs is driven by an input electrical signal that carries information. Due to the structure of the LEDs and the principles of generating light, the relation between the output optical power and the input current can be modeled as a nonlinear function. To diminish the effect of the nonlinearity of LEDs on our system, each μ LED in the LED-arrays can only be controlled as on or off, and these μ LEDs can be clustered into different groups, where each group can be controlled to be on or off. For example, if the μ LEDs in an LED-array can be divided into 7 groups with the same number of μ LEDs, there are 8 levels of intensity that can be emitted, from level 0 to level 7. For level 0, no group is lit; for level 7, all the groups are switched on. A design trade-off needs to be found between the quantization errors and the structural complexity, which is outside the scope of this study.
Numerical results for the system performance of different quantization levels are shown in Fig. 13 . For the same scenario as shown in Fig. 4 , Case 2, we conclude that 8 quantization levels are sufficient in our system.
VI. CONCLUSION AND FUTURE WORK
In this paper, we present a multiuser MIMO indoor visible light communication system that is robust against shadowing, dimming, background radiation, and LED nonlinearity. In this system, a centralized power allocation scheme and four decentralized algorithms are proposed. To enhance the SINR for each user, a multiple PDs model is employed at the receiver. The BER performance and computational burden of the algorithms are analyzed. Compared to the centralized power allocation algorithms, the four proposed decentralized power allocation algorithms all have much lower computational burden. Considering the BER performance of the centralized and all decentralized algorithms, PDM-PAJO and WDM-PAJO are the best choices. When some users are affected by shadowing, our proposed adaptive MIMO power allocation algorithms can reallocate the transmitted power to reduce the shadowing effects. From the simulation results, the data rate of the shadowed user using adaptive CM-PAJO is about twice as high as the algorithm without knowing the shadowing information when the shadowing loss coefficient α k is 3 dB. The algorithms proposed in this paper can adjust the dimming parameters for each LED to accommodate the illumination requirements. In addition, the nonlinearity of LEDs is also considered in this paper and can be solved by using micro-LED arrays.
In future work, dispersive channels will be considered instead of flat channel gains. In this case, intersymbol interference needs to be taken into account as the data rate increases. To improve the bandwidth efficiency, M-ary modulation schemes will be explored. In addition, user mobility will be discussed in future work. Imperfect channel state information cases will also be explored.
