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AVERAGE BATEMAN–HORN FOR KUMMER POLYNOMIALS
FRANCESCA BALESTRIERI AND NICK ROME
Abstract. For any prime r ∈ N and almost all k ∈ N smaller than xr , we show that the
polynomial f(n) = nr + k takes the expected number of prime values, as n ranges from 1
to x. As a consequence, we deduce statements concerning variants of the Hasse principle
and of the integral Hasse principle for certain open varieties defined by equations of the
form NK/Q(z) = t
r + k 6= 0, where K/Q is a quadratic extension. A key ingredient in our
proof is a new large sieve inequality for Dirichlet characters of exact order r.
1. Introduction
One of the most central and classical problems in number theory is understanding how
often polynomials take prime values. Indeed, infamous examples include the Prime Num-
ber Theorem (concerning the frequency with which the polynomial x takes prime values),
the Twin Prime Conjecture (concerning the frequency with which the polynomials x and
x + 2 simultaneously take prime values) and Landau’s problem (which asks how often the
polynomial x2 + 1 takes prime values). A vast generalisation of these problems is provided
by the following conjecture of Bateman and Horn [3].
Conjecture 1.1 (Bateman-Horn). Let f1, . . . , fr ∈ Z[x1, . . . , xn] be distinct irreducible poly-
nomials of degree d1, . . . , dr respectively. If there is no prime which divides
∏r
i=1 fi(d) for
every d ∈ N, then ∑
d6X
r∏
i=1
Λ(fi(d)) ∼ X
d1 · · · dr
∏
p
1− np/p
(1− 1/p)r ,
where Λ is the von Mangoldt function and where np is the number of solutions to
∏r
i=1 fi(x) ≡
0 (mod p) in Z/pZ.
The only cases for which this conjecture is known to hold are for a single polynomial of
degree 1 (this being Dirichlet’s theorem on primes in arithmetic progressions), for polyno-
mials given by the norm of a number field, or for polynomials in a large number of variables
compared to their degree. The full strength of this conjecture is well out of reach at the
moment. A more accessible statement is to average the conjecture over particular families of
polynomials. This is the content of our main theorem, which shows that an average version
of the Bateman–Horn conjecture is true almost always for certain polynomials related to
Dirichlet characters of exact order r, a prime.
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Theorem 1.2. Let r ∈ N be a prime. Let n0 ∈ Z and M0 ∈ N. For any fixed real A,B > 0,
we have for xr(log x)−A ≤ y ≤ xr that
∑
k≤y
∣∣∣∣∣∣∣∣
∑
n≤x
n≡n0 (modM0)
Λ(nr + k)−Sn0,M0(k)x
∣∣∣∣∣∣∣∣
2
≪ yx
2
(log x)B
, (1.1)
where the singular series is given by
Sn0,M0(k) :=
1gcd(M0,nr0+k)=1
ϕ(M0)
∏
p∤2·M0
p prime
(
1− np − 1
p− 1
)
.
Theorem 1.2 immediately implies the following result.
Corollary 1.3. Let r ∈ N be a prime. Let n0 ∈ Z and M0 ∈ N. For any fixed real
A,B,C > 0 and for Sn0,M0(k) as defined in Theorem 1.2, we have for x
r(log x)−A ≤ y ≤ xr
that ∑
n≤x
n≡n0 (modM0)
Λ(nr + k) = Sn0,M0(k)x+O
(
x
(log x)B
)
for all k up to y with at most O
(
y(log x)−C
)
exceptions.
When M0 = 1, this subsumes previous results by Baier–Zhao [2], Foo–Zhao [16], and is
analogous to Zhou [33]. It should be possible to extend the methods of this paper to handle
composite r and this will be the subject of future work. Recently, Sofos and Skoroboga-
tov [30] have independently investigated an average form of the Bateman–Horn conjecture
and shown that, if we order polynomials by the size of their coefficients, then 100 % of them
satisfy the Bateman–Horn conjecture. However, their work and their techniques cannot be
used to provide insight into thin families of polynomials such as the ones that we consider
in this paper (more discussion on this point will follow in the next subsection). The more
arithmetic motivation for our work (as well as that of [30]) is that many results about the
qualitative behaviour of rational points on varieties with a fibration structure are known to
hold under the so-called Schinzel’s hypothesis, which is a special case of the Bateman–Horn
conjecture. Indeed the first such example of this is the use of Dirichlet’s theorem on primes
in arithmetic progressions in the proof of the Hasse–Minkowski theorem. The idea of using
Schinzel’s hypothesis and fibration techniques to deduce arithmetic statements (such as the
Hasse principle or its refinements using the Brauer-Manin set, see e.g. [29] for definitions) is
originally due to Colliot-The´le`ne and Sansuc [8] and was later futher developed by several
authors in [12], [10], [11], and, more recently, in [31], [28], [6]. In particular, it is known
that, conjecturally on Schinzel’s hypothesis, the Brauer-Manin obstruction is the only one
for the Hasse principle and for the integral Hasse principle on certain normic varieties (see
e.g. [7], [8], [9], [28], [6]). Furthermore, in the advent of breakthroughs in additive combi-
natorics by Green–Tao–Ziegler [20], it was possible to prove unconditional results of this
type for fibrations whose degenerate fibres are all defined over Q (see [5] and [23]). Since
the average Bateman–Horn result in Theorem 1.2 also acts as a replacement on average for
Schinzel’s hypothesis, one can try to deduce, unconditionally, applications to the arithmetic
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statistics of the Hasse principle and integral Hasse principle. As a proof of concept, in this
paper we give one such application. Consider the open affine variety
Xa,r,k : y
2 − az2 = tr + k 6= 0 (1.2)
for a ∈ Z− {0, 1} squarefree, r a prime, and k a positive integer.
Theorem 1.4 (Theorem 10.1). Let a ∈ Z − {0, 1} be squarefree and such that 2 does not
ramify in OQ(√a). Let r ∈ N be any prime such that p 6≡ 1 (mod r) for all primes p|a. Then
for 100% of k ∈ N (ordered naively by size) we have Xa,r,k(Q) 6= ∅. If, moreover, OQ(√a)
has narrow class number at most 2, then for 100% of k ∈ N (ordered naively by size) we
have Xa,r,k(Z) 6= ∅.
The proof of this theorem consists in establishing, under the relevant conditions on a, that
some variants of the Hasse principle and of the integral Hasse principle hold for Xa,r,k. As
our main tool, we use the analytic input together with a modification of standard fibration
method arguments, similar to the one used in [30]. This tight interplay between geometry
and analysis is in the spirit of the results of [5] and [23]. Theorem 10.1 immediately implies
the following corollary, analogous to [14].
Corollary 1.5. Let
L := {3, 7, 11, 15, 19, 35, 43, 51, 67, 91, 115, 123, 163, 187, 235, 267, 403, 427}.
Let d ∈ L and let rd > 3 be any prime such that p 6≡ 1 (mod rd) for all primes p|d. Then
100% of positive integers k can be written as
k = n21 + dn
2
2 + n
rd
3
for some n1, n2, n3 ∈ Z.
Proof. Since for imaginary quadratic number fields the class number 6 2 problem has been
solved and the class number and the narrow class number coincide, it is easy to check that
the list L consists precisely of those squarefree d ∈ N such that Q(√−d) has (narrow)
class number at most 2 and 2 does not ramify in OQ(
√−d). Hence, we can apply Theorem
10.1. 
1.1. Proof Outline. Our proof of Theorem 1.2 follows closely the outline in [2]. The idea
is to use the circle method, in a manner similar to Vinogradov’s theorem, writing∑
n6x
Λ(nr + k) =
∫ 1
0
∑
m6xr+k
Λ(m)e(αm)
∑
n6x
e(−(nr + k))dα,
where we are using the standard notation e(w) := exp(2πiw). The difficulty with applying
the Vinogradov approach for non-linear polynomials is that, in order to detect primes, one
must take very large major arcs, whereas, in order to detect integers represented by a
polynomials of degree r, one typically has major arcs of length x−r. This means that our
major arc contribution will not converge: indeed, the bulk of our work consists in bounding
the second moment of the tail of this contribution. In the major arcs, the way we detect
when an integer is an r-th power is by developing a large sieve for characters of exact order
r, a result which we believe will be of independent interest.
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Theorem 1.6. Let r > 2 be any integer. Let (am)m∈N a sequence of complex numbers,
supported on the squarefree integers. Then
∑
Q<q62Q
∑
χmod q
χr=χ0
χ 6=χ0
∣∣∣∣∣ ∑
M<m62M
amχ(m)
∣∣∣∣∣
2
≪ ∆(Q,M)
∑
M<m62M
gcd(m,r)=1
|am|2 (1.3)
where
∆(Q,M) = (QM)ǫmin{Q2+M,Q3/2+Q1/2M,Q2/3M +Q4/3, Q+M5/3Q−1/3+Q1/3M4/3}.
(1.4)
Remark. This result is likely not the best possible using our techniques. Further improve-
ment will be the subject of future work.
The cases r = 2, 3, and 4 in Theorem 1.6 have been studied by [24], [1] and [19], respec-
tively. In all cases, this is produced from a related large sieve result for the r-th power
residue symbol. We remark that in these previous works the field Q(ζr), over which this
symbol is defined, was either Q itself or an imaginary quadratic field of class number 1, thus
greatly simplifying the analysis.
We note that, using the large sieve result in Theorem 1.6, it should be possible to deduce
bounds on the second moment of the L-functions associated to characters of exact order r
– however, such applications we leave to a later date.
We also note that, if we were to follow the alternative approach used in [30], we would
have to open the square in the left-hand side of (1.1) and bound a sum of the form∑
k6y
[
Λ(nr1 + k)Λ(n
r
2 + k) + Λ(n
r
1 + k)Sn0,M0(k)x+ Λ(n
r
2 + k)Sn0,M0(k)x+Sn0,m0(k)
2x2
]
.
The most difficult term would then be the first: indeed, re-arranging slightly we could write
the k-sum as ∑
a6y+nr1
Λ(a)Λ(a+ (nr2 − nr1)).
Achieving an asymptotic formula for such a quantity is on the level of the Twin Prime
Conjecture, and therefore unattainable with current techniques.
In Section 2, we gather several well-known lemmas that are necessary in the course of
our proof. Section 3 is devoted to the proof of the large sieve result (cf. Theorem 1.6).
Theorem 1.1 is then proven in Sections 4 - 9. Finally, we make the application to rational
and integral points in Section 10.
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useful conversations, and to Professor Colliot-The´le`ne for his interest in our work. Francesca
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2. Preliminaries
Lemma 2.1 (Po´lya-Vinogradov [26, Theorem 12.5]). Let M,N, q > 1. For any non-
principal character χ modulo q, we have∣∣∣∣∣ ∑
M<n≤M+N
χ(n)
∣∣∣∣∣≪ q1/2 log q.
Lemma 2.2 (Number field large sieve [25, Theorem 1]). Let K be a number field and r
denote an ideal in K. Suppose u(r) is a complex-valued function defined on the set of ideals
in K. We have ∑
N (f)≤Q
N (f)
Φ(f)
∑∗
χmod f
∣∣∣∣∣∣
∑
N (r)≤z
u(r)χ(r)
∣∣∣∣∣∣
2
≪ (z +Q2)
∑
N (r)≤z
|u(r)|2,
where N (f) denotes the norm of the ideal f, Φ(f) is Euler’s totient function generalized to
the setting of number fields, the ∗ over the summation over χ indicates that χ is a primitive
character of narrow ideal class group modulo f and the implicit constant depends on K.
Lemma 2.3 (Duality principle [22, Theorem 228]). For a finite square matrix (tmn) with
entries in the complex numbers, the following statements are equivalent:
(1) For any complex sequence (an), we have∑
m
∣∣∣∣∣∑
n
antmn
∣∣∣∣∣
2
≪
∑
n
|an|2.
(2) For any complex sequence (bn), we have∑
n
∣∣∣∣∣∑
m
bmtmn
∣∣∣∣∣
2
≪
∑
m
|bm|2.
Lemma 2.4 (Perron formula [13]). Suppose that y 6= 1 is a positive real number. Then, for
c, T > 0, we have
1
2πi
∫ c+iT
c−iT
ys
s
ds =
{
1 +O (ycmin{1, T−1| log y|−1}) if y > 1,
O (ycmin{1, T−1| log y|−1}) otherwise.
Lemma 2.5 (Weyl bound [26, Proposition 8.2]). If f(x) = αxd + . . . + a0 is a polynomial
with real coefficients and d ≥ 1, then∣∣∣∣∣∑
n≤N
e(f(n))
∣∣∣∣∣ ≤ 2N
N−d ∑−N<ℓ1,...,ℓd−1<N min
N, 1∥∥∥αd!∏d−1i=1 ℓi∥∥∥


21−d
.
Here ‖x‖ is the distance of x to the nearest integer .
Lemma 2.6 (Mikawa [27]). Let
J(q,∆) =
∑
χ (mod q)
∫ 2N
N
∣∣∣∣∣
#∑
t<n<t+q∆
Λ(n)χ(n)
∣∣∣∣∣
2
dt
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where the # over the summation symbol means that if χ = χ0, then χ(n)Λ(n) is replaced by
Λ(n)− 1. Let ε, A,B > 0 be given. If q ≤ (logN)B and N1/5+ε < ∆ < N1−ε, then we have
J(q,∆)≪ε,A,B (q∆)2N(logN)−A.
Lemma 2.7 (Gallagher [17, Lemma 1]). Let 2 < ∆ < N/2 and N < N ′ < 2N . For
arbitrary complex sequence (an)n∈N, we have∫
|β|<∆−1
∣∣∣∣∣ ∑
N<n<N ′
ane(βn)
∣∣∣∣∣
2
dβ ≪ ∆−2
∫ N
N−∆/2
∣∣∣∣∣∣
∑
max{t,N}<n<min{t+∆/2,N ′}
an
∣∣∣∣∣∣
2
dt.
Lemma 2.8 (Bessel [25]). Let ϕ1, ϕ2, . . . , ϕR be orthonormal members of an inner product
spaces V over C and let ξ ∈ V . Then
R∑
r=1
|(ξ, ϕr)|2 ≤ (ξ, ξ).
Lemma 2.9 ( [26, Theorem 5.35]). Let K/Q be a number field, ξ a Hecke Grossencharakter
modulo (m,Ω) where m is a non-zero integral ideal in K and Ω is a set of real infinite places
where ξ is ramified. Let the conductor ∆ = |dK |NK/Qm. There exists an absolute effective
constant c′ > 0 such that the L-function L(ξ, s) of degree d = [K : Q] has at most a simple
real zero in the region
σ > 1− c
′
d log∆(|t|+ 3) .
The exceptional zero can occur only for a real character and it is strictly less than 1.
3. The Large Sieve
Let r > 2 be a fixed integer. Throughout this section let k be a number field containing
all the r-th roots of unity and Ok the ring of integers of k. Given an integral ideal c, we will
denote by I(c) and I∗(c), the set of integral ideals and fractional ideals of Ok, respectively,
which are coprime to c. We will define I(S) and I∗(S) analogously, for S a finite set of
places of k.
For a ∈ k, let Sa be the set of places of k which either divide r or ramify in k(a1/r)/k.
At each prime p ∈ I∗(c), we have the Frobenius automorphism Fa(p). We extend this
multiplicatively to all fractional ideals to get the Artin map Fa : I
∗(Sa) → Gal(k(a1/r/k).
For any p ∈ I∗(c), we have
Fa(p)(a
1/r) =
(
a
p
)
a1/r,
where
(
a
p
)
is some r-th root of unity. The symbol
(
a
p
)
is independent of the choice of a1/r in
this construction and is defined to be the r-th power residue symbol. Indeed,(
a
p
)
= 1 ⇐⇒ a is an r-th power in kp.
Note that we may extend this multiplicatively to a symbol χa(b) =
(
a
b
)
for any b ∈ I∗(Sa).
One of the troubles that we run into if we try to extend the techniques in the papers [24], [1]
and [19] mentioned in the introduction is that, in those papers, the authors work with power
residue symbols χa(b) taking one integer argument and one ideal argument. In order to prove
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our large sieve result for any r > 5, we require a generalisation of the power residue symbol
that takes two ideals as arguments. To achieve this, we need to introduce the notion of a
Hecke family of characters.
Definition 3.1. Let r > 2 be an integer. Let k be a number field containing the group µr
of all the r-th roots of unity. Fix an ideal c of Ok. An r-th order Hecke family (with respect
to the ideal c) is a collection
{χa : a ∈ I(c), µ2(a) = 1}
of primitive Hecke characters of trivial infinity type satisfying the following three properties:
(1) The order of each character χa divides r.
(2) There exists a finite group G, a homomorphism [·] from I(c) to G, and a map
C : G×G→ µn such that
χa(b) = χb(a)C([a], [b])
for all coprime ideals a, b ∈ I(c). Note that we can think of C([a], [b]) as a sort of
reciprocity law factor.
(3) For all coprime ideals a, b ∈ I(c) satisfying [a] = [b], we have that χaχb is a primitive
Hecke character modulo ab.
In [15], Fisher and Friedberg construct, for each ideal a ∈ I(S), a Hecke character χa that
generalises the power residue symbol
(
a
·
)
in the sense that, for a ≡ 1mod c, we have χ(a) =
χa. One of the major ingredients in the proof of Theorem 1.6 is the following correspondence
between Dirichlet characters of order exactly r and r-th power residue symbols.
Proposition 3.2. There is a one-to-one correspondence between the set of all primitive
Dirichlet characters of exact order r and conductor p, where p splits completely in the ring
of integers of the r-th cyclotomic field Q(ζr) and the set of all r-th power residue symbols
χp at prime ideals p in Z[ζr] which lie above p. Moreover, there are no primitive Dirichlet
characters of exact order r and conductor pα for α > 2.
By multiplicativity, one can extend the correspondence to squarefree conductors of the
form q =
∏s
i=1 pi, where the primes pi all split completely over Q(ζr).
Proof. To classify all primitive Dirichlet characters of order r and conductor q, we first note
that it suffices, by multiplicativity, to consider q = pα where p is a rational prime and
where α > 1. We start with the case α = 1. If there are primitive characters of modulus p
and order r, then it must be the case that r | p− 1 and therefore that p splits completely
in Q(ζr). Conversely, if p splits completely in Q(ζr) (and thus p ≡ 1 (mod r)), say as
pOQ(ζr) = p1 · · · pϕ(r), then associated to each pi there is a map m 7→ χpi((m)), which is a
Dirichlet character of order r and modulus N(pi) = p. Furthermore, these maps represent
all such characters by the following simple counting argument. For any Dirichlet character
χ of modulus pα, we have (c.f. [13, Chapter 4])
χ(n) = e2πimν(n)/ϕ(p
α),
where m is some fixed integer and ν(n) is the index of n relative to a particular primitive
root of p; that is, if g is a fixed primitive element modulo pα (and hence, even for a general
α, a primitive element modulo p), then ν(n) is defined (up to adding multiples of the order
of g in (Z/pαZ)×) by gν(n) ≡ n (mod pα). In our case, since α = 1, we have ϕ(pα) = p− 1.
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Since χ has order r, we have, for all n, that
1 = χr(n) = e2πimrν(n)/(p−1).
Hence, for all n, we need mrν(n)/(p − 1) ∈ Z. Note that ν(g) = 1 (and gcd(g, p) = 1), so
in fact we need mr/(p− 1) ∈ Z, i.e. m = ((p− 1)/r)w, for some w ∈ Z. Hence,
χ(n) = e2πimν(n)/p−1 = e2πiwν(n)/r.
Now, from the above it is easy to see that, if w1, w2 ∈ Z and w1 ≡ w2 (mod r), then
e2πiw1ν(n)/r = e2πiw2ν(n)/r. Since all the characters of modulus p and of order dividing r are
produced by varying w, we just need to consider w ∈ {0, 1, ..., r − 1}; hence, there can be
at most r Dirichlet characters of modulus p and of order dividing r. Moreover, for χ to
be of order exactly r, we need w to be coprime to r. Hence, we get at most ϕ(r) distinct
characters of modulus p and of order exactly r. Since the maps m 7→ χpi((m)) already give
ϕ(r) distinct Dirichlet characters of modulus p and of order r, it follows that these maps
represent, in fact, all the (primitive) Dirichlet characters of modulus p and of order r.
If q = pα for α > 2, then we claim that there can be no primitive characters of modulus
q and of exact order r, as they are always induced by characters of modulus p. Indeed, as
we have seen, for a Dirichlet character χ of modulus pα we have
χ(n) = e2πimν(n)/ϕ(p
α) = e2πimν(n)/(p
α−1(p−1)),
where m is some fixed integer and ν(n) is the index of n relative to a particular primitive
root g of pα. But since the order of χ is r and p− 1 = ru for some integer u, we have, for
all n, that
1 = χr(n) = e2πimν(n)/(p
α−1u).
So we need mν(n)/(pα−1u) ∈ Z for all n. Since ν(g) = 1, and (g, p) = 1, it follows that
pα−1|m, say m = m′pα−1. Hence,
χ(n) = e2πimν(n)/ϕ(p
α) = e2πim
′ν(n)/(p−1).
The right-hand side now can be seen as a Dirichlet character of modulus p and order r: note
that ν(n) is also the index of n relative to the fixed primitive root g when seen as a primitive
element of p (i.e. gν(n) = n (mod p)). This shows that χ is induced by a (primitive) Dirichlet
character of order r and modulus p. 
3.1. Proof of Theorem 1.6. We start by introducing several norms associated to the sum
which we aim to estimate. The comparison and estimation of these norms will ultimately
yield our desired bound. Firstly, let
B1(Q,M) := sup
(am)6≡0
||am||−2
∑′
N(a)∼Q
µ2(a)
∣∣∣∣∣∑
m∼M
µ2(m)amχ(m)(a)
∣∣∣∣∣
2
,
where we have used the convention that m ∼M means a sum over the rangeM 6 m 6 2M ,∑′
means a sum over all those ideals whose prime ideal divisors lie above completely split
rational primes, and ||am||2 :=
∑
m∼M |am|2. We define the norm B2(Q,M) similarly, but
loosening the restriction that primes dividing a lie above completely split primes to just that
a must be coprime to rOQ(ζr) and dropping the squarefreeness condition on a. The bound
B1(Q,M) 6 B2(Q,M)
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is then trivial. Moreover, if W is a smooth weight function with compact support in (0,∞)
which is at least 1 on the interval [1, 2], then
B3(Q,M) 6 sup
(am)
||am||−2
∑∗
m1,m2
am1am2
∑
a
W
(
N(a)
Q
)
χ(m1)(a)χ(m2)(a).
Introducing an additional coprimality condition, we define
B4(Q,M) := sup
(am)
||am||−2
∑∗
gcd(m1,m2)=1
am1am2
∑
a
W
(
N(a)
Q
)
χ(m1)(a)χ(m2)(a).
We define C1(M,Q) as the dual sum to B1, namely
C1(M,Q) := sup
(ba)6≡0
||ba||−2
∑
m∼M
µ2(m)
∣∣∣∣∣∣
∑′
N(a)∼Q
µ2(a)baχa((m))
∣∣∣∣∣∣
2
.
Similarly, we define C2(M,Q) by removing from C1(M,Q) the restriction that m be square-
free.
A large sieve over Hecke families was established in [18] and [4]. From the analysis in
these papers, we take the following bounds.
Lemma 3.3. For any Q,M > 1 and any ǫ > 0, we have
B1(Q1,M)≪ B1(Q2,M) for Q1,M > 1 and Q2 > Q2 > CQ1 log(2Q1M) (3.1)
B2(Q,M) ≪ M ǫB3
(
Q
∆1
,
M
∆2
)
for some 1 6 ∆1 ≪ ∆2 (3.2)
B3(Q,M) ≪ Q+ (QM)ǫ Q
M
max
16K6(MQ)ǫM2Q−1
B2(K,M). (3.3)
These bounds are [4, Lemmas 3.1,3.2 and 3.3], respectively. The final bounds that we
need are proved in the following lemma.
Lemma 3.4. For any Q,M > 1 and any ǫ > 0, we have
C2(M,Q)≪ (QM)ǫ(M +Q2), (3.4)
B2(Q,M)≪ (log 2Q)3Q1/2X−1/2B1(XQǫ,M) for some X with 1 6 X 6 Q (3.5)
C2(M,Q)≪M ǫQ1−1/ν
ν−1∑
j=0
C2(2
jMν , Q)1/ν . (3.6)
Proof. The first bound follows from a simple application of the usual large sieve in number
fields (Lemma 2.2). For the second, observe that in the B2 sum we have dropped the
condition that every prime ideal dividing a lies above a completely split rational prime.
Hence a may be divisible by some prime ideals lying above rational primes with non-trivial
residue degree. Furthermore a could be divisible by squares of ideals now. Accordingly we
write a as the product of a factor with square-free norm and one with square full norm
B2(Q,M) 6
∑
N(c)62Q
N(c) square-full
∑′
N(b)6Q/N(c)
µ2(bc)
∣∣∣∣∣∑∗
m∼M
µ2(m)amχ(m)(bc)
∣∣∣∣∣
2
.
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We split the range of the N(c) sum dyadically so that
B2(Q,M)≪ log(2Q) sup
16X6Q
∑
Q/X6N(c)62Q/X
N(c) square-full
∑′
X/2ϕ(r)6N(b)62X
µ2(b)
∣∣∣∣∣∑∗
m∼M
µ2(m)amχ(m)(bc)
∣∣∣∣∣
2
Therefore
B2(Q,M)≪ log(2Q) sup
X
Q1/2X−1/2
(
B1(X/2
ϕ(r),M) + . . .+B1(X,M)
)
.
The claimed bound now follows from (3.1).
It just remains to prove (3.6). We introduce the dual norm
C ′2(Q,M) := sup
(am)6≡0
||am||−2
∑′
N(a)∼Q
µ2(a)
∣∣∣∣∣∑
m∼M
amχ(m)(a)
∣∣∣∣∣
2
.
By duality, C2(M,Q) = C
′
2(Q,M). Assume that (am) is a sequence attaining the supremum.
Then, by applying Ho¨lder’s inequality, we have
C ′2(Q,M)≪ ||am||−2Q1−1/ν
 ∑′
N(a)∼Q
µ2(a)
∣∣∣∣∣∣
∑
Mν<m6(2M)ν
cmχa((m))
∣∣∣∣∣∣
21/ν ,
where cm :=
∑
m1...mν=m
am1 . . . amν . We now break the m-sum into dyadic segments ∑′
N(a)∼Q
µ2(a)
∣∣∣∣∣∣
ν−1∑
j=0
∑
2jMν<m62j+1Mν
cmχa((m))
∣∣∣∣∣∣
21/ν
and bound this by
≪
ν−1∑
j=0
 ∑′
N(a)∼Q
µ2(a)
 ∑
2jMν<m62j+1Mν
|cm|2
 ||cm||−2 ∑
2jMν<m62j+1Mν
|cmχa((m))|2
1/ν .
By the definition of C ′2, this suffices for the claimed bound. 
Proof of Theorem 1.6. We now turn our attention to proving Theorem 1.6. Firstly, by the
duality principle, we have B1(Q,M) = C1(M,Q). Moreover, by the positivity of the square,
we get that C1(M,Q) 6 C2(M,Q). This, combined with (3.4), is already enough to prove
the first term in (1.4). For the next bound, we use (3.6) with ν = 2 to see that
C2 ≪M ǫQ1/2
[
C2(M
2, Q)1/2 + C2(2M
2, Q)1/2
]
.
Applying (3.4) yields the desired bound. Similarly, the next claimed bound in (1.4) follows
from the case ν = 3 of (3.6). We note that no further improvement is attained by taking
larger values of ν. Setting Q = X in (3.5) and applying the bound that we just achieved,
we have that
B2(Q,M)≪ (QM)ǫ
(
Q2/3M +Q4/3
)
.
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Using this and (3.3) gives
B3(Q,M)≪ Q+ (QM)ǫ Q
M
max
16K6(QM)ǫM2Q−1
B2(K,M)
≪ Q+ (QM)ǫ Q
M
max
16K6(QM)ǫM2Q−1
(
K2/3M +K4/3
)
≪ Q+ (QM)ǫ (M4/3Q1/3 +M5/3Q−1/3) .
This combined with the inequalities
B1(Q,M)≪ B3
(
Q
∆1
,
M
∆2
)
≪ B3(Q,M),
concludes the proof of Theorem 1.6. 
4. The major arcs
Let r ∈ N be a prime. Our starting point is the identity∑
n≤x
n≡n0 (modM0)
Λ(nr + k) =
∫ 1
0
∑
m6xr+k
Λ(m)e(αm)
∑
n≤x
n≡n0 (modM0)
e(−(nr + k))dα.
Note that if gcd(nr0 + k,M0) 6= 1 then there is no way that the left hand side is non-zero,
so henceforth we assume they are coprime. As is typical in circle method problems, we will
partition the interval [0, 1] into major arcs M and minor arcs m. For Q1 := (log x)
c1 for
some fixed c1 > 0, we set
M =
⋃
q≤Q1
q⋃
a=1
(a,q)=1
Ia,q,
where
Ia,q :=
[
a
q
− 1
qQ2
,
a
q
+
1
qQ2
]
,
where Q2 := x
1−ε. When x is sufficiently large the inequality Q2 > Q1 holds, implying that
the intervals Ia,q with q ≤ Q1 become disjoint. We write α ∈ M as α = aq + β for some
a, q ∈ Z with gcd(a, q) = 1 and with |β| ≤ 1
qQ2
.
Let
S1(α) :=
∑
m≤xr+k
Λ(m)e(αm),
S2(α) :=
∑
n≤x
n≡n0 (modM0)
e(−αnr).
We will first estimate S1(α). For convenience, we set
z := xr + k. (4.1)
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We have
S1(α) =
∑
m≤z
Λ(m)e(am/q)e(βm)
=
∑
m≤z
(m,q)=1
Λ(m)e(am/q)e(βm) +
∑
m≤z
(m,q)>1
Λ(m)e(am/q)e(βm).
Let q =
∏t
i=1 p
δi
i be the prime factorisation of q. If (m, q) > 1, then Λ(m) 6= 0 if and only if
m = pαii for some i ∈ {1, ..., t} and some αi > 0. Hence,
∑
m≤z
(m,q)>1
Λ(m)e(am/q)e(βm) =
t∑
i=1
∞∑
αi=1
∑
p
αi
i <z
log(pi)e(ap
αi
i /q)e(βp
αi
i )
6 log z
t∑
i=1
logpi(z)∑
αi=1
1.
If pi > 3, then logpi(z) 6 log z. Since log2 z = log z/ log 2, we have∑
m≤z
(m,q)>1
Λ(m)e(am/q)e(βm)≪ log q log2 z.
Hence,
S1(α) =
∑
m≤z
(m,q)=1
Λ(m)e(am/q)e(βm) +O(log q log2 z).
We may rewrite the main term as∑
m≤z
(m,q)=1
Λ(m)e(am/q)e(βm) =
1
ϕ(q)
∑
χ (mod q)
τ(χ)χ(a)
∑
m≤z
(m,q)=1
χ(m)Λ(m)e(βm),
where τ(χ) :=
∑q
n=1 χ(n)e(n/q) is the Gauss sum.
The largest contribution will occur when the character χ is the principal character χ0mod q
so we separate this case out
1
ϕ(q)
∑
χ (mod q)
τ(χ)χ(a)
∑
m≤z
(m,q)=1
χ(m)Λ(m)e(βm)
=
1
ϕ(q)
τ(χ0)χ0(a)
∑
m≤z
(m,q)=1
χ0(m)Λ(m)e(βm) +
1
ϕ(q)
∑
χ (mod q)
χ 6=χ0
τ(χ)χ(a)
∑
m≤z
(m,q)=1
χ(m)Λ(m)e(βm).
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Further since τ(χ0) = µ(q) and gcd(a, q) = 1, we have
1
ϕ(q)
τ(χ0)χ0(a)
∑
m≤z
(m,q)=1
χ0(m)Λ(m)e(βm) =
µ(q)
ϕ(q)
∑
m≤z
Λ(m)e(βm) +O(log q log2 z)
=
µ(q)
ϕ(q)
(∑
m≤z
e(βm) +
∑
m≤z
(Λ(m)− 1)e(βm)
)
+O(log q log2 z).
It follows that
1
ϕ(q)
∑
χ (mod q)
τ(χ)χ(a)
∑
m≤z
(m,q)=1
χ(m)Λ(m)e(βm)
=
µ(q)
ϕ(q)
∑
m≤z
e(βm)︸ ︷︷ ︸
=:T1(α)
+
1
ϕ(q)
∑
χ (mod q)
τ(χ)χ(a)
#∑
m≤z
gcd(m,q)=1
χ(m)Λ(m)e(βm)
︸ ︷︷ ︸
=:E1(α)
+O(log q log2 z),
where the # over the summation symbol means that if χ = χ0, then χ(n)Λ(n) is replaced
by Λ(n)− 1. Hence,
S1(α) = T1(α) + E1(α) +O
(
log q log2 z
)
.
We write
S2(α) =
∑
n6x
n≡n0 (modM0)
e
(
−a
q
nr
)
e(−βnr) =
∑
b (mod [M0,q])
b≡n0 (modM0)
e
(
−a
q
br
) ∑
n6x
n≡b (mod [M0,q])
e(−βnr).
5. Computing the singular series
The main term contributing in the major arc is∫
M
T1(α)S2(α)e(−αk) dα
=
∑
q≤Q1
µ(q)
ϕ(q)
∑
a (mod q)
(a,q)=1
e
(−ak
q
) ∑
b (mod [M0,q])
b≡n0 (modM0)
e
(
−a
q
br
)∫
|β|< 1
qQ2
Θd,q(β) dβ,
where
Θd,q(β) := e(−βk)
∑
n6x
n≡b (mod [M0,q])
e (−βnr)
∑
m≤z
e (−βm) .
By the linear case of Lemma 2.5, extending the integral over β to all of [0, 1] incurs an error
of size at most ∫ 1
2
1
qQ2
1
β
∣∣∣∣∣∣∣∣
∑
n6x
n≡b (mod [M0,q])
e (−βnr) e(−kβ)
∣∣∣∣∣∣∣∣ dβ.
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We apply Cauchy–Schwarz to bound this error by
≪
(∫ 1
2
1
qQ2
1
β2
dβ
) 1
2
∫ 121
qQ2
∣∣∣∣∣∣∣∣
∑
n6x
n≡b (mod [M0,q])
e (−βnr) e(−kβ)
∣∣∣∣∣∣∣∣
2
dβ

1
2
≪
(
qQ2
x
[M0, q]
)1/2
,
where we have used Parseval’s identity to get the final bound. Meanwhile, by orthogonality,
we have ∫ 1
0
Θd,q(β)dβ =
∑
n6x
n≡b (mod [M0,q])
1 =
x
[M0, q]
+O (1) .
Therefore∫
M
T1(α)S2(α)e(−kα) dα
=
∑
q≤Q1
µ(q)
ϕ(q)
∑
a (mod q)
(a,q)=1
e
(−ak
q
) ∑
b (mod [M0,q])
b≡n0 (modM0)
e
(
−a
q
br
){
x
qM0
gcd(q,M0) +O
((
qQ2x
[M0, q]
) 1
2
)}
=
x
M0
∑
q≤Q1
µ(q) gcd(q,M0)
ϕ(q)q
∑
a (mod q)
(a,q)=1
e
(−ak
q
) ∑
b (mod [M0,q])
b≡n0 (modM0)
e
(−abr
q
)
+O
(
(xQ2)
1/2(log x)c2
)
for some fixed constant c2 > 0. We define
Σ(q) :=
∑
a (mod q)
(a,q)=1
e
(−ak
q
) ∑
b (mod [M0,q])
b≡n0 (modM0)
e
(−abr
q
)
=
∑
c (mod q/(q,M0))
∑
a (mod q)
(a,q)=1
e
(−a((n0 + cM0)r + k)
q
)
.
Firstly, we note that Σ(q) is a multiplicative function of q. Indeed for gcd(q1, q2) = 1, let
q′i := qi/ gcd(qi,M0). Then by the Chinese Remainder theorem we may write Σ(q1q2) as
Σ(q1q2) =
q′1∑
c1=1
q′2∑
c2=1
∑
a1 mod q1
∑
a2 mod q2
gcd(a1q2+a2q1,q1q2)=1
e
(
−(a1q2 + a2q1) (((c1q
′
2 + c2q
′
1)M0 + n0)
r + k)
q1q2
)
= Σ(q1)Σ(q2).
Therefore Σ(q) is determined by the values when q = p is a prime. In this case, the value
of the inner Ramanujan sum is
∑
a (mod p)
(a,p)=1
e
(−a((cM0 + n0)r + k)
p
)
=
{
p− 1 if (cM0 + n0)r + k ≡ 0mod p,
−1 otherwise.
Since gcd(nr0 + k,M0) = 1, we have that Σ(p) = −1 for all p | M0. At all other primes we
may make a linear change of variables so that
Σ(p) = (p− 1)nk,p − (p− nk,p) = p(nk,p − 1),
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where nk,p is the number of Z/pZ-solutions to u
r + k ≡ 0 (mod p). It follows that, for some
fixed constant c2 > 0, we have∫
M
T1(α)S2(α)e(−kα) dα = x
M0
∑
q≤Q1
µ(q) gcd(q,M0)
ϕ(q)q
Σ(q) +O
(
(xQ2)
1/2(log x)c2
)
= Sn0,M0(k)x+O
(
x|Ψ(k)|+ (xQ2)1/2(log x)c2
)
, (5.1)
where
Ψ(k) :=
∑
q>Q1
µ(q)
ϕ(q)
∏
p|q
(nk,p − 1). (5.2)
Note that the map x 7→ xr is a bijection on Z/pZ if and only if gcd(r, p− 1) = 1, and in
this case nk,p = 1. Note also that, since r is assumed to be prime, we have gcd(r, p− 1) = 1
if and only if p 6≡ 1 (mod r). If p ≡ 1 (mod r), then it is well known that
np,k =
∑
χ (mod p)
χr=χ0
χ(−k) =
∑
χ (mod p)
χr=χ0
χ 6=χ0
χ(−k) + 1.
We deduce that
nk,p − 1 =

0 if p 6≡ 1 (mod r),∑
χ (mod p)
χr=χ0
χ 6=χ0
χ(−k) if p ≡ 1 (mod r). (5.3)
Hence, we can assume in (5.2) that q is such that p ≡ 1 (mod r) for all p|q.
6. Bounding the second moment of Ψ(k)
We now study the second moment of (5.2). First, we partition the second moment into
three pieces ∑
k≤y
|Ψ(k)|2 ≪ Ψ1 +Ψ2 +Ψ3,
where
Ψ1 :=
∑
k≤y
∣∣∣∑Q1<q≤U µ(q)ϕ(q) ∏p|q(nk,p − 1)∣∣∣2 ,
Ψ2 :=
∑
k≤y
∣∣∣∑U<q≤2νU µ(q)ϕ(q)∏p|q(nk,p − 1)∣∣∣2 ,
Ψ3 :=
∑
k≤y
∣∣∣∑2νU<q µ(q)ϕ(q)∏p|q(nk,p − 1)∣∣∣2 ,
and U, ν are parameters to be chosen later (see the end of this section).
We deal with Ψ1 first. Expanding the square and using the fact that a degree r polynomial
has at most r roots in Fp, we obtain
Ψ1 ≤ y
∑
Q1<q≤U
µ2(q)
ϕ(q)2
(r − 1)2ω(q) +
∑
Q1<q1,q2≤U
q1 6=q2
µ(q1)µ(q2)
ϕ(q1)ϕ(q2)
∑
k≤y
Pq1,q2(k), (6.1)
where
Pq1,q2(k) :=
∏
p|q1
(nk,p − 1)
∏
p|q2
(nk,p − 1).
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The first term in the right-hand side of (6.1) can be bounded by
y
∑
Q1<q≤U
(r − 1)2ω(q)(log log 10q)2
q2
≪ y
Q1−ε1
,
where ω(q) is the number of distinct primes dividing q, via the well-known bounds
q
log log 10q
≪ ϕ(q),
and
ω(q)≪ log q
log log q
.
By (5.3), for any q1 6= q2, we have that Pq1,q2(k) = 0 unless p1 ≡ 1 (mod r) for all p1|q1
and p2 ≡ 1 (mod r) for all p2|q2. Expanding Pq1,q2(k) thus yields
Pq1,q2(k) =
∑∗
χ1 (mod q1)
χr1=χ0
χ1 6=χ0
χ1(−k)
∑∗
χ2 (mod q2)
χr2=χ0
χ2 6=χ0
χ2(−k) (6.2)
where q1 and q2 are such that p1 ≡ 1 (mod r) for all p1|q1 and p2 ≡ 1 (mod r) for all p2|q2.
Note that the resulting characters χ1χ2 after expanding (6.2) are of modulus q1q2 and cannot
be principal, since χ1 and χ2 are both primitive and q1 6= q2. Hence, by Po´lya–Vinogradov
(Lemma 2.1), the second term in (6.1) can be bounded by
∑
Q1<q1,q2≤U
q1 6=q2
(q1q2)
1/2 log(q1q2)ϕ(r)
ω(q1)+ω(q2)
ϕ(q1)ϕ(q2)
≪ (logU)
( ∑
Q1<q≤U
q1/2ϕ(r)ω(q)
ϕ(q)
)2
≪ U1+ε.
Hence, we get
Ψ1 ≪ y
Q1−ε1
+ U1+ε. (6.3)
Let us now turn to bounding Ψ2. We start by breaking the q-sum into dyadic intervals,
so that
Ψ2 =
∑
k≤y
∣∣∣∣∣∣∣∣
ν∑
s=1
∑
2sU<q≤2s+1U
µ(q)
ϕ(q)
∑
χ (mod q)
χr=χ0
χ(−k)
∣∣∣∣∣∣∣∣
2
6 ν
∑
k≤y
ν∑
s=1
∣∣∣∣∣∣∣∣
∑
2sU<q≤2s+1U
µ(q)
ϕ(q)
∑
χ (mod q)
χr=χ0
χ(−k)
∣∣∣∣∣∣∣∣
2
.
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For R a suitable parameter, to be chosen later, and s 6 R, we aim to use the large sieve
for order r characters to bound
∑
k≤y
∣∣∣∣∣∣∣∣
∑
2sU<q≤2s+1U
µ(q)
ϕ(q)
∑
χ mod q
χr=χ0
χ(−k)
∣∣∣∣∣∣∣∣
2
.
Note that by Theorem 1.6 the dual version of this sum can be bounded by
∑
2sU<q≤2s+1U
∑
χ (mod q)
χr=χ0
∣∣∣∣∣∑
k≤y
akχ(k)
∣∣∣∣∣
2
=
∑
2sU<q≤2s+1U
∑
χ (mod q)
χr=χ0
∣∣∣∣∣∣
∑
ℓ2≤y
∑
m≤y/ℓ2
µ2(m)aℓ2mχ(ℓ
2)χ(m)
∣∣∣∣∣∣
2
≪y1/2
∑
2sU<q≤2s+1U
∑
χ (mod q)
χr=χ0
∑
ℓ2≤y
∣∣∣∣∣∣
∑
m≤y/ℓ2
µ2(m)aℓ2mχ(m)
∣∣∣∣∣∣
2
≪y1/2(2sU + y5/3(2sU)−1/3 + y4/3(2sU)1/3)
∑
k≤y
|ak|2.
Hence by the duality principle (Lemma 2.3), we have
∑
k≤y
∣∣∣∣∣∣∣∣
∑
2sU<q≤2s+1U
∑
χ (mod q)
χr=χ0
µ(q)
ϕ(q)
χ(k)
∣∣∣∣∣∣∣∣
2
≪ y1/2(2sUy)ǫ(2sU + y5/3(2sU)−1/3 + y4/3(2sU)1/3)
∑
2sU<q≤2s+1U
1
ϕ(q)2
.
But
∑
2sU<q≤2s+1U
1
ϕ(q)2
≪ (2sU)ǫ−1, and so
∑
k≤y
∣∣∣∣∣∣∣∣
∑
2sU<q≤2s+1U
∑
χ (mod q)
χr=χ0
µ(q)
ϕ(q)
χ(k)
∣∣∣∣∣∣∣∣
2
≪ y1/2(2sUy)ǫ(1 + y5/3(2sU)−4/3 + y4/3(2sU)−2/3).
Taking R = ⌊log2(y2ϕ(r)+ǫ/U)⌋ and summing over the s 6 R yields
∑
k≤y
∣∣∣∣∣∣∣∣
∑
U<q≤2RU
∑
χ (mod q)
χr=χ0
µ(q)
ϕ(q)
χ(k)
∣∣∣∣∣∣∣∣
2
≪ y1/2+ǫ. (6.4)
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We now consider the range when q ∈ [2RU, 2νU ]. Recall (Proposition 3.2) that primitive
characters of order r and of squarefree conductor q coprime to r can be realised as r-th
power residue symbols
(
m
a
)
r
for some square-free a ⊂ OQ(ζr), where every prime dividing a
lies above a completely split rational prime and N(a) = q. Therefore when R < s ≤ ⌊ν+1⌋,
it is enough to bound
∑
m∈OQ(ζr)
N(m)6yϕ(r)
∣∣∣∣∣∣∣∣∣
∑
a⊂OQ(ζr)
2s−1<N(a)=q≤2sU
baχ(m)(a)
∣∣∣∣∣∣∣∣∣
2
,
where ba := µ(N(a))/ϕ(N(a)), χ(m)(a) :=
(
m
a
)
r
. To this we may apply the number field
large sieve (see Lemma 2.2) and get
∑
m∈OQ(ζr)
N(m)6yϕ(r)
∣∣∣∣∣∣∣∣∣
∑
a⊂OQ(ζr)
2s<N(a)=q≤2s+1U
baχ(m)(a)
∣∣∣∣∣∣∣∣∣
2
≪ (y2ϕ(r) + 2sU)
∑
a⊂OQ(ζr)
2s<N(a)=q≤2s+1U
1
ϕ(N(a))
≪ (y2ϕ(r) + 2sU) log log(2
sU) log(2sU)
2sU
.
Summing over the s from R to ⌊ν + 1⌋, we get
⌊ν+1⌋∑
s=R
∑
m∈OQ(ζr)
N(m)6yϕ(r)
∣∣∣∣∣∣∣∣∣
∑
a⊂OQ(ζr)
2s<N(a)=q≤2s+1U
baχ(m)(a)
∣∣∣∣∣∣∣∣∣
2
≪y2ϕ(r)(ν + logU) log(ν + logU)
⌊ν+1⌋∑
s=R
1
2sU
+
⌊ν+1⌋∑
s=R
(s+ logU) log(s + logU)
≪y
2ϕ(r)(ν + logU) log(ν + logU)
2RU
+ ν(ν + logU) log(ν + logU). (6.5)
We now bound Ψ3. For primes p ≡ 1 (mod r), we have that p splits completely in OQ(ζr)
as, say, pOk = πp,1 · πp,2 · ... · πp,ϕ(r). Let
bq :=
µ(q)
ϕ(q)
∏
p|q
(nk,p − 1),
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and consider the associated Dirichlet series
f(s, k) :=
∑
q
µ(q)
ϕ(q)qs
∏
p|q
(nk,p − 1)
=
∏
p≡1 (mod r)
(
1− nk,p − 1
(p− 1)ps
)
=
∏
p≡1 (mod r)
p=πp,1·...·πp,ϕ(r)
1−
(
k
πp,1
)
r
+ ... +
(
k
πp,ϕ(r)
)
r
(p− 1)ps
 .
(The last inequality above uses (5.3) and Proposition 3.2.) If s = 0, then f(s, k) = S0,1(k)
which is absolutely convergent so f(s, k) has no poles with ℜ(s) > 0.
We relate this to the Hecke L-function associated to
(
k
·
)
r
L
(
s + 1,
(
k
·
)
r
)
=
∏
π prime ideal in Z[ζr]
(
1−
(
k
π
)
r
N(π)s+1
)−1
.
Indeed
h(s, k) := L
(
s+ 1,
(
k
·
)
r
)
f(s, k) =
∏
p
(
1 +O
(
1
p2(s+1)
))
.
thus h is absolutely bounded for all ℜ(s) > −1/2. Applying Perron’s formula (Lemma 2.4),
we have ∑
y1≤q≤y2
bq =
1
2πi
∫ C+iT
C−iT
L−1
(
s+ 1,
(
k
·
)
r
)
h(s, k)
ys2 − ys1
s
ds
+O
(
2∑
j=1
∑
q
|bq|
(
yj
q
)C
min
{
1, T−1
∣∣∣∣log(yjq
)∣∣∣∣−1
})
.
for any C, T > 0. By Lemma 2.9 we may move the line of integration back to [σ−iT, σ+ iT ]
for
σ > 1− c
′
ϕ(r) log
(|∆Q(ζr)|(T + 3)) .
without encountering a pole of the integrand. Bounding the contributions from the hori-
zontal and vertical line segments of the contour in the standard way (mimicking the proof
of the prime number theorem), we achieve the bound
Ψ3 ≪ y exp
(
−c3
√
2νU
)
, (6.6)
for some fixed constant c3 > 0.
So far we have thus computed
Ψ1 ≪ yQ1−ε1 + U
1+ε
Ψ2 ≪ ν
(
y1/2+ǫ + y
2ϕ(r)(ν+logU) log(ν+logU)
y2ϕ(r)+ǫ
+ ν(ν + logU) log(ν + logU)
)
Ψ3 ≪ y exp
(
−c3
√
2νU
)
,
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see (6.3), (6.4), (6.5) and (6.6). Recalling that we need U > Q1 = (log x)
c1 , 2νU > U , and
ν > ⌊log2(y2ϕ(r)+ǫ/U)⌋, we can choose ǫ > 0 small enough and choose U and ν to be small
enough positive real powers of y to deduce that∑
k≤y
|Ψ(k)|2 ≪ y
(log x)c4
, (6.7)
for any given c4 > 0.
7. Error terms from the major arcs
The final major arc contribution which we need to estimate is
E :=
∫
M
E1(α)S2(α)dα,
where
E1(α) =
1
ϕ(q)
∑
χ (mod q)
τ(χ)χ(a)
#∑
m≤z
(m,q)=1
χ(m)Λ(m)e(βm),
S2(α) =
∑
b (mod [M0,q])
b≡n0 (modM0)
e
(
−a
q
br
) ∑
n6x
n≡b (mod [M0,q])
e(βnr).
Now we apply Lemma 2.8 with
ϕk = e(−αk) and ξ(α) =
{
T2(α)E1(α) if α ∈M
0 otherwise,
to get
E ≪
∫
M
|S2(α)E1(α)|2 dα
≪ sup
α∈M
|S2(α)|2
∫
M
|E1(α)|2 dα
≪ x2
∫
M
|E1(α)|2 dα.
By the Cauchy–Schwarz inequality, we have
∫
M
|E1(α)|2 dα. = log z
∑
q6Q1
q∑
a=1
gcd(a,q)=1
∫
|β|< 1
qQ2
∣∣∣∣∣∣∣∣
1
ϕ(q)
∑
χ (mod q)
τ(χ)χ(a)
∑
m∼M ′
gcd(m,q)=1
χ(m)Λ(m)e(βm)
∣∣∣∣∣∣∣∣
2
dβ
≪ log z
∑
q6Q1
q
ϕ(q1)
∑
χ (mod q)
∫
|β|< 1
qQ2
∣∣∣∣∣∣∣∣
∑
m∼M ′
gcd(m,q)=1
χ(m)Λ(m)e(βm)
∣∣∣∣∣∣∣∣
2
dβ.
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Applying Lemma 2.7, we get
∫
|β|< 1
qQ2
∣∣∣∣∣∣∣∣
∑
m∼M ′
gcd(m,q)=1
χ(m)Λ(m)e(βm)
∣∣∣∣∣∣∣∣
2
dβ ≪ 1
(qQ2)2
∫ 2M ′
M ′− qQ2
2
∣∣∣∣∣∣∣
∑
max{t,M ′}<m6min{t+ qQ2
2
,2M ′}
χ(m)Λ(m)
∣∣∣∣∣∣∣
2
dt.
We may replace the right hand side by J(q, Q2
2
) upto an error of size
≪ 1
(qQ2)2
∫ M ′
M ′− qQ2
2
∣∣∣∣∣∣∣
∑
M ′6m6t+ qQ2
2
χ(m)Λ(m)
∣∣∣∣∣∣∣
2
≪ qQ2(logM ′)2.
Therefore we can use Lemma 2.6 to conclude∫
M
|E1(α)|2 dα≪
∑
q<Q1
q
ϕ(q)
(qQ2)
−2J(q, Q2/2) +Q31Q2(log x)
2
≪
∑
q<Q1
q
ϕ(q)
z(log z)−A,
for any A > 0. Thus
E ≪ x
2z
(log x)c8
. (7.1)
8. The minor arcs
Finally we estimate the minor arc contribution
∑
k≤y
∣∣∣∣∫
m
S1(α)S2(α)e(−αk) dα
∣∣∣∣2 =∑
k≤y
∣∣∣∣∣∣∣∣
∫
m
∑
m≤z
Λ(m)e(αm)
∑
n≤x
n≡n0 (modM0)
e(−α(nr + k)) dα
∣∣∣∣∣∣∣∣
2
.
Using Lemma 2.8 as in the previous section, we bound the minor arc contribution by
sup
α∈m
|S2(α)|2
∫ 1
0
|S1(α)|2 dα≪ (z log z) sup
α∈m
|S2(α)|2.
Weyl differencing (Lemma 2.5) gives us
|S2(α)|2r−1 ≪ x2r−1−r
∑
−x<ℓ1,...,ℓr−1<x
min
{
x,
1
‖r!αℓ1...ℓr−1‖
}
.
As consequence of Dirichlet’s Diophantine approximation theorem, we have the inequality∣∣∣∣α− aq
∣∣∣∣ ≤ 12r!xr−1q ,
where (a, q) = 1 and 1 ≤ q ≤ 2r!xr−1. Since α ∈ m, we further have that q > Q1. Hence,
for −x < ℓ1, ..., ℓr−1 < x, we have∣∣∣∣r!ℓ1...ℓr−1(α− aq
)∣∣∣∣ ≤ 12q ,
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which implies
1
‖r!ℓ1...ℓr−1α‖ ≤
2
‖r!ℓ1...ℓr−1a/q‖ .
Therefore∑
−x<ℓ1,...,ℓr−1<x
min
{
x,
1
‖r!αℓ1...ℓr−1‖
}
≪ x
∑
−x<ℓ1,...,ℓr−1<x
q|r!ℓ1...ℓr−1
1 +
∑
−x<ℓ1,...,ℓ3<x
q∤r!ℓ1...ℓr−1
2
‖r!ℓ1...ℓr−1a/q‖ .
Letting q˜ = q
gcd(q,r!)
and τd(n) for the number of ways of writing n as a product of d natural
numbers, we have ∑
−x<ℓ1,...,ℓr−1<x
q|r!ℓ1...ℓr−1
1≪
∑
n6xr−1
q˜|n
τr−1(n)≪ (r − 1)r−2x
r−1
q˜
logr−2(x).
Since q > Q1, this is at most
xr−1
(log x)c10
. Moreover, we have∑
−x<ℓ1,...,ℓr−1<x
q∤r!ℓ1...ℓr−1
2
‖r!ℓ1...ℓr−1a/q‖ ≪ x
r=1+ǫ
Hence, we get
sup
α∈m
|S2(α)|2r−1 ≪ x2r−1−r(xr)(log x)−c10
and so
sup
α∈m
|S2(α)|2 ≪ x2(log x)−c11 .
Recalling (4.1), we thus get∑
k≤y
∣∣∣∣∫
m
S1(α)S2(α)e(−αk) dα
∣∣∣∣2 ≪ (xr log x) sup
α∈m
|S2(α)|2 ≪ xr+2(log x)−c11 . (8.1)
9. Putting it all together
Applying Cauchy–Schwarz and the bounds (5.1), (6.7), (7.1) and (8.1) we have∑
k6y
∣∣∣∣∫ 1
0
S1(α)S2(α)e(−αk)−Sn0,M0(k)x
∣∣∣∣2 ≪ y(log x)c4 + x2z(log x)c8 + xr+2(log x)−c11
≪A yx
2
(log x)A
,
which completes the proof.
10. Integral Hasse principle on average for certain generalised Chaˆtelet
surfaces
Let a ∈ Z − {0, 1} be squarefree, let r > 3 be an integer, and let k ∈ Z. Let Xa,r,k ⊂(
OQ(
√
a) ⊗A1Z
)×A1Z be given by the equation
NQ(√a)/Q(z) = t
r + k 6= 0.
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Theorem 10.1. Let a ∈ Z−{0, 1} be squarefree and such that 2 does not ramify in OQ(√a).
Let r ∈ N be a prime such that p 6≡ 1 (mod r) for all primes p|a. Then for 100% of k ∈ N
(ordered naively by size) we have Xa,r,k(Q) 6= ∅. If, moreover, OQ(√a) has narrow class
number at most 2, then for 100% of k ∈ N (ordered naively by size) we have Xa,r,k(Z) 6= ∅.
Proof. Consider the open affine variety
Xa,r : NQ(√a)/Q(z) = tr + x 6= 0 ⊂
(
OQ(
√
a) ⊗A1Z
)×A1Z,x ×A1Z,t,
There are natural maps projecting to the t- and the x-coordinates given by
prt : Xa,r → A1Z,t,
prx : Xa,r → A1Z,x.
We write Xa,r,x0 := (prx)
−1({x0}) for the fibre of prx above x0 ∈ A1Z,x and Xa,r,x0,t0 :=
ξ−1((x0, t0)) for the fibre of ξ above (x0, t0) ∈ Ua,r, where Ua,r : tr + k 6= 0 ⊂ A1Z,x ×A1Z,t
and ξ : Xa,r → Ua,r is the natural map.
Let S := {p prime: p is ramified in OQ(√a)}. For p ∈ S, we let Up ⊂ Xa,r(Zp) be the set
of “primitive” solutions in the following sense: a point (zp, tp, xp) ∈ (OK ⊗ Zp,Zp,Zp) is in
Up if and only if NQ(√a)/Q(zp) = trp + xp ∈ Z×p .
Consider the set
NS :=
{
k ∈ N :
∏
p∈S
(Up ∩Xa,r,k(Zp)) 6= ∅
}
.
We claim that NS = N. (We remark that we use the restrictions on a and r in the statement
of the theorem in order to prove this claim. Relaxing or removing these conditions would
still yield a positive density result at the end, but not necessarily with a density 1.) Indeed,
since for all p ∈ S we have by assumption that p 6≡ 1 (mod r), and since this is equivalent
togcd(r, p− 1) = 1, it follows that the map u 7→ ur is a bijection on Z/pZ. Hence, for each
k ∈ N, we can find some t ∈ (Z/pZ)× and a square  ∈ Z not divisible by p satisfying the
congruence equation t
r
+ k −  ≡ 0 (mod p): if k 6≡ 1 (mod p), then we can take  = 1,
while if k ≡ 1 (mod p) and p > 5, then we can take  = 4; in either case, by Hensel’s
lemma we can then lift this solution t to some tp ∈ Zp with trp + k −  = 0; it follows
that, with respect to the standard basis {1,√a} for Q(√a), the Zp-point ((
√
 +
√
a ·
0), tp) ∈ (Zp +
√
aZp) × Zp ⊂ (OQ(√a) ⊗ Zp) × Zp lies in Up ∩ Xa,r,k(Zp). If p = 3 and
k ≡ 1 (mod 3), we can instead note that the solution y ≡ 1 to the congruence equation
y2− k ≡ 0 (mod 3) can be lifted to a Z3-solution y3 to y2− k = 0. In this case, the Z3-point
((y3 +
√
a · 0), 0) ∈ (Z3 +
√
aZ3) × Z3 ⊂ (OQ(√a) ⊗ Z3) × Z3 lies in U3 ∩ Xa,r,k(Z3). This
proves our claim that the set NS is exactly N.
Now consider the fibre product
(OQ(√a) ⊗ Zp)×Zp (Zp × Zp) Zp × Zp
OQ(
√
a) ⊗ Zp Zp.
ϕ1
ϕ2 tr+x
NQ(
√
a)/Q(z)
It is easy to see that the inverse image of Z×p under the composite continuous mapNQ(√a)/Q(z)◦
ϕ2 = (t
r+ x) ◦ϕ1 is precisely Up. Since pZp is open in Zp, it follows that Z×p is closed in Zp.
Hence, Up is compact, and thus so are
∏
p∈S prx(Up) and
∏
p∈S prt(Up). By compactness,
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it follows that there exists some small enough ν > 0 and some points (w
(ip)
p )p∈S ∈ Up for
ip ∈ {1, ..., np} and for all p ∈ S such that
• we can cover∏p∈S prx(Up) and∏p∈S prt(Up) by open balls of radius at most ν around
some (w
(ip)
p )p∈S, and
• if p ∈ S and tp, xp ∈ Zp is such that |xp − prx(w(ip)p )|p, |tp − prt(w(ip)p )|p < ν, then
Xa,r,xp,tp(Qp) 6= ∅.
Let CS := {
∏
p∈S w
(ip)
p : ip ∈ {1, ..., np}} be the set of all possible combinations across
p ∈ S of the centres of the balls as above. By the Chinese Remainder Theorem, for
each
∏
p∈S w
(ip)
p ∈ CS there exist integers u(
∏
p∈S ip), v(
∏
p∈S ip) ∈ Z such that |u(
∏
p∈S ip) −
prx(w
(ip)
p )|p < ν and |v(
∏
p∈S ip) − prt(w(ip)p )|p < ν, for all p ∈ S. Then any k ∈ NS = N
must satisfy |k − u(
∏
p∈S ip)|p < ν, for all p ∈ S, for some
∏
p∈S w
(ip)
p ∈ CS. Note that,
by our definition of NS and by the compactness conditions, any such
∏
p∈S w
(ip)
p ∈ CS
satisfies ((prt(w
(ip)
p ))r+prx(w
(ip)
p )) ∈ Z×p for all p ∈ S, thus implying that gcd((v(
∏
p∈S ip))r+
u(
∏
p∈S ip),
∏
p∈S p
⌊− logp(ν)⌋) = 1 for all p ∈ S.
Hence, we can use Corollary 1.3 with n0 := v
(
∏
p∈S ip) andM0 :=
∏
p∈S p
⌊− logp(ν)⌋ to deduce
that for 100% of k ∈ NS = N with |k − u(
∏
p∈S ip)|p < ν, there exists some integer n ∈ N
such that |n− v(
∏
p∈S ip)|p < ν for all p ∈ S and such that nr+k = q is prime. We note that,
since ((v
(ip)
p )r + u
(ip)
p ) ∈ Z×p for all p ∈ S, we have that gcd(q, a) = 1.
It is now standard to show that Xa,r,k,n(AQ) 6= ∅: indeed, Xa,r,k,n(R) 6= ∅ since q > 0;
for p ∈ S, this follows by our compactness assumptions above; for p /∈ S and p 6= q, we have
that q ∈ Z×p and since p is unramified in OQ(√a), it is well-known that norms are surjective
onto the units, and thus q ∈ NQ(√a)/Q(OK ⊗ Zp); finally, for p = q, this follows from the
global reciprocity law for Hilbert symbols and by the fact that the relevant local Hilbert
symbols at all the other places 6= q are all 1.
Hence, we have just shown that the conic
Xa,r,k,n : NQ(√a)/Q(z) = q
is everywhere locally soluble. By the Hasse principle for conics, this implies thatXa,r,k,n(Q) 6=
∅.
If we assume further that OQ(√a) has narrow class number at most 2, then we can apply [28,
Proposition 1.2] and [28, Remark 3.1] to conclude that Xa,r,k,n(Z) 6= ∅, and thus that
Xa,r,k(Z) 6= ∅. (Indeed, note that
(
a
q
)
= 1 as gcd(q, a) = 1 and as the valuation of the
norm at q is odd; this implies that q is not inert in OQ(√a) and so [28, Proposition 1.2]
applies.)
Finally, noting that any k ∈ NS = N satisfies |k−u(
∏
p∈S ip)|p < ν for some
∏
p∈S w
(ip)
p ∈ CS,
the above argument shows that for 100% of k ∈ N we have that Xa,r,k(Q) 6= ∅ and, if OQ(√a)
has narrow class number at most 2, that Xa,r,k(Z) 6= ∅, as required. 
Remark. The proof of Theorem 10.1 also yields the following result: let a ∈ Z − {0, 1}
be squarefree and let r ∈ N be a prime. Let S := {p prime: p is ramified in OQ(√a)}. For
p ∈ S, let Up ⊂ Xa,r(Zp) be the set of “primitive” solutions given by solutions (zp, tp, xp) ∈
(OK ⊗Zp,Zp,Zp) such that NQ(√a)/Q(zp) = trp + xp ∈ Z×p . Then for 100% of k ∈ N (ordered
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naively by size) we have∏
p∈S
(Up ∩Xa,r,k(Zp)) 6= ∅ =⇒ Xa,r,k(Q) 6= ∅.
If, moreover, OQ(√a) has narrow class number at most 2, then for 100% of k ∈ N (ordered
naively by size) we have∏
p∈S
(Up ∩Xa,r,k(Zp)) 6= ∅ =⇒ Xa,r,k(Z) 6= ∅.
Our further restrictions on a and r in the statement of Theorem 10.1 are there in or-
der to ensure that
∏
p∈S(Up ∩ Xa,r,k(Zp)) 6= ∅ for 100% of the k’s. By ignoring these
restrictions, it is always possible to get a lower bound on the density of k’s satisfying∏
p∈S(Up ∩ Xa,r,k(Zp)) 6= ∅ by considering, for example, all k’s congruent to 1 modulo a
high enough power of
∏
p∈S p, because any such k will be both a unit and a square in Zp
for all p ∈ S.
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