The dihedral group as a group of automorphisms  by Shumyatsky, Pavel
Journal of Algebra 375 (2013) 1–12Contents lists available at SciVerse ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
The dihedral group as a group of automorphisms
Pavel Shumyatsky
Department of Mathematics, University of Brasilia, Brasilia-DF, 70910-900, Brazil
a r t i c l e i n f o a b s t r a c t
Article history:
Received 24 February 2012
Available online 12 November 2012
Communicated by E.I. Khukhro
Dedicated to Professor V.D. Mazurov on the
occasion of his 70th birthday
MSC:
20D45
Keywords:
Automorphisms
Centralizers
Associated Lie rings
Finite groups
Suppose that D = 〈α,β〉 is a dihedral group generated by two
involutions α and β . Let D act on a ﬁnite group G in such
a manner that CG (αβ) = 1. We show that if CG (α) and CG (β) are
both nilpotent of class c, then G is nilpotent and the class of G
is bounded solely in terms of c. If both CG (α) and CG (β) are of
exponent dividing e, then the exponent of G is bounded solely in
terms of e and |D|. Previously, results of this kind were known only
for groups acted on by Frobenius groups of automorphisms.
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1. Introduction
Let a group A act by automorphisms on a group G . We denote by CG(A) the set CG (A) =
{x ∈ G; xa = x for any a ∈ A}. Very often the structure of the centralizer of A in G (the ﬁxed-point
group) has strong inﬂuence over the structure of G (see for example [10]). Special attention was re-
cently given to the situation where a Frobenius group acts by automorphisms on another group. Recall
that a Frobenius group FH with kernel F and complement H can be characterized as a ﬁnite group
that is a semidirect product of a normal subgroup F by H such that CF (h) = 1 for every h ∈ H \ {1}.
By Thompson’s theorem [27] the kernel F is nilpotent, and by Higman’s theorem [8] the nilpotency
class of F is bounded in terms of the least prime divisor of |H| (explicit upper bounds for the nilpo-
tency class are due to Kreknin and Kostrikin [17,18]). Suppose that the Frobenius group FH acts on a
ﬁnite group G in such a way that CG(F ) = 1. It was shown in [12] (see also [11]) that the order and
rank of G are bounded in terms of |H| and the order and rank of CG(H), respectively. Another result
obtained in [12] is the following theorem.
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2 P. Shumyatsky / Journal of Algebra 375 (2013) 1–12Theorem 1.1. Suppose that a Frobenius group FH with cyclic kernel F and complement H acts on a ﬁnite group
G in such a manner that CG(F ) = 1 and CG (H) is nilpotent of class c. Then G is nilpotent and the class of G is
bounded solely in terms of c and |H|.
In the case when GF is also a Frobenius group with kernel G and complement F (so that GFH is a
double Frobenius group) the above result was obtained earlier in [22]. This solved in the aﬃrmative
Mazurov’s Problem 17.72(a) from Kourovka Notebook [13].
The other problem of Mazurov about double Frobenius groups – Problem 17.72(b) in Kourovka
Notebook – is whether in a double Frobenius group GFH the exponent of G is bounded in terms
of |H| and the exponent of CG (H) only. That problem seems to be very hard and so far no viable
approach to it has been found. We will quote just one result from [12] that indirectly addresses the
problem:
Theorem 1.2. Suppose that a Frobenius group FH with cyclic kernel F and complement H acts on a ﬁnite group
G in such a manner that CG(F ) = 1 and CG(H) has exponent e. Then the exponent of G is bounded solely in
terms of e and |FH|.
Unlike the result in Theorem 1.1 the exponent of G in Theorem 1.2 depends on the order of F and
so Theorem 1.2 does not yield an answer to Mazurov’s problem. Other results on groups acted on by
Frobenius groups can be found in [1,15,25,26].
In the present paper we show that the techniques developed in [12] can be used in the study
of actions by groups that are not necessarily Frobenius. Let D be a dihedral group generated by two
involutions α and β . This group is Frobenius if and only if the product αβ has odd order. We consider
an action of D on a ﬁnite group G that satisﬁes the condition that CG(αβ) = 1. We show that if the
appropriate conditions are imposed on both centralizers CG(α) and CG(β), all principal results of [12]
extend to the case of dihedral groups even if αβ has even order. In particular we show that the order
and rank of G are bounded in terms of the order and rank of CG(α) and CG(β). We also prove an
analogue of Theorem 1.2.
Theorem 1.3. Suppose that D = 〈α,β〉 is a dihedral group generated by two involutions α and β . Let D act
on a ﬁnite group G in such a manner that CG (αβ) = 1 and both CG(α) and CG (β) are of exponent dividing e.
Then the exponent of G is bounded solely in terms of e and |D|.
Next, we obtain a result similar to Theorem 1.1.
Theorem 1.4. Suppose that D = 〈α,β〉 is a dihedral group generated by two involutions α and β . Let D act on
a ﬁnite group G in such a manner that CG(αβ) = 1 and both CG(α) and CG(β) are nilpotent of class c. Then
G is nilpotent and the class of G is bounded solely in terms of c.
Note that the above results are no longer true in the case of αβ of even order if the condition is
imposed only on one of the centralizers, say CG (α). In particular, Khukhro suggested the following
example.
Let M be an elementary abelian group of order 169 generated by two elements a and b. Let c be
the automorphism of M such that ac = a3 and bc = b9. Denote by G the semidirect product M〈c〉. The
group G admits an automorphism φ of order 4 such that cφ = c−1, aφ = b and bφ = a−1. Moreover the
group G admits an involutory automorphism β such that cβ = c, aβ = a−1 and bβ = b. Let α = βφ.
Then α is an involutory automorphism. It is easy to see that CG(φ) = 1 and CG (α) M . Thus, CG(α)
is abelian. On the other hand, it is clear that G is not nilpotent.
One can also construct examples showing that even if G is apriori nilpotent, the nilpotency class
cannot be bounded in terms of the nilpotency class of CG(α) only.
Many of our results will be proved in the next section. In particular, in the next section we prove
that the order and rank of G are bounded in terms of the order and rank of CG (α) and CG(β).
Theorem 1.3 is proved in the next section as well. In Section 3 we establish a criterion for a graded
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of Theorem 1.4 as well as its Lie-theoretical analogue.
2. Involutory automorphisms of groups of odd order
The main goals of this section is to prove Theorem 1.3 and to show that under the hypothesis
of Theorem 1.4 the group G must be nilpotent. We will start with some well-known lemmas. As
usual, given an automorphism φ of a group G , we write [G, φ] to denote the subgroup of G gen-
erated by all elements of the form x−1xφ . Of course, [G, φ] is necessarily normal in G〈φ〉. Given a
subset X of a group G , we denote by 〈X〉 the subgroup generated by X . Lemma 2.1 can be found in
[4, Theorem 6.2.2(iv)].
Lemma 2.1. Let a ﬁnite group A act on a ﬁnite group G and let N be a normal A-invariant subgroup of G such
that (|A|, |N|) = 1. Then CG/N(A) = CG(A)N/N.
Lemma 2.2. Let G be a ﬁnite group of odd order and α an involutory automorphism of G. Let I be the set of all
x ∈ G such that xα = x−1 . Then we have
1. G = CG(α)I = ICG(α);
2. [G,α] = 〈I〉;
3. If R is a subgroup of G containing CG(α), then R is α-invariant.
Proof. A proof of Claim 1 can be found in [4, Lemma 10.4.1]. Claim 2 is pretty obvious. We will prove
the third statement.
We know that every element x of G can be written in the form x = gh where g ∈ I and h ∈ CG(α).
Since CG(α) R , it follows that whenever x ∈ R both g and h belong to R . Taking into account that
xα = g−1h, we conclude that xα ∈ R . Hence, R is α-invariant. 
Lemma 2.3. Let G be a ﬁnite p-group admitting a nilpotent group of automorphisms A such that CG(A) = 1.
Let B be the maximal p′-subgroup of A. Then CG(B) = 1.
Proof. The subgroup CG(B) is A-invariant and so it admits the natural action by the p-group A/B .
Since a ﬁnite p-group cannot act without non-trivial ﬁxed points on another p-group, we conclude
that CG(B) = 1. 
Throughout the remaining part of this section we will work under the following hypothesis and
use the following notation.
Hypothesis and Notation 2.4. Let G be a ﬁnite group, α, β involutory automorphisms of G such that
CG(αβ) = 1. Put φ = αβ , D = 〈α,β〉 and F = 〈φ〉. Whenever M is a subgroup of G we write Mα and
Mβ for CM(α) and CM(β) respectively.
Lemma 2.5. The group G is soluble.
Proof. It is a well-known corollary of the classiﬁcation of ﬁnite simple groups that a ﬁnite group that
admits a ﬁxed-point-free automorphism is soluble (see for example [5, Theorem 1.48]). 
Lemma 2.6. For each prime p ∈ π(G) there exists a unique D-invariant Sylow p-subgroup in G.
Proof. It is shown in the proof of Lemma 2.6 of [12] that F normalizes a unique Sylow p-subgroup
P of G . Since F is normal in D , the subgroup P must be D-invariant. 
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CG/N (β) = GβN/N.
Proof. Since G is soluble, the equality CG/N (F ) = 1 follows from the fact that F is a Carter subgroup
of GF and therefore the image of F is a Carter subgroup of GF/N . Thus, we only need to show that
CG/N (α) = GαN/N and CG/N (β) = GβN/N .
Consider an unreﬁnable D-invariant normal series
G > N = N1 > N2> · · · > Nk > Nk+1 = 1
connecting N with 1. The factors Ni/Ni+1 are elementary abelian. An obvious induction on k shows
that it suﬃces to prove the lemma in the case where k = 1. Thus, we assume that N is an elementary
abelian p-subgroup for some prime p. If p is odd, the lemma is immediate from Lemma 2.1. There-
fore we assume that p = 2. Let K be the maximal subgroup of odd order of F . Then by Lemma 2.3
CN (K ) = 1 and of course the group K 〈α〉 is Frobenius. In view of [12, Theorem 2.3] it follows that
CG/N (α) = GαN/N . The equality CG/N (β) = GβN/N can be obtained by a similar argument consider-
ing the action of the group K 〈β〉. 
Lemma 2.8.We have G = GαGβ .
Proof. Remark that since CG(F ) = 1, the intersection of Gα and Gβ must be trivial. We will start with
the particular case where G is an elementary abelian p-group and we will show that G is a direct
sum of Gα and Gβ . Assume ﬁrst that p is odd and put N = GαGβ . By Lemma 2.2(3) the subgroup N
is both α-invariant and β-invariant. Therefore N is D-invariant. By Lemma 2.7 both α and β act on
G/N without non-trivial ﬁxed points. It follows from Lemma 2.2(1) that both α and β act on G/N by
taking every element to its inverse. Therefore φ acts on G/N trivially. On the other hand Lemma 2.7
tells us that CG/N (F ) = 1. Hence G = N .
Now let us assume that p = 2. As in the proof of Lemma 2.7 let K be the maximal subgroup
of odd order of F . Then CG(K ) = 1 and the group K 〈α〉 is Frobenius. By [12, Theorem 2.7(a)] we
have |G| = |Gα |2. By a symmetric argument we also have |G| = |Gβ |2. Therefore |Gα | = |Gβ | and
|G| = |Gα ||Gβ |. Since Gα ∩ Gβ = 1, the equality G = GαGβ follows.
If G is not elementary abelian, then since it is soluble G possesses a proper D-invariant normal
subgroup N . Arguing by induction on the order of G we can assume that N = NαNβ and G/N =
CG/N (α)CG/N (β). Comparing the orders of these groups we deduce that |G| = |Gα ||Gβ | and since
Gα ∩ Gβ = 1, we get G = GαGβ . 
Corollary 2.9.We have |G| = |Gα ||Gβ |.
Proof. This is immediate since G = GαGβ and Gα ∩ Gβ = 1. 
Recall that a ﬁnite group K has rank r if every subgroup of K can be generated by at most r
elements and r is the least number with that property. The rank of K will be denoted by r(K ).
Corollary 2.10. The rank of G is bounded in terms of r(Gα) and r(Gβ) only.
Proof. Let r0 be the maximum rank of Sylow subgroups of G . Then r(G) 1+ r0. This inequality was
established by Kovács for soluble groups [16] and independently by Guralnick and Lucchini for arbi-
trary groups [6,21]. Earlier Longobardi and Maj showed that r(G)  2r0 [20]. Let P be a D-invariant
Sylow p-subgroup of G given by Lemma 2.6. It is known that the rank of a p-group of automorphisms
of a ﬁnite p-group U is bounded in terms of the rank of U (see for example [24, Lemma 4.2]). Let U
be a Thompson critical subgroup of P ; recall that U is a characteristic subgroup of nilpotency class
at most 2 containing its centralizer in P (see, for example, [4, Theorem 5.3.11]). Thus the rank of P
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most r(Uα) + r(Uβ) elements and the result follows. 
We are now almost ready to prove Theorem 1.3:
If both Gα and Gβ are of exponent dividing e, then the exponent of G is bounded solely in terms of e and |D|.
The proof uses the Lie algebra Lp(G) associated with the Jennings–Zassenhaus ﬁltration of G . Let
p denote an arbitrary but ﬁxed prime. Given a group G , we set
Di = Di(G) =
∏
jpki
γ j(G)
pk .
The subgroups Di form the Jennings–Zassenhaus ﬁltration
G = D1  D2  · · ·
of the group G . We have [Di, D j] Di+ j and Dpi  Dpi for all i, j. These properties make it possible
to construct a Lie algebra DL(G) over Fp , the ﬁeld with p elements. Namely, consider the quotients
Di/Di+1 as linear spaces over Fp , and let DL(G) be the direct sum of these spaces. Commutation in
G induces a binary operation [ , ] in DL(G). For homogeneous elements xDi+1 ∈ Di/Di+1 and yD j+1 ∈
D j/D j+1 the operation is deﬁned by
[xDi+1, yD j+1] = [x, y]Di+ j+1 ∈ Di+ j/Di+ j+1
and extended to arbitrary elements of DL(G) by linearity. It is easy to check that the operation is
well-deﬁned and that DL(G) with the operations + and [ , ] is a Lie algebra over Fp . We let Lp(G) =
〈D1/D2〉 be the subalgebra of DL(G) generated by D1/D2.
Proof of Theorem 1.3. By Lemma 2.5 the group G is soluble. The Fitting height of G is bounded in
terms of |φ| by Dade’s theorem [2]. Therefore it is suﬃcient to bound the exponents of the factors of
the Fitting series of G . By Lemma 2.7 each of them inherits the hypotheses CG(φ) = 1 and (Gα)e =
(Gβ)e = 1. Therefore we can assume from the outset that G is a ﬁnite p-group for some prime p.
In view of Lemma 2.8 G = GαGβ , so p divides e. We assume without loss of generality that e is a
p-power. Let x ∈ G . It is clear that 〈xD〉 is a D-invariant subgroup of G with at most |D| generators.
Our goal is to show that the order of x is bounded solely in terms of e and |D|. Therefore without
loss of generality we can assume that G = 〈xD〉 and so G is |D|-generated.
Any group of automorphisms of the group G acts naturally on every factor of the Jennings–
Zassenhaus ﬁltration of G . This action induces an action by automorphisms on the Lie algebra
L = Lp(G). Lemma 2.7 shows that φ is ﬁxed-point-free on every factor of the Jennings–Zassenhaus
ﬁltration. Hence CL(φ) = 0. Kreknin’s theorem [17] now tells us that L is soluble of |φ|-bounded
derived length.
Every homogeneous component Li of the Lie algebra L can be regarded as a D-invariant subgroup
of the corresponding quotient Di/Di+1 of the Jennings–Zassenhaus series. By Lemma 2.8 we obtain
that Li is a sum of the centralizers CLi (α) and CLi (β). Moreover, Lemma 2.7 implies that every ele-
ment of CLi (α) or CLi (β) is the image of some element of Gα or Gβ the order of which divides e.
Lazard observed that elements of G of order pk give rise to elements of Lp(G) that are ad-nilpotent of
index pk [19]. It follows that the additive group Li is generated by elements that are ad-nilpotent of
index at most e. We now deduce from [12, Lemma 3.3] that L is nilpotent of (e, |D|)-bounded class.
The nilpotency of Lp(G) implies that G has a powerful characteristic subgroup of (e, |D|)-bounded
index (see for example [14, Proposition 1]). It suﬃces to bound the exponent of this powerful sub-
group so we can just assume that G is powerful. Powerful p-groups have the property that if such
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(see [3, Lemma 2.2.5]). Combining this with the fact that G = CG(α)CG(β), we conclude that G has
exponent e. 
Theorem 2.11. Assume that both centralizers Gα and Gβ are nilpotent. Then G is nilpotent.
Proof. Suppose that the result is false and let G be a counter-example of minimal order. We know
from Lemma 2.5 that G is soluble. If G has two different minimal normal D-invariant subgroups M1
and M2, then by induction both quotients G/M1 and G/M2 are nilpotent and as M1 ∩ M2 = 1 we
deduce that so is G . Hence, G has a unique minimal normal D-invariant subgroup, say M , which is
an elementary abelian p-group for some prime p. Since G/M is nilpotent, CG(M) is nilpotent as well.
Therefore CG(M) = G . Using that M is a unique minimal normal D-invariant subgroup in G we con-
clude that no non-trivial p′-element centralizes M . Let Q be some minimal D-invariant q-subgroup of
G for some prime q = p. The existence of Q follows from Lemma 2.6. Then Q is elementary abelian
and the subgroup MQ is not nilpotent. Our hypothesis now implies that G = MQ . Thus, the Sylow
subgroups of G are abelian and hence the nilpotent subgroups Gα and Gβ are abelian as well. By
Lemma 2.8 G = GαGβ . According to a result of Itô [9] if a ﬁnite group G is a product of two abelian
subgroups, then at least one of the subgroups contains a subgroup which is normal in G . Certainly,
the subgroup must be also contained in M . Thus, we can assume that Mα contains a normal in G
subgroup N . If x ∈ N and g ∈ G we have xg ∈ Gα and so xg = (xg)α = xgα . In particular, x commutes
with gα g−1. Since this holds for all x ∈ N and g ∈ G , we conclude that [G,α] centralizes N . If the
prime q is odd, by Lemma 2.2 we have Q = Qα[Q ,α]. Since both Qα and [Q ,α] commute with N ,
the subgroup Q commutes with N . On the other hand, CM(Q ) is D-invariant and normal in G . In
view of minimality of M either CM(Q ) = 1 or CM(Q ) = M . Obviously, this leads to a contradiction
and so q = 2.
It follows that p is odd. Choose arbitrarily x ∈ N and h ∈ Gβ . By Lemma 2.2 x = xβ y, where xβ ∈ Mβ
and y is an element of M such that yβ = y−1. Taking into account that Gβ is abelian, write [x,h] =
[y,h]. Being a product of two commuting elements y−1 and yh that the automorphism β takes to
their inverses, the element [y,h] is taken by β to its inverse. We conclude that every element of
[N,Gβ ] is taken by β to its inverse. Since [N,Gβ ]  Gα , it follows that [N,Gβ ] is D-invariant. We
also remark that Gα centralizes [N,Gβ ] because [N,Gβ ] Gα and Gα is abelian. It follows that
[N,Gβ ] = [N,GαGβ ] = [N,G].
Hence, [N,G] is a normal D-invariant subgroup contained in Gα . It is clear that Z(G) = 1 and
so [N,G] = 1. Since M is a unique minimal normal D-invariant subgroup in G , we conclude that
[N,G] = M and therefore M = Mα . Recall that CG(M) = M . Because Gα is abelian and M  Gα , it
follows that M = Gα . Hence Qα = 1. However this is impossible as an involutory automorphism of a
2-group cannot be ﬁxed-point-free. This contradiction completes the proof. 
3. On solubility of graded Lie algebras
The goal of this section is to prove that a Lie ring L admitting an action by a dihedral group D
with certain restrictions on ﬁxed points is soluble with bounded derived length (see Theorem 3.10).
The result and the proof mimic corresponding parts of the paper [12] so many details will be omit-
ted.
Let a1, . . . ,ak be not necessarily distinct non-zero elements of Z/nZ. We say that the se-
quence (a1, . . . ,ak) is dependent if and only if there exist distinct i1, . . . , im ∈ {1,2, . . . ,k} such
that 2(ai1 + · · · + aim ) = 0. We note that the deﬁnition of dependency here is similar to that of
r-dependency introduced in [12]. In the particular case where n is odd and r = n − 1 the two no-
tions actually coincide. We however mostly will be interested in the case where n is even. If the
sequence (a1, . . . ,ak) is not dependent, we call it independent. For a given independent sequence
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The next lemma is similar to Lemma 4.4 from [12].
Lemma 3.1. If (a1, . . . ,ak) is independent, then |D(a1, . . . ,ak)| 2k+1 − 1.
Proof. Suppose that the sequence (a1, . . . ,ak, j) is dependent. We have 2(ai1 + ai2 + · · · + ait + j) = 0
for suitable 1  is  k. Therefore 2 j = −2(ai1 + ai2 + · · · + ait ). Either j = −(ai1 + ai2 + · · · + ait ) or
else n is even and j = e − (ai1 + ai2 + · · · + ait ), where e = n/2. In the ﬁrst case t = 0 and there are
at most 2k − 1 possibilities for j (each possibility for j corresponds to a non-empty subset of the set
{1,2, . . . ,k}). In the second case the equality t = 0 is allowed and there are at most 2k possibilities
for j (each possibility for j corresponds to a subset of the set {1,2, . . . ,k}). Thus, altogether there are
at most 2k+1 − 1 possibilities for j, as required. 
Let L be a Z/nZ-graded Lie ring such that L0 = 0. As in [12] we adopt the index convention, that
is, a small Latin letter with an index i ∈ Z/nZ will denote a homogeneous element in the grading
component Li , with the index only indicating which component this element belongs to: xi ∈ Li . We
will not be using numbering indices for elements of the Li , so that different elements can be denoted
by the same symbol when it only matters which component the elements belong to. For example, xi
and xi can be different elements of Li , so that [xi, xi] can be a non-zero element of L2i .
In what follows we assume that there exists a non-negative integer c and such that
[xa1 , xa2 , . . . , xac+1 ] = 0 whenever (a1,a2, . . . ,ac+1) is independent. (3.1)
A similar condition was called in [12] “selective nilpotency”. Using a modiﬁcation of the arguments
from [12] we will show that this condition implies that the algebra L is soluble and has c-bounded
derived length.
Given b ∈ Z/nZ, let us denote by o(b) the order of b (in the additive group). Thus, o(b) is the least
positive integer such that b + b + · · · + b︸ ︷︷ ︸
o(b)
= 0. We have the following analogues of Lemmas 4.6 and
4.7 from [12].
Lemma 3.2. Suppose that a (Z/nZ)-graded Lie ring L with L0 = 0 satisﬁes Condition (3.1), and let b be
an element of Z/nZ such that o(b) > 2c. Then there are at most 2c+1 − 1 elements a ∈ Z/nZ such that
[La, Lb, . . . , Lb︸ ︷︷ ︸
c
] = 0.
Proof. Suppose that [La, Lb, . . . , Lb︸ ︷︷ ︸
c
] = 0. By (3.1) the sequence (a,b, . . . ,b︸ ︷︷ ︸
c
) must be dependent. On
the other hand, since o(b) > 2c, the sequence (b, . . . ,b︸ ︷︷ ︸
c
) is independent. Therefore a ∈ D(b, . . . ,b︸ ︷︷ ︸
c
) and
the result follows from Lemma 3.1. 
Lemma 3.3. Suppose that a (Z/nZ)-graded Lie ring L with L0 = 0 satisﬁes Condition (3.1). There exists a c-
bounded number w such that [L, Lb, . . . , Lb︸ ︷︷ ︸
w
] = 0whenever b is an element ofZ/nZ such that o(b) > 2c+1−1.
Proof. Denote by N(b) the set of all a ∈ Z/nZ with the property that [La, Lb, . . . , Lb︸ ︷︷ ︸
c
] = 0. By
Lemma 3.2, N = |N(b)|  2c+1 − 1. If for some t  1 we have [La, Lb, . . . , Lb︸ ︷︷ ︸
c+t
] = 0, then all elements
a,a + b,a + 2b,a + tb belong to N(b). It follows that either [La, Lb, . . . , Lb︸ ︷︷ ︸] = 0 or sb = 0 for some
c+N
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o(b) > 2c+1 − 1 N . Hence, [L, Lb, . . . , Lb︸ ︷︷ ︸
c+2c+1−1
] = 0 and so we can take w = c + 2c+1 − 1. 
Let us ﬁx an arbitrary independent sequence (d1, . . . ,dc) and a commutator U = [ud1 , . . . ,udc ].
Making only obvious changes in the arguments from [12] we see that the following facts hold. De-
tailed proofs here are not necessary and will be omitted.
Lemma 3.4. Suppose that a (Z/nZ)-graded Lie ring L with L0 = 0 satisﬁes Condition (3.1). Then every com-
mutator of the form
[U , xi1 , . . . , xit ] (3.2)
can be written as a linear combination of commutators of the form
[U ,mj1 , . . . ,mjs ], (3.3)
where jk ∈ D(d1, . . . ,dc) and s t. The case s = t is possible only if ik ∈ D(d1, . . . ,dc) for all k = 1, . . . , t.
Corollary 3.5. Let L and U be as in Lemma 3.4. Then the ideal of L generated by U is spanned by commutators
of the form (3.3).
Let D = |D(d1, . . . ,dc)|. Denote by A the set of all b ∈ D(d1, . . . ,dc) such that o(b) > 2c+1 − 1 and
by B the set of all b ∈ D(d1, . . . ,dc) such that o(b) 2c+1 − 1. Let w = c + 2c+1 − 1 be the constant
from Lemma 3.3.
Lemma 3.6. Let L and U be as in Lemma 3.4. The ideal of L generated by U is spanned by commutators of the
form
[U ,mi1 , . . . ,miu ,miu+1 , . . . ,miv ], (3.4)
where u  (w − 1)D, with ik ∈ D(d1, . . . ,dc) for k u, and ik ∈ B for k > u.
Corollary 3.7. Suppose that a (Z/nZ)-graded Lie ring L with L0 = 0 satisﬁes Condition (3.1), and let
(d1, . . . ,dc) be an independent sequence. Then the ideal id〈[Ld1 , . . . , Ldc ]〉 has c-boundedly many non-trivial
components of the induced grading.
Proposition 3.8. Suppose that a (Z/nZ)-graded Lie ring L with L0 = 0 satisﬁes Condition (3.1). Then L is
soluble of c-bounded derived length f (c).
Note that L is soluble of n-bounded derived length by Kreknin’s theorem, but we need a bound
for the derived length in terms of c only.
Proof of Proposition 3.8. We use induction on c. If c = 0, then L is abelian. Indeed, L0 = 0 by the
hypothesis, and for d = 0 we have either Ld = 0 or 2d = 0 by (3.1), since any element d such that
2d = 0 is independent. Therefore [Li, L j] = 0 for all i, j ∈ Z/nZ and L is abelian.
Now let c  1. Let I be the ideal of L generated by all commutators [Li1 , . . . , Lic ], where (i1, . . . , ic)
ranges through all independent sequences of length c. The induced (Z/nZ)-grading of L/I has trivial
zero-component and by the induction hypothesis L/I is soluble of bounded derived length, say, f0,
that is, L( f0)  I .
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know from Corollary 3.7 that there are only c-boundedly many, say, e, non-trivial grading components
in T . By Lemma 4.12 of [12] there are at most e2 components that do not centralize T . Since CL(T )
is also a homogeneous ideal, it follows that the quotient L/CL(T ) has at most e2 non-trivial com-
ponents. Since the induced (Z/nZ)-grading of L/CL(T ) also has trivial zero-component, by Shalev’s
generalization [23] of Kreknin’s theorem we conclude that L/CL(T ) is soluble of e-bounded derived
length, say, f1. Therefore L( f1) , the corresponding term of the derived series, centralizes T . Since f1
does not depend on the choice of the independent tuple (i1, . . . , ic) and I is the sum of all such ide-
als T , it follows that [L( f1), I] = 0. Recall that L( f0)  I . Hence, [L( f1), L( f0)] = 0. Thus L is soluble of
c-bounded derived length at most max{ f0, f1} + 1. 
We will also require the following combinatorial corollary of the above proposition. Its proof mim-
ics that of Corollary 4.14 from [12]. We use the following notation:
δ1 = [x1, x2], δk+1 =
[
δk(x1, . . . , x2k ), δk(x2k+1, . . . , x2k+1)
]
.
Corollary 3.9. Let n be a positive integer. For the function f (c) given by Proposition 3.8, the following holds. If
we arbitrarily and formally assign lower indices i1, i2, . . . ∈ Z to elements yi1 , yi2 , . . . of an arbitrary Lie ring,
then the commutator δ f (c)(yi1 , yi2 , . . . , yi2 f (c) ) can be represented as a linear combination of commutators in
the same elements yi1 , yi2 , . . . , yi2 f (c) each of which contains either a subcommutator with zeromodulo n sum
of indices or a subcommutator of the form [gu1 , gu2 , . . . , guc+1 ] with an independent sequence (u1, . . . ,uc+1)
of indices, where elements g j are commutators in yi1 , yi2 , . . . , yi2 f (c) such that the sum of indices of all the
elements involved in g j is j modulo n.
Theorem 3.10. Let D be a Dihedral group generated by a normal cyclic subgroup F and an involution α.
Suppose that D acts by automorphisms on a Lie ring L in such a way that CL(F ) = 0 and CL(α) is nilpotent of
class c. Then L is soluble with c-bounded derived length.
Proof. The proof is similar to that of Theorem 5.6(a) in [12] so many details will be omitted. Let F
be of order n. We extend the ground ring by a primitive nth root of unity ω setting L˜ = L ⊗Z Z[ω].
The group D acts in the natural way on L˜ and the action inherits the conditions that CL˜(F ) = 0 and
CL˜(α) is nilpotent of class c. Since the conclusion of the theorem for L would follow from the same
conclusion for L˜, we can assume that L = L˜ and the ground ring contains ω, a primitive nth root of 1.
Let F = 〈ϕ〉. Deﬁne Li = {x ∈ L | xϕ = ωi x} for i = 0, . . . ,n − 1. Then
[Li, L j] ⊆ Li+ j (mod n) and nL ⊆
n−1∑
i=0
Li .
The above sum is not necessarily direct. However any linear dependence of elements from different
Li is annihilated by n:
if l1 + l2 + · · · + ln−1 = 0, then nl1 = nl2 = · · · = nln−1 = 0 (3.5)
(see, for example, [10, Lemma 4.1.1]). We also have L0 = CL(F ) = 0 and Liα = L−i for all i ∈ Z/nZ.
Given an element xi ∈ Li , we denote xiα by x−i . Then xi + x−i ∈ CL(α). Now choose arbitrarily
xd1 ∈ Ld1 , . . . , xdc+1 ∈ Ldc+1 and put X j = x j + x− j for j = d1, . . . ,dc+1. Since CL(α) is nilpotent of
class c, we have
[X1, . . . , Xc+1] = 0.
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n[xd1 , xd2 , . . . , xdc+1 ] = 0 whenever (d1, . . . ,dc+1) is independent. (3.6)
Corollary 3.9 now enables us to conclude that whenever yi j ∈ Li j the commutator δ f (c)(yi1 , yi2 , . . . ,
yi2 f (c) ) can be represented as a linear combination of commutators each of which contains either a
subcommutator with zero modulo n sum of indices or a subcommutator [gd1 , gd2 , . . . , gdc+1 ] with in-
dependent sequence (d1, . . . ,dc+1) of indices. By the hypothesis, L0 = 0, and n[gd1 , gd2 , . . . , gdc+1 ]=0
by property (3.6). Hence, nδ f (c)(yi1 , yi2 , . . . , yi2 f (c) ) = 0.
Put K =∑n−1i=0 Li . It follows from the above that nK ( f (c)) = 0 and therefore
n(nL)( f (c)) = n2 f (c)+1L( f (c)) = 0.
In particular, the additive group of T = L( f (c)) is a torsion abelian group. We decompose it into direct
sum of Sylow subgroups
T = T p1 ⊕ T p2 ⊕ · · · ⊕ T pr ,
where p1, p2, . . . , pr are the prime divisors of n. The T pk are D-invariant ideals and [T pi , T p j ] = 0
for i = j. Let p ∈ {p1, p2, . . . , pr}, and let 〈χ 〉 be the maximal p′-subgroup of F . By Lemma 2.3,
CTp (χ) = 0. Thus the subring T p admits the dihedral group of automorphisms 〈χ,α〉 such that
CTp (χ) = 0 and CTp (α) is nilpotent of class at most c. Assume that |〈χ 〉| = s. By the above argu-
ment,
0 = s(sT p)( f (c)) = s2 f (c)+1T ( f (c))p ,
whence T ( f (c))p = 0 for each prime p. Hence T ( f (c)) = (L( f (c)))( f (c)) = 0 and L is soluble of derived
length at most 2 f (c). The proof is complete. 
4. Proof of Theorem 1.4
The proof of Theorem 1.4 will be based on the following Lie-theoretical result.
Theorem 4.1. Let D be a ﬁnite dihedral group generated by two involutions α and β . Assume that D acts by
automorphisms on a Lie ring L in such a manner that both CL(α) and CL(β) are nilpotent of class at most c
while CL(αβ) = 0. Assume further that there exists a prime-power q = ps such that qL = 0. Then L is nilpotent
of c-bounded class.
Proof. Put φ = αβ and F = 〈φ〉. Whenever K is a subgroup of the additive group of L we write Kα
and Kβ for CK (α) and CK (β) respectively. Without loss of generality we assume that D acts on L
faithfully. Let 〈χ 〉 be the maximal p′-subgroup of F . By Lemma 2.3 CL(χ) = 0. Thus L admits the
dihedral group of automorphisms 〈χ,α〉 such that CL(χ) = 0. Every involution in D is conjugate to
either α or β . Therefore 〈χ,α〉 is generated by two involutions whose centralizers in L are nilpotent
of class at most c. Hence, without loss of generality we can assume that |F | is not divisible by p. It
follows that if p = 2, then D is a Frobenius group. In this case Theorem 5.6(b) of [12] tells us that
indeed L is nilpotent of c-bounded class. Therefore we will focus on the case where p is odd. Further,
we notice that the additive group of L is locally ﬁnite and therefore every element in L is contained
in a ﬁnite D-invariant additive subgroup. Hence, when convenient we can apply the results about the
action of D on ﬁnite groups. Since (p, |D|) = 1, Lemma 2.1 tells us that whenever N is a D-invariant
ideal in L the pair L/N , D satisﬁes all the hypotheses of the theorem. In the sequel this will be tacitly
used when we considering quotients of L over D-invariant ideals.
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and set M = [L, L]. For a subalgebra X of L we write Zi(X) to denote the ith term of the upper
central series of X . Consider the ideal M + Lα . Since Lα is of class c, it follows that Mα  Zc(M + Lα)
(we use here that M is abelian). Similarly Mβ  Zc(M + Lβ). Using that L = Lα + Lβ (Lemma 2.8)
and applying induction on i + j it is easy to see that the intersection Zi(M + Lα) ∩ Z j(M + Lβ) is
contained in Zi+ j−1(L) for any i and j. It follows that Zc(M + Lα) ∩ Zc(M + Lβ) is contained in
Z2c−1(L). Let R be the smallest ideal of L containing Mα . Then Rβ is contained in the intersection
Zc(M + Lα) ∩ Zc(M + Lβ). Though R need not be necessarily D-invariant, we still have R = Rα + Rβ .
Indeed, choose x ∈ R . Since M = Mα + Mβ we can write x = x1 + x2, where x1 ∈ Mα and x2 ∈ Mβ .
Taking into account that Mα = Rα we notice that x1 ∈ R . It follows that also x2 ∈ R . Thus, indeed
R = Rα + Rβ . This shows that Mα is an ideal in L modulo Z2c−1(L). By a symmetric argument we
also conclude that so is Mβ . It is suﬃcient to prove that L/Z2c−1(L) has c-bounded nilpotency class.
Thus, we can pass to the quotient L/Z2c−1(L) and without loss of generality assume that Mα and
Mβ are ideals. We have Mα  Zc(Lα) and [Mα, L] = [Mα, Lα]. It follows that Mα  Zc(L). Similarly,
Mβ  Zc(L). Taking into account that [L, L] = M = Mα + Mβ , we conclude that L is nilpotent of class
at most c + 1. Thus, we have proved that in the metabelian case L is nilpotent of class at most
2c − 1+ c + 1 = 3c.
Now suppose that the derived length of L is at least 3. Arguing by induction on the derived length
of L we can assume that [L, L] is nilpotent of bounded class. According to the previous paragraph, the
quotient L/[[L, L], [L, L]] is nilpotent of bounded class, as well. Together, this gives nilpotency of L of
bounded class by the Lie ring analogue of P. Hall’s theorem [7]. The theorem is proved. 
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. The group G is nilpotent by Theorem 2.11. We have to bound the nilpotency
class of G in terms of c only. It is suﬃcient to bound the nilpotency class of every Sylow p-subgroup
of G and so without loss of generality we can assume that G is a p-group. Consider the associated
Lie ring of G
L(G) =
m⊕
i=1
γi/γi+1,
where m is the nilpotency class of G and the γi are terms of the lower central series of G . The
nilpotency class of G coincides with that of L(G). The action of the group D on G naturally induces
an action of D on L(G). By the deﬁnition of the associated Lie ring,
CL(G)(α) =
⊕
i
Cγi/γi+1(α),
which by Lemma 2.7 is equal to
⊕
i
Cγi (α)γi+1/γi+1.
Since CG(α) is nilpotent of class c, it follows that CL(G)(α) is nilpotent of class at most c, too. Similarly
we conclude that CL(G)(β) is nilpotent of class at most c and CL(G)(αβ) = 0.
We now deduce from Theorem 4.1 that L(G) is nilpotent of (c)-bounded class. Since the nilpotency
class of G is equal to that of L(G), the result follows. 
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