I. INTRODUCTION
This communication addresses the problem of estimating the relative distances to individual scatterers within a complicated multiscatterer target and their scattered signal amplitudes from radar backscattered signals. The immediate application of this problem is to ultra-high range resolution radar-high resolution radar with potential resolution on the order of feet or inches. This application has significant potential for use in detecting and identifying military and civilian air and ground vehicles. A common method of estimating scatterer location with existing radars is to sample the frequency response of a target over some large bandwidth, then apply a Fourier transform to obtain an approximation to the impulse response of the target (often referred to as "FFT pulse-compression"). Signal peaks extracted from this impulse response are used to estimate individual scatterer distances and scattered signal amplitudes. For a number of practical reasons, sampling is often done at fairly high frequencies, which serves to emphasize the high frequency components of the impulse response. Even the high frequency components of the signal cannot be obtained with arbitrary accuracy, however, due to the necessarily "bandlimited" nature of the data which is collected. In particular, the smoothing of the impulse response caused by convolution due to the finite-length frequency window can "merge" distinct target scatterers (signal peaks). Thus the resolution, or ability to separate distinct target scatterers, obtained via FFT pulse-compression is limited by the practical achievable bandwidth.
Our and the geometrical optics portion of the model studied here, which has delta-functions-in-time and sinusoids-in-frequency .
In FFT pulse compression resolution is almost strictly a function of bandwidth. For example, a bandwidth B = 1 GHz gives a 3 dB nominal (half-power points spaced 1 / B apart) resolution of 1/2 ft.
This resolution is degraded somewhat in real radars through sidelobe reduction windowing and variations of the true waveform from theoretical. In the signal modeling/parameter estimation approach, no simple inverse relationship with bandwidth holds. The concept of variance of the error in estimated parameters is more relevant in these cases. The error variance is a (highly nonlinear) function of both bandwidth and signal-to-noise ratio. The available bandwidth of existing radars varies widely, and often depends on design trade-offs made between the desired application and the cost to support the additional bandwidth and processing needed for high resolution processing. Applications such as identification require a higher resolution than that required for detection, for example. Not all existing platforms are capable of supporting a 1 GHz bandwidth.
Thus if 1/2 ft resolution is required for a particular application, some technique other than FFT pulse compression is needed. Both the FFT and parameter estimation approaches share the common concern of ensuring an adequate sampling rate necessary to recover an unaliased signal. The required sampling rate is determined by the range window size, which might be roughly twice the length of the largest expected target.
One drawback of the parameter estimation methods appears to be a lack of robustness to deviations of the measured signal from the assumed model, when compared with FFT based methods. A number of investigations 1151, 1161 have been initiated with the aim of improving algorithm performance when these deviations are attributable to measurement noise. Of particular concern for the radar scattering problem is the fact that the sinusoids-in-noise model is not really correct. Even in a noise-free environment, the measured signal may deviate significantly from the model for which these algorithms were designed. In particular, asymptotic expansion representations of high frequency electromagnetic scattering typically contain "higher order terms" for specular scattering and/or terms representing diffractive scattering whose amplitude depends on frequency. Proposed parameter estimation techniques aim to remove as much noise as possible from a signal before parameters are extracted through averaging or correlation [18] , [15] . These approaches use in an essential way the assumption that noise is a zero mean (and usually uncorrelated) random process. Thus the eflective signal-to-noise ("signal-to-error") ratio under which parameters are extracted is in fact much higher than that of the basic signal. In the case of "errors" in the measured signal due to incorrect modeling (deviation of the true (nonnoisy) signal from the assumed model), the "signal-to-error" ratio after averaging/correlation remains essentially unchanged from that of the basic signal. Thus an error in modeling will have a greater effect on the accuracy of extracted parameters than will the same amount of random noise.
There are two possible approaches to dealing with errors due to modeling. One is to define an algorithm which is "robust" with respect to errors in the model. (This "robustness" is often difficult to verify .) The other is to define an algorithm incorporating a model which more accurately fits the signal which is expected. This communication illustrates that the existing linear prediction methods can be extended to a more accurate model of specular scattered signals containing higher order terms using a simple trick. We are concerned here only with methods of eliminating modeling error, so noise effects are mentioned only briefly. A companion paper [l] examines the issue of "robustness" of the existing signal subspace methods when applied to signals originating from a target containing both specular and diffractive scatterers. We assume we have available the frequency response data for a multiscatterer target at a finite number of equally spaced frequencies 
III. ALGORITHM
If we limit our interest in (1) to the first ("zero-order") term, which is itself asymptotic to the frequency response, we obtain a "geometrical optics" signal model consisting of a finite sum of complex exponentials, x:=, ak exp (iwTk). There are a proliferation of methods (e.g., 1171, [13], 1181, 1141) for estimating the parameters T, and [E,], in this model. We define an extension of the Linear Prediction algorithm to allow us also to estimate frequencies and coefficients for the first and also higher order terms if we desire. The exposition will be limited to a model (1) which includes only the first two terms, but the idea extends easily to arbitrarily many terms. 
where we have included each phase factor exp (i( wO + A U) 7,) in the a, and similarly for the b,. We may assume, from physical considerations, that each yk is identical to some 7,. That is, first-order terms always appear for each scatterer, while secondorder terms may or may not appear, depending on the scatterer. This assumption is not essential, since the algorithm works even if a second order term with no corresponding first order term appears.
k = 1
Let 4, = exp (iAm,), then x , is of the form +ZP-It I then using the bottom p rows, the polynomial PJq) = X:fi,'
w,qk has zeros at q = + 1 , 4 2 , -* , 4p (since t , # 0, for k = 1, 2, * . . , p by assumption). Using this plus the top p rows gives PL(4,) = 0, i = 1, 2 ; . ., p . That is, P, has 2 p roots counting multiplicity. Thus P, = 0, and hence w = 0.
Since X is full rank, a similar argument now shows that M w = 0 for some w E R m + l if and only if the polynomial P,,,(q) = ~~= o w,qk has zeros of multiplicity two at each +,, i = 1, 2; . . , p . A similar rank argument also ensures that w, # 0. Normalizing w in the nullspace of M so that w, = -1 and setting y, = w,, i = 1, 2 ; * . , m -1, we find that H,y = u ifand only if P,(q) has zeros a We give a summary below of an algorithm based on work in [18] and [15] which extracts the parameters +, . If noise in the original signal is zero mean, stationary, and uncorrelated (usually assumed Gaussian also), then noise in the "weighted" signal will still be zero mean and uncorrelated (and Gaussian), but no longer stationary. The approach described in [18] 
IV. DISCUSSION
We have described a simple generalization of the linear prediction algorithm (originally designed for a model of the geometrical optics type) to the problem of estimating parameters of the first two terms of the Luneberg-Kline asymptotic expansion from scattered frequency response data. The generalization involves a premultiplication of the data by a diagonal matrix and the fact that each zero of the linear prediction polynomial is of multiplicity two.
The reason for using higher order terms in the Luneberg-Kline expansion is to provide a signal model which fits the actual radar scattered signal with less intrinsic modeling error than a geometrical optics model. Linear prediction and signal subspace type algorithms are more sensitive to errors in the assumed model than nonparametric FFT pulse-compression.
The algorithm described is by no means complete, since noise sensitivity and numerical properties have not been analyzed and the Luneberg-Kline expansion is limited to reflective and refractive scatterers. For complicated targets, diffractive scatterers can also contribute a significant portion of scattered signal energy, but at high frequencies diffraction can also be closely approximated by asymptotic expansions (see [7] Also, as is usually noted in discussions of the Luneberg-Kline expansion, asymptotic expansions do not provide good approximation in the neighborhood of caustics. It is not clear how significantly this would affect a working algorithm based on these asymptotic expansions. We can find no discussion of their impact on this type of algorithm even for models based purely on geometrical optics.
