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Abstract
In order to achieve binding Government targets towards the decarbonisation of the
electricity network, the GB power system is undergoing an unprecedented amount
of change. A series of new technologies designed to integrate massive volumes of
renewable generation, predominantly in the form of offshore wind, asynchronously
connecting to the periphery of the transmission system, are transforming the re-
quirements of the network. This displacement of traditional thermal generation is
leading to a significant reduction in system inertia, thus making the task of system
operation more challenging. It is therefore deemed necessary to develop tools and
technologies that provide far greater insight into the state of the power system
in real-time and give rise to methods for improving offline modelling practices
through an enhanced understanding of the systems performance.
To that extent PMUs are seen as one of the key enablers of the Smart Grid, pro-
viding accurate time-synchronised measurements on the state of the power system,
allowing the true dynamics of the power system to be captured and analysed.
This thesis provides an analysis of the existing PMU deployment on the GB trans-
mission system with a view to the future system monitoring requirements. A
critical evaluation and comparison is also provided on the suitability of a Uni-
versity based Low Voltage PMU network to further enhance the visibility of the
GB system. In addition a novel event detection algorithm based on Detrended
Fluctuation Analysis is developed and demonstrated, designed to determine the
exact start time of a transmission event, as well as the suitability of such an event
for additional transmission system analysis, namely inertia estimation. Finally, a
reliable method for the estimation of total system inertia is proposed that includes
an estimate of the contribution from residual sources, of which there is currently
no visibility. The proposed method identifies the importance of regional inertia
and its impact to the operation of the GB transmission system.
Acknowledgements
Firstly I would like to express my gratitude to Prof Gareth A. Taylor for provid-
ing the opportunity to undertake this research project and for his guidance and
encouragement throughout the past 4 years. I would also like to thank Dr Alex
Carter and Dr Martin Bradley for their help and support during my time at Na-
tional Grid.
In addition I would like to thank Prof Malcolm Irving, Dr Ioana Pisica and Dr
Chrisopher Saunders from the Brunel Institute of Power Systems for their valu-
able help and guidance, and Dr Ronan Jamieson and Dr Bernie Dolan from the
Electricity National Control Centre at National Grid for all their insights, help,
suggestions and of course the doughnuts!
I gratefully acknowledge the full sponsorship and financial support from both the
Engineering and Physical Sciences Research Council (EPSRC) and National Grid.
Finally, I would like to give thanks to all my friends and family.
ii
Declaration of Authorship
The work detailed in this thesis has not been previously submitted for a degree in
this University or at any other and unless otherwise referenced it is the authors
own work.
iii
Contents
Abstract i
Acknowledgements ii
Declaration of Authorship iii
Table of Contents iv
List of Tables viii
List of Figures ix
Abbreviations xii
1 Introduction 1
1.1 Environmental Legislation . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The GB Transmission System 2020-2050 . . . . . . . . . . . . . . . 2
1.2.1 The Evolving Generation Pattern . . . . . . . . . . . . . . . 4
1.2.2 Network Design . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Wide Area Monitoring Systems . . . . . . . . . . . . . . . . . . . . 8
1.4 Power System Inertia . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.6 Principle Contributions to Knowledge . . . . . . . . . . . . . . . . . 13
1.7 Background to the Engineering Doctorate . . . . . . . . . . . . . . 14
1.8 List of Publications Arising from the EngD . . . . . . . . . . . . . . 15
1.8.1 Journal Publications . . . . . . . . . . . . . . . . . . . . . . 15
1.8.2 Technical Reports . . . . . . . . . . . . . . . . . . . . . . . . 16
1.8.3 Conference Publications . . . . . . . . . . . . . . . . . . . . 16
1.8.3.1 First Author . . . . . . . . . . . . . . . . . . . . . 16
1.8.3.2 Co-Author . . . . . . . . . . . . . . . . . . . . . . 17
1.8.4 Invited Presentation . . . . . . . . . . . . . . . . . . . . . . 17
1.9 Organisation of the Thesis . . . . . . . . . . . . . . . . . . . . . . . 18
2 Synchronised Phasor Measurement Technology 21
iv
Contents v
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 The History of Synchronised Phasor Measurement Technology . . . 23
2.2.1 Phasor Measurement Units . . . . . . . . . . . . . . . . . . . 24
2.2.2 Phasor Data Concentrator . . . . . . . . . . . . . . . . . . . 26
2.3 Development and Evolution of the Synchrophasor Standard . . . . . 28
2.4 Phasor Measurement Applications . . . . . . . . . . . . . . . . . . . 30
2.4.1 Offline Applications . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.1.1 Post-event analysis . . . . . . . . . . . . . . . . . . 31
2.4.1.2 Network Model Validation . . . . . . . . . . . . . . 32
2.4.2 Online Applications . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.2.1 Wide Area Monitoring . . . . . . . . . . . . . . . . 33
2.4.2.2 Monitoring of Inter-Area Oscillations . . . . . . . . 34
2.4.2.3 Dynamic Line Ratings . . . . . . . . . . . . . . . . 35
2.4.2.4 Improved State Estimation . . . . . . . . . . . . . 36
2.5 Global PMU Deployment and Initiatives . . . . . . . . . . . . . . . 37
2.5.1 North America . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5.2 China . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.3 The Central European System . . . . . . . . . . . . . . . . . 41
2.5.4 The Nordic region . . . . . . . . . . . . . . . . . . . . . . . . 43
2.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 System Monitoring and Control at National Grid 48
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Supervisory Control and Data Acquisition (SCADA) systems . . . . 51
3.2.1 Frequency and Time Error (FATE) . . . . . . . . . . . . . . 53
3.2.2 Settlement Metering . . . . . . . . . . . . . . . . . . . . . . 54
3.2.2.1 Operational Metering . . . . . . . . . . . . . . . . 55
3.2.3 Ancillary Services Business Monitoring (ASBMON) . . . . . 55
3.2.4 Power Quality . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2.5 Fault Recording and Dynamic System Monitoring . . . . . . 58
3.2.6 Protection Systems . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 The IEMS and the State Estimator . . . . . . . . . . . . . . . . . . 60
3.4 Remote Asset Management and Monitoring . . . . . . . . . . . . . 63
3.5 Power System Dynamics Monitoring . . . . . . . . . . . . . . . . . 64
3.5.1 Power System Oscillation Detection Procedure . . . . . . . . 68
3.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4 Wide Area Monitoring on the GB System 74
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 National Grid WAMS Implementation . . . . . . . . . . . . . . . . 75
4.2.1 Data Accuracy and Availability . . . . . . . . . . . . . . . . 76
4.2.2 Communications Infrastructure Latency . . . . . . . . . . . 79
4.2.2.1 PMU Internal Measurement Delay . . . . . . . . . 82
4.3 State Estimator Comparisons . . . . . . . . . . . . . . . . . . . . . 86
Contents vi
4.3.1 Voltage Magnitude Comparisons . . . . . . . . . . . . . . . . 88
4.3.2 Phase Angle Comparisons . . . . . . . . . . . . . . . . . . . 89
4.4 Domestic Supply Based WAMS . . . . . . . . . . . . . . . . . . . . 92
4.4.1 ELPROS - University based WAMS deployment . . . . . . . 93
4.4.2 FNET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5 Future WAMS Requirements . . . . . . . . . . . . . . . . . . . . . . 98
4.5.1 Data Storage Requirements to 2050 . . . . . . . . . . . . . . 100
4.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5 Event Detection and Big Data Analytics 106
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2 Detrended Fluctuation Analysis . . . . . . . . . . . . . . . . . . . . 107
5.2.1 The DFA Algorithm . . . . . . . . . . . . . . . . . . . . . . 108
5.2.2 DFA Exact Start of Event and Baseline Analysis . . . . . . 112
5.2.3 Instantaneous Generation Loss Determination . . . . . . . . 115
5.3 Overview of HPC and Big Data Analytics . . . . . . . . . . . . . . 117
5.3.1 Parallel Processing Methods . . . . . . . . . . . . . . . . . . 118
5.3.2 MapReduce Programming Model . . . . . . . . . . . . . . . 119
5.3.3 MapReduce Implementation with Hadoop . . . . . . . . . . 120
5.4 The Design of PDFA . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.4.1 PDFA Implementation . . . . . . . . . . . . . . . . . . . . . 124
5.5 Evaluation and Results . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.5.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . 127
5.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.5.3 Speedup Analysis . . . . . . . . . . . . . . . . . . . . . . . . 131
5.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6 Inertia Estimation of the GB Power System 135
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.2 Frequency Response Requirements . . . . . . . . . . . . . . . . . . 136
6.2.1 Inertia Contribution . . . . . . . . . . . . . . . . . . . . . . 139
6.3 Power System Inertia Constant . . . . . . . . . . . . . . . . . . . . 139
6.4 Inertial Frequency Response Estimation . . . . . . . . . . . . . . . 140
6.4.1 Factors Affecting Inertia Estimation . . . . . . . . . . . . . . 143
6.4.2 Frequency Calculation . . . . . . . . . . . . . . . . . . . . . 144
6.4.3 RoCoF Calculation . . . . . . . . . . . . . . . . . . . . . . . 145
6.5 Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.6 Regional Inertia Estimation . . . . . . . . . . . . . . . . . . . . . . 150
6.6.1 Modelled Examples . . . . . . . . . . . . . . . . . . . . . . . 152
6.6.2 Results from Genuine GB System Events . . . . . . . . . . . 157
6.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7 Conclusions and Further Work 162
7.1 Thesis Summary and Conclusions . . . . . . . . . . . . . . . . . . . 162
7.1.1 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . 168
Contents vii
7.2 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
7.2.1 Modelling and Analysis of WAMS Information and Commu-
nication Technology Infrastructures . . . . . . . . . . . . . . 170
7.2.2 Development of an Ambient Inertia Estimation Methodology 172
7.2.2.1 System Studies . . . . . . . . . . . . . . . . . . . . 174
7.2.2.2 Inter-Area Oscillation Analysis . . . . . . . . . . . 175
7.2.2.3 System Impedance Analysis . . . . . . . . . . . . . 175
Appendix A Generation Boundaries and Location of PMUs 178
Appendix B Location of DSM Units in England and Wales 181
References 183
List of Tables
4.1 Individual PMU substation latency statistics . . . . . . . . . . . . . 82
5.1 DFA on 10 generation loss events as identified by 3 PMUs from the
GB transmission system . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Experimental configuration of the Hadoop cluster . . . . . . . . . . 128
6.1 22 generation loss events captured from the GB transmission system 148
6.2 Variation in measured df/dt from 3 PMUs . . . . . . . . . . . . . . 150
6.3 Loss estimation on a modelled example from 41 monitoring nodes . 154
6.4 Inertia estimation on modelled example 1 based on 3 monitoring
nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.5 Inertia estimation on modelled example 1 based on 7 monitoring
nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.6 Inertia estimation accuracy based on 7 modelled examples . . . . . 158
6.7 Inertia estimation based on 22 generation loss events from the GB
transmission system with 3 monitoring nodes . . . . . . . . . . . . . 159
6.8 Inertia estimation based on 3 generation loss events from the GB
transmission system with 7 monitoring nodes . . . . . . . . . . . . . 160
7.1 Network latencies for variable background traffic . . . . . . . . . . . 172
viii
List of Figures
1.1 Demand and generation background, Gone Green scenario. . . . . . 5
2.1 Phasor representation of a sinusoidal signal. . . . . . . . . . . . . . 23
2.2 Major elements of a typical PMU . . . . . . . . . . . . . . . . . . . 25
2.3 Hierarchy of a Wide Area Monitoring System . . . . . . . . . . . . 26
2.4 Evolution of the synchrophasor standard . . . . . . . . . . . . . . . 29
2.5 GB system frequency following a generation loss of 1170MW . . . . 31
2.6 Hybrid State Estimation approcaches . . . . . . . . . . . . . . . . . 37
2.7 PMU deployment in North America. . . . . . . . . . . . . . . . . . 38
2.8 Inter-area modes of the Central European System . . . . . . . . . . 42
3.1 Wide Area Monitoring Protection and Control (WAMPAC) appli-
cations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Monitoring and Protection systems at National Grid . . . . . . . . 52
3.3 State Estimation process and application at NG . . . . . . . . . . . 62
3.4 All the equipment connected through the RAMM system . . . . . . 64
3.5 Example of unstable 0.5Hz oscillations in the Scotland-England
transfer, 1982 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.6 PMU placement - Dynamic Stability Monitoring of the Anglo-Scottish
interconnection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.7 Psymetrix PhasorPoint oscillatory analysis Locus plot . . . . . . . . 69
4.1 Initial WAMS network infrastructure within NG’s internal Busi-
ness LAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 PMU data availability statistics October 2013 . . . . . . . . . . . . 79
4.3 PMU configuration, NG Business LAN . . . . . . . . . . . . . . . . 80
4.4 Network latency for 6 BLAN connected PMUs . . . . . . . . . . . . 81
4.5 Arbiter PMU phasor measurement window . . . . . . . . . . . . . . 82
4.6 Arbiter PMU data acquisition delay . . . . . . . . . . . . . . . . . . 83
4.7 Network latency for 6 BLAN connected PMUs excluding internal
PMU measurement delay . . . . . . . . . . . . . . . . . . . . . . . . 85
4.8 Smoothed network latency accounting for internal PMU latency . . 85
4.9 PU voltage magnitude from 7 PMUs over a 10-second window . . . 87
4.10 PU voltage magnitude comparison between BLYTH PMU and equiv-
alent SE Bus over a 4-hour period . . . . . . . . . . . . . . . . . . . 89
4.11 PU voltage magnitude difference between 7 PMUs and equivalent
SE Bus over a 4-hour period . . . . . . . . . . . . . . . . . . . . . . 90
ix
List of Figures x
4.12 Phase angle difference between LAGA and HARK, and equivalent
SE buses over a 10-second period . . . . . . . . . . . . . . . . . . . 91
4.13 Phase angle difference between LAGA and HARK, and equivalent
SE buses over a 4-hour period . . . . . . . . . . . . . . . . . . . . . 91
4.14 Phase angle difference for all PMUs, and equivalent SE buses over
a 4-hour period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.15 Location of Low Voltage PMUs on the GB system . . . . . . . . . . 94
4.16 Generation loss of 1000MW on the GB transmission system as mea-
sured by 7 PMUs from the transmission and domestic supply level . 95
4.17 Phasor plot showing angle difference for NG, SPT and ELPROS
PMUs with Harker as the reference . . . . . . . . . . . . . . . . . . 96
4.18 Angle difference minus DC offset for NG, SPT and ELPROS PMUs
with Harker as the reference . . . . . . . . . . . . . . . . . . . . . . 97
4.19 Anticipated number of installed PMUs with linear progression out
to 2050. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.20 Data storage requirements for increasing volumes of PMUs linear
progression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.21 Potential number of installed PMUs by 2050 based on 4 scenarios. . 103
4.22 Data storage requirements for increasing volumes of PMUs with all
circuits monitored by 2050 . . . . . . . . . . . . . . . . . . . . . . . 103
5.1 Integrated PMU signal and the corresponding “trend” . . . . . . . . 109
5.2 DFA on 10 seconds of PMU voltage magnitude data . . . . . . . . . 110
5.3 DFA on phase angle difference from NG, SPT and ELPROS PMUs 112
5.4 DFA on voltage magnitude and phase angle difference for a localised
event at Staythorpe . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.5 Frequency trace following a 1000MW generation loss - local moni-
toring node . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.6 Frequency trace following a 1000MW generation loss - distant mon-
itoring node . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.7 DFA on frequency data following an instantaneous generation loss . 116
5.8 DFA on frequency data following a staggered generation loss . . . . 117
5.9 The MapReduce model. . . . . . . . . . . . . . . . . . . . . . . . . 120
5.10 The Hadoop framework. . . . . . . . . . . . . . . . . . . . . . . . . 121
5.11 Architecture of PDFA implementation. . . . . . . . . . . . . . . . . 124
5.12 Analysis of PDFA efficiency. . . . . . . . . . . . . . . . . . . . . . . 128
5.13 The relative accuracy of PDFA compared to DFA. . . . . . . . . . . 129
5.14 The scalability of PDFA, execution time against number of Mapper
nodes (VMs). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.15 Speedup analysis of the PDFA algorithm. . . . . . . . . . . . . . . . 131
5.16 Computational overhead of PDFA against data block size. . . . . . 133
5.17 The speedup of PDFA against data block size. . . . . . . . . . . . . 133
6.1 Frequency response requirements on the GB transmission system. . 138
6.2 Frequency resolution from voltage phase angle compared with DFR 145
List of Figures xi
6.3 Frequency trace and calculated df/dt following a 1000MW in-feed
loss of generation in the South of the Network. . . . . . . . . . . . 146
6.4 FFT on measured frequency transients following 1000MW genera-
tion loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.5 Low pass filter applied to measured frequency transient. . . . . . . . 147
6.6 Variation in residual inertia estimation from 3 separate PMUs . . . 151
6.7 Location of monitoring nodes, installed PMUs and simulated events 155
6.8 Generator groupings relative to PMU monitoring nodes . . . . . . . 156
6.9 Known inertia from generation compared with total GB system
demand for 22 separate generation loss events . . . . . . . . . . . . 158
7.1 Network latencies for 6 modelled PMUs using the OPNET model . 171
7.2 Total system demand with contribution from synchronous generation.173
7.3 Total inertia from generation (H ·MVA), including a split between
Scotland and the network of England & Wales. . . . . . . . . . . . . 174
7.4 Analysis of the inter-area oscillation frequency using Prony’s method.175
7.5 Frequency of inter-area mode plotted against inertia from genera-
tion, with all tie line circuits in service. . . . . . . . . . . . . . . . . 176
7.6 Frequency of inter-area mode plotted against inertia from genera-
tion, with one of the tie line circuits out of service. . . . . . . . . . 176
A.1 Location of installed PMUs used in this thesis . . . . . . . . . . . . 179
A.2 Generation boundaries of the GB transmission system . . . . . . . . 180
B.1 Location of DSM units on the transmission system of England and
Wales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
Abbreviations
ADC Analogue to Digital Converter
AGC Automatic Generation Control
BLAN National Grid Internal Business LAN
CCGT Combined Cycle Gas Turbine
CCS Carbon Capture and Storage
CESA Continental European Synchronous Area
CSC Current Source Converter
CT Current Transformer
DFT Discrete Fourier Transform
DFR Digital Fault Recorder
DG Distributed Generation
DLR Dynamic Line Rating
EMR Electricity Market Reform
EMS Energy Management System
ENTSO-E European Network of Transmission System Operators for Electricity
EU European Union
FNET Wide Area Frequency Monitoring Network
GB Great Britain
GPS Global Positioning System
HVDC High Voltage Direct Current
ICT Information and Communications Technology
IEC International Electrotechnical Committee
IED Intelligent Electronic Device
IEEE Institute of Electrical and Electronic Engineers
xii
Abbreviations xiii
IT Instrument Transformer
LAN Local Area Network
LCPD Large Combustible Plant Directive
MSC Mechanically Switched Capacitors
NASPI North American Synchrophasor Initiative
NERC North American Electricity Reliability Corporation
NETSO National Electricity Transmission System Operator
NG National Grid
NGET National Grid Electricity Transmission
NETSO National Electricity Transmission System Operator
NIST National Institute for Standards and Technology
OCGT Open Cycle Gas Turbine
OFGEM Office For Gas and Electricity Markets
OpTel Operational Telecomms
PDC Phasor Data Concentrator
PMU Phasor Measurement Unit
POD Power Oscillation Damping
PPP Psymetrix PhasorPoint
PSS Power System Stabilizer
PSTN Public Switch Telephone Network
RAMM Remote Access for Monitoring and Metering
RIIO Revenue = Incentives + Innovation + Outputs
RMS Route Mean Squared
RoCoF Rate of Change of Frequency
RSVC Robust Static Variable Compensator
RTU Remote Terminal Units
SCADA Supervisory Control And Data Acquisition
SCDR Symmetrical Components Distance Relay
SCDFT Symmetrical Components Discrete Fourier Transform
SE State Estimation
SHETL Scottish Hydro Electric Transmission Limited
Abbreviations xiv
SIPS Special Integrated Protection Scheme
SO System Operator
SPDC Super Phasor Data Concentrator
SPTL Scottish Power Transmission Limited
SVC Static Variable Compensator
TCSC Thyristor Controlled Series Compensation
TO Transmission Owner
TSO Transmission System Operator
TSC Transmission System Operator Security Cooperation
TVE Total Vector Error
TYDP Ten-Year Development Plan
UCTE Union for the Co-ordination of Transmission of Electricity
VSC Voltage Source Converter
VT Voltage Transformer
WAMPAC Wide Area Monitoring Protection And Control
WAMS Wide Area Monitoring System
WAN Wide Area Network
WAPOD Wide Area Power Oscillation Damping
UK United Kingdom
Chapter 1
Introduction
The following sections will outline the motivations and objectives behind the re-
search presented in this thesis. An account is provided of relevant background
information including an outline of wide area monitoring and the applications
to the electric power system. The overall objectives of this research project are
presented within the context of improving the operation of the GB transmission
system whist increasing the penetration of renewable generation to the grid.
1.1 Environmental Legislation
In order to achieve the UK Governments and European Parliaments ambitious
targets for the decarbonisation of greenhouse gas emissions, the power sector, seen
as the largest single contributor in Great Britain (GB), is undergoing some drastic
changes. Legally binding targets are in place, designed to reduce the UKs total
CO2 emissions by 34% by 2020 and 80-95% by 2050 relative to the baseline levels
of 1990 [1–3].
Based on these targets the Electricity Networks Strategy Group (ENSG), working
in collaboration with the Government, the Office for Gas and Electricity Markets
(Ofgem) and the Transmission Owners (TO) of GB, have developed a vision for
the future electricity networks in the UK. The report [4] originally published in
1
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2009 and amended in 2012 [5], details the requirements for transmission network
reinforcements deemed necessary to achieve the Government’s 2020 renewable en-
ergy commitments [6, 7]. In addition to these reports the vision is echoed in a
number of National Grid’s (NG) own documents, the most recent of which [8],
provides a detailed analysis of credible future energy scenarios out to 2035 and
2050, outlining the necessary developments in generation and demand patterns,
anticipated technologies and market arrangements required to secure the future
electricity supply.
1.2 The GB Transmission System 2020-2050
The electricity transmission networks in GB are owned by National Grid Electric-
ity Transmission plc (NGET) in England and Wales, Scottish Power Transmission
Limited (SPTL) in south and central Scotland and Scottish Hydro Electric Trans-
mission Limited (SHETL) in the north of Scotland. These three networks form
the onshore transmission system.
In addition to its role as the TO in England and Wales, following the implemen-
tation of British Electricity Transmission and Trading Arrangements (BETTA),
NGET became the Great Britain System Operator (GBSO) on 1st April 2005. On
24th June 2009, following the “Go Active” of offshore transmission, National Grid
then became the National Electricity Transmission System Operator (NETSO),
which extended its GBSO operation to include the offshore transmission system.
The NGET transmission network is connected to the SPTL transmission network
to the North, through two double 400kV AC circuits. There are Current Source
Converter (CSC) HVDC interconnections to France (IFA 2000MW), The Nether-
lands (BritNed 1200MW) and Northern Ireland (Moyle 500MW). The network’s
first Voltage Source Converter (VSC) HVDC link to Ireland (EWIC 500MW) was
commissioned in April 2013. The Transmission System comprises approximately
8000kms of overhead lines and underground cables, with around 350 substations
at 240 sites. At present, the network supplies electricity from over 150 individual
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large power stations to 12 distribution networks and a small number of directly
connected customers such as steelworks.
The GB transmission network is considered to be a highly meshed system, which
operates at 3 voltage levels. The Scottish transmission network is predominantly
made up of 132kV and 275kV circuits, with some 400kV circuits connecting the
network with the North of England. The network of England and Wales consists
of 275KV urban rings connected through a 400kV Supergrid, originally installed
in the 1960’s to accommodate the transfer of bulk generation based around the
coalfields. In the late 1980’s this was supplemented by gas fired generation plants
supplied from the North Sea
The system can be summarized as having the majority of its generation towards
the North with the largest demand centre in the South East, this has allowed
for a relatively consistent direction of power flow that stems from predominantly
thermal generation plants, of which the generating output is largely controllable.
Within this system NG has to accommodate a winter peak of around 56GW with
a forecast mid winter generation capacity for 2013/2014 of 74.7GW [9] from a total
installed generation capacity of 93GW. However, due to the increasing penetration
of renewable generation, the main cause for concern when managing the network
is now the summer minimum. The Summer Outlook report for 2014 [10] advises
an anticipated minimum demand of 19GW, this figure poses a growing risk to the
network in terms of security of supply; when considering the existing capacity of
non-synchronous generation, this demand could be met through generation sources
of which over 50% contribute zero inertia to the system.
Currently the network has to cater for a maximum infrequent infeed loss of 1320MW
however, subsequent reviews of the this criteria relating to the whole GB system
[11], have resulted in an increase to this infeed loss risk, rising to 1800MW from
14thApril 2014. A consequence of these changes is that the offshore network cri-
teria has also been modified, such that offshore generation with a capacity up to
1800MW can be radially connected via a single cable. This change has prompted
the review of existing generator response and reserve requirements in line with
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reducing system inertia, as a means to cope with the potential increased in-feed
loss risk [12].
The main area of concern in terms of network stability at present is the Anglo-
Scottish constraint boundary (B6), as an inter-area mode, previously identified [13]
at around 0.5Hz, exists between the generators in Scotland and those of England
& Wales, involving the entire GB system. With increasing volumes of renewable
generation scheduled to be connected in Scotland, the ability to effectively manage
this boundary is becoming increasingly important.
With the majority of transmission infrastructure and generation plant having been
installed some 50 years ago, when greenhouse gas emissions were not engineering
design considerations, there is now a requirement for heavy investment in this
area. Ofgems Project Discovery consultation [14] in 2009, found that the GB en-
ergy industry faces an unprecedented challenge to secure supplies to consumers,
as a result of the global financial crisis, tough environmental targets, increasing
gas import dependency and the closure of ageing power stations. It identified
the issue of tightening capacity margins, due to power station closures from the
Large Combustion Plant Directive (LCPD) [15], as early as 2014/2015. Around
£200 billion of investment needs to be found by 2020 to secure sustainable energy
supplies and keep costs as low as possible for consumers. The Government is ad-
dressing the problem of attracting £100 billion of private investment to build new
forms of generation through its Electricity Market Reform (EMR) however, there
still remains £32 billion of network investment which falls within Ofgems remit,
representing an increase of over 75% in the value of Britains energy networks,
effectively doubling the rate of investment on the last 20 years [16].
1.2.1 The Evolving Generation Pattern
Taking into account the Governments renewable energy commitments [6, 7], un-
derstanding that by 2020 around 30% of the UKs electricity demand will have to
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Figure 1.1: Demand and generation background, Gone Green scenario [8].
be met by renewable sources, NG, working with their customers and key stake-
holders, have developed a “Gone Green” scenario designed to meet the nations
environmental targets [8].
The impact of this scenario on the generation mix, looking out to 2035 can be
seen in Figure 1.1. The key impacts are summarised below:
• Onshore wind shows an increase to 21GW in 2035, with offshore wind show-
ing a higher increase post-2015 to a level of 12.1GW in 2020. Post-2020 there
is a further increase in the deployment of offshore wind reaching 28.6GW in
2025 and an installed capacity of 37.5GW in 2035, resulting in a total wind
capacity figure of 59.2GW by 2035. A ten-fold increase.
• The first new Nuclear plant is assumed to connect towards the beginning of
the 2020s, with an overall net increase in capacity of 2.4GW.
• Gas-fired capacity is seen to rise by a total of 1.9GW, with closures of existing
plant roughly matched by the installation of new plant. The amount of new
gas plant is heavily dependant on the level of renewables, especially onshore
and offshore wind, as they are assumed to be quite high in this scenario.
• The majority of the existing unabated coal plant is assumed to be closed by
the mid-2020s resulting in a total unabated coal installed capacity in 2030 of
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around 2GW. It is assumed some Carbon Capture and Storage (CCS) plant
is installed in the late 2020s and 2030s with a total CCS capacity reaching
over 6GW by 2035.
In addition the existing installation of micro generation is understood to be around
1.5GW [8], made up of predominantly Solar PV with a small amount of Wind and
some Hydro. Under Gone Green, this is projected to rise to a total of nearly
20GW of which 17GW is Solar PV by 2035. Traditionally the system power flow
has been directed logically from generation through to the consumer however, as a
result of reduced unit costs, improvements in technology, reduction in installation
costs and economic recovery [8], the system is starting to see two-way power flows
from a growing amount of Distributed Generation (DG). This poses a serious issue
for NG as they have minimal if any direct visibility of this, in terms of the exact
location and quantity of the supply.
1.2.2 Network Design
The GB transmission system has predominately been in its present form since the
1960’s. In order to accommodate the massive volumes of renewable generation set
to connect to the system by 2020 and onwards, a large programme of upgrading
and network expansion is required [5, 8].
With a large volume of renewable generation being installed in Scotland, a pro-
gram of necessary reinforcements was identified [5] to reduce the constraint on the
existing Anglo-Scottish connection. The power transfer across this boundary is
currently stability-limited to approximately 2500MW, thus heavily restricting the
connection of any additional renewable generation in the Scottish network. The
installation of Thyristor Controlled Series Compensation (TCSC) and Mechani-
cally Switched Capacitors (MSCs), are set to raise the boundary up to its thermal
limit of approximately 4400MW. The connection of the first intra-network CSC
HVDC cable link along the West coast is set to further increase the boundary to
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6600MW by 2016. An additional link proposed down the East coast of GB will
see the B6 boundary reach a potential total capacity of 8800MW by 2018/19 [11].
The level of interconnection with Europe is expected to double by 2030, with the
continued development of European energy markets. Additional links are expected
to Norway, Belgium, and France, increasing the projected total link capacity to
8.6GW. In line with the growing volumes of interconnection the European Network
of Transmission System Operators for Electricity (ENTSO-E) has published its
latest Ten-Year Development Plan (TYDP) [17]. The report outlines anticipated
investments into the member states’ electricity networks required to support a
stepwise evolution to a pan-European supergrid and acts as the starting point for
the e-Highways 2050 project [18], which aims to deliver a top-down methodology
to support the planning of the pan-European transmission network.
A need for efficient management of the expanding electricity network in Europe
requires unified coordination between the TSOs involved. National Grid has there-
fore entered into a commercial arrangement with TSOs from France (RTE), Bel-
gium (Elia), North and East Germany (50Hertz) and Italy (Terna), managed by
a regional coordinated service centre, Coreso, set up to improve the security of
supply in western Europe by monitoring the power flows on the interconnections
between member transmission systems [19]. In addition, TSO Security Coop-
eration (TSC) [20], another regional coordinated service comprising of thirteeen
TSOs in central Europe, is receiving operational forecasting data from its mem-
bers to provide grid wide security calculations to maximise security of supply for
the supporting countries.
The complexity of the transmission networks is now growing on a European wide
scale. The displacement of traditional thermal generation, through large amounts
of electrically decoupled renewable generation and growing volumes of intercon-
nection with Europe is leading to a significant reduction in system inertia, thus
making the systems increasingly vulnerable in terms of small-signal stability from
a security of supply point of view. In addition, NG, now operating under the new
price control structure RIIO (revenue = incentives + innovation + outputs) [21], is
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now offered real incentives for driving innovation, and so is becoming increasingly
focused towards system performance, harnessing the optimum operating range
from existing network assets.
Transmission networks are now being pushed closer towards their designed limits
and are required to be more flexible and smarter. It is therefore necessary to
develop tools and technologies that provide greater information on the state of
the power system in real-time and give rise to methods for improving offline mod-
elling practices through an enhanced understanding of the systems performance.
Importance is therefore heavily placed on the availability of high-resolution time-
synchronised measurements of power system quantities deemed vital to facilitating
such detailed analysis.
1.3 Wide Area Monitoring Systems
Phasor Measurement Units (PMU) measure three phase voltages and currents
(magnitude and phase) and, depending on their configuration, calculate time syn-
chronised positive-sequence values at rates equivalent to the power systems funda-
mental frequency, 50Hz on the GB system. These high-resolution measurements
make it possible to track dynamic changes on the grid and monitor the wide area
snap-shot of the power system in real-time.
PMUs are typically installed at distributed locations around the power network,
transmitting data over a specified communications network back to a Phasor Data
Concentrator (PDC). The devices are realising the possibilities of Wide Area Mon-
itoring Systems (WAMS), providing key information to enable a number of appli-
cations deemed vital to operating power systems of increasing complexity going
forward. One clear advantage of the technology over traditional Supervisory Con-
trol and Data Acquisition (SCADA) systems being post-event analysis, through
the ability to very quickly and conveniently collate all of the time synchronised
data together, thus facilitating investigation into the cause and impact of system
incidents as they can be seen to “ripple” through transmission networks. This can
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lead to identifying areas of weakness in the networks and point out key areas for
reinforcements.
The positive-sequence measurements are considered to represent the state vector
of the power system, fundamental in all analysis [22] and so it is preferable to use
these directly obtained results to exclusively monitor the state of the power system
[23] over the non-linear algorithms typically employed in the State Estimation
(SE) process of Energy Management Systems (EMS). The existing SE process
being more prone to errors and typically only run every 5-10 minutes, making the
assumption that the network is static over this period. Utilising PMUs for this
application can lead towards a process of state determination over estimation, but
it is estimated that to achieve the required level of observability, PMUs would need
to be installed at approximately 1/3 of all system buses [24], this does not take
into account the redundancy requirements and at present the numbers of installed
PMUs are some way from this. The majority of practical applications in this area
are therefore focused on combining the synchrophasor information with that of
existing SCADA data, to improve the accuracy of the SE process, shortening the
computation time and increasing precision.
Recognising wide area monitoring as one of the key aspects of the Smart Grid,
power utilities globally are using PMUs to improve situational awareness through
online stability monitoring, in the analysis of the inter-area modes of the power
system, and real time data visualisations. Predominantly the application of the
technology has focused around offline analysis of colated datasets, looking at post-
event analysis. It is expected that the increased use of WAMS will result in a more
efficient and reliable use of corrective actions for system-wide disturbances [25].
The long term goal of the technologiy is that of Wide Area Monitoring Protection
and Control (WAMPAC), with the growing complexities of power networks requir-
ing applications to seek a network wide perspective to ensure that decisions secure
the optimum outcome for the overall system, as opposed to just solving a localised
problem. This is heavily dependant on robust communications infrastructures
with very low network latencies and fast acting algorithms.
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In the interim WAMS can be seen to bridge the gap between the network wide
SCADA monitoring solutions and more localised systems such as those of pro-
tection applications or dedicated control systems. WAMS has the potential to
provide a new platform, to combine a number of existing applications together,
offering improvements to operational and planning systems. The subject of PMUs
and WAMS is discussed in greater detail in Chapter 2
1.4 Power System Inertia
Large synchronous generators provide the majority of the inertia to the GB system,
the remaining system inertia, reffered to in this thesis as the residual contribution
and currently assumed to contribute around 20% to the total, is provided by
small and micro generation, which is embedded in the distribution network and
by industrial, commercial and domestic demand, for which there is very limited
information available [12].
The existing assumption is that system inertia varies linearly with demand, as
will be shown in this thesis, this assumption is becoming increasingly invalid, with
growing volumes of the demand being met by electronically decoupled generation
such as HVDC interconnectors and wind farms. An accurate knowledge of system
inertia is crucial to determining the frequency behaviour of the power system and
with a large number of changes due to impact the power network, this is becoming
increasingly important.
The inertia is defined as the rotational energy stored in the rotating masses of
the power system and serves to arrest the initial drop in frequency following a
generation infeed loss event. It is important to understand the difference in post-
event frequency behaviour around the power system, as an instantaneous loss of
generation will impact various parts of the power network in different ways, this
impact is determined by the location of the loss in terms of electrical connectivity
and the localised inertial contribution.
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Generation loss events are a rare occurrence on the GB system, but at present
provide the only reliable source of information on system frequency behaviour,
and with it the only opportunity to calculate estimates of total system inertia.
The ability to accurately capture frequency data surrounding such events is now
vital.
Existing inertia estimation methods in the literature [26–28] examine the post-
event frequency beahviour of the power system with a view to determining an
average value of the inertia of a specific system, based on an individual monitoring
point. The work presented in this thesis takes into account the variations in
frequency behaviour around the network, as a result of an event and proposes an
accurate method based on the summation of inertia estimates on a regional level
to provide an estimate for the total inertia of the power system [29].
Provision of accurate synchronized frequency information pertaining to such events
becomes vital when attempting to perform these estimates. Additionally, an un-
derstanding of the measurement algorithms employed and any limitations of a
devices transient performance is now also necessary [29, 30].
The subject of power system inertia and its estimation is covered in greater detail
in Chapter 6.
1.5 Research Objectives
To decarbonise the UK electricity supply an unprecedented amount of change is
required to the GB transmission system. Large volumes of variable renewable gen-
eration are due to impact on the transmission network before 2020, predominantly
in the form of offshore wind connecting to the periphery of the transmission sys-
tem. To that extent technologies currently unfamiliar to the GB system are being
planned, including offshore embedded HVDC links and TCSC on the circuits of
the prominent constraint boundary. In addition, the closure of a significant num-
ber of existing large-scale coal fired and nuclear power stations is also planned
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to occur before the end of the decade meaning not only a huge displacement of
system inertia from the system, but also the potential deactivation of a number of
power system stabilisers (PSS), thus heavily impacting the small-signal stability
of the network.
Significant changes will also be required with regard to operational control proce-
dures in order to secure such future transmission networks, especially with regard
to stability and frequency constraints. All of these changes are becoming heavily
reliant on increased information pertaining to the state of the power system.
In order to provide possible improvements to the observation and control of the
transmission system PMUs are being deployed across the GB transmission net-
work to provide improved resolution and data accuracy with regard to wide area
monitoring and control. Therefore it is considered extremely beneficial to both
NG and the GB electricity industry in general, to conduct a rigorous investigation
into the potential to exploit novel PMU-based techniques as a means to improve
the operation of the GB transmission system as operated by NG.
Therefore the main objectives of this research project presented in this thesis are
to review the existing PMU deployment and WAMS implementation at NG, look-
ing at all aspects of the deployment from communications infrastructure to data
accuracy and reliability. The focus being to develop the future system monitoring
requirements for the GB network, working towards the ultimate goal of WAMPAC,
deemed necessary to operate the future electricity network.
This review will be performed on the wider understanding of existing monitoring
and planning procedures, seeking to exploit the use of PMUs to improve the op-
eration of as many existing procedures as possible. Global use of applications of
PMU based technologies will be reviewed focusing on the applicability to the GB
system with the aim of developing a range of algorithms and applications.
In addition to the transmission level deployment of PMUs an analysis of a Univer-
sity based PMU network will also be provided, with a view to how such a system
could benefit the GBSO, either through furthering the visibility of the network
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from a greater number of monitoring devices or by providing an additional level
of redundancy for the main WAMS network.
The main initial objectives of this research project can be summarised as follows:
• To carry out a review of the existing PMU deployment on the GB transmis-
sion system.
• Review the existing applications of PMU technologies available, through an
analyses of the global PMU deployment schemes, with a view towards the
applicability to the GB system.
• Investigate the potential for PMU networks based at the domestic supply to
further the visibility of the GB transmission system.
• Develop suitable algorithms and applications to improve the operation of the
GB transmission system.
1.6 Principle Contributions to Knowledge
The principle contributions to knowledge, as presented in this thesis, can be sum-
marised as follows
• A comprehensive review of the following has been provided:
– the existing system monitoring applications and requirements for the
GB transmission system, with proposals for future adoption from PMUs
or similar devices.
– the existing PMU based network in place on the GB transmission sys-
tem with proposed requirements for the future WAMS.
• Investigation into the suitability of a GB Low Voltage University based PMU
network to further the visibility of the GB transmission system.
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• A novel event detection algorithm based on Detrended Fluctuation Analysis
has been developed and demonstrated, designed to determine the exact start
time of a transmission event, as well as the suitability of such an event for
additional transmission system analysis, namely inertia estimation. The
algorithm has also been parallelized in the Hadoop MapReduce framework,
to work on massive volumes of PMU data.
• The development of a reliable method for the estimation of total system in-
ertia is presented that includes an estimate of the contribution from residual
sources, of which there is currently no visibility. The proposed method iden-
tifies the importance of regional inertia and its impact to the operation of
the GB transmission system.
1.7 Background to the Engineering Doctorate
The Engineering Doctorate (EngD) in Environmental Technology provided by
Brunel University, is a four year advanced degree focused around industry relevant
research. The scheme, funded by the Engineering and Physical Sciences Research
Council (EPSRC) and a sponsoring organisation, presents the opportunity to de-
sign and research practical techniques for solving an industry led research problem,
with a focus on environmental significance. The vast majority of the research is
therefore carried out with the sponsoring organisation providing the researcher
with valuable industrial experience. The research outcomes from an EngD need to
satisfy, at least, the same requirements as a traditional PhD. In addition the can-
didate has to undertake an extensive program of professional development courses,
which are designed to prepare the candidate for an industrial career [31].
This EngD project was supported by National Grid and the majority of the work
was conducted at the ENCC (Electricity National Control Centre) near Woking-
ham in Berkshire.
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P. M. Ashton, G. A. Taylor, M. R. Irving, I. Pisica, A. M. Carter and M. E. Bradley,
“Novel Application of Detrended Fluctuation Analysis for State Estimation using
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1.8.2 Technical Reports
A. H. Alikhanzadeh, I. Pisica, C. S. Saunders, P. M. Ashton and G. A. Taylor.
e-Highways 2050 Modular Development Plan of the Pan-European Transmission
System 2050, WP3 - Technology portfolio to meet the 2050 scenarios, Sub-Task
3.2.8, “Impacts of ICT on the pan-European Power Systems up to the 2050 Time
Horizon”, July 2014.
P. M. Ashton, M. Cousins, P. Dagger, J. Dagle, A. Kizer and B. Coffey. Interna-
tional Electricity Infrastructure Assurance (IEIA) Forum - Technology Maturity
and Applications of Transmission/Distribution Systems, Paper 1: Synchrophasors,
July 2014.
1.8.3 Conference Publications
1.8.3.1 First Author
P. M. Ashton, G. A. Taylor and A. M. Carter, “Transient Event Detection and
Analysis of the GB Transmission System using Synchrophasor Measurements”, in
Proc. UPEC 2013, 2-5 September 2013, Dublin, Ireland.
P. M. Ashton, G. A. Taylor, A. M. Carter and W. Hung, “Application of Phasor
Measurement Units to Estimate Power System Inertial Frequency Response”, in
Proc. IEEE Power Engineering Society General Meeting Conf July 2013.
P. M. Ashton, G. A. Taylor and A. M. Carter, “Future Wide Area Monitoring
Requirements for the GB Transmission System”, in Proc. The IET ACDC. 4-6
December 2012, Birmingham UK.
P. M. Ashton, G. A. Taylor, A. M. Carter and I. Pisica, “Critical Evaluation of
Wide Area Monitoring Systems from a GB Transmission System Operator Per-
spective”, in Proc. UPEC 2012, 4-7 September 2012, London, UK.
P. M. Ashton, G. A. Taylor, M. R. Irving, A. M. Carter and M. E. Bradley,
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1.9 Organisation of the Thesis
Chapter 1 - Introduction
This chapter outlines the motivations behind the research presented in this thesis,
in the massive amount of changes due to impact the GB electricity system as a re-
sult of climate change targets. An account is provided of the relevant background
information including an outline of phasor measurement technology and the appli-
cations to the electric power system, as well as a brief description of power systems
inertia. The overall objectives of this research project are presented within the
context of improving the operation of the GB transmission system whist increasing
the penetration of renewable generation to the grid.
Chapter 2 - Synchronised Phasor Measurement Technology
This chapter details the history of WAMS and PMUs and the concepts behind the
applications in power systems today. A brief account is also provided of existing
global applications of the technology and their applicability to the operation of the
GB system. The aim being to develop the future system monitoring requirements
for the GB network, working towards the ultimate goal of a wide area monitoring
protection and control (WAMPAC) system, that is deemed necessary to operate
the future electricity network.
Chapter 3 - System Monitoring and Control at National Grid
In this chapter the existing monitoring and control systems in operation at Na-
tional Grid are reviewed, with a focus on which systems or applications could be
further improved or adopted by PMUs. Details are provided on the Power Sys-
tem Dynamics (PSD) monitoring system that first introduced PMUs to the GB
transmission system, specific information pertaining to GB WAMS deployment is
provided in Chapter 4.
Chapter 4 - Future GB Wide Area Monitoring Systems
The existing WAMS deployment on the GB transmission system is analysed in this
chapter, in terms of the historic availability and accuracy of the data from PMUs.
Information is also provided on a University based WAMS initiative comprising
Chapter 1. Introduction 19
PMUs installed at a low voltage level. The future requirements for PMU deploy-
ment and WAMS implementation looking out to 2050 is then discussed, looking at
the anticipated number of devices and the realistic applications for the GB system,
based on the system experience of other TSOs and the growing requirements and
motivation for system monitoring at NG.
Chapter 5 - Event Detection and Big Data Analytics
In this chapter a novel event detection methodology based on Detrended Fluctu-
ation Analysis (DFA) is described, the method is demonstrated as a basic means
of event source location through identifying the closest PMU to an event, and
also the determination of the exact event start time (t = t0), deemed vital to
inertia estimation methodologies. The method also determines the suitability of a
transmission system event to provide an estimate on the total inertia of the power
system, the key requirement on this being the instantaneous nature of the loss.
The approach is then further expanded to be paralellised for the use on massive
volumes of PMU data. With this an introduction to Big Data analytics is provided
and the implementation of the Parallel DFA (PDFA) approach is presented in the
Hadoop MapReduce programming model.
Chapter 6 - Inertia Estimation
In this chapter a method is proposed for estimating the total inertia of the GB
power system, by dividing the network into groups or regions of generation based
around the constraint boundaries of the GB network. The inertia is first estimated
at a regional level before it is combined to provide a total estimate for the whole
network. This estimate is then compared with the known contribution to inertia
from generation, to provide an estimate for the currently unknown contribution
to inertia from residual sources; namely synchronously connected demand and
embedded generation. The approach is first demonstrated on the full dynamic
model of the GB power system before results are presented from analysing the
impact of a number of instantaneous transmission in-feed loss events, using phase-
angle data provided by the 3 PMUs from the GB transmission network and also
the devices installed at the domestic supply at 4 GB Universities.
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Chapter 7 - Conclusions and Further Work
In this final chapter a summary is provided on the work presented in this thesis
outlining the specific contributions. In addition an outline of proposed future work
is presented before some preliminary results are presented.
Chapter 2
Synchronised Phasor
Measurement Technology
The research presented in this thesis is heavily reliant on the provision of syn-
chronised measurements of power system quantities. The quality and accuracy of
that data is of increasing importance to NG and TSOs globally, as power systems
become increasingly complicated to operate. The time-synchronised high accu-
racy data allows, for the first time, exact snap-shots of the power system to be
captured.
This chapter details the history of synchronised phasor measurement technology
and the concepts behind its application in power systems today. A brief account
is also provided of existing global applications of the technology and their applica-
bility to the GB system, with the goal of developing the future system monitoring
requirements for the GB network, working towards the ultimate goal of wide area
monitoring protection and control (WAMPAC), deemed necessary to operate the
future electricity network. A detailed account of which, is provided in Chapter 4.
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2.1 Introduction
The voltage phase angles between two buses in an electrical power system are of
great interest to Power System Engineers. The majority of applications involving
the operation and planning of the power system are predominantly concerned
with power flow and it is well known that active power flow over a transmission
line is nearly proportional to the sine of the voltage angle difference between the
respective terminals of the line [22].
P =
E1 · E2
XL
sin(δ1 − δ2) (2.1)
The key to measuring phase angles lies in the ability to estimate phasors of power
system quantities. A phasor is essentially a vector representation of a pure sinu-
soidal waveform, shown in Figure 2.1, as:
x(t) = Xmsin(wt+ δ) (2.2)
Where Xm is the magnitude of the signal, w = 2pif is the angular frequency of
the signal and δ is the phase angle. The phase angle, δ of the signal needs to be
defined relative to a reference at t = 0. The analogue signal can then be digitally
represented as a phasor, taking into account the angular position of the signal and
its magnitude, which is converted to its ro0t mean squared (RMS) value by:
X =
Xm√
2
ejδ (2.3)
However, in order for these phasor quantities to be useful and directly comparable
with others measured at dispersed locations around a network, there needs to be a
unified reference signal of significant accuracy from which the relative phase angles
can be determined. This was the major factor in enabling the deployment of the
technology.
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Figure 2.1: Phasor representation of a sinusoidal signal [32].
2.2 The History of Synchronised Phasor Mea-
surement Technology
The 1965 blackout in the North East of America triggered a large amount of re-
search into the provision of real time data on the state of the power system. It was
recognised that due to the technological limitations of the period, high resolution
synchronised data rates were not an option. For this reason wide area measure-
ments were originally introduced as inputs for static state estimators, designed to
assess system security from the point of view of the next network contingency [33].
The measurement systems had to be designed to provide the best “quasi-steady
state” approximation to the state of the power system.
An understanding of the computational challenges led to the development of the
Symmetrical Components Distance Relay (SCDR) [22, 33]. This used an ad-
vanced relaying algorithm that was based on the measurement of positive-sequence,
negative-sequence and zero-sequence voltages and currents at the transmission line
terminals. The clear advantage of this algorithm was that it required the process-
ing of only one equation to determine the location of all possible fault types. This
led to the development of the recursive algorithm for calculating symmetrical com-
ponents of voltages and currents, the Symmetrical Components Discrete Fourier
Transform SCDFT [33, 34]. This work in turn identified the positive sequence
component of the measurements to be of great significance. The positive sequence
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voltage constitutes the state vector of the power system and is therefore of great
importance to all power systems analysis [22, 33].
The positive sequence phasor can be calculated from the three individual voltage
phasors through the principles of symmetrical components [35]:
X1 =
1
3
(Xa + aXb + a
2Xc) (2.4)
Where Xa, Xb and Xc are the three respective voltage phasors and a is their
angular separation of 120◦.
The first paper to identify the importance of positive sequence phasor measure-
ments was published in 1983 [36]. At around the same time the global positioning
system was beginning to be fully deployed and it became apparent that this was
the best method of time synchronising measurements from remote locations within
the power system [22]. With the present systems capable of achieving synchroni-
sation accuracies of greater than 1µs, equivalent to 0.018◦ on a 50Hz system.
2.2.1 Phasor Measurement Units
Moving on from the SCDR, Virginia Tech then went on to develop the first pro-
totype synchronised phasor measurement units (PMU) in 1988 [33]. Devices were
then installed in a few substations along the East coast of America, before collab-
orating with Macrodyne in 1991 to produce the first commercial manufacture of
PMUs [22].
A functional block diagram showing the main elements of a typical PMU is pro-
vided in Figure 2.2. Analogue measurements of voltages and currents are taken
from the secondary side of instrument transformers (IT), the sampling clock of the
analogue to digital converter (ADC) is phase-locked with a reference, provided by
a GPS signal at 1 pulse-per-second (pps). This signal also provides a time tag
made up of the number of seconds since the 6th January 1980. Positive sequence
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Figure 2.2: Major elements of a typical PMU [22].
phasor estimates of voltages and currents are then calculated, in addition to fre-
quency and rate of change of frequency (RoCoF), at a rate typically equivalent to
the fundamental frequency of the powers system, 50Hz on the GB system. The
PMU is the most accurate device, to date, for calculating such positive sequence
phasors and are the key input to any wide area monitoring system (WAMS).
The PMUs ability to measure the real-time system state can be attributed to the
algorithms for phasor calculation from sampled data implemented in the units.
The Discrete Fourier Transform (DFT) is the most commonly known method for
the calculation of a phasor [37], a simplified phasor calculation can be obtained
from the following equation:
X =
√
2
N
N∑
k=1
Xk e
−j2kpi/N (2.5)
Where N is the total number of samples and Xk is the kth sample of the analogue
signal.
A computationally more efficient method is to recursively compute the phasors on
a fixed sliding window, by adding in a new sample at the same time as discarding
the oldest sample from the data set. With the recursive procedure, only two mul-
tiplications need to be executed with each new sample point [22]. This algorithm
allows implementation within most digital devices currently used in power systems
so long as time synchronization is included. PMUs can therefore either be consid-
ered as stand alone dedicated devices or as an integrated function of another unit,
such as a digital fault recorder (DFR).
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Figure 2.3: Hierarchy of a Wide Area Monitoring System
There are also two separate classes of PMU, M, intended for applications that
do not require the fastest reporting speed, where M is used in reference to the
accuracy of the measurement over the speed of the intended application and P,
intended for applications requiring fast response such as protection [38]. A trade
of is required between accuracy and speed, for example not all control applications
require high speed response.
The time synchronised highly accurate measurements provide far greater detail
over traditional SCADA based monitoring systems or state estimators. This al-
lows, for the first time, both the dynamics and transient performance of the power
system to be assessed in near to real-time.
2.2.2 Phasor Data Concentrator
The overall structure of any WAMS network will vary from utility to utility and is
typically determined by the predominant phasor based application. The general
hierarchy is as outlined in Figure 2.3.
The PMUs are generally installed in substations at the transmission level of the
power grid, their main function is to make phasor data available as a steady
stream transmitted over a secure wide area network (WAN), to remote locations
containing phasor data concentrators (PDC). The role of the PDC is to collate
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and time-align data from a number of PMUs and provide various quality checks
to detect for the presence of bad data [39]. The PDC can also offer a longer term
means of data storage and provide an interface with SCADA, energy management
systems (EMS) or other PDCs through a number of specialised outputs, although
this is not a requirement. An application layer is also possible to provide analysis
and visualisation on the accumulated phasor data. The superPDC (SPDC), the
top level in the hierarchical structure, plays a similar role to the PDCs in the
lower levels, acting to collate and time-align data from the distributed PDCs of
the WAMS network. Data from all of the PMUs in the network is not necessarily
required at the SPDC.
The systems are designed based on application, with PDCs introducing additional
levels of latency to the real time data through communication and data manage-
ment processes, applications requiring fast responses will most likely not acquire
data through a PDC and harness one of the output streams directly from the PMU
itself [22].
A PMU or PDC can transmit its data as part of one or more separate data streams.
Each stream may contain different information transmitted at different rates [39].
The destination of each stream may be a different device and location. For these
reasons careful consideration needs to be taken when designing the communica-
tions infrastructure for WAMS, if PMUs are to become part of critical network
infrastructure and more devices are to be installed, they will have to be integrated
within a robust network, with proven reliability and accuracy of data. It is also
necessary to consider the data resolution requirements for specific applications
[40].
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2.3 Development and Evolution of the Synchropha-
sor Standard
In order to account for synchrophasor measurement devices installed in the power
system from different manufacturers and in numerous integrated forms, interop-
erability is of great significance so it is therefore essential that PMUs all conform
to a common standard. The development of such a standard is as depicted in
Figure 2.4.
The standard for synchrophasors was first introduced in 1995, as IEEE 1344-1995
[41]. However, after a series of interoperability tests it became apparent that the
standard did not provide suitable performance for measurements of off-nominal
system frequency [22, 42]. This led to revision of the standard in 2005 to IEEE
C37.118-2005 [43], which noted a specific definition of phasors being estimated
at off-nominal system frequencies, with the accuracy having to be maintained for
system frequencies within ±5Hz of the nominal frequency. The new standard
also introduced the concept of total vector error (TVE), as a means of verifying
a measurements compliance with the standard. The standard however, did not
address dynamic or transient performance requirements of the PMU, meaning
that under such conditions devices from different manufacturers could produce
very different results.
In 2009 the National Institute for Standards and Technology (NIST) joint task
force, referred to as priority action plan 13 (PAP13) [44] was set up between
the International Electrotechnical Committee (IEC) and the institute of Electri-
cal and Electronic Engineers (IEEE), for the integration of synchrophasor data
based on IEEE C37.118 into IEC 61850. The working group resolved to split the
existing IEEE C37.118 standard into measurement C37.118.1 and communication
C37.118.2 parts, which was consequently released in 2011.
In C37.118.1-2011 new requirements for measurements under dynamic conditions
were added in addition to requirements for the measurement of frequency and
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Figure 2.4: Evolution of the synchrophasor standard
RoCoF. The standard also provided complete mathematical definitions for syn-
chrophasors and defined the 2 separate PMU performance classes, M and P [38, 45].
In C37.118.2-2011 a number of extensions of the 2005 standard were considered,
but the working group resolved to limit changes to maintain backward compati-
bility. It was also assumed users would be migrating to the IEC 61850 protocol for
communication needs and this already included many of these desirable features,
consequently the data transfer part of the standard is predominantly unchanged
from the 2005 version [45].
To resolve some issues with the synchrophasor measurement standard, where some
of the requirements were seen as difficult to meet or required further clarification
and interpretation [46], a revision was proposed in C37.118.1a that went to ballot
in October 2013 [47] and was consequentially published in March 2014 [48]. The
revision was designed to change some of the identified issues with RoCoF calcu-
lation, either by relaxing existing limits or suspending them altogether, and to
simplify some of the other testing requirements.
The standard IEC 61850 has been substantially developed for substations and is
seen as a key standard for all field equipment operating under both real-time and
non-real time applications. Following on from the draft report IEC 61850-90-1 on
the use of IEC 61850 for wide area communications, IEC 61850-90-5 was published
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in May 2012 as a communication standard for the transmission of synchrophasor
data according to C37.118.1. Work is to begin in early 2014 on IEC 60255-118-1
for the development of a synchrophasor measurement standard, expected to be
very similar to the amended IEEE C37.118.1a standard [47].
Standard IEC 60870-5-101 is the proven standard used in the communication
between the control centre SCADA system and the outstation or substation. The
extension to IEC 60870-5-104 applies the additional benefit of changes in transport,
network, link and physical layer services to provide complete network access. It
should be noted that this is a generic protocol that has not been specifically
designed for PMUs.
2.4 Phasor Measurement Applications
Since the emergence of the technology in the early 1980s a growing number of
phasor measurement applications have been utilised by power utilities globally;
the following is a brief summary of those applications with an emphasis on their
applicability to the GB transmission system.
2.4.1 Offline Applications
When the first commercial PMUs became available, offline monitoring applications
were the only option due to the low availability and high cost of communications
channels required for real-time monitoring, control, and protection applications
[49]. To that extent all phasor based applications begin at the offline analysis
stage, looking at what could be learnt from historical data. A true benefit in the
installation of PMUs needs to be demonstrated to warrant the investment in the
necessary infrastructures.
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Figure 2.5: GB system frequency following a generation loss of 1170MW and
zoomed (right) to show the events propagation through the transmission system
2.4.1.1 Post-event analysis
Having identified an event in the power system a process of analysis is then desired
to determine a number of factors; namely, route cause analysis, whether the event
was isolated or as the result of a series of cascading incidents, control response and
compliance and oscillation analysis, such as ringdown. A series of analysis can then
be performed looking into detail at the system dynamics as a result of the event.
Prior to the use of PMUs this was a very lengthy and time consuming process, as
unsynchronised data would have to be assembled from various devices scattered
amongst the network and then time aligned somehow for suitable comparisons
along the same time axis. WAMS networks greatly simplify the analysis process,
with time-aligned high resolution data being readily available in the PDCs of the
network.
Figure 2.5 shows an example event from the GB transmission system in the loss
of a generator exporting 1170MW in the Scottish part of the network. The cor-
responding PMU frequency measurements obtained from 8 locations around the
network of England & Wales, show the initial impact of the event in varying mag-
nitudes to different parts of the system. It can be clearly seen from the zoomed
image on the right that the event is initially detected by the closest PMUs in the
North of England at Harker and Blyth, before rippling through the network to the
furthest monitoring point (electrically) from the event at Langage in the South
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West of England. This type of information can help power system analysts and
operators to understand the dynamic characteristics of the system by producing
visualizations of the real data recorded during disturbances [22]. This can also in-
form event detection algorithms and power system inertial estimation techniques
[30].
Attempts have been made to understand the propagation of transient events
through transmission systems, with the phenomenon appearing to be related to the
localised electrical inertias of the network [30, 50], the relative electrical strengths
in terms of impedance, and the reactive power contributions of the generators
causing the event [40].
This type of analysis has historically been focused on understanding the sequence
of events that have led to large scale incidents or blackouts, so that weaknesses
in the system can be identified and operational procedures improved for the fu-
ture. However, growing concerns over reducing system inertia is increasing the
importance of analysing all transmission level events, as they provide the only op-
portunity to assess the true response of the power system [30], leading to improve-
ments in the accuracy of network models and consequentially the improvement of
operational control procedures.
2.4.1.2 Network Model Validation
Validation of off-line system models is of vital importance, as inaccurate mod-
els can result in incorrect decisions being taken at the planning stage that filter
through to live system operation. This can mean under utilisation of system as-
sets leading to poor economical operation of the system or the over-stressing of
systems, potentially resulting in large system issues or even blackouts. In the GB
system, under the new RIIO operating model, the importance of accurate models
of system behaviour is growing increasingly important, as the network is driven
closer to its theoretical limits.
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The only way to assess the true performance of the system is through actual
measurements of system conditions [51]. Data captured around system events can
then be used to actively tune network models. PMU data can also be used more
directly to validate individual elements of the system model such as dynamic
models of generators or transformers, by installing PMUs at the points in the
network where the equipment of interest connects.
PMU data can be used in comparison with existing network models through
comparisons during ambient [52, 53] or transient conditions [54], to verify or im-
prove performance. Through the continued analysis of system performance during
steady-state and from post-event analysis, in addition to gathered experience of
analysed system incidents, a process of defining a system performance baseline can
be undertaken.
2.4.2 Online Applications
The correct understanding of the applications from an offline perspective will go
on to inform the processes or procedures for online applications.
2.4.2.1 Wide Area Monitoring
The ability to monitor, in real-time, synchronised power system parameters al-
lows network operators a greater deal of visibility of evolving network conditions.
However, this becomes a subject for appropriate visualisation tools [55], as just
providing operators with graphs changing at high frequency would potentially just
be a distraction or seen as information clutter.
The ability of WAMS to directly measure the phase angle differences around the
power system, provides system operators with the ability to monitor the real time
power transfer stress on various areas of the transmission system. This can help
to build confidence when managing critical transmission corridors potentially al-
lowing systems to be operated closer to their designed limits. This information
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is particularly useful in large interconnected systems when the knowledge of a
neighbouring interconnections system state is key to managing your own network.
Following the blackout in the North East America and Canada in August 2003
it was deemed necessary to install a WAMS network for all regional transmission
operators, to provide a more wide area view of emerging system conditions [56].
The practical application of wide area monitoring was first realised following data
collected in Texas, America in July 1993 for the Comanche Peak load rejection test
[50]. The frequency oscillations collected by PMUs revealed an electromechanical
wave propagating through the system that was easily observed in the frequency
measurements. This and similar measurements in other parts of America even-
tually led to the development of a frequency monitoring network, FNET [57],
which through the installation of synchronised frequency disturbance recorders
(FDR) throughout North America, provides a contour plot of frequency differ-
ences throughout North America. The system also uses a triangulation method
based on the travelling wave of system events to determine the approximate source
of an event or incident in the network.
On a large interconnected system like North America, with very long transmission
distances, this sort of information is incredibly useful to network operators allow-
ing them to forecast incipient system breakups and speed up remedial actions.
The application to smaller heavily meshed systems such as that of GB is less ap-
parent in real-time, as the system frequency is completely synchronised around
the network during the steady-state. However, with increased integration with
mainland Europe and the Nordic countries, pan-European integration of real-time
frequency information may become vital.
2.4.2.2 Monitoring of Inter-Area Oscillations
In an interconnected power system inter-area oscillations typically exist across
weak interconnections, where generators on one side of the interconnection swing
against generators on the other side. The frequencies of such inter-area modes
generally lie within the range 0.1 - 0.7 Hz [58], and so typical SCADA systems are
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incapable of monitoring them, due to their network scan rates at around 4 - 10
seconds. The lack of synchronised data means an accurate picture of the shape of
the modes cannot be established.
The addition of PMUs to the power system provides an enhanced level of monitor-
ing for the oscillations in real-time, with accurate pictures of the mode shapes in
terms of relative phase and percentage damping now able to be established online.
Initial analysis takes place offline to establish the shape of a specific mode; the
damping of the identified modes is then monitored closely in real-time as well as
the amplitude and frequency.
Power system oscillations once observed can be damped through control systems
however, it is through faults or excessive variations in generation or demand that
cause this damping to break down. This needs to be monitored closely.
The GB system at present has as an inter-area mode at around 0.5Hz [13] that
is typically well damped through installed PSS’s, in addition to two other modes,
which have been identified [59], with an unstable mode at around 0.83Hz and an
inter-area mode at 0.7Hz that can be quite lightly damped. With huge changes
due to impact the power system in terms of generation fleet, variability of supply
and hence power flows, the damping of these modes is far less guaranteed. In
addition, the drastic changes around the network could also give rise to additional
modes previously unaccounted for. The increasing number of technologies on
the system and competing control systems could mean that this phenomena will
become increasingly complicated to predict and model.
2.4.2.3 Dynamic Line Ratings
The maximum power transfer capable along an overhead transmission line (am-
pacity) is defined ultimately by its thermal limit, defined by the performance of
the lines conductor at increasing temperatures. This is not a constant value and
depends on the weather conditions, namely ambient temperature, solar radiation
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and wind velocity applicable to the line. It is understood that this is most often
taken as a very conservative value implying under utilisation of system assets.
With a PMU installed at either end of a transmission line the synchronized phasor
measurements facilitate the calculation of the lines true resistance. This informa-
tion combined with knowledge of the type and length of the conductor allows the
true rating of the line to be determined. The application is expected to increase
asset utilization and operating efficiency.
2.4.2.4 Improved State Estimation
Wide area measurements were originally introduced as inputs for static state es-
timators, designed to assess system security from the point of view of the next
contingency [22]. The measurement systems had to be designed to provide the
best “quasi-steady state” approximation of the state of the power system.
Today State Estimation (SE) is seen one of the most important applications of
the Energy Management System (EMS) providing operational security assessments
and contingency analysis. The goal of SE is to provide the system state, in the
positive sequence voltage values (magnitude and phase), for every bus of the sys-
tem [22, 60]. This is achieved using the network model and typically a weighted
least squares technique based on redundant data in the system [25]. This is a
non-linear problem and it can take a relativley long time to converge a solution.
The inclusion of PMUs to the transmission system can greatly improve both the
accuracy and speed of the SE solution, with the state of the network being di-
rectly measured as opposed to estimated [22]. Hybrid State Estimators, as shown
in Figure 2.6 can either comprise a two-stage estimation approach, wherby the syn-
chronised measurements are combined after the conventional SE or as a combined
non-linear estimator at the start of the process [25, 61].
In addition, an advanced application dealing with the provision of synchronised
phasor measurements to dynamic state estimation is explored in [62]; a Unscented
Transformation combined with Kalman theory for the purposes of overcoming the
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challenges posed from highly non-linear mathematical models of network equa-
tions, usually approximated through a linearisation.
2.5 Global PMU Deployment and Initiatives
In order to develop a suitable deployment strategy for PMUs in the GB transmis-
sion system it is important to understand the global utility experience and the
justification behind their PMU deployments. A large amount of technology that
is new to the GB system has already been deployed in other areas of the world,
such as TCSC and intra-network HVDC links. The addition of PMUs to monitor
the challenges these devices bring are key to the future secure operation of the GB
system. The following sections therefore summarise the funding initiatives and
projects supporting the global deployment of PMUs.
2.5.1 North America
The 2003 blackout was seen as a major driver in improving the reliability of the
North American grid. The US Department of Energy (DoE) report to congress
emphasized several benefits of PMU technology, stating that the technology could
be used to establish a real-time transmission monitoring system to improve the
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Figure 2.7: PMU deployment in North America [32].
reliability of the nations bulk power system. The use of enhanced situational
awareness tools aiming to reduce the possibility of regional and inter-regional
blackouts [63].
In 2007, the U.S. the DoE and the North American Electric Reliability Corpo-
ration (NERC), along with the involved electric utility companies and other or-
ganizations, formed the North American SynchroPhasor Initiative (NASPI). This
effort combines the previous Eastern Interconnection Phasor Project (EIPP) and
various activities associated with WAMS research, development and deployment
activities as the primary focal point for continued DoE and NERC support and
facilitation. The mission of the NASPI is to improve power system reliability and
visibility through wide area measurement and control [32].
The US government, through the DoE has provided over $150 million of grants to
58 utilities for ten projects for the deployment of nearly 850 PMUs throughout the
USA, as can be seen form Figure 2.7 [32]. The entities also matched the US DoE
grant resulting in over $300 million investment in synchrophasor technology in the
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span of three years from 2009-2012. Numerous utilities, transmission operators,
universities and laboratories are involved [64].
The projects are focusing on the following key applications of PMU technology:
• Wide-area grid visualization and monitoring
• Angle and frequency monitoring across the grid
• Inter-area grid oscillation detection and analysis
• Proximity to grid voltage collapse
• Grid state estimation
• Dynamic grid model validation
• Fast grid frequency regulation
The DoE also awarded five three-year projects in 2011 worth a total of $4.3 million.
The projects are looking at:
• Adaptive relaying to make the grid respond to changing grid conditions most
appropriately
• A three-phase tracking state estimator for unbalanced conditions and adap-
tive relaying
• Real-time implementation of a distributed dynamic state estimator
• Real-time visualization of frequency, voltage and current contours for secu-
rity monitoring
• Examining power grid reliability and security through the analysis and sim-
ulation of a secure communication network.
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2.5.2 China
The Chinese, following their soaring economy, are building one of the biggest and
most complex power grids in the world. The first 1000kV AC transmission line
and the ±800kV DC transmission line have already been put into operation with
a ±1000 kV DC based main transmission framework under construction [65].
The installation of PMUs began in the Chinese power grid in 1993, initially with
the introduction of a Taiwanese made PMU, where around 40 devices were in-
stalled by 2002. The devices were capable capturing some of the low frequency
oscillations present in the Chinese grid, this confirmed the value of PMU technol-
ogy in assessing the dynamics of the power system [66].
By the end of 2002, Chinese manufacturers had began producing their own PMUs
and over 400 devices were commissioned by 2007. By 2010 over 1000 PMUs
had been installed in the network, with a requirement that all 500kV and above
substations and all power plants over 100MW must have PMUs installed. Some of
the phasor data is being stored at 100Hz resolution and with some PDCs containing
over 10,000 phasors, high speed storage and data access is becoming a challenging
task [63].
In order to tackle the challenges of processing the growing volumes of PMU data
in a timely manner a high performance and scalable computing infrastructure is
required. On this basis the work presented in [67] is looking at low frequency
oscillation detection on data from 2000 PMUs, anticipating the scenario where
potentially 120,000 evaluations of algorithms are required every second, assuming
2000 PMUs at 60Hz. The work explores the use of a cluster computer infrastruc-
ture to tackle the computation.
To date China is the clear leader in the deployment of PMUs with over 2500
PMUs active on their network. The WAMS network is primarily concerned with
monitoring low frequency oscillations, as this is a severe issue in China due to long
transmission lines running across relatively weak interconnections. The systems
are also looking at model validation and wide-area data recording and playback,
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with applications such as state estimation, and adaptive protection schemes also
currently undergoing development [63, 66]
2.5.3 The Central European System
European TSOs began installing PMUs in 2003, with the main motivation being
to improve situational awareness for the ever expanding system, with initial ap-
plications looking at voltage phase angle monitoring, line thermal monitoring and
voltage stability [68].
However, system stability soon became a primary concern, following reconnection
between the first and second UCTE (Union for the Co-ordination of Transmission
of Electricity) synchronous zones in 2004 [69] and the connection of the Turkish
power system in September 2010, the focus for PMU deployment then became the
monitoring of poorly damped inter-area modes [68, 70].
Located central to the highly meshed system, Swissgrid is affected by cross power
flows from all directions. Since 2004, Swissgrid has monitored the Swiss trans-
mission grid using PMUs employing modal estimation tools for the monitoring of
power oscillations. This was successively extended combining data from WAMS’s
from Austria and Croatia, enabling the real-time exchange of phasor data [63, 71].
The system was then further developed to include WAMS data from Denmark,
Slovenia, Italy, Portugal, Greece and Turkey. With phasor data now being ex-
changed over a secure inter-TSO communication network, from over 20 PMUs
with time resolution of 10Hz [68, 71].
The primary function of the inter-TSO WAMS is the monitoring of the known os-
cillatory modes, as shown in Figure 2.8, typically detected during normal, ambient,
conditions [71].
• The East-West mode - involving coherent movement of generators in Portu-
gal and Spain against those in Turkey. The mode is typically present between
0.13-0.15Hz and appeared following the connection of the Turkish network.
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Figure 2.8: Inter-area modes of the Central European System [71].
Under normal operating conditions, this is the dominant mode with the most
oscillatory energy.
• The Former East-West mode - involves coherent movement of generators in
Portugal and Spain against those in Greece. This mode typically exhibits
a frequency of around 0.17-0.2Hz and is most visible in frequency measure-
ments from Greece and from Portugal.
• The North-South mode - involves coherent movement of generators in south-
ern Italy against northern Germany and Denmark. This mode typically
exhibits a frequency of around 0.23-0.27Hz.
The result of the live damping monitoring application correspond well with those
achieved through system studies and engineering expectations regarding the dy-
namic characteristics of the ENTSO-E and Continental European Synchronous
Area (CESA) system, and thus serves as an indirect and partial validation of the
models used in those studies [71]. From the Swissgrid perspective, the next steps
are to create a closer link between the WAMS and SCADA systems by setting up
simple and comprehensive visualizations of system dynamics for the use by power
system operators [71].
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In addition, work package 13 (NETFLEX) of the Twenties project [72], was setup
in 2010 to develop algorithms and tools to be integrated at CORESO. This aspect
of the project was focusing on three main areas:
• The effects of controlling multiple power flow control (PFC) devices over a
large area
• Wide-area advanced monitoring to detect large oscillations securing the sys-
tem under extreme operational conditions.
• Dynamic line rating (DLR) tools.
The prime objective was to improve network flexibility, whilst not damaging the
stability of the system. PMUs were used to help monitor the damping of the
inter-area modes of the system, insuring that the use of PFCs and improved line
ratings did not negatively impact system damping.
2.5.4 The Nordic region
The Nordic power system is a synchronously interconnected transmission gird com-
prising of systems in Finland, Sweden, Norway and Eastern Denmark. It should
be noted that these networks also form a common electricity market. Transmis-
sion distances within the network can be very long, for example, in situations
where power from Finland is flowing towards Sweden, the electrical transmission
distance over the synchronous AC system is around 2000km. Under these cir-
cumstances, inadequate damping of post-fault power oscillations sets the limit for
power transmission capability [73].
Research into the area of WAMS on the Nordic system began with Statnett, the
Norwegian TSO, in 1999, working with ABB and Sintef on several R&D projects to
test PMU technology and measurement processing algorithms to raise grid transfer
limits [74]. Following on from this work, the project “Secure Transmission” was
launched in 2005, with the main objective being to deploy a WAMS network in the
Chapter 2. Synchronised Phasor Measurement Technology 44
Norwegian 420kV system and demonstrate new concepts for secure operation of
the power grid, focusing on solutions for the early detection of critical transmission
operating conditions in the monitoring of critical inter-area modes. Initial work on
computer simulations investigating the benefit from “global” PMU measurements
to improve the efficiency of Static VAR Compensators (SVCs) to damp the critical
modes, also began in this project [74].
PMUs have been installed in the Finnish transmission network for the application
of low frequency oscillation analysis. The main mode for the low-frequency oscil-
lation in the system is 0.3Hz, caused by generators in Southern Finland oscillating
in phase against the generators in South Scandinavia [73]. For the application
of inter-area low frequency oscillation analysis PMU data is down sampled from
50Hz to 10Hz, as this resolution is considered to adequately cover the frequencies
of interest, whilst saving on data storage space [73]. In line with work taking
place at Statnett, PMUs were also installed as an integral part of the SVC power
oscillation damping controls, providing local frequency measurements and positive
sequence voltage signals. To verify the performance of a damping controller, the
0.3Hz inter-area oscillations were excited by means of rapid changes in DC power
flow [75].
Following expansions to the Finnish grid subsynchronous torsional damping has
also been monitored using PMUs since 2006 [73]. However, data from these PMUs
is collected using a separate PDC, which is applied to collect and store data at
its maximum resolution of 50Hz, to enable coverage of the damping at the 5-20Hz
range [73]. There are now 10 PMUs installed in Finlands power system, used to
verify the performance of dynamic simulations, for component models and real-
time estimation. The data is seen as vital in gaining knowledge of the dynamic
behaviour of the network and tracking trends and directions over long periods of
time [63].
Inter-area oscillations were also the focus for PMU deployment in the systems
of Eastern Denmark and Sweden, with 2 PMUs commissioned independently to
monitor the 0.7Hz mode between the two networks [76].
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In June 2006 the Nordic TSO’s, agreed to develop and implement a Nordic WAMS,
to address growing concerns from increased renewables and inter-TSO power ex-
changes. In 2010 there were over 20 PMUs installed communicating to 3 separate
PDCs.
Following the successful deployment of the initial WAMS network and computer
simulations investigating wide area control [74], the implementation and testing of
a Wide-Area Control Systems (WACS) for Wide-Area Power Oscillation Damping
(WAPOD) [77], began in 2010. The initial testing showed the potential flexibility
of the WAPOD approach, as it was capable of choosing from different PMU sig-
nals for those that have good observability of inter-area modes. This can be an
advantage to the use of local feedback signals for damping control, which is the
current practice today [77]. The system has been designed with a switch-over logic
between the standard POD and the WAPOD, for instances when communication
with the PDC or PMUs is lost for long intervals of time. When the local POD
control is used the input signals to the SVC are line active power measurements,
and when WAPOD control is used the input signals are bus voltage angle differ-
ences. With either local POD or WAPOD, the feedback signal is compared to a
voltage set point to produce an error signal [77]
The end-to-end latency, due to communication and processing of the PMU data is
vitally important in terms of the input signals to the WAPOD. This was typically
noted to be negligible and normally within 30ms nevertheless, if the delay exceeds
a pre-set threshold, an automatic switch-over to the local POD system is in place
[77].
2.6 Concluding Remarks
This chapter provided an introduction to the concepts behind phasor measurement
technology, from the history behind PMUs to their growing use in electric power
systems today.
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Having briefly summarised the global PMU deployment approaches, it is clear that
a large amount of investment is being provided to utilities and system operators
for the continued extension of WAMS networks, in a major effort to provide an
increased awareness of the evolving power system conditions.
The motivations behind the PMU deployments stem from large challenges due to
the integration of growing volumes of renewable generation and increased levels of
interconnection with neighbouring TSOs. With power being transported over ever
increasing distances at higher levels PMU data is being made available to improve
situational awareness for system operators by furthering the wide area visibility
of the power system.
The predominant application of the technology is the monitoring of intra-area
oscillation damping, as growing transmission distances and increased power flow
variances are exciting existing modes. There is also growing concern over the
presence of new modes of oscillation as a result of the rapidly developing systems.
The key challenges in WAMS deployment are the supporting infrastructures in the
communication systems and data storage requirements. Taking the example of the
Chinese system where 10,000 phasors are already being stored at 100Hz in some
PDCs, creating a phenomenal amount of data, importance is firmly placed around
understanding the long term storage requirements of WAMS networks. An under-
standing is also required as to the application intention of the PMU deployment,
taking the example of the Nordic system where PMUs have been installed primar-
ily for inter-area damping estimation and the PMU data is actually downsampled
to 10Hz saving hugely on the storage of data and the bandwidth requirements
of the communications infrastructure. It is important to note however, that the
downsampling of this data could reduce the accuracy for other applications, such
as inertia estimation or the monitoring or Sub-Synchronous Resonance (SSR) [59].
The other TSOs also already have experience with a lot of the challenges set to
face the GB system, with TCSC and intra-network HVDC already part of some
networks. The progression of the Nordic system from WAMS to WACS over
a 5-10 year period is particularly important, as it outlines the experience and
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knowledge required from the monitoring applications to be able to progress to
wide-area control. The coordination between the involved TSOs of the network is
also vital.
Chapter 3
System Monitoring and Control
at National Grid
The operation of the GB transmission system has proceeded relatively unchanged
for the past 50 years. However, as a result of enforced climate change legislation an
unprecedented amount of development is required and it is now necessary for both
operations and control procedures to adapt accordingly. This is largely dependant
on a more stringent approach to system monitoring (SM), as greater amounts of
high-resolution time-synchronised data is now required.
However, until recently it has been difficult to justify changes to monitoring prac-
tices on the GB system, as it is a heavily meshed network with excellent reliability
and has experienced very few issues with system stability in recent years [78]. Un-
like the US, China or parts of the European system, no major blackouts or other
severe incidents have occurred and so there are, at present, no major funding
initiatives available for the deployment of PMUs or WAMS networks.
The existing installation of PMUs to the GB network have been in line with an
uncoordinated bottom-up approach, through upgrades to existing equipment and
“business as usual” type activities. It is anticipated that confidence and greater
experience of the devices on the network will lead to more application specific
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installations, although a benefit to system operation has to be demonstrated and
quantified.
The next sections of this chapter reviews the existing monitoring and control
systems at NG, with a focus on which systems or applications could be further
improved or adopted by PMUs. Details are also provided on the Power System
Dynamics (PSD) monitoring system that first introduced PMUs to the GB net-
work, more specific information pertaining to the overall GB WAMS deployment
is provided in Chapter 4.
3.1 Introduction
The monitoring and control of power systems can be broken down into 3 main
areas, as show in Figure 3.1, depending on the specific application the data is
required for, this is based on:
• The level of data coordination - whether it be localised to individual intelli-
gent electronic devices (IEDs) and control systems or the application requires
a network-wide view.
• The speed of response - from the millisecond range for fast acting systems
such as protection, or in the order of seconds to minutes for applications
such as steady-state estimation.
Wide area monitoring protection and control (WAMPAC) is the long term goal for
power systems monitoring globally. The growing complexities of power networks
are requiring applications to seek a network wide perspective to ensure decisions
secure the optimum outcome for the overall system, as opposed to just solving a
localised problem. This is heavily dependant on robust communications infras-
tructures with very low network latencies and fast acting algorithms.
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Figure 3.1: Wide Area Monitoring Protection and Control (WAMPAC) ap-
plications
In the interim WAMS can be seen to bridge the gap between the network wide
SCADA monitoring solutions and more localised systems such as those of pro-
tection applications or dedicated control systems. WAMS has the potential to
provide a new platform, to combine a number of existing applications together,
offering improvements to operational and planning systems.
At NG, SM delivers a critical service to aid the understanding and management
of Transmission System performance within statutory obligations, including those
stipulated in the Transmission Licence. Historically it has been developed on an
ad-hoc basis, and comprises a mixture of fixed and portable offline systems that
supervise and record system conditions and disturbances at strategic transmission
locations and critical generation and demand connection interfaces.
The on going changes towards the future network landscape brings about a number
of uncertainties around system dynamics through reducing system inertia and
increasing variability of supply and this consequently presents a significant number
of challenges to NG. These have to be understood and managed accordingly, but
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this is all heavily dependant on access to reliable system data so that the necessary
analysis can be undertaken.
3.2 Supervisory Control and Data Acquisition
(SCADA) systems
The SCADA systems observe changes in grid conditions approximately every 5-10
seconds, by polling remote terminal units (RTUs), this is deemed too slow to track
dynamic events on the grid. In addition the measurements are not time-stamped
at their source; monitoring equipment feeding into the central SCADA system are
time-stamped upon arrival. The systems currently employed at substations and
grid connection points can be considered obsolete, working on old technology that
is no longer considered suitable for the evolving network.
The systems are essentially all performing similar tasks, but do not all feed into the
central system, meaning data analysis and comparisons can be quite convoluted
[79]. This large number of systems points to an unnecessary level of complexity,
in addition to commissioning and maintenance issues.
In essence the operation of the existing monitoring systems work through analogue
voltage and current data that is provided from the secondary side of instrument
transformers (ITs). This is then sampled/digitized for processing, all be it at vary-
ing resolutions. From this point a number of applications are carried out to provide
information on the status of the electricity network from different perspectives.
The current arrangement of the substation systems, as can be seen in Figure 3.2,
results in a convoluted and excessive amount of data processing, with some of
the legacy monitoring data having to be manually retrieved through dial up sys-
tems such as the public switch telephone network (PSTN), this also makes data
comparisons between sites unnecessarily complicated.
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Figure 3.2: Monitoring and Protection systems at National Grid [79]
It is proposed that, as a number of the existing monitoring systems are at end of
life, there services could be provided by PMUs or similar devices based on time-
synchronised data, making use of a central data repository to facilitate simple
access and analysis of the data. This serves to increase the penetration of syn-
chronised measurements onto the network and improve the accuracy of the existing
applications [79]. However, based on the statistics from NG UK construction, the
currently achievable replacement rate for protection and control devices is about
5% per annum [80]. It would therefore take around 20 years to complete a whole
cycle of replacement. The typical asset life for numerical equipment is 15 years,
and in many cases, the digital relays can hardly stay in service for more than 10
years before becoming obsolete, due to fast technology change and availability of
technical support. All of these issues are seriously challenging the sustainability
of secondary system assets, which threaten the required availability and reliability
of electricity transmission and distribution networks [80]. For these reasons it is
important to understand the SM requirements throughout NG, so that a robust
SM strategy can be developed to ensure the future monitoring requirements of the
network are catered for.
The following sections detail the existing monitoring applications at NG and pro-
poses potential improvements through the use of PMUs.
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3.2.1 Frequency and Time Error (FATE)
The Operational frequency is monitored through the FATE system; around 10 sites
on the England and Wales network monitor the local frequency at 5Hz resolution.
This information is sent back to the control room, where one of the readings is
chosen to represent the system frequency for the whole network. This is normally
taken from the electrical centre of the network, which should be an area of stability,
less susceptible to the deviations that occur on the outskirts of the network.
Based on this frequency information, it is the requirement of the National Bal-
ancing Engineer to endeavour to maintain Electric Time, in accordance with the
standards outlined in the NETS Security and Quality of Supply Standard (SQSS)
and the Gridcode. This is to remain within ±10 seconds of Standard Time, ei-
ther by means of generation despatch or through changes to Target Frequency,
which should nominally be 50Hz ±0.05Hz, except in exceptional circumstances as
determined by NGET, in its reasonable opinion when this may be 50Hz ±0.1Hz
[81, 82].
This FATE data is refreshed on a second by second basis in the control centre,
which is not fast enough to track dynamic changes in the system. In addition,
as the information is not time synchronized, direct comparisons cannot be made
between different areas of the network. Online comparisons could add significant
ability to the system to identify emerging power system conditions, playing a
key role in situational awareness and could prove particularly useful to combine
with information from the Irish networks or the European System, as the relative
“health” of these networks could affect interconnector flows in the future. This
information would also be vital during post-event analysis, allowing the progression
and impact of an event to be accurately viewed as it ripples through the system.
Potentially offering information on any system weaknesses through, for instance,
lack of inertia or voltage support, and allow comparisons with the offline network
models to improve their accuracy.
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It is important to note that, at present, data is not provided from the Scottish
transmission network and so there is no frequency data available for analysis.
With growing concern over reduced inertia on the GB system, time-synchronised
frequency information is becoming vital to the understanding of regional inertia
issues and is now deemed vital for offline analysis [29]. This will be covered in
greater detail in Chapter 6.
3.2.2 Settlement Metering
Settlement Metering Systems accurately record the flow of electricity either as an
import or export from a site for each half hour period. The information is used
by ELEXON to calculate any energy imbalance charges, which are applied to all
Balancing and Settlement Code (BSC) parties who use more or less energy than
they have contracted to buy or generate [83].
Balancing mechanism units (BMUs) are used as units of trade within the Balancing
Mechanism (BM). Each BMU accounts for a collection of plant and/or apparatus,
and is considered the smallest grouping that can be independently controlled. As a
result, most BMUs contain either a generating unit or a collection of consumption
meters.
Settlement Metering for the transmission system must comply with the require-
ments that are outlined in the relevant Code of Practice (CoP), typically this is
CoP 1 [84], dealing with the metering of circuits with a rated capacity greater
than 100MVA.
As this is a regulated area of monitoring with its own ITs, it is expected to always
remain a separate service. For this reason it would not be suitably adopted by
PMUs or combined with any other application. The information is however also
required for operational purposes.
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3.2.2.1 Operational Metering
This metering is intended to provide both NG and the generators with real-time
information on power flowing both to and from connection points all around the
network. This is used for system control and more recently to inform process for
offline modelling [29]. At present this data is provided via a pulsed output from
the Settlement meters; this in itself is prone to errors, of around ±1% [79]. If
this information was also time synchronized at source true comparisons could be
made when modelling the system, as an exact “snap-shot” could be taken of the
generator outputs. However, it is appreciated that this would require a PMU type
device for every single BMU, which in the short term is not realistic.
3.2.3 Ancillary Services Business Monitoring (ASBMON)
National Grid has a licence obligation to control system frequency within the
limits specified in the “Electricity Supply Regulations”, to ±1% of nominal system
frequency with an allowance for abnormal or exceptional circumstances. NG must
therefore ensure that sufficient generation and/or demand is held in automatic
readiness to manage all credible circumstances that might result in significant
frequency variations.
NG maintains the system frequency through frequency response balancing services.
Full details of the frequency response requirements of the GB system are provided
in Chapter 6.
Mandatory frequency response is an automatic change in active power output in
response to a significant frequency change. All generators operating under the
requirements of the Grid Code must be capable of providing this. The generators
connecting to the GB Transmission System are required, as a condition of their
Generation License to comply with the Grid Code (CC 6.3.7) [82]. In turn the
Grid Code places technical obligations on Generators in respect of their ability to
provide frequency response.
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The Grid Code specifies requirements for system monitoring in CC 6.6 and mon-
itoring of users of the transmission system in OC 5.4. Specifically OC 5.4.1(c),
imposes a Grid Code obligation on NG as the SO, to monitor the performance of
the provision by users of ancillary services, which they are required or have agreed
to provide [82].
The monitoring of frequency response performance confirms contracted response
from providers is actually supplied when it is required. Without such specific
monitoring, other systems (such as operational metering) do not provide sufficient
resolution of data to establish whether the output of generators selected varies
appropriately with frequency. Frequency response has to be dispatched econom-
ically. In order to do this and only despatch sufficient response at any point in
time, it is necessary to have confidence that the providers selected will provide the
expected levels of response. Monitoring response performance and following up
on instances of under performance enables NG to reduce the amount of response
held to mitigate the risk.
The existing ASBMON system is used to collect data for generators selected for
frequency response to determine their performance against their contracted ar-
rangements. Monitoring devices are currently installed at 60 sites, monitoring
approximately 130 BMUs. It is important to note that the current ASBMON
units have been in service for over 15 years and are currently connected via a
serial connection to the Operational Metering Summator (OMS), which in itself
receives information via a pulsed output from the Settlement Meter.
The ASBMON unit logs second-by-second frequency and MW data for each gen-
erator. This information is then stored on the ASBMON hard drive on a rolling 2
weeks basis such that data older than 2 weeks is overwritten.
Data is retrieved from the units as required using a stand alone PC and bespoke
software, sites are then manually contacted via PSTN. Current practice is to assess
frequency performance of all generators selected to provide response whenever a
frequency excursion outside of operational limits (50Hz ±0.2Hz) for longer than 2
minutes occurs.
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Due to the age and antiquated nature of the existing system, the replacement
should fall in line with new PMU installations. The reliance on manual processes
could be averted through event detection type algorithms, designed to automat-
ically detect incidents or deviations and collect data surrounding frequency per-
formance. The increased resolution and time-synchronised data being far better
equipped to analyse the generators performance. This will be vital in the future
GB system with greater penetration of wind, when the amount of generation kept
online in reserve will become increasingly contentious and costly. In addition if
Wind farms and interconnectors are expected to provide response or synthetic
inertia type services, the ASBMON could become increasingly complicated.
3.2.4 Power Quality
Power Quality (PQ) monitoring is intended to encapsulate all deviations from
nominal system conditions, this includes harmonics, voltage unbalance, voltage
sags and swells, transients, frequency deviations and flicker. In addition PQ mon-
itoring is required to provide evidence of Grid Code compliance whilst facilitating
customer connections through identification and management of power quality
parameters.
The increasing use of power electronics and converter interface connections such as
those of HVDC interconnectors and Wind farms, is resulting in increasing concerns
over power quality, through additional levels of electronic interaction with the AC
system. If there is not suitable visibility of this issue and it is not managed correctly
it could result in rising constraint costs, or lead to damage of system assets such as
plant owned by NG and its connected customers. There is an urgent requirement
to better manage the impending PQ issues by confirming the background harmonic
distortion at PQ sensitive areas and limit the harmonic emissions from customers
and resonance shifts from cable infrastructures.
At present there are 35 fixed PQ monitoring units with 10 portable devices avail-
able to enable adhoc testing. However, the draft NG System Monitoring policy
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[85] states that in the future PQ monitoring should be provided as a minimum at
the following areas:
• Transmission circuit Feeders and Generator bays at Generation sites having
a capacity of 5-times Large Power Station as defined by the Grid code to
be sites greater than 500MW (5× 100MW).
• New SVC & Robust SVC (RSVC) infrastructure schemes to monitor dy-
namic performance because of the interaction with the main system.
In addition sites that have been identified as a “Significant Interconnection”, shall
also be monitored:
• ≥ 8 feeder circuits
• Interconnectors, PQ monitoring shall be provided at the point of intercon-
nection.
• Offshore network connections, monitoring shall be provided at the onshore
point of connection.
• Series compensation, monitoring shall be provided by NG at all ends of any
series compensated circuit and at the next remote bus with the shortest
electrical distance from each end of the compensated circuit.
With this is mind an additional 100 PQ units are planned to be installed over the
next 3-5 years [85]
3.2.5 Fault Recording and Dynamic System Monitoring
Dynamic System Monitoring (DSM) is an important tool used by NG to monitor
transmission network performance and plant dynamics to provide post event analy-
sis for system incidents and customer complaint investigations. The data produced
is primarily used for Grid Code compliance monitoring and also enables:-
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• The cause of specific incidents to be established.
• Lessons to be learnt from system incidents and issues.
• The improvement of system performance.
• Increased understanding of system behaviour.
• System stability assessment leading to the need for transmission reinforce-
ment schemes.
The dynamic performance of anticipated network changes could have a significant
effect on the overall performance of the connected network and the local users.
There are currently around 160 DSM devices installed on the system of England
and Wales, all of which have to be manually contacted through TCP connection
over the NG BLAN. Going forward, DSM devices are required to be provided at
the same sites as PQ monitoring.
It is felt that this could all be combined into one SM function and could also
incorporate the requirements of the FATE system [79, 85]. With the impending
installation of new devices to meet these SM requirements, it would seem beneficial
to NG and the overall SM strategy to, either install a PMU at the required sites
to adopt these roles or to provided PMU type functionality to the new equipment.
3.2.6 Protection Systems
Monitoring and Protection systems are very separate, as they have different re-
quirements in terms of accuracy, and as outlined in Figure 3.1 they require much
faster response times due to the criticality of the application to the transmission
network. There two systems also have very different requirements with regards
to data access and cyber security, with the protection or control systems allowing
access to switches and breakers that could have a severe impact to the operation
of the network, security is obviously a major concern.
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The protection systems employ separate ITs, as they require current to be mon-
itored over the full range of a fault, up to 63kA. This greater monitoring range
limits the resolution available to cover normal operating conditions and hence the
accuracy. The systems are also required to be integrated within a much faster com-
munications network and at NG they sit within the OpTel network that ensures
an end-to-end latency of less than 5ms.
In the conventional protection relay, a method of synchronization is required to
ensure that samples are taken simultaneously by relays in substations at opposite
ends of power transmission lines/cables. This operates under the premise that the
propagation delays in the communication paths are equal for both send and receive.
However, the technology for high speed data communication can exhibit different
propagation delays between the send and receive paths, with the result that the
conventional method of achieving synchronized sampling cannot be applied [86].
As a result new “line current differential” relays that can achieve synchronization
based on GPS were developed [86]. Furthermore, a unique back-up mode function
that can maintain the performance of the protection in the unlikely event of failure
of the GPS reception system was also employed. The newly developed relays were
installed in the North Hyde and Iver substations of NG and were successfully
commissioned in June 2002 [86].
Although these devices provide synchronised phasor measurements, the data is
unlikely to be offered as a streaming service back to a centralised system, as this
would pose a security risk to the protection services. In addition, the devices
would be categorised as P class PMU devices and would potentially not provide
the necessary accuracy for monitoring applications.
3.3 The IEMS and the State Estimator
The Integrated Energy Management System (IEMS) is the central monitoring
system installed in the control room. It displays the state of the transmission
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network in near real time; this includes busbar, circuit breaker, and isolator status.
In addition the system status can be modified through a telecommand from remote
systems.
The method of state estimation (SE) employed in the control center is based on
asynchronously gathered data, collected by polling remote terminal units (RTUs)
that provide information to the SCADA system. The RTUs measure data locally
at 1Hz, which is not time stamped at source. Due to the time taken to scan the
entire network the data has an arrival rate of 1 complete set of samples every
4-10s. The system is therefore at a slightly different state by the end of the scan
allowing for potentially inconsistent results to be returned in the SCADA system,
for instance, current can be indicated as flowing in a line with an open breaker.
A “snap-shot” of the SCADA data, based on the latest pole, is taken every time the
SE is run; the process itself takes around 60s to converge a solution, so considering
the 10s taken for the SACDA polling the corresponding estimate provided can be
considered as about 70s out of time, as shown in Figure 3.3. While the delayed
estimate may not be considered a problem during normal operating conditions,
it can be more problematic during system incidents, whereby the SE will not be
capable of accurately representing the state of the network. The occurrence of
any form of system event will eventually change the network to a new steady-state
condition, so such an incident should act as a trigger for the SE to be re-run, so
it is always providing the most accurate quasi-steady state approximation of the
network [40].
The SE has been configured to calculate a load flow every 10-minutes with con-
tingency analysis performed by the Power Network Analysis (PNA) system. A
quasi-steady state solution for the network is then provided, with an assumption
that the network is static during the 10-minute period. If lines or nodes are ex-
ceeding a limit then the operator will be notified, and may take corrective action.
Any discrepancy in meter readings is also picked up at this stage.
It is important to note that, at present, the result of SE is not directly used to
provide operators with a view of the network, the file produced is not in a visually
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Figure 3.3: State Estimation process and application at NG [40]
useful form. The work demonstrated in [87] shows the possibility of using the
generated file to produce geographic contour plots detailing voltage magnitude
or phase angle difference around the network, thus enabling the “state” of the
network to be readily determined, along with voltage profile. It is important to
note that at NG the real-time systems are run from SCADA data, rather than the
SE solution.
The inclusion of phasor measurements within SE has already been addressed in
[23, 88] and the practical application of the measurements to static SE has been
reported by some utilities [89–92]. It is however understood that the number of
available PMU measurements installed in the power system compared to conven-
tional SCADA measurements is, at present, too limited to have a significant or
noticeable impact on the overall estimated solution.
The work in [24] informs that PMUs need to be installed at between 1/5 and 1/3
of the number of system buses for the system to be completely observable and
it should be noted that this does not take redundancy into consideration; this
certainly, on the GB system is some way off. To determine where and how many
additional PMUs need to be placed in the system, different objectives need to be
considered. It is important to capitalize on the use of devices, which have been
installed for other applications, and with a potentially large number of devices
scheduled to be installed on the GB network that could offer PMU functionality,
system observability is increasing. However, on the GB network there are a number
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of monitoring black-spots with low visibility over large parts of the network. It is
proposed that the inclusion of PMUs to the SE should form part of a wider review
of the overall SM approach.
3.4 Remote Asset Management and Monitoring
The main concerns with SM are obsolescence and communication problems be-
tween the devices and the end user. The growing importance of the devices re-
quires a robust network infrastructure with provisions for adequate volumes of
storage.
Equipment concerned with DSM, PQ and ASBMON are not required to offer data
streaming services, as there information is only required in the case of specific
events. This can be problematic, if the devices are not regularly contacted it
cannot be guaranteed they are working.
The roll out of the Remote Asset Management and Monitoring (RAMM) project
is aiming to improve access across NG, ensuring secure access to sites via the
internal BLAN, which should improve the communication system resilience to SM
equipment at site. Figure 3.4 shows all the equipment connected through the
RAMM system.
This system arrangement is suitable for monitoring equipment that provides lo-
calised storage that does not require constant high-resolution streaming services.
When determining a communications infrastructure for SM it is thought that
the following still needs to be determined, based on the resolution of data to be
transmitted and how often the data is required, whether it be a constant streaming
service or only accessed on a post-event basis.
• Identification of communication system requirements for each different SM
function,
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Figure 3.4: All the equipment connected through the RAMM system [93]
• Identify the need for and capacity of data storage, either locally, remotely
or both.
PMUs are currently communicating back to the NG PDC via the RAMM system,
this is not considered to be appropriate and will be examined along with the rest
of the communications system in detail in Chapter 4.
3.5 Power System Dynamics Monitoring
The first 3 defined incidents of dynamic instability on the GB transmission system
occurred towards the end of 1978 [94], these events were unexpected and conse-
quent experience from these events enabled empirical, but correct control actions
to be implemented when the oscillations reappeared.
The GB system, in the late 1970’s and early 1980’s, experienced large oscillations
in the order of 800MWs, as can be seen in Figure 3.5, whereby generator groups in
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Figure 3.5: Example of unstable 0.5Hz oscillations in the Scotland-England
transfer, 1982 [78]
the Scottish network oscillated in unison at approximately 0.5Hz against generator
groups in the network of England and Wales. It is however, important to emphasise
that the low-frequency oscillations involved the whole of the GB system.
The post-event analysis identified the most significant system factors in producing
the oscillations and these were avoided by setting flow limits on the Anglo-Scottish
interconnection [13], the capacity was severely constrained. As the power flow
increases the damping of the oscillation reduces, and at some power flow levels
negative damping was experienced resulting in large oscillations.
Merely reducing the power flow across the interconnection was not considered to
be an economical and effective solution to the problem. Following the recurrence
of large sustained oscillations in February and March of 1982, Power System Sta-
bilisers (PSS) were consequently installed on 3 Scottish generators, Peterhead,
Longannet and Hunterston [95]. However, due to the dynamic characteristics and
uncertainty in dynamic network simulation, there was still a significant constraint
in the export of power from Scotland to England [78].
A system was consequently developed, by Psymetrix to carry out continuous anal-
ysis of the dynamics of the GB system, extracting the frequency, amplitude and
damping of the modes of oscillation. The first Wide Area Monitoring System
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(WAMS) was deployed in the GB electricity national control centre (ENCC) in
1998 [78]. This system provided information to the ENCC in real time, with
alarms generated if the damping of the inter-area modes exceeded a pre-defined
threshold.
To effectively monitor the inter-area modes information is required from the re-
spective centres of inertia for each area (Scotland and England). In the absence
of data from the Scottish system, monitoring devices were installed, one in the
North of England, close to the Anglo-Scottish boundary to detect for any oscil-
lations between England and Scotland, and another device was installed close to
the centre of inertia for England and Wales, at a known “electrically strong” area
of the system. By comparing the amplitude of any oscillations between the two
locations it was possible to determine whether the source of the oscillation was in
the North or the South of the network.
Operational rules were setup, governing the amount of power to be transferred
over the interconnector, provided that a suitable margin of damping was available
[78]. If damping of the inter-area mode became poor, transfer was temporarily
restricted until the oscillation dissipated. The dynamics monitoring system was
instrumental in achieving a very substantial increase in power transfer without
compromising system security [78].
The system was upgraded in February 2011 to make use of PMUs. Two devices,
in upgraded Digital Fault Recorders (DFRs), were configured to transmit 50Hz
phasor data back to a central PDC installed in the ENCC. The PDC is maintained
by Psymetrix and is running the PhasorPoint [96] application for stability analysis.
In the same vein as the previous system a PMU was installed close to the Anglo-
Scottish boundary and another device was installed close to the centre of inertia
for the England and Wales network, as shown in Figure 3.6.
The current system has the ability to identify whether the oscillation damping
on the system has fallen below predefined stability margins and can determine
whether the source of the oscillation is in the North or the South of the network.
The reduction in damping, as identified by the system, generates an alarm that is
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Figure 3.6: PMU placement - Dynamic Stability Monitoring of the Anglo-
Scottish interconnection
sent to the iEMS to alert system operators that the system may be approaching
instability. It should be noted that there is no means, at present, to indicate the
root cause of the oscillation, be it a fault with a specific part of a generator or
an excessive amount of power flow. The system employs Psymetrix’s patented
method of modal analysis, this remains part of Psymetrix’s intelectual property
and so spectific details of the approach for oscillation identification are unknown.
This remains a very active area of power systems research and there are a number
of ongoing works analysing the inter-area modes of the GB system, which have
been reported in [97–99].
In addition to the 2 PMUs configured for the PhasorPoint system, a total of 40
devices have been installed to the transmission network of England and Wales
through a series of upgrades to DFRs and the installation of 4 dedicated PMUs,
the majority of which are configured to report back to the central PDC at the
ENCC, through the internal NG Business LAN.
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It is important to emphasise that NG are not currently receiving any PMU data
from either of the Scottish TOs, this would be the optimum approach to monitoring
the inter-area mode, as monitoring devices are ideally required to be located at sites
that represent the centres of inertia for each “area”. The inclusion of intra-network
HVDC links and TCSC will also make this vitally important to the operation of
the future networks. With PMU data becoming increasingly important to NG for
the application of inertia estimation, provision of data from the Scottish part of the
network is becoming crucial to accurate analysis methods. This will also facilitate
greater understanding of the inter-area modes of the system and potentially offer
improvements to the operation of the Anglo-Scottish interconnection. This is one
of the intended outputs of the VISOR project [59].
3.5.1 Power System Oscillation Detection Procedure
Although approximately 40 PMUs have been installed on the England and Wales
Transmission System, only 2 of the devices are currently required for operational
analysis of the power system oscillations, as shown in Figure 3.6. A PMU has been
installed at Blyth in the North East of England and Staythorpe near the centre
of the network. The Blyth PMU is best positioned to detect any oscillations
between England and Scotland, as it is the closest PMU electrically to the Anglo-
Scottish boundary. The Staythorpe PMU is located close to the centre of inertia
of the England and Wales system. By comparing the amplitude of any oscillations
between the two locations it should be possible to determine whether the source of
the oscillations is in the north or south of the network. The PhasorPoint system
carries out constant oscillation analysis on the Active Power signals calculated
from the PMUs and provides updates to the frequency, amplitude and damping
of the inter-area modes.
In addition Scottish Power have their own Power Dynamic Monitor (PDM) that is
also provided by Psymetrix, and they may be able to provide additional informa-
tion on request to help locate the source of oscillations relating to specific events.
This would typically be an offline activity, as a means of post-event analysis to
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Figure 3.7: Psymetrix PhasorPoint oscillatory analysis Locus plot [100]
attempt to understand the cause of the incident. Hovever, it may offer some real-
time perspective on the issue, this is dependant on time-scales, as the information
from the Scottish system is not readily available to NG.
In operational time-scales specific alerts and alarms have been configured based on
unacceptable oscillations following advice from Psymetrix. As can be seen from
the Locus plot in Figure 3.7 an Amber alert will be triggered if the magnitude of an
oscillation exceeds 40MW or if the mode decay time exceeds 40s. Similarly a Red
alarm will be triggered if the magnitude of the oscillation exceeds 60MW or if the
mode decay time exceeds 45s. Any oscillations <2MW are deemed insignificant,
regardless of their decay time.
Any oscillations that trigger an amber or red warning should be recorded in the
daily Control Room Management Report to enable post event investigation to be
carried out. Since the PhasorPoint system went live at the ENCC in May 2011,
there have been no recorded incidents of system instability, this is due to the
conservative nature under which the Anglo-Scottish boundary is operated.
In order to attempt to establish the cause of the oscillation that generated the
alert/alarm to determine the remedial action, the procedure is as follows:
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• Determine which PMU/node is affected and what the frequency of the os-
cillation is.
• Are the oscillations sustained or are they transitory?
If there are excessive oscillations in the range of 0.4Hz to 0.7Hz then this is as-
sumed to be as a result of excessive flow across the Anglo-Scottish corridor. It
has been agreed with Scottish Power (SP) that if an alarm is initiated then this
information should be passed to their control room. This way if SP have detected
any oscillations with their own monitoring equipment, then this information may
also help to locate the cause. The oscillations should be discussed with SP and
then consideration should be given to reducing transfers form Scotland.
In the case of an Amber alert the Scottish transfer is to be reduced in 100MW
blocks, as quickly as system conditions will permit, until the Dynamic Stability
Monitor returns back to the stable region. Similarly in the event of a Red alarm
transfer is to be reduced in 150MW blocks, as quickly as system conditions will
permit, until the monitor indicates the system is stable. Having re-established a
secure power transfer, the cause of the reduction in stability should be investigated
in association with SP [100].
Following an oscillatory event, the restoration of the original power transfer from
Scotland can be resumed if:
• The cause of the breakdown in damping has been determined and the nec-
essary remedial actions taken.
• The amplitude of oscillation has remained within the stable region for at
least 10-minutes.
The transfer can then be progressively increased in 50MW blocks at one minute
intervals up to the transfer set by planning studies, provided that this does not
cause any further alerts or alarms to be generated.
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It must be emphasised that planning studies will continue to be used to set the
upper limit for transfers from Scotland to England, even if the Dynamic Stability
Monitor shows that higher transfers could be accommodated, as transient stability
is the binding constraint, rather than damping.
In the future a more economical approach could be taken when operating the link.
This would require information from the Scottish TOs and greater experience of
PMUs on the GB system. This should then in turn lead to the development of
advanced damping applications, such as the WAPOD approach by Stanett in the
Nordic system.
In addition, future work has been proposed to employ a phase angle based logic
to the operation of the Anglo-Scottish connection [59], as opposed to the existing
practice where the link is restricted by transient stability, at a limit of 2500MW.
3.6 Concluding Remarks
In this chapter a review was provided of the existing SM practices at NG. The
current approaches, some of which having been in place for up to 20-years, were not
deemed suitable to meet the requirements of the evolving network. With growing
levels of system variability and complexity, the traditional network assessment
approach is deemed to be conducted too far in advance of operations and as such
is becoming increasingly unreliable.
Greater accuracy is proposed in terms of real-time system monitoring through the
installation of PMUs. The PMUs will also permit massive improvements to offline
studies, through the relative ease of collating and time-aligning the data.
However, unlike the power networks in the US, Europe and China, no direct fund-
ing has yet been made available for the deployment of PMUs. All implementation
is deemed to be part of “business as usual” practices. PMUs have predominantly
been provided to the network through the upgrading of DFRs, as part of a bottom-
up approach whereby the provision of synchronised data and how it can benefit
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areas of planning, operations and eventually control actions, is expected to develop
business cases.
It has been suggested that PMUs could provide improvements to a number of exist-
ing monitoring practices, through increased data resolution and the added benefit
of time-synchronised measurements. The installation of PMUs at the locations
specified in [85] would offer a means to combine the SM requirements of DSM, PQ
and FATE, this would also provide visibility for ASBMON requirements.
This could result in a potentially large quantity of PMUs, the following would
therefore need to be confirmed:
• The data resolution requirements for individual SM applications.
• Identification of communication system requirements for each different SM
function.
• Identify the need for and capacity of data storage, either locally, remotely
or both, for all SM equipment.
With the increasing connection of HVDC and Wind farms to the network, concern
is growing around power quality through increased interactions with the AC system
and displacement of system inertia. To that extent much greater knowledge is
required over the systems dynamics.
The provision of data from the Scottish TOs is becoming vitally important to
securing such future networks, as a large amount of the generation and technology
is being installed in this part of the network, increasing the amount of uncertainty
around system performance.
It is also suggested that, as European market integration continues to develop,
shared PMU data with the neighbouring TSOs of Ireland and Europe may also be
required, as the relative security of one system will have increasing impact on the
others.
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A detailed analysis of the existing PMU deployment and WAMS infrastructure is
provided in Chapter 4.
Chapter 4
Wide Area Monitoring on the GB
System
4.1 Introduction
As discussed in the previous 2 chapters, the WAMS deployment on the GB system
has not been funded through any large initiatives born out of a series of system
incidents, or from any specific system concerns, as has been the case for other
TSOs. Moreover, PMUs were installed on the GB system primarily through a
series of upgrades to DFRs, in addition to four newly installed PMUs at permitted
substations from convenient outages. The initial focus of the PMU deployment was
designed to improve dynamic system state monitoring by upgrading the oscillation
monitoring system for the control centre.
The existing WAMS can be considered as providing a strictly monitoring role of
the transmission network, with no critical emphasis on the need to provide active
control to any operational systems. The current PMU deployment strategy can
be viewed as a bottom-up approach, whereby the provision of synchronised phasor
data and how it can benefit specific areas of planning, operations and eventually
control actions, is expected to develop business cases and provide the motivation
for more application specific installations. Once reliability and confidence in the
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use of PMUs is established on the GB network, applications may then be consid-
ered where the data contributes towards control and protection actions to improve
the operation of the system, through improved oscillation damping schemes and
eventually WAMPAC systems.
In the following chapter the existing WAMS deployment on the GB system is
analysed, information is also provided on a University based WAMS initiative
comprising PMUs installed at the domestic supply. The future requirements for
PMU deployment and WAMS implementation is then discussed, looking at the
anticipated number of devices out to 2050 and the realistic short term goals for
the GB system. This analysis is based on the system experience of other TSOs
globally and the growing requirements and motivation for system monitoring at
NG.
4.2 National Grid WAMS Implementation
As discussed in Chapter 3, at present only 2 PMUs are used operationally by NG
for the monitoring of the inter-area modes of the GB system as a direct replacement
of the older dynamics monitoring system. A Psymetrix PhasorPoint (PPP) system
was installed as the PDC at the ENCC that is maintained by Psymetrix remotely
via a Virtual Private Network (VPN) connection. The PPP is run as a web based
application with the intention that it can be accessed from any BLAN connected
PC or workstation.
The installed system permits 20 licenses in terms of monitoring nodes, so more
than one PMU can be configured to transmit data from a given substation. The
PDC was sized to be capable of storing 50Hz data from up to 20 PMUs for a
rolling one year period, after this time the data is intended to be archived off at a
reduced resolution of 10Hz for up to 10 years in NG’s Data Historian (DH).
With the amount of PMUs set to increase on the GB system, as additional DFRs
are upgraded and new dedicated PMUs are installed, this represents a growing
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challenge in terms of data analysis and storage. In addition it is now of vital
importance to capture data surrounding system events as they provide the only
reliable source of information on the response of the power system, these events
need to be captured at full resolution to assist in inertia estimation methods [30]
and continuing validation of the offline network model. Due to the growing vol-
umes of data, importance is therefore placed on timely analysis through fast al-
gorithms and identification of such key system events. An understanding is also
required over the necessary resolution of data required for specific SM applica-
tions, as outlined in Chapter 2 it would seem logical for PMUs or similar devices
devices capable of providing synchrophasor data to adopt a number of existing
SM applications however, data at 50Hz resolution will not be required from every
PMU.
4.2.1 Data Accuracy and Availability
The initial configuration of the WAMS network infrastructure, was as displayed in
Figure 4.1. The PMUs were configured to communicate over TCP through NGs
internal BLAN, routed through Multi Protocol Label Switching (MPLS). The
devices were connected to the network behind a firewall governed by an Access
Control List (ACL), which meant that only PMUs with IP addresses on that ACL
were able to communicate through the firewall to the PDC.
This proved to be unnecessarily restrictive following the connection of the first
few PMUs, as additional devices were installed with IP addresses that were not
on the ACL and consequently could not transmit phasor data to the PDC. This
was then further compounded by the RAMM project, which proceeded to change
all of the IP addresses at the substations. The ACL was eventually amended to
allow IP addresses within a given range to pass through the firewall; governed
by the RAMM project this allowed all PMUs access to the PDC. This became
increasingly important once all the original 20 licences had been used. PMUs
were then added or removed from the PPP based on a perceived benefit to SM,
based on a PMUs network location, accuracy and availability of data. This did
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Figure 4.1: Initial WAMS network infrastructure within NG’s internal Busi-
ness LAN
also mean that data from some PMUs was permanently lost as a consequence of
the limited PDC space.
As can also be seen in Figure 4.1, NG only have access to the Web Application
in PPP, no provision was made to give high-level access to the server for means
of any network or communications diagnosis. This proved problematic at times,
as a number of the PMUs where not reporting data accurately or reliably. The
PMUs, as upgraded DFRs could only be accessed for diagnosis purposes through
a NG laptop capable of bypassing the BLAN firewall, this proved to be restrictive
when adding new PMUs to the network, in terms of fault diagnosis or analysis of
the communications infrastructure, as the laptop did not represent the same part
of the network or the same environment as the PDC, which was connected on a
separate VLAN.
Adding PMUs onto the GB transmission system was not without its challenges;
the devices were predominantly added through upgrades to existing equipment
and the issues experienced with this process were as follows:
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• Out of date firmware versions running on the DFRs, preventing some of the
devices from correctly using the GPS time signal and being able to accurately
report data in the IEEE C37.118 format. This caused some irregular phase
angles to be reported and overall poor data accuracy.
• Incorrect CT / VT ratios setup in the DFRs, resulting in some cases of the
devices reporting Voltages and Currents in the mV or mA range respectively.
• Limited means of trouble shooting PMU connectivity and data accuracy.
• Insufficient bandwidth available at substations, resulting in intermittent data
availability from a large number of the PMUs.
These issues have resulted in limited PMU data availability, as can be seen in
Figure 4.2, the statistics for the month of October 2013 are shown. The majority
of the PMUs have well below 90% data availability, with some of the devices being
as low as 35%. In some cases the data is missing almost on a packet-by-packet
level meaning that large volumes of the data that is received is unusable. This is
predominantly as a result of insufficient bandwidth available at the substations.
Sites that present relatively consistent data transmission are predominantly un-
manned and so the only traffic on the BLAN for the majority of the time will be
the PMU data.
A thorough analysis of the existing BLAN infrastructure is required to access
the necessary amounts of dedicated bandwidth needed for consistent PMU data
availability. The lack of localised PMU storage means that if the bandwidth is not
available then the data is lost. This also falls under the wider scope of needing to
understand the data transmission and storage requirements of each specific phasor
based application.
The result of all these issues has meant that for the majority of the time, consistent
and accurate PMU data has only been available from PMUs covering 3 substations,
in Blyth, Staythorpe and Langage. Theses devices are installed in unmanned
substations and so there is little if any background traffic on the BLAN.
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Figure 4.2: PMU data availability statistics October 2013
4.2.2 Communications Infrastructure Latency
To understand the restrictions and limitations of the existing WAMS communica-
tions infrastructure that has resulted, at times, in poor data availability, a small
amount of TCPdump [101] data was provided by Psymetrix. This information
enabled the calculation of the communications latency between the individual
substations and the PDC at the ENCC.
The TCPdump program captures TCP packets at the PDC server and then pro-
vides a description of the contents of the packets on a network interface [101].
The file provided covered 10-seconds of data transfer and within it 3000 packets
per PMU (10-seconds at 50Hz). For this period there where 6 substations com-
municating back to the PDC comprising a total of 8 PMUs. The connectivity at
the time was as shown in Figure 4.3. All of the Substations had 1 PMU, with the
exceptions of Substations 5 and 6, which both had 2. The PMU in Substation 1
was the Arbiter 1133a that sent data packets of 50 bytes, the rest of the devices
where the Ametek TR2000 DFRs sending packets of 42 bytes.
In order to calculate the communications link latency two parameters are required
to be known in advance, in the time stamp of the original measurement at the
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Figure 4.3: PMU configuration, NG Business LAN
PMU (PMUTS) and the arrival time at the PDC (PDCAT ).
From [39], the contents of the PMU data packet is well understood. Inspection of
the SOC (Second of Century) part of the data packet provides the time-stamp for
the instant that the measurement was recorded on the PMU. In fact, the time-
stamp comprises an 8 byte message consisting of 4 bytes SOC, 3 bytes fraction
of a second and 1 byte time quality indicator. The SOC is the representation of
the UTC (Universal Time Coordinated) in seconds, calculated from midnight on
the 1st January 1970 [39]. In addition, as the PDC server is locked to an accurate
time source, the accuracy of the PDCAT for these purposes should be comparable
to the GPS synchronised time of the PMU.
The latency for each PMU data packet can then be calculated as follows [39, 48]:
Latency = PDCAT − PMUTS (4.1)
However, PMUs from different manufacturers calculate phasors using slightly dif-
ferent methods and with this each PMU will introduce different values of internal
delay into the process. It is important to understand the time delay incurred in-
side the PMU before the data packet is available “on the wire”, as this is not part
of the communications latency.
Chapter 4. Future GB Wide Area Monitoring System 81
0 1 2 3 4 5 6 7 8 9 100
50
100
150
200
250
300
350
Time (s)
La
te
nc
y 
(m
s)
 
 
Sub 1
Sub 2
Sub 3
Sub 4
Sub 5
Sub 6
Figure 4.4: Network latency for 6 BLAN connected PMUs
The results displayed in Figure 4.4 show the latency as calculated using Equation
4.1 for 1 PMU from all of the 6 substations. In addition Table 4.1 shows the
overall statistics for the 10-second period.
The latency varies from 60-230ms and it can be seen that Substation 1 displayed a
much higher value of latency than the other 6 connections and there also appears
to be some form of oscillatory behaviour visible in the results. This is in part
because the internal measurement delay (PMUMD) of the PMU has not yet been
taken into account. These values are not necessarily considered to be too high for
monitoring applications, they are just inconsistent around the network and not as
expected given the assumed knowledge of the communications infrastructure
The latency equation can be amended to [48]:
Latency = PDCAT − PMUTS − PMUMD (4.2)
It is also important to note that Substation 4 is not showing any improved per-
formance from having the larger bandwidth link, in fact, from Table 4.1, it shows
the highest latency for an individual packet.
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Table 4.1: Individual PMU substation latency statistics
Substation Min Max Mean SD
1 39.88 139.87 71.22 22.08
2 28.89 78.05 48.94 10.13
3 40.59 98.79 62.14 10.90
4 36.17 140.84 54.27 11.50
5 24.22 95.86 40.86 9.26
6 25.76 76.07 43.76 9.09
0 20 40 60 80 100 120
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Time (ms)
A
m
p
lit
u
d
e
Time-tag centre of window
Window-length
6 cycles (120ms)
Figure 4.5: Arbiter PMU phasor measurement window
4.2.2.1 PMU Internal Measurement Delay
For the Arbiter 1133A PMU the internal measurement delay was calculated based
on information from the IEEE C37.118 standard [39] and the manufactureres op-
eration manual [102].
Firstly, the PMU does not time-tag the measurements, moreover it measures syn-
chronously [102]. A phasor measurement is calculated based on a user-definable
number of cycles of the 50Hz waveform, in this case the measurement was taken
over 6-cycles. The time-tag is placed at the center of this measurement window,
as shown in Figure 4.5.
Based on this, a delay is introduced equal to half the measurement window length,
as a packet will not be available until the end of the window. This is equivalent
to a 60ms delay, assuming the system being measured is at a nominal frequency
of 50Hz. If the system is below 50Hz the delay will increase and if the system
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Figure 4.6: Arbiter PMU data acquisition delay
is operating above 50Hz the delay will decrease. Assuming a nominal system
frequency this is 3 × (1/50) = 60ms.
There is also a data acquisition delay due to the way the arbiter batch processes the
measurements, the results for all measurements are calculated each 50ms, although
a phasor estimate update is provided at 50Hz resolution it will be delayed by up
to 40ms in waiting for the next data acquisition slot. This is determined for each
packet by how far in time (ms) it is from the next 50ms window, as depicted in
Figure 4.6. For this analysis the average delay time was taken as 20ms, but it
could be as low as 0 and as high as 40ms.
There is also a calculation time, which is stated in the operations manual as
15ms [102] and the data transfer time to the output of the PMU. Considering a
packet size for the Arbiter of 50 octets long and an Ethernet interface that runs
at 100Mbps that gives a data transfer time of 4µs (50 × 8 / 100×106), which for
these purposes can be considered negligible.
This altogether gives a total internal PMU latency time for the Arbiter of approx-
imately 95ms (60 + 20 + 15). It is worth noting that the Arbiter device, is not
optimised for latency [102], moreover the PMU is concerned with the accuracy of
measurement process.
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Such detailed information was not available for the Ametek device, but the op-
eration manual [103] informs that just one cycle of data is used to calculate the
synchrophasor data compared with the 6 cycles used by the Arbiter. It is impor-
tant to consider the impact the number of cycles used in the measurement has
on the accuracy. During steady-state conditions this is less of an issue however,
during dynamic conditions if the input parameters are not constant or changing
across the time window, achieving a suitable estimate of the true value becomes
more complicated for a larger time window and depends upon positioning of the
time-stamp within the window [38].
For the Ameteck device the time-stamp is at the beginning of the data window
allowing for a delay of 20ms. With no knowledge of any data acquisition delay
and the fact that the Ametek device is a fault recorder an additional delay of just
10ms calculation time has been assumed. This gives a total internal delay for the
Ametek PMU of 30ms.
Taking into account the respective internal PMU measurement delays, the amended
calculations for latency are as displayed in Figure 4.7. This is looking at the first
2 seconds of the data transfer, it is difficult to see any difference in the substations
at this resolution, but it appears that Substations 5 and 6 present lower values
of latency than the other sites. There is also still a significant additional delay
of around 60ms introduced by the Arbiter PMU, this occurs every second on the
second, so it is assumed to be associated with the GPS time-tag and then goes on
to affect the first 5 - 10 samples following the time-tag, as the impact only last
around 200ms. This requires further investigation, pending greater amounts of
TCPdump data, as it could be specific to the substation and not anything to do
with the PMU itself.
In order to get a better view of the individual differences between the substations
a weighted moving average based on 30 previous samples, a ratio of 0.06, was
applied and is as displayed in Figure 4.8.
Here the differences between the substations can clearly be seen, but are not as
expected. Substations 5 and 6 have 2 PMUs installed at each site and only a
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Figure 4.7: Network latency for 6 BLAN connected PMUs excluding internal
PMU measurement delay
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Figure 4.8: Smoothed network latency accounting for internal PMU latency
.
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256Kbps communications link, but these substations report the lowest latency
values. It has been confirmed by NG that these substations are unmanned and
so there is unlikely to be any other traffic on the BLAN from these sites. Whilst
Substation 4 is a 2Mbps link and would therefore be expected to yield the best
results, this is actually restricted to 512kbps for all traffic and is known to be a
manned site so BLAN traffic could potentially be very high at times and therefore
a significant factor.
Substation 1 contains the Arbiter PMU, which has some significant internal la-
tency, some of which, is still unaccounted for. This device is however considered
to be very accurate in terms of the monitoring data that it reports.
It is important to note that this analysis was carried out on a single sample of
10-seconds worth of data, but a large amount of information can be understood.
Further work is required to investigate the links from all substations and how they
vary throughout different times of the day and therefore with different amounts
of background traffic. A greater understanding is also required over the internal
latencies of the PMUs.
The large variability and amount of unknowns surrounding the other traffic on
the BLAN from the substations, suggest that the network is not entirely suitable
for PMU streaming traffic, unless specific provision could be provided within the
BLAN for PMUs. The latency requirements for the PMU communications network
would ultimatley be defined by the intended data application, the communications
latency of 40-70ms presented in this section would be suitable, but it would have
to be more consistent.
4.3 State Estimator Comparisons
As described in Section 3.3 the SE has been configured to calculate a load flow
every 10-minutes, using data gathered over a period of up to 10-seconds. This
combined with the time to converge a solution means the SE output is delayed
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Figure 4.9: PU voltage magnitude from 6 PMUs over 10-second window
by about 70-seconds. The file created by the SE estimator is time-stamped from
the server, so with this information the 10-second window of data acquisition
that the SE is based on can be approximately established. As the SE is static,
comparisons with PMU data should then be carried out between this period and
a representative value should be acquired from the PMUs [40].
For a given period of 10-seconds the PMUs will have produced 500 phasor estimates
(50Hz × 10s) and so the issue arises, as to which of these values should be used for
comparison with the SE. As can be seen in Figure 4.9, this is fairly straightforward
during steady-state conditions, where an average value over the period would
suffice. However, as can be seen from the PMU at Staythorpe, where a transient
change in voltage due to circuit switching of around 500MW in an adjacent line has
resulted in a large variation in Voltage magnitude, this becomes more complicated.
If the state of the network for this particular node was to be determined from this
data (specifically between 3.75s - 5.25s) a low voltage problem would incorrectly
be suggested in the Staythorpe area. An improved estimate of the system would
then potentially not be available for another 10-minutes, depending on how often
the SE is run.
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When combining PMU data into the SE it is considered to be important to high-
light incidents such as the above, as they distort the intended steady-state view of
the network and should not be used to provide such a view of the system. These
incidents should be detected and flagged to operators notifying them as to a change
in the network, which should in turn require the SE to be rerun so that the most
up to date view of the network can be provided [40]. In addition, an amount of
filtering may be required to take into account the effects system oscillations, as
this could result in periodic changes in loadflow values.
The data from these incidents is however particularly useful for applications such
as the analysis of low frequency oscillations and post-mortem event analysis, as
it allows, for the first time, the impact of such events on various parts of the
network to be captured, investigated and then compared with the offline model
response. Successful isolation of these events can also significantly assist data
historian requirements, as these specific system incidents may warrant archiving
at a maximum resolution for potential future investigation.
4.3.1 Voltage Magnitude Comparisons
The voltage magnitude was compared for 7 PMUs with the corresponding buses
from the SE over a 4-hour period, in which a confirmed system incident took place
in the form of a generator in the Scottish network producing more than 700MW
tripping off. The average PMU value was compared along with the worst-case
value, which was deemed to be the value furthest from SE solution, to indicate the
complications of combining the PMU data. The results for the PMU at BLYTH,
the nearest PMU to the event, can be seen in Figure 4.10.
It can be seen that the PMU values correlate well with the voltage profile from the
SE, the difference being around 0.005PU for both the average and worst-case val-
ues, except for during the system incident (50-minutes in on the graph) where the
difference is greater than 0.035PU with the worst-case PMU value selected. If this
sample was taken from the PMU dataset it would lead to a distorted steady-state
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Figure 4.10: PU voltage magnitude comparison between BLYTH PMU and
equivalent SE Bus over a 4-hour period
view of the network being represented for this bus, showing as a low voltage prob-
lem, potentially appearing as an error, when in fact the measurement is completely
correct.
The difference between the average PMU value and SE value for the voltage mag-
nitude from all 7 PMUs is shown in Figure 4.11. All of the values would appear to
be comparable, with the exception of the PMU at Spalding North, this information
combined with the lower voltage reading in Figure 4.9 would suggest inaccuracies
on the part of the PMU. Comparisons with SCADA metering have confirmed this
to be the case and the DFR was running on an old version of firmware, which has
since been amended.
4.3.2 Phase Angle Comparisons
When comparing the phase angle the same time frame will need to be considered
in terms of data acquisition. In addition a reference phasor has to be selected.
The PMUs calculate a local value of positive sequence voltage phase angle that
varies according to the frequency of the Bus being monitored. The SE however,
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Figure 4.11: PU voltage magnitude difference between 7 PMUs and equivalent
SE Bus over a 4-hour period
calculates phase angle with respect to a Slack-Bus, which is assumed to be a fixed
point and so does not vary.
For the following analysis Harker was selected as the reference bus, as this site
contains the only online PMU in the Arbiter device, the others are the Ametek
DFRs. All of the phase angle values for the PMUs and the SE, are with respect
to the monitoring nodes at Harker, as taken for the PMUs and SE respectively.
In the same vein as with the Voltage magnitude, the comparisons were made
between both the average and worst-case PMU values. It can be seen again from
Figure 4.12, during a system incident the corresponding transient measured by the
PMU, in this case the PMU at Langage the furthest from the event and reference
PMU, causes the values to vary wildly, as the incident has excited the inter-area
mode of the system, resulting in an oscillation at around 0.5Hz. Then depending
on which value in time is selected, the “state” determined, at that bus at least, will
differ greatly from the rest of the buses, as transients will be captured across the
network in differing magnitudes depending on the distance to the system event.
Comparisons were made with the SE over the same 4-hour period as with voltage
magnitude. Figure 4.13 shows the phase angle difference between Langage, the
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Figure 4.12: Phase angle difference between LAGA and HARK, and equiva-
lent SE buses over a 10-second period
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Figure 4.13: Phase angle difference between LAGA and HARK, and equiva-
lent SE buses over a 4-hour period
PMU furthest electrically from the event, and Harker. It can be seen that the
average PMU value correlates fairly well with the SE value, with the difference
typically being about 1◦. During the system incident (50-minutes in on the graph)
the difference is seen to be around 4◦, when the worst-case PMU value is selected.
The difference between the average PMU value and SE value for the phase angle
difference from all 6 PMUs is shown in Figure 4.14. The details for HARK are
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Figure 4.14: Phase angle difference for all PMUs, and equivalent SE buses
over a 4-hour period
omitted, as this node was taken as the reference value.
The difference between the values would appear to be comparable at about ±1◦,
with the exception of the PMU at Spalding North that is always around 5◦ differ-
ent, this further confirms the inaccuracies with this PMU. The transients captured
by the PMUs has a much greater impact to the phase angle difference than to the
voltage magnitude, as the average PMU value still shows a large difference in the
readings, especially the devices furthest from the reference node.
All of this information is useful to confirm the validity of the PMU measurements
and can also point out potential bias in the SE values. The inaccuracies in the SE
values are likely to come from the either the lack of metering in a specific part of
the network or bad data.
4.4 Domestic Supply Based WAMS
The installation of PMUs at the Transmission level can be very costly if substa-
tion outages are required. There are also a number of challenges surrounding data
access, availability and accuracy. The inclusion of PMUs at the domestic supply
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has the potential to alleviate all of these issues through the relative ease of instal-
lation, with the only barrier to data availability in terms of communications being
the provision of an internet connection.
The provision of phasor data through these means also alleviates the issues of data
requirements that are enforced on TOs or generators through either the Grid Code
or the System Operator Transmission Owner Code (STC).
With the devices being installed at the domestic supply there is also visibility of
local events, as well as at the distribution level. This needs to be considered when
looking at the use of such devices to monitor the transmission grid. The devices
will also only typically only be able to provide information on system frequency
and voltage phase angle, which will either need to be compensated for due to the
number of transformers between the voltage levels, which introduce phase-shifts,
or taken as a value with DC offset removed, as will be shown in the next section.
This could also be confirmed through comparison with SE values, but the exact
equivalent bus would need to be determined.
For applications such as event detection, a form of logic will have to be employed
to differentiate an event taking place at the distribution level or lower, from one
taking place on the transmission system. Depending on the type of event this
would be through confirmation of the events visibility at the transmission level
from other PMUs.
It should be noted that at this time there is no long term strategy around the use
of LV monitoring to further the system visibility at the transmission level.
4.4.1 ELPROS - University based WAMS deployment
As part of an EPSRC project “FLEXNET” [104], PMUs have been deployed on
the domestic supply at 4 UK Universities, Brunel, Birmingham, Manchester and
Strathclyde, as outlined in Figure 4.15. The devices are measuring synchrophasor
data, in positive sequence voltage (magnitude and phase), frequency and rate of
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Figure 4.15: Location of Low Voltage PMUs on the GB system
change of frequency (RoCoF), locally at 50Hz. This information is then sent via
the Internet to a server in Ljubljana, Slovenia hosted by ELPROS running their
WAProtector application [105]. This system gives a good geographical coverage
of the GB transmission system with PMUs well distributed across the Scottish to
England system, providing visibility over the impact of any system events through
the Anglo-Scottish connection [106, 107]. The system also provides access to
data from the Scottish network, free from any issues of Gridcode or STC data
requirements or questions about data ownership.
An additional advantage of this system being installed on the domestic supply
is that the availability of data is not limited by circuit outages or substation
works. Once installed the availability of the system is reliant on the communication
medium back to the PDC, in this case the local Ethernet connection and the public
Internet.
The PMUs in this system are all connected to wall outlet voltages on the domestic
supply; these voltages are understood to not provide as high an accuracy of voltage
reading as those typically measured by PMUs connected to the transmission level
and the measured voltages are also subject to building loads. For these reasons
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Figure 4.16: Generation loss of 1000MW on GB transmission system as mea-
sured by 7 PMUs from the transmission system and domestic supply level
comparisons cannot be made in terms of voltage magnitude with devices at the
transmission level, a per unit value from the domestic supply would have little
meaning and is therefore unsuitable for establishing the voltage profile of an area
of the network.
Measurements of system frequency from this system have proved to be vitally
important, as can be seen from Figure 4.16 the addition of the 4 extra PMUs
provides valuable insight during post-event analysis. The data provides greater
visibility of the impact of system events around the network, this will be discussed
further in Chapter 6. The system also provides an additional level of redundancy
[108], as has proven useful on a couple of occasion when the main NETSO PDC
was unavailable and data was required to analyse major system events.
Using information on Voltage phase angle from domestic supply PMUs in conjunc-
tion with those at the transmission level is not straightforward due to the number
of phase-shifts introduced by voltage transformers between the different Voltage
levels, as can be seen in Figure 4.17.
The PMUs from the NG WAMS, Blyth, Staythorpe and Langage in addition
to the PMUs from the ELPROS system, with the exception of the Birmingham
device, are shown with respect to the reference phasor Harker, shown at 0◦. A
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Figure 4.17: Phasor plot showing angle difference for NG, SPT and ELPROS
PMUs with Harker as reference
small amount of data was also provided from a PMU installed in the SPT WAMS
on the Dalmally-Windyhill circuit (DALL), located in a geographically similar
location to the Strathclyde PMU in Glasgow.
It can be seen from Figure 4.17 that the angles for the ELPROS PMUs are some
way out from the NG PMUs. From this information the Brunel PMU appears
to be about 90◦ - 100◦ out as it would be expected to show similar values to
LAGA. Assuming the PMU at DALL is a good representation of the SPT network
near Strathclyde University the GLAS PMU is about 140◦ out of phase. The
Manchester PMU would be expected to be somewhere between the Blyth and
Staythorpe PMU so could be anything between 120◦ and 140◦ out of phase.
On this basis the ELPROS PMUs can not really be placed on the same phasor
diagram as the transmission level PMUs with any useful meaning.
If the DC offset is removed from the phase angle differences then the information
can be very useful during post-event analysis, as the separation of the different
parts of the network can be seen to vary during an event. Figure 4.18 shows the
separation of the phase angles from all of the 7 PMUs, for the 1000MW loss event
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Figure 4.18: Angle difference minus DC offset for NG, SPT and ELPROS
PMUs with Harker as the reference
of Figure 4.16. At this level the ELPROS PMUs provide additional insight as to
the response from different parts of the network to generation loss. It can now be
seen that the PMUs at Langage and Brunel show similar results with the phase
angles both increasing by around 7◦, in the same way as the PMUs at Dalmally
and Strathclyde now show much more comparable values. In addition the phase
angle difference at Manchester is now, as expected from its position in the network
between the PMUs at Blyth and Langage.
The location of all of the PMUs and their relative connections on the GB system
can be seen in Appendix A.1.
4.4.2 FNET
In addition to the PMU installed for the ELPROS project, Brunel University have
also joined the FNET project and have installed an FDR device that sends data
via the public Internet to a server at the University of Tennessee. The FNET
system offers a method of event detection and source location through a patented
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triangulation method [57] however, additional monitoring equipment would be
required on the GB system to achieve this.
The provision of FDR data from other GB institutions such as those involved in
the ELPROS project would provide some interesting comparisons. These domestic
supply based WAMS also provide an additional level of redundancy for the NETSO
in terms of SM, these devices can further the visibility of the system during post-
event analysis and improve online situational awareness.
4.5 Future WAMS Requirements
The requirements of the future WAMS of the GB network need to be considered
as the second stage towards the ultimate goal of WAMPAC. The existing WAMS,
considered as the first stage, has evolved beyond its initial requirements to improve
the oscillation monitoring system for the control room. The data provided by
PMUs is now becoming vital to the GB system, as a means to understand the
growing challenges posed to the NETSO as the transmission system develops,
not least of all the issues that are arising as a result of the reduction in system
inertia and the consequent impact to stability and system security. To that extent
the PMUs are now required to be integrated within a robust and scalable ICT
infrastructure to ensure the continued availability of data for the now vital analysis
of all transmission network events [30].
A key requirement moving forward is the provision of data from the Scottish part
of the network, as this will provide greater visibility of the inter-area modes of the
system and should lead to a more economic operation of the prominent constraint
boundary (B6) [59]. This will also provide vital information during post-event
analysis, as will be covered in greater detail in Chapters 5 and 6.
Based on the experience of other TSOs, as discussed in Chapter 2, a typical period
of 3-5 years is required to establish the key benefits of PMUs on the network. It is
felt that the GB system still requires a period of time to gather a sufficient amount
Chapter 4. Future GB Wide Area Monitoring System 99
of accurate and reliable PMU data to be able to build suitable business cases to
develop future applications, or to inform application specific device installations.
The following are considered to be important changes necessary to the existing
WAMS implementation to improve both the availability and accuracy of PMU
data:
• High level access to PDC server, to permit troubleshooting of PMUs and to
be able to carry out a detailed assessment of the communications infrastruc-
ture.
• Commissioning procedure for PMUs to insure correct installation and accu-
racy of data, as confirmed over the IEEE C37.118 protocol.
• Identification of vital monitoring nodes where redundancy is required in
terms of additional monitoring devices and the provision of local storage.
• Either a dedicated portion of bandwidth through the existing communica-
tions infrastructure or a SM specific communications network is required.
The number of PMUs on the GB system, as visible by the NETSO, is expected
to grow from the existing 40 in 2014 to anywhere between 100 and 300 by 2020.
This is dependent on the rate at which the existing DFR equipment is upgraded,
located as shown in Appendix B, and the rate of installation of the new PQ devices
with synchrophasor measurement capabilities, as mentioned in Section 3.2.4. The
availability of data from the Scottish TOs will also be significant in determining
the total number of PMUs visible by the NETSO [59].
At present Scottish Power have around 10 PMUs, which is expected to rise to 15
by 2017 and Scottish Hydro, although currently have 0 PMUs could have 5 by
2017 [59]. In addition there are in excess of 100 installed DSM devices that could
offer PMU capabilities to the Scottish transmission system.
The main challenge then comes in providing the necessary ICT infrastructure
to support the growing volume of devices and in storing the potentially massive
volumes of data.
Chapter 4. Future GB Wide Area Monitoring System 100
4.5.1 Data Storage Requirements to 2050
In order to consider the potential data storage requirements for PMUs out to 2050,
in line with the objectives of the e-Highways 2050 project [18], 4 scenarios will be
considered based on PMUs monitoring all of the transmission circuits by 2050.
The initial data requirements for the NG PDC was to provide storage for 20 PMUs
at 50Hz resolution for 1 year. Assuming a data packet size based on the Arbiter
PMU [102] of 50bytes, the storage requirements equate to approximately 1.43TB
a year (50bytes × 50Hz × 60s × 60mins × 24hours × 365days × 20PMUs). The
data was then to be archived off at 10Hz resolution for up to 10 years in a separate
historian system, equivalent to 0.286TB a year for 20 PMUs.
On this basis the minimum total storage requirements for 20 PMUs over 10 years
is a rolling storage of 1.43TB with an archived storage facility requirement for
the additional 10 years of 2.86TB (10 × 0.286TB). It is important to note that
this does not account for the additional storage requirements of data captured
surrounding system events, which would be stored at 50Hz.
The present number of PMUs installed on the transmission system of England and
Wales is 40, if the ICT infrastructure was in place for all devices and the data was
stored at maximum resolution, then the storage requirement would be double the
existing capacity. The existing devices have been installed or upgraded over the
past 3 years, at an average rate of 13.33 a year (40/3), making the assumption that
this rate continues on a linear progression, the total installed number of PMUs on
the transmission system of England and Wales would be 520 by the year 2050, as
shown in Figure 4.19.
This is considered to be a relatively fair assumption for the first scenario, as there
are currently 513 circuits on the NGET transmission network [11] and this would
allow for all these circuits to be monitored by 2050.
The corresponding storage requirements, assuming 50Hz data is required for 1
year and then data is archived off for up to 10 years at 10Hz, are provided in
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Figure 4.19: Anticipated number of installed PMUs with linear progression
out to 2050.
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Figure 4.20: Data storage requirements for increasing volumes of PMUs linear
progression
Figure 4.20. It can be seen that by 2050 a total of over 110TB of storage would
be required from around 35TB rolling and 75TB for archived data.
The second scenario considers the developments to the transmission system by
2050. A number of new circuits will have been built and commissioned, as a result
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of the increased penetration of renewables and the anticipated rise in electricity
demand. From NGs latest Electricity Ten Year Statement (ETYS) [11] the planned
network developments on the NGET system by 2024, is in the order of 50 new
circuits, this is in line with an increased generation capacity based on the Gone
Green scenario, as shown in Figure 1.1, of about 40GW from 2014. The generation
capacity, based on this scenario, is then expected to increase by another 40GW by
2035.
To project these figures out to 2050, it is assumed that this rate of approximately
50 new circuits per 40GW of generation capacity every 10 years will continue, and
on this basis an extra 5 circuits would have been commissioned every year from
2014 to 2050. The projected increase in the number of PMUs to monitor all of
these new circuits is 180 by 2050 (5 × 36), making a total of 700.
In a separate scenario the availability of data from the Scottish TO’s should also
be taken into consideration. One of the objectives of the VISOR project [59] is to
combine data from all 3 TO’s of the GB system to improve the overall operation
of the network. With this in mind the additional anticipated 20 PMUs of this
project from the Scottish network would increase the number of PMUs visible to
the NETSO by 2017 to 100, from the original 80 assumed in the linear progression
scenario in Figure 4.19. In line with the linear progression scenario for NGET,
to project the potential number of PMUs available by 2050, consider the total
number of circuits on the GB transmission system at present of 1070 [11] that
could be monitored.
For the final scenario, in the same vein as before if the number of new circuits out
to 2050 for the whole GB network are considered, based on the current projections
from [11] then SPT are due to commission 44 and SHE are due to commission 122
new circuits by 2024, carrying the previous assumptions forward, this is a rate of
approximately 22 new circuits every year ((50 + 122 + 44) / 10).
The projected increase in the number of PMUs now to monitor all the circuits for
the whole GB transmission system, is an extra 792 (22 × 36) taking the total to
1862 by 2050. The projections for all 4 scenarios are shown in Figure 4.21
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Figure 4.21: Potential number of installed PMUs by 2050 based on 4 scenarios.
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Figure 4.22: Data storage requirements for increasing volumes of PMUs with
all circuits monitored by 2050
The implications for the storage requirements of the PMUs based on the additional
scenarios is as shown in Figure 4.22. This is not necessarily considered to represent
a problem to the TO’s or even the TSO, but it is considered to be large increase
in data in comparison with typical SCADA requirements.
In addition to the increased requirements on data storage, the growing volumes
of PMUs will continue to overload the BLAN resulting in higher values of data
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latency and an increase in the loss of data. Going forward as the data from PMUs
becomes increasingly vital to the operation and planning of the GB network, either
a dedicated portion of an exisiting network will need to be provided to ensure the
reliability of the data transmission or a specific SM communications network will
be required.
The communications requirements for any future WAMPAC applications on the
GB system will need to be designed to comply with the existing requirements of
the protection systems, taking note of the fact that faults need to be cleared within
80ms. This may require a large amount of investment into the communications
infrastructure for PMUs of which significant benefit to the operation of the network
would need to be demonstrated. In the interim applications looking at WAPOD,
based on the experience of the Nordic system that recommends figures of around
30ms [76] for oscillation damping applications are more achievable.
4.6 Concluding Remarks
In this chapter the existing WAMS of the GB transmission system was analysed.
The method of comparing the voltage magnitude and phase values of the PMUs
with the GB SE was demonstrated. This served to both validate the data from
the PMUs and also further highlighted some measurement errors with one of the
devices. The comparison was confirmed as being straightforward during stead-
state operation and it was outlined that the presence of a system event should be
used as a trigger to re-run the SE so that the most up to date view of the network
can be provided [40].
An analysis was also provided of the communications infrastructure of the WAMS
network in the NG BLAN and it was concluded that this would only be suitable
going forward if a dedicated proportion of the LAN could be reserved for SM.
Monitoring nodes that are identified as vital to the operation of the transmission
system should potentially be equipped with localised storage so that in the absence
of sufficient communications the data is not lost. The requirements for the future
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volumes of data storage was also considered out to 2050, based on the assumption
that all circuits would need to be monitored. The potential for massive volumes
of data also highlighted the necessity for fast acting event detection algorithms
capable of analysing massive datasets.
The ability of a University based WAMS network to monitor the transmission
network was discussed and demonstrated to provide greater visibility and insight
to applications concerned with post-event analysis. The data was shown to provide
greater insight into the response of the network to system events, through the
provision of frequency and voltage phase angle difference data.
Chapter 5
Event Detection and Big Data
Analytics
5.1 Introduction
As a result of the growing complexities in power systems from the increased in-
tegration of renewable generation sources and the networks ongoing expansions,
it is now vital that data surrounding power system events, such as generation
losses, are accurately captured [29, 30]. These events provide the only reliable
source of information on the true power system dynamics, providing a means for
greater understanding of system inertia, something that is of growing concern on
the power system of Great Britain (GB). Timely analysis of these events is critical
to understanding the necessary generation response and reserve requirements for a
secure network and also permits the analysis of any trends in the behaviour of the
power system under different operating conditions, providing a means to validate
or improve offline system modelling tools.
Importance is therefore heavily placed on the provision of time-synchronised, ac-
curate frequency measurements that are now vital for this analysis. To that effect,
the inclusion of PMUs in the transmission system of England and Wales, with
their high-resolution measurements and improved accuracy of data, is providing
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greater detail on the dynamic behaviour of the power system in both real-time
and during post-event analysis.
The increasing number of monitoring devices being installed in the power system
is however, leading to rapidly growing volumes of data, there is therefore an in-
creasing need for efficient and scalable algorithms, to analyse these datasets in a
timely manner. This will serve to assist network operators in online time-scales
and provide a more efficient approach to the analysis of the massive datasets in the
offline post-event space [109]. This analysis can also assist in understanding DH
requirements in terms of data storage, as already outlined, information pertaining
to transmission system events should be archived at maximum resolution for the
benefit of any future analysis. In addition any erroneous datasets also need to be
flagged and removed.
In this chapter a novel event detection methodology based on Detrended Fluctua-
tion Analysis (DFA) is described and presnted [40]. The method provides a basic
means of event source location and also determines the exact start time (t = t0),
which is deemed to be vital to inertia estimation methodologies [29, 30]. The
method also determines the suitability of a transmission system event to provide
an estimate on the total inertia of the power system, with the key requirement
on this being the confirmation of the instantaneous nature of the loss. The ap-
proach is then further expanded to be paralellised for the use on massive volumes
of PMU data and with this an introduction to Big Data analytics is provided
and the implementation of the Parallel DFA (PDFA) approach is presented in the
MapReduce programming model.
5.2 Detrended Fluctuation Analysis
As described in Chapter 4 a method is required to detect for portions of data cap-
tured by PMUs deemed unsuitable to determine the steady-state of the network.
A method is proposed that uses DFA [110] to identify any transients captured
by the PMU data, indicating either gross measurement errors or that a system
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incident has resulted in a transient change in voltage magnitude or phase angle.
A gross measurement error would typically just be isolated to individual PMUs
and be frequently occurring, whereas the presence of a system event would be
captured by all PMUs just in varying magnitudes determined primarily by the
electrical distance to the event. A figure of uncertainty can then be established
based on the fluctuations present in the measured data. The lower the value of
fluctuation, the greater the confidence in the measurement from a given PMU.
Previous works on detrending power system data [111, 112], have focused on re-
moving trends or denoising power system data for the purposes of processing
transient oscillations, this is separate from the work implied here. The purpose
of detrending the data for this application is to highlight the specific changes in
the PMUs measured values as a result of captured transients on the network;
the process has the effect of filtering the normal variations in the signal that are
predominantly a feature of the high resolution measurement, placing the focus on
large changes over a very short time span. It is also possible that dynamic incidents
on the network such as the presence of oscillations could cause large fluctuations
in the data and these would also be captured.
5.2.1 The DFA Algorithm
The DFA algorithm is used to extract “extrinsic fluctuations” present in a signal
in order to allow the analysis of the signals “normal” variability. The first step
to implementing the DFA algorithm is the integration of the original signal x,
employed to remove any DC offset, Equation 5.1.
y(k) =
k∑
i=1
[x(i)− x¯] (5.1)
Where k is the sample number of the original signal and x¯ is the average value of
the signal over the period i = 1→ k. The integrated signal, y(k) is then divided up
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Figure 5.1: Data captured by a PMU over 4 seconds (200 samples at 50Hz).
The integrated signal y(k) with vertical dotted lines representing a box size of
n = 10, the solid red line segments representing the estimated “trend” in each
box from a linear least squares approximation.
into multiple windows or boxes of a selectable length n. A least squares first-order
linear approximation is then calculated for each of these boxes and this represents
the “trend” of that segment of the signal.
In Figure 5.1 the top graph shows the original signal x, in the voltage magnitude
data as measured by a PMU over a 4 second period. The bottom graph shows
the integrated signal and a box of size n = 10, has been selected to illustrate
the detrending process. The trend of the individual signal elements, yn(k) can be
considered as an approximation to the integrated signal y(k).
The next step is to detrend the integrated time series y(k) by removing the local
trend yn(k), for each box by subtracting it:
e(k) = y(k)− yn(k) (5.2)
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Figure 5.2: The integrated time series and the “trend” shown in red based on
a box size of n = 10. The detrended signal has the affect of almost filtering out
the “normal” portion of the signal, focusing on the captured transient
The detrended signal e(k) is now considered as the approximation error. An RMS
fluctuation of Equation 5.2 is then calculated by:
F (n) =
√√√√ 1
n
n∑
k=1
[e(k)]2 (5.3)
Where N = 200 and is the total number of samples in the original signal, for 4
seconds of PMU data at 50Hz. Through careful selection of the box size n, the
value of fluctuation calculated in Equation 5.3 can then be used to determine the
presence of an incident or gross measurement error captured by the PMUs. The
greater the value of F , the higher the variance in the signal and therefore the
greater the captured transient or data error. It should be noted that the value of
n will differ depending on the sampling frequency of the captured data. ncreasing
the sampling frequency will result in a larger box size as additional data samples
have to be included for the same time period. Conversely a reduced sampling
frequency could result in the event not being detected, as the transient state may
not be captured in the measurements.
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For this analysis a box size of n = 10 was selected to highlight any transient
changes occurring over 10 samples, either through a captured system event or
gross measurement error. It can be seen in Figure 5.2, this box size has the affect
of almost filtering out the minor fluctuations in the rest of the “normal” signal,
focusing on the actual transient itself. The corresponding value of fluctuation is
then based predominantly on the transient, so the larger the value of F , the greater
the measured transient on the network. Through comparisons with other PMUs
this will enable the approximate location of the incident to be determined, as the
PMU nearest the event would report the largest value of fluctuation.
The DFA analysis was carried out over the same time period as the example of
Figure 4.16, to confirm the visibility of the 1000MW generator trip. The results are
displayed in Figure 5.3, using phase angle difference data with the PMU at Harker
as the reference. The event is clearly detected, with the varying magnitude of the
fluctuation F indicating the proximity to the loss, with the PMUs at Brunel and
Langage detecting it in the greatest magnitude the event is clearly in the South of
the network, the larger value at Brunel would suggest its the closest monitoring
node to the event. In this instance the loss was in the interconnector to France to
the South East of the GB system.
The process also facilitates the use of PMUs from different voltage levels, through
the inclusion of the devices from the University network, as the DC offset is re-
moved as part of the DFA algorithm, the phase angles of the domestic supply
devices is accounted for.
Even localised events will be detected to some degree all around the network,
although in the Phase Angle difference, as can be seen in Figure 5.4 where circuit
switching of approximately 200MW on one of the Staythorpe circuits is detected
by DFA. The left plot shows the Voltage Magnitude results, where the event is
only shown at the Staythorpe PMU, the right plot shows the visibility of the event
in the Phase Angle difference at Langage as well.
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Figure 5.3: DFA on phase angle difference from NG, SPT and ELPROS PMUs
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Figure 5.4: DFA on voltage magnitude (left plot) and phase angle difference
(right) for a localised event at Staythorpe
5.2.2 DFA Exact Start of Event and Baseline Analysis
There is an increasing requirement to analyse generation loss events, as they pro-
vide the only opportunity to analyse the true dynamics of the power system and
the corresponding response of various parts of the system [30]. The primary ap-
plication being to estimate the inertia of the power system, as will be detailed in
Chapter 6.
A loss of generation will cause the system frequency to fall at a rate proportional
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Figure 5.5: Frequency trace following a 1000MW generation loss from a local
monitoring node (left plot). The corresponding DFA with varying box size
(right plot)
to the size of the loss relative to the amount of inertia present in the power system.
It is important to note that for the application of inertia estimation this has to
be an instantaneous loss of generation through breaker action, so as the system
experiences a moment of “free-fall” limited only by the inertia of the system [30].
In addition, in the case of a loss of plant made up of several generators, the loss
could be staggered, which could pose issues when determining an accurate value
on the size of the loss from SCADA measurements. As will be demonstrated in
Chapter 6, the exact start time of the event (t = t0) is also vital to determining
accurate values on the state of the power system at the time of the loss.
Using the DFA method two parameters have to be determined to achieve an accu-
rate detection, in the box size n to divide the dataset into before detrending and
the threshold value that signifies the start of an event. The method also needs
to take into consideration the measured transients that will be present in the fre-
quency following the generation loss, as these may affect the determination of the
exact start time.
The graphs of Figure 5.5 show, on the left plot, the frequency trace following a
generation loss of 1000MW, as measured by a PMU local to the event. At the
time of the loss the inertia of the system was relatively low and so the consequent
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Figure 5.6: Frequency trace following a 1000MW generation loss with a distant
monitoring node and relatively high inertia (left plot). The corresponding DFA
with varying box size (right plot)
measurement contains a large transient following a fast Rate of Change of Fre-
quency (RoCoF). The plot to the right shows DFA on the event with varying box
size from n = 2...100.
The event is clearly detected for all box sizes from n = 10 and above, as for n = 2,
the event cannot be differentiated from the background noise. Increasing the value
of n serves to reduce the level of background fluctuation, as the variance is seen to
be lower in the signal however, it increases the amount of ripple after the presence
of the event, as the window extends further along the dataset.
The graphs of Figure 5.6 show, on the left plot, the frequency trace following a
separate generation loss of 1000MW, as measured by the furthest PMU from the
event. At the time of the loss the inertia of the system was relatively high in
comparison with the previous event and so the consequent measurement contains
no transient and a relatively smooth decrease in the system frequency. The plot
to the right shows DFA on the event with varying box size from n = 2...100.
The event is clearly detected for all box sizes from n = 50 and above, with anything
below this value it becomes difficult to discern the event from the background
fluctuation level and so determination of an adequate threshold level becomes
impossible.
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Based on these 2 events, showing differing scenarios in terms of measured tran-
sients, the threshold for the t = t0 moment of the event is determined as the first
value after, F = 1 × 10−3, assuming a box size of n = 50. This ensures that
the event can be easily differentiated from background fluctuations. In order to
confirm this, analysis was carried out on a number of transmission loss events from
the GB system, using 3 PMUs with varying distances to the events, representing
different levels of measured transients and background noise.
The results of the DFA are shown in Table 5.1 from 3 PMUs on the GB trans-
mission network, it can be seen for all 10 events that the algorithm detects the
event above the previously assumed threshold level of F > 1 × 10−3, the events
are detected at the time the first value exceeds the threshold. Calculation of the
average background level for fluctuation is also seen to be well below the threshold
and so no false positives were detected.
Table 5.1: DFA on 10 generation loss events as identified by 3 PMUs from
the GB transmission system
Event ∆P BLYT STAY LAGA Mean Background
1 380 0.001116 0.001115 0.001237 0.000321
2 360 0.001079 0.001102 0.001082 0.000301
3 999 0.001263 0.001378 0.002061 0.000677
4 996 0.001056 0.001112 0.002403 0.000358
5 263 0.001055 0.001063 0.001497 0.000343
6 998 0.003630 0.002385 0.004363 0.000689
7 996 0.002046 0.001844 0.002420 0.000539
8 999 0.001014 0.001057 0.002209 0.000423
9 980 0.001184 0.001631 0.001967 0.000398
10 530 0.001144 0.001182 0.001043 0.000341
5.2.3 Instantaneous Generation Loss Determination
The specific requirements for a generation loss event suitable for inertia estima-
tion, as described above, are that the loss has to be instantaneous from a breaker
action and must not be staggered, so that the value of the loss can be deter-
mined through SCADA measurements. An example of such an event is shown in
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Figure 5.7: DFA on frequency data following an instantaneous generation loss
Figure 5.7, where the upper subplot shows the instantaneous loss of an intercon-
nector importing 1000MW, and the corresponding transient followed by a smooth
decrease in frequency.
Detecting a suitable event is achieved by observing the time-varying properties
of the extracted fluctuation F, obtained using DFA. The algorithm is run over a
sliding sample-by-sample window with a length of 50 samples (one second of data),
as determined from the previous section. When the fluctuation is first detected
to increase above a threshold fluctuation level of F = 1 × 10−3, the beginning
of a potentially suitable event is indicated. A suitable event is determined by
the narrow fluctuation pulse, with the threshold not being exceeded again within
1 second. Any additional fluctuations pulses, within this period would indicate
additional in-feed loss events, and due to the sampling rate of supervisory control
and data acquisition (SCADA) systems being less than 1Hz, an accurate value for
the in-feed loss, ∆P would not be possible.
The upper subplot of Figure 5.8 displays an event where the generation appears
as two small distinct loss events, leading to a non-monotonic frequency deviation.
The corresponding results from the DFA algorithm are shown in the lower subplot,
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Figure 5.8: DFA on frequency data following a staggered generation loss
where the suitability of the measured event to provide an estimate of inertia is
determined. In this instance multiple peaks are displayed in quick succession,
indicative of the non-simultaneous generation loss. Thus, the unsuitability of this
event for inertial estimation is confirmed. An accurate value of ∆P would not be
achievable from SCADA and so the corresponding accuracy of inertia estimation
would be unreliable.
5.3 Overview of HPC and Big Data Analytics
With the advent of the smart grid the power system is becoming increasingly
complex and computationally intensive. The power systems community faces the
challenge of finding suitable methods to solve growing computational issues, for
instance, processing massive volumes of PMU data. Such methods can be found
in the field of high performance computing (HPC) through parallel processing
methods.
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5.3.1 Parallel Processing Methods
The message passing interface (MPI) is a parallel programming model used to
parallelize computation across multiple processors or computers. The MPI model
has been used to distribute computation tasks over grid computing nodes [113]
and in [114] it was deployed in the HPC environment to parallelize a contingency
analysis algorithm. However, the MPI model still requires improvement in areas
such as parallel I/O, scalability and topology awareness.
An alternative approach can be found in cluster computing. In [115] a High-
Performance Hybrid Computing approach was applied to reduce the execution
time of massive contingency analysis algorithms. In this work the algorithm was
parallelized using a XMT multithread C/C++ compiler on Gray XMT (multi-
thread HPC computing platform) and conventional cluster computers. In ad-
dition, the work in [67] proposed a large scale smart grid stability monitoring
application using a conventional cluster of computers to speed up the analysis of
PMU measurements. These two separate approaches can increase the speed of pro-
gram execution by adding more processing nodes however, they rely on centralized
management, which can be vulnerable to node failure.
Gao et al. [116] used the parallel computing toolbox within MATLABs Distributed
Computer Server (MDCS) to parallelize their contingency analysis algorithm on
multiple processors, whilst in [117] a parallel processing method for two monitoring
techniques in Prony analysis and an extended complex Kalman filter on multicore
systems is explored. Similarly in [118] a genetic algorithm was parallelized. How-
ever, these approaches are not resilient and fault-tolerant. The aforementioned ap-
proaches can significantly reduce the execution time of large complex computation
however, applying these approaches in power system applications is not simply a
case of adding more processing units, they require careful design of programs and
middleware to make the applications compatible with underlying hardware and
software. Furthermore, these approaches (cluster and MPI based) can be scaled
by adding more processing nodes. However, they lack the ability to respond to
node failures. For example, if any processing node fails as a result of a hardware
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or software problem, they do not have any remedy to migrate the running tasks
to another available node.
Alternatively the work in [117, 119] proposes the cloud computing platform for
smart grid data storage and real-time analysis. The processing is parallelized in
cloud computing environments to achieve faster computation. To reduce the risk
of data accessibility during node failures, data is replicated on multiple machines
however, in the instance of node failures no solution is provided to gracefully assign
the running computation to another node.
A robust solution to these issues can be found in the Hadoop MapReduce frame-
work, proposed in a number of areas [120–123], offering a reliable, fault-tolerant,
scalable and resilient framework for storing and processing massive datasets. In
[120] a machine learning technique is applied whilst in [121] simple statistic cal-
culations (maximum, minimum and average) are used to process PMU datasets.
However, both of these works leave out the implementation details and provide no
evaluation of their methodology or results. The work [122, 123] uses the Hadoop
HDFS (Hadoop distributed file system) for storing data and Pig scripting language
for simple statistical calculations. The main focus of both works is to compare the
performance of the Hadoop distributed processing with the Multi Core system.
5.3.2 MapReduce Programming Model
MapReduce is a parallel and distributed programming model originally developed
by Google for processing massive amounts of data in a cluster computing environ-
ment [124, 125]. Due to its remarkable features such as fault-tolerance, simplicity
and scalability, MapReduce has become a major software technology in support
of data intensive applications [126]. MapReduce is a highly scalable model; thou-
sands of commodity computers can be used as an effective platform for parallel
and distributed computing.
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Figure 5.9: The MapReduce model.
As shown in Figure 5.9, the MapReduce model divides computational tasks into
Map and Reduce stages. In the Map stage, the computation is divided into sev-
eral Map tasks to be executed in parallel on cluster computing nodes or virtual
machines (VMs). Each Map task (a user-defined Map function) processes a block
of the input dataset and produces an intermediate result (IR) in the form of key/-
value pairs, which are then saved in local storage. In the Reduce phase, each
Reduce task (a user-defined Reduce function) collects the IR and combines the
values together corresponding to a single key to produce the final result. It should
be noted that the Map and Reduce functions are executed independently.
5.3.3 MapReduce Implementation with Hadoop
The MapReduce programming model has been implemented in a number of sys-
tems such as Mars [127], Phoenix [128], Dryad [129] and Hadoop [130]. Hadoop is
the most popular implementation of MapReduce and has been widely employed by
the community due to its open source nature. Hadoop was originally developed by
Yahoo to process huge amounts of data (over 300TB) across a cluster of low-cost
commodity computers [131]. It is worth noting that Hadoop not only works in
cluster computing environments, but also in cloud computing systems such as the
Amazon EC2 Cloud [132].
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The architecture of the Hadoop framework, as shown in Figure 5.10, comprises
its own file system, the Hadoop Distributed File System (HDFS) [133]. HDFS is
designed to store massive amounts of data (terabytes or petabytes) over a large
number of computer clusters and provides fast, scalable access to that data. The
system follows a client-server architecture, where there is a NameNode acting
as the server and multiple DataNodes that act as clients. The HDFS has high
availability (HA) features by providing the option to configure two NameNodes
in the same cluster in the form of an active NameNode or a passive NameNode
(Standby NameNode). This feature is used to reduce the risk of single points of
failure, providing a more robust solution. The passive NameNode deals with fast
failover in case the active NameNode crashes as a result of software or hardware
malfunction [134].
HDFS automatically splits input files into equal size blocks (64 MB or 128 MB by
default) that are distributed across the DataNodes. Each data block has multiple
replicas (3 by default), which are stored on different data nodes. If the cluster
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network topology has more than one rack then the block replicas will be stored
on different rack machines. The purpose of data replication and distribution on
different machines is to maximise reliability and availability of data.
The NameNode manages the namespace of the file system and regulates the clients
access to files. It does not store data itself, but rather it maintains metadata files
that contain information such as the file name, block id and number of replicas,
mapping between blocks and DataNodes on which the blocks are stored and the lo-
cation of each block replica. The DataNodes manage the storage directly attached
to each DataNode and execute the Map and Reduce tasks.
The JobTracker runs on the NameNode and is responsible for dividing user jobs
into multiple tasks, scheduling the tasks on the DataNodes, monitoring the tasks
and re-assigning the tasks in the instance of a failure. The TaskTracker runs on
DataNodes, receiving the Map and Reduce tasks from the JobTracker and period-
ically communicates with the JobTracker to report the task completion progress
and requests for new tasks.
Furthermore, the Hadoop MapReduce cluster has over 180 configuration parame-
ters. The system automatically assigns a default value for these parameters if the
user does not specify one during a job submission. It has been widely recognized
that setting an optimum value for these parameters can have a high impact on the
performance of a Hadoop job [135, 136]. Out of all the configuration parameters,
precise tuning of the following can have a significant impact on a jobs performance:
• io.sort.mb - Specifies the size of a buffer in memory (MB) used by a map
task when sorting a file. The default value is 100MB; however, higher values
can improve the performance by reducing the spill to the local disk.
• io.sort.spill.percent - Controls when the system will start the background
thread to spill the contents of the memory buffer to local disk. The default
value is 0.8 (80%).
• io.sort.factor - Determines the number of spill files to be merged. The default
value is 10 and can be up to 30 depending on the RAM of the system.
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• mapred.reduce.tasks - This parameter controls the number of Reduce tasks
to be set for a job. The default value is 1. However, the user can set more
Reduce tasks for a job depending on the structure of the application and
requirements of the user.
• dfs.block.size - Controls the size of data block. The default value is 64MB/128MB
however, it can be set to a larger size for improved performance.
• dfs.replication - This parameter controls the number of replicas for each data
block. The default value is 3. Increasing the number of replicas improves
the reliability however at cost of storage space.
• mapred.tasktracker.map.tasks.maximum - This parameter controls the num-
ber of Map tasks executed in parallel on a DataNode.
• mapred.tasktracker.reduce.tasks.maximum - This parameter controls the num-
ber of Reduce tasks executed in parallel on a DataNode.
• mapred.map.child.java.opts - Specifies the amount of memory for the Task-
Tracker to use when launching jvm (Java Virtual Machine). The default
value is Xmx200m.
5.4 The Design of PDFA
With the anticipated volumes of PMU data on the GB system set to increase
significantly over the next 5 years, algorithms need to be considered for timely
analysis of potentially massive datasets in near to real-time. For these reason
the DFA algorithm has been parallelised in the Hadoop MapReduce framework to
demonstrate the scalability of the algorithm and its ability to efficiently analyse
massive volumes of data [109].
The Parallel DFA (PDFA) has been tested and demonstrated in two stages, the
first through a laboratory based online setup, using a PMU installed at the do-
mestic supply and the openPDC platform [137] with a localised Data Historian
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Figure 5.11: Architecture of PDFA implementation.
(DH) to collect and store 50Hz resolution frequency data. The second, is the ap-
plication to the WAMS installed on the transmission system of GB, as an offline
Data Mining approach.
5.4.1 PDFA Implementation
The original DFA algorithm was implemented in MATLAB specifically for the
offline application of event detection and assessment for inertia estimation, the
approach focuses on small datasets and the determination of the t = t0 moment
or exact start time of a specific event.
The PDFA, is intended for the analysis of massive volumes of PMU data and
therefore has been implemented in the Hadoop MapReduce framework using the
Python programming language due to its flexibility and open source. The algo-
rithm has been implemented as depicted in Figure 5.11.
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A laboratory based setup at Brunel University comprises a domestic supply con-
nected PMU measuring positive sequence voltage values, frequency and RoCoF
at 50Hz. This data is sent through a Local Area Network (LAN) to an openPDC
historian. The openPDC software is configured in such a way that when the histo-
rian data size reaches 100MB, a new data storage file is created in .d format with
a corresponding time-stamp.
A data agent has been created in the Java programming language using a number
of Hadoop core libraries and the Java directory watch service package. The appli-
cation code is encapsulated in the while loop statement to execute continuously,
monitoring the historian folder to detect for the presence of new .d files. Once the
new file is created in the historian folder, the data agent application automatically
moves it to the Hadoop cluster HDFS storage.
It should be noted that the HDFS storage system is not capable of working with
the .d file format. At present this file is manually converted to .csv format using
the historian playback module within the openPDC software. This process will be
automated at a later stage.
Having proven the online data collection side of the system, the following analysis
can either be performed as a complement to this process or alternatively it can
work in a Data Mining sense where massive datasets are provided directly to the
HDFS storage in the .csv file format.
The Hadoop MapReduce facility supports a number of programming languages
such as Java, Python, and C++. Java is the native language of Hadoop and
so programs written in Java can be directly executed. Programs written in any
other language require application program interfaces (APIs) to execute them.
For example, programs written in C++ are executed through the Pipes API and
programs written in Python will execute through the Streaming API [138].
The PDFA was written in Python in the form of Map and Reduce functions, as
Python is an open source language and unlike Java contains a large amount of the
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required mathematical functionality for the DFA algorithm. The PDFA is then
executed through the Streaming API in the Hadoop MapReduce environment.
When a dataset is moved onto a Hadoop cluster, the HDFS automatically divides
it up into blocks B, as shown in Figure 5.10. The block size is specified in the
cluster configuration file (hdfs-site.xml), for instance, if a historian dataset is 16MB
and the block size value has been set to 2MB, then the total number of blocks for
that dataset will be 8 (16/2 = 8). The total number of Map tasks is equal to the
total number of blocks.
When the PDFA program is submitted to the Hadoop framework, the framework
automatically divides the PDFA program into a number of Map and Reduce tasks.
A block of the PMU dataset is assigned to each Map task and the number of Map
tasks executed in parallel to process the dataset depends upon the number of Map
slots specified in the cluster configuration file (mapred-site.xml). For the PDFA,
one slot was configured on each VM, as a result 8 Map slots were configured in
the cluster and so 8 Map tasks were executed in parallel to process the historian
dataset. The number of Map slots configured on a VM depends on the processing
capacity (physical memory and number of CPU cores) of the VM.
Each Map task processes the assigned data block on a sliding window of 50 samples
(as per the DFA algorithm) and calculates the fluctuation value F . The F values
are buffered in memory of size 100MB, which can also be set in the configuration
file. When the content of the buffer memory reaches a threshold value of 80%
(80MB) a background thread is started to spill the contents of the memory buffer
to a local disk as an intermediate result (IR). The number of IR files is equal to
the number of Reduce tasks.
After completion of the Map phase, the PDFA Reduce tasks are initiated and
collect the calculated F values. The number of Reduce tasks is also configurable
by the user in the configuration file. The number of Reduce tasks to be executed
in parallel depends on the number of Reduce slots configured in the configuration
file. For the PDFA, 8 Reduce tasks and 8 Reduce slots were configured, so as to
fully utilize all the available Reduce slots. Each Reduce task compares every value
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of F with the threshold value F = 1× 10−3, any value greater than this threshold
is flagged as an event for further analysis.
Most of the conventional cluster-based approaches have issues of reliability and
fault-tolerance. The PDFA is implemented in a Hadoop based cluster computing
environment, as it offers built-in remarkable features such as high availability,
fault-tolerance and scalability. The framework supports multiple replicas of the
data blocks and distributes them on different computers/VMs to overcome any fail
situations and delays. The cluster can easily be scaled by adding more processing
nodes to increase the speedup of computation. During the job execution, if any
processing nodes crash due to software or hardware failures, the jobTracker will
automatically detect it and assign the running tasks to another available node.
5.5 Evaluation and Results
The performance of the PDFA is compared with the original sequential DFA in
terms of efficiency and accuracy, using 6000 samples of frequency data (2 minutes
at 50Hz), provided by a PMU on the NG WAMS. The data contained a known
system event, in the loss of a generator exporting approximately 1000MW. In
order to create a Big Data scenario, this dataset was replicated a number of times
to provide a relatively large dataset with over 32 million samples.
5.5.1 Experimental Setup
The experiments were carried out using a high performance Intel Server machine
comprising 4 Intel Nehalem-EX processors running at 2.27GHz each with 128GB
of physical memory. Each processor has 10 CPU cores with hyper thread tech-
nology enabled in each core. The specific details of the hardware and software
implementation are displayed in Table 5.2. The analysis of the sequential DFA
was carried out on just one of the VMs, whereas the PDFA was run on up to 8
VMs.
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Table 5.2: Experimental configuration of the Hadoop cluster
CPU 40 Cores
Hardware
Processor 2.27GHz
Storage 2TB and 320GB
Connectivity 100Mbps Ethernet LAN
Operating System Ubuntu 12.04 TLS
Software
Python Version 3.3
JDK Version 1.6
Hadoop CDH 4.5
Oracle Virtual Box Version 4.2.8
openPDC Version 1.5
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Figure 5.12: Analysis of PDFA efficiency.
5.5.2 Results
A number of experiments were carried out to evaluate the efficiency and accuracy of
the PDFA method. From Figure 5.12. it can been seen that the PDFA outperforms
the sequential DFA in computation significantly using 8 VMs. The execution time
of the sequential DFA increases with an increasing number of data samples, while
the execution time of the PDFA remains relatively constant.
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Figure 5.13: The relative accuracy of PDFA compared to DFA.
The DFA algorithm works on a sliding window, so when comparing the output of
the sequential DFA with PDFA it is important to note the possibility of discrep-
ancies in results caused by data partitioning due to the way in which the datasets
are divided up for parallelization. This does not affect the PDFAs ability to detect
events; it just means that the F values could differ slightly from the DFA results,
as they may be analysing a slightly different set of samples. The results of the
PDFA are compared with that of the DFA and are displayed in Figure 5.13, the
relative accuracy of PDFA is very close to that of the sequential DFA, especially
in the cases of larger datasets, as the difference converges to zero.
The scalability of the PDFA in terms of a varied number of both VMs and data
samples was evaluated. Figure 5.14 shows the execution times of the PDFA when
processing 3 different sizes of dataset and a varied number of VMs from 1 to 8. The
PDFA clearly performs best in scalability on the largest dataset with 32 million
data samples. It can be observed that the execution time of the PDFA on each
dataset decreases with an increasing number of VMs employed. When processing
8M data samples, 4 VMs generated 2 times speedup, whereas 8 VMs generated
2.5 times of speedup. However, when the number of data samples is increased to
32M, 4 VMs generated 3.3 times of speedup whereas 8 VMs generated 5.4 times
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Figure 5.14: The scalability of PDFA, execution time against number of Map-
per nodes (VMs).
of speedup. With increasing numbers of data samples, the times of speedup will
be increased closer to the number of VMs.
Based on the results presented in Figure 5.14, the speedup of the PDFA in terms
of computation when processing the 3 different sized datasets was calculated using
Equation 5.4.
Speedup =
Ts
TN
(5.4)
Where Ts is the execution time of the PDFA on a single VM and TN represents the
execution time of the PDFA on N number of VMs. The results of this calculation
are displayed in Figure 5.15. Again, the PDFA achieves the best speedup in
computation on the largest dataset with 32 million data samples. However, as
shown by the dotted line in Figure 5.15, the results never achieve that which are
to be expected from Amdahl’s law [139].
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5.5.3 Speedup Analysis
When paralleizing a sequential program, the speedup in computation can be cal-
culated using Amdahl’s Law [139], defined in Equation 5.5.
Speedup =
1
(1− P ) +
P
N
(5.5)
Where P , represents the portion of the sequential programme in percentage that
can be parallelized and N represents the number of computers used in the com-
putation. Theoretically, in the case when a sequential program can be fully par-
allelized (P = 1), as was the case with PDFA, the speedup of the parallelized
program should be equal to the number of computers used in the computation N .
Therefore:
Speedup =
1
(1− P ) +
P
N
≤ N (5.6)
However, as shown in Figure 5.15, the closest speedup to Equation 5.6 that the
PDFA achieved in all the computation scenarios was 3.3 times faster than the
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sequential DFA when 4 VMs were used in the process. The speedup of the PDFA
never achieved N times in a Hadoop cluster with N computers even though the
sequential DFA was fully parallelized. This means that Amdahls Law in the form
of (5.6) is not sufficient in calculating the speedup of a parallelized program that
is executed in a cluster computing environment. This is because Amdahl’s Law in
this form does not consider the communication overhead of a user job in cluster
computing. For this purpose, a revision to Amdahls Law is proposed in the form
of Equation 5.7, to better reflect the speedup gain when parallelizing a sequential
program in cluster computing.
Speedup =
1
(1− P ) +
P
N
+R
< N (5.7)
Where R, represents the ratio of the communication overhead to the computation
of a user job, and R > 0.
The revised Amdahl’s Law (5.7) better explains the speedup of a parallel program
running in cluster computing. The larger a dataset is, the higher overhead in
computation will be incurred. As a result, the lower the ratio of communication to
computation would be achieved, which leads to a higher speedup in computation.
This well explains the speedup of the PDFA in computation when processing the
3 datasets with varied sizes.
To achieve an optimal performance in speedup, the ratio of communication to the
communication of a parallel program should be minimized. In the case of Hadoop
MapReduce clusters, the size of the segmented data blocks shall be large. On one
hand, a large size of data block will generate a small number of tasks that incurs
a small overhead in communication. On the other hand, a large size of data block
will lead to a high workload in computation. Therefore, a large size of data block
will lead to a low communication to computation ratio generating a high speedup.
To evaluate how the size of a data block affects the computational performance of
PDFA, the algorithm was run on a dataset of 352MB using 8 VMs with varied sizes
of data blocks ranging from 2MB to 32MB. From Figure 5.16 it can be observed
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that the execution time of PDFA decreases with an increasing size of data block.
The speedup of PDFA in computation goes up with an increasing size of data
block, as shown in Figure 5.17. It can be seen that PDFA is 2.04 times faster
in computation using 32MB data blocks than when using 2MB data blocks, thus
confirming a greater improvement in performance with larger datasets.
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5.6 Concluding Remarks
In this chapter a novel event detection methodology based on Detrended Fluctu-
ation Analysis (DFA) was presented. The method was demonstrated as a basic
means of event source location through identifying the closest PMU to an event,
and also the determination of the exact event start time (t = t0), deemed vital to
inertia estimation methodologies.
The suitability of a transmission system event to provide an estimate on the total
inertia of the power system was defined, the key requirement on this being the in-
stantaneous nature of the loss. The identification of such events was demonstrated,
again using the DFA algorithm.
The approach was then further expanded to be paralellised for the use on massive
volumes of PMU data. With this an introduction to Big Data analytics was
provided and the implementation of the Parallel DFA (PDFA) approach presented
in the MapReduce programming model.
The experimental results have shown the speedup of PDFA in computation whilst
maintaining relative accuracy in comparison with the sequential DFA. Based on
the analysis in the speedup of computation, an improvement to Amdahls law was
proposed, introducing the ratio of communication to computation to enhance its
capability to analyse the performance gain in computation when parallelizing data
intensive applications in a cluster computing environment.
Further work is proposed to investigate the methodologies to automatically op-
timize the configuration settings of Hadoop MapReduce parameters. This will
further improve the performance of the PDFA algorithm.
Chapter 6
Inertia Estimation of the GB
Power System
6.1 Introduction
The GB system is required to accommodate an increasing volume of renewable
energy, predominantly in the form of offshore wind, asynchronously connecting to
the periphery of the transmission system. This displacement of traditional thermal
generation is leading to a significant reduction in system inertia, thus making the
task of system operation more challenging.
The inevitable shift towards a more dynamic system compounds the existing issues
of calculating generator response and reserve requirements, which traditionally as-
sume that system inertia varies linearly with demand. With demand being met by
a growing percentage of asynchronous generation, such as renewables and HVDC
interconnectors, this assumption is becoming increasingly invalid. Frequency ser-
vices are becoming more complicated and less predictable throughout the day,
forcing reassessment of generation patterns and limitations on single circuit risks,
making it more difficult to maintain security for all credible contingencies.
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It is therefore necessary to gain an improved understanding of both the inertial
frequency response of the power system and the security of the system in real-
time. This will ensure the impact of incidents to specific areas of the network is
understood, facilitating more economically efficient operation of the power system.
In this chapter a method is proposed for estimating the total inertia of the GB
power system, by dividing the network into groups or regions of generation based
around the constraint boundaries of the GB network [11]. The inertia is first esti-
mated at a regional level before it is combined to provide a total estimate for the
whole network. This estimate is then compared with the known contribution to
inertia from generation, to provide an estimate for the currently unknown contri-
bution to inertia from residual sources; namely synchronously connected demand
and embedded generation. The approach is first demonstrated on the full dy-
namic model of the GB power system before results are presented from analysing
the impact of a number of instantaneous transmission in-feed loss events, using
phase-angle data provided by the 3 PMUs from the GB transmission network and
also the devices installed at the domestic supply at 4 GB Universities.
6.2 Frequency Response Requirements
The GB power system has no synchronous connection to any other national elec-
tricity networks, and therefore must rely on the actions of generators, DC con-
verters and additional demand services to control the system frequency as part of
an Ancillary Services Agreement [140]. The Security and Quality of Supply Stan-
dard (SQSS) [81] details the GB transmission system obligations on frequency,
which should nominally be kept at 50Hz, but is to be maintained within the de-
fined statutory limits of 49.5Hz and 50.5Hz (±1%). For an abnormal event that
is considered to be an instantaneous in-feed loss >1GW but below the greatest
instantaneous loss, which as of 1st April 2014 is 1800MW, the system may deviate
beyond these limits, but must be regulated to a minimum of 49.5Hz within one
minute.
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In addition to the SQSS limits, NG imposes its own operating limits of 50Hz
±0.2Hz for losses up to 300MW, and a maximum frequency deviation of -0.8Hz
for events considered to be abnormal. If the rate of change of frequency (RoCoF)
following such an event exceeds a predetermined limit, then protection systems
designed to monitor for loss of mains (LoM) and prevent the islanding of generation
embedded in the distribution network, may operate and further exacerbate the
fall in frequency. This is particularly problematic for NG, as there is little if any
visibility as to the amount of embedded generation online or whereabouts exactly
in the network it is.
To ensure that these limits are adhered to, a predetermined amount of synchronous
spinning reserve is held at any time for frequency response. It is important to
note that, at this point in time, there is no Automatic Generation Control (AGC)
implemented on the GB system. In addition, there are on-going actions to review
generation patterns and ensure additional fast acting reserve is made available if
required [12].
In order to establish the impact on system frequency of the increasing volumes
of variable speed wind turbines and HVDC convertor technology, NG formed a
Frequency Response Technical Sub-Group on 15th November 2010 [141]. To quan-
tify the future frequency response requirements, NG evaluated various generation
backgrounds based on its “Gone Green” scenario, at demand levels ranging from
20GW to 65GW. Each of the scenarios considered High, Average and Low Wind
conditions and was studied using the full dynamic system model implemented in
Digsilent Power Factory in order to ensure that the SQSS conditions could be sat-
isfied for the largest loss of 1800MW. The recommendations concluded that a Fast
Frequency Response (FFR) capability should be developed as it is less challenging
to implement than the alternatives of synthetic inertia services, considered to re-
duce the risk of further power reductions from the interaction with wind turbines
in the recovery period and avoid additional complications with RoCoF sampling
[141].
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Figure 6.1: Frequency response requirements on the GB transmission system.
A typical frequency trace following an in-feed loss, as a consequence of an abnor-
mal event, and the corresponding deployment of reserves to restore the system
frequency can be seen in Figure 6.1. Primary frequency response reserves must
have activated within 2-seconds of the instance of a loss (t = t0) and be fully deliv-
erable to the system at 10-seconds; these reserves must also be maintained, where
necessary, for a further 20-seconds. Secondary frequency response is deliverable
following primary response timescales, and can be required for up to 30-minutes
after an event. The purpose of primary response is to arrest the initial frequency
deviation, whilst the secondary response is required to restore the frequency back
to within operational limits.
The move towards FFR and rapid frequency response will require Primary response
services to have activated within 1-second of a -0.5Hz change in frequency and
have to be fully delivered to the system within 5 seconds, for users bound by
the provisions of the Grid Code including asynchronous generation, this allows
frequency response volumes to be reduced significantly [142].
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6.2.1 Inertia Contribution
Large synchronous generators provide the majority of the inertia to the GB system,
for which accurate power plant models and operating information are typically
available. The remaining system inertia termed as the residual contribution and
currently assumed to contribute around 20% to the total, is provided by small and
micro generation, which is embedded in the distribution network, where less spe-
cific information is available and by industrial, commercial and domestic demand,
for which there is very limited information available [12].
The existing assumption is that system inertia varies linearly with demand, as will
be shown, this assumption is becoming increasingly invalid, with growing volumes
of the demand being met by electronically decoupled generation such as HVDC
interconnectors and wind farms.
Large frequency deviations as a result of instantaneous in-feed losses are a rare
occurrence on the GB system, but at present these provide the only reliable source
of information on system frequency behaviour, and with it the only opportunity
to calculate estimates of total system inertia. Provision of accurate synchronized
frequency information pertaining to such events becomes vital when attempting
to perform these estimates. Additionally, an understanding of the measurement
algorithms employed and any limitations of a devices transient performance is now
also necessary [29, 30].
6.3 Power System Inertia Constant
The inertia of the power system is defined by the stored energy, E in the syn-
chronously rotating masses of the power system [58], defined as follows:
E =
1
2
Jω2r [MVAs] (6.1)
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where J , is the moment of inertia of a rotating shaft with the units kg ·m2 and ωr
is the angular velocity of the rotor in rad/s (mech). In this format the amount of
stored energy E is seen to vary with the velocity of the rotor, for this reason it is
common practice to define the stored energy with respect to an inertia constant,
H defined as the ratio of the stored kinetic energy at synchronous speed, ωr0 to the
VA rating of the machine, Sbase. This determines the amount of time in seconds
that the stored energy E could supply power to the system at an equivalent value
to the Sbase.
H =
1
2
Jω2r0
Sbase
[s] (6.2)
The Equation 6.2 is valid for all of the individual synchronous machines of the
power system, therefore the total inertia of the power system has to be calculated
as a summation for n = 1...N .
HTot =
N∑
n=1
1
2
Jnω
2
r0,n
Sbase,n
[s] (6.3)
Representing the inertia of the power system with respect to H(s) implies an
average value for the system. The work demonstrated in this thesis is concerned
with the total inertia of the power system, as a representation of a physical spinning
mass, for this reason the inertia is represented with respect to H·MVA.
6.4 Inertial Frequency Response Estimation
The inertial response of the GB system is considered to be the period up to one
second immediately following an in-feed loss, prior to the activation of primary
frequency response reserves. During this time, the system frequency response
is unregulated, and its behaviour is dictated primarily by the inertia present in
the power system. The RoCoF following such an imbalance between supply and
demand depends on the inertia present in the system at the time of the offending
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disturbance, as well as the size of the loss. This can be calculated from the swing
equation [58].
An unbalance in the torques acting on the rotor of a given machine, as a result of
a disturbance will cause an acceleration in torque
∆T = Tm − Te (6.4)
where ∆T is the change in torque due to the acceleration, Tm is the mechanical
torque and Te is the electromagnetic torque, all in N·m. The swing equation is
therefore
J
dωr
dt
= ∆T (6.5)
where ωr is the angular velocity of the rotor in rad/s (mechanical) and t is time
in seconds s. Combining Equation 6.2 into Equation 6.5 gives
J =
2 ·H · Sbase
ω2r0
⇒ 2 ·H · Sbase
ω2r0
dωr
dt
= ∆T (6.6)
we are concerned with system frequency, f at the electrical output of the genera-
tor, so accounting for the number of field poles pf of the generator and utilizing
the relationship ωr = 2pifr, the synchronous speed of the generator rotor in Hz
(electrical) is calculated as
f =
pf
2
fr. (6.7)
incorporating into Equation 6.6 in terms of electrical frequency f gives
2 ·H · Sbase
f 20
df
dt
= ∆T (6.8)
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It is more convenient to work with power as this can be more easily measured as
opposed to torque. The power is equivalent to the product of the torque and the
frequency of the rotor f [143], therefore
2 ·H · Sbase
f0
df
dt
= ∆P (6.9)
where ∆P is the difference between, Pm the mechanical power and Pe the electrical
output power of the machine, all in W . Rearranging leads to the more commonly
expressed equation relating the RoCoF to the total system inertia,
df
dt
=
−∆P
2HSbase
f0, (6.10)
where ∆P is the change in active power due to an in-feed loss in MW relative to
the systems load base in MVA, and f0 is the system frequency at the time of the
disturbance (t = t0).
With the amount of inertia from transmission connected generation on the decline
it is becoming increasingly important to understand the amount of inertia available
from residual sources. Accurate information on the availability of additional inertia
could serve to reduce frequency response requirements.
The known contribution to inertia from the transmission-connected generation
provides an upper limit to the maximum possible value of RoCoF; an accurate
measured value should thus always be less than this to account for inertia from
residual sources, namely generation embedded in the distribution network and
demand services in the form or electric motors.
On this basis the RoCoF, dfc,G/dt applicable to the centre of inertia [144] based
on generation only can be determined as
dfc,G
dt
=
−∆P
2HGEN
f0, (6.11)
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where HGEN, is the total inertia provided by transmission connected generation,
relative to the Sbase.
The residual inertia contribution can then be calculated, assuming an accurate
measurement for the dfc,T/dt applicable to the centre of inertia based on the total
system contribution, as the difference between the total system inertia, HTOT and
HGEN, where HTOT is
HTOT =
−∆P
2 · dfc,T
dt
f0 (6.12)
From this the inertia contribution from residual sources can be defined as:
HRES = HTOT −HGEN (6.13)
6.4.1 Factors Affecting Inertia Estimation
The ability to estimate the inertia of the system based on this swing equation
method is dependent on the accuracy of the measured data utilized in Equa-
tion 6.10, and can be summarised as follows:
• Precise data on the size of loss - dependant on the availability of accurate
metering.
• Online plant inertias, for the estimate of the residual contribution - accurate
knowledge of the connected plant to determine the total contribution to
inertia from generation.
• Identification of event start time (t = t0) - vital to determining the initial
conditions of the network in terms of system frequency, online plant and the
size of the loss.
• Accuracy of frequency measurement - poor resolution will limit the ability
to capture the inertial response of the system.
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• Method of RoCoF (df/dt) calculation - over the correct time-frame and
taking into account any measured transients.
• Location of measurement point relative to in-feed loss - respective localised
inertias and network connectivity.
The specific parameter estimated from online measured system data is the df/dt
or RoCoF experienced by the system during the loss of generation. It has been
shown in [30] that the location of the frequency measurement relative to the loss
is also a pertinent factor in the estimation. For an identical event, a measurement
taken from a location in the network which is weakly interconnected and has low
localised inertia will produce a higher magnitude estimate of RoCoF, relative to
the estimate yielded from a measurement taken from an electrically strong part of
the network with a relatively high inertia.
6.4.2 Frequency Calculation
The frequency measurements available on the GB system are predominantly pro-
vided through the upgraded DFR-type PMU devices. Although the measurements
are time-synchronised at source, they employ the zero-crossing method to calculate
frequency [103]. This frequency calculation method, compounded with potential
errors due to quantization, has at times resulted in poor frequency resolution, as
can be seen in Figure 6.2. For this reason, the analysis of the GB system is car-
ried out using frequency measurements calculated from the time derivative of the
voltage phase angle [36],
f̂ = fn +
dδ
dt
· fs
360
, (6.14)
as this provided better frequency estimates. Here, fn is the nominal system fre-
quency, δ is the voltage phase angle, and fs is the sampling frequency of the
measurement device.
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Figure 6.2: Frequency resolution from voltage phase angle compared with
DFR
6.4.3 RoCoF Calculation
It has been shown in [26, 27, 30] that a method of curve fitting is required to miti-
gate the impacts of measured transients in frequency following a loss in generation,
otherwise the calculated RoCoF may be significantly larger than anticipated for
the given system loss. Without some form of signal conditioning, the electrical
distance between the measurement and the location of the event is the primary
factor influencing the calculated RoCoF, as can be seen in Figure 6.3.
The upper subplot in Figure 6.3 shows the system frequency as measured from 3
installed PMUs located in the North, Midlands, and South of England, in response
to an in-feed loss of 1000MW in the South of England. It can be seen that the PMU
nearest to the event initially records the most significant frequency deviation, and
therefore yields the largest magnitude estimate of RoCoF, as shown in the lower
subplot. It should also be noted that the PMUs are from the same manufacturer
and are all the same model.
The RoCoF, as seen in the lower subplot, also has to be estimated over the relevant
time interval, between the start of the event and the onset of primary response.
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Figure 6.3: Frequency trace and calculated df/dt following a 1000MW in-feed
loss of generation in the South of the Network.
In the GB system, primary response can be observed deploying within one second
following an in-feed loss event.
For the GB system, previous works [30], based on the methodology of [26], have
demonstrated the use of a fifth order polynomial fit to the frequency data to
minimize the influence of the measured transients before estimating the RoCoF.
This has since been found to be unsuitable, as the fitting of the polynomial is
too dependant on frequency effects well outside inertial time-scales, due to the
curve having to be aligned with up to 20 seconds of data. The impact of primary
response services are well under operation during this time.
Following analysis of these measured transients in the frequency domain, it was
identified that in all cases the signal energy resulting from the transient distortion
was predominantly present above 0.5Hz, as shown in Figure 6.4, so a lowpass But-
terworth filter with a 0.5Hz corner frequency was utilized to isolate the dominant
system inertial frequency response, as shown in Figure 6.5. It should be noted
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Figure 6.4: FFT on measured frequency transients following 1000MW gener-
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Figure 6.5: Low pass filter applied to measured frequency transient.
that any delay introduced by the filter is considered negligible in this analysis, as
the filter is applied with the data purely from post event at t = t0.
Following the detection of a suitable event for inertia estimation, as defined in Sec-
tion 5.2.3, the RoCoF was then calculated using a 500ms sample-by-sample sliding
window, over a one second period following the in-feed loss. The maximum value
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Table 6.1: 22 generation loss events captured from the GB transmission system
System MVA
Event ∆P Demand (MW) Rating H H·MVA dfc,G/dt
1 380 37,648.40 50,658.89 5.01 253,932.63 0.0374
2 360 34,857.11 44,654.24 4.68 209,139.06 0.0430
3 354 24,243.20 34,149.15 4.56 155,858.45 0.0568
4 240 39,358.40 52,114.80 4.82 251,204.53 0.0239
5 590 22,809.65 36,568.45 4.93 180,125.10 0.0819
6 300 40,017.81 55,700.38 4.89 272,310.84 0.0275
7 212 34,924.69 51,022.18 5.10 260,056.55 0.0204
8 316 23,315.90 41,343.34 4.65 192,428.56 0.0411
9 320 23,145.50 39,123.14 4.50 176,032.93 0.0454
10 312 44,843.81 58,736.29 4.23 248,224.95 0.0314
11 324 46,085.60 59,201.60 4.29 253,840.30 0.0319
12 328 45,086.90 57,655.89 4.95 285,612.67 0.0287
13 312 39,928.30 52,593.65 4.98 261,934.93 0.0298
14 228 39,200.77 54,885.90 4.85 266,418.37 0.0214
15 999 23,190.70 37,918.44 4.96 187,890.67 0.1329
16 996 39,714.41 50,814.05 5.04 256,306.14 0.0972
17 263 23,551.20 34,341.95 5.41 185,821.70 0.0354
18 998 25,282.74 34,738.15 4.26 147,920.44 0.1686
19 996 32,919.81 39,119.95 4.47 174,881.98 0.1424
20 999 49,972.75 59,875.85 4.35 260,402.39 0.0959
21 980 38,305.31 49,649.10 4.07 201,902.08 0.1213
22 530 39,096.19 50,270.50 4.09 205,614.39 0.0644
was then taken to represent the free-fall period of frequency deviation following
the event before any frequency response services started to take effect.
6.5 Results and Analysis
A total of 22 events were detected on the GB transmission system using the DFA
method, for which data from 3 PMUs was available. The details of all 22 events
are shown in Table 6.1.
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The final column shows the theoretical maximum value of RoCoF, dfc,G/dt ap-
plicable to the centre of inertia based on generation only, calculated using Equa-
tion 6.11. It is then understood that a measured value, which accurately represents
the centre of inertia for the whole system should be higher than this to allow for
the residual contribution to inertia.
Using Equation 6.12 the total inertia for the GB power system was estimated
based on the measured values of df/dt from the 3 PMUs. The results are shown
in Table 6.2 for the total inertia estimation, it can be seen that the results vary
quite considerably. This is due to the localised inertias of the monitoring points
and the electrical distance of the monitoring points to the event. The location
of the disturbance governs the electrical distance to any monitoring point and
consequently how much of the loss is actually captured. In addition if a monitoring
point has a relatively high localised inertia the relative size of the loss will also be
smaller.
This will also affect the accuracy of any measurements of residual inertia and
the variance of the corresponding estimates can be seen from Figure 6.6. The
results are seen to vary amongst the events from between 4% to 45% and between
individual monitoring nodes, in the instance of Event 20, the variation is as much
as 40% between Langage and Staythorpe. This is all largely determined by the
amount of generating plant online at the onset of the event, or more specifically
whereabouts in the network the plant is connected.
The majority of the generation on the GB system is typically connected around the
Midlands of the GB system, with this in mind the PMU at Staythorpe is located
central to around 50% of the generating plant online, the location of the PMUs
relative to the generation on the GB system can be seen in Appendix A. Taking
the values exclusively from Staythorpe reduces the variance to between around 9%
and 45% but it is still too inconsistent, as the behaviour of the generators on the
outskirts of the network are not accurately represented.
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Table 6.2: Variation in measured df/dt from 3 PMUs
df/dt df/dt df/dt HEst HEst HEst
Event BLYT STAY LAGA BLYT STAY LAGA
1 0.0263 0.0263 0.0323 361,630.2664 361,795.1843 294,175.8995
2 0.0345 0.0310 0.0341 261,078.5841 290,325.1098 263,871.3902
3 0.0420 0.0442 0.0436 210,859.8794 200,315.7764 203,193.1844
4 0.0229 0.0165 0.0203 262,127.2843 363,758.8599 295,787.2209
5 0.0594 0.0591 0.0677 248,148.6939 249,434.8745 217,796.7794
6 0.0215 0.0205 0.0220 348,587.4514 366,078.8346 341,536.2808
7 0.0179 0.0179 0.0195 295,506.4795 296,759.7907 271,172.5215
8 0.0320 0.0336 0.0357 247,087.8813 235,460.5390 221,115.0023
9 0.0377 0.0378 0.0377 212,169.6551 211,726.9200 212,181.4624
10 0.0238 0.0246 0.0253 327,611.7979 317,010.4946 308,025.3200
11 0.0268 0.0258 0.0280 302,423.3158 314,444.3265 289,452.6500
12 0.0239 0.0233 0.0242 342,853.0812 351,815.6166 339,390.6887
13 0.0266 0.0265 0.0283 292,918.8148 293,858.6445 275,439.9078
14 0.0172 0.0195 0.0202 331,696.3957 293,044.2919 281,651.7977
15 0.1256 0.1154 0.1027 198,768.5132 216,316.2892 243,065.0822
16 0.0812 0.0723 0.0802 306,656.4225 344,308.0800 310,630.4934
17 0.0289 0.0285 0.0291 227,658.1972 231,090.8987 225,920.1979
18 0.1493 0.1474 0.1515 167,045.0629 169,237.5321 164,634.1217
19 0.1195 0.1025 0.1361 208,484.0475 243,026.0156 182,953.8572
20 0.0693 0.0581 0.0899 360,119.1917 429,562.0288 277,677.3799
21 0.0769 0.0723 0.0748 318,448.6215 338,502.4655 327,398.0341
22 0.0359 0.0358 0.0384 369,222.0229 370,148.6630 344,818.3122
A method is required that factors in the regional variations in the measurement
of df/dt relative to the localised inertias, whilst also accounting for the electrical
distance to the disturbance.
6.6 Regional Inertia Estimation
In this analysis, estimation of the total system inertia and not the average through-
out the network is of primary concern, so all of the results are presented with
respect to H ·MVA as opposed to H.
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Figure 6.6: Variation in residual inertia estimation from 3 separate PMUs
The location of an event within the power system defines the specific electrical
distance to generators and this in turn determines the corresponding frequency
response of those generators. The response of generators closer to the disturbance
will be more rapid and severe than the response of more distantly located genera-
tors [145]. Regardless of the electrical distance to a disturbance, the response of a
generator will still be in proportion to the size of the loss relative to the generator’s
inertia.
From the swing equation for the ith (i = 1...N) generator the relative proportion
of the loss ∆Pi as seen by a generator, i can be determined. It should be noted
that this is a time dependent variable, not all generators will ‘see’ the event at the
same time, due to the propagation delay through the power network.
∆Pi =
2Hi
f0
· dfi
dt
(6.15)
If the dfi/dt for all generators can be precisely measured, for example, from a
PMU installed at every generation bus, and with accurate information regarding
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the inertia of the ith generator, then the summation of N swing equations can be
used to determine the exact size of the loss, ∆P .
∆P̂ =
N∑
i=1
∆Pi (6.16)
Conversely, in the real system case for GB, if the size of the loss and total inertia
from generation is accurately known in advance, then the total inertia for the
whole system can be estimated from the ratio of the estimate of the loss ∆P̂ to
the known loss ∆P . In simple terms, how much additional inertia must there be in
the system in addition to that which is known about from transmission connected
generation to achieve an accurate estimation for the size of the loss.
HTotal =
∆P
∆P̂
×HGen (6.17)
The estimate of the loss ∆P̂ for the GB system should always be less than the
actual known value of the loss ∆P , to account for the residual contributions to
inertia.
6.6.1 Modelled Examples
In the following example the full dynamic model for the GB transmission system
was used, as represented and simulated in Digsilent PowerFactory. The mod-
elled scenario consisted of 104 individual generators, comprising 48 gensets, which
have been represented by 41 monitoring nodes, with electrically local generation
grouped together, as shown in Figure 6.7, as these points provided an accurate
representation of the frequencies of the individual generators.
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A simulation was run for 7 events spread across the network of England and Wales,
to provide insight into the visibility of events around the system, located as shown
again in Figure 6.7.
For the first simulated event a generator exporting 520MW to the network was
tripped off, the system demand in MW and the total inertia of the system in
H·MVA are as shown by the totals at the bottom of Table 6.3. The dfi/dt for
the individual nodes was calculated following a lowpass filter at 0.5Hz cutoff over
500ms and is also provided, along with the relative proportion of the loss ∆Pi that
was seen by each node. The system frequency, f0 at the time of the disturbance
(t = t0) was 50Hz.
It can be seen from Table 6.3 that for this simulated event the size of the loss was
accurately estimated, coming out at 520.0035MW. In order to emphasis the effect
that the relative location of the event to the monitoring node can have on this
type of estimation, if the maximum and minimum values of dfi/dt, as measured to
be -0.2373Hz/s and -0.0327Hz/s respectively, are taken and assumed to represent
the total system, from Equation 6.15 and the totals of Table 6.3 this would result
in a loss estimation of 2151.61MW and 296.49MW and respectively.
In order to understand how accurate the estimate can be based on the equivalent
monitoring nodes of the 3 PMUs installed on the GB transmission network, the GB
system was divided up into the North, Midlands and the South, according to the
system constraint boundaries, as outlined in [11]. The boundaries were determined
following detailed analysis looking at circuit flows, voltages and generator stability
risks following faults and the loss of circuits. This process went on to identify
critical circuits that can limit the flow of power from a specific area, in turn
informing the boundaries of the transmission system [11].
As can be seen in Figure 6.8, the North of the system was grouped as all generation
above constraint boundary B7a, combing al the generators in Scotland with the
North of England. The South of the network was combined as everything below
boundary B9 and the Midlands comprised of the generation in between the two.
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Table 6.3: Loss estimation on a modelled example from 41 monitoring nodes
MW MVA
Node Generated Rating Hi Hi ·MVA dfi/dt ∆Pi
1 2 11 3.25 35.75 -0.0443 0.0633
2 485 660 4.98 3286.80 -0.2373 31.1957
3 261 156 5.00 781.25 -0.0416 1.2996
4 1200 1554 4.38 6806.52 -0.0462 12.5874
5 75 162 7.55 1226.12 -0.0351 1.7200
6 4 8 2.47 19.76 -0.0473 0.0374
7 1424 2118 4.71 9965.19 -0.0439 17.5140
8 140 170 6.50 1105.00 -0.0439 1.9397
9 2570 4432 4.44 19673.65 -0.0358 28.2018
10 6 16 4.79 76.64 -0.0473 0.1450
11 795 1764 3.48 6138.72 -0.0853 20.9556
12 958 1176 4.46 5244.96 -0.0486 10.2008
13 3225 3880 3.79 14705.20 -0.0392 23.0830
14 22 28 3.10 86.80 -0.0413 0.1432
15 537 776 3.19 2475.44 -0.0740 7.3232
16 1231 1612 3.44 5545.28 -0.0434 9.6242
17 1332 1764 4.12 7267.68 -0.0400 11.6193
18 686 1179 7.62 8976.63 -0.0933 33.5008
19 1450 2352 3.50 8232.00 -0.0343 11.2838
20 400 900 8.90 8010.00 -0.0333 10.6680
21 657 956 4.39 4196.84 -0.0636 10.6771
22 55 160 6.28 1004.80 -0.0405 1.6291
23 1596 2298 6.02 13838.56 -0.0329 18.2348
24 590 776 3.15 2444.40 -0.0418 4.0862
25 2421 3132 3.52 11034.04 -0.0383 16.9081
26 909 1552 3.15 4888.80 -0.1155 22.5823
27 635 1552 3.84 5959.68 -0.0438 10.4406
28 1719 2940 3.50 10290.00 -0.0327 13.4515
29 480 1715 5.45 9346.75 -0.0468 17.4997
30 930 1176 4.46 5244.96 -0.0390 8.1893
31 404 818 7.12 5820.07 -0.0492 11.4602
32 54 462 5.71 2638.02 -0.1135 11.9766
33 20 36 4.10 147.60 -0.0478 0.2822
34 438 1040 7.70 8008.00 -0.1671 53.5351
35 1594 2065 4.81 9938.98 -0.0379 15.0599
36 1845 2352 4.46 10489.92 -0.0471 19.7513
37 68 85 5.00 425.00 -0.0638 1.0845
38 740 1236 3.61 4461.96 -0.0600 10.7166
39 1250 1638 4.00 6555.28 -0.1479 38.7810
40 56 93 2.24 208.32 -0.0488 0.4067
41 1 24 3.10 74.40 -0.0486 0.1447
Totals 33265 50823 4.46 226675.76 520.0035
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Figure 6.7: Location of monitoring nodes, installed PMUs and simulated
events
It can be seen from Table 6.4 that the PMUs for the North, Midlands and the South
correspond to nodes 3, 9 and 26 respectively. The grouped generation in terms of
demand and inertia are also displayed along with the estimated proportions of the
loss ∆Pi and dfi/dt, which remain the same as for the previous table. As previously
discussed the Midlands accounts for approximately 50% of the generation and
hence the inertia. The other two system groups are considerably lighter. The
estimate for the loss is now 3.6% higher than the known value however, if the
dfi/dt, from the Staythorpe monitoring point is used solely to represent the whole
the system, using Equation 6.15 and the totals from Table 6.3, the estimate for
the loss would be 324.5997MW, which is only 62.4% of the known value, with this
in mind the regional method can be considered extremely accurate.
To incorporate the available monitoring nodes from the University based WAMS,
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Figure 6.8: Generator groupings relative to PMU monitoring nodes
the network was divided again based on additional constraint boundaries, as shown
in Figure 6.8 by the dashed lines. The corresponding monitoring nodes represent-
ing the Strathclyde, Manchester, Birmingham and Brunel PMUs are 5, 10, 12 and
37, as shown in Table 6.5.
The inclusion of the extra 4 PMUs from the Universities has a large impact on
the results reducing the error to just -0.25% with the estimate for the loss being
just over 1MW out.
The same procedure was applied to all 7 loss events from Figure 6.7 with the results
of the estimation displayed in Table 6.6. With all 41 monitoring nodes available the
approach can be considered reliably accurate, with the results always being within
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Table 6.4: Inertia estimation on modelled example 1 based on 3 monitoring
nodes
MW MVA
Node Generated Rating Hi Hi ·MVA dfi/dt ∆Pi
3 7348 11607 4.12 47829.99 -0.0416 79.5891
9 15478 25497 4.52 115161.36 -0.0358 164.9111
26 10439 13719 4.68 63684.41 -0.1155 294.2220
Totals 33265 50823 4.46 226675.76 538.7222
Table 6.5: Inertia estimation on modelled example 1 based on 7 monitoring
nodes
MW MVA
Node Generated Rating Hi Hi ·MVA dfi/dt ∆Pi
3 3327 4224 3.38 14265.45 -0.0416 23.7303
5 2603 5479 3.91 21406.62 -0.0351 30.0549
9 11372 14490 4.21 61019.86 -0.0358 87.4707
10 4021 7383 4.28 31564.54 -0.0473 59.7226
12 2803 3928 4.51 17734.88 -0.0486 34.4922
26 4052 6951 5.38 37407.10 -0.1155 172.7909
37 5087 8368 5.17 43278.30 -0.0638 110.4358
Totals 33265 50823 4.46 226675.76 518.6975
about 1MW of exact, the approach accurately represents the whole network. The
results for 7 monitoring nodes showed notable improvement over the results for 3
nodes, which in itself in considerably more accurate than the method employing
just 1 node. Event 5 displaying the worst results because of its location in the
system, isolated at the end of a long line, it can be determined from this study
that a PMU is required local to that part of the system.
6.6.2 Results from Genuine GB System Events
Using the DFA method 22 suitable events were detected on the GB system, as
previously oulined in Section 6.5 and detailed in Table 6.7 where the known size
of the loss, ∆P and total inertia from generation, H · MVA are provided.
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Table 6.6: Inertia estimation accuracy based on 7 modelled examples
∆P̂ % ∆P̂ % ∆P̂ %
Event ∆P N = 3 diff N = 7 diff N = 41 diff
1 520 538.72 3.60 518.70 -0.25 520.00 0.00
2 601 644.50 7.24 633.73 5.45 600.32 -0.11
3 404 418.30 3.54 414.19 2.52 404.75 0.19
4 490 474.05 -3.26 492.27 0.46 490.41 0.08
5 486 494.76 1.80 492.45 1.33 487.51 0.31
6 645 669.43 3.79 657.29 1.91 644.87 -0.02
7 590 585.88 -0.70 588.78 -0.21 589.65 -0.06
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Figure 6.9: Known inertia from generation compared with total GB system
demand for 22 separate generation loss events
It is currently assumed that system inertia varies linearly with system demand, as
shown in Figure 6.9, this is becoming increasingly invalid on the GB system. The
figure shows the ratio of system demand against the known value of inertia from
generation, it can be clearly seen from the correlation coefficient, R2 value of 0.686
that this is definitely not a perfect linear relationship, system inertia does not
increase exactly in line with demand. As the amount of renewable generation is
continuing to increase and European market integration is continually developing,
the percentage of non-synchronous generation on the GB system is rising and so
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this assumption will become increasingly invalid.
Table 6.7: Inertia estimation based on 22 generation loss events from the GB
transmission system with 3 monitoring nodes
Event ∆P ∆P̂ HGen ·MVA HTot ·MVA HRes ·MVA % HRes
1 380 284.96 253,932.63 338,621.50 84,688.87 25.01
2 360 272.23 209,139.06 276,569.90 67,430.84 24.38
3 354 270.84 155,858.45 203,712.60 47,854.15 23.49
4 240 189.44 251,204.53 318,248.96 67,044.43 21.07
5 590 449.24 180,125.10 236,564.12 56,439.02 23.86
6 300 229.75 272,310.84 355,567.95 83,257.11 23.42
7 212 191.1 260,056.55 288,504.10 28,447.55 9.86
8 316 262.21 192,428.56 231,907.36 39,478.80 17.02
9 320 266.17 176,032.93 211,636.24 35,603.31 16.82
10 312 244.14 248,224.95 317,216.74 68,991.79 21.75
11 324 269.33 253,840.30 305,365.74 51,525.44 16.87
12 328 270.39 285,612.67 346,470.76 60,858.09 17.57
13 312 285.69 261,934.93 286,062.18 24,127.25 8.43
14 228 205.99 266,418.37 294,883.64 28,465.27 9.65
15 999 852.74 187,890.67 220,061.86 32,171.19 14.62
16 996 784.07 256,306.14 325,667.29 69,361.15 21.3 0
17 263 213.37 185,821.70 229,039.84 43,218.14 18.87
18 998 879.88 147,920.44 167,693.40 19,772.96 11.79
19 996 845.71 174,881.98 206,011.84 31,129.86 15.11
20 999 762.45 260,402.39 341,105.12 80,702.73 23.66
21 980 840.4 201,902.08 235,321.44 33,419.36 14.20
22 530 417.03 205,614.39 261,163.76 55,549.37 21.27
Average 50,433.49 18.18
The total inertia of the system was estimated based on the ratio of the estimate of
the loss ∆P̂ to the known loss ∆P , from Equation 6.17, using the regional inertia
estimation method based on the 3 available PMUs
The results of total system inertia estimation are displayed in Table 6.7 and with
this an estimate for the percentage of inertia provided by residual sources. The
residual sources estimate is seen to vary from around 8% to 25% of total system
inertia, with an average of 18.18% over the 22 events. When comparing these
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estimates to the results of Section 6.5, it can be seen that there is far less variation,
as the regional approach has much greater visibility of the network dynamics.
To further validate the regional approach data from the University PMUs was
added. Applicable data was only captured for 3 of the events, namely 18, 19
and 20, as the University system transmits the PMU data to a remote server and
currently operates on 2 weeks worth of rolling storage.
The network was divided into the 7 aforementioned regions, with the improvement
to total inertia estimation and hence the estimate for the residual contribution now
provided in Table 6.8.
Table 6.8: Inertia estimation based on 3 generation loss events from the GB
transmission system with 7 monitoring nodes
Event ∆P ∆P̂ HGen ·MVA HTot ·MVA % HRes
18 998 894.48 147,920.44 164,956.89 10.33
19 996 847.22 174,881.98 205,644.55 14.96
20 999 765.28 260,402.39 339,845.40 23.38
The inclusion of the data from the additional PMUs provides a marginal adjust-
ment to the inertia estimates. It should be noted that the 3 events were all from
the loss of the BiPole to France in the South East of England, and so for this event
the existing 3 NG PMUs can be considered to provide relatively good coverage
over the impact to the whole network.
Applying continuous analysis of transmission events is likely to yield a more ac-
curate estimate for the residual contribution to system inertia, this will also be
continually improved as additional PMUs are added to the network and the re-
liability and accuracy of the existing devices is improved. This will lead to an
increased coverage of the regional variations in the network. Further work is thus
proposed to investigate the PMU placement requirements for full visibility of all
system events, so that a robust monitoring solution can be developed to capture
the true inertial frequency response of the whole GB system.
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6.7 Concluding Remarks
In this chapter a method was demonstrated for estimating the total inertia of the
GB power system, by dividing the network into groups or regions of generation
based around the constraint boundaries of the GB network. The inertia was first
estimated at a regional level before a summation is provided to give a total es-
timate for the whole network. This estimate is then compared with the known
contribution to inertia from generation, to provide an estimate for the currently
unknown contribution to inertia from residual sources; namely synchronously con-
nected demand and embedded generation.
The accuracy of the approach was first demonstrated on the full dynamic model of
the GB power system before results were presented from analysing the impact of a
number of instantaneous transmission in-feed loss events, using phase-angle data
provided by the 3 PMUs from the GB transmission network and also the devices
installed at the domestic supply at 4 GB Universities.
The method was shown to be considerably more reliable than the approach based
on a single monitoring node of the system, with the estimate for the contribution
of inertia from residual sources coming out to between 8% and 25%.
Chapter 7
Conclusions and Further Work
7.1 Thesis Summary and Conclusions
The motivations for the research presented in this thesis were outlined in the first
chapter, stemming from the massive amount of changes due to impact the GB
electricity system as a result of the binding climate change targets enforced from
UK Government and European Parliaments [1–3].
The GB system is required to accommodate an increasing volume of renewable
energy, predominantly in the form of offshore wind, asynchronously connecting to
the periphery of the transmission system. This displacement of traditional thermal
generation is leading to a significant reduction in system inertia, thus making the
task of system operation more challenging. The inevitable shift towards a more
dynamic system compounds the existing issues of calculating generator response
and reserve requirements, which traditionally assume that system inertia varies
linearly with demand. With demand being met by a growing percentage of asyn-
chronous generation, such as renewables and HVDC interconnectors, this assump-
tion is becoming increasingly invalid [29, 30]. Frequency services are becoming
more complicated and less predictable throughout the day, forcing reassessment of
generation patterns and limitations on single circuit risks, making it more difficult
to maintain security for all credible contingencies.
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It is therefore necessary to gain an improved understanding of both the inertial
frequency response of the power system and the security of the system in near
to real-time. This will ensure the impact of incidents to specific areas of the
network is understood, facilitating a more economically efficient operation of the
power system. Importance is therefore placed on the provision of high resolution,
time-synchronised measurements that are now vital for this analysis [29, 30].
In Chapter 2 an introduction to the concepts behind phasor measurement technol-
ogy was provided, from the history behind PMUs to their growing use in electric
power systems today. A summary of the global PMU deployment approaches,
outlined that a large amount of investment is being provided to utilities and sys-
tem operators for the continued extension of WAMS networks, in a major effort
to provide an increased awareness of the evolving power system conditions. In the
case of the US system current funding sits at over $300 million [64].
The motivations behind the gloabal PMU deployments are similar and stem from
large challenges due to the integration of growing volumes of renewable generation
and increased levels of interconnection with neighbouring TSOs. With power being
transported over ever increasing distances at higher levels PMU data is being made
available to improve situational awareness for system operators by furthering the
wide area visibility of the power system.
The predominant application of synchrophasor technology is the monitoring of
intra-area oscillation damping, as growing transmission distances and increased
power flow variances are exciting existing modes. There is also growing concern
over the presence of new modes of oscillation as a result of the rapidly developing
systems.
One of the challenges identified in WAMS deployment are the supporting infras-
tructures in the communication systems and data storage requirements, as they
are very different from those of existing power systems operations. Taking the
example of the Chinese system where 10,000 phasors are already being stored at
100Hz in some PDCs, a phenomenal amount of data is being created [63], impor-
tance is firmly placed around understanding the long term storage requirements
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of WAMS networks. An understanding is also required as to the application in-
tentions of the PMU deployment, taking the example of the Nordic system where
PMUs have been installed primarily for inter-area damping estimation and the
PMU data is actually down-sampled to 10Hz [73] saving hugely on the storage of
data, without compromising the accuracy of the applications. It is important to
note however, that the downsampling of PMU data may not be suitable for the
GB system as this could reduce the accuracy for other applications, such as inertia
estimation or the monitoring or SSR, as is the inention in the VISOR project [59].
The other TSOs also already have experience with a lot of the new technology
challenges set to face the GB system, with TCSC and intra-network HVDC al-
ready part of some of the networks. The most apparent example of this being
the progression of the Nordic system from WAMS to WACS over a 5-10 year
period [77], as it outlines the experience and knowledge required from the moni-
toring applications to be able to progress to wide-area control. The coordination
between the involved TSOs of the network is also vital and this compares with
the future requirements for WAMS on the GB system, in the necessity to acquire
synchrophasor data from all of the TO’s.
In order to understand the scale of the future monitoring challenges a review was
provided of the existing SM practices at NG in Chapter 3. The current approaches,
some of which having been in place for up to 20-years, were not deemed suitable
to meet the requirements of the evolving network [79]. With growing levels of
system variability and complexity, the traditional network assessment approach
is deemed to be conducted too far in advance of live operations and as such is
becoming increasingly unreliable. Greater accuracy is proposed with real-time
system monitoring through the installation of PMUs or similar synchrophasor
capable devices. The PMUs will also permit massive improvements to offline
studies, through the relative ease of collating and time-aligning the data [87].
However, until recently [59], no direct funding had been made available for the
wide scale deployment of PMUs. By contrast with the experience of other TSOs,
the newly approved GB project (December 2013) has a more specific focus on
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applications, and is not intended to fund a widespread rollout of PMUs. The GB
project will facilitate data sharing between the three TOs, as recommended in this
thesis, and trial new applications for risk mitigation and constraint management.
Infrastructure requirements will also be addressed, but the actual widespread de-
ployment is expected by the regulator to be justified as business as usual expense.
All of the previous installations of PMUs on the network has been part of busi-
ness as usual practices. PMUs have predominantly been provided to the network
through the upgrading of DFRs, as part of a bottom-up approach whereby the
provision of synchronised data and how it can benefit areas of planning, opera-
tions and eventually control actions, is expected to develop business cases. It has
been suggested that PMUs could provide improvements to a number of existing
monitoring practices, through increased data resolution and the added benefit of
time-synchronised measurements [79]. The installation of PMUs would offer a
means to combine the SM requirements of DSM, PQ and FATE and mat also
provide visibility for ASBMON requirements [79].
This could result in a potentially large quantity of PMUs, the following would
therefore need to be confirmed:
• The data resolution requirements for individual SM applications.
• Identification of communication system requirements for each different SM
function.
• The need for and capacity of data storage, either locally, remotely or both,
for all SM equipment.
With the increasing connection of HVDC interconnectors and non-synchrnous
wind farms to the network, concern is growing around power quality through
increased interactions with the AC system and displacement of system inertia. To
that extent much greater knowledge is required over the systems dynamics [29].
The provision of data from the Scottish TOs is also becoming vitally important
to securing such future networks, as a large amount of the new generation and
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technology is being installed in the Scottish part of the network, increasing the
amount of uncertainty around system performance. It is also suggested that, as
European market integration continues to develop, shared PMU data with the
neighbouring TSOs of Ireland Central Europe and the Nordic countries may also
be required, as the relative security of one system will have an increasing impact
on the others.
In Chapter 4 the existing WAMS of the GB transmission system was analysed.
Comparisons were made between the voltage magnitude and phase angle values of
the PMUs with the output values from the SE. This served to both validate the
data from the PMUs and also further highlighted some measurement errors with
one of the devices [40]. The comparison was confirmed as being straightforward
during steady-state operation and it was outlined that the presence of a system
event should be used as a trigger to re-run the SE so that the most up to date
view of the network could be provided [40].
An analysis was also provided of the communications infrastructure of the WAMS
network in the configuration within NG’s BLAN, it was concluded that this would
only be suitable going forward if a dedicated proportion of the LAN could be re-
served for SM. Monitoring nodes that are identified as vital to the operation of the
transmission system should potentially be equipped with localised storage so that
in the absence of sufficient communications the data is not lost. Alternatively, as
PMUs become more critical to the planning and operation of the transmission sys-
tem, they should be installed within a robust and reliable communications network
[40]. The requirements for the future volumes of data storage were also consid-
ered along with the necessity for fast acting event detection algorithms capable of
analysing massive datasets.
The ability of a University based WAMS network to monitor the transmission
network was discussed and demonstrated to provide greater visibility for applica-
tions concerned with post-event analysis. The data was shown to provide greater
insight into the response of the network to system events, through the provision
of frequency and voltage phase angle data [29].
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Having outlined the requirements for event detection algorithms, Chapter 5 pre-
sented a novel methodology based on Detrended Fluctuation Analysis [40]. The
method was demonstrated as a basic means of event source location through the
identification of the closest PMU to an event, and also the determination of the
exact event start time (t = t0), deemed vital to inertia estimation methodologies.
This work led on to determining the suitability of a transmission system event to
provide an estimate for the total inertia of the power system, the key requirement
being the identification of the instantaneous nature of a loss. The identification of
such events were demonstrated, again using the DFA algorithm [29, 30]. Under-
standing the future requirements for fast acting algorithms and the implications of
large datasets, the approach was then further expanded to be paralellised for use
on massive volumes of PMU data. With this, an introduction to Big Data analyt-
ics was provided and the implementation of the Parallel DFA (PDFA) approach
was presented in the MapReduce programming model [109].
Experimental results proved the speedup capabilities of PDFA in computation
whilst maintaining relative accuracy in comparison with the sequential DFA. This
analysis into the speedup of computation, led to an improvement to Amdahls law
being proposed, this work introduced the ratio of communication to computation
to enhance the capability to analyse the performance gain in computation when
parallelizing data intensive applications in a cluster computing environment [109].
In Chapter 6 a method was presented for estimating the total inertia of the GB
power system. Following a demonstration of the issues associated with the existing
literature based methods of inertia estimation, a method was proposed based on
the summation of inertia estimates at a regional level [29]. The method divides the
network into groups or regions of generation based around the constraint bound-
aries of the GB network, before calculating an accurate value of localised inertia.
The summation of these regional estimates is then considered to represent the
total inertia of the power system. The value is then compared with the known
contribution to inertia from generation, to provide an estimate for the currently
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unknown contribution to inertia from residual sources; namely synchronously con-
nected demand and embedded generation.
The accuracy and reliability of the regional methodology was initially demon-
strated on the full dynamic model of the GB power system before results were
presented from analysing the impact of a number of genuine instantaneous trans-
mission in-feed loss events, using phase angle data provided by the 3 PMUs from
the GB transmission network, specifically devices from the England and Wales
network. The approach was further qualified using the devices installed at the do-
mestic supply from 4 GB Universities. The method was shown to be considerably
more reliable than an approach based on a single monitoring node of the system,
which presents comparably unusable results. The estimate for the contribution of
inertia from residual sources was estimated to be between 8% and 25% [29], which
confirms a reluctance to work with the previous assumed value of 20%.
7.1.1 Thesis Contributions
The research that has been presented in this thesis was concerned with three
specific areas:
• The identification of disturbances on the transmission network.
• Determining the suitability of a disturbance to provide an estimate of the
total inertia available in the power system
• The development of a method to determine the inertia available in the power
system, more specifically to estimate the percentage of inertia provided by
residual sources.
The first area led to the development of a novel event detection algorithm based
on Detrended Fluctuation Analysis [40]. This method was initially suggested to
form a trigger for the activation of the steady-state estimator, prompting it to
be rerun to provide the most up to date view of the network. The method also
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provides a basic method of event source location by identifying the PMU closest
electrically to a disturbance [40].
The algorithm was then developed for the specific identification of frequency dis-
turbances for the purpose of inertia estimation, from an understanding that these
events provide the only means of analysing the true response of the power system
[29, 30]. The impending future requirements for fast acting algorithms and the
implications of large datasets, led to the approach being expanded and paralellised
for the use on massive volumes of PMU data [109].
The second area identified the specific requirements for a generation loss event
suitable for inertia estimation. The inertia estimation approaches are based on
the swing equation and as such require a loss to the system prompting the system
frequency to fall. It is required that the loss is instantaneous from a breaker action
and must not be staggered such as a loss from multiple gensets, so that the value
of the loss can be determined through SCADA measurements [29, 30].
This can be determined with the DFA method, which also identifies the exact
start of the event, also deemed to be key to maintaining the accuracy of the
inertia estimation methodology [29, 30].
The third area recognised the requirements for a greater understanding of the iner-
tial frequency response of the GB power system, and with this greater knowledge
was required over the variations in terms of frequency stability around the sys-
tem. This should enable a more accurate approach to the calculation of generator
response and reserve requirements, facilitating a more economic operation of the
power system.
On this basis a method was demonstrated for estimating the total inertia of the
GB power system. Based on the summation of separate estimates of inertia from a
regional level. The method divides the network into groups or regions of generation
based around the constraint boundaries of the GB network. This estimate is then
compared with the known contribution to inertia from generation, to provide an
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estimate for the currently unknown contribution to inertia from residual sources;
namely synchronously connected demand and embedded generation [29].
7.2 Further Work
In the following section further work is proposed as a continuation of the work
presented in this thesis.
7.2.1 Modelling and Analysis of WAMS Information and
Communication Technology Infrastructures
In order to understand the minimum requirements in terms of bandwidth for a
WAMS communications network, a simple model has been developed using the
network simulation tool OPNET.
The model consists of 6 substations, configured to have different distances from
the PDC, based on the known geographical distances at this stage, as the true
length of the communications link will be unknown. The connectivity in terms of
network link bandwidth is the same as for the real case shown in Figure 4.3, with
substation 4 having a 2Mbps link and the rest having a 256Kbps link. In addition
substations 5 and 6 have been equipped with two PMUs.
At this stage, to tailor the performance to be comparable with the measured
results of Figure 4.4 different levels of background traffic have been factored into
the model. Background traffic is introduced by adding additional workstations into
the substations. All substations have one local server and several workstations.
Substations 1 to 3 are assumed to have a similar structure and each of them has
five workstations such that one of them is defined to operate as a PMU, this
is equivalent to having 50% background traffic. Substation 4 was modelled to
have 13 workstations with one of the workstations as a PMU, equivalent to 70%
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Figure 7.1: Network latencies for 6 modelled PMUs using the OPNET model
background traffic. Finally, substations 5 and 6 have been configured with 0%
background traffic.
To account for the different PMUs internal processing latencies a delay of 95ms
was introduced into the node model for substation 1 to be consistent with the
parameters of the Arbiter PMU and a 30ms delay was introduced into all the
other substations through the packet stream connected to the application layer.
The initial results are as displayed in Figure 7.1 and are comparable with the
original analysis carried out on the wireshark data in Chapter 4.
The model has been used to analyse the minimum amount of dedicated bandwidth
required to achieve suitable performance from 256Kbps and 2Mbps links, it can
be seen that the 256Kbps link starts to show unsatisfactory performance when the
background traffic exceeds 40%. The sudden rise in latency is considered to either
be due to 100% utilisation of the bandwidth or as a result of collisions from the
retransmission of TCP packets.
It is proposed that this model be improved with the provision of additional data
on the performance of the real WAMS network at NG. More specific details will
also be added to the model to cater for the different internal delays for all PMUs
in use on the GB system. It is also proposed to develop the model to consider the
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Table 7.1: Network latencies for variable background traffic
Background Number Bandwidth 256Kbps Bandwidth 2Mbps
Traffic (%) of PMUs Latency (ms) Latency (ms)
1 82.3 80.0
0 2 83.8 80.7
3 84.8 82.1
4 86.3 82.3
1 87.3 80.3
20 2 88.8 81.3
3 91.3 82.3
4 101.1 82.7
1 92.4 81.6
40 2 97.4 82.2
3 133.6 82.7
4 3512.9 84.0
1 107.4 83.7
60 2 176.3 84.1
3 3603.8 84.9
4 - 85.0
future WAMS network that will contain multiple PDCs and a SPDC to determine
the requirements in terms of network connectivity at the various levels.
7.2.2 Development of an Ambient Inertia Estimation Method-
ology
Existing methods for the estimation of power system inertia are based on analysis
following a disturbance such as a generation trip, these do not occur frequently
enough on the GB system to provide network operators with up to date enough
information, a method is required to determine the relative stability of the system
in near to real-time.
The following section details some initial work analysing the ambient data of the
power system to investigate any potentially detectable correlation between the
inertia of the power system and the dominant inter-area mode of oscillation.
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Figure 7.2: Total system demand with contribution from synchronous gener-
ation.
Inter-area oscillations are a common feature in interconnected power grids. They
occur where two or more groups of generators connected through a relatively weak
interconnection swing against each other. The frequencies of the oscillations are
specific for each power system, and may also depend on the current operational
conditions of the system. The modes are continually excited as a result of varia-
tions in generation and demand, system faults, and standard switching operations.
However, the overriding influence over the oscillations is known to be the relative
strength or the impedance of the network, and the inertia of the interconnected ar-
eas of the power system. The damping ratio and frequency of the inter-area mode
will both decrease as system inertia and tie line impedance increase [146, 147]. It
is important to note that the dominant inter-area mode present in the GB system
[13, 148] is typically well damped, due to power system stabilizers (PSS) installed
at generators throughout the GB network. The damping of inter-area modes can
also be influenced by voltage control devices such as SVCs that do not contain an
inertia component.
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Figure 7.3: Total inertia from generation (H ·MVA), including a split between
Scotland and the network of England & Wales.
7.2.2.1 System Studies
To identify the inter-area mode of the GB system the voltage phase angle differ-
ence between the PMU closest to the Scotland-England border at Blyth and a
reference node was analysed. The PMU located nearest to the electrical center
of the network at Staythorpe provided the reference phasor. The analysis was
carried out on data sampled at 50Hz for a day representing the summer minimum
demand of 2013, where the configuration of the boundary circuits and the hence
the impedance remained constant. The system demand for the day is displayed
in Figure 7.2, separated in terms of the total demand and the amount of that
demand that is met with synchronous generation.
The amount of synchronous generation online is shown in Figure 7.3, with the
contribution from the Scottish system separated from that of the England & Wales
portion of the network. For this specific day, the synchronous inertia of the Scottish
system is less than one-third that of the system of England & Wales. The quantity
of synchronous inertia in the Scottish portion of the system is seen to remain
relatively constant, whereas the England & Wales portion of the network has an
inertia which is observed to vary throughout the day.
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Figure 7.4: Analysis of the inter-area oscillation frequency using Prony’s
method.
7.2.2.2 Inter-Area Oscillation Analysis
The Prony algorithm was run in the Matlab environment using a 20 second (1000
samples) sliding window with a 50% overlap. The results for the frequency esti-
mation are displayed in Figure 7.4.
The modal frequency can be seen to reduce beginning at 06:00, which correlates
to the increase in inertia from generation as shown in Figure 7.3. The modal
frequency then begins to increase again at around 18:00-19:00 as the system inertia
begins to decrease due to reduced system generation. From these results it can be
seen that the varying inertia of the system in England & Wales is the dominant
factor affecting the frequency of the inter-area oscillation.
7.2.2.3 System Impedance Analysis
In order to further investigate the effect of the tie line impedance on the modal
frequency, an analysis was carried out over two separate days where all of the
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Figure 7.5: Frequency of inter-area mode plotted against inertia from gener-
ation, with all tie line circuits in service.
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Figure 7.6: Frequency of inter-area mode plotted against inertia from gener-
ation, with one of the tie line circuits out of service.
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boundary circuits were connected and therefore the impedance maintained con-
stant value. The known inertia from generation was compared against the av-
erage frequency over half-hour windows. The results in Figure 7.5 show a good
correlation over a wide range of inertial values, with modal frequency reduction
corresponding to the increase of inertia.
The same study was applied with one of the double circuits of the Anglo-Scottish
tie line running as a single circuit, thus increasing the impedance of the link. The
results displayed in Figure 7.6 again show good correlation, but the overall modal
frequency is reduced relative to the previous case for similar values of inertia, as
a result of the impedance increase.
It is proposed that this analysis be carried out for a wider range of scenarios,
potentially combining data from the Scottish network to provide a more accurate
picture of the inter-area mode. The amount of powerflow down the interconnection
also needs to be taken into consideration.
Appendix A
Generation Boundaries and
Location of PMUs
This section serves to illustrate the location of the PMUs used in the analysis
presented in this thesis. It also depicts the generation boundaries of the GB
transmission system, as utilised in Chapter 6.
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Figure A.1: Location of installed PMUs used in this thesis
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Figure A.2: Generation boundaries of the GB transmission system
Appendix B
Location of DSM Units in
England and Wales
This section serves to illustrate the location of the DSM units on the transmission
system of England and Wales, all of the these devices have the potential to provide
PMU functionality.
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Figure B.1: Location of DSM units on the transmission system of England
and Wales
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