Abstract. Given a network modeled as a graph G with each link associated with a cost and k weights, the Constrained Shortest Path (CSP(k)) problem asks for computing a minimum cost path from a source node s to a target node t satisfying pre-specified bounds on path weights. This problem is NP-hard. In this paper we propose a new approximation algorithm called GEN-LARAC for CSP(k) problem based on Lagrangian relaxation method. For k = 1, we show that the relaxed problem can be solved by a polynomial time algorithm with time complexity O((m + n log n)
Introduction
Recently there has been considerable interest in the design of communication protocols that deliver certain performance guarantees that are usually referred to as Quality of Service (QoS) guarantees. A problem of great interest in this context is the QoS routing problem that requires the determination of a minimum cost path from a source node to a destination node in a data network that satisfies a specified upper bound on the delay of the path. This problem is also known as the Constrained Shortest Path (CSP) problem. The CSP problem is known to be NP-hard [5] . So, in the literature, heuristic approaches and approximation algorithms have been proposed. Heuristics, in general, do not provide performance guarantees on the quality of the solution produced. On the other hand, -approximation algorithms deliver solutions within arbitrarily specified precision requirement but are not efficient in practice. References [6] , [8] , [13] present -algorithms and contain several fundamental ideas of interest in developing such algorithms.
There are certain approximation algorithms based on mathematical programming techniques. These algorithms start with an integer linear programming (ILP) formulation and relax the integrality constraints. The relaxed problem is usually solved by Lagrangian dual (relaxation) method. The first such algorithm was reported in [7] by Handler and Zang. It is based on a geometric approach which is also called the hull approach by Mehlhorn and Ziegelmann [15] . More recently, in an independent work, Jüttner et al. [10] developed the Lagrangian Relaxation based Aggregated Cost (LARAC) algorithm which also uses the Lagrangian dual method. In contrast to the geometric method, they used an algebraic approach. In another work, Blokh and Gutin [2] defined a general class of combinatorial optimization problems of which the CSP problem is a special case. In a recent work, Xiao et al. [21] drew attention to the fact that the algorithms in [2] , [7] , [10] are equivalent. In view of this equivalence, we shall refer to these algorithms simply as the LARAC algorithm. Ziegelmann [24] provides a fairly complete list of references to the literature on the CSP and related problems.
The CSP(k) problem is more general than the CSP problem in that it allows more than one delay constraint. Given a communication network modeled as a graph G with each link in the graph associated with a cost and k(≥ 1) weights, the CSP(k) problem asks for a minimum cost path from a source node s to a target node t satisfying multiple constraints on the path weights.
A variation of CSP(k) problem, Multi-Constrained Path (MCP) problem has also been a topic of extensive study. The difference between CSP(k) and MCP problems is that MCP problem only asks for a path satisfying all the constraints simultaneously without the requirement of minimizing the cost. For the MCP problem, a series of heuristics and approximation algorithms can be found in [4] , [9] , [11] , [12] , [16] , [22] , [23] .
Two methods for the CSP(k) problem based on mathematical programming have been proposed by Beasley and Christofides [1] , and Mehlhorn and Ziegelmann [15] . Reference [1] uses a subgradient procedure to compute the Lagrangian relaxation function of the ILP formulation. With geometrical interpretation of the algorithm of [7] , the authors of [1] proposed an algorithm called hull approach which is a special case of cutting planes method [18] .
In this paper we present a new approach to the CSP(k) problem using Lagrangian relaxation. We first show that for k = 1, an approximation solution can be computed in O((m + n log n)
2 ) time. Because this algorithm and LARAC are based on the same methodology and obtain the same solution, we also denote our algorithm as LARAC.
For arbitrary k, we use our LARAC algorithm as a building block and combine it with ideas from mathematical programming to achieve progressively higher values of the Lagrangian function. We present the GEN-LARAC algorithm and prove its correctness and convergence properties in Sect. 3. Simulation results comparing our algorithm with two other algorithms are presented in Sect. 4. We conclude in Sect. 5 pointing out that our approach is quite general and is applicable for the general class of combinatorial optimization problems studied in [2] .
Problem Definition and Preliminaries
Consider a directed graph G (N, E) where N is the set of nodes and E is the set of links in G. Each link (u, v) is associated with a set of k + 1 additive non-negative integer weights C uv = (c uv , w 
, for all i = 1, 2 . . . , k (r i is called the bound on the ith delay of a path).
The CSP(k) problem is to find a minimum cost feasible s-t path. An instance of the CSP(k) problem is strictly feasible if all the feasible paths are strictly feasible. Without loss of generality, we assume that the problem under consideration is always feasible. In order to guarantee strict feasibility, we do the following transformation.
For i = 1, 2 . . . , k, transform the delays of link (u, v) such that the new weight vector C uv is given by C uv = (c uv , 2w
Also transform the bounds r i 's so that the new bound vector R is given by R = (2r 1 + 1, 2r 2 + 1 . . . , 2r k + 1).
In the rest of the paper, we only consider the transformed problem. Thus all link delays are even integers, and delay bounds are odd integers. We shall use symbols with capital or bold letters to represent vectors and matrices. For the simplicity of presentation, we shall use C uv and R instead of C uv and R to denote the transformed weight vector and the vector of bounds. Two immediate consequences of this transformation are stated below.
Lemma 2. A path in the original problem is feasible (resp. optimal) iff it is strictly feasible (resp. optimal) in the transformed problem.
Starting with an ILP formulation of the CSP(k) problem and relaxing the integrality constraints we get the RELAX-CSP(k) problem below. In this formulation, for each s-t path p, we introduce a variable x p .
RELAX -CSP(k) :
The Lagrangian dual of RELAX-CSP(k) is given below.
In the above dual problem λ 1 ,λ 2 . . . ,λ k and w are the dual variables, with w corresponding to (2) and each λ i corresponding to the ith constraint in (3).
It follows from (6) 
Since we want to maximize (5) , the value of w should be as large as possible, i.e.
With the vector Λ defined as
Notice that L(Λ) is called the Lagrangian function in literature and is a continuous concave function of Λ [3] .
Then DUAL-RELAX-CSP(k) can be written as follows.
The Λ * that maximizes (9) is called the maximizing multiplier and is defined as
Lemma 3. If an instance of the CSP(k) problem is feasible and a path
We shall use L(Λ) as an lower bound of c(p opt ) to evaluate the approximation solution obtained by our algorithm. Given p ∈ P st and Λ, define
Here c Λ (p) and d Λ (p) are called the aggregated cost and the aggregated delay of path p, respectively. We shall use P Λ to denote the set of s-t paths attaining the minimum aggregated cost w.r.t. to Λ. A path p Λ ∈ P Λ is called a Λ-minimal path.
The key issue now is to search for the maximizing multipliers and termination conditions. For the case k = 1, we have the following theorem.
Proof. See Appendix.
Because our algorithm and LARAC are based on the same methodology and obtain the same solution, we shall also call our algorithm LARAC. In the rest of the paper, we shall discuss how to extend it for k > 1. In particular we develop an approach that combines the LARAC algorithm as a building block with certain techniques in mathematical programming. We shall call this new approach as GEN-LARAC.
GEN-LARAC for the CSP(k) Problem

Optimality Conditions Theorem 2. Given an instance of a feasible CSP(k) problem, a vector Λ ≥ 0 maximizes L(Λ) iff the following problem in variables u
Proof. Sufficiency: Let x = (u 1 . . . , u r , 0 . . . , 0) be a vector of size |P st |, where
Obviously, x is a feasible solution to RELAX-CSP(k). It suffices to show that x and Λ satisfy the complementary slackness conditions. According to (6) ,
Since we need to maximize (5), the optimal w = c(p
So x satisfies the complementary slackness conditions. By (11) and (12), Λ also satisfies complementary slackness conditions. Necessary: Let x * and (w, Λ) be the optimal solution to RELAX-CSP(k) and DUAL-RELAX-CSP(k), respectively. It suffices to show that we can obtain a feasible solution to (11)-(14) from x * .
We know that all the constraints in (6) corresponding to paths in P st − P Λ are strict inequalities and w = c(p
Now let us set u j corresponding to path p in P Λ equal to x p , and set all other u j 's corresponding to paths not in P Λ equal to zero. The u i 's so elected will satisfy (11) and (12) since these are complementary conditions satisfied by (w, Λ). Since x i 's satisfy (2), u j 's satisfy (13). Thus we have identified a solution satisfying (11)- (14).
GEN-LARAC: A Coordinate Ascent Method Algorithm 1 GEN-LARAC: A Coordinate Ascent Algorithm
Step 1:
. . , k t ← t + 1 end if end for end while
Step 3: if Λ t is optimal then return Λ t
Step 4: B ← B + 1 and stop if B > B max (B max is the maximum number of iteration allowed)
Step 5:
Step 6: t ← t + 1, Λ t ← Λ + , and go to Step 2.
Our approach is based on the coordinate ascent method and proceeds as follows. Given a multiplier Λ, in each iteration we try to improve the value of L(Λ) by updating one component of the multiplier vector. If the objective function is not differentiable, the coordinate ascent method may get stuck at a corner Λ s not being able to make progress by changing only one component. We shall call Λ s pseudo optimal point which requires updates of at least two components to achieve improvement in the solution. We shall discuss how to jump to a better solution from a pseudo optimal point in Sect. 3.3. Our simulations show that the objective values attained at pseudo optimal points are usually very close to the maximum value of L(Λ).
Verification of Optimality of Λ
In
Step 3 we need to verify if a given Λ is optimal. We show that this can be accomplished by solving the following LP problem, where P Λ = {p 1 , p 2 . . . , p r } is the set of Λ-minimal paths. max 0 (15) s.t.
By Theorem 2, if the above linear program is feasible then the multiplier Λ is a maximizing multiplier.
Let (y 1 . . . , y k , δ) be the dual variables corresponding to the above problem. Let Y = (y 1 , y 2 . . . , y k ). The dual of (15)- (19) can be written as follows
Evidently the LP problem (20)- (22) is feasible. From the relationship between primal and dual problems, it follows that if the linear program (15)- (19) is infeasible, then the objective of (20) is unbounded (−∞). Thus, if the optimum objective of (20)- (22) is 0, then the linear program (15)- (19) is feasible and by Theorem 2 the corresponding multiplier Λ is optimal. In summary we have the following lemma. ∃Y = (y 1 , y 2 . . . , y k ) and δ satisfying (21)- (22) and RY T + δ < 0.
Lemma 4. If (15)-(19) is infeasible, then
The Y required in the above lemma can be identified by applying the simplex method on (20)- (22) and terminating it once the objective value becomes negative.
Let Λ be a non-optimal Lagrangian multiplier and denote Λ(s, Y ) = Λ + Y /s for s > 0.
Theorem 3. If a multiplier Λ ≥ 0 is not optimal, then
We can find the proper value of M by binary search after computing Y . The last issue is to compute P Λ . It can be expected that the size of P Λ is usually very small. So we adapted the k-shortest path algorithm to compute P Λ .
Analysis of the Algorithm
In this section, we shall discuss the convergence properties of GEN-LARAC.
Lemma 5. If there is a strictly feasible path, then for any given τ , the set
Proof. Let p * be a strictly feasible path. For any
If there is only one delay constraint, i.e., k = 1, we have the following property [10] . By Lemma 6, we have the following lemma.
Lemma 8. Let Λ and H be two multipliers obtained in the same while-loop of
Step 2 in Algorithm 1.
By definition, we have:
The rest of the proof is similar to Case 1. Hence
Numerical Simulation
We use COP T , OP T , and P OP T to denote the cost of the optimal path to the CSP(k) problem, the optimal value, and the pseudo optimal value of the Lagrangian function, respectively. In our simulation, we first verify that the objectives at pseudo optimal points are very close to the optimal objectives. We use 3 types of graphs: Power-law out-degree graph (PLO) [17] , Waxman's random graph (RAN) [20] , and regular graph (REG) [19] . The number of weights is 4, 8 and 12, i.e., k = 4, 8, and 12. Link weights are random even integers uniformly distributed between 2 and 200. We use the following two metrics to measure the quality of path p in Table 1 .
By Lemma 3, g(p)
is the upper bound of the ratio of the cost of p and COP T . The f (p) indicates the degree of violation of p to the constraints on its delays.
In Fig. 1 , the label LARAC-REG means the results obtained by running GEN-LARAC algorithm on regular graphs. Other labels can be interpreted similarly. We only report the results on regular graph and random graph for better visibility.
We conducted extensive experiments to compare our algorithm with the Hull approach [15] , the subgradient method [1] , and the general-purpose LP solver CPLEX. Because the four approaches share the same objective, i.e., maximizing the Lagrangian function, they always obtain similar results. Due to space limitation we only report the number of shortest path computation which dominate the running time of all the first three algorithms. Generally, GEN-LARAC algorithm and Hull approach are faster than the subgradient methods and CPLEX (See [24] for the comparison of Hull approach and CPLEX). But GEN-LARAC and Hull approach beat each other on different graphs. Figure 1 shows that on the regular graph, GEN-LARAC is the fastest. But for the random and Powerlaw out degree graphs, the Hull approach is the fastest. The probable reason is that the number of s-t paths is relatively small in these two types of graphs because the length (number of hops)of s-t paths is usually small even when the number of nodes is large. This will bias the results in favor of Hull approach which adds one s-t path into the linear system in each iteration [15] . So we choose the regular graph because we have a better control of the length of s-t paths.
Summary and Conclusion
In this paper we developed a new approach to the constrained shortest path problem involving multiple additive constraints. Our approach uses the LARAC algorithm as a building block and combines it with certain ideas from mathematical programming to design a method that progressively improves the value of the Lagrangian function until optimum is reached. The algorithm is analyzed and its convergence property has been established. Simulation results comparing our approach with two other approaches show that the new approach is quite competitive.
Since the LARAC algorithm is applicable for the general class of optimization problems (involving one additive delay constraint) studied in [2] our approach can also be extended for this class of problems to include multiple additive constraints, whenever an algorithm for the underlying optimization problem (such as Dijkstra's algorithm for the shortest path problem) is available.
