Anomaly detection is a challenging problem in intelligent video surveillance. Most existing methods are computation-consuming, which cannot satisfy the real-time requirement. In this paper, we propose a real-time anomaly detection framework with low computational complexity and high efficiency. A new feature descriptor, named Histogram of Magnitude Optical Flow (HMOF), is proposed to capture the motion of video patches. Compared with existing feature descriptors, HMOF is more sensitive to motion magnitude and more efficient to distinguish anomaly information. The HMOF features are computed for foreground patches, and are reconstructed by the auto-encoder for better clustering. Then, we use Gaussian Mixture Model (GMM) Classifiers to distinguish anomalies from normal activities in videos. Besides, visual tracking can be adopted in our algorithm for better performance. Experimental results show that our framework outperforms state-of-the-art methods, and can reliably detect anomalies in real-time.
INTRODUCTION
Anomaly detection and localization in intelligent video surveillance is a significant task due to the growing needs of public security. In real life, the definition of abnormalities in the video is varied. For example, a runner is seen as normal on the track and field, while it will be regarded as abnormal in the square. Therefore, it is difficult for us to use the same standard to measure all the scenes. A video event is usually considered as an anomaly if it is not very likely to occur in the video [1] . Therefore, we need the normal monitor video of the scene to establish a normal model, which identifies the anomaly in the detection.
In recent studies, the sparse representations of events [2] in videos have been widely explored. The proposed models in [2] achieve favorable performance in global abnormal events (GAE), however they often fail in the local abnormal events (LAE). In order to solve this problem, some methods have proposed trajectory-based anomaly detection methods, such as particle trajectories [3] , tracking trajectories [4] and so on. Such methods tend to behave very well in simple sparse scenes, but their performance in complex scenes is severely degraded. Some methods divide frames of video into numbers of patches, and then can detect anomalies in LAE by analyzing the patches [5] . In addition, some methods utilize features based on the optical flow, such as Histograms of Oriented Optical Flow (HOF) [6] and Multi-scale Histogram of Optical Flow (MHOF) [1] . These algorithms do not take into account the continuity of anomalous events in temporal and spatial domain. Sabokrou et al [7] use two feature descriptors to extract global and local features. Leyva et al [8] extract the HOF features of the foreground area to build a dictionary and considers the joint response of the models in the local spatio-temporal neighborhood. These algorithms [7, 8] can meet the real-time requirements with high detection speeds. However, compared with other state-ofthe-art methods, there are still some gaps in detection performance.
With the development of neural networks [10] , anomaly detection algorithms based on deep learning develop rapidly. For example, Chong et al [11] extract spatial information from the encoder and extract temporal information using the LSTM network. DeepCascade [12] proposes a cubic-patch based method, characterized by a cascade of classifiers, which makes use of an advanced feature-learning approach.
Although there are many advantages in using deep learning to solve the problem of anomaly detection, some disadvantages exist indeed. Specifically, CNN-based method requires a large amount of training data while in anomaly detection the capacity of training set is often limited, thus it's hard to get perfect performance.
In this paper, we propose a new feature descriptor called Histogram of Magnitude Optical Flow (HMOF), which is more efficient to describe motion information. We use the foreground extraction algorithm to extract the video foreground patches, so that only the foreground patches will be processed, which is more efficient. Next, the features are fed into the auto-encoder network to be reconstructed and then classified by the Gaussian Mixture Model (GMM) Classifiers. Finally, we adopt visual tracking to capture abnormal patches for better performance.
The main contributions of our work are as follows:
(1) We present a new feature descriptor named HMOF for anomaly detection. Compared with existing feature descriptors, HMOF is more sensitive to motion magnitude and more efficient to distinguish anomaly information;
(2) To make use of the continuity of temporal and spatial for anomalous behavior, we use the tracking algorithm to track the abnormal patches, which effectively improves the performance of anomaly detection;
(3) Unlike most existing anomaly detection methods which fail to balance performance and speed, the proposed framework can achieve a real-time speed and also outperform state-of-the-art methods, which can meet the demand of efficiency for video surveillance systems. In addition, we can also get better performance at the cost of sacrificing efficiency.
The rest of the paper is organized as follows. The proposed method is introduced in Section 2. Section 3 presents the experimental results, comparisons and analysis on UMN and UCSD datasets. Finally, Section 4 concludes the work.
THE PROPOSED METHOD
In this section, we illustrate the proposed algorithm in detail. Firstly, we obtain foregrounds patches with KNN matting. Secondly, HMOF features are extracted from foreground patches. Based on the features, we use the auto-encoder network to get the deep features, which will be fed into the GMM Classifiers. In the end, visual tracking is used to capture abnormal patches. The Framework of our method is shown in Fig.1 .
Foreground Detection
We split each frame into a number of non-overlapping patches. In order to reduce the number of processing patches, we use foreground detection algorithm to extract foreground area. As a matter of fact, background patches are eliminated, which can speed up the test phase.
The problem of foreground segmentation is treated as matting, and the matting model is expressed as follows:
where is color, foreground color and background color of a pixel in image respectively,  is a parameter of segmentation to indicate the former background weight. Here we use the wellknown KNN matting algorithm [13] to extract the foreground. The extracted foreground is shown in Fig.1 (b) . Then we calculate the foreground value of each patch by adding the intensity of every pixel. If the value exceeds a threshold, we regard it as a foreground patch. The extracted foreground patches are shown in Fig.1 (c).
HMOF Descriptor
Optical flow is good for describing the motion, and HOF is widely used as a motion descriptor. To extract HOF features, the amplitude weighting statistics of the optical flow is calculated in different directions of the optical flow, and the histogram of the optical flow direction information is obtained. However, the HOF features mainly consider the information of the optical flow direction, with less consideration of the optical flow amplitude information. MHOF [1] is based on the HOF, taking into account the optical flow amplitude information, by setting the relevant threshold information for different amplitude range of different optical flow to carry out statistics.
While MHOF uses the amplitude characteristics of the optical flow, it still mainly considers the direction of the optical flow information, which means that MHOF is less sensitive to the motion magnitude. Furthermore, the amplitude threshold is usually an experience parameter. Generally, abnormal behaviors are more sensitive to the amplitude characteristics rather than directional characteristics of the optical flow, such as running, bicycles, cars, skate, etc. The speed of these behaviors are faster than the speed of normal behaviors. To some extent, the directional characteristics of the optical flow is a kind of interference. To reach a better performance, we propose a new motion feature called HMOF based on the amplitude characteristics of the optical flow, which can detect abnormal objects effectively.
The procedure of HMOF feature extraction is as follows. Firstly, we need to calculate the threshold  of HMOF. We sort the amplitudes of optical flow in normal patches of the whole training set in ascending order. Since there inevitably exists some noise when calculating optical flow, we discard the top (the value is set as 5% empirically) of the optical flow and set  as the maximum amplitude of the remaining optical flow. Then we divide the amplitude of the optical flow into n bins. The range of i-th bin is . In order to accommodate all the flow optical during the test phase, the range of the last bin is set to
. After that, we use the normalized histogram to keep the scale invariance of the HMOF features. It can be seen that the HMOF is more prominent than the HOF and MHOF, and the characteristic distribution is more obvious. The feature distribution of the normal region is more biased towards the low amplitude side, while the abnormal area characteristic distribution is more biased towards the high side, which is conducive to distinguish between abnormalities. Subsequent experiments show that HMOF features perform better than the HOF and MHOF features. 
Auto-encoder
Auto-encoder, consisting of encoder and decoder, is widely used in computer vision area such as video tracking and anomaly detection. Encoder aims to project the input data into the feature space which is constructed by the hidden units, then the input is reconstructed by the decoder [14] . Auto-encoder is usually trained by minimizing the reconstruction error between the input and output. For supervised machine learning, the hidden layer of autoencoders can be used for feature transformation.
In our case, the space expanded by the hidden units is called the feature space H . In the training phase, we use HMOF features of the training set to train the parameters of the auto-encoder. In the testing phase, we project the HMOF features of input data into feature space H . It can be seen that the features distribution of the normal and abnormal samples are quite different in the feature space H , which can be easily distinguished by the subsequent classifier.
Anomaly Classifier
The GMM is a weighed sum of multivariate Gaussian probability densities given by: The parameters can be estimated by using the maximum-likelihood (ML) estimation. With the GMM method, we can adaptively adjust the decision surface for classification, which can better distinguish anomalies from normal activities in videos.
At first, we use all features of the training set to train the GMM Classifiers, then the trained classifier is used to test the features of the testing set. Each feature will get a score after passing the classifier. The score will be regarded as the anomaly score. If it is below a threshold α, it will be judged as abnormal (we plot Receiver Operating Characteristic (ROC) curves by using different value of α to evaluate our method):
where x is the feature fed into the classifiers, and () score  is the score given by the GMM Classifiers.
However, individual patches may be misjudged due to noise. In order to filter out these patches, we propose a method to smooth anomaly detection results spatially. For each patch judged as abnormal by GMM Classifiers, if all the eight adjacent patches around it are judged as normal, then this patch is considered to be misjudged. Furthermore, a target may be composed of several patches due to the limitation of patch-based method. Thus, we judge a frame as abnormal if the number of abnormal patches exceeds a threshold β, so as to enhance the robustness. Otherwise, these patches are more likely to be misjudged and we will drop them out from the abnormal candidates.
Tracking Module
Due to challenges such as occlusion, illumination variation, low resolution and so on, the detected abnormal behavior is often discrete in temporal and spatial domain, but the abnormal behavior under the surveillance video is often continuous. For example, there is a little boy riding a bicycle on the commercial plaza. This kind of behavior is an abnormal behavior, which is different from walking pedestrians. However, due to factors such as noise and occlusion, the abnormal behavior we detected may be intermittent, which presents discrete states in temporal and spatial.
In this paper, we use tracking algorithm to solve these problems. After each patch is determined to be abnormal or not by GMM classifiers, we use the well-known Kernel Correlation Filter [15] (KCF) to track abnormal patches to further improve the performance of our anomaly detection algorithm.
Since adding a tracking module will slow down the speed, adding this module or not depends on the system requirements. If it is a real-time monitoring system, tracking module is not necessary; if it is offline analysis system, which performance is more significant than time efficiency, we can add tracking module to get better performance.
EXPERIMENTS
We use two measures to evaluate the results: the frame-level and the pixel-level. For the frame-level, if one pixel is detected as an anomaly, the whole frame is considered as an anomaly. For the pixel-level, a frame is deemed to be correctly classified if at least 40% of the pixels are correctly classified [16] . Due to page limitations, we give the representative experimental results on two datasets: the UMN dataset for GAE detection and the UCSD Ped2 dataset for LAE detection. Also, two criteria are used to evaluate the ROC curves: area under curve (AUC) and equal error rate (EER). Higher AUC and lower EER indicate a better performance. The details are shown below. 
Detection of GAE on UMN Dataset
The UMN dataset has three different scenes with a resolution of 320×240. In each scene, a group of people are walking in an area, and suddenly all people run away, which is considered to be abnormal. This dataset has no pixel-level ground truth, so we use AUC of the frame-level to evaluate our method.
We set the patch at a size of 20×20, and the amplitude of the optical flow is divided into 8 bins. The threshold  of HMOF is set to 1.04 by calculation while the number K of Gaussian components is set to 3 and the used to adjudge abnormal frame is set to 3. Some image results are shown in Fig.3 . Table 1 shows the comparison of our method with state-of-the-art methods including Sabokrou (CVPR2015) [7] , Leyva (TIP2017) [8] , DeepCascade (TIP2017) [12] and so on, which demonstrates that our method has a nearly perfect performance in terms of GAE detection.
Detection of LAE on UCSD Ped2 Dataset
The UCSD Ped2 dataset has 16 training and 12 testing video clips, and the number of frames of each clip varies. The videos consist of walking pedestrians paralleling to the camera plane, which are recorded with a static camera at 10 fps.
We set the patch at a size of 20×20, and the amplitude of the optical flow is divided into 8 bins. The threshold  of HMOF is set to 2.4 by calculation while the number K of Gaussian components is set to 3 and the is set to 3. Some image results are shown in Fig.4 , which indicates that our method can detect abnormal behaviors more accurately.
Our method is compared with state-of-the-art methods including Sabokrou (CVPR2015) [7] , Hasan (CVPR2016) [19] , Ryota (ICCV2017) [20] , Leyva (TIP2017) [8] , DeepCascade (TIP2017) [12] and so on. EER comparisons on the frame-level and the pixel-level is shown in Table 2 . From Table 2 , we can see that if the HMOF features are replaced by HOF or MHOF in the proposed method, the performance is much worse, which indicates the effectiveness of the HMOF features. 
 
We can also see from Table 2 that, compared with other real-time methods, the proposed algorithm has greatly enhanced the performance, with the frame-level EER decreased from 19% to 7.2%, and the pixel-level EER from 24% to 14.8%. When compared with other state-of-the-art methods, our method also performs the best with the lowest EER in terms of both framelevel and pix-level. Besides, if we use tracking module at the expense of speed, performance has been further improved, with the frame-level EER decreasing from 7.2% to 5.3%, and the pixellevel EER from 14.8% to 11.9%.
Figure. 5. ROC comparison with state-of-the-art methods.
Left: Frame-level. Right: Pixel-level. Fig.5 shows the frame-level and pixel-level ROC curves on the UCSD Ped2 dataset. The AUC of our proposed method is 97.1% on frame-level (and 89.0% on pixel-level) which, to our best knowledge, is the highest up to now. If add tracking module, performance has been further improved, with the frame-level AUC increased from 97.1% to 98.0%, and the pixel-level AUC from 89.0% to 90.1%.
RUUING-TIME ANALYSIS
The experiments are conducted on a regular PC with Intel-i7-7700 CPU (3.6 GHz) and 8 GB RAM, and our method is computationally efficient with the total time for detecting an anomaly in a frame on UCSD Ped dataset being 0.048 seconds per frame, which indicates that it is among the few real-time algorithms in anomaly detection community. If tracking module is added, the speed will drop to 0.25 seconds per frame. Therefore, the tracking module improves the performance at the expense of speed, adding or not adding this module depends on the system requirements.
CONCLUSION
In this paper, we present a novel anomaly detection method. A new feature descriptor named HMOF is proposed. Compared with other feature descriptors, HMOF is more sensitive to motion magnitude, and efficient to represent anomaly information. The frame-level EER of our proposed algorithm in UCSD ped2 dataset achieves 7.2% while the pixel-level EER is 14.8%, both of which are state-of-the-art. Moreover, it can run at 20.83fps, which meet real time demand of monitoring system. Besides, tracking module can also be adopted in our method for better performance, which shows the great potential of our method in offline analysis system.
