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Abstract: A rich pattern of gauge symmetries is found in the moduli space of het-
erotic string toroidal compactifications, at fixed points of the T-duality transformations.
We analyze this pattern for generic tori, and scrutinize in full detail compactifications
on a circle, where we find all the maximal gauge symmetry groups and the points where
they arise. We present figures of two-dimensional slices of the 17-dimensional moduli
space of Wilson lines and circle radii, showing the rich pattern of points and curves
of symmetry enhancement. We then study the target space realization of the duality
symmetry. Although the global continuous duality symmetries of dimensionally reduced
heterotic supergravity are completely broken by the structure constants of the maximally
enhanced gauge groups, the low energy effective action can be written in a manifestly
duality covariant form using heterotic double field theory. As a byproduct, we show
that a unique deformation of the generalized diffeomorphisms accounts for both SO(32)
and E8 × E8 heterotic effective field theories, which can thus be considered two differ-
ent backgrounds of the same double field theory even before compactification. Finally
we discuss the spontaneous gauge symmetry breaking and Higgs mechanism that occurs
when slightly perturbing the background fields, both from the string and the field theory
perspectives.
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1 Introduction
The distinct backgrounds of heterotic string theory on a k dimensional torus with con-
stant metric, antisymmetric tensor field and Wilson lines are characterized by the points
of the O(k,k+16;R)
O(k;R)×O(k+16;R)×O(k,k+16;Z) coset manifold, where O(k, k + 16;Z) is the T-duality
group [1, 2]. At self-dual points of this manifold, some massive modes become massless
and the U(1)2k+16 gauge symmetry becomes non-abelian. In particular, for zero Wilson
lines, the massless fields give rise to SO(32) × U(1)2k or E8 × E8 × U(1)2k at generic
values of the metric and B-field. By introducing Wilson lines, not only is it possible to
totally or partially break the non-abelian gauge symmetry of the uncompactified theory,
but it is also possible to enhance these groups. The construction of [2] further allowed to
continuously interpolate between the SO(32) and E8 × E8 heterotic theories after com-
pactification [3], and even suggested that these superstrings are two different vacuum
states in the same theory before compactification.
Enhancement of the gauge symmetry occurs at fixed points of the T-duality trans-
formations [4]. Massless fields become massive at the neighborhood of such points and
the T-duality group mixes massless modes with massive ones [5]. Moreover, by identi-
fying different string backgrounds that provide identical theories, T-duality gives rise to
stringy features that are rather surprising from the viewpoint of particle field theories.
Nevertheless, some of these ingredients have a correspondence in toroidal compactifica-
tions of heterotic supergravity. In particular, although the field theoretical reduction
of heterotic supergravity cannot describe the non-abelian fields that give rise to maxi-
mally enhanced gauge symmetry1, being a gauged supergravity, the reduced theory is
completely determined by the gauge group, which can be chosen to be one of maximal
enhancement. Likewise, the global symmetries of heterotic supergravities are linked to
T-duality. While the theory with the full set of SO(32) or E8 × E8 gauge fields has a
global continuous O(k, k;R) symmetry, when introducing Wilson lines, the symmetry
enlarges to O(k, k + 16;R) [6, 7, 8], which is related to the discrete T-duality symmetry
of the parent string theory.
The global duality symmetries are not manifest in heterotic supergravity. To mani-
festly display these symmetries, as well as to account for the maximally enhanced gauge
groups in a field theoretical setting, one appeals to the double field theory/generalized
geometric reformulation of the string effective actions [9, 10] (for reviews and more ref-
erences see [11]). Specifically, these frameworks not only describe the enhancement of
gauge symmetry [12]-[15], but also give a geometric description of the non-geometric
backgrounds that are obtained from T-duality [16] and provide a gauge principle that
requires and fixes the α′-corrections of the string effective actions [17]. Dependence of the
fields on double internal coordinates and an extension of the tangent space are some of the
elements that allow to go beyond the standard dimensional reductions of supergravity.
Motivated by deepening our understanding of heterotic string toroidal compactifi-
cations, in section 2 we review the main features of heterotic string propagation on a
(10−k)-dimensional Minkowski space-time times an internal k-torus with constant back-
ground metric, antisymmetric tensor field and Wilson lines, and recall their O(k, k+ 16)
covariant formulation. We focus on the phenomenon of symmetry enhancement arising
1“Maximal” stands here for an enhanced semi-simple and simply-laced symmetry group.
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at special points in moduli space.
In section 3, we concentrate on the simplest case, namely circle compactifications
(k = 1). We first find all the possible maximal enhancement groups, and the point in
the fundamental region of moduli space where they arise, using the generalized Dynkin
diagram of the lattice Γ1,17 [18, 21]. To explore the whole moduli space, we split the
discussion into the situations in which the Wilson line A preserves the E8×E8 or SO(32)
gauge symmetry, and those where it breaks it. In the former case, the circle direction can
give a further enhancement of symmetry to E8×E8×SU(2) at radius R = 1, and either
to SO(32)× SU(2) at R = 1 or to SO(34) at R = 1√
2
. When the Wilson line breaks the
E8×E8 or SO(32) gauge symmetry, the pattern of gauge symmetries is very interesting.
Not only is it possible to restore the original E8 × E8 or SO(32) gauge symmetry for
specific values of R and A, but also larger groups of rank 17 can be obtained. We
explicitly work out enhancements of the SO(32) theory to SO(34) at R2 = 1
2
; SU(18)
at R2 = 1
4
; Ep+1 × SO(32 − 2p) at R2 = 1 − p8 ; Ep+1 × SU(16 − p) at R2 = 1 − 816−p ,
and in the E8 × E8 to SO(34) at R2 = 118 ; SU(18) at R2 = 19 ; SO(18) × E8 at R2 = 12 ;
SU(2)× E8 × E8 at R2 = 14 . We depict slices of the moduli space for different values of
R and Wilson lines in several figures, which clarify the analysis and neatly exhibit the
curves and points with special properties.
Examining the action of T-duality, we can see that all points in moduli space where
there is maximal symmetry enhancement, namely enhancement to groups that do not
have U(1) factors, are fixed points of T-duality, or more general O(1, 17,Z) dualities
that involve some exchange of momentum and winding number on the circle. In the
simplest cases, such as those listed above, the enhanced symmetry arises at the self-dual
radius given by R2sd = 1− 12 |A|2. We explore the action of T-duality and its fixed points
in section 3.4. One can have other points of symmetry enhancement, which are fixed
points of duality symmetries that involve shifts of Wilson lines on top of the exchange
of momentum and winding. This is studied in detail in section 3.5, where we obtain the
most general duality symmetries that change the sign of the right-moving momenta and
rotate the left-moving momenta, leaving the circle direction invariant. Concentrating on
the case where the Wilson lines have only one non-zero component, we find a rich pattern
of fixed points that correspond to SU(2)× SO(32) or SU(2)×E8 ×E8 enhanced gauge
symmetry, arising at R−1sd = C, with C an integer number with prime divisors congruent
to 1 or 3 (mod 8), and SO(34) or SO(18) × E8 at R−1sd =
√
2C with C a Pythagorean
prime number or a product of them.
We then turn to the target space realization of the theory. In section 4, we construct
the low energy effective actions of (toroidally compactified) heterotic strings from the
three and four point functions of string states. We first consider only the massless
states and compare the effective action obtained from the string amplitudes with the
dimensional reduction of heterotic supergravity performed in [8]. As expected, we get
a gauged supergravity which only differs from the effective action of [8] in the cases of
maximal enhancement, in which all the (left-moving) U(1)k Kaluza-Klein (KK) gauge
fields of the compactification become part of the Cartan subgroup of the enhanced gauge
symmetry.
The higher dimensional origin of the low energy theory with maximally enhanced
gauge symmetry cannot be found in supergravity, and one has to refer to DFT. Although
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the structure constants of the gauge group completely break the global duality symmetry
of dimensionally reduced supergravity, the action can still be written in terms of O(k,N)
multiplets, with N the dimension of the gauge group. We show in section 5 that the low
energy effective action of the toroidally compactified heterotic string at self-dual points of
the moduli space can be reproduced through a generalized Scherk-Schwarz reduction of
heterotic DFT. Furthermore, extending the construction of [13], we find the generalized
vielbein that reproduces the structure constants of the enhanced gauge groups through a
deformation of the generalized diffeomorphisms. An important output of the construction
is that a unique deformation is required for the SO(32) and E8 × E8 groups, and hence
the SO(32) and E8 × E8 theories can be considered two different solutions of the same
heterotic DFT, even before compactification.
When perturbing the background fields away from the enhancement points, some
massless string states become massive. The vertex operators of the massive vector bosons
develop a cubic pole in their OPE with the energy-momentum tensor, and it is necessary
to combine them with the vertex operators of the massive scalars in order to cancel
the anomaly. This fact had been already noticed in [12], but unlike the case of the
bosonic string, in the heterotic string all the massive scalars are “eaten” by the massive
vectors. We compute the three point functions involving massless and slightly massive
states2 and construct the corresponding effective massive gauge theory coupled to gravity.
Comparing the string theory results with the spontaneous gauge symmetry breaking and
Higgs mechanism in DFT, we see that the masses acquired by the sligthly massive string
states fully agree with those of the DFT fields, provided there is a specific relation
between the vacuum expectation value of the scalars along the Cartan directions of the
gauge group and the deviation of the metric, B-field and Wilson lines from the point of
enhancement.
We have included seven appendices. Appendix A collects some known facts about
lattices that are used in the main body of the paper. Details of the procedures leading
to find the maximal enhancement points from Dynkin diagrams, to construct the curves
of enhancement, more slices of the moduli space and the fixed points of the duality
transformations are contained in Appendices B, C, D and E, respectively. The three and
four point amplitudes of the massless and slightly massive string states are reviewed in
Appendix F. Finally we count the number of non-vanishing structure constants of SO(32)
and E8 × E8 in Appendix G.
2 Toroidal compactification of the heterotic string
In this section we recall the main features of heterotic string compactifications on T k.
We first discuss the generic k case and then we concentrate on the k = 1 example. For
a more complete review see [5].
2For consistency, we consider only small perturbations because we are not including other massive
states from the string spectrum.
5
2.1 Compactifications on T k
Consider the heterotic string propagating on a background manifold that is a product
of a d = 10 − k dimensional flat space-time times an internal torus T k with constant
background metric G = ete
(⇒ Gmn = eamδabebn ), antisymmetric two-form field Bmn
and U(1)16 gauge field AAm, where m,n, a, b = 1, ..., k and A = 1, . . . , 16. For simplicity
we take the background dilaton to be zero. The set of vectors em define a basis in
the compactification lattice Λk such that the internal part of the target space is the k-
dimensional torus T k = Rk/piΛk. The vectors eˆa constitute the canonical basis for the
dual lattice Λk∗, i.e. eˆamean = δmn, and thus they obey eˆteˆ = G−1
(⇒ eˆamδabeˆbn = Gmn).
The contribution from the internal sector to the world-sheet action (we consider only
the bosonic sector here) is
S =
1
4pi
∫
M
dτdσ
(
δαβGmn − iαβBmn
)
∂αY
m∂βY
n
+
1
8pi
∫
M
dτdσ
(
δαβ∂αY
A∂βY
A − 2iαβAAm∂αY m∂βY A
)
, (2.1)
where we take α′ = 1, Y A are chiral bosons and the currents ∂Y A form a maximal
commuting set of the SO(32) or E8 × E8 current algebra. The world-sheet metric has
been gauge fixed to δαβ (α, β = τ, σ) and 01 = 1. The internal string coordinate fields
satisfy
Y m(τ, σ + 2pi) ' Y m(τ, σ) + 2piwm , (2.2)
where wm ∈ Z are the winding numbers. It is convenient to define holomorphic Y mL (z)
and antiholomorphic Y mR (z¯) fields as
Y m(z, z¯) =
(
1
2
)1/2
[Y mL (z) + Y
m
R (z¯)] , z = exp(τ + iσ) , z¯ = exp(τ − iσ) , (2.3)
with Laurent expansion
Y mL (z) = y
m
L − ipmL lnz + · · · , Y AL (z) = yAL − ipA lnz + · · · , (2.4)
Y mR (z¯) = y
m
R − ipmR lnz¯ + · · · , (2.5)
the dots standing for the oscillators contribution. Then the periodicity condition is
Y m(τ, σ + 2pi)− Y m(τ, σ) = 2pi
(
1
2
)1/2
(pmL − pmR ) = 2piwm . (2.6)
The canonical momentum has components3
Πm = i
δS
δ∂τY m
=
1
2pi
[
iGmn∂τY
n +Bmn∂σY
n +
1
2
AAm∂σY
A
]
,
=
1
2pi
(
1
2
)1/2
[Gmn(p
n
L + p
n
R) +Bmn(p
n
L − pnR)] +
1
4pi
AAmp
A
ΠA = i
δS
δ∂τY A
=
1
4pi
(
i∂τY
A − AAm∂σY m
)
=
1
2pi
[
pA −
(
1
2
)1/2
AAm(p
m
L − pmR )
]
.
3The unusual i factors are due to the use of Euclidean world-sheet metric.
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The chirality constraint on Y A and the condition of vanishing Dirac brackets between
momentum components require the redefinitions ΠA → Π˜A = 2ΠA and Πm → Π˜m =
Πm +
1
2
AAmΠ˜A. Integrating over σ, we get the center of mass momenta
pim =
∫
dσΠ˜m = 2pi
(
Πm +
1
2
AAmΠ˜A
)
= nm ∈ Z , (2.7a)
piA =
∫
dσΠ˜A = pA − AAmwm , (2.7b)
where we used univaluedness of the wave function in the first line. Modular invariance
requires piA ∈ Γ16 or Γ8 × Γ8, corresponding to the SO(32) or E8 × E8 heterotic theory,
respectively. In Appendix A we give all the relevant explanations and details about these
lattices.
From these equations we get
pRa =
(
1
2
)1/2
eˆa
m
[
nm − (Gmn +Bmn)wn − piAAAm −
1
2
AAnA
A
mw
n
]
, (2.8a)
pLa =
(
1
2
)1/2
eˆa
m
[
nm + (Gmn −Bmn)wn − piAAAm −
1
2
AAnA
A
mw
n
]
, (2.8b)
pA = piA + wmAAm . (2.8c)
The momentum p = (pR,pL), with pR = pRa, pL = (pLa, p
A), transforms as a
vector under O(k, k + 16;R). It expands the 2k + 16-dimensional momentum lattice
Γ(k,k+16) ⊂ R2k+16, satisfying
p · p = pL2 − pR2 = 2wmnm + piApiA ∈ 2Z , (2.9)
because piA is on an even lattice, and therefore p forms an even (k, k + 16) Lorentzian
lattice. In addition, self-duality Γ(k,k+16) = Γ(k,k+16)∗ follows from modular invariance
[1, 25]. Note that pL,pR depend on 2k + 16 integer parameters nm, w
m and piA, and on
the background fields G, B and A.
The space of inequivalent lattices and inequivalent backgrounds reduces to
O(k, k + 16;R)
O(k + 16;R)×O(k;R)×O(k, k + 16;Z) , (2.10)
where O(k, k + 16;Z) is the T-duality group (we give more details about it in the next
section).
The mass of the states and the level matching condition are respectively given by
m2 = pL
2 + pR
2 + 2
(
N +N −
{
1 R sector
3
2
NS sector
)
, (2.11a)
0 = pL
2 − pR2 + 2
(
N −N −
{
1 R sector
1
2
NS sector
)
. (2.11b)
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2.2 O(k, k + 16) covariant formulation
The O(k, k + 16) invariant metric η is
ηMN =
 0 1k×k 01k×k 0 0
0 0 κIJ
 , (2.12)
where κ is the Killing metric for the Cartan subgroup of SO(32) or E8 × E8, and the
“generalized metric” of the k-dimensional torus, given by the (2k+ 16)× (2k+ 16) scalar
matrix, is
MMN =
Gmn + ClmGlkCkn + AmIAnI −GnkCkm CkmGklAlJ + AmJ−GmkCkn Gmn −GmkAkJ
CknG
klAlI + AnI −GnkAkI κIJ + AkIGklAlJ
 ∈ O(k, k + 16;R) ,
(2.13)
where
Cmn = Bmn +
1
2
AmIκ
IJAnJ . (2.14)
This is a symmetric element of O(k, k+ 16), accounting for the degrees of freedom of the
O(k,k+16)
O(k)×O(k+16) coset.
Combining the momentum and winding numbers in an O(k, k + 16)-vector
ZM =
wmnm
piI
 , piI ≡ piA ˆ˜eAI , with ˆ˜eAI ˆ˜eAJ = κIJ , (2.15)
the mass formula (2.11a) and level matching condition (2.11b) read
m2 = 2
(
N +N −
{
1 R sector
3
2
NS sector
)
+ ZtMZ , (2.16)
0 = 2
(
N −N −
{
1 R sector
1
2
NS sector
)
+ ZtηZ , (2.17)
respectively. Note that these equations are invariant under the T-duality group O(k, k+
16;Z) acting as
Z → η−1OηZ , M→ OMOt , η → OηOt = η , O ∈ O(k, k + 16,Z) . (2.18)
The group O(k, k + 16;Z) is generated by:
- Integer Θ-parameter shifts, associated with the addition of an antisymmetric integer
matrix Θmn to the antisymmetric B-field,
OΘ =
1 Θ 00 1 0
0 0 116×16
 , Θmn ∈ Z , (2.19)
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- Lattice basis changes
OM =
M 0 00 (M t)−1 0
0 0 116×16
 , M ∈ GL(k;Z) , (2.20)
- Λ-parameter shifts associated to the addition of vectors Λm
A to the Wilson lines4
OΛ =
1 −12ΛΛt Λ0 1 0
0 −Λt 116×16
 , Λm ∈ Γ16 or Γ8 ⊗ Γ8 , (2.21)
- Factorized dualities, which are generalizations of the R→ 1/R circle duality, of the
form
ODi =
1−Di Di 0Di 1−Di 0
0 0 116×16
 , (2.22)
where Di is a k × k matrix with all zeros except for a one at the ii component.
The first three generators comprise the so-called geometric dualities, transforming the
background fields parameterizing the generalized metric (2.13). The O(k, k + 16) group
contains in addition
- Orthogonal rotations of the Wilson lines
ON =
1 0 00 1 0
0 0 N
 , N ∈ O(16;Z) , (2.23)
- Transformations of the dual Wilson lines
OΓ =
 1 0 0−1
2
ΓΓt 1 −Γt
Γ 0 1
 , Γm ∈ Γ16 or Γ8 × Γ8 , (2.24)
- Shifts by a bivector
Oβ =
1 0 0β 1 0
0 0 1
 , βmn ∈ Z , βmn = −βnm. (2.25)
The transformation of the charges under the action of OΘOΛ, which will be useful later,
is wn
pi
→
 wn+ (Θ− 1
2
ΛΛt)w + Λpi
pi − Λtw
 . (2.26)
4Note that this adds a shift to B of the form B → B + 12 (AΛt − ΛAt).
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Notice the particular role played by the element η viewed as a sequence of factorized
dualities in all tori directions, i.e.
η−1 = OD ≡
k∏
i=1
ODi
1 0 00 1 0
0 0 κ−1
 . (2.27)
Its action on the generalized metric is
M→ ODMOtD =
 G−1 −G−1C −G−1A−CtG−1 G+ CtG−1C + AAt (1 + CtG−1)A
−AtG−1 At(1 +G−1C) κ−1 + AtG−1A
 =M−1 , (2.28)
where A ≡ AmI and, together with the transformation Z → η−1ODηZ which accounts for
the exchange wm ↔ nm, it generalizes the R↔ 1/R duality of the circle compactification.
These transformations determine the dual coordinate fields5
Y˜m(z, z¯) =
1√
2
Gmn(Y
n
L − Y nR ) +
1√
2
Cmn(Y
n
L + Y
n
R ) + A
A
mY
A . (2.29)
A vielbein E for the generalized metric
MMN = EaMδabEbN , (2.30)
with M,N = a,b = 1, . . . , 2k + 16, can be constructed from the vielbein for the internal
metric and inverse internal metric as follows
EaM ≡ E =
−eˆanCnm eˆam −eˆanAInκIJeam 0 0
e˜AIA
I
m 0 e˜
A
J
 , (2.31)
where e˜ is the vielbein for κ. In the basis of right and left movers, that we denote “RL”,
where the O(k, k + 16;R) metric η takes the diagonal form
ηRL = (RηR
T ) =
−δab 0 00 δab 0
0 0 δAB
 , R = 1√
2
δab −δab 0δab δab 0
0 0
√
2δAB
 , (2.32)
the vielbein is
ERL ≡ RE ≡
EaREaL
EA
 = 1√
2
−eam − eˆanCnm eˆam −eˆanAInκIJeam − eˆanCnm eˆam −eˆanAInκIJ√
2e˜AIA
I
m 0
√
2e˜AJ
 . (2.33)
Then the momenta (paR, paL, p
A) in (2.8b) arepaRpaL
pA
 = ERL Z . (2.34)
5The transformations also determine a dual coordinate Y˜ A = Y A + 1√
2
AAm(Y
m
L +Y
m
R ), but this is not
actually independent of Y m(z, z¯) and Y A(z).
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2.3 Massless spectrum
The massless bosonic spectrum of the heterotic string in ten external dimensions is given,
in terms of bosonic and fermionic creation operators αµ−1, ψ¯
µ
−1/2, respectively, by
1. N = 1, N = 1
2
, pA = 0 :
• Gravitational sector:
αµ−1ψ¯
ν
− 1
2
|0, k〉NS
where the symmetric traceless, antisymmetric and trace pieces are respectively
the graviton, antisymmetric tensor and dilaton.
• Cartan gauge sector:
αI−1ψ¯
µ
− 1
2
|0, k〉NS
containing 16 vectors AIµ in the Cartan subgroup of SO(32) or E8 × E8.
2. N = 0,N = 1
2
, pA
2 = 2:
• Roots gauge sector:
ψ¯µ− 1
2
|0, k, piα〉NS
with piα denoting one of the 480 roots of SO(32) or E8 × E8.
In compactifications on T k, the spectrum depends on the background fields. In sector
1 there are the same number of massless states at any point in moduli space. In sector
2, we see from (2.8b) that there are no massless states for generic values of the metric,
B-field and Wilson lines AIm, while for certain values of these fields the momenta can lie in
the weight lattice of a rank 2k+16 group GL×GR. In this case, there is a subgroup with
|(pR,pL)|2 = 2 which can give rise to massless states. Subtracting (2.11a) and (2.11b)
we see that massless states have pR = 0, and thus (unlike in the bosonic string theory),
the non-abelian gauge symmetry comes from the left sector only. The group GL×U(1)kR
in which the massless states transform defines the gauge group of the theory, with GL a
simply-laced group of rank 16+k and dimension N , that depends on the point in moduli
space (which is spanned by Gmn, Bmn, A
I
n). Specifically, the 10− k dimensional massless
bosonic spectrum and the corresponding vertex operators (in the −1 and 0 pictures) are
given by (µ, ν = 0, . . . , 9− k; m,n = 1, . . . , k; I = 1, . . . , 16):
1. N = 1,N = 1
2
, pL = pR = 0:
• Common gravitational sector: gµν , bµν , D
αµ−1ψ¯
ν
− 1
2
|0, k〉NS →
{√
2µνi∂X
µ(z)e−φψ¯ν(z¯)eik·X(z,z¯)√
2µνi∂X
µ(z)Υ¯ν(z¯)eik·X(z,z¯)
(2.35)
with φ the scalar from the bosonization of the superconformal ghost system,
Υ¯µ =
√
2i∂¯Xµ +
1√
2
k · ψ¯ψ¯µ , (2.36)
and kµµν = µνk
ν = 0.
11
• k KK left abelian gauge vectors: gmµ + bmµ ≡ amµ and 16 Cartan generators
of SO(32) or E8 × E8: aIµ
αIˆ−1ψ¯
µ
− 1
2
|0, k〉NS →
{
AIˆµi∂Y
Iˆ(z)e−φψ¯µ(z¯)eik·X(z,z¯)
AIˆµi∂Y
Iˆ(z)Υ¯µ(z¯)eik·X(z,z¯)
, (2.37)
where the index Iˆ = (I,m) includes both the chiral “heterotic” directions and
the compact toroidal ones, labeling the Cartan sector of the gauge group GL.
• k KK right abelian gauge vectors: gmµ − bmµ ≡ a¯mµ
αµ−1χ¯
m
− 1
2
|0, k〉NS →
{√
2A¯µmi∂X
µ(z)e−φχ¯m(z¯)eik·X(z,z¯)√
2A¯µmi∂X
µ(z)Υ¯m(z¯)eik·X(z,z¯)
, (2.38)
with
Υ¯m = i∂¯Y m +
1√
2
k · ψ¯χ¯m . (2.39)
• k(k + 16) scalars: gmn, bmn, aIm
αIˆ−1χ¯
m
− 1
2
|0, k〉NS →
{
SIˆmi∂Y
Iˆ(z)e−φχ¯m(z¯)eik·X(z,z¯)
SIˆmi∂Y
Iˆ(z)Υ¯m(z¯)eik·X(z,z¯)
(2.40)
2. N = 0, N = 1
2
, p2L = 2, pR = 0:
• (N − k − 16) root vectors: aαµ
ψ¯µ− 1
2
|0, k, piα〉NS →
{
AαµJ
α(z)e−φψ¯µ(z¯)eik·X(z,z¯)
AαµJ
α(z)Υ¯µ(z¯)eik·X(z,z¯)
, (2.41)
with kµAµ = 0 and currents
Jα(z) = cαe
iα·Y (z) , (2.42)
where α are the roots of GL (or equivalently the left momenta) and the cocycles
cα verify cαcβ = ε(α, β)cα+β, with ε(α, β) = ±1 the structure constants of GL
in the Cartan-Weyl basis.
• (N − k − 16)× k scalars: aαn
χ¯m− 1
2
|0, k, piα〉NS →
{
SαmJ
α(z)e−φχ¯m(z¯)eik·X(z,z¯)
SαmJ
α(z)Υ¯m(z¯)eik·X(z,z¯)
(2.43)
It is convenient to define the index Ω = (Iˆ , α) = 1, ..., N and condense the vertex
operators for left vectors and scalars as
A(−1) = AΩµJΩ(z)e−φψ¯µ(z¯)eik·X(z,z¯) (2.44)
S(−1) = SΩmJΩ(z)e−φχ¯m(z¯)eik·X(z,z¯) (2.45)
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where J Iˆ = i∂Y Iˆ .
The massive states are obtained increasing the oscillation numbers N and N or
choosing |(pR, pL)|2 ≥ 4.
Due to the uniqueness of Lorentzian self-dual lattices [18] both heterotic theories on
T k can be connected continuously [1, 2], i.e., they belong to the same moduli space.
The possible enhanced non-abelian gauge symmetry groups are those with root lattices
admitting an embedding into Γk,16+k. Although some theorems on lattice embeddings are
known [19], it is a non-trivial problem to determine which groups admit an embedding6.
Here we present a general discussion.
Using that pR = 0, we get from (2.8b) that the massless states have left-moving
momentum
pL =
(√
2 eˆamw
m, piA + wmAAm
)
, (2.46)
while their momentum number on the torus is given by
nm = (Gmn +Bmn)w
n + piAAAm +
1
2
AAnA
A
mw
n . (2.47)
Note that quantization of momentum number on the torus is a further condition to be
imposed on top of pL
2 = 2.
In the absence of Wilson lines AAm = 0, the k torus directions decouple from the 16
chiral “heterotic directions” Y A; pA = piA is a vector of the weight lattice of SO(32) or
E8×E8 and then |pA|2 ∈ 2N. The only possible massless states then have either momenta
pL = (0, pi
A) with |pi|2 = 2, or pL = (
√
2 eanw
n, 0) with wmgmnw
n = 1 (and additionally
nmw
m = 1). The former are the root vectors of SO(32) or E8×E8, while the latter have
solutions only for certain values of the metric and B-field on the torus and lead to the
same groups as in the (left sector of) bosonic string theory, namely all simply-laced groups
H of rank k. The total gauge group is then SO(32)×H×U(1)kR or E8×E8×H×U(1)kR.
For k = 1, i.e. a circle compactification, H is SU(2) at g11 = R
2 = 1, and U(1)
for any other value of the radius. For compactifications on T 2, the possible groups
of maximal enhancement (see footnote 1) are SO(32)× SU(2)2L × U(1)2R (for a diagonal
metric with both circles at the self-dual radius and noB-field) or SO(32)×SU(3)L×U(1)2R
(equivalently SO(32)→ E8 × E8). See [13] for details.
Turning on Wilson lines, the pattern of gauge symmetries is more complicated, and
also richer. In the sector with zero winding numbers, wm = 0, we have pA = piA as
before, but now requiring a quantized momentum number imposes piAAAm ∈ Z (see (2.47))
which, for a generic Wilson line breaks all the gauge symmetry leaving only piA = 0,
which corresponds to the U(1)16 Cartan subgroup. The opposite situation corresponds
to AAm ∈ Γ∗g 7. For E8 ×E8, since Γ∗g = Γ8 × Γ8, AAm can be eliminated through a Λ-shift
of the form OΛ in (2.21) and thus the pattern of gauge symmetries is as for no Wilson
line8. In the SO(32) theory, the same conclusions hold if A ∈ Γ16, but one has the more
interesting possibility A ∈ Γv or A ∈ Γc, where the SO(32) symmetry is not broken,
6A preliminary attempt can be found in [20].
7We denote Γ∗g the dual of the root lattice, and one has Γ
∗
g = Γ8 × Γ8 for E8 × E8 and Γ∗g = Γw =
Γ16 + Γv + Γc for SO(32) (see Appendix A for more details).
8The only difference is that the massless states have shifted momenta piA and a shifted momentum
number along the circle compared to the ones without Wilson lines, see Eq.(2.26).
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and the 16 chiral heterotic directions can be combined with the torus ones, giving larger
groups which are not products.
Let us discuss the different groups that can arise in points of moduli space where the
enhancement is maximal. In that case, the matrices that embed the internal sector of
the heterotic theory on T k into a 16 + k-dimensional bosonic theory are related to the
Cartan matrix C by [5](
(G+ 1
2
AIAI)mn
1
2
Am
I
1
2
AIn GIJ
)
=
1
2
CIˆJˆ ,
(
Bmn
1
2
Am
I
−1
2
AIn BIJ
)
=

1
2
CIˆJˆ for Iˆ < Jˆ
−1
2
CIˆJˆ for Iˆ > Jˆ
0 for Iˆ = Jˆ
(2.48)
One can then view the possible maximal enhancements from Dynkin diagrams. Let us
first consider Wilson lines that do not break the original gauge group, i.e A ∈ Γ∗g. We
start with the SO(32) heterotic theory. The Dynkin diagram of SO(32) is
The Dynkin diagrams of the gauge symmetry groups arising at points of maximal en-
hancement in the compactification of the SO(32) theory on T k have k extra nodes, with
or without lines in between. Since the resulting groups have to be in the ADE class (they
are all simply laced), one cannot add nodes with lines on the left side. Therefore, the
nodes should be added on the right side, and linked or not linked to the last node or
not, and additionally add lines linking them to ech other, or not. For one dimensional
compactifications (k = 1), the only possibilities are
corresponding respectively to SO(32) × SU(2) and SO(34). Since a line in the Dynkin
diagram means that the new simple root is not orthogonal to the former one, then the
Cartan matrix for this situation should have an off-diagonal term in the row corresponding
to the new node and the column of the previous node, which according to (2.48) means
that there is a non-zero Wilson line. Thus, no Wilson line (or a line in Γ16, which is
equivalent to no Wilson line) gives the enhancement group SO(32) × SU(2) and, as
explained above, this enhancement works as in the bosonic theory, at R = 1. The
enhancement symmetry group SO(34) is obtained with a Wilson line in the vector or
negative-chirality spinor conjugacy classes, and will be presented in detail in section 3.2.1.
For compactifications on T k, the k extra nodes give as largest enhancement symmetry
group SO(32 + 2k), and this happens when Wilson lines in all directions are turned on.
For less symmetric Wilson lines one gets smaller groups, and it is easy to see from the
Dynkin diagrams what are all the possible groups. Here we draw all the possibilities for
k = 2 only
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corresponding respectively to SO(36), SO(34)×SU(2), SO(32)×SU(2)2 and SO(32)×
SU(3).
For the E8 × E8 heterotic theory, the situation is less rich in the cases in which the
dimension of the resulting group is larger than that of E8 × E8. As we explained above,
since Γ∗g = Γ8 × Γ8, a Wilson line that preserves the E8 ×E8 symmetry should be in the
lattice, and thus equivalent to no Wilson line. This can also be seen from the Dynkin
diagram of E8 × E8
where we see immediately that the extra nodes cannot be linked to any of the E8’s, as
any extra line would get us away from ADE. Then the possible enhancements are groups
which are products of the form E8 ×E8 ×H, where H is any semi-simple group of rank
k, and each H arises at the same point in moduli space as in the compactifications of
the bosonic theory on T k [13]. However, maximal enhancement can still be obtained by
breaking one of the E8 to SO(16), and then the richness of the SO(32) case is recovered
(e.g. enhancement to SO(18)× E8).
If A /∈ Γ∗g, part or all of the SO(32) or E8×E8 symmetry is broken, and one can still
see groups that arise from the Dynkin diagrams. For compactifications on T k, a priori
any group of rank 16 + k in the ADE class can arise. However, we need to take into
account that there are only k linearly independent Wilson lines that can be turned on,
so not any ADE group is actually achievable.
Points of enhancement are fixed points of some O(k, k + 16;Z) symmetry. Enhance-
ment groups that are not semi-simple, i.e. that contain U(1) factors, arise at lines, planes
or hyper-planes in moduli space. On the contrary, maximal enhancement occurs at iso-
lated points in moduli space. These are fixed points (up to discrete transformations)
of the OD duality symmetry, or more general duality symmetries involving OD. This is
developed in detail in sections 3.4 and 3.5 for compactifications on a circle, to which we
now turn.
3 Compactifications on a circle
All the possible enhancement groups in S1 compactifications can be obtained from the
generalized Dynkin diagrams [18, 3, 21] that we review in Appendix B. Here we list all
the possible maximal enhancements for the Γ16 and Γ8 × Γ8 theories, together with the
point in the fundamental region that gives that enhancement (p, q ∈ Z, 1 ≤ p, q ≤ 8)
Wilson line R−2 Gauge group(
08−p,
(
q
2(p+q)
)
p+q
,
(
1
2
)
8−q
)
8
(
1
p
+ 1
q
)
E9−p × E9−q × SU(p+ q)(
− q
2(6+q)
,
(
q
2(6+q)
)
7+q
,
(
1
2
)
8−q
)
2− 2
q+9
+ 8
q
SU(9 + q)× E9−q(−1
4
,
(
1
4
)
14
,−1
4
)
+ (015, 1) 4 SU(18)(
08+q, (
1
2
)8−q
)
8
q
SO(16 + 2q)× E9−q
(015, 1) 2 SO(34)
Table 1: Maximal enhancements for the SO(32) theory.
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Wilson line R2 Gauge group(
08−p,
(
1
p
)
p
,
(
−1
q
)
q
, 08−q
)
+ (07,−1, 1, 07) 12
(
1
p
+ 1
q
)
E9−p × E9−q × SU(p+ q)(
−1
6
,
(
1
6
)
7
,
(
−1
q
)
q
, 08−q
)
+ (07,−1, 1, 07) 12
(
1
9
+ 1
q
)
SU(9 + q)× E9−q(−1
6
,
(
1
6
)
7
,
(−1
6
)
7
, 1
6
)
+ (07,−1, 1, 07) 19 SU(18)(
08,
(
−1
q
)
q
, 08−q
)
+ (07,−1, 1, 07) 12q SO(16 + 2q)× E9−q(
08,
(−1
6
)
7
, 1
6
)
+ (07,−1, 1, 07) 118 SO(34)
Table 2: Maximal enhancements for the E8 × E8 theory.
When p and/or q equal 7 one gets E2 = SU(2) × U(1) and the enhancement is not
maximal.
In this section we show directly how these groups arise by inspecting the momenta
at different points in moduli space. We explicitly work out some examples and show the
distribution of the enhancement groups in certain two-dimensional slices of the moduli
space, where one can see the rich patterns of gauge symmetries.
The momentum components (2.8b) are9
pR =
1√
2R
[
n−R2w − pi · A− 1
2
|A|2w
]
,
pL =
1√
2R
[
n+R2w − pi · A− 1
2
|A|2w
]
,
pA = piA + wAA , (3.1)
where |A|2 = AAAA = AκAt.10 The massless states, which satisfy pR = 0, have left-
moving momenta
pL = (
√
2Rw, piA + wAA) = (
√
2Rw, pA) , (3.2)
and momentum number on the circle
n =
(
R2 +
1
2
|A|2
)
w + pi · A . (3.3)
The condition |pL|2 = 2 can be written in the following form, that we shall use
|pi + wA|2 = 2(1− w2R2) . (3.4)
In the sector pL = 0 one has n = w = pi
A = 0, and the massless spectrum corresponds
to the common gravitational sector and 18 abelian gauge bosons: 16 from the Cartan
sector of E8 × E8 or SO(32) and 2 KK vectors, forming the U(1)18 gauge group.
The condition pL
2 = 2 can be achieved in two possible ways:
1) pL = (0, p
A), with |pA|2 = 2,
9From now on, suppressed indices in p are orthonormal indices, i.e. pR ≡ pRa, pL ≡ pLa.
10We are abusing notation, as |A|2 = AκA is not a scalar under reparameterizations of the circle
coordinate, i.e. our definition is |A|2 = AAmAAm where m here is just the circle coordinate. The scalar
quantity is A2 = |A|2/R2 (see (3.39) below).
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2) pL = (±s, pA), with 0 < s ≤
√
2 , s2 + |pA|2 = 2.
From (3.2) we see that sector 1 has w = 0 and then (3.1) implies pA = piA. The
condition on the norm says that these are the roots of SO(32) or E8 × E8. But as
explained in the previous section, one has to impose further that n ∈ Z and thus from
(3.3), pi · A ∈ Z. We divide the discussion into two cases, one in which this condition
does not break the SO(32) or E8 × E8 symmetry, and the second one in which it does.
This distinction is useful to understand the enhancement process but, as we will see, is
somewhat artificial: all enhancement groups, including those with SO(32) or E8 × E8
as subgroups, can be achieved with Wilson lines that are not in the dual lattice by
appropiately choosing the radius.
3.1 Enhancement of SO(32) or E8 × E8 symmetry
If we want the condition pi · A ∈ Z not to select a subset of the possible piA in the root
lattice, or in other words not to break the SO(32) or E8 ×E8 gauge symmetry, we have
to impose
A ∈ Γ∗g , (3.5)
with
Γ∗g = Γ8 × Γ8 for E8 × E8 or Γ∗g = Γw = Γ16 + Γv + Γc for SO(32) .
We restrict to this case now, and leave the discussion of the possible symmetry breakings
to the next section.
Sector 2 contributes states only at radii R2 = s2/(2w2). The momentum number of
these states given in (3.3) becomes
n =
1
2
(
s2
w
+ |A|2w
)
+ pi · A = 1
w
(
1− |pi|
2
2
)
∈ Z , (3.6)
where in the last equality we have used (3.2) and |pL|2 = 2.
If A ∈ Γ,11 the condition |pA|2 < 2 can only be satisfied for pA = piA+wAA = 0. Then
we have s2 = 2 and the quantization condition is: 1
w
+ 1
2
|A|2w ∈ Z. One has 1
2
|A|2 ∈ Z,
and thus the only way to satisfy it is with w = ±1 and pi = ∓A which gives two extra
states at R = 1, with momentum number n = ±(1− 1
2
|A|2).
The condition 0 6= |pA|2 < 2 is only possible if A is not in the root lattice. And as
it is required to be in the weight lattice, this possibility arises in the SO(32) heterotic
theory only, for A ∈ Γv or A ∈ Γc. For A ∈ Γv, pi ·A ∈ Z for pi ∈ Γg and 12 |A|2 = 12 (mod
1), so the only option is s = 1, giving extra states with w = ±1 at R = 1/√2. These
states enhance SO(32)×U(1) to SO(34). We present an explicit example of this case in
section 3.2.1. For A ∈ Γc, pi · A ∈ Z for pi ∈ Γg but now 12 |A|2 ∈ Z and thus we cannot
satisfy the quantization condition (3.6) this way. However pi · A = 1
2
(mod 1) for pi ∈ Γs
and thus we recover that for these Wilson lines there is an enhancement to SO(34) at
R = 1/
√
2 as well, by states with w = ±1. Note that A ∈ Γc is equivalent by a Λ shift
with Λ ∈ Γs to A ∈ Γv. As we can see from (2.26), by this shift the winding number
remains invariant, while pi ∈ Γs gets shifted to pi′ ∈ Γg.
11By Γ we mean Γ16 or Γ8 × Γ8, according to which heterotic theory one is looking at.
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We conclude that in circle compactifications with Wilson lines that do not break the
original SO(32) or E8 × E8 groups the pattern of gauge symmetry enhancement is (we
give here only the groups on the left-moving side):
• E8 × E8 × U(1)→ E8 × E8 × SU(2) at R = 1 if A ∈ Γ8 × Γ8
• SO(32)× U(1)→ SO(32)× SU(2) at R = 1 if A ∈ Γ16, or
• SO(32)× U(1)→ SO(34) at R = 1√
2
if A ∈ Γv or A ∈ Γc
In the following figures we show slices of the moduli space. To exhibit the increase
in the number of possible enhancement groups as the radius decreases and more winding
numbers contribute, as well as the symmetries in the Wilson lines, we present figures 1,
2, 3, 4 and 5 corresponding to compactification on a circle of generic radius R2 > 1 and
at R2 = 1, R2 = 3
4
, R2 = 1
2
and R2 = 1
4
, respectively.12 The circles in figures 3, 4 and
5 reflect the dependence on |A|2 and invariance under rotations. Two dimensional slices
given by one parameter in the Wilson line and the radial direction are shown in figures
6 and 7. More figures of slices of moduli space are given in Appendix D.
The first item above corresponds to the red points in figures 2b and 6b, while the
second and third ones correspond, respectively to the red and green points in figures 2a,
4a and 6a. Note that there are also red points in figure 5, but as we will see, these arise
in a different way as above, by a combination of breaking and enhancement. In the next
section we will show how the enhancement at some of the other special points in the
figures arise.
(a) SO(32) heterotic (b) E8 × E8 heterotic
Figure 1: Enhancement groups on the left sector of the heterotic theory on the slice of
moduli space defined by A3,...,16 = 0, R = R0 with a generic R0 > 1
12For the E8 × E8 heterotic theory, the Wilson lines chosen do not break the second E8 factor and
therefore we display the unbroken gauge group corresponding to the circle and first E8 directions. Figure
1b can be found in [22].
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(a) SO(32) heterotic (b) E8 × E8 heterotic
Figure 2: Enhancement groups on the left sector of the heterotic theory on the slice of
moduli space defined by A3,...,16 = 0, R = 1.
(a) SO(32) heterotic (b) E8 × E8 heterotic
Figure 3: Enhancement groups on the left sector of the heterotic theory on the slice of
moduli space defined by A3,...,16 = 0, R2 = 3/4.
(a) SO(32) heterotic (b) E8 × E8 heterotic
Figure 4: Enhancement groups on the left sector of the heterotic theory on the slice of
moduli space defined by A3,...,16 = 0, R2 = 1/2.
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(a) SO(32) heterotic (b) E8 × E8 heterotic
Figure 5: Enhancement groups on the left sector of the heterotic theory on the slice of
moduli space defined by A3,...,16 = 0, R2 = 1/4.
(a) SO(32) heterotic (b) E8 × E8 heterotic
Figure 6: Enhancement groups on the left sector of the heterotic theory on the slice of
moduli space defined by A2,...,16 = 0.
0.2 0.4 0.6 0.8 1.0
R0.0
0.2
0.4
0.6
0.8
1.0
A
(a) SO(32) heterotic
0.2 0.4 0.6 0.8 1.0
R0.0
0.2
0.4
0.6
0.8
1.0
A
(b) E8 × E8 heterotic
Figure 7: Enhancement groups on the left sector of the heterotic theory on the slice of
moduli space defined by A,R, with Wilson line AI = (A, 07, A+ 1, 07).
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SO(32) heterotic:
(1a to 5a) →

U(1)3 × SO(28)
U(1)2 × SU(2)× SO(28)
U(1)2 × SO(30)
(6a) → U(1)2 × SO(30)
(7a) → U(1)2 × SU(2)× SO(28)
U(1)× SU(2)2 × SO(28)
U(1)× SU(3)× SO(28)
U(1)× SU(2)× SO(30)
U(1)× SO(32)
SU(2)× SU(3)× SO(28)
SU(2)× SO(32)
SO(34)
E8 × E8 heterotic:
(1b to 5b) →

U(1)3 × SO(12)× E8
U(1)2 × SU(2)× SU(12)× E8
U(1)2 × SO(14)× E8
U(1)2 × E7 × E8
(6b) → U(1)2 × SO(14)× E8
(7b) → U(1)2 × SU(2)× SO(12)× E8
U(1)× SU(2)× E7 × E8
U(1)× SU(3)× SO(12)× E8
U(1)× SU(2)× SO(14)× E8
U(1)× SO(16)× E8
U(1)× E8 × E8
SU(3)× E7 × E8
SU(2)× E8 × E8
SO(18)× E8
3.2 Enhancement-breaking of gauge symmetry
Whenever the Wilson line is not in the dual root lattice, part or all of the SO(32) or E8×
E8 symmetry is broken. However, this does not imply that no symmetry enhancement
from the circle direction is possible. The pattern of gauge symmetries can still be rich.
We denote these cases enhancement-breaking of gauge symmetry. This nomenclature
can be confusing however: for specific values of R and A, there is the possibility that
the symmetry enhancement is so large that it restores the original SO(32) or E8 × E8
symmetry, or even leads to a larger group of rank 17. This means that we can have a
maximal enhancement even if the Wilson line is not in the dual root lattice, either to the
groups listed at the end of the previous section, or to any other simply-laced, semi-simple
group of rank 17, such as for example SO(18)× E8.
The massless states for an arbitrary Wilson line are the following:
Sector 1 has w = 0 (and thus pA = piA) and consists of the roots of SO(32) or E8×E8
satisfying pi · A ∈ Z, which form a subgroup H ⊂ SO(32) or H ⊂ E8 × E8. We give
examples of Wilson lines preserving U(1)× SU(16) ⊂ SO(32), SO(2p)× SO(32− 2p) ⊂
SO(32), U(1) × SU(p) × SO(32 − 2p) ⊂ SO(32), U(1) × SU(9) × SO(16) ⊂ E8 × E8,
U(1)2×SU(8)×SU(8) ⊂ E8×E8, SO(16)×E8 ⊂ E8×E8, SU(2)×E7×E8 ⊂ E8×E8
in the following sections.
Sector 2 contains states only at radii R2 = s2/(2w2). Quantization of momentum gives
the condition (3.6).If there are states in this sector, there is an enhacement of H × U(1)
to H × SU(2) (where the SU(2) can be on the circle direction or along some direction
mixing the circle with the heterotic directions) or to a group that is not a product, like
for example enhancement of SO(16)× U(1) to SO(18), as we will show in detail.
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On figures 6 to 28 sector 1 is represented by the horizontal lines and sector 2 by the
curves.
Now we show explicitly how the groups mentioned in sector 1 get enhanced respec-
tively to SO(34) at R2 = 1
2
; SU(18) at R2 = 1
4
; Ep+1 × SO(32 − 2p) at R2 = 1 − p8 ;
Ep+1 × SU(16 − p) at R2 = 1 − 816−p in the SO(32) theory, and SO(34) at R2 = 118 ;
SU(18) at R2 = 1
9
; SO(18)×E8 at R2 = 12 ; SU(2)×E8 ×E8 at R2 = 14 in the E8 ×E8.
- Explicit examples for the Γ16 theory
Here we present some examples of symmetry enhancement-breaking. The roots of
SO(32) are given by
SO(32) : (±1,±1, 014) , (3.7)
where underline means all possible permutations of the entries.
3.2.1 U(1)× SO(32)→ SO(34)
Consider the SO(32) heterotic theory compactified on a circle of radius R = 1/
√
2 with
a Wilson line A = (1, 0, . . . , 0) ∈ Γv. The states with pR = 0 have left-moving momenta
pL = (w, pi
A + δA1 w ) , (3.8)
where the first entry corresponds to the circle direction. In sector 1, with w = 0, all the
momenta satisfy |piA|2 = 2 and pi ·A ∈ Z. The last condition holds for any piA ∈ Γg, and
thus in this sector one has all the root vectors of SO(32) given in (3.7). In sector 2 we
have s = 1 and w = ±1. Here we get massless states coming from three different sectors
of the SO(32) weight lattice, namely
2.a) |pi|2 = 2, with pi1 = ±1
pL = (±1, 0,±1, 0, 0, . . . , 0) (3.9)
(where the signs are not correlated). These are 60 states with n = 0.
2.b) |pi|2 = 0,
pL = (±1,±1, 0, . . . , 0) . (3.10)
These are 2 states, which have n = w.
2.c) |pi|2 = 4, with pi1 = ±2
pL = (∓1,±1, 0, . . . , 0) . (3.11)
Another 2 states with n = −w.
We thus get 64 extra states, which together with the Cartan direction of the circle,
enhance the SO(32) to SO(34). This point in moduli space is illustrated in green in
figures 4a, 6a and 7a. In figure 4a the other green points differ from this by a Λ-shift,
while the other green points in figures 6a and 7a, that appear at a different radii, will be
explained in section 3.3.
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3.2.2 U(1)2 × SU(16)→ SU(18)
We now take the Wilson line A =
((
1
4
)
15
,−3
4
)
. In sector 1 (w = 0) we have the roots of
SO(32) that obey:
1
4
16∑
A=1
piA − pi16 ∈ Z . (3.12)
Since the sum cannot be a multiple of 4, it has to vanish. Then we have the roots with
two non-zero entries of opposite signs, that is SU(16). For a generic R this is the gauge
group, but if R2 = 1
4
we get enhancement to the maximal group SU(18). In this case,
the mass formula (3.4) gives
15∑
i=1
(pii +
w
4
)2 + (pi16 − w + w4 )2 =
16∑
i=1
(pˆii +
w
4
)2 = 2− w2
2
where we defined pˆi = (pi1, pi2, . . . , pi15, pi16 − w). If w is even then pˆi is in (0) or (s), but
if it is odd then pˆi is in (v) or (c). We also have the quantization condition:
1
2
|pi|2 − 1
w
=
1
2
|pˆi|2 + 1
2
w2 + wpˆi16 − 1
w
=
1
2
|pˆi|2 − 1
w
+ w
2
+ pˆi16 ∈ Z . (3.13)
For w = 1, −∑16i=1 pˆii = 2|pˆi|2 − 1, and the solutions are pˆi = − (1, 015) on (v) and
pˆi = −
(
(1
2
)15,−12
)
on (c).
For w = 2,
∑16
i=1(pˆii +
1
2
)2 = 0, with unique solution pˆi = − ((1
2
)
16
)
.
They all obey the quantization condition, and add up to 66 additional states. Together
with the 240 roots of SU(16), they complete the 306 roots of SU(18).
3.2.3 U(1)× SO(2p)× SO(32− 2p)→ Ep+1 × SO(32− 2p)
Now we take a Wilson line A =
((
1
2
)
p
, 016−p
)
, 2 ≤ p ≤ 8, in the SO(32) theory13.
The massless states that survive in sector 1 (w = 0) are those with momentum piA
satisfying
1
2
p∑
A=1
piA ∈ Z . (3.14)
Then the surviving states have momenta
pL = (0,±1,±1, 0p−2, 016−p) −→ SO(2p) ,
pL = (0, 0p,±1,±1, 014−p) −→ SO(32− 2p) .
(3.15)
For generic radius there are no states with non-zero winding, and then we get SO(2p)×
SO(32 − 2p). These points are illustrated for p = 2 by the cyan dots in figures 1a, 2a,
13Note that p > 8 is equivalent, by a shift Λ = − (( 12)16), to p′ = 16− p < 8.
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4a and 5a; for p = 7, on the horizontal cyan line in figure 7a and for other values of p, at
half-integer values of the horizontal lines of the figures in appendix D.
At special values of R some states with non-vanishing winding are massless. For
example, when R2 = 1 − p
8
for p < 8, the U(1) × SO(2p) is enhanced to Ep+1. In this
case, the mass formula (3.4) is
p∑
i=1
(pii +
w
2
)2 +
16∑
i=p+1
pi2i = 2− 2w2(1− p/8) ≤
p
4
,
and then if p < 8 the lhs must be smaller than 2. If the pii are semi-integer, then the
lhs is always bigger than 2. Consequently, pii can only take integer values and we need∑16
i=p+1 pi
2
i = β = 0, 1.
For w = 1 the solution must be of the form
(
(−1)k, 0p−k,±β, 015−p
)
and the equation
is solved for every p if β = 0. Then we get
(
(−1)k, 0p−k, 016−p
)
.
There is an additional constraint because |pi|2 must be even, and then k must be even.
The number of states is equal to the way of choosing the value of the first p components.
Choosing the first p − 1 components, the last one is fixed by the constraint. There are
2× 2p−1 = 2p states with |w| = 1.
For w = 2 we get
∑p
i=1(pii + 1)
2 = p− 6− β, which is only possible for p = 6, 7. The
rhs can only take the values 0 or 1. In the first case, all the pii must be equal to −1. Then
we get the solutions
(
(−1)7,±1, 08
)
for p = 7 and ((−1)6, 010) for p = 6 . The second
case is only possible for p = 7 and β = 0. One of the pii can take the value 0 (or −2)
and the rest must take the value −1:
(
−1± 1, (−1)6, 09
)
for p = 7. In total we have 2
states with |w| = 2 for p = 6 and 2× (18 + 14) = 64 for p = 7.
For w ≥ 3 the equation cannot be satisfied. Then for p < 6 we get 2p states (all with
|w| = 1), while for p = 6 and 7 we get 2 and 64 extra states respectively with |w| = 2.
U(1)× SO(4)→ SU(2)× SU(3) ≡ E3 (4 extra states)
U(1)× SO(6)→ SU(5) ≡ E4 (8 extra states)
U(1)× SO(8)→ SO(10) ≡ E5 (16 extra states)
U(1)× SO(10)→ E6 (32 extra states)
U(1)× SO(12)→ E7 (66 extra states)
U(1)× SO(14)→ E8 (192 extra states)
(3.16)
Recalling that E2 = U(1) × SU(2), this is also valid for p = 1, where we get the
enhancement at R2 = 7
8
:
U(1)2 ≡ U(1)× SO(2)→ U(1)× SU(2) ≡ E2 (2 extra states) . (3.17)
The enhancement group U(1)×SU(2)×SO(30), as any non-maximal enhancement, does
not arise at an isolated point, but at a line, displayed in blue in figure 6a.
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Applying the statement to p = 8, appears an enhancement from U(1)×SO(16) to E9
at R = 0. Since E9 has infinite dimension, we would need infinite massless states with
infinitely many different winding numbers. It is obvious that at R = 0 winding states do
not cost any energy, and thus one can have all the windings. The mass equation is:
8∑
i=1
(pii +
w
2
)2 = 2− β . (3.18)
We see that for this value of p the rhs is independent of the winding number. If w = 1
then pi =
(
(−1)k, 08−k, 08
)
is a solution (if k is even). For any other odd value of w we
have the solution: pi = −
((
w+1
2
)
k
,
(
w−1
2
)
8−k, 08
)
. These, together with the states with
even w, give infinite massless states.
We can see all these enhancements at the intersections of the lines at A = 1/2 in
figures 9 to 24 that occur at R2 = 1− p
8
.
3.2.4 U(1)2 × SO(2p)× SU(16− p)→ SU(2)× Ep+1 × SU(16− p)
Consider the Wilson line A =
((
4
16−p
)
p
, 0p
)
, with 0 ≤ p ≤ 7.
The massless states that survive in sector 1 (w = 0) are those with momentum piA
satisfying 4
16−p
16−p∑
A=1
piA ∈ Z. Then the surviving states have momenta
pL = (0, 016−p,±1,±1, 0p+2) −→ SO(2p)
pL = (0, 1,−1, 014−p, 0p) −→ SU(16− p)
(3.19)
For generic radii there cannot be states with non-zero winding, and then the symmetry
group is SO(2p) × SU(16 − p). This is illustrated in the white spaces of the figures in
Appendix D.
There are special values of R where some states with non-vanishing winding are
massless. For example, when R2 = 1− 8
16−p , the U(1)
2×SO(2p) is enhanced to SU(2)×
Ep+1. To see this, consider the mass formula (3.4)
q∑
i=1
(pii +
4w
q
)2 +
16∑
i=q+1
pi2i = 2− 2w2(1− 8/q) where q ≡ 16− p .
For w 6= 0, the rhs is smaller than or equal to 16/q and then the lhs must be smaller
than 2. If the pii are integer, then we need
∑16
i=q+1 pi
2
i = β = 0, 1 and it follows that
q∑
i=1
(pii +
4w
q
)2 = 2− 2w2(1− 8/q)− β .
For w = 1,
∑q
i=1(pii+
4
q
)2 = 16/q−β ≤ 16
9
. If one of the pii is different from 0 or−1 then the
lhs is larger than 16/q. So the solution must be of the form
(
(−1)k, 016−p−k,±β, 0p−1
)
and
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then k = β = 0. There are only two states (considering also w = −1) with momentum
(016).
For w = 2 we get
∑q
i=1(pii + 8/q)
2 = −6 + 64/q − β which is only possible for
q = 9, 10 (p = 7, 6). If p = 6 then we need β = 0, the rhs is 2
5
and we only have the
solution ((−1)10, 06) . If p = 7 then, for β = 0 and β = 1 the rhs takes the values 109 and
1
9
. The equation for β = 0 is impossible to satisfy, and then we get
(
(−1)9,±1, 06
)
. In
total we have 2 states with |w| = 2 for p = 6 and 2× (14) = 28 for p = 7.
For w ≥ 3 we get ∑qi=1(pii + 12/q)2 = 144/q − 16 − β ≤ 0. Then for q > 10 (p < 6)
there are 2 states (both with |w| = 1), while for p = 6 and 7 there are 2 and 28 extra
|w| = 2 states respectively.
If the pii are semi-integer, then the last p values have to be ±12 :
q∑
i=1
(pii +
4w
q
)2 = q
4
− 2− 2w2(1− 8/q) (3.20)
For w = 1,
∑q
i=1(pii +
4
q
)2 = (q−8)
2
4q
≤ 1 and the pii can only take the values ±12 . The
solutions are of the form
((
1
2
)
k
,
(−1
2
)
16−p−k,
(±1
2
)
p
)
, and the equation implies k = 0.
Then, for |w| = 1, we get the 2× 2p+1+δp,0 solutions
((−1
2
)
16−p ,
(±1
2
)
p
)
.
For w = 2 we obtain
∑q
i=1(pii +
8
q
)2 = (q−8)(q−32)
4q
≤ 0, and then there are no states
with |w| > 1.
In total, for p < 6 we get 2 + 2p+δp,0 states (all of them with |w| = 1), while for p = 6
and 7 we get 2 and 28 extra states respectively with |w| = 2.
U(1)2 → SO(4) ≡ SU(2)× E1 (4 extra states)
U(1)3 ≡ U(1)2 × SO(2)→ SU(2)× SU(2)× U(1) ≡ SU(2)× E2 (4 extra states)
U(1)2 × SO(4)→ SU(2)× SU(2)× SU(3) ≡ SU(2)× E3 (6 extra states)
U(1)2 × SO(6)→ SU(2)× SU(5) ≡ SU(2)× E4 (10 extra states)
U(1)2 × SO(8)→ SU(2)× SO(10) ≡ SU(2)× E5 (18 extra states)
U(1)2 × SO(10)→ SU(2)× E6 (34 extra states)
U(1)2 × SO(12)→ SU(2)× E7 (68 extra states)
U(1)2 × SO(14)→ SU(2)× E8 (158 extra states)
At p = 8 we seem to get an enhancement from U(1)2 × SO(16) to SU(2) × E9 at
R = 0.
All of these enhancements can be seen on the intersections of the red and purple
curves of figures 17 to 24 that occur at R2 = 1− 8
q
.
- Explicit examples for the Γ8 × Γ8 theory
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The roots of E8 × E8 are
E8 × E8 : (±1,±1, 06, 08) , (08,±1,±1, 06) , (3.21)
((±1
2
)8, 08) , (08, (±1
2
)8) ,with even number of + signs
3.2.5 U(1)2 × SU(9)× SO(16)→ SO(34)
Consider the Γ8×Γ8 theory compactified with Wilson line A =
((
1
6
)
7
, 5
6
, 1, 07
)
. In sector
1 (w = 0) we have the roots of E8 × E8 that obey:
1
6
7∑
A=1
piA + 5
6
pi8 + pi9 ∈ Z (3.22)
This breaks into two conditions, one for each E8:
1
6
7∑
A=1
piA + 5
6
pi8 ∈ Z and pi9 ∈ Z . (3.23)
For the first condition we have (0) and (s) roots. The (0) roots are vectors of the form(±1,±1, 06). The condition implies that if pi8 = 0 then we need opposite signs for the
two non-zero entries. If pi8 = ±1 then the other non-zero entry must have the same sign.
We get
(
1,−1, 05, 0
)
and ± (1, 06, 1). These are 42 + 14 = 56 roots.
The (s) roots are vectors of the form
((±1
2
)
8
)
with an even number of minus signs.
The condition is
∑7
A=1 pi
A + 5pi8 = 0 mod 6. The absolute value of the lhs can only be 0
or 6. In the first case one of the first 5 components must have a different sign than the
rest, and in the second case all the 8 components must have the same sign and we get
±
((
1
2
)
6
,−1
2
,−1
2
)
and ± ((1
2
)
8
)
. These are 14 + 2 = 16 roots.
In total we have the 56 + 16 = 72 roots of SU(9).
The second condition leaves only the integer roots, and then we have SO(16).
For an arbitrary value of R there cannot be states with non-zero winding, and then
the gauge group is SU(9)× SO(16).
Now we show that when R2 = 1
18
there is enhancement of the gauge symmetry to
SO(34). The mass formula (3.4) is:
7∑
i=1
(pii +
w
6
)2 + (pi8 +
5w
6
)2 + (pi9 + w)
2 +
16∑
i=10
pi2i = 2− w
2
9
< 2 . (3.24)
Then
∑16
i=10 pi
2
i can only take the values 0, 1 or
7
4
. In the last case, we also have that
(pi9 + w)
2 ≥ 1
4
, which means that there are no spinorial roots in the last 8 components.
The only possibilities are: (−w, 07) and (−w, 07)±
(
1, 07
)
. The first (second) case requires
w to be even (odd). Defining pˆi = (pi1, pi2, . . . , pi7,−pi8 − w), we have:
8∑
i=1
(pˆii +
w
6
)2 = 2− w2
9
− 1−(−1)w
2
(3.25)
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but now the condition for the integer vectors is
∑8
i=1 pˆii odd (even) when w is odd
(even); and for the half-integer vectors we have the (s) conditions if w is odd and the (c)
conditions if w is even.
The quantization condition is
1
2
|pi|2 − 1
w
∈ Z→

|pi|2 = 0 mod 2 for |w| = 1
|pi|2 = 2 mod 4 for |w| = 2
|pi|2 = 2 mod 6 for |w| = 3
(3.26)
If w = 1, −∑8i=1 pˆii = 3|pˆii|2 − 2. The minimum value for |pˆii|2 is 1, and in that case
we have pˆi = − (1, 07).
|pˆii|2 = 2 can only be achieved for the (s) conjugacy class, and then pˆi = −
((
1
2
)
8
)
.
|pˆi|2 = 3 is for the (v) conjugacy class, −∑8i=1 pˆii = 7, but this cannot be achieved.
The same happens for greater values of |pˆi|2.
If w = 2, −∑8i=1 pˆii = 32 |pˆii|2 − 1. Then |pˆi|2 has to be even. The minimum value is 0,
which could be achieved only on (0), and the equation cannot be solved. |pˆi|2 = 2 can only
be achieved for (0) and we get
(
(−1)2, 06
)
. |pˆi|2 = 4 has the solution pˆi = −
(
3
2
, (1
2
)7
)
.
And for |pˆi|2 = 6 the equation cannot be satisfied.
If w = 3,
∑8
i=1(pˆii +
1
2
)2 = 0, and the only solution is pˆi =
((−1
2
)
8
)
. That is pi =(
(−1
2
)7,−52 ,−3, 07
)
+
(
08,±1, 07
)
. This has |pi|2 = 12, 18 or 24, which do not obey the
quantization condition.
If w = 4, −∑8i=1 pˆii = 34 |pˆi|2 + 16 . But this equation cannot be solved for integer |pˆi|2.
Defining 8 more components for a 16 dimensional pˆi such that pˆi9 = pi9 − w and
the rest equal to the last 7 components of pi, one can write the additional states pˆi for
R2 = 1
18
as
(±1, 07,±1, 07) and (± (12)8 ,±1, 07) for |w| = 1 and ±((1)2, 06, 08) and
as ±
((
3
2
, (1
2
)7
)
, 08
)
for |w| = 2. The former are 256 + 32 = 288 states and the latter
56 + 16 = 72 states. In total these 360 additional states added to the 184 roots of
SU(9)× SO(16) give the 544 roots of SO(34).
In figure 26 we show this maximal enhancement on the intersection between one red,
two yellow and one green curves. The integer states with |w| = 1 and |w| = 2 give the
red curve, the half-integer states with |w| = 1 give the green curve and the ones with
|w| = 2 are represented by the yellow curve. The additional states without winding are
those in the yellow line.
3.2.6 U(1)3 × SU(8)× SU(8)→ SU(18)
Consider the Wilson line A =
((
1
6
)
7
, 5
6
,
(
1
6
)
7
, 5
6
)
in the Γ8 × Γ8 theory.
In sector 1 (w = 0) we have the first condition of (3.23) for each of the E8, then we
get the 144 roots of SU(9)×SU(9). For an arbitrary value of R this is the gauge group.
For R2 = 1
9
there is enhancement of the gauge symmetry to SU(18). To see this, take
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the mass formula (3.4)
7∑
i=1
(pii +
w
6
)2 + (pi8 +
5w
6
)2 +
15∑
i=9
(pii +
w
6
)2 + (pi16 +
5w
6
)2 = 2− 2w2
9
< 2 . (3.27)
Defining pˆi = (pi1, pi2, . . . , pi7,−pi8 − w, pi9, pi10, . . . , pi15,−pi16 − w) we have:
16∑
i=1
(pˆii +
w
6
)2 = 2− 2w2
9
, (3.28)
but now pˆi has to be on the conjugacy classes (ss), (vv), (sv) or (vs) if w is odd and on
(cc), (00), (0c), (c0) if w is even.
We also have to obey the quantization condition
1
2
|pi|2−1
w
∈ Z.
If w = 1, −∑16i=1 pˆii = 3|pˆi|2 − 4 and pˆi is on (vv), (ss), (vs) or (sv). The minimum
value for |pˆii|2 is 2, and in that case (pˆi, pˆi′) = −
(
1, 07, 1, 07
)
.
|pˆi|2 = 3 can only be achieved for the (vs) and (sv) conjugacy classes, and pˆi =
− (1, 07, (12)8), − ((12)8, 1, 07). |pˆi|2 = 4 is for the (ss) and (vv) conjugacy classes, and
pˆi = − ((1
2
)16
)
. |pˆi|2 = 5 is for the (sv) and (vs) conjugacy classes, −∑16i=1 pˆii = 11 which
cannot be achieved. The same happens for greater values of |pˆi|2.
If w = 2, −∑16i=1 pˆii = 32 |pˆi|2 + 1 implies (00), (cc), (c0) or (0c). The minimum value
for |pˆii|2 is 0, but then the equation cannot be solved.
|pˆi|2 = 2 can only be achieved for (00), (0c) or (c0), but there is no solution.
|pˆi|2 = 4 implies −∑16i=1 pˆii = 7 and this cannot be achieved. The same happens for
greater values of |pˆi|2.
If w = 3,
∑16
i=1(pˆii +
1
2
)2 = 0 has only a solution belonging to (ss), namely pˆi =
− ((1
2
)
16
)
.
It can be shown that all of these states obey the quantization condition. Then, the
additional states for R2 = 1
18
are ± (1, 07, 1, 07), ± (1, 07, (12)8) and ± ((12)8, 1, 07) for
|w| = 1 and pˆi = ((−1
2
)
16
)
for |w| = 3 (±1, 07,±1, 07) and (± (12)8 ,±1, 07) for |w| = 1
and ±
(
(1)2, 06, 08
)
and ± ((1
2
)
16
)
for |w| = 2. The former are 128 + 32 = 160 states and
the latter 2 states. In total these are 162 additional states, which added to the 144 roots
of SU(9)× SU(9) give the 306 roots of SU(18).
In figure 27 we show this maximal enhancement on the intersection between one red,
two yellow and one green curves. The integer states with |w| = 1 are represented by
the red curve, the half-integer states with |w| = 1 give the yellow curve, the states with
|w| = 3 are represented by the green curve and the additional states with w = 0 give the
yellow horizontal line.
3.2.7 U(1)× SO(16)× E8 → SO(18)× E8
Consider the E8 × E8 heterotic string compactified on a circle of radius R = 1√2 , with
Wilson line A = (1, 07, 08), which is of the form (v0) according to the notation of Ap-
pendix A (see (A.10) in particular). This Wilson line leaves the second E8 unbroken,
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while from the first E8, the surviving states in sector 1 are the ones with integer entries,
i.e. those in the first line of (3.21). The group H from sector 1 is then SO(16)×E8 and
the corresponding points in moduli space are illustrated by the grey dots in figure 1b.
In sector 2 we have states with w = ±1 such that s = 1, |pA|2 = 1. The surviving
states have the following momenta
pL = (0,±1,±1, 06), w = 0, |pi|2 = 2 112 roots
pL = (±1, 0,±1, 06), w = ±1, |pi|2 = 2, 28 roots
pL = (±1,±1, 07), w = ±1, pi = 0, 2 roots
pL = (±1,∓1, 07), w = ±1, |pi|2 = 4, 2 roots ,
where the first entry corresponds to the circle and the subsequent ones to the 8 directions
along the Cartan of the first E8 factor. The first line contains the states of sector 1. These
are the 144 roots of SO(18). This point in moduli space, together with its equivalent
ones, are illustrated by the green dots in figure 4b, 6b and 7b.
3.2.8 U(1)× SU(2)× E7 × E8 → SU(2)× E8 × E8
This is an interesting example of enhancement-breaking in the E8×E8 heterotic theory,
where first the E8 is broken to SU(2)× E7 by the Wilson line A =
((
1
4
)
8
, 08
)
and then
enhanced by the circle direction to SU(2)× E8.
The Wilson line leaves the second E8 unbroken, while the surviving roots from the
first E8 have 9-momenta
pL = ±(0, 1,−1, 06)
pL = ±
(
0,
(
1
2
)
8
)
pL =
(
0,
(
1
2
)
4
,− (1
2
)
4
) (3.29)
This, gives 128 roots, which together with the 8 Cartan directions, gives an unbroken
gauge group H = SU(2)× E7 ⊂ E8.
Additionally at R = 1
2
there are 114 states in sector 2: two with w = ±2 and 112
with w = ±1 and momentum
pL =
(
±
√
2
2
,∓ (3
4
)
2
,± (1
4
)
6
)
pL =
(
±
√
2
2
,± (3
4
)
2
,∓ (1
4
)
6
) (3.30)
These states give a total of 114 extra states that add up to the previous 136 states, plus
the circle direction, adding up to the 251 states of SU(2) × E8. So at R = 12 we get
enhancement to SU(2) × E8 × E8, which works very differently than the enhancement
occurring at R = 1, mentioned in section 3.1.
In figure 25 we present these maximal enhancements for the Γ8 × Γ8 theory, and we
also show a maximal enhancement to SU(3)×E7×E8. The additional states with w = 0
are represented by the cyan line and the states with |w| = 1 together with the ones with
|w| = 2 are represented by the orange curve.
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3.3 Exploring a slice of moduli space
In this section we present a detailed analysis of the slice of moduli space for compactifi-
cations of the heterotic theory on a circle at any radius and Wilson line given by
A = (A1, 015) . (3.31)
The results of this section are displayed in figure 6. Here we present the main ingredients
of the calculations, and leave further details to Appendix C.
For this type of Wilson line, the states with w = 0 (sector 1) that survive, are those
satisfying
pi1A1 ∈ Z . (3.32)
This preserves all the roots only if A1 ∈ Z for the Γ16 case, or A1 ∈ 2Z for the Γ8 × Γ8
case. These correspond to the horizontal orange lines in figure 6, where at any generic
radius, the gauge symmetry is U(1)×SO(32), or U(1)×E8×E8. If A1 is an odd number,
then the SO(32) symmetry is unbroken, but the E8×E8 is broken to SO(16)×E8, which
is depicted with a black line at A1 = 1 in figure 6b.
If A1 /∈ Z, then we have just the roots with pi1 = 0. That is, the 420 roots of SO(30)
or the 324 roots of SO(14)× E8. This corresponds to the white regions in figure 6.
Now, depending on the value of R, we can have additional states in sector 2, i.e.
states with non-zero winding14 which momenta satisfy |pL|2 = 2 and have a quantized
momentum number on the circle. Then, according to (3.2) and (3.6), they should obey
|pi + wA|2 = 2(1− w2R2) ,
1
w
(
1− 1
2
|pi|2) ∈ Z . (3.33)
The first equation implies R−1 ≥ w, and the simplest solution is
pi =
(
±
√
2(1− w2R2)− wA1, 015
)
.
But pi is in an even lattice, which implies pi1 = −2q, q ∈ Z. The quantization condition
for n yields
2q2−1
w
∈ Z ,
so we have only the winding numbers that are divisors of the numbers that can be written
as 2q2 − 1, for some integer q. In terms of q, the Wilson lines are of the form
A1 =
2q ±√2− 2w2R2
w
≡ aw,q(R) , {w, q, 2q2−1w } ∈ Z . (3.34)
If the radius also satisfies R < 1√
2w
< 1
w
, we have additional solutions where some of
the other components of pi are non-zero, such that
pi + wA =
(
±
√
1− 2w2R2,±1, 014
)
for Γ16 ,
pi + wA =
(
±
√
1− 2w2R2,±1, 06, 08
)
for Γ8 × Γ8 .
14From now on we take w > 0, keeping in mind that for every massless state with w there is also a
massless state with −w.
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The quantization conditions are the same as before, but now the Wilson lines have the
following behavior as a function of the radius
A1 =
2q + 1±√1− 2w2R2
w
≡ bw,q(R) , {w, q, 2q2−1w } ∈ Z . (3.35)
If additionally R < (2
√
2w)−1 we have yet other possible solutions, but only for the
E8 × E8 theory, where
pi + wA =
(
±1
2
√
1− 8w2R2, (±1
2
)7, 08
)
for Γ8 × Γ8.
The lines and quantization conditions are:
A1 =
q + 1
2
±
√
1
4
− 2w2R2
w
≡ cw,q(R) , {w, q, q(q+1)2w } ∈ Z , (3.36)
where we used (pi1)
2 = |pi|2 − 7
4
and pi1 = −
(
q + 1
2
)
.
For a given q and w, whenever the Wilson line is of the form aw,q in (3.34), we get 2
massless states (one for w > 0 and another one for w < 0). If there are no more states,
then we have enhancement to U(1)×SU(2)×SO(30) and U(1)×SU(2)×SO(14)×E8.
These correspond to the blue lines in figure 6, where for example in figure 6a, the long
blue line going from (R,A1) = (0,
√
2) to (1, 0) corresponds to a1,0 =
√
2(1−R2), while
its mirror one along the axis A1 = 1 is a1,1 = 2− a1,0.
For Wilson lines of the form bw,q in (3.35), we get 60 extra states for the Γ16, and 28
for Γ8×Γ8. The former promote the enhancement to U(1)× SO(32), while the latter to
U(1) × SO(16) × E8, and they correspond respectively to the orange lines in figure 6a
and the black lines in figure 6b. The largest curved orange line in the former and black
line in the latter going from (0, 0) to (0, 2) corresponds to b0,1 = 1 ±
√
1− 2R2, where
the plus sign is for the upper half of the curve, and the minus sign for the lower half.
Finally, Wilson lines of the form cw,q in (3.36) give in the E8 × E8 heterotic theory,
2 × 26 = 128 states (the sign of one of the seven (±1
2
) is determined by the sign of the
other 6 and the sign chosen for the Wilson line). Note that cw,q(R) = b2w,q(R). It is not
hard to show that a Wilson line that can be written as cw,q(R) can always be written
as b2w,q(R), but the function b can also have an odd w. Wilson lines b that can also
be written as c bring then a total of 28 + 128 = 156 states, which corresponds to the
enhancement to U(1)× E8 × E8 in the orange lines of figure 6b.
There are only two kinds of intersections between lines, and the points of intersection
correspond to points of maximal enhancement (see Appendix C for details):
• between a blue curve a(R) with w1 and an orange curve b(R) with w2, where the
enhancement group is SU(2)×SO(32) (SU(2)×E8×E8) in the SO(32) (E8×E8)
theory. These are the red dots of figure 6, and arise at
(R,A1) =
(
1√
w21 + 2w
2
2
,
2
w1
(q ± w2R)
)
=
(
1
C
,
2k
C
)
,
for some integer k, with C = 1, 3, 9, 11, ... are all the integers whose prime divisors
are 1 or 3 (mod 8) (see Table 3).
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• between two blue a(R) with w1 and w2 and two orange (black) curves b(R) with
w3 and w4, where the enhancement group is SO(34) (SO(18)×E8) for the SO(32)
(E8 × E8) theory. These are the green dots of figure 6, and arise at15
(R,A1) =
(
1√
w21 + w
2
2
,
2
w1
(
q ± 1√
2
w2R
))
=
(
1√
2C
,
k
C
)
,
for some integer k, with C = 1, 5, 13, 17, ... are all the integers whose prime divisors
are Pythagorean primes (see Table 3)
In Appendix C we give the details of the calculations and also prove that these are
the only possible intersections for this type of Wilson lines. In Appendix D we present
other slices of moduli space given by the radius and Wilson lines determined by a single
parameter A. In section 3.5 we show how these points arise as fixed points of a duality
symmetry.
3.4 T-duality in circle compactifications
In this section we discuss the action of T-duality in the heterotic string compactified on a
circle. By T-duality we mean the action of certain type of transformations in O(1, 17,Z)
that relate a given heterotic theory with 16-dimensional lattice Γ, compactified on a circle
of radius R and Wilson line A, to another heterotic theory with lattice Γ′, compactified
on a circle of radius R′ and Wilson line A′. In this section we discuss the usual T-duality
exchanging momentum and winding numbers, while in the next section we discuss more
general dualities, and their fixed points.
The duality generated by the matrix OD is the usual T-duality transformation ex-
changing momentum and winding numbers
(w′, n′, pi′) = (n,w, pi) . (3.37)
Since pi stays untouched, this duality is possible if Γ′ = Γ. Its action on the background
fields can be worked out from the generalized metric (2.13), which for the circle is16
M =
R2(1 + 12A2)2 −12A2 (1 + 12A2)A−1
2
A2 1
R2
− 1
R2
A
(1 + 1
2
A2)At − 1
R2
At I + 1
R2
AtA
 , (3.38)
where we have defined the scalar
A2 ≡ |A|
2
R2
. (3.39)
The action of OD transforms this into
M′ = ODMOtD =M−1 =
 1R2 −12A2 − 1R2 A−1
2
A2 R2(1 + 1
2
A2)2 (1 + 1
2
A2)A
− 1
R2
At (1 + 1
2
A2)At I + 1
R2
AtA
 , (3.40)
15We get additionally R = 1√
w21+w
2
2
= 1√
2
√
w23+w
2
4
.
16Here we choose the Cartan-Weyl basis where the Killing metric for the Cartan subgroup κIJ is
diagonal.
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and thus we get
A′ = − A
R2(1 + 1
2
A2)
, R′ =
1
R (1 + 1
2
A2)
(⇒ A
′
R′
= −A
R
)
in agreement with the heterotic Buscher rules for scalars [26]. We get that a background
has R′ = R for
R2sd = 1−
1
2
|A|2 (⇒ R′ = R , A′ = −A ) (3.41)
Additionally, if 2A ∈ Γ′, then A′ = −A ∼ A, and therefore the background is fully self-
dual, satisfying M =M−1 up to discrete transformations (these are of the form (2.19),
(2.20) or (2.21), but for the circle the only non-trivial one is a Λ-shift (2.21)).
All the examples of enhancement discussed in section 3.2 except for 3.2.8 satisfy the
self-duality condition (3.41). By perfoming a Λ-shift to the Wilson line of 3.2.8 we can
bring it to the equivalent one A = ((−3/4)2, (1/4)6, 08), which satisfies (3.41).
For Wilson lines with only one non-zero component, we have that the fixed “points”
of this symmetry correspond actually to lines of non-maximal enhancement symmetry
where the Wilson lines are functions of the radius (A = A(Rsd)), and are such that
A ∼ Asd, with |Asd|2 = 2(1−R2sd).
We now discuss the differences between fixed points of duality symmetries further,
exploring more general dualities and their fixed points.
3.5 More general dualities and fixed points
The transformation OD discussed before is a particular type of transformation that
changes the sign of pR while it rotates pL, preserving its norm (in compactifications
of the bosonic theory on a circle, pL has a single component and OD just leaves it in-
variant, but in the heterotic theory OD rotates the 17-dimensional vector pL). It would
be very interesting to understand what are all the possible transformations that do this,
and obtain their fixed points. Here we do something more modest, namely we work out
the set of transformations that change the sign of pR and rotate pL, leaving its circle
direction component invariant. We thus require
(p′L, p
′A, p′R) = (pL, U
ABpB,−pR) (3.42)
with U ∈ O(16,Z). These transformations generically link a given heterotic theory with
lattice Γ, in a background defined by (A,R) to another heterotic theory with lattice Γ′ in
a dual background with (A′, R′). The duality transformation depends on the matrix U
and we use a convenient parameterization to relate the radii R and R′, namely we define
a positive number r such that
R′ =
1
rR
. (3.43)
The duality transformation that achieves (3.42) should have the form
OU =
−
r|A′|2
2
1
r
+ A′UAt + r|A|
2
2
|A′|2
2
r|A′|2
2
A+ A′U
r − r|A|2
2
−rA
−rA′t UAt + r|A|2
2
A′t U + rA′tA
 . (3.44)
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Requiring this to be in O(1, 17;Z), we get a set of quantization conditions like for exam-
ple17 (the full set of quantization conditions is given in (E.2))
r ,
r|A|2
2
,
r|A′|2
2
,
1
r
+ A′UA+ r
|A|2
2
|A′|2
2
∈ Z . (3.45)
It is instructive to decompose the matrices OU as the product OΛ′ODONOMOΛ with
Λ = −A,M = r, N = U and Λ′ = A′, which allows to interpret the transformations as
the following series of operations
1. O−A: eliminates the Wilson line A through a Λ-shift,
2. Or: rescales R→ rR,
3. OU performs a change of basis in the heterotic directions
4. OD: performs a T-duality along the circle (η),
5. OA′ : adds the Wilson line A
′ through a Λ-shift.
We divide the discussion into the dualities where Γ = Γ′, and those where the dual
lattice is not the original one. To denote the different sublattices that will play a role,
it is useful to use the (0), (v), (s) and (c) conjugacy classes of SO(16), corresponding
respectively to the root, vector, positive and negative-chirality spinor classes. These are
defined in (A.4)-(A.7). The lattices Γ16 and Γ8 × Γ8 contain the following vectors (see
(A.10)-(A.11))
Γ16 = (00), (vv), (ss), (cc)
Γ8 × Γ8 = (00), (ss), (0s), (s0)
(3.46)
One could have chosen different conventions in which some of the s classes are turned
into c classes, and doing that build four other lattices, that we denote Γ−16, Γ
−
8 × Γ−8 ,
Γ−8 × Γ+8 and Γ+8 × Γ−8 . We give these in (A.14). Note that a lattice Γ+ is equivalent to
a lattice Γ−, the choice (s) versus (c) conjugacy class is a convention with no physical
relevance. Here it is important however to make the distinction whether a given duality
maps, say, Γ+ to Γ+, or Γ+ to Γ−.
In the following we write the main results, leaving the details to Appendix E. The
results for generic Wilson lines, assuming that r is a prime number, are summarized in
Table 4. We later concentrate on the situation where the Wilson lines are of the form
(3.31), i.e. with only one non-zero component, as we did in section 3.3, to see what
happens when the assumption that r is prime is relaxed. For Wilson lines of this form,
the O(16) symmetry is broken to O(15), and there are four inequivalent choices of U that
we will analyze in detail
U = ±I or U± ≡ ±diag(1,−115) . (3.47)
17The fact that we get a quantization condition for |A| may sound strange, but it means that if A is
not quantized properly there is no duality that leaves the circle direction of pL invariant. If one allows
the full pL vector to rotate under the transformation, then we have, as shown, at least the duality OD
discussed in previous section.
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3.5.1 Γ↔ Γ
The dualities for which the lattice does not change involve those where pi is invariant,
such as the one discussed in the previous section. But as explained above, one can have
more general dualities even when Γ′ = Γ, and thus more general fixed points. Fixed
points of a duality are those for which R′ = R and A′ = A.18
To make the analysis tractable for generic Wilson lines, we restrict to the situation
where r is a prime number and U = I, and relax this assumption only in the setup where
the Wilson lines have just one non-zero component. Under the assumption that r is a
prime number, the full set of quantization conditions (E.2) are satisfied if and only if (see
details in Appendix E)
A ∈ Γ , A′ ∈ Γ , r = 1 , (3.48)
and thus the fixed points of these transformations are at R = 1 and A any point in the
lattice Γ. They correspond to enhancements to SU(2) × SO(32) and SU(2) × E8 × E8
discussed in section 3.1. These points appear in the diagonal entries in Table 4.
Let us now analyze in more detail the fixed points of the dualities for the subset of
Wilson lines of the form (3.31), i.e. with only one non-zero component. The quantization
conditions evaluated at the fixed points turn into (see Appendix E for details of the
calculation)
n , m ,
2n2 ± 1
m
∈ Z for U = ±I where n = 1
2
A1R
−1,m = R−1, (3.49)
and
n , m ,
n2 ± 1
2m
∈ Z for U = U± where now n = 1√2A1R−1,m = 1√2R−1. (3.50)
We write in Table 3 all the fixed points for U = I and U = U+ where 0 ≤ A1 ≤ 1.
The lines ±A1 mod 2 are also fixed points19 .
18One could also consider a more general situation where A′ + Λ′ = A+ Λ with Λ(Λ′) ∈ Γ(Γ′). Since
here Γ = Γ′, then A ∼ A′. Since we are considering Λ-shifts as part of the duality transformations, we
can restrict without loss of generality to dualities where A′ = A.
19The other two options U = −I and U = U− do not leave the Wilson line invariant. The fixed points
of these dualities are the points where the positive and negative branches of the curves a(R) and b(R),
defined in (3.34) and (3.35), intersect. These are the points where the arguments in the square roots
are zero. Most of these points do not correspond to points of maximal enhancement. Those that do
correspond to −IA = U−A = −A ∼ A, which are also fixed points for U = I or U = U−.
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U = diag(116) U = diag(1,−115)
R−1 A1
1 0
3 2
3
9 4
9
11 8
11
17 10
17
19 6
19
27 22
27
33 8
33
, 14
33
41 30
41
43 16
43
51 10
51
, 44
51
57 32
57
, 44
57
59 36
59
67 20
67
73 12
73
81 22
81
83 74
83
89 40
89
97 80
97
99 14
99
, 58
99
R−1 A1√
2 1
5
√
2 3
5
13
√
2 5
13
17
√
2 13
17
25
√
2 7
25
29
√
2 17
29
37
√
2 31
37
41
√
2 9
41
53
√
2 23
53
61
√
2 11
61
65
√
2 47
65
, 57
65
73
√
2 27
73
85
√
2 13
85
, 47
85
89
√
2 55
89
97
√
2 75
97
101
√
2 91
101
109
√
2 33
109
113
√
2 15
113
125
√
2 57
125
137
√
2 37
137
145
√
2 17
145
, 133
145
SU(2)× SO(32) SO(34)
or or
SU(2)× E8 × E8 SO(18)× E8
Table 3: Fixed points of the dualities OU .
These points in moduli space are points of maximal enhancement symmetry. Those
in the first column give rise to SU(2)× SO(32) for Γ16 or SU(2)×E8 ×E8 for Γ8 × Γ8,
and are depicted by red dots in figure 6. The second column contains all the points of
maximal enhancement groups SO(34) or SO(18)×E8, and correspond to the green dots
in figure 6.
3.5.2 Γ↔ Γ′
Note that unless Γ = Γ±16 and Γ
′ = Γ±8 × Γ±8 (or the other way around, and using any
combination of signs) − situations that we analyze separately in the next section − there
exists some U1 ∈ O(16,Z) such that Γ′ = U1Γ. In that case, the duality with Γ′ 6= Γ,
U2 and A
′ is equivalent to one between Γ and Γ′′ = Γ, U ′′ = U1U2 and has A′′ = A′U1.
Restricting to diagonal matrices U , we see that the dualities with U and Γ′ = Γ are
equivalent to the dualities with U = I but where Γ′ is
Γ′ = Γ±16 for Γ = Γ16 and det(U) = ±1 (3.51)
Γ′ = Γ±18 × Γ±28 for Γ = Γ8 × Γ8, det1(U) = ±11 and det2(U) = ±21 (3.52)
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where det1 (det2) is the product of the 8 first (last) diagonal elements and the lattices Γ
±
are defined in Appendix A. If additionally the Wilson line A is invariant under the action
of U (up to a Λ-shift) we get exactly the same fixed points that one gets for a duality
with Γ = Γ′. Since Wilson lines of the type (3.31) are invariant under the action of a
diagonal U such that the first component is +1, we get the same fixed points of section
3.5.1 that correspond to enhancement to SO(34) or SO(18)× E8.
Under the assumption that r is a prime number, the quantization conditions are
satisfied if and only if
A ∈ (Γ∩Γ′)∗\Γ , A′ ∈ (Γ ∩ Γ′)∗\Γ′ , r = 2 (3.53)
and thus the fixed points of these transformations are at R = 1√
2
, and correspond to
the enhancements SO(34) and SO(18)× E8. The possible Wilson lines for the different
choices of Γ and Γ′ are given in Table 4.
3.5.3 SO(32)↔ E8 × E8
There is no U ∈ O(16,Z) that transforms the lattices Γ16 and Γ8×Γ8 into each other, and
thus the case Γ = Γ16 and Γ
′ = Γ8 × Γ8 is different from the ones considered previously.
Here, for simplicity, we restrict to U = 1, namely we analyze dualities such that
(pL
′, p′R) = (pL,−pR). The quantization conditions under the assumption that r is a
prime number, are given in (3.53). For Γ = Γ16 and Γ
′ = Γ8 × Γ8, the possible Wilson
lines are the following
A ∈ (Γ ∩ Γ′)∗\Γ = (0s), (s0), (vc), (cv)
A′ ∈ (Γ ∩ Γ′)∗\Γ′ = (vv), (cc), (vc), (cv)
(3.54)
However, there is something very curious here: the fixed points of these dualities, corre-
sponding to R = 1√
2
, are not points of maximal enhancement but points of enhancement
U(1)× SO(16)× SO(16). Furthermore, this enhancement group arises at any radius, so
Wilson lines of the form (3.54) give rise to lines in moduli space, and as such are also
“fixed points” of dualities that do not involve OD.
Let us illustrate this better with an example: Take A = ((1
2
)8, 08) ∈ (s0) and A′ =
(1, 07, 1, 07) ∈ (vv). For the time being, we take r = 2, i.e. R′ = 1/(2R), but we do not
necessarily stand at the self-dual radius.
The Wilson line A breaks the SO(32) gauge symmetry to SO(16)×SO(16), as shown
in section 3.2.3. For this Wilson line, one has additionally states which are neutral under
SO(16)× SO(16), i.e. with pA = 0. Since these should have pi = −wA, then only states
with w = 2m, m ∈ Z are allowed. These states have left and right-moving momenta on
the circle
pL =
1√
2R
(
n˜+ 2R2m
)
, pR =
1√
2R
(
n˜− 2R2m) , (3.55)
where n˜ = n + w. Let us pause for a second to show that there is no enhacement
to SU(2) × SO(16) × SO(16) with this Wilson line. We have shown in section 3.2.3
that there are no additional massless states charged under SO(16) × SO(16), i.e. with
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non-zero winding number and pA 6= 0. Regarding extra neutral massless states, it is
very easy to see from (3.55) that there are none of this form: states with momenta
(pL, p
A, pR) = (
√
2, 0, 0), satisfy 2R2m = n˜, while requiring at the same time pL =
√
2
would lead to n˜m = 1
2
, which has no solution. Thus, the compactification of the SO(32)
heterotic string with Wilson line A = ((1
2
)8, 08) leads to U(1)× SO(16)× SO(16) at any
radius.
The Wilson line A′ = (1, 07, 1, 07) breaks the E8 × E8 symmetry also to SO(16) ×
SO(16). There are also states which are neutral under SO(16) × SO(16), of the same
form as before, i.e. with momenta
p′L =
1√
2R′
(
n˜′ + 2R′2m′
)
, p′R =
1√
2R′
(
n˜′ − 2R′2m′) , (3.56)
where w′ = 2m′ and n˜′ = n′ + w′.
Comparing (3.56) and (3.55), we see that (p′L, pR) = (pL,−pR) if (n˜′,m′) = (m, n˜)
and RR′ = 1
2
. This is true for any value of R.
In the following table we write the fixed points of the dualities between a theory with
lattice Γ (row) and another one with Γ′ (column) for the smallest value of the parameter
r defined in (3.43), which are r = 1 or r = 2. We indicate the conjugation classes of the
possible Wilson lines (for a given row and column, any A given can be dualized to any
A′), and the enhancement group arising at the fixed point of the duality.
Γ16 Γ
−
16 Γ8 × Γ8 Γ8 × Γ
−
8 Γ
−
8 × Γ8 Γ
−
8 × Γ
−
8
Γ16 SO(32)× SU(2) SO(34) SO(16)× SO(16)× U(1) - - SO(16)× SO(16)× U(1)
R = 1 R = 1/
√
2 R = 1/
√
2 R = 1/
√
2
A = 00, ss, vv, cc A = 0v, v0, cs, sc A = vc, cv, 0s, s0 A = vs, sv, 0c, c0
A′ = 00, ss, vv, cc A′ = 0v, v0, ss, cc A′ = vc, cv, vv, cc A′ = vs, sv, vv, ss
Γ−16 SO(32)× SU(2) - SO(16)× SO(16)× U(1) SO(16)× SO(16)× U(1) -
R = 1 R = 1/
√
2 R = 1/
√
2
A = 00, ss, sc, cs A = vs, cv, s0, 0c A = sv, vc, 0s, c0
A′ = 00, ss, sc, cs A′ = vs, cv, cs, vv A′ = sv, vc, sc, vv
Γ8 × Γ8 E8 × E8 × SU(2) E8 × SO(18) SO(18)× E8 -
R = 1 R = 1/
√
2 R = 1/
√
2
A = 00, ss, 0s, s0 A = 0v, sv, 0c, sc A = v0, vs, c0, cs
A′ = 00, ss, 0s, s0 A′ = 0v, sv, 0s, ss A′ = v0, vs, s0, ss
Γ8 × Γ−8 E8 × E8− × SU(2) - SO(18)× E8−
R = 1 R = 1/
√
2
A = 00, sc, 0c, s0 A = v0, vc, c0, cc
A′ = 00, sc, 0c, s0 A′ = v0, vc, s0, sc
Γ−8 × Γ8 E8− × E8 × SU(2) E8− × SO(18)
R = 1 R = 1/
√
2
A = 00, cs, 0s, c0 A = 0v, cv, 0c, cc
A′ = 00, cs, 0s, c0 A′ = 0v, cv, 0s, cs
Γ−8 × Γ
−
8 E8
− × E8− × SU(2)
R = 1
A = 00, cc, 0c, c0
A′ = 00, cc, 0c, c0
Table 4: Points of symmetry enhancement as fixed points of duality symmetries
4 Effective action and Higgs mechanism
Now that we saw the rich structure of duality symmetry, we turn to its explicit target
space realization. The global duality symmetry of the dimensionally reduced heterotic
supergravity action has been deeply investigated in the seminal papers by J. Maharana
and J. Schwarz [6] and N. Kaloper and R. Myers [7], and more recently in [8]. If the gauge
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fields are truncated to the Cartan subsector of the E8 × E8 or SO(32) gauge group, the
dimensional reduction of heterotic supergravity from 10 to 10− k dimensions produces a
theory with U(1)2k+16 abelian gauge symmetry and a continuous global O(k, k + 16;R)
symmetry. If the reduction includes the full set of E8×E8 or SO(32) gauge fields and no
Wilson lines, the global symmetry reduces to O(k, k;R), while a compactification with
Wilson lines for the Cartan gauge fields of a rank 16− r subgroup of the rank 16 gauge
group GL, gives an effective field theory with global O(k, k+16−r;R) duality symmetry
[8]. The analysis of [8] is based on string-theoretic arguments and holds to any order
in the α′ expansion of the heterotic string effective field theory action involving all the
massless string states, except those that become massless at self-dual points of the moduli
space.
Including the massless states with nonzero winding or momentum number on T k in
the effective field theory of the toroidally compactified heterotic string is not difficult,
as it is a gauged supergravity. The action with at most two derivatives of the massless
fields is then completely determined by the gauge group. Therefore, although the field
theoretical Kaluza-Klein reduction of heterotic supergravity cannot describe the string
modes that give rise to maximally enhanced gauge symmetry, the action is entirely fixed.
Nevertheless, we will see in the forthcoming sections that the explicit construction of
the (toroidally compactified) heterotic string effective action from the scattering ampli-
tudes of massless string modes at self dual points of the moduli space, and its manifestly
duality-covariant reformulation, give important information. In particular, we will ob-
tain novel relations between the SO(32) and E8×E8 theories. We will also consider the
light states that acquire mass when slightly perturbing the background fields and revisit
the gauge symmetry breaking and Higgs mechanism, both from the field theory and the
string theory viewpoints.
4.1 Effective action of massless states
The three-point functions of all the (toroidally compactified) heterotic string massless
vertex operators are reviewed in Appendix F, where we also compute the four point
function of the massless scalars. These amplitudes are reproduced from the S-matrix of
the following effective action
S =
1
2κ2d
∫
ddx
√−Ge−2ϕ
(
R + 4∂µϕ∂
µϕ− 1
12
HµνρH
µνρ − 1
4
F ΓµνF
µν
Γ −
1
4
F¯mµνF¯
µν
m
−1
4
DµS
mnDµSmn − 1
2
SΓmF
Γ
µνF¯
mµν − 1
4
SΓmSΓ′
mSΛnSΛ′
nfΓΛΠfΓ
′Λ′
Π
)
,(4.1)
which also contains terms from higher point functions that we have not computed but
need to be included on the basis of gauge symmetry. Here κd is the effective Planck
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coupling constant (related to the gauge coupling gd as gd =
√
2κd) and
20
Hµνρ = 3
(
∂[µBνρ] + A
Γ
[µ∂νAρ]Γ +
1
3
fΓΛΩA
Γ
µA
Λ
νA
Ω
ρ − A¯m[µ∂νA¯ρ]m
)
, (4.2)
F Γµν = ∂µA
Γ
ν − ∂νAΓµ + fΓΛΩAΛµAΩν , F¯mµν = ∂µA¯mν − ∂νA¯mµ ,
DµS
Γm = ∂µS
Γm + fΓΛΩA
Λ
µS
Ωm , (4.3)
with SΓm = (Gmn,Bmn,AIm,Aαm) denoting the scalar fields. The indices m,n = 1, . . . , k
correspond to the dimensions on T k and Γ,Λ = 1, ..., N are the adjoint indices of the Lie
algebra associated to the gauge group GL of dimension N and structure constants f
Γ
ΛΩ.
For ten external dimensions (i.e. when there are no compact internal dimensions
other than the 16 chiral “heterotic” ones), d = 10, the gauge group is E8×E8 or SO(32)
and N = 496. There are neither scalar SΓm nor vector A
m
µ , A¯
m
µ fields. Then the action
reduces to the first four terms in (4.1), with Γ = (I, α) = 1, . . . , 496, and the last term
in Hµνρ vanishes.
For compactifications on T k, d = 10 − k, at generic values of the background fields,
the gauge group is U(1)16+kL × U(1)kR, N = 16 + k, and the index Γ ≡ Iˆ = 1, . . . , 16 + k.
The vectors and scalars are only those in sector 1 of section 2.3. We denote the gauge
fields as the polarization vectors in the vertex operators (Amµ , A
I
µ, A¯
m
µ ) and the scalar
fields are Gmn = Gmn + S(mn)(x), Bmn = Bmn + S[mn](x), AIm = AIm + SIm(x), where
the fluctuations are denoted like the polarizations of the vertex operators creating the
string scalar states. In this case, (4.1) agrees with the effective action obtained in [6]
from dimensional reduction of heterotic supergravity with gauge group truncated to the
Cartan subgroup. The theory has a global O(k, k + 16;R) symmetry.
At the specific points in moduli space where the gauge symmetry is enhanced, it
is convenient to split the index Γ = (Iˆ , α = α, α), where Iˆ = 1, ..., 16 + k denotes the
Cartan generators and α (α) are the positive (negative) roots of GL. The vectors A
Iˆ
µ
and A¯mµ correspond to the left and right Cartan generators in sector 1, respectively,
while Aαµ correspond to the vectors of sector 2, as defined in section 2.3. The scalars
SIˆm correspond to the (16 + k) × k scalars in sector 1, while the Sαm correspond to
the scalars in sector 2. In this case, Gmn = G
sd
mn + S(mn)(x), Bmn = B
sd
mn + S[mn](x),
AIm = A
sd
Im +SIm(x),Aαm = Sαm(x), and the superindex sd refers to the self-dual values
of the background fields. The algebra in the Cartan-Weyl basis is
[
J Iˆ , Jα
]
= αIˆJα ,
[
Jα, Jβ
]
=

ε(α, β)Jα+β if α + β is a root
αIˆ J
Iˆ if α = −β
0 otherwise
,
where ε(α, β) = ±1 for simply-laced algebras. Note that it is completely determined
by the vertex operators of the vector states: the roots αIˆ are the momenta of the string
states and ε(α, β) is given by the cocycle factors in the currents (2.42) cαcβ = ε(α, β)cα+β.
20 We have rescaled the polarizations introduced in Section 2 asGµν = ηµν+2κd(µν) −→ e−
2κd√
d−2DGµν ,
[µν] −→ Bµν2κd , AΓµ −→
AΓµ
gd
, A¯mµ −→ A¯
m
µ
gd
, Smn −→ Smn2κd , SIm −→ SImgd , Sαm −→ Sαmgd . We also redefined
the dilaton D = 2
κd
√
d−2 (ϕ− ϕ0), so that κd −→ e−ϕ0κd and gd −→ e−ϕ0gd.
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When the gauge group GL is a product, the structure constants (and the indices Γ, Iˆ , α)
split into those of each factor, e.g. for SO(32) × H, Γ = (ΓSO(32),ΓH) with ΓSO(32) =
(I = 1, . . . , 16;α = 1, . . . , 480) and ΓH = (m = 1, . . . , k;α = 1, . . . , N − 496 − k), while
for SO(32)×U(1)kL or SO(34) they are only those of the non-Abelian piece. The Cartan-
Killing metric is defined to be a block diagonal matrix containing the Cartan-Killing
metrics of the groups κ = diag(κSO(32), κH) or κ = diag(κSO(32), 1k×k).
For gauge groups of the form GL × U(1)kL × U(1)kR, the action (4.1) agrees with the
dimensionally reduced heterotic supergravity action obtained in [8], including the scalar
potential (although the reduction of [8] contains an additional term with six scalars that
we have not computed)21. It possesses O(k, k;R) global symmetry.
In the case of enhanced gauge groups of the form GL × U(1)kR, in which the k left-
moving Cartan generators are absorbed by the Cartan subgroups of the non-abelian group
GL, the structure constants completely break the global symmetry. However, (4.1) can
be rewritten in O(k, n) covariant form, where n equals the dimension of the full gauge
group. We review this rewriting in the next section, where we also present an alternative
reformulation of (4.1) from a generalized Scherk-Schwarz compactification of double field
theory. This will allow us to obtain novel relations between the E8 × E8 and SO(32)
heterotic theories.
From (4.1) one can see some of the features of the spontaneous breaking of gauge
symmetry that occurs away from the enhancement points. An effective stringy Higgs
mechanism is already encoded in the string theory computation, which can be interpreted
as triggered by the vacuum expectation values of the scalar fields in the Cartan sector SIˆm,
which give mass to the vectors in the non-Cartan sector from the covariant derivatives in
the kinetic terms, while the scalars without legs in the Cartan sector acquire mass from
the scalar potential. We present the relevant details in the forthcoming sections.
4.2 Higgs mechanism in string theory
When moving away from the points in moduli space where the gauge symmetry is en-
hanced, pR 6= 0 and the extra massless vectors and scalars in sector 2 acquire mass.
The dependence of the vertex operators on the background fields is contained in the
exponential factors of the internal coordinates, which become
Jα = cαe
ipi(α)IˆY
Iˆ
L (z) → JpL,pR(z, z¯) = c′αeipLIˆY
Iˆ
L (z)+ipRmY
m
R (z¯) , (4.4)
where c′α = cα, as we will see later. In particular, the [U(1)L]
k+16 × [U(1)R]k charges of
these states, (qIˆ , q¯m) = (pIˆL, p
m
R ), are generated by J
Iˆ ⊗ Jm.
The OPE of the energy-momentum tensor with the massive vector boson vertex op-
erators develop a cubic pole, and it is necessary to combine these operators with those
of the massive scalars in order to cancel the anomaly. As discussed in [12], the vertex
21The redefinitions A
(1)m
µ =
1√
2
(Amµ + A¯
m
µ ), A
(2)
mµ =
1√
2
Gmn(A
m
µ − A¯mµ ) and Bµν = −bµν , Bmn = −bmn
are necessary to compare with [8]. Note that the KK reductions of the metric and B field, A
(1)m
µ and
A
(2)
mµ, having the internal indices up and down repectively, cannot couple through one scalar field, unlike
the left and right vector fields AΓµ and A¯
m
µ in (4.1). See the next section and the equivalent discussion
in [12].
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operators of the massless vectors “eat” the scalars Sαm and the conformal anomalies can
be canceled when redefining
A′(0) ∼ JpL,pR(z, z¯)
(
Aαµ(k)Υ¯
′µ(z¯)− ξSαm(k)Υ¯′m(z¯)
)
eik·X(z,z¯) , (4.5)
with
Υ¯′µ = i
√
2∂¯Xµ +
1√
2
k · ψ¯ψ¯µ − pRnχ¯nψ¯µ , Υ¯′m = i∂¯Y m + 1√
2
k · ψ¯χ¯m − pRnχ¯nχ¯m ,
if
k · Aα − ξpmRSαm = 0 , (4.6)
where ξ is some coefficient. In terms of fields, this is
∂µA
µ
α + iξp
m
RSαm = 0 , (4.7)
corresponding to the Rξ t’Hooft gauge condition where pR can be identified with a non
vanishing vev. Then the physical massive vector boson vertices are actually A′, and the
scalars Sαm disappear from the spectrum.
Note that the fields associated to A′ have well defined charges (pL,pR), and since
m2 = −k2, the gauge condition can be written as
k ·
(
Aα + kξ
1
2p2R
pmRSαm
)
= 0 , (4.8)
implying an effective polarization
A′αµ(pL, pR, k) = Aαµ − ξ
kµ
2p2R
pmRSαm . (4.9)
This leads to a massive vector of the form
A′αµ = Aαµ − ξ
1
2p2R
pmR∂µSαm , (4.10)
where p2R 6= 0 is related to the vevs. This is the usual massive vector field incorporating
the would-be Goldstone bosons pmRSαm that provide the longitudinal polarization.
Unlike the case of the toroidally compactified bosonic string, in the heterotic string all
the massive scalars are Goldstone bosons. Since the gauge group in the supersymmetric
right sector is abelian, there are no other massive scalars from the compactification of
the massless states.
The non-vanishing three point functions involving massless and light states, i.e. states
that are massless at the self-dual points and become massive when perturbing the back-
ground fields, are listed in Appendix C, and they lead to the following effective action
S ′ =
1
2κ2d
∫
ddx
√
Ge−2ϕ
(
R + 4(∂µϕ)
2 − 1
12
H ′µνρH
′µνρ − 1
4
F IˆµνF
µν
Iˆ
− 1
4
F¯mµνF¯
µν
m
−1
4
F ′pµνF
′−pµν − 1
2
p2RA
′p
µA
′−p
ν G
µν − 1
4
∂µSIˆn∂
µSIˆn +
√
2pIˆLp
m
RA
′pµA′pµSIˆm
−1
2
F IˆµνF¯
mµνSIˆm +
i
2
pIˆLA
′p
µA
′−p
ν F
µν
Iˆ
− i
2
pmRA
′p
µA
′−p
ν F¯
m
µν
)
(4.11)
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with
F ′p1µν = 2∂[µA
′p1
ν] + ε(p1, p2)A
′−p2
[µ A
′p1+p2
ν] − 2ip1LIˆAIˆ[µA′p1ν] − 2ip1RmA¯m[µA′p1ν]
F Iˆµν = 2∂[µA
Iˆ
ν] , F¯
m
µν = 2∂[µA¯
m
ν]
H ′µνρ = 3
(
∂[µBνρ] + A
Iˆ
[µ∂νAρ]Iˆ + A
′p
[µ∂νA
′
ρ]p +
1
3
ε(p1, p2)A
′p1
µ A
′p2
ν A
′−p1−p2
ρ
−i pLIˆA′p[µA′−pν AIˆρ] − ipRmA′p[µA′−pν Amρ] − A¯m[µ∂νA¯ρ]m
)
, (4.12)
The S-matrix of this massive gauge field theory coupled to gravity reproduces the
string theory three-point amplitudes. The non-Abelian pieces in the field strength of the
massive gauge fields and in the Chern-Simons terms in H ′µνρ correctly appear in terms
of the charges of the corresponding fields (qIˆ , qm) = (pIˆL, p
m
R ). These charges determine
the coefficients of the vector boson three-point functions, which can be identified with
structure constants
fmp p = ip
m
R , f
Iˆ
p p = ip
Iˆ
L , f
p1+p2
p1p2 = ε(p1, p2) , (4.13)
reflecting the fact that the gauge interactions in string theory are a manifestation of
an underlying affine Lie algebra. This algebra is isomorphic to that of the enhanced
GL group [15], which justifies the identification c
′
α = cα used in (4.4) (we will comment
further on this result in the next section).
Not all the terms in the action can be obtained from the three-point functions, but
we have completed the expressions so that they correctly reproduce the massless case
when pR = 0 and pL ∈ Γ.
All the terms of the scalar potential of the massless theory (4.1) are absorbed by the
field strengths of the massive vectors or by interaction terms containing massive vectors.
5 Heterotic double field theory
Although the action (4.1) can be generically obtained by dimensional reduction of het-
erotic supergravity from 10 to 10− k dimensions, not all the effective actions of massless
fields obtained from toroidally compactified heterotic string theory can be uplifted to
higher dimensional supergravities. In particular, the states with nonzero winding or
momentum number on T k cannot be captured by field theoretical Kaluza Klein com-
pactifications. To find the higher dimensional description of these string modes, one has
to refer to gauged double field theory (DFT) [23, 24, 27], an O(D,D + N ;R) covari-
ant rewriting of heterotic supergravity, with D the dimension of space-time and N the
dimension of the gauge group.
In this section we review this construction and show that the effective action (4.1) can
be rewritten in terms of O(k,N) multiplets. The reformulation is achieved essentially
assembling theN+k gauge fields as a vector, theNk moduli scalars as part of a symmetric
tensor and the structure constants of the non-abelian gauge groups as an antisymmetric
three-index tensor underO(k,N) transformations. The procedure generalizes the analysis
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of [8] by including all the massless string modes at self-dual points of the moduli space,
in which the k left Kaluza-Klein vector fields become part of the Cartan subgroup of the
maximally enhanced gauge group.
Furthermore, using the equivalence between gauged DFT and generalized Scherk-
Schwarz (gSS) compactifications [24], we present an explicit realization of the internal
generalized vielbein which reproduces the structure constants of all the enhanced gauge
groups under generalized diffeomorphisms. In particular, we show that the structure
constants of the E8×E8 and SO(32) groups can be obtained from the same deformation
of the generalized diffeomorphisms and then the E8 × E8 and SO(32) theories can be
described as different solutions of the same heterotic DFT.
5.1 Gauged double field theory
The frame-like DFT action reproducing heterotic supergravity was originally introduced
in [9] and further developed in [23]. The theory has a global G = O(D,D + N ;R)
symmetry, a local double-Lorentz H = O(D − 1, 1;R) × O(1, D − 1 + N ;R) symmetry,
and a gauge symmetry generated by a generalized Lie derivative
LξVM = ξP∂PVM +
(
∂MξP − ∂PξM
)
VP . (5.1)
The infinitesimal generalized parameter ξM, withM = 1, . . . , 2D+N , transforms in the
fundamental representation of G, and H-transformations are generated by an infinitesi-
mal parameter ΛAB, with A,B = 1, . . . , 2D +N .
The constant symmetric and invertible metrics ηMN and ηAB raise and lower the in-
dices that are rotated by G and H, respectively. In addition there is a constant symmetric
and invertible H-invariant metric HAB constrained to satisfy
HACHCB = δBA . (5.2)
The three metrics ηMN , ηAB and HAB are invariant under the action of L, G and H.
The fields of the theory are a generalized vielbein EAM and a generalized dilaton
d. The former is constrained to relate the metrics ηAB and ηMN , and allows to define a
generalized metric HMN from HAB
ηMN = EAMηABEBN , HMN = EAMHABEBN . (5.3)
The theory is defined on a 2D +N dimensional space but the coordinate dependence of
fields and gauge parameters is restricted by a strong constraint
∂M∂M · · · = 0 , ∂M . . . ∂M · · · = 0 , (5.4)
the derivatives ∂M transforming in the fundamental representation of G and the dots
representing arbitrary products of fields.
DFT can be deformed in terms of so-called fluxes or gaugings fMNP [23], a set of
constants that satisfy linear and quadratic constraints
fMNP = f[MNP] , f[MNRfP]RQ = 0 , (5.5)
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and the following additional constraint is required to further restrict the coordinate de-
pendence of fields and gauge parameters
fMNP ∂P · · · = 0 . (5.6)
The generalized dilaton and frame transform under generalized diffeomorphisms and
H-transformations as follows
δd = ξP∂Pd− 1
2
∂PξP ⇔ δe−2d = ∂P
(
ξPe−2d
)
, (5.7)
δEAM = L̂ξEAM + δΛEAM , (5.8)
where
L̂ξEAM = LξEAM + fMPQξPEAQ , (5.9)
δΛE
AM = EBMΛBA . (5.10)
The DFT action can be expressed in terms of the generalized fluxes
FABC = 3∂[AEBNEPC]ηNP + fMNPEMAEBNECP , (5.11)
FA = 2∂Ad− ∂BEAMEBM , (5.12)
as [27]
S =
∫
dXe−2d
[
FABCFDEF
(
1
4
HADηBEηCF − 1
12
HADHBEHCF − 1
6
ηADηBEηCF
)
+ (2∂AFB −FAFB)
(HAB − ηAB)] , (5.13)
and it is fixed by demanding H-invariance, since the generalized fluxes are not H-
covariant.
5.2 Parameterization and choice of section
Choosing specific global and local groups and parameterizing the fields in terms of metric,
two-form, vector and scalar fields one can make contact with the (toroidally compactified)
heterotic string modes and effective actions of the previous sections. To this aim, we
first consider the theory at points of the moduli space in which the gauge group is
GL × U(1)kL × U(1)kR, and in the next subsection extend the construction to account for
the maximally enhanced gauge groups GL × U(1)kR.
Taking the space-time dimension D = d+k and the gauge group GL×U(1)kL×U(1)kR,
the G indices split as VM = (V µ, Vµ, V M) and the H indices split as VA = (VA, VA, Va),
where µ,A,A = 1, . . . , d (external)22 and M, a = 1, . . . , 2k + N (internal), N being the
dimension of GL. The splitting breaks G and H into external and internal pieces
G→ Ge ×Gi , H → He ×Hi (5.14)
22 This notation for the right and left indices should be distinguished from the notation α¯ and α used
for the positive and negative roots of the gauge algebra in the previous section.
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where
Ge = O(d, d;R) , Gi = O(k, k +N ;R) ,
He = O(d− 1, 1;R)×O(1, d− 1;R) , Hi = O(k;R)×O(k +N ;R) .
Then the G-vector VM contains a Ge-vector (V µ, Vµ) and a Gi-vector V M = (V m, Vm, V Γ)
and the H-vector VA contains a He-vector (VA, VA) and a Hi-vector Va = (Va, Va, VG).
Under this decomposition, the degrees of freedom can be decomposed as
dim (G/H) = D(D +N) =
d(d+ 1)
2
+
d(d− 1)
2
+ d(2k +N) + k × (k +N)
Gµν Bµν AµM EMa
where EMa parameterizes the coset Gi/Hi. The G and H invariant metrics are
ηMN =

0 δµ
ν 0 0 0
δµν 0 0 0 0
0 0 0 δm
n 0
0 0 δmn 0 0
0 0 0 0 κΓΛ
 ,
ηAB = diag(−gAB, gAB,−δab, δab, δFG) ,
HAB = diag(gAB, gAB, δab, δab, δFG) .
(5.15)
We can parameterize the generalized frame in terms of the d-dimensional fields as
EAM =
1√
2
−eAµ − eˆAνCνµ eˆAµ −eˆAρAρMeAµ − eˆ′AνCνµ eˆAµ −eˆAνAνM√
2EaNANµ 0
√
2EaM
 , (5.16)
where the vielbeins eµ
A and eµ
A for the right and left sectors define the same space-time
metric Gµν = eµAgABeνB = eµAgABeνB and Cµν = Bµν + 12AMµ AνM .
The internal part of the generalized vielbein EaM can be written in terms of the
background fields and perturbations as EaM = Ea0 M + δEaM , withE0aE0a
E0A
 = 1√
2
−eam − eˆanCnm eˆam −eˆanAIneam − eˆanCnm eˆam −eˆanAIn√
2e˜A
JAJm 0
√
2e˜A
I
 , (5.17)
where eam and e
a
m are two different frames for the same background metric Gmn, eˆam, eˆam
are the inverse frames and Cmn = Bmn + 12AImAnI .
Then the generalized metric is
HMN =
Gµν + CρµCσνGρσ +AµPMPQAνQ −GνρCρµ CρµGρσAσN +AµPMPN−GµρCρν Gµν −GµρAρN
CρνGρσAσM +AνPMMP −GνρAρM MMN +AρMGρσAσN
 ,
and the symmetric and Gi-valued matrix MMN = EaMδabEbN ∈ O(k, k +N ;R) is
MMN =
Gmn + ClmGlkCkn +AΓmAΓn −GnkCkm CkmGklAlΛ +AmΛ−GmkCkn Gmn −GmkAkΛ
CknGklAlΓ +AnJ −GnkAkΓ κIJ +AkΓGklAlΛ
 , (5.18)
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where the fields depend on the external coordinates.
With this parameterization in (5.11), taking e−2d =
√−Ge−2ϕ in (5.12) and resolving
the strong constraint (5.4) in the supergravity frame, after integrating (5.13) along the
internal coordinates one gets an action of the form of (the electric bosonic sector of)
half-maximal gauged supergravity [10]
S =
∫
ddX
√−Ge−2ϕ
[
R + 4DµϕD
µϕ− 1
12
HµνρH
µνρ − 1
4
FµνMFµνNMMN
+
1
8
DµMMNDµMMN − V
]
, (5.19)
where
Hµνρ = 3
(
∂[µBνρ] −AM[µ ∂νAρ]M −
1
3
fMNPAM[µANν APρ]
)
,
FMµν = 2∂[µAMν] + fMNPANµ APν .
DµMMN = ∂µMMN + fMPQAPµMQN + fNPQAPµMMQ (5.20)
and the scalar potential is
V =
1
12
fMP
RfNQ
SMMNMPQMRS + 1
4
fMP
QfNQ
PMMN + 1
6
fMNPf
MNP . (5.21)
This action reproduces heterotic supergravity in ten external dimensions for k = 0
and GL = SO(32) or E8×E8, with the following identifications. The scalar frame is only
non-vanishing for EAM = e˜AM , and then MMN = κMN is the constant Killing metric of
GL with M,N = Γ,Λ = 1, . . . , 496, and the second line in (5.19) vanishes. The gaugings
are non-vanishing only in the internal directions associated to the gauge group
fMNP =
{
fΛΓΩ if (M,N ,P) = (Λ,Γ,Ω)
0 otherwise
, (5.22)
and are taken to be the structure constants of GL, satisfying the linear and quadratic
constraints (5.5)
fΛΓΩ = f[ΛΓΩ] , f[ΛΓ
ΠfΩ]Π
∆ = 0 . (5.23)
Identifying AΓµ = AΓµ,Bµν = −Bµν ,Gµν = Gµν one gets the ten dimensional heterotic
string low energy effective action (4.1).
For k 6= 0 and generic values of the background fields, the gauge group is U(1)2k+16
and then there are no gaugings. In this case, (5.19) reproduces (4.1) when identifying
the generalized gauge fields with the string theory fields as
AµM = E0aMAµa = E0aMAµa + E0aMAµa + E0AMAµA
=
1√
2
 Amµ + A¯mµGmn(Anµ − A¯nµ) + Cmn(Anµ + A¯nµ) +√2AImAIµ
−AIn(Anµ + A¯nµ) +
√
2AIµ
 , (5.24)
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with M,N = 1, . . . , 2k + 16. The components of the generalized scalar matrix MMN
are related with the background fields and massless modes of the string theory as Gmn =
Gmn + S(mn), Bmn = −Bmn − S[mn],AIm = AIm + SIm.
To make contact with (4.1) at the points of the moduli space giving GL × U(1)2k
enhanced gauge symmetry, one simply extends the frame e˜A
I in (5.17) to e˜G
Γ, the gauge
fields AIµ in (5.24) to include the non-abelian sector 2 of section 2.3, i.e. A
I
µ → AΓµ, and
the scalars in (5.18) to AΓm = (AIm + SIm, Sαm), where the indices Γ,Λ, F,G = 1, . . . , N .
Plugging all this in (5.19) and taking for fMNP the structure constants of GL, one recovers
(4.1).
In the cases of maximal enhancement, we can take Gi = O(k,N), with N being the
dimension of a simply-laced group of rank 16 + k. The k left internal dimensions become
part of the dimensions associated to the Cartan subgroup of the enhanced gauge group,
the left KK gauge fields Amµ become Cartan components of the non-abelian gauge fields
AΓµ and the gaugings are the structure constants of the gauge group. In the next section
we deal with these cases in full detail and we also show that the action (5.19) reproduces
the right patterns of symmetry breaking when moving away from a point of enhancement.
5.3 Generalized Scherk-Schwarz reductions
We have seen that appropriately choosing the global and local symmetry groups and the
gaugings deforming the generalized Lie derivative (5.9), one can account for both the
un-compactified and the toroidally compactified versions of the heterotic string effective
low energy theory with gauge group GL×U(1)kL×U(1)kR. To describe the effective theory
with maximally enhanced gauge group GL × U(1)kR, we perform a generalized Scherk-
Schwarz (gSS) compactification of DFT. Recall that the result of gauging the theory
and parameterizing the generalized fields in terms of the degrees of freedom of the lower
dimensional theory is effectively equivalent to a gSS reduction of DFT [24], which has
the advantage of providing an explicit realization of the generalized vielbein EAM giving
rise to the enhanced gauge algebra under the generalized diffeomorphisms (5.11) [12, 13].
In this section we extend the construction to the heterotic case, and in particular, we will
show that the formulation of [13] allows to describe the E8 ×E8 and SO(32) theories as
two solutions of the same heterotic DFT, even before compactification.
The generalized vielbein in gSS reductions is a product of two pieces, one depending
on the d external coordinates xµ and the other one depending on the internal ones, yL, yR:
EA(x, yL, yR) = ΦAA
′
(x)EA′(yL, yR) . (5.25)
The matrix Φ parameterizes the scalar, vector and tensor fields of the reduced d-dimensional
action and the twist E characterizes the background.
Let us concentrate on the internal part of the vielbein
EaM(x, yL) = Φab(x)EbM(yL) , (5.26)
where M = a = 1, . . . , N + k, and N is now the dimension of GL (i.e. the k left
internal dimensions are absorbed by the Cartan directions of GL). The matrix Φa
b
describes the fluctuations over the background and the twist EbM is an element of the
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coset O(k,N)
O(k)×O(N) , generating the constant fluxes fab
c which gauge (a subgroup of) the
global O(k,N) symmetry. We take EbM to depend on yL only, as this is the only sector
with a non-Abelian gauge group.
The scalar matrix can be written as
MMN = δabEaMEbN = Mab(x)EaM(yL)EbN(yL), (5.27)
with
Mab(x) = δcdΦc
a(x)Φd
b(x) . (5.28)
We now expand on the explicit parameterization of Φ(x) in terms of fluctuations that
can be identified with the string theory fields and on the twist EaM(yL) realizing the
enhanced gauge algebra.
5.3.1 Fluctuations around generic points in moduli space
In order to identify the massless vector and scalar fields of the reduced theory with
the corresponding string states at a generic point in moduli space, we first consider a
reduction on an ordinary 2k+16 torus (i.e. no twist). There are no gaugings and therefore
we get an ungauged action with 2k + 16 abelian U(1)k+16L × U(1)kR vectors Amµ , AIµ, A¯mµ
and (k+ 16)× k scalars encoded in Mab. The vectors and scalars contain the 16 Cartan
generators, the 2k KK fields and the fluctuations of the metric, B-field and Wilson lines
on the torus, corresponding to the string states amµ , a
I
µ, a¯
m
µ , gmn, bmn, a
I
m in sector 1. To
get the precise relation, consider an expansion around a given point in moduli space
corresponding to constant background metric G, B-field B and Wilson line A.
The internal part of the generalized vielbein in the left-right basis reads, at first order,EREL
EA
 = 1√
2
−e0 − eˆ0C0 eˆ0 −eˆ0A0e0 − eˆ0C0 eˆ0 −eˆ0A0√
2e˜At0 0
√
2e˜
+ 1√
2
δ
−e− eˆC eˆ −eˆAe− eˆC eˆ −eˆA√
2e˜At 0 0
 , (5.29)
where now we denote e0 and eˆ0 the frames and inverse frames forG to lighten the notation.
Note we are not varying the frame for the Killing metric e˜. Performing this expansion
and accommodating the terms so that it has the form of a gSS reduction E = Φ(x)E,
where now the twist E is constant, one gets
Φ(x) = Id +
1
2
 ϕ+ + φ ϕ− − φ −√2(eˆ0 + δeˆ)δAˆ˜etϕ− + φ ϕ+ − φ −√2(eˆ0 + δeˆ)δAˆ˜et
−√2e˜δAteˆt0
√
2e˜δAteˆt0 0

with
ϕ± ≡ δeˆet0 ± δeeˆt0 , φ ≡ (eˆ0 + δeˆ)(δC − δAAt0)eˆt0 ,
The matrix of Φ is an element of SO+(k, k+ 16;R), the component of O(k, k+ 16;R)
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connected to the identity. Inserting this into (5.28) we get, up to second order23,
Mab = δcdΦc
aΦd
b =
Iab + 12(M tM)ab M tab M taAMab Iab + 12(MM t)ab 0
MAb 0 IAA +
1
2
(MM t)AA
 ,
(5.30)
The k × k matrix Mab is
Mab = −eˆ0ameˆ0bn (δGmn − δB′mn) , δB′ ≡ δB +
δAAt0 − A0δAt
2
, (5.31)
where δG = δete0 + e
t
0δe+ δe
tδe and δB′ is the variation of δB under an OΘ shift (2.19)
with Θ = δB and an OΛ shift (2.21) with Λ = δA (see footnote 4). The 16 × k matrix
MAa is
MAa =
√
2e˜A
IδAImeˆ
m
0 a (5.32)
The fluxes fab
c computed from (5.11) vanish as the twist E is constant and the theory
is not deformed. Then, taking the abelian field strengths F aµν = (F
a
µν , F
a
µν , F
A
µν) for the
U(1)kR and U(1)
k+16
L vector fields, we get (up to first order in fluctuations)
−1
4
FMµνMMNFNµν = −
1
4
F aµνδabF
b
µν −
1
4
F aµνδabF
b
µν −
1
4
FAµνδABF
B
µν
−1
2
F aµνMabF
b
µν −
1
2
FAµνMAbF
b
µν
and
1
8
DµMMNDµMMN = 1
4
∂µδGmn∂
µδGmn − 1
4
∂µδBmn∂
µδBmn − 1
2
∂µδAIm∂
µδAIm
Plugging these terms in (5.19), the effective action (4.1) derived from toroidally com-
pactified string theory is reproduced if we identify, as in the previous section, F aµν =
ea0mF¯
m
µν , F
a
µν = e
a
0mF
m
µν , F
A
µν = e˜
A
IF
I
µν , δGmn = S(mn), δBmn = S[mn], δAIm = SIm, where
the vector and scalar fields correspond to the string theory states a¯mµ , a
m
µ , a
I
µ, SIˆm in sector
1 of section 2.3.
5.3.2 Symmetry enhancement
In order to incorporate the massless degrees of freedom that enhance the U(1)16+k gauge
symmetry to a N -dimensional group GL of rank 16 + k, we identify the 16 + k torus
with the maximal torus of the enhanced symmetry group, so that the O(k, k + 16;R)
covariance of the abelian theory is promoted to O(k,N ;R). The k + 16 left-moving
vectors of the previous section combine with the extra massless vector states in sector 2
of section 2.3, giving a total of N left-moving massless vectors aΓµ, which together with
the k right-moving vectors a¯mµ transform in the fundamental representation of O(k,N).
23We actually get a second order piece in the off-diagonal terms, namely instead of M , one gets M+Q,
where Q contains terms of the form δetδeˆ, δB′δB′, etc., but this second order piece is not needed for our
purpose of computing the action up to quartic order.
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The (N + k) × (N + k) matrix Mab is expanded as in (5.30), where the scalar fluc-
tuations SIˆn, Sαn are now combined in the N × k block MGa = e˜GΓSΓmeˆma as
Mab =
(
Iab +
1
2
(M tM)ab M
t
aG
MFb IFG +
1
2
(MM t)FG
)
. (5.33)
The effective action is formally as (5.19), where now the non-abelian left vector fields
AGµ and scalars SGm absorb the KK left vector and scalar fields, yielding
−1
4
FMµνMMNFNµν = −
1
4
F aµνδabF
b
µν −
1
4
F FµνδFGF
G
µν −
1
2
FGµνMGaF
a
µν ,
with FGµν = e˜
G
ΓF
Γ
µν = e˜
G
Γ (2∂[µA
Γ
ν] + f
Γ
ΛΩA
Λ
µA
Ω
ν ) and
1
8
DµMMNDµMMN = 1
4
DµMGaD
µMGa ,
with DµMGa = ∂µMGa + f
H
FGA
F
µMHa.
The structure constants in the field strengths, covariant derivatives and scalar poten-
tial can be explicitly computed from the twist EaM , generalizing the procedure introduced
for the bosonic string in [12, 13] (see also [28]). Namely, the extra massless vectors with
non-trivial momentum and winding can be thought of as coming from a metric, a B-field
and a Wilson line defined in an extended tangent space, with extra dimensions. The
fields in this fictitious manifold depend on a set of coordinates dual to the components
of momentum and winding along the compact directions. Promoting the internal piece
of the vielbein EaM to an element in O(k,N ;R), the fluxes computed from the deformed
generalized Lie derivative by
fabc = 3E[aM∂MEbNEc]PηNP + Ωabc , (5.34)
reproduce the structure constants of the enhanced gauge algebra, with the deformation
Ωabc defined below. A dependence on the left internal coordinates is therefore mandatory,
but we restrict it to dependence only on the Cartan subsector, namely on the k + 16
coordinates yIˆL, EaM = EaM(yIˆL).24
To be specific, start with the generalized vielbein
Ea =
−eˆC eˆ −eˆAe 0 0
e˜At 0 e˜
dym∂ym
dyI
 , (5.35)
where e, eˆ, e˜, A and C are the fields on the torus at the point of enhancement. Then,
identify ∂ym ↔ dy˜m, rotate to the left-right basis on the spacetime indices and bring the
generalized vielbein to a block-diagonal form rotating the flat indices, which leads to
ERL =
√
2
 −e 0 00 e 0
0 0 e˜
dyRdyL
dy˜I
 , (5.36)
24Note that the space itself is not extended further than the 16-dimensional torus and the double torus
of dimension 2k. The derivative in (5.34) along “internal directions” has only non-zero components along
the k + 16 Cartan directions of the p+ k-dimensional tangent space.
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where
dymL =
1
2
Gmn[(G− C)nldyl + dy˜n − AIndyI ] , dymR =
1
2
Gmn[(G+ C)nldy
l − dy˜n + AIndyI ]
dy˜I = κIJdyJ +
1√
2
AImdy
m .
Finally, we extend this (2k+ 16)× (2k+ 16) matrix so that it becomes an element of
O(k,N) of the form
EMRL(yL) =
√
2

−e 0 0 0
0 e 0 0
0 0 116×16 0
0 0 0 1√
2
J
 , (5.37)
where the index M = 1, · · · , k+N and the (N−(k+16))×(N−(k+16)) diagonal block
J contains the left-moving ladder currents associated to the αi roots of the enhanced
gauge group, Jαi(y1L, ..., yk+16L ) = δαiei
√
2αi·yL . Note that the (N + k) × (N + k) matrix
(5.37) depends only on the coordinates associated to the Cartan directions of the algebra.
In case the gauge symmetry is enhanced to a product of groups, J contains the currents
of all the factors, each set of currents depending on the corresponding Cartan directions.
Taking for the deformation
Ωabc =
{
ε(α, β) δα+β+γ if two roots are positive,
−ε(α, β) δα+β+γ if two roots are negative,
if a,b, c are associated with roots, and zero if one or more indices correspond to Cartan
generators, all the structure constants can be obtained replacing (5.37) in (5.34). The
deformation accounts for the cocycle factors that were excluded from the CFT current
operators in (5.37) but are necessary in order to compensate for the minus sign in the
OPE Jα(z)Jβ(w) when exchanging the two currents and their insertion points z ↔ w
(cαcβ = ε(α, β)cα+β). It was conjectured in [29] that such factors would also appear
in the gauge and duality transformations of double field theory, and actually, they can
be included without spoiling the local covariance of the theory. Indeed, the cocycle
tensor Ωabc satisfies the consistency constraints of gauged DFT, (5.5) and (5.6), and it
breaks the O(k,N) covariance of (5.19) to O(k, k + 16). In this way, all the structure
constants can be obtained from (5.34) using the expression (5.37) for the generalized
vielbein with the appropriate currents corresponding to the enhanced gauge groups. All
the gaugings obtained in this way satisfy the quadratic constraints (5.23), and therefore
the construction is consistent.
It is interesting to note that the deformation Ωabc can be chosen to be the same
one for the E8 × E8 and SO(32) groups. Indeed, we show in Appendix G that both
groups have 26880 non-vanishing structure constants of the form fαβ
α+β, half of which
can be chosen to be +1 and the other half −1, so that one unique deformation accounts
for both heterotic theories. The generalized vielbeins giving the remaining structure
constants which involve one Cartan index can be obtained from (5.37) with J containing
the E8 × E8 or the SO(32) currents. Choosing the former or the latter amounts to
choosing a background, and in this sense the two heterotic theories can be considered as
two solutions of the same gauged DFT, even before compactification.
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Plugging all this in (5.19), we get precisely the effective action (4.1) derived from the
string amplitudes, where the potential is, to lowest order in M ,
V =
1
16
MF a¯MF ′
a¯MGb¯MG′
b¯fFGHfF
′G′
H . (5.38)
Note that unlike in the bosonic theory, there is neither a cosmological constant nor
a cubic piece in the potential, which is now bounded from below. Additionally, the
quadratic piece cancels. There is also a sixth-order potential, but in order to get its
explicit form we would need to expand M in (5.30) to quartic order in the fields.25
5.4 Away from the self-dual points
In this section we show that moving away from a point of enhancement corresponds to
giving a vacuum expectation value to M Aˆa¯, the piece in the matrix of scalar fields that
belongs to the Cartan subsector, corresponding to the KK scalars for the metric, B-field
and Wilson lines. In the next section we show that the mass acquired by the vectors and
scalars that are not in the Cartan directions agree with the string theory masses.
In the neighborhood of a given point of enhancement, the scalars in the Cartan
subsector acquire a vacuum expectation value vAˆa¯. Then we redefine
M Aˆa¯ → vAˆa¯ +M Aˆa¯ , (5.39)
so that
〈
MGa¯
〉
= 0 for all indices G, a¯. These vevs spontaneously break the enhanced
symmetry: some or all of the left-moving vectors in non-Cartan directions Aαµ get a mass
from the covariant derivative of the scalars, given by
m2Aα = −fααAˆfααBˆvAˆavBˆa = αAˆvAˆa¯αBˆvBˆa¯ = |α · v|2 . (5.40)
Note that, as expected, this is always positive, unlike in the bosonic theory.
We discuss now in more detail the process of spontaneous symmetry breaking. It is
simpler for this to use the Chevalley basis for the Cartan generators, where the Killing
form is equal to the Cartan matrix κIˆJˆ = CIˆJˆ , and the components of a simple root αIˆ
(where the subscript Iˆ labels the root) are (αIˆ)Jˆ = δ
Iˆ
Jˆ .
We thus have for simple roots αIˆ and non-simple roots β = (nβ)Iˆα
Iˆ ,
m2
AαIˆ
= |vIˆ |2 , m2Aβ = |β · v|2 = |nβ · v|2 . (5.41)
We see that by giving arbitrary vevs to all scalars in the Cartan subsector, all the
gauge vectors corresponding to ladder generators acquire mass and the gauge symmetry
is spontaneously broken to U(1)k+16L × U(1)kR. Similarly, if v has a row with all zeros,
let’s say the row Iˆ0, then the corresponding (complex) vector A
αIˆ0 remains massless, and
25This is not necessary for the quartic order as the n-th order contributions to Mab cancel in the n-th
order contribution to the potential.
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there is at least an SU(2) subgroup of GL that remains unbroken. The converse is also
true, namely
vIˆ0a¯ = 0 ∀a¯ ⇔ m2
Aα
Iˆ0
= 0. (5.42)
For the vectors associated to non-simple roots β the situation is more tricky as it depends
on which integers nβ
Iˆ
are non-zero. Aβ remains massless if vIˆ a¯ = 0 for all Iˆ such that
nβ
Iˆ
6= 0 and for all a¯.
Note that one cannot give masses only to the vectors corresponding to non-simple
roots: if all the vectors corresponding to simple roots are massless, then necessarily v = 0
and there is no symmetry breaking at all. This implies that the spontaneous breaking of
symmetry always involves at least one U(1) factor, corresponding to the Cartan of the
SU(2) associated to the simple root whose vector becomes massive. Thus we cannot go
from one point of maximal enhancement in moduli space (given by a semi-simple group)
to another point of maximal enhancement by a spontaneous breaking of symmetry.
Regarding the scalars, introducing the vevs for those in the Cartan subsector in the
potential (5.38), we get at quadratic order in the scalar fields
1
16
fFGHfF
′G′
H(M
tM)FF ′(M
tM)GG′ → 1
8
∑
α,b¯,c¯
(
f AˆαHf Aˆ
′α′
H vAˆb¯v
b¯
Aˆ′Mαc¯Mα′
c¯
+ 2f AˆαHf
α′Bˆ′HvAˆb¯vc¯Bˆ′Mb¯α′Mαc¯
)
. (5.43)
The first term gives
−1
4
∑
all rootsα,c¯
m2α|Mαc¯|2 , where m2α =
∑
b¯
(αAˆvAˆb¯)
2 , (5.44)
and then replacing it in the action (5.19), we see that the mass of the scalar fields agrees
with the mass of the vectors (5.40). The second term can be written as
1
4
∑
all rootsα
(∑
b¯
mb¯M
αb¯
)2
, where mb¯ =
∑
Aˆ
αAˆvAˆb¯ (5.45)
and Mα =
∑
b¯mb¯M
αb¯ is the Goldstone boson contribution which is eaten by the vectors
to become massive. This agrees with the results in [15] on which we expand in the next
section.
We thus get that for arbitrary vevs, all vectors and scalars except those along Cartan
directions acquire masses, and the symmetry is broken to U(1)k+16L × U(1)kR. If vIˆ0a¯ = 0
for a given Iˆ0 and for all a¯, while all other vevs are non-zero, then the remaining symmetry
is at least (SU(2)×U(1)k+15)L×U(1)kR where the SU(2)L factor corresponds to the root
αIˆ0 , and the massless scalars are, besides those purely along Cartan directions, at least
all those of the form Mα
Iˆ0 a¯.
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5.4.1 Comparison with string theory
Let us compare the vector and scalar masses that we got in the previous section from
the double field theory effective action, to those of string theory given by (2.16).
We decompose the generalized metricM as in (5.27), where E is the twist containing
the information on the background at the point of enhancement and Mab represents the
fluctuations from the point, parameterized as in (5.30) in terms of the matrix M in (5.31)
26. Inserting this in the mass formula (2.16) we get
m2 = 2
(
N + N¯ −
{
1 R sector
3
2
NS sector
)
+ ZtEt
(
Ik +
1
2
M tM M t
M Ik+16 +
1
2
MM t
)
EZ ,
(5.46)
On the other hand, from Eq. (2.34)
EZ =
paRpaL
pAL
 ≡ (pR
pL
)
. (5.47)
We thus get
m2 = 2
(
N + N¯ −
{
1 R sector
3
2
NS sector
)
+ ptR(Ik +
1
2
M tM)pR + p
t
L(Ik+16 +
1
2
MM t)pL
+ptRM
tpL + p
t
LMpR . (5.48)
The bosonic states that are massless at the point of enhancement (when M = 0) have
pR = 0 and N¯ =
1
2
in the NS sector.
The left-moving vectors have either N = 1 and pL = 0, or N = 0 and pL = α with α
a root of the enhanced gauge algebra (and thus |α|2 = 2). The former vectors (Cartan)
are massless for any M , while, according to (5.48), the latter have mass
m2Aα =
1
2
αtM tMα . (5.49)
On the right sector the only massless vectors are the Cartan, which are massless for any
M . This agrees with the masses (5.40) if we identify
v = −eˆ0
(
(δG− δB′)eˆt0,
√
2δAˆ˜et
)
. (5.50)
The scalars in sector 1 (both legs along Cartan directions) have pL = 0, N = 1 and
N¯ = 1
2
, and are massless for any M . The scalars in sector 2 have N = 0, N¯ = 1
2
in the
NS sector, and pL = α. Their masses are thus exactly those of the vectors corresponding
to the same root, namely
m2Mαa¯ = m
2
Aα (5.51)
in agreement with what we have found from DFT, Eq. (5.44), confirming that these are
the Goldstone bosons of the spontaneous breaking of symmetry.
26Note that M here is a (k + 16)× k matrix spanning along the Cartan directions only, as in section
5.3.1.
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It is interesting to recall that the combinations f˜a¯
αα ≡ f AˆααvAˆa¯ appearing in the
vector and scalar masses (5.40) and (5.43) agree with the coefficients of the string theory
three-point functions involving one massless right or left vector and two massive left
vectors. Then following [15], one could identify the DFT fluxes with the string theory
three-point amplitudes and conclude that the fluxes depend on the moduli. Actually,
from a gSS DFT point of view, the vevs can be thought of as being encoded either in
the twists EaM(yL) or in the fluctuations Φab(x). In this section we have developed the
latter identification, i.e. the fluxes f Aˆαα are computed from (5.34) with the twist (5.37)
containing the currents corresponding to the enhanced gauge group, and the symmetry
is broken by the vevs shifting the fluctuations in (5.39). In the former case, i.e. to get
moduli dependent fluxes, one can replace the currents in (5.37) by those of the massive
vectors in (4.4), and then the twists depend on both the left- and the right-moving internal
coordinates, EaM(yL, yR). In this way, the fluxes computed from the deformed generalized
Lie derivative (5.34) get mixed indices from the left and right moving sectors, reproducing
the coefficients of the string theory three-point functions which involve massive vectors
(4.13). One could then interpret that the fluxes f˜a¯
αα encode the information about the
background through the vertex operators creating the string theory vector and scalar
states.
6 Summary and Outlook
In this paper we have analysed compactifications of the heterotic string on T k, focusing on
the phenomenon of symmetry enhancement arising at special points and curves in moduli
space. The O(k, k+ 16) covariant formulation and the rich structure of the moduli space
of these compactifications were reviewed in section 2. At special points in moduli space,
the abelian U(1)kR × U(1)k+16L symmetry that arises at generic points is enhanced on the
left-moving sector to finite groups or product of groups of rank k+16 in ADE. While the
symmetry group is maximal (i.e. has no U(1) factors) at isolated points, non semi-simple
groups arise at higher-dimensional subspaces of the moduli space.
The 17-dimensional moduli space of S1 compactifications, involving the radius of
the circle and the 16 components of the Wilson line along the Cartan directions of the
SO(32) or E8 × E8 gauge group, was studied in detail in section 3. We found all the
possible maximal enhancements from the generalized Dynkin diagram of the Narain
lattice Γ1,17. These are displayed in Tables 1 and 2. In particular, we showed that the
same enhancements can be achieved in both heterotic theories (e.g. SO(34) enhancement
from the E8 × E8 string) and briefly explained how to obtain them in Appendix B.
The discussion of the explicit enhancement process is split into compactifications with
pi ·A ∈ Z and pi ·A /∈ Z. Although all the enhancements can be obtained with Wilson lines
that are not on any lattice by appropriately choosing R (including those with SO(32)
or E8 ×E8 subgroups), the distinction is useful to understand the enhancement process.
When the Wilson line has zero vacuum expectation value, or equivalently when the vev is
on the root lattice Γg, the gauge group of the uncompactified theory is unbroken at generic
radius, and the total gauge group on the external space is U(1)R × (U(1)× SO(32))L or
U(1)R × (U(1)× E8 × E8)L. At R = 1, there are additional states with momentum and
winding that become massless and enhance the U(1)L to SU(2)L. For other values of
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Wilson lines and generic R, the gauge symmetry is determined by the subset of heterotic
momenta pi that have integer inner product with the Wilson line. In the SO(32) theory,
one has the interesting possibility of a Wilson line that has integer inner product with
all pi, i.e. a Wilson line in the dual root lattice, but which is not in the lattice, namely
A ∈ Γv or A ∈ Γc. These two possibilities lead to an unbroken SO(32) gauge symmetry
at any radius, while at R2 = 1
2
there are extra massless states with non-zero momentum
and/or winding number on the circle, giving a total 17-component left moving momentum
with mixed circle and chiral heterotic directions which enhance the gauge symmetry to
SO(34).
We developed a method for computing and drawing two dimensional slices of the 17-
dimensional moduli space which neatly exhibit the distribution of the enhanced groups.
The family of functions corresponding to each of the curves and the heterotic momentum
of the additional massless states can be obtained from this analysis. While non maximal
enhacement occurs at lines, maximal enhacement occurs at isolated points. More inter-
esting figures arise at smaller radii, and the smaller the radius, the richer the pattern of
enhanced gauge symmetries, as there are more winding numbers that lead to massless
states. Moreover, we were able to univocally relate the intersections of the curves in the
figures with the enhanced groups obtained from the generalized Dynkin diagram. An
interesting output of the construction is that, in order to obtain groups that contain
SO(32) from the Γ8×Γ8 theory or groups that contain E8×E8 from the Γ16 theory it is
necessary to choose a slice where, for a generic point, the group is SO(16) × SO(16) or
a subgroup of it.
The points of enhacement are fixed points of T-duality symmetries. In section 3.4,
we presented the action of the standard T-duality exchanging momentun and winding
number, and studied its fixed points, which are at R2 = 1− 1
2
|A|2. At these points, the
dual background has the same radius and opposite Wilson line, A′ = −A. If 2A is in the
root lattice, then A′ = −A ∼ A and the full background is self-dual. For Wilson lines
with only one non-zero component, as those explored in section 3.3, the fixed “points”
of the T-duality symmetry are not really points, but in this two-dimensional subspace
of moduli space they correspond to lines of non-maximal enhancement symmetry, where
the Wilson line is a function of the radius (A = A(Rsd)), and is such that A ∼ Asd, with
|Asd|2 = 2(1−R2sd).
More general dualities were studied in section 3.5, in which the dual spectrum, defined
by the 17+1-dimensional vector of left and right-moving momentum of the states, has a
minus sign on the right-moving component, while on the left-moving part of the vector, it
leaves the circle direction invariant, while it inverts 0, 1, 15 or 16 of its components along
the heterotic directions. For generic Wilson lines, we studied the fixed points of these
symmetries that have the largest radius. The results are given in Table 4. The columns
and rows in this table correspond respectively to the “theories” before and after the
duality (the dualities that invert an odd number of components of the left-moving vector
are dualities between a theory with a given lattice and a theory with another lattice, for
example between the SO(32) theory (denoted by Γ16) and what we called SO(32)
− (Γ−16),
differing by the choice of chirality of the spinor representation). We indicate the radius of
the fixed point and the possible Wilson lines before and after the duality transformation.
We then concentrated on the situation in which the Wilson line has only one non-zero
component, in order to study in full generality the pattern of fixed points. We found
58
that the fixed points of the symmetries that do not invert the momentum along the
circle or the direction where the Wilson line has a vev, the enhancement of symmetry
is maximal, given by SU(2) × SO(32) (SU(2) × E8 × E8) for dualities that leave the
full vector pL invariant, and SO(34) (SO(18) × E8) for dualities that leave invariant
only the momentum along the circle and the direction where the Wilson line is, while
invert the other directions. In the former case, the fixed points are those that satisfy the
quantization conditions {R−1, 1
2
R−1A, (1
2
A2
R
+ R)} ∈ Z, while for the latter the require-
ments are { 1√
2
R−1, 1√
2
R−1A, 1√
2
(1
2
A2
R
+R)} ∈ Z. We collect all the points satisfying these
constraints, together with the corresponding Wilson lines, in Table 3.
The effective field theory reproducing the three and (some) four point functions of
massless states at the enhancement points was constructed in section 4 and reformu-
lated in terms of O(k,N) multiplets, with N the dimension of the gauge group. We
verified that the string theory results are encoded in a generalized Scherk Schwarz (gSS)
compactification of heterotic DFT, not only at the special points in moduli space giv-
ing maximally enhanced gauge symmetries, but also when moving slightly away from
the selfdual points, where many of the fields acquire mass. In the process of symmetry
breaking, there is always a U(1) factor in the unbroken symmetry group at any point in
the neighborhood, reflecting that non maximal enhancement appears at lines rather than
isolated points in the slices of moduli space represented in the figures of the preceeding
sections.
The equivalence between gSS compactifications and gauged DFT was used to show
that a deformation of the generalized Lie derivative, defined by the cocycles of the gauge
algebra, provides a gauge principle that determines the low energy effective field theory
of the toroidally compactified string at the enhancement points. The construction of
[13] was extended to obtain the toroidally compactified heterotic string effective field
theory in arbitrary dimensions. In particular, we have shown that the SO(32) and
E8 × E8 algebras have the same cocycles, and hence a unique gauged DFT describes
the two heterotic theories with these gauge groups in any dimension, and even before
compactification. This is an interesting result, which extends the known equivalence
of both heterotic string theories on T k to the (gauged) supergravity limits, even of the
uncompactified theory. As a consequence, the low energy effective field theories with
SO(32) or E8 × E8 non-abelian symmetry in any dimension can be considered as two
solutions of the same gauged DFT. In this theory, the generalized vielbeins producing the
structure constants from the generalized Lie derivative are parameterized in terms of the
currents in the vertex operators of the vector fields. The problem of finding a generalized
vielbein or a bracket that gives rise to the full algebra without adding cocycles is left for
future investigation.
An obvious natural extension of our work is to consider in more detail toroidal com-
pactifications to lower dimensions. Not only should it be possible to find more appealing
models from a phenomenological point of view, but a richer structure of gauge symmetries
will certainly appear. Already in the next simplest step, that of examining the structure
of the moduli space in compactifications on T 2, a non-vanishing B field background turns
the analysis more challenging but also more interesting, and important applications to
F-theory are expected.
The possibility to construct a low energy effective action invariant under the discrete
O(k, k + 16;Z) duality group, raised in [32], is another interesting question to address.
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Since string backgrounds related by duality yield the same physics, one expects that
an O(k, k + 16;Z)-invariant low energy effective theory exists. Generic O(k, k + 16;Z)
transformations map states that are outside the Cartan subalgebra of the enhanced gauge
group into massive modes, and the typical orbit of a string state has an infinite number
of points. This theory should contain all the fields which correspond to string states that
become massless at some point of the moduli space. The number of such fields is infinite,
and on a given background all except a finite number of them are massive. Previous
work in this direction includes the duality invariant low energy effective action for the
N = 4 heterotic string constructed in [32, 33], the description of the entire moduli space
from compactifications on higher dimensions performed in [13] and the introduction of a
non-commutative product on the compact target space as well as new vector and scalar
fields depending on double periodic coordinates that was suggested in [34].
The emphasis in our work has been to study gauge symmetry enhancement in toroidal
compactifications of perturbative heterotic string theory, both for the characterization
of the string theory moduli space and as a symmetry of the low energy effective theory.
Clearly, it would also be desirable to explore extensions and generalizations to other inter-
nal spaces, as well as to include non-perturbative effects, where the physics of symmetry
enhancement plays an important part. In particular, winding heterotic E8 × E8 states
are related to the dynamics of D-particles in the presence of D8-branes and orientifold
planes in type I’ superstring theory, and have been crucial in the understanding of subtle
aspects of the Type I/heterotic duality [22, 21, 35]. We hope that the methods developed
here are useful to analyze these questions further.
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A Lie algebras and lattices
Modular invariance of the one-loop partition function of the heterotic string implies that
the 16-dimensional internal momenta must take values in an even self-dual Euclidean
lattice, Γ = Γ∗, of dimension 16. There are only two of these: Γ8 × Γ8, where Γ8 is the
root lattice of E8, and Γ16, which is the root lattice of SO(32) in addition to the (s) or
(c) conjugacy class
Γ8 × Γ8 = Γg for E8 × E8 (A.1)
Γ16 = Γg + Γs for SO(32)
In this Appendix we summarize some basic notions on these lattices, which are named
Narain lattices.
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Given a Lie algebra g of rank n, taking arbitrary integer linear combinations of root
vectors, one generates an n-dimensional Euclidean lattice Γg, called the root lattice. E.g.,
for the rank n orthogonal groups SO(2n), the n component simple root vectors are
(±1,±1, 0, . . . ) all other entries zero, (A.2)
and all permutations of these. For E8, the eight component vectors
(±1,±1, 0, 0, 0, 0, 0, 0) + permutations(±1
2
,±1
2
,±1
2
,±1
2
,±1
2
,±1
2
,±1
2
,±1
2
)
even number of ”− ” signs
(A.3)
contain the 240 roots, i.e. the 112 root vectors of SO(16) and 128 additional vectors.
Any Lie group G has infinitely many irreducible representations which are charac-
terized by their weight vectors. Irreducible representations fall into different conjugacy
classes, and Γg can be thought of as the (0) conjugacy class. Two different representa-
tions are said to be in the same conjugacy class if the difference between their weight
vectors is a vector of the root lattice.
While E8 has only one conjugacy class, namely (0), the SO(2n) algebras have four
inequivalent conjugacy classes:
• The (0) conjugacy class, i.e. the root lattice, contains vectors of the form
(n1, . . . , nn) , ni ∈ Z ,
n∑
i=1
ni = 0 mod 2 . (A.4)
• The vector conjugacy class, denoted by (v), contains vectors of the form
(n1, . . . , nn) , ni ∈ Z ,
n∑
i=1
ni = 1 mod 2 . (A.5)
• The spinor conjugacy class, denoted by (s), contains vectors of the form
(n1 +
1
2
, . . . , nn +
1
2
) , ni ∈ Z ,
n∑
i=1
ni = 0 mod 2 . (A.6)
• The (c) conjugacy class contains vectors of the form
(n1 +
1
2
, . . . , nn +
1
2
) , ni ∈ Z ,
n∑
i=1
ni = 1 mod 2 . (A.7)
The weight lattice Γw is formed by all weights of all conjugacy classes including the
root lattice itself. Clearly Γg ⊂ Γw, and for a simply-laced Lie algebra, which roots have
squared modulus 2, it can be shown that Γg = Γ
∗
w. Therefore, the weight lattice of E8
contains the weights of the form
Γ8w :
{
(n1, . . . , n8)(
n1 +
1
2
, . . . , n8 +
1
2
)
,
∑8
i=1 ni = even integer
(A.8)
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with ni ∈ Z, is identical to its root lattice, which implies that it is even self-dual. It is
also identical to the SO(16) lattice with the (0) and (s) conjugacy classes
A necessary condition for a self-dual lattice is that it be unimodular. The SO(2n) Lie
algebra lattices are unimodular if they contain two conjugacy classes. The weight lattice
of Spin(32)/Z2 is identical to the SO(32) lattice with the (0) and (s) conjugacy classes.
It is even self-dual and it’s vectors are:
Γ16w :
{
(n1, . . . , n16)(
n1 +
1
2
, . . . , n16 +
1
2
) ∑16
i=1 ni = even integer
(A.9)
Both the root lattice of E8 × E8 and the weight lattice of Spin(32)/Z2 contain 480
vectors of (length)2 = 2 which are the roots of E8 × E8 and SO(32), respectively.
It is convenient to write the conjugacy classes of SO(32) in terms of conjugacy classes
of representations of SO(16)× SO(16). We denote by (xy) a vector with the first eight
components in the conjugacy class (x) of SO(16) and the last eight in the class (y). x
and y can be 0, s, v or c. We then have 16 conjugacy classes (xy). The SO(32) conjugacy
classes correspond to the following SO(16)× SO(16) pairs
(0) = (00), (vv)
(s) = (ss), (cc)
(c) = (sc), (cs)
(v) = (0v), (v0)
(A.10)
We have then
Γ16 = Γ
16
0 + Γ
16
s = (00), (vv), (ss), (cc)
Γ8 × Γ8 ≡ Γ8+8 = (Γ80 + Γ8s)× (Γ80 + Γ8s) = (00), (ss), (0s), (s0)
(A.11)
The dual to the root lattice of SO(32) is
(Γ160 )
∗ = Γ∗g = (00), (vv), (ss), (cc), (0v), (v0), (sc), (cs). (A.12)
We also use the following properties of the lattices
Γ8+8\Γ16 = (0s), (s0)
Γ16\Γ8+8 = (vv), (cc)
Γ16 ∩ Γ8+8 = (00), (ss)
(Γ16 ∩ Γ8+8)∗ = (00), (ss), (vv), (cc), (vc), (cv), (0s), (s0)
(Γ16 ∩ Γ8+8)∗\(Γ16 ∪ Γ8+8) = (vc), (cv) .
(A.13)
Note that both for SO(32) (or rather Spin(32)/Z2) and for E8, one could have chosen
the opposite chirality, namely the (c) class instead of (s). We will denote this choice
SO(32)− and E−8 . We can then build the following pairs
Γ−16 = Γ
16
0 + Γ
16
c = (00), (vv), (sc), (cs)
Γ−8 × Γ−8 = (Γ80 + Γ8c)× (Γ80 + Γ8c) = (00), (cc), (0c), (c0)
Γ+8 × Γ−8 = (Γ80 + Γ8s)× (Γ80 + Γ8c) = (00), (sc), (0c), (s0)
Γ−8 × Γ+8 = (Γ80 + Γ8c)× (Γ80 + Γ8s) = (00), (cs), (0s), (c0)
(A.14)
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B Generalized Dynkin diagram of Γ1,17
The equivalence of the two heterotic strings on S1 is determined by the uniqueness of
the Lorentzian Γ1,17 root lattice. The generalized Dynkin diagram of Γ1,17 is obtained
by adding roots associated with the crosses in the following extension of the SO(32) and
E8 × E8 Dynkin diagrams respectively
(B.1)
(B.2)
The 17-dimensional moduli space of inequivalent compactifications can be chosen to
be delimited by 19 boundaries, each of them associated with one of the nodes of the
generalized Dynkin diagram
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1617
1819
(B.3)
A possible fundamental region for the moduli space is determined by the points sat-
isfying all of the following inequalities
Node Fund region for Γ16 Fund region Γ8 × Γ8
1 ≤ i ≤ 6 Ai ≤ Ai+1 Ai ≤ Ai+1
7 A7 ≤ A8 A7 ≤ A8 + 1
8 A8 ≤ A9
∑16
i=1 A
2
i ≥ 2− 2R2
9 A9 ≤ A10 A9 ≤ A10 + 1
10 ≤ i ≤ 15 Ai ≤ Ai+1 Ai ≤ Ai+1
16 A16 ≤ 1− A15 A16 ≤ −A15
17 −A2 ≤ A1 −A2 ≤ A1
18
∑16
i=1A
2
i ≥ 2− 2R2
∑16
i=9Ai ≥ 0
19
∑16
i=1(Ai − 12)2 ≥ 2− 2R2
∑8
i=1Ai ≤ 0
This defines a 17-dimensional surface resembling a chimney [21]. In Γ16, the first 17
nodes define walls parallel to the R direction and the last two nodes define hyperspheres
which delimit the bottom of the chimney. In Γ8 × Γ8, there are 18 walls and only one
hypersphere at the bottom defined by the 8th node . At the borders of the fundamen-
tal region, where some equalities are saturated, the gauge symmetry is enhanced. The
enhanced gauge group is obtained by removing all the nodes of the extended Dynkin dia-
gram except those with saturated inequality. Hence, the maximally enhanced symmetries
saturate all but 2 of the inequalities27. It can be shown that all the possible combinations
of saturated inequalities produce Dynkin diagrams of the ADE classification.
27Actually, if the group has one or two E2, 3 or 4 nodes have to be removed instead of 2.
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Some sections of the bottom of the chimney are represented below in figures 9 to 24
by the red curves that intersect the horizontal axis and the purple curves that intersect
the A = 1
2
line. These are the sections of the hypersphere associated respectively to the
nodes 18 and 19 in the Γ16 case. The absence of purple curves in the first eight figures
is related to the fact that for Wilson lines with more than 7 zeros there are no spinorial
roots which makes the inequality of the 19th node impossible to saturate.
All the maximally enhanced groups of the heterotic string on S1 are listed in the
tables of section 3, where we give the point in moduli space lying in the fundamental
region where these arise.
C Maximal enhancement points for A = (A1, 015)
In this Appendix we show how to obtain the maximal enhancement points for the partic-
ular case of Wilson lines with only one non-zero component, treated in section 3.3. We
also prove that the only possible maximal enhancements for Wilson lines with only one
non-zero entry are to SU(2)× SO(32), SO(34), SU(2)× E8 × E8 and SO(18)× E8.
The maximal enhancement points are those where two or more curves intersect.
There are three types of intersections: aw1,q1(R) = aw2,q2(R), bw1,q1(R) = bw2,q2(R) and
aw1,q1(R) = bw2,q2(R), that we treat separately. In the case of Γ8 × Γ8, the curves b can
in principle have a curve c on top of them.
C.1 aw1,q1(R) = aw2,q2(R)
aw1,q1(R) =
2q1±1
√
2−2w21R2
w1
,
2q21−1
w1
∈ Z
aw2,q2(R) =
2q2±2
√
2−2w22R2
w2
,
2q21−1
w2
∈ Z
(C.1)
imply
∓1w2
√
2− 2w21R2 ±2 w1
√
2− 2w22R2 = 2q1w2 − 2q2w1 ≡ C ′ = 2C ∈ 2Z . (C.2)
The case C = 0 is trivial, so we must assume C 6= 0, which leads to
R2 =
2
C ′2
− (2w
2
1 + 2w
2
2 − C ′2)2
8w21w
2
2C
′2 . (C.3)
Defining N =
(1−2q21)
w1
w2 +
(1−2q22)
w2
w1 + 4q1q2 ∈ Z, we can rewrite (C.3) as
N2 = 4− 2C ′2R2 . (C.4)
Since (1 − 2q2i ) and wi are odd, N is even. Also, since C ′ and R are non-zero we get
N2 < 4, which implies N = 0, then R2 = 2
C′2 . Then the radius where a curve a with
winding w1 intersects another curve a with winding w2 is
R−2 = w21 + w
2
2 . (C.5)
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The constraint
|q1w2 − q2w1| =
√
w21+w
2
2
2
=⇒ w21+w22
2
must be a perfect square .
If w1 = w2 = w, then q1 = q2 ± 1. The winding must be a divisor of both 2q21 − 1 and
2q22 − 1, but these numbers are coprime ∀q1. Then the only possible value of w is 1. In
conclusion, the only curves a with the same winding number that intersect are a1,q(R)
and a1,q±1(R). And the intersection is on R = 1√2 .
C.2 bw1,q1(R) = bw2,q2(R)
bw1,q1(R) =
2q1+1±1
√
1−2w21R2
w1
, 2q1(q1+1)
w1
∈ Z
bw2,q2(R) =
2q2+1±2
√
1−2w22R2
w2
, 2q2(q2+1)
w2
∈ Z
(C.6)
In this case,
∓1w2
√
1− 2w21R2 ±2 w1
√
1− 2w22R2 = (2q1 + 1)w2 − (2q2 + 1)w1 ≡ C ∈ Z . (C.7)
If C = 0, then w1 = w2 and q1 = q2. If C 6= 0
R2 = 1
2C2
− (w21+w22−C2)2
8w21w
2
2C
2 . (C.8)
Defining N = 2q1(q1+1)
w1
w2 +
2q2(q2+1)
w2
w1 − (2q1 + 1)(2q2 + 1) ∈ Z, we get
N2 = 1− 2R2C2 < 1 =⇒ N = 0 , (C.9)
and then R2 = 1
2C2
. Replacing in (C.8), C2 = w21 + w
2
2, and then the radius where curve
b with winding w1 intersects curve b with winding w2 is R
−2 = 2(w21 + w
2
2).
The constraint
|(2q1 + 1)w2 − (2q2 + 1)w1| =
√
w21 + w
2
2 =⇒ w21 + w22 is a perfect square . (C.10)
If w1 = w2 = w then |2(q1 + q2)| =
√
2w. The l.h.s. is integer and the r.h.s. is irrational,
then there is no winding such that bw,q1(R) = bw,q2(R).
C.3 aw1,q1(R) = bw2,q2(R)
aw1,q1(R) =
2q1±1
√
2−2w21R2
w1
,
2q21−1
w1
∈ Z (C.11)
bw2,q2(R) =
2q2+1±2
√
1−2w22R2
w2
, 2q2(q2+1)
w2
∈ Z (C.12)
∓1w2
√
2− 2w21R2 ±2 w1
√
1− 2w22R2 = 2q1w2 − (2q2 + 1)w1 = C ∈ Z . (C.13)
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Since w1 is always odd, then C is also odd (in particular it is non-zero). Then
R2 =
1
C2
− (w
2
1 + 2w
2
2 − C2)2
8w21w
2
2C
2
and N2 = 2− 2C2R2 , (C.14)
where N =
(1−2q21)
w1
w2 − 2q2(q2+1)w2 w1 + q1(2q2 + 1) ∈ Z, and then N = 0 or 1, which give
R2 = 1
C2
or R−2 = 1
2C2
. From (C.14) we obtain C2 = w21 + 2w
2
2 or C
2 = (w1−w2)2 +w22.
Then the radii where a curve a with w1 intersects another curve b with w2 intersect are:
R−2 = w21 + 2w
2
2 or R
−2 = 2((w1 − w2)2 + w22) (C.15)
For each case we have one of these constraints:
|2q1w2 − (2q2 + 1)w1| =
√
w21 + 2w
2
2 or |2q1w2 − (2q2 + 1)w1| =
√
(w1 − w2)2 + w22
and then w21 + 2w
2
2 or (w1 − w2)2 + w22 must be a perfect square. If w1 = w2 = w we get
the constraints:
|2q1 − (2q2 + 1)| =
√
3 or |2q1 − (2q2 + 1)| = 1 (C.16)
leaving only the second case, with q2 = q1 or q1 − 1. The quantization conditions imply
that w must be a divisor of both 2q21 − 1 and 2q1(q1± 1). But it can be shown that these
numbers are coprime, and then w = 1. The only curves with the same windings that
intersect are a1,q(R) and b1,q(R) or b1,q−1(R). The intersections are at R = 1√2 .
Summarising, we have:
aw1,q1 = aw2,q2 ⇐⇒ R−2 =w21 + w22 = C2
bw1,q1 = bw2,q2 ⇐⇒ R−2 =2(w21 + w22) = 2C2
aw1,q1 = bw2,q2 ⇐⇒ R−2 =
{
w21 + 2w
2
2 = C
2
2((w1 − w2)2 + w22) = 2C2
(C.17)
The winding numbers on b can in principle be any positive integer and those on a can
only be the divisors of some number of the form 2q2 − 1, q ∈ Z.
C.4 Enhancements to SO(34) or SO(18)× E8
Here we prove that aw1,q1(R) = aw2,q2(R) implies that there exist integers w3, q3, w4 and
q4 such that aw1,q1(R) = bw3,q3(R) = bw4,q4(R).
We start with R−2 = w21 + w
2
2. If w1 > w2, there are integers w3 and w4 such that
w1 = w3 + w4 and w2 = w3 − w4, because w1 and w2 are odd numbers. Then
R−2 = w21 + (2w3 − w1)2 = 2(w21 − 2w3w1 + w23 + w23) = 2((w1 − w3)2 + w23) (C.18)
Since R−2 = 2((w1 − w4)2 + w24) as well, there exist integers w3, w4, q3 and q4 such that
aw1,q1(R) = bw3,q3(R) = bw4,q4(R). Note that we can always find q3 and q4 because the
functions b admit any value of w.
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Replacing w3 =
1
2
(w1 + w2) and w4 =
1
2
(w1 − w2) we get
aw1,q1(R) = aw2,q2(R) =⇒ aw1,q1(R) = aw2,q2(R) = b(w1+w2)/2,q3(R) = b(w1−w2)/2,q4(R)
Note that we can also write the radius as 2(w23 + w
2
4). We want to satisfy
(
√
2R)−1 = |2q1w3 − (2q3 + 1)w1| = |2q1w4 − (2q4 + 1)w1| = |(2q3 + 1)w4 − (2q4 + 1)w3| ,
and we have that
(
√
2R)−1 = |q1w2 − q2w1| = |2q1w3 − (q1 + q2)w1| = |2q1w4 − (q1 − q2)w1|
= |(q1 + q2)w4 − (q1 − q2)w3| .
Then we need to identify q1 + q2 = 2q3 + 1 , q1 − q2 = 2q4 + 1.
We still have to prove that 2q3(q3 + 1) and 2q4(q4 + 1) are divisible by w3 and w4,
respectively, which amounts to proving that
wi is a divisor of 2q
2
i − 1 and |q1w2 − q2w1| =
√
w21+w
2
2
2
=⇒ w1 ± w2 is a divisor of (q1 ± q2)2 − 1
(C.19)
We checked that this is satisfied for the first 300 values of qi.
Then we have that
aw1,q1(R) = aw2,q2(R) =⇒ b(w1+w2)/2,(q1+q2−1)/2(R) = b(w1−w2)/2,(q1−q2−1)/2(R) .
To prove that bw3,q3(R) = bw4,q4(R) implies that there exists integers w1, q1, w2 and
q2 such that bw3,q3(R) = aw1,q1(R) = aw2,q2(R), we start with R
−2 = 2(w23 + w
2
4). Define
integers w1 and w2 such that w3 =
1
2
(w1 +w2) and w4 =
1
2
(w1−w2) (we assume w3 > w4),
R−2 = 2((w1 − w3)2 + w23) and R−2 = 2((w2 − w3)2 + w23) .
But we still need to satisfy the constraint that w1 and w2 are divisors of 2q
2
1−1 and 2q22−1
for two integers q1 and q2. With the identifications q1 + q2 = 2q3 + 1 , q1 − q2 = 2q4 + 1,
we get the correct radius
R−1 =
√
2|(2q3 + 1)w4 − (2q4 + 1)w3| =
√
2|2q1w3 − (2q3 + 1)w1| ,
bw3,q3(R) = bw4,q4(R) =⇒ bw3,q3(R) = bw4,q4(R) = aw3+w4,q3+q4+1(R) = aw3−w4,q3−q4(R) .
We still have to prove that 2q21 − 1 and 2q22 − 1 are divisible by w1 and w2, respectively.
This is the same as proving that
qi is a divisor of 2qi(qi + 1) and |(2q3 + 1)w4 − (2q4 + 1)w3| =
√
w23 + w
2
4
=⇒ w3 ± w4 is a divisor of 2 [(q3 + 1/2)± (q4 + 1/2)]2 − 1 ,
(C.20)
which we checked is satisfied.
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In conclusion, we have that, for R−2 = w21 + w
2
2, aw1,q1(R) = aw2,q2(R) ⇐⇒
aw1,q1(R) = aw2,q2(R) = b(w1+w2)/2,(q1+q2−1)/2(R) = b(w1−w2)/2,(q1−q2−1)/2(R)
⇐⇒ b(w1+w2)/2,(q1+q2−1)/2(R) = b(w1−w2)/2,(q1−q2−1)/2(R) .
The Wilson lines that give this enhancement can be written in four different ways
2q1
w1
±1
√
2R
w2
w1
=
2q2
w2
±2
√
2R
w1
w2
=
2q3 + 1
w3
±3
√
2R
w4
w3
=
2q4 + 1
w4
±4
√
2R
w3
w4
Using that w3 =
w1+w2
2
, w4 =
w1−w2
2
, q3 =
q1+q2−1
2
and q4 =
q1−q2−1
2
, after a few steps, we
get ∓4 = ±3 = ±2 = ∓1 and then the Wilson lines are
A1 =
2q1
w1
± w2
w1
√
2R, A1 =
2q2
w2
∓ w1
w2
√
2R,
A1 =
2q3 + 1
w3
∓ w4
w3
√
2R, A1 =
2q4 + 1
w4
± w3
w4
√
2R
(C.21)
From here,
(
√
2R)−1 = ∓(q1w2 − q2w1) ∈ Z (C.22)
and then, after a few steps, we can prove that
1√
2R
, A, R√
2
(
1
2
A2 + 1
) ∈ Z , (C.23)
Defining integers m = (
√
2R)−1 and n = A/
√
2, all this type of enhancement points are
given by
(R,A1) =
(
1
m
√
2
,
n
m
)
such that
n2 + 1
2m
∈ Z (C.24)
and then
R−2 = 2, 50, 338, 578, 1250, 1682, 2738, 3362, 5618, 7442, 8450, 10658, . . . (C.25)
These are all of the form 2C2 with C an integer with prime divisors congruent to 1 mod
4. That is: 1, 5, 13, 17, 25, 29, 37, 41, 53, 61, 65, 73, 85, 89, 97, 101, 109, . . . . Except for the
1, these numbers are all Pythagorean primes or multiples of them.
We want to see if the b lines considered here can be interposed with a c line. q3 and
q4 are suitable for curves b with w3 and w4. For curves c to coincide with them, we need
wi even and
qi(qi+1)
wi
∈ Z. If one of the two curves b has also a curve c then we have an
intersection between an a and a c curve. Analyzing all the possibilities, it can be shown
that there are no c curves that intersect with more than one other curve.
C.5 Enhancements to SU(2)× SO(32) or SU(2)× E8 × E8
The equality aw1,q1(R) = bw2,q2(R) arises for two type of radius
R−2 = w21 + 2w
2
2 or R
−2 = 2((w1 − w2)2 + w22) . (C.26)
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The second type gives R−2 = w21 + w
2
3 if w2 =
w3+w1
2
, which implies that there is an
intersection with another curve a of winding w3. Then, we restrict to the first type,
where R−2 is odd for odd w21. Thus the even R
−2 found in the previous section cannot
have additional curves a or b on the intersection.
For R−2 = w21 + 2w
2
2, the constraints are
|2q1w2 − (2q2 + 1)w1| =
√
w21 + 2w
2
2 ,
2q21−1
w1
∈ Z , 2q2(q2+1)
w2
∈ Z (C.27)
The Wilson line can be written as
A1 =
2q1±12Rw2
w1
or A1 =
2q2+1±2Rw1
w2
, (C.28)
and equating them leads to ±2 = ∓1 and
R−1 = ∓ (2q1w2 − (2q2 + 1)w1) , (C.29)
implying that R−1 is an odd number. After some algebra, we get
1
R
, A, R
(
1
2
A2 + 1
) ∈ Z , (C.30)
and then all this type of enhancement points satisfy
(R,A1) =
(
1
m
,
2n
m
)
(C.31)
for integer m = R−1 and n = R
−1A1
2
, such that
2n2 + 1
m
∈ Z. (C.32)
We obtain
R−1 = 3, 9, 11, 17, 19, 27, 33, 41, 43, 51, 57, 59, . . . (C.33)
all integer numbers with prime divisors congruent to 1 or 3 (mod 8).
It is not hard to prove that all the curves b that intersect just one curve a are super-
imposed by a curve c (in the Γ8 × Γ8 case).
D Other slices of moduli space
Here we analyse two-dimensional slices of moduli space given by the radius and one
parameter in the Wilson lines. First we consider the SO(32) theory compactified with
Wilson lines of the form AI = ((A)p, 016−p). We then show how the generalized Dynkin
diagrams give us the points of enhanement located in the fundamental region (in the
conventions of Appendix B). Finally we invert the logic, and use the generalized Dynkin
diagram for Γ8×Γ8 to find certain points of enhancement, and determine interesting slies
of moduli space to explore.
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D.1 Slices for the SO(32) theory
The results are summarized in the following figures, after which we present the calcula-
tions leading to them.
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SO(30)× U(1)2
SU(2)× SO(30)× U(1)
SO(32)× U(1)
+ SU(2)× SO(32)
+ + + SO(34)
Figure 9: SO(32) heterotic with Wilson line AI = (A, 015)
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+ SU(2)× SO(32)
+ + SU(2)× SU(3)× SO(28)
Figure 10: SO(32) heterotic with Wilson line AI = ((A)2, 014)
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Figure 11: SO(32) heterotic with Wilson line AI = ((A)3, 013)
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Figure 12: SO(32) heterotic with Wilson line AI = ((A)4, 012)
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+ SU(2)× SO(32)
Figure 13: SO(32) heterotic with Wilson line AI = ((A)5, 011)
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Figure 14: SO(32) heterotic with Wilson line AI = ((A)6, 010)
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Figure 15: SO(32) heterotic with Wilson line AI = ((A)7, 09)
0.2 0.4 0.6 0.8 1.0
R0.0
0.2
0.4
0.6
0.8
1.0
A
SU(8)× SO(16)× U(1)2
SU(2)× SU(8)× SO(16)× U(1)
SO(16)× SO(16)× U(1)
SO(32)× U(1)
+ SU(2)× SO(32)
Figure 16: SO(32) heterotic with Wilson line AI = ((A)8, 08)
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Figure 17: SO(32) heterotic with Wilson line AI = ((A)9, 07)
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Figure 18: SO(32) heterotic with Wilson line AI = ((A)10, 06)
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Figure 19: SO(32) heterotic with Wilson line AI = ((A)11, 05)
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Figure 20: SO(32) heterotic with Wilson line AI = ((A)12, 04)
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Figure 21: SO(32) heterotic with Wilson line AI = ((A)13, 03)
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Figure 22: SO(32) heterotic with Wilson line AI = ((A)14, 02)
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Figure 23: SO(32) heterotic with Wilson line AI = ((A)15, 0)
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Figure 24: SO(32) heterotic with Wilson line AI = ((A)16)
For Wilson lines of type AI =
(
(A)p , 016−p
)
there are families of curves of enhance-
ment parameterized by three integer numbers α, β and δ. Inside each family there are
different curves corresponding to different winding numbers and different integer values
for q. If R is sufficiently small then w can be arbitrarily large.
Aw,α,β,δ(R) =
pq + α− pδ
2
±
√(
α− pδ
2
)2 − p (|α| − δα + β + 4δ − 2 + 2w2R2)
pw
=
pq + µ±√µ2 − p (λ+ 2w2R2)
pw
, (D.1)
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where we defined:
µ = α− pδ
2
and λ = |α| − δα + β + 4δ − 2 .
The massless states associated with each family of curves are
pi =
(
(q ± (1− 3
2
δ))α, (q ± 12δ)p−α, β ± 12δ, (±12δ)15−p
)
. (D.2)
The possible values of the parameters are listed in the following table, with the colour
we use to identify them on the figures and the corresponding gauge group.
Colour δ β |α| Gauge group
Ap−1 ×D16−p
0 0 0 A1 × Ap−1 ×D16−p
0 0 1 Ap ×D16−p
0 0 2 Dp ×D16−p
0 0 3 Ep ×D16−p
0 1 0 Ap−1 ×D17−p
0 1 1 D16
1 0 0 Ap−1 × E17−p
1 0 1 D16 for p = 12, A16 for p = 13, A15 × A1 for p = 14, A15 ×D1 for p = 15
1 0 2 D16
The number of states for each of these curves is given by
2
(
p
|α|
)
(32− 2p)β2(15−p+δp,16)δ . (D.3)
The allowed values for q and w are the ones that satisfy the quantization condition
pq2 + 2µq + λ
2w
∈ Z . (D.4)
For arbitrary A, we get the 3p2 − 63p + 480 roots of U(1)2 × SU(p) × SO(32 − 2p).
If A is half-integer we get the 4p2− 64p+ 480 roots of U(1)× SO(2p)× SO(32− 2p), so
we can think of them as part of the family with (δ, β, α) = (0, 0, 2) and w = 0 which give
p2 − p additional states. For p = 2 (0, 0, 2) is equivalent to (0, 0, 0).
If A1 is integer we get the 480 roots of SO(32)×U(1), so we can think of them as part
of the family with (δ, β, α) = (0, 1, 1) and w = 0 superimposed with another one of the
family with (δ, β, α) = (0, 0, 2) and w = 0, which give 63p− 3p2 = (64p− 4p2) + (p2 − p)
additional states. For p = 16 we only have the (0, 0, 2). We can classify some of the
enhancements by the colours of the curves that intersect, we list them on the table
below:
Colours Gauge group
+ A1 ×D16
+ A1 × Ap−1 × E17−p
+ Ep+1 ×D16−p
+ Ap × E17−p
+ + A2 × Ap−1 ×D16−p
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D.2 Relation to generalized Dynkin diagrams
Here we show how some of the previous enhancement curves and points can be obtained
from the generalized Dynkin diagram in (B.3).
For Wilson lines of the form (016−p, (A)p) and at any radius, then the inequality
−A2 ≤ A1, as well as all the Ai ≤ Ai+1 inequalities are saturated except for A16−p =
A17−p. This means that the gauge group is given by the generalized diagram with all the
nodes except for 16, 18, 19 and 16 − p. Then the diagram that gives the enhancement
symmetry is:
1 2 3 4 12 13 14 1515-p 17-p
17
(D.5)
which corresponds to the Ap−1 ×D16−p(×U(1)2) = SU(p) × SO(32 − 2p)(×U(1)2) at a
generic value of A and R. Choosing particular values for them, we can saturate one or
more inequalities associated to the missing nodes. To obtain the horizontal lines we have
to pick an arbitrary R, which discards the nodes 18 and 19. To get the nodes 16− p or
16 we have only one possibility: A = 0 for the former, and A = 1
2
for the latter. We get,
respectively:
1 2 3 4 12 13 14 1516-p
17
(D.6)
1 2 3 4 12 13 14 1515-p 17-p
1617
(D.7)
and hence the gauge groups are D16 = SO(32) (×U(1)) and Dp × D16−p = SO(2p) ×
SO(32 − 2p) (×U(1)) (blue and cyan lines). Finally, choosing a specific value of R,
the inequality associated to the 18th or 19th node (not both at the same time) can be
saturated. This gives maximal enhancements. In the D16 case, the only possibility is to
add the 18th node, which gives A1 ×D16 (intersection between a blue and a red curve):
1 2 3 4 12 13 14 1516-p
17
18
(D.8)
In the Dp×D16−p case, one can add the 18th or the 19th node, depending on which part
of the diagram has less than 8 nodes
1 2 3 4 12 13 14 1515-p 17-p
1617
19
(D.9)
1 2 3 4 12 13 14 1515-p 17-p
1617
18
(D.10)
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This accounts for Dp×E17−p (intersection between a cyan and other curves) and Ep+1×
D16−p (intersection between a cyan and a purple curve).
For R(A) (with arbitrary A) saturating the inequality associated to the 18th node,
we obtain A1 × Ap−1 ×D16−p (red curves):
1 2 3 4 12 13 14 1515-p 17-p
17
18
(D.11)
And in particular for A = 4
p
, we have:
1 2 3 4 12 13 14 1515-p 17-p
17
1819
(D.12)
which gives the gauge group A1 × E17−p × Ap−1, considered in section 3.2.4 and seen in
the figures at the intersections between the red and purple curves.
On the other hand, choosing R(A) so that it saturates the inequality associated to
the 19th node, we obtain E17−p × Ap−1 (purple curves):
1 2 3 4 12 13 14 1515-p 17-p
17
19
(D.13)
Then we can colour the dots on the generalized Dynkin diagram depending on which
curves saturate their inequality:
1 2 3 4 12 13 14 1516-p
1617
1819
(D.14)
The enhancements corresponding to each curve are obtained by removing all the coloured
nodes except the node with that colour. The intersection of curves give the group as-
sociated to the diagram obtained by keeping the nodes with the colours of the involved
curves.
Something odd happens for p = 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1617
1819
(D.15)
For generic A and R, this is D15. For A = 1 (cyan dot) we get D16 and if we also take
R2 = 1
2
(red dot) we get D17. If, on the other hand, we take A = 0 (blue dot) then we
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get D16 and if we also select R
2 = 1 (red dot) we get A1 × D16. If we only take the
appropriate R to have the red dot, then we get A1 ×D15. To compare with figure 9 we
have to take into account that the cyan solutions are not well defined for p < 2, and then
we see them as blue curves.
For p = 15, the equation for the seventh node no longer holds, and then we have:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1617
1819
(D.16)
For generic A and R this is A14. Selecting a specific R, we can turn on the red and/or
the purple nodes to get A1×A14 or D2×A14. Selecting A = 12 (cyan dot) we obtain D15
and for A = 0 both blue dots are turned on and we get D16. Only choosing R = 1 (red
dot) we get A1 ×D16.
For p = 16 we have a very different situation:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1617
1819
(D.17)
For generic A and R this is A15. Selecting a specific R, the red and/or the purple nodes
are turned on and we get A1 × A15 or D2 × A15. Selecting A = 12 (cyan dot) we obtain
D16 and for A = 0 (orange dot) we get D16. Only choosing R = 1 (red or purple dot) we
get A1 ×D16.
The enhancements of the curves that correspond to the other colours cannot be ob-
tained with this construction. On one hand we see from the figures that the Wilson lines
that give these curves are not in the fundamental region in the conventions of Appendix
B. On the other hand, if this region is the fundamental region, it should contain all
the possible enhancement groups, and as such all the curves with the different colours.
However, it is easy to see that using this method, the Wilson lines in the fundamental
region that give the missing enhancement groups are not of the form chosen, with p equal
components and the other zero. For example, to obtain the enhancement Ap × D16−p
corresponding to the yellow curves, we would need to replace the 15th node with the
16th one (and then add the 18th one), which requires A16 = 1−A15 which is not within
the ansatz chosen for the Wilson lines.
D.3 Slices for the E8 × E8 theory
We applied the method based on generalized Dynkin diagrams used to obtain the slices
of moduli space containing desired enhanement groups, to the case of Γ8×Γ8. This forces
us to consider now also Wilson lines where some of the components are of the form 1−A.
The slices shown in the figures contain most of the enhacement groups discussed in the
main text.
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Figure 25: Γ8 × Γ8 heterotic with Wilson line AI = ((A)8, 08)
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Figure 26: Γ8 × Γ8 heterotic with Wilson line AI = ((A)7, 1− A, 1, 07)
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Figure 27: Γ8 × Γ8 heterotic with Wilson line AI = ((A)7, 1− A, (A)7, 1− A)
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Figure 28: Γ8 × Γ8 heterotic with Wilson line AI = (A− 1, (A)4, 010, 1)
E More on fixed points and dualities
Here we collect the details of the calculations involved in section 3.5. The transformations
OU in (3.44) acting on a vector Z of momentum, winding and “heterotic” momenta, result
in the transformed momenta
w′ =r
(
n− 1
2
|A|2w − A · pi) ,
n′ =
(
1
r
+ A′UA
)
w + A′Upi − r |A′|2
2
(
n− 1
2
|A|2w − A · pi) ,
pi′ =Upi + UAw − rA′ (n− 1
2
|A|2w − A · pi) .
(E.1)
Requiring these to be quantized leads to the conditions
r,
r|A|2
2
,
r|A′|2
2
∈ Z; (E.2)
1
r
+ A′UA+ r
|A|2
2
|A′|2
2
∈ Z ∀ pi ∈ Γ, pi′ ∈ Γ′ : pi′Upi + r(pi · A)(pi′ · A′) ∈ Z ;
rA, rA′ ∈ Γ ∩ Γ′ ; A′U + r|A
′|2
2
A ∈ Γ ; UA+ r|A|
2
2
A′ ∈ Γ′
and U ∈ O(16,Z).
We analyze these in more detail, depending whether the duality acts on the same
theory or links two theories with different lattices Γ and Γ′.
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E.1 Γ↔ Γ
For Wilson lines of the form (3.31), and U given by (3.47), the quantization conditions
(E.2) become
(Q±1)2
r
, (Q± 1)
√
Q
2r
,
√
Qr
2
∈ Z , and
{
Q ∈ 2Z for U = ±I
Q+ 1 ∈ 2Z for U = U± (E.3)
where U± are defined in (3.47),
Q ≡ rA
2
1
2
=
1
2
A21
R2
∣∣∣∣
fp
=
1
2
A2
∣∣∣∣
fp
(E.4)
and A is defined in (3.39). Here we have used that for the fixed points R = Rfp, one has
r = R−2fp since R
′ = 1
rR
= R.
For U = ±I we define p = (Q±1)2
r
and q = Q/2, then:
p, q, r,
√
pq,
√
qr ∈ Z; √pr = 2q ± 1 . (E.5)
Quotienting these equations, we see that p, q r can be written as
√
p = t
√
k,
√
q = n
√
k,
√
r = m
√
k , (E.6)
with t, n,m, k ∈ Z. Then
k−1 = ±(tm− 2n2) ∈ Z , (E.7)
which implies k = 1 and t = 2n
2±1
m
. Taking into account that n =
√
Q
2
= R
−1A1
2
and
m =
√
r = R−1 must be integers, the only condition is
2n2 ± 1
m
∈ Z . (E.8)
For U = U±, defining p =
(Q±1)2
2r
and s = r
2
,
p, Q, s,
√
pQ,
√
Qs ∈ Z and √ps = Q±1
2
, (E.9)
where we have used the fact that as Q, 2p and
√
pQ are integers with Q odd, implies
that p is also integer. Q+1
2
is integer, then we have the same situation as in the first case.
Analogously √
p = t
√
k,
√
Q = n
√
k,
√
s = m
√
k (E.10)
with t, n,m, k ∈ Z. Then
tmk = n
2k±1
2
=⇒ k−1 = ±(2tm− n2) ∈ Z , (E.11)
but this implies that k = 1 and t = n
2±1
2m
. Then, taking into account that n =
√
Q = R
−1A1√
2
and m =
√
r
2
= R
−1√
2
, the only condition is:
n2 ± 1
2m
∈ Z (E.12)
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The possible values of m and n that verify these conditions with the plus signs give the
fixed points (R,A1) presented in Table 1.
If we take U = 1 then the quantization conditions (E.2) require pi ·pi′+r(pi ·A)(pi′ ·A′) ∈
Z (∀ pi, pi′ ∈ Γ). As pi and pi′ belong to the same lattice, pi · pi′ ∈ Z, and then hh′
r
∈ Z,
where h = pi · rA and h′ = pi′ · rA′. Restricting to r prime, this implies that either
pi · A ∈ Z or pi′ · A′ ∈ Z.
If A does not satisfy this for any pi ∈ Γ, then A′ ∈ Γ, and viceversa, i.e. either A ∈ Γ
or A′ ∈ Γ. But r|A′|2
2
∈ Z, A′+ r|A′|2
2
A ∈ Γ and the reciprocal conditions imply A,A′ ∈ Γ.
We just need to verify 1
r
+ A′ · A + r |A|2
2
|A′|2
2
∈ Z. But A′ · A is integer and |A|2,
|A′|2 are even, then we get: 1
r
∈ Z, which is only possible for r = 1. Then 1 is the
only non-composite possible value for r when the duality does not change the lattice and
U = 1.
E.2 Γ↔ Γ′ 6= Γ
The quantization conditions (E.2) for the case where the dual lattice is not the original
one become
r,
r|A|2
2
,
r|AU |2
2
∈ Z; (E.13)
1
r
+ AU · A+ r |A|
2
2
|AU |2
2
∈ Z ∀ pi ∈ Γ, piU ∈ ΓU : piU · pi + r(pi · A)(piU · AU) ∈ Z ;
rA, rAU ∈ Γ ∩ ΓU ; AU + r|AU |
2
2
A ∈ Γ ; A+ r|A|
2
2
AU ∈ Γ
where ΓU is the lattice obtained by applying the transformation U to all the elements of
Γ′ and AU = A′U . This proves the statements at the beginning of 3.5.2.
Restricting to the case U = 1 we get the conditions
r,
r|A|2
2
,
r|A′|2
2
∈ Z; (E.14)
1
r
+ A′ · A+ r |A|
2
2
|A′|2
2
∈ Z ∀ pi ∈ Γ, pi′ ∈ Γ′ : pi · pi′ + r(pi · A)(pi′ · A′) ∈ Z ;
rA, rA′ ∈ Γ ∩ Γ′ ; A′ + r|A
′|2
2
A ∈ Γ ; A+ r|A|
2
2
A′ ∈ Γ′ .
Given that rA′ ∈ Γ ∩ Γ′, then k = pi′ · rA′ ∈ Z. We first analyze the condition
pi · pi′ + r(pi · A)(pi′ · A′) ∈ Z. Being both h = r(pi · A) and h′ = r(pi′ · A) integer, we get
pi · pi′ + hh′
r
∈ Z. For particular values of pi and pi′, one has:
If pi ∈ Γ∩Γ′ then pi ·pi′ ∈ Z and hh′
r
∈ Z. If we restrict again to non-composite values
for r then at least one of h or h′ has to be divisible by r, and then pi ·A ∈ Z or pi′ ·A′ ∈ Z.
If A′ is such that this does not hold for any pi′ ∈ Γ′, then A must satisfy pi ·A ∈ Z for all
pi ∈ Γ ∩ Γ′, i.e. A ∈ (Γ ∩ Γ′)∗. In conclusion, if A′ /∈ Γ′, then A ∈ (Γ ∩ Γ′)∗, i.e. either
one of A or A′ has to be in one of those lattices.
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Repeating this with pi′ ∈ Γ ∩ Γ′, we get that if A /∈ Γ, then A′ ∈ (Γ ∩ Γ′)∗. But the
additional restriction, A′ + r|A
′|2
2
A ∈ Γ, necessarily gives A′ ∈ Γ, since r|A′|2
2
∈ Z when
A ∈ Γ. Analogously, when A′ ∈ Γ′ we get A ∈ Γ′. Then the possible Wilson lines are
A,A′ ∈ Γ , A,A′ ∈ Γ′ , A ∈ (Γ ∩ Γ′)∗\Γ, A′ ∈ (Γ ∩ Γ′)∗\Γ′, (E.15)
which implies pi · A′, pi · A ∈ Z ∀ pi ∈ Γ ∩ Γ′.
The equation A′ + r|A
′|2
2
A ∈ Γ is equivalent to pi · A′ + r|A′|2
2
(pi · A) ∈ Z ∀ pi ∈ Γ, but
when pi ∈ Γ ∩ Γ′ it holds trivially. Then we only have to verify the following equations
pi · A′ + r|A
′|2
2
(pi · A) ∈ Z ∀ pi ∈ Γ\Γ′,
pi′ · A+ r|A|
2
2
(pi′ · A′) ∈ Z ∀ pi′ ∈ Γ′\Γ .
(E.16)
Depending on Γ and Γ′, it is possible that when pi ∈ Γ\Γ′ and pi′ ∈ Γ′\Γ (i.e. pi, pi′ /∈
Γ ∩ Γ′), then pi · pi′ = 1
2
mod(1). Assuming one of these cases holds, the condition
pi · pi′+ hh′
r
∈ Z turns into hh′
r
= 1
2
mod(1). That is, neither h nor h′ must be divisible by
r: pi · A /∈ Z and pi′ · A′ /∈ Z. These equations imply A /∈ Γ and A′ /∈ Γ′, and then the
Wilson lines are
A ∈ (Γ ∩ Γ′)∗\Γ , A′ ∈ (Γ ∩ Γ′)∗\Γ′ . (E.17)
They can be split into two sets: A,A′ ∈ (Γ ∩ Γ′)∗\(Γ ∪ Γ′) and A ∈ Γ′\Γ, A′ ∈ Γ\Γ′,
where we used Ω ∩ (Ω ∩ Σ)∗ = Ω.
Now we analyze the condition pi ·A′+ r|A′|2
2
(pi ·A) ∈ Z ∀ pi ∈ Γ\Γ′. All the cases that
we will study verify pi · A = 1
2
mod(1) ∀ pi ∈ Γ\Γ′. Then the condition becomes
pi · A′ + r|A
′|2
4
∈ Z∀pi ∈ Γ\Γ′ . (E.18)
If A′ ∈ Γ, then r|A′|2
2
∈ 2Z. Instead if A′ /∈ Γ, then r|A′|2
2
is odd. Using the analogous
equation for A ∈ Γ′, r|A|2
2
has to even and for A /∈ Γ′, r|A|2
2
odd.
Summarizing, the condition requires r|A|
2
2
even if A ∈ Γ′\Γ and odd if A ∈ (Γ ∩
Γ′)∗\(Γ ∪ Γ′) (and analogously for A′). If additionally (Γ ∩ Γ′)∗\(Γ ∪ Γ′) is an integer
lattice (which always is in the cases of our interest) then r|A|
2
2
is odd if r = 2. Given that
r = 2 for Γ 6= Γ′, then r = 1 ⇐⇒ Γ = Γ′ (when restricting to non-composite values of
r).
Another condition that must hold is 2A ∈ Γ ∩ Γ′. But this occurs trivially for the
lattices that we consider. 2A will always be in the adjoint conjugacy class of SO(16) ×
SO(16), which is contained in all Γ∩Γ′ we will study (this could vary with other groups
where, for instance, (s) + (s) = (v)...).
We now analyze the condition 1
r
+ A′ · A+ r |A|2
2
|A′|2
2
∈ Z, which can be rewritten as
1
2
(
1 + |A|2|A′|2)+ A′ · A+ ∈ Z . (E.19)
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If A · A′ ∈ Z, then 1
2
(1 + |A|2|A′|2) ∈ Z. This holds if both |A|2 and |A′|2 are odd, i.e.
A,A′ ∈ (Γ ∩ Γ′)∗\(Γ ∪ Γ′). The product of these Wilson lines verifies this as it is an
integer lattice by hypothesis.
If A ·A′ = 1
2
mod(1) then 1
2
(1+ |A|2|A′|2) = 1
2
mod(1). This holds if at least one of the
Wilson lines has even modulus squared, i.e. A ∈ Γ′\Γ and/or A′ ∈ Γ\Γ′. The product
of these Wilson lines verifies this assuming the hypothesis holds: pi ·A = 1
2
mod(1) ∀ pi ∈
Γ\Γ′ and its dual.
Summarizing, if the following hypothesis hold
pi · pi′ = 1
2
mod(1) ∀ pi ∈ Γ\Γ′, pi′ ∈ Γ′\Γ , pi · A = 1
2
mod(1) ∀ pi ∈ Γ\Γ′ ,
pi′ · A′ = 1
2
mod(1) ∀ pi′ ∈ Γ′\Γ (Γ ∩ Γ′)∗\(Γ ∪ Γ′) is an integer lattice,
then the duality must have
r =2 , A ∈ (Γ∩ Γ′)∗\Γ , A′ ∈ (Γ∩Γ′)∗\Γ′
and the following conditions must be satisfied:
- If A ∈ Γ\Γ′, then |A|2 ∈ 2Z.
- If A′ ∈ Γ′\Γ, then |A′|2 ∈ 2Z.
- If A ∈ (Γ ∩ Γ′)∗\(Γ ∪ Γ′), then |A|2 ∈ 2Z+ 1.
- A′ ∈ (Γ ∩ Γ′)∗\(Γ ∪ Γ′) then |A′|2 ∈ 2Z+ 1.
These can be replaced by the more restrictive conditions
Γ\Γ′,Γ′\Γ are even lattices , (Γ ∩ Γ′)∗\(Γ ∪ Γ′) is an odd lattice.
The hypothesis pi · A = 1
2
mod(1) ∀ pi ∈ Γ\Γ′ and pi′ · A′ = 1
2
mod(1) ∀ pi′ ∈ Γ′\Γ can
also be replaced by the more restrictive ones
pi · pi′ = 1
2
mod(1) ∀ pi ∈ Γ\Γ′, pi′ ∈ (Γ ∩ Γ′)∗\Γ = [Γ′\Γ] ∪ [(Γ ∩ Γ′)∗\(Γ ∪ Γ′)]
pi′ · pi = 1
2
mod(1) ∀ pi′ ∈ Γ′\Γ, pi ∈ (Γ ∩ Γ′)∗\Γ = [Γ\Γ′] ∪ [(Γ ∩ Γ′)∗\(Γ ∪ Γ′)]
Then sufficient conditions for duality to exist (and only for r = 2) are
Γ\Γ′, Γ′\Γ even lattices , (Γ ∩ Γ′)∗\(Γ ∪ Γ′) odd lattice ,
pi · pi′ = 1
2
mod(1) if pi and pi′ belong to different lattices (from these three) (E.20)
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SO(32)↔ E8 × E8
The quantization conditions on the second line of (E.2) can be written as
r(pi · A)(pi′ · A′) ∈ Z if pi or pi′ ∈ Γ(00),(ss) , (E.21)
r(pi · A)(pi′ · A′) + 1
2
∈ Z if pi ∈ Γ(vv),(cc) and pi′ ∈ Γ(0s),(s0) . (E.22)
In the second situation, we get
1
r
(pi · rA)(pi′ · rA′) + 1
2
∈ Z , jl
r
+ 1
2
∈ Z, j, k ∈ Z , (E.23)
which imply that r is even. We restrict to the simplest possibility, r = 2, for which we
get
|A|2, |A′|2 ∈ Z;
1
2
(
1 + 2A′ · A+ |A|2|A′|2) ∈ Z ∀ pi ∈ Γ16, pi′ ∈ Γ8 × Γ8 : pi′ · pi + 2(pi · A)(pi′ · A′) ∈ Z ;
2A, 2A′ ∈ Γ(00),(ss) ; A′ + |A′|2A ∈ Γ16 ; A+ |A|2A′ ∈ Γ8 × Γ8 (E.24)
The Wilson lines that satisfy (E.24) are
A ∈ (Γ ∩ Γ′)∗\Γ = (0s), (s0), (vc), (cv)
A′ ∈ (Γ ∩ Γ′)∗\Γ′ = (vv), (cc), (vc), (cv)
(E.25)
F Three and four-point functions
For completeness, in this appendix we list the scattering amplitudes of massless states
of the (toroidally compactified) heterotic string that give the effective action (4.1). The
results hold for arbitrary points of the moduli space, including enhanced and broken
symmetry points, and differ only on the possible values taken by the indices and structure
constants. Details of the calculations can be found in [25, 30, 31].
We use the following expectation values
〈Xµ(z)Xν(w)〉 = −1
2
ηµνln(z − w) , 〈Xµ(z¯)Xν(w¯)〉 = −1
2
ηµνln(z¯ − w¯) ,
〈
ψ¯µ(z¯)ψ¯ν(w¯)
〉
=
ηµν
z¯ − w¯ , 〈φ(z¯)φ(w¯)〉 = −ln(z¯ − w¯) , 〈χ¯
m(z¯)χ¯n(w¯)〉 = δ
mn
z¯ − w¯ ,〈
Y IˆL (z)Y
Jˆ
L (w)
〉
= −δIˆJˆ ln(z − w) , 〈Y mR (z¯)Y nR (w¯)〉 = −δmnln(z¯ − w¯) ,
〈JΓ(z1)JΛ(z2)〉 = δ
ΓΛ
z212
, 〈JΓ(z1)JΛ(z2)JΩ(z3〉 = if
ΓΛΩ
z12z13z23
.
F.1 Three-point functions of massless states
• Three left vectors:
AAAA = − i√
2
CS2g
3
cf
ΓΛΩAΓµ(k1)AΛν(k2)AΩρ(k3) (k1
νηµρ + k2
ρηµν + kµ3 η
νρ)
= 12pigc
√
2fΓΛΩ∂µAΓνA
µ
ΛA
ν
Ω ,
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where we used CS2 =
8pi
g2c
from unitarity, and identified kµ1A2
Λ
γA1
Γ
ρ → −i∂µA1ΓρA2Λγ .
• Three tensors:
AV V V (k1, 
(1), k2, 
(2), k3, 
(3)) = CS2g
3
c
1
2
(1)µν (k1)
(2)
τσ (k2)
(3)
λη (k3) (k
σ
1 η
νη + kη2η
νσ + kν3η
ση)
×
(
1
2
kτ1k
λ
2k
µ
3 + k
τ
1η
µλ + kλ2η
µτ + kµ3 η
τλ
)
• Two left vectors - one tensor:
AV AA(k1, 1, k2, A2, k3, A3)
= 4pigc
(
− kµ2 1µνkν3AΓ2ρAρ3Γ + kµ2 1µνA2νΓkσ1A3Γσ + kµ3 1µνA3νΓkρ1A2ρΓ
)
Replacing V = g, b or D, we get respectively
AgAA(k1, h1, k2, A2, k3, A3) = 4pigcgµν
(
∂µAΓρ∂
νAρΓ − 2∂µAΓρ∂ρAνΓ
)
,
AbAA(k1, B1, k2, A2, k3, A3) = −8pigcAΓρ∂µAνΓ∂ρbµν
or
ADAA(k1, D, k2, A2, k3, A3) = 4pigc(k3A
Γ
2 )(k2A3Γ) = −
4pigc√
d− 2D∂
νAΓµ∂
µAΓν .
• Two right vectors - one tensor:
AV A¯A¯(k1, 1, k2, A¯2, k3, A¯3) = 4pigc1µνA¯2
m
ρ A¯3mσ
(
1
2
kρ1k
σ
2k
µ
3 + η
µρkσ2 + η
µσkρ1 + η
ρσkµ3
)
kν3
which gives
AgA¯A¯ = 4pigcgµν
(
∂µA¯ρ · ∂νA¯ρ − 2∂ρA¯µ · ∂νA¯ρ + 1
2
∂σ∂µA¯ρ · ∂ρ∂νA¯σ
)
AbA¯A¯ = −8pigc∂ρBµνA¯ρ · ∂νA¯µ = 4pigc∂ρBµνA¯ρ · F¯ µν
or
ADA¯A¯ =
2pigc√
d− 2DF¯
µν · F¯µν
• Two scalars - one left vector :
AASS(k1, A1, k2, S2, k3, S3) = 4pigc
√
2ifΓΛΩk
µ
2A
µΓ
1 S
Λm2
2 S
Ωm3
3 δm2m3
= 4pigc
√
2fΓΛ
ΩAµΓ(∂µS
Λm)SΩm
• Two scalars - one tensor:
AV SS(k1, 1, k2, S2, k3, S3) = −4pigc1µνSΓm22 SΛm33 κΓΛδm2m3kµ2kν3
= −4pigcSΓm2 S3Γm(k2 · 1 · k3)
This is only non-vanishing for V = g
AgSS(k1, 1, k2, S2, k3, S3) = 4pigcgµν∂
µSΓm∂νSΓm .
• One scalar - one right vector - one left vector:
ASAA¯(k1, S, k2, A, k3, A¯) = −4pigcSΓmkµ1AΓµkν1 A¯mν = −4pigcSΓm∂µAΓν F¯mµν
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F.2 Four-point function of massless scalars
We present some details of this computation which, to our knowledge, has not been
previously published
〈S(0)S(0)S(−1)S(−1)〉 = SΓmSΛnSΩpS∆q |z34|
k3·k4|z24|k2·k4|z14|k1·k4 |z23|k2·k3|z13|k1·k3|z12|k1·k2
z¯34
×
[
−k1 · k2
2z¯12
(
δmnδpq
z¯12z¯34
− δ
mpδnq
z¯13z¯24
+
δmqδnp
z¯14z¯23
)
+
δmnδpq
z¯212z¯34
]
〈JΓ(z1)JΛ(z2)JΩ(z3)J∆(z4)〉
(F.1)
Using that
〈JΓ(z1)JΛ(z2)JΩ(z3)J∆(z4)〉 = κ
ΓΛκΩ∆
z342z212
+
κΓΩκΛ∆
z213z
2
24
+
κΓ∆κΛΩ
z214z
2
23
− f
ΓΛΠfΩ∆Π
z12z23z24z34
+
fΓΩΠfΛ∆Π
z13z23z24z34
− f
Γ∆ΠfΛΩΠ
z14z23z24z34
,
we get
ASSSS(k1, S1, k2, S2, k3, S3, k4, S4) = −8pig2c
k1 · k2
2
SΓ1mSΓ2nSΓ3pSΓ4q
×
∫
d2z1
|z34|k3·k4|z24|k2·k4|z14|k1·k4|z23|k2·k3|z13|k1·k3|z12|k1·k2
z¯12
×
(
δmnδpqz¯23z¯24
z¯12z¯34
(
1− 2
k1 · k2
)
− δ
mpδnqz¯23
z¯13
+
δmqδnpz¯24
z¯14
)
×
(
κΓ1Γ2κΓ3Γ4z23z24
z34z212
− f
Γ1Γ2ΠfΓ3Γ4Π
z12
− (2↔ 3)− (2↔ 4)
)
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Taking z1 = z, z2 = 0, z3 = 1, z4 →∞, the integral is
lim
x→∞
∫
d2z
|1− z
x
|k1·k4|1− z|k1·k3|z|k1·k2
z¯
×
(
δmnδpq
−1
z¯
(
1− 2
k1 · k2
)
− δmpδnq 1
1− z¯ − δ
mqδnp
1
z¯
x
− 1
)
×
(−κΓΛκΩ∆
z2
− κ
ΓΩκΛ∆
(1− z)2 −
κΓ∆κΛΩ
(1− z
x
)2
− f
ΓΛΠfΩ∆Π
z
− f
ΓΩΠfΛ∆Π
1− z −
fΓ∆ΠfΛΩΠ
z − x
)
= −2pi(−1)−k1(k2+k3)2
( δmnδpq (1− 2
k1·k2
)
Γ(2− k1k2
2
)Γ(−k1k3
2
)Γ(k1(k2+k3)
2
)
+
δmpδnq
Γ(1− k1k2
2
)Γ(1− k1k3
2
)Γ(k1(k2+k3)
2
)
+
δmqδnp
Γ(1− k1k2
2
)Γ(−k1k3
2
)Γ(1 + k1(k2+k3)
2
)
)
× (−1) k1(k2+k3)2
[
− κΓΛκΩ∆Γ
(
−1 + k1k2
2
)
Γ
(
1 +
k1k3
2
)
Γ
(
1− k1(k2 + k3)
2
)
−κΓΩκΛ∆Γ
(
1 +
k1k2
2
)
Γ
(
−1 + k1k3
2
)
Γ
(
1− k1(k2 + k3)
2
)
−κΓ∆κΛΩΓ
(
1 +
k1k2
2
)
Γ
(
1 +
k1k3
2
)
Γ
(
−1− k1(k2 + k3)
2
)
+ fΓΛΠfΩ∆ΠΓ
(
k1k2
2
)
Γ
(
1 +
k1k3
2
)
Γ
(
−k1(k2 + k3)
2
)
+ fΓΩΠfΛ∆ΠΓ
(
1 +
k1k2
2
)
Γ
(
k1k3
2
)
Γ
(
−k1(k2 + k3)
2
)]
where we used
I(m,n, α, β) =
∫
d2z(1− z)mzn|z|2α|1− z|2β = 2pi(−1)m+n×
×Γ(1 + n+ α)Γ(1 +m+ β)Γ(−1− n−m− α− β)
Γ(−α)Γ(−β)Γ(2 + α + β) .
(F.2)
In terms of Mandelstam variables s = −2k1 · k2, t = −2k1 · k3, u = −2k1 · k4 and
summing over all cyclic orderings of the vertex operators to compensate for the fixing of
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z2, z3 and z4, we get
ASSSS =
pi2
12
g2cSΓ1m1SΓ2m2SΓ3m3SΓ4m4
Γ(−s/4)Γ(−t/4)Γ(−u/4)
Γ(1 + s/4)Γ(1 + t/4)Γ(1 + u/4)
×
(
δm1m2δm3m4tu+ δm1m3δm2m4su+ δm1m4δm2m3st
)
×
(
− 3κ
Γ1Γ2κΓ3Γ4tu
(s+ 4)
− 3κ
Γ1Γ3κΓ2Γ4su
(t+ 4)
− 3κ
Γ1Γ4κΓ2Γ3st
(u+ 4)
+ tfΓ1Γ2ΠfΓ3Γ4Π + sf
Γ1Γ3ΠfΓ2Γ4Π + uf
Γ1Γ3ΠfΓ4Γ2Π
+ tfΓ1Γ4ΠfΓ3Γ2Π + sf
Γ1Γ4ΠfΓ2Γ3Π + uf
Γ1Γ2ΠfΓ4Γ3Π
)
Expanding on s = t = u = 0 and using
Γ(−s/4)Γ(−t/4)Γ(−u/4)
Γ(1 + s/4)Γ(1 + t/4)Γ(1 + u/4)
= − 64
stu
− 2ζ(3) +O(stu) , (F.3)
we finally get
ASSSS = −16pi
2
3
g2cSΓ1m1SΓ2m2SΓ3m3SΓ4m4
×
( t
s
δm1m2δm3m4(fΓ1Γ2ΠfΓ3Γ4Π + f
Γ1Γ4ΠfΓ3Γ2Π) + δ
m1m3δm2m4fΓ1Γ2ΠfΓ3Γ4Π
+
t
u
δm1m4δm2m3(fΓ1Γ2ΠfΓ3Γ4Π + f
Γ1Γ4ΠfΓ3Γ2Π) + δ
m1m2δm3m4fΓ1Γ3ΠfΓ2Γ4Π
+
s
t
δm1m3δm2m4(fΓ1Γ3ΠfΓ2Γ4Π + f
Γ1Γ4ΠfΓ2Γ3Π) + δ
m1m4δm2m3fΓ1Γ2ΠfΓ4Γ3Π
+
u
t
δm1m3δm4m2(fΓ1Γ3ΠfΓ4Γ2Π + f
Γ1Γ2ΠfΓ4Γ3Π) + δ
m1m4δm3m2fΓ1Γ3ΠfΓ4Γ2Π
+
u
s
δm1m2δm3m4(fΓ1Γ3ΠfΓ4Γ2Π + f
Γ1Γ2ΠfΓ4Γ3Π) + δ
m1m3δm4m2fΓ1Γ4ΠfΓ3Γ2Π
+
s
u
δm1m4δm2m3(fΓ1Γ4ΠfΓ2Γ3Π + f
Γ1Γ3ΠfΓ2Γ4Π) + δ
m1m2δm4m3fΓ1Γ4ΠfΓ2Γ3Π
)
which adds up to
ASSSS = (4!)2pi2g2cSΓmSΓ′
mSΛnSΛ′
nfΓΛΠfΓ
′Λ′
Π (F.4)
when using t
s
+ s
t
+ u
t
+ t
u
+ s
u
+ u
s
= −3 and SΓmSΛmSΓ′nSΛ′nfΓΛΠfΓ′Λ′Π = 0.
F.3 Three-point functions involving slightly massive states
It is easy to see that the amplitudes of three massless right vectors or three massless
scalars vanish at the enhancement points. However, in the neighborhood of these points,
the currents acquire dependence on pR and then the amplitude of three scalars or that
of two left and one right vectors get a non-vanishing value and give extra terms in the
effective action. Here we compute the three point functions involving states that become
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massive when slightly moving away from the enhancement points, so that their masses
are smaller than other massive string states which we are not considering.
• One right vector - two massive left vectors:
AA¯A
′A′
CS2g3c
=
δp2+p3√
2
A¯µmk
µ
2A
′p2
ν A
′p3νpm2R
where we used k1 + k2 + k3 = 0, k
2
1 = 0, k
2
2 = k
2
3 = −m2 = −2p22R, k1 · k2 = k1 · k3 = 0
and k2 · k3 = 2p22R. This gives the term
−i√
2
pmR A¯µmA
′−pν∂µA′pν
in the effective action.
• One massless - two massive left vectors:
AAA
′A′
CS2g3c
=
δp2+p3√
2
p2LIˆ
[
(AIˆ · k2)(A′p2 · A′p3) + (k1 · A′p3)(AIˆ · A′p2)− (k1 · A′p2)(AIˆ · A′p3)
]
giving in the effective action
− i√
2
pIˆL
[
A′−pνAIˆµ∂
µA′pν + 2A
′pνA′−pµ ∂
µAIˆν
]
• One massless tensor - two massive left vectors:
AV A
′A′
CS2g3c
=
1
2
µνδ
p2+p3A′p2µ2A
′p3
µ3
(
− kµ2kν3ηµ2µ3 + kµ31 ηνµ2kµ2 + kµ21 ηνµ3kµ3
)
giving in the effective action
1
2
(
µν∂
µA′pρ∂
νA′−pρ − 2∂ρµν∂µA′pνA′−pρ
)
• One massless scalar - two massive left vectors:
ASA
′A′
CS2g3c
= δp2+p3SIˆmA
′p2
µ2
A′p3µ3p
m
2Rp
Iˆ
2Lη
µ2µ3 = pIˆLSIˆmp
m
RA
′p
µA
′−pµ
• Three massive left vectors:
AA
′A′A′
CS2g3c
=
−iε(p1, p2)√
2
A′p1µ1A
′p2
µ2
A′−p1−p2µ3 (k
µ1
2 η
µ2µ3 + kµ31 η
µ1µ2 + kµ23 η
µ1µ3)
where we used ki · A′pi = 0 and conservation of momentum implies ki · kj = −2pRi · pRj
and p2iL − p2iR = 2 −→ piL · pjL − piR · pjR = −1 if i 6= j.
This gives in the effective action the term
3√
2
ε(p1, p2)A
′p1
ν ∂
νA′p2µ A
′−p1−p2µ .
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G Counting structure constants of SO(32) and E8×E8
In this Appendix we count and compare the number of non-vanishinig structure constants
of the SO(32) and E8 × E8 algebras, which in the Weyl-Cartan basis are
fαβγ = δ
α+β
γ f
αβ
α+β + δ
β
αδ
A
γ f
αα
A (G.1)
with α = −α.
To calculate the number of combinations of α, β indices giving non-vanishing structure
constants of SO(32) , it is convenient to denote the 480 roots as
(i±, j±) = (0i−1,±1, 0j−i−1,±1, 016−j) , (G.2)
with 1 ≤ i < j ≤ 16, and split them in subsets (+,+), (−,−), (+,−), (−,+) of 120
elements each. Then we have
|(+,+) + (+,+)|2 ≥ 4 or |(−,−) + (−,−)|2 ≥ 4→ there are no roots
(i+, j+) + (k−, l−) =

0 if i = k, j = l
(j+, l−) if i = k, j < l
(l−, j+) if i = k, j > l
(i+, k−) if j = l, i < k
(k−, i+) if j = l, i > k
(i+, l−) if j = k
(k−, j+) if i = l
no roots if i 6= k and j 6= l
(G.3)
The number of pairs of roots (i+, j+), (k−, l−) is:
120 if i = k, j = l
15∑
i=1
(16− i)(16− i− 1) = 1120 if i = k, i < j, i < l 6= j
{
560 with j > l
560 with j < l
15∑
j=1
(16− j)(16− j − 1) = 1120 if j = l, i 6= k
{
560 with i > k
560 with i < k
15∑
j=2
(j − 1)(16− j) = 560 if j = k, i < j and j < l
560 if i = l
(G.4)
Then there are
(+,+) + (−,−) =

0 −→ 120
(+,−) −→ 3× 560 = 1680
(−,+) −→ 3× 560 = 1680
(G.5)
That is, 1680 non-vanishing structure constants of type f (+,+)(−,−)(+,−) and 1680 of type
f (+,+)(−,−)(−,+). And analogously, there are 1680 non-vanishing structure constants of
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type f (−,−)(+,+)(+,−) and 1680 of type f (−,−)(+,+)(−,+).
(i+, j+) + (k+, l−) =

(i+, k+) if j = l, i < k
(k+, i+) ifj = l, i > k
(k+, j+) if i = l
no roots if i 6= l 6= j or i = k o´ j = k
(G.6)
The number of pairs (i+, j+), (k+, l−) with j = l, i 6= k is 1120, of which 560 correspond
to i > k and 560 to i < k. And for i = l there are 560 pairs. That is
(+,+) + (+,−) = (+,+) −→ 3× 560 = 1680 non− vanishing f (+,+)(+,−)(+,+) (G.7)
And analogously, there are 1680 non-vanishing structure constants of each of the types
f (+,−)(+,+)(+,+), f (+,+)(−,+)(+,+), f (−,+)(+,+)(+,+), f (−,−)(+,−)(−,−), f (+,−)(−,−)(−,−), f (−,−)(−,+)(−,−),
and f (−,+)(−,−)(−,−).
(i+, j−) + (k+, l−) =

(i+, l−) if j = k
(k+, j−) if i = l
no roots if i = k or j = l o´ i 6= l, j 6= k
(G.8)
The number of pairs (i+, j−), (k+, l−) with j = k is 560 and with i = l is also 560. Then
we have
(+,−) + (+,−) = (+,−) −→ 2× 560 = 1120 non− vanishing f (+,−)(+,−)(+,−) (G.9)
And analogously, 1120 of the type f (−,+)(−,+)(−,+).
(i+, j−) + (k−, l+) =

0 if i = k, j = l
(j−, l+) if i = k, j < l
(l+, j−) if i = k, j > l
(i+, k−) if j = l, i < k
(k−, i+) if j = l, i > k
there are no roots if i = l or j = k or i 6= k, j 6= l
(G.10)
The number of pairs of roots (i+, j−), (k−, l+) verifying i = k, j = l is 120; with i = k,
j 6= l there are 1120 of which 560 correspond to j > l and 560 to j < l; and for j = l,
i 6= k there are 1120 of which 560 correspond to i > k and 560 to i < k. Then there are
(+,−) + (−,+) =

0 −→ 120
(+,−) −→ 2× 560 = 1120
(−,+) −→ 2× 560 = 1120
(G.11)
That is, 1120 structure constants of type f (+,−)(−,+)(+,−) and 1120 of type f (+,−)(−,+)(−,+).
And analogously 1120 f (−,+)(+,−)(+,−) and 1120 f (−,+)(+,−)(−,+).
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Summarizing there are 12 × 560 = 6720 combinations giving (+,+), 6720 giving
(−,−), 6720 giving (+,−) and 6720 giving (−,+). That is 26880 non-vanishing struc-
ture constants fαβα+β, and 4× 120× 16 = 7680 non-vanishing structure constants fαα¯A.
In the case E8 × E8, we denote the roots
(1; i±, j±) = (0i−1,±1, 0j−i−1,±1, 016−j)
(2; i±, j±) = (08+i−1,±1, 0j−i−1,±1, 08−j)
(G.12)
with 1 ≤ i < j ≤ 8; and:
(1; s) =
((
±1
2
)
8(even)
, 08
)
(2; s) =
(
08,
(
±1
2
)
8(even)
) (G.13)
where s can take 27 values. It can be thought of as a binary number of 7 digits (one
depending on the others because there must be an even number of − signs).
Split the 480 roots of E8 × E8 into 8 subsets of 28 elements: (1; +,+), (1;−,−),
(1; +,−), (1;−,+), (2; +,+), (2;−,−), (2; +,−), (2;−,+) and 2 subsets (1; s), (2; s) of
128 elements.
If |(1; · · · ) + (2; · · · )|2 = 4, |(1; +,+) + (1; +,+)|2 ≥ 4, or |(1;−,−) + (1;−,−)|2 ≥
4, there are no roots.
(1; i+, j+) + (1; k−, l−) =

0 if i = k, j = l
(1; j+, l−) if i = k, j < l
(1; l−, j+) if i = k, j > l
(1; i+, k−) if j = l, i < k
(1; k−, i+) if j = l, i > k
(1; i+, l−) if j = k
(1; k−, j+) if i = l
there are no roots if i 6= k and j 6= l
(G.14)
The number of pairs of roots (1; i+, j+), (1; k−, l−) is
28 with i = k, j = l
7∑
i=1
(8− i)(8− i− 1) = 112 with i = k, j 6= l
{
56 with j > l
56 with j < l
112 with j = l, i 6= k
{
56 with i > k
56 with i < k
7∑
j=2
(j − 1)(8− j) = 56 with j = k,
56 with i = l
(G.15)
The second line counts the number of pairs j, l such that i < j and i < l 6= j, and the
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fourth one, the number of pairs i, l such that i < j and j < l. Then we have
(1; +,+) + (1;−,−) =

0 −→ 28
(+,−) −→ 3× 56 = 168
(−,+) −→ 3× 56 = 168
(G.16)
i.e. 168 structure constants of type f (1;+,+)(1;−,−)(1;+,−) and 168 of type f (1;+,+)(1;−,−)(1;−,+).
And analogously, there are 168 of type f (1;−,−)(1;+,+)(1;+,−) and 168 of type f (1;−,−)(1;+,+)(1;−,+).
For the other roots of the kind (1;±,±), the analysis is as in the SO(32) case, but now
the number of non-vanishing structure constants is one tenth as before: 12 × 56 = 672
combinations giving (1; +,+), 672 giving (1;−,−), 672 giving (1; +,−) and 672 giving
(1;−,+).
We also have
(1; s) + (1; s) =

0 −→ 27 = 128
(1; +,+) −→ 28× 25 = 896
(1;−,−) −→ 896
(1; +,−) −→ 896
(1;−,+) −→ 896
(G.17)
For the sum of two roots of the kind (1; s) to give (1, 1, 014) it is necessary that they are
of the form (+1/2,+1/2, r, s, t, u, v, w) and (+1/2,+1/2,−r,−s,−t,−u,−v,−w). Then
there are 25 = 32 possible choices of parameters r, s, t, u, v (w is not independent). Since
there are 28 roots of the kind (1; +,+), the number of non-vanishing structure constants
f (1;s)(1;s)(1;+,+) is 32 × 28 = 896. And analogously there are 896 f (1;s)(1;s)(1;+,+), 896
f (1;s)(1;s)(1;−,−), 896 f (1;s)(1;s)(1;+,−) and 896 f (1;s)(1;s)(1;−,+), and
(1; s) + (1; ++) = (1; s) −→ 28× 25 = 896 (G.18)
To have (1; s)+(1, 1, 014) = (1; s), it is necessary that (1; s) = (−1/2,−1/2, r, s, t, u, v, w).
Then there are 25 = 32 possible choices of parameters r, s, t, u, v (w is not independent).
Since there are 28 roots of the kind (1; +,+), the number of non-vanishing structure
constants of the type f (1;s)(1;+,+)(1;s) is 32 × 28 = 896. And analogously there are 896
structure constants of type f (1;s)(1;−,−)(1;s), 896 f (1;s)(1;+,−)(1;s), 896 f (1;s)(1;−,+)(1;s), 896
f (1;+,+)(1;s)(1;s),896 f
(1;−,−)(1;s)
(1;s), 896 f
(1;+,−)(1;s)
(1;s) and 896 f
(1;−,+)(1;s)
(1;s).
28
The same holds for the sum of two roots of type (2, · · · ), and then there are a total
of 2 × (12 × 56 + 896) = 3136 combinations giving (+,+), 3136 giving (−,−), 3136
giving (+,−), 3136 giving (−,+) and 2 × 8 × 896 = 14336 giving (1, s). That is 26880
non-vanishing structure constants of type fαβα+β.
In addition, there are 2× (4×28+128)×16 = 7680 structure constants of type fαα¯A.
In conclusion, the number of structure constants of type fαβα+β is 26880 and of type
fααA is 7680, for both the SO(32) and the E8 × E8 groups.
28Note that there are an even number of − signs since the sign of two components is always modified.
This agrees with the fact that the spinorial conjugation class only changes to the conjugate one when
adding a vector of the vectorial class.
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