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This paper is concerned with a reaction–diffusion equation with time delay, which de-
scribes the dynamics of the blood cell production. The existence of the traveling wavefront
is given by using the upper–lower solution technique and the monotone iteration.
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1. Introduction
In this paper, we consider the following reaction–diffusion equation with time delay:
∂N(t, x)
∂t
− ∂
2N(t, x)
∂x2
= −δN(t, x)− βθ
nN(t, x)
θn + Nn(t, x) +
2βθnN(t − τ , x)
θn + Nn(t − τ , x)e
−γ τ , (1.1)
where diffusion is introduced to describe the spatial movement of substances from high to low concentration. The
corresponding ordinary differential equation of (1.1) is
∂N(t, x)
∂t
= −δN(t, x)− βθ
nN(t, x)
θn + Nn(t, x) +
2βθnN(t − τ , x)
θn + Nn(t − τ , x)e
−γ τ , (1.2)
which was first proposed by Mackey [1] to study the dynamics of blood cell production. N(t) denotes the density of mature
stem cells in blood circulation, τ is the time delay between the production of immature stem cells in the bone marrow and
their maturation for release in the circulating blood stream, δ, β, θ, γ ∈ (0,+∞) and n ∈ (1,+∞) are positive constants
which represent some specific meanings in blood circulation. For instance, δ is the lost rate of the cells from the circulation.
In this model, the flux 2βθ
nN(t−τ ,x)e−γ τ
θn+Nn(t−τ ,x) of the cells into the circulation from the stem cell compartment depends on the
number of cells N(t − τ , x) at time t − τ . For more details about Hematopoiesis model we refer the readers to the articles
of Mackey [1,2] and the references cited therein.
Weng and Dai [3] considered Eq. (1.2) and proved that the positive equilibrium could be globally attractive under some
assumptions. Recently, Wang [4] investigated the following general equation
∂u(t, x)
∂t
−∆u(t, x) = −δu(t, x)+ f (u(t − τ , x)) (1.3)
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with the Neumann boundary condition and some initial condition. The oscillatory behavior of solutions about the positive
equilibrium of (1.3) was obtained. They gave sufficient and necessary conditions for global attractivity of the zero solution.
Moreover, they applied these results to another diffusive Hematopoiesis models as following:
∂N(t, x)
∂t
−∆N(t, x) = −δN(t, x)+ βθ
nN(t − τ , x)
θn + Nn(t − τ , x) . (1.4)
Global attractivity of the positive equilibrium of (1.3) without diffusion term has been investigated by Gopalsamy and
Kulenvic [5].
By the transition of variable N(t, x) = θu(t, x)we may rewrite (1.1) in the equivalent form
∂u(t, x)
∂t
− ∂
2u(t, x)
∂x2
= −δu(t, x)− βu(t, x)
1+ un(t, x) +
2βu(t − τ , x)
1+ un(t − τ , x)e
−γ τ . (1.5)
Our aim is to consider the existence of traveling wavefront of the Eq. (1.5).
As we know, the theory of traveling wave solutions of reaction–diffusion equations is one of the fast developing area
of modern mathematics and has attracted much attention due to its significance in biology, chemistry, epidemiology and
physics. The traveling wave problems for reaction–diffusion systems without delay have been studied by many authors,
see [6,7]. Moreover, the research on traveling wave solutions to reaction–diffusion systems with delay have been widely
studied in the literature [8–13]. Schaaf [12] systematically studied two scalar reaction–diffusion equations with a single
discrete delay by using the phase plane technique, the maximum principle for parabolic functional differential equations
and the general theory of ordinary differential equations. The monotone iteration technique has been used in [14] and the
degree theory has been adopted in [8,10].
The organization of this paper is as follows. In Section 2, we will introduce the technique developed byWu and Zou [14].
Then we give the condition for establishing the positive equilibriums and obtain the existence of traveling wavefronts in
Section 3.
2. Preliminaries
To investigate the existence of travelingwavefront of (1.5), the approachweused is based on the construction of a suitable
super and lower solutions. For convenience, here we state the idea which is inspired from [14].
Consider a scalar reaction–diffusion equation with time delay:
∂u(t, x)
∂t
= D∂u
2(t, x)
∂x2
+ f (ut(x)), (2.1)
where t ≥ 0, x ∈ R, u ∈ R, the positive constant D is diffusion coefficient. The function f : C([−τ , 0],R)→ R is continuous
and ut(x) is an element in C([−τ , 0],R) parameterized by x ∈ R and given by
ut(x)(s) = u(t + s, x), s ∈ [−τ , 0], t > 0, x ∈ R.
Looking for traveling wave solutions of the form u(t, x) = φ(x + ct), letting s = x + ct and replacing s by t lead to a
second-order functional differential equation
Dφ′′(t)− cφ′(t)+ fc(φt) = 0, t ∈ R, (2.2)
where fc : Xc , C([−cτ , 0],R)→ R is define by
fc(ψ) = f (ψ c), ψ c(s) = ψ(cs), s ∈ [−τ , 0].
Now we assume that
(A1) There exists K > 0 such that fc(0ˆ) = fc(Kˆ) = 0 and fc(uˆ) 6= 0 for u ∈ (0, K), where uˆ denotes constant function
taking the value u on [−cτ , 0].
(A2) There exists α > 0 such that
fc(φ)− fc(ψ)+ α[φ(0)− ψ(0)] > 0
for φ,ψ ∈ Xc with 0 6 ψ(s) 6 φ(s) 6 K , s ∈ [−cτ , 0].
If for some c > 0, (2.2) has a monotone solution φ defined on R such that
lim
t→−∞φ(t) = 0, limt→∞φ(t) = K , (2.3)
then u(t, x) = φ(x+ ct) is called a traveling wavefront of (2.1) with speed c.
Define the profile set for traveling wavefronts of (1.5) by
Γ =
{
φ ∈ C(R,Rn) : (i) φ is nondecreasing in R,(ii) lim
t→−∞φ(t) = 0, limt→∞φ(t) = K ,
}
.
The upper and lower solution for (2.1) are defined as follows:
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Definition 2.1. The piecewise smooth functions φ and φ in C(R,R) are called upper and lower solutions of (2.1) if φ > φ
and if
cφ
′
(t) > Dφ
′′
(t)+ fc(φt), t ∈ R
and φ satisfies the above differential inequalities in reversed order.
Now we present a scalar version of [14] (Theorem 3.6) and [10] (Theorem 2.2).
Theorem 2.1. Assume that (A1) and (A2) hold, if (2.2) has an upper solution φ in Γ and a lower solution φ (which is not
necessarily in Γ ) with 0 6 φ(t) 6 φ(t) 6 K, φ(t) 6≡ 0 in R, and ϕ˜′(t+) ≤ ϕ˜′(t−), ϕˆ′(t+) ≥ ϕˆ′(t−) for all t ∈ R. Then
problem (2.1) admits a traveling wavefront.
3. Existence of traveling wavefronts
Assume that 2βe−γ τ > δ + β , then we can get two equilibriums of (1.5):
k1 = 0, k2 =
[
2βe−γ τ − (δ + β)
δ
]1/n
> 0.
We will show the existence of solutions of (3.1) with the asymptotic boundary conditions limt→−∞ φ(t) = k1 and
limt→+∞ φ(t) = k2, which corresponds traveling wavefronts of (1.5) connecting k1 and k2.
Substituting u(t, x) = φ(s) into (1.5), and denoting the moving variable s still by t , the corresponding wave equation
becomes
cφ′(t)− φ′′(t) = −δφ(t)− βφ(t)
1+ φn(t) +
2βe−γ τφ(t − cτ)
1+ φn(t − cτ) . (3.1)
Define the function
fc(φ) = −δφ(0)− βφ(0)1+ φn(0) +
2βe−γ τφ(cτ)
1+ φn(cτ) .
Lemma 3.1. If 2βe−γ τ > δ + β , then fc(0ˆ) = fc(kˆ2) = 0, and fc(Kˆ) 6= 0, for any K ∈ (k1, k2), where Kˆ denotes the constant
function taking the value K on [−cτ , 0].
Next we show that fc(φ) satisfies quasi-monotonicity condition by some assumption.
Lemma 3.2. If 2βe−γ τ > δ + β and 2βe−γ τ−(δ+β)
δ
< 1n−1 for n ∈ (1,∞), then fc satisfies the following quasi-monotonicity
condition:
fc(φ)− fc(ψ)+ α[φ(0)− ψ(0)] > 0
for all φ,ψ ∈ C([−cτ , 0],R) with k1 6 ψ(s) 6 φ(s) 6 k2, s ∈ [−cτ , 0], where α > δ + β .
Proof. Consider the function h(y) = y1+yn , it is clear that
h′(y) = 1+ (1− n)y
n
(1+ yn)2 > 0 for 0 6 y 6
(
1
n− 1
) 1
n
.
If 2βe−γ τ > δ + β and 2βe−γ τ−(δ+β)
δ
< 1n−1 , then
0 6 φ(t) 6 ψ(t) 6 k2 =
[
2βe−γ τ − (δ + β)
δ
] 1
n
6
(
1
n− 1
) 1
n
since n > 1. It shows that the function h(y) is increasing in [k1, k2]. A direct computation yields that
fc(φ)− fc(ψ) = −δφ(0)− βφ(0)1+ φn(0) +
2βφ(cτ)
1+ φn(cτ)e
−γ τ + δψ(0)+ βψ(0)
1+ ψn(0) −
2βψ(cτ)
1+ ψn(cτ)e
−γ τ
= −δ(φ(0)− ψ(0))− β
(
φ(0)
1+ φn(0) −
ψ(0)
1+ ψn(0)
)
+ 2βe−γ τ
(
φ(cτ)
1+ φn(cτ) −
ψ(cτ)
1+ ψn(cτ)
)
>
(
−δ − β
1+ ψn(0)
)
(φ(0)− ψ(0)) > (−δ − β)(φ(0)− ψ(0))
and if we choose α > δ + β , then we have
fc(φ)− fc(ψ)+ α(φ(0)− ψ(0)) > 0. 
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Remark 3.1. If n = 1, the function h(y) = y1+yn is increasing for all y > 0. Therefore the condition (A2) holds provided that
2βe−γ τ > δ + β .
Define the profile set
Γ ∗ =
{
φ ∈ C(R,R) : (i) φ is nondecreasing in R,(ii) lim
t→−∞φ(t) = k1, limt→∞φ(t) = k2,
}
.
Nextwewill consider the solution of (3.1) by using themethod of upper and lower solutionswhich are defined as follows:
Definition 3.1. The piecewise smooth functions φ and φ in C(R,R) are called upper and lower solution of (3.1) if φ > φ
and if
cφ
′
(t)− φ′′(t) > −δφ(t)− βφ(t)
1+ φn(t) +
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ in R
and φ satisfies the above differential inequalities in reversed order.
Define∆c(λ) = λ2 − cλ+ (β − δ), then we have the following lemmas.
Lemma 3.3. For β > δ, the following statements are true,
(i) if c < 2
√
β − δ, then∆c(λ) = 0 has no real roots;
(ii) if c = 2√β − δ, then∆c(λ) = 0 has precisely one double root;
(iii) if c > 2
√
β − δ, then∆c(λ) = 0 has exactly two positive real roots 0 < λ1 < λ2,
λ1 = c −
√
c2 − 4(β − δ)
2
, λ2 = c +
√
c2 − 4(β − δ)
2
,
and∆c(λ) < 0 for all λ ∈ (λ1, λ2).
Now we construct the upper solution of (3.1).
Lemma 3.4. Assume c > 2
√
β − δ and τ ≥ 0 is sufficiently small. Then φ(t) = min{k2, eλ1t} is an upper solution of (3.1) and
φ ∈ Γ ∗.
Proof. It is easy to show that φ ∈ Γ ∗, so we omit it. Next we show that φ is an upper solution of (3.1).
It needs to point out that if τ > 0 is small, we have β > δ from the condition 2βe−γ τ > δ + β . Let t0 be such that
eλ1t0 = k2.
(i) For t > t0, φ(t) = k2, φ′(t) = 0, φ′′(t) = 0, φ(t − cτ) 6 k2, thus
φ
′′
(t)− cφ′(t)− δφ(t)− βφ(t)
1+ φn(t) +
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ 6 −δk2 − βk21+ kn2
+ 2βk2
1+ kn2
e−γ τ
= (−δ − δk
n
2 − β + 2βe−γ τ )k2
1+ kn2
= 0.
(ii) For t < t0, φ(t) = eλ1t and φ(t − cτ) = eλ1(t−cτ), thus
φ
′′
(t)− cφ′(t)− δφ(t)− βφ(t)
1+ φn(t) +
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ
6 φ
′′
(t)− cφ′(t)− δφ(t)− βφ(t − cτ)
1+ φn(t − cτ) +
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ
6 eλ1t(λ21 − cλ1 − δ − (β − 2βe−γ τ )e−cλ1τ )
6 eλ1t [λ21 − cλ1 + (β − δ)] = 0
since τ > 0 is sufficiently small. According to the discussion above, we know that φ is an upper solution of (3.1). 
Now let c > 2
√
β − δ and 0 < λ1 < λ2 be the same as those given in Lemma 3.3. Take ε > 0 such that ε < λ1 and
λ1 + ε < λ2. Define φ = max{0, (1−Meεt)eλ1t}, where the constantM > 1 is to be determined.
Lemma 3.5. If τ > 0 is sufficiently small, for M > max
{
1, β−δ−∆c (λ1+ε)
}
, φ(t) = max{0, (1−Meεt)eλ1t} is a lower solution for
Eq. (3.1).
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Fig. 1. The upper solution φ and the lower solution φ.
Proof. Let t1 = 1ε ln( 1M ), then t1 < 0 forM > 1 and
φ(t) =
{
0, for t > t1,
(1−Meεt)eλ1t , for t < t1.
(i) For t > t1 + cτ , φ(t) = 0, φ(t − cτ) = 0, φ′(t) = 0, and φ′′(t) = 0. Hence
cφ′(t)− φ′′(t)+ δφ(t)+ βφ(t)
1+ φn(t) −
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ = 0.
(ii) For t1 < t < t1 + cτ , φ(t) = 0, φ(t − cτ) = (1−Meε(t−cτ))eλ1(t−cτ) > 0, φ′(t) = 0, and φ′′(t) = 0. Hence
cφ′(t)− φ′′(t)+ δφ(t)+ βφ(t)
1+ φn(t) −
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ < 0.
(iii) For t < t1, we have φ′(t) = [λ1 − M(ε + λ1)eεt ]eλ1t , φ′′(t) = [λ21 − M(ε + λ1)2eεt ]eλ1t , φ(t − cτ) = [1 −
Meε(t−cτ)]eλ1(t−cτ). It is easy to check that 0 6 (1 − Meε(t−cτ))eλ1(t−cτ) < 1. It follows that 11+φn(t−cτ) > 1 − φ(t − cτ).
Therefore
φ′′(t)− cφ′(t)− δφ(t)− βφ(t)
1+ φn(t) +
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ
> φ′′(t)− cφ′(t)− δφ(t)− βφ(t)
1+ φn(t) + 2βφ(t − cτ)(1− φ(t − cτ))e
−γ τ
> φ′′(t)− cφ′(t)− (δ + β)φ(t)+ 2βφ(t − cτ)(1− φ(t − cτ))e−γ τ
= [λ21 −M(ε + λ1)2eεt ]eλ1t − c[λ1 −M(ε + λ1)eεt ]eλ1t − (δ + β)(1−Meεt)eλ1t
+ 2β(1−Meε(t−cτ))eλ1(t−cτ)[1− (1−Meε(t−cτ))eλ1(t−cτ)]e−γ τ .
If τ > 0 is sufficiently small, we obtain
φ′′(t)− cφ′(t)− δφ(t)− βφ(t)
1+ φn(t) +
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ
> eλ1t
[
∆c(λ1)−Meεt∆c(λ1 + ε)− eλ1t(1−Meεt)2(β − δ)
]
> eλ1t [−Meεt∆c(λ1 + ε)− eεt(1−Meεt)2(β − δ)]
= e(λ1+ε)t [−M∆c(λ1 + ε)− (1−Meεt)2(β − δ)],
since t < t1 < 0 and ε < λ1.
Note that 0 6 1−Meεt < 1, when t < t1 < 0. So we have (1−Meεt)2 < 1. Thus
φ′′(t)− cφ′(t)− δφ(t)− βφ(t)
1+ φn(t) +
2βφ(t − cτ)
1+ φn(t − cτ)e
−γ τ
> e(λ1+ε)t [−∆c(λ1 + ε)]
[
M − β − δ−∆c(λ1 + ε)
]
.
If we chooseM > max
{
1, β−δ−∆c (λ1+ε)
}
, thus φ is a lower solution of (3.1). 
The graph of φ together with the upper solution φ is shown in Fig. 1.
It is clear that k1 6 φ 6 φ 6 k2. To summarize the above conclusions we give our main result of this paper below.
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Theorem 3.6. If 2βe−cγ τ > δ+β , 2βe−γ τ−(δ+β)
δ
< 1n−1 for n ∈ (1,∞), and τ > 0 is small enough, then for every c > 2
√
β − δ,
problem (1.5) has a traveling wavefront which connects the equilibriums k1 = 0 and k2 =
[ 2βe−γ τ−(δ+β)
δ
] 1
n .
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