This paper revisits the finite-horizon model of a censored newsvendor by Ding, Puterman and Bisi (2002) . An important result claimed there without a proper proof is that the myopic order quantity is always less than or equal to the optimal order quantity. Lu, Song and Zhu (2005b) has supplied a correct proof of the result. We analyze the same model using the interesting concept of the unnormalized probability, which simplifies the dynamic programming equation considerably and facilitates the proof of the claim. Moreover, it produces the proof of the existence of an optimal solution for an infinite-horizon setting of the problem.
Preliminaries
We consider the censored newsvendor problem of Ding, Puterman and Bisi (2002) , referred to as DPB. In DPB, the demand which depends on an unknown parameter is fully observed in a period when it is satisfied from the available inventory. Otherwise, only the event that the demand is larger than or equal to the inventory is observed. This is a problem with partial observations (e.g., Bensoussan et al., 2005) . It is formulated as a dynamic program (DP) whose state is the conditional distribution of the parameter given the censored demand observations. DPB claims that the myopic order quantity is always smaller than or equal to the optimal order quantity. This claim also appears in Chen and Plambeck (2005) and Bisi and Dada (2007) , who study, respectively, product substitution with discrete demands and optimal pricing. Although the claim is true, its proof in DPB, in the case of more than two periods in the planning horizon, is found to be erroneous independently by Lu, Song and Zhu (2005a) and the first author of this paper. Lu, Song and Zhu (2005b) has provided a proof for the claim.
We provide an alternative proof by replacing the conditional probability of the demand parameter by the so-called unnormalized probability. This replacement provides an equivalent DP equation, which has a structure that facilitates: i) the comparison of the optimal and myopic order quantities, ii) the computation of the optimal order quantities, iii) the validation of a value iteration scheme, and iv) the existence proof of the optimal order quantities in the infinite horizon case. Unlike in the existing literature, we consider an infinite horizon problem and indicate how our proof of the claim can be specialized to the case of a finite horizon problem. These contributions are important from the viewpoints of methodology and computation.
Let x n ≥ 0 denote the demand realized in period n ≥ 1. The demands are assumed to be identically and independently distributed, and each demand depends on an unknown parameter θ. Given θ, the demand has the corresponding density and cumulative probability functions f (·|θ) and F (·|θ). LetF (·|θ) = 1 − F (·|θ).
The inventory available to satisfy the demand x n , or a part thereof, is called y n . The sales z n is given by z n := min{x n , y n }. When x n > y n , the amount of sales is y n and the unmet demand is x n − y n . When the demand is not met, the magnitude of the unmet demand is not observed by the inventory manager (IM). Indeed, the IM observes only the sales and decides on y n at the beginning of period n after observing the previous sales {z j : j ≤ n − 1}.
For solving this problem, DPB uses the Bayesian approach with π n denoting the distribution of the parameter θ in period n before observing z n . That is, the probability density function of x n is f (·|θ)π n (θ)dθ when π n is given. Starting with a known π 1 , we obtain π n by
where 1I is the indicator function. For brevity, we omit the limits of an integral if the integral is taken over [0, ∞) as in (1). The state evolution equation (1) is equivalent to equation (5) in DPB.
We recall the one-period cost function L(x, y) from DPB:
Parameters h, c and b can be interpreted as the salvage value per unit, the ordering cost per unit and the lost sales cost per unit. With the discount factor α < 1, the objective is to minimize
The value function V of this problem solves the DP equation
Our DP equation (2) corresponds to equation (8) in DPB, but we keep ours more explicit by writing it in terms of only two functions f and L. Note that any leftover inventory is salvaged at the end of every period. Thus, the order quantity and the inventory level can be used interchangeably in the remainder.
Comparison of the Optimal and Myopic Solutions
In this section, we simplify the highly nonlinear evolution equation (1) of π n by constructing an evolution equation for the unnormalized probability. Starting with ρ 1 = π 1 , we define the unnormalized probability
This state evolution equation is linear in ρ. We also define a normalization factor λ(ρ) := ρ(θ)dθ. Since π n integrates to 1 while ρ n integrates to λ(ρ n ), π n (resp. ρ n ) is called the normalized (resp. unnormalized) probability. The normalization factor λ allows us to obtain π n from ρ n : π n (θ) = ρ n (θ)/λ(ρ n ). We define a new value function W (ρ) := V (ρ/λ(ρ))λ(ρ). Using this definition, the DP equation (2), and some algebra, we can show that W satisfies the DP equation
The linearity of equation (3) greatly facilitates the study of (4). Moreover, if the right-hand side of (4) is set to equal the operator T (W )(ρ), then the operator has a contraction property. This ensures that the value iteration, defined by W
, converges to the solution of (4). Furthermore, the linearity facilitates the proof of the existence of an optimal solution. The details of the contraction and existence proofs are presented in Bensoussan et al. (2007b) .
We denote y * (π) as the optimal inventory level derived by DPB using (2). From (4), we have
Note that y *
, but their proof is erroneous. A detailed account of the errors in DPB can be found in Lu, Song and Zhu (2005a) . The proof in DPB ended up ignoring some terms while taking the derivatives of the value function, possibly because of the very lengthy expressions involved in this process. Later, Lu, Song and Zhu (2005b) provide a sample-path proof for the same claim. Their proof is based on a key observation that the derivative of the value function can be interpreted as the value function of some policy, which is not optimal. While this interpretation completes the proof, the differentiation of (2), because of the denominator terms, results once again in intricate and long expressions that are difficult to check. Without requiring such a probabilistic interpretation, here we provide an analytic proof that involves a few easily verifiable steps. Moreover, we use the unnormalized probability which results in the DP equation (4) containing no denominator terms and this simplifies the proof of the claim. The absence of the denominator terms is due to the fact that the evolution of the unnormalized probability ρ in (3) is linear, whereas the nonlinear evolution of π in (1) causes the denominator terms in (2). Theorem 1. The optimal inventory level is greater than or equal to the myopic inventory level.
which is equivalent to the following inequality (d/dy)
After taking the derivative of the integral, we arrive at
Since the value iteration W 0 (ρ) = 0 and W
converges to the solution of (4), we can state and prove (6) in terms of
We inductively prove (7) for each ρ. The inequality holds trivially for n = 0. Now we suppose that (7) holds for n and show it to hold for n + 1. Below, we write y * (ρ; W ) to make explicit the value function appearing on the right-hand side of (5). The first step of the inductive proof is bounding the derivative of W n+1 (F (y|·)ρ(·)) from above. We first write W n+1 (F (y|·)ρ(·)) by using the iteration: 
By definition (d/dy)F (y|θ) = −f (y|θ) and by (7), we obtain
