ABSTRACT Traditional neural networks (NNs) have been widely used in prediction intervals (PIs) construction method, with many improved models have been proposed. However, there are not satisfactory prediction results when dealing with some complex prediction problems which have many relative influence factors of the target value and high noise because of the complexity. To get prediction value effectively, a novel method proposed for the construction of PIs with deep belief networks (DBNs) and bootstrap. We apply the DBNs with many hidden layers to predict data. In addition, a cost function based on PIs is introduced into the prediction model which based on DBN to get a better network. Bootstrap technique is used to simplify the process of construction of PIs and improve the ability of anti-interference. Finally, we make experiments in five synthetic and real cases to point the performance of the proposed method. The results show the effectiveness of our method in improving the quality of PIs, especially for some complex problems.
I. INTRODUCTION
Prediction intervals(PIs), as a well-known tool for quantifying and representing the uncertainty of predictions, can deal with the uncertainty in the prediction of a future realization of a random variable [1] . Compared with confidence interval (CI), PIs have more sources of uncertainty (model misspecification and noise variance) and has a wider range [2] . There are numerous reports have discussed the successful applications of PIs in practical production and life prediction.
PIs have two typical characteristics. The width of PIs and confidence level, which are useful for analyzing and deciding the problems related to prediction. The former represents the reliability of the predicted value to a certain extent. The wider the PI is, the smaller the credibility of the predicted value is. The latter, an indication of their accuracy included in PI, refers to the probability of the total parameter values of a certain region of the sample statistical values, which is expressed by 1 − α.
Supposing that the input of the finite team and the corresponding outputs are given in {(
, where x i ∈ R m is an input vector with m represents the dimension and t i ∈ R m represents the output value. The PI of the ith target, whose
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confidence level is 100(1 − α)%, indicating an interval represented asÎ α (x i ) = [q α/2 (x i ),q 1−α/2 (x i )]. The pointq α/2 (x i ) andq 1−α/2 (x i ) are the upper and lower limits of the PIs with the confidence level σ .
Supposing there is a stochastic process, the value of the ith measured target t i can be written as:
where y(x i ) is the true meaning of regression and ε(x i ) is the additive noise whose expectation is zero. The mapping between the true means of the regression y(x i ) and the input vector x i can be represented as f (x i , ϑ). The features of the conditional expected value of targets can be learned by the prediction model. Consequently, the prediction model output y(x i; ) = f (x i ,θ ) is the prediction value of the regression mean y(x i ) and which can be represented as:
We would train plenty of prediction models by different data to receive a better result. And the error of the prediction can be represented as:
PIs quantify the uncertainty associated with the difference between the measured value t i and the predicted valueŷ(x i ). Owing to the parameters' statistical independence in (3), the total variance related to the prediction model output σ 2 t (x i ) can be written as:
where σ 2 y (x i ) is the variance of the prediction model uncertainty. σ 2 y (x i ) contains errors related to the model structure and parameter prediction. σ 2 ε (x i ) represents the measurement of noise variance. PIs also take the uncertainty of the structure of the prediction model and the noise in the data into account.
In the recent tasks, various methods about the construction of PIs are proposed, such as the delta technique [3] , [4] , the Bootstrap method [5] - [8] , the lower upper bound estimation method [9] , [10] , and other methods [11] - [13] . The delta method uses the neighborhood or area information around each location to reduce false alarm rates. Bootstrap is a resampling method with massive computation requirement. The lower upper bound estimation method is predicting the prediction interval bounds by constructing an neural network(NN) with two outputs. Multi-objective evolutionary algorithm based on parallel computing are focused on performance. For the aim of improving the quality of PIs, the Bootstrap algorithm would be the best method among all these techniques. The first reason is that Bootstrap technique can simplify the process of calculation of PIs construction. The second reason is that Bootstrap method can improve the accuracy of the prediction results. Based on this, we use the Bootstrap idea as the framework of the total prediction model in the data prediction problem.
The next and most important step is to choose the right predictive model. At present, the widely used methods to solve prediction problems are mainly divided into two categories, one is a traditional prediction model, and the other is a neural network based prediction model. Most of the traditional prediction models are based on mathematical models, with a single application field and poor generalization ability. They are usually used to solve some simple data prediction problems with low noise and low prediction accuracy. The neural network-based prediction models mainly include artificial neural networks, cyclic neural networks, radial basis function networks, and so on.
In the field of resource prediction, Maier and Dandy [14] discussed the water resources prediction problem based on the artificial neural network prediction model, and introduced more than forty related papers, most of which are more streamlined and the network structure is simpler. Wang et al. [15] and Lu and Liu [16] proposed a prediction model for the power prediction problem of wind power generation. In the field of production, Chen et al. [17] proposed a high-precision prediction model for the prediction of agricultural greenhouse energy demand. In other fields, Sun et al. [18] , Shrestha and Solomatine [19] , Kasiviswanathan and Sudheer [6] and others proposed different prediction models for the prediction interval construction of different application scenarios. Billah et al. [20] and Qiu et al. [21] and others studied the stock market forecasting model based on neural network.
There are numerous reports about the successful applications of NN models in prediction [22] - [24] . NN is based on the imitation of the structure and function of the human brain, has the characteristics of high prediction precision, good versatility, and high stability. The existing articles show that the NNs with a hidden layer and enough hidden neuron can achieve the approximation of arbitrary nonlinear functions. However, the majority of the applications of data prediction in real life and production are complex and has many influence factors. There are still some problems when general artificial NNs applied to the complex prediction problems in the real world.
1) Shallow layer NN can realize the approximation of arbitrary nonlinear functions theoretically. However, NN with large hidden layers has problems such as overfitting, local minimum and training difficulty. 2) Mostly of NNs use the back propagation (BP) algorithm to train network and tagged data (input and output data samples) to modify the weight of the connection between neurons. However, the initialization of NNs would affect the learning process. 3) General NNs can only carry out supervised training.
However, most of the data in life are not tagged, and the measurements of the label data may have a higher cost in the problem of data prediction. Therefore, the traditional neural network cannot give satisfactory prediction results when dealing with prediction problems with high noise and many input parameters.
In summary, for some more complex prediction problems, shallow neural networks are no longer sufficient. Deep learning can deal with these problems, because deep neural networks were originally developed on the basis of shallow neural networks for the purpose of solving more complex problems. Therefore, in order to solve the above problems, the deep neural network is applied to the complex data prediction problem, and the network structure is optimized for the corresponding practical problem to obtain a better result.
In 2006, Hinton first proposed deep belief network (DBN) models [25] , [26] . The success construction of DBN is a major breakthrough in deep learning. DBN has two characteristics. The first one is that DBN models have the ability to contain many hidden layers, which are good for feature learning and information expressing. The other is that it can realize network initialization by the layer-by-layer unsupervised training, thus overcoming the difficult problem of depth training of NNs. In recent years, DBN has been widely used in image classification [27] , [28] , image recognition [29] , text recognition [30] , speech classification [31] and data prediction field [32] .
Compared with NN, DBN which have more hidden layers would have a better learning ability. And DBN is an unsupervised-learning neural-network which reduces the data set of training requirements. In consideration of the problems of NN and the characteristics of DBN, DBN is taken as the prediction model.
Based on those consideration, we propose a novel method for the PI construction. The main objective of this work is find a method which can construct a better PIs, especially in complex problems. The new algorithm is based on DBN and Bootstrap technologies. Firstly, this brief select DBN as the prediction model which have an advantage over traditional method such as in complex nonlinear function representation. And then for the small sample problem, we use Bootstrap method to improve the accuracy of the overall forecasting. Thirdly, We tried many loss functions, and selected the function which is based on the estimation of the PIs as the loss function.These improvements make our algorithm more effective to construct optimal PIs. These optimized PIs can provide better information which is useful for making the determination.
The rest of this paper is organized as follows. In Section 2, we present the bootstrap method for PI construction. The prediction model based on DBN and the optimization of PI assessment are introduced in the next section. Then the method is evaluated through a series of experiments in Section 5. Section 6 summarizes the conclusions of this paper.
II. BOOTSTRAP METHOD FOR CONSTRUCTION OF PI FOR OUTCOMES OF DBN MODELS
Bootstrap [33] , a kind of resampling method and also as a kind of data resampling technique, which was proposed by statistician professor Efron. The bootstrap is the simulation of sampling statistics based on the original data and can be used for predicting the distribution of a group of data statistics. It is a commonly used method to construct CIs and PIs. Bootstrap is a kind of data resampling technique, which aims at approaching an unknown distribution by an empirical distribution. Making good use of computational resources, the bootstrap method has become a powerful tool to support making decision and reasoning processes. In the bootstrap method, the training data sets are uniformly re-extracted from the original data set with replacement. The essence of the Bootstrap method is the process of resampling, which simulates the population distribution by resampling the observed data to produce a regenerated sample. In this way, we can obtain several different sets of samples generated from the original samples, and each sample set can be used to train a network model. The variance caused by model errors can be estimated with this approach by building DBN models (see Fig. 1 ). Each DBN model can get a point prediction which can be used for estimating true regression:
whereŷ b (x i ) means the estimation of the ith sample generated by the bth DBN model. The variance of the result of the DBN model is used to estimate the error specification variance of the prediction model.
The contrast of the training process of the network parameter and the data sets used for training DBNs obtains different results. In order to construct a better PI, we must consider the VOLUME 7, 2019 variance of errors σ 2 ε (x i ). We develop a single DBN model to provide an estimate of σ 2 ε (x i ) when presented with an input vector. The transfer function of the DBN output unit is an exponential function rather than a linear transfer function to ensure the variance is always positive.
Compared with other PI construction techniques, the key advantage of bootstrap technology lies in its simplicity and the improvement of accuracy. Bootstrap does not require calculation of complex matrices such as Jacobin and Hessian matrices when compared with the delta and Bayesian techniques. We train many DBN models with many different samples generated from the original data and also get many predictive models which reduce the error of prediction. Those make the method stable and independent of the singularity problem.
III. THE PREDICTION MODEL BASED ON BOOTSTRAP AND DEEP BELIEF NETWORK A. THE PREDICTION MODEL BASED ON DEEP BELIEF NETWORK
Deep belief network(DBN) is a generative graphical model. In other words, it is a kind of deep NNs composed of a multilayer of potential variables with connections between those layers but not between units within each layer. When a set of data is trained without supervision, DBN can reconstruct the features of the input data probabilistically and can fine-tune the network to perform the prediction by supervised training.
DBN is the multilayered probabilistic generative model (see Fig. 2 ). Each layer contains a restricted Boltzmann machine (RBM) which usually has a random binary unit. RBM has a bottom layer of ''visible'' units and a top layer of ''hidden'' units, which are fully connected with symmetric weights. The difference between standard boltzmann machines and RBMs is that in the restricted model units within the same layers are not connected (see Fig. 3 ), which makes it easy to infer and learn within this tractable graphical model. The RBM visible layers at the bottom of DBNs are fixed to the actual input when the data is presented. When RBMs are stacked to form DBNs, the hidden layer of the lower RBM becomes the visible layer of the next higher RBM. Higher level RBMs can be trained to encode more and more abstract features of the input distribution through this process.
RBM includes an input data layer and a hidden layer. There is no connection between nodes in each layer. Each node can take random values of 0 and 1, while the full probability distribution satisfies the Boltzmann distribution. The weights of RBM are easy to learn compared to traditional networks. The training process of the DBN model can be divided into two steps:
Step 1: The first step of DBN training is to train multilayer RBM which is a kind of unsupervised learning networks; the aim of unsupervised learning is to learn the essential features of the input data, to fit the distribution of input data as far as possible. The training process of RBM is actually a maximum likelihood estimation problem of Markov, which solves the optimal solution by the energy model. The energy model can describe the probability distribution of the data and measure the state of the network.
In the training method of RBM, we use a classic Contrastive Divergence (CD) proposed by Hinton, which can train the network model faster. The main idea of the algorithm is to start k times Gibbs sampling from the sample set randomly selecting a sample v 0 (where k is usually as 1).
After getting the sample v k , calculate its approximate expectation:
After obtaining the error between the input data and the reconstructed data, the parameter vector θ = (w, a, b) can be updated by the gradient descent algorithm as follows:
Among them γ is the learning rate, and γ ∈ [0, 1], < v i > 0 is the v 0 i , and < h i v j > 0 means the P(h i = 1|v 0 )v 0 j .
Step 2: Setting up the BP network in the last layer of DBN, it will receive the output feature vectors of RBM as the input feature vectors. Moreover, each RBM network only ensures that the privilege value of its own layer is optimal for the eigenvector mapping, and does not optimize the eigenvector mapping of the entire DBNs. So BP network spreads the error message from the top to each layer of RBM and adjusts the whole network. The training process of RBM network model can be seen as an initialization of the parameter of deep BP networks. Generally, NNs are prone to the problem of local optimization in training. DBNs can overcome this problem by initial parameters of the weight of the machine and cuts training time.
To sum up, there are some advantages of DBNs compared with traditional NN models. Firstly, initialized and trained DBNs can avoid the problems caused by the random initialization of the traditional NNs. Secondly, the unsupervised training of DBNs reduces the requirement of the sample data and the tagged data, which has an advantage in the application scenarios where the cost of data measurement is large. Finally, DBNs can carry on more influential factors and make full use of the advantages of big data.
B. OPTIMIZATION OF LOSS FUNCTION OF THE PREDICTION MODEL
PIs are widely used for prediction in practical production and life [4] , [35] - [37] . PI coverage probability (PICP), the most important characteristic of PIs, is measured by counting the target value's number covered by the constructed PIs [38] .
where n is the sample's number and (Î α )(x i ) is the PI with the confidence level 100(1 − α)%.
If the extreme values of targets are considered as the upper and lower bounds of all PI, the corresponding PICP would be perfected (100% coverage). So, we should pursuit the reliability while assess PI by their width. Mean PI Width (MPIW) is defined as follows [39] : 
where R is the range of the underlying target. NMPIW is a dimensionless measure representing the average width of PIs, as a percentage of the underlying target range. In the case of using the extreme target values as upper and lower bounds of PI, both NMPIW and PICP will be 100%. This indicates that PICP and NMPIW has a direct relationship. Under equal conditions, a larger NMPIW would usually result in a higher PICP. However, both PICP and NMPIW are indexes to evaluate the quality of PIs in one aspect. The coverage width-based criterion (CWC) simultaneously evaluates both coverage probability and width perspectives of PI [10] .
where γ (PICP) is given by:
µ and η are two hyperparameters controlling the location and amount of CWC jump. µ is consistent with the confidence level and can be set to 1 − α) (where α is 0.1).The role of η is to amplify the difference between PICP and µ. The larger the value of η, the greater the change in the corresponding loss function. CWC provides an effective compromise between informativeness and correctness of PIs. Note that CWC is a negative unique skill score. CWC is the evaluation function of the PIs. The loss function can comprehensively measure the performance of the PI. It is a highly nonlinear and non-differentiable function. It is sensitive to the changes of network parameters and makes good results in the training of the network. The smaller the value of CWC, the better the prediction results.
We hope that tuning of parameters of DBN through minimization CWC would improve the quality of constructed PIs by the bootstrap technique. CWC evaluates the coverage probability and width of PIs and can greater indicate PIs. Therefore, we use evolutionary optimized algorithms to tune and adjust the parameters of DBN. Evolutionary algorithms offer a number of advantages such as being derivative-free and less-likely fall into the local minimization, compared with traditional mathematical optimization techniques.
C. PROPOSED METHOD
We propose a construction model of PI based on DBN and Bootstrap. We take DBN as a prediction model to get predictive value firstly. And then the bootstrap technique is used to construct PIs. The key of the proposed method for construction of optimized PI is training DBN model to get a VOLUME 7, 2019 more accurate estimation. The main idea here is as follows. Firstly, in order to deal with the problem of initialization of NNs, DBN performs initialization by unsupervised pretraining. RMB extracts the characteristics of the layers step by step through the layer-by-layer unsupervised training to avoid the random initialization. Secondly, the BP algorithm is applied in the fine tune of DBNs. The cost function of DBN models is the PI-based cost function rather than the normal cost function.
Detailed steps of PI construction (see Fig. 1 ) are as follows:
1) Data preprocessing: Data preprocessing plays an important role in many deep learning algorithms. In the actual situation, many algorithms can achieve good results by normalizing and whitening data. However, accurate parameters of pretreatment are not obviously. 2) Extracting N (N = 100) group data from Train Set 1 according the Bootstrap technique, and each group of data contains m data. 3) N DBN models are trained by N groups of data, and then we could obtain n prediction models which already been trained. 4) When n predicted models get a set of input data, we can get the predictive values y b of b th predicted models, and the final predicted valueŷ(
b (x i ) which is the average value of n predicted values. The variance of the prediction model misspecification uncertainty is σ 2 y (x i ). 5) Then, we training the N + 1 residual prediction model using n predictive models which are obtained in step 4. The training dataset is TrainSet 2 , the input of the N + 1 model is x i , the target value of the N + 1 prediction model is residuals
, where y * i is the silicon content value in training data 2, σ * y andŷ(x i ) can be computed from step 4. The output value of the N + 1 prediction model is the noise error after the completed training. 6) Finally, we can calculate the PI: PI =ŷ(
is the noise variance of the N + 1 DBN model.
IV. SIMULATION RESULTS

A. DATABASES AND MEASURES
There are five comprehensive and realistic cases studied (see Table 1 ) to assess the performance of the proposed method for PI construction. Referencing the methods in [7] , [9] , to verify the validity and applicability of the PI construction models based on DBN and Bootstrap proposed in this chapter, five sets of experimental data were selected as verification data. The data of cases 1-3 are based on a five-dimensional function. The experimental data 4 is a 7-dimensional function constructed by referring to the data of cases 1-3 and the experimental results. The data of case 5 is the prediction of silicon content in molten iron of blast furnace. We use the variations of relevant parameters to predict the silicon content.
In the studies of cases 1-3, we use the same 5-dimension highly nonlinear function: y = g (x) + α where g(x) can be represented as: 
where α represents a Gaussian distribution with zero average value and the variance is g(x)/τ , where τ = 1, 5, 10. The bigger τ is, the weaker the noise is. Value X is a random value. The additive noise is heterogeneous in the studies of cases 1-3. Noise is added here to mimic real data, because there are some known or unknown influencing factors in the real data, which will affect the experimental results. Case 4 is a 7-dimension highly nonlinear function which is constructed with reference to the data and the experimental results of case 3 and can be written as:
= 0.0647(12 + 3x 1 − 3.5x 2 2 + 7.2x The other case is from a real-world industrial forecasting of the content of silicon in the hot metal of blast furnace. In the smelting of industrial iron production, the silicon content of blast furnace molten iron can be used as a reference variable to reflect the physicochemical reaction in the furnace and to characterize the thermal state of the blast furnace and its changing trend. Here we use the changes in the relevant parameter variables to predict the silicon content. The unknown relationships and noise lead to that all of these systems have a very high level of uncertainty.
All samples are split into three parts included two training sets (TrainSet 1 and TrainSet 2 ) which each account for 40% of the samples, and the test set ( TestSet ) consists of 20% of the samples. The confidence of all PIs is 90%. According to [10] , values of η and µ are set to 50 and 0.9. 100 DBN models are used to estimate ith target and prediction of σ 2 y (x i ) in (6) . And in the data preprocessing, we need to make sure that all variables have zero mean and unit variance. Multilayer DBN is selected as the prediction model in this study.
B. DESIGN OF PREDICTION MODEL BASED ON DEEP BELIEF NETWORK
The design and implementation of the deep belief prediction model need a multistep experiment. After a series of adjustments and optimization, a suitable network structure is obtained. The structure of the prediction framework has a great impact on the final prediction results, and the main influencing factors in the framework are as follows:
• (1) The prediction model has to select the appropriate initialization parameters, such as the learning rate, the initial weight value and so on. The properly parameters can get higher prediction accuracy. However, inadequate selection of parameters would lead to the poor prediction performance or even the non-convergence of the model.
• (2) The architecture setting of the prediction model must be reasonable. The prediction performance of DBN models with different depth structure always different. The shallow number of layers would lead to insufficient feature extraction, the over depth may lead to overfitting, the unsuitable model would increase training time.
So the suitable structure of the DBNs is crucial. We do a lot of studies to find a suitable structure of the prediction model of DBN. Taking experiment 4 as an example, case 4 fits 7-dimension function. The number of nodes of the input layer is 7; the number of nodes of the output layer is 1. So, there are two sets of experimental comparisons to determine the hidden layers' number and nodes. In order to improve the efficiency, the experimental data here only selected 1000 sets of data. And the samples are split into three parts: a train set (60%), a validation set (20%), and a test set (20%). For preventing the data error, the experimental data values are the average of 10 tests. The network performance evaluation function selects root mean square Error (RMSE) and the mean squared error (MSE) concrete formula as follows:
The number of hidden layers and neurons of a hidden layer is indeterminate, and the two values are interrelated. Therefore, we design the structure of DBNs by comparison of experimental results. Firstly, we determine the number of first hidden layer's nodes, Table 2 shows the errors of DBN models with a different number of the hidden layer nodes. The result shows that the error of the output of DBN models with 10 hidden layer nodes is the smallest. In order to avoid errors, the first hidden layer chooses 9 and 10 to do the next experiment. We further determine the number of other hidden layer nodes by this same method [40] . Finally, by comparing and analyzing the experimental data, it can be seen that when there are two hidden layers and the number of nodes is 10 and 4 respectively, the corresponding RMSE error is the smallest. Therefore, the network structure of the final DBN prediction model is 7, 10, 4, 1. Fig. 4 shows the process of the training of DBNs with 200 samples. And Fig. 5 shows the change of the MSE with 200 samples in case 4. We can assess the advantage of DBN prediction model by Fig. 5 and Fig. 4 . Table 3 shows the results of BootDBN model, BootNN and DBN model with five studies. The results represent that PICP has reached more than 90%, meaning that the constructed PI is dependable and trustworthy. Actually, from this point of view, the three models all show acceptable performance. However, there are some differences between PICP and NMPIW.
C. VALIDATION OF THE VALIDITY OF BOOTDBN MODEL PREDICTION ACCURACY
1) COMPARISON AND ANALYSIS OF BOOTDBN AND DBN MODEL
To verify the effectiveness of Bootstrap, DBN prediction model and BootDBN model are compared. Fig. 6 is the PICP and NMPIW of the DBN model and this chapter's model in the 5 groups of experiments (confidence level 90%). The transverse coordinates are different experimental data, and the ordinates are values of PICP and NMPIW. The fold line is used to describe the PICP; the NMPIW is represented by a columnar graph. The coverage rate of the PIs construction by the prediction model proposed in this chapter is higher than the single DBN prediction model, and the variance is significantly lower. It indicates the better stability of the new model. Bootstrap technique integrates the prediction results of multiple based prediction models and reduces the models. The effect of type error and data error is on the result.
2) COMPARISON AND ANALYSIS OF BOOTDBN AND BOOTNN MODEL
As we can see from Table 3 , in cases 4 and 5, the NMPIW of BootDBN model is better than the NMPIW of BootNN model, while the PICP of BootNN model and the PICP of BootDBN model are greater than 90%. And the standard deviation range to describe the distribution of the data to some extent is shown in Table 2 . The method based on Bootstrap and DBN would be a smaller value in the range of standard deviation, which meaning the prediction of this method has a more stable distribution. The reason is that the DBN model is good at the higher structure of the network and ability of learning. The PIs with 90% confidence level for BootDBN and BootNN and the width as well as the coverage of the PIs in case 4 are shown in Fig. 7 and Fig. 8 . The red * representing the real value of the samples and the blue horizontal line indicating the PI of the corresponding sample predicted by the model. The ordinates are spaced apart by the same length. If the real value is within the PI (the red * is contained within the blue horizontal line), it means that the model predicts the real value of the sample rightly. The more samples are included in the PI, the higher the coverage of the PIs of the model. The smaller the average of the width of all PIs, the more accurate the PIs predicted by the model. The width of the PIs and the coverage of the prediction intervals are described in the figure. Since only 100 samples sizes are selected here, there are some differences in the result of PICP from Table 3 smaller with the same PICP, indicating that the PIs are of a higher accuracy. Fig. 9 shows the change of the width of PI with the increasing of multiple heterogeneous noise in cases 1-3. On the basis of the original experiments' heterogeneous noise, we superimpose the same intensity of Gaussian noise, and compare the experimental results in Figure 9 . The effects of increasing the multiple noise on the width of PI could be seen from it. The ordinate represents the coverage of the PI (PICP). The abscissa indicates the data of cases 1, 2, and 3. These three sets of experiment data are based on a same 5-dimensional function (formula (14) ). The difference is the noise intensity in turn is 10, 20 and 30. As can be seen from the figure, the coverage of both models decreases with increasing noise intensity (PICP). When the noise intensity is 10 and 20, the coverage of the two prediction models is nearly (the difference is no more than 0.5). However, when the noise is strengthening, the PICP of the model in case 3 is improved by 0.7 compared with BootNN. It indicates that the new method has a better effect on the problem of high noise.
3) THE RESULT OF BOOTDBN WITH DIFFERENT NOISE INTENSITY
The case 5 is from a real-world industrial forecasting of silicon content in the hot metal of blast furnace. The prediction of silicon content is important to iron smelting. During the actual production process, there are many factors would influence the production. Due to the ability of the prediction model, a few factors with a high correlation with result are selected as the input, while the errors of prediction may be high. We select DBN as the prediction model, which is more applicable to complex problems. And more factors are added as the input of the prediction model. The prediction results show the proposed method has a better performance compared with traditional neural network methods.
4) THE RESULT OF BOOTDBN WITH THE DIFFERENT INPUT PARAMETER DIMENSIONS
As is shown in Fig. 10 , a comparison diagram of the variation trend of the prediction interval coverage in cases 1, 4 and 5 is presented for BootNN and the model of this chapter. The same point is that in the cases 1, 4 and 5, the Gaussian noise intensity are 10. The dimensions of the input parameters of case 1, 4 and 5 were gradually increased by 5, 7 and 9 respectively. As the Fig.10 shows, the PICP of the two models gradually decreases with the increase of the input dimension of cases. In case 5 of the Figure 10 shows, when the input dimension is 9, the PICP value of the BootNN model is 91.9 and of the BootDBN model is 93.6. So, when the input dimension is 9, the PICP of the model proposed in this VOLUME 7, 2019 
5) THE RESULT ANALYSIS OF REAL CASE OF BOOTDBN PREDICTION MODEL
The experimental data in this section is the data of the case 5 in the five cases, which is the prediction of the real-world industrial forecasting of silicon content in the hot metal of blast furnace. The comparison experiments in this part have been improved on the basis of the previous experiments, more influencing factors have been introduced as input parameters. We do the experiments in the condition that the parameter dimension is 9 and 18 respectively. Table 4 show the PICP and NMPIW for the PI (confidence of 90%) of our method and the traditional model in different input parameter dimensions. It can be seen that when the input parameter dimension changes from 9 to 18 in the traditional model and our method, the PCP and NMPIW of the constructed PI show different trends. As the input parameter dimension increases, the coverage of the traditional model decreases, and its NMPIW increases by 2.9. On the contrary, our model show different result, with the increase of the input parameter dimension, the coverage of the PI is improved, and the NMPIW is reduced by 5.3.
Therefore, in the prediction problem with higher input parameter dimension, the PICP of the proposed method in this chapter is higher than the traditional Bootstrap method while the NMPIW and CWC are smaller with the same input parameter dimension. It is indicated that the PI of the model construction proposed in this chapter is better than traditional Bootstrap method, which fully demonstrates the validity of the proposed model in this chapter.
V. CONCLUSION
A new method for the PI construction is presented. In the proposed method, the DBN model is used for estimating the target variance. DBN model can predict the target value with better quality compared with NN, especially when the dimension of input data is high. This method which based on the DBN model and bootstrap technique improves the quality of PIs compared with conventional methods. The result shows the new method has advantages in generating excellent quality PIs of some complex problems.
In future research work, the problems that need to be further solved and solved are as follows:
1) For DBNs, there aren't much further research and development for its application. 2) For different problems, there are usually network models with different structures. The application of DBNs in other types of prediction problems remains to be studied and proven. 3) So far, there is no systematic and general method to determine the hyperparameters in the setting of network model hyperparameters. 
