Abstract-In this paper, we address the problem of optimization of the training sequence length for frequency selective channels when a Maximum a posteriori (MAP) equalizer is used. The optimal length of the training sequence is found by maximizing an effective signal-to-noise ratio (SNR) and an effective channel capacity of the training-based transmission scheme. We study these problems of optimization when the training and data powers are equal and when they are allowed to be different. When the powers can be different, we give the optimal power allocation.
I. INTRODUCTION
Equalization is used to combat intersymbol interference on frequency selective channels. The optimal equalizer [1] to be used is based on Maximum a posteriori (MAP) detection. It makes decision on a symbol-by-symbol basis and is optimum since it minimizes the bit error probability when the channel is known by the receiver. In practice, the channel impulse response is estimated by sending known training symbols. When the length of the training sequence increases, the variance of the channel estimation error decreases, but the information throughput decreases as well. Thus, a trade-off has to be found. Several methods have been proposed to design the optimal training sequence length. The solution presented in [2] and [3] is based on maximizing a lower bound of the capacity of the training-based scheme respectively for a single-input single-output (SISO) frequency selective channel and for a multiple-input multiple-output (MIMO) flat fading channel. Another approach tries to find the optimal sequence that minimizes the Mean Square Error (MSE) of the channel estimator for different systems [4] - [7] . All these works do not take into account the receiver used. In this paper, we consider the particular case where a MAP equalizer is used for a transmission over a SISO frequency selective channel. We introduce simple expressions of the effective Signal-to-Noise Ratio (SNR) and the effective channel capacity for the training-based scheme. We find the training sequence lengths maximizing these quantities when the training and data powers are equal. When the powers can be different, we also give the optimal power allocation. The paper is organized as follows. In Section II, we describe the transmission system model. Section III studies the optimization of the training sequence length when the training and data powers are equal. In Section IV, we find the optimal power allocation and the optimal training sequence length when the training and data powers are allowed to be different. Throughout this paper scalars and matrices are lower and upper case respectively and vectors are underlined lower case. The operator (.)
T denotes the transposition, and I m is the m × m identity matrix. x , x and |x| are respectively the greatest integer lower than x, the smallest integer greater than x and the absolute value of x.
II. TRANSMISSION SYSTEM MODEL
We consider a data transmission system over a frequency selective channel. The input information bit sequence is mapped to the symbol alphabet A. For simplicity, we will consider only the BPSK modulation (A = {−1, 1}). We assume that transmissions are organized into bursts of T symbols. The channel is supposed to be invariant during the transmission. The received baseband signal sampled at the symbol rate at time k is
where L is the channel memory and
are the transmitted symbols. In this expression, n k are modeled as independent random variables of real white Gaussian noise with normal probability density function N (0, σ 2 ) where N (α, σ 2 ) denotes a Gaussian distribution with mean α and variance σ 2 . The term h l is the l th tap gain of the channel, which is assumed to be real valued. The channel is estimated by using a training sequence of length T p ≥ 2L − 1. We assume that this sequence has ideal autocorrelation and crosscorrelation properties.
T be the vector of training symbols and
T the vector of channel taps. The least
T is given by [8] :
where
T is the output of the channel corresponding to the training sequence.
Hence, we obtain
where σ 2 p is the transmit power during the training phase.
III. OPTIMIZATION OF THE TRAINING SEQUENCE LENGTH FOR EQUAL POWERS
We consider at the receiver a MAP equalizer using the BCJR algorithm [1] . We first assume that the transmit powers during the training and data transmission phases are equal to the unit. We will be interested in the optimization of the training sequence length by maximizing an effective SNR and an effective channel capacity that we will define.
A. Maximization of the effective SNR
When the channel is estimated, the Bit Error Rate (BER) at the output of the MAP equalizer can be approximated at high SNR as [9] 
where d min is the channel minimum distance [10] . Hence, the equivalent signal to noise ratio at the output of the MAP equalizer using the channel estimate is given by
Increasing the training sequence length leads to an improvement of the channel estimate quality but also to a loss in data throughput. Thus, in order to take account this loss, we define an effective SNR at the output of the equalizer as
Our goal is to maximize SN R ef f,eq,ĥ under the constraints
Thus, it has a unique maximum reached for x * ∈ R + , such as:
We consider the two possible cases: -If x * < r 0 ⇔ T < 4L − 1 then the length of the training sequence T * p maximizing SN R ef f,eq,ĥ is equal to r 0 .
We can summarize the previous results as follows: where 
Simulation results In our simulations, we consider Channel3 with impulse response (0.5; 0.71; 0.5). Figure 1 shows the BER performance of the MAP equalizer when the channel is estimated, for different values of the length of the training sequence (T p = 10, 27 and 100) with respect to SN R ef f =
T −Tp
T SN R, where SN R is the signal-to-noise ratio at the input of the MAP equalizer. We set the number of symbols per burst T to 256. According to the previous analytical results, the optimal length of the training sequence is T * p = 27. This is confirmed by the simulations since they show that the equalizer presents its best performance, at high SNR, when T p = T * p .
B. Maximization of the effective channel capacity
In the case of channel estimation, the channel capacity of the training-based scheme using the MAP equalizer is given by
In order to take into account the loss in channel capacity due to the pilot symbols, we define an effective channel capacity as
We define g(x) = (T − x) log 1 + for x ∈ R + , then C ef f = g(T p ). Since g (x) < 0, for x ∈ R + , g is concave. Hence, it has an unique maximum reached for y * ∈ R + . As g (0)g (T ) < 0, then according to the theorem of intermediate values y
where r * 2 = arg max y∈{ y * , y * } g(y).
IV. JOINT OPTIMIZATION OF THE TRAINING SEQUENCE LENGTH AND POWER ALLOCATION
We assume now that the training and data powers are allowed to be different. Thus, the T p pilot symbols are transmitted with a power σ 
A. Maximization of the effective signal-to-noise ratio
When the channel is estimated by the least square estimator and pilot and data symbols have different power levels, the expression of the BER at the output of the MAP equalizer is given by
This result can be proved by using the same proof as in [9] while taking into account the pilot and data powers. The equivalent signal-to-noise ratio at the output of the MAP equalizer becomes
In this case, we define the effective signal-to-noise ratio SN R ef f,eq,ĥ as:
(15) Now, consider the following optimization problem:
where σ 2 t T is the total transmit energy per burst. We denote the fraction of the total transmit energy used in the data transmission phase as
Thus, the effective SNR can be written as
The optimal training sequence length and the optimal pilot symbol power maximizing the effective SNR under the constraints of (16) are given by
where r *
The proof of Proposition 1 is given in the Appendix.
The power of data symbols maximizing SN R ef f,eq, b h is then given by
The optimum value of the effective signal-to-noise can be approximated by
Simulation results Figure 2 shows the BER at the output of the MAP equalizer with respect to SN R ef f for Channel3, T = 256 and σ 2 t = 1. We consider the scenarios given in Table I . According to (20), the theoretical values of the optimal length of the training sequence and the optimal pilot symbol power are respectively T * p = 23 and σ * 2 p = 1.18. Simulations in Figure 2 confirm that the MAP equalizer best performance are achieved when
B. Maximization of the effective channel capacity
In the following, we define C ef f , the effective channel capacity as: We want to solve the optimization problem given by:
Proposition 2 The length of the training sequence and the training power maximizing the effective channel capacity are given by
and y * = arg min r 0 ≤x≤T
The proof of Proposition 2 is given in the Appendix. Figure 3 shows the effective channel capacity as a function of the pilot symbol power for L = 3, T = 256, σ increases. Table II 
Simulation results

V. CONCLUSION
In this paper, we consider the problem of optimizing the training sequence length when a MAP equalizer is used. We study two cases: the case where the training and data powers are equal and the case where they are allowed to be different. We define an effective signal-to-noise ratio and an effective channel capacity for the training-based transmission scheme. We find the training sequence lengths maximizing these quantities in the case of equal powers. When the powers
