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Abst rac t - - In  this paper, we study the radial oscillatory solutions with a prescribed number of 
zeros by a scaling argument and obtain precise estimates of the gap between the successive zeros, 
which improves and extends ome of the results existing in the literatures [1,21. @ 2004 Elsevier 
Ltd. All rights reserved. 
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1. INTRODUCTION 
We consider the generalized p-Laplacian equation 
div (]Dulp-2Du) + f(u) = O, z E R ~. (1.1) 
The asymptotic behavior of positive solutions of equation (1.1) has been studied by several authors 
(see [3-5]). In this paper, we are interested in the asymptotic behavior of oscillatory solutions 
(see also [1,2,6]). Problems of this kind arise in several contexts: for example, in the study of the 
standing waves solutions of nonlinear Schrgdinger equations, or equations of Klein-Gordon type, 
and in reaction-diffusion equations. 
We write (1.1) as the initial-boundary value problem 
(luqp_2 ) '  n -1  
u' + - -  lu'] p-2 u' -- f (u)  = O, for r > O, (1.2) 
~'(o) = o, ~(~) -~ o, as ~ -~ ~.  (1.3) 
Here p > 1 is a real parameter,  n _> 2, and  the function f satisfies the following hypotheses: 
(fl) f : R --+ R is locally Lipschitz continuous, 
(f2) uf(u)  < 0 for luI small, u ~; 0, 
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(f3) There are values ]3 > 0 and fit < 0 such that 
P(~) < 0, on (0, 9), f (~) > 0, on []3, o~), 
F(u) < 0, on (]3',0), f(u) < 0, on ( -ce , ]3 ' ] ,  
where F(~) = fo  f(s)  ds, 
(f4) f (u )  = k(~)l~lq-l~ + g(~), where 
np 
p- l<q<- - -1 ,  i fn  >p;  p -1  <q<ce,  i fn<p,  
n -p  
]" k+>0,  if u>0,  
k(u) I. k_>0,  if u<0,  
and 
Ig(~)l = o (l~lq), as I~1 -~oo. 
It should be noted that (fl) and (f2) force f(0) = 0, while (f3) and (f4) imply that F(u) has 
exactly one positive and one negative zero. Clearly, we may take fl to be the positive zero of 
F(u), and we shall assume this in future. Similarly, we will take ]3' to be the unique negative 
zero of F(u). 
Our main result is the following theorem. 
THEOREM 1. Let m >> 0 be an integer. If f satisfies (fl)-(f4), there is a solution of (1.2),(1.3) 
which has exactly m zeros in (0, oc). 
We show that there are solutions of (1.2) with arbitrarily large numbers of zeros. We prove 
this by a scaling argument: we denote by u(r, a) the solution of (1.2), together with the initial 
conditions 
u(0) : a > 0, u'(0) : O. (1.4) 
The functions u(r, a), appropriately scaled, converge as a ~ oe to the solution of 
Iw'] p-2w') '  n -  1 -t- - - ]w ' lP -2w'+ k(w)lwlg-lw = O, (1.5) 
w(0) = 1, w'(0) = 0 (1.6) 
and it is known that, for p - 1 < q < np/ (n -  p) - 1, w has infinitely many zeros. (This is the 
only place where the condition on q is used.) When p = 2, Theorem 1 has been proved in [1] 
by using a similar method. In ease k(u) = a > 0, this result was proved in [2] by making heavy 
use of some generalized Pokhozhaev identities. The proof may Be easily adapted to the present. 
Furthermore, if we denote by rj the jth zero of an oscillatory solution of equation (1.5), the 
author has shown that the asymptotic gap rj+l - rj between successive zeros is bounded above 
P and p is a constant depending on q, p, and n. We will and below by a constant multiple of rj 
prove that an osciilatory solution of equations (1.2)and (1.3) also has similar result. Therefore, 
we improve and extend some of the results existing in [1,2]. 
The organization of this paper is as follows. In Section 2, we prove some elementary facts 
about equation (1.2) and also describe the scaling argument in detail. In Section 3, we prove our 
main result. Finally, in Section 4, we state some results for the Diriehlet problem in finite balls 
and mention some other results. 
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2. PREL IMINARIES  AND SCAL ING 
In this section, we first prove some useful results. They are mostly standard (see, for example, 
[7,8]) but are included for completeness. We are only interested in the radial solution u c 
C1([0, oc)) and  ]u'[P-2u ' E Cl([0, oo)). If u is a solution of (1.2), then n attains a relative 
min imum at values of r > 0 for wh ich  u' -- 0 and  f(u) < 0; similarly, if f(u) > 0 at a critical 
point, that critical point must  be a max imum.  (By  the uniqueness theorem for solutions of initial 
value problems, a solution of (1.2) cannot  have a critical point where  f(u) = 0 unless it is a 
constant.) 
We mult iply equation (1.2) by  u ' and  obtain 
1-  t~'(~)l' + f(~) d~ = -~-  1 i~,(~)i~ _< o. (2.1) 
. /0 r 
The quantity (1 -1 /p ) lu ' ( r ) lp  + F(u) will be called the energy of the solution and denoted E(r) or 
E(r, a) in case u is the solution of (1.2),(1.3). Since the critical points of a nonconstant solution 
are isolated, it shows that E(r) is strictly decreasing. 
Suppose now that  a nonconstant solution of (1.2) has a critical point, say at r = r0. _> 0. 
Suppose u(ro) is a local maximum for u and so u(r) < u(ro) for r slightly larger than r0. 
Suppose that at some subsequent value o f t ,  say r l ,  we have u(rl) = u(ro). Then, we would have 
E( r l )  = (1 -~) ,u ' ( r l ) f+F(u( r l ) )>_F(u( ro ) )=E( ro ) ,  
contradicting the fact that  E str ict ly decreases. It follows that u(r) < u(ro), for all r > r0. 
Similarly, if u(ro) is a local minimum for u, we would have deduced that u(r) > u(ro), for all 
r > r0. The same type of argument also shows that any solution of (1.2) is bounded and must 
therefore be defined, for all r > 0. 
By the above arguments, we observe finally that  if u(r) = 0 for some finite value r > 0, then 
E(r) = (1 - 1/p)[u'(r)[ p > 0; while if u(r) ~ 0 as r --+ 0% then E(r) --+ O. Thus, if the energy 
of a solution ever goes negative, that solution cannot subsequently change sign or decay to zero 
at c~. (It is easy to see that it must approach a zero of f as r --+ ~. )  
In particular, since E(0) = F(u(0,  a)) < 0 for 0 < a </3, we have the following. 
LEMMA 2.1. I f  0 < a <_ /3, then u(r, a) > O, for all r > 0 and cannot satisfy u(r, a) -* 0 as 
r - -~  oo .  
Lemma 2.1 tells us that  there are solutions of (1.2)-(1.4) with no zeros at all. We now show 
that if a is large u(r, a) has many zeros; indeed the number of zeros becomes arbitrari ly large as 
a --+ oo. This clearly follows from the following two lemmas. 
LEMMA 2.2. For A > O, define 
v(?',A) -~ A-P/(q-P+I)u (~,.~P/(q-p+I)) . (2.2) 
Then, as A -~ ~,  v(r, A) -~ w(r)  uniformly on compact subsets of [0, oo), where w is the solution 
of (1.5), (1.6) 
LEMMA 2.3. For p - 1 < q < np/(n - p) - l (p - 1 < q < oo if n <_ p), the solution of (1.5)/ i .6) 
has infinitely many zeros. 
The proof of Lemma 2.3 follows Theorem 2 in [2]; we only prove Lemma 2.2 here. 
PROOF OF LEMMA 2.2. A calculation shows that v(r, A) satisfies 
p- + -r i / ,p -2  , + = o, (2.3) 
v(O) = 1, v'(O) = O. (2.4) 
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We can define the energy of v(r, A) as we did for u(r, a) 
= - f d~, (2.5) 
E(r, A) is strictly decreasing, so for ~ > 0, 
) E(r, X) < E(0, X) =/~-pq/ (q -p - t -1 )  f /~P/(q-p+l)s d3 
=A-p(q+l)/(q-p+l)F(Ap/(q-p+l)). 
As A ~ ec, Hypothesis (f4) shows that this last quantity remains bounded. We deduce that 
E(r, A) is bounded above, independently of r and A. 
Since also 
A-Pq/(q-p+l) jfoV f (AP/(q-p+l) 8 ds = A-p(q+l)/(q-p+l) F (Ap/(q-p+l)v  
--~ +oo, 
as Iv I ~ oc, uniformly in A, at least for A > 1, it follows from (2.5) that v(r, A) is also bounded 
Iv(r,)~)] <_ M, for a l l r>0,  a>l .  (2.6) 
Now, observe that (2.3),(2.4) are equivalent o 
Using (2.6) and (f4), we see that for A _> 1 
f(AP/(q-P+l)v(s,)~))l<const.(1 + AP/(q-P+I)vq) 
< eonst • )~pq/(q-p+l). 
Hence, by (2.7), 
[v'l _< 
< const • r .  
So Iv'(r,/k)l is bounded, independently of A, on compact subsets of [0, c~). By the Arzela-Ascoli 
theorem and a standard diagonal argument, there is a sequence Ak -* c~ and a differentiable 
function w(r) : [0, oe) --. R such that 
v(r, ~) --~ w(r) uniformly on compacta. (2.8) 
Now, we see tha~ the right-hand side of (2.7) converges to 
- ~-~k(~) f~(~) l~-%(~)  d~. 
In particular, the derivatives v'(r, ~) converge (point-wise) to a function ¢(r). Since w is differ- 
entiable, ¢ is continuous. Since v~(r, Ak) is bounded on eompacta, we earl apply the dominated 
convergence theorem to 
L 
?- 
,(~, ak) = 1 + , '(s, ak) d,, 
and deduce that ¢(r) = w'(r'). 
Consequently, 
e C([0, ~) )  n C1((0, ~) ) ,  
and 
~(0) = 1, w'(0) = o, 
<-1  (w,(~)lp-2w,(~) _ fo ~ s~- lk (~) l~(s)kq-%(s)  d~. 
It now follows easily that w satisfies (1.5). Lemma 2.2 is proved. 
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3.  PROOF OF  THEOREM 1 
In this section, we give the proof of Theorem 1. One of the main tools we need is the following 
iemma. 
LEMMA 3.1. Let 5 > fl be a value for which u(r, 5) has exactly k zeros (h ~ O) and also 
u(r, a) -+ 0 as r ~ oo. If  la - 5[ is sufficiently small, then u(r, a) has at most k + 1 zeros on 
[0,oo). 
PROOF. We will give the proof in the case k = 0; it will be clear how the details should be 
modified for k > 0. The key element in the proof is a differential equation satisfied by E(r ,a) .  
Recall that E was defined by 
so that 
n -1  E ' -  p. 
7" 
Eliminating lu~f between these two equations gives 
p(n - 1)E _ p(n - 1) 
E '  + (p _ 1)~ (p - 1)~ F(~). (3.1) 
We can multiply by the integrating factor r p(n-1)/(p-1) and write (3.1) as 
(rP(n-1)/(P-1)E)t -- P~5-11-)FP(n-1)/(P-1)-lF(u). (3.2) 
We now assume that a is close to 5 and that u(r, a) has a zero; say 
u(Rl ,a)  = O,  u > 0, in [0, R1). (3.3) 
Lemma 3.1 will follow (in case k = 0) if we can show that u(r, a) does not have a second zero. 
This in turn will follow if we can show that E(r, a) becomes negative before any possible second 
zero of u. In fact, we will show 
for any 7 < 0, E(r, a) has become negative before 
(3.4) 
u(r, a) = 7, provided a is sufficiently close to 5. 
Thus, we fix 7 E (fl~, 0) and let 5 > 0 be such that 
,F(u)[>_5, whenuE (7 ,17) .  (3.5) 
Let R2 and R3 be the first values of r > R~ at which u(r) = (1/2)7 and u(r) = 7, respectively, 
and assume for contradiction that E(R3) > 0. Integrating (3.2) fl'om R2 to R3 gives 
R~(n-1)/(P-1) E(R3 ) _ RP(n-1)/(P-1) E(I~2) 
and if E(R3) _> 0, we obtain 
Rp(n-1)/(p-1)Lwm ~ P~---11 ) 5(R3 2 ~t1~2/ > - R2) min fR p(n-1)/(p-1)-I R p(n-1)/(p-1)-I'~ 
- _ \3  , 2 ] '  
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Since u' is bounded (at least for a close to 5), R3 --R2 is bounded away from 0. Also, 
the assumption E(Ra) > 0 implies E(r) >_ 0 for r <_ R3; by (3.5), u' is bounded away 
from 0 in (R2,R3), so that the distance R3 - R2 is bounded. As a -~ 5, continuity with 
respect to a shows that R1,R2, and R3 become arbitrarily large so that R2/R3 -+ 1 and 
min[RP(n-1)/(v-1)-l~ 3 , ~p(n -1) / (p -1 ) - l )  _> (1/2)R p(~-I)/(p-1)-I. Thus, for a sufficiently close to 5, 
we see that R~(n-~)/(P-1) E(R2) >_ CR~ (n-1)/(p-1)-l, or 
C 
E(R2) >_ R2'  (3.6) 
We now let/~ be the first value of r at which u(r, 5) = fl, and we choose a value a E (/~, R1) 
so that u(cr, 5) </~. (/~ is a fixed value, so for a close to 5, we certainly have R1 >/~.)  By the 
mean-value theorem, 
(1/2)" / -  u(a, a) = ul(~ ' a), ~ e (cr, R2). (3.7) 
R2 - 
Since E > C/R2 in (or, R2) and F(u) < 0 in (~r, R2), we have ((p --1) /P) l~' lp > so 
lu't > c/R~/p in (a, R2). Using this in (3.7) and observing that the numerator on the left-hand 
side of (3.7) is fixed, we find R2 - a < CR~/p. For a close to 5, R2 is large, and so ~r > (1/p)R2, 
or R2 < p~r. Since a was fixed, this gives a contradiction as a -+ 5. The contradiction shows 
that (3.4) is true, and so completes the proof of Lemma 3.1. 
PROOF OF THEOREM 1. First, define the set A0 - {a > 0 [ u(r, a) has no zeros}. We have 
known that (0,~] C_ A0 by Lemma 2.1, so that Ao is nonempty. Also, Lemmas 2.2 and 2.3 imply 
that A0 is bounded above. We define a0 = sup A0 and claim that the solution u(r, co) satisfies 
u(r, a0) > 0, for all r > 0, (3.8) 
u(r, co) --+ O, as r -+ co. (3.9) 
If u(r, co) has a zero at some finite r, then continuity of u(r, a) on a implies that u(r, a) has a 
finite zero for ao - a > 0 and sufficiently small, contradicting the definition of a0. Thus, (3.8) 
must hold. Next, suppose that u'(ro, a0) > 0 at some first r0 > 0. Then, u'(r, a0) > 0 for slightly 
larger than r0 and continuity implies that if a - a0 > 0 is sufficiently small, u(r, a) has a strict 
local minimum at some first to(a). By the energy arguments in Section 2, u(r, a) cannot have a 
zero, again contradicting the definition of a0. Thus, it must be the case that u'(r, co) < O, for all 
r > 0, so that lim~-+oo u(r, co) = ~ >_ 0 exists. Assume for contradiction that ~ > 0. We recall 
that the energy E(r, co) is decreasing, so that lim~_+o~ E(r, a0) = J~ also exists. But then, 
lu' (r, a0)[P = - -  ; (E  - - -  
p-1  
; F 
p 1 
so limr-+c~ u'(r, Co) exists. We claim limr~oo u'(r, co) =0. In fact, suppose that limr--+oo u'(r, co) = 
c < 0, then there exists an r '  > 0 such that u'(r, co) G c + e < 0 (e > 0 sufficiently small), for 
all r > r'. Then, u(r, co) = f~, u'(s, co) ds + u(r', co) <_ (c + E)(r - r') + u(r', co). We easily 
obtain that l im~_~ u(r, co) = -c~.  It is a contradiction to lim~-+o~ u(r, co) = ~ > 0. Clearly, 
l im~_~ [u'(r, ao)lp-2u'(r, co)= limr-~oo(]u'(r, ao)]p-2u'(r, co))' = 0. From (1.2), we have 
Ou, lP_2u,) ' + n - 1 
T 
lu'[ p-2 u' = - f (u )  --+ - f  (~). 
So, we need f(~) = 0. Hypothesis (f3) implies/~ -- F(~) < 0 and it follows that for a - a0 > 
0 sufficiently small, E(r, a) becomes negative before the first zero of u(r, a). By the energy 
arguments in Section 2, u(r, a) does not have any zero at all, which again contradicts the definition 
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of a0. It therefore follows that ~ = 0, so (3.9) holds. We now know that u(r, ao) is a positive 
solution of (1.2),(1.3). " 
Next, we define the set A1 = {a > ao u(r, a) has at most one zero}. It follows from the 
definition of a0 and Lemmas 2.2 and 3.1 that As is bounded above and nonempty. We set 
al = supA1 and observe that u(r,a) has exactly one zero for a E (ao, al). We can now show, by 
arguments imilar to those used to prove (3.8) and (3.9), that u(r, al) is a solution of (1.2),(1.3) 
with exactly one zero. Proceeding inductively, we can produce solutions with any given number 
of zeros. Theorem 1 is proved. 
REMARK. From the proof of Theorem 1, the radial solution u(r) satisfies u'(0) =0,  lim~__.~ u(r) 
= 0, and u(0) > ft. 
4. ADDIT IONAL RESULTS 
The scaling argument in Section 2 gives rather more information than was used here. Indeed, 
let zk (a) denote the k th zero of u(r, a). For a sufficiently large, Zk (a) will exist and be a continuous 
function of a. Furthermore, as a -~ oc, we see from (2.2) that 
a(q-P+l)/Pzk(a) = kth zero of v (r,a(q-P+l)/p) 
--* k th zero of w(r), 
where w satisfies (1.5),(1.6). In particular, we have 
zk(a) 0, as a co  (4.1) 
This observation leads immediately to our second theorem, which may be interpreted as given 
radial solutions for the Dirichlet problem in a ball. 
THEOREM 2. Let m ~_ 0 be an integer, and fix R E (0, co). If  f satisfies (fl)-(f4), there is a 
solution of the problem 
(I )' u' + - -  lu'[ p-2 u' + f (u)  = 0, (4.2) %t[p--2 ?1, - -  
7" 
u'(0) = 0, u(R) = 0, (4.3) 
which has exactly m zeros in (0, R). 
By the above arguments and Theorem 3 in [2], we can easily get the following theorem. 
THEOREM 3. Let f satisfy (fl)-(f4) and u(r, a) be an oscillatory solution of equation (1.2),(1.3), 
and assume rj and rj+ 1 are two successive zeros of u(r, a). Then, for a sufficiently large, we have 
c ~k l  _ l -kk2  -n  f~ ~kz  ~ l  Tk2- -n  (4.4) 1(~ I j ~ r j+  1 - -  r j  ~_ ~-~2~ l j , 
where C1 and C2 are two positive constants independent of j ,  and kl and k2 satisfying 
kl n (q -p+l ) : -p (q+l ) (q -p+l )  p (q+l ) (n -1 )  
= < O, k2 = 
p(q -p+ 1) -p2(q  + 1) p + (q+ 1) (p -  1)" 
We replace the nonlinear term f (u) in (1.2) by the following form: 
f (u) = u q - u q', for u > 0. (4.5) 
Our methods may also be applied to proving that problem (1.2),(1.3) has positive solutions. We 
only need to replace Lemma 2.3 by Theorem 4.1 in [9]. 
THEOREM 4. Assume f satisfies (4.5) and p - 1 ~ q' < q < np/ (n -  p) - 1, then problem 
(1.2),(1.3) has at least one positive solution. 
Moreover, the radial positive solution is unique. This result was proved by Serrin and Tang in 
their paper (see Theorem 3 and its corollary in [10]). 
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