Abstract-Transfer functions are a standard description of onedimensional linear and time-invariant systems. They provide an alternative to the conventional representation by ordinary differential equations and are suitable for computer implementation. This article extends that concept to multidimensional (MD) systems, normally described by partial differential equations (PDEs). Transfer function modeling is presented for scalar and for vector PDEs. Vector PDEs contain multiple dependent output variables, e.g., a potential and a flux quantity. This facilitates the direct formulation of boundary and interface conditions in their physical context. It is shown how carefully constructed transformations for the space variable lead to transfer function models for scalar and vector PDEs. They are the starting point for the derivation of discrete models by standard methods for one-dimensional systems. The presented functional transformation approach is suitable for a number of technical applications, like electromagnetics, optics, acoustics and heat and mass transfer.
I. INTRODUCTION
T HE theory of one-dimensional (1-D) linear and time-invariant (1-D LTI) systems has reached a high degree of maturity. A number of different descriptions has been established such as differential or difference equations, transfer functions, and various kinds of graphical methods. The relations between these different models have been extensively exploited in research, engineering practice, and software tools for system design and analysis.
The analysis of continuous-time lumped-parameter LTI systems by standard methods from physics or network theory results in linear ordinary differential equations (ODEs) with constant coefficients. Furthermore, initial conditions are required for a unique determination of the system output. The combination of an ODE with a compatible set of initial conditions is called an initial-value problem.
Since the manipulation of derivatives may become rather involved for complex systems, other representations are often preferred. One of them is the system description by transfer functions. It is derived by applying the Laplace transformation to an initial value problem. The effect of such a transformation is twofold. On the one hand, the time derivatives are turned into multiplications with the complex frequency variable. On the other hand, the additional initial condition becomes obsolete by inclusion of the initial value as an additive term in the resulting Manuscript received May 4, 2001 ; revised January 14, 2002 . This paper was recommended by Co-Guest Editor M. N. S. Swamy.
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algebraic equation. This transformation of an initial-value problem into an algebraic equation is accomplished by virtue of two special properties of the one-sided Laplace transformation: Firstly, the transformation kernel is an eigenfunction for LTI systems and secondly, the integration range matches the definition range of initial-value problems. Note that these two properties apply to all LTI initial-value problems irrespective of the order of the ODE or the values of its coefficents. Thus one single functional transformation-the one-sided Laplace transformation-is suitable for turning general LTI initial-value problems into their corresponding transfer functions. For multidimensional (MD) systems the situation has not yet reached a comparable state of maturity. Even when restricting the discussion to continuous-time, continuous-space systems, we find that partial differential equations (PDEs) are the only widely applied mathematical model for such MD systems. Graphical descriptions have only been presented for certain methods. An example is that of MD Kirchhoff circuits in the context of the MD wave digital principle [1] .
At first sight, an extension of 1-D transfer functions to the case of MD systems might appear to be straightforward. However, an introduction of additional frequency variables alone will not result in a proper MD system representation. Instead, a number of problems have to be taken into consideration. They are discussed briefly below and in more detail in the remainder of the paper.
To represent a continuous variable MD system in mathematical terms, we have to apply the basic laws of science. This usually involves a pair of extensive and intensive physical quantities, sometimes also called across-and through-variables or potential and flux quantities. Typical application fields for such an approach are mechanics, heat and mass transport, wave propagation in various media or transmission of electric signals. Examples from these applications for extensive variables are force, temperature, pressure or voltage and for intensive variables velocity, heat and mass flow or current, respectively. The result of this analysis is a pair of coupled PDEs involving time and space derivatives of potential and flux quantities. They may be written in compact form by combining potential and flux into one vector of unkowns and by arranging the differential operators in matrix notation. This form is called a vector PDE. For simplification, the vector PDE is often transformed into one scalar PDE for the potential by eliminating the flux quantity. However, the MD system model is not complete yet. For a properly posed problem, also initial and boundary conditions have to be specified. The MD system description by a PDE as well as initial and boundary conditions is called an initial-boundary value problem.
After having discussed the mathematical description of continuous variable MD systems we turn now to the idea of MD transfer functions. For their derivation from initial-boundary value problems, the same principal procedure as from 1-D systems can be applied: At first, Laplace transformation with respect to time removes the time derivatives and includes the initial values. The result is a boundary value problem for the spatial variable. Now assume, we had a transformation for the space variable with similar properties as the Laplace transformation for the time variable: It shall turn the spatial derivatives into multiplications with a spatial frequency variable and it shall include the boundary values as additive terms into the resulting algebraic equation. Solving this equation for the transform of the output signal yields the desired transfer function.
Unfortunately, there is no single generic transformation for the space variable with these desired properties. The reason is the different nature of boundary-value problems in comparison with initial-value problems. This calls for a determination of the spatial eigenfunctions as well as for adaption of the integration range to the problem at hand. The construction of suitable functional transformations for boundary-value problems is the main topic of this paper.
The expansion of solutions of boundary-value problems into eigenfunctions is a well researched subject. Its basis is the work of J. C. F. Sturm and J. Liouville first published in 1836-1838. Subsequent research revealed a number of orthogonal function systems, each one suitable for a certain type of boundary-value problem, defined in terms of its spatial differential operator, the shape of its spatial domain and the kind of its boundary conditions. The corresponding spatial transformations are finite integral transformations, where the integration range matches the spatial definition range of the MD system. The reported functional transformations include finite sine, cosine, Fourier, Hankel, Bessel, and Mellin transformations.
Application of this theory to PDEs of technical interest are given in quite a few classical books, e.g., [2] - [8] . However, their main intention is the representation of the solution as an infinite eigenfunction expansion. Only those problems can be solved where the required functional transformation is known in advance. Furthermore, these texts cover only self-adjoint spatial differential operators. This may be sufficient for some technical important PDEs in scalar form (heat flow equation, wave equation). However, vector PDEs exhibit also nonself-adjoint differential operators.
The approach presented in this paper differs from previous work in two aspects.
• It is system-oriented in the sense that we want to describe the response of a MD system to arbitrary input signals and initial and boundary values by the corresponding transfer functions. These transfer function models (TFM) are also an excellent basis for the development of discrete-variable representations of physical systems. This approach differs from the conventional methods for the numerical solution of PDEs, which try to approximate functions, not systems.
• It is problem-oriented because the starting point is a given initial-boundary-value problem from which the required functional transformation is derived by a general methodology. This is in contrast to classical approaches which start from a given finite integral transformation and are thus limited to a certain class of differential operators and boundary conditions. This article is an extension and generalization of previous work. Transfer function models for scalar PDEs with self-adjoint spatial differential operators have been presented in [9] . The extension to nonself-adjoint operators is found in [10] . Vector PDEs have been introduced at first in some brief contributions [11] - [13] . Now, a unifying representation of scalar and vector PDEs with self-adjoint and nonself-adjoint spatial differential operators is given.
The presentation starts with the derivation of TFMs from scalar PDEs in Section II. In Section III this concept is extended to vector PDEs. In each case, the underlying initial-boundary value problem is specified at first. Then the functional transformations for the time and the space variable are introduced. The construction of a suitable spatial transformation requires detailed investigations of associated eigenvalue problems. These results allow finally to formulate MD transfer function models (MD TFM) for scalar and vector PDEs with self-adjoint and nonself-adjoint spatial differential operators.
II. TRANSFER FUNCTION MODELS FOR SCALAR PARTIAL DIFFERENTIAL EQUATIONS
In most approaches to modeling of MD systems, a scalar form of the PDE is preferred. It is more simple than the vector form, since it contains only one unknown variable and only scalar differential operators.
The derivation of TFMs for scalar PDEs follows a three-step procedure.
1) Application of the Laplace transformation with respect to time removes the time derivatives and turns the initialboundary-value problem into a boundary value problem for the space variable. This step is shown in Section II-B. 2) Construction of a suitable transformation for the space variable which removes the spatial derivatives and turns the boundary value problem into an algebraic equation. This procedure is explained in Section II-C. 3) Solve the algebraic equation for the transform of the solution of the PDE. The resulting MD transfer function is shown in Section II-D.
A. Scalar Initial-Boundary Value Problems
MD time and space dependent systems can be represented by the PDE (1) where is the space coordinate defined on a bounded domain and is the time coordinate. For simplicity we restrict the discussion to one spatial dimension; extensions to multiple dimensions are given in [9] .
is an excitation function and is the output of the system. The operator contains time derivatives of the form (2) with first-and second-order time derivatives and . denotes an operator for spatial derivation of the form (3) with first-and second-order spatial derivatives and . Since many physics-based problems are of second-order, we restrict the time derivatives as well as the spatial derivatives to second order. Mixed spatial and temporal derivatives are omitted here for simplicity; examples for systems with mixed derivatives are given in [11] . The initial conditions at are given by (4) At the end-points and of , inhomogeneous boundary conditions are specified by (5) There are three possibilities for the boundary conditions of the second-order spatial operator (3). These are boundary conditions of first kind (Dirichlet), second kind (Neumann) and third kind (Robin). They are given in (6), (7), and (8) (6) (7) (8) where and are real coefficients. Note that may have a different physical dimension depending on the kind of boundary condition. These different kinds of boundary conditions are discussed in detail in Section III; here we only use first-order boundary conditions (6) for simplicity.
Example: In order to illustrate the derivation of a MD TFM, we explain the further procedure by the example of the well known telegraph equation. In the notation of (1)-(3) the coefficients result in (9) The electrical parameters are given here by series inductance , shunt capacitance , series resistance , and shunt conductance . The coefficients of (9) are either valid for the current or the voltage as output variables. To apply a voltage as a boundary condition at , we formulate (1), (4), (5) 
B. Laplace Transformation for the Time Variable
The derivation of a MD TFM from the initial-boundary value problem (1), (4), (5) starts with the Laplace transformation (11) with respect to time. Its definition and the differentiation theorems for first and second-order derivatives are given below for reference (11) (12) (13) The temporal frequency variable is denoted by . The application of (11)- (13) to the PDE (1) with initial conditions (4) results in (14) The first-order boundary conditions (6) are transformed to (15) where . Thus, the initial-boundary value problem (1), (4), (5) has been transformed into a boundary value problem (14), (15) .
Example: The application of the Laplace transformation to the telegraph equation and its initial and boundary conditions leaves the space variable unaffected. It turns the initialboundary value problem (10) into the following boundary value problem:
C. Sturm-Liouville Transformation for the Space Variable
For the space variable, we construct a functional transformation which has similar properties, as the Laplace transformation for the time variable: It shall remove the space derivatives described by the differential operator and it shall include the boundary values (5) into the resulting algebraic equation.
There is no unique transformation which suits all possible cases as the Laplace transformation does for the time variable. Instead, the kernel of the spatial transformation has to be adapted to the operator and the boundary value operators of the specific PDE at hand. We show here how to perform this process, starting with the properties of the spatial differential operator.
We will show that the eigenfunctions and the eigenvalues of can be used as transformation kernels and spatial frequency variable for the spatial transformation.
After applying the resulting spatial transformation to the boundary value problem (16), (17) we obtain an algebraic equation that can be solved for the output variable.
1) Scalar Spatial Differential Operator: Application of the Laplace transformation to the scalar second-order spatial differential operator (3) results in (18) The temporal frequency variable has been omitted for ease of notation.
To discuss the properties of the differential operator , we take also the adjoint operator into account. is called the adjoint operator to , if the difference with an arbitrary function can be expressed as an exact derivative. The resulting expression is called a Lagrange identity [7] .
For the operator according to (18) the adjoint operator is given by (19) and the Lagrange identity holds in the form (20) An operator is called self-adjoint, if it is equal to its adjoint operator . This property requires that in (18) . Many physics-based problems like heat or mass transfer or wave propagation contain only even-order derivatives. In (18) , (19) it can be seen that second-order spatial operators with only even-order derivatives are self-adjoint without any modification. For simplicity, we restrict the discussion of scalar spatial differential operators to self-adjoint second-order operators of the following form:
The investigation of eigenvalue and transformation properties in Sections II-C-2 and II-C-3 are based on according to (21) . A discussion of the nonself-adjoint case (18) , (19) is not worthwhile, because operators of the form of (18) can be converted to a self-adjoint form by application of a suitable integrating factor [7] .
Example: Since the spatial operator of the telegraph equation (10) has only zero-and second-order spatial derivatives it is selfadjoint without any modifications.
2) Eigenvalue Problem: To derive a spatial transformation with properties similar to the Laplace transformation, we investigate here the eigenvalues and eigenfunctions of the spatial operator . It will be shown that the eigenfunctions corresponding to the discrete eigenvalues form an orthogonal system.
The eigenvalues and the eigenfunctions are solutions of the eigenvalue relation (22) subject to the boundary conditions (23) (22) (23)
Together they form a boundary-value problem which is defined by the same differential operator and boundary operator as the underlying PDE. However, the boundary-value problem differs from the PDE in two aspects: At first there is no time-dependency in (22) and (23) and secondly, the boundary conditions are homogeneous. Boundary-value problems of this type are called Sturm-Liouville problems.
It is well known that the eigenvalues of a Sturm-Liouville type problem are discrete due to the bounded spatial domain [14] , [7] . Therefore the eigenvalues can be indexed with integer variable . Replacing the arbitrary functions and in the Lagrange identity (20) with the eigenfunctions and and using (21) , (22), and (23) leads to
Integration of (24) over the bounded spatial domain results in
Due to the boundary conditions (23) of the eigenfunctions and with (6) the right hand side of (25) vanishes. Therefore, the left-hand side of (25) must also vanish for all and . This is obviously the case for . Otherwise the integral term must vanish (26) This proves that the eigenfunctions form an orthogonal system.
For the second-order spatial differential operator with only even spatial derivatives (21) and first-order boundary conditions (6) the eigenvalues and eigenfunctions are (27) (28) By inserting (28) into (26) it can be verified that the eigenfunctions of the self-adjoint operator constitute an orthogonal system.
3) Sturm-Liouville Transformation: After having investigated the eigenvalue problem of the spatial differential operator , we use these properties to define the spatial transformation. Since it is based on a Sturm-Liouville type problem, it is called a Sturm-Liouville transformation [15] , [7] . We discuss the definition of this transformation, show its properties with respect to the spatial differential operator and present the inverse Sturm-Liouville transformation. The integral in the last line of (30) 
The factor is a scalar normalization factor defined in (26). The inverse spatial transformation can be verified by calculation of (34)
D. Transfer Function Model
With the Sturm-Liouville transformation (29) and the spatial differentiation theorem (32) the boundary-value problem (14) , (15) is transformed into an algebraic equation with the initial and boundary conditions as additive terms. The boundary value problem (14) , (15) 
With (39), we have obtained a MD TFM from the PDE with its initial and boundary conditions. It represents the MD continuous system in the temporal and spatial frequency domain. Not only the excitation function but also the initial conditions and boundary conditions act as inputs. These inputs are filtered by the MD transfer functions, given in (40)-(42). The output of the whole system is the sum of the different filtered inputs. Thus we have found another description method for MD systems, traditionally described by PDEs. The MD transfer functions have the great advantage over PDEs that they do not contain spatial or temporal derivatives and that initial and boundary conditions are included as excitations in the corresponding system. Fig. 1 shows a block diagram of the MD TFM just discussed.
Example: For the Laplace transform of the telegraph equation (16) with first-order boundary conditions (17) the spatial transformation results in (43)
The system written in MD transfer function notation is given by 
III. TRANSFER FUNCTION MODELS FOR VECTOR PARTIAL DIFFERENTIAL EQUATIONS
The analysis of a physics-based system leads to coupled PDEs with dependent output functions. In many physical relevant cases the dependent outputs are a potential and a flux quantity. These coupled PDEs can directly be written as a vector PDE without eliminating a variable as it is done for scalar PDEs. The advantage of vector PDEs involving both potential and flux quantities has already been discussed in the context of the MD wave digital principle [16] . Another advantage of using vector PDEs for the derivation of MD TFMs is that boundary conditions of third kind or interface conditions between domains with different variables can be realized in a much easier way than in the scalar case. This motivates the analysis of MD TFM derived from vector PDEs.
The derivation of TFMs for vector PDEs follows the same steps as for the scalar case. This is explained in the remainder of this section. The definition of a vector PDE is given in Section III-A. Section III-B describes the transformation with respect to time which is similar to the scalar case. The key issue is again the construction of the spatial transformation, which is outlined in detail for the vector case in Section III-C. The solution of the resulting algebraic equation and the derivation of the TFM is presented in Section III-D. Finally, Section III-E discusses the solution of eigenvalue problems and related issues.
A. Vector Initial-Boundary Value Problem
At first, we introduce the description of MD systems by vector PDEs. We restrict the discussion again to second-order systems with time and one spatial dimension as done in (2) is a mass or capacitance matrix. is a matrix operator containing loss terms in and first-order spatial derivatives in in the main diagonal. is the identity matrix. and are 2 2-matrices with real elements.
is an excitation function.
The initial conditions are given by (47) At the endpoints of the interval, and , we set boundary conditions by a suitable combination of potential and flux, expressed by the boundary operator ( denotes matrix conjugate transpose) (48) The boundary operator describes boundary conditions of the first, second or third kind. For boundary conditions of first and second kind, contains a one and a zero to set either the potential or the flux equal to the boundary value . For boundary conditions of the third kind, contains two nonzero weighting factors such that the weighted sum of potential and flux equals a prescribed boundary value.
Example: The telegraph equation is obtained after analysis of the currents and the voltages in vector form. With (45), (46) the matrices are (49) The initial and boundary conditions from (10) are and (50)
B. Laplace Transformation for the Time Variable
Similar as in the scalar case, we apply the Laplace transformation (11) for the time variable to the initial-boundary value problem (46), (47), (48). By virtue of the differentiation theorem (12), the Laplace transformation removes the temporal derivatives in (46) and includes the initial conditions (47) into the resulting ODE in . It turns the initial-boundary value problem into the following boundary value problem:
The boundary condition (52) is now formulated for the Laplace transforms of the solution at the boundary and of the corresponding boundary values .
C. Sturm-Liouville Transformation for the Spatial Variable
As in Section II-C for scalar PDEs we construct now a spatial transformation for vector PDEs. Due to the first-order spatial derivative in , the spatial differentation operator is not self-adjoint. Therefore, the adjoint operator must be found to fulfill the Lagrange identity (20) . It is shown in this section that even with nonself-adjoint spatial operators it is possible to construct a spatial transformation to obtain a MD TFM for vector PDEs.
1) Vector Spatial Differential Operator and Adjoint Spatial Operator:
The properties of the differential operator are most easily shown in conjunction with its adjoint operator [17] (53) and are linked by the Lagrange identity as described for the scalar case. For vector PDEs it results in (54) It holds for any two vectors and and can be shown by performing the differentiation of the product on the right hand side of (54).
Furthermore, can be expressed in terms of the boundary value operator and the associated operators , and ( means conjugate complex)
The separation of into , and is not unique. It can be adapted to the kind of boundary conditions such that corresponds to (52). For boundary conditions of first, second, and third kind, the boundary operators result in (56), (57) Example: The telegraph equation with first-order boundary conditions can be written after Laplace transformation as a boundary value problem (51) and (52) with the matrices from (49) and the boundary operators given in (56). In matrix notation the spatial operator of the telegraph equation is not self-adjoint in contrast to the scalar case. The spatial operator and its adjoint result with (49) in (59) 2) Eigenvalue Problems: In the case of nonself-adjoint spatial operators the solution of two different eigenvalue problems is required. Firstly the eigenvalues and eigenfunctions of the spatial differential operator and secondly that of its adjoint operator must be calculated.
The eigenvalues and eigenfunctions of the operator follow from (60) (61)
Note that there is a vector of eigenfunctions since the spatial operator has matrix form. The corresponding adjoint eigenvalue problem is denoted by (62) (63) Equations (60), (61) and (62) , (63) are called a generalization of the Sturm-Liouville type problem [7] , [14] . As in the scalar case, and are compact operators and the eigenvalues and are discrete.
3) Biorthogonality of the Eigenfunctions:
The eigenfunctions and the adjoint eigenfunctions have similar properties as in the scalar case. We can show that they are biorthogonal by replacing the arbitrary functions and in (54) with the eigenfunctions. Using (60), (62) leads for the left hand side of (54) to (64) Integrating (64) over the bounded spatial domain and using (55) for the right-hand side of (54) results in (65) By using the boundary conditions of the eigenfunctions (61), (63) the right hand side of (65) vanishes. Therefore, the left-hand side must also vanish. This is obviously the case for , such that (66) In Section III-E we will investigate relations between the eigenvalues and and show that there actually exist eigenvalue pairs with . Since the capacitance matrix appears inside the integral, the eigenfunctions and are biorthogonal with respect to the weighting matrix . With these properties a functional transformation for vector PDEs can be defined in the following section. 
D. Transfer Function Model
With the Sturm-Liouville transformation for vector PDEs (67) and the corresponding differentiation theorem (68) we can transform the boundary value problem (52) into the spatial frequency domain (72) For the transformation of the excitation functions the integral (73) must be evaluated (73) With the temporal transformation (11) and (12) 
E. Solution of Eigenvalue Problems
The derivation of MD TFM just presented relies to a great extent on the eigenvalue problems (60), (61) and (62), (63). However, no explicit solution of these problems has been required so far. In this section, we show how to calculate the eigenfunctions and . From these results, a relationship between the eigenvalues and is obtained.
1) Matrix Differential Equations:
A practical way to solve these Sturm-Liouville problems, is to convert them to the standard form of a first-order matrix differential equation. We obtain from (60) with the definition of the spatial differential operator in (46)
with (78) The adjoint eigenvalue problem (62) can be expressed with (53) by (79) with (80) The solution of the matrix differential equation (77) and the adjoint problem (79) subject to the boundary conditions (61), (63) yields the eigenfunctions, and , and the discrete eigenvalues, and . Relations between the eigenvalues and eigenfunctions of and as well as solutions for a class of physically relevant problems with different boundary conditions are shown in the next section. Note that is written in terms of the adjoint eigenvalues . Obviously, there is a close connection between the eigenvalues and . This relationship is now explored. To keep the computations simple, the presentation is restricted to matrices and of the form
2) Relations Between Eigenvalues and Eigenfunctions of the
The matrices and can now be expressed as with (83) with (84) From now on, we have to distinguish between the eigenvalues and of the matrices and and the eigenvalues and of the spatial operators and . The eigenvalues and of and are
The solution of (77) and (79) is given by (87), (88). Without loss of generality has been set to zero for simplicity.
The relationship between both components in and is now evaluated and the eigenvalues and can be calculated. This process is shown in detail for the different kinds of boundary conditions (56) It can be seen that also for third-order boundary conditions . Since there is always a conjugate complex counterpart with index to every eigenvalue, the following relation between the eigenvalues of (60), (61) and of (62) and (63) (98) and similarly for .
IV. CONCLUSION
The well-known concept of 1-D transfer functions has been extended to continuous-variable MD systems described as initial-boundary value problems. It has been shown that the SturmLiouville transformation for the space variable has similar properties as the Laplace transformation does for the time variable. After a careful study of the eigenvalue properties of the spatial differential operator, it was shown how to design the spatial transformation. The resulting transfer functions describe the system output in the spatial and temporal frequency domain in dependence on an excitation function, initial and boundary conditions. MD transfer functions often give a more concise description of a MD system than a partial differential equation with initial and boundary conditions. Similar to the 1-D case, they allow to discuss stability issues in the frequency domain.
Apart from theoretical considerations are MD TFMs also of great practical importance. They are a sound basis for the conversion of a continuous-variable MD system into a discrete-variable system. Since the spatial frequency variable is already discrete it remains only to find a discrete representation for the time variable. However, this procedures are well-known from one-dimensional systems. The MD TFMs presented here make the wealth of 1-D discretization methods (impulse-, step-, rampinvariant, bilinear transformation and others) available also for the discretization of MD systems.
An example of the application of these MD TFMs for the discretization of MD systems has been presented in [11] . Building a physical model of a vibrating structure in the form of an initial-boundary value problem, representing it by a transfer function model and applying the discretization procedure sketched above results in an efficient method for real-time digital sound synthesis. Also, certain types of nonlinear MD systems can be treated in the same fashion. Nonlinear excitation functions have been discussed in [18] . But also some PDEs with nonlinear differential operators allow a transformation domain description with the help of functional transformations. This case is described in [19] .
Other applications include the propagation of signals on transmission lines [20] and other examples from optics, acoustics or heat and mass transfer.
This article presented initial-boundary value problems with two scalar variables, e.g., potential and flux. Furthermore, only one spatial dimension has been considered. The MD transfer function concept can also be extended to two or three spatial dimensions, which in turn leads to a vector-valued flux quantity. An application to the mechanical vibrations of a drum membrane has been given in [21] for a scalar differential equation. More involved physical models may also call for more than two dependent variables. This leads to spatial differentation operators which are described by larger matrices. With proper amendments, the principles presented here include also these extended cases. They require an appropriate formulation of a Lagrange identity. Then, the corresponding differentiation theorem follows from a generalized Green's theorem [13] .
