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Abstract
We study the recently introduced ‘critically coupled’ model of magnetic Skyrmions, generalising
it to thin films with curved geometry. The model feels keenly the extrinsic geometry of the film in
three-dimensional space. We find exact Skyrmion solutions on spherical, conical and cylindrical
thin films. Axially symmetric solutions on cylindrical films are described by kinks tunnelling
between ‘vacua’. For the model defined on general compact thin films, we prove the existence of
energy minimising multi-Skyrmion solutions and construct the (resolved) moduli space of these
solutions.
1. Introduction
Finding effective methods of storing data is one of the great challenges of the modern era. The
aim of the game is to store ones and zeroes in a way that is stable against unwanted fluctuations
and yet easily writable and readable. Importantly, one wants to store these ones and zeroes as
densely as possible.
Magnetic Skyrmions have emerged as a potential player in high-density ‘next-generation’
storage devices. They are topological solitons in two-dimensional magnetic materials (realised,
for example, as thin films or as interfaces), characterised by a non-trivial winding of the mag-
netisation field (which is a three-dimensional vector field of approximately constant positive
magnitude). They were predicted theoretically in [1, 2] and have been observed in chiral mag-
nets (see, for example, [3, 4]). By virtue of their topological characterisation, they are stable (at
least in the theoretical limit of genuinely two-dimensional materials). They can be manipulated,
and they can be very small.
Recently, there has been interest in models of chiral magnets admitting Skyrmions and other
solitons of BPS (Bogomolny–Prasad–Sommerfield) type [5, 6, 7]. These are models admitting
a class of classical solutions which obey a first order equation and which absolutely minimise
the energy within a topological sector. This latter condition implies that constituent solitons in
a multi-soliton BPS configuration (if they can be identified) exert no net force on each other.
There is then a moduli space of degenerate solutions to the first order equation, parameterised
by the positions and ‘internal’ moduli of the solitons. The geometry of this moduli space can
give a good deal of information about the low energy (quantum) dynamics of the system. BPS
models are very special, requiring fine-tuned values of the parameters of the model, and so
are not always physically relevant, but they provide a wonderful theoretical testing ground for
ideas. BPS models are ubiquitous in high energy physics (where the fine-tuning of parameters
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is sometimes justified by supersymmetry) and one can use the wealth of tools developed in that
field in these condensed matter applications.
There is also mathematical and physical interest in Skyrmions on curved thin films (see
[8, 9], for example). By manipulating the geometry of the film, one may be able to manipulate
the Skyrmions – it has been demonstrated that by creating a curvilinear defect, one can pin
Skyrmions in place, at least within a certain family of micromagnetic models [10]. Ideas like this
hint at interesting mathematical links between the extrinsic geometry of thin films and Skyrmion
solutions.
In [5], a BPS model of magnetic Skyrmions on the plane was constructed. In section 2, we
generalise this model to curved thin films, possibly with interesting topology. The model has
a Dzyaloshinskii–Moriya (DM) antisymmetric exchange interaction1. As in the models studied
in [8], the geometry induces an apparent magnetic field normal to the film in our model. We
write down the first order BPS equation for energy minimising solutions in the theory and
prove the existence of solutions on general compact films (it was shown directly in [6] that local
solutions can always be constructed; our global proof follows a simple and well-known exercise
in complex algebraic geometry). We interpret solutions to this equation as describing Skyrmion
states, with number of Skyrmions N given by the topological degree of the solution (as usual).
As is typical for BPS models, the energy of solutions to the BPS equation is linear in N . In
general, Skyrmion and anti-Skyrmion density in the model is trapped in regions where the film
has (extrinsic) curvature.
We go on in section 3 to write down explicit solutions on certain symmetric films. In par-
ticular, we solve generally the BPS equation for Skyrmions on a round spherical film for every
Skyrmion number. Among the solutions, we find the ‘hedgehog’ solution. We also study the case
of axially symmetric Skyrmions on certain axially symmetric films and find exact solutions on
cones, which we view as a model for solutions on films with bumps. We further solve the theory
on the cylinder. In this case, there are two axially symmetric vacuum solutions, and non-trivial
axially symmetric Skyrmion solutions are kinks mediating between these vacua.
In section 4, we consider the moduli space of solutions on general compact films. This
is a singular complex manifold of complex dimension 2N + 1 − g, where N is the number of
Skyrmions, and g is the genus of the film. It admits a natural resolution given by a certain
moduli space of semi-local vortices in a background gauge field, which we describe. We give
a direct construction of the moduli space of these vortices (at least for sufficiently high vortex
number) using a ‘dissolving vortex’ limit.
In Appendix A we collect some basic results (possibly of general interest) regarding two-
dimensional nonlinear sigma models with target a symplectic manifold in the presence of a
background gauge field for a Hamiltonian group action on the target space. In particular, we
observe that the BPS energy bound for models of this type is given by the pull back of the
equivariant symplectic form on the target space evaluated on the funadamental class of the two-
dimensional domain. This clarifies the geometrical meaning of the terms that appear in the
context of magnetic Skyrmion models.
2. Magnetic Skyrmions on curved thin films at critical coupling
2.1. An effective description of chiral magnetism from torsional geometry
In [5], it was realised that the theory of planar micromagnetic thin films with DM interaction
could be captured by the theory of a two-dimensional sigma model with target space the sphere
1This is in contrast to some other models of Skyrmions on curved thin films, which generate the DM interaction
as a kind of fictional force using the geometry (see [8], for example).
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in the background of a particular SO(3) gauge field.
To understand why this is a worthwhile approach, we should recall first that, in the micro-
magnetic regime, the magnetisation field (divided by the saturation magnetisation) is a true unit
vector field, m, in three dimensions. Hence, it is acted on naturally by the covariant derivative
associated to an orthogonal connection (the connection should be orthogonal so that it preserves
the unit length property) on the tangent bundle of a Riemannian three-manifold (usually R3
or a domain thereof). It becomes clear that chiral interactions can be effectively modelled by
allowing the connection to have torsion.
As a very simple illustration of this, one can approximate the magnetisation field in the helical
phase of a chiral magnet in R3 to be a solution to the first order equations
∂1m
a = −1abmb
∂2m
a = 0
∂3m
a = 0,
where a, b = 1, 2, 3. This can be written
dAm = 0
where dA is the covariant derivative associated to the affine connection A with components
Aab ≡ 1abdx1. (1)
in Cartesian coordinates. (Here and throughout we will use ≡ to denote equality modulo gauge
transformations – that is, local coordinate transformations.)
In general, an orthogonal connection A on the tangent bundle of a Riemannian manifold M
can be characterised by its contorsion tensor
K := A− Γ ∈ Ω1(M, so(3))
where Γ is the Levi-Civita connection (the unique torsion-free orthogonal connection). In Carte-
sian coordinates on flat R3, the components of the Levi-Civita connection vanish. In the case
of the connection defined in (1), the contorsion tensor in the given Cartesian coordinates is sim-
ply Kab ≡ 1abdx1. In what follows, this contorsion tensor will determine the antisymmetric
exchange interaction of the theory.
Another natural gauge covariant object that one can associate to a connection A is its cur-
vature. In general, the curvature of A can be given in terms of K as
F (A) = F (Γ +K)
= F (Γ) + dΓK +
1
2
[K,K].
To see how the DM interaction is related to the choice of K we consider the following. In
three dimensions, the micromagnetic energy density functional should take the form
EA[m] = |dAm|2 + V (m)
where dA is the covariant derivative and V is a choice of potential. Now, writing Greek indices
for vector indices and Latin indices for matrix indices for the adjoint representation of so(3) 2,
we have
|dAm|2 = |dm|2 + 2Aµabmb∂µma +AµabmbAµacmc. (2)
2In three dimensions, these indices should be identified, but it is useful to keep them separate in the name of
maintaining sanity when discussing the two-dimensional theory.
3
The story makes sense for arbitrary three-manifolds, but from now on we restrict ourselves
to the (physically relevant) case that the three-manifold is R3 with its standard flat metric. In
this case, we may choose a gauge (given by Cartesian coordinates) in which A ≡ K. Thus, in
these coordinates, the contorsion tensor is precisely the tensor, sometimes called the DM vector,
defining the DM term, which is the second term on the right-hand side of (2). (The third term
on the right-hand side of (2) contributes to the effective potential energy of the theory.) It
is natural therefore to choose K to be translationally invariant, meaning that dΓK = 0. In
Cartesian coordinates {xµ}µ=1,2,3, we choose
K ≡ Kµdxµ
where Kµ are constant elements of so(3). For such choices, the fact that F (Γ) = 0 and dΓK = 0
implies that
F (A) = 1
2
[K,K],
which is also translationally invariant.
We might further restrict to connections of the form
A ≡ κOAµ TAdxµ (3)
where κ is a real number, O is an orthogonal matrix of determinant 1, and the TA form the fixed
basis for the adjoint representation of so(3) given by
(TA)ab = Aab
(of course, different choices can be made by a redefinition of O).
These connections are characterised more invariantly by their parallel transport. Given any
straight line l ⊂ R3, the parallel transport along l is given by fixed rate rotations (with frequency
given by κ) in a plane perpendicular to the line defined by acting on l with O. The rate of
rotation κ introduces a length scale into the theory.
This shows us that, in general, these connections are symmetric with respect to the subgroup
U(1) of the group SO(3) of global spatial rotations consisting of those rotations in the plane
preserved by O.
If one takes the special case O = 1, one obtains the connection known as the Cartan spiral
staircase. This leads to the usual bulk DM term, of the form κm · ∇ ×m, and will be the case
we study primarily. It is the most symmetric choice, enjoying full rotational invariance, as O = 1
preserves every plane. It is for this reason that we focus on it: it treats every tangent plane
of an arbitrary embedded two-dimensional surface in the same way. It will favour Bloch-type
Skyrmions in two-dimensions.
An interesting different choice is
O =
 0 1 0−1 0 0
0 0 1
 (4)
which would give an ‘interfacial’ DM term on reduction to the two-dimensional (x1, x2) plane.
This choice would favour Ne´el-type Skyrmions on that plane.
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Now, if Kµ = κO
A
µ TA, then
F (A)µν = 1
2
[Kµ,Kν ]
=
κ2
2
ABCO
A
µO
B
ν TC
=
κ2
2
µνλO
λCTC .
Here we raise and lower Greek indices using the metric on R3, which is just δµν in these coordi-
nates. We then see that
∗F (A)µ = κ2OAµ TA
= κKµ. (5)
This implies, after a similar computation, that
d†AF (A) = κ2K, (6)
so that A is not a solution to the Yang–Mills equation, instead obeying a kind of non-Abelian
Proca equation.
We also observe that, for κ 6= 0, there is no adjoint Higgs field Φ such that F (A) = ∗dAΦ,
which is to say that A does not form part of a BPS monopole solution. This follows because the
BPS equation implies that
d†AF (A) = ∗[F (A),Φ]
which gives, using (5) and (6),
κ2K = κ[K,Φ]
which can’t be solved componentwise in so(3) for κ 6= 0.
Let us note briefly that while it is usually natural to impose translation invariance, rotationally
covariant choices of connection are not the only interesting ones. Indeed, magnetic materials are
often not isotropic in this way. An interesting example of this was studied recently in [7].
2.2. The critical micromagnetic energy functional on curved thin films
Let us consider a thin film in R3, which we idealise as a smoothly embedded two-dimensional
surface
i : Σ ↪→ R3.
The Euclidean metric g on R3 induces a metric gΣ := i∗g on Σ. In two dimensions, a metric
induces a complex structure, so we may regard Σ as a Riemann surface with complex structure
jΣ and compatible metric gΣ. We write N = N
µ∂µ for the unit normal vector field to Σ ⊂ R3,
and
n =
N1 + iN2
1 +N3
: Σ→ CP 1 (7)
for the corresponding Gauss map.
The metric connection A on TR3 induces an orthogonal connection
A := i∗A
on the pullback bundle i∗TR3 → Σ, the restriction of the tangent bundle of R3 to Σ. This is
a topologically trivial vector bundle of rank 3 on Σ. We refer to [6] and to Appendix A for
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comments on the model for a general connection. We will specialise from now on to the case
that A is the spiral staircase connection, so that
A ≡ κTµdiµ
where iµ = i∗xµ are the components of the map i.
We consider the natural energy functional for the sigma model
EA[m] =
1
2
∫
Σ
∗ (|dAm|2 + V (m)) (8)
where V is a local potential energy function, ∗ is the Hodge star on (Σ, gΣ) and | · |2 denotes the
square norm given by the combination of g−1Σ and the dot product of vectors. To relate (8) to a
two-dimensional micromagnetic energy functional, so as to understand the role of the connection
A, we expand
|dAm|2 = |dm+A(m)|2
= |dm|2 + 2(A(m),dm) + |A(m)|2 (9)
where the brackets (·, ·) denote the metric induced by the combination of g−1Σ and the dot product
of vectors. The meaning of the first term on the right-hand side of (9) is clear: it is the usual
symmetric exchange interaction. What about the other terms?
Being of zeroth order, the third term on the right-hand side of (9) contributes to the effective
potential energy of the theory. To see what it is, it suffices to work locally on Σ. Let (x, y) be
coordinates on a local patch U ⊂ Σ such that the embedding i takes the local form
i(x, y) = (x, y, f(x, y)) (10)
for f : U → R a smooth real function (for sufficiently small U , such local coordinates always
exist, possibly after rotating the target space). The metric gΣ takes the local form, writing
∂xf = fx and ∂yf = fy,
gΣ|U = (1 + f2x)dx2 + 2fxfydxdy + (1 + f2y )dy2
(as usual, the juxtaposition of basis 1-forms denotes the symmetric product) so that the inverse
is
g−1Σ |U =
1
1 + f2x + f
2
y
(
(1 + f2y )∂
2
x − 2fxfy∂x∂y + (1 + f2x)∂2y
)
.
The unit normal vector to i[U ] in R3 has the form
N = Nµ∂µ =
∂3 − fx∂1 − fy∂2√
1 + f2x + f
2
y
. (11)
We also have
A|U = κTµdiµ
= (T1 + fxT3)dx+ (T2 + fyT3)dy.
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Direct computation then reveals that, on U ,
|A(m)|2 = κ2
(
1 +
1
1 + f2x + f
2
y
(
f2xm
2
1 + f
2
ym
2
2 +m
2
3 − 2fxm1m3 − 2fym2m3 + 2fxfym1m2
))
= κ2
1 +
 1√
1 + f2x + f
2
y
(m3 − fxm1 − fym2)
2

= κ2
(
1 +m2N
)
(12)
where mN := m · N is the normal component of the magnetisation field. Thus, the connec-
tion A induces a term in the effective potential which favours the tangential alignment of the
magnetisation (it is an easy plane contribution).
A similar computation reveals that the second term on the right-hand side of (9) is the
standard DM term, 2κm · ∇ ×m, where ∇× here denotes the tangential curl.
As shown in [5, 6] and recalled in Appendix A, there is a very special choice of potential for
which the theory admits a so-called ‘Bogomolny rearrangement’. The choice is
Vcrit(m) = −2(∗F (A))BmB
= −2κ2mN , (13)
where we have identified the tangent spaces to M with so(3) to view m as an so(3)-valued object
mBTB . To verify the second equality it again suffices to work locally. Again, suppose that the
embedding i takes the local form of (10), determined by a function f . Then we have, using (5),
F (A) = i∗F (A)
=
κ2
2
i∗(AµνTAdxµ ∧ dxν)
= κ2(T3 − fxT1 − fyT2)dx ∧ dy
= κ2NµTµ
√
1 + f2x + f
2
y dx ∧ dy
= κ2NµTµωΣ
where
ωΣ =
√
1 + f2x + f
2
y dx ∧ dy
is the Riemannian volume form on Σ (the quantity under the square root is the determinant of
the metric gΣ). Thus, ∗F (A)B = κ2NB , so
∗(F (A))BmB = κ2mN
as claimed. This contribution to the potential resembles a Zeeman term for an applied magnetic
field normal to the thin film.
The overall effective potential, combining Vcrit and the zeroth order contribution (12) from
|dAm|2, is
κ2(1 +m2N )− 2κ2mN = κ2(1−mN )2.
This favours the alignment of the magnetisation with the normal vector to the surface. It is
sensitive to the orientation of the surface.
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The critically coupled energy functional can therefore be written as
Eκ(m) =
1
2
∫
Σ
∗ (|dAm|2 + Vcrit(m))
=
1
2
∫
Σ
∗ (|dm|2 + 2κm · ∇ ×m + κ2(1−mN )2) (14)
where, as previously mentioned, the curl is the tangential curl.
Some comments on (14) can be made.
• The energy functional Eκ is the natural generalisation of the functional of [5] to curved
films. In fact, in [5], a family of energy functionals on planar films was given, parameterised
by U(1). Different members of this family can be produced by starting with different three-
dimensional contorsion tensors which are symmetric under rotations in the plane parallel
to the embedded planar film. The spiral staircase connection is one such choice, another
is the example given in (4). A general curved film has no global symmetry and so we do
not naturally obtain a continuous family of models in our more general setting.
• The theory has a gauge symmetry, given by SO(3) gauge transformations of A and m.
From a three-dimensional perspective, this is related to invariance under local coordinate
transformations, but in two dimensions we may view it as an abstract gauge symmetry.
Both |dAm|2 and Vcrit(m) are separately invariant under these gauge transformations, al-
though the decomposition of (14) into a gradient energy, DM energy and effective potential
energy is not invariant. Notice that, because A has curvature, it is not possible to set A ≡ 0
and so remove the DM term using a smooth gauge transformation.
• It is not necessarily obvious that Eκ is bounded below, because the DM interaction term
(and Vcrit) can be negative. However, we show in subsection 2.3 that it is bounded below
(on compact films) by a topological energy contribution.
• The energy functional Eκ depends on the single real parameter κ, which introduces a length
scale 1κ into the theory. If κ = 0, then the model becomes the basic sigma model, which is
conformally invariant and does not see the extrinsic geometry of the thin film. If one takes
κ → ∞, then the potential energy dominates and one expects solutions to be normal to
the film almost everywhere. In general, 1κ is the Skyrmion size, measuring the length scale
over which a configuration deviates from the normal field.
• In the case that κ 6= 0, the theory is highly sensitive to the extrinsic geometry of the thin
film Σ ↪→ R3. This is unusual for soliton models, which often depend on intrinsic, but not
extrinsic, geometry.
This idea is clearly illustrated by consideration of the configuration m = N. One might
expect this to be a good ‘ground state’ for the theory. After all, it has mN = 1 and so
minimises the potential energy κ
2
2
∫
Σ
∗(1 −mN )2. However, its gradient energy density is
generally non-zero, being given by
1
2
|dN|2 = 1
2
(ρ21 + ρ
2
2) = 2H
2 −G
where ρ1, ρ2 are the principal curvatures of the embedded thin film, H =
1
2 (ρ1 + ρ2) is the
(extrinsic) mean curvature of the film, and G = ρ1ρ2 is its (intrinsic) Gaussian curvature.
Here we have used that dN is the shape operator of the embedded surface Σ and has
eigenvalues ρ1, ρ2.
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The DM energy density for the normal vector field is a total derivative and so the DM
energy vanishes on compact surfaces. Then the overall energy of the configuration m = N
on a compact Riemann surface Σ of genus g is
Eκ(N) =
∫
Σ
∗ (2H2 −G)
= 2
∫
Σ
∗(H2) + 4pi(g − 1)
= 2
∫
Σ
∗(H2 −G) + 4pi(1− g) (15)
where we have used the Gauss–Bonnet theorem to find the second equality, and we have
added and subtracted 2G and used the Gauss–Bonnet theorem to find the third equality.
Notice that this does not depend on the parameter κ. This result pre-empts part of
the discussion of subsection 2.3 – the Bogomolny argument given there might be viewed
as a natural generalisation of these ideas about the curvature of embedded surfaces. In
particular, we see that if H2 = G, which is true for the round 2-sphere, then the Gauss
map minimises the energy within its topological class (the degree of the Gauss map is 1−g)
and so it will give us a Skyrmion solution in the sense of subsection 2.3.
Let us remark that the value of the energy functional (15) for N gives rise to a functional
on the space of smooth embeddings Σ ↪→ R3 (which one may subject to some further con-
straints). Interpreted in this way, it is a natural energy functional which is well-studied in
the context of elastic membranes (see [11], for example). Allowing for noncompact surfaces,
solutions to the corresponding Euler–Lagrange equations include minimal surfaces, which
have H = 0.
2.3. The Bogomolny equation and magnetic Skyrmions
The purpose of choosing the critical potential Vcrit is, as shown in [6] and in Appendix A,
that one can rearrange the energy functional as follows (note that this rearrangement can be
made for any choice of connection A). One has
1
2
∫
Σ
∗ (|dAm|2 + Vcrit(m)) = ∫
Σ
∗|∂¯Am|2 +
∫
Σ
(m∗ωS2 + d(m ·A)) , (16)
where ωS2 is the standard symplectic form on the target 2-sphere with area 4pi, and by m ·A we
mean mBA
B
µ dx
µ. Here,
∂¯Am :=
1
2
(dAm+ JS2 ◦ dAm ◦ jΣ)
where jΣ is the complex structure on Σ induced by its metric, and JS2 is the standard complex
structure on the target sphere. Locally, thinking of m as a unit three-vector m, this has a
component
(∂¯Am)1 =
1
2
(D1m + m×D2m) (17)
where Dk is the k
th component of dA in local conformal coordinates on Σ, and the second local
component of ∂¯Am is not independent.
Note that the second integral on the right-hand side of (16) is topological (on a compact
surface or with reasonable boundary conditions): it is the sum of 4pi times the Skyrmion number
(the degree N of the map m) and an integrated ‘vorticity’, which vanishes on closed surfaces.
We give a more precise understanding of this topological energy, as a pairing in equivariant
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(co)homology, in Appendix A. It has been argued in [5] and elsewhere that the integrated
vorticity contribution should be removed.
The rearrangement (16) implies that the energy within a topological class is minimised for
solutions of the first order Bogomolny equation
∂¯Am = 0. (18)
The main aim of this note is to understand the solutions to this equation, which we abuse
language to call (magnetic) Skyrmions, and their moduli. The energy of solutions to this equation
is 4piN , linear in the Skyrmion number N , at least when the boundary term vanishes. This linear
dependence of the energy on the topological degree is typical for solutions to Bogomolny equations
in BPS models.
The cross product in (17) is often inconvenient to deal with, and so it is useful to change into
coordinates in which JS2 is simply i. We do this by stereographic projection of the sphere to the
extended complex plane, which carries a natural complex coordinate
v :=
m1 + im2
1 +m3
.
In this coordinate, the Bogomolny equation becomes
∂¯v = −A0,1(v) (19)
where A0,1 is the (0, 1) part (that is, the part proportional to dz¯ for z a complex conformal
coordinate on Σ) of the connection A. Of course one can not truly escape the nonlinearity
inherent to equation (18). Here it is tied into the action of A0,1 on v, which is not a linear action:
so(3) acts on the Riemann sphere by linearised (real) Mo¨bius transformations, or equivalently
by (real) holomorphic vector fields. A particular advantage of this coordinate choice is that it
allows us to use the tools of complex geometry, which we exploit in subsection 2.4.
For now, let us compute the form of the Bogomolny equation in terms of the data of the
embedding i : Σ → R3. In terms of our choice of connection A ≡ κ (diµ)Tµ, the Bogomolny
equation in the form of equation (19) is
∂z¯v = −κ(∂z¯iµ)Tµ(v)
where z is a (local) conformal complex coordinate on Σ. Recall that a local complex coordinate
z is conformal if, locally,
gΣ = Ω
2(z, z¯)dzdz¯
for a real positive function Ω2, the conformal factor.
Once more, it is convenient to work in a local patch U ⊂ Σ with coordinates (x, y) such
that the embedding i takes the form of (10), determined by the single function f . Then the
Bogomolny equation becomes
∂z¯v = −1
2
κ (∂z¯(x+ iy)(T1 − iT2) + ∂z¯(x− iy)(T1 + iT2) + 2(∂z¯f)T3) (v). (20)
The obvious complex coordinate u := x+ iy on U is generally not conformal.
The question of how to produce a conformal coordinate z from a general coordinate u is
answered by Gauss’s theory of isothermal coordinates. It can be shown that a coordinate z(u, u¯)
is conformal if it obeys the Beltrami equation
∂z
∂u
= µ
∂z
∂u¯
(21)
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where (for our choice of embedding)
µ :=
f2x − f2y + 2ifxfy
2 + f2x + f
2
y + 2
√
1 + f2x + f
2
y
is the Beltrami coefficient of the metric gΣ. One may note that
f2x − f2y + 2ifxfy
2 + f2x + f
2
y + 2
√
1 + f2x + f
2
y
=
 fx + ify
1 +
√
1 + f2x + f
2
y
2
which reveals that µ = n2, the square of the Gauss map (7) (recall from (11) the form of the
unit normal vector field).
Now let us get to grips with the pieces of (20). Equation (21) implies that
∂z¯u = −µ∂z¯u¯.
Also,
∂z¯f = u¯z¯ (−µfu + fu¯) .
A computation then uncovers the fact that
−µfu + fu¯ = −n.
The only piece of the puzzle left to find is the action of the TA on the Riemann sphere
coordinate v. The action of so(3) is by (real) linearised Mo¨bius transformations, or equivalently,
by the action of (real) holomorphic vector fields. One can show that
T3(v) = −2iv
(T1 − iT2)(v) = 2i
(T1 + iT2)(v) = −2iv2.
We can now write down the Bogomolny equation in the simple form
∂z¯v = −iκu¯z¯
(−µ− v2 − 2(−µfu + fu¯)v)
= −iκu¯z¯
(−n2 − v2 + 2nv)
= iκu¯z¯ (v − n)2 . (22)
In what follows, we will compute the geometrical prefactor u¯z¯ explicitly in examples. Note that,
while we fixed the local form of u, we did not fix z, instead just asking that it solve the Beltrami
equation (21). One needs to pick a particular solution to compute u¯z¯ (this must be true, as the
left-hand side of (22) depends on the choice). However, we can say something general: direct
computation reveals that
|u¯z¯| = Ω(z, z¯)
1 + |n|2 ,
where Ω is the square root of the conformal factor Ω2.
As one would expect, this equation depends sharply on the extrinsic geometry of the thin
film. It captures the interplay in the energy functional (14) between the symmetric exchange, or
gradient, energy |dm|2 and the potential energy (1−mN )2. If the Gauss map n is holomorphic,
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then there is a natural ‘ground state’ v = n. This clearly minimises the potential energy.
In general, however, the Gauss map is not holomorphic, and the potential energy minimising
configuration v = n has too much gradient energy to be an overall energy minimiser. On the
other hand, a constant configuration (which minimises the gradient energy) generally has too
much potential energy to be a solution.
On a flat film the Gauss map is constant, and so trivially holomorphic. If one introduces a
smooth bump into the film, then the constant solution is no longer an energy minimiser and so
one expects the formation of some Skyrmion–anti-Skyrmion density in the bump. The idea that
Skyrmion density might be pinned in place by bumps in a film is familiar from [10].
Writing v˜ = v − n, the equation (22) becomes
∂z¯ v˜ = iκu¯z¯ v˜
2 + ∂z¯n
The quantity ∂z¯n is related linearly to the difference between the principal curvatures of the film.
2.4. Projective bundles, their sections, and the existence of Skyrmions
We have seen that solutions to the Bogomolny equation are sections of a particular bundle over
Σ with fibre S2 satisfying the Dolbeault-type equation (18). We will address this structure from
a complex analytic point of view. Namely, we regard these solutions as sections of a projective
line bundle (that is, a holomorphic fibre bundle with fibre CP 1), where the holomorphic structure
is determined by the operator ∂¯A (that ∂¯A defines an integrable holomorphic structure follows
simply for dimensional reasons: there are no (0, 2)-forms on a Riemann surface). We can make
some progress simply by recalling some basic, and well-known, facts about these objects.
A useful way to build projective line bundles is to take a rank 2 complex vector bundle and
projectivise its fibres (that is, we replace the linear fibre by the space of its one-dimensional
subspaces). If E is a holomorphic vector bundle of rank 2, we write P (E) for the projective line
bundle obtained by projectivising the fibres, which we call the projectivisation of E .
At the level of transition functions, projectivisation corresponds to passing along the quotient
map
GL(2,C)→ PGL(2,C),
which has kernel C∗. More precisely, the transition functions of E live in the first (Cˇech) cohomol-
ogy of the sheaf of holomorphic GL(2,C)-valued functions, while those of the projective bundle
live in the first cohomology of the sheaf of holomorphic PGL(2,C)-valued functions. Taking the
cohomology of the short exact sequence induced by the above map gives the long exact sequence
· · · → H1(O∗)→ H1(OGL(2,C))→ H1(OPGL(2,C))→ H2(O∗)→ · · ·
where by OG we mean the sheaf of holomorphic G-valued functions for a group G, and O∗ is the
sheaf of holomorphic C∗-valued functions.
We first notice that P (E ⊗ L) ∼= P (E) for any line bundle L (this is simply the fact that
multiplying the transition functions of E by C∗-valued transition functions does not affect the
projectivisation). We further see that any obstruction to lifting a projective bundle P to a vector
bundle V such that P = P (V ) lives in H2(O∗).
In our case, Σ is compact and of real dimension two and therefore H2(O∗) = 0 (one can use
the exponential exact sequence to see this). Hence, every projective line bundle on a Riemann
surfaces arises as the projectivisation of some rank 2 vector bundle (in fact, a similar argument
shows that every projective bundle on a compact Riemann surface arises as the projectivisation
of a vector bundle).
We are interested in sections of projective line bundles. Now, holomorphic sections of the
projectivisation P (E) of a vector bundle E are equivalent to holomorphic line sub-bundles of
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E – a line in a fibre of E is a point in the corresponding fibre of the projectivised bundle. In
one complex dimension, every rank 2 bundle has a holomorphic line sub-bundle (because Serre
vanishing tells us that H0(E ⊗ N) 6= 0 for a line bundle N of sufficiently high degree) and so,
independently of any details of the model at hand, we have the following basic existence result.
2.4.1 Proposition. Solutions to the Bogomolny equation (18) on a compact surface always exist.
More precisely, there exists an integer N0 such that there exist Skyrmion solutions of Skyrmion
number N ≥ N0.
Note that this implies that solutions may exist with arbitrarily high degree - one can have
arbitrarily large Skyrmion density. This is in contrast to vortices, which have some non-zero size
and so have finite maximum density. We will see in section 4 that Skyrmions can be interpreted
as particular two-flavour Abelian vortices in the limit that the vortex size goes to zero. Of
course, from a physical perspective, the continuum approximation will break down at very high
Skyrmion densities.
Notice that the proof of proposition 2.4.1 makes no reference to the choice of connection A,
which determines the holomorphic structure ∂¯A. Thus, the result holds for any choice of DM
vector (that is, any choice of three-dimensional contorsion tensor).
2.5. Emergent electromagnetism
From (16), the topological Skyrmion energy density is
Etop(m) = m∗ωS2 + d (m ·A) .
This may be interpreted as an emergent magnetic field, generated by the magnetically charged
Skyrmions. The corresponding emergent Abelian gauge potential is
a = m∗λS2 +m ·A
where dλS2 = ωS2 , so that λS2 is the usual Dirac monopole connection on the target sphere.
Under this interpretation, the Skyrmion density becomes the magnetic flux density. In this
picture, Skyrmions are the two-dimensional shadow of ‘emergent’ Dirac monopoles.
One can create or destroy Skyrmions on a thin film by passing an emergent monopole through
the film. This follows simply from flux conservation. This provides a ‘low energy’ realisation of
the Skyrmion (un)winding via monopoles, as described in [12].
A ‘UV-completion’ of this theory (to allow for films with non-zero thickness) would presum-
ably involve replacing these Dirac monopoles with BPS-type monopoles. It would be interesting
to understand possible theories of this type, and in particular to study the expected pair creation
of confined monopole-anti-monopole pairs mediating the phase transition between the Skyrmion
and helical phases [12, 13].
3. Skyrmion solutions
3.1. Skyrmions on spherical films
Solutions to the Bogomolny equation (18) on the flat plane were constructed in [5]. The next
simplest case to study is the round sphere.
The sphere is a good testing ground for these ideas due to its high degree of symmetry.
Moreover, its Gauss map is holomorphic so, as we know from (22), the Bogomolny equation will
separate and there is a good chance that we can find a general solution.
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Solutions on the sphere are also interesting in that they may provide insight into Bloch points
in three dimensions: If the Skyrmion number on the sphere is non-zero, any attempt to continue
the solution into the interior of the sphere inevitably forces one to allow the magnetisation to
go to zero at one or more points. We might therefore view these solutions on the sphere as the
two-dimensional shadow of a smooth description of Bloch points viewed from large distances.
Let
i : S2 → R3
be the standard round embedding of a sphere of radius R. In terms of Cartesian coordinates
(x1, x2, x3) on R3, we introduce a complex coordinate on the sphere:
z =
x1 + ix2
R+ x3
which is 0 at the north pole and ∞ at the south pole. The round sphere has the property that
the Gauss map is the identity map, so we may write n = z.
To write down the Bogomolny equation (22) locally, we need to compute u¯z¯ where u = x1+ix2
(recall that, in the derivation of (22), the form of u was imposed from the start - there is no
freedom in this definition). Computing the derivative reveals that
u¯z¯ =
2R2
(R2 + |z|2)2 .
This is the conformal factor of the induced metric on the sphere. That this is the case is special
to the sphere. Then, the Bogomolny equation is
∂z¯v =
2iκR2
(R2 + |z|2)2 (v − z)
2
.
This equation is separable and can be solved explicitly. The solution is
v(z, z¯) = z
(
1 +
R2 + |z|2
2iκR2 − zf(z)(R2 + |z|2)
)
,
for any meromorphic function f . Notice that if κ = 0, one is left simply with a meromorphic
function, as one should be.
If we choose 1/f = 0, then we obtain the natural ‘ground state’, v = z. This is the ‘hedgehog’
solution, where the magnetisation points radially. It is the Gauss map of the embedded sphere.
While we call this the ‘ground state’, it actually has degree 1, and so has positive energy 4pi.
If the radius is large, then, in a neighbourhood of the north pole, the Gauss map z appears
constant and zero which is the natural ground state on the plane.
If f = 1/z, we obtain
v = z
(
1 +
R2 + |z|2
2iκR2 − (R2 + |z|2)
)
= z
2iκR2
2iκR2 + (R2 + |z|2) . (23)
This is a degree zero solution with zeroes at the north and south poles. As a degree zero solution,
this configuration has zero energy and is therefore a vacuum of the theory.
It would be interesting to explore more deeply the shapes of the solutions one obtains as one
varies the free meromorphic function f and also as one varies the parameters of the model.
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(a) The ‘hedgehog’ solution. (b) The degree zero solution (23).
Figure 1: Some Skyrmion solutions on the sphere (for κ = 1), visualised in the Runge colour scheme. In this
scheme, the argument of the complex-valued function v is represented by the hue of the colour, while the
modulus is represented by the brightness (so that black corresponds to zero and white to ∞).
3.2. Skyrmions on axially symmetric films
The next step is to consider more general symmetric surfaces. Consider an axially symmetric
embedding
i(r, θ) = (r, θ, f(r))
where (r, θ) are plane polar coordinates. This becomes more complicated than the case of the
sphere because explicitly finding a good complex coordinate, and computing the function u¯z¯ in
(22), is more difficult. We compute directly, using the symmetry of the problem to simplify
matters.
Using primes to indicate derivatives with respect to r, the induced metric on the surface is
i∗g =
(
1 + f ′2
)
dr2 + r2dθ2.
The obvious complex coordinate on the surface is
u = reiθ,
which is generally not conformal. We introduce another complex coordinate
z = r˜eiθ
where r˜ is a function of r only. For this to be compatible with the complex structure on the
surface induced by the embedding, we must have
i∗g = Ω2(z, z¯)dzdz¯
for some conformal factor Ω2. We see that
dzdz¯ = r˜′2dr2 + r˜2dθ2,
which is conformal to i∗g if
r˜′ =
√
1 + (f ′)2
r
r˜
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with conformal factor
r2
r˜2
.
With this knowledge, we can write down the Bogomolny equation (22). On the left-hand side
we have
∂
∂z¯
v =
1
2
r
r˜e−iθ
(
1√
1 + (f ′)2
∂
∂r
+
i
r
∂
∂θ
)
v.
On the right, we compute
u¯z¯ =
∂
∂z¯
reiθ
=
1
2
r
r˜
2
1 + |n|2
leaving us with
1
2
r
r˜e−iθ
(
1√
1 + (f ′)2
∂
∂r
+
i
r
∂
∂θ
)
v = iκ
r
r˜
1
1 + |n|2 (v − n)
2
.
We can cancel the unknown rr˜ from both sides, giving(
1− |n|2
1 + |n|2 ∂r +
i
r
∂θ
)
v = ie−iθ
2
1 + |n|2 (v − n)
2
. (24)
In general, the Gauss map n is not holomorphic and so v = n is not a solution in general.
However, if the film is asymptotically conical, so that ∂rn→ 0 as r →∞, then one expects there
to be solutions which slowly approach the Gauss map v(r) → n as r → ∞ by virtue of the 1r
suppression of the angular derivative.
The equation (24) is not easy to solve in general. The complication, compared to the case
of the sphere, is that the Gauss map is not holomorphic and so the equation does not separate.
However, we can make explicit progress by looking for axially symmetric solutions for particularly
simple choices of f .
First, let us make the symmetric ansatz
v = h(r)eipθ
for p an integer and h a complex-valued function (it is too much to ask that h be real, as we do
not expect solutions to point radially everywhere). Substituting this into (24), we have(
1− |n|2
1 + |n|2h
′(r)− p
r
h(r)
)
eipθ = iei(2p−1)θ
2
1 + |n|2 (h(r)− |n|)
2
,
where we have used the axial symmetry of the Gauss map. We see immediately that this can
only be solved for p = 1. In this case, we have
1− |n|2
1 + |n|2h
′(r)− 1
r
h(r) = i
2
1 + |n|2 (h(r)− |n|)
2
. (25)
The simplest example outside of the plane and the sphere is to take f = ar, for a real non-
zero constant a. This describes a cone. Then |n| = a
1+
√
1+a2
does not depend on r. In this case
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the equation (25) can be solved exactly, for any choice of a. In general the solution involves
(modified) Bessel functions of the first and second kind of orders determined by a.
For simplicity, we reproduce the solution here only for the value a =
√
3, corresponding to
an apex angle of pi/3. The solution is
hc(r) =
1
2
√
233/4
√−ir (cI3 (2√2 4√3√−ir)−K3 (2√2 4√3√−ir))
×
(
2cI2
(
2
√
2
4
√
3
√−ir
)
+
4
√
3
√
2c
(√
3− 2ir) I3 (2√2 4√3√−ir)√−ir + 2cI4
(
2
√
2
4
√
3
√−ir
)
(26)
+ 2K2
(
2
√
2
4
√
3
√−ir
)
−
4
√
3
√
2
(√
3− 2ir)K3 (2√2 4√3√−ir)√−ir + 2K4
(
2
√
2
4
√
3
√−ir
))
,
where c is the constant of integration, which we allow to be complex, the Iα are the modified
Bessel functions of the first kind and the Kα are the modified Bessel functions of the second
kind (note that the arguments of these functions in the solution are complex, so it would be
equally reasonable to write the solution in terms of the usual Bessel functions). Introducing
ξ = 2
√
2 4
√
3
√−ir, the solution takes the slightly more compact form:
1√
3ξ (cI3(ξ)−K3(ξ))
(
2cI2(ξ) + c
(
12
ξ
+ ξ
)
I3(ξ) + 2cI4(ξ)
+ 2K2(ξ)−
(
12
ξ
+ ξ
)
K3(ξ) + 2K4(ξ)
)
.
One can compute the limit of these solutions as r →∞, finding that
lim
r→∞hc(r) =
1√
3
= |n|,
so that the magnetisation tends towards the Gauss map as r → ∞, as expected. Despite
this, one should note that these solutions do not have finite energy - the solution does not
tend to the normal fast enough and there is an infinite contribution to the energy from the
integrated vorticity. In spite of this, we provide a short study of these solutions as they may
provide a model for solutions on bumps in thin films and they exhibit an interesting confinement
phenomenon. Moreover, it has been suggested in [5] that it is correct to remove the integrated
vorticity contribution. If one does this, the solutions we find on the cone have finite energy.
We define the radial Skyrmion density
d(r) :=
h′h¯+ hh¯′
(1 + |h|2)2 .
This is the quantity such that the ‘Skyrmion number’ N (which may not be well-defined as an
integer in this non-compact case) is the integral
∫
d(r) dr. In Figure 2b, we plot d against r (in
general, r is not the right coordinate to use, but for the cone it differs from the radial distance
along the cone just by a scaling), and see that the solution describes a band of Skyrmion–anti-
Skyrmion density around the tip of the cone.
To understand how the solution varies as one varies the modulus c, we plot in Figure 3 the
negative of the normal component of the magnetisation vector field, −mN , against r for several
values of c.
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(a) The solution at c = 0.1, visualised in
the Runge colour scheme.
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(b) The radial Skrymion density d of the
solution at c = 0.1 plotted against r.
Figure 2: Visualisations of the solution (26) at c = 0.1. The solution describes a ring of
Skyrmion–anti-Skyrmion density around the tip of the cone.
1 2 3 4 5
r
-1.0
-0.5
0.5
1.0
-mN
(a)
1 2 3 4 5
r
-1.0
-0.5
0.5
1.0
-mN
(b)
1 2 3 4 5
r
-1.0
-0.5
0.5
1.0
-mN
(c)
1 2 3 4 5
r
-1.0
-0.5
0.5
1.0
-mN
(d)
Figure 3: The negative normal component of the magnetisation field, −mN , against the radial distance r for
axially symmetric solutions of the form (26) on the cone of slope a =
√
3 at various values of the parameter c:
(a) c = 0, (b) c = 0.1, (c) c =∞, and (d) c = −i.
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Among the values we have plotted are the two special values c = 0 and c = ∞. The case
of c = 0 describes the natural ‘ground state’, where the system remains as close as possible to
the normal vector field (note that at r = 0, the ‘normal’ would point straight along the axis of
the cone, which corresponds – for the cone angle we have chosen – to mN = 0.5). We have also
plotted the case of c = 0.1, which can be compared to Figure 2.
On the other hand, the solution for c = ∞ describes a pointlike Skyrmion at the tip of the
cone (again, a value of mN = −0.5 at r = 0 implies that the field points along the axis of the
cone in the ‘anti-normal’ direction there). This is the special case in which the radius of the ring
of Skyrmion density goes to zero.
It was demonstrated in [10] that Skyrmions can be pinned in place by bumps in a thin film. It
would be desirable to take our analysis further, by studying the theory on a smooth, asymptoti-
cally Euclidean ‘bump’. Unfortunately, reasonable choices of bump lead to Bogomolny equations
that seem to be very difficult to solve. One could instead try to make progress numerically,
although we do not do so here.
3.3. Skyrmions on cylindrical films
Perhaps more interesting than the case of conical films is that of cylindrical films. The
parameterisation that we used above does not naturally allow for cylindrical films, so we treat
them separately here. Skyrmions on cylinders may be of interest in the study of nanowires.
A symmetric embedding of a cylinder in R3 around the x3-axis takes the form
i(t, θ) = (R cos θ,R sin θ, t)
where t ∈ R, θ ∈ [0, 2pi) and R is a positive constant. The induced metric on the film is
gΣ = dt
2 +R2dθ2.
The local complex coordinate z = t+ iRθ is then conformal.
A short computation, along the lines of those we have already carried out, reveals that the
Bogomolny equation (19) is
∂v
∂t
+
i
R
∂v
∂θ
= ie−iθ
(
v − eiθ)2 .
Note that the Gauss map of the cylinder is n = eiθ, so this equation takes a similar form to those
we have seen previously.
Again making the axial ansatz v = h(t)eiθ, we find the separable equation
h′(t) =
1
R
h(t) + i(h(t)− 1)2
which can be solved to give
hc(t) =
i
√
1− 4iR
2R
tanh
(
1
2
(√
1− 4iR (c+ t/R)
))
+
i
2R
+ 1 (27)
which depends on the complex parameter c. This describes a ‘kink’, mediating between the
asymptotic constant solutions
h± =
1
2R
(
i + 2R± i√1− 4iR
)
(28)
which solve the t-independent Bogomolny equation
1
R
h+ i(h− 1)2 = 0.
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Notice that these asymptotic solutions do not describe the Gauss map for finite R. Because
the ‘asymptotic boundary’ of the cylinder at t → ±∞ has finite length 2piR, this does not
necessarily cause issues when evaluating the energy contribution of the integrated vorticity. The
t-independent solutions (28) are true vacua: they have vanishing Skyrmion density and the
integrated vorticity vanishes, as the contribution from each end of the cylinder cancels, and so
have zero energy. This occurs in spite of the fact that they have positive potential energy and
gradient energy, because the DM energy contributes negatively.
The complex modulus c controls the position and shape of the kink. In Figure 4, we plot
some solutions and their Skyrmion density profiles.
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Figure 4: The figures (a) and (b) are plots of the real (solid line) and imaginary parts (dashed line) of hc(t) at
c = 0 and c = i respectively for R = 1. Figures (c) and (d) are the corresponding plots of Skyrmion density d
against t for the solutions h0 and hi respectively. Notice that changing c moves the centre of the kink and
changes its shape.
By evaluating the integrated Skyrmion density and integrated vorticity, one can compute
the energy of a Skyrmion kink solution. One finds that it is finite and does not depend on c.
However, it depends on the radius R of the cylinder.
Indeed, by examining the solution (27), one can see that for large R, the integrated Skyrmion
density goes like 1/
√
R (note that the asymptotic solution as R→∞ is the Gauss map which has
no Skyrmion density), while the integrated vorticity goes like
√
R (it behaves like R(h+ − h−)).
One can further compute the constants, and finds that the integrated Skyrmion density has
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leading term
4pi
2√
R
as R→∞, while the integrated vorticity has leading term
4pi
√
R
2
as R→∞. (Recall that we are working in units where the Skyrmion size 1κ has been set to one.)
4. The moduli space of Skyrmions and its resolution
4.1. The moduli space of Skyrmions
One of the crucial facts about the critically coupled model is that it admits a moduli space of
degenerate energy minimising solutions within each topological class. These moduli include the
positions of the basic Skyrmions (which exert no net force on each other at critical coupling) as
well as certain internal ‘orientational’ moduli.
The moduli space of solutions to the Bogomolny equation (18) is the space of sections of a
(topologically trivial) projective bundle with holomorphic structure determined by A0,1. Let us
restrict to the case that Σ is compact without boundary. An index theory argument shows that
the component of the moduli space corresponding to sections of degree N has expected complex
dimension
2N + 1− g
where g is the genus of Σ. This is the same as the expected dimension of the space of meromorphic
functions on Σ.
The moduli space of sections of a projective bundle contains singular points, at which the
section degenerates to one of lower degree. From the point of view of Skyrmions, these singular-
ities are points at which a Skyrmion shrinks to zero size and disappears. The aim of this section
is to resolve these singularities.
4.2. Semi-local vortices in a background
To resolve the singularities of the moduli space we may use the idea, well-known in the
literature of high energy physics, of realising a nonlinear sigma model as a certain strong coupling
limit of a gauge theory with linear Higgs fields. The Skyrmions of the nonlinear theory are then
the limits of vortices in the gauge theory. The vortices of the gauge theory have a well-defined
size and a non-singular moduli space. We may, at least formally, do computations on the vortex
moduli space and then take the strong coupling limit to find information about the Skyrmion
theory.
From a two-dimensional perspective, the theory we consider is an Abelian gauge theory with a
pair of complex scalar Higgs fields coupled to a background gauge potential for the SU(2) flavour
symmetry, which rotates the scalar fields among themselves. However, just as before, our theory
has a three-dimensional origin - really the two scalar fields arise as the restriction of a spinor field
in three dimensions and the background gauge field comes from a spin connection with torsion.
The coupling to this connection and the relation to the theory of magnetic Skyrmions are the
only potential novelties in the following discussion.
Let M be a three-dimensional Riemannian manifold. To define the vortex theory we will
replace the magnetisation vector field m with a spinor on M . To do this, we assume that M is
oriented and let S →M be a spinor bundle. This is a Hermitian complex vector bundle of rank
2, with vanishing Chern class.
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We again let i : Σ ↪→ M be an embedded thin film. We introduce a Hermitian complex
line bundle L → Σ and define E := i∗S ⊗ L. The fields of our gauge theory are then a section
Ψ ∈ Γ(E) and a U(1) connection a on L. The background SO(3) connection A can be lifted to
an SU(2) connection on i∗S which we also call A. We may then form the tensor product U(2)
connection
A⊗ 1 + 1⊗ a
on E, which we write as A+ a.
We introduce the energy functional
EA,e2 =
1
2
∫
Σ
∗
(
|dA+aΨ|2 + 1
e2
|F (a)|2 + e2(v2 − |Ψ|2)2 − ∗2Ψ†F (A)Ψ
)
.
This functional depends on two positive real parameters: the ‘saturation magnetisation’ |v|,
which may as well be set to 1, and the gauge coupling constant e2 (which may be thought of as
a choice of inner product on the Lie algebra of U(1)).
A well-known rearrangement (see Appendix A) shows that, up to boundary terms,
EA,e2 =
∫
Σ
(
|∂¯A+aΨ|2 + 1
e2
|F (a)− ie2(v2 − |Ψ|2)|2
)
+
∫
Σ
iv2F (a).
Thus, the energy is minimised within a topological class by solutions to the vortex equations
∂¯A+aΨ = 0 (29)
∗F (a) = ie2(v2 − |Ψ|2). (30)
Exact solutions to equations of this type are usually very hard to come by. However, the moduli
space of solutions to the analogue of these equations with A = 0, in the case that E is replaced
with an arbitrary sum of line bundles (the case of Abelian semi-local vortices), is well-studied,
as is the case in which A is dynamical and E is general (the case of non-Abelian vortices).
The moduli space is a Ka¨hler manifold. A simple index calculation, using the Riemann–Roch
theorem, tells us that the expected complex dimension of the moduli space is
c1(E)[Σ] + 2− 2g + (g − 1) = 2NL + 1− g
where c1(E) is the first Chern class of E, NL is the degree of L, and g is the genus of Σ.
If one takes the strong coupling limit e2 →∞, any finite energy configuration must obey
v2 = |Ψ|2,
which requires that Ψ takes values in a three-sphere. In this limit, the Abelian gauge field a
decouples. When we take the quotient by the U(1) gauge group we are left with a nonlinear
sigma model into
S2 = S3/U(1),
the Higgs branch of vacua of the gauge theory. The theory that results is precisely the critical
magnetic Skyrmion theory (indeed, this point of view on the Skyrmion theory is exactly that of
subsection 2.4).
The vortex theory at finite e2 is such that the moduli space resolves that of magnetic
Skyrmions. In particular, the vortex moduli space is non-singular and, if Σ is closed, closed.
Vortices have a size, they take up an area proportional to
1
v2e2
,
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as can be seen by integrating (30) over the surface Σ. In the limit e2 →∞, this goes to zero.
We can construct the vortex moduli space, as a manifold, by using instead the ‘dissolving
vortex’ limit (see [14, §7] and [15]). One may think of this as the weak coupling limit, where
e2 → 0, although one must be careful to enforce the topological constraints of the Bogomolny
equations. To do this, we first fix the vortex number N and introduce v˜2 = v2 − 2piNe2vol(Σ) so as
to rewrite the equations (29), (30) as
∂¯A+aΨ = 0
∗F (a)− 2piiN
vol(Σ)
= ie2(v˜2 − |Ψ|2).
Integrating the second of these equations tells us that, for any e2 6= 0,∫
Σ
∗|Ψ|2 = v˜2vol(Σ).
It turns out that the system remains well-behaved as e2 → 0 [14]. In this limit, the vortex
equations become the dissolving vortex equations:
∂¯A+aΨ = 0 (31)
∗ 1
2pii
F (a) =
N
vol(Σ)
(32)
1
vol(Σ)
∫
Σ
∗|Ψ|2 = v˜2. (33)
So solutions consist of projectively flat line bundles (L, a) equipped with a normalised holomor-
phic section Ψ of the holomorphic bundle (S ⊗ L, (A ⊗ a)0,1). We expect that, as a complex
manifold, the moduli space of dissolving vortices is isomorphic to the moduli space of vortices at
positive e2. Of course, these spaces come with a natural Riemannian structure, which does vary
with e2.
Let us construct the moduli space of dissolving vortices. First, there is a one-to-one cor-
respondence between projectively flat line bundles on a Riemann surface and holomorphic line
bundles on the surface, modulo equivalence. Letting PicN (Σ) be the Picard group, the moduli
space of holomorphic line bundles on Σ of degree N , which is a torus of complex dimension g,
we form the universal holomorphic bundle
VN → Σ× PicN (Σ)
which has as fibre over Σ× {L} the bundle S ⊗L, where S is the pulled back spinor bundle i∗S
with holomorphic structure defined by A0,1. We fix the bundle VN by choosing a point x ∈ Σ
and asking that VN |{x}×PicN (Σ) be trivial.
Regarding VN as a locally free sheaf, we may push it forward along the projection map
p : Σ× PicN (Σ)→ PicN (Σ). If N is sufficiently large, Serre vanishing tells us that the resulting
sheaf is locally free of constant rank
2N + 2− 2g
(explicit bounds on N may be accessible if one computes the holomorphic type of S). In this case,
the pushforward defines a vector bundle over PicN (Σ) with fibre over L the space of holomorphic
sections of S ⊗ L.
To impose the normalisation condition (33) and to take the quotient of the action of gauge
transformations on Ψ, we should take the projectivisation of this vector bundle. The moduli
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space is then the total space of the corresponding projective bundle. Provided N is sufficiently
large, this is a compact complex manifold of dimension
2N + 1− g
as we expected.
In the case that g = 0, this construction is particularly simple. In that case, the Picard group
is a point and the moduli space is simply
CP 2N+1.
Notice that this resolves the moduli space of rational maps, which is
CP 2N+1 −∆
where ∆ is the resultant hypersurface, consisting of rational maps which degenerate to a lower
degree map.
Note that, at least for N sufficiently large relative to g, the background connection A does
not affect the resolved moduli space, at least as a manifold.
5. Conclusions
Modelling chiral interactions in magnetic materials by coupling the magnetisation field to a
metric connection with torsion is mathematically natural and leads straightforwardly to standard
DM-type interaction terms. Using this idea to understand Skyrmions on magnetic thin films
leads us to the viewpoint of [5], thinking of the chiral energy functional as that of a sigma model
coupled to the background torsional gauge field. In this note, we have taken this idea further by
picking a physically natural torsional connection in three dimensions and restricting it to general
curved thin films.
The further great insight of [5, 6] was that, by picking a special potential function, one
obtains a BPS-type theory. We have shown that solutions to the corresponding Bogomolny
equation always exist on general compact thin films. Moreover, we have seen that, in certain
symmetric cases, the Bogomolny equation can be solved exactly. It would be interesting to
explore these exact solutions in greater depth, and to expand the class of films on which exact
solutions are known.
While magnetic Skyrmions are usually sufficiently large to be treated classically, there has
been interest in very small Skyrmions where quantum effects become important (see [16, 17],
for example). In constructing the resolved moduli space of Skyrmions, we have taken the first
step towards understanding the low energy quantum dynamics (and thermodynamics) of BPS
Skyrmions on curved films. In general, classical Skyrmion dynamics is governed by the Landau–
Lifshitz–Gilbert equation, which combines Hamiltonian and dissipative dynamics. At sufficiently
low energies, the dissipative contribution disappears and one is left with (trivial) Hamiltonian
dynamics on the moduli space. Hence, the geometric quantisation of the moduli space captures
the low energy quantum dynamics of these BPS Skyrmions. Formally, one can do exact com-
putations on the vortex moduli space of section 4 at finite gauge coupling e2 and then take the
limit e2 →∞ to obtain information about Skyrmions.
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Appendix A. Nonlinear sigma models in a background gauge field
We recall some aspects of the theory of sigma models in a background gauge field. The
general set up is as follows. Let G be a compact Lie group with Lie algebra g with a given
Killing form. Let (X,ωX) be a symplectic manifold with a compatible almost complex structure
JX . Let X carry a Hamiltonian G-action. Physically, X will be the target space and G will be
the gauge group.
Associated to the Hamiltonian action of G on X is an equivariant moment map
µ : X → g∨
with the (defining) property that the equivariant 2-form
ωX − µ ∈ Ω2G(X)
is equivariantly closed [18], which is to say that
dµ(ξ) = ω(vξ)
for all ξ ∈ g, where vξ is the fundamental vector field on X associated to ξ. Hence, ωX − µ
determines a class [ωX − µ] in the equivariant cohomology H2G(X).
Now, let Σ be a compact Riemannian 2-manifold, playing the role of physical space. We
would like to set up a background gauge theory, and so we take a principal G-bundle P → Σ.
Our nonlinear field is a gauged map into the target space X (i.e. an X-valued field, charged
under G), which is to say that it is a section of the associated bundle
X := X ×G P → Σ.
A section of this bundle is equivalently a G-equivariant map P → X.
Now, we should introduce a background gauge field, which is a connection A on P . This
allows us to define the covariant derivative dAφ ∈ Ω2V (X) of a section φ ∈ Γ(X). Here, by
Ω2V (X) we mean the space of vertical 2-forms. We also define the antiholomorphic derivative
∂¯Aφ =
1
2
(dAφ+ JX ◦ dAφ ◦ jΣ) .
The energy functional we consider is the usual one:
E[A][φ] =
1
2
∫
Σ
(|dAφ|2 + V (φ,A))) volΣ.
The critically coupled model arises for a special potential, namely,
Vcrit(φ,A) = −2µ(φ)(∗F (A)) (A.1)
where ∗ is the Hodge star on Σ. The equivariance of the moment map implies that this potential
is gauge invariant.
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The reason that this is called ‘critically coupled’ is that, for this choice of potential, the
energy admits a Bogomolny rearrangement. Indeed, it was shown in [19] that
1
2
∫
Σ
∗ (|F (A)|2 + |dAφ|2 + |µ(φ)|2) = ∫
Σ
∗
(
|∂¯Aφ|2 + 1
2
| ∗ F (A) + µ](φ)|2
)
+[ω−µ]([φ]) (A.2)
where the second term on the right-hand side is the natural pairing of [ωX − µ] ∈ H2G(X) with
[φ] ∈ HG2 (X) and µ](φ) is the moment map with its index raised using the Killing form, so that
it takes values in g. This rearrangement is of interest in the study of (symplectic) vortices.
Rearranging (A.2), we see that∫
Σ
∗|∂¯Aφ|2 + [ω − µ]([φ]) = 1
2
∫
Σ
∗ (|dAφ|2 + |F (A)|2 + |µ(φ)|2 − | ∗ F (A) + µ](φ)|2)
=
1
2
∫
Σ
∗ (|dAφ|2 − 2µ(φ)(∗F (A))) .
The right-hand side is our energy functional. The energy of a configuration is therefore bounded
below within a topological sector by the topological energy
[ω − µ]([φ])
and the bound is saturated by configurations φ obeying
∂¯Aφ = 0.
For the model studied in this paper, we take X to be the sphere S2 with its standard
symplectic form ωS2 . We take G = SO(3), which acts on S
2 by rotations in the usual way
preserving ωS2 . We now write m for the field φ, as we now interpret it as the magnetisation
field. It can be shown that the moment map for this action
µ : S2 → so(3)
is the inclusion of the unit sphere. Hence, thinking of m = (m1,m2,m3) as a unit vector in
R3 ∼= so(3), we have
µ(m)(ξ) = mBξB
for ξ ∈ so(3) and where B = 1, 2, 3 labels coordinates on so(3). Substituting this into the critical
potential (A.1) leads to the potential term (13).
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